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Resumo 
Esteartigopropõerecursosparaoescalonamentodeobjetosdistribuídos.Paratanto,são
definidosd oismecanismostidoscomocentraisparatal:umprimeiroqueirárealizarainstanciação
remotadeobjetosJava,eumsegundoqueteráacargoacoletadeinformaçõesdinâmicassobrea
execuçãodaaplicaçãodistribuída,taiscomo:usodeprocessador,usod ememóriaeperfilde
comunicaçãoentreosobjetos.OsmecanismosserãointegradoscomaAPIRMIdeJava,buscando
preservaranaturezadaOO –OrientaçãoaObjetos –naconstruçãodeaplicaçõesdistribuídas,e
conseqüentementeacompatibilidadecomasemâ nticanativadalinguagemJava.Apesquisaestá
inseridanocontextodapropostaEXEHDA – ExecutionEnvironmentforHighDistributed
Applications
 –emdesenvolvimentonaUniversidadeFederaldoRioGrandedoSul,etempor
objetivodarsuporteaexecuçãod eaplicaçõesmóveisdistribuídasdesenvolvidasutilizandoo
modeloHoloparadigma.
Palavras-Chave 
EscalonamentonaProgramaçãoOrientadaàObjetos,Escalonamentoem
SistemasDistribuídoseParaleloseProgramaçãoD istribuídaeParalelacomJava.
Abstract 
Thisarticleproposessupportresourcesfordistributedobjectscheduling.Twomechanisms,
understoodasessentialforsuchtask,aredefined:afirstonethatimplementsremoteinstantiation
ofJavaobjects,andasecondonethatcollectsdynamicinforma tionabouttheexecutionofthe
distributedapplication.Additionally,thesupportforoptimizedcommunicationandtheconstruction
ofinter -objectscommunicationprofilescomplementtheproposal.Themechanismswillbe
integratedwithJavaRMIAPI,aiming topreservethenatureoftheOO –ObjectOrientedmodel -
intheconstructionofdistributedapplicationsand,consequently,thecompatibilitywiththenative
semanticsoftheJavalanguage.TheresearchisinsertedinthecontextoftheEXEHDA -Execut ion
EnvironmentforHighDistributedApplications -proposalindevelopmentintheUniversidade
FederaldotheRioGrandedoSul,andhasasobjectivetoprovidemeansofsupportingthe
executionofdistributedmobileapplicationsdevelopedusingtheHolo paradigmamodel.
Keywords  
 DistributedObjectsScheduling,Distributed andParallel Processing,Java .
I. INTRODUÇÃO
OpreçopagopelaportabilidadedalinguagemJavaéodesempenhodaexecuçãodos
seusprogramas.NumaprimeiraanálisepodeparecerparadoxalaescolhadeJavacomolinguagem
parausoemprocessamentoondeodesempenhoéuma spectoaserconsiderado.
Noentanto,a utilizaçãodeJavaemprocessamentodealtodesempenhonãoconstitui
umainiciativaisoladadapropostaEXEHDA( ExecutionEnvironmentforHighDistributed
Applications)[YAM99],masrefleteumatendênciadegrupos depesquisainternacionais.Rapidez
deaprendizado,somadaaofatodomodelodeobjetosseradequadoaotratamentodeproblemas
distribuídoseparaleloseaausênciade ponteiros,oquefacilitaaotimizaçãodecódigopelos
compiladores,sãoasjustificati vasmaiscomunsparaestatendência[FOS99].Diversosestudosno
sentidodetornaraexecuçãodeprogramasJavamaiscompetitivaemrelaçãoàquelasdecorrentesde
linguagenstradicionaisvêmsendodesenvolvidos.Taisestudosvariamdesdeautilizaçãode
compiladoresJavanativos[GET98,PHI97,NIE00]e[YEL98],otimizaçãodos bytecodes
gerados[SUN01b]e[CIE97],atéaotimizaçãodomecanismodeserializaçãousadopelaAPIRMI
deJava[PHI97]e[NIE00].Osresultadosatingidosportaisesforçossão satisfatóriosebastante
animadores [GRA01] .
Tendoemvistaousodearquiteturasdememóriadistribuída,ondeoscustosde
comunicaçãosãoheterogêneos,considerarosaspectosdelocalidadeécrucialparaodesempenho
deumaaplicaçãodistribuída.Parti cularmente,paraumambientedeprogramaçãodistribuída
baseadoemumalinguagemorientadaaobjetos,objetosquecompartilhamdadosouqueapresentam
umperfildeintensatrocademensagensprecisamficaromais"próximopossível"(ounomesmo
nodoproces sador,ouemnodosconectadosatravésdeumcanalrápidodecomunicação).
Éesperadoqueosfuturosambientesdeexecuçãoparaaplicaçõesdistribuídas
contemplemobrigatoriamentesuportetantoparaamobilidadelógicacomofísica,deprocessose/ou
recursos[AUG00].Estesambientesvãosercaracterizadospornodosdeprocessamentobastante
heterogêneos,osquaisserãointerconectadosporredessujeitasafreqüentesflutuaçõesnosserviços
fornecidos.Comoconseqüênciadestecenário,oprojetodesoftwarep araambientesmóveisé
complexo,seuscomponentessãovariáveisnotempoenoespaçoemtermosdeconectividade,
portabilidadeemobilidade.Existem,portanto,requerimentosemergindoparaumanovaclassede
aplicaçõesprojetadasespecificamenteparaeste ambientedinâmico.Estanovaclassedeaplicações
temsidoreferenciadanaliteraturademuitasformas: environment-aware,network -aware,resource -
aware, context-aware.Acaracterísticacomumentreelaséacapacidadedasaplicaçõesadaptarem
suafuncional idadeàscondiçõesdosrecursosenvolvidosnosdiferentesmomentosdaexecução.
Destaforma,asaplicaçõesdevemobterinformaçõessobreoestadocorrentedeseucontextode
execuçãoafimdeseadaptar.
AlinguagemJava[SUN01a]ofereceumasoluçãopara oproblemadeportabilidade
decódigo,aomesmotempoemqueapresentaummodelodeprogramaçãodeObjetosDistribuídos,
chamadoRMI[FAR98] – RemoteMethodInvocation ,bastanteconhecido.Java,entretanto,não
fornecemecanismosparaobtençãodeinformaç õescontextuais,comoestatísticassobreosrecursos
utilizadosemcadanododosistemadistribuídoenemparaalocaçãodeobjetosnosistema
distribuído,nãoprovendo,destemodo,umsuporteaobalanceamentodecarganativoàlinguagem.
Paraeliminarpart edessasrestriçõesefornecersuporteaoescalonadordetarefas –
parteintegrantedapropostaEXEHDA,foramprojetadosdoismecanismos:( i)instanciaçãoremota
deobjetose( ii)coletadeinformaçõesdinâmicassobreaexecução.ApropostaEXEHDAintegra o
projetoISAM (Infra-estruturadeSuporteàsAplicaçõesMóveis),oqualpropõeumaarquiteturade
softwarequesimplificaatarefadeimplementaçãodeaplicaçõesmóveisdistribuídas.Oobjetivoé
conceberumambientededesenvolvimentoeexecuçãonoqual todososcomponentes,mesmoos
básicos,estãocomprometidoscomapremissadeelevadaadaptabilidade.Oescalonamentoé
projetadocomoumaestratégiacentraldeadaptação,eporconseqüênciadeaumentode
desempenho.
Otextoestáorganizadodamaneiracomo segue.NaseçãoII,caracteriza -sea
arquiteturaparaqualosmecanismospropostossãovoltados.AseçãoIIIintroduzapropostaISAM
paracomputaçãomóvel.NaseçãoIV,apresentam -seospressupostosdoescalonamentoprojetado
paraaISAM,eporsuavezo smecanismosdesuporteaesteescalonamentosãodetalhadosnaseção
V.Faz -senaseçãoVIumaanálisedostrabalhosrelacionados,enaseçãoVIapresentam -seas
conclusões.
II. AA RQUITETURADESTINO
Acomputaçãomóvelabrangeumafaixadecenários,osquaist êmdiferentes
requerimentosnosistemadesuporteàexecução.Aprincípio,umacategorizaçãodistingueentre
doiscenáriosbásicos:
• infra-estruturado
 -cenáriocompostopelapresençadeumaredefixaonde
alguns hosts,referenciadoscomoestações -base,con stituemospontosdeacesso
paraos hosts móveis;
• ad-hoc
 -cenáriodinâmicocompostosomentepor hosts móveis(semosuporte
dadoporumaredefixa).Atopologiaresultanteéaltamentevariável,constituída
apartirdasintersecçõesdasáreas(células)de abrangênciados hosts móveis.
Considera-seque,paraodesenvolvimentodeaplicaçõesdistribuídasmaisavançadas,
énecessárioqueos hosts móveisusufruamainfra -estruturadaredefixaexistente,epossamse
beneficiardeambientescomoooferecidopela Internet.Destaforma,omodeloderedeadotadoéo
deumaredemóvelinfra -estruturada.Estemodeloérefletidonoselementosbásicosdoambientede
execuçãodosistemaapresentadona figura 1,taiscomo: hosts móveis,e stação-base(servidorcom
suporteparacomunicaçãosemfio),edemaiscomponentesdeumsistemadistribuídoheterogêneo.
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FIGURA 1 –ArquiteturaDistribuídaDestino(ADD)
Acrescentedisponibilidadedefacilidadesdecomunicação temdeslocadoas
aplicaçõesdacomputaçãomóveldeumaperspectivadeusopessoalparaoutrasmaisavançadasde
usocorporativo.Exatamenteestedomíniodeaplicaçõesconstituioescopodeinteresseda
arquiteturaISAM,ilustradana figura 2.Aarquiteturapropostaéorganizadaemcamadascom
níveisdiferenciadosdeabstração.
Acamadasuperior(SUP)constituiaaplicaçãodousuáriodesenvolvidacoma
HoloLinguagem[BAR01a],umalinguagemdeprogramaçãoqueintegraospar adigmasemlógica,
imperativo,orientadoaobjetosedistribuído.Omodelodecoordenaçãoébaseadonoconceitode
memórialogicamentecompartilhadaesuportainvocaçõesimplícitas( blackboard)eexplícitas
(mensagens)[BAR01b].Estemodeloéapropriadoa oISAMporquecontemplaodesacoplamento
espacialetemporaldacomunicaçãoesincronização,propriedadesimportantesparaacomputação
móvel[PIC99].AHololinguageméexecutadaapartirdeummapeamentofeitoparaJava[BAR
01c]. Acamadainferior(INF) écompostadossistemasdeinfra -estruturadistribuídapré -existentes,
taiscomosistemasderedemóvel,sistemasoperacionaisnativoseaMáquinaVirtualJava.
Acamadaintermediária(INTERM)éonúcleofuncionaldaarquiteturaISAM,eé
fornecidaemdoi sníveisdeabstração.Oprimeironívelécompostoportrêsmódulosdesuporteà
aplicação:AmbienteVirtualdoUsuário,GerenciamentodaMobilidadeFísica,Gerenciamentode
Recursos.Nosegundoníveldacamadaintermediáriaestãoosserviçosbásicosaosu porteda
execuçãonoISAM.Eénestenível,queseinseremosmecanismosdesuporteaoescalonamento
detalhadosnesteartigo.
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FIGURA 2 -AArquiteturaISAM
III. OE SCALONAMENTOPROPOSTOPARAO ISAM
Umaaplic açãomóveldeveoferecerresultadosomaisrapidamentepossívelaoseu
usuário.Istoéumaexigênciaimplícitaàsituaçãodemobilidadedousuário:equipamentocom
poucaautonomia(operadoabateria),custodeusodaredemóvel,inserçãonotempo/espaçodo
contextodatomadadedecisão(e.g.reuniõescomclientes),etc.
O frameworkEXEHDAqueforneceosuportedeescalonamentoparaaarquitetura
ISAMtemcomometadeprojetoserflexíveleextensível[YAM01,SIL01].Oambientemóvelse
caracterizacomap licaçõescomelevadadinamicidadedeexecução.Aspropostasdebalanceamento
decargadifusas[COR99]semostramadequadasparaestetipodeaplicação.Inspiradonestas,as
característicasmaissignificativasdoescalonamentoISAMsão:
• suaoperaçãoocorre semexigiraalteraçãodosistemaoperacional.Isto
potencializaaportabilidade;
• podesuportartantoexecuçõesparalelascomodistribuídas.Paratal,interfacesde
programaçãoparacomunicaçãointerprocessos,tantosíncronasquanto
assíncronas,sãodispo nibilizadas;
• nãoestácomprometidocomumaheurísticadeescalonamentoemparticular.Ao
contrário,disponibilizafacilidadesparaquenovasheurísticassejam
implementadas;
• aheurísticaaserutilizadaéselecionadae/oucontextualizadaporusuárioe
aplicação;
• oscomponentesquetomamdecisãosãoreplicados,esãocapazesdeatividades
autônomaseassíncronas;
• asmetasdeescalonamentosãoperseguidasemescopos.Cadacomponenteque
tomadecisãoescalonaserviçosnoseudomínio;
• usointensivoderegistro históricocomoauxiliarnatomadadedecisão.
Omodelodeescalonamentoadotadoutilizaumaorganizaçãofisicamentedistribuída
ecooperativa[CAS88].Noquedizrespeitoàsestratégiasparamaximizaçãododesempenho,o
escalonamentonoISAMutilizaasse guintes:
• balanceamentodecarganosnodosresponsáveispeloprocessamento;
• localizaçãodosrecursos(softwareehardware)maispróximos(reduzircustode
comunicação);
• empregodereplicaçãodeserviçosededados;
• disponibilizaçãoantecipada,porusuário, dademandadecomponentesdas
aplicaçõesedosdados;
• otimizaçãonovolumedecomunicações,utilizandotransferênciasdecontextose
componentesdeaplicaçãopersonalizadasporusuário;
• monitoraçãodacomunicaçãopraticadapeloscomponentesdasaplicações em
execução,comintuitodeotimizaraspectosdemapeamento.
Oempregodestesprocedimentosficapotencializadopelaalternânciadopontode
conexãodosequipamentosmóveisnocontextodarede.Comportamentoesteinerenteàcomputação
móvel.Pelassuasatr ibuições,alémdaconsideraçãodecustosdecomunicaçãoebalanceamentode
carga,oescalonamentonoISAMatuadeformaintensivasobreaspectosdereplicaçãoemigração.
Umadiscussãonestesentidopodeserencontradanostrabalhos[FER00,AHM98].
Àmed idaqueousuáriointeragecomosistema,seucomportamentoémonitoradoe
oseuperfilédefinido.Estainformaçãoéutilizadapeloambientedeescalonamentoparatomadas
dedecisãoemdiferentessituações(vide figura 3).
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FIGURA 3 –AprendizadonoEscalonamentoISAM
Nestaproposta,oescalonadorempregaumaabordagemestocásticacomaprendizado
porreforço,naqualsãoconstruídascorrelaçõesestatísticasentreousuá rio,ocomportamentodas
suasaplicaçõeseoambientedeexecução.Trabalhonestemesmosentido,voltadoparao
escalonamentodeaplicaçõesparalelasemmultiprocessadores,podeserencontradoem[ZOM98].
Umdosprincipaisobjetivosdedotaroescalonamen tocomumaestratégiadeaprendizadopor
reforçoéviabilizarumainstanciaçãootimizadaeantecipadaderecursosnos hosts dosistema.
Amobilidadefísicadousuáriotrásoutraquestão:avariabilidadenocontextode
execuçãodaaplicação(recursos,servi ços,dados,etc.)devidoadinamicidadedaredemóveleda
alteraçãodospontosdecontatoquedeterminamcontextosdiferentesdeacesso.Paratratardos
problemasintroduzidospelavariabilidadedalocalizaçãodousuário,osautoressugeremaadoção
doco nceitodeadaptação[KAT94,DAV97].Porém,diferentedossistemasanalisados,omodelo
ISAMpropõeusaroescalonadorcomoestratégiadeadaptaçãoimplícita.Paraseadaptarosistema
necessitaobterinformaçõesdeestadodosrecursosqueutiliza.Comes teobjetivo,foramprojetados
algunsmecanismosqueatendamàsexigênciasdaarquitetura,descritosnaseqüência.
IV. OSMECANISMOSDE SUPORTEAO ESCALONAMENTO
OsuporteaoescalonamentodeobjetosdistribuídosnoEXEHDA(vide figura 4)está
fundamentadoemquatromecanismos:( i)primitivasotimizadasdecomunicação,( ii)métricaspara
caracterizaçãoda workload doshosts,( iii)primitivasdeinstanciaçãoremotaemigraçãodeobjetos
ea( iv)construçãodeperfisdecomunicaçã oentreobjetos.Osprincipaisaspectosdestes
mecanismosserãodescritosaseguir.
A. PrimitivasOtimizadasdeComunicação
O deamon EXEdestáprojetadoparacomportaraoperaçãosimultâneacomacamada
detransportedasdiversastecnologiasderedequeforma mosistemadistribuído(comoobjetivode
otimizarascomunicações).Assim,na comunicaçãoentresistemasdealtalatência,sujeitosaperdas
demensagensfreqüentes,automaticamenteseráempregadoumprotocolocomcontroledefluxo
(comoTCP/IP)aocust odeummaior overhead,enquantoquenacomunicaçãoentrenodosdeuma
redelocal,ounocasoótimoderedesdealtovelocidade(e.g. SCIou Myrinet),pode -seempregar
umprotocolonativocomumapolíticamaisrelaxadadecontroledeerroseassimserdimi nuídoo
overhead,
tornandoacomunicaçãomaiseficiente.
Oempregodeumaarquiteturaemcamadas,enquantorecomendáveldopontode
vistadeengenhariadesoftwareporsimplificaroempregodetécnicasdeestruturação,pode,devido
anecessidadederepeti dascopiasdos buffers decomunicaçãoentreascamadas,comprometero
desempenhodosistema.
FIGURA 4 –ArquiteturadeSuporteaoEscalonamentonoEXEHDA
Técnicasdeotimizaçãocomoalgoritmos zero-copy[VAH96]são,portanto,
altamentedesejáveis.O EXEdimplementanocontextodacamadadecomunicaçãoo
comportamento zero-copypeloempregodeumsegmentodememóriacompartilhadaentreos
processos [XXX99] ,deformaaminimizarosefeitosdamodelagememcamadassem,noentanto,
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sacrificaraestruturaçãodosoftware.OutrassoluçõesnoníveldoSistemaOperacional(eg.
remapeamentodepáginasdememóriano kerneldoS.O.) [XXX99] foramdescartadasporaspectos
desegurançaeportabilidade.
B. CaracterizaçãodaWorkloadnosHostsdoSi stema
Osegundomecanismopropostoenfocaofornecimentodesubsídiosparadecisõesde
alocação(oumigração)deobjetosdentrodosistemadistribuídoapartirdacaracterizaçãodeíndices
quedescrevemacargaemcada host eaqualidadedoscanaisqueos interconectam.
Aconstruçãodetaisíndicesdeavaliaçãocoloca -secomoumaferramentade
explicitaçãodaheterogeneidadedoambientedistribuído.Estaheterogeneidadepodedecorrer
diretamentedediferenciaçõesnosrecursosdehardwareesoftwaredisponib ilizadosouserum
resultadodautilizaçãonãohomogêneadosmesmos.Portanto,aavaliaçãodopoderde
processamentodisponívelumsistemadistribuídoenvolveaconsideraçãodeparâmetrostanto
estáticoscomodinâmicos.
B.1 Parâmetrosestáticos
Osparâmetrose státicosdescrevem,decertaforma,ocomportamentoótimoouo
potencialcomputacionalmáximo,aomesmotempoquecaracterizam,numprimeironível,a
heterogeneidadedosistemadistribuído.OsparâmetrosutilizadosnapropostaEXEHDAsão:
• PoderdeProcessa mento:aavaliaçãodopoderdeprocessamentodosnodos
seráfeitoatravésde benchmarks [XXX99] nomomentoqueosmesmos
foremcadastradosparacomporemaArquiteturaDistribuídaDestino( figura
1);
• QuantidadedeMemória :valordiretamentedecorrentedaquantidadede
memóriaRAMdisponívelnonodo;
• ConectividadeentreosNodos :esseparâmetroprocuradescrevera
qualidadedeconexãodeumnodoparaosdemaisnodosdosistema.Será
utilizadaavelocidadenominaldainfraes truturadeconexão(rede)comobase.
Ostrêsprimeirositenssãoassociadosaosnodos.Jáaconectividadeémelhor
caracterizadaempregando -seumaestruturahierárquica,deformaacaracterizarnodospertencentes
aummesmosegmentoderede(conexãodireta ),bemcomoasconexõesentreosdiversos
segmentosquecompõemosistemadistribuído.Pelautilizaçãodetalestrutura,minimiza -seo
armazenamentodeinformaçõesredundantessobreaconectividadedosnodos.Naproposta
EXEHDA,oescalonamentoprivilegia aspectosdelocalidade(menorcustodecomunicação)no
mapeamentodosobjetosdistribuídosnosistema..
B.2 Parâmetrosdinâmicos
ApropostaEXEHDAconsideraqueosrecursosdosistemadistribuídosão
compartilhadospordiversosusuários/aplicações.Dessaform a,avaliaçõesdinâmicasdoestadodos
recursosqueformamaADD( figura 1)semostramindispensáveisecomplementamainformação
dadapelosparâmetrosestáticos.
• DisponibilidadedoPoderdeProcessamento: naEXEHDAéutil izadoo
tamanhodafiladeprocessosemexecução.  Experimentosconduzidospor
[ZHOE87] induzemqueotamanhodafiladeexecuçãoagregauma
informaçãomaissignificativadoqueasoutrasalternativas(eg.percentualde
CPUutilizado,tempodeCPUidle,et c.);
• Ocupaçãodoscanaisdeinterconexão :quandoobjetosdistribuídosno
sistemasãofortementeacoplados(apresentamelevadacomunicação),
informaçõessobreaocupaçãodoscanaisdecomunicaçãoentreosnodos
podemtrazerotimizaçõessignificativasparao escalonamento.Oíndice
utilizadonacaracterizaçãodinâmicadoscanaisdecomunicaçãoéalatência,
aqualéavaliadaporprocedimentosdotipo ping-pong [XXX99] .Uma
desvantagemdestaaboradageméainserçãodetrafegounicamentecomo
propósitodein strumentação.Umaotimizaçãoprevistanosistema,obtida
comacamadadecomunicaçãoproposta,éainserçãodeumcampoparatal,
nospacotesnormalmenteutilizadosduranteacomunicaçãoentreobjetos.
Comistoficamreduzidososefeitoscolateraisdesset ipodeinstrumentação.
C. PrimitivasdeInstanciaçãoRemotaeMigraçãodeObjetos
Oobjetivodestasprimitivasépermitirainstanciaçãoremotadeobjetos.Esta
funcionalidadenãoénativaàlinguagemJava,poréméindispensávelàimplementaçãodepolíticas
dealocaçãodeobjetosdistribuídospois,independentementedaheurísticadeescalonamentoaser
empregada,éelaquesuportaráaefetivacriaçãodosobjetosremotos.NocontextodoEXEHDA
esseefeitoéalcançadopelautilizaçãodeumaclassedenominada EXEStarter,aqualépré -
instanciadaemtodasasJVMcriadaspelo EXEd.Nessaarquiteturao EXEdfuncionacomo
elementodetransporteparaasmensagensdeinstanciaçãotrocadasentreos EXEStarterdecada
JVM.AfasedeinicializaçãodasJVMstambémérespon sávelpelainstalaçãodepolíticasde
segurançaespecíficasàaplicação,comocontroledeacessoaosrecursoslocaisdo host.
D. ConstruçãodePerfisdeComunicaçãoentreObjetos
Paraaconstruçãodeperfisdecomunicaçãodinâmicosentreosobjetosdaaplicaç ão
distribuídatorna -senecessáriaaadoçãodeumapolíticadeatribuiçãodeidentificadoresúnicosaos
objetosdaaplicação.Osperfisdecomunicaçãosãoutilizadosemduassituações:( i)numaanálise
pós-morteneassimotimizaromecanismodealocaçãodo sobjetosdistribuídosnasexecuções
subseqüentes;( ii)duranteaexecuçãopropriamentedita,alimentandodecisõesde
reposicionamentosdinâmicosdeobjetos.Aformadeusodasinformaçõesdisponibilizadasserá
responsabilidadedaheurísticademapeamento escolhidaparaaaplicaçãoemquestão.
OsidentificadoresdeobjetosdistribuídossãobaseadosemumesquemadeIDsde64
bitsdenominados EXEids.Oidentificador EXEidpodeserdecompostoemtrêscampos:umcampo
de32bitsquecontémoendereçoIPdahos tnoqualoobjetoestásendoexecutado;umcampode
16bitsquerepresentaamáquinavirtualeosúltimos16bitsqueidentificamoobjetodentroda
máquinavirtual.Essaescolhavisaminimizaroesforçodemanipulaçãodesseidentificador,tendo
emvista queváriasarquiteturasdehardwarehojejámanipulamdeformaeficienteinteirosde16,
32e64bits.Essaescolhatambémpermitequeesseidentificadorpossasermanipuladodentrodas
JVM –MáquinaVirtualJava –diretamentecomumavariáveldotipo long.
Os EXEidsãoutilizadoscomounidadesbásicasdeendereçamentopelo EXEd,
apresentandouma semântica semelhanteadeportasemsistemasdetrocademensagensbaseados
emdatagramas.Assim,comunicaçõesbaseadasemtrocademensagenspodemserconstruíd as
sobreonúcleoprovido.
AintegraçãocomaAPIRMIsedápelautilizaçãodeobjetosdaclasseproposta
VSocket,aqualoferece,paraoníveldaaplicação,aabstraçãodeumaconexãobaseadaem stream
comoesperadopeloníveldeRMI –cujaimplementação padrãoestabaseadaem socketsTCP/IP.
Cadaobjeto VSocketpossuium EXEid,requisitadojuntoao EXEd,estandoportantohabilitadoa
utilizarasprimitivasdecomunicaçãodisponibilizadaspelo mesmo. Dessemodo,épossívelaos
objetos VSocketexerceremo papelderedirecionadoresdacomunicaçãoexecutadanonívelRMI
parao EXEd.Apartirdointerfaceamentoàsprimitivasdetrocademensagens,o VSocketfornecea
semânticadeumaconexãoorientadaabytes,permitindoainstrumentaçãodaquantidadededado s
trocadaentreosobjetos.
Osidentificadoresalocadossófazemsentidonoescopodo EXEd.Paraefetiva
construçãodeperfisdecomunicaçãofaz -senecessáriaautilizaçãodeumserviçodeinformações
distribuídanoqualomapeamento EXEid<->objetoremoto  sejaestabelecido.Asabordagens
possíveisparaessaquestãovariamdesdeumadistribuiçãodoserviçoentretodososnodos
envolvidosatéumasoluçãocompletamentecentralizada.Aescolhaadotadafoiadeumserviço
replicado,nomodelo primário-backups[ FER00] .Estaescolhafoifeitaconsiderandoosseguintes
aspectos:( i)implementaçãomaissimplesdegerenciarqueaimplementadaporumasolução
completamentedistribuída,( ii)reduzoscustosdoprocessodeatualizaçãoeobtençãode
informações,poisnã oenecessáriaumsincronizaçãoentreosnodosdosistemadistribuídoacada
vezqueo snapshot dosistemaforrequisitado;( iii)possuiboaescalabilidadevistoquepodeser
facilmenteestendidoparaoempregodeumaestruturahierárquica.Alémdisso,oa cessoemleitura
podeserliberadoparaos backupsdeformaamelhorarodesempenhodosistema.Porsuavez,
considerandotambémumapossívelutilizaçãofuturadapropostaemconcepçõestolerantesàfalhas,
aestratégia primário-backupssemostraoportuna.
V. TRABALHOSRELACIONADOS
Umaquantidadesubstancialdepesquisanocampodacomputaçãomóvelédevotada
atornarasaplicaçõesadaptativasecônsciasdosrecursos[AND00,BAG98,NOB00].Ofocodas
soluçõesévariável,tendoumaconcentraçãoemtécnicasd eadaptaçãodostiposdedadosàvariação
nosrecursosdarede(larguradebanda,emespecial)[ANG98,BAG98,NOB00,RAN97,WEL
98].Emgeral,essessistemasusamprocessosintermediáriosentreoclientemóveleoservidor,na
formade proxyouagente, osquaisexecutamalgumtipodefiltroquemodificaa
estrutura/quantidadededadosantesdeseremtransmitidosnaredesemfio.Outraestratégiade
adaptaçãomuitousadaéamigração,de thread[RAN97],de proxy[AHM95]oudeagente[GRA
97],ondeade cisãodemigrarparaumpontoespecíficoédaaplicação.Diferentementedestes
sistemas,ISAMutilizaoconceitodeescalonamentocomoumaestratégiacentraldeadaptação.No
ISAMoescalonadorpodeservistocomoumgerentegeraldistribuídoquenegociac omaaplicação
asdecisõesdeadaptação.Oescalonador,combasenasinformaçõesdealteraçãodecontextoenas
políticasadotadasparaaaplicação,podedeliberaraçõesdeadaptação.Porsuavez,aaplicação
poderequisitaraintervençãodoescalonador.
NaperspectivadeutilizaraInternetcomoinfra -estruturaparaaplicaçõesaltamente
distribuídas,têmsurgidodiversostrabalhos.SistemascomooCondor[ LIT88 ]sãovoltadospara
aplicaçõesdealtodesempenhoem clustersdeestaçõesdetrabalho.Diferent ementedoISAM,
utilizamummecanismocentralparadispararprocessos.OprojetoGlobus[ FOS98 ]disponibiliza
uma“gradederecursoscomputacionais”[ FOS99 ]integrandoequipamentosheterogêneosemum
únicosistema.DeformasimilaràpropostaISAMeleco ntemplaumaestruturaescalávele
distribuídaparaogerenciamentoderecursos.Apesardecontermóduloespecíficoparaocontrole
deaplicações(GEM – GlobusExecutableManagementService ),aatualversãotrataasaplicações
comoumúnicoexecutável,aoi nvésdeumacoleçãodecomponentesquepodemserparciale
dinamicamenteinstanciadoscomonaarquiteturaISAM.
Porsuavez,sistemascomoGlobe[STE99],Legion[ GRI97 ],eWebOs[ VAH98 ],
apesardesuportaremdiferentesníveisdeconfiguração,nãoconsi deramaadaptabilidadeea
configuraçãoautomáticadoambientedeexecuçãocomoumaquestãocentral.
VI. CONCLUSÃO
Aadaptaçãoéomaisimportanterequisitoparaasaplicaçõesmóveisatingiremo
graudedesempenhoqueatendaasexpectativasdosusuários.Aada ptaçãopodeserrealizadaem
diversosníveis:rede,sistemaeaplicação.Muitastécnicas,taiscomo prefetchinge caching,
filtragem,compressãoemigração,sãoempregadascomestepropósito.Diferentemente,aproposta
daarquiteturaISAMéusaroescalona mentocomoumaestratégiaglobaldeadaptaçãoimplícitae
explícitaparaasaplicaçõesmóveisdistribuídas.Emsistemasaltamentedistribuídoscomsuporteà
computaçãomóvel,oconceitodeescalonamentocomoestratégiadeadaptaçãonãofoiabordado
pelac omunidadecientífica,noqueédenossoconhecimento.Asimplicidadedestaidéiacontrasta
comacomplexidadedesuaimplementaçãoemumambientealtamentedinâmico.Esta
circunstânciaexigeumaltograudeadaptaçãotantodaaplicaçãomóvelquantodapróp ria
plataformadesuporteàexecução.
Oconceitodeadaptaçãoédesenvolvidocomoumanegociaçãoentreaaplicaçãoea
arquiteturaISAM.Oescalonamentotomadecisõesbaseadaseminformaçõessobreoambientede
execução,coletadasemantidaspelaarquitetu raepelapolíticadeadaptaçãoadotadapelaaplicação.
Esteartigoapresentouosmecanismosdesuporteparaoescalonamentoemsistemasqueutilizem
objetosdistribuídosJava.  Oescalonamentodeobjetosdistribuídospermitesanar umadeficiênciano
modelodeobjetosJava,aomesmotempoquecontribuiparaumaumentodedesempenhodas
aplicaçõesjáexistentes,atravésdoempregodetécnicasadaptativasnaalocaçãodosobjetosem
sistemasdistribuídos/paralelos.
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