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Complexifying the spacetime algebra by means
of an extra timelike dimension: Pin, Spin and
algebraic spinors
Marcos R. A. Arcod´ıa
Abstract. Because of the isomorphism Cl1,3(C) ≅ Cl2,3(R), it is possi-
ble to complexify the spacetime Clifford algebra Cl1,3(R) by adding one
additional timelike dimension to the Minkowski spacetime. In a recent
work we showed how this treatment provide a particular interpretation
of Dirac particles and antiparticles in terms of the new temporal di-
mension. In this article we thoroughly study the structure of the real
Clifford algebra Cl2,3(R) paying special attention to the isomorphism
Cl1,3(C) ≅ Cl2,3(R) and the embedding Cl1,3(R) ⊆ Cl2,3(R). On the first
half of this article we analyze the Pin and Spin groups and construct
an injective mapping Pin(1, 3)↪ Spin(2, 3), obtaining in particular ele-
ments in Spin(2, 3) that represent parity and time reversal. On the sec-
ond half of this paper we study the spinor space of the algebra and prove
that the usual structure of complex spinors in Cl1,3(C) is reproduced
by the Clifford conjugation inner product for real spinors in Cl2,3(R).
1. Introduction
The use of Clifford algebra (CA) provides formalization and foundation when
working with spinor fields in physics. For instance, the fact that in ordinary
quantum mechanics, the state of a 1/2-spin particle is represented by a two-
component complex vector in a Hilbert space with a positive definite metric
can be inferred by constructing the Clifford algebra of 3D space. Indeed,
this Clifford algebra is isomorphic to M(2,C), and consequently the repre-
sentation space for its irreducible representation is C2. However, there are
many definitions of spinors — the one stated above is the definition of a real
algebraic spinor.
It is also possible to consider the state to be represented by a real
classical spinor, this is, a representation of the group Spin(3), in which case
we would obtain that the state is indeed represented by a single quaternion. If
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2 M.R.A. Arcoda
we complexify the classical spinor, we obtain back the algebraic spinor in C2.
Nonetheless, not in every case the complexified classical spinors coincide with
real algebraic spinors. Consider for instance, the spacetime algebra, this is
the CA of the Minkowski space-time with signature (+−−−): a real algebraic
spinor is represented by an element in H2, while a complex classical spinor
is an element in C2 ⊕ C2, and a complex algebraic spinor is an element in
C4. In this sense, a question we may ask is what is the correct structure of
a physical spinor space? Should we require it to be a representation just of a
certain group, or of the whole Clifford algebra?
In the context of the Dirac equation for the mentioned Minkowski space-
time:
γµ∂
µψ + imc
h̵
ψ = 0 , (1)
this question has a simple answer: since the generators of the algebra, γµ,
must act on the spinor ψ then, we have to require that whatever space ψ lives
in, it has to carry a representation of the whole Clifford algebra. Futhermore,
since the mass term is multiplied by the imaginary unit i, we can conclude
that the appropriate representation space for ψ is that of the complexified
Clifford algebra representation.
Of course, this answer may be indeed too simple: as was noted by
Hestenes in his foundational papers[7,8,9], it is possible to work only with the
real Clifford algebra by replacing algebraic spinors with operator spinors1 and
the Dirac equation with the Dirac-Hestenes equation. However, if we want to
recover the algebraic spinor appearing in Eq. (1), it is necessary to work in
the complex spacetime algebra2.
If we accept to work with the algebraic spinors appearing in the Dirac
equation (1), it is necessary to consider the complex Clifford algebra Cl1,3(C).
Regarding this aspect, a known fact about Cl1,3(C) is that it is isomorphic
to the real Clifford algebra Cl2,3(R). This isomorphism provides an equiv-
alence between complexifying the Clifford algebra Cl1,3(R) and adding an
extra timelike dimension to the spacetime. Furthermore, this isomorphism
also provides a solid ground to study the relations between 4D and 5D Dirac-
like equations, since the space of complex spinors in Cl1,3 is isomorphic to
the space of real spinors in Cl2,3.
An alternative possibility for complexification has been studied in [13],
based on the isomorphism Cl1,3(C) ≅ Cl4,1(R). There, an additional spacelike
dimension is used, but the signature of space and time coordinates has to be
interchanged. Similar isomorphism regarding
This way of complexifying the CA, also lead us to think about the nature
of complex numbers in the Dirac theory, which in this case is linked to the
existence of an extra timelike dimension. In a recent article[1] we observed
that pure particle and antiparticle solutions in the extra-dimension approach
are eigenvectors of the generators of rotations in the plane of two times.
1see chapter 6 of [15] for terminology.
2The idempotent u1 appearing in [9] can only be constructed in the complex case: in the
real spacetime algebra such an element doesn’t exist.
Complexifying the STA by means of an extra timelike dimension 3
In the present article we extend this research by analyzing the prop-
erties of the Clifford algebra Cl2,3(R), the space of algebraic spinors in this
algebra and the inner products that can be defined on spinors. We construct
an injective mapping from Pin(1,3) to Spin(2,3) and find parity and time re-
versal operators in Spin(2,3). We also recover the usual complex structure of
complex spinors in Cl1,3(C) by means of the Clifford conjugation inner prod-
uct in the real algebra Cl2,3(R). Using this inner product we show how its
automorphism group of the group U(1), allowing us to study the U(1)-gauge
transformations from electromagnetism.
2. Elementaries of Cifford algebras: the multivector structure
Given a real n-dimensional vector space V with a bilinear symmetric form
g ∶ V × V → R, we say that Φ ∶ V → R, defined by Φ(v) = g(v, v), is the
associated quadratic form and we call the pair (V,Φ) a quadratic space. If
the form g is non-degenerate we say the quadratic space is regular. Since
g(a, b) = Φ(a+b)−Φ(a)−Φ(b)
2
, no information is lost when passing from g to Φ.
For any quadratic space, one can build an associative unitary real al-
gebra Cl(Φ), called the Clifford algebra (CA) for (V,Φ). It is possible to
define that algebra in different equivalent ways; we shall do it as follows: Let{e1, .., en} be a basis for the vector space V , and gij the matrix elements of
the bilinear form g in the given basis. The CA is defined by the generators{E1, ...,En}, with the relations:
EiEj +EjEi = 2gij1, (2)
where 1 is the unit in Cl(Φ). We shall just mention that this algebra can also
be constructed as a quotient algebra of the tensor algebra modulo certain
ideal[6], but we shall not go further in this subject. Since the tensor algebra
of a real vector space is a real algebra, the CA obtained also happens to be
a real algebra, but it can also be complexified. In this article both real and
complex Clifford algebras are going to be relevant.
For any non-degenerate bilinear symmetric form g we can find an or-
thonormal basis such that it has p vectors with norm 1 and q vectors with
norm −1. We call the pair (p, q) the signature of g. Sometimes, when working
in a particular basis, we represent the signature as a n-tuple of plus and minus
sign; for instance if we are in a space of signature (2,3) in an orthonormal
basis in which the first and last vectors positive norm and the rest has neg-
ative norm, we write the signature as (+,−,−,−,+). Because the signature
is a geometric invariant and the CA is independent of the choice of basis,
we use the notation Clp,q(R) for the real Clifford algebra of signature (p, q),
Clp,q(C) for the complex one, and Clp,q to express that any of the two cases
can be considered.
Because there is an injective function from V to the CA, via ei ↦ Ei,
by abuse of notation we shall refer to the generators of this algebra as ei. In
the same way, we shall refer to the subspace spanR{E1, ...,En} ⊆ Cl(Φ), as
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V . It happens that this algebra is finite dimensional with dimension 2n [10],
and provided a basis {e1, ..., en} for V , the set of monomials:
ei1 ...eik ∶ 1 ≤ i1 < i2 < ... < ik ≤ n, (3)
where k runs from 1 to n, together with the identity of the Clifford algebra,
1, form a basis for the Clifford algebra, called the standard basis associated
to the basis {e1, ..., en} of V.
Since the Clifford algebra has the same dimension that the exterior alge-
bra, we can conclude that they are isomorphic as vector spaces. Furthermore,
it is possible to define a wedge product in the Clifford algebra in order to
replicate the structure of k-vectors of the exterior algebra. We will say that
a scalar (i.e. an element proportional to 1) is a 0-vector; that a vector is a
1-vector; and for any k ∈ {2, ..., n} we will define the space of k-vectors, ⋀k
as: ⋀k(V ) = {Ai1...ikui1 ...uik ∣ g(ul, um) = 0 ∀l,m ∈ {i1, ..., ik}}, (4)
where the sum is finite, and each ul is a vector for l ∈ {i1, ..., ik}. It can
be seen that these spaces are linear, and have dimension (n
k
). The set of
2-vectors (or bivectors) is important since it spans the Lie algebra of the
Spin(Φ) group. The n-vectors are also called pseudoscalars, and the (n − 1)-
vectors, pseudovectors.
We have that the k-vectors cover all the Clifford algebra, namely:
Cl(Φ) = n⊕
k=0⋀k(V ) =∶⋀(V ), (5)
which allows us to write any element A ∈ Cl(Φ) as:
A = n∑
k=0⟨A⟩k, (6)
where the k-vectors ⟨A⟩k ∈ ⋀k are uniquely determined.
Observation 1. The structure of k-vectors of the Clifford algebra is more eas-
ily observed once an orthogonal basis is chosen. In this case, the structure is
straightforwardly seen in the standard basis, as illustrated in Figure 1.
If we had a more general basis, we can achieve a similar diagram by consider-
ing the basis {1}∪ {ei1 ∧ ...∧ eik ∶ 1 ≤ i1 < i2 < ... < ik ≤ n}, which is different
from the standard basis. Due to the fact that ( n
n−k) = (nk), this diagram will
always form a shape called guemil3.
We define the grade involution α on a basis element ei1 ...eik as:
α(ei1 ...eik) = (−1)kei1 ...eik , and extend it to any element as an algebra ho-
momorphism on Cl(Φ).
It can be proven that this morphism induces a Z2 grading in the algebra,
splitting it into Cl(Φ) = Cl(Φ)0⊕Cl(Φ)1, where Cl(Φ)i = {x ∈ Cl(Φ) ∶ α(x) =
3N.B.: Pronounced /gemil/ in international phonetic alphabet, which is close to the English
pronunciation of the word “gaemil”. It is a symbol present in the culture of the Mapuche
people, which is a native people from the region of Patagonia, in the south of Argentina
and Chile. As I searched for a name for this shape this was the one I found more accurate.
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⋀0⋀1
⋀2
⋀n−2
⋀n−1 ⋀n
1
e1 e2 en
e1e2 en−1en⋮
e1e2...en−2 e3...en
e1e2...en−1 e2e3...en
e1e2...en
Figure 1. Zn-grading of the CA, reproduced by an orthog-
onal basis.
(−1)ix}. It is true that Cl(Φ)0 is a subalgebra of Cl(Φ) while Cl(Φ)1 is not.
Furthermore, it happens that
Cl(Φ)0 = ⊕
i even
⋀i(V ) and Cl(Φ)1 = ⊕
i odd
⋀i(V ).
We define reversion, t, on a basis element ei1 ...e1k as t(ei1 ...eik) = eik ...ei1 ,
and extend it as an algebra anti-morphism (meaning t(a.b) = t(b).t(a), details
can be found in [6, 15]). Reversion on an element x will also be noted as xˆ.
Using the previous functions we define the Clifford conjugation on any
CA element x as x = (t○α)(x) = (α○ t)(x). This is an algebra anti-morphism
and in a basis element ei1 ...eik it can be seen to be ei1 ...eik = (−1)keik ...ei1 .
Lastly, we define the norm N(x) of an element x in the CA as N(x) ∶=
xx = xx. An important feature of this function is that N(v) = −Φ(v)1 for
any v ∈ V .
2.1. The Clifford-Lipschitz and the twisted Clifford-Lipschitz groups
There group of units of the Clifford algebra, Cl(Φ)∗, contain some subgroups
which are related to the isometries of the quadratic space (V,Φ). In this
section we will briefly define this groups and concepts related to them without
proofs, but detailed calculations can be found in [15]. The Clifford-Lipschitz
group Γ(Φ) is defined as follows:
Γ(Φ) = {x ∈ Cl(Φ)∗ ∶ xvx−1 ∈ V ∀ v ∈ V }. (7)
As it is explained in [15] the Lie algebra of this Lie group is the set:
γ(Φ) =⋀2(V )⊕Z(Cl(Φ)) , (8)
where Z(Cl(Φ)) is the center of the CA and the bracket of the Lie algebra
bracket is the commutator [x, y] ∶= xy − yx.We will call Γp,q the Clifford-
Lipschitz group of the bilinear form of signature (p, q).
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There is a natural action of the Clifford group on the vector space
V = ⋀1, Ad ∶ Γ(Φ)→ End(V ), called the adjoint action, given by:
Adx(v) = xvx−1. (9)
It can be seen that Ad(Γ(Φ)) = O(Φ) if p + q is even, and Ad(Γ(Φ)) =
SO(Φ) if p + q is odd. In any case we have that ker(Ad) = Z∗(Cl(Φ)) ∶=Z(Cl(Φ)) ∩Cl∗(Φ).
In order to generate the whole orthogonal group for p + q odd, it is
possible to define the twisted adjoint action, and the twisted Clifford-Lipschitz
group. The twisted Clifford-Lipschitz group is given by:
Γˆ(Φ) = {x ∈ Cl(Φ)∗ ∶ α(x)vx−1 ∈ V ∀ v ∈ V }. (10)
The twisted adjoint action is defined as the function Aˆd ∶ Γˆ(Φ) →
End(V ), where for any x ∈ Γˆ(Φ) and v ∈ V we have:
Aˆdx(v) = α(x)vx−1. (11)
For any Clifford algebra it is true that Aˆd(Γˆ(Φ)) = O(Φ) and that
ker(Aˆd) = R∗1.
In general we have that Γˆ(Φ) ⊆ Γ(Φ), and that Γˆ(Φ) = Γ(Φ) only if the
dimension of the vector space V is even[5].
Since the twisted adjoint action seem to work better regarding the or-
thogonal groups, we may think that it would be possible to work only with
this action and forget about Ad. However, when the Clifford algebra is in-
terpreted as the algebra of linear transformations on the space of spinors,
it is only the adjoint action the one that reproduces the change of a matrix
x ∈ Cl(Φ) when the spinors are transformed by a linear transformation.
2.2. The Pin and Spin groups
The mapping Aˆd defined over the twisted Clifford-Lipschitz group can be
restricted to a certain subgroup in a way in which this function remains
surjective.
The Pin group of the CA Cl(Φ) is defined as the set:
Pin(Φ) = {x ∈ Γˆ(Φ) ∣ N(x) = ±1}. (12)
The Spin group of the CA Cl(Φ) is the subgroup of the Pin group, defined
as
Spin(Φ) = Pin(Φ) ∩Cl0(Φ) (13)
We will refer to the Pin group of signature (p, q) by Pin(p, q), and to the
corresponding Spin group by Spin(p, q).
Theorem 1. The following statements are true:● The restriction of the twisted adjoint action to the Spin group
Aˆd ∶ Spin(Φ) → SO(Φ) is a surjective group morphism with ker(Aˆd) ={−1,+1} = Z2.● The restriction of Aˆd to Pin(Φ) is a surjective morphism
Aˆd ∶ Pin(Φ)→ O(Φ) with ker(Aˆd) = Z2.
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It is said that Spin(Φ) is the double cover of SO(Φ), while Pin(Φ) is the
double cover of O(Φ).
Let us note that in the definition of the Spin group the twisted Clifford
group can be replaced by the Clifford group and the twisted adjoint action
by the adjoint action. For the Pin group, this change in the definition is only
possible in even dimensions, where Γ(Φ) = Γˆ(Φ).
For odd-dimensional spaces we have that the Clifford group only covers
SO(p, q), and so does Pin(p, q) (with the adjoint action). In this case, the
Pin group defined as above, together with the adjoint action, wouldn’t add
any extra information to the Spin group: it only enlarges the kernel of the
adjoint action. We have the following theorem:
Theorem 2. The following statements hold:● The restriction of the adjoint action to the Spin group
Aˆd ∶ Spin(Φ) → SO(Φ) is a surjective group morphism with
ker(Aˆd) = Z2.● For even dimensional spaces, the restriction
of Ad to Pin(Φ) is a surjective morphism
Ad ∶ Pin(Φ)→ O(Φ) with ker(Ad) = Z2.● For odd dimensional spaces, the restriction
of Ad to Pin(Φ) is a surjective morphism
Ad ∶ Pin(Φ)→ SO(Φ) with
ker(Ad) = ⎧⎪⎪⎨⎪⎪⎩Z2 ×Z2 if p − q ≡ 1 mod 4Z4 if p − q ≡ 3 mod 4 . (14)
Proof. Ad coincides with Aˆd on Spin(Φ), hence the first statement is equiva-
lent to Theo. 1. For the second and third statements of the theorem, we know
that ker Ad ∣Γ(Φ) = Z∗(Cl(Φ)), hence ker Ad ∣Pin(Φ) is the set of elements that
lie in Z∗(Cl(Φ)) ∩Pin(Φ).
Any element in set Z∗(Cl(Φ)) can be written as z = a+ Ib with a, b ∈ R,
and I the pesudoscalar of the algebra. We have that z = a − bI or z = a + Ib,
according to I = ±I. However, since α(x) = ±x for every element in Pin(Φ)4,
z is rather equal to a or equal to bI, and hence zz = a2 or zz = ±I2b2.
Consequently, the solutions to zz = ±1 are always z = ±1 and z = ±I, this is:
ker Ad ∣Pin = {±1,±I}. (15)
If I2 = 1, equivalently p − q ≡ 1 mod 4, this set has the group structure of
Z2 × Z2. If I2 = −1, which is equivalent to p − q ≡ 3 mod 4, the same set has
the group structure of Z4. ◻
We are going to define the reduced Pin group[15] as:
Pin∧+(Φ) = {x ∈ Γˆ(Φ) ∣ xx¯ = 1}. (16)
4This can be seen easily because any element x in the Pin group is the product of a finite
number of non-isotropic vectors. For a product of an even number of vectors α(x) = x and
for an odd number of vectors α(x) = −x.
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It can be proved that this group (using the twisted adjoint action) generates
the transformations that preserve the orientation of the subspace Rp,0: for
instance, in R1,3 these are the transformations preserving time orientation,
O↑(1,3).
3. The real Clifford algebra Cl2,3(R)
We denote by R2,3 the five dimensional vector space R5 together with the
metric of signature (+,−,−,−,+). A point in this space is labeled by coordi-
nates (x0, x1, x2, x3, x4). To represent any of the coordinates we use uppercase
Latin scripts xA, and hence A ranges from 0 to 4. The matrix of the bilinear
form g is given in this orthonormal basis by:
gAB = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if A = B = 0 or A = B = 4−1 if A = B ∈ {1,2,3}
0 otherwise
(17)
The structure of k-vectors is depicted by means of the standard basis in
Figure 2.
⋀0⋀1
⋀2⋀3 ⋀4 ⋀5
1
e0 e1 e2 e3 e4
e0e4 e1e4 e0e1 e0e2 e0e3 e1e2 e1e3 e2e3 e2e4 e3e4
e0e1e4 e0e2e4 e1e3e4 e0e1e2 e0e1e3 e0e2e3 e1e2e3 e1e2e4 e1e3e4 e2e3e4
e0e1e2e4 e0e1e3e4 e0e1e2e3 e0e2e3e4 e1e2e3e4
i = e0e1e2e3e4
Figure 2. Structure of k-vectors for Cl2,3
According to the Clifford algebra classification, this algebra is isomor-
phic to the algebra of 4 × 4 complex matrices, M(4,C).
Observe that we have denoted the pseudoscalar of Cl2,3(R) by the
symbol i. We find motivation for this notation in the fact that the pseu-
doscalar is a central element that squares to −1, thus it is possible to
identify it with an imaginary unit. Indeed, the center of this algebra isZ(Cl2,3(R)) = ⋀0 ⊕ ⋀5 = R1 ⊕ Ri is isomorphic to C. This is an important
feature that allows us to reproduce complex numbers in the real algebra.
From now on, the symbol i will be reserved for the pseudoscalar of Cl2,3(R).
4. The complex Clifford algebra Cl1,3(C) and the isomorphism
Cl2,3(R) ≅ Cl1,3(C)
In the theory of special relativity, space-time is modeled as the Minkowski
spacetime R1,3. This is, the vector space R4, with the metric of signature
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(+,−,−,−). A point is labeled by coordinates (x0, x1, x2, x3), and we will use
lowercase Greek scripts to refer to them arbitrarily: xµ with µ taking values in{0,1,2,3}. Additionally, lowercase Latin scripts, (e.g. i, j, k) will take values
in {1,2,3}, thus xi will represent any of the space coordinates. The bilinear
form in an orthogonal basis is written as:
ηµν = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 µ = ν = 0−1 µ = ν = j; j ∈ {1,2,3}
0 µ ≠ ν . (18)
The real CA corresponding to this spacetime, Cl1,3(R), will be the algebra
generated by elements {γµ ∶ µ ∈ {0, ...,3}} with the relation:
γµγν + γνγµ = 2ηµν1. (19)
According to the well known classification of CA, the real algebra for
the Minkowski spacetime with this signature is isomorphic to the algebra of
2 × 2 matrices with entries in the quaternions.
The Dirac’s theory of spinors is derived partially from classical quan-
tum mechanics, which postulates the existence of a complex Hilbert space of
physical states, hence we need to use the complex CA, Cl1,3(C). This algebra
is well known to be isomorphic to the complex algebra of 4× 4 matrices with
complex entries, M(4,C). There are infinite matrix representations for the
generators as matrices in M(4,C), but the more popular are perhaps the
Dirac and Weyl representations.
In this article we will pay special attention to the following known fact:
the CA of R1,3 can be “complexified” in an alternative way [10], which al-
low us to keep working with real Clifford algebras. The complexification is
accomplished by adding an extra time-like dimension, x4, to the Minkowski
spacetime and taking the real CA of the 5D spacetime, R2,3, defined in sec-
tion3. This is possible because the following isomorphisms hold:
Cl2,3(R) ≅M(4,C) ≅ Cl1,3(C). (20)
The ismorphism Cl1,3(C) ≅ Cl2,3(R) is not unique; however, for any possible
isomorphism the imaginary unit of Cl1,3(C) must be identified rather with
the pseudoscalar i = e0e1e2e3e4 of Cl2,3(R) or with its opposite, −i. This is
possible because of two facts: on the one hand the pseudoscalar squares to−1 and on the other hand it lies in the center of the algebra, Z(Cl2,3), this is,
it commutes with every element in the CA (a necessary property for scalars).
Indeed we have that Z(Cl2,3) ≅ C.
It is important to be careful since, when working in Cl2,3(R), we shall
use the name i, as referring to the pseudoscalar, but we are by no means
complexifying Cl2,3(R). Reciprocally, when we complexify the theory in the
usual way, this fifth dimension emerges naturally as the matrix element γ5,
which squares to 1 and is associated with the chirality of the Dirac spinor
fields. Since the isomorphism (20) holds, the representations of Cl1,3(C) and
Cl2,3(R) are equivalent, and hence the spaces of spinors are isomorphic.
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In a recent article [1], we explored the physical consequences of consid-
ering this dimension as physically real, and interpreted the Dirac particles
and antiparticles in this context. In this article we will further explore the
mathematical structure of the spinor spaces, the group of automorphisms,
and the embeddings of the Pin(1,3) and Spin(1,3) groups into Spin(2,3).
We turn now to the explicit construction of the isomorphism
Cl1,3(C)→˜Cl2,3(R), and in order to do so we are going to consider a par-
ticular class of isomorphisms. First, note that any embedding of the vec-
tor space R1,3 into R2,3 induces an embedding of the real Clifford algebras
Cl1,3(R) ↪ Cl2,3(R). If we additionally identify the imaginary unit I of the
complex algebra Cl1,3(C) with rather the pseudoscalar i = e0e1e2e3e4 or its
opposite −i, then a full isomorphism Cl1,3(C)→˜Cl2,3(R) is determined.
We are going to consider two embeddings of this kind, namely the trivial
embedding and the twisted embedding. The trivial embedding consists on
simply identifying the first four coordinates of R2,3 with the coordinates of
R1,3, and the imaginary unit with the pseudoscalar of Cl2,3(R). This is:
γµ ↦ eµ
I ↦ i . (21)
We will refer to the image of R1,3 under this map, also as R1,3. Furthermore,
since ⋀k is mapped injectively to ⋀k ⊆ Cl2,3(R), we will call its image also
by ⋀k as long as there’s no confusion.
The twisted embedding consists on identifying the vectors in R1,3 with
some particular 3-vectors in Cl2,3(R). This embedding appeared in our work
[1], when the massive 4D Dirac equation was obtained from a massless Dirac
equation in 5D. The isomorphism obtained in this way consists on:
γµ ↦ e˜µ ∶= −ie4eµ
I ↦ i. (22)
more specifically we have:
e˜0 = e1e2e3 ; e˜1 = e0e2e3 ; e˜2 = e1e0e3 ; e˜3 = e0e1e2 . (23)
We will refer to the image of R1,3 under this embedding by R̃1,3, and more
generally we will call ⋀˜k the image of ⋀k, where k ∈ {0,1,2,3,4}. Note that
since e˜µe˜ν = eµeν , then the set {e˜µ} generates the same algebra that {eµ}.
Note also that although 2k-vectors are mapped to 2k−vectors in 5D, vec-
tors and 3−vectors are swapped. All this facts are pictured in Figure 3. The
shaded area in this diagram represent the image of Cl1,3(R) under any of the
embeddings.
4.1. The group Pin(1,3) and its inclusion in Spin(2,3)
Since our base space has five dimensions, the adjoint action over the Clifford-
Lipschitz group only covers the special orthogonal group SO(2,3), and hence
no orientation changing linear transformation can be achieved by means of
the Clifford-Lipschitz group. However, it is possible to reproduce all the or-
thogonal transformations of the subspace R1,3 generated by the first four
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⋀˜0,⋀0⋀˜3,⋀1
⋀˜2,⋀2⋀˜1,⋀3 ⋀˜4,⋀4
1
e0 e1 e2 e3 e4
e0e1 e0e2 e0e3 e1e2 e1e3 e2e3 e0e4 e1e4 e2e4 e3e4
e0e1e2 e0e1e3 e0e2e3 e1e2e3 e0e1e4 e0e2e4 e0e3e4 e1e2e4 e1e3e4 e2e3e4
e0e1e2e3 e0e1e2e4 e0e1e3e4 e0e2e3e4 e1e2e3e4
i = e0e1e2e3e4
Figure 3. The embedding Cl1,3(R)↪ Cl2,3(R)
coordinates. Indeed, let’s note that by means of the trivial embedding, the
vector space R2,3 can be decomposed as:
R2,3 = R1,3 ⊕Re4, (24)
where the bilinear form g in R2,3 can be defined for a pair of elements v+αe4
and u + βe4, where u, v ∈ R1,3 as:
g(v + αe4, u + βe4) = η(v, u) + αβ, (25)
with η the bilinear form of signature 1,3.
Let L be an element in O(1,3), we are going to extend it to a linear
transformation in R2,3, as follows:
L˜(v + αe4) = Lv + det (L)αe4. (26)
It can be checked by direct computation that L˜ ∈ SO(2,3): this is L˜ preserves
the bilinear form g and, independently of the value of detL, the determinant
of L˜ is always 1. In this sense, we have the inclusion:
` ∶ O(1,3)↪ SO(2,3). (27)
Furthermore, note that under the splitting given by Eq. (24) the group
Pin(1,3) is contained in Cl1,3(R) ⊆ Cl2,3(R), and if we consider the map-
ping θ ∶ Pin(1,3)→ Spin(2,3) as follows:
θ(x) ∶= ⎧⎪⎪⎨⎪⎪⎩x if x ∈ Spin(1,3)ix if x ∉ Spin(1,3) , (28)
where i is the pseudoscalar of Cl2,3, we have that Adθ(x) = Adx for all x. Due
to this facts, the following diagram is commutative:
Pin(1,3) Spin(2,3)
O(1,3) SO(2,3)
Ad
θ
Ad
`
(29)
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As we see, by adding an extra time-like dimension an element in
Pin(1,3) that lies in the odd part of the Clifford algebra, can be repre-
sented by an element in Spin(2,3) which is a subset of the even subalgebra of
Cl2,3(R). This fact, albeit impressive is not new: it is analogous to the known
property that orientation reversing transformations in R2 can be produced
by orientation preserving transformations in R3, when R2 is considered as a
subspace of R3.
So far we have considered the trivial inclusion of R1,3 into R2,3 by its first
four coordinates. But, as discussed earlier, we also have the twisted embed-
ding, whose image R̃1,3 is spanned by {e˜µ ∶ µ ∈ {0, ...,3}}. The isomorphism
between R1,3 and R̃1,3 is given by eµ ↦ e˜µ. Through this isomorphism, we
can see what the action of an element in Pin(1,3) is on the elements of R̃1,3.
It is clear that Adx(e˜µ) = ̃Adx(eµ) if x is an element of Spin(1,3). Because of
this, the transformation of components is going to be the same for a vector
in R1,3 than for an element in R̃1,3. Let us see what is the adjoint action of
an element in Pin(1,3) ∖ Spin(1,3), on an element v˜ = vµe˜µ:
Adx(vµe˜µ) = vµxe˜µx−1 = −vµxie4eµx−1 = −vµixe4x−1xeµx−1 == vµie4xeµx−1 = −ie4(−Adx(vµeµ)) = − ̃Adx(vµeµ). (30)
Hence, if components of a vector vµeµ are transformed according to v
µ ↦ v′µ,
the components of the tilded vector v˜ = vµe˜µ transform according to vµ ↦−v′µ. Note that in signature (1,3) the Clifford group and the twisted Clifford
groups are equal[5], then the results just exposed prove that the adjoint action
of this group on R̃1,3 corresponds to the twisted adjoint action of the same
group on R1,3.
4.1.1. Parity and time reversal. Two important elements of the Lorentz
group O(1,3) are the parity transformation P and the time reversal trans-
formation T .
Indeed, it is possible to consider two types of time reversal[4, 17]: one
being unitary and the other anti-unitary. The anti-unitary is also referred
to as motion reversal. The unitary time reversal is contained in the Lorentz
group and we could call it a coordinate time reversal, since its effect is to
change any 4-vector (A0,A) to (−A0,A). The anti-unitary time reversal is
more similar to a proper time reversal which inverts the order of events on a
timelike curve. Here will only consider the coordinate time reversal.
The elements in Pin(1,3) that are mapped to a parity transformation
under the adjoint action are ±γ0, as it is customary, we pick P = γ0[12].
For time reversal we pick T = γ1γ2γ3[4] as it is mapped to coordinate time
reversal under Ad.
Using the mapping in Eq. (28) we can find elements P and T in
Spin(2,3) that reproduce the action of P and T respectively when they are
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restricted to R1,3. We obtain: P = e1e2e3e4 , (31)T = −e0e4. (32)
Let us note that this elements invert also the last component of a vector
in R2,3, and also that T = exp(−pi
2
e0e4) is connected to 1, while T is not. In the
treatment of the Dirac equation provided in Ref. [1], we identified the mass of
the field to be proportional to the fifth component of the 5-momentum vector,
hence this would imply that mass is inverted under both, time reversal and
parity, but would be conserved under PT . A deeper analysis of this situation
is beyond the scope of this article but will be study in the future.
5. The matrix representation and algebraic spinors
We will start this section introducing definitions and well known results re-
garding algebraic spinors in general Clifford algebras, and then turn our atten-
tion to the real Clifford algebra Cl2,3, in the next section. Since the algebras
Cl1,3(C), Cl1,3(R) and Cl2,3(R) are simple algebras, we are going to consider
mostly this case. The contents of this section are thoroughly explained in
chapter 6 of [15] and chapters 17 and 18 of [10].
Every Clifford algebra is rather a simple algebra or the direct sum of two
isomorphic simple algebras. According to the Artin-Wedderburn theorem,
every finite dimensional simple algebra is a matrix algebra, M(k,K), over
certain division algebra (or skew field), K. This set is also isomorphic to the
algebra of K-endomorphisms, EndK(S), of a vector space S isomorphic to Kk.
Hence, every CA is rather isomorphic to M(k,K) or to M(k,K)⊕M(k,K),
with suitable choices of K, k and S.
It is possible to construct K and S, and to obtain k, using uniquely
elements in the algebra. However, this construction is not unique.
5.1. The division algebra K
Let us explore the possible ways to intrinsically construct the division algebra
K using elements of the Clifford algebra alone. The fact that M(k,K) is a
K-bimodule, and the need to reproduce the product by scalars on M(k,K),
makes it possible to have two definitions of K— one using a complete set of
orthogonal idempotents, and the other using just a single primitive idempo-
tent. The later may seem simpler, but it produces a complicated rule for the
product by scalars on M(k,K). In contrast, the first possibility gives a more
complex definition, but the product by scalars coincides with the associative
product of the algebra. We are going to explore both of these constructions
and use one or the other depending on the context.
In order to build the division algebra K in a way in which the product by
scalar on M(k,K) can be obtained by means of the Clifford product, we need
to consider a complete set of orthogonal primitive idempotents, {f1, ..., fk} in
the CA. This is, each fi is a primitive idempotent, the equation fifj = δijfi
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holds for all i, j; and all the idempotents add up to 1. Every Clifford algebra
possesses such a set. Now we define K to be
K ∶= { k∑
i=1 fiafi ∣ a ∈ Clp,q} . (33)
We see that since 1 = f1 + ... + fk ∈ K, then the unit of the division ring
coincides with the unit of the Clifford and given λ ∈ K and a ∈ Clp,q we have
that λa behaves like a product by a scalar.
Alternatively, it is customary to define K by picking a single primitive
idempotent f , and taking it to be the set f Clp,q f . Although this construc-
tion is correct since f Clp,q f ≅ K, the unit of this set is f , and not 1. This
complicates the process of defining the K-module structure on Clp,q since f
doesn’t act like 1 for all elements in Clp,q. In order to properly define the
product by scalars it is necessary to extend the idempotent f to a complete
set of orthogonal idempotents. We are going to recall some basic facts and to
use some formal results, but a full treatment of this construction is given in
chapter 4 of [15]. Let’s call f1 ∶= f and let {f1, ..., fk} be the complete set of
primitive orthogonal idempotents. For simple Clifford algebras we have that
the sets Aij ∶= fiClp,q fj are all not null and they comply with:AijAlk = δjlAik, (34)
with the corresponding Peirce decomposition:
Clp,q = k⊕
i,j=1Aij . (35)
There exist a set B = {Eij ∈ Aij ∣ i, j ∈ {1, ..., k}} , (36)
such that EijElk = δjlEik, and Eii = fi. The set B is a K-basis for the Clifford
algebra. It is possible to use the set B to construct an isomorphism between
K and f Clp,q f :
ϕ ∶ K→ f Clp,q f
z ↦ zf ϕ−1 ∶ f Clp,q f Ð→ K
λz→ k∑
j=1Ej1λE1j ,
and hence the product by scalars when K is defined by f Clp,q f is given by:
λ ● a = ϕ−1(λ)a = k∑
j=1Ej1λE1ja ∀λ ∈ f Clp,q f ∀a ∈ Clp,q . (37)
From a matrix point of view this ambiguity in the definition of K can be seen
in the following isomorphism:⎛⎜⎜⎜⎝
K 0 ... 0
0 0 ... 0⋮ ⋮ ⋱ ⋮
0 0 ... 0
⎞⎟⎟⎟⎠ ≅ K
⎛⎜⎜⎜⎝
1 0 ... 0
0 1 ... 0⋮ ⋮ ⋱ ⋮
0 0 ... 1
⎞⎟⎟⎟⎠ = K1. (38)
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The left hand side of the equivalence represent the set f Clp,q f , while the
right hand side is obtained using the complete set of idempotents. It is clear
that only the later reproduces the multiplication of a matrix by a scalar. The
cardinal of the complete set of orthogonal primitive idempotents, k, is given
by k = q − rq−p, where rj is the j-th Radon-Hurwitz number, given in the
following table:
j 0 1 2 3 4 5 6 7
rj 0 1 2 2 3 3 3 3
, (39)
together with the rule rj+8 = rj + 4. K is always R, C or H, and the matrix
form of the Clifford algebra is given by the famous classification[15,11,10].
5.2. The center of the Clifford algebra
If we are dealing with a simple Clifford algebra, it is possible to use a known
result from the theory of matrix algebra over the division algebra K. In this
case the center of K and the center of the Clifford algebra are related by:Z(Clp,q) ≅ Z(M(k,K)) ≅ Z(K). (40)
Hence, as long as K is not isomorphic to the quaternions, we have the iso-
morphism: Z(Clp,q) ≅ K. (41)
This equality is really useful, since the center of the Clifford algebras is easier
to compute than K. If the dimension of the basis vector space V is even,
we have that the center of the CA is isomorphic to R for real CA and to C
for complex ones. If the dimension is odd, and the real CA is simple, then
its center is given by the set ⋀0⊕⋀n which is isomorphic to C for simple
algebras.
Indeed, given the definition for K given by Eq. (33), we have K =Z(Clp,q), and that the mapping z ↦ zf where z is an arbitrary element
in Z(Clp,q) is an isomorphism.
5.3. Spinors and semispinors
As we explained above, if the Clifford algebra is simple, Clp,q = M(k,K) ≅
EndK S, and if it is semi-simple, Clp,q = M(k,K) ⊕M(k,K) ≅ EndK S ⊕
EndK S. The K-linear space (or free K-module S) has dimension k and can
be obtained easily from the Clifford algebra. Take a primitive idempotent f
on Clp,q, then S = Clp,q f ≅ Kk. In this way, we have a K-linear representation
of the Clifford algebra Clp,q
ρ ∶ Clp,q → EndK(S) (42)
a↦ ρ(a) ∶ ψf ↦ aψf , (43)
which is called the left regular irreducible representation of the Clifford alge-
bra.
We call an element ψ = ψf ∈ S in the irreducible regular left represen-
tation, an algebraic spinor if Clp,q is simple, and an algebraic semispinor if
Clp,q is not simple. Accordingly, the minimal left ideal S will be referred to
as the spinor space or the semispinor space, respectively.
16 M.R.A. Arcoda
In what follows we will assume that Clp,q is simple.
In order to analyze the structure of the spinor space, it will be necessary
to introduce a K-basis for S. As long as we are consistent, S can be regarded
rather as a left or a right K-module. In this article we will choose the latter.
The right structure has the advantage of making possible to work with K
by using only the set f Clp,q f , without the necessity of extending f to a
complete set of orthogonal primitive idempotents. This is due to the fact
that ψf = ψ for all ψ ∈ S = Clp,q f , and Clp,q ff Clp,q f = Clp,qf for any
primitive idempotent f5.
Let the set {ui ∶ i ∈ {1, ..., k}} be an ordered K-basis for S, then any
ψ = af ∈ S can be written as:
ψ = af = uiψi, (44)
and every ui fulfills uif = ui.
The dual space of S, S∗, given by the set of K-linear functions from S
to K is a left K-module, which can be identified with f Clp,q. We will denote
the dual basis of {ui} by {ũi}, implying:
ũi ∈ S∗ (45)
ũi(uj) = δijf . (46)
Every ω ∈ S∗ can be written as:
ω = ωiũi, (47)
and the set {uiũj ∣ i, j ∈ {1, ..., k}} , (48)
is a basis of EndK(S) ≅ Clp,q.
In [15], an interesting way to provide a K-basis for S is proposed. If we
have a complete set of orthogonal primitive idempotents f1 + ...+fk = 1, then
we have the decomposition of the algebra given by Eq. (35), and the existence
of elements Eij as in (36). If we take one of the primitive idempotents, for
instance f1, to generate the space of spinors, S = Clp,q f1, then {Ei1 ∣ i ∈{1, ..., k}} constitutes a K-basis for S, while {E1i ∣ i ∈ {1, ..., k}} is a basis for
S∗ = f1 Clp,q.
Furthermore, if we start with a K-basis {ui} for S; then for any fixed
i we have the element uiũi is a primitive idempotent, and ∑ki=1uiũi = 1. Inthis way, not only a complete set of orthogonal idempotents gives rise to a
K-basis for S, but also such a basis produces a complete set of orthogonal
idempotents. Indeed it is possible to make the identification uiũj = Eij , andrender the two approaches equivalent.
5Because S is a minimal left ideal and SS = Clp,q ff Clp,q f is a left ideal contained in S,
then SS = S.
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5.4. Inner products on spinor spaces
It is possible to define a conjugation on the skewfield K, and also define
a inner product on the K-module S. We will give the definition of inner
product to be used in this article, since it will differ from the classical one on
the positive-definiteness condition. From this section on we are going to use
the definition K ∶= f Clp,q f , and in section 6.1 we are going to comment on
this and compare this choice with that of Eq. (33).
Definition 1. A conjugation, ∗, on K is an involution on K satisfying:
1. 1K
∗ = 1K,
2. (ab)∗ = b∗a∗.
Definition 2. Let S be a right module over a division algebra
K, then we say that an application h ∶ S × S → K is an
inner product or a scalar product the following properties hold:
1. h(ψ,φ) = h(φ,ψ)∗,
2. h(ψ,φ + χ) = h(ψ,φ) + h(ψ,χ), 3. h(ψ,φλ) = h(ψ,φ)λ ∀λ ∈ K,4. If h(ψ,φ) = 0 ∀φ then ψ = 0 ∈ S
(non-degeneracy).
As customary, additional properties regarding this product are inferred
from this axioms. For instance, that h is anti-linear on the first argument:
h(ψλ,φ) = h(φ,ψλ)∗ = (h(φ,ψ)λ)∗ = λ∗h(ψ,φ).
We have now to define the conjugation on K. In order to do so, we
will make use of the two anti-automorphism of the Clifford algebra, namely
reversion and Clifford conjugation. It is possible to define an inner product in
which the adjoint of elements in EndK(S) coincides with one of the mentioned
anti-morphisms. In this way, we will call h¯ the inner product for Clifford
conjugation, and hˆ the one for reversion, which will have the properties:
h¯(aψ,φ) = h¯(ψ, a¯φ)
hˆ(aψ,φ) = hˆ(ψ, aˆφ), (49)
where a denotes the Clifford conjugation applied on a, and aˆ the reversion
on a. Following reference [15], we will refer to any of the anti-morphisms by○ and to the corresponding inner product simply by h. This two products are
related by the structure spinor mapping [15].
For every ψ ∈ S, ψf = ψ, hence ψ○ = f○ψ○. If f○ = f , then ψ○ψ ∈
f Clp,q f and the operation ψ
○ψ defines an inner product satisfying relation
(49). However if f○ ≠ f , there’s always an invertible element s ∈ Clp,q, such
that sf○s−1 = f [10, 15]6. In this way the inner products defined by:
hˆ(ψ,φ) = sψˆφ ,
h(ψ,φ) = sψφ , (50)
6For simple algebras, this is a consequence of the adjoint action of Cl∗p,q being transitive
on primitive idempotents, together with f and f○ being both primitive idempotents. In
semisimple algebras the adjoint action has two orbits on primitive idempotents, and f and
f○ belong to the same one.
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with a suitable s for each case, are scalar products. However, for the inner
product to be well defined we still have to give the conjugation on K.
Definition 3. Provided one of the antiautomorphisms of the Clifford algebra,○, and h(ψ,φ) = sψ○φ, we define the conjugate on an element λ ∈ K = f Clp,q f ,
as
λ∗ = sλ○s−1. (51)
Now, we can se that this operation defines a scalar product according
to Def. 2.
The group of transformation of spinors given by ψ ↦ aψ, where
a ∈ Autp,q(S,h) = {x ∈ Γp,q such that x○x = 1}, (52)
leave the inner product h invariant. Hence, this group is usually referred to
as the automorphism group of the inner product h.
Lastly, note that since h is non-degenerate, for every spinor ψ there’s a
dual spinor ψ● ∈ S∗, such that ψ●(φ) = h(ψ,φ) for every φ ∈ S.
Since
h(uiψi,ujφj) = ψi∗h(ui,uj)φj ,
every inner product can be represented by the hermitian matrix of com-
ponents hij = h(ui,uj) = sui○uj , which is invertible because h is non-
degenerate.
6. Real spinors in Cl2,3(R), the inner product compatible with
Cl1,3(C) and its Automorphism group
The set of algebraic spinors for Cl2,3(R) is determined once we pick a primi-
tive idempotent f . In the complex Clifford algebra of Minkowski space using
in physics, the Dirac representation of gamma matrices is achieved by tak-
ing the idempotent f = 1/4(1 + γ0)(1 + iγ1γ2), (along with a suitable basis
for Cl1,3(C)f) which by means of the twisted embedding of Cl1,3(R) into
Cl2,3(R) results in:
f = 1
2
(1 + e˜0)1
2
(1 + ie˜1e˜2) = 1
2
(1 + e1e2e3)1
2
(1 − e0e3e4). (53)
The space of algebraic spinors will be the the left ideal S = Cl2,3f . As it
is well known, this ideal has a right linear structure over the division algebra
fCl2,3f ≅ C, which makes the space of spinor a complex vector space. Indeed,
according to Eq. (41) we have:
fCl2,3f = Rf ⊕ iRf = Z(Cl2,3)f ≅ C , (54)
where i = e0e1e2e3e4 is the (central) pseudoscalar of the algebra.
As was stated before, the isomorphism between Cl1,3(C) and Cl2,3(R),
implies that the spinors of each of these algebras are exactly the same. Indeed,
a real spinor in Cl2,3(R) is written as:
ψ = (σ +V AeA +SABeAeB +TABCeAeBeC +KABCDeAeBeCeD + iω)f, (55)
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taking into account that e4f = −ie0f , then every term that has e4 as a factor
can be substituted by an imaginary component of an element in the Clifford
algebra generated only by the first four unit vectors. Hence:
Cl2,3(R)f = Cl1,3 (R)f + iCl1,3 (R)f ≅ Cl1,3(C)f. (56)
A remarkable property of obtaining the complexified Clifford algebra in
this manner is that the complex structure on the spinors is obtained from
the free right K-module structure that the spinor space have. Any algebraic
spinor ψ can be written as:
ψ = uiψi, (57)
where {ui = uif} is a basis for S as a right free module over fCl2,3f ,
and ψi are the corresponding coefficients. Since Cl2,3 ≅M(4,C) then we have
that S ≅ C4. Using the command spinorKbasis from the Clifford package
for Maple (as explained in appendix A.1) we obtain a K basis for S, {ui}:
u1 = f , u2 = e1f , u3 = e0f , u4 = e0e1f. (58)
Once we have defined the algebraic spinor space with its right linear C
structure, then it is possible to define the inner product associated to it.
Recall that any maximally symmetric inner product is related to some
of the anti-automorphisms in the Clifford algebra, rather Clifford conjugation
or reversion. Let us note that we want a conjugation operation which mimics
the complex conjugation of the complex numbers. Let “−” be the Clifford
conjugation, it can be verified that:
f = f , i = −i (59)
This implies that the inner product in spinor space associated to the
Clifford conjugation takes the simple form:
h¯(ψ,φ) = ψφ , (60)
and also that the complex conjugation in fCl2,3f is simply the Clifford con-
jugation. We can see from Eq. (60) that the dual of ψ coincides with its
Clifford conjugated. We can compute the matrix elements of this inner prod-
uct hij = uiuj ∈ K using the Clifford Algebra package for Maple and we
obtain:
hij = uiuj = ⎛⎜⎜⎜⎝
f 0 0 0
0 f 0 0
0 0 −f 0
0 0 0 −f
⎞⎟⎟⎟⎠ , (61)
which has the form of the matrix γ0 in the Dirac representation, with the
unit 1 replaced by the unit f of f Cl2,3(R)f . Hence, the dual spinor in the
dual basis, is given by (ψi∗uiuj)ũj = (ψ†γ0)jũj , (62)
which coincides with the dual spinor in Cl1,3(C). Let us note that once we
have obtained {ui} it is easier to compute the elements {ui} than {uĩ }. It is
clear however that uj̃ = hjiui, where hij is the inverse matrix of hij . In our
particular case hij = hij .
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The group of automorphisms of this inner product is given by:
Aut2,3(S,h) = {x ∈ Γ2,3 ∣ xx = 1}, (63)
however, in order to consider only transformations that are closed in R1,3 it
would be more appropriate to restrict ourselves to the group:
5D Aut1,3(S,h) = {x ∈ Aut2,3(S,h) ∣ xvx−1 ∈ R1,3 ∀ v ∈ R1,3 }. (64)
Clearly Aut1,3(S,h) = {x ∈ Γ1,3 ∣ xx = 1} = Pin∧+(1,3) is contained in this
group, but 5D Aut1,3(S,h) is larger. For instance the unit circle S1 contained
in the center of Cl2,3(R) is in 5D Aut1,3(S,h) but not in Aut1,3(S,h). This
fact allows us to treat the electromagnetic U(1)-gauge transformation from
the perspective of real Clifford algebras[1].
Any element A ∈ Cl2,3 can be written represented in the basis {uiũj}
by the components Aij defined as
7:
Aij = ũiAuj = hilulAuj . (65)
If we define the matrix adjoint of an element A, A†, as the element whose
components are: (A†)ij = (Aji)∗, (66)
we have the relation
A† = γ0Aγ0, (67)
which can be proven component-wise by direct calculation:
(A†)ij = (Aji)∗ = Aji = hjlulAui = uiAulhjl = himum̃Aulhlj == himAmlhlj = (γ0)imAml (γ0)lj = (γ0Aγ0)ij .
Note that, because e˜µ = e˜µ, and we have identified γµ with e˜µ, then Eq. (67)
implies the known property:
γµ
† = γ0γµγ0. (68)
We have yet to analyze the inner product associated to reversion. Since
fˆ ≠ f it is necessary to find an element s, such that sfˆs−1 = f . It can be verified
that s = e0e1 is such an element8. Using Eq. (51) to define the conjugation
in f Clp,q f = Z(Clp,q)f , we obtain that:
f∗ = f ; (if)∗ = if , (69)
which implies that the conjugation of scalars for reversion is simply the iden-
tity. We conclude that this inner product doesn’t reproduce the usual complex
structure of Cl1,3(C), and don’t go further in its study.
7See section 6.1 to see in which sense Aij are the components of A in the basis {uiũj}8In appendix A.2 we write a very simple algorithm to find such an element in the Clifford
standard basis.
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6.1. On the possible definitions of K
From section 5.3 on, we have taken the definition of K to be f Cl2,3(R)f ,
instead of the more well behaved definition in Eq. (33) that needs a whole
set of orthogonal primitive idempotents. There are some aspects that need to
be clarified regarding the set B = {uiũj ∣ i, j ∈ {1, ..., k}} being a K-basis forClp,q. First, assume that we were to define K as f Clp,q f , and we wanted to
express an element a ∈ Clp,q in the mentioned K-basis. In this sense, we would
have A = Aijuiũj , but since Aij ∈ f Clp,q f this would imply that A ∈ f Clp,q ≠Clp,q and consequently, not every element in the Clifford algebra could be
represented in this way, and consequently B would not be a basis. What is
really happening is that we are using either the wrong scalar multiplication
on B, or the wrong definition of K. If we want to keep the product to be the
usual Clifford product we need to consider the definition in Eq. (33) for K. In
this sense, note that A can be written as Aijuiũj where Aij = ukuĩAujũk ∈ K:
Aijuiũj = ukuĩAujũkuiũj = ukuĩAujδki ũj = uiuid̃curly=1 A ujũ
jdcurly=1 = A, (70)
and the same can be proved for uiũjAij . However, there is an isomorphismbetween K and f Clp,q f given by:
ϕ ∶ K→ f Clp,q f
z ↦ zf ϕ
−1 ∶ f Clp,q f Ð→ K
λz→ ukλũk ,
which allows us to represent any element of the CA using coefficients in
f Clp,q f instead of K. By inspecting the form of the coefficients Aij ∈ K, we
see that the corresponding elements in f Clp,q f by ϕ is given by ũiAuj , and
we have that A = ϕ−1(ũiAuj)uiũj (which is indeed also a scalar product).
In this sense, there is enough information in the elements ũiAuj ∈ f Clp,q f ,
and we say that this elements represent A in the basis {uiũj}.An important consequence of the choice K = f Clp,q f is that the inner
products take the very simple forms (50). Otherwise, they should be mapped
to K by means of the isomorphism ϕ−1, resulting in the redefinition of the
scalar products:
hˆ(ψ,φ) = uk (sψˆφ)ũk ,
h(ψ,φ) = uk (sψφ)ũk , (71)
for each antimorphism. Hence, the more appropriate definition of K depends
on the problem we are working on.
7. Final comments
We have studied the structure of the Clifford algebra Cl2,3(R) and its re-
lation with the complex spacetime algebra. On the first part of this article
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we analyzed the embedding of Cl1,3(R) ⊆ Cl2,3(R), and established the in-
clusion Pin(1,3) ↪ Spin(2,3). In order to do so, we used the fact that for
odd-dimensional spaces, the adjoint action only covers the special orthogonal
group, and that there exist an injection O(1,3)↪ SO(2,3). In particular we
have obtained the elements in Spin(2,3) that correspond to time reversal and
parity.
We have also studied two possible ways of embedding the Minkowski
vector space into Cl2,3(R): the trivial one γµ ↦ eµ, whose image we have
called R1,3; and the twisted embedding γµ ↦ −ie4eµ, whose image we have
called R̃1,3. Regarding these spaces, we have shown that the adjoint action
of Pin(1,3) is well defined not only for R1,3, but also for R̃1,3. Furthermore
the adjoint action of an element x ∈ Pin(1,3) on the element vµe˜µ is equal to
the twisted adjoint action of the same element x on the vector vµeµ.
On the second part of this article we have studied the real spinors of
Cl2,3(R). In this analysis we have defined the complex structure of the algebra
which renders Cl1,3(C) ≅ Cl2,3(R), and constructed the inner product of
spinors associated with Clifford conjugation. We have also proven that this
product is the one compatible with the usual product of complex spinors in
Cl1,3(R). Additionally we have defined the group 5D Ad1,3(S,h) that consist
of the elements leaving the spinor inner product invariant and at the same
time preserving the spaces R1,3 and R̃1,3 under the adjoint action.
In this second part we have made use of the Clifford package for Maple
to compute a K-basis for the spinor space and also to work with the reversion
inner product.
From the point of view of physics, using Cl2,3(R) to complexify the
real algebra Cl1,3(R) implies adding a timelike extra dimension, and working
in a universe with two times[2]. We recently used this approach to provide
an interpretation of particle and antiparticle states in the Dirac theory[1],
and a more detailed and rigorous study of the Clifford algebra Cl2,3(R) and
the compatibility with the embedding of the Pin group from a mathematical
point of view is given in this article.
Note that at an algebraic level there is not distinction between usual
complexification and adding an extra timelike dimension, hence, results in-
volving complex numbers can also be explained by an extra timelike dimen-
sion. However, the hypothesis of the extra timelike dimension could be ruled
out in the context of induced matter theories for the massive spinor fields.
The starting point of these theories[1, 14, 16] is a massless Dirac equation in
the 5D spacetime, from which a massive 4D Dirac equation is obtained once
the fifth component of the momentum vector of the field is identified as the
induced mass in the 4D spacetime. Consequently the mass is not a scalar
but the last component of a 5-vector. This implies that the parity and time
reversal operators P and T , obtained in the present article would reverse the
sign of the mass. In a future work it would be interesting to study this possi-
bility, and analyze if there is a relation with the work of Barut and Ziino[3],
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who considered Dirac equations with opposite sign of mass for particles and
antiparticles.
Appendix A. Code for computations on the Cl2,3(R) using the
Clifford package for Maple
We are going to use the following preamble, which contains information about
the Clifford algebra and define the idempotent f , for all the calculations:
with(Clifford):with(LinearAlgebra):
clibasis:=cbasis(5);
B:=linalg[diag](1,-1,-1,-1,1);
f:=cmul(1/2*(1+e2we3we4),1/2*(1-e1we4we5));
A.1. Computation of the K-basis for S
In order to compute the K-basis for S we use the command spinorKbasis.
This command takes four inputs:
1. a real basis for the space S,
2. the idempotent f ,
3. a list of elements from the standard basis of Clp,q that generate K as a
real vector space.
4. the string “left” or “right” indicating if S is the left minimal ideal,
Clp,q f , or the right one, f Clp,q.
As a matter of fact spinorKbasis returns three elements, theK-basis for
S is the first one. Let’s find all this objects needed as inputs using the Clifford
package. To generate a real basis of S we are going to use the command
minimalideal in the following way:
realbasisS:=minimalideal(clibasis,f,’left’);
Lastly, we define the set of generators of K, and compute the K-basis for S:
Kgenerators:=[Id,e1we2we3we4we5];
KbasisS:=spinorKbasis(realbasisS,f,Kgenerators,’left’)[1];
The basis obtained in this way, although rendering γ0 = −ie4e0 diagonal, it
is not the matrix for the Dirac representation. However, by the following
reordering:
DiracKbasisS:=[KbasisS[1],KbasisS[3],KbasisS[2],KbasisS[4]];
we obtain the basis in Eq. (58).
A.2. Finding the element s for the reversion inner product
The following algorithm finds the element s in Eq. (51), as long as it belongs
in the standard basis, which is the case for the idempotent f in Eq. (53).
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l:=nops(clibasis): s:=0:
for i from 1 to l do
if cmul(clibasis[i],reversion(f))-cmul(f,clibasis[i])=0 and s=0
then s:=clibasis[i];
end if;
end do;
print(s);
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