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Abstract
Neurons in the brain are known to operate under a careful balance of excitation and inhibi-
tion, which maintains neural microcircuits within the proper operational range. How this bal-
ance is played out at the mesoscopic level of neuronal populations is, however, less clear.
In order to address this issue, here we use a coupled neural mass model to study computa-
tionally the dynamics of a network of cortical macrocolumns operating in a partially synchro-
nized, irregular regime. The topology of the network is heterogeneous, with a few of the
nodes acting as connector hubs while the rest are relatively poorly connected. Our results
show that in this type of mesoscopic network excitation and inhibition spontaneously segre-
gate, with some columns acting mainly in an excitatory manner while some others have pre-
dominantly an inhibitory effect on their neighbors. We characterize the conditions under
which this segregation arises, and relate the character of the different columns with their to-
pological role within the network. In particular, we show that the connector hubs are prefer-
entially inhibitory, the more so the larger the node's connectivity. These results suggest a
potential mesoscale organization of the excitation-inhibition balance in brain networks.
Author Summary
One of the salient characteristics of neurons is their ability to either excite or inhibit other
neurons, depending on the type of neurotransmitter they use to act upon them. In fact, a
careful balance between excitation and inhibition is required for the brain to operate in a
sustained state, away from both epileptic activity (which would arise if excitation dominat-
ed over inhibition) and complete quiescence (which would emerge if inhibition prevailed).
While much work has been devoted to study how excitation and inhibition are organized
at the level of neural microcircuits, little is known about how these two effects are struc-
tured at larger scales. Here we are interested in the scale of cortical macrocolumns, large
collectives of neurons that can be described computationally by population models known
as neural mass models. These models are routinely used to describe the brain rhythms
observed with non-invasive techniques such as EEG. In this paper we show, using a neural
mass model, that a collection of coupled cortical macrocolumns self-organizes
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spontaneously into a dynamical state in which excitation and inhibition are segregated at
the mesoscopic level, with some cortical columns (the most connected ones) being inhibi-
tory, and the rest being excitatory.
Introduction
The correct operation of the brain requires a high degree of self-organization, one of whose
paradigmatic examples is a careful balance between excitation and inhibition at the neuronal
level [1–3]. Much effort has been devoted to understand the role played by the excitatory/
inhibitory balance (understood as an equilibrium either among neurons within a network, or
along time in a given neuron) to control the neuronal dynamics and to achieve regular and
irregular synchronization at the cellular level [4–11]. The presynaptic irregularities generate
extremely complex and nontrivial effects on postsynaptic neurons through inhibitory synapses
even in the presence of constant inputs [12–14]. Functionally, control in the excitation/
inhibition balance is known to underlie a wide range of phenomena including sensory adapta-
tion [15, 16], slow-wave sleep [17], signal tuning [18, 19], motor control [20], and sound
localization [21], among many other behaviors.
The columnar structure of the cerebral cortex was initially described by Lorente de Nó [22]
as a morphological unit, usually referred to as “minicolumn”, formed by several tens of neurons
[23–25]. The existence of a strong interaction between several tens of minicolumns into a larger
functional unit was initially recognized in the motor system [26], extended to the entire neo-
cortex [27] and referred to as “hypercolumn” in the visual cortex [28] and “macro column” in
general [29]. The mesoscopic neuronal populations belonging to cortical macrocolumns com-
posed of thousands of neurons exhibit coherent dynamical responses to sensory [30] and t-
halamic [31] stimuli. Sensory stimulation has also been seen to lead to coherent oscillations
between neighboring macrocolumns [32]. These observations indicate that brain dynamics can
be studied (at least partly) at a mesoscopic scale, and it is thus worth asking whether the
excitation/inhibition balance is somehow structured at this level as well [33]. This is the ques-
tion that we address in this paper.
In order to describe the dynamics of cortical macrocolumns we use a neural mass model
(NMM) originally developed by Jansen and co-workers to reproduce the evoked EEG activity
elicited in neuronal populations by visual stimuli [34, 35], in terms of their average postsynaptic
potential [36]. Since their introduction [37], neural mass models have been widely used, in both
the temporal [38] and spectral domains [39], to explore a broad range of phenomena that in-
cludes spontaneous activity in the visual cortex [40], local generation of multiple rhythms [41],
rhythm propagation across cortical areas [42], inter-laminar dynamics and plasticity [43], genera-
tion [44] and termination [45, 46] of self-organized transients in epileptogenic tissue, and critical
dynamics near instability regions [47], among many other phenomena. Due to their versatility
and relevance for brain modeling, neural mass models have become one of the main levels of
description in computational modeling environments such as the Virtual Brain simulator [48].
Neural mass models have a rich bifurcation structure [49] that is substantially augmented
by coupling. Two coupled NMMs, for instance, readily lead to chaotic dynamics [50]. Graph
theoretical analysis of networks of coupled NMMs have been used to investigate the relation-
ship between structural and functional connectivity [51]. In the same spirit, studying the
dynamics of realistic full-brain networks of NMMs [52] allows to investigate the relationship
between the anomalous connectivity at the structural and functional levels in cognitive disor-
ders [53]. But the question still remains as to how the detailed topological properties of
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mesoscopic brain networks determine the dynamical behavior of neural tissue, in particular
with respect to the balance between excitation and inhibition.
In order to explore the organization of excitation and inhibition in brain networks, we have
to make assumptions regarding the architecture of those networks. The nature of the topology
of brain networks has been under intense investigation and debate in recent years [54–59].
Functional brain networks have been shown to display both small-world [60, 61] and scale-free
[62–67] features. From the structural point of the view, on the other hand, several studies have
reported the existence of inhomogeneous connectivity features dominated by hubs [68–72],
which is consistent with findings indicating an increased sensitivity of cortical networks to
localized lesions acting upon specific nodes [73]. Accordingly, in what follows we assume a
power-law (scale-free) distribution of network connectivity, and study how this connectivity
profile affects the excitation/inhibition dynamics of brain networks at the mesoscopic level.
The results shown below, however, are not specific to the connectivity profile assumed, since
they also hold for both scale-free networks with different clustering (see Supporting Informa-
tion Fig. S1) and other network topologies such as small-world or random networks (see Sup-
porting Information Fig. S2).
Results
We focus in networks formed by 50 identical nodes, whose dynamics is represented by an
extension of the model by Jansen and co-workers [34, 35]. Each node is meant to represent a
cortical macrocolumn, and we consider periodic driving mimicking sensory input through the
thalamus [74]. Before addressing the dynamical behavior of the complete network, we charac-
terize the dynamics of a single column when varying the amplitude and the frequency of its
driving. In these conditions different responses of the driven isolated node (periodic, quasi-
periodic or chaotic) are obtained [74], as described in what follows.
Single node activity
The activity of an isolated cortical column, corresponding to a node in our network, is repre-
sented by a neural mass model, as described in the Materials and Methods section (see
Eqs. 1–11)). For an external stimulation level (given in our model by the input pulse density p )
within a biologically plausible range and the parameters used here (see Table 1), this model is
known to lead to limit cycle oscillations [49, 75] with a frequency of around 10.8 Hz, corre-
sponding to the alpha band.
Table 1. Model parameters.All parameters have been adapted from Jansen et al. [35] except for the
sinusoidal input in Eq. (6).
Parameter Value
Cortical PSP amplitude A = 3.25 mV, B = 22 mV
Inverse of the dendritic conduction time a = 100 Hz, b = 50 Hz
Intra-column coupling C = 133.5
C1 = C, C2 = 0.8C
C3 = 0.25C, C4 = 0.25C
Maximum average action potential density e0 = 2.5 Hz
Steepness of the response function r = 0.56 mV−1
PSP for a 50% ﬁring rate ν0 = 6.0 mV
Constant external input P = 155.0 Hz
Amplitude of the periodic driving δ = 65.0 Hz
Frequency of the periodic driving f = 8.5 Hz
doi:10.1371/journal.pcbi.1004007.t001
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Chaotic dynamics appears in this system when adding a periodic spike density, dsin(2pft),
to the constant external input, p . The irregularity of this dynamics can be quantified by com-
puting the Maximal Lyapunov Exponent (MLE) [74], as shown in Fig. 1A. That plot represents
the MLE obtained for a periodically forced single cortical column when varying its driving am-
plitude d and frequency f. A positive MLE corresponds to a chaotic dynamical evolution of the
system. It is noticeable that many combinations of driving frequency and amplitude lead to
chaos, and that a small domain characterized by negative MLE, with f* 8.7 Hz and scaled
driving amplitude d/C around 0.7 Hz, appears inside the chaotic domain.
Calculating the MLE becomes computationally costly when dealing with a large number of
columns. Thus, in the rest of the paper we will use a different measure of the regularity of the
dynamics, given by the parameter Reg. This quantity is calculated using the second maximum
of the autocorrelation function for ye(t)−yi(t) signal (see Eqs. (9, 10, 11), as defined in Eq. (17)
of the Materials and Methods section. Fig. 1B shows the values taken by this parameter as a
function of d and f. The regions characterized by large positive (negative) values of the MLE in
Fig. 1A correspond to regions with low (high) value of Reg in Fig. 1B. An example of chaotic
Figure 1. Chaotic behavior of an isolated, periodically driven cortical column. (A) Maximal Lyapunov Exponent (MLE) for different driving amplitudes
and frequencies. Parameter values are those given in Table 1. (B) Regularity parameter obtained in the same conditions as in panel A. (C) Example of a
chaotic signal obtained for a driving frequency f = 8.5 Hz and scaled driving amplitude δ/C = 0.49Hz. With these parameters MLE = 5.24 and Reg = 0.37.
(D) Power spectrum of the signal shown in C. This complex spectrum shows a narrow peak at the driving frequency (see inset).
doi:10.1371/journal.pcbi.1004007.g001
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evolution for driving frequency f = 8.5Hz and scaled driving amplitude d/C = 0.49Hz is illus-
trated by the signal dynamics and its corresponding power spectrum density (PSD) in Fig. 1C
and D, respectively. These results show that the response of a node to a simple periodic driving
may be very complex in both the time and frequency domains. The parameter Reg will be used
hereafter to quantify the regularity of the signals that characterize the network dynamics.
Network activity
Our study is centered in a 50 node network with inhomogeneous connectivity, represented in
Fig. 2A. The nodes’ degree distribution in such network follows a power-law (but see also re-
sults for other topologies in Supporting Information Fig. S2). A full characterization of the
network and the coupling scheme is presented in the Materials and Methods section, together
with a complete mathematical description of the model. The network study was conducted
using a fixed set of driving parameters, p , d and f, which for isolated nodes produced irregular
dynamical evolutions (see Table 1 and Fig. 1C). All nodes of the network are identical and re-
ceive the same external input. The input contribution resulting from the neighbors is weighted
for each node in such a way that every node receives an input spike density within the same
total bounded range (see Materials and Methods Eqs.6–7) for more details).
The inter-columnar coupling intensities are determined by parameters a and b for the excit-
atory and inhibitory coupling, respectively (see Eqs.(6, 7)). We calculated the regularity aver-
aged across the fifty nodes of a single network and over twenty different random realizations of
the initial conditions. Fig. 2B shows the map of the average regularity for the coupled nodes as
a function of the two coupling intensities. This figure shows that certain regions of parameter
space exhibit a low level of regularity. In particular, for a fixed value of the excitatory coupling
a, the dynamics becomes irregular for both sufficiently large and sufficiently small values of the
inhibitory coupling b. The distribution of these irregular regions, in terms of a and b, depends
on the other parameters of the system. For some a-b combinations (shown in more detail
below) periodic, quasi-periodic and chaotic nodes coexist in a single network, even though all
nodes receive the same driving. For other a-b combinations, the whole network exhibits either
highly regular or highly irregular dynamics.
Figure 2. Regularity of the coupled system. (A) Topology of the network of cortical macrocolumns studied below. The network is constructed using the
Barabási-Albert algorithm withm0 = 1 initial nodes (see Materials and Methods for details). (B) Regularity parameter averaged over 1 network of 50 coupled
cortical columns (see panel (A)), for 20 different realizations of the initial conditions and for varying excitatory and inhibitory coupling intensities. Darker
regions indicate less regular dynamics (chaotic), whereas lighter regions indicate more regular dynamics. Annotations in the plot indicate parameter values
that will be studied later in Figs. 3, 4A, 4C, 6A and 6B.
doi:10.1371/journal.pcbi.1004007.g002
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Correlation between pairs of nodes
The inter-columnar coupling intensities determine not only the regularity of the dynamics of
the individual nodes, but also their synchronization capacity. In particular, for fixed a-b values,
different degrees of synchronization appear between different pairs of nodes of the network.
Fig. 3A plots the maximal cross-correlation values, Cmax(t), for all pairs of nodes i,j, ordered
for increasing correlation, for scaled a/C = 0.56 and b/C = 0.26 (labeled as point 1 in Fig. 2B).
Directly connected pairs, represented by triangles in Fig. 3A, have values of Cmax(t) in the
range 0.2–1, and lie mostly above Cmax(t) = 0.4, indicating that the activity of direct neighbors
is highly correlated. For pairs of nodes that are not connected directly (shown as circles in
Fig. 3A) the cross correlation is spread across the entire range 0–1. In order to relate the
amount of correlation between node pairs with the regularity of their dynamics, Fig. 3A shows
in color coding the regularity parameter described above (averaged over the two nodes in the
pair). For the set of parameters considered in Fig. 3A, the network-averaged regularity is
Figure 3. Node-pair correlation and dynamical clustering. (A) MaximalCmax(τ) (y axis) and average regularity (color coded) between pairs of cortical
columns for scaled α/C = 0.56 and β/C = 0.26 (point 1 in Fig. 2B). Connected (not connected) pairs of nodes are shown as triangles (circles). The dynamical
evolution of selected node pairs is shown in panels B-E. In (E) the two nodes are synchronized at zero lag, and one of the time traces has been shifted
horizontally for clarity.
doi:10.1371/journal.pcbi.1004007.g003
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Reg ≈ 0.6 (see point 1 in Fig. 2B). In that case there are node pairs evolving in a regular way
(lighter symbols, see e.g. Fig. 3B,C) or in a more irregular manner (darker symbols, see e.g.
Fig. 3D,E), although there is no clear association between regularity and correlation level.
As described in the Materials and Methods section, in the neural mass model used here the
activity of each node is described by the excitatory (EPSP) and inhibitory (IPSP) inputs to the
pyramidal population (ye(t) and yi(t), respectively). Hence, each node (representing a cortical
column) can be considered inhibitory if hye(t)−yi(t)i< 0, and excitatory if hye(t)−yi(t)i  0,
where h  i denotes temporal average. Fig. 3B shows the dynamics of the total input signal
y(t) = ye(t)−yi(t) for a pair of directly connected nodes characterized by high regularity and low
correlated activity. In this case, the activity of both nodes is dominantly inhibitory. In contrast,
the pair of nodes illustrated in Fig. 3C (which are also directly connected and have low correla-
tion) have opposite activity, with one node being purely excitatory (light green curve), while the
other is mainly inhibitory (dark green curve). The separation of the activities of the two nodes
in two dominant exclusive types (one excitatory and one inhibitory) is an emergent feature that
we have termed segregation, and which is discussed in detail in the next section. Fig. 3D shows
an example of highly correlated activity and low regularity of two directly connected cortical col-
umns. Note that in this case there is no dominant activity (neither excitatory nor inhibitory) of
any of the two nodes. Finally, Fig. 3E shows very highly correlated activity for a pair nodes that
are not directly connected. In this case the correlation is so strong that the two nodes exhibit ex-
actly the same dynamics, with zero-lag synchronization (one of the time traces as been slightly
shifted horizontally so that the two series can be discerned). This unconnected pair is coupled
indirectly through a third node, a feature that can give rise to zero-lag synchronization [76].
Excitatory/inhibitory segregation
The results from Fig. 3 show that coupled neural masses can exhibit a regime of partial
synchronization in which the activity of the nodes is segregated between mostly excitatory and
mostly inhibitory activity (e.g. Fig. 3C). We now ask how widespread this segregated dynamics
is, and how it depends on the values of the inter-columnar coupling strengths a and b. For scaled
a/C = 0.790 and b/C = 0.037 (point 2 in Fig. 2B), for instance, the coupled nodes show on aver-
age a low level of regularity. Despite the irregularity of the dynamics this is a case of overwhelm-
ing excitatory behavior and no segregation is observed (Fig. 4A). In order to obtain a reliable
statistics independent of the initial conditions, we run a set of 50 simulations, each one with a
different network, constructed as described in the Materials and Methods section, with the same
topological parameters and different random seeds. In this case the activity y = hye(t)−yi(t)i of all
nodes is positive (Fig. 4B). Note that a b in this case, which corresponds to the inter-
columnar coupling being dominated by excitation. In the opposite case (e.g. scaled a/C = 0.075
and b/C = 0.190, point 3 in Fig. 2B), the dynamics of the nodes is more regular and segregation
arises, as illustrated by Fig. 4C. In this case a large fraction of the nodes maintain a dominantly
excitatory activity, but approximately one fifth of the nodes exhibit a dominantly inhibitory dy-
namics (Fig. 4D). Visual inspection of Fig. 4C seems to indicate that the connectivity hubs of the
network are preferentially inhibitory, which will be quantitatively tested below.
In order to establish the robustness of the segregation, we now compute the excitation/inhibi-
tion segregation index (EIS), as defined in the section Materials andMethods, in the parameter
space defined by the coupling parameters a and b. This index compares the excitatory and inhibi-
tory sides of the distribution of hye(t)−yi(t)i (as shown in plots B and D of Fig. 4). A value EIS = 0
means that there is no separation between excitation and inhibition (all nodes are either purely
excitatory or purely inhibitory), whereas large values of EISmean that the number of nodes is
evenly distributed in each side of the histogram, with a large difference of the hye(t)−yi(t)i value
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between excitatory and inhibitory nodes. Fig. 5 shows the distribution of EIS for the region of a-b
parameter space studied so far. We observe that the dynamics is roughly separated in three do-
mains. A domain characterized by no segregation, labeled as ‘N’ in the plot, corresponds to a
dominantly excitatory input. An intermediate domain, labeled ‘L’, is characterized by a low level
of segregation. Finally, if b is large enough and a is small enough, a regime of high segregation,
labeled ‘S’, arises. Note that the transitions between the three domains are rather sharp.
In order to determine the influence of the network characteristics on the dynamics of the
nodes, we examined the relationship between the number of connections of each node
(degree), its average activity hye(t)−yi(t)i, and its regularity. Fig. 6 shows the results for the a-b
combinations used in Fig. 4. The first feature that is evident from those plots is that the average
activity of the nodes is strongly correlated with their degree, both when the inter-columnar
coupling is mainly excitatory (Fig. 6A) and when it is mostly inhibitory (Fig. 6B). This can be
understood from the fact that hubs receive input from a large number of nodes, and if this
input is mostly excitatory (as in Fig. 6A) the resulting activity of the node will be strongly excit-
atory, more so than nodes with a small number of inputs. Conversely, if the coupling is mainly
Figure 4. Excitatory/inhibitory segregation of cortical columns. (A) Example of a scale-free network characterized by all nodes exhibiting a dominant
excitatory dynamics, illustrated by empty circles. Here α/C = 0.790 and β/C = 0.037 (Fig. 2B, point 2). (B) Average distribution of the activity hye(t)−yi(t)i,
obtained from the analysis of 50 different scale-free architectures using different random seeds for the same α and β parameters as in panel A. The extreme
values in the tail of the distribution are not represented. (C) The same scale-free network of panel A but now for the case of a mostly inhibitory intercolumnar
coupling, with β/C = 0.190 compared to α/C = 0.075 (Fig. 2B, point 3). Here full circles represent inhibitory nodes, and empty circles denote again excitatory
nodes. (D) Average distribution of hye(t)−yi(t)i corresponding to panel C.
doi:10.1371/journal.pcbi.1004007.g004
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inhibitory (as in Fig. 6B), the activity of the hubs will be dominantly inhibitory, while the lowly
connected nodes will receive a weaker inhibitory input. In this case, however, and in contrast
with the situation of Fig. 6A, the weak inhibitory input received by the low-degree nodes will
be counterbalanced by an external excitatory input (p as defined in the Materials and Methods
section), which acts upon all nodes of the network. For appropriate parameter values this exter-
nal input dominates over the input coming from the neighboring nodes, resulting in an average
Figure 5. Excitatory-Inhibitory Segregation index (EIS). The EIS index quantifies the relative distribution
of excitatory- and inhibitory-dominated dynamics. Three different domains exist, labeled by ‘N’ (no
segregation), ‘L’ (low segregation) and ‘S’(high segregation).
doi:10.1371/journal.pcbi.1004007.g005
Figure 6. Topological organization of the excitation-inhibition segregation. Average activity of all nodes of the networks as a function of their degree,
corresponding to the two cases analyzed in Figs. 4A and 4C, respectively. Color coding denotes the regularity for each node in the networks, and upper
panels show the average regularity in the nodes’ dynamics as well as its standard deviation.
doi:10.1371/journal.pcbi.1004007.g006
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activity that is predominantly excitatory for these low-degree nodes, while the highly connected
nodes behave in an inhibitory manner. This leads to segregation between inhibitory and excit-
atory nodes, as described above and shown in Fig. 4 and 5, with the inhibitory role taken over
by the network hubs.
There is also an important difference in the distribution of regularity of the nodes, depend-
ing on the segregation exhibited by the network. In the absence of segregation (Fig. 6A), the
nodes of intermediate degree exhibit a broad range of regularity, from very irregular to very
regular modes. In contrast, in the presence of segregation (Fig. 6B) the intermediate-degree
nodes display highly regular dynamics. This is due to the fact that in the latter case the domi-
nant activity is inhibitory, and inhibition reduces irregularity and favors synchronization.
A common feature of the networks, irrespective of the segregation level, is that low-degree
nodes exhibit a large diversity of regularities. This happens because the regularity of the
dynamics of a node will depend on the degree of the neighbors that are connected to it, and
thus the low-degree nodes might be highly influenced by other low-degree nodes (given that
the coupling is scaled by the inverse of the product of the degrees of the two connected nodes,
see Materials and Methods section) or weakly influenced by high-degree columns.
As a final remark, the emergence of segregation of excitation and inhibition is also present
in other mesoscopic descriptions of the neuronal activity, showing the possible universality of
the phenomenon. To proof so, we studied the dynamics of two coupled Wilson-Cowan oscilla-
tors [77, 78] (see Fig. 7A), which showed different levels of segregation depending on the excit-
atory and the inhibitory coupling strengths Kexcij ; K
inh
ij (see details of the model in the Materials
and Methods section). This is shown in Fig. 1B in terms of x(t)−y(t), which resembles the
observable typically used in the Jansen and Rit model. Besides, segregation occurs when the ex-
citatory and the inhibitory blocks of each oscillator receive a different level of external stimulus,
that is, p1 ≠ p2 as well as q1 ≠ q2 (being pi ≠ qi).
In Fig. 7C we have calculated the average excitability as hx−yit and plotted the Kexcij ; Kinhij
values for which hx1−y1it and hx2−y2it signals remain segregated. For the case of Wilson-
Cowan oscillators segregation might be excitatory or inhibitory dominated, depending on
which coupling term (Kexcij or K
inh
ij ) is higher (as shown in Fig. 7C white regions).
We argue, then, that segregation may arise thanks to some minimal ingredients: the pres-
ence of excitatory and inhibitory blocks, the possibility of coupling such blocks through excit-
atory and inhibitory connections and an adequate range of coupling strengths.
Discussion
Our model makes several assumptions. First, we consider that the cortical macrocolumns are
subject to a periodic excitatory input that may have different origins. It may represent, for in-
stance, the input activity from a nearby cortical column [50], a sensory input reflecting periodic
stimulation [74] or the afferent input from a sub-cortical structure (such as the thalamus) [79].
As a result of this periodic driving we observe chaotic dynamics in single columns, in accor-
dance with previous studies [74]. This irregular regime appears in broad regions of the parame-
ter space defined by the frequency and amplitude of the input signal (Fig. 1A,B).
A second assumption of the model is the heterogeneous nature of the connectivity between
coupled neuronal populations. This implies that a small number of cortical columns are more
strongly connected than the majority of the nodes in the neural mass network. Such heteroge-
neous connectivity profile is supported by experimental observations [59, 68–71]. A third as-
sumption of the model is that the coupling between the cortical columns can be excitatory or
inhibitory. We can expect this to be the case if the networks that we consider describe local
brain areas communicating via short-range connections.
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We choose our network of cortical columns to operate in the alpha band. Our analysis of
the average regularity of the coupled nodes as a function of the inter-columnar excitatory and
inhibitory coupling intensities reveals that the network can include nodes in different states
(periodic, quasi-periodic, and chaotic). These results are also in agreement with the description
of chaotic dynamics at a cellular level following periodic inhibitory inputs [80, 81]. The specific
dynamics is controlled by the nature of the inter-columnar coupling, reflecting the dependence
of the oscillations on the excitatory and inhibitory interactions at the mesoscopic scale. On this
basis we can suggest that a sudden alteration of the inter-columnar coupling intensities (e.g. in
an epileptic state) is associated with the modification of the regularity of the mesoscopic activi-
ty, and that with the capacity of information processing by the network.
One of the main features of the networks studied here is that even when the nodes are iden-
tical and receive a common driving input, their activity can be segregated in two different
modes, being predominantly excitatory or predominantly inhibitory. This segregation results
from the combined effect of the heterogeneous network connectivity, the specific excitatory-
inhibitory couplings, and the external excitatory input to which all network nodes are subject.
Figure 7. Segregation of two coupledWilson-Cowan oscillators. (A) Coupling scheme between the two oscillators. (B) Time traces of the subtracted
signal xi−yi for the two segregated oscillators, in an excitatory-dominated coupling scheme (Kexc = 1, Kinh = 0.1). (C) Resulting segregation map for different
excitatory and inhibitory coupling strengths.
doi:10.1371/journal.pcbi.1004007.g007
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However, if no external input is fed into the columns segregation also emerges, though in lower
levels, as shown in small motifs of connected cortical modules [82]. The same phenomenon
was observed in Wilson-Cowan oscillators [77] (see Fig. 7). Thus, external stimuli enrich the
dynamics, in the form of chaotic-like time evolutions, and also enhances segregation, but it is
not crucial for its emergence.
At the microscopic level, segregation of excitatory and inhibitory behavior is well known
[3, 15–18, 20, 21]. The potential contribution of this phenomenon to a broader information
processing capacity of mesoscopic brain networks results from the fact that segregated nodes
explore dynamically a wider range of activity states without (necessarily) losing their capacity
to evolve irregularly in a synchronized way with the rest of the network elements. Our study
shows that mesoscopic segregation arises when inter-column couplings are predominantly in-
hibitory. As mentioned above, here we have concentrated on a network architecture with inho-
mogeneous degree, which is one of the possible anatomical and functional based architectures
in the brain [59]. However, we thoroughly studied different network architectures ranging
from regular rings to all-to-all topologies (results not shown for the latter). We have analyzed
scale-free arrangements other than the one presented in Fig. 2A. Fig. S1 in the Supporting
Information section shows how segregation is distributed in scale-free networks for increasing
clustering constructed usingm0 = 10 (Fig. S1A) andm0 = 20 (Fig. S1B) initial nodes. In turn,
Fig. S2 shows how segregation is distributed in regular ring networks (panels A and B), in
small-world networks (panels C and D) and in random networks (panels E and F). All these
networks were constructed using the same number of nodes and the same number of realiza-
tions (initial conditions) as the networks studied above (see details in the Materials and
Methods section). As it can be seen from these results, the emergence of excitatory-inhibitory
segregation discussed here was typically found for complex topologies in contrast with regular
topologies which do not exhibit segregated dynamics (see EISmap in Fig. S2A,B). The emer-
gence of segregation is, thus, highly dependent on the topological features of the networks.
In a real brain, driving inputs are not as simple as the periodic input considered here, and
produce highly irregular average dynamics at the mesoscopic level of cortical macrocolumns.
This irregular behavior can be expected to have a higher information content (e.g. in terms of
Shannon/transfer entropy) than much simpler and regular signals. The normal functioning
state of the brain, however, requires a certain degree of synchrony [83]. A dysfunction in that
synchrony leads often to aberrant behaviors and neurological diseases [84, 85]. For healthy
working brains, it is therefore important to achieve a state in which coordinated irregular dy-
namics works to process information efficiently but non-trivially [86, 87]. In that way, the right
amount of synchronization of the brain activity permits cooperative processing of information,
thus increasing the computational power of the system [83]. The results presented here suggest
that organization of excitation and inhibition at the mesoscopic level might contribute to this
cooperative information processing.
Materials and Methods
Jansen and Rit Model
We study a system of coupled cortical macrocolumns described by an extension of the model de-
veloped by Jansen et al [35]. This model accounts for the dynamics of a cortical column by using
a mean field approximation to represent the average activity of three interacting cortical popula-
tions: excitatory and inhibitory interneurons and pyramidal cells. The main pyramidal population
excites the two interneuronal populations in a feedforward manner, while the excitatory (inhibi-
tory) interneurons feed back into the pyramidal population in an excitatory (inhibitory) manner.
The dynamical evolution of these three populations arises from two different transformations.
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First, each population transforms the total average density of action potentials that reach their
synapses, ∑m pm(t), into an average postsynaptic (excitatory or inhibitory) membrane potential
yn(t). A linear convolution implements this transformation in terms of the kernel
heðtÞ ¼
Aateat if t  0
0 if t < 0;
(
ð1Þ
for the excitatory couplings and
hiðtÞ ¼
Bbtebt if t  0
0 if t < 0;
(
ð2Þ
for the inhibitory couplings. A and B are related with the maximum height of the excitatory and
inhibitory postsynaptic potentials (EPSP and IPSP, respectively), whereas a and b represent the
inverse of the membrane time constants and the dendritic delays.
The second dynamical transformation is the conversion of the net average membrane po-
tential into an average spike density. This conversion is done at the somas of neurons in the
population, and is described mathematically by a sigmoidal function defined as:
SðmðtÞÞ ¼ 2e0
1þ erðn0mðtÞÞ : ð3Þ
Here e0 determines the maximum ﬁring rate of the neural population, n0 sets the net PSP for
which a 50% ﬁring rate is achieved, r is the steepness of the sigmoidal transformation, andm(t)
corresponds to the net PSP input into the considered population (see Table 1 for parameter
values). The average density of action potentials produced by the presynaptic population and
affecting the postsynaptic population turns out to be pm(t) = lS(m(t)), where l weights the cou-
pling between two population contacts. This coupling constant quantiﬁes the efﬁciency of the
synaptic contacts. The intra-columnar connectivity constants values are deﬁned in terms of Cp,
with p = 1,...,4, as described by Jansen et al. [35]. Here C = 133.5.
In our model the different cortical columns interact with each other through both excitatory
and inhibitory connections. The pyramidal-pyramidal excitatory couplings and the inhibitory
interneuron-pyramidal inhibitory couplings mimic short range inputs from nearby columns.
These inter-column interactions correspond to incoming pulse densities pa(t), for the excitato-
ry input into the pyramidal population, and pb(t) for the inhibitory input into the pyramidal
population, respectively. We chose this contact arrangement because pyramidal cells are widely
regarded as the responsible for non local connectivity.
Besides the intra-columnar inputs, the pyramidal population receives a constant incoming
pulse train of density p and a periodic driving pT(t) from external sources (e.g. subcortical
structure such as the thalamus). The excitatory pulse densities reaching a cortical column i can
be written as
p ¼ 155:0; ð4Þ







p Sðy j1ðtÞ  y j2ðtÞÞ; ð6Þ
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p SðC3y j0ðtÞÞ: ð7Þ
Here Ni corresponds to the in-degree (number of connections entering the node) of the receiv-
er node, Nj is the out-degree (number of connections leaving the node) of the emitter nodes
and K is node’s i number of neighbors. All the couplings between neighbor nodes in the net-
work are bidirectional. The transformation described by Equations (1) and (2) can be intro-
duced using a differential operator LðyinðtÞ; aÞ (n = 0,1) describing the excitatory integration of














Similarly we can deﬁne LðyinðtÞ; bÞ (n = 2) to describe the inhibitory integration of the average
density of action potentials.
We are centered in a network formed by a set of N = 50 cortical columns with a heteroge-
neous connectivity, constructed using a preferential attachment rule [88, 89]. The equations
describing a node i (with i = 1, ...N) are as follows:
Lðyi0ðtÞ; aÞ ¼ AafSðyi1ðtÞ  yi2ðtÞÞg ð9Þ







p Sðy j1ðtÞ  y j2ðtÞÞg ð10Þ







p SðC3y j0ðtÞÞg : ð11Þ
The parameter values used in this study are depicted in Table 1. The dynamical variables
yi0;1;2 represent, for cortical column i, the excitatory postsynaptic potential input into the inter-
neuron population, the excitatory postsynaptic potential input into the pyramidal population
(ye(t) in the Results section), and the inhibitory postsynaptic potential input into the pyramidal
population (yi(t) in the Results section), respectively. The subtraction between the postsynaptic
potentials of the excitatory and inhibitory inputs afferencies to the pyramidal population
(yi1ðtÞ  yi2ðtÞ or yieðtÞ  yiiðtÞ ) defines the outcome that we analyze, and its dynamical evolu-
tion can be related with EEG or MEG signals.
Mesoscopic Segregation of Excitation and Inhibition
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004007 February 9, 2015 14 / 21
Wilson-Cowan model
We have also used the Wilson-Cowan model [77] to show segregation dynamics. It is one of
the first mean field models, which describes the activity of two pools of interacting neurons—
excitatory and inhibitory—by averaging out individual responses. The Wilson-Cowan model
equations read as follows:
_x ¼ x þ Sðax  by þ pÞ; ð12Þ
_y ¼  y þ Sðcx  dy þ qÞ; ð13Þ
SðvÞ ¼ 1=ð1þ expðvÞÞ; ð14Þ
with x (y) being the average activity of the excitatory (inhibitory) populations. a and d are the
self excitation parameters for x and y units, and b and c are the couplings from the inhibitory
(excitatory) unit y (x) to the excitatory (inhibitory) unit x (y), respectively (see Fig. 7A for more
details). p and q represent external stimuli impinging upon each population. Each unit, x and y,
can be interpreted as the average activity of the excitatory and the inhibitory neuronal popula-
tions, respectively. Moreover, S(v) gives the proportion of excitatory (inhibitory) neurons re-
ceiving thresholded excitation per unit time. We chose as parameter values a = 16, b = 12,
c = 16, d = −2 and varied the external inputs p−q to ﬁnd values that allowed segregation in the
coupled scenario.
The coupling is performed as shown in Fig. 7A. The equations for each oscillator read in
this case:
_xi ¼  xi þ Sðaxi  byi þ piÞ þ Kexcij ðxj  xiÞ; ð15Þ
_yi ¼  yi þ Sðcxi  dyi þ qiÞ þ Kinhij ðyj  yiÞ; ð16Þ
with i,j = 1,2. We have explored which values of the coupling strengths Kij (with Kij = Kji, either
excitatory or inhibitory) allow the system to remain segregated for ﬁxed values of external sti-
muli p1 = −3.5, q2 = −6.5, p2 = −1.0 and q2 = −4.0.
Analysis
We characterize the regularity of the signals in terms of the autocorrelation function and the
Maximal Lyapunov Exponent (MLE), the synchronization in terms of the cross-correlation,
and the segregation by using the average activity hyi1ðtÞ  yi2ðtÞi (hyieðtÞ  yiiðtÞi ). The degree
of regularity of that activity was calculated by taking the average of the second absolute maxima










where s stands for the number of realizations for different initial conditions—50 in the case
studied in Fig. 1B, 20 in the case studied in Fig. 2B and 10 for the subsequent regularity calcula-
tions—, N is the total number of cortical columns—50 for all cases—and h2ndp;q ðtÞ denotes the
height of the second absolute peak of the autocorrelation function for each signal. This index
provides us with a quantiﬁcation of the periodicity of the signal. The power spectral density
(PSD) measurements were computed using Welch’s average periodogram method. These cal-
culations were performed using standard Python functions. The Lyapunov spectrum was
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calculated using a QR algorithm [90] but we just took its largest value orMaximal Lyapunov
Exponent (MLE). The maximal cross-correlation for each pair of columns in the network,
Cmax(t), was computed using the maximum value of the cross-correlation function. We com-
puted the excitatory-inhibitory segregation (EIS) index as EIS = jCMe Ae CMi Aij, where CMe
(CMi) stands for the position of the center of mass of the excitatory—positive (inhibitory—
negative) part of the activity distribution (Fig. 4B,D), and Ae (Ai) is the corresponding area of
the excitatory (inhibitory) distributions, respectively.
The integration of the model equations was performed using two methods. The Adams-
Bashforth method was used for the MLE computation [90], with a time step of 1 ms and a total
simulation time of 500 s, which was sufficient for the Lyapunov coefficients to converge. An
initial time window of 100 s was omitted to avoid transients when computing the MLE. We
calculated the Lyapunov spectrum for 50 different initial conditions. In the rest of the calcula-
tions we used Heun’s method to integrate the model equations [91]. Random number genera-
tion was implemented using standard GSL routines to set different initial conditions when
performing the statistical analysis of data. Each simulation of the model had a time step of 1 ms
and a total simulated time of t = 50 s. A period of 25 s was omitted to avoid transients.
Scale-free networks were constructed using the Barabási-Albert algorithm [89], which
makes use ofm0 initial nodes connected randomly to which other nodes are added gradually.
These new nodes are connected tomm0 existing nodes with a probability that increases with
the number of links of the already connected nodes. This procedure gives rise to networks with
heavily connected nodes, and thus with a power-law distribution of degrees. In Figs.4 and 6 we
performed the analysis for 50 scale-free networks withm0 = 1. In Fig. 5 we constructed 10 net-
works for each a and b pair. In the Supporting Information Fig. S1 we constructed 10 scale-free
networks withm0 = 10 (Fig. S1A) andm0 = 20 (Fig. S1B), respectively, and, therefore, increas-
ing clustering. Networks in Fig. S2 were constructed using the Watts-Strogatz algorithm with
rewiring probabilities (RPs) of 0, 0.5 and 1 [92]. Each RP defines a different network: ring
(RP = 0), small-world (RP = 0.5) and random (RP = 1.0). We constructed 10 networks for each
RP. In all cases every network was simulated using 10 sets of different initial conditions for the
nodes and were constructed using the NetworkX Python package.
Supporting Information
S1 Fig. Segregation and regularity for low and high clustering in scale-free networks.
(A,top) Map showing the excitatory-inhibitory segregation index (EIS) for a scale-free network
constructed using the Barabási-Albert algorithm withm0 = 10 (see Materials andMethods sec-
tion for details). (A,bottom) Network realizations showing the excitatory/inhibitory character of
each node (symbol type) and its regularity (color coding following the colorbar at the right). For
low a and b values segregation does not occur (bottom-left network) and the nodes display irreg-
ular dynamics. When inhibition dominates over excitation (bottom-right network) the most con-
nected nodes (hubs) tend to become inhibitory and the nodes become more regular. (B) Same as
panel (a) but for larger clustering. Segregation here is higher than in networks with lower cluster-
ing (see colorbar ranges). There is a region of maximal segregation for dominating b.
(ZIP)
S2 Fig. Segregation and regularity of regular, small-world and random networks. (A,B)
Map showing the excitatory-inhibitory segregation (EIS) index for a ring shaped network (with
2 neighbors in (A) and 10 neighbors in (B)) and examples of the segregation and regularity of
the networks. No segregation occurs for any a and b values explored. (C,D) Segregation
appears for complex topologies such as small-world with a rewiring probability of 0.5. (E,F)
Random networks also display segregation. In panels from (C) to (F) it is shown that
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segregation is strongly dependent on the number of neighbors of each node (see segregation
color bar ranges).
(ZIP)
S3 Fig. Segregation of two coupled Wilson-Cowan oscillators. (A) Coupling scheme between
the two oscillators. (B) Resulting segregation map. (C) Time traces of the subtracted signal xi−yi
for the two segregated oscillators, in an excitatory-dominated situation (Kexc = 1, Kinh = 0.1).
(ZIP)
S1 Text. Wilson-Cowan model. Description of the Wilson-Cowan neural model and the
emergence of segregation in two coupled Wilson-Cowan oscillators for increasing excitatory
and inhibitory coupling strengths.
(PDF)
Author Contributions
Conceived and designed the experiments: JGO DM AEPV AJP. Performed the experiments:
DM. Analyzed the data: DM. Wrote the paper: JGO DMAEPV AJP.
References
1. Amit DJ (1992) Modeling brain function: The world of attractor neural networks. Cambridge University
Press. doi: 10.1017/CBO9780511623257
2. Hensch TK, Fagiolini M, editors (2004) Excitatory-Inhibitory Balance. Springer US. doi: 10.1007/978-1-
4615-0039-1
3. Yizhar O, Fenno LE, Prigge M, Schneider F, Davidson TJ, et al. (2011) Neocortical excitation/inhibition
balance in information processing and social dysfunction. Nature 477: 171–8. doi: 10.1038/
nature10360 PMID: 21796121
4. Douglas RJ, Martin KA, Whitteridge D (1989) A canonical microcircuit for neocortex. Neural computa-
tion 1: 480–488. doi: 10.1162/neco.1989.1.4.480
5. van Vreeswijk C, Sompolinsky H (1996) Chaos in neuronal networks with balanced excitatory and in-
hibitory activity. Science 274: 1724–1726. doi: 10.1126/science.274.5293.1724 PMID: 8939866
6. Hill S, Villa AEP (1997) Dynamic transitions in global network activity influenced by the balance of exci-
tation and inhibition. Network: computational neural networks 8: 165–184. doi: 10.1088/0954-898X/8/
2/004
7. van Vreeswijk C, Sompolinsky H (1998) Chaotic balanced state in a model of cortical circuits. Neural
Comput 10: 1321–1371. doi: 10.1162/089976698300017214 PMID: 9698348
8. Singer W (1999) Neuronal synchrony: a versatile code for the definition of relations. Neuron 24: 49–65.
doi: 10.1016/S0896-6273(00)80821-1 PMID: 10677026
9. Iglesias J, Eriksson J, Grize F, Tomassini M, Villa AE (2005) Dynamics of pruning in simulated large-
scale spiking neural networks. BioSystems 79: 11–20. doi: 10.1016/j.biosystems.2004.09.016 PMID:
15649585
10. Morrison A, Aertsen A, Diesmann M (2007) Spike-timing-dependent plasticity in balanced random net-
works. Neural Computation 19: 1437–1467. doi: 10.1162/neco.2007.19.6.1437 PMID: 17444756
11. Roudi Y, Latham PE (2007) A balanced memory network. PLos Comput Biol 3: e141. doi: 10.1371/
journal.pcbi.0030141 PMID: 17845070
12. Segundo JP, Tolkunov BF,Wolfe GE (1976) Relation between trains of action potentials across an in-
hibitory synapse. Influence of presynaptic irregularity. Biol Cybern 24: 169–179. doi: 10.1007/
BF00364120
13. Kohn A, da Rocha AF, Segundo J (1981) Presynaptic irregularity and pacemaker inhibition. Biological
Cybernetics 41: 5–18. doi: 10.1007/BF01836123
14. Segundo JP (2003) Nonlinear dynamics of point process systems and data. International Journal of Bi-
furcation and Chaos 13: 2035–2116. doi: 10.1142/S0218127403007886
15. Higley MJ, Contreras D (2006) Balanced excitation and inhibition determine spike timing during fre-
quency adaptation. The Journal of Neuroscience 26: 448–457. doi: 10.1523/JNEUROSCI.3506-05.
2006 PMID: 16407542
Mesoscopic Segregation of Excitation and Inhibition
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004007 February 9, 2015 17 / 21
16. Heiss JE, Katz Y, Ganmor E, Lampl I (2008) Shift in the balance between excitation and inhibition dur-
ing sensory adaptation of s1 neurons. The Journal of Neuroscience 28: 13320–13330. doi: 10.1523/
JNEUROSCI.2646-08.2008 PMID: 19052224
17. Haider B, Duque A, Hasenstaub AR, McCormick DA (2006) Neocortical network activity in vivo is gen-
erated through a dynamic balance of excitation and inhibition. J Neurosci 26: 4535–45. doi: 10.1523/
JNEUROSCI.5297-05.2006 PMID: 16641233
18. WuGK, Li P, Tao HW, Zhang LI (2006) Nonmonotonic synaptic excitation and imbalanced inhibition un-
derlying cortical intensity tuning. Neuron 52: 705–715. doi: 10.1016/j.neuron.2006.10.009 PMID:
17114053
19. WuGK, Arbuckle R, Liu Bh, Tao HW, Zhang LI (2008) Lateral sharpening of cortical frequency tuning
by approximately balanced inhibition. Neuron 58: 132–143. doi: 10.1016/j.neuron.2008.01.035 PMID:
18400169
20. Berg RW, Alaburda A, Hounsgaard J (2007) Balanced inhibition and excitation drive spike activity in
spinal half-centers. Science 315: 390–393. doi: 10.1126/science.1134960 PMID: 17234950
21. Magnusson AK, Park TJ, Pecka M, Grothe B, Koch U (2008) Retrograde gaba signaling adjusts sound
localization by balancing excitation and inhibition in the brainstem. Neuron 59: 125–137. doi: 10.1016/j.
neuron.2008.05.011 PMID: 18614034
22. Lorente de Nó R (1938) Cerebral cortex: architecture, intracortical connections, motor projections. In:
Fulton JF, editor, Physiology of the Nervous System, Oxford University Press. pp. 274–301.
23. Buxhoeveden DP, Casanova MF (2002) The minicolumn hypothesis in neuroscience. Brain 125:
935–951. doi: 10.1093/brain/awf110 PMID: 11960884
24. da Costa NM, Martin KA (2010) Whose cortical column would that be? Front Neuroanat 4: 16. doi: 10.
3389/fnana.2010.00016 PMID: 20640245
25. Rinkus GJ (2010) A cortical sparse distributed coding model linking mini- and macrocolumn-scale func-
tionality. Front Neuroanat 4: 17. doi: 10.3389/fnana.2010.00017 PMID: 20577587
26. Mountcastle VB (1957) Modality and topographic properties of single neurons in cat’s somatic sensory
cortex. Journal of Neurophysiology 20: 408–434. PMID: 13439410
27. Mountcastle VB (1997) The columnar organization of the neocortex. Brain 120: 701–722. doi: 10.1093/
brain/120.4.701 PMID: 9153131
28. Hubel DH, Wiesel TN (1977) Functional architectureof macaque monkey visual cortex. Proceedings of
the Royal Society of London Series B 198: 1–59.
29. Rockland KS (2010) Five points on columns. Front Neuroanat 4: 22. doi: 10.3389/fnana.2010.00022
PMID: 20589097
30. Petersen CCH, Grinvald A, Sakmann B (2003) Spatiotemporal dynamics of sensory responses in layer
2/3 of rat barrel cortex measured in vivo by voltage-sensitive dye imaging combined with whole-cell volt-
age recordings and neuron reconstructions. The Journal of Neuroscience 23: 1298–309. PMID:
12598618
31. Swadlow Ha, Gusev AG, Bezdudnaya T (2002) Activation of a cortical column by a thalamocortical im-
pulse. The Journal of Neuroscience 22: 7766–73. PMID: 12196600
32. Eckhorn R, Bauer R, JordanW, Brosch M, KruseW, et al. (1988) Coherent Oscillations: A Mechanism
of Feature Linking in the Visual Cortex? Biological Cybernetics 60: 121–130. doi: 10.1007/
BF00202899 PMID: 3228555
33. Dehghani N, Peyrache A, Telenczuk B, Le Van Quyen M, Halgren E, et al. (2014) Multiscale Balance of
Excitation and Inhibition in Single-Unit ensemble Recordings in Human and Monkey Neocortex. ArXiv
e-prints.
34. Jansen BH, Zouridakis G, Brandt ME (1993) A neurophysiologically-based mathematical model of
flash visual evoked potentials. Biological Cybernetics 68: 275–283. doi: 10.1007/BF00224863 PMID:
8452897
35. Jansen BH, Rit VG (1995) Electroencephalogram and visual evoked potential generation in a mathe-
matical model of coupled cortical columns. Biological Cybernetics 73: 357–366. doi: 10.1007/
BF00199471 PMID: 7578475
36. Faugeras O, Touboul J, Cessac B (2009) A constructive mean-field analysis of multi-population neural
networks with random synaptic weights and stochastic inputs. Frontiers in Computational Neurosci-
ence 3: 1. doi: 10.3389/neuro.10.001.2009 PMID: 19255631
37. Lopes da Silva FH, Hoeks A, Smits H, Zetterberg LH (1974) Model of brain rhythmic activity. Kybernetik
15: 27–37. doi: 10.1007/BF00270757 PMID: 4853232
38. David O, Kilner JM, Friston KJ (2006) Mechanisms of evoked and induced responses in MEG/EEG.
NeuroImage 31: 1580–91. doi: 10.1016/j.neuroimage.2006.02.034 PMID: 16632378
Mesoscopic Segregation of Excitation and Inhibition
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004007 February 9, 2015 18 / 21
39. Moran RJ, Kiebel SJ, Stephan KE, Reilly RB, Daunizeau J, et al. (2007) A neural mass model of spec-
tral responses in electrophysiology. NeuroImage 37: 706–20. doi: 10.1016/j.neuroimage.2007.05.032
PMID: 17632015
40. Nguyen Trong M, Bojak I, Knösche TR (2012) Associating spontaneous with evoked activity in a neural
mass model of visual cortex. NeuroImage 66C: 80–87. doi: 10.1016/j.neuroimage.2012.10.024
41. Ursino M, Cona F, Zavaglia M (2010) The generation of rhythms within a cortical region: analysis of a
neural mass model. NeuroImage 52: 1080–94. doi: 10.1016/j.neuroimage.2009.12.084 PMID:
20045071
42. Cona F, Zavaglia M, Massimini M, Rosanova M, Ursino M (2011) A neural mass model of interconnec-
ted regions simulates rhythm propagation observed via TMS-EEG. NeuroImage 57: 1045–58. doi: 10.
1016/j.neuroimage.2011.05.007 PMID: 21600291
43. Wang P, Knösche TR (2013) A realistic neural mass model of the cortex with laminar-specific connec-
tions and synaptic plasticity - evaluation with auditory habituation. PloS one 8: e77876. doi: 10.1371/
journal.pone.0077876 PMID: 24205009
44. Wendling F, Bellanger JJ, Bartolomei F, Chauvel P (2000) Relevance of nonlinear lumped-parameter
models in the analysis of depth-EEG epileptic signals. Biological cybernetics 83: 367–78. doi: 10.1007/
s004220000160 PMID: 11039701
45. Goodfellow M, Schindler K, Baier G (2012) Self-organised transients in a neural mass model of epilep-
togenic tissue dynamics. NeuroImage 59: 2644–60. doi: 10.1016/j.neuroimage.2011.08.060 PMID:
21945465
46. Freestone DR, Nesic D, Jafarian A, Cook MJ, Grayden DB (2013) A neural mass model of spontaneous
burst suppression and epileptic seizures. Proceedings of the Annual International Conference of the
IEEE Engineering in Medicine and Biology Society 2013: 5942–5. doi: 10.1109/EMBC.2013.6610905
47. Aburn MJ, Holmes Ca, Roberts Ja, Boonstra TW, Breakspear M (2012) Critical fluctuations in cortical
models near instability. Frontiers in physiology 3: 331. doi: 10.3389/fphys.2012.00331 PMID:
22952464
48. Sanz Leon P, Knock Sa,Woodman MM, Domide L, Mersmann J, et al. (2013) The Virtual Brain: a simu-
lator of primate brain network dynamics. Frontiers in neuroinformatics 7: 10. doi: 10.3389/fninf.2013.
00010 PMID: 23781198
49. Spiegler A, Kiebel SJ, Atay FM, Knösche TR (2010) Bifurcation analysis of neural mass models: Impact
of extrinsic inputs and dendritic time constants. NeuroImage 52: 1041–58. doi: 10.1016/j.neuroimage.
2009.12.081 PMID: 20045068
50. Huang G, Zhang D, Meng J, Zhu X (2011) Interactions between two neural populations: A mechanism
of chaos and oscillation in neural mass model. Neurocomputing 74: 1026–1034. doi: 10.1016/j.
neucom.2010.11.019
51. Ponten SC, Daffertshofer A, Hillebrand A, Stam CJ (2010) The relationship between structural and
functional connectivity: graph theoretical analysis of an EEG neural mass model. NeuroImage 52:
985–94. doi: 10.1016/j.neuroimage.2009.10.049 PMID: 19853665
52. Sotero RC, Trujillo-Barreto NJ, Iturria-Medina Y, Carbonell F, Jimenez JC (2007) Realistically coupled
neural mass models can generate EEG rhythms. Neural computation 19: 478–512. doi: 10.1162/neco.
2007.19.2.478 PMID: 17206872
53. Pons AJ, Cantero JL, Atienza M, Garcia-Ojalvo J (2010) Relating structural and functional anomalous
connectivity in the aging brain via neural mass modeling. NeuroImage 52: 848–61. doi: 10.1016/j.
neuroimage.2009.12.105 PMID: 20056154
54. Sporns O, Chialvo DR, Kaiser M, Hilgetag CC (2004) Organization, development and function of com-
plex brain networks. Trends Cogn Sci 8: 418–25. doi: 10.1016/j.tics.2004.07.008 PMID: 15350243
55. Sporns O, Zwi JD (2004) The small world of the cerebral cortex. Neuroinformatics 2: 145–62. doi: 10.
1385/NI:2:2:145 PMID: 15319512
56. Iglesias J, Eriksson J, Pardo B, Tomassini T, Villa A (2005) Emergence of oriented cell assemblies as-
sociated with spike-timing-dependent plasticity. Lecture Notes in Computer Science 3696: 127–132.
doi: 10.1007/11550822_21
57. Humphries MD, Gurney K, Prescott TJ (2006) The brainstem reticular formation is a small-world, not
scale-free, network. Proc Royal Soc B 273: 503–511. doi: 10.1098/rspb.2005.3354
58. Iglesias J, Villa AEP (2008) Emergence of preferred firing sequences in large spiking neural networks
during simulated neuronal development. Int J Neural Syst 18: 267–277. doi: 10.1142/
S0129065708001580 PMID: 18763727
59. Bullmore E, Sporns O (2009) Complex brain networks: graph theoretical analysis of structural and func-
tional systems. Nat Rev Neurosci 10: 186–98. doi: 10.1038/nrn2575 PMID: 19190637
Mesoscopic Segregation of Excitation and Inhibition
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004007 February 9, 2015 19 / 21
60. Buldú JM, Bajo R, Maestú F, Castellanos N, Leyva I, et al. (2011) Reorganization of functional networks
in mild cognitive impairment. PLoS One 6: e19584. doi: 10.1371/journal.pone.0019584 PMID:
21625430
61. Castellanos NP, Leyva I, Buldú JM, Bajo R, Paúl N, et al. (2011) Principles of recovery from traumatic
brain injury: reorganization of functional networks. Neuroimage 55: 1189–99. doi: 10.1016/j.
neuroimage.2010.12.046 PMID: 21195199
62. Stam CJ, de Bruin EA (2004) Scale-free dynamics of global functional connectivity in the human brain.
Hum Brain Mapp 22: 97–109. doi: 10.1002/hbm.20016 PMID: 15108297
63. Eguíluz VM, Chialvo DR, Cecchi GA, Baliki M, Apkarian AV (2005) Scale-free brain functional net-
works. Phys Rev Lett 94: 018102. doi: 10.1103/PhysRevLett.94.018102 PMID: 15698136
64. van den Heuvel MP, Stam CJ, Boersma M, Hulshoff Pol HE (2008) Small-world and scale-free organi-
zation of voxel-based resting-state functional connectivity in the human brain. Neuroimage 43:
528–39. doi: 10.1016/j.neuroimage.2008.08.010 PMID: 18786642
65. Chialvo DR (2010) Emergent complex neural dynamics. Nat Phys 6: 744–750. doi: 10.1038/
nphys1803
66. Lee U, Oh G, Kim S, Noh G, Choi B, et al. (2010) Brain networks maintain a scale-free organization
across consciousness, anesthesia, and recovery: evidence for adaptive reconfiguration. Anesthesiolo-
gy 113: 1081–1091. doi: 10.1097/ALN.0b013e3181f229b5 PMID: 20881595
67. Tomasi D, Volkow ND (2011) Functional connectivity hubs in the human brain. Neuroimage 57:
908–917. doi: 10.1016/j.neuroimage.2011.05.024 PMID: 21609769
68. Zamora-Lopez G, Zhou C, Kurths J (2009) Graph analysis of cortical networks reveals complex ana-
tomical communication substrate. Chaos 19: 015117. doi: 10.1063/1.3089559 PMID: 19335021
69. Gong G, He Y, Concha L, Lebel C, Gross DW, et al. (2009) Mapping anatomical connectivity patterns
of human cerebral cortex using in vivo diffusion tensor imaging tractography. Cereb Cortex 19:
524–36. doi: 10.1093/cercor/bhn102 PMID: 18567609
70. Modha DS, Singh R (2010) Network architecture of the long-distance pathways in the macaque brain.
Proc Natl Acad Sci USA 107: 13485–90. doi: 10.1073/pnas.1008054107 PMID: 20628011
71. Guye M, Bettus G, Bartolomei F, Cozzone PJ (2010) Graph theoretical analysis of structural and func-
tional connectivity MRI in normal and pathological brain networks. Magn Reson Mater Phy 23: 409–21.
doi: 10.1007/s10334-010-0205-z PMID: 20349109
72. Hilgetag CC, Burns GAPC, O’Neill MA, Scannell JW, YoungMP (2000) Anatomical connectivity defines
the organization of clusters of cortical areas in the macaque monkey and the cat. Philosophical Trans-
actions: Biological Sciences 355: 91–110. PMID: 10703046
73. Kaiser M, Martin R, Andras P, Young MP (2007) Simulation of robustness against lesions of cortical
networks. Eur J Neurosci 25: 3185–3192. doi: 10.1111/j.1460-9568.2007.05574.x PMID: 17561832
74. Spiegler A, Knösche TR, Schwab K, Haueisen J, Atay FM (2011) Modeling brain resonance phenome-
na using a neural mass model. PLoS computational biology 7: e1002298. doi: 10.1371/journal.pcbi.
1002298 PMID: 22215992
75. Grimbert F, Faugeras O (2006) Bifurcation Analysis of Jansen’s Neural Mass Model. Neural Computa-
tion 18: 3052–3068. doi: 10.1162/neco.2006.18.12.3052 PMID: 17052158
76. Zhou BB, Roy R (2007) Isochronal synchrony and bidirectional communication with delay-coupled non-
linear oscillators. Phys Rev E 75: 026205. doi: 10.1103/PhysRevE.75.026205 PMID: 17358403
77. Wilson HR, Cowan JD (1972) Excitatory and inhibitory interactions in localized populations of model
neurons. Biophysical Journal 12: 1 – 24. doi: 10.1016/S0006-3495(72)86068-5 PMID: 4332108
78. Campbell S, Wang D (1994) Synchronization and desynchronization in locally coupledWilson-Cowan
oscillators. In: Neural Networks, 1994. IEEEWorld Congress on Computational Intelligence., 1994
IEEE International Conference on. volume 2, pp. 964–969 vol. 2. doi: 10.1109/ICNN.1994.374312
PMID: 18263453
79. Gollo LL, Mirasso C, Villa AEP (2010) Dynamic control for synchronization of separated cortical areas
through thalamic relay. Neuroimage 52: 947–955. doi: 10.1016/j.neuroimage.2009.11.058 PMID:
19958835
80. Segundo J, Altshuler E, Stiber M, Garfinkel A (1991) Periodic inhibition of living pacemaker neurons (I):
locked, intermittent, messy, and hopping behaviors. International Journal of Bifurcation and Chaos 1:
549–581. doi: 10.1142/S0218127491000415 PMID: 9722139
81. Segundo JP, Altshuler E, Stiber M, Garfinkel A (1991) Periodic inhibition of living pacemaker neurons
(II): Influences of driver rates and transients and of nondriven postsynaptic rates. International journal
of Bifurcation and Chaos 1: 873–890. doi: 10.1142/S0218127491000646
Mesoscopic Segregation of Excitation and Inhibition
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004007 February 9, 2015 20 / 21
82. Malagarriga D, Villa AE, García-Ojalvo J, Pons AJ (2014) Excitation/inhibition patterns in a system of
coupled cortical columns. In: Wermter S, Weber C, DuchW, Honkela T, Koprinkova-Hristova P, et al.,
editors, Artificial Neural Networks and Machine Learning ICANN 2014, Springer International Publish-
ing, volume 8681 of Lecture Notes in Computer Science. pp. 651–658.
83. Varela F, Lachaux JP, Rodriguez E, Martinerie J (2001) The brainweb: phase synchronization and
large-scale integration. Nature Reviews Neuroscience 2: 229–239. doi: 10.1038/35067550 PMID:
11283746
84. Uhlhaas PJ, Singer W (2006) Neural synchrony in brain disorders: relevance for cognitive dysfunctions
and pathophysiology. Neuron 52: 155–168. doi: 10.1016/j.neuron.2006.09.020 PMID: 17015233
85. Uhlhaas PJ, Singer W (2010) Abnormal neural oscillations and synchrony in schizophrenia. Nature
Reviews Neuroscience 11: 100–113. doi: 10.1038/nrn2774 PMID: 20087360
86. Skarda CA, FreemanWJ (1987) How brains make chaos in order to make sense of the world. Behavior-
al and brain sciences 10: 161–173. doi: 10.1017/S0140525X00047336
87. FreemanWJ (1995) Chaos in the brain: Possible roles in biological intelligence. International Journal of
Intelligent Systems 10: 71–88. doi: 10.1002/int.4550100107
88. Vázquez A (2003) Growing network with local rules: Preferential attachment, clustering hierarchy, and
degree correlations. Physical Review E 67: 056104. doi: 10.1103/PhysRevE.67.056104
89. Barabási AL, Albert R (1999) Emergence of scaling in random networks. Science 286: 509–512.
PMID: 10521342
90. Chen ZM, Djidjeli K, Price W (2006) Computing lyapunov exponents based on the solution expression
of the variational system. Applied Mathematics and Computation 174: 982 – 996. doi: 10.1016/j.amc.
2005.05.016
91. García-Ojalvo J, Sancho J (1999) Noise in spatially extended systems. Springer Verlag. doi: 10.1007/
978-1-4612-1536-3
92. Watts DJ, Strogatz SH (1998) Collective dynamics of’small-world’networks. Nature 393: 409–10.
Mesoscopic Segregation of Excitation and Inhibition
PLOS Computational Biology | DOI:10.1371/journal.pcbi.1004007 February 9, 2015 21 / 21
