



Extracting Classification Rules in Automatic Document


































Since Maron proposed the first paper on
automatic document classification in 1961,
traditionally there are two approaches used: the
probability model and the vector space model.
Recent research also includes the advanced
techniques of statistics, expert systems, natural
languages processing, and artificial neural networks
to enhance the correctness of document classification.
However, all of the aforementioned methods could
be regarded as black boxes for automatic document
classification, because there are no ways to obtain
their classification behaviors or classification rules.
This paper uses Quinlan’s C4.5 decision trees of
machine learning techniques to extract classification
rules from automatic documents classification
systems. In this research, the classification system of
ACM Computing Reviews is based on. Totally 6424
papers, including 56 classes, are collected from it.
The title and its source of each paper are used as its
document profile. Among the collected papers, 10%
of them are used as test data, and the remaining are
used as training data. Totally, there are 1162
classification rules extracted from the training data
using Quinlan’s decision trees. These extracted
classification rules are then used to categorize the
training documents and test documents, respectively.
The experiment results show that, the recall rates of
training data and test data are 67.7% and 45.5%,
respectively. If the above rules are further simplified
into 290 classification rules, the recall rates of
training data and test data become 52.3% and 43.0%,
respectively.
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像 Borko和 Bernick [3] 延續了Maron的實驗，嘗



























率分別為 67.7% 和 45.5%。若將上述規則再精簡
成 290 條分類規則，訓練資料和測試資料的召回











詞，分別為 T1, T2, … , Tm，而文件共有 n個類別，
即 C1, C2, … , Cn。
2.1 機率模式
Maron [11] 的分類實驗即採用機率模式。若
文件 Di 的素描中出現了 r 個關鍵詞 K1, K2, … ,
Kr，則此文件屬於類別 Cj的機率為
P(Cj | K1, K2, … , Kr)
根據貝氏定理(Bayesian theorem)，上式等於
  P(Cj) ×P(K1, K2, … , Kr | Cj) / P(K1, K2, … , Kr)
= c ×P(Cj) ×P(K1, K2, … , Kr | Cj)
= c ×P(Cj) ×P(K1 | Cj) ×P(K2 | Cj, K1) ×…
×P(Kr | Cj, K1, K2, … , Kr-1)
其中 c = 1/P(K1, K2, … , Kr) 為一常數。假設關鍵
詞 K1, K2, … , Kr 彼此兩兩相互獨立 (mutually
independent)，則上式可化減為
c ×P(Cj) ×P(K1 | Cj) ×P(K2 | Cj) ×…
×P(Kr | Cj)
因此，求出文件 Di 在各個類別 Cj 的條件機率，
取其最大值，即視為是該類別。
2.2 向量模式
Borko 和 Bernick [3] 的實驗即採用向量模
式。在此模式中，類別 Cj可用向量
Xj = (xj1, xj2, … , xjm)
來表示，而文件 Di的素描可用向量
Yi = (yi1, yi2, … , yim)
來表示。將文件 Di的向量 Yi 分別與各個類別 Cj
的向量 Xj做內積運算




重，其定義如下：若關鍵詞 Kk在類別 Cj 中的分
類比重為 xjk，則
xjk = (djk / tj) / (?l=1,n (dlk / tl))
第四屆人工智慧與應用研討會，中華民國八十八年十一月十九日，彰化大葉大學，160— 166頁。
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其中，djk為關鍵詞 Kk在類別 Cj 中出現的次數，
而 tj為訓練資料中屬於類別 Cj的文件總數。而代
表文件 Di的為一二元向量，其中 yik = 1假如關鍵





對類別 Cj的相關值 r ij可用下面公式形式表示





r ij = fj ({Kik}, {Di}, {sij})
使得 r ij的值最接近 sij的值。如此，則相同公式便
可用來對測試文件作分類。Heaps 建議使用如下
之線性函數
r ij = Σk a jkwk
使 r ij和 sij的平方平均差最小化，其中，a jk為線性
處理的參數，而 wk的值為 1或 0，則視關鍵詞 Kik
是否出現於文件 Di中而定。
Hamill [4] 使用條件機率 P(Cj | Kk)當成 a jkwk
的值，因為 P(Cj | Kk) = 0 假如關鍵詞 Kk不存在於
文件 Di中或不出現在類別 Cj中。因此，P(Cj | Kk)
可用來當成 wk假如 wk = 0。對於測試文件的 n個
類別 C1, C2, … , Cn，條件機率 P(Cj | Kk)可由下式
計算而得
P(Cj | Kk) = djk / (?l=1,n dlk)
若文件 Di的素描中包含了 r 個關鍵詞 K1, K2, … ,
Kr，其中，djk為關鍵詞 Kk在類別 Cj 中出現的次
數。則計算文件 Di對於每一類別 Cj的相關值
r ij = (1/r)Σk=1,r P(Cj | Kk)





年由 Rumelhart，Hinton，和 Williams[14] 所發表
的倒傳遞神經網路論文最廣為人知。此網路模式











































收錄了自西元 1986 年 1 月份起至 1997 年 6 月份
止，共 67 個中類別，6507 篇論文(詳如表一)。
其中有 11 個中類別所含之論文數少於 10 篇，沒
有足夠資訊以為訓練，將之刪除，並將有重覆出
現之論文 49篇去除，剩餘 56 個中類別，6424 篇
論文為實驗用資料。再以其中的論文題目和出處
當作該文件的素描。依論文收錄之順序，每第十








表一：ACM Computing Reviews的分類系統共有 11個大類和 80個中類
A. General Liter ature G. Mathematics of Computing
A.0 General (3)* G.0 General (0)*
A.1 Introductory and Survey (2)* G.1 Numerical Analysis (390)
A.2 Reference (1)* G.2 Discrete Mathematics (201)
A.m Miscellaneous (0)* G.3 Probability and Statistics (48)
B. Hardware G.4 Mathematical Software (29)
B.0 General (0)* G.m Miscellaneous (16)
B.1 Control Structures and Microprogramming (13) H. Information Systems
B.2 Arithmetic and Logic Structures (6)* H.0 General (2)*
B.3 Memory Structures (42) H.1 Models and Principles (101)
B.4 Input/Output and Data Communications (24) H.2 Database Management (413)
B.5 Register-Transfer-Level Implementation (15) H.3 Information Storage and Retrieval (184)
B.6 Logic Design (39) H.4 Information Systems Applications (85)
B.7 Integrated Circuits (99) H.5 Information Interfaces and Presentation (89)
B.m Miscellaneous (1)* H.m Miscellaneous (0)*
C. Computer  Systems Organization I. Computing Methodologies
C.0 General (13) I.0 General (0)*
C.1 Processor Architectures (124) I.1 Algebraic Manipulation (89)
C.2 Computer-Communication Networks (275) I.2 Artificial Intelligence (600)
C.3 Special-Purpose and Application-Based Systems (26) I.3 Computer Graphics (193)
C.4 Performance of Systems (105) I.4 Image Processing (55)
C.5 Computer System Implementation (26) I.5 Pattern Recognition (64)
C.m Miscellaneous (0)* I.6 Simulation and Modeling (62)
D. Software I.7 Text Processing (30)
D.0 General (9)* I.m Miscellaneous (0)*
D.1 Programming Techniques (95) J . Computer  Applications
D.2 Software Engineering (447) J.0 General (1)*
D.3 Programming Languages (413) J.1 Administrative Data Processing (22)
D.4 Operating Systems (296) J.2 Physical Sciences and Engineering (27)
D.m Miscellaneous (17) J.3 Life and Medical Sciences (42)
E. Data J.4 Social and Behavioral Sciences (5)*
E.0 General (0)* J.5 Arts and Humanities (30)
E.1 Data Structures (58) J.6 Computer-Aided Engineering (29)
E.2 Data Storage Representations (13) J.7 Computers in Other Systems (21)
E.3 Data Encryption (37) J.m Miscellaneous (3)*
E.4 Coding and Information Theory (31) K. Computing Milieux
E.5 Files (15) K.0 General (0)*
E.m Miscellaneous (0)* K.1 The Computer Industry (33)
F. Theory of Computation K.2 History of Computing (45)
F.0 General (0)* K.3 Computers and Education (181)
F.1 Computation by Abstract Devices (200) K.4 Computers and Society (71)
F.2 Analysis of Alforithms and Problem Complexity (313) K.5 Legal Aspects of Computing (16)
F.3 Logic and Meanings of Programs (185) K.6 Management of Computing and Information Systems (106)
F.4 Mathematical Logic and Formal Languages (256) K.7 The Computing Profession (24)
F.m Miscellaneous (0)* K.8 Personal Computing (1)*
K.m Miscellaneous (0)*
註：括弧內之數字為所蒐集之文件中，屬於該類別之文件總數。
　　標有星號 “*” 的類別因其所含文件數未超過 10篇，故以捨棄。
 @8601-0065
 #I.2 H.2 H.3
 $Portability of syntax and semantics in DATALOG




其後之 I.2 H.2 H.3為該論文之類別，I.2為主類別，
其後為次類別。本實驗中，只採用主類別為文件
分類之用。第三行以$前導，其後之 Portability of





























































字(即詞)，去除 235個 stop words (如 about, but, in,







Entropy 值小於等於 log10(20)，共選出了 1146 個
關鍵詞。其中，關鍵詞 Kk的 Entropy值 Hk計算如
下：
Hk =–Σj=1,n P(Cj | Kk)×log2P(Cj | Kk)
Cj為類別。在本實驗中，共有 56個類別，故 n值





在 Quinlan 的 C4.5 決策樹的文件自動分類實
驗上，我們將所選出的 1146個關鍵詞當成每篇文
件的屬性，若該關鍵詞有出現在文件中，則其屬














Rule 19: music = Yes → class J.5 (Arts and
Humanities)
Rule 26: wafer = Yes → class B.7 (Integrated Circuits)
Rule 30: curriculum = Yes → class K.3 (Computers and
Education)
Rule 72: R055 = Yes, vision = Yes → class I.2 (Artificial
Intelligence)
Rule 84: image = Yes, synthesis = Yes → class I.3
(Computer Graphics)
Rule 204: extract = Yes, information = Yes → class H.3
(Information Storage and Retrieval)










中，共有 3010 篇分類正確，其召回率為 52.3%，
















Quinlan’s C4.5 (原始) 67.7% 45.5%



















































































使用 Quinlan 的 C4.5 決策樹的方法來萃取文件規
則，期使文件分類行為透明化。在測試資料方面
雖不及倒傳遞網路及 Hamill 方法，然而，它卻可
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