Questions: What is the relative importance of our methodological decisions concerning 19 sampling (plot size) and data analysis (data transformation, resemblance coefficient, 20 hierarchical clustering strategy and the number of clusters) in vegetation classification? Are 21 there differences between the conclusions when the full range or only a more practical 22 narrow range of methodological choices is tested? What is the difference between results for 23 actual and random data? 24 Location: Rock grassland in Hungary. 25
ordination axis was identified by a given factor and the order of importance of these factors 97 was determined based on the percentages of variance explained by the associated 98 ordination dimensions. However, this method has limited applicability, because there is no 99 guarantee that axes can be unambiguously identified with any of the factors modified. 100
Furthermore, that approach required the use of all possible combinations of factors, which is 101 a strong methodological limitation. A more general procedure is necessary which is able to 102 partition total variation in the results into components which have one to one correspondence 103 with the modified factors. 104
In this paper, we use an actual data set from dolomite grasslands and randomly simulated 105 data to partition variation in the results attributable to plot size, data transformation, 106 resemblance coefficient, hierarchical clustering strategy and, finally, to the cluster level (i.e. 107 the number of clusters) obtained from the resulting dendrograms. The method involves 108 random parametrization of these factors, followed by variation partitioning by distance-based 109 redundancy analysis of classifications. Our expectation was that methodological decisions 110 are more influential on classifications of random data than grassland data assuming that 111 biological pattern involves some robustness thereby diminishing the effect of the changes in 112
Artificial data matrices were generated for 80 virtual quadrats containing up to 100 species. 129
For each quadrat, a probability of occurrence for each species was generated based on the 130 lognormal distribution (mean = 2, SD = 2 on the ln scale). A predefined number of plant 131 individuals were distributed over the species based on these probabilities. The total number 132 of individuals in the sample unit was used as a proxy for plot size, assuming that these two 133 are proportional to each other. Applied virtual 'plot sizes' were 25, 100, 225, 400, 625, 900, 134 1225, 1600 individuals. Individuals were assigned to species such that those occurring in the 135 smallest 'quadrat' were retained in all larger quadrats, thus providing a nested species 136 composition similarly to the actual grassland data. In summary, simulated spatial series data 137 were stored in a three-dimensional matrix with 80 locations, 100 species and 8 plot sizes. 138
Methodological decisions 139
The basic idea is that both actual and randomized data series serve as input for resampling, 140 in order to generate 200 new matrices for the 80 quadrats. In each of these matrices, 141
quadrats have various sizes determined as described below, and each matrix is subjected to 142 classification based on a random combination of data transformation, resemblance 143 coefficient, hierarchical clustering algorithm and number of clusters to be derived from the 144 resulting dendrogram. It means that 200 classifications are obtained for the actual and for the 145 random data as well. Then, in each case the 200 classifications are compared in every 146 possible pair to yield a distance matrix which serves as the input for distance-based RDA 147 (Legendre & Anderson 1999). In this, constraining variables were those reflecting our 148 decisions on plot size, data transformation etc. The resulting RDA models were subjected to 149 variation partitioning to determine the relative importance of plot size, data transformation, 150 resemblance coefficient, hierarchical clustering algorithm and number of clusters upon the 151
classifications. 152
Resampling and the matter of plot sizes 153
The size of each quadrat in each of the sample data matrices was chosen randomly 154 according to the following design. An 8-point scale corresponding to the sampled plot sizes 155 was used for random number generation. First, M, a mid-point of the interval from which the 156 plot sizes would be selected was drawn. Then, it is supplied with a half-range value, d, in 157 order to control the spread of the plot sizes within the sample. d could take values from 1 to 4 158 randomly. The actual range from which the plot sizes are selected for each location is the 159 interval [min(M-d, 1); max(M+d, 8)], 1 referring to the first (smallest) and 8 to the eighth 160 (largest) plot size. For the 'full-range' analysis, M could take values on the range [1; 8], while 161 it was limited to [1; 4] for the 'narrow-range' scenarios. The narrow-range design simulates 162 the situation when only a limited range of plot sizes is useful only for classification. In the modelling experiments, the mean and the standard deviation of quadrat sizes are used as 164 explanatory variables. 165
Data transformation and resemblance measures 166
After obtaining a data matrix comprising 80 plots of different sizes, abundance values were 167 transformed by Clymo's function (van der Maarel 1979 , Podani 2000 given by 168
in which x ij is the relative percentage cover value for species i in quadrat j ranging from 0 to 169 1, and c is a parameter falling in the range [-∞, ∞] such that c=0 is not allowed. This 170 procedure allows for weighting abundances differently by adjusting the c parameter. In cases 171 with high positive c, transformed data approximate the presence/absence situation, thus 172 giving more weight to less abundant species. Large negative values of c lead to 173 overweighting the dominant species. If c is very close to 0, the relative abundance 174 differences of species remain practically unaffected. However, in real situations data 175 transformation is rather used for downweighting dominant species, therefore, we made 1 tend to emphasise a chained group structure (similarly to the single link or nearest 191 neighbour method), while negative β values lead to increased grouping tendency (as 192 observed for complete link or farthest neighbour algorithms). In each trial, the value of β was 193 chosen randomly from -1 to 1 ('full range'). However, in practice 'group-forming' methods are level (simulating the case of an 'optimal non-hierarchical classification') was randomly 196 chosen between 2 and 8. The hierarchical classification was 'cut' at this level and hereafter 197 only this non-hierarchical clustering was used. 198
Data analysis 199
The 200 trials of the randomization resulted in 200 classifications of the same spatial series. 200 From each classification, an incidence matrix, C, was calculated in which c ij is 1 if objects i 201 and j in the same cluster and 0 otherwise. Euclidean distances were calculated between all 202 pairs of incidence matrices. This method is also called 'PAIRBONDS' (Arabie & Boorman 203 1973; Podani 2000) . These distances were then summarized into another distance matrix 204 based on which principal coordinates analysis was computed. In the resulting ordination all 205 points correspond to a non-hierarchical classification. Then, the following explanatory the PCoA diagrams. During the evaluation of db-RDA models, predictors with F ratios with a 219 type I error rate of P<0.01 were considered significant. 220
Our variation partitioning approach relies on the basic assumption that db-RDA models can 221 properly explain the variation among classifications attributed to the different methodological 222 decisions. In order to validate our modelling technique, we applied a simulation test. The 223 above described simulation analysis with narrow-range variables, starting from the sample 224 selection and ending at calculation of explained variances was repeated many times. 225
However, instead of the fully random parametrization of the six variables representing 226 methodological decisions, some of them were 'fixed', i.e. they were given zero variance. For 227 example, if plot size was fixed, only plots of the same size were selected from each location 228 in all of the 200 classifications that were entered in each db-RDA. Of course, in such cases, 229 the fixed variable was not included as an explanatory variable of the db-RDA, since it had no 230 variation. The number of fixed variables was increased from zero to five in six steps and for each number of fixed variables, 100 trials were performed. Then, average explained 232 variation, unexplained and total variation were plotted against the number of fixed variables. 233
We expected that explained variation would decrease with increases in the number of fixed 234 variables because reducing the possible outcomes of methodological decisions should also 235 reduce the variation among classification they account for. If unexplained variation also 236 decreased with the increased number of fixed variables, we could conclude that variation 237 caused by methodological decisions was not properly explained by the db-RDA model. On 238 the contrary, approximately constant unexplained variation obtained for different numbers of 239 fixed variables would mean that independently from the methodological decisions and the 240 explanatory variables, there is a certain amount of inherent variation in the compositional 241 data. 242 In the narrow-range analyses on the simulated data set, five predictors had significant effect 262 (Table 2) Five predictors had a significant effect on the variation between partitions in the model of the 269 grassland data set with full-range variables (Table 3) After narrowing the range of explanatory variables, five terms had significant effect (Table 4) . In the simulation test to examine the validity of our modelling approach, variation explained 287 by db-RDA models decreased monotonically and significantly as more variables were fixed, 288 while unexplained variation showed small changes with no clear trend ( Figure 5) . 289 290
Discussion & Conclusions 291
At the outset, we put forward the hypothesis that adjusted R-squared values would be higher, 292
for simulated data with random structure than for actual grassland data. In the first case, 293 variation among classifications would only be attributed to the differences in the 294 methodological decisions, as superimposed on random variation, while in the second 295 robustness of biological pattern would resist changes in methodology. Our findings confirmed 296 this expectation. 297
The order of importance of the predictors was not the same in all experiments, while some always among the significant model terms, and in many cases they were given the highest 300 rank. Obvious interpretation is that decisions about clustering process, including the chaining 301 algorithm and the number of clusters, influence most strongly the outcome of numerical 302 classification of compositional data. Nevertheless, the other variables were also critical at 303 least in one of the four scenarios. Through the four scenarios, data transformation affected classifications of the grassland data 325 set more strongly than the simulated scenarios. This finding is in line with earlier views that 326 data transformation can reveal significantly different but biologically relevant patterns of the 327 same data set (van der Maarel 1979; Podani 1989). Since the effect of data transformation 328 was higher for the grassland data, we conclude that the choice of the optimal abundance 329 scale is crucial for understanding the multiple facets of biological variation in real data sets. 330
Thus, much care should be taken before transforming abundance data. 331
The resemblance measure showed weaker effect than plot size and data transformation, 332 however, it was still significant in the narrow-range analysis of the grassland data set, and it choosing among resemblance measures is more deeply investigated compared to other 335 methodological decisions, and many papers highlight the differences of the available indices 336 (Campbell 1978; Legendre & De Cáceres 2013). Without questioning that different 337 resemblance measures can be appropriate for specific purposes, and the choice between 338 them had to be taken carefully, our results suggest that the importance of this decision may 339 be over-emphasized in comparison with other decisions. Thus, we consider the importance 340 of the resemblance measure as a good reference to assess the significance of the other 341 explanatory variables. Nevertheless, it must be noted that we employed only four indices that 342 are very popular among vegetation ecologists. 343
The β parameter of the flexible clustering was the most significant predictor in three cases. 344
Its value with full range was more influential than with narrow range, which clearly indicates 345 that decision on the classification method is most critical between chain-forming (β>0) and 346 group-forming (β<0) methods, while differences within group-forming algorithms are not that 347 substantial. This difference is the most striking with the grassland data, for which its effect is 348 In the modelling approach applied here, two crucial assumptions were made in order to 376 quantify the effect of methodological decisions on the classifications. The first assumption 377 was that the PAIRBONDS method expresses appropriately the dissimilarities between pairs 378 of classifications. This index gives the square-root of the number of pairs of plots in the same 379 group in one classification but separated in the other classification. This is a Euclidean 380 measure of distance and its suitability to our variation partitioning approach is also supported 381 by the R-squared values (ca. 18-48%). In ecological modeling studies, in general, lower 382 explanatory power is often considered meaningful (Møller & Jennioins 2002) . It is to be noted 383 that PAIRBONDS is relatively sensitive to cluster structure, i.e. the number and the sizes of 384 groups. With this measure, two classifications with different numbers of clusters can never be 385 at zero distance from each other, therefore any differences in cluster number are 386 immediately mirrored by the distance matrix. In contrast, certain other dissimilarity indices 387 identically if the numbers of clusters differ. Our preliminary analyses showed that the use of 392 Cramér's V or Goodman-Kruskal's Λ would attribute lower effect to flexible β and cluster 393 level, nevertheless, it would result in much weaker overall model performance as well. 394
The second assumption was that the db-RDA model captured relevant information on 395 variation among classifications. The first part of db-RDA was PCoA known to preserve the 396 original distance structure of the input matrix. Then, the PCoA axes, as transformed variables 397 of between-classification distances, were related to the explanatory variables (i.e. the 398 methodological decisions) by usual RDA method. At this step, even patterns that are non-399 linear functions of the explanatory variables are decomposed into separate components for 400 which the explanatory variables can be linearly related. To account for eventual non-linear 401 relationships that cannot be revealed by this procedure, we included squared terms into the 402 models and the distribution of the explanatory variables over the first two PCoA axes were 403 also mapped by a flexible fitting method (GAM). These trend surfaces revealed that cluster 404 number can show a non-linear pattern along the first two axes. However, this pattern can 405 likely to be accounted for by db-RDA because cluster number came out as a highly significant predictor in all cases. In our analysis to validate the appropriateness of our 407 modelling approach, we found that the amount of unexplained variation of our models is not 408 related to the number of fixed and randomized variables, that is, it is independent from the 409 methodological decisions. This suggests that the variation caused by the random 410 parametrization of the classifications is satisfactorily explained by the db-RDA models. 411 Therefore, we do not suspect a significant amount of unexplained variation due to non-linear 412 effects or interactions among methodological decisions. The unexplained variation may have 413 several different origins. The most trivial reason is that the data set has a certain degree of 414 robustness which explains low sensitivity to methodological changes. Robustness is 415 obviously higher for the grassland data set that contains biologically interpretable patterns. 416
Nevertheless, it is also present in the simulated data set since randomized data do not lack 417 variation completely but this variation is comparable to what is expected by chance. Another 418 possible source is the individual 'fate' of plots in the analysis. Two classifications can be 419 identically parameterized in terms of the selected plot sizes but the sample to be analysed 420 can still differ because it is not fixed which plot size should be selected from a certain 421
location. 422
The few most important variables identified by the variation partitioning approach using db-423 RDA in most cases showed good fit to the first two axes of the PCoA ordination. However, 424 their pattern was not always linear, therefore they could not be detected by simply checking 425 the correlation between ordination axes and the tested variables. 426 
