Currently, deep learning has already been successfully applied in many fields such as image recognition, recommendation systems and so on. Autoencoder, as an important deep learning model, has attracted a lot of research interests. The performance of the autoencoder can greatly be affected by its architecture. However, how to automatically determine the optimal architecture of the autoencoder is still an open question.
INTRODUCTION
Since the concept of deep learning was proposed (Hinton and Salakhutdinov, 2006) , it has become one of the hottest research topics in the machine learning field. And it has been widely applied in various fields, such as natural language processing (NLP) (Collobert and Weston, 2008) , image recognition (Ciresan et al., 2012) , recommendation systems (Van den Oord et al., 2013) , bioinformatics (Chicco et al., 2014) , and so on. The successful application of these research projects in the industry also illustrates the great advantage of deep learning (Levine et al., 2016) .
Deep learning is a method based on several models of neural networks (autoencoder and MLP). However, although the performance of deep learning is greatly dependent on the network architecture, the current deep learning methods can't adaptively adjust the number of layers and the nodes of each layer. In fact, the same problem also exists in the early age of the research on neural network, so many sophisticated methods have been put forward to optimize architecture of neural network (Reitermanova, 2008) .
The most common approach is brute-force method (Reed, 1993) . This method tries all kinds of network architecture in a reasonable range, and finally *Corresponding author finds an optimal architecture that is suitable for training datasets. Because of the high computational complexity, people seldom use this method directly. The pruning algorithms (Reed, 1993 ) is another method, its principle is to remove the redundant parts of network through certain indicators. The concrete implementation of pruning method is as follows: weight saliency (Mozer et al.. 1989) , optimal brain damage (OBD) (LeCun et al., 1989) , optimal brain surgeon (OBS) (Hassibi et al., 1993) , etc. The only difference among these methods is to use different strategies for computing indicators. Since indicator calculation is based on error function, the main drawback of pruning methods is high computational complexity. Network construction technique (Lee, 2012) can also be used to optimize architecture. It begins with a minimal network, then dynamically adds and trains hidden units until a satisfactory architecture is reached. The cascade correlation method (Fahlman and Lebiere, 1989 ) is a famous representative of this technique. This method has the following advantages: training is fast, being useful for incremental learning, results can be cached, and so on. But the disadvantages are also obvious: its candidate nodes are independent, and the interactions between related nodes are not considered. So it is only suitable for networks with relatively simple architecture. There are many other techniques, for example, probability optimization techniques and regularization techniques (Reitermanova, 2008) .
However, these methods are also only suitable for optimizing simple network, for example, the network with one hidden layer and small number of nodes. Recently, genetic algorithms are widely used to optimize network architecture and weights (Fiszelew et al., 2007) . But its slow convergence rate is a very influential factor. So corresponding to complex deep learning models with many hidden layers, new methods need to be developed for the architecture optimization.
The proposed architecture optimization method in the paper is specifically aimed at the complex deep learning model with many hidden layers and a large number of nodes, which can adjust the number of the nodes in multiple hidden layers. To improve the efficiency, the optimization is based on the correlation analysis of the node weights initialized using the Restricted Boltzmann Machine (RBM) (Hinton and Salakhutdinov, 2006) . Different from the traditional methods, the time-consuming network training process is avoided in the proposed architecture optimization method.
The proposed method has the following advantages: First, it can be well applied to the complex network architecture optimization. Because the computing unit of the method is the set of multiple nodes rather than a single node, the method can be easily extended for the network with a lot of layers. Second, the proposed architecture optimization is based on the correlation analysis between the weights of the nodes after initialization rather than the error function after training, the efficiency is greatly improved.
The rest of paper is organized as follows. In Section 2, we first briefly introduce the working flow of deep learning model and the mechanism of RBM in network initialization. And then we discuss in detail about the calculation of correlation coefficient in Subsection 2.1. At last, Subsection 2.2 shows the detailed steps of method about optimizing multiple hidden layer nodes. In Section 3, we present the experimental results through analyzing and comparing different datasets. Finally, Section 4 draws conclusions and discusses the future research direction.
ARCHITECTURE OPTIMIZATION METHOD
Autoencoder, as a kind of deep learning model, is often used for dimensionality reduction (Laurens van der Maaten et al., 2009) . Our proposed method is based on this model framework. It consists of the encoder module which transforms high dimensional input data into low dimensional output data (code), and the decoder module which reconstructs the high dimensional data from the code. The construction of the autoencoder is mainly concentrated on the encoder module because the decoder module can be approximately regarded as transposition of the encoder module. Our method is to optimize the structure of the encoder module. In the training of deep learning, RBM is used to initialize the weights of the nodes. The usage of RBM is a significant improvement of the deep learning model because it is difficult to optimize the weights of the nodes of the multiple hidden layers without good initial weights (Hinton and Salakhutdinov, 2006) . RBM is a kind of stochastic two-layer network containing a visible layer corresponding to the input and a hidden layer corresponding to the output. The two layers are fully connected, that is to say, each node of the hidden layer connects to all the nodes of the visible layer, but the nodes in the same layer cannot connect to each other. In the initialization process, the network will be divided into multiple RBMs and the output of previous RBM will become the input of the next RBM, so as to achieve the extraction of input data information layer by layer.
The second step is the weights fine-tuning after RBM initialization. Using the traditional weights fine-tuning methods, for example, backpropagation (BP), can fine-tune weights by minimizing the data reconstruction error.
The proposed network architecture optimization method working on the above framework is depicted in Figure 1 . In the initial stage, a simple network with very small number of nodes in each hidden layer is created, which corresponds to the architecture of nodes connected by solid lines in Figure 1 . The architecture optimization is achieved by dynamic growth of the number of the nodes of the hidden layers, where the added nodes correspond to the nodes connected by dotted lines in Figure 1 . At each step, the same number of nodes (Ni nodes) are added to the target layer, then the correlation analysis on the weights of all the nodes (the weights of the node stand for the weights between all the nodes of the previous layer and the current node) in the layer is carried out. In our method, Ni nodes which have the smallest correlation with the rest of the nodes are selected from all the nodes. The correlation coefficient between the selected nodes and the rest of the nodes are computed (See Subsection 2.1 for details). At the end, when the correlation coefficient is greater than a given threshold, the dynamic growth of the number of the nodes is stopped and the number of the nodes for the layer is determined. For the next hidden layer, the above process is repeated. Detailed implementation is introduced in Subsection 2.2. 
Correlation Coefficient between Two Sets of the Nodes
The definition of correlation coefficient between two sets of nodes is the theoretical basis of our method. (1)
The vertical component ⃗⃗⃗ is defined as:
Given ⃗⃗⃗ and ⃗⃗⃗ , we can calculate the main correlation coefficient by the following formula:
The above formula only concerns with the direction relations between and PCS, while the SltedValues computed from Main_Nodes are ignored. So another correlation coefficient is defined in formula (4) which gives main components more weights. For the correlation between ⃗⃗⃗ and ⃗ ⃗ which is the dominant component, the largest eigenvalue is used as the weight. If the directions of ⃗⃗⃗ and ⃗ ⃗ is more consistent (the greater value of | ⃗⃗⃗⃗⃗ |), the correlation coefficient is greater. The overall correlation coefficient is given by the following formula: corr = corr main * (α + (1 − α) * corr tune )
where α stands for the ratio parameter. In order to determine the value of α, we conduct experiments by changing the value of α from 0 to 1. It is found that α = 0.8 is a good choice. The pseudo code for calculating the correlation coefficient between two given node sets is shown in Figure 3 .
Architecture Optimization
In this subsection, how the correlation coefficient is used to realize architecture optimization is described. The process of architecture optimization is divided into two steps, the first step is to compute the correlation coefficient, and the second step is to control the growth of the nodes by comparing the correlation coefficient with a given threshold.
In the first step, RBM initialization on the current hidden layer containing both the added nodes and the original nodes will be carried out in order to obtain the weights of the nodes. Then the correlation coefficient of the weights of the layer is computed as introduced in Subsection 2.1. In the second step, the architecture optimization on the autoencoder model is carried out. The pseudo code for the architecture optimization is shown in Figure 4 .
EXPERIMENTS
The method is implemented using Matlab. In order to verify the performance of the proposed method, the following datasets are used: MNIST, USPS, Binary Alphadigits and MFEAT. The first three datasets are available at: http://www.cs.nyu.edu/ ~roweis/data.html. The MFEAT dataset is available at: http://archive.ics.uci.edu/ml/datasets.html.
The MNIST dataset is a dataset of handwritten digits (0-9), it contains 70000 images of size 2828. Considering the high computational cost, 250 samples of each class are selected as the training set, and 50 samples of each class are selected as the test set.
The USPS dataset is another handwritten digits dataset which contains images of size 1616 and there are 1100 samples in each class. As same as MNIST, 250 samples of each class are selected as the training set, and other 50 samples of each class are selected as the test set.
The Binary Alphadigits dataset is a handwritten alphabet and digits dataset. It contains a total of 36 classes from "1" to "9", and "A" to "Z", the size of the image is 2016 and each class contains 39 samples. For 39 images of each class, 33 images are used as the training set and 6 images as the test set.
The MFEAT dataset is also a handwritten numerals dataset which contains ten classes from "0" to "9". The size of image is 1615 and each class contains 200 samples. For 200 images of each class, 150 images are used as the training set and 50 other images as the test set. The initial network architecture is set to 1000-200-50-30 in all the experiments. The size of the 1st hidden layer is fixed at 1000, and the number of the nodes in the 2nd and the 3rd hidden layers are increased from the initial sizes which are 200 and 50 respectively to determine the near optimal number of the nodes in the experiments.
Parameter Selection
In this subsection, the effects of different RBM training epochs on our method are compared using multiple datasets, and a good threshold of the correlation coefficient is derived. The final autoencoder architecture generated through our method is compared with the standard architecture (1000-500-250-30) used in (Hinton and Salakhutdinov, 2006) . The parameters of RBM are listed below: learning rate for weights =0.1, learning rate for biases of visible units =0.1, learning rate for biases of hidden units ℎ =0.1, the weight cost is 0.0002, the initial momentum is 0.5, the final momentum is 0.9, and learning is done with 1-step Contrastive Divergence. At the same time, we adjust the training epoch of backpropagation from 200 to 20, because it is found that in the standard autoencoder framework, the reconstruction error becomes steady when the training epoch reaches above 15. In order to analyze the relationship between the correlation coefficients and the number of nodes, we first fix nodes number of the 2nd hidden layer to 500, then increase the number of the nodes of the 3nd hidden layer from 50 to 500, and the number of nodes added at each step is 25. We also set 5 different RBM training epochs, 10, 50, 100, 300 and 500, respectively. The results are shown in Figure 5 .
As can be seen from Figure 5 , under the different RBM training epochs, the correlation coefficient curve has a similar trend, in the initial stage of increasing the number of nodes, the correlation coeffiArchitectureOptimization(Nodes2, n2, Nodes3, n3, max_n2, nInc, TH) { // Nodes2: the nodes of the 2nd hidden layer // n2: the initial number of the nodes of the 2nd hidden layer // Nodes3: the nodes of the 3rd hidden layer // n3: the initial number of the nodes of the 3rd hidden layer // max_n2: the max number of the nodes of the 2nd hidden layer // nInc: the increment of the number of the nodes at each step // TH: the threshold of the correlation coefficient cient increases rapidly with a large slope value. When the number of nodes reaches about 250, the slope of the curve becomes small, and the correlation coefficient curve is close to steady. In order to balance computational complexity and reliability of the results, the value of RBM training epochs is set to 300. The following experiments are all based on this epoch value. From Figure 5 , it is also found that the threshold of the correlation coefficient will have a great impact on the final network architecture. So Table 1, Table 2, Table 3 and Table 4 are used to show the derived network architecture under different thresholds. In tables, "Threshold" stands for the threshold of correlation coefficient; "Network architecture", "Training error" and "Test error" are the experiment results of our method. The last row of every table is the standard autoencoder architecture.
From Table 1 to Table 4 , we can find that different correlation coefficient thresholds correspond to different derived network architecture. With the increasing of the correlation coefficient threshold, the number of the nodes of the 2nd and the 3rd layer increases, and the training error and the test error both decrease. It can be seen from the tables that a value of 0.65 for the correlation coefficient divides the thresholds corresponding to high and low error values. So it is reasonable to select 0.65 as an appropriate value for the threshold of the correlation coefficient.
Based on the analysis of the experiment results, the RBM training epoch is set to 300 and the threshold of correlation coefficient is set to 0.65. From Table 1 to Table 4 , it is also found that the training error and the test error have the similar trend with the increasing of the correlation coefficient threshold, so only the test errors are used to evaluate the experiments results in Subsection 3.2.1. 
Experiment Results and Analysis
By using the parameter values obtained in the last section, we can get the near optimal network architecture of four datasets from Table 1 to Table 4 . For MNIST, the selected network structure is 1000-650- 375-30; for USPS, it is 1000-650-175-30; for Binary Alphadigits, it is 1000-825-450-30, and for MFEAT, it is 1000-750-300-30. In order to verify our method and evaluate these results, reconstruction error and the correlation coefficient between the distance matrices of high dimensional raw data and the low dimensional data (code) are used.
Evaluation using Reconstruction Error
Reconstruction error is a primary evaluation index of the autoencoder performance. It is calculated by first decoding these low dimensional codes to obtain the reconstructed high dimensional data, followed by computing the error between the reconstructed data and the original data. We calculated the test error from the test data using mean square errors (MSE).
Because the proposed method is used to adjust both the number of the nodes in the 2nd and the 3rd hidden layers, we firstly fix the number of the nodes of the 2nd or the 3rd layer, and then change the number of the nodes of the other layer. Taking the test error curves of MNIST dataset shown in Figure  6 as an example, the curve in the left graph is produced under the condition that the number of the nodes of the 3rd hidden layer is fixed to 375 and the number of the nodes of the 2nd hidden layer increases from 50 to 1000 with step 50. The curve in the right graph is produced under the condition that the number of the nodes of the 2nd hidden layer is fixed to 650 and the number of the nodes of the 3rd hidden layer increases from 50 to 1000 by 50. In the Figure 6 , the red dot represents the selected optimal number of the nodes of the current layer. It is found that the test error curves of the 2nd and the 3rd layer are both a relatively smooth curve that shows a downward trend. With the increasing of the number of the nodes, the slope becomes smaller. The selected optimal number of nodes is located in the relatively flat area of the curves, which indicates that the method finds a near optimal network architecture for the MNIST dataset.
The test error curves of USPS dataset are shown in Figure 7 , the test error curves of Binary Alphadigits dataset are shown in Figure 8 , and the test error curves of MFEAT dataset are shown in Figure 9 . It is found that the trend of those curves and the location of the selected optimal node number are both very similar to these of the MNIST dataset. So, the proposed method can also find the near optimal network architecture for the USPS, Binary Alpha and MFEAT datasets. 
Evaluation using Correlation Coefficient between Distance Matrices
In this subsection, the correlation coefficient between the distance matrices of high dimensional input data and low dimensional code is used to evaluate the proposed method. The distance matrix of high dimensional input data indicates the distribution relationship between the input samples. And the distance matrix of low dimensional code indicates the distribution relationship between the samples after the dimension reduction. It is obvious that we can evaluate the network architecture by comparing the correlation between the two distance matrices. After the distance matrices are computed using the Euclidean distance, the Pearson's correlation coefficient (Stigler, 1989) between them is computed. High value of the correlation coefficient infers appropriate network architecture. The correlation coefficient curves of the distance matrices of MNIST, USPS, Binary Alphadigits and MFEAT datasets are shown in Figure 10 , Figure 11 , Figure 12 and Figure 13 respectively. From the figures, it can be seen that for all the four datasets the curves of the 3rd layer on the right side have the similar trend: in the early stage of the increasing of the node number, the correlation coefficient increases rapidly and the slope of the curves is high, and after the above stage, the curves show a slow rise or a downward trend, and the selected optimal nodes number is located in the relatively flat area of the curves. It is also found that there is no obvious common trend of the correlation curves of the 2nd hidden layer for these four datasets. The correlation coefficient of the 2nd layer is not directly related with the output of the network. This may be why there is no common pattern in the correlation curves of the 2nd layer.
CONCLUSIONS
In this paper, we propose an architecture optimization method for autoencoder. The method can adaptively adjust the number of the nodes of the hidden layers to find a near optimal architecture of the network for different datasets. The method is based on the correlation analysis of the network weights after RBM initialization. The experimental results show that the proposed method can automatically produce the near optimal architecture for the autoencoder. In future work, we plan to analyze the relationship between the size of the input data and the number of the nodes in the 1st hidden layer, so that the architecture optimization of the whole network can be realized. 
