We describe a highly efficient numerical scheme for finding two-sided bounds for the eigenvalues of the fractional Laplace operator (−∆) α/2 in the unit ball D ⊂ R d , with a Dirichlet condition in the complement of D. The standard Rayleigh-Ritz variational method is used for the upper bounds, while the lower bounds involve the less-known Aronszajn method of intermediate problems. Both require explicit expressions for the fractional Laplace operator applied to a linearly dense set of functions in L 2 (D). We use appropriate Jacobi-type orthogonal polynomials, which were studied in a companion paper [15] . Our numerical scheme can be applied analytically when polynomials of degree two are involved. This is used to partially resolve the conjecture of T. Kulczycki, which claims that the second smallest eigenvalue corresponds to an antisymmetric function: we prove that this is the case when either d ≤ 2 and α ∈ (0, 2], or d ≤ 9 and α = 1, and we provide strong numerical evidence for d ≤ 9 and general α ∈ (0, 2].
Introduction and main results
For d ≥ 1 and α ∈ (0, 2), the fractional Laplace operator, or Riesz fractional derivative, is defined as
f (y) − f (x) |y − x| d+α dy (see, for example, [22, 23] ). The eigenvalue problem for (−∆) α/2 in a bounded domain D ⊆ R d , with a zero condition in the complement of D:
(−∆) α/2 ϕ n (x) = λ n ϕ n (x) for x ∈ D, ϕ n (x) = 0 for x / ∈ D
(here n = 0, 1, . . . ), has been studied by numerous authors. For general results, such as existence and basic properties of solutions, we refer the reader to [3, 8] . Here we only mention that λ n can be arranged in a non-decreasing unbounded sequence, the fundamental eigenvalue λ 0 is positive and simple, and ϕ 0 has a constant sign in D. The following general estimate of λ n was proved in [9] (see also [10] ): if D is convex, 0 < α ≤ β ≤ 2 and λ n (α) denotes the sequence of eigenvalues of the problem (1) (arranged in a non-decreasing order) with a given parameter α, then
This is particularly useful when β = 2, because λ n (2) is known explicitly for many domains.
For example, if D is the unit ball, λ n (2) is the square of an appropriate zero of the Bessel function. Sharper bounds for λ n are known only when D is a ball and either n = 0 (see [3, 14] ) or d = 1 (see [3, 21] ). From now on, D denotes the unit ball in R d and α ∈ (0, 2]. In a companion paper [15] we find explicit expressions for (−∆)
α/2 applied to a variety of function. In particular, we find the eigenvalues and eigenfunctions (which turn out to be polynomials) of the operator f → (−∆) α/2 (ωf ), where ω(x) = (1 − |x| 2 ) α/2 + ; here and below a + = max(a, 0). This result is stated in Theorem 3 below. In the present article, we use these eigenfunctions to find estimates of λ n . The upper bounds follow by the standard Rayleigh-Ritz variational method, while for the lower bounds we use a less-known Aronszajn method of intermediate problems. These are essentially numerical methods designed for finding estimates of the eigenvalues of an appropriate variational problem. Nevertheless, the same methods can be used to prove analytical bounds for the first few eigenvalues, when matrices and polynomials of small degree are involved.
Before we state our main results, we explain why one can restrict attention to radial eigenfunctions, and this requires some notation. We say that V is a solid harmonic polynomial in R d of degree l ≥ 0 if V is a homogeneous polynomial of degree l which is harmonic (that is, ∆V (x) = 0 for all x ∈ R d ). Solid harmonic polynomials of a given degree l form a finite-dimensional vector space of dimension
, and the L 2 space over the surface measure on the unit sphere is a direct sum of these spaces over l ≥ 0 (see [2, 12] ). We fix an orthonormal basis of this L 2 space, which will be denoted by {V l,m }, with l ≥ 0 and 1 ≤ m ≤ M d,l , so that V l,m is a solid harmonic polynomial of degree l.
The solutions of the problem (1) for the unit ball D fall into different symmetry classes, described by solid harmonic polynomials. This fact follows easily from Bochner's relation, which asserts that every Fourier multiplier with radial symbol m(|ξ|) maps a function on R d of the form V (x)f (|x|) to a function V (x)g(|x|) of the same type, and furthermore a multiplier with symbol m(|ξ|) maps f (|x|) to g(|x|) in dimension d + 2l (that is, herex,ξ ∈ R d+2l ). For more details, see Proposition 3 in [15] . As a consequence, each radial eigenfunction, with eigenvalue λ, of (−∆) α/2 in a (d + 2l)-dimensional ball gives rise to M d,l non-radial (unless l = 0) linearly independent eigenfunctions, with the same eigenvalue λ, of (−∆) α/2 in a d-dimensional ball. This is formally stated in the following result. Proposition 1. Let ϕ d,n (|x|) and λ d,n denote the sequence of all eigenfunctions, and the corresponding eigenvalues, which are radial solutions of the problem (1) for the unit ball D ⊆ R d . We assume that λ d,n are arranged in a non-decreasing order (with respect to n). Then the functions V l,m (x)ϕ d+2l,n (|x|), where l ≥ 0, 1 ≤ m ≤ M d,l and n ≥ 0, form a complete orthogonal system of solutions of the problem (1), with corresponding eigenvalues λ d+2l,n .
In particular, the sequence λ n can be obtained by rearranging in a non-decreasing way the numbers λ d+2l,n , with l ≥ 0 and n ≥ 0, each repeated M d,l times. For this reason in the remaining part of the article we restrict our attention to radial functions, and so we will no longer need harmonic polynomials and the parameter l.
The following two theorems are the main results of this article. The first one provides a numerical scheme for the estimates of λ n . The other one is an interesting corollary, which partially resolves the conjecture of T. Kulczycki. In order to state these results, first we need to introduce some notation. We denote by A (N ) and B (N ) the N × N matrices having entries
with 0 ≤ m, n < N (here and below, δ n,n = 1 and δ m,n = 0 when m = n). We also define
Here D is the unit ball, P (α,β) n is the Jacobi polynomial, and 2 F 1 is the Gauss's hypergeometric function. For the last equality, see formula 8.962.1 in [18] . Theorem 1. Let d ≥ 1, N ≥ 0 and 0 < α ≤ 2. Denote by λ d,n , with n ≥ 0, the nondecreasing sequence of the eigenvalues corresponding to radial solutions of the problem (1)
where λ d,n , with 0 ≤ n < N , are the solutions λ, arranged in a nondecreasing order, of the N × N matrix eigenvalue problem
(ii) The sequence λ (N ) d,n , with n ≥ 0, is the nondecreasing rearrangement of the sequence, whose first N + 1 terms are the N + 1 zeroes of the polynomial
and the remaining terms are the numbers µ n , with n ≥ N + 1. Here the entries of the matrix W (N ) (λ) are given by
with 0 ≤ m, n < N .
We emphasize that quite often the zeroes of the polynomial w (N ) (λ) are interlaced with the numbers µ n , n ≥ N + 1. For example, depending on the parameters d and α, the lower bound λ Observe that for N = 0 the estimate (2) reduces to λ d,n ≥ µ n . For N > 0, the expression for λ (N ) d,n is rather complicated, but as we will see below both lower and upper bounds of Theorem 1 are well-suited for numerical calculations and symbolic manipulation. By Proposition 1, the solutions of (1) for the unit ball D are the numbers λ d+2l,n , where l, n ≥ 0. By definition, λ d+2l,n is nondecreasing in n ≥ 0, and λ d+2l,n > λ d+2l,0 when n > 0. Furthermore, λ d+2l,0 is strictly increasing in l ≥ 0 (see Section 3). Thus λ d,0 is the smallest eigenvalue of the problem (1), and the only possible values of λ 1 are λ d+2,0 and λ d, 1 .
In order to prove Theorem 2, it suffices to show that λ d+2,0 < λ d,1 . Indeed, then λ d+2l,n = λ 1 only if l = 1 and n = 0 (by the argument used in the previous paragraph), and thus the eigenfunctions of (1) with eigenvalue λ 1 are of the form ϕ(x) = V (x)f (|x|) for a solid harmonic polynomial V of degree l = 1. This means that V is a linear function, and so ϕ(−x) = V (−x)f (|x|) = −V (x)f (|x|) = −ϕ(x), as desired.
As mentioned above, the inequality λ d+2,0 < λ d,1 (equivalent to Theorem 2) follows by evaluating analytically the bounds of Theorem 1 for small values of N . More precisely, we prove in Section 4 that λ
Apparently the above bounds for λ d+2,0 and λ d,1 are sharp enough to assert that λ d+2,0 < λ d,1 for all d ≤ 9 and α ∈ (0, 2], see Figure 1 ; nevertheless, we were only able to overcome technical difficulties when α = 1 or d ≤ 2. We remark that numerical simulations clearly indicate that λ d+2,0 < λ d,1 for general α ∈ (0, 2] and d ≥ 1 (which is a well-known result for α = 2), in agreement with T. Kulczycki's conjecture.
Theorem 2 was known only for d = 1 and α ∈ [1, 2] : the case α = 1 was solved in [3] , while an extension to α ∈ [1, 2] is one of the results of [21] . In both articles the proof reduces to sufficiently sharp bounds for λ d,1 and λ d+2,0 .
The numerical scheme of Theorem 1 extends the one studied in [20] , where d = 1 and α = 1 was considered. In this case the corresponding explicit expressions follow easily by harmonic extension and conformal mapping, and the Aronszajn method (called WeinsteinAronszajn in this case) simplifies significantly.
According to numerical calculations, as long as d is not very large, the rate of convergence of both upper and lower bounds to the correct values of λ d,n is rather fast, at least when compared to other known methods ( [13, 19, 28, 29] The upper bounds are given as eigenvalues of a well-conditioned matrix and thus they can be easily computed in a numerically stable way. Lower bounds are more problematic, they require numerical evaluation of roots of a polynomial given by the determinant of a matrix with a parameter. Due to accumulation of numerical errors and singularities of the entries W m,n (λ), all calculations should be carried out with additional precision; see [27] for a detailed discussion of the Aronszajn method in the classical context.
As remarked above, our results are based on explicit expressions for the eigenvalues and eigenfunctions of the operator
+ , found in [15] . Roughly speaking, the result states that for any polynomial P , the function (−∆) α/2 (ωP ) is equal in the unit ball to another polynomial of the same degree. This phenomenon was first observed in [5, 14] for radial (or radial times linear) functions, and extended to arbitrary polynomials in [15] . Below we recall the result, restricted to the case of radial functions, and with a modified constant in the definition of P n , which is more suitable for calculations.
Theorem 3 (Theorem 3 in [15] ). Let d ≥ 1, n ≥ 0 and α ∈ (0, 2]. Define P n and µ n as in Theorem 1, and let ω(
We remark that the polynomials P n form a complete orthogonal system in L 2 r (D, ω), the weighted L 2 space of radial functions in D, with weight function ω. A similar system for the full L 2 (D, ω) space is given in the original statement in [15] .
We conclude the introduction with the outline of the article. In Section 2 we introduce additional notation related to the polynomials P n , and prove some preliminary identities and estimates. Theorem 1 is proved in Section 3, while Section 4 contains the proof of Theorem 2.
Notation
We use the notation of Theorems 1 and 3. Recall that ω(x) = (1 − |x| 2 ) α/2 + , and that √ ω P n form a complete orthogonal set in the space of radial L 2 (D) functions, denoted here and below by L 2 r (D). We let
see formula 7.391.1 in [18] . We also define
see formula 16.4(17) in [16] (for n = m this is formula 7.391.6 in [18] ). Finally, in the proof of Theorem 2, the integral
plays an important role. Since
By a direct calculation,
The lower bounds for I can be obtained by truncating the series in (7). We present two different upper bounds. The first one uses convexity of log Γ(z): we have
and therefore
We remark that a similar method can be used to find numerical estimates of I m,n for general m and n. A different upper bound, which will be used in Section 4.2, is obtained by estimating the function under the integral in the definition of I: the function t α/2 is concave, and hence
. Therefore,
3 Numerical scheme
In this section we prove Theorem 1. We begin with the well-known variational characterisation of the eigenvalues λ d,n , and then describe the application of Rayleigh-Ritz and Aronszajn methods. Noteworthy, extensions to α > 2 are possible, and our estimates are in fact valid for all α > 0. However, we will restrict our attention to the more important and much better understood case α ∈ (0, 2].
where all functions f ∈ L 2 r (D) are extended to R d so that f (x) = 0 for x / ∈ D, while for α = 2 we have the usual energy form
For further information about the above Dirichlet forms and related objects, we refer the reader to [11, 26] . A general account on Dirichlet forms can be found in [17] .
Define the Rayleigh quotient
for f ∈ D(E ), f = 0, and Q(f ) = 0 for f = 0. By the variational principle, the nondecreasing sequence λ d,n , n ≥ 0, of the eigenvalues of (−∆) α/2 in D, restricted to the subspace L 2 r (D) of radial functions, is equal to
We note that λ d,0 strictly increases with the dimension d. Indeed, let f ∈ W 
Upper bounds
For the upper bounds for λ d,n , we use the standard Rayleigh-Ritz method. Let f n = ωP n for n ≥ 0. Then f n ∈ D(E ) and E (f m , f n ) = f m , (−∆) α/2 f n , with (−∆) α/2 f n defined pointwise. The proof of this fact is standard, but somewhat complicated: if G D denotes the Green operator for (−∆) α/2 in the unit ball (for more information about the Green operator in this context, see, for example, [6, 7, 23, 25] 
By the results of [7] , g is everywhere zero, and hence f n = G D (−∆) α/2 f n . In particular, f n belongs to the L 2 domain of (−∆) α/2 in D, and thus f n ∈ D(E ) and 
Lower bounds
The lower bounds for λ d,n are found using the Aronszajn method of intermediate problems, see e.g. [4] . Since this is not as well-known as the Rayleigh-Ritz method, we provide a short general description. Consider the eigenvalue problem A f = λBf for non-negative definite operators A , B. In our case, A is the fractional Laplace operator (−∆) α/2 in the unit ball D, and B is the identity operator. Suppose furthermore, that the solutions of a different eigenvalue problem A f = λB (0) f , the so-called base eigenvalue problem, are known explicitly. Here B (0) is considered to be a perturbation of B, andB = B (0) − B is assumed to be non-negative definite. In our case, B (0) f = ω −1 f (here and below we understand that ω −1 (x) = (1 − |x| 2 ) −α/2 for x ∈ D; we will never use this symbol for x / ∈ D), and f n = ωP n are the eigenfunctions of the base problem, with corresponding eigenvalues µ n . By the variational characterisation, we have the basic lower bound λ d,n ≥ µ n for n ≥ 0.
Improved
here g n is a sequence of appropriately chosen linearly independent test functions, and G 
m,n g n is the projection of f onto the linear span of g n , 0 ≤ n < N (in fact, an orthogonal projection with respect to the quadratic form ofB). Therefore,
is a projection ofBf onto the linear span ofBg n , 0 ≤ n < N . Hence, B (0) f − B (N ) f convergesBf as N → ∞ (under appropriate assumptions on the choice of g n ), and so B (N ) f converges to Bf . This can be proved formally and used to show that the eigenvalues of the intermediate problems converge as N → ∞ to the eigenvalues of the original problem, but we will not need this result.
The intermediate eigenvalue problem A f = λB (N ) f can be written as
Fix λ such that A − λB (0) is invertible. In this case the above equation reads
Assuming that f is a linear combination of g m , 0 ≤ m < N , and taking the inner product withBg n , 0 ≤ n < N , we obtain a system of linear equations. The coefficients of these equations form the N × N Weinstein-Aronszajn matrix W (N ) (λ), whose entries are given by
with 0 ≤ m, n < N . In particular, if W (N ) (λ) is singular, then λ is an eigenvalue of the intermediate problem. More precisely, Aronszajn's theorem states that (for any λ) the multiplicity m (N ) (λ) of an eigenvalue λ of the intermediate problem satisfies
where deg det W (N ) (λ) denotes the smallest (possibly negative) exponent corresponding to a non-zero term in the Laurent series expansion of det W (N ) around λ. Typically, one chooses g n so that W m,n (λ) is easily computed. This is the case when (A − λB (0) ) −1B g n is a linear combination of the eigenfunctions f m of the base problem, that is,Bg n is a linear combination of B (0) f m . In our case B (0) f m = P m andBg = (ω −1 − 1)g, so it is convenient to choose g n so that (ω −1 − 1)g n are linear combinations of P m . We cannot take simply g n = (ω −1 − 1) −1 P n due to a singularity at 0. To cancel out this singularity, we let
It follows that
The eigenvalues of the base problem are given by µ n . It is easily proved that
is a polynomial of degree N + 1 in λ. Hence, λ
d,n , n ≥ 0, is a sequence that consists of the N + 1 zeroes of w (N ) (λ) and all µ n for n > N , arranged in a non-decreasing order. This proves the other part of Theorem 1.
Analytical bounds
In this final part we apply Theorem 1 to find analytical bounds for the two smallest eigenvalues that correspond to radial eigenfunctions. These bounds are then used to prove Theorem 2.
Recall that λ d,0 increases with the dimension d. By Proposition 1, the second smallest eigenvalue is equal to either λ d+2,0 (when the corresponding eigenfunction is antisymmetric) or λ d,1 (when it is radial). Figure 1 suggests that if d ≤ 9 and α ∈ (0, 2], then the bounds obtained above satisfy λ (2) d+2,0 < λ (1) d,1 , which clearly implies that λ d+2,0 < λ d,1 . This would extend Theorem 2 to d ≤ 9 and α ∈ (0, 2]. However, we could not overcome the technical details unless α = 1 or d ≤ 2, the case covered by Theorem 2. We are, however, convinced that at least a computer-assisted proof can be given for α ∈ (0, 2] and d ≤ 9.
We first consider the general case. The upper bounds of Theorem 1 for N = 2 are the solutions of the 2 × 2 matrix eigenvalue problem
that is, the solutions of
(note that π 0,1 = π 1,0 ). Hence,
with
where M = (α + 2)(d 2 + 2αd + 4d + 2α 2 + 2α). By a straightforward, but lengthy calculation we find that
The lower bounds can be found analytically for N = 1. In this case, W (N ) (λ) is a 1 × 1 matrix with entry
where I is given by (6) . Therefore, the sequence of the lower bounds λ
d,n consists of the numbers µ n for n ≥ 2 and the two solutions of the equation
Note that the above equation with I replaced by σ 0 + σ 1 is a linear equation having solution
. By (8) , I > σ 0 + σ 1 , and so one of the solutions of (14) lies between µ 0 and µ 1 , while the other one is greater than µ 1 . The two solutions of (14) are easily calculated. It follows that
d,1 = min
where
We remark that if I > σ 0 + σ 1 is taken as a parameter in the equation (14), the solutions of this equation decrease as I increases. Since I is given as a series (or in an integral form, see (6) and (7)), we may replace it by a more tractable greater number, given for example by (9) or (10), and thus obtain lower bounds for the eigenvalues that are slightly weaker, but are expressed in closed form. This will help in studying the case d ≤ 2. When α = 1, however, the integral in the definition I can be expressed in closed form.
Estimates for d ≤ 9 and α = 1
In this case
) ,
) , and
Consequently, the equation (11), whose solutions are the upper bounds for eigenvalues, takes the form (after multiplication of both sides by
and finally
On the other hand, by (7),
Therefore, the equation (14) for the lower bounds for eigenvalues simplifies to (after multiplication of both sides by 2π
where B = B(
). We claim that λ 
Observe that the coefficient of λ 2 in the left-hand side of (16) (16) gives a negative number:
.
This proves that λ
. In a similar manner, the coefficient of λ 2 in the left-hand side of (18) is positive (because B > 0 and
), and substituting λ = (18) gives a negative number. Indeed,
and it is elementary, but rather tedious, to verify that the right-hand side is negative for d ≤ 9 (with some additional work it is not very difficult to extend this statement to general d ≥ 1). Therefore, λ
(d + 5), µ 2 ), and our claim is proved. Observe that until now we did not use the restriction d ≤ 9 in an essential way. This condition is needed only for the final step: we have We remark that using a similar approach, with more careful estimates, one can extend the above result to α = 1 and d = 10, see Figure 1 .
Estimate for d ≤ 2 and α ∈ (0, 2]
We start with two technical lemmas.
Lemma 1. The function
Proof. Using Legendre duplication formula for the gamma function, we check that
)Γ(z + )Γ(z + 11 4 ) .
The logarithmic derivative of H(z) = h(2z) is given in terms of the digamma function ψ,
).
The proof will be complete if we show that this quantity is positive for all z ∈ (0, 1).
we prove that H (z)/H(z) > 0 for all z > 0, as desired.
Lemma 2. The function
Proof. This result is much simpler than the previous one: by Theorem 1.2.5 in [1] , the logarithmic derivative of h equals
> 0, and hence h increasing.
Denote the upper bound (13) for λ .
Both sides of the above inequality are equal for α = 0, and, by Lemma 1, the right hand side is increasing in α. Inequality (21) follows. For d = 2 the inequality µ 2 > Λ(d + 2) takes the form
which, after simplification, is equivalent to the elementary inequality (α + 3)(15α + 64) < 2(
We recall that if we replace in equation (14) the number I by a larger number J, which we choose to be the right-hand side of (10), then the larger root of this equation is less than λ 
Direct calculation gives
where g(t) = at 2 + bt + α + 2, and
The proof of the other half of Theorem 2 will be complete once we show that g(T ) < 0 for d = 1 and d = 2. We consider d = 1 first. In this case a = (10 − α)(α + 1) 144(α + 5) ,
We will show that 2α + 12 α + 1 < T < 6α + 12.
Knowing this, in order to prove that g(T ) < 0 it suffices to show that g( 2α+12 α+1
) < 0 and g(6α + 12) < 0. This can be done by a direct calculation:
and it is easy to check that 16 < T < 128(α + 2)(α + 3) (α + 6)(α + 8) < 32(α + 2)(α + 6) 3(α + 8) .
Furthermore, by a direct calculation,
and, consequently, g(T ) < 0. This completes the proof of Theorem 2. We note that apparently the expression in (22) is negative also for d = 3 (which would extend Theorem 2 to this case), but we are unable to prove it rigorously. For d ≥ 4, more refined estimates are needed. 
