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Abstract
Let (G,X) be a transformation group where the group G does not necessarily act freely on the space X.
We investigate the extent to which the action of G may fail to be proper. Stability subgroups are used to
define new notions of strength of convergence in the orbit space and of measure accumulation along orbits.
By using the representation theory of the associated crossed product C∗-algebra, we show that these notions
are equivalent under certain conditions.
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1. Introduction
Let (G,X) be a second-countable, locally compact, Hausdorff transformation group, so that
the group G acts continuously on the space X. Thinking of the group action as time evolution on
a state space, an action is proper if states move far away from their original position over long
periods of time. We showed in [3] that the failure of properness in a free action of G on X can
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the same answer. The topological method is based on the notion of strength of convergence from
[2, Definition 2.2] and is motivated by the behaviour of sequences in the dual of a nilpotent Lie
group [17] and by several previous considerations of the failure of properness [14,16,18,23]. For
example, a sequence (xn)n in X converges 2-times in the orbit space to z in X if there are two
sequences (t(1)n )n and (t(2)n )n in G such that (t(1)n · xn)n and (t(2)n · xn)n both converge to z, and
t
(2)
n (t
(1)
n )
−1 → ∞. The measure-theoretic method involves the accumulation of Haar measure as
in [16]. These methods are linked via the representation theory of the crossed product C∗-algebra
C0(X)G, and in particular via the lower relative multiplicity number ML(π, (πn)) associated
to a particular convergent sequence πn → π in the spectrum of C0(X)G.
There are two natural ways to generalise these results. First, we can replace X by a ‘non-
commutative space’, that is, replace C0(X) by a non-commutative C∗-algebra A on which G
acts by automorphisms; we investigated this in [4] under the assumption that the induced action
of G on the primitive ideal space of A is free. Second, we can retain the transformation group
(G,X) and relax the assumption that the action of G on X should be free. In this paper we focus
on non-free actions of G on X.
When the action is not free, the technical difficulties of working with induced representations
of the crossed product C0(X)G increase substantially [8–10,15,20,22,23]. For this reason, and
because we want to make use of the dual action on C0(X)G, we assume that the group G is
abelian in Sections 4–6.
In Section 2 we discuss our set-up which involves careful choices of measures on the sub-
groups and quotients of G. In Section 3 we define k-times convergence in the presence of
stability subgroups and show that measure accumulation gives rise to sequences which converge
k-times. In Section 4 we introduce induced representations of the crossed product C0(X)G.
We consider a sequence of induced representations (πn)n converging to an induced represen-
tation π , and establish sufficient conditions involving k-times convergence which ensure that
ML(π, (πn)) is bounded below. In Section 5 we establish upper bounds on ML(π, (πn)) arising
from bounds on measure accumulation. In Section 6 we combine our results to obtain our main
theorem (Theorem 6.1) which shows that, under certain conditions, strength of convergence and
measure accumulation in the transformation group (G,X) are equivalent, being linked by the
representation theory of C0(X)G.
Preliminaries. Let A be a C∗-algebra, Aˆ its spectrum and π ∈ Aˆ an irreducible representa-
tion. Upper and lower multiplicities MU(π) and ML(π), and upper and lower multiplicities
MU(π, (πn)) and ML(π, (πn)) relative to a net (πn) in Aˆ were first defined in [1] and [5], re-
spectively. We refer the reader to [3, §2] for a convenient summary of what is needed here. We
set P=N \ {0}.
2. The set-up: Choices of measures on the subgroups of G
Let G be a locally compact group with left Haar measure μ. Let Σ be the family of all closed
subgroups of G. We endow Σ with the Fell topology from [11]. A basis for this topology is the
family of sets
U(C,F ) = {H ∈ Σ : C ∩H = ∅ and H ∩A = ∅ for each A ∈ F },
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Σ is a compact Hausdorff space by [11, Theorem 1 and Remark IV]. We will frequently use that
Hλ → H in Σ if and only if
(1) if h ∈ H then there exist a subnet (Hλ(μ)) and hμ ∈ Hλ(μ) such that hμ → h, and
(2) if hλ ∈ Hλ and hλ → h then h ∈ H
(see, for example, [24, Lemma H2]).
Fix a function f0 ∈ Cc(G) with f0(e) = 1 and 0  f0  1. For each H ∈ Σ we choose the
left Haar measure αH on H satisfying∫
H
f0(t) dαH (t) = 1.
Such a choice of measures is called a continuous choice of Haar measures on the closed sub-
groups of G, and has the property that
H 	→
∫
H
f (t) dαH (t)
is a continuous function on Σ for any f ∈ Cc(G) (see [13, p. 908] or [24, Lemma H.8]). We
write H for the modular function associated with the measure αH .
Now let (G,X) be a transformation group. The stability subgroup at x ∈ X is Sx := {s ∈ G:
s · x = x}. We write αx for αSx , qx : G → G/Sx for the quotient map, and s˙ = sSx = qx(s) for
s ∈ G. We also define φx : G → X by φx(s) = s · x.
If H is a normal subgroup of G then there exists a unique right-invariant Haar measure νH on
G/H such that for all f ∈ Cc(G),∫
G
f (s) dμ(s) =
∫
G/H
∫
H
f (st) dαH (t) dνH (s˙) (2.1)
(see, for example, [21, Appendix C]). If H = Sx then we write νx for νSx . We claim that it follows
that if χE is the characteristic function of a measurable subset E of G, then∫
G
χ
E(s)f (s) dμ(s) =
∫
G/H
∫
H
χ
E(st)f (st) dαH (t) dνH (s˙). (2.2)
Indeed, since suppf is compact, we may assume that E has finite measure so that by Lusin’s
Theorem χE is the pointwise limit (almost everywhere) of a sequence of continuous functions
gn : G → [0,1]. Then the claim follows by repeated applications of the Dominated Convergence
Theorem.
Typically we will be interested in sequences (xn)n in X such that Sxn → Sz for some z ∈ X
as n → ∞, and that Sxn and Sz are normal in G; we then assume that the quotient measures νxn
and νz have been chosen to satisfy (2.1). When xn → z in X, the assumption that Sxn → Sz is,
of course, weaker than the assumption that the stability subgroups vary continuously over the
whole space X.
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The following definition of k-times convergence immediately reduces to the one used in [2,3]
when the action of G on X is free.
Definition 3.1. Let (G,X) be a transformation group. A sequence (xn)n1 in X is said to con-
verge k-times in X/G to z ∈ X if there exist k sequences (t(1)n )n, (t(2)n )n, . . . , (t (k)n )n in G such
that
(1) t (i)n · xn → z as n → ∞ for 1 i  k, and
(2) if 1 i < j  k then t (j)n (t(i)n )−1Sxn → ∞ as n → ∞ (that is, for every compact subset K
of G, t (j)n (t(i)n )−1Sxn is eventually disjoint from K).
As in the free case, k-times converging sequences in X/G arise from measure accumulation.
We show this in Proposition 3.5 below, and the next three lemmas lead towards this. In order to
describe measure accumulation for a point z ∈ X, we require that z has a base of neighbourhoods
V such that qz(φ−1z (V )) has finite Haar measure in G/Sz, and by Lemma 3.2 this is equivalent
to the orbit G · z being locally closed in X. Lemmas 3.3 and 3.4 are technical ones addressing the
following issue: if W is a compact subset of G and Sxn → Sz in Σ , then we want to compare the
measures νxn(qxn(WSxn)) and νz(qz(WSz)) for large n. But even though WSxn → WSz in the
Fell topology on the closed subsets of G, it is conceivable that χWSxn may not converge pointwise
almost everywhere to χWSz .
Lemma 3.2. Let (G,X) be a second-countable transformation group. Let z ∈ X and suppose
that the stability subgroup Sz is normal in G. Then the following are equivalent:
(1) the orbit G · z is not locally closed in X;
(2) for every k ∈ P, the sequence z, z, z, . . . converges k-times in X/G to z;
(3) for every open neighbourhood V of z, νz(qz(φ−1z (V ))) = ∞;
(4) for every open neighbourhood V of z, qz(φ−1z (V )) is not relatively compact in G/Sz.
Proof. Let (Vn)n1 be a decreasing basic sequence of open neighbourhoods of z in X and let
(Kn)n1 be an increasing sequence of compact subsets of G such that G =⋃n1 Int(Kn).
(1) ⇒ (2). Suppose that G · z is not locally closed. Then W ∩ (G · z \ G · z) = ∅ for every
neighbourhood W of z. Let k  1. We will construct the required k sequences (t(i)n )n1 in G by
induction.
Let n ∈ P. We construct t (i)n as follows. Let t (1)n = e. Since G · z is not locally closed there
exists y ∈ Vn ∩ (G · z \G · z). Since y is in the closure of G · z and Vn is open, a straightforward
compactness argument shows that given any compact subset K of G there exists tK ∈ G \ KSz
such that tK · z ∈ Vn. So there exists t (2)n ∈ G \ KnSz = G \ Knt(1)n Sz such that t (2)n · z ∈ Vn.
Proceeding inductively we obtain t (2)n , t (3)n . . . , t (k)n such that
t
(j)
n · z ∈ Vn and t (j)n ∈ G \
(
j−1⋃
i=1
Knt
(i)
n Sz
)
for 2 j  k.
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n → ∞ for 1  j  k. By way of contradiction, suppose that for some i < j there exists a
compact subset K of G such that t (j)n (t(i)n )−1Sz meets K frequently. Since (Kn)n1 is an in-
creasing sequence of compact subsets of G such that G = ⋃n1 Int(Kn) there exists N such
that K ⊂ KN . Then there exists n0 N such that t (j)n0 (t(i)n0 )−1Sz meets Kn0 . But this implies that
t
(j)
n0 ∈ Kn0 t (i)n0 Sz because Sz is normal, contradicting the construction of the sequence (t(j)n ). Thus
z, z, z, . . . converges k-times in X/G to z.
(2) ⇒ (3). Suppose that (2) holds. Let V be an open neighbourhood of z and M > 0. By
the continuity of the action on the locally compact Hausdorff space X, there exists an open
neighbourhood U of z and a compact neighbourhood K of e in G such that K · U ⊂ V . Then
qz(K) is a compact neighbourhood of the identity in G/Sz and we may choose k ∈ P such that
kνz(qz(K)) > M . By (2) there exist k sequences (t(i)n )n1 such that t (i)n · z → z as n → ∞ for
each 1 i  k, and
t
(j)
n
(
t (i)n
)−1
Sz → ∞ as n → ∞ (1 i < j  k).
Hence there exists n0 such that t (i)n0 · z ∈ U for 1  i  k and t (j)n0 (t(i)n0 )−1Sz ⊂ G \ (K−1K) for
1  i < j  k. Then Kt(i)n0 · z ⊂ K · U ⊂ V and hence qz(Kt(i)n0 ) ⊂ qz(φ−1z (V )) for 1  i  k.
Also qz(Kt(i)n0 )∩ qz(Kt(j)n0 ) = ∅ because Kt(i)n0 Sz ∩Kt(j)n0 Sz = ∅ unless i = j . Since the measure
νz is right-invariant, νz(qz(φ−1z (V ))) kνz(qz(K)) >M . Since M was arbitrary, (3) follows.
(3) ⇒ (4). Compact subsets have finite Haar measure, so this is immediate.
(4) ⇒ (1). Suppose that G · z is locally closed in X. Then G · z is a relatively open subset of
the locally compact space G · z and hence G · z is locally compact. Thus (G,G · z) is a second-
countable, locally compact, Hausdorff transformation group. In particular, it follows from [12,
Theorem 1] that the map ψz : G/Sz → G · z : sSz 	→ s · z is a homeomorphism. Let U be an open
subset of X such that U ∩G · z = G · z. Let N be a compact neighbourhood of z in X such that
N ⊂ U . Then N ∩ G · z = N ∩G · z is a compact subset of G · z. Hence ψ−1z (N) is compact in
G/Sz. Now ψ−1z (N) = qz(φ−1z (N)) ⊃ qz(φ−1z (IntN)); this contradicts (4) with V = IntN . 
Lemma 3.3 is used in Lemma 3.4 and in Theorem 4.4 below.
Lemma 3.3. Let (G,X) be a second-countable transformation group. Let z ∈ X and let (xn)n be
a sequence in X such that Sxn → Sz in Σ . Suppose that W is a compact subset of G. Then
χ
WSxn
(r) → χWSz(r)
for r ∈ (G \ WSz) ∪ (IntW)Sz. If μ(WSz \ (IntW)Sz) = 0, then χWSxn → χWSz almost every-
where.
Proof. The second statement follows immediately from the first.
Since W is compact both WSxn and WSz are closed. We claim that WSxn → WSz in the
Fell topology on the closed subsets of G. First let s ∈ WSz, say s = wt where w ∈ W and
t ∈ Sz. There exist a subsequence (xni ) and tni ∈ Sxni such that tni → t . So wtni → wt = s and
wtni ∈ WSni as required. Second, consider (sn) with sn ∈ WSxn , say sn = wntn, and suppose
that sn → s. By compactness there exists a subsequence (wn ) such that wn → w ∈ W . Theni i
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WSz in the Fell topology as claimed.
It follows from WSxn → WSz that χWSxn (s) → χWSz(s) = 0 for s ∈ G \ WSz. For if not
then there exists a subsequence xni such that s ∈ WSxni . Set sni = s and note sni → s. But then
s ∈ WSz since WSxn → WSz, a contradiction.
Now let s ∈ (IntW)Sz. We first claim that there exists a subsequence (xni ) such that
χ
WSxni
(s) → χWSz(s) = 1. To see this, write s = wt where w ∈ IntW and t ∈ Sz. Then there
exist tni ∈ Sxni such that tni → t . Choose a symmetric neighbourhood U of e in G such that
wU ⊆ IntW . Then tni ∈ Ut eventually, so eventually there exist ui ∈ U such that tni = uit . Thus
s = wt = wu−1i tni ∈ wUSni ⊆ (IntW)Sxni . So χWSxni (s) = 1 eventually, as claimed.
Now suppose s ∈ (IntW)Sz and that χWSxn (s) → χWSz(s) = 1. Then there exists a subse-
quence (xn(j)) such that s /∈ WSxn(j) for all j . But applying the argument of the preceding
paragraph we get a further subsequence (xn(j (i))) such that s ∈ WSxn(j (i)) eventually, a contra-
diction. Thus χWSxn (s) → χWSz(s) = 1 for s ∈ (IntW)Sz. 
Lemma 3.4. Let (G,X) be a second-countable transformation group. Let z ∈ X, and let (xn)n1
be a sequence in X such that Sxn → Sz in Σ , and Sz and all the Sxn are normal in G. Let W be
a compact subset of G. Then lim supn νxn(qxn(W)) νz(qz(W)).
Proof. Since Sxn → Sz, χWSxn (r) → χWSz(r) for r ∈ G \WSz by Lemma 3.3. By [23, Proposi-
tion 2.18] or [24, Proposition H.17] there exists a “cut-down approximate Bruhat cross section”
b ∈ Cc(G×Σ): thus b 0 and, for all H ∈ Σ ,
∫
H
b(rt,H)dαH (t) = 1 for r ∈ WH . Now
νxn
(
qxn(W)
)= ∫
G/Sxn
χ
qxn (W)
(r˙) dνxn(r˙)
=
∫
G/Sxn
χ
qxn (W)
(r˙)
∫
Sxn
b(rt, Sxn) dαxn(t) dνxn(r˙)
=
∫
G/Sxn
∫
Sxn
χ
WSxn
(rt)b(rt, Sxn) dαxn(t) dνxn(r˙)
=
∫
G
χ
WSxn
(r)b(r, Sxn) dμ(r)
(
using (2.2)) (3.1)

∫
r∈WSz
b(r, Sxn) dμ(r)+
∫
r∈G\WSz
χ
WSxn
(r)b(r, Sxn) dμ(r).
Let K be the image of suppb under the coordinate projection G × Σ → G. Since Sxn → Sz, b
is continuous, and χWSxn (r) → 0 for r ∈ G \ WSz, we may apply the Dominated Convergence
Theorem with dominating functions ‖b‖∞χ(WSz)∩K and ‖b‖∞χ(G\WSz)∩K to show that the sum
of integrals converges to
∫
b(r, Sz) dμ(r)+ 0 =
∫
χ
WSz(r)b(r, Sz) dμ(r).r∈WSz G
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G
χ
WSz(r)b(r, Sz) dμ(r) equals νz(qz(W)) by the calculation above ending at (3.2). Thus
νxn
(
qxn(W)
)

∫
r∈WSz
b(r, Sxn) dμ(r)+
∫
r∈G\WSz
χ
WSxn
(r)b(r, Sxn) dμ(r) → νz
(
qz(W)
)
,
and the lemma follows. 
We can now extend [3, Proposition 4.1] to the non-free case.
Proposition 3.5. Let (G,X) be a second-countable transformation group. Let z ∈ X with G · z
locally closed in X and Sz compact. Assume that (xn)n1 is a sequence in X such that Sxn → Sz
in Σ , that Sxn and Sz are normal in G, and that G · z is the unique limit of (G · xn)n in X/G.
Let k ∈ P, and suppose that there exists a basic sequence (Wm)m1 of compact neighbourhoods
of z with Wm+1 ⊂ Wm, such that, for each m,
lim inf
n
νxn
(
qxn
(
φ−1xn (Wm)
))
> (k − 1)νz
(
qz
(
φ−1z (Wm)
))
.
Then (xn) converges k-times in X/G to z.
Proof. Since G · z is locally closed in X, there is an open subset U of X such that U ∩ G · z =
G · z. We may assume, without loss of generality, that Wm ⊂ U for all m  1. It then follows
from [12, Theorem 1], as in the proof of Lemma 3.2, that qz(φ−1z (Wm)) is compact in G/Sz
for all m 1. Let (Km)m1 be an increasing sequence of compact subsets of G such that G =⋃
m1 Int(Km).
Let m 1. It follows from the regularity of νz that there exists an open neighbourhood Vm of
qz(φ
−1
z (Wm)) and m > 0 such that
lim inf
n
νxn
(
qxn
((
φ−1xn (Wm)
)))
> (k − 1)νz(Vm)+ m.
Since qz(φ−1z (Wm)) is compact and G/Sz is locally compact, there exists an open precompact
neighbourhood Am of qz(φ−1z (Wm)) such that Am ⊂ Vm. We have
lim inf
n
νxn
(
qxn
((
φ−1xn (Wm)
)))
> (k − 1)νz(Am)+ m. (3.2)
Set Um := q−1z (Am), so that Um is an open neighbourhood of φ−1z (Wm) and is precompact since
both Am and Sz are compact.
We will construct, by induction, a strictly increasing sequence of positive integers (nm)m1
such that, for all n nm,
νxn
(
qxn
(
KmsSxn ∩ φ−1xn (Wm)
))
 νz(Am)+ m/k for all s ∈ φ−1xn (Wm), and (3.3)
νxn
(
qxn
(
φ−1x (Wm)
))
> (k − 1)νz(Am)+ m. (3.4)n
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n  n1 and every s ∈ φ−1xn (W1) there exists r ∈ φ−1z (W1) such that K1s ∩ φ−1xn (W1) ⊂ U1r−1s.
Then K1sSxn ∩ φ−1xn (W1) ⊂ U1r−1sSxn and hence
νxn
(
qxn
(
K1sSxn ∩ φ−1xn (W1)
))
 νxn
(
qxn
(
U1r
−1sSxn
))= νxn(qxn(U1))
because Sxn is normal and the measures νxn have been chosen to be right invariant. Since
Sxn → Sz, lim supνxn(qxn(U1))  νz(qz(U1))  νz(A1) by Lemma 3.4. So by increasing n1 if
necessary, (3.3) holds for m = 1. If necessary, we can increase n1 again to ensure that (3.4) holds
by using (3.2) with m = 1.
Assuming that we have constructed n1 < n2 < · · · < nm−1, we apply [3, Lemma 3.2] to
Km,Wm and Um to obtain nm > nm−1 such that for n > nm and every s ∈ φ−1xn (Wm) there exists
r ∈ φ−1z (W1) such that Kms ∩ φ−1xn (Wm) ⊂ Umr−1s. Then KmsSxn ∩ φ−1xn (Wm) ⊂ Umr−1sSxn .
Applying Lemma 3.4 to Um, we have
νxn
(
qxn
(
KmsSxn ∩ φ−1xn (Wm)
))
 νxn
(
qxn(Um)
)
 νxn
(
qxn(Um)
)
 νz
(
qz(Um)
)+ m/k
eventually. Since qz(Um) ⊂ Am we can increase nm twice if necessary to obtain first (3.3) and
then (3.4).
If n1 > 1 then, for 1 n < n1, we set t (i)n = e for 1 i  k. For each n n1 there is a unique
m such that nm  n < nm+1. Choose t (1)n ∈ φ−1xn (Wm). Using (3.3) and (3.4)
νxn
(
qxn
(
φ−1xn (Wm) \Kmt(1)n Sxn
))
 νxn
(
qxn
(
φ−1xn (Wm)
) \ qxn(φ−1xn (Wm)∩Kmt(1)n Sxn))
> (k − 2)νz(Am)+ (k − 1)m/k. (3.5)
So if k  2 we may choose t (2)n such that t (2)n ∈ φ−1xn (Wm) \Kmt(1)n Sxn .
Next, using the formal relation qxn(A \ (B ∪ C)) ⊃ qxn(A \ B) \ qxn(A ∩ C), and (3.3) and
(3.5)
νxn
(
qxn
(
φ−1xn (Wm) \
(
Kmt
(1)
n Sxn ∪Kmt(2)n Sxn
)))
> (k − 3)νz(Am)+ (k − 2)m/k.
So if k  3 we may choose t (3)n ∈ φ−1xn (Wm) \ (Kmt(1)n Sxn ∪ Kmt(2)n Sxn). Continuing in this way,
we obtain t (1)n , . . . , t (k)n ∈ φ−1xn (Wm) such that, for 1 j  k,
t
(j)
n ∈ φ−1xn (Wm) \
(
j−1⋃
i=1
Kmt
(i)
n Sxn
)
.
Note that for nm  n < nm+1 we have
t (i)n · xn ∈ Wm for 1 i  k and t (j)n /∈ Kmt(i)n Sxn for 1 i < j  k.
Now we will show that xn converges k-times in X/G to z. To see that t (i)n · xn → z as n → ∞
for 1  i  k, fix i and let V be a neighbourhood of z. There exists m0 such that Wm ⊂ V
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t
(i)
n · xn ∈ Wm ⊂ V . Thus t (i)n · xn → z as n → ∞ for 1 i  k as claimed.
Finally, fix a compact set K in G. There exists m0 such that K ⊂ Km for all mm0. Then
for m  m0, nm  n < nm+1 and 1  i < j  k we have t (j)n /∈ Kmt(i)n Sxn = KmSxnt(i)n and
hence t (j)n (t(i)n )−1Sxn ⊂ G \ K . So for n  nm0 and 1  i < j  k, t (j)n (t(i)n )−1Sxn ⊂ G \ K as
required. 
4. k-Times convergence and lower bounds on multiplicity
Throughout this section G is assumed to be abelian. Let k ∈ P. Here we introduce induced
representations of the crossed product C0(X)  G, and consider a sequence (πn)n of induced
representations converging to an induced representation π . We establish sufficient conditions
which ensure that ML(π, (πn))  k. The dual action of the character group Gˆ on C0(X)  G
plays a major role in our approach.
We start with some background on induced representations. If τ ∈ Gˆ then “the representation
IndGx,Sx (τ |) of C0(X)  G induced from τ | on Sx” is irreducible by [22, Proposition 4.2]. By
[22, Lemma 4.14] IndGx,Sx (τ |) is unitarily equivalent to Ind(x, τ ) := Mx  Vτ on L2(G/Sx, νx),
where
(
Mx(f )ξ
)
(s˙) = f (s · x)ξ(s˙) and (Vτ (t)ξ)(s˙) = τ(t)ξ(t−1 · s˙)
for f ∈ C0(X) and ξ ∈ L2(G/Sx).
Let x, y ∈ X and τ, σ ∈ Gˆ. Write (x, τ ) ∼ (y, σ ) if and only if G · x = G · y and τ |Sx = σ |Sx .
Then ∼ is an equivalence relation. Since G is abelian, Theorem 5.3 of [22] implies that the map
(x, τ ) 	→ ker Ind(x, τ ) induces a homeomorphism of (X × Gˆ)/∼ onto the primitive ideal space
of C0(X)  G. The proof of [22, Theorem 5.3] also shows that the quotient map X × Gˆ →
(X × Gˆ)/∼ is open.
Let αˆ be the dual action of Gˆ on C0(X)G, that is,
αˆτ (b)(s) = τ(s)b(s) for b ∈ Cc
(
G,C0(X)
)
and τ ∈ Gˆ.
An easy calculation shows that Ind(x, τ ) = Ind(x,1)◦ αˆτ [16, Lemma 5.5]. The next two lemmas
will be needed for the proof of Proposition 4.3 where we will show that if Ind(xn, τn) → Ind(z, τ )
then ML(Ind(z, τ ), (Ind(xn, τn))) does not depend on (τn) or τ .
Lemma 4.1. Let (G,X) be a second-countable transformation group with G abelian. Sup-
pose that a net (Ind(xλ, τλ))λ∈Λ converges to Ind(z, τ ) in the spectrum of C0(X)  G. Then
there exists a subnet (Ind(xλ(γ ), τλ(γ )))γ∈Γ and a net (σγ )γ∈Γ in Gˆ such that σγ → τ in Gˆ,
Ind(xλ(γ ), τλ(γ ))  Ind(xλ(γ ), σγ ) and
ML
(
Ind(z, τ ),
(
Ind(xλ, τλ)
))= ML(Ind(z, τ ), (Ind(xλ(γ ), σγ ))).
Proof. By [5, Proposition 2.3] there exists a subnet (Ind(xλ(δ), τλ(δ)))δ∈ such that
ML
(
Ind(z, τ ),
(
Ind(xλ, τλ)
))= MU (Ind(z, τ ), (Ind(xλ(δ), τλ(δ))))
= ML
(
Ind(z, τ ),
(
Ind(xλ(δ), τλ(δ))
))
. (4.1)
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of (xλ(δ), τλ(δ)) and a net (yγ , σγ ) in X × Gˆ such that (xλ(δ(γ )), τλ(δ(γ ))) ∼ (yγ , σγ ) → (z, τ ).
Then (xλ(δ(γ )), τλ(δ(γ ))) ∼ (xλ(δ(γ )), σγ ) and so Ind(xλ(δ(γ )), τλ(δ(γ ))) = Ind(xλ(δ(γ )), σγ ). By
(4.1), passing to the subnet (Ind(xλ(δ(γ )), τλ(δ(γ )))) does not change the relative ML. 
Lemma 4.2. Let (G,X) be a second-countable transformation group with G abelian. Suppose
that (xλ)λ∈Λ and (τλ)λ∈Λ are nets in X and Gˆ such that τλ → 1. Let z ∈ X and ξ a unit vector in
L2(G/Sz) and k ∈ P. For each λ, let {ξ (i)λ : 1 i  k} be an orthonormal set in L2(G/Sz). For
1 i  k,
〈
Ind(xλ,1)(·)ξ (i)λ , ξ (i)λ
〉→λ 〈Ind(z,1)(·)ξ, ξ 〉 (4.2)
if and only if
〈
Ind(xλ, τλ)(·)ξ (i)λ , ξ (i)λ
〉→λ 〈Ind(z,1)(·)ξ, ξ 〉. (4.3)
Proof. Assume (4.2) holds and let b ∈ C0(X)  G. Let αˆ be the dual action. Since
Ind(xλ, τλ)(b) = Ind(xλ,1) ◦ αˆτλ(b) and ‖ Ind(xλ,1)(b − αˆτλ(b))‖  ‖b − αˆτλ(b)‖ → 0, (4.3)
holds. Similarly, if (4.3) holds then so does (4.2) using ‖b − αˆ
τ−1λ
(b)‖ → 0. 
Recall that if A is a C∗-algebra, π ∈ Aˆ and Ω is a net in Aˆ, then ML(π,Ω) > 0 if and only if
Ω converges to π [5, p. 206].
Proposition 4.3. Let (G,X) be a second-countable transformation group with G abelian. Sup-
pose that Ind(xn, τn) → Ind(z, τ ). Then
ML
(
Ind(z, τ ),
(
Ind(xn, τn)
))= ML(Ind(z,1), (Ind(xn, τnτ−1)))
= ML
(
Ind(z,1),
(
Ind(xn,1)
))
and
MU
(
Ind(z, τ ),
(
Ind(xn, τn)
))= MU (Ind(z,1), (Ind(xn, τnτ−1)))
= MU
(
Ind(z,1),
(
Ind(xn,1)
))
.
Proof. We have
ML
(
Ind(z, τ ),
(
Ind(xn, τn)
))= ML(Ind(z,1) ◦ αˆτ , (Ind(xn, τnτ−1) ◦ αˆτ )).
Since αˆτ is an automorphism of C0(X)G, we obtain the first equality.
To show the second equality, fix a pure state φ associated with Ind(z,1). Let σn = τnτ−1. We
will use the criterion of [6, Lemma 5.2(ii)] to prove that
ML
(
Ind(z,1),
(
Ind(xn, σn)
))= ML(Ind(z,1), (Ind(xn,1))). (4.4)
First, suppose that ML(Ind(z,1), (Ind(xn,1)))  k for some k ∈ P. We will show that
ML(Ind(z,1), (Ind(xn, σn)))  k as well. Since Ind(xn,1) → Ind(z,1) we have k  1. Let
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relabelling we may assume that σnλ → 1 in Gˆ (see Lemma 4.1).
Consider the subnet Ω ′ := (Ind(xnλ,1))λ∈Λ of (Ind(xn,1))n. By [6, Lemma 5.2] there
exists a further subnet (Ind(xnλ(μ) ,1))μ∈Υ which has the k-vector property for φ. So by
Lemma 4.2, (Ind(xnλ(μ) , σnλ(μ) ))μ∈Υ has the k-vector property as well and hence ML(Ind(z,1),
(Ind(xn, σn))) k. It follows that ML(Ind(z,1), (Ind(xn, σn)))ML(Ind(z,1), (Ind(xn,1))).
Second, note that Ind(xn, σn) → Ind(z,1). Suppose that ML(Ind(z,1), (Ind(xn, σn)))  k
for some k  1. Let Ω = (Ind(xnλ,1))λ∈Λ be any subnet of (Ind(xn,1))n. Consider Ω ′ :=
(Ind(xnλ, σnλ))λ∈Λ; by passing to a further subnet and relabelling we may assume that σnλ → 1.
By [6, Lemma 5.2], there exists a subnet (Ind(xnλ(μ) , σnλ(μ)))μ∈Υ of Ω ′ with the k-vector prop-
erty for φ. So by Lemma 4.2, (Ind(xnλ(μ) ,1))μ∈Υ has the k-vector property as well and hence
ML(Ind(z,1), (Ind(xn,1))) k. Thus (4.4) holds.
The proof of the corresponding statement about the upper multiplicities is similar, using the
criterion of [6, Lemma 5.2(i)]. 
The next theorem is an analogue of [2, Theorem 2.3] and [4, Theorem 2.1]. In Corollary 4.6,
we will show that the three hypotheses of Theorem 4.4 can be satisfied under a suitable assump-
tion of k-times convergence.
Theorem 4.4. Let (G,X) be a second-countable transformation group with G abelian. Let k ∈ P,
z ∈ X. Let (xn)n be a sequence in X such that Sxn → Sz. Suppose that there exists a compact,
symmetric neighbourhood W of the identity in G and k sequences (t(1)n )n, (t(2)n )n, . . . , (t (k)n )n
in G such that
(1) t (j)n · xn → z for 1 j  k;
(2) there exists N such that nN implies Wt(j)n Sxn ∩Wt(i)n Sxn = ∅ for 1 i < j  k;
(3) μ(WSz \ (IntW)Sz) = 0.
If Ind(xn, τn) → Ind(z, τ ) as n → ∞ then ML(Ind(z, τ ), (Ind(xn, τn))) k.
Proof. We will prove that ML(Ind(z,1), (Ind(xn,1)))  k; since G is abelian this suffices by
Proposition 4.3.
For x ∈ X, recall that qx : G → G/Sx is the quotient map. For s ∈ G set
η
(
qz(s)
) := νz(qz(WSz))−1/2χqz(WSz)(qz(s));
for n 1 and 1 j  k set
η
(j)
n
(
qxn(s)
) := νxn(qxn(WSxn))−1/2χqxn (WSxn )(qxn(st(j)−1n )).
Then η is a unit vector in L2(G/Sz, νz), and, for each n 1 and 1 j  k, η(j)n is a unit vector
in L2(G/Sxn, νxn). Note that st
(j)−1
n ∈ WSxn and st(i)−1n ∈ WSxn if and only if s ∈ Wt(j)n Sxn ∩
Wt
(i)
n Sxn . But if n  N and i = j then Wt(j)n Sxn ∩ Wt(i)n Sxn = ∅ by hypothesis (2), and hence
〈η(j)n , η(i)n 〉 = 0.
Fix f ∈ Cc(G × X) ⊂ C0(X)  G of the form f (s, x) = h(s)g(x) where h ∈ Cc(G) and
g ∈ Cc(X). We will compute
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(j)
n (f ) :=
〈(
Ind(xn,1)f
)
η
(j)
n , η
(j)
n
〉
for 1  j  k. To simplify the formulas, we write qn for qxn , χn for χqn(WSxn ) and Cn for
νxn(qn(WSxn))
−1
. We compute using the formulas from [16, p. 1216]:
Ψ
(j)
n (f ) =
∫
G/Sxn
((
Ind(xn,1)f
)
η
(j)
n
)
(v˙)η
(j)
n (v˙) dνxn(v˙)
= Cn
∫
G/Sxn
∫
G
h
(
vu−1
)
g(v · xn)χn
(
qn
(
ut
(j)−1
n
))
dμ(u)χn
(
qn
(
vt
(j)−1
n
))
dνxn(v˙)
which, via changes of variables s = ut(j)−1n and r˙ = qn(vt(j)−1n ), is
= Cn
∫
G/Sxn
∫
G
h
(
rs−1
)
g
(
rt
(j)
n · xn
)
χ
n(s˙)χn(r˙) dμ(s) dνxn(r˙)
= Cn
∫
G/Sxn
∫
G
h(u)g
(
rt
(j)
n · xn
)
χ
n
(
qn
(
u−1r
))
χ
n(r˙) dμ(u)dνxn(r˙)
= Cn
∫
r˙∈qn(WSxn )
g
(
rt
(j)
n · xn
)( ∫
u∈rWSxn
h(u)dμ(u)
)
dνxn(r˙).
For each n 1,
F
j
n (r) = g
(
rt
(j)
n · xn
) ∫
u∈rWSxn
h(u)dμ(u)
is the formula for a function Fjn which is constant on cosets of Sxn , and the above calculation
shows
Ψ
(j)
n (f ) = Cn
∫
r˙∈qn(WSxn )
F
j
n (r) dνxn(r˙). (4.5)
Note, for later use, that the Fjn are uniformly bounded by ‖g‖∞‖h‖1.
Since Sxn → Sz, it follows from Lemma 3.3 and hypothesis (3) that χWSxn → χWSz almost
everywhere. By the invariance of μ, for each r ∈ G we have χrWSxn → χrWSz almost everywhere.
By hypothesis (1) and the continuity of g, for all 1 j  k and r ∈ G, g(rt(j)n · xn) → g(r · z) as
n → ∞. Since h ∈ L1(G,μ) it follows that, for all r ∈ G,
F
j
n (r) → g(r · z)
∫
u∈rWSz
h(u)dμ(u) (4.6)
as n → ∞.
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alised Bruhat approximate cross-section” b ∈ Cc(G×Σ) such that
∫
H
b(rt,H)dαH (t) = 1
for r ∈ WH . Thus
(4.5) = Cn
∫
G/Sxn
χ
WSxn
(r)F
j
n (r) dνxn(r˙)
= Cn
∫
G/Sxn
χ
WSxn
(r)F
j
n (r)
∫
Sxn
b(rt, Sxn) dαxn(t) dνxn(r˙)
= Cn
∫
G/Sxn
∫
Sxn
χ
WSxn
(rt)F
j
n (rt)b(rt, Sxn) dαxn(t) dνxn(r˙)
= Cn
∫
G
χ
WSxn
(r)F
j
n (r)b(r, Sxn) dμ(r)
using (2.2). Similarly,
C−1n = νxn
(
qn(WSxn)
)
=
∫
G/Sxn
χ
WSxn
(r)
∫
Sxn
b(rt, Sxn) dαxn(t) dνxn(r˙)
=
∫
G/Sxn
∫
Sxn
χ
WSxn
(rt)b(rt, Sxn) dαxn(t) dνxn(r˙)
=
∫
G
χ
WSxn
(r)b(r, Sxn) dμ(r).
So we have shown that Ψ (j)n (f ) is the product of
Cn =
(∫
G
χ
WSxn
(r)b(r, Sxn) dμ(r)
)−1
(4.7)
and
∫
χ
WSxn
(r)F
j
n (r)b(r, Sxn) dμ(r). (4.8)G
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Ψ (f ) := 〈(Ind(z,1)f )η,η〉
is the product of
C :=
(∫
G
χ
WSz(r)b(r, Sz) dμ(r)
)−1
(4.9)
and ∫
G
(
χ
WSz(r)g(r · z)b(r, Sz)
∫
u∈rWSz
h(u)dμ(u)
)
dμ(r). (4.10)
We have noted above that χWSxn → χWSz almost everywhere. Since b is continuous on G×Σ ,
b(·, Sxn) → b(·, Sz). So the integrand in (4.7) converges pointwise almost everywhere to the
integrand in (4.9), and hence Cn converges to C by the Dominated Convergence Theorem. (For
an L1-dominant, let L be the compact subset of G obtained by projecting the support of b and
then take ‖b‖∞χL.) Using (4.6), the integrand in (4.8) converges pointwise almost everywhere
to the integrand in (4.10), and hence it follows from the Dominated Convergence Theorem that
Ψ
(j)
n (f ) → Ψ (f ) for 1 j  k. (For an L1-dominant, we may take ‖g‖∞‖h‖1‖b‖∞χL.) Since
the linear span of such f is norm-dense in C0(X)G and the Ψ (j)n and Ψ have norm one, it
follows that Ψ (j)n → Ψ in the weak∗-topology for 1 j  k.
Suppose that (Ind(xnλ ,1))λ∈Λ is a subnet of (Ind(xn,1)). Then there exists λ0 ∈ Λ such that
nλ N whenever λ λ0. So the calculations above give, for each λ λ0, k mutually orthogonal
pure states Ψ 1nλ, . . . ,Ψ
k
nλ
associated with Ind(xnλ ,1) such that limλ Ψ
j
nλ = Ψ for 1  j  k. It
now follows from [6, Lemma 5.2(ii)] that ML(Ind(z,1), (Ind(xn,1))) k. 
Before moving to Corollary 4.6, we need to consider the measure-theoretic hypothesis (3) in
Theorem 4.4.
Lemma 4.5. Let G be a locally compact, abelian group with Haar measure μ and let S be a
closed subgroup of G such that S is either countable or compact. Then there exists a compact
symmetric neighbourhood W of the identity in G such that μ(WS \ (IntW)S) = 0.
Proof. We may assume that G = H ×Rk , for some k  0, where H is a locally compact abelian
group containing a compact open subgroup K [7, Theorem 4.2.1]. If k = 0, we may simply
take W = K . Assuming that k  1, let W = K × B where B is the closed unit ball of Rk .
Then IntW = K × IntB and W \ IntW = K × (B \ IntB) which has μ-measure zero since the
Lebesgue measure of B \ IntB is zero.
Suppose that S is countable. Then WS \ (IntW)S ⊆ (W \ (IntW))S and the right-hand side
has μ-measure zero by the invariance of μ and the countability of S.
Suppose, instead, that S is compact. Then the image of S under the projection p : G = H ×
R
k →Rk is a compact subgroup of Rk and hence is {0}. Thus S = T ×{0} where T is a subgroup
of H . Then WS \ (IntW)S = KT × (B \ IntB) which has μ-measure zero because B \ IntB has
zero Lebesgue measure. 
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locally compact, abelian group G = H ×Rk such that the image p(S) of the projection of S into
R
k is closed, then there exists a compact symmetric neighbourhood W of the identity in G such
that μ(WS \ (IntW)S) = 0. We omit the details as we will not use that result here.
In several places we assume that Sz is compact (for example in Proposition 3.5 and Sections 5
and 6), and so we restrict to this case in the following result.
Corollary 4.6. Let (G,X) be a second-countable transformation group with G abelian. Let
z ∈ X with Sz compact. Let k ∈ P and let (xn)n be a sequence in X converging k-times in
X/G to z such that Sxn → Sz. If Ind(xn, τn) → Ind(z, τ ) as n → ∞ then ML(Ind(z, τ ),
(Ind(xn, τn))) k.
Proof. Since Sz is compact, by Lemma 4.5 there exists a compact symmetric neighbourhood W
of the identity in G such that μ(WSz \ (IntW)Sz) = 0.
By the k-times convergence there exist k sequences (t(1)n )n, (t(2)n )n, . . . , (t (k)n )n in G such that
t
(i)
n · xn → z as n → ∞ for 1 i  k and t (j)n (t(i)n )−1Sxn → ∞ as n → ∞ for i = j . Since W 2 is
compact, there exists N ∈ P such that n N implies t (j)n t (i)−1n Sxn ∩ W 2 = ∅. Thus Wt(j)n Sxn ∩
Wt
(i)
n Sxn = ∅ for 1 i < j  k when nN . The result now follows from Theorem 4.4. 
Next we use well-known transformation groups to give examples of transformation groups
with a sequence xn → z where the stability subgroup at z is not compact (so that Corollary 4.6
does not apply), but where we can still verify that all the hypotheses of Theorem 4.4 hold.
Examples 4.7. Let (R, Y ) be Green’s free non-proper transformation group [14, pp. 95–96]: the
space Y is a closed subset of R3 and consists of countably many orbits, with orbit representatives
y0 = 0 := (0,0,0) and yn = (2−2n,0,0) for n = 1,2, . . . . The action of R is given by s · y0 =
(0, s,0) for all s; and for n 1,
s · yn =
⎧⎨
⎩
(2−2n, s,0) if s  n;
(2−2n − ( s−n
π
)2−2n−1, n cos(s − n),n sin(s − n)) if n < s < n+ π;
(2−2n−1, s − π − 2n,0) if s  n+ π.
Green’s action is free and each orbit consists of two vertical lines joined by an arc of a helix
situated on a cylinder of radius n; the action moves yn along the vertical lines at unit speed, and
along the arc at radial speed.
Next let (R,C) be the non-free transformation group of [23, Example 5.4]. Here R acts on C
by fixing the origin, and if w = 0 then r ·w = e2πi( r|w| )w. The orbits are concentric circles about
the origin and the stability subgroups are
Sw =
{
R if w = 0;
|w|Z if w = 0,
and vary continuously.
Now we are ready for our examples illustrating the hypotheses of Theorem 4.4.
(1) Let G =R×R act on Y ×C by (s, r) · (y,w) = (s · y, r · w). Then the stability subgroups
are
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{ {0} ×R if w = 0;
{0} × |w|Z if w = 0,
and vary continuously. Let wn → 0 in C and consider the sequence xn = (yn,wn) → (0,0)
in Y ×C, where yn are the orbit representatives for the action of R on Y described above. The
stability subgroup at (0,0) is the non-compact group {0} ×R. We claim that the hypotheses
of Theorem 4.4 hold with
t (1)n = (0,0), t (2)n = (2n+ π,0), and W = [−1,1] × [−1,1].
First, t (1)n · (yn,wn) = (yn,wn) → (0,0) and t (2)n · (yn,wn) = ((2−2n−1,0,0),0) → (0,0).
Second,
W + t (1)n + S(yn,wn) = [−1,1] ×
{
t + |wn|Z: t ∈ [−1,1]
}
and
W + t (2)n + S(yn,wn) = [−1 + 2n+ π,1 + 2n+ π] ×
{
t + |wn|Z: t ∈ [−1,1]
}
,
and hence (W + t (1)n + S(yn,wn)) ∩ (W + t (2)n + S(yn,wn)) = ∅ when n 1. Third, WS(0,0) =
[−1,1] ×R and (IntW)S(0,0) = (−1,1)×R, and hence WS(0,0) \ ((IntW)S(0,0)) has mea-
sure zero in R×R. So the three hypotheses of Theorem 4.4 hold as claimed.
(2) Let G = R × R act on Y by (s, r) · y = s · y. Then the stability subgroup at y is {0} × R,
and since the stability subgroups are constant they vary continuously. Consider yn → 0 in Y .
Then, for the same reasons as in (1), the hypotheses of Theorem 4.4 hold with
t (1)n = (0,0), t (2)n = (2n+ π,0), and W = [−1,1] × [−1,1].
5. Measure accumulation and upper bounds on multiplicities
Throughout this section G is assumed to be abelian. Here we use bounds on measure accu-
mulation to find upper bounds on ML(π, (πn)) where πn and π are induced representations of
C0(X)G. Theorem 5.2 has the same hypothesis as Proposition 5.1 but a stronger conclusion;
in particular its proof uses that ML(Ind(z, τ ), (Ind(xn, τn))) is finite by Proposition 5.1.
Proposition 5.1. Suppose that (G,X) is a second-countable transformation group with G
abelian. Let z ∈ X and let (xn)n1 be a sequence in X such that Sxn → Sz. Assume that G · z is
locally closed in X and that Sz is compact. Let M ∈R with M  1, and suppose that there exists
an open neighbourhood V of z in X such that φ−1z (V ) is relatively compact and
νxn
(
qxn
(
φ−1xn (V )
))
Mνz
(
qz
((
φ−1z (V )
))) (5.1)
frequently. Then ML(Ind(z, τ ), (Ind(xn, τn))) M2 for any τ, τn ∈ Gˆ.
Proof. We may assume that Ind(xn, τn) → Ind(z, τ ), since ML(Ind(z, τ ), (Ind(xn, τn))) = 0
otherwise. So by Proposition 4.3 it suffices to show that ML(Ind(z,1), (Ind(xn,1)))  M2.
Since ML(Ind(z,1), (Ind(xn,1)))  ML(Ind(z,1), (Ind(xni ,1))) for any subsequence
(Ind(xn ,1)), we may assume that (5.1) holds for all n.i
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that ker Ind(xn,1) → ker Ind(z,1) in Prim(C0(X)G). Since Prim(C0(X)G) is homeomor-
phic to (X× Gˆ)/∼ and since the quotient map X× Gˆ → (X× Gˆ)/∼ is open [22, Theorem 5.3],
there exists a subsequence (xni ,1) of (xn,1) and (yi, σi) ∈ X× Gˆ such that (xni ,1) ∼ (yi, σi) →
(z,1) in X × Gˆ. Thus G · yi = G · xni and σi |Sxni = 1. Let (Nk) be a decreasing basic sequence
of open neighbourhoods of z in X. There exists a subsequence (yik ) such that yik ∈ Nk . Since
G · yik = G · xnik there exists gk ∈ G such that gk ·xnik ∈ Nk . Hence gk ·xnik → z. By [22, Corol-
lary 4.8] Ind(xnik ,1) and Ind(gk · xnik ,1) are unitarily equivalent, and by the invariance of the
measure we can replace xnik with gk · xnik in (5.1). So we may assume that xn → z as claimed.
Now we will adapt the proof of [3, Theorem 3.1]. Fix  > 0 such that M2(1+)4 < M2+1.
We will build a function D ∈ Cc(G × X) such that Ind(z,1)(D∗ ∗ D) is a rank-one projection
and
tr
(
Ind(xn,1)
(
D∗ ∗D))<M2(1 + )4 < ⌊M2⌋+ 1
eventually. (The function D is similar to the ones used in [16, Proposition 4.5], [22, Proposi-
tion 4.2] and [3, Theorem 3.1].) By the generalised lower semi-continuity result of [5, Theo-
rem 4.3] we will have
lim inf
n
tr
(
Ind(xn,1)
(
D∗ ∗D))ML(Ind(z,1), (Ind(xn,1))) tr(Ind(z,1)(D∗ ∗D))
= ML
(
Ind(z,1),
(
Ind(xn,1)
))
,
and the theorem will follow.
Let δ > 0 such that
δ <
νz(qz(φ
−1
z (V )))
1 +  < νz
(
qz
(
φ−1z (V )
))
.
By the regularity of the measure νz there exists a compact subset W of G/Sz such that W ⊂
qz(φ
−1
z (V )) and
0 < νz
(
qz
(
φ−1z (V )
))− δ < νz(W).
Since W is compact, there is a compact neighbourhood W1 of W contained in the open set
qz(φ
−1
z (V )) and a continuous function g : G/Sz → [0,1] such that g is identically one on W and
is identically zero off the interior of W1. Then
νz
(
qz
(
φ−1z (V )
))− δ < νz(W)
∫
G/Sz
g(u˙)2 dνz(u˙) = ‖g‖22,z,
and hence
νz(qz(φ
−1
z (V )))
‖g‖2 < 1 +
δ
‖g‖2 < 1 +
δ
ν (q (φ−1(V )))− δ < 1 + . (5.2)2,z 2,z z z z
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Hausdorff transformation group (G,G · z), that φz : G → G · z induces a homeomorphism s˙ 	→
s ·z of G/Sz onto G ·z. So there is a continuous function g1 : W1 ·z → [0,1] such that g1(u˙ ·z) =
g(u˙) for u˙ ∈ W1. Since W1 · z is a compact subset of the locally compact Hausdorff space X, it
follows from Tietze’s Extension Theorem (applied to the one-point compactification of X if
necessary) that g1 can be extended to a continuous function g2 : X → [0,1]. Because W1 · z is a
compact subset of the open set V , there exists a compact neighbourhood P of W1 · z contained
in V and a continuous function h : X → [0,1] such that h is identically one on W1 · z and is
identically zero off the interior of P . Note that h has compact support contained in P . We set
f (x) = h(x)g2(x).
Then f ∈ Cc(X) with 0  f  1 and suppf ⊂ supph ⊂ P ⊂ V . Set f˜z(s˙) = f (s · z) so that
f˜ : G/Sz → X. Note that
‖f˜z‖22,z =
∫
G/Sz
f˜ (u˙ · z)2 dνz(u˙) =
∫
G/Sz
h(u˙ · z)2g2(u˙ · z)2 dνz(u˙)
∫
W1
g(u˙)2 dνz(u˙) = ‖g‖22,z
(5.3)
since h is identically one on W1 · z and the support of g is contained in W1. We now set
F(x) = f (x)‖f˜z‖2,z
.
Now F ∈ Cc(X) and Fx(s) = F(s ·x) = 0 implies s ∈ φ−1x (V ) by our choice of h. Since φ−1z (V )
is relatively compact, suppFz is compact. Write F˜z(s˙) = F(s · z) and note that ‖F˜z‖2,z = 1.
Recall that Sz is compact by assumption. Choose b ∈ Cc(G×X) such that 0 b 1/αz(Sz)
and b is identically 1/αz(Sz) on the set (suppFz)Sz(suppFz)−1 × suppF ; we may obtain that
suppb ⊂ N ×X where N = N−1 is a compact subset of G containing Sz. Set
B(r, x) = F(x)F (r−1 · x)b(r−1, x) and D = 1
2
(
B +B∗).
We have
(
Ind(x,1)(B)ξ
)
(s˙) =
∫
G
B(r, s · x)ξ(r−1s˙)dμ(r)
=
∫
G
F(s · x)F (r−1s · x)b(r−1, s · x)ξ(r−1s˙)dμ(r)
= F(s · x)
∫
G
F(u · x)b(us−1, s · x)ξ(u˙) dμ(u)
= F(s · x)
∫
F(u · x)
∫
b
(
uts−1, s · x)dαx(t)ξ(u˙) dνx(u˙)G/Sx Sx
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(
Ind(x,1)(D)ξ
)
(s˙)
= 1
2
F(s · x)
∫
G/Sx
F (u · x)
(∫
Sx
(
b
(
us−1t, s · x)+ b(su−1t, u · x))dαx(t)
)
ξ(u˙) dνx(u˙)
since G is abelian.
If F(s · z) and F(u · z) are nonzero then s, u ∈ suppFz, and hence b(uts−1, s · z)+ b(stu−1,
u · z) = 2/αz(Sz) for all t ∈ Sz. It follows that
(
Ind(z,1)(D)ξ
)
(s˙) = F(s · z)
∫
G/Sz
F (u · z)ξ(u˙) dνz(u˙) = (ξ, F˜z)F˜z(s˙).
Thus Ind(z,1)(D), and hence Ind(z,1)(D∗D), is the rank-one projection determined by the unit
vector F˜z ∈ L2(G/Sz, νz).
Recall that we are assuming that (5.1) holds for all n and set En = {s ∈ G: F(s · xn) = 0}.
Then each qxn(En) is open, hence measurable, with
νxn
(
qxn(En)
)
 νxn
(
qxn
(
φ−1xn (V )
))
Mνz
(
qz
(
φ−1z (V )
))
< ∞. (5.4)
Note that Ind(xn,1)(D) is a kernel operator with kernel
Kn(s˙, u˙) := 12F(s · xn)F (u · xn)
( ∫
Sxn
(
b
(
us−1t, s · xn
)+ b(su−1t, u · xn))dαxn(t)
)
.
To see that Ind(xn,1)(D) is a Hilbert–Schmidt operator on L2(G/Sxn), we need to see that Kn
is in L2(G/Sxn × G/Sxn). The support of Kn is contained in qxn(En) × qxn(En), which has
finite measure by (5.4). Note that Kn is continuous, hence measurable, since F is continuous and
b ∈ Cc(G×X). To see that Kn is bounded, set
Υn(s,u) :=
∫
Sxn
(
b
(
us−1t, s · xn
)+ b(su−1t, u · xn))dαxn(t),
and note that Υn is constant on Sxn × Sxn -cosets. Recall that 0 b 1/αz(Sz) and that suppb ⊂
N × X where N = N−1 and Sz ⊂ N . If us−1t /∈ N for all t ∈ Sxn then Υ (s,u) = 0. If us−1t0 ∈
N for some t0 ∈ Sxn then we may assume that us−1 ∈ N (because Υn(s,u) = Υn(t−10 s, u) =
Υn(t
−1
0 s, ut
−1
0 )). Thus
Υn(s,u)
2
αz(Sz)
αxn
({
t ∈ Sxn : us−1t ∈ N
})
 2
αz(Sz)
αxn
(
Sxn ∩N2
)
.
Let η ∈ Cc(G)+ such that η is identically one on N2. It follows from our choice of continuous
Haar measures on the closed subgroups of G that H 	→ ∫
H
η(t) dαH (t) is a continuous function
on Σ . Since Sxn → Sz by assumption, there exists n0 such that, for n n0,
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2
αz(Sz)
∫
Sxn
η(t) dαxn(t)
2
αz(Sz)
∫
Sz
η(t) dαz(t)(1 + ) = 2(1 + ). (5.5)
Hence 0Kn(s˙, u˙) ‖F‖2∞(1 + ) when n n0.
Let n n0. Then Ind(xn,1)(D) is the self-adjoint Hilbert–Schmidt operator with kernel Kn.
It follows that Ind(xn,1)(D∗ ∗D) is a trace-class operator with
tr
(
Ind(xn,1)
(
D∗ ∗D))= ‖Kn‖22,xn
(see, for example, [19, Proposition 3.4.16]). To estimate the trace we note, using (5.4) and (5.3),
that ∫
G/Sxn
F (s · xn)2 dνxn(s˙)
νxn(qxn(En))
‖fz‖22,z

Mνz(qz(φ
−1
z (V )))
‖g‖22,z
. (5.6)
An application of Fubini’s Theorem gives
tr
(
Ind(xn,1)
(
D∗ ∗D))
= 1
4
∫
G/Sxn
∫
G/Sxn
F (s · xn)2F(u · xn)2Υn(s,u)2 dνxn(s˙) dνxn(u˙) (5.7)

∫
G/Sxn
∫
G/Sxn
F (s · xn)2F(u · xn)2(1 + )2 dνxn(s˙) dνxn(u˙)
(
using (5.5))
= (1 + )2
(∫
G
F(s · xn)2 dνxn(s˙)
)2

(1 + )2M2νz(qz(φ−1z (V )))2
‖g‖42,z
(
using (5.6))
<M2(1 + )4 (using (5.2)).
Finally,
ML
(
Ind(z,1),
(
Ind(xn,1)
))
 lim inf
n
tr
(
Ind(xn,1)
(
D∗ ∗D))M2(1 + )4 < ⌊M2⌋+ 1,
and hence ML(Ind(z,1), (Ind(xn,1))) M2. 
Theorem 5.2. Suppose that (G,X) is a second-countable transformation group with G abelian.
Let z ∈ X and let (xn)n1 be a sequence in X such that Sxn → Sz. Assume that G · z is locally
closed in X and that Sz is compact. Let M ∈ R with M  1, and suppose that there exists an
open neighbourhood V of z in X such that φ−1z (V ) is relatively compact and
νxn
(
qxn
(
φ−1xn (V )
))
Mνz
(
qz
((
φ−1z (V )
))) (5.8)
frequently. Then ML(Ind(z, τ ), (Ind(xn, τn))) M for any τ, τn ∈ Gˆ.
R. Archbold, A. an Huef / Journal of Functional Analysis 263 (2012) 819–845 839Proof. As in the proof of Theorem 5.1, it suffices to prove ML(Ind(z,1), (Ind(xn,1)))  M
where xn → z and (5.8) holds for all n. Next, we claim that we may as well assume that G · z is
the unique limit of (G · xn) in X/G.
Since ML(Ind(z,1), (Ind(xn,1))) M2 < ∞ by Theorem 5.1, {Ind(z,1)} is open in the set
of limits of (Ind(xn,1))n [3, Proposition 3.4]. So there is an open neighbourhood U of Ind(z,1)
in the spectrum of C0(X)G such that Ind(z,1) is the unique limit of (Ind(xn,1))n in U . The
map Ind : X → (C0(X)G)∧, x 	→ Ind(x,1) is continuous and factors through the T0-isation
of X/G [22, Lemma 4.10]. Hence Y := Ind−1(U) is an open G-invariant neighbourhood of z in
X. Note that xn ∈ Y eventually, and that x ∈ Y implies φ−1x (V ) = φ−1x (V ∩Y). Now we argue as
in [3, Proof of Theorem 3.5] that if G · xn → G · y for some y ∈ Y , then G · y = G · z since G · z
is locally closed. Since C0(Y )G is an ideal in C0(X)G, we may compute multiplicities in
the ideal instead [6, Proposition 5.3], so we may replace X by Y and assume that G · z is the
unique limit of G · xn in X/G, as claimed.
Fix  > 0 such that M(1 + )4 < M + 1 and choose γ > 0 such that
γ <
νz(qz(φ
−1
z (V )))
1 +  < νz
(
qz
(
φ−1z (V )
))
. (5.9)
It follows from the regularity of the measure νz, as in [3, Proof of Lemma 3.3], that there exists
an open relatively compact neighbourhood V1 of z such that V1 ⊂ V and
0 < νz
(
qz
(
φ−1z (V )
))− γ < νz(qz(φ−1z (V1))) νz(qz(φ−1z (V1)))
 νz
(
qz
(
φ−1z (V )
))
< νz
(
qz
(
φ−1z (V1)
))+ γ.
(The reason for passing from V to V1 is that we will later apply [3, Lemma 3.2] to the compact
neighbourhood V1 and, in contrast to what could happen with V , we can control νz(qz(φ−1z (V1)))
relative to νz(qz(φ−1z (V1))).)
Recall that we are assuming that (5.8) holds for all n. Thus
νxn
(
qxn
(
φ−1xn (V1)
))
 νxn
(
qxn
(
φ−1xn (V )
))
Mνz
(
qz
(
φ−1z (V )
)) (
by (5.8))
<M
(
νz
(
qz
(
φ−1z (V1)
))+ γ )
<Mνz
(
qz
(
φ−1z (V1)
))+M(νz(qz(φ−1z (V )))− γ ) (by (5.9))
<Mνz
(
qz
(
φ−1z (V1)
))+Mνz(qz(φ−1z (V1)))
= M(1 + )νz
(
qz
(
φ−1z (V1)
)) (5.10)
for all n. Since
νz(qz(φ
−1
z (V1)))(νz(qz(φ
−1
z (V1)))+ γ + 1j )
(νz(qz(φ
−1
z (V1)))− 1j )2
→ 1 + γ
νz(qz(φ
−1
z (V1)))
< 1 + 
as j → ∞, there exists δ > 0 such that δ < νz(qz(φ−1(V1))) andz
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−1
z (V1)))(νz(qz(φ
−1
z (V1)))+ δ)
(νz(qz(φ
−1
z (V1)))− δ)2
<
νz(qz(φ
−1
z (V1)))(ν(φ
−1
z (V1))+ γ + δ)
(νz(qz(φ
−1
z (V1)))− δ)2
< 1 + . (5.11)
Next we construct a function F ∈ Cc(X) with support contained in V1. By the regularity
of the measure νz there exists a compact subset W of the open set qz(φ−1z (V1)) such that 0 <
νz(qz(φ
−1
z (V1)))− δ < νz(W). Since W is compact, there is a compact neighbourhood W1 of W
contained in qz(φ−1z (V1)) and a continuous function g : G/Sz → [0,1] such that g is identically
one on W and is identically zero off the interior of W1. Then
νz
(
qz
(
φ−1z (V1)
))− δ < νz(W)
∫
G/Sz
g(t˙)2 dνz(t˙) = ‖g‖22,z. (5.12)
We now construct g1, g2, P , h, f and F as in the proof of Proposition 5.1, but we note that
this time suppf ⊂ supph ⊂ P ⊂ V1. So if Fx(s) = F(s · x) = 0 then s ∈ φ−1x (V1). As before
‖f˜z‖22,z  ‖g‖22,z (5.13)
and ‖F˜z‖2,z = 1.
Let K be an open relatively compact symmetric neighbourhood of (suppFz)Sz(suppFz)−1 in
G and L an open relatively compact neighbourhood of suppF in X. Choose b ∈ Cc(G×X) such
that 0 b 1/αz(Sz), b is identically 1/αz(Sz) on the set (suppFz)Sz(suppFz)−1 × suppF and
b is identically zero off K ×L. (Thus b is as in Theorem 5.1, but we have rounded it off with an
open set.) Set
B(r, x) = F(x)F (r−1 · x)b(r−1, x) and D = 1
2
(
B +B∗).
Again, Ind(z,1)(D), and hence Ind(z,1)(D∗ ∗ D), is the rank-one projection determined by
the unit vector F˜z ∈ L2(G/Sz, ν). From (5.7) there exists n0 such that
tr
(
Ind(xn,1)
(
D∗ ∗D))= 1
4
∫
G/Sxn
F (s · xn)2
( ∫
G/Sxn
F (u · xn)2Υn(s,u)2dνz(u˙)
)
dνzν(s˙)
where
Υn(s,u) :=
∫
Sxn
(
b
(
us−1t, s · xn
)+ b(su−1t, u · xn))dαxn(t) 2(1 + )
when n  n0. For fixed s ∈ G, F(u · xn)Υn(s, u) = 0 implies that u ∈ φ−1xn (V1) and us−1t =
uts−1 ∈ K for some t ∈ Sxn because b is identically zero off K × L. So u ∈ φ−1xn (V1) ∩ KsSxn .
Thus if n n0,
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(
Ind(xn,1)
(
D∗ ∗D))
 (1 + )2
∫
s∈qxn (φ−1xn (V1))
F (s · xn)2
( ∫
u∈qxn (φ−1xn (V1)∩KsSxn )
F (u · xn)2 dνxn(u˙)
)
dνxn(s˙)
 (1 + )
2
‖f˜z‖42,z
∫
s∈qxn (φ−1xn (V1))
1
( ∫
u∈qxn (φ−1xn (V1)∩KsSxn )
1dνxn(u˙)
)
dνxn(s˙).
By the regularity of νz there exists an open neighbourhood U of qz(φ−1z (V1)) such that
νz(U) < νz(qz(φ
−1
z (V1))) + δ/2. Since qz(φ−1z (V1)) is compact, it has an open relatively com-
pact neighbourhood A such that A ⊂ U . By [3, Lemma 3.2], applied with V1, K and q−1z (A),
there exists n1 > n0 such that, for every n n1 and every s ∈ φ−1xn (V1) there exists r ∈ φ−1z (V1)
with Ks ∩ φ−1xn (V1) ⊂ q−1z (A)r−1s. Hence KsSxn ∩ φ−1xn (V1) ⊂ q−1z (A)r−1sSxn . Since νxn is
right-invariant we have
νxn
(
qxn
(
KsSxn ∩ φ−1xni (V1)
))
 νxn
(
qxn
(
q−1z (A)Sxn
))
= νxn
(
qxn
(
q−1z (A)
))
 νxn
(
qxn
(
q−1z (A)
))
.
Since A and Sz are both compact, q−1z (A) is compact, and by Lemma 3.4 there exists n2 > n1
such that n n2 implies that
νxn
(
qxn
(
q−1z (A)
))
 νz
(
qz
(
q−1z (A)
))+ δ/2 < νz(qz(φ−1z (V1)))+ δ.
So, provided n n2,
tr
(
Ind(xn,1)
(
D∗ ∗D)) (1 + )2νxn(qxn(φ−1xn (V1)))(νz(qz(φ−1z (V1)))+ δ)‖f˜z‖42,z
<
M(1 + )3νz(qz(φ−1z (V1)))(νz(qz(φ−1z (V1)))+ δ)
‖f˜z‖42,z
using (5.10)
<
M(1 + )3νz(qz(φ−1z (V1)))(νz(qz(φ−1z (V1)))+ δ)
‖g‖42,z
using (5.13)

M(1 + )3νz(qz(φ−1z (V1)))(νz(qz(φ−1z (V1)))+ δ)
(νz(qz(φ
−1
z (V1)))− δ)2
using (5.12)
<M(1 + )4 using (5.11).
By generalised lower semi-continuity [5, Theorem 4.3],
lim inf
n
tr
(
Ind(xn,1)
(
D∗ ∗D))ML(Ind(z,1), (Ind(xn,1))) tr(Ind(z,1)(D∗ ∗D))
= ML
(
Ind(z,1),
(
Ind(xn,1)
))
.
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ML
(
Ind(z,1),
(
Ind(xn,1)
))
 lim inf
n
tr
(
Ind(xn,1)
(
D∗ ∗D))M(1 + )4 < M + 1,
and hence ML(Ind(z,1), (Ind(xn,1))) M. 
6. The main theorem
In this section we combine the results from Sections 4–5 to obtain our main theorem.
Theorem 6.1. Suppose that (G,X) is a second-countable transformation group with G abelian.
Let z ∈ X and let (xn)n1 be a sequence in X such that Sxn → Sz in Σ . Assume that G · z is
locally closed in X and that Sz is compact. Let k ∈ P. Then the following are equivalent:
(1) the sequence (xn)n converges k-times in X/G to z;
(2) ML(Ind(z,1), (Ind(xn,1))) k;
(3) there exist τn, τ ∈ Gˆ such that ML(Ind(z, τ ), (Ind(xn, τn))) k;
(4) there exist τn, τ ∈ Gˆ such that (Ind(xn, τn)) → Ind(z, τ ), and whenever σn,σ ∈ Gˆ such that
(Ind(xn, σn)) → Ind(z, σ ), ML(Ind(z, σ ), (Ind(xn, σn))) k;
(5) for every open neighbourhood V of z such that φ−1z (V ) is relatively compact we have
lim inf
n
νxn
(
qxn
(
φ−1xn (V )
))
 kνz
(
qz
(
φ−1x (V )
));
(6) there exists a real number R > k − 1 such that for every open neighbourhood V of z with
φ−1z (V ) relatively compact we have
lim inf
n
νxn
(
qxn
(
φ−1xn (V )
))
Rνz
(
qz
(
φ−1x (V )
));
(7) there exists a decreasing basic sequence of compact neighbourhoods (Wm)m1 of z such
that, for each m 1,
lim inf
n
νxn
(
qxn
(
φ−1xn (Wm)
))
> (k − 1)νz
(
qz
(
φ−1x (Wm)
))
.
We show that (1) ⇒ (2) ⇒ (3) ⇒ (4) ⇒ (2) ⇒ (5) ⇒ (6) ⇒ (7) ⇒ (1). The reason for going
from (4) to (5) via (2) is that (2)–(4) are very similar and (2) is the least complicated to work
with.
Proof. (1) ⇒ (2). Assume the sequence (xn)n converges k-times in X/G to z. Then G · xn →
G · z, and hence Ind(xn,1) → Ind(z,1). Now ML(Ind(z,1), (Ind(xn,1))) k by Corollary 4.6.
(2) ⇒ (3). Take τn = τ = 1.
(3) ⇒ (4). Assume (3). Since ML(Ind(z, τ ), (Ind(xn, τn))) > 0, (Ind(xn, τn)) → Ind(z, τ ).
Suppose σn,σ ∈ Gˆ such that (Ind(xn, σn)) → Ind(z, σ ). By two applications of Proposition 4.3
we have
ML
(
Ind(z, σ ),
(
Ind(xn, σn)
))= ML(Ind(z,1), (Ind(xn,1)))
= ML
(
Ind(z, τ ),
(
Ind(xn, τn)
))
 k,
so (4) holds.
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(Ind(xn, τn))) k. Then ML(Ind(z,1), (Ind(xn,1))) k by Proposition 4.3, giving (2).
(2) ⇒ (5). Assume (2), that is, ML(Ind(z,1), (Ind(xn,1))) k. Let  > 0. Then ML(Ind(z,1),
(Ind(xn,1))) > k−. By Theorem 5.2, for every open neighbourhood V of z such that φ−1z (V )
is relatively compact,
νxn
(
qxn
(
φ−1xn (V )
))
> (k − )νz
(
qz
(
φ−1z (V )
))
eventually. Thus (5) holds.
(5) ⇒ (6). Take R = k.
For (6) ⇒ (7) we need the following lemma concerning accumulation of measure.
Lemma 6.2. Suppose that (G,X) is a transformation group. Let z ∈ X and (xn)n1 be a se-
quence in X. Assume that G · z is locally closed in X and that Sz is compact. Let k ∈ P, and
assume that there exists a real number R > k − 1 such that for every open neighbourhood U of
z with φ−1z (U) relatively compact we have
lim inf
n
νxn
(
qxn
(
φ−1xn (U)
))
Rνz
(
qz
(
φ−1z (U)
))
.
Then given an open neighbourhood V of z such that φ−1z (V ) is relatively compact, there exists a
compact neighbourhood N of z with N ⊂ V such that
lim inf
n
νxn
(
qxn
(
φ−1xn (N)
))
> (k − 1)νz
(
qz
(
φ−1z (N)
))
.
Proof. Fix 0 < γ < (R−k+1
R
)νz(qz(φ
−1
z (V ))). By the regularity of νz, as in [3, Proof of
Lemma 3.3], there exists an open relatively compact neighbourhood V1 of z with V1 ⊂ V and
νz(qz(φ
−1
z (V )))− γ < νz(qz(φ−1z (V1))). Since φ−1z (V1) is relatively compact we have
lim inf
n
νz
(
qxn
(
φ−1xn (V 1)
))
 lim inf
n
νxn
(
qxn
(
φ−1xn (V1)
))
Rνz
(
qz
(
φ−1z (V1)
))
by hypothesis
>R
(
νz
(
qz
(
φ−1z (V )
))− γ )
> (k − 1)νz
(
qz
(
φ−1z (V )
))
by our choice of γ
 (k − 1)νz
(
qz
(
φ−1z (V 1)
))
.
So we may take N = V 1. 
We now continue with the proof of Theorem 6.1.
(6) ⇒ (7). Assume (6). Let (Vj )j1 be a decreasing basic sequence of open neighbourhoods
of z such that φ−1z (V1) is relatively compact (such neighbourhoods exist by [3, Lemma 2.1]). By
Lemma 6.2 there exists a compact neighbourhood W1 of z such that W1 ⊂ V1 and
lim infνxn
(
qxn
(
φ−1xn (W1)
))
> (k − 1)νz
(
qz
(
φ−1z (W1)
))
.n
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Wm such that
Wi ⊂ Vi and lim inf
n
νxn
(
qxn
(
φ−1xn (Wi)
))
> (k − 1)νz
(
qz
(
φ−1z (Wi)
)) (6.1)
for 1 i m. Apply Lemma 6.2 to (IntWm)∩Vm+1 to obtain a compact neighbourhood Wm+1
of z such that Wm+1 ⊂ (IntWm)∩ Vm+1 and (6.1) holds for i = m+ 1. This gives (7).
(7) ⇒ (1). Assume (7). We show first that G · xn → G · z in X/G. Let q : X → X/G be the
quotient map. Let U be a neighbourhood of G · z in X/G and V = q−1(U). There exists m such
that Wm ⊂ V . Since lim infn νxn(qxn(φ−1xn (Wm))) > 0 there exists n0 such that φ−1xn (Wm) = ∅ for
n n0. Thus, for n n0,
G · xn = q(xn) ∈ q(Wm) ⊂ q(V ) = U.
Next, suppose that ML(Ind(z,1), (Ind(xn,1))) < ∞. Then, as in the proof of Theorem 5.2,
we may localise to an open G-invariant neighbourhood Y of z such that G · z is the unique limit
in Y/G of the sequence (G · xn)n. Eventually Wm ⊂ Y , and so the sequence (xn)n converges
k-times in Y/G to z by Proposition 3.5 applied to Y . But now (xn)n converges k-times in X/G
to z as well.
Finally, suppose that ML(Ind(z,1), (Ind(xn,1))) = ∞. By Theorem 5.2, for every open
neighbourhood V of z such that φ−1z (V ) is relatively compact, νxn(qxn(φ−1xn (V ))) → ∞ as
n → ∞. Let (Km)m1 be an increasing sequence of compact subsets of G such that G =⋃
m1 Int(Km) and let (Vm)m1 be a decreasing basic sequence of open neighbourhoods of z
such that φ−1z (V1) is relatively compact (such neighbourhoods exist by [3, Lemma 2.1]).
For fixed m,
νxn
(
qxn
(
φ−1xn (Vm)
))
> (k − 1)νz
(
qz(Km)
)+ 1 > (k − 1)νxn(qxn(Km))
eventually by Lemma 3.4. So there exists a strictly increasing sequence of positive integers nm
such that, for n nm,
νxn
(
qxn
(
φ−1xn (Vm)
))
> (k − 1)νxn
(
qxn
(
φ−1xn (Km)
))
. (6.2)
If n1 > 1, then for 1 n < n1, we set t (i)n = e for 1 i  k. For each n n1, there is a unique
m such that nm  nm+1. Choose t (1)n ∈ φ−1xn (Vm). Using (6.2) we have
νxn
(
qxn
(
φ−1xn (Vm) \Kmt(1)n Sxn
))
 νxn
(
qxn
(
φ−1xn (Vm)
) \ qxn(Kmt(1)n Sxn))
> (k − 1)νxn
(
qxn(Km)
)− νxn(qxn(Km))
= (k − 2)νxn
(
qxn(Km)
)
.
So if k  2 we may choose t (2)n ∈ φ−1xn (Vm) \ Kmt(1)n Sxn . Continuing in this way, we obtain
t
(1)
n , . . . , t
(k)
n ∈ φ−1xn (Vm), such that, for 1 < j  k, t (j)n ∈ φ−1xn (Vm) \ (
⋃j−1
i=1 Kmt
(i)
n Sxn). Thus, for
nm  n < nm+1 we have
R. Archbold, A. an Huef / Journal of Functional Analysis 263 (2012) 819–845 845t (i)n · xn ∈ Vm for 1 i  k and t (j)n /∈ Kmt(i)n Sxn for 1 i < j  k.
Therefore, arguing as in Proposition 3.5 (with Wm replaced by Vm) we obtain that (xn)n con-
verges k-times in X/G to z.
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