Six methods for assembling tests from a pool with an item-set structure are presented. All methods are computational and based on the technique of mixed integer programming. The methods are evaluated using such criteria as the feasibility of their linear programming problems and their expected solution times. The methods are illustrated for two item pools with a set structure from the Law School Admission Test (LSAT). The methods are: (1) simultaneous selection of items and sets; (2) simultaneous selection with pivot items; (3) all items per set selected; (4) decision variables for subsets (power set approach); (5) two-stage selection; and (6) two-stage selection (alternative version) . (Contaim. 3 tables, 2 figures, and 12 references.) (Author/SLD) ******************************************************************************** Reproductions supplied by EDRS are the best that can be made from the original document. ******************************************************************************** Six methods for assembling tests from a pool with an item-set structure are presented. All
Optimal Assembly of Tests with Item Sets
A well-known format in achievement testing is the one of a test with sets'of items related to a common stimulus. The format has been ubiquitous in testing of reading comprehension where examinees are typically offered a series of text passages each followed by a set of questions on them. Other examples can be found in testing of achievements in science when sets of items relate to a description of a common data set or experiment, or in law exams with sets of questions addressing a common lawsuit. The use of tests with an item-set structure has become popular lately as a result of the trend to making testing more performance based.
Assembling tests from an item pool with a set structure tends to be much more complicated than from a pool of self-contained items, mainly because they have to obey more complicated lists of specifications. For example, specifications for test with item sets do not only involve constraints on item and test attributes but also on stimulus attributes as well as on distributions of item attributes in items sets. In addition, this type of test assembly has to meet the following logical or Boolean constraints: (1) if any of the items in a set is selected, its stimulus is selected; (2) if any of the items in a set is selected, a minimum and/or maximum number of the items in the set is selected.
This,paper presents a number of methods for assembling tests from pools with items sets. All methods are computational and based on the technique of mixed integer programming (LP). The technique will be briefly introduced in the description of the first method below. A more general introduction to LP-based test assembly and a review of its current applications are given in van der Linden (1998).
It is assumed that test assembly is .IRT based, that is, its objective is to assemble a test with an information function that has to meet a given target (Birnbaum, 1968 Rosenbaum, 1987) .
The paper is organized as follows. First, the various types of constraints on item selection possible in test assembly with item sets are described. Then six different methods and their associated mixed integer programing models for test assembly subject to such constraints are introduced. The methods are evaluated using such criteria as the feasibility of their LP problem and their expected solution times. The final section of the paper presents some empirical examples in which the results for these methods are compared for two item pools from the Law School Admission Test (LSAT).
Constraints on Tests Assembly with Item Sets
Specifications for tests with item sets typically address attributes defined at three different levels in the test (individual items; sets; complete test). In addition, they imply item-selection constraints on attributes at their primary level but often also at higher levels of aggregation. As an example of.the distinction between attribute level and constraint level, consider the following specification:
"No item set in the test should have more than two items with a multiplechoice format."
This specification addresses an attribute defined at item level ("response format") but involves a constraint on this attribute at the level of the item sets ("no more than two multiple-choice items per set").
The following classifications of attribute and constraint level are used to formulate the test assembly methods later in this paper: "The test information function should be uniform over the interval from 0=-2.0 and 1.5".
As already noted, the above classification of constraint levels implies a hierarchical BEST COPY AVAILABLE 
Methods of Test Assembly
Six different methods for assembling tests with item sets are presented. Some of these methods are exact; others require manual preprocessing of the item pool or have a heuristic element. The features of these methods will be evaluated against each other after the methods have been described.
Method 1: Simultaneous Selection of Items and Sets
The key feature of this method is that separate decision variables for the selection of items and stimuli are defined. The variables are used to model the constraints to be imposed on the selection of items and stimuli. Special constraints are added to keep the selection of items and stimuli consistent, that is, prevent that items (stimuli) are selected but their stimuli (items) are not. This first method was introduced in van der Linden (1992) .
Let the stimuli in the pool be indexed by s=1,...,S, and the items nested under stimulus s by is=1,...,Is. Variables zs are used to select the stimuli; they take the value 1 if stimuli s is selected for the test and the value 0 otherwise. Likewise, 0-1 variables xi s are defined for the decision on item is'
It is assumed that target values, T(Ok), k=1,...,K, are specified for the value of the (categorical item attribute) (7) (categorical item attribute) (8) (quantitative stimulus attribute) (9) (quantitative stimulus attribute) (10) (categorical stimulus attribute) (11) (categorical stimulus attribute) (12) (number of item sets) (13) (number of items per set) (14) (number of items per set) (15) (test length) (16) The number of item sets to be selected is set in the constraint in Equation 13.
Equations 14 and 15 have a double purpose. On the one hand, they constrain the numbers (u) of items per stimulus, where n(I) and n s are the lower and upper bounds on the number of items in set s, respectively. On the other hand, as can easily verified by substituting a 0 and 1 for z ' the constraints coordinate the selection of items and stimuli. These Equations 18-20 constrain the decision variables to their proper domains of possible values. Observe that y is a decision variable too. Due to its presence, the problem involved in solving Equations 2-20 is known as a mixed integer programming problem.
General LP software (e.g. CPLEX; see ILOG, 1998) or one of the algorithms in the test assembly software package ConTEST (Timminga, van der Linden, & Schweizer, 1996) can be used to solve the model for optimal values for the decision variables. Numerical aspects of solving models as in Equations 2-20 will be discussed further below. Substitution of decision variables x for decision variables zs.
2.
Omission of the constraints in Equation 20.
Observe that the constraints in Equations 14 and 15 now guarantee that pivot items are selected any time a sufficient number of items for their stimulus is. These constraints thus provide the formal definition of the status of the pivot items. In either application, the only decisions left are which stimuli to select for the test.
As all items in the sets are selected along with their stimulus, aggregated values of the item attributes in the sets can be assigned as attributes to the stimuli, and the decision variables for the stimuli can be used to formulate constraints on the item attributes.
In The following method was inspired by an observation in Swanson and Stocking (1993, p. 157) . If the number of items in set s is equal to ns the maximum number of n (nonempty) different sets in the test selected from s is equal to 2 -1, that is, the number of elements in the power set of s minus the null set. Assembling the test can be modeled using separate decision variables for each subset and without any variable for the items. The addition of the following set of constraints to prevent selection of more than one subset per item set: This method yields an optimal solution. However, its number of variables easily becomes large. In fact, the method is practical only when some of the item sets in the pool have one or two items too many. In all other cases, Method 1 is superior in the sense that it also produces an optimal result but has fewer variables. The model is now defined only over the part of the pool selected in Stage 1.
Discussion
Method 1 is based on the most general formulation of the test assembly problem.
Its implementation does not require any manual preprocessing of the item pool. Also, it produces an optimal solution, provided the solution can be found in realistic time. 
Empirical Examples
The methods were applied to the problem of assembling the two sections of the LAST that have an item-set structure. The sections are coded here as SA and SB. (The LSAT has a third section that does not have item sets.) The numbers of items and stimuli in these two sections and their item pools are given in Table 1. [ Table 1 about here] For both sections of the LSAT, models were formulated for Methods 1-3 and 5-6.
For Method 2 and 3, LSAT specialists selected the pivot items and reduced the item sets in the pools to appropriate lengths. Method 6 was implemented by selecting twice as many items sets in Stage 1 as needed in Stage 2. The models dealt with such attributes as item and stimulus types (several levels), possible gender and minority orientation of item sets, answer key distributions of the items, and word counts of the stimuli. The numbers of variables and constraints in the models for these two sections are given in Table 2 all methods the models constrained the test information functions at 0=-1.8, -0.9, 0.0, 0.9, and 1.8. Solutions to the models were obtained using the branch-and-bound algorithm as implemented in CPLEX (ILOG, 1998) on a PC with Pentium Pro 166MHz processor. The algorithm Was stopped as soon as the differences between the test information and target values were smaller than 3% of the lowest target value. Since the lowest target value for SA was .8892 at 0=-1.8, the stopping criterion in this case was a maximum difference smaller than .08x.8892=.03. For SB, the smallest target value and stopping criterion were 2.0796 and .06, respectively. Because the objective function in Equation 2 is the largest difference between the test information function and target values over all 0 values, the stopping criterion could be applied directly to value of this function. Table 3 gives some technical results for these two series of examples. All methods [ Table 3 about here]
immediately produced feasible solutions for the two sections. The only exception was the combination of Method 6 and SB. In Stage 1, this method selected a combination of item sets that did not contain a feasible combination of sets for Stage 2. However, relaxing one of the constraints on the item sets, replacing "=2" by "5.3", did produce a solution. The CPU times for all method were satisfactory. Methods 1 and 2 had the largest numbers of variables and were slowest. Surprisingly, the small reduction of the numbers of variables 
Concluding Remark
The empirical results in this paper are offered only as an example. Though most results were as expected, a surprise was the fact that Method 2 and 3 outperformed Method 5 and 6 for SA whereas the opposite tendency was observed for SB. These results
show the dependency of the Performance of test assembly methods on the composition of the item pool. When generalizing the results in these examples to other applications, this dependency should be taken into account.
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