Consider the problem of finite-rate filtering of a discrete memoryless process {Xi} i≥1 based on its noisy observation sequence {Zi} i≥1 , which is the output of a Discrete Memoryless Channel (DMC) whose input is {Xi} i≥1 . When the distribution of the pairs (Xi, Zi), PX,Z , is known, and for a given distortion measure, the solution to this problem is well known to be given by classical rate-distortion theory upon the introduction of a modified distortion measure. In this work we address the case where PX,Z , rather than being completely specified, is only known to belong to some set Λ. For a fixed encoding rate R we look at the worst case, over all θ ∈ Λ, of the difference between the expected distortion of a given scheme which is not allowed to depend on the active source θ ∈ Λ and the value of the distortion-rate function at R corresponding to the noisy source θ. We study the minimum attainable value achievable by any scheme operating at rate R for this worst-case quantity, denoted by D(Λ, R). Linking between this problem and that of source coding under several distortion measures, we prove a coding theorem for the latter problem and apply it to characterize D(Λ, R) for the case where all members of Λ share the same noisy marginal. For the case of a general Λ, we obtain a single-letter characterization of D(Λ, R) for the finite-alphabet case. This gives, in particular, a necessary and sufficient condition on the set Λ for the existence of a coding scheme which is universally optimal for all members of Λ and characterizes the approximation-estimation tradeoff for statistical modelling of noisy source coding problems. Finally, we obtain D(Λ, R) in closed form for cases where Λ consists of distributions on the (channel) input-output pair of a Bernoulli source corrupted by a Binary Symmetric Channel (BSC). In particular, for the case where Λ consists of two sources: the all-zero source corrupted by a BSC with crossover probability r and the Bernoulli(r) source with a noise-free channel; we find that universality becomes increasingly hard with increasing rate.
Introduction and Main Results
Consider a source emitting the sequence of pairs {(X k , Z k )} k≥1 , which are independent drawings of dependent random variables (X, Z) distributed according to P X,Z . The problem of noisy coding (cf., e.g., [11] ) is that of representing the sequence {X k } k≥1 (the clean sequence of interest) with lowest possible distortion (measured by a given distortion measure ρ) based on observing {Z k } k≥1 (its noisy version), while operating at a given information rate.
Our goal in this work is to answer the immediate questions that arise for the case where P X,Z , rather than being completely specified, is only known to belong to a given set Λ:
1. Is Λ "universally encodable" at a given rate? In other words, does there exist a scheme which is universally optimal for all members of Λ?
2.
If not, what is the inevitable price to be paid for lack of precise knowledge of P X,Z ?
The solution to the noisy coding problem is well known (cf. [2, Section 3.5] , [26, 25, 11, 18, 12, 24] ) to be given by classical rate-distortion coding of the source {Z k } k≥1 with respect to (w.r.t.) a modified distortion measureρ given byρ(z, y) = E[ρ(X 1 , y)|Z 1 = z] (where for the right side we take any version of the conditional expectation). Thus, for the case where all the sources in Λ have the same marginal P Z , the problem becomes one of coding under several distortion measures. For this reason, we start by considering the latter problem.
In what follows we let X , Z, and Y denote the clean source, the noisy source, and the reconstruction alphabets which, unless otherwise indicated, are only assumed Polish For z n ∈ Z n and y n ∈ Y n we follow the standard abuse of notation and let ρ(z n , y n ) stand for n −1 n i=1 ρ(z i , y i ). For a given family of nonnegative reals indexed by Γ, {∆ ρ } ρ∈Γ (or simply {∆ ρ }), our goal is to find a coding scheme of minimal rate whose distortion under ρ is upper bounded by 
where d(ρ, Q) = Z×Y ρ(z, y)Q(dz, dy).
We denote the mutual information associated with Q by I(Q), i.e., letting Q Z and Q Y denote the respective marginals of Q on Z and Y, and log stand for the base-2 logarithm,
when the integral is well-defined and I(Q) = ∞ otherwise. For the source P Z ∈ M(Z), we define the rate-distortion function as
where the infimum is over all Q ∈ M(Z × Y) with F (Q, {∆ ρ }) ≤ 0 and Z-marginal equal P Z . A scheme, or a block code, of length n is a mappingX n : Z n → Y n . The rate of the scheme is given by 1 n log |{X n (z n ) : z n ∈ Z n }| bits per symbol, | · | denoting cardinality. Note that for the case where Γ is a singleton, R(·) is nothing but the classical rate-distortion function [13, 2] . Indeed, R(·) generalizes the latter to the case of multiple distortion criteria in a sense made precise in the following theorem. We let P n Z and E P n Z denote the product measure on Z n induced by P Z , and expectation with respect to it, respectively.
Theorem 1 Let Γ be a family of distortion measures and let {∆ ρ } ρ∈Γ be a family of nonnegative distortion levels. and R({∆ ρ }) < ∞ then for any δ > 0 there exists an n and a block code of block-length n and rate R < R({∆ ρ }) + δ satisfying
(b) Converse part: Suppose that there exists an n and a block code of block-length n and rate R satisfying
Then R ≥ R({∆ ρ }).
Note that the converse part holds in complete generality, with no requirements on Γ. Furthermore, it is a "strong" converse in the sense that in (6) (which is equivalent to
the supremum is outside of the expectation, whereas in (5) it is inside. As for the direct part, it is easy to verify that its hypotheses hold when Γ is such that {d(ρ, ·)} ρ∈Γ is uniformly equicontinuous. In particular, when Z and Y are finite, the class {d(ρ, ·)} ρ , where ρ ranges over all possible distortion measures, is uniformly equicontinuous. Thus, for finite alphabets, part (a) of the Theorem holds unconditionally and we recover [6, Problem 14, . Indeed, Theorem 1 can be considered a generalization of the result in [6] for general alphabets where here, rather than the method of types (which is unsuitable for infinite alphabets), we resort to a large deviations proof.
Theorem 1 can now be applied to address the problem of minimax distortion redundancy for a family of distortion measures Γ and a rate R. We would like to characterize the inevitable price to be paid for having to simultaneously satisfy distortion levels corresponding to a family of distortion measures. Letting D(P Z , ρ, R) denote the distortion-rate function of a source P Z under distortion measure ρ, we formalize this as follows.
Definition 1 Given a family of distortion measures Γ, the distortion-redundancy value V will be said to be achievable at rate R if for any δ > 0 there exist n and a block codeX n (·) of rate not exceeding R + δ such that
The minimax distortion-redundancy rate function of the family Γ, D(Γ, R), is the infimum of all distortion-redundancy values V that are achievable at rate R.
We suppress the dependence of D(Γ, R) on P Z to simplify the notation. Note that it follows from Theorem 1 that if R({D(P Z , ρ, R) + V }) > R then V is not achievable at rate R and that if the complementary inequality holds, in addition to the hypothesis of item (a) therein, then V is achievable. This, as we show in Section 2, leads to the following single-letter characterization of
with equality when F (·, {D(P Z , ρ, R)}) is upper semicontinuous.
Thus, for example, for the finite-alphabet case we have equality in (8) .
Returning to our original motivation of coding for a family of noisy sources and paraphrasing Definition 1, we say that V is achievable at rate R for Λ ⊆ M(X × Z) if we replace equation (7) in Definition 1 by
where
is distributed according to the product measure θ n and D(θ, R) denotes the distortion-rate function of the noisy source θ, known [11] to be given by the "classical" distortion-rate function of the source θ Z under the distortion measureρ θ induced by
(the distortion measure ρ here is fixed and suppressed in the notation). Analogously as in Definition 1 we let D(Λ, R) denote the infimum over all achievable V s. Letting Λ Z = {θ Z : θ ∈ Λ} we note that when the marginal on Z is completely known, namely, when Λ Z = {P Z } is a singleton, noisy coding for the family Λ in the sense of (9) is equivalent to coding the source P Z under the family of distortion measures {ρ θ } θ∈Λ . Thus, from Corollary 2 we obtain for the case where
with equality whenever F (·, {D(θ, R)} θ∈Λ ) is upper semicontinuous.
Consider now the case where there is uncertainty in the marginal on Z, namely, when |Λ Z | > 1.
and hence, by (11) , that for any
Note that (12) holds in complete generality, for general alphabets X , Y, Z. Furthermore, it is clear that the right side of (12) is even a lower bound on the distortion redundancy of any genie-aided scheme which knows the Z-marginal of the active source. The question arising at this point is whether the right side of (12) is tight or is there, in general, a price to be paid for lack of knowledge of the Zmarginal. This question, as well as the two posed at the beginning of this section, are given a precise answer, for the case where the alphabets of the noisy observations and the reconstruction are finite, in Theorem 3 that follows. To present the theorem, we define the notion of a variational ball as follows:
For a finite alphabet A the variational distance between two elements of M(A) (space of probability measures on A), P and P ′ , is defined by
where B v (P Z , δ) is the variational ball of radius δ around P Z .
We emphasize that Λ in Theorem 3 is an arbitrary subset of M(X × Z) (no structure, regularity, compactness etc. of Λ is assumed). Furthermore, there are no requirements on the alphabet X , so, for example, situations where the clean source letters are continuous-valued and the observations are finite-valued (e.g., the clean source is observed via a quantizer) are covered by Theorem 3. Note also that the right side of (12) is upper bounded by that of (13) as the inner supremum in the latter is over a (small) variational ball around P Z . Intuitively, the origin of this ball can be understood as follows: For any δ > 0 the active source can be determined to within a variational ball of radius δ with probability arbitrarily close to one for a sufficiently large block length. On the other hand, the encoder observing a finite sample will not be able to distinguish between two sources that are very close. A more detailed qualitative discussion of Theorem 3 will be given in Section 3, where the theorem is proven using the method of types for the direct part.
While the problems of universal lossy source coding (e.g. [29, 19, 30, 21, 16, 3, 28] ) and of noisy source coding (e.g. [2, 26, 25, 11, 18, 12] ) have been extensively studied, this work and, in particular, Theorem 3 is the first to address the combination of the two, namely, the problem of universal coding of noisy sources in the probabilistic setting 3 . The merit of Theorem 3, however, more than in its generalizing and merging the two problems, lies in its addressesing the approximation-estimation 3 The problem of finite-rate coding of noisy individual sequences was considered in [30, 23] .
tradeoff for the noisy source coding problem: Given a finite encoding rate for the noisy data, the statistical modeler will typically be faced with the problem of having to compromise between the tendency to take a rich family Λ of distributions in order to approximate the "truth" as closely as possible and the propensity to minimize the achievable distortion redundancy value. In other words, to construct a robust coding scheme the class of sources with respect to which universality is sought should be rich. On the other hand, unlike the noise-free case where there exist universal schemes with respect to, say, the whole simplex of memoryless sources, in the noisy setting if the class of sources taken is too rich such that the minimax distortion redundancy is too large, the resulting minimax optimal scheme may be trivial. Thus, the choice of a "good" family Λ should be guided by trading off its size or richness with its minimax distortion redundancy, as characterized by Theorem 3.
We remark that there is a fundamental difference between the question of universal noisy coding that we consider here and its noise-free origin. In the noise-free setting, the set of all possible (memoryless) distributions of the source, in the finite-alphabet case, is universally encodable (in the sense defined above) at any rate (cf., e.g., [19, Theorem 6.4 ] ) and research efforts are typically exerted in attempts to quantify optimal rates of convergence of second-order terms (e.g., [7, 19, 27, 1] ). This is, roughly speaking, due to the fact that in the noise-free case the statistics of the source can be acquired with arbitrary precision on sufficiently long sequences and the optimal schemes corresponding to "neighboring" sources are similar. This is in sharp contrast with the noisy setting:
In the noisy case, the encoder's "learning" ability of the source statistics is limited to the Z-marginal of the source. Hence, if there are two or more sources in the family sharing the same Z-marginal, each requiring a different scheme for optimal coding, there is no hope of being simultaneously optimal for all sources. Furthermore, even if the family Λ is such that θ Z completely determines θ, there may be θ, θ ′ ∈ Λ that are very far apart (and, hence, so areρ θ andρ θ ′ ) yet θ Z and θ ′ Z are very similar. Thus, if the observations of the source are insufficient to distinguish between θ Z and θ ′ Z , there is no hope of being optimal for both θ and θ
′ . An extreme example illustrating this point and clarifying the significance of the variational ball appearing in (13) is as follows: Let X = Z = Y = {0, 1} and ρ be the Hamming distortion measure. For r ∈ [0, 1] let θ (r) ∈ M(X × Z) stand for the probability measure under which Z is Bernoulli(r) and X = I r a.s., where I r is 1 for rational r and 0 otherwise.
Note that for this Λ, θ Z completely determines θ. However, since upon observation of the noisy source there is no way to determine whether the active source θ
corresponds to r rational or irrational (cf., e.g., [8] ), it is easy to see that D(Λ, R) = 1/2 for all R ≥ 0. Indeed, for this case, the right side of (13) equals 1/2, where that of (12) equals 0.
The problem of coding under several distortion measures has been previously addressed in the literature (e.g., [14, 22, 28, 15] ), the main difference from this work being in that in previous works the decoder (at least) is always informed of the distortion measure under which the reconstructed sequence will be judged, while, inherent to our problem, is the encoder's as well as the decoder's ignorance of the relevant distortion measure. For example, in [28] , it was shown that a lossy source code exists that is universal not only with respect to the source statistics but also with respect to the distortion measure. This universality, however, is only in the sense that the construction of the codebook can be done independently of the distortion measure: The encoding and decoding in Yang-Kieffer codes are strongly dependent on the specific distortion measure. As was mentioned above, the problem of simultaneously coding for several distortion measures, where encoder and decoder are not allowed to depend on the distortion measure, was only addressed in [6] .
The remainder of this work is organized as follows. Section 2 is dedicated to the proof of Theorem 1 and Corollary 2. In Section 3 we prove Theorem 3, resorting to the method of types for the direct part. In Section 4 we evaluate D(Λ, R) for the case where Λ is a set of distributions on the (channel)
input-output pair of a Bernoulli source corrupted by a binary symmetric channel (BSC). We shall also consider the case of a Gaussian source corrupted by additive Gaussian noise. Finally, in Section 5 we mention some future research directions.
Proof of Theorem 1 and its Corollary
Throughout this section Z and Y are arbitrary Polish spaces. For z n ∈ Z n and y n ∈ Y n we let
, where δ (z,y) denotes the probability measure on Z × Y degenerate at (z, y). For Q,Q ∈ M(Z × Y), the Kullback-Leibler divergence is defined by
exists and D(Q Q ) = ∞ otherwise.
A Proof of Direct Part of Theorem 1
Let Q be any Borel probability measure on Z × Y. According to [4 
equipped with the weak topology with good rate function J given by
In particular, for every δ > 0, and for Q ∞ Z almost every z, This implies, by the upper semicontinuity of F (·, {∆ ρ }), that for every δ > 0, and for Q ∞ Z almost every z,
Having established inequality (15) , the proof proceeds similarly as the proof of the direct part of the classical rate-distortion theorem. In particular, we have the following.
Lemma 4 For any Q ∈ M(Z × Y) and δ > 0 there exists a sequence of block codes {X n (·)}, wherê X n (·) is a block code of block-length n and rate ≤ I(Q) + δ, such that
For the sake of completeness, we now present the proof of Lemma 4, although, equipped with (15), it is very similar to that of Lemma 3.6.5 in [9] .
Proof of Lemma 4: For any z define the set
Let now C n be any subset of Y n of size k n = ⌊e n(I(Q)+δ) ⌋ and construct the block codeX n (·) by lettingX n (z n ) be any element of C n ∩ S n (z n ) whenever this set is not empty and lettingX n (z n ) be arbitrarily chosen from C n otherwise. For this block code,
and consequently, letting an over-line denote expectation w.r.t. a distribution P Cn governing the generation of C n (which is independent of the source sequence),
In particular, we choose P Cn to be the probability distribution corresponding to the generation of code words
Hence, for all n and z n ,
Now, by the construction of P Cn clearly
It thus follows from the definition of k n and (15) that for Q ∞ Z almost every z,
Combining this with inequality (19) and bounded convergence gives
Substituting in (18) and noting that
is upper bounded by the right side of (18) . 2
The proof of part (a) of Theorem 1 can now be concluded as follows. Given any δ > 0, by the definition of R({∆ ρ }) < ∞ we can find a Q ∈ M(Z × Y) such that Q Z = P Z , F (Q, {∆ ρ }) ≤ 0, and
Applying Lemma 4 with this choice of Q (and δ/2 instead of δ) establishes the existence of an n and a block code of block-length n and rate R < R({∆ ρ }) + δ satisfying
B Proof of Converse Part of Theorem 1
Fix any block codeX n (·) of block-length n and rate R that also satisfies (6) . Since when the range ofX n (·) is infinite there is nothing to prove, assume that it is finite. Let P Zi,Xi ∈ M(Z × Y)
denote the joint distribution of (Z i ,X i ) when Z 1 , . . . , Z n are i.i.d. P Z andX i naturally denotes the ith component ofX
, so that the fact thatX n (·) satisfies (6) implies that
Hence,
The first inequality holds since the cardinality of the range ofX n (·) is upper bounded by e nR .
Inequality (23) is a standard information theoretic fact which states that if the random variables Z 1 , . . . , Z n are i.i.d. then for any sequence of random variablesX 1 , . . . ,X n jointly distributed with
A proof of this fact can be found, e.g., in equations (13.60)-(13.65) of [5] 4 . To see why inequality (24) holds note that P Zi,Xi , 1 ≤ i ≤ n, andQ all share the same marginal on Z (namely, P Z ). Hence, the inequality follows by the definition ofQ and the convexity property of the mutual information as a functional of the channel from Z into Y, cf., e.g.,
C Proof of Corollary 2
By item (a) of Theorem 1 and Definition 1, when F (·, {D(P Z , ρ, R)}) is upper semicontinuous, V is achievable at rate R if
or, in other words, if
Writing out (27) even more explicitly gives
Denote now the right side of (8) by V 0 and fix an arbitrary δ > 0. By the definition of V 0 , for all ε > 0,
That is, for all ε > 0 there exists Q such that 
Proof of Theorem A Notation Convention
For finite sets A and B, recall that M(A) denotes the set of all probability measures on A and let C(A → B) denote the set of all stochastic matrices (or "channels" or "conditional distributions") from A to B. For P ∈ M(A) we will let P n denote the product measure on A n with a marginal P . Similarly, for W ∈ C(A → B) and a n ∈ A n , we will let W n (·|a n ) denote the output distribution of the DMC W whose input is a n . For any P ∈ M(A) and W ∈ C(A → B) we will write P × W for the measure governing the pair (A, B) ∈ A × B when A is generated according to P (·) and then B is taken as the output of the channel W whose input is A. In this case, we shall write H(W |P )
to denote the entropy of B given A. Similarly, we will let I(P ; W ) denote the mutual information between A and B. For P ∈ M(X × Z) and V ∈ C(Z →
is Z (note that in this case, X → Z → Y form a Markov chain). The minimum (infimum) and the maximum (supremum) over the empty set are defined by ∞ and −∞, respectively.
For any a n ∈ A n we let P a n ∈ M(A) denote the associated empirical measure. For P ∈ M(A)
we let T n P = {a n ∈ A n : P a n = P } denote the type class of P . For n ∈ N we let M n (A), or simply M n when the alphabet is clear from the context, denote the set of all P ∈ M(A) for which T n P = ∅. Following [6] , for any P ∈ M(A) we let T n [P ] δ denote the set of all sequences a n ∈ A n that are P -typical with constant δ (cf. [6, Definition 2.8]). We further let, for any stochastic matrix W ∈ C(A → B) and a n ∈ A n , T
(a n ) denote the set of all b n ∈ B n that are W -typical under the condition a n ∈ A n with constant δ (cf. If a n ∈ T
Throughout this section we shall adopt the "delta-convention" used in [6] . Namely, we assume a fixed sequence of positive reals {δ n } n≥1 satisfying
and, for any n, P ∈ M(A), W ∈ C(A → B) and a n ∈ A n , we write T
(a n ). It is a straightforward consequence of Chebyshev's inequality (cf. [6, Lemma 2.12]) that for any n, P ∈ M(A), W ∈ C(A → B) and a n ∈ A n we have
and
Corresponding to the "delta-convention", we recall further (cf. [6, Lemma 2.13]) that the sequence {η n } n≥1 , given by η n = −Cδ n log δ n (C being a constant dependent only on |A| and |B|), is such that for any n, P ∈ M(A) and W ∈ C(A → B)
B Proof of the Theorem
For the direct part we shall employ the following "type-covering" assertion.
Proposition 1 There exists a sequence of positive reals {ε n } n≥1 with ε n → 0 as n → ∞, depending only on |Z| and |Y|, such that for every distribution P Z ∈ M(Z) and stochastic matrix W ∈ C(Z → Y) there exists a mapping f
Remark: As will be seen in the proof of Proposition 1, the sequence {ε n } n≥1 can be taken to be ε n = 3η n , where {η n } n≥1 is the sequence satisfying equations (33) and (34). The proof of Proposition 1 is based on the following lemma, taken from [17] .
Lemma 5 Let H be a finite set and let
}| denote the number of subsets which contain h. Then, for 1 ≤ k ≤ m, H can be covered with k of these subsets if
Proof of Lemma 5: Let 1 ≤ i 1 , i 2 , . . . , i k ≤ m be k indices, independently drawn from a uniform distribution on {1, . . . , m}. Let further K be the collection of elements of H that are not in
We then have
Consequently, (37) implies that E|K| < 1 which, in turn, implies the existence of 1 ≤ i 1 , i 2 , . . . , i k ≤ m for which K is empty. 2 
Proof of Proposition 1:
We will be done upon showing that H can be covered with
. To this end, note that for all
where the inequality follows from (34). Recalling further (equation (33)
, and taking ε n = 3η n , we have
where the last inequality follows by the fact that (1 − 1/x) x ≤ 1/e for all x > 0. Noting that η n ≥ δ n and that √ nδ n → ∞, clearly implies that the right side of (44) converges to zero and, in particular, is strictly less than 1 for sufficiently large n (independent of P Z and W ). The proof is now completed by an appeal to Lemma 5. 2
Letting
it is clear that D (I) (Λ, R) is nothing but the right side of (13) . Thus, to prove Theorem 3, we must show that D(Λ, R) = D (I) (Λ, R). Let us describe the basic idea prior to commencing with the formal proof. For small α, δ and every P Z ∈ M(Z) let W * (P Z ) denote the achiever (suppose one exists) of the infimum in (45). For sufficiently large n, upon observation of the source sequence, one can determine the active source P Z up to a variational ball of radius δ with probability arbitrarily close to one. LettingP Z denote this estimation of the active source, we can construct a block codê X n : Z n → Y n of rate R + α by using the mapping from Proposition 1 that corresponds toP Z and W * (P Z ). The expected normalized distortion of this scheme will be essentially
for all the θ in Λ that one needs to worry about, namely those such that θ Z ∈ B v (P Z , δ) (as this ball will include the active source with high probability). Finally, there is a supremum over P Z ∈ M(Z)
to cover all possibilities for an active source.
For the converse part, letX n : Z n → Y n be any given scheme of rate ≤ R + α. LetW (P Z ) be the channel induced by this scheme, i.e.,W (P Z ) is such that P Z ×W (P Z ) is the distribution obtained by averaging over all the empirical measures induced by pairs (Z n , X n (Z n )), when Z n is emitted by the source P Z . The fact that the rate of the scheme is ≤ R + α can be shown to imply (similarly as in the proof of the converse part of Theorem 1) that I(P Z ;W (P Z )) ≤ R + α for all P Z .
Also, it is easy to show that the expected distortion of this scheme is precisely
for all the θ in Λ. Finally,W (·) can be shown to be a continuous functional and, hence, the expected distortion of this scheme when the active source isθ andθ Z is close to (in a small variational ball
is a lower bound on the worst-case excess distortion of this scheme, for every P Z . This is the rationale behind the formal proof, to which we now turn.
implies that for any α > 0, the expression on the right side of (45), modulo the outer limit, is upper bounded by D (I) (Λ, R). In particular, taking α = ε/2 gives
Evidently, we can find and fix a δ > 0 sufficiently small such that for all P Z ∈ M(Z) there exists
For a given n we now construct our block code as follows. For all P Z ∈ M n (Z) let f n PZ be a mapping satisfying the assertion of Proposition 1 for the stochastic matrix W * (P Z ). We construct our block code by lettingX
For the rate of the code we have
For the distortion, we have for all
where the inequality follows from (31), {δ n } is the sequence pertaining to the "delta-convention", and ρ max △ = max x∈X ,y∈Y ρ(x, y). Now, since for all
e.g., [9, Lemma 2.1.2]), there exists an n 0 (namely, one sufficiently large so that δ n ≤ δ for all n ≥ n 0 ) such that for any n ≥ n 0 and all θ ∈ Λ
Assume henceforth (up until the end of the proof of the direct part) that n ≥ n 0 . It then follows, by (47), the definition of W * (P Z ), and (54), that for all θ ∈ Λ and z n ∈ T
On the other hand, the fact that
so that
Now, by the construction of the code book
(recall (29) for the 2δ n in the right side) and therefore
Combined with (57), (59) implies that for all θ ∈ Λ and all z n ∈ T
and, consequently,
Combining this with (53) gives for all
The proof is concluded by choosing δ > 0 which, in addition to satisfying (47), also satisfies δ|Z||Y|ρ max ≤ ε/4. In this case, for n ≥ n 0 sufficiently large such that |Z| n log(n + 1) + ε n ≤ ε/2 and 2δ n |Z||Y|ρ max + ρ max · |Z| 4n(δn) 2 ≤ ε/4, the scheme X n (·), by (50) and (62), has rate that does not exceed R + ε and satisfies (9) with V = D (I) (Λ, R). The arbitrariness of ε > 0 implies that
is a strongly achievable distortion-redundancy value at rate R for the class Λ and, there- 
More explicitly, (63) implies that for all δ > 0 there exists P Z (δ) ∈ M(Z) such that for any
Fix now an arbitrary block length n and an arbitrary block codeX n (·) of rate that is no greater than R + α. We will clearly be done upon establishing the existence of θ ∈ Λ for which
(as this will imply that, say, D (I) (Λ, R) − 3η is not a strongly achievable distortion-redundancy value which, by the arbitrariness of η > 0, will imply D(Λ, R) ≥ D (I) (Λ, R)). To this end, we first introduce the following notation. For any P Z ∈ M(Z) and 1
stand for what was denoted in subsection 2.B by P Zi,Xi (w.r.t. the block codeX n (·) which we have fixed above), where here we make the dependence on the source distribution P Z explicit. Let further
stand for what was denoted in subsection 2.B byQ and letW (P Z ) ∈ C(Z → Y)
be the stochastic matrix induced by Q(P Z ) (i.e.,W (P Z ) is the conditional distribution of Y given Z when (Z, Y ) ∼ Q(P Z )). One can think ofW (P Z ) as the channel from Z into Y induced by the schemeX n (·) when the source Z n ∼ P n Z . Note that the marginal of Q(P Z ) on Z is P Z , hence, for all P Z ∈ M(Z), P Z ×W (P Z ) = Q(P Z ). Now, for the fixed block length n, Q(P Z ) is a uniformly continuous functional of P Z . To see this note that for each 1 ≤ i ≤ n, P Zi,Xi (P Z ) is a uniformly continuous functional of P Z since, for each z ∈ Z and y ∈ Y, P Zi,Xi (P Z )(z, y) is ultimately given by a finite summation of terms of the form P n Z (z n ). Consequently, for any β > 0 there exists aδ > 0 implies that we can find a δ > 0 such that
We henceforth fix a δ > 0 satisfying (66). Now, for any P Z ∈ M(Z), the fact that the rate of the scheme defining Q(P Z ) is ≤ R + α can be shown to imply that I(P Z ;W (P Z )) = I(Q(P Z )) ≤ R + α, similarly as in the chain of inequalities (22)- (24) . In particular, for P Z (δ) (recall (64) for the definition of P Z (δ)), we have I(P Z (δ);W (P Z (δ))) ≤ R + α and therefore, by (64), there exists a θ ∈ Λ with
From (66), on the other hand, it follows that
Consequently
Inequality (65) is established by noting that, by the definition of Q(·) and ofW (·), we have
Note that in the proof of the direct part we explicitly obtain a block length n(ε) for which there exists a coding scheme attaining D(Λ, R) to within ε. Specifically, we have seen that it is sufficient to take n large enough so that max 2 |Z| n log(n + 1) + ε n , 4 2δ n |Z||Y|ρ max + ρ max · |Z| 4n(δn) 2 ≤ ε and δ n ≤ δ (where δ = δ(ε) was chosen to satisfy (47)). As a concrete example, if we take δ n = n −1/3 (note that this satisfies (30) ) and, accordingly, η n = −3Cδ n log δ n = C(log n)/n 1/3 , we get, for any β > 0, that it is enough to take n = max{K(|Z|, |Y|, ρ max , β)(1/ε) 3+β , (1/δ(ε)) 3 }. From this one can also get an upper bound on the second-order term associated with the minimax distortion redundancy.
Examples
A The Binary Source Corrupted by a BSC under Hamming Loss
Suppose that there are only two possibilities: Either the (uncorrupted) source emits only zeros with probability 1, which are corrupted by a BSC with crossover probability r, or the source emits an i.i.d. Bernoulli(r) sequence which reaches the encoder through a noise-free channel. Let θ source,
= min
where it is clear from (74)-(76) that the unique minimizer in (74), which we denote by W R , is given by W R (1|0) = 0 and W R (1|1) = (r − D r (R))/(2r). Evidently, a necessary and sufficient condition for the inequality in (74) to hold with equality is to have
where the left side in (77) is I(P r ; W R ) written out explicitly. Since D r (·) is the inverse function of
. Differentiating, we obtain,
Since 0 ≤ D ≤ r ≤ 1/2 it is clear that G 
where d r is the unique root of the equation G r (D) = 0 in (0, r).
It is interesting to note that there is a whole range of rates in which the minimax-optimal scheme does not utilize the total rate available to it. Specifically, the above analysis implies that for r ≤ (3 − √ 5)/2, I(P r ; W R ) < R for all R > 0, while for r > (3 − √ 5)/2, I(P r ; W R ) < R at least for all R > R r (d r ). I.e., for values of R in these respective ranges, the rate of the minimax-optimal scheme is strictly less than R. sequence A 1 , . . . , A n , and lets the code-word,X n , associated with the noisy source vector Z n , be given byX
It is easily verified that for such a scheme we have E θ ρ(X n ,X i ) = (r − D r (R))/2 for both θ = θ (c) and θ = θ (u) . Furthermore, {X i } is clearly an i.i.d. Bernoulli((r − D r (R))/2) process, which can now be losslessly encoded using h 2 ((r − D r (R))/2) bits per symbol for R > h 2 ((r − D r (R))/2). We note that even this simplistic, two-part, coding scheme does not utilize all the available rate when
We now show that for Λ = ∪ 0≤r ′ ≤r {θ
r ′ }, equations (81) and (82) remain valid. By continuity arguments, it is easy to see that the variational ball here is inconsequential, and with R r (d r ) increasing in r ≤ 1/2, it suffices to show that for all R the function r → (r − D r (R))/2 is monotonically increasing on [0, 1/2]. That is, fixing 0 ≤ r 0 < r 1 ≤ 1/2 we show that for all R ≥ 0
It suffices to establish (84) for R small enough such that (r 1 − D r1 (R))/2 < r 0 /2. As R r1 (·) and R r0 (·) are the respective inverse functions of D r1 (·) and D r0 (·), this is equivalent to
Substituting R r (D) = h 2 (r) − h 2 (D), the inequality (85) becomes
Let f (·) = h 2 (· + (r 1 − r 0 )) − h 2 (·). Since
for all 0 ≤ x ≤ r 0 , it follows that f (2D) ≥ f (r 0 ) for all D ≤ r 0 /2, which is exactly (85).
To conclude this subsection, we point out a source class which is trivially universally encodable.
Let θ π,δ denote the distribution of (X, Z) when X ∼ Bernoulli(π) and Z is the output of a BSC(δ) whose input is X. Note that for π ≤ δ ≤ 1/2, the optimal (distribution-dependent) scheme gives the all-zeros word as its reconstruction. Therefore, the class Λ = π≤δ≤1/2 θ π,δ is universally encodable at all rates. On the other hand, for δ ≤ π ≤ 1/2, the optimal (distribution-dependent) scheme for any rate ≥ h(δ * π) (δ * π denoting the Bernoulli parameter of the convolution between Bernoulli(δ) and Bernoulli(π)), is that which gives the observed noisy output as its reconstruction. Thus it is clear that, for example, for any 0 ≤ c ≤ 1/2, the class Λ = δ≤π≤c θ π,δ is universally encodable at all rates R ≥ h(c * c).
B The Gaussian Source Corrupted by additive Gaussian Noise under Squared Error Loss
We consider here the case where X 1 ∼ N (0, σ (11)), we believe that equality in (90) holds nonetheless.
Future Directions
The salient problem left open in the context of this work is that of extending Theorem 3 beyond the case where Z and Y are finite. Recall that the lower bound (12) holds in complete generality for general alphabets. As was shown in this work, however, this lower bound is, in general, not tight for the finite-alphabet case (recall example from end of Section 1) and hence, a fortiori for the case of general alphabets. Thus, one would like to "lift" this bound analogously as was done in Theorem 3, perhaps by finding the appropriate extension of the variational ball of the inner supremum in Theorem 3. For extending the converse part, for example, even if one replaces the variational ball from the finite-alphabet case to τ -topology neighborhoods, our proof does not carry over. Indeed, one can still get an analogue of (66), but the problem is that it will not imply an analogue of (68) uniformly for all the relevant sources, as was the case in the converse part of Theorem 3. For extending the direct part, even using weak-topology balls, it is not clear if and how it can be proven.
Paraphrasing our proof of the direct part, one would like an analogue of the upper bound (53) for the probability that the empirical measure will fall outside a small ball around the generating source. While for the finite-alphabet case we obtained such an upper bound which was uniform w.r.t. all possible sources, for the case of a general alphabet and a general family of sources there is no hope for such uniformity (although there is an exponentially vanishing upper bound for each source separately). Hence, for the minimaxity criterion we consider here, where one requires one block code which will do good uniformly for all sources, there is a real gap.
Finally, it may be useful to come up with an easily verifiable criterion on a family of of noisy sources that will distinguish between "good model classes" for which universal filtering is close to the non-universal case (i.e., low minimax distortion redundancy) and "bad classes" for which there is no hope for that. 
