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A REMARK ON THE BOUNDEDNESS AND CONVERGENCE
PROPERTIES OF SMOOTH SLIDING MODE CONTROLLERS
WALLACE M. BESSA
Abstrat. Conventional sliding mode ontrollers are based on the assump-
tion of swithing ontrol but a well-known drawbak of this approah is the
hattering phenomenon. To overome the undesirable hattering eets, the
disontinuity in the ontrol law an be smoothed out in a thin boundary layer
neighboring the swithing surfae. In this work, rigorous proofs of the bound-
edeness and onvergene properties of smooth sliding mode ontrollers are
presented. This result orrets awed onlusions previously reahed in the
literature.
1. Introdution
Sliding mode ontrol theory was oneived and developed in the former Soviet
Union by Emelyanov [1℄, Filippov [2℄, Itkis [3℄, Utkin [5℄ and others. But a known
drawbak of onventional sliding mode ontrollers is the hattering phenomenon due
to the disontinuous term in the ontrol law. In order to avoid the undesired eets
of the ontrol hattering, Slotine [4℄ proposed the adoption of a thin boundary layer
neighboring the swithing surfae, by replaing the sign funtion by a saturation
funtion. This substitution an minimize or, when desired, even ompletely elimi-
nate hattering, but turns perfet traking into a traking with guaranteed preision
problem, whih atually means that a steady-state error will always remain.
This paper presents a onvergene analysis of smooth sliding mode ontrollers.
The nite-time onvergene of the traking error vetor to the boundary layer is
handled using Lyapunov's diret method. It is also analytially proven that, one
in boundary layer, the error vetor exponentially onverges to a bounded region.
This result orrets a minor aw in Slotine's work, by showing that the traking
error bounds are dierent from the bounds provided in [4℄.
2. Problem statement and ontroller design
Consider a lass of nth-order nonlinear system:
(1) x(n) = f(x) + b(x)u
where u is the ontrol input, the salar variable x is the output of interest, x(n) is
the nth derivative of x with respet to time t ∈ [0,∞), x = [x, x˙, . . . , x(n−1)] is the
system state vetor, and f, b : Rn → R are both nonlinear funtions.
In respet of the dynami system presented in Eq. (1), the following assumptions
will be made:
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Assumption 1. The funtion f is unknown but bounded by a known funtion of
x, i.e., |fˆ(x) − f(x)| ≤ F (x) where fˆ is an estimate of f .
Assumption 2. The input gain b(x) is unknown but positive and bounded, i.e.,
0 < bmin ≤ b(x) ≤ bmax.
The proposed ontrol problem is to ensure that, even in the presene of paramet-
ri unertainties and unmodeled dynamis, the state vetor x will follow a desired
trajetory xd = [xd, x˙d, . . . , x
(n−1)
d ] in the state spae.
Regarding the development of the ontrol law the following assumptions should
also be made:
Assumption 3. The state vetor x is available.
Assumption 4. The desired trajetory xd is one dierentiable in time. Further-
more, every element of vetor xd, as well as x
(n)
d , is available and with known
bounds.
Now, let x˜ = x− xd be dened as the traking error in the variable x, and
x˜ = x− xd = [x˜, ˙˜x, . . . , x˜(n−1)]
as the traking error vetor.
Consider a sliding surfae S dened in the state spae by the equation s(x˜) = 0,
with the funtion s : Rn → R satisfying
s(x˜) =
(
d
dt
+ λ
)n−1
x˜
or onveniently rewritten as
(2) s(x˜) = cTx˜
where c = [cn−1λ
n−1, . . . , c1λ, c0] and ci states for binomial oeients, i.e.,
(3) ci =
(
n− 1
i
)
=
(n− 1)!
(n− i− 1)! i! , i = 0, 1, . . . , n− 1
whih makes cn−1λ
n−1 + · · ·+ c1λ+ c0 a Hurwitz polynomial.
From Eq. (3), it an be easily veried that c0 = 1, for ∀n ≥ 1. Thus, for
notational onveniene, the time derivative of s will be written in the following
form:
(4) s˙ = cT ˙˜x = x˜(n) + c¯Tx˜
where c¯ = [0, cn−1λ
n−1, . . . , c1λ].
Now, let the problem of ontrolling the unertain nonlinear system (1) be treated
via the lassial sliding mode approah, dening a ontrol law omposed by an
equivalent ontrol uˆ = bˆ−1(−fˆ + x(n)d − c¯Tx˜) and a disontinuous term −Ksgn(s):
(5) u = bˆ−1
(
−fˆ + x(n)d − c¯Tx˜
)
−Ksgn(s)
where bˆ =
√
bmaxbmin is an estimate of b, K is a positive gain and sgn(·) is dened
as
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sgn(s) =


−1 if s < 0
0 if s = 0
1 if s > 0
Based on Assumptions 1 and 2 and onsidering that β−1 ≤ bˆ/b ≤ β, where
β =
√
bmax/bmin, the gain K should be hosen aording to
(6) K ≥ βbˆ−1(η + F ) + (β − 1)
∣∣bˆ−1(−fˆ + x(n)d − c¯Tx˜)∣∣
where η is a stritly positive onstant related to the reahing time.
Therefore, it an be easily veried that (5) is suient to impose the sliding
ondition
1
2
d
dt
s2 ≤ −η|s|
whih, in fat, ensures the nite-time onvergene of the traking error vetor to
the sliding surfae S and, onsequently, its exponential stability.
However, the presene of a disontinuous term in the ontrol law leads to the
well known hattering eet. To avoid these undesirable high-frequeny osillations
of the ontrolled variable, Slotine [4℄ proposed the adoption of a a thin boundary
layer, Sφ, in the neighborhood of the swithing surfae:
(7) Sφ =
{
x ∈ Rn
∣∣ |s(x˜)| ≤ φ}
where φ is a stritly positive onstant that represents the boundary layer thikness.
The boundary layer is ahieved by replaing the sign funtion by a ontinuous
interpolation inside Sφ. It should be emphasized that this smooth approximation,
whih will be alled here ϕ(s, φ), must behave exatly like the sign funtion outside
the boundary layer. There are several options to smooth out the ideal relay but
the most ommon hoies are the saturation funtion:
(8) sat(s/φ) =
{
sgn(s) if |s/φ| ≥ 1
s/φ if |s/φ| < 1
and the hyperboli tangent funtion tanh(s/φ).
In this way, the smooth sliding mode ontrol law an be stated as follows
(9) u = bˆ−1
(
−fˆ + x(n)d − c¯Tx˜
)
−Kϕ(s, φ)
3. Convergene analysis
The attrativeness and invariant properties of the boundary layer are established
in the following theorem.
Theorem 1. Consider the unertain nonlinear system (1) and Assumptions 14.
Then, the smooth sliding mode ontroller dened by (9) and (6) ensures the nite-
time onvergene of the traking error vetor to the boundary layer Sφ, dened
aording to (7).
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Proof: Let a positive-denite Lyapunov funtion andidate V be dened as
V (t) =
1
2
s2φ
where sφ is a measure of the distane of the urrent error to the boundary layer,
and an be omputed as follows
(10) sφ = s− φ sat(s/φ)
Noting that sφ = 0 in the boundary layer, one has V˙ (t) = 0 inside Sφ. From
Eqs. (8) and (10), it an be easily veried that s˙φ = s˙ outside the boundary layer
and, in this ase, V˙ beomes
V˙ (t) = sφs˙φ = sφs˙ = (x
(n) − x(n)d + c¯Tx˜)sφ
=
(
f + bu− x(n)d + c¯Tx˜
)
sφ
Considering that outside the boundary layer the ontrol law (9) takes the fol-
lowing form:
u = bˆ−1
(
−fˆ + x(n)d − c¯Tx˜
)
−Ksgn(sφ)
and noting that f = fˆ − (fˆ − f), one has
V˙ (t) =
[
f + bbˆ−1(−fˆ + x(n)d − c¯Tx˜)− bKsgn(sφ)− x(n)d + c¯Tx˜
]
sφ
=− [(fˆ − f)− bbˆ−1(−fˆ + x(n)d − c¯Tx˜) + (−fˆ + x(n)d − c¯Tx˜) + bKsgn(sφ)]sφ
So, onsidering Assumptions 1 and 2 and deningK aording to (6), V˙ beomes:
V˙ (t) ≤ −η|sφ|
whih implies V (t) ≤ V (0) and that sφ is bounded. From the denition of sφ, it
an be easily veried that s is bounded. Considering Assumption 4 and Eq. (4), it
an be onluded that s˙ is also bounded.
The nite-time onvergene of the traking error vetor to the boundary layer
an be shown by realling that
V˙ (t) =
1
2
d
dt
s2φ = sφs˙φ ≤ −η|sφ|
Then, dividing by |sφ| and integrating both sides between 0 and t gives∫ t
0
sφ
|sφ| s˙φ dτ ≤ −
∫ t
0
η dτ
|sφ(t)| − |sφ(0)| ≤ −η t
In this way, onsidering treach as the time required to hit Sφ and noting that
|sφ(treach)| = 0, one has
treach ≤ |sφ(0)|
η
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whih guarantees the onvergene of the traking error vetor to the boundary layer
in a time interval smaller than |sφ(0)|/η and ompletes the proof. 
Therefore, the value of the positive onstant η an be properly hosen in order
to keep the reahing time, treach, as short as possible. Figure 1 shows that the time
evolution of |sφ| is bounded by the straight line |sφ(t)| = |sφ(0)| − η t.
sφ ( )0 ||
η tsφ ( )0 ||t( )sφ| | −=
t reach sφ ( )0 ||t = η
sφ| |
t
Figure 1. Time evolution of |sφ|.
Finally, the proof of the boundedness of the traking error vetor relies on The-
orem 2.
Theorem 2. Let the boundary layer Sφ be dened aording to (7). Then, one
inside Sφ, the traking error vetor will exponentially onverge to a losed region
Φ = {x ∈ Rn | |s(x˜)| ≤ φ and |x˜(i)| ≤ ζiλi−n+1φ, i = 0, 1, . . . , n− 1}, with ζi dened
as
(11) ζi =
{
1 for i = 0
1 +
∑i−1
j=0
(
i
j
)
ζj for i = 1, 2, . . . , n− 1.
Proof: From the denition of s, Eq. (2), and onsidering that |s(x)| ≤ φ may
be rewritten as −φ ≤ s(x) ≤ φ, one has
(12) − φ ≤ c0x˜(n−1) + c1λx˜(n−2) + · · ·+ cn−1λn−1x˜ ≤ φ
Multiplying (12) by eλt yields
(13) − φeλt ≤ d
n−1
dtn−1
(x˜eλt) ≤ φeλt
Integrating (13) between 0 and t gives
(14) − φ
λ
eλt +
φ
λ
≤ d
n−2
dtn−2
(x˜eλt)− d
n−2
dtn−2
(x˜eλt)
∣∣∣∣
t=0
≤ φ
λ
eλt − φ
λ
or onveniently rewritten as
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(15) − φ
λ
eλt −
(∣∣∣∣ dn−2dtn−2 (x˜eλt)
∣∣∣∣
t=0
+
φ
λ
)
≤ d
n−2
dtn−2
(x˜eλt) ≤
φ
λ
eλt +
(∣∣∣∣ dn−2dtn−2 (x˜eλt)
∣∣∣∣
t=0
+
φ
λ
)
The same reasoning an be repeatedly applied until the (n−1)th integral of (13)
is reahed:
(16) − φ
λn−1
eλt −
(∣∣∣∣ dn−2dtn−2 (x˜eλt)
∣∣∣∣
t=0
+
φ
λ
)
tn−2
(n− 2)! − · · ·
−
(
|x˜(0)|+ φ
λn−1
)
≤ x˜eλt ≤ φ
λn−1
eλt+(∣∣∣∣ dn−2dtn−2 (x˜eλt)
∣∣∣∣
t=0
+
φ
λ
)
tn−2
(n− 2)! + · · ·+
(
|x˜(0)|+ φ
λn−1
)
Furthermore, dividing (16) by eλt, it an be easily veried that, for t→∞,
(17) − φ
λn−1
≤ x˜(t) ≤ φ
λn−1
Considering the (n− 2)th integral of (13)
(18) − φ
λn−2
eλt −
(∣∣∣∣ dn−2dtn−2 (x˜eλt)
∣∣∣∣
t=0
+
φ
λ
)
tn−3
(n− 3)! − · · ·
−
(∣∣ ˙˜x(0)∣∣+ φ
λn−2
)
≤ d
dt
(x˜eλt) ≤ φ
λn−2
eλt+(∣∣∣∣ dn−2dtn−2 (x˜eλt)
∣∣∣∣
t=0
+
φ
λ
)
tn−3
(n− 3)! + · · ·+
(∣∣ ˙˜x(0)∣∣ + φ
λn−2
)
and noting that d(x˜eλt)/dt = ˙˜xeλt + x˜λeλt, by imposing the bounds (17) to (18)
and dividing again by eλt, it follows that, for t→∞,
(19) − 2 φ
λn−2
≤ ˙˜x(t) ≤ 2 φ
λn−2
Now, applying the bounds (17) and (19) to the (n − 3)th integral of (13) and
dividing one again by eλt, it follows that, for t→∞,
(20) − 6 φ
λn−3
≤ ¨˜x(t) ≤ 6 φ
λn−3
The same proedure an be suessively repeated until the bounds for x˜(n−1) are
ahieved:
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(21) −
(
1 +
n−2∑
i=0
(
n− 1
i
)
ζi
)
φ ≤ x˜(n−1) ≤
(
1 +
n−2∑
i=0
(
n− 1
i
)
ζi
)
φ
where the oeients ζi (i = 0, 1, . . . , n− 2) are related to the previously obtained
bounds of eah x˜(i) and an be summarized as in (11).
In this way, by inspetion of the integrals of (13), as well as (17), (19), (20), (21)
and the other omitted bounds, it follows that the traking error will be onned
within the limits |x˜(i)| ≤ ζiλi−n+1φ, i = 0, 1, . . . , n− 1, where ζi is dened by (11).
However, the aforementioned bounds dene an n-dimensional box that is not
ompletely inside the boundary layer. Figure. 2 illustrates for a 2nd-order system
(n = 2).
x~
.
x~
Sφ
φ/λ
−φ/λ
−2φ
2φ
Φ
Figure 2. Bounds of x(i) for a 2nd-order system.
Considering the attrativeness and invariant properties of Sφ demonstrated in
Theorem 1, the region of onvergene an be stated as the intersetion of the bound-
ary layer and the n-dimensional box dened by the preeding bounds. Therefore, it
follows that the traking error vetor will exponentially onverge to a losed region
Φ = {x ∈ Rn | |s(x˜)| ≤ φ and |x˜(i)| ≤ ζiλi−n+1φ, i = 0, 1, . . . , n−1}, with ζi dened
by (11). 
Remark 1. Theorem 2 orrets a minor error in [4℄. Slotine proposed that the
bounds for x˜(i) ould be summarized as |x˜(i)| ≤ 2iλi−n+1φ, i = 0, 1, . . . , n − 1.
Although both results lead to same bounds for x˜ and ˙˜x, they start to dier from
eah other when the order of the derivative is higher than one, i > 1. For example,
aording to Slotine the bounds for the seond derivative would be |¨˜x| ≤ 4φλ3−n and
not |¨˜x| ≤ 6φλ3−n, as demonstrated in Theorem 2.
4. Conluding remarks
In this work, a onvergene analysis of smooth sliding mode ontrollers was
presented. The attrativeness and invariant properties of the boundary layer as
well as the exponential onvergene of the traking error vetor to a bounded region
were analytially proven. This last result orreted awed onlusions previously
reahed in the literature.
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