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1. INTRODUCTION 
Let A and B be n-square matrices with real or complex entries. The 
real singular values of A are defined to be the eigenvalues of the Hermitian 
matrix $(A + A*), and the absolute singular values of A are defined to 
be the eigenvalues of the positive semidefinite Hermitian matrix (AA*)lj2. 
Among the earliest investigations of these quantities are those of Ky Fan 
[3, 41. In a recent paper [l] (and also in [Z, pp. 73%75]), .4. R. Amir-MoCz 
has presented a number of inequalities linking the real singular values of 
AB to the absolute singular values of A and of B. Studying both this 
problem of Amir-MoCz and a related problem, in this paper we shall 
investigate : 
(1) inequalities linking the real singular values of AB to the absolute 
singular values of A and of B ; and 
(2) inequalities linking the absolute singular values of AB to the real 
singular values of A and of B. 
With respect to (1) we shall obtain inequalities with a simpler appear- 
ance and a wider range of validity than those of Amir-Moitz. With respect 
to both (1) and (2) we shall also show that other inequalities exist that 
are valid only when n is odd, and we shall prove completeness theorems 
to the effect that these other inequalities are the only ones having a 
certain structure. It is mildly surprising, not only that inequalities valid 
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only for odd n exist, but also that it matters whether the matrix entries 
are real or nonreal. 
2. NOTATION 
The following notation will remain in force throughout the paper. 
We let A and B be n-square matrices. The n-square identity matrix 
is I,. We let ‘- denote transpose, * denote complex conjugate transpose, 
and 4 denote direct sum. The absolute singular values of A are denoted 
by PI(A) 3.. . 3 p,(A), and the real singular values of A are denoted 
by r,(A),. ., r,(A) with the ordering such that 
Of course, lr,(A)l = p,(&(A + A*)), for i = 1,. . ., 9%. We shall let 
R(%, . . , x,) denote a symmetric convex real-valued function of non- 
negative variables, nondecreasing in each variable, and we let /(x1,. , xm), 
F( x1,. . . > xu) denote real-valued functions of nonnegative variables. 
Let 6,(y) be a step function such that 6,(y) = 0 for y < x and 6,(y) = 1 
for y > x. Given a sequence zr ,(. . . < z 11-m of integers (with 1 < 
nz < n), define the step function d,(s) for s = 1,. ., M by 
I, ~ 111 
A,(s) = s + 2 q4. 
p =- 1 
The symbol A,,,,,(H) will denote the largest eigenvalue of a Hermitian 
matrix H. 
3. LINKS BETWEEN THE REAL SINGULAR VALUES OF z4B AND THE ABSOLUTE 
SINGULAR VALUES OF A AiXD OF ,Y 
We first establish two classes of inequalities. 
THEOREM 3.1. Let 1 < m < n and let integers i,, . , i,, jl,. , jn 
satisfy 
1 < i, <. . . < i, < n, 
i, + j, - m < n. 
(3.1) 
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8( . . .> J~is+j#~)(>~~ ‘1 < id. “>pip)&%. . ‘) 
+ !ig(. . .> PsPGiSw~ . .). (3.2) 
(For notational simplicity, in (3.2) we display only the sth argument; 
s = 1,. . ., m.) 
Proof. The proof is an easy combination of inequalities given in 
[B, 71. By [6, Theorem 2], we have 
g(. . ., I~is++sW) II .) = R(. . . > pis+,s-,(H~~ + B”A”))>. . ‘) 
< $g(. .,p&4B),. . .) + $g(. . .,pj,(B*A*),. . .). .’ 
(3.3) 
By 17, Theorem 51, we have 
g(. . f> pipq>. .I <g(. . &p)P.5(~)Y~ .I> 
g(. ., p,pq,. . .) < g(. . . I p.&4)/Jjs(B)P. .I. 
Inserting (3.4) into (3.3) yields the result. 
THEOREM 3.2. Let 1 ,< m < n and let integers zl,. . . , z,_,, zq, 
satisfy 
ZIG . . ’ < z,-, < m, 
wi < * * *< rk9n-m < m, 
z,-, + w,-, 3 m. 
. . . 
(3.4) 
> we,,, 
(3.5) 
Let z, 20, z + w - m, reseectively, denote the integer sequences z1 < ’ . . < 
z,_,, W, <. a. < w,_,, z1 + ~i - m < * * * < z,_, + ww,_,, - m. Then 
g(. . .> I~d,+w_,(.&4”)l’. .I < k(‘. ‘I P.r,&Mf%’ . .I 
+ :g(. . > P,(~P~~~,,(B)~. . I. (3.6) 
(In (6) we display only the sth argument in function g; s = 1,. . , nz.) 
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Prooj. By a slightly modified form of [ 6, Theorem 2(11)] (see also 
[5]), we have 
?Y( l . . .a PA, tr~,_m(.q(d AB + PA”)),. .) < $g(. . .,p&4B),. .) 
t Bs( . ) f.,J.s)(~“A *)P. ). 
(3.7) 
Now, using (3.4) with i, = d,(s) and js = OJs), we obtain (3.6) from (3.7). 
&murk. A special case of (3.2) is 
sg IYi,Y+i,-s(AB)/ < 4 s% (P$(A)PM) + P,(A)/@)) (3.3) 
when the conditions (3.1) are satisfied. One might conjecture the following 
inequality, sharper than (3.8) : 
(3.9) 
Inequality (3.9) is not valid. For a counterexample take m = 1, n = 2, 
ii = 2, jr = 1, 
We next establish an inequality that will turn out to be the only one 
of its kind. 
THECIREJI 3.3. If A and B have real entries, and if n is odd, then 
l4Wj 2 pn(Ah(W. (3.10) 
Proof. It is well known that real orthogonal matrices U, V exist such 
that 
UAV = diag(pi(A), . ., p,(A)). 
Since 
(UAV)(V’BU7-) + (?‘TBUT)‘(UAV)T = U(AB + B’AT)U’, 
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we may, without altering any of the ri(AB), pi(A), pi(B), assume that 
A = diag(pi(d),. ., p,(A)). Since n is odd, there is a real eigenvalue 
p of B with associated real column unit eigenvector v = (vi,. . , 8,) ‘-. 
Then Bv = bv, vTBT = bvT. First suppose p 3 0. Then 
lr,(A B) 1 3 A,,,,(+&4 B + B’A -’ )) > v’(+(A B + B’-A’))v 
= Pv7~(HA + A ))v = p 5 pJA)z$ > &?,(A). 
l-1 
If B is singular, then p,(B) = 0 and hence fi > p,(B). If B is nonsingular, 
the Weyl inequalities [8] linking eigenvalues and singular values imply 
that fi >, p,(B). Thus always p >, p,(B), and therefore 
Thus (3.10) is established when /3 3 0. If fi < 0, apply the part of the 
result just established to A, - R, A(- B) + (- B)TA T. This completes 
the proof. 
Our next result aims to show that, apart from trivial consequences 
of (3.10), there is no class of valid inequalities properly containing (3.10) 
(mild restrictions being imposed on the form of these inequalities). These 
mild restrictions are formulated in such a manner that elementary sym- 
metric functions of singular values are covered. 
THEOREM 3.4. Let I,, J,?, K, be integers with 1 < I, < . . . < I, < n, 
1 < J1 < * * - < Jo < n, 1 < K, < . . . < K, < n. Let cc + P >O, 
m 3 0. Let f and F be real-valued functions of m and u + p nonnegatizle 
variables, respectively. Suppose F(x,, . . . , x,+~) + + 00 whenever xi,. . , 
?c,+~ are all nonzero and xl2 + . ’ . + x&,~ + + 00. Then : 
(i) There is no inequality of the form 
f((r,jAB)l,. .p lk~JAB)ll 3Fhl(A),. ~~P&%P~,(BL.~ v/q,(B)) 
that is valid for all n-square com$ex matrices A, B. 
(ii) Let n be even. There is no inequality of the form (3.11) tlaat is 
valid for all real n-square matrices A, B. 
(3.11) 
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(iii) Let n be odd, and let f(xl,. . . , x,) be nondecreasing in each variable. 
Then the inequalities of the fom (3.11) which aye valid fo7 all real n-square 
matrices A, B are exactly those that are consequences of (3.10). 
Proof. (i) Let w = (1 + i)2-li2, and set A = B = twl,, where 
t 3 0. Then pi(A) =. . . = p,(A) = pl(B) = *. . = p,(B) = t, and 
r,(AB) = . . . = r,(AB) = 0. Letting t + 00 contradicts (3.11). 
(ii) Let n be even and let 
(3.12) 
be n-square. Take A = tl,, B = tS,, where t 3 0. Then again pi(A) = 
. . . = p,(A) = pl(B) = .a. = p,(B) = t, and r,(AB) = *a* = r,(AB) = 
0. Let t + ~0. 
(iii) Let n be odd. Let A = tI, and B = s.S,_~ 4 (s), where s > 0, 
t 3 0. Then pl(A) = * *. = p,(A) = t, pi(B) = . . . = p,(B) = s, r,(AB) = 
ts, r,(AB) = . . . = r,(AB) = 0. If m = 0 or m > 0 and K, > 1, we 
would have 
f(OJ. . .) 0) 3 qt,. . .) t, s,. . . ) s), 
and this gives a contradiction as t + 00, s + 00. Hence m > 0 and 
K, = 1, and thus for all nonnegative s, t we have 
f (ts, 0, . . . , 0) > qt, . . . ) s, . . .). (3.13) 
Now let 
A = tI,_, + (l), B = s.S,_~ i_ (l), where t, s > 1. 
Then pi(A) = . . . = p,_l(A) = t, p,(A) = 1, pi(B) = . . . = pn-~(B) = s, 
p,(B) = 1, r,(AB) = 1, r,(AB) = ... = r,(AB) = 0. If any of the 
integers Ii,. . ., I,, J1,. ., Jo is different from n, we get 
/(l,O )..., O)>,F( . ..) t ,...) s )... ), 
where at least one t or s is present. Letting s 4 03, t --f 00 produces a 
contradiction. Therefore M < 1, p < 1 and the inequality (3.11) has one 
of the following three forms: 
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or Q,(A), p,(B)). 
Using (3.13), we now show that (3.14) is a consequence of (3.10). We 
have, using (3.10) and (3.13), 
f(I~,(A~)~~(~,,(A~)/~...~~~K,“1(A~)j)~f(~J1(A~)~,OI.~.IO) 
3 f(p,(A)fJ,(B), 0, . I 0) 
1 
Q4A))l 
b w%(B)), 
I Fh(A)J Pnv4). 
Therefore (3.11) follows from (3.10). This completes the proof. 
4. LINKS BETWEEN THE REAL SINGULAR VALUES OF .4, R AND THE ABSOLUTE 
SIiYGULAR VALUES OF AB 
In Theorem 4.1 we prove an inequality that later theorems will show 
(under mild restrictions) to be the only existing inequality. 
THEOREM 4.1. Let n be odd, and let A and B be real or complex n-square 
matrices. Then 
Proof. It is known [4, Theorem 21 that P~+~_~(X + Y) < pi(X) + 
pj(Y) if 1 < , z, j < n, and i + i - 1 < n. Taking X = A, Y = A*, 
i = j = (n + 1)/2, we get p,(A + A*) < 2p~,+i,,s(A). Thus 
Similarly, Ir,(B) j < p~n+l~lz(~). Therefore 
Irn(A) I IrnW I G P (n / 1~,2b4)P~n+1~/2(Jv (4.2) 
It is also known [7, Theorem 31 that P~+~_~(XY) 3 p,(X)p,(Y) if 1 < i, 
i < n, i + i > n. Thus, taking X = A, Y = R, i = j = (n + 1)/Z, 
we obtain 
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Combining (4.2) and (4.3) gives (4.1). 
In Theorems 4.2, 4.3, and 4.4 we consider possible classes of inequalities 
linking the 1~&4)1, lr,(B)/, p,(AB). 
THEOREM 4.2. Let m > 0, r~. 3 0, B 3 0. Let f(xl,. . , xm), F(x,, , 
x,+~) be real functions of nonnegative variables such that f(xl, . . . , x,) --f + CC 
zehenever x1,. . . , x, aye all positive and xl2 + . . . + xm2 + + co. Let 
1 <II <... < I, < n, 1 < J1 < . . . < JB < n, 1 < K, < * * * < K, < 
n. Then no inequality of the form 
is valid for all n-square matrices A, B. This conclusio~a remains correct 
even if A and B aye required to have real entries, provided n > 1. 
Proof. First let n be even. Let A = B = tS,, with t > 0. Then 
r,(A) =. . . x r,(A) = r,(B) = . . . = r,(B) = 0, and pl(AB) = ** * = 
p,(AB) = t2. Let t ---f co. This plainly defeats (4.4). 
Next let n be odd. If A and I3 are permitted to have complex entries, 
we may find simple diagonal counterexamples to defeat (4.4). Over the 
reals a more cleverly constructed counterexample is needed. Let 
where t > 0. Then r,(A) = *. . = r,(A) = r,(B) = . . . = r,(B) = 1. Let 
n=2k-1. Then row (2i - 1) of AB is 
(0 ,..., 0, -t, 1 ) t, t2 ,o )...) 0) 
2i - 2 2i - 1 2i 2i + 1 
(where - t is absent if i = 1, and t, t2 are both absent if i = k). Further- 
more, row 2i of AB is 
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(0,. . .) 0, 12 , - t ) 1) t ) 0,. . . , 0) 
2i - 2 2i - 1 2i 2i + 1 
(where t2 is absent if i = 1). From this, one directly computes that 
I 1 + t2 + t4 (AB)(AB)~ = t3 1 J32t2 I -r (1 + 2t2 + t4) 
+... i_ (1 + 2t2 + t4) + (1 + P). 
Hence we deduce that pl(AB) = pn(AB) =. . * = P~_~(AB) = 1 + P, 
P+~(AB) = pn(AB) = (1 + t2)1’2. Therefore 
pl(AR) + co,. . .,p,(AB) ---f 00 as t + 00. 
Thus (4.4) cannot hold. 
THEOREM 4.3. Let n be even. Let m >, 0, v, > 0, p > 0, CC + p > 0, 
and let I,,. . ., I,, Jl,. . ., Jo, K,, . . .> K, be as in Theorem 4.2. Let 
f(xl,. . , xm), F(x,, . . , x,+~) be real-valued factions of nonnegative 
variables such that F(x, . . , x) + + CO whenever x ---f + ~3. Then no 
inequality of the form 
is valid for all n-square matrices A, B. This comlusion remains correct 
even if A and B are required to have real entries. 
Proof. Let 
t > 0. 
Then AB = 0. Thus Ir,(A)l =*a. = [Y~(A)I = Ir,(B)I =..e = Ir,(B)I = 
t, pl(AB) = . . . = p,(AB) = 0. Letting t ---f CO defeats (4.5). 
THEOREM 4.4. Let n be odd. Let m 3 0, CI 3 0, B > 0, c( + B > 0. 
Let f(xl,. . , x,) and F(xl,. ., x,,~) be real functions of nonnegative 
variables such that F(x,, . . , x,+~) -+ 00 whenever x1,. . . , x,+~ aye all non- 
.zeYo and xl2 + . . - + xf,, + 00. Let f be nondecreasing in each variable. 
Let I,,. . ., Ia, J1,. ., Jo, K,,. ., K, be as in Theorem 4.2. Then the in- 
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equalities of the form (4.5) that are valid for all real n-square matrices A, B 
aye exactly those that are consequences of (4.1) (and so aye also valid for all 
com$lex A, B). 
Proof. Suppose (4.5) holds for all real A, B. First let 
Then p,(AB) = 1, pz(AB) = 0-a = p,(AB) = 0, IY~(A)I = **. = IY+~(A)\ 
zzz lq(B)/ = . . . = 1~~_~(B)j = t, Ir,(A)l = Ir,(B)I = 1. Then (4.5) yields 
a contradiction unless the right-hand side of (4.5) is 
F(lGL(A) I)> F(Ir,(B)/), or F(lr,(A)l, Ir,(B)l). 
Now let 
Thenpi = ts,p2(AB) = --. = p,(AB) = 0, jr,(A)\ = **. = IY,(A)I = 
t, jr,(B) ( = . . - = Ir,(B)I = s. If m = 0 or if m > 0 and Ki > 1, we 
would have 
F(s) 9 
f(% . .,O)> \ 
I 
F(t), 
W> 4, 
a contradiction as s --f 00, t + 00. Thus K, = 1, and hence we have 
f (ts, 0, . . ,O) 3 F(t), F(s), or F(t, 4 (4.6) 
for all s, t > 0. Using (4.6), we now show that (4.5) follows from (4.1). 
We have 
f(pl(AB), PK,(AB),. . .I p~,WH 
bf(pl(AB),O,O,...,O)~ff(lr,(A)jlr,(B)1,0,...,0) 
3 F(jr,(A)I), F(lrn(B)I), or F(lrn(A)lj rn(B)i). 
Thus (4.5) is a consequence of (4.1). This completes the proof. 
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5. COMPARISON WITH PREVIOUSLY KNOWN RESULTS 
In [l, 21, inequalities of the forms 
(5.2) 
are claimed for n x n matrices A, B. With respect to these inequalities 
the subscripts I,, Js, K, are subjected to rather complicated conditions. 
An analysis of these conditions reveals the following: 
1. In [l, formula (l)], an inequality of type (5.2) is presented. The 
conditions on the subscripts can be satisfied only if n = 1, and then this 
inequality becomes Ir,(AB)l > pI(A) i.e., our (3.10) for PZ = 1, and 
therefore valid only in the real case. 
2. In [2, p. 73, formula (l)], another inequality of type (5.2) is presented. 
Analysis of the conditions imposed on its subscripts shows that it is 
where 1 < FE \( n. It is easily seen that (5.3) is valid only for PZ = k = 1 
and then only for real matrices. 
3. In [l, formula (2)], an inequality of type (5.1) is given. Analysis 
of the conditions imposed on its subscripts shows that n = 1 and it 
becomes lrl(AB)/ < pI(A) true but not deep. 
4. In [2, p. 74, formula (2)], an inequality of type (5.1) is listed. The 
conditions imposed on its subscripts are contradictory. 
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