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ABSTRACT
Over the past 20 years, value-added models (VAMs) have become increasingly popular in
educational assessment and accountability policies because of the sophisticated statistical
controls these models use to purportedly isolate the effect of a single teacher on the learning
gains of his or her students. The present research uses a Monte Carlo simulation study design in
order to investigate whether VAMs are able to provide accurate estimates of teacher effectiveness
when all assumptions are met and to determine how robust the models are to endogenous peer
effects and nonrandom assignment of students to classroom. The researcher generates three
years of simulated achievement data for 18,750 students taught by 125 teachers, and analyzes
this data with a linear mixed model similar to the SAS® EVAAS® Multivariate Response Model
(MRM; M1), a basic covariate adjustment model (M2), and variations on these models designed
to estimate random classroom effects. Findings indicate that the modified EVAAS may be too
computationally onerous to be of practical use, and that modified covariate adjustment models do
not perform significantly differently than the basic covariate adjustment model. When all
assumptions are met, M1 is more accurate than M2, but both models perform reasonably well,
misclassifying fewer than 5% of teachers on average. M1 is more robust to endogenous peer
effects than M2, however both models misclassified more teachers than when all assumptions are
met. M2 is more robust to nonrandom assignment of students than M1. Assigning teachers a
balanced schedule of nonrandom classes with low, medium, and high prior achievement seemed
to mitigate the problems that nonrandom assignment caused for M1, but made M2 less accurate.
Implications for practice and future research are discussed.
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CHAPTER ONE: INTRODUCTION
Driven by laws and policies put in place to comply with conditions placed on Race to the
Top incentive funds (American Recovery and Reinvestment Act of 2009, 2009) and waivers of
the federal requirements of the No Child Left Behind Act of 2001 (NCLB; 2002), states and
districts have turned to increasingly sophisticated statistical models to estimate teacher
effectiveness using student standardized test scores (Collins & Amrein-Beardsley, 2014). Some
scholars see great promise in these methods to identify effective teachers so that they can be
rewarded and, to identify ineffective teachers so that they can be remediated or dismissed
(Chetty, Friedman, & Rockoff, 2012; Sanders & Horn, 1998). On the other hand, some scholars
raise methodological questions about these statistical models and question the validity of
decisions informed by them (Amrein-Beardsley, 2008; Guarino, Reckase, & Wooldridge, 2015;
Reardon & Raudenbush, 2009).
The present study explores one such methodological limitation of these statistical models,
specifically that models which purport to control for student demographic factors produce
teacher effectiveness estimates that are still systematically related to the demographics and prior
achievement of the students taught (discussed further below and in Chapter Two; see also
Berliner, 2014; Newton, Darling-Hammond, Haertel, & Thomas, 2010) . This chapter will
familiarize the reader with the theoretical background that guides the study and lead the reader to
the problem that the study addresses. The chapter describes the purpose and significance of the
study and details its specific research questions. Delimitations, limitations, assumptions, and
operational definitions of the study are also described.
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Theoretical Background
Scholars have debated how best to evaluate teachers for at least the past hundred years.
In one of the earliest known peer-reviewed works on the subject, Pittenger (1917) explored three
potential areas in which teacher effectiveness can be measured, which he referred to as “(1) the
plane of results or of pupil achievement; (2) the plane of the teaching and learning process; and
(3) the plane of the teacher's equipment for teaching” (p. 104). He goes on to discuss the
measurement of student learning, the very outcome of teaching, as the method best suited to
evaluate a teacher’s effectiveness, “if [emphasis added] it were possible (1) to measure all of the
results of teaching, and (2) to pick out from the body of measured results any single teacher's
contribution. At present these desiderata are impossible to attain” (p. 107).
The first of his cautions, that academic achievement is not the sole product of effective
teaching, seems to have gone largely un-addressed in current teacher evaluation efforts (see
Good, 2014, for a discussion). Attempts to isolate the effect of a single teacher on student
learning have received considerably more attention. Modern scholars have looked to complex
and sophisticated statistical models in order to satisfy Pittenger’s second desiderata to pick out
the contribution of a single teacher to changes in student test scores. The most complex and
sophisticated of these approaches, called Value-Added Models (VAMs; for a fairly concise
discussion, see Braun, 2005), are increasingly used in state and local policy to evaluate teachers,
in many cases prompting consequential personnel actions (see Collins & Amrein-Beardsley,
2014).
Both in public discourse (see, for example, Oliver, 2015) and in the academic community,
the use of VAMs has prompted extensive (and sometimes heated) debate about the validity of
2

inferences about teacher quality drawn from student scores on standardized tests; tests which
have arguably not been designed for that purpose (see, for example, E. L. Baker et al., 2010;
Darling-Hammond, Amrein-Beardsley, Haertel, & Rothstein, 2012; Konstantopoulos, 2014).
Those who use scores, like VAM scores, to make inferences and decisions must gather sufficient
evidence from several possible sources to validate those conclusions, rather than to validate the
scores on which conclusions are made (American Educational Research Association, American
Psychological Association, & National Council on Measurement in Education, 2014; M. T. Kane,
2013; Messick, 1995). Valid conclusions depend first on the sound measurement and
methodology used to generate the scores that inform them, however.
Scholars who discuss the validity of using student test scores to evaluate teachers in peerreviewed publications, tend to discuss measurement and methodology issues (such as reliability,
methodological assumptions, and bias) more than any other type of validity evidence (Lavery,
Holloway-Libell, Amrein-Beardsley, Pivovarova, & Hahs-Vaughn, 2016). One such contested
methodological issue is the degree to which VAMs are able to adequately control for student
prior achievement, and for demographic factors which are typically related to academic
achievement, especially since nonrandom assignment of students to schools and classes is
frequently related to these same variables (E. L. Baker, et al., 2010; Paufler & Amrein-Beardsley,
2014; Rothstein, 2009). Just as researchers like Chetty, Friedman, and Rockoff (2014a, 2014b)
find evidence to suggest that teacher effectiveness estimates are unrelated to student prior
achievement or to student demographics, several other studies have challenged their confidence
in the purity of VAM scores (Dieterle, Guarino, Reckase, & Wooldridge, 2015; Kupermintz,
2003; Newton, et al., 2010; Rothstein, 2009).
3

It is useful, at this point, to make a distinction between reliability and freedom from bias.
The Standards for Educational and Psychological Testing (AERA, et al., 2014) point out that the
measurement literature has historically used the term reliability to refer both to the "the more
general notion of consistency of the scores across instances of the testing procedure" (p. 33), as
well as the reliability coefficients that represent correlation between scores produced by
equivalent forms of the same test or produced by several items meant to measure the same
construct on a single test. In this dissertation, reliability will be discussed in terms of the
consistency and stability of test scores (or VAM scores) for the same test taker (or teacher) across
repeated applications of the test procedure (or VAM procedure). In classical test theory, high
reliability of this kind can be taken as evidence that the test or procedure is generally free from
random measurement error (Allen & Yen, 1979; Crocker & Algina, 1986; Lord & Novick, 1968),
or more specifically, that what the test measures, it measures consistently. Theory assumes that
measurement error is random and uncorrelated with the construct being measured or with the
errors of any other test takers which, by extension, assumes that error is also uncorrelated with
any attribute of test takers or the testing situation (Allen & Yen, 1979; Crocker & Algina, 1986).
Bias, on the other hand, is systematically related to another variable of interest. Bias results from
the unintentional measurement of what Messick (1989) calls construct irrelevant variance (CIV),
or factors which falsely inflate or deflate the measurement of a variable and therefore distort its
interpretation (see also Kane, 2013).
Thus, if a test or procedure is reliable, it is generally free of random measurement error,
though reliability alone does not establish that the test measures the construct of interest. Further
evidence is also required to establish freedom from bias. Henceforth, the related terms of error
4

and reliability will be used to refer to imprecision (or lack thereof), which may or may not be
random, while the terms CIV and bias will be used to refer to the systematic inflation or deflation
of scores that is related to some other variable or construct. Both error and bias associated with
the systematic, nonrandom assignment of students to schools, classes, and teachers have been
discussed in the VAM literature (see, for example, Papay, 2011; Rothstein, 2009; Schochet &
Chiang, 2013). Nonrandom assignment of students poses a challenge for VAMs because the
classroom environment presents another possible source of variance in student achievement, both
through peer effects and through other contextual effects over which the evaluated teacher may
have little or no control (Berliner, 2014; Darling-Hammond, et al., 2012).
The term “peer effects” has been used rather broadly in the literature to describe the
effects of the interactions with, and the environment shared by, a certain set of peers, such as
classmates, on individual choices, behaviors, or outcomes (Sacerdote, 2011; Wilkinson, 2002).
The idea of peer effects follows naturally from the work of those like John Dewey, Lev
Vygotsky, Jerome Bruner, and Albert Bandura, who position learning in a sociocultural context
or understand it as socially constructed (Oakes & Lipton, 2007). If learning is, at least in part, a
social process, then it stands to reason that a student’s classmates may affect her outcomes in
some way. Though researchers have not yet found consensus about the magnitude, linearity, or
homogeneity of peer effects nor about the mechanisms through which they affect individual
outcomes (see Sacerdote, 2011, for a recent review), the volume of the literature and the
frequency of significant findings suggests that peer effects are a real and important consideration
in educational settings.
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In his seminal paper on the topic, Manski (1993) describes three hypothetical types of
peer effects; endogenous effects in which individual student outcomes are affected by the
behavior of the group, exogenous (or contextual) effects in which individual student outcomes
are affected by the background characteristics of the group or by common shocks, and correlated
effects in which individual outcomes are related to the outcomes of other group members because
of common settings, experiences, and history which are related to group selection. Any of these
three types of peer effects could potentially affect student academic achievement, and any
variance in student achievement caused by endogenous or correlated peer effects is irrelevant to
the construct that VAMs are designed to measure, namely effective teaching.
One might imagine endogenous peer effects as the true effects on achievement related to
students’ actions in the classroom, such as whether they support one another’s learning and
encourage achievement, whether they contribute to an orderly and focused learning environment,
and whether they collectively elicit the teacher’s best, most rigorous instruction and meaningful
feedback. Each classroom contains a unique combination of students who collectively create a
unique educational environment, which VAMs typically ignore under the assumption that
controlling for individual student characteristics or prior achievement will adequately eliminate
its influence (Ballou, Sanders, & Wright, 2004; McCaffrey, Lockwood, Koretz, Louis, &
Hamilton, 2004; Sanders & Horn, 1998). Exogenous peer effects include students’ more passive
contributions to the instructional environment. If, for example, a classroom contains only
students with very high or very low prior achievement, then the teacher might deliver more or
less challenging instruction, provide more or less drill and practice of basic skills, or use different
questioning strategies, all in order to serve the educational needs (real or perceived) of the
6

particular students assigned to the classroom. This compositional effect does not require
decision or action on the part of the students to affect the level of rigor that the teacher provides.
Contrast this to the endogenous peer effect that would be created if students actively demanded
(or resisted) more challenging instruction. Correlated effects are not necessarily true effects at
all, but refer to shared outcomes which are related to similarities caused by group selection.
From a measurement perspective, if similar students are grouped in such a way that their
predicted outcome scores are either systematically higher or systematically lower than other
groups, the common variance in outcome scores (which is actually due to other factors) may be
erroneously attributed to the teacher (or erroneously controlled for), creating bias.
Whether influenced by endogenous, exogenous, or correlated peer effects, many
researchers have found that student achievement outcomes, and the estimates of teacher
effectiveness calculated on their basis, are significantly related to classroom composition. Using
a detailed data set comprised of eighth grade achievement data and Chilean census data,
McEwan (2003) found that the classroom mean of the educational level of students’ mothers was
the single strongest predictor of Chilean achievement test scores. Several international
researchers have found similar results in their investigations of Progress in International Reading
Literacy Study (PIRLS) and Program for International Student Assessment (PISA) data
indicating that school and classroom composition explains a substantial portion of the variance in
student scores (Ammermueller & Pischke, 2009; Lavy, Silva, & Weinhardt, 2012; Levin, 2001;
Schneeweis & Winter-Ebmer, 2007), often finding low achieving students more susceptible to
the influence of classroom composition than high-achieving students. Lest the reader think peer
effects are only a concern in other nations, these international findings have been confirmed by
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the findings of domestic researchers, as well (E. L. Baker, et al., 2010; Henry & Rickman, 2007;
Hoxby, 2000; Oakes, 2005). Newton, et al. (2010) found that even VAMs which purport to
control for student attributes still produced teacher effectiveness scores that were significantly
lower for teachers who taught higher proportions of high-needs students, and higher for teachers
who taught students with higher mean parental education levels, regardless of the specific VAM
used to generate the effectiveness scores.
The continued significance of student and classroom factors may result from violations of
the methodological assumptions associated with VAMs. Since most VAMs are complex
multilevel models, the assumptions that apply to multilevel models also apply to VAMs.
Multilevel models assume that all nested random effects will be properly specified, and when
true nested effects are not specified in the model, standard error estimates are unreliable and
other effects may be misestimated (Snijders & Bosker, 1999). Endogenous peer effects would
vary randomly by classroom. Thus, if VAMs fail to model classroom level effects, teacher
effects may be misestimated. In secondary settings, where teachers tend to instruct multiple
groups of students throughout the day, researchers and analysts may be able to separate the
variance resulting from peer effects from variance associated with teacher effectiveness by
specifying classroom effects in the model. It may prove more challenging to control for the
influence of peer effects in elementary settings, however.
Reardon and Raudenbush (2009) further identify six key assumptions necessary to make
causal inferences from VAMs, namely 1) the manipulability of treatment units, 2) stable
treatment effects (i.e., no interference between treated units), 3) outcomes measured on an
interval scale, 4) homogeneity of treatment effects regardless of treated units (i.e., no interaction
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effects), 5) strongly ignorable assignment, and 6) the common functional form of the model.
While these assumptions are discussed in more detail in the Simulation Assumptions section,
Reardon and Raudenbush’s (2009) second and fifth assumptions (the violation of which their
simulation did not test) are particularly relevant to the present study. In order to make causal
inferences, VAMs assume that the outcomes of a particular student at a given school (or with a
given teacher) do not depend on the other students at that school (or in that teacher’s classroom).
Reardon and Raudenbush (2009) go on to specify that causal inferences require VAMs to assume
that students and teachers are either assigned to classrooms randomly, or that they are assigned in
a manner that does not create systematic differences between classrooms along any relevant
student or teacher attributes. In short, VAMs assume both the absence of peer effects, and
assignment that is as good as random.
Problem Statement
The effects of violating the VAM assumptions of stable treatment effects and strongly
ignorable assignment are currently unknown, though the findings of studies such as those
conducted by Newton et al. (2010) hint at their possible severity. If student demographics and
classroom composition remain significantly related to teacher effectiveness estimates even when
using VAMs that purport to control for the related student factors, then we must question the
model’s ability to provide precise and consistent parameter estimates. In order to determine
whether student standardized achievement test scores can actually be used to estimate teacher
effectiveness, we must determine the robustness of VAM estimates to endogenous or correlated
peer effects and whether the influence of these effects can be removed from the estimation of
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teacher effects at all. As long this question remains unanswered, valid inferences about teacher
quality cannot be made with confidence using VAMs.
Purpose of the Study
The purpose of the present study is to determine the degree to which peer effects
confound estimates of teacher effects, and whether their influence can be statistically controlled
through appropriate modeling. The present study uses a Monte Carlo simulation design,
generating simulated data with specific known properties designed to investigate certain
conditions. Monte Carlo simulation studies have a unique advantage over quasi-experimental or
observational studies in that the researcher is able to isolate the variables of interest and to
control all unrelated variables by holding them constant across conditions (Fan, Felsovalyi, Sivo,
& Keenan, 2002). This advantage makes Monte Carlo simulations particularly helpful in
investigating violations of statistical assumptions and thus well-suited to this study.
Significance of the Study
As the effects of violating the VAM assumptions of stable treatment effects and strongly
ignorable assignment are currently unknown, the present study is significant in that it helps
determine the nature and magnitude of the impact of peer effects on VAM estimates of teacher
effectiveness. The study also adds to the VAM literature by comparing the robustness of two
classes of VAMs (the SAS® EVAAS® and covariate adjustment models; see Models Analyzed
below) to the investigated violations of assumptions. The findings may provide insight into how
analysts and researchers might further control for factors other than the teacher when estimating
teacher effects, or they may provide further evidence that Pittenger’s (1917) second desiderata to
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pick out the contribution of a single teacher from student achievement remains impossible to
attain.
Research Questions
By generating simulated data with known properties and then analyzing that data with
models similar to the most commonly used VAMs, the present study seeks to answer the
following research questions:
RQ1. Are teacher effectiveness parameters estimated accurately (i.e., estimated without
error, as defined in Operational Definitions, for no more than 5% of teachers
using the five models described below) when peer effects are not present and
students and teachers are both randomly assigned to classes (i.e., are teacher
effects estimated correctly when all assumptions are met)?
RQ2. Are teacher effectiveness parameters estimated accurately (i.e., estimated without
error, as defined in Operational Definitions, for no more than 5% of teachers
using the five models described below) when endogenous peer effects are present
and students and teachers are both randomly assigned to classes (i.e., are
endogenous peer effects associated with error in estimated teacher effects)?
RQ3. Are teacher effectiveness parameters: a) estimated accurately (i.e., estimated
without error, as defined in Operational Definitions, for no more than 5% of
teachers using the five models described below), and b) are estimates related to
the mean prior achievement of students taught when endogenous peer effects are
not present, students are nonrandomly assigned to classes by prior achievement,
and teachers are assigned to teach classes of similar prior achievement levels (i.e.,
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are teacher effect estimates biased by correlated peer effects related to nonrandom
assignment)?
RQ4. Are teacher effectiveness parameters: a) estimated accurately (i.e., estimated
without error, as defined in Operational Definitions, for no more than 5% of
teachers using the five models described below), and b) are estimates related to
the mean prior achievement of students taught when endogenous peer effects are
not present, students are nonrandomly assigned to classes by prior achievement,
and teachers are assigned to teach equal numbers of classes with high, low, and
moderate prior achievement levels (i.e., is the potential bias associated with
nonrandom assignment of students mitigated by assigning teachers a balanced
schedule of advanced, remedial, and regular classes)?
Thus, each research question represents a shift in the focus of the present study. For the
first research question (RQ1), simulated data meets all possible assumptions of VAMs. One can
think of RQ1 data as perfectly aligned with the theoretical design and practical implementation
of VAMs. RQ1 asks if VAMs are accurate under such ideal conditions. For the second research
question (RQ2), a simple, endogenous peer effect is introduced to the simulated data (a peer
effect which is unrelated to any other variable in the study). RQ2 asks if VAMs are accurate
when such a peer effect is present. For the third research question (RQ3), the peer effect of RQ2
is removed, and students are nonrandomly assigned to classes by prior achievement, instead. For
RQ3, teachers are randomly assigned classes of similar prior achievement levels (i.e., one
teacher may have all of the lowest achieving classes, while another teacher teaches all of the
highest classes). RQ3 asks if VAMs are accurate under conditions of nonrandom assignment
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(i.e., if VAMs robust to correlated peer effects). For the final research question (RQ4), students
are assigned to classes according to the same method used for RQ3, but teachers are assigned a
balanced schedule of classes with high, low, and average prior achievement. RQ4 asks if any
correlated peer effects introduced by RQ3 can be mitigated or eliminated by assigning teachers a
balanced schedule of classes.
Simulation Assumptions
Monte Carlo simulations are able to isolate the effect of the individual conditions or
variables of interest on a particular outcome specifically because the data set analyzed is
generated to exhibit the desired properties (Fan, et al., 2002). When random assignment is not
feasible or impossible, or when key variables cannot be easily manipulated, as is frequently the
case in the social sciences, and particularly in the complex practical settings of education,
researchers are often unable to employ experimental designs or randomized trials to answer their
research questions (Vogt, Gardner, & Haeffele, 2012). Simulations can be especially useful in
such fields to create the conditions that researchers wish to investigate, free from confounding
factors which might confuse interpretation of the findings. Consequently, the researcher
conducting the simulation must establish that the conditions simulated are both reasonable and
applicable to practice. The researcher must also further demonstrate that any factors left out of
the simulation are either irrelevant to the research questions or that ignoring their possible
influence is reasonable. Finally, as all statistical procedures and analyses make certain
methodological assumptions, the researcher must consider these assumptions to determine
whether and how to satisfy them in the simulation. This section discusses the assumptions
behind conditions simulated in the present study, both practical and simplifying, through
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discussion of the assumptions of VAMs. Practical assumptions are meant to reasonably
approximate reality in practical settings, and are informed by prior applied research. Simplifying
assumptions eliminate the influence of confounding variables or conditions either because they
are unrelated to the research questions, or because we can reasonably expect that including them
could obscure the relationships investigated. In order to examine the relationships of interest in
the present study without possible confounding influences, data simulated for the present study
will meet all assumptions of value-added models except for those which preclude the presence of
peer effects.
The first assumption of VAMs identified by Reardon and Raudenbush (2009) is the
manipulability of treatment units. While their paper specifically discussed the assumptions of
VAMs in the estimation of school effects, their discussion is equally applicable to any of the
treatment units (including teachers) for whom effects are estimated (Reardon & Raudenbush,
2009, Footnote 1). The assumption of manipulability requires that it is theoretically meaningful
to define an outcome for each treated unit if assigned to each of the treatment units. Stated
simply, it is reasonable to consider the outcome of a particular student when assigned to each of
the schools (or teachers) analyzed, even if that outcome is extremely unlikely to be observed.
Given the many factors that affect the nonrandom assignment of students to schools and teachers
(see, for example, Dieterle, et al., 2015; Paufler & Amrein-Beardsley, 2014), it is not reasonable
to expect this assumption to be met in practice, and is frequently ignored (Reardon &
Raudenbush, 2009). In order to simplify the present simulation, school and district levels of data
will be excluded from the study, thus all students will be treated as though they attend the same
school in order to eliminate the effect of organizational levels above the teacher. Since all
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simulated teachers are placed at the same (admittedly, very large) simulated school, each student
is equally likely to be assigned to any teacher prior to the manipulation of conditions, thus the
assumption of manipulability is met.
Reardon and Raudenbush (2009) then discuss the assumption of stable treatment effects,
which specifically preclude the presence of peer effects. Since the present study seeks to
investigate the influence of peer effects, this assumption is intentionally violated as a
manipulated condition. VAMs further assume that outcomes are measured on an interval scale in
order to support comparisons between treatment units and the interpretation of group means.
The present study meets this assumption by generating simulated scores on an interval scale.
The fourth VAM assumption, homogeneity of treatment effects, states that “causal effects of
schools [or teachers] are invariant as a function of student background” (Reardon & Raudenbush,
2009, p. 495). Homogeneity of effects assumes that teachers instruct all types of students
equally effectively regardless of background. By logical extension of this assumption, VAMs
essentially assume that specialized training to meet the educational needs of specific subgroups
of students, common interests or shared experiences between teachers and students, or even
personalities that match well, make no difference in educational effectiveness. While intuition
and anecdotal evidence suggest that this assumption is unreasonable (after all, if teachers teach
all students equally effectively, why mandate that teacher preparation programs include
specialized content about English learners and students with special needs?), some research also
suggests that these differences may be small (Loeb, Soland, & Fox, 2014). More research is
necessary to establish the degree to which teacher effects are truly homogeneous, but the present
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study meets this assumption by applying teacher effects uniformly across all students in the
simulation.
The fifth assumption identified by Reardon and Raudenbush (2009) is strongly ignorable
assignment. Assignment is ignorable when students are randomly assigned to schools and to
teachers, as in the investigation of the first two research questions. When students are
nonrandomly assigned however, VAMs assume that, for all similar students, “assignment is
effectively, if not formally, random” (Reardon & Raudenbush, 2009, p. 496). Since the classes
created by the simulation in order to investigate the third and fourth research questions are
systematically different from one another by student prior achievement (an attribute known to be
related to current achievement), the fifth assumption is violated as part of the manipulated
conditions of the study.
Reardon and Raudenbush’s (2009) last VAM assumption, common functional form, is not
intentionally violated by the simulated conditions. The common functional form assumption can
be applied in two ways; either that all units have an adequate sample of all types of students in
order to accurately estimate outcomes for all groups of students, or that the form of the model
allows accurate estimation of potential outcomes for all groups of students treated by all units,
even when not all units are assigned students from all groups. Since all simulated teachers will
teach six full classes of 25 students, and because the data generated to investigate the first two
research questions uses random assignment, both assumptions are met. It is possible that the
nonrandom assignment used to investigate the third and fourth research questions might also lead
to incidental violations of the common functional form assumption. If the systematic nonrandom
assignment necessary to investigate correlated peer effects also violates other assumptions in this
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simulation, then it is extremely likely that the practice of nonrandom assignment also violates
these assumptions in applied settings. Since any violations of the final assumption caused by the
present study would also be caused in practical settings through similar nonrandom assignment,
the researcher considers this assumption met for the present study, and attributes any observed
effects to either endogenous or correlated peer effects.
In addition to the six, specific, causal assumptions identified by Reardon and Raudenbush
(2009), VAMs may necessarily make other assumptions, such as normality, homogeneity of
variance, independence of errors, freedom from measurement error, independence of
observations, and normality and homoscedasticity of residuals (Reardon & Raudenbush, 2009).
Simulated conditions will also meet these assumptions. In particular, VAMs assume that teacher
effectiveness is normally distributed and thus generate teacher effect estimates that are normally
distributed with a mean of zero (Ballou, et al., 2004; Lockwood & McCaffrey, 2014; McCaffrey,
et al., 2004). Through their application in policy, VAMs further assume that teacher
effectiveness is a fixed and measurable trait which does not vary over time or depend on time
variant contextual factors such as resources, professional development, the attributes of the
students assigned, or personal circumstances in the life of the teacher (Amrein-Beardsley, 2014).
While there is reason to question the reasonableness of both assumptions, further examination of
either the normal distribution or the fixed nature of teacher effectiveness is beyond the scope of
the present study (see Chapter Five for a discussion). As a simplifying assumption, the present
study generates normally distributed teacher effects and keeps those effects constant across
multiple years of simulated data regardless of students assigned, even though several prior
studies have provided ample evidence to call these assumptions into question (see, for example,
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Darling-Hammond, Wise, & Pease, 1983; Good, 2014; Hill, Kapitula, & Umland, 2011; Veldman
& Brophy, 1974). Finally, the simulation also assumes that all exams perfectly measure student
proficiency, are perfectly correlated with the content taught, and are either vertically scaled or
perfectly comparable from year to year. Again, while all of these final assumptions are difficult
if not impossible to achieve in practice, the realistic simulation of their violation threatens to
obscure the effects of interest in the present study, and thus they are all met.
Models Analyzed
In order to answer the research questions, the present study will generate large, simulated
data sets and analyze them using five statistical models. Though the specific details of the
models analyzed are further discussed in Chapter Three, along with a thorough description of the
parameters of data generated, this section briefly introduces the models used. Various states
generally use one of three basic types models in order to generate VAM scores for teachers
(Collins & Amrein-Beardsley, 2014; Goldhaber & Theobald, 2012; Lockwood & McCaffrey,
2014; McCaffrey, et al., 2004). These three types of models used include the SAS® Education
Value-Added Assessment System® (SAS® EVAAS®; Sanders, Saxton, & Horn, 1997; Wright,
White, Sanders, & Rivers, 2010); various applications of covariate adjustment models offered by
the American Institutes for Research (AIR; AIR, 2013, 2016), Mathematica (Mathematica Policy
Research, 2016), and the Value-Added Research Center (VARC; Board of Regents of the
University of Wisconsin System, 2011); and student growth percentile (SGP) models offered by
the National Center for the Improvement of Educational Assessment (NCIEA; Betebenner,
2009). The SGP models offered by NCIEA are generally descriptive models that determine the
relative position of one student’s score in a distribution of the scores of students with a similar
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history of scores (Betebenner, 2009; Castellano & Ho, 2013) and are not designed to make causal
estimates of a teacher’s value added. As such, the present study will not include an SGP model,
but will include models similar to the EVAAS Multivariate Response Model (MRM; Wright,
White, Sanders, & Rivers, 2010) and to covariate adjustment models. Simulation data is
analyzed using base models as similar as possible to the EVAAS MRM and to a basic covariate
adjustment model (M1 and M2, respectively; see Table 1), and then with modifications of these
models designed to account for peer effects at the classroom level (M3, M4, and M5).
Table 1
Models Used to Analyze Simulation Data
Model

Features

M1

Mixed model which uses three years of achievement data (the current year and two
prior years) to estimate a student fixed effect in order to control for student factors
in the estimation of teacher effects (similar to EVAAS Multivariate Response
Model; MRM; Wright, White, Sanders, & Rivers, 2010)

M2

Two-level, mixed-effects, covariate adjustment model (Ehlert, Koedel, Parsons, &
Podgursky, 2013; McCaffrey, et al., 2004) in which students are nested within
teachers, and which includes one year of prior achievement plus categorical student
covariates assigned according to the simulated influence of outside of school
factors

M3

Mixed model which uses three years of achievement data (the current year and two
prior years) to estimate a student fixed effect (similar to M1) and estimates
classroom effects to control for outside factors in the estimation of teacher effects

M4

Three-level, mixed-effects, covariate adjustment model (students nested within
classrooms, classrooms nested within teachers) which includes one year of prior
achievement plus categorical student covariates (similar to M2), and also estimates
a classroom effect as an additional random parameter

M5

Three-level, mixed-effects, covariate adjustment model which includes one year of
prior achievement, categorical student covariates, estimates a classroom effect
(similar to M4), and includes mean prior achievement and proportion of students
considered advantaged and at-risk as classroom-level covariates
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The EVAAS is made commercially available through the SAS Institute and controls for
student factors by using at least two years of prior test scores to estimate a student fixed effect
and includes that fixed effect in the projected score for the current year (Ballou, et al., 2004;
Sanders & Horn, 1998; Wright, et al., 2010). While the EVAAS also includes school effects in
the estimation of teacher effects, the present study eliminates the school and district level as a
simplifying assumption, placing all students and teachers in the simulation at the same
theoretical school. The first model analyzed in the present study (M1) replicates the form and
function of the EVAAS Multivariate Response Model (MRM; Wright, White, Sanders, & Rivers,
2010)) as closely as possible. The third model (M3) uses data from all students in a particular
section of a class to estimate classroom random effects in an attempt to further control for both
endogenous and correlated peer effects in the estimation of teacher effects.
The second model (M2) replicates covariate adjustment models, which include one year
of prior achievement along with observed student characteristics to control for factors other than
the teacher, like the VAMs offered by AIR, Mathematica, and VARC (Ehlert, et al., 2013;
McCaffrey, et al., 2004). M2 is a two-level model with students nested within teachers. Student
covariates are determined during data generation (discussed in Chapter Three) based on the
simulated influence of outside of school factors. Covariate adjustment VAMs typically estimate
school effects to further control for factors beyond the teacher but, as with M1 and M3,
organizational levels above the teacher are not simulated in the present study. The fourth model
(M4) adds estimations of classroom effects to M2 without adding any additional classroom level
covariates, while the fifth model (M5) adds classroom aggregates of student level factors as
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classroom covariates. Both M4 and M5 are three level models in which students are nested
within classrooms which are, in turn, nested within teachers.
Operational Definitions
In both the conduct of the present study and in the written dissertation, the following
operational definitions are used, listed here for clarity and for easy reference:
Bias: Systematic error in measurement or in parameter estimates which is significantly related to
some variable, construct, or group other than the construct of interest. Bias often results
from the unintentional measurement of what Messick (1989) calls construct irrelevant
variance (CIV), or factors that falsely inflate or deflate the measurement of a variable and
therefore distort its interpretation (see also AERA, et al., 2014; Kane 2013). In the
present study, teacher effectiveness estimates, or VAM scores, are considered biased if
they are significantly correlated with the mean prior achievement of the students taught,
the proportion of advantaged students taught, or the proportion of disadvantaged students
taught, using an alpha level of .05.
Classification Error: In classical true score theory, a test taker’s true score (T) is equal to her
observed score (X) plus some error (E), or T = X + E (Allen & Yen, 1979; Crocker &
Algina, 1986; Lord & Novick, 1968). By extension, error can be defined as the
difference between the observed score and the true score. As a Monte Carlo simulation,
the true score of interest in this study is known. Though the teacher effectiveness
estimates produced by each model are expected to have a mean of zero, they may vary in
magnitude between analyses. Thus it is unlikely for the models investigated to produce
the precise known value of teacher effectiveness as a VAM score. If they are estimated
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without error, however, then each teacher’s score will maintain the appropriate rank order
and relative magnitude when compared to the scores of the other teachers analyzed. A
teacher effectiveness estimate is considered in error, therefore, if it incorrectly classifies a
particular teacher as a member of either the most effective or least effective 10% of
teachers, or if it fails to classify one of the most or least effective teachers as members of
those groups.
Classification Error Rate (CER): The classification error rate (CER) is calculated as the
percent of teachers who either belong in the top or bottom 10% of effective teachers but
who are not identified in the correct category by the VAM, or who do not belong in the
top or bottom 10% of effective teachers but are classified in those categories by the VAM.
Note that using this method, the maximum CER for any VAM run is theoretically 40%
(barring inflation caused by rounding); a run in which all 10% of the least effective
teachers are not identified, another 10% of the teachers are identified as the least effective
who are not, all 10% of the most effective teachers are not identified, and another 10% of
teachers are identified as the most effective who are not. Further note that the
misclassification of one teacher also necessitates the misclassification of another teacher;
i.e. if one of the most effective teachers is not classified in the top 10% by the VAM, then
another teacher who does not belong in that category must be classified there in his or her
stead. Since the present study simulates data for n = 125 teachers, the top and bottom
10% of teachers each contain 13 teachers because of rounding. Thus, the minimum nonzero CER is .016 (i.e., 2/125) and the maximum CER is .416 (56/125).
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Correlated Peer Effects: Defined by Manski (1993) as those in which “individuals in the same
group tend to behave similarly [or have similar outcomes] because they have similar
individual characteristics or face similar institutional environments” (p. 533). In his
review and analysis, Sacerdote (2011) links Manski’s correlated effects to effects which
arise from group selection, such as nonrandom assignment. Thus, if students with either
high or low prior achievement are systematically assigned to the same classroom, then
the academic achievement outcomes for students in that classroom are expected to be
systematically higher or lower than aggregate student outcomes for other classrooms,
independent of any actions on the part of the students or the teacher. Thus, the present
study specifically investigates misattribution of the shared variance in student outcomes
which is due to systematic assignment of students with similar prior achievement to the
same classroom, one of the “measurement artefacts” to which Wilkinson (2002, p. 398)
refers.
Endogenous Peer Effect: Defined by Manski (1993) as those in which individual student
outcomes are affected by the current behavior and outcomes of the group, and by
Wilkinson (2002) as “the influences of normative and comparative reference-group
processes, student–student interactions, and certain dynamics of instruction on learning
outcomes” (p. 398), this term describes the contribution made to student learning by
classmates, either positive or negative; which includes but is not limited to classmates’
abilities to support one another, explain concepts, ask meaningful questions, contribute to
group projects and cooperative learning structures, contribute to classroom order and
discipline, promote academic engagement, etc. (Berliner, 2014; Oakes, 2005; Wilkinson,
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2002). In observational studies, endogenous peer effects are often related to student
demographic factors or prior achievement and are therefore also related to exogenous
peer effects. In the present study, however, simulated endogenous peer effects will be
unrelated to any other variable, and will be approximately normally distributed with a
mean of zero across classrooms, allowing their influence on VAM scores to be observed
without any other confounding influences.
Exogenous Peer Effect: Manski (1993) describes exogenous effects as those in which individual
student outcomes are affected by the background characteristics of the group.
Systematically similar students assigned to classrooms (or to schools) may lead to
different expectations on the part of the teacher, different levels of rigor provided to
students in the classroom, or different resources available to the students or the school (as
a result of student socioeconomic status and local school funding practices). As a result,
Wilkinson (2002) describes that these effects include “differential school or classroom
resources, differential school or classroom climates, and differential teacher practices” (p.
398) and represent the true effect on aggregate student outcomes resulting from the nonrandom assignment of students to classes and classes to teachers. Differential school or
classroom resources and climates may lead to true increases or decreases in student
academic achievement. Whether true exogenous peer effects exist in applied settings is
beyond the scope of the present study, and thus its simulations do not include a randomly
generated exogenous peer effect, testing only for the presence of correlated peer effects
(defined above).
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Delimitations
As a Monte Carlo simulation, the present study can only determine the effects of the
conditions simulated on the estimation of certain parameters when modeled under similar
conditions. The design of the present study relies upon three-levels of nested clusters (students
nested within specific sections of a class, or class periods, which are in turn nested within
teachers). As such, the present study will only simulate the setting of large secondary schools in
which teachers teach multiple sections of the same or similar courses. The findings of this study
do not apply to different organizational models, such as those used in elementary schools (where
a single teacher typically instructs the same group of students in all academic content areas) or
those used smaller schools (where there may not be enough students to constitute a full day of
the same class for one teacher, thus requiring each teacher to teach more than one course).
The present study includes a simple, linear, endogenous peer effect which is applied
homogenously to all students within the same classroom. There has been some discussion
among scholars within the peer effects literature about the various mechanisms through which
individual student outcomes may be affected by his or her peers, and whether those effects are
homogenous (see Manski, 1993; Sacerdote, 2011). As an early investigation into the influence of
peer effects on VAM estimates, it is beyond the scope of the present study to investigate multiple
hypothesized types and mechanisms of peer effects. The present study therefore simulates an
endogenous peer effect similar to what Sacerdote (2011) calls and the linear-in-means model (see
also Hoxby & Weingarth, 2005), reserving exploration of other models and mechanisms for
future research.
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Limitations
It is beyond the scope of the present study to model all of the sources of variance that
previous research has found related to student achievement, nor is it within the scope of the
present study to investigate multiple, simultaneous violations of VAM assumptions. This study
has also not been designed to quantify compositional effects resulting from high proportions of
students with particular attributes, or to compare the effects resulting from high proportions of
students with one specific attribute to the effects resulting from high proportions of students with
a different specific attribute. Thus, the present study is not positioned to make specific policy
recommendations about the assignment of students to classrooms, or of classrooms to teachers.
Some of the simplifying assumptions of the present study may limit the generalizability
of its findings to policy decisions. The simulation used in the present study eliminates the school
and district levels in order to meet the manipulability of treatment units assumption and to avoid
confounding the effects of interest. In order to simplify the generation of student test scores, the
simulation also combines several student attributes, such as English learner status, students’
exceptionalities, and socioeconomic status, which are typically stored in educational data
systems as a collection of dichotomous or categorical variables, into a single continuous
composite variable. The present study also simplifies the simulation by generating endogenous
peer effects which are uncorrelated to classroom composition or to student demographics. While
such simplifying assumptions make the design of the simulation more accessible and make the
findings more easily interpretable, it is recommended that any findings of the present study be
replicated with non-simulated data before being applied to policy.
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Finally, the present study investigates the effect of endogenous peer effects on the
accuracy of VAM scores. However, based on a review of relevant literature (discussion
forthcoming), these simulated peer effects explain a mean proportion of 5% of the variance in
student test scores (see the Data Generation section of Chapter Three). Since the mean
proportion of variance explained by these peer effects is equivalent to the selected alpha level of
statistical tests in this study, it is possible that their influence may not be detected. Thus, the
design of this study may favor nonsignificance for tests related to endogenous peer effects,
particularly as they relate to the models specifically designed to account for them (i.e., M3, M4,
and M5). Future research may be necessary which includes a greater proportion of variance
explained by peer effects to fully determine their effects on VAM scores.
Researcher Positionality
All research is conducted by researchers with unique individual backgrounds,
experiences, and values which, unless acknowledged and thoughtfully considered, have the
potential to color interpretation of research findings. Though far more common in qualitative
research methods (Creswell, 2007; Creswell & Miller, 2000; Milner, 2007), consideration of the
researcher’s positionality may be relevant even in purely quantitative analyses, as well.
Measured attributes and phenomena in social science research take place within the context of
complex social structures, dynamic settings, and nuanced interpersonal dynamics. As a result,
understanding the researcher’s background and experience as it relates to the context studied
may help the reader understand, interpret, and evaluate the analyses conducted and the
conclusions drawn.
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The researcher in the present study is a research methodologist who comes to educational
research with 8 years of experience as a classroom teacher in US secondary schools (grades 6
through 12), the most recent of which were completed while simultaneously conducting this
research. The researcher taught primarily in diverse, majority minority schools in which 70% or
more of the students qualified for free or reduced price lunch programs. Although the researcher
will receive a VAM score for his most recent year of teaching, these scores have not yet been
released as of this writing. During his experience in the field of education however, both as a K12 classroom teacher and as a research methodologist, the researcher has had contact with
several educators who do not understand how their VAM scores are calculated, which students
are included in those calculations, or how the actions that they take in the classroom on a day-today-basis relate to the final score produced. Some teachers have also expressed confusion about
how colleagues who are widely regarded by their peers and administrators as outstanding
teachers regularly receive VAM scores which prevent them from being rated “Highly Effective,”
and are rated merely “Effective,” instead. Likewise, other teachers have expressed confusion
about how some colleagues who are widely regarded by their peers as ineffective teachers have
not received VAM scores which require their dismissal or remediation. The researcher
recognizes that these observations are purely anecdotal and come from a limited sample of
educational contexts which are in no way representative of the population. As a result, the
researcher has sought to understand the true behavior of VAMs under both ideal and less than
ideal conditions through the conduct of the present study.
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Summary
Reardon and Raudenbush (2009) identified six assumptions that value-added models
(VAMs) must make in order to draw causal inferences about teacher effects from the
standardized test scores of the students they teach. The findings of prior research on peer effects
(see, for example, Henry & Rickman, 2007; Hoxby, 2000; Sacerdote, 2011) suggest that one of
the six key assumptions of VAMs, that student outcomes with a particular teacher do not depend
on the other students assigned to that teacher, may be systematically violated. Prior research also
indicates that another assumption of VAMs, namely strongly ignorable assignment (Reardon &
Raudenbush, 2009), is regularly violated in schools (see Paufler & Amrein-Beardsley, 2014).
The research of Newton, et al. (2010) further suggests that teacher VAM scores may be biased by
the composition of the classrooms that they teach. Since the effects of violating the assumption
of stable treatment effects is currently unknown, the present study will use a Monte Carlo
simulation design to investigate the robustness of five different VAMs to endogenous and
correlated peer effects.
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CHAPTER TWO: LITERATURE REVIEW
No research is conducted in isolation, but exists in the context of what is already known
or theorized about the topic and builds on the work that precedes it. The sixth edition of the
American Psychological Association's Publication Manual (2010) states that empirical studies
should include an introduction to the study "including its historical antecedents" (p. 10). This
literature review will explore the body literature on the use of value-added models (VAMs) for
teacher evaluation, the literature on peer effects, and will systematically review the peerreviewed literature published since the turn of the century which addresses peer effects or
nonrandom assignment in the context of VAMs. This literature provides a context for the present
study, frames the investigation, and informs the generation and analysis of the data used in the
Monte Carlo simulation.
Value-Added Models (VAMs)
In an effort to satisfy Pittenger’s (1917) second desiderata, namely “to pick out from the
body of measured results any single teacher's contribution” (p. 107), researchers, analysts, and
policy-makers have increasingly turned to value-added models (VAMs). VAMs are complex
statistical models which purport measure a teacher’s contribution to the learning of his or her
students by determining the academic growth of the students taught by that teacher, which cannot
otherwise be attributed to the students’ existing patterns of growth, or to observable factors other
than the classroom teacher (Ballou, et al., 2004; Braun, 2005; McCaffrey, et al., 2004). The
concept of measuring value-added has been a part of the production literature in economics since
long before the idea gained popularity in education (Koedel, Mihaly, & Rockoff, 2015). One of
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the earliest and most widespread VAMs used to evaluate teachers, the SAS® EVAAS®
Multivariate Response Model (MRM) has evolved from the model that statistician William
Sanders adapted for the state of Tennessee (Sanders & Horn, 1994; Sanders, et al., 1997; Wright,
et al., 2010). The EVAAS® MRM uses all years of test data available for students to estimate a
student fixed effect, which one can think of as the student’s historically demonstrated trajectory
of learning gains, creates a matrix of dummy-coded variables to indicate whether student i has
been taught by teacher j prior to the observed year’s test score, and uses these data to estimate
teacher effects as the learning gains (or losses) that can be attributed to the teacher but not the
students’ learning trajectories (Sanders, et al., 1997; Wright, et al., 2010).
The SAS EVAAS and its predecessor, the Tennessee Value Added Assessment System
(TVAAS), have been criticized for insufficient evidence to establish that inferences about teacher
effectiveness based on its estimates are valid (Amrein-Beardsley, 2008; Amrein-Beardsley &
Collins, 2012; Kupermintz, 2003). Kupermintz (2003) raised questions about possible alternate
explanations for the observed learning gains, such as school, family, and community contexts or
student factors, and called for a rigorous validation of the TVAAS for high stakes purposes.
Amrein-Beardsley (2008) echoed concerns over the lack of substantial validity evidence to
support conclusions drawn from the EVAAS citing, in particular, the lack of peer review,
concerns over missing data, regression to the mean, and extraneous variables. She illustrates her
concerns through a discussion of Sanders, Ashton, and Wright’s (2005) analyses of students
taught by National Board for Professional Teaching Standards (NBPTS) certified teachers as
compared to those who don’t plan to obtain NBPTS certification, those who intend to pursue
NBPTS certification in the future, and those who have attempted NBPTS certification and failed
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to obtain it. Amrein-Beardsley (2008) points out that the EVAAS led to similar conclusions as
other more traditional analyses, but with fewer significant effects and smaller effect sizes,
questioning the added value of this value-added model. Amrein-Beardsley and Collins (2012)
examined the implementation of the SAS EVAAS in the Houston Independent School District
(HSID) through case studies of four HSID teachers. The teacher-participants note the lack of
stability, year to year, of their EVAAS scores, and attributed the scores they received largely to
the nature of the students that they taught, raising concerns about the lack of transparency in the
system and its vulnerability to bias. In order to address concerns about the failure of the
TVAAS/EVAAS to include student background factors in its estimation of teacher effects, Ballou
et al. (2004) compared the standard TVAAS to a modified version of the model which includes
student background variables. The authors find negligible differences between the two models,
concluding that the inclusion of student fixed effects estimated from historical tests are sufficient
controls for student background factors.
The other most commonly used VAMs in education and accountability efforts are various
versions of a covariate adjustment model (Lockwood & McCaffrey, 2014; McCaffrey, et al.,
2004; Rose, Henry, & Lauen, 2012), so called because the models include student covariates, in
addition to prior performance, in order to control for factors other than the teacher which
influence student achievement and to adjust estimates of teacher effectiveness. The EVAAS is a
proprietary model offered by a single vendor. As such, although the specific implementation of
the EVAAS may vary from one client to the next, the model uses the same structure and
estimation procedures across contexts (Wright, et al., 2010). By contrast, there are numerous
methodological considerations and many possible implementations to choose from for covariate
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adjustment models. Rose, et al. (2012) compared nine different VAMs in their study, each using
different combinations of fixed and random effects, nested and non-nested designs, included
covariates, estimation procedures, and covariance structures. Although they did find differences
in performance between the various models examined, these differences were generally small,
with nested random effects models ranking among the top performing models in most tests. The
authors of the paper also saw promise in a less commonly used VAM variant proposed by
Guarino, Reckase, and Woolridge (2012, 2015), the dynamic ordinary least squares (DOLS)
model.
The oft debated question of which VAM is the best VAM is often linked to its application
in policy to identify the most effective teachers for recognition or reward, and to identify the
least effective teachers for remediation or dismissal (Berliner, 2013b; Chetty, et al., 2014a,
2014b; Darling-Hammond, et al., 2012; Jacob, 2011; Lavigne, 2014; Shepard, 2013; Yeh, 2013).
In their briefing paper written for the Economic Policy Institute, E. L. Baker, et al. (2010) argue
that regardless of the specific model used, VAMs may not be suitable for purpose of identifying
ineffective teachers for dismissal. The authors write:
There is simply no shortcut to the identification and removal of ineffective teachers. It
must surely be done, but such actions will unlikely be successful if they are based on
over-reliance on student test scores whose flaws can so easily provide the basis for
successful challenges to any personnel action. (p. 20)
E. L. Baker et al. (2010) examine three broad categories of problems with VAMs that make the
high-stakes use of such scores so potentially flawed: (a) the statistical misidentification of
teachers, (b) practical limitations, and (c) unintended negative effects. In their review, Lavery, et
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al. (2016) found literature from high-quality, peer-reviewed journals which support each of the
concerns E. L. Baker et al. (2010) address.
A failure of prior research to consistently demonstrate that VAMs can accurately
distinguish between effective and ineffective teachers proposes to make personnel actions made
on the basis of such models notoriously difficult to defend (B. D. Baker, Oluwole, & Green Iii,
2013; E. L. Baker, et al., 2010). The E. L. Baker, et al. (2010) paper discusses that VAMs’
misidentification of teachers may stem from differences in student backgrounds (see also
Amrein-Beardsley, 2008; Berliner, 2014; Collins & Amrein-Beardsley, 2014; Hill, 2009;
Konstantopoulos, 2014; McCaffrey, et al., 2004; Paufler & Amrein-Beardsley, 2014; Rothstein,
2009), multiple influences on student learning (see also Berliner, 2013b, 2014; Lockwood, Louis,
& MaCaffrey, 2002; Lockwood & McCaffrey, 2009; McCaffrey, et al., 2004; Raudenbush,
2004), and insufficient statistical controls to make valid inferences about teacher effectiveness
(see also Amrein-Beardsley, 2008; Berliner, 2014; Castellano, Rabe-Hesketh, & Skrondal, 2014;
Reardon & Raudenbush, 2009; Reckase, 2004; Rothstein, 2009). Among the practical
limitations of VAMs, E. L. Baker et al. (2012) discuss the limited availability of appropriate tests
and the sensitivity of VAM scores to the test used (see also Boyd, Hamilton, Loeb, & Wyckoff,
2013; Grossman, Cohen, Ronfeldt, & Brown, 2014; Lockwood, et al., 2002; Lockwood &
McCaffrey, 2014; Papay, 2011; Polikoff & Porter, 2014), the complex and dynamic settings of
schools which may lead to attribution errors (see also Hill, et al., 2011; Kennedy, 2010; Reckase,
2004), and summer learning loss, which may differentially affect poor and underprivileged
students (see also Berliner, 2014; Rowan, Correnti, & Miller, 2002; Shepard, 2013). E. L. Baker
et al. (2010) also discuss the unintended consequences of VAM based accountability systems
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which promise to make such policies even more difficult to defend, such as creating a
disincentive to serve the neediest students (see also Everson, Feinauer, & Sudweeks, 2013;
Hanushek & Rivkin, 2010; Heilig & Darling-Hammond, 2008; Kupermintz, 2003; Rubin, Stuart,
& Zanutto, 2004; Yeh, 2013), leading to an unwanted narrowing of the curriculum and teaching
to the test (see also Barlevy & Neal, 2012; Chetty et al., 2014a; Darling-Hammond, 2004;
Goldhaber, Cowan, & Walch, 2013; Kane & Staiger, 2002; Papay, 2012), discouraging
collaboration among teachers (see Everson, et al., 2013), and lowering teacher morale and job
satisfaction (see also Hill, et al., 2011; Lavigne, 2014).
In their paper investigating VAMs, Newton, et al. (2010) applied five different valueadded procedures, some which include statistical controls for student backgrounds and some
which do not, to a longitudinal data set drawn from Stanford’s Teachers for a New Era project in
the San Francisco Bay Area. The data set included student achievement and demographic data
for about 250 secondary teachers and 3500 students over the course of two years. Newton et al.
(2010) found that even the models which are meant to control for student background
characteristics produced teacher VAM scores which are significantly correlated to student
background variables; producing lower scores for teachers who taught a higher proportion of
English learners, students on free or reduced price lunch programs, or Hispanic students and
producing higher VAM scores for teachers who taught classes of students with higher mean
levels of parent education, and higher proportions of Asian students. The researchers also used
data from teachers who taught the same two courses across both years of the study to run a series
of 16 analyses of covariance (ANCOVAs), finding that student prior achievement was a
significant predictor in every analysis, but that the specific course was more than three times
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more likely to significantly predict student achievement than the teacher effect. The findings of
Newton et al. (2010) suggest that VAMs may be more sensitive to student composition and the
educational context than to the contribution of teacher effectiveness.
The American Statistical Association (ASA; ASA, 2014) has released a statement
cautioning that while VAMs may have the potential to inform educational improvement, VAM
estimates should always be accompanied with information about their precision (or lack thereof)
and limitations, that the most opportunities for the most substantial improvement likely lay at the
system level, and that ranking teachers according to VAM scores may have unintended negative
consequences. The American Educational Research Association (AERA; AERA, 2015)
statement on the same topic provided eight (admittedly difficult to meet) preconditions for the
use of VAM scores for evaluative purposes. Among them, AERA (2015) cautions that VAM
scores must only be generated based on multiple years of data for a sufficient number of students
in subjects and grade levels for which high-quality standardized tests are available that are both
comparable over time and have sufficient evidence of their validity and reliability for the specific
purposes used. AERA (2015) also insists that VAMs never be used in isolation, that reports of
VAM scores include estimates of statistical error, and that evaluation programs that use them
continually investigate the system for sufficient validity evidence to support each intended use of
VAM scores.
Peer Effects
If VAMs are more sensitive to contextual factors than they are to teacher effects, and if
two large and well-respected professional organizations have released such cautionary statements
about their use, then the continued use of VAM scores in high-stakes personnel decisions must be
36

called into question. Perhaps some of the changes in student achievement measured by VAMs
and attributed to the teacher, are actually due to other causes. One such possible source of
variance in student achievement may be the peers with whom students share the classroom. The
examination of possible peer effects gained prominence in the educational and economic
literature after the (in)famous Coleman Report (Coleman et al., 1966) which credited student
background, families, peers, and social contexts with a lion’s share of the variance in student
achievement, minimizing the impact of teachers.
In a recent comprehensive review, Sacerdote (2011) references more than 120
publications on peer effects on both academic and social outcomes, reviewing 13 studies which
report 30 peer effects specifically in elementary and secondary schools. His review makes it
clear that synthesizing the literature on peer effects is a difficult task because, while “researchers
have been successful both in demonstrating the existence of peer effects and measuring the
magnitudes of some of these effects” (p. 251), “identifying the precise channel through which a
given peer effect operates is a Herculean task and in many cases is asking too much of the data”
(Sacerdote, 2011, p. 251). In a seminal early paper on the topic, Manski (1993) differentiates
between endogenous peer effects, those which are caused by the current actions and outcomes of
the peer group, exogenous peer effects, those which stem from peers’ prior actions and
backgrounds, and correlated peer effects, which are a form of exogenous peer effect specifically
related to group selection (see also Sacerdote, 2011; Wilkinson, 2002; Wilkinson et al., 2000).
Drawn primarily from the work of Lazear (2001) and of Hoxby and Weingarth (2005), Sacerdote
(2011) discusses seven possible mechanisms through which peer effects may affect individual
student outcomes. Among the most commonly discussed and applied in the peer effects
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literature is the linear-in-means model, in which the influence of peers operates solely through
the mean of peer group backgrounds (Hoxby & Weingarth, 2005; Sacerdote, 2011). As a
homogenous, exogenous peer effect, the linear-in-means mechanism is both the easiest to detect
in a given data set, but also the least useful to policy and practice, since “regardless of how peers
were arranged, society would have the same average level of outcomes” (Hoxby & Weingarth,
2005, p. 2; see also Sacerdote, 2011). Based primarily on the work of Lazear (2001), the “Bad
Apple” peer effect mechanism hypothesizes that a single disruptive student is able to distract
students and teachers alike, harming the educational outcomes of all other students in the
classroom. Though homogeneous across peers in the classroom, the system-wide impact of bad
apple effects may be diminished through strategic use of smaller class sizes (Lazear, 2001). The
“Shining Light” effect is the inverse of the bad apple effect, whereby a single high achieving
student provides a good example, raising the achievement of all other students (Hoxby &
Weingarth, 2005; Sacerdote, 2011). Hoxby and Weingarth (2005) also hypothesize another pair
of inverse homogeneous peer effect mechanisms; the Focus effect, in which classroom
homogeneity is good for all, and the Rainbow effect, in which classroom heterogeneity is good
for all. Unlike the bad apple and shining light mechanisms, which may theoretically both
operate simultaneously, the focus and rainbow effects are mutually exclusive. The Sacerdote
(2011) review also discusses three non-homogenous peer effect mechanisms; the Invidious
Comparison model in which achievement is depressed by the presence of higher achieving peers
(through lower self-esteem or jealousy); the Boutique model, in which students experience
higher achievement when surrounded by peers like themselves; and the Single Crossing model,
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in which high achieving students experience greater benefit from the presence of high achieving
peers than low achieving students do.
Whatever the mechanism or model of the peer effects, several significant peer effects
have been found in the research literature on student achievement. In his review, Sacerdote
(2011) reports two main consistent findings in empirical investigations of peer effects in primary
and secondary educational contexts. The first of these findings is that studies of gender variation
find larger effects than other investigations of peer effects, specifically that increases in the
proportion of female students in the classroom increases peer achievement (see also Hoxby,
2000; Kramarz, Machin, & Ouazad, 2009; Lavy & Schlosser, 2011; Whitmore, 2005). The
second finding, supported by “several but not all studies” (Sacerdote, 2011, p. 260), is that
increasing classroom homogeneity improves student outcomes, but that high achieving students
experience greater benefit from the addition of high achieving peers (see also Burke & Sass,
2013; Hanushek, Kain, Markman, & Rivkin, 2003), lending support to the Single Crossing
model discussed above. It is interesting to note however, that some of the findings of the
literatures reviewed next directly countermand Sacerdote’s (2011) second main finding, finding
benefit to increasing heterogeneity, rather than homogeneity, and that lower achieving students
are more susceptible to peer effects than higher achieving students (see Sund, 2009).
Systematic Review of VAM Peer Effect Literature
In order to position the present study in the existing literature, the researcher conducted a
systematic review of the related peer reviewed literature. Using the procedures described next,
the researcher searched for and systematically analyzed peer-reviewed literatures whose authors
discuss both value-added models and either endogenous or contextual peer effects.
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Article Selection Procedures
The review employed a systematic approach to article search and selection in order to
ensure that the peer-reviewed literature included is both comprehensive and of sound quality.
Because value-added literature is published in the fields of economics, education, and
methodology, the EBSCOhost online search system was used to retrieve articles listed in the
Education Resources Information Center (ERIC) database, in the PsychINFO abstracting and
indexing database, or in EBSCO’s Business Source Premiere database, and which was published
in peer-reviewed journals since the year 2000. Searches were conducted to find records
containing variations of the term value-added; along with words or phrases relating to education,
teachers, or schools; and which also include mention of peer effects, classroom composition, or
nonrandom assignment. The following specific search string was used:
(("value-add*" OR "value add*" OR "student growth") AND ("teacher#" OR "school#"
OR "education")) AND (("peer-effect#" OR "peer effect#" OR "non-random* assign*"
OR "nonrandom* assign*" OR "class* compos*" OR “student# sort*”))
This search string made use of the specific wildcard characters supported by the EBSCOhost
platform (EBSCOhost, n.d.). For example, the term “nonrandom* assign*” returns articles
which contain the words “nonrandom assignment” as well as articles which contain the words
“nonrandomly assigned”, while the term “peer effect#” returns articles which contain either the
words “peer effect” or the words “peer effects” in the title, abstract, or full text (when the full
text is available for search in the EBSCOhost system). In order to ensure that the articles
included in the review are of sufficient quality and scientific rigor, articles were only included
from peer reviewed journals. The initial search returned 36 publications. After excluding 15
reports, four dissertations, and one book, n = 16 peer-reviewed journal articles remained
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published since 2000 whose authors specifically discussed peer effects, nonrandom assignment,
or classroom composition as they relate to VAMs.
Literature Reviewed
In the earliest of the included studies, Henry and Rickman (2007) used value-added
modeling methods to examine the influence of peer effects on early childhood development
using data from the Early Childhood Study (ECS) in Georgia. The researchers examined data for
630 children attending state Pre-K programs, Head Start programs, or private early childhood
education programs. The researchers included covariates to statistically control for school and
program inputs, and child and family characteristics in the value-added estimation of the
participants’ cognitive and language skill development. The study found that, after controlling
for the other possible explanations of student development, peer effects were positive across all
five measures used, and statistically significant in four of them. Although participants in the
Georgia ECS were selected through a stratified random sampling technique, existing early
childhood classrooms were used in the study; thus, participants were not randomly assigned. As
a result, although many reasonable external influences were measured and included in the
statistical model, the skeptical reader cannot rule out the possibility that observed significant peer
effects are proxies for shared but unmeasured contextual effects. Nonetheless, though Henry and
Rickman (2007) did not estimate teacher effects, and thus their findings are not directly relevant
to the present study, their findings do add to the weight of evidence in the literature suggesting
that peer effects should not be ignored in educational production analyses.
Sund (2009) used a longitudinal dataset of more than 82,000 secondary students in
Stockholm in which both teachers and classmates are identified to examine peer effects in
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educational achievement. The individually identified data set spans a period of transition from
one level of secondary education to another, in which students frequently change schools. In this
way, Sund (2009) was able to examine peer effects not only in the context of relatively static
peer groups, as one might find within a school in which classmates may be configured differently
from class to class but students share classrooms with the same pool of peers, but also situations
in which students are exposed to an entirely new set of peers. He found positive effects for both
mean peer achievement and for the standard deviation of peer achievement, suggesting that not
only is peer group quality associated with higher achievement, but that peer group heterogeneity
is related to higher achievement, as well. Tests for non-linarites also indicated that students at
the lower end of the achievement distribution benefit more from heterogeneity than students at
the upper end. These results run counter to one of the main findings of Sacerdote’s (2011)
review, which suggested positive effects from increased homogeneity. The fact that Sund (2009)
included both student and teacher fixed effects as controls, and that he was able to examine
students exposed to both similar peer groups over time as well as those who changed peer
groups, strengthens his findings that peers have a real effect on student achievement and that
their influence should be controlled in VAMs.
In their theoretical discussion piece for Education Finance and Policy, Ishii and Rivkin
(2009) discuss the influence of peers among the possible impediments to estimating teachers’
value added accurately. Primarily focused on potential effects of the unobservable behaviors of
families, administrators, and teachers on student achievement, the authors include discussion of
disruptive or compliant peers as one such potential unseen influence. Unfortunately, while the
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nature of such effects can be theorized, the authors discuss that the direction and magnitude of
such effects cannot be predicted. They write that
An egalitarian principal might place more disruptive children with a higher-quality
teacher, while a principal who wants to please the senior staff might give experienced
teachers the more compliant, intellectually engaged children. These alternative allocation
mechanisms produce very different distributions of achievement within schools and
different patterns of bias in the absence of adequate controls for classroom heterogeneity.
(p. 522)
The authors conclude that, if all relevant information used to assign students to teachers is
known, measured, and modeled, then accurate VAM scores may be estimated. In the absence of
this very high standard, however, VAM scores will be inaccurate and potentially biased in
substantial but unpredictable ways.
In one of the most widely cited studies included in this systematic review, Rothstein
(2009, 2010)1 uses a sample of more than 49,000 students in a data set from North Carolina to
illustrate that, when using some of the best and most sophisticated models, fifth grade teachers’
VAM scores significantly predict their students’ fourth grade learning gains. The author
examined several different VAMs, modeled under conditions in which student assignment was
based only on observable factors, and modeled under the assumption that student assignment
depended upon unobservable factors, as well. Though some models and conditions examined
were much less susceptible to bias than others, bias remained substantial under most conditions.
If the fifth grade teacher can have a significant measurable effect on fourth grade learning gains,

1

The Rothstein (2010) paper was not returned by the search described prior because it was published in the
Quarterly Journal of Economics, which does not index its published articles in any of the searched databases. It is
included here because it is a companion paper written about the same research study as the Rothstein (2009) paper
and is equally widely cited. None of the findings discussed in this systematic review are unique to either paper.
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on which they cannot possibly have any influence, then it stands to reason that even the best,
most sophisticated VAMs may be more sensitive to unmeasured contextual factors than to
teacher quality.
Friesen and Krauth (2010) examine the achievement data of more than 14,000 aboriginal
students in British Columbia, representing 9% of the total number of students for whom data was
available (implying that the database used contains upwards of 350,000 students). The authors
identify this as consistent with the proportion of aboriginal students reported in census data.
Using a covariate adjustment-style VAM to control for student and school factors, the authors
find “little support for the hypothesis that peer composition contributes to the between-school
component of the growth in the test score gap between Aboriginal and non-Aboriginal students”
(p. 1299). Though they acknowledge the shortcomings of their data set, which does not allow
for reasonable alternative explanations such as differences in teacher experience or available
resources, the authors tentatively suggest that “Aboriginal students may benefit from attending a
school with higher concentrations of Aboriginal students” (p. 1299).
Neidell and Waldfogel (2010) used the National Center for Educational Statistics (NCES)
Early Childhood Longitudinal Study Kindergarten Class of 1998-99 (ECLS-K) data set to
construct a school-level value-added model with extensive attempts to control for student and
family factors in the estimation of spillover effects from pre-school peers on cognitive and noncognitive student outcomes in kindergarten. The authors find significant effects on math and
reading cognitive outcomes, but not on non-cognitive social and behavioral outcomes. The
authors’ findings lend some support to accumulated evidence that peers are an important part of a
learning process that is, at least in part if not largely, socially constructed. Their use of existing
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groups in an observational design, however, still does not eliminate the possible influence of
unmeasured contextual factors.
Friesen and Krauth (2011) examined the longitudinal achievement data of nearly 140,000
students who were enrolled in grade 7 in a public or private school in British Columbia between
2002 and 2004. The authors were particularly interested in the phenomenon of “enclave
schools” in which immigrants to a particular city tend to settle near one another, creating ethnic
enclaves which are reflected in the demographics of students enrolled at local schools. Their
data set was linguistically diverse, with 21% of students having a non-English home language,
but the researchers focused on the two largest sub-populations of non-native students; the 7% of
students who speak Chinese at home, and the 4% of students who speak Punjabi at home.
Friesen and Krauth (2011) used a value-added model to estimate an education production
function, including interaction effects based on the percent of students at the school from each
home-language group in order to test for differential effects of similar background peers. The
authors find a weak but positive peer effect for native Chinese-speaking students who have larger
native Chinese-speaking peer groups, and a large negative effect peer effect for native Punjabispeaking students who have higher proportions of other native Punjabi-speaking students among
their peers. Much like the other studies reviewed, the Friesen and Krauth (2011) study also does
not eliminate the possibility of unmeasured contextual factors confounding their results, but their
study adds a great deal of weight to the assertion that peer effects are neither linear nor
homogeneous, and may be experienced by different students in different ways.
In an attempt to replicate and improve upon the findings of Rothstein (2009, 2010),
Koedel and Betts (2011) used longitudinal student achievement data from the San Diego Unified
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School District (SDUSD) to examine teacher VAM scores. The authors replicated the predictive
effects of future teachers (Rothstein’s falsification test) and verified that VAMs can produce
biased estimates of teacher effects in the presence of student sorting. The SDUSD data yielded
smaller degrees of bias than Rothstein (2009, 2010) observed with North Carolina data. Koedel
and Betts went on to demonstrate, however, that using multiple years of data to estimate teacher
effects can reduce sorting bias substantially, and recommend limiting the use of VAMs for
evaluative purposes to fixed effects models and only for teachers with three or more years of
linked data.
Jackson (2013) used a unique aspect of school admissions in Trinidad and Tobago to
examine peer effects in selective schools there. In Trinidad and Tobago, 80% of students
admitted to selective government assisted schools are assigned by the Ministry of Education,
while 20% of the student body is selected by the schools through the normal admissions process.
This provided a unique opportunity to examine the impact of attending a selective school, as well
as the impact of high achieving peers, on a population of students without the self-selection bias
typical in more elite institutions. Jackson used value-added modeling with included peer effects
to estimate school effects. He finds that between 7% and 14% of the improvements in academic
achievement that come from attending a more selective school can be attributed to peer effects,
though more than a third of the effect of attending the most selective of schools comes from peer
effects.
By contrast, Abdulkadiroğlu, Angrist, and Pathak (2014) used a regression discontinuity
design to study the differences in achievement, college admission, and college quality for
students at or near the exam cut-score between those who were admitted to an elite exam school
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in Boston, and those who were not. These authors found little evidence to suggest substantial
peer effects stemming from the academic achievement of peers or the racial composition of the
peer group. The authors go on to discuss the inherent difficulties of accurately detecting true
peer effects, given the high risk of specification errors and what has become known in the peer
effects literature as the reflection problem (i.e., that the relationship between individual and
group mean outcomes favors detection of a peer effect). They assert that their failure to find a
significant peer effect using their design and controls strengthens the claim that such effects are
not present.
Castellano, et al. (2014) analyzed four different methods for controlling for endogeneity
and peer compositional effects in VAM estimations of school-type effects (such as, for example,
in analyses that compare public and private schools) and of school effects. The authors find that
two-stage estimation models and the Hausman–Taylor estimator (which is also a multi-step
procedure) perform better in the presence of level-2 endogeneity when no contextual effects are
present. When both contextual effects and level-2 endogeneity are present, they conclude that
the multi-stage parameters can be interpreted as Type A school effects (defined as the combined
effects of school practices and aspects of the school environment and composition over which
schools may not have any control; see Raudenbush & Willms, 1995). They go on to suggest that
parameters derived from estimations which include the group means or which group-meancenter the variables of interest as defining the bounds of Type B effects. They offer no analytical
methods to separate contextual effects from level-2 endogeneity, and recommend random
assignment to correct the problem of contextual effects.
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Paufler and Amrein-Beardsley (2014) surveyed n = 378 principals of public and charter
elementary schools in the state of Arizona to determine whether, and on what criteria, students
are nonrandomly assigned to classrooms. Their results indicated that, for 98% of respondents,
random assignment was not standard practice. Instead, principals and faculty considered several
student factors, including behavior, special needs, language needs, and academic achievement,
among others, to determine student placement. Parent input also has a role in placement for a
majority of respondents. In fact, more than two thirds of respondents strongly oppose random
assignment, believing that such practices are impractical or detrimental. As the authors discuss,
of particular importance to VAM estimates is that, if principals systematically use unobserved or
unobservable variables to make student assignment decisions, then students in the same
classroom may be systematically similar in ways for which the chosen VAM does not control.
Likewise, if principals use the factors for which VAMs control estimates of teacher effectiveness,
but use them in inconsistent or idiosyncratic ways to assign students, then the statistical controls
that VAMs use may be less effective and effectiveness scores biased in unpredictable ways. The
study finds that principals commonly do both of these things, threatening to cause unpredictable
bias in VAM scores.
Guarino, Maxfield, Reckase, Thompson, and Wooldridge (2015) examined five different
VAMs under seven different student assignment mechanisms using both real and simulated data
in order to determine whether empirical Bayes (EB) estimation methods provide more accurate
VAMs than average residual (AR) methods. The authors find that, when students are randomly
assigned to classes, all models work reasonably well, but that EB methods do not perform well
under nonrandom assignment and are not recommended. The authors further find that a dynamic
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ordinary least-squares (DOLS) estimator performs best under most conditions, and that models
which specifically control for student assignment mechanisms produce the least biased estimates.
Guarino, Reckase, Stacy, and Wooldridge (2015) use a simulation study to evaluate two
different specification tests, one (the Hausman test) is designed to determine whether a fixed
effect estimator or a random effects estimator is more accurate, and the other is designed to test
for feedback by attempting to use future conditions to predict past performance (Rothstein’s
falsification test; see Rothstein, 2009, 2010). The authors’ simulations find that the Hausman test
regularly favors fixed effects in conditions when students are nonrandomly assigned to classes
but teachers are randomly assigned, although random effects estimators rank teachers more
accurately in these cases. They also find that the feedback (or falsification) test performs better
when used with fixed effect estimators, but provides no useful information with random effects
models.
Horoi and Ost (2015) examined a student achievement data set of more than 1.3 million
observations from North Carolina to determine the effect on achievement of being in class with a
student who has been diagnosed with an emotional disability (ED) as a proxy for the peer effect
caused by disruptive students. As there is no data available which directly measures classroom
disruption, the authors elected use students diagnosed with ED as a proxy for disruption as
disruptive behavior is extremely strongly associated with ED. The authors assert that a
classroom with an ED student can reasonably be expected to have higher than average rates of
disruption. In order to limit problems of reflection, simultaneity, and endogeneity, the
researchers focused on changes in achievement gains for classrooms which received a previously
diagnosed ED student as a transfer. While the authors acknowledge that their design does not
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eliminate reflection and simultaneity problems, their use of transfer students can be expected to
reduce the problems substantially. The authors find a significant peer effect from disruption that
is roughly equivalent to a loss of two weeks of learning, suggesting significant negative peer
effects from disruptive students.
Zamarro, Engberg, Saavedra, and Steele (2015) used simulated data which included a
peer effect based on the percentage of disadvantaged students in the classroom in order to
determine how to detect the distribution of effective teachers among disadvantaged student
populations. They recommend specific diagnostic tests to determine the degree to which
effective teachers are unevenly distributed across advantaged and disadvantaged students and
that teacher effectiveness estimates may be confounded by classroom composition. The authors
recommend careful model selection based on the specific features of the context measured and
the goals of the model. As they detail the strengths and weaknesses of each model, they find that
none is ideal in all situations, stating that:
None of the teacher value-added models we discuss is capable of recovering without bias
the distribution parameter of effective teaching with respect to student disadvantage in all
of the simulation scenarios we consider. Moreover, value-added models that do well at
recovering true teacher contributions to learning are not necessarily those that do a good
job estimating the distribution of effective teaching with respect to student disadvantage.
(p. 104)
Summary
Taken together, the literatures reviewed suggest that peer effects are a real, non-trivial,
non-zero influence on educational production, but provide little insight into the nature,
magnitude, and mechanism of these effects. Many of the multiple models of peer effects
mechanisms proposed by the historical literature (Hoxby & Weingarth, 2005; Sacerdote, 2011)
are reflected in the systematically reviewed literatures. A few areas of consensus emerge as the
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16 systematically reviewed articles are considered in the context of the historical literature,
however. The first is that there is more evidence to suggest that peer effects are non-linear than
homogenous (Friesen & Krauth, 2010, 2011; Jackson, 2013; Sund, 2009), suggesting that
controls for peer effects in VAMs must necessarily include interaction effects and instrumental
variables to properly model them. Another area of consensus is that different models perform
better under different circumstances (Castellano, et al., 2014; Guarino, Maxfield, et al., 2015;
Guarino, Reckase, Stacy, et al., 2015; Koedel & Betts, 2011; Rothstein, 2009, 2010; Zamarro, et
al., 2015) and recommend careful analysis of the measured context and careful model selection
in order to minimize bias and ensure the most accurate VAM rankings. Unfortunately, the
researchers in all six of these reviewed studies recommend random assignment of students and
teachers (or random assignment of teachers as a bare minimum), when the findings of Paufler
and Amrein-Beardsley (2014) suggest that principals consistently use nonrandom assignment,
and that some principals surveyed strongly oppose the use of random assignment. Although both
Ishii and Rivkin (2009) and Guarino, Maxfield, et al. (2015) suggest that bias associated with
nonrandom assignment can be explicitly modeled and effectively controlled, both papers suggest
that the assignment mechanism must be both known and applied uniformly in order for the
modeling to be effective. The substantial variance in methods of assignment reported by the
principals surveyed in the Paufler and Amrein-Beardsley (2014) study suggest that such
uniformity of assignment methods may be difficult to implement in practical settings.
In light of the literature reviewed, there is a need to identify the nature and magnitude of
the error and bias that endogenous peer effects and non-random assignment of students by prior
achievement cause in VAM scores. Although Zamarro, et al. (2015) did include peer effects in
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their simulations, these were exogenous peer effects related to the proportion of disadvantaged
students assigned to classrooms. To the researcher’s knowledge, no study has examined the
impact of endogenous peer effects which operate independently and uncorrelated with other
observed variables. In addition, although several of the studies reviewed examine multiple
methods of nonrandom assignment, these studies were all conducted in an effort to determine
which model is most accurate and make recommendations for model selection. The present
study is positioned to determine the extent and magnitude of error and bias caused by nonrandom
assignment.
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CHAPTER THREE: METHODOLOGY
The present study uses a Monte Carlo simulation design (Fan, et al., 2002) to investigate
the impact of violations of the assumption of stable treatment effects (i.e., no interference
between units) and of strongly ignorable assignment (i.e., assignment of students and teachers
that is, if not random, as good as random; Reardon & Raudenbush, 2009) on estimates of teacher
effectiveness produced by value-added models (VAMs). All data is generated and analyzed for
the present study using SAS® Studio 3.4 (Enterprise Edition), an online-access, cloud-computing
environment that emulates SAS 9.4 features, code, and processing. This chapter introduces the
reader to the specific attributes of the data generated for the simulation, the conditions that
remain fixed across all data sets, and the models that are used to analyze the simulation data.
This chapter also describes the design of the simulation study, its manipulated conditions, and
criteria for evaluating the research questions.
Data Generation
The researcher developed SAS macros to generate data with specific, known properties in
order to investigate the research questions. Except for student and classroom level covariates,
which are calculated from the data generated, all variables in the data sets are continuous and
approximately normally distributed with M = 0 and SD = 1. For simplicity of data generation,
interpretation of results, and in order to avoid any possible unintentional confounding effects, all
predictor variables are generated to be uncorrelated with one another unless specifically required
by the situation being simulated. Investigation of each research question required that the data
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conditions generated be manipulated in certain specific ways. However, each generated data set
shares certain fixed conditions in addition to these manipulated conditions.
Fixed Conditions
In order to allow the use of EVAAS-like VAMs which use multiple prior years of
achievement data (such as M1 and M3, described in a forthcoming section), the present study
generates three years of achievement data for each student. Though the EVAAS® MRM is not
limited to only three years of data, using as many years of data as are available (Wright, et al.,
2010), Ballou, et al. (2004) demonstrate that a mean of three years of achievement data are
available per cohort of students. Each annual achievement test score follows the equation
𝑌𝑖𝑐𝑗𝑦 = 𝛽0 𝑋𝑖 + 𝛽1 𝑌𝑖(𝑦−1) + 𝛽2 𝑃𝑐𝑗𝑦 + 𝛽3 𝑇𝑗𝑦 + 𝜀𝑖𝑦 ,

(1)

where 𝑌𝑖𝑐𝑗𝑔 represents the achievement test score Y of student i, who is taught by teacher j in
classroom c during year y, the current year. During data generation, the current year test score
for student i is determined by the cumulative influence of the student’s individual, family, and
contextual factors which are related to achievement, 𝑋𝑖 , the prior year test score, 𝑌𝑖(𝑦−1) , the
influence of endogenous peer effects (when present) in the student’s assigned classroom, 𝑃𝑐𝑗𝑦 ,
and the contribution of the teacher assigned, 𝑇𝑗𝑦 , plus some unexplained variance, 𝜀𝑖𝑦 . Note that
equation 1 and the other data generation equations which follow do not contain an intercept term
representing the grand mean of 𝑌𝑖𝑐𝑗𝑔 . Since all variables are ~𝑁(0,1), the grand mean of
generated values is expected to equal zero, and can be dropped from the equation. For notational
clarity, I will replace the y index with numerals such that an index of one represents the first year
of generated data, producing the following equations:
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𝑌𝑖𝑐𝑗3 = 𝛽0 𝑋𝑖 + 𝛽1 𝑌𝑖2 + 𝛽2 𝑃𝑐𝑗3 + 𝛽3 𝑇𝑗3 + 𝜀3

(2.a)

𝑌𝑖𝑐𝑗2 = 𝛽0 𝑋𝑖 + 𝛽1 𝑌𝑖1 + 𝛽2 𝑃𝑐𝑗2 + 𝛽3 𝑇𝑗2 + 𝜀2

(2.b)

𝑌𝑖𝑐𝑗1 = 𝛽0 𝑋𝑖 + 𝛽1 𝑌𝑖0 + 𝛽2 𝑃𝑐𝑗1 + 𝛽3 𝑇𝑗1 + 𝜀1

(2.c)

Note that the data generation macro creates variables for each student during year zero (𝑌𝑖𝑐𝑗0 ),
but does not store these variables in the generated data set. The 𝛽 coefficients represent the
correlation between each predictor and the outcome as determined by a review of relevant
literature (described next). The rest of this section will discuss data generation in terms of year
three (𝑌𝑖𝑐𝑗3 ), though the same procedures are used to generate achievement data for each year in
the data set.
Although previous studies have found several different student and family factors to be
related to student achievement (see, for example, Ballantyne, Sanderman, & Levy, 2008;
Berliner, 2013; Haertel, 2013) data simulated for this study includes a single continuous variable
that represents the combined effect of all factors which follow a student into the school and the
classroom. The variable 𝑋𝑖 represents the cumulative educational advantage or disadvantage
attributable to socioeconomic status, disabilities, giftedness, the degree of support available
outside the school, proficiency with the language of instruction, how much sleep the student
tends to get at night, or anything else outside of the influence of the teacher or the school.
Goldhaber, Brewer, and Anderson (1999) found that 60% of the variance in student test scores
could be explained by outside of school factors. While those researchers included prior
achievement in factors outside the school, the present study must necessarily decompose this
variance into separate components for prior achievement and for other student factors. Hattie’s
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(2009) synthesis of over 800 meta-analyses related to student achievement found prior
achievement to have a greater effect than any other student or family factors, and Cole et al.
(2011) found correlations between annual student test scores that ranged from .59 to .82
(indicating shared variance ranging from .35 to .67). Thus, the prior year test score, 𝑌𝑖2 ,
determines a mean of 40% (SD = 7.5%) of the variance, and other outside of school factors, 𝑋𝑖 ,
determine a mean of 20% (SD = 5.0%) of the variance in current year test scores 𝑌𝑖𝑐𝑗3 , allowing
these two components together to account for the 60% influence found by Goldhaber, et al.
(1999).
In studies of the magnitude of teacher effects, Nye, Konstantopoulos, and Hedges (2004)
found that 7% of the variance in reading and 13% of the variance in mathematics achievement
test scores could be attributed to the teacher, and Goldhaber, et al. (1999) attributed 9% of the
variance to teachers. The ASA statement on the use of VAMs (ASA, 2014) states that studies
have found that from 1% to 14% of the variance in aggregate student test scores may be
attributed to the teacher. For consistency with these findings, the present study generated data
such that a mean of 10% (SD = 2.5%) of the variance in 𝑌𝑖𝑐𝑗3 is determined by 𝑇𝑗3 , often called
the teacher effect. Goldhaber, et al. (1999) also estimated the variance in student achievement
that could be attributed to the classroom, but separate from the teacher, finding the classroom
approximately half as influential. Rowan, et al. (2002) estimated the variance that lay among
classrooms, without differentiating between teacher effects and other classroom effects, finding
between 12% and 28% of the variance in student test scores is among classrooms. Thus, when
included in the data, endogenous peer effects, 𝑃𝑐𝑗3 , determine 5% (SD = 1.5%) of the variance in
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the current year test score 𝑌𝑖𝑐𝑗3 , which puts the combined effect of teachers and peers within the
range identified by Rowan, et al. (2002).
There is some debate in the literature whether teacher effects persist beyond the year of
instruction (see Ballou, et al., 2004; Konstantopoulos & Chung, 2011; Lockwood, McCaffrey,
Mariano, & Setodji, 2007; McCaffrey, et al., 2004; Rowan, et al., 2002; Sanders & Horn, 1998).
The EVAAS® MRM models teacher effects which persist undiminished in subsequent years of
schooling (Wright, et al., 2010), while McCaffrey, et al. (2004) found little persistence for the
effects of prior year teachers and “none is significantly greater than zero” (p. 90). Even the
highly cited study by Chetty, et al. (2014a, 2014b), which reports significant differences in
lifetime outcomes for students of teachers deemed effective and ineffective, found that teacher
effects diminish in the first few years after the student leaves the prior teachers’ classrooms
before remaining stable at a reduced level of influence on future achievement. It remains unclear
whether the persistent effects found by Chetty, et al. (2014a, 2014b) are causal effects of prior
teachers or the effects of other, unmeasured factors systematically shared by students who share
the same classroom. While it is beyond the scope of the present study to resolve this
disagreement about the persistence of teacher effects, simulated data must be generated
according to a procedure that is reasonable based on prior research and existing theory.
Students do not typically receive regular instruction from last year’s teachers. Thus,
while 𝑇𝑗2 has a direct effect on the student learning measured by 𝑌𝑖2 through daily instruction and
interactions in the classroom, last year’s teacher affects current achievement (𝑌𝑖𝑐𝑗3 ) more
indirectly. The effect of 𝑇𝑗2 on 𝑌𝑖𝑐𝑗3 can only be observed through measurements taken during
the current year, i.e. through 𝑌𝑖𝑐𝑗3 istself. It is possible that 𝑇𝑗2 is completely unrelated to 𝑌𝑖𝑐𝑗3 ,
57

as illustrated by the Venn diagram on the left in Figure 1. It is also possible, however, that a
portion of the variance in 𝑌𝑖2 that explains 𝑌𝑖𝑐𝑗3 can be attributed back to 𝑇𝑗2 (the shaded region
of the Venn diagram on the right in Figure 1). Specifically, if 40% of the variance in current year
achievement scores can be explained by scores earned the year prior, and if 10% of the variance
in that test score can be explained by the teacher assigned that year, then 10% of 40%, or 4% of
the variance in the current test score, can reasonably be explained by last year’s teacher.

𝑇𝑗2
𝑇𝑗2

𝑌𝑖2

𝑌𝑖2

𝑌𝑖𝑐𝑗3
𝑌𝑖𝑐𝑗3

No Shared Variance

Variance Shared through Prior Year Score

Figure 1. Illustration of Possible Variance in Current Test Score Attributable to Prior Teacher
Generating test scores iteratively (i.e., generating year one values first, then using year
one variables to generate year two, and so on) would attribute the desired 4% of variance to the
prior year teacher, but it would also steadily inflate the influence of some variables. For
example, if 𝑋𝑖 explains 20% of the variance in 𝑌𝑖1 , then it explains 28% of the variance in 𝑌𝑖2
(20% calculated directly, plus 20% of the 40% explained by 𝑌𝑖1 ), and it explains 31.2% of 𝑌𝑖𝑐𝑗3 .
In addition, the effect of the other students in last year’s classroom would have a persistent effect
on future achievement much like prior teachers. Although prior research does suggest that peers
affect a student’s academic achievement, no research has yet established the persistence of these
effects. Thus, the present study employs a variance component approach to data generation.
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That is, for each academic year, the portion of variance in 𝑌𝑖𝑐𝑗𝑦 that is not explained by any other
variable (𝜀𝑖𝑦 ) is saved for use in generating test scores for the following years. Thus, each
predictor variable explains exactly the desired proportion of variance in that year’s test score
without unduly inflating the influence of other variables. The proportion of variance explained
by prior year teachers and by prior year test scores meant to be inherited through 𝑌𝑖𝑦 is subtracted
from the proportion explained by 𝜀𝑖𝑦 in order to prevent artificially inflating the variance of
generated test scores over time.
Table 2
Mean Proportion of Variance Explained in Test Scores by Source of Variance
Variable

𝑋𝑖

𝜀𝑖0

𝑃𝑐𝑗1

𝑇𝑗1

𝜀𝑖1

𝑃𝑐𝑗2

𝑇𝑗2

𝜀𝑖2

𝑃𝑐𝑗3

𝑇𝑗3

𝜀𝑖3

𝑌𝑖𝑐𝑗1

.200

.400

.050

.100

.250

—

—

—

—

—

—

𝑌𝑖𝑐𝑗2

.200

.160

—

.040

.200

.050

.100

.250

—

—

—

𝑌𝑖𝑐𝑗3

.200

.064

—

.016

.080

—

.040

.200

.050

.100

.250

Note. 𝑋𝑖 is the combined influence of student background factors on academic achievement. 𝑃𝑐𝑗𝑦 is the combined
influence of the students in classroom c on the test scores of those students in year y (i.e., the endogenous peer
effect). 𝑇𝑗𝑦 is the influence of instruction received from teacher j on his or her students’ test scores in year y. 𝜀𝑖𝑦 is
the variance in student test scores in year y which are not explained by any other variable in the simulation (i.e.,
random variance). All generated variables listed in the table header are i.i.d. ~𝑁(0,1).

Table 2 displays the proportion of test score variance explained by each generated
variable for all three years included in the simulation using the mean values for the proportion of
variance explained by each source, namely student background factors (𝑋𝑖 ), endogenous peer
effects (𝑃𝑐𝑗𝑦 ), teacher effectiveness (𝑇𝑗𝑦 ) and unexplained variance (𝜀𝑖𝑦 ). When endogenous peer
effects are not included in a data set, then 𝜀𝑖𝑦 explains 30% of the variance in 𝑌𝑖𝑐𝑗𝑦 , rather than
the 25% shown above. According to data provided by the National Center for Education
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Statistics (NCES; Snyder, de Brey, & Dillow, 2016) there are 13,491 public school districts in the
US which employ approximately 1,659,000 secondary teachers, a mean of 123 secondary
teachers per district. The number of secondary teachers listed in these data include teachers of
electives and other classes for which no standardized achievement test may exist. However, as
mentioned prior, the intent of the present study is to meet all possible assumptions of VAMs so
that the influence of peer effects on VAM estimates may be examined without other possible
confounding influences, including problems caused by too small a sample of teachers and
students. As such, generated data sets contain 125 teachers (𝑁𝑗 = 125), each of which taught six
classes per year (𝑁𝑐 = 750) with 25 students assigned (𝑁𝑖 = 18,750). Achievement data is
generated for three consecutive years, producing a total of 56,250 observations per simulation
run.
During data generation, dichotomous variables are determined to use as student
covariates in M2, M4, and M5, and calculate aggregate variables to use as classroom-level
covariates in M5 (see Model Estimation below). Categorical student covariates indicating
advantaged or disadvantaged status are determined by degree to which 𝑋𝑖 is above or below 𝑋̅𝑖 .
Let 𝐴𝑖 be a dummy-coded variable indicating whether student i possesses advantaged
background factors (such as high socioeconomic status or being identified as a gifted learner)
such that (𝐴𝑖 = 1 | 𝑋𝑖 > 𝑋𝐴𝑑𝑣 ) and (𝐴𝑖 = 0 | 𝑋𝑖 ≤ 𝑋𝐴𝑑𝑣 ) where 𝑋𝐴𝑑𝑣 is the value of 𝑋𝑖
considered advantaged for the given simulation run. Likewise, let 𝐷𝑖 be a dummy-coded
variable indicating disadvantaged background factors (such as low socioeconomic status,
learning English as a second language, or possessing a disability) such that (𝐷𝑖 = 1 | 𝑋𝑖 <
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𝑋𝐷𝑖𝑠𝑎𝑑𝑣 ) and (𝐷𝑖 = 0 | 𝑋𝑖 ≥ 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 ) where 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 is the value of 𝑋𝑖 considered disadvantaged
for the given simulation run.
In practice, the ways in which students may be labeled as disadvantaged far exceed the
number labels of advantage. Student may be identified with one of a number of disabilities
which require educational accommodations, they may be learning English as a second language
while they are simultaneously expected to learn other academic content, they may qualify for
free or reduced price lunch programs which indicate a low socioeconomic status, they may be
retained and be older than their grade level peers, or they may be homeless or live in temporary
housing. A particular school or district might also track another, less common form of student
disadvantage which relates to its specific setting and context. Affixing a label of advantage to a
student record is far less common, however. Generally, students are not identified as
“economically advantaged” or having a high socioeconomic status, they are simply not identified
as economically disadvantaged. One of the few indicators of student academic advantage
commonly used in VAMs is student status as a gifted learner (see for example AIR, 2011).
Though states vary in their definitions of giftedness and identification criteria for gifted learners
(National Association for Gifted Children, 2016), one commonly used identification criteria for
gifted learners is mental ability that measures two standard deviations above the mean on a
nationally normed test of intelligence (see, for example, Florida State Board of Education, 2002;
Ohio State Board of Education, 2008). Thus, 𝑋𝑖 ≥ 2.0 is used as the mean cut score to identify a
student as advantaged (i.e., 𝐴𝑖 = 1), which is expected to identify approximately 2% of students
as advantaged. Student disadvantage is more common, however. According to the National
Center for Education Statistics (NCES), roughly 13% of students are identified with a disability
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(2016a), roughly 20% of students live in poverty (2016c), and roughly 9% of students are
English learners (2016b). In order to identify a conservative number of students as
disadvantaged, 𝑋𝑖 ≤ -1.25 is used as the mean cut score, which is expected to identify roughly ten
percent of students. Greater variability is used for 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 than with 𝑋𝐴𝑑𝑣 , however, to reflect
the broad range of identification rates reflected in the NCES data. In order to test for the
differential impacts of various rates of identification for advantaged and disadvantaged students,
𝑋𝐴𝑑𝑣 is generated with M = 2.0, SD = .05 across iterations of the simulation, and 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 is
generated with M = -1.25, SD = .10. The minimum, maximum, mean, and standard deviation of
all actual values used for simulation conditions are displayed in Table 3.
Table 3
Descriptive Statistics for Simulation Conditions across All Runs
Conditiona

Minimum Maximum

M (SD)

PVE𝑋𝑖

.05

.34

.201 (.049)

PVE𝑌𝑖(𝑦−1)

.18

.59

.400 (.077)

PVE𝑃𝑐𝑗𝑦

.01

.10

.051 (.016)

PVE 𝑇𝑗𝑦

.03

.18

.100 (.026)

𝑋𝐴𝑑𝑣

1.77

2.16

1.999 (0.050)

𝑋𝐷𝑖𝑠𝑎𝑑𝑣

-0.94

-1.58

-1.253 (0.107)

Note: PVE𝑋𝑖 = the proportion of variance in test scores explained by student background factors. PVE𝑌𝑖(𝑦−1) = the
proportion of variance explained by student prior achievement. PVE𝑃𝑐𝑗𝑦 = the proportion of variance explained by
endogenous peer effects. PVE 𝑇𝑗𝑦 = the proportion of variance explained by teacher effectiveness. 𝑋𝐴𝑑𝑣 = the value
of 𝑋𝑖 necessary for an individual student to be identified as advantaged. 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 = the value of 𝑋𝑖 necessary for an
individual student to be identified as disadvantaged.
a

n = 4000 runs for all conditions, except for PVE𝑃𝑐𝑗𝑦 , for which n = 1000 runs.

The mean year two prior achievement for all students in each class (i.e., ̅̅̅̅
𝑌𝑖2 𝑐 ) and the
̅𝑖 )
proportion of students in each class identified as advantaged or disadvantaged (i.e., 𝐴̅𝑖 𝑐 and 𝐷
𝑐
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are calculated and saved for inclusion as classroom covariates in model 5 (M5; described
forthcoming) for the estimation of year-three teacher effects. In order to test for possible bias in
the event that error is detected in the estimation of teacher effects, the mean prior achievement of
̅̅ ), as well as the total proportion of students identified as
all students taught by teacher j (i.e., ̅̅
𝑌𝑖2
𝑗
̅𝑖 ) are also calculated and stored.
advantaged or disadvantaged served by teacher j (𝐴̅𝑖 𝑗 and 𝐷
𝑗
̅̅ , 𝐴̅𝑖 , 𝐷
̅𝑖 , ̅̅
̅𝑖 , as well as the unique identification number
The variables 𝐴𝑖 , 𝐷𝑖 , ̅̅
𝑌𝑖2
𝑌̅̅ , 𝐴̅𝑖 𝑗 , and 𝐷
𝑐
𝑐
𝑐 𝑖2 𝑗
𝑗
of the classroom and teacher to which students are assigned each year, are all stored in each data
set for use by the models and analyses which require them.
Manipulated Conditions
Investigation of each research question required its own unique data set, and the
conditions manipulated are described below. For each data set, a population of teachers with
their own teacher effects (𝑇𝑗 ) are generated and assigned to students and classrooms for each
simulated year in order to produce the desired conditions described next.
Research question one. The first research question asks if teacher effectiveness
parameters are estimated accurately when all assumptions of VAMs are met. The data set for this
research question meets all of the assumptions for causal estimates of VAMs discussed in
Chapter One. As a result, this data set does not include peer effects, and students and teachers
are both randomly assigned to classrooms.
Research question two. The second research question introduces endogenous peer
effects, defined as the contribution made to student learning by classmates, either positive or
negative; which includes but is not limited to classmates’ abilities to support one another, explain
63

concepts, ask meaningful questions, contribute to group projects and cooperative learning
structures, contribute to classroom order and discipline, promote academic engagement, etc. In
this data set, students and teachers are still randomly assigned to classes, but peer effect 𝑃𝑐𝑗𝑦 is
used in the generation of test scores for all students assigned to classroom c. The peer effect 𝑃𝑐𝑗𝑦
is generated as unrelated to any other variable so that its effect can be observed without the
possible confounding influence of nonrandom assignment. Although there is evidence to suggest
that peer effects may be related to student demographic factors or to prior achievement and thus,
that peer effects may be stronger when students are nonrandomly assigned, the present study
investigates the influence of endogenous peer effects separate from nonrandom assignment,
which the third and fourth research questions investigate.
Research question three. The third and fourth research questions attempt to simulate
nonrandom assignment of students and teachers to classrooms. In order to simulate systematic
non-random assignment of students, after each annual test score 𝑌𝑖𝑐𝑗𝑦 is determined, students are
sorted according to its value and assigned in order to classes 1 through c. Teachers are assigned
to classes in a random order, but the first teacher assigned teaches the six classes with the lowest
prior achievement, the second teacher assigned teaches the next lowest classes, and so on until
the final teacher assigned teaches the six classes with the highest prior achievement. In practical
settings, the most effective teachers might be systematically assigned the neediest students, or
they may be assigned the “best” classes as a reward, or perhaps some combination of approaches
may be used varying by school. To investigate the third research question, the present study
systematically assigns teachers to classes of similar achievement levels, but does so in a manner
unrelated to any other variable in the study. Teachers are also randomly reordered each year to
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avoid possible confounding caused by teaching classes of similar achievement levels for multiple
consecutive years (though teachers may be assigned similar classes from year to year in practical
settings).
It is important to note that, although the third research question is designed to investigate
the conditions under which exogenous peer effects might be observed, the present study does not
simulate any true effect that might be associated with such peer effects. If a teacher were to
adjust instruction to meet the perceived educational needs of students with systematically similar
prior achievement, delivering either more or less rigorous instruction along with the
corresponding higher or lower expectations for the accuracy and complexity of student work, or
if the assigned students are systematically more enthusiastic or disruptive, or more compliant or
disruptive, in relation to prior achievement then assignment based on prior achievement might
result in a true endogenous or exogenous peer effects on observed student achievement
(Sacerdote, 2011, Wilkinson, 2002; see Horoi & Ost, 2015, for a related discussion concerning
the impact of disruptive students). If higher or lower prior achievement is systematically related
to a student’s tendency to be compliant, disruptive, hard-working, or resistant to academic
challenge, then the assignment of similar students to the same classroom would result in an
additional, discrete source of variance in student outcomes that would need to be generated and
simulated in order to accurately model the impact of such student assignment practices on VAM
scores. It is presently unclear, however, the precise mechanisms through which student
achievement is affected by peers (see Hoxby & Weingarth, 2005; Sacerdote, 2011). Thus, it is an
important first step to understand if, and to what extent, the systematically higher or lower
predicted student achievement resulting from nonrandom assignment is misattributed to the
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classroom teacher (or unnecessarily controlled for), affecting VAM scores. As a result, the
present does not simulate or generate any true source of variance related to non-random
assignment, but instead only includes tests for correlated peer effects caused by attribution error.
Once the nature and extent of this particular misattribution of variance is understood, its effect
can be more effectively controlled in future simulations of true exogenous peer effects.
Research question four. If correlated peer effects resulting from nonrandom assignment
of students and teachers resulted in more error or bias in the estimation of teacher effects, then
research question four attempts to discern whether assigning teachers a balanced schedule of low,
middle, and high achieving classes mitigates this effect. Data for research question four
followed the same generation procedures as the data for research question three, except that each
teacher is assigned the two remaining unassigned classes with the lowest overall prior
achievement, the two remaining unassigned classes with the highest overall prior achievement,
and the two remaining unassigned classes closest the mean prior achievement. Specifically,
students are sorted by prior achievement and assigned to classes in order of achievement in order
to create homogenously grouped classes, with c = 1 indicating the class with the lowest prior
achievement and c = 750 indicating the class with the highest prior achievement. Teachers are
then sorted in random order and the first teacher is assigned to classes 1 and 2, classes 375 and
376, and classes 749 and 750. The second teacher is assigned to classes 3 and 4, classes 374 and
377, and classes 747 and 748. This pattern continues until all classes are assigned, such that
teacher j is assigned classes (2𝑗 − 1), (2𝑗), (375 − (𝑗 − 1)), (375 + 𝑗), (750 − (2𝑗 − 1)), and
(750 − 2(𝑗 − 1)). Using this method of assignment, the mean prior achievement of all students
̅̅ ≈ 0).
taught by any teacher j is expected to be approximately zero (i.e., ̅̅
𝑌𝑖2
𝑗
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Model Estimation
All models are estimated in SAS PROC MIXED. The MIXED procedure is specifically
designed for the analysis of linear mixed models (The SAS Institute, 2015). The procedure is
quite flexible, however, and can also be used to analyze mixed effects multilevel models (Singer,
1998). This flexibility makes PROC MIXED suitable for covariate adjustment models, as well.
EVAAS® MRM (M1)
The SAS® EVAAS® Multivariate Response Model (MRM; Wright, White, Sanders, &
Rivers, 2010) is estimated using linear mixed model methodology (West, Welch, & Galecki,
2007), which is represented in matrix notation as
𝐲 = 𝐗𝐛 + 𝐙𝐮 + 𝐞,

(3)

where


y is an observed 𝑚 × 1 vector of student test scores containing m scores from as many
students, as many content areas, and over as many years as are available (m = 56,250 in
the present study);



X is a known 𝑚 × 𝑝 incidence matrix linking test scores to p administered tests (p = 3 in
the present study);



b is a 𝑝 × 1 vector of fixed effects containing the mean score for each test administered;



Z is a known 𝑚 × 𝑞 incidence matrix linking observed test scores to q teachers (q = 125
in the present study);



u is an unobservable 𝑞 × 1 vector of random teacher effects, which is estimated from the
data; and
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e is an unobservable 𝑚 × 1 vector representing unexplained variance in observed test
scores (Sanders, et al., 1997; Wright, et al., 2010).

Both u and e are independent and normally distributed with a mean of zero. Their variance is
defined as
𝐮
𝐆
var [ ] = [
𝐞
0

0
].
𝐑

(4)

Both G and R are variance-covariance matrices; with G a diagonal matrix reflecting the
correlation among teacher random effects, and R a block-diagonal matrix reflecting the
correlation among residuals. Further, the variance of Zu + e, or the variance of the degree to
which student scores differ from the mean of a given testing occasion, is defined as V, such that
𝐕 = 𝐙𝐆𝐙 ′ + 𝐑.

(5)

Finally, the EVAAS® MRM estimates teacher effects such that
E(𝐮|𝐲) = 𝐆𝐙′ 𝐕 −𝟏 (𝐲 − 𝐗𝐛∗ ).

(6)

Instead of analyzing students’ raw scores or percentile scores, the EVASS converts
student scores into normal curve equivalent (NCE) scores, which are similar in nature to
percentile ranks, but designed to maintain an equal interval scale (Wright, et al., 2010). Since the
present study generates student test scores as standardized z-scores which are already on an equal
interval scale, no transformation is necessary. The EVAAS estimates teacher effects using a
model that allows for students to have more than one teacher in the same year, adjusting the
estimates of teacher effects by the proportion of the student’s instructional time for which the
teacher is responsible (Sanders, et al., 1997; Wright, et al., 2010). Since a simplifying
assumption of the present study is that students stay in the same classroom all year, M1 need not
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provide the same flexibility that the EVAAS requires. Thus, written in linear notation for
simplicity, M1 will estimate teacher effects using the following equation,
𝑦

𝑗

𝑦𝑖𝑐𝑗𝑦 = 𝜇𝑦 + ∑ ∑ 𝜐𝑗 (𝑧𝑖𝑗𝑦 ) + 𝑠𝑖 + 𝜀𝑖𝑗𝑦 ,

(6)

𝑦=1 𝑗=1

where


𝑦𝑖𝑐𝑗𝑦 is the observed score of student i taught by teacher j in classroom c during year y,



𝜇𝑦 is the grand mean test score observed in year y,



𝜐𝑗𝑦 is the estimated random effect of teacher j which is derived from the data,



𝑧𝑖𝑗𝑦 is a dummy-coded cell in the Z incidence matrix indicating whether student i has
been taught by teacher j either during or prior to year y,



𝑠𝑖 is the student fixed effect which is estimated from the data as the degree to which
student i consistently differs from the mean test scores 𝜇𝑦 , and



𝜀𝑖𝑗𝑦 is the residual, or variance in 𝑦𝑖𝑗𝑦 that is not explained by the model.
In order to implement M1 in a manner as similar as possible to the EVAAS® MRM, the

researcher modified the code published in Tekwe et al. (2004), which is the only published code
available to approximate the EVAAS to the best of the researcher’s knowledge. The
implementation used (see Figure 2) populated the Z matrix such that 𝑍𝑗 = 1 for 𝑦𝑖𝑐𝑗𝑦 if student i
had been taught by teacher j during year y or during an earlier year. In this way, teacher effects
are reported as the random effects estimates for variables 𝑍1 through 𝑍125 . M1 uses a banded
Toeplitz covariance structure (Littell, Pendergast, & Natarajan, 2000) with a band width of one in
order to force each 𝑍𝑗 variable to share a common variance component (SAS Institute Inc.,
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2015). The model also uses the REPEATED statement to estimate a student effect for each
student in the analysis (𝑠𝑖 in equation 6). The EVAAS uses this student effect in place of student
covariates to control for student background factors, both observed and unobserved (Ballou, et
al., 2004; Sanders, et al., 1997; Wright, et al., 2010).

Figure 2. Code Used to Run M1 in SAS® 9.4
Covariate Adjustment Model (M2)
Covariate adjustment VAMs make use of multi-level linear regression (Raudenbush &
Bryk, 2002; Singer & Willett, 2003; Snijders & Bosker, 1999) in which the current year
achievement score is the predicted outcome, and estimates of teacher and school effects are
conditioned on student prior achievement and demographic variables (American Institutes for
Research, 2011; McCaffrey, et al., 2004). Although Rose et al. (2012) found differences between
nine different VAM implementations, most of which could be categorized as covariate
adjustment models, the present study will use a simple, nested, random effects model similar to
one of the consistently top performing models that Rose and his colleagues tested. Typically,
student factors that are known to be related to achievement are included as covariates in the
model, such as whether the student has a disability, is an English learner, has been retained in the
past, qualifies for free or reduced price lunch programs, etc. (American Institutes for Research,
2011; McCaffrey, et al., 2004). The present study generated a single continuous variable to
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represent the combined influence of all outside of school factors, 𝑋𝑖 , and calculated the
dichotomous variables 𝐴𝑖 and 𝐷𝑖 from its value to indicate an advantaged or disadvantaged
background, respectively. Thus, M2 included the categorical variables 𝐴𝑖 and 𝐷𝑖 as student-level
covariates such that
𝑌𝑖𝑗3 = 𝛽00 + 𝛽1𝑗 𝑌𝑖𝑗2 + 𝛽2𝑗 𝐴𝑖𝑗 + 𝛽3𝑗 𝐷𝑖𝑗 + 𝛾01 𝑇𝑗 + 𝜀𝑖𝑦 ,

(7)

where


𝑌𝑖𝑗3 is the current year (year 3) academic achievement test score for student i taught by
teacher j,



𝛽00 represents the grand mean or overall intercept after controlling for other effects
included in the model,



𝑌𝑖𝑗2 is the prior year (year 2) achievement test score,



𝐴𝑖𝑗 and 𝐷𝑖𝑗 indicate student background or outside of school factors,



𝛾01 is the random effect associated with teacher 𝑇𝑗 that is estimated from the data.



𝜀𝑖𝑦 is the residual, or variance in 𝑌𝑖𝑗3 that is not explained by the model.
Note that in the code for M2 (Figure 3), both 𝛽00 and 𝛾01 𝑇𝑗 are estimated in the

RANDOM statement. The random intercept estimated for each teacher is reported as a fixed,
grand mean effect for all students across clusters (𝛽00) and as the degree to which the mean
performance of students taught by teacher j deviates from the grand mean (𝛾01 𝑇𝑗 ). Each
teacher’s value-added score is taken from the estimated random effects reported in the
procedure’s output.
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Figure 3. Code Used to Run M2 in SAS® 9.4
Modified EVAAS Model (M3)
In order for M3 to account for classroom effects separate from teacher effects, M1 is
modified to include these effects in its estimations. When Ballou et al. (2004) employed a
modified EVAAS model to account for student demographic information in the estimation of
teacher effects, they noted that nonrandom assignment of students and teachers may result in
correlation between student demographic factors and the teacher effects represented by the
vector u. Modeling classroom effects, especially when those classrooms contain nonrandomly
assigned students of similar prior achievement levels, is expected to introduce similar
correlations. In order to prevent estimated teacher effects from reflecting bias related to
nonrandom assignment, Ballou et al. (2004) estimated teacher effects as a fixed effect. It is
unclear whether estimating teacher fixed effects would effectively prevent the estimates from
reflecting regular systematic nonrandom assignment of students (where teachers are assigned to
similar types of students across all years of data analyzed to estimate teacher effects). Since the
present study randomizes the order of teachers before nonrandomly assigning students of similar
prior achievement levels to the teachers’ classes, however, estimating fixed teacher effects can
reasonably be expected to reduce bias as Ballou et al. (2004) anticipated.
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Thus, M3 modifies M1 by modeling teacher effects as fixed, and by estimating random
classroom effects. In M3, using the basic matrix notation representing linear mixed model
methodology (Equation 3; West, et al., 2007), the vector of fixed effects, b, included not only the
mean scores at each test administration, but also teacher fixed effects, estimated as the mean
deviation of the teachers’ students from the annual grand mean across all years observed, after
controlling for classroom effects. The vector of random effects, u, included classroom effects,
estimated as uncorrelated both within and across years. The incidence matrices, X and Z, map
observed test scores to the observed administrations, classrooms, and teachers. Thus, expressed
in linear notation, M3 estimated effects with the model
𝑦

𝑗

𝑦𝑖𝑐𝑗𝑦 = 𝜇𝑦 + ∑ ∑ 𝜐𝑗 (𝑥𝑖𝑗𝑦 ) + 𝛾𝑐𝑦 + 𝑠𝑖 + 𝜀𝑖𝑐𝑗𝑦 ,

(8)

𝑦=1 𝑗=1

where


𝑦𝑖𝑐𝑗𝑦 is the observed score of student i taught by teacher j in classroom c during year y,



𝜇𝑦 is the grand mean test score observed in year y,



𝜐𝑗 is the fixed effect of teacher j estimated from the observed data,



𝑥𝑖𝑗𝑦 is a dummy-coded cell in the X incidence matrix indicating whether student i has
been taught by teacher j either during or prior to year y,



𝛾𝑐𝑦 is the random effect of classroom c during year y, and



𝜀𝑖𝑐𝑗𝑦 is the residual, or variance in 𝑦𝑖𝑐𝑗𝑦 that is not explained by the model.
In the code for M3 (see Figure 4), the 𝑍𝑗 variables created to indicate whether the student

i had ever been taught by teacher j before taking the test that produced score 𝑦𝑖𝑐𝑗𝑦 are still
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included in the model, but have been moved to the MODEL statement in order for them to be
estimated as fixed effects. Although these variables now populate the procedure’s X matrix, the
𝑍𝑗 variables created for M1 still contain the information needed in order to estimate teacher fixed
effects and need not be renamed. Instead, the unique identifier for classroom c in year y has been
placed in the RANDOM statement in order to estimate classroom random effects and will be
used by PROC MIXED to automatically populate the Z matrix. Student effects are still
estimated in the REPEATED statement in order to control for student background factors.

Figure 4. Code Used to Run M3 in SAS® 9.4
Modified Covariate Adjustment Models (M4 and M5)
One possible method of controlling for classroom factors other than the teacher which
might have influenced student achievement is to include classroom level random effects in the
model. Allowing student test scores to be correlated within the classroom may be sufficient to
prevent the variance associated with either endogenous peer effects or bias resulting from
nonrandom assignment of students from being erroneously attributed to the teacher, especially
when the teacher has multiple classes. Thus, M4 modified equation (7) such that
3
2
𝑌𝑖𝑐𝑗
= 𝛾000 + 𝛽1𝑐𝑗 𝑌𝑖𝑐𝑗
+ 𝛽2𝑐𝑗 𝐴𝑖𝑐𝑗 + 𝛽3𝑐𝑗 𝐷𝑖𝑐𝑗 + 𝛾01𝑗 𝐶𝑐𝑗 + 𝛾001 𝑇𝑗 + 𝜀𝑖𝑦 .
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(9)

Note that the subscript c has been added to all terms to indicate the classroom. Equation (9) also
includes the random effect 𝛾01𝑗 for classroom 𝐶𝑐𝑗 and is implemented using the code in Figure 5.
As in M2, teacher effects are estimated by the RANDOM statement and reported in the output
for estimates of random effects.

Figure 5. Code Used to Run M4 in SAS® 9.4
As a final modification, M5 included classroom level predictors to further adjust
parameter estimates. The equation for M5, shown in equation (10) below, includes the mean
̅̅ , the proportion of students with identified advantages 𝐴̅𝑖 , and the
prior achievement ̅̅
𝑌𝑖2
𝑐
𝑐
̅𝑖 , for all students assigned to classroom c
proportion of students with identified disadvantages 𝐷
𝑐
and is implemented with the code shown in Figure 6.
3
2
̅̅ + 𝛽03𝑗 𝐴̅𝑖
𝑌𝑖𝑐𝑗
= 𝛾000 + 𝛽1𝑐𝑗 𝑌𝑖𝑐𝑗
+ 𝛽2𝑐𝑗 𝐴𝑖𝑐𝑗 + 𝛽3𝑐𝑗 𝐷𝑖𝑐𝑗 + 𝛾01𝑗 𝐶𝑐𝑗 + 𝛽02𝑗 ̅̅
𝑌𝑖2
𝑐
𝑐
̅
+ 𝛽04𝑗 𝐷𝑖 𝑐 + 𝛾001 𝑇𝑗 + 𝜀𝑦 .
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(10)

Figure 6. Code Used to Run M5 in SAS® 9.4
Simulation Study Design
The investigation of each research question depends on the content and structure of the
specific data set generated for analysis. Thus, the simulation study to investigate each question
followed an identical design. First, the data is generated according to the methods described
prior in the Data Generation section. Next, each data set is analyzed using the five models
described prior in the Model Estimation section. Finally, the results from each model are
analyzed using the procedures and evaluation criteria described next.
Hypothesis Tests
Though the teacher effectiveness estimates produced by each model are expected to have
a mean of zero, they may vary in magnitude between analyses. If they are estimated without
error, however, then each teacher’s score will maintain the appropriate rank order and relative
magnitude when compared to the scores of the other teachers analyzed. Thus, in order to
compare each model’s VAM output (𝜐𝑗 in equations 6 and 8, 𝛾01 in equation 7, and 𝛾001 in
̂𝑗 for simplicity) to the known effectiveness value
equations 9 and 10; henceforth referred to as 𝑇
generated for each teacher (𝑇𝑗 ), each teacher is rank ordered according to his or her known, true
̂𝑗 .
effectiveness and the known rank is compared to that teacher’s VAM ranking according to 𝑇
Most recommendations for VAM-based teacher evaluation policies do not involve rewarding or
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sanctioning teachers according to their specific rankings relative to other teachers however, but
rather to reward the most effective portion of teachers and to either remediate or dismiss the least
effective portion of them (see, for example, Chetty, et al., 2014b; Goldhaber & Hansen, 2010;
Hanushek & Rivkin, 2010). For consistency with the recommendation of Hanushek and Rivkin
̂𝑗 , such that the most effective
(2010), teachers are grouped into decile bands based on 𝑇𝑗 and 𝑇
10% of teachers (D1 ) could be identified for reward and the least effective 10% of teachers (D10 )
could be identified for remediation, dismissal, or other forms of sanction. Thus, a particular
VAM evaluates teachers accurately, not by estimating the precise value of a teacher’s true
effectiveness generated in the simulation, but by assigning the correct teachers to the top and
bottom deciles (D1 and D10 , respectively). Thus:
̂𝑗 ∈ D1 | 𝑇𝑗 ∉ D1 ) || (𝑇
̂𝑗 ∈ D10 | 𝑇𝑗 ∉ D10 )) = 0
𝐻0 : 𝑃 ((𝑇

(11.a)

̂𝑗 ∈ D1 | 𝑇𝑗 ∉ D1 ) || (𝑇
̂𝑗 ∈ D10 | 𝑇𝑗 ∉ D10 )) ≠ 0
𝐻1 : 𝑃 ((𝑇

(11.b)

When 𝛼 = .05, VAM scores should correctly assign teachers to D1 and D10 95% of the time. If
the classification error rate (CER) is higher than the alpha level (𝐶𝐸𝑅 ≥ .05), then 𝐻0 is rejected.
VAM scores are also analyzed to determine whether teacher effectiveness estimates are
̅̅ , 𝐴̅𝑖 , or 𝐷
̅𝑖 . These analyses are conducted using PROC CORR in SAS® Studio
related to ̅̅
𝑌𝑖2
𝑗
𝑗
𝑗
3.4 (Enterprise Edition). Follow-on analyses use the following null and alternate hypotheses:
𝐻10 : 𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 = 0

(12.a)

𝐻11 : 𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 ≠ 0

(12.b)

𝐻20 : 𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 = 0

(13.a)
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𝐻21 : 𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 ≠ 0

(13.b)

𝐻30 : 𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 = 0

(14.a)

𝐻31 : 𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 ≠ 0

(14.b)

If correlations are significant at 𝛼 = .05, then the corresponding null hypothesis (𝐻10 , 𝐻20 , or
𝐻30 ) is rejected.
Descriptive Statistics
The results analyzed in the present study are collected across n = 250 simulation runs for
each for each model under each simulated condition. While this design may provide statistical
power, it also fails to capture a few important aspects of real VAM use in states and districts.
Specifically, districts don’t have the luxury of running VAMs multiple times in multiple different
ways, with multiple sets of data. In this way, whether the mean performance of a specific model
falls within acceptable limits may matter less than whether probable outcomes might fall outside
those limits. For example, imagine that a state or district decides that a classification error rate
of 5% is acceptable for the VAM-based personnel policies that they plan to implement. If the
VAM that they choose misclassifies fewer than 5% of teachers every time it is run, then the
decision of the state or district may be perfectly defensible. If, however, the VAM selected has a
mean error rate less than 5%, but may misclassify as many as 10% of teachers about 25% of the
time, then the VAM-based policy may be more difficult to defend.
In addition, the rate of teacher misclassification alone may not adequately indicate the
overall accuracy VAM-based teacher rankings. Imagine, for example, that a VAM assigns 123
teachers their precise, true effectiveness rank, but misestimates the rank of only two teachers.
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Further imagine that the VAM procedure classifies the 13th most effective teacher as the 14th
most effective, and visa versa. An error of this sort would deny whatever reward or incentive is
attached to the VAM-based personnel policy for one teacher who deserves it (albeit the least
effective teacher who would normally qualify) and grant it to another teacher who does not
deserve it (even though the underserving teacher in question is the most effective teacher who
would not normally qualify). Most would consider this a rather minor error, if not perfectly
acceptable given the otherwise perfect accuracy of the system. As a counterexample, however,
imagine that the VAM procedure erroneously switches the rankings of the most effective and
least effective of all teachers in the school system. A misclassification of this sort could lead to
the recognition, praise, and financial reward of the worst teacher in the schools, and result in the
possible dismissal of the very best teacher. Such an error would certainly not be an acceptable
cost for the otherwise perfect accuracy of the system, although both examples would generate the
exact same error rate under the hypothesis test shown in 𝐻0 and 𝐻1 ; specifically, a perfectly
acceptable error rate of 1.6%.
In order to check for the overall consistency of teacher effectiveness rankings, estimated
̂𝑗 are compared to the known true ranking based on 𝑇𝑗 in order to calculate the
rankings based on 𝑇
residual for each estimated rank (i.e., 𝜀𝑅𝑎𝑛𝑘 = Rank 𝑇𝑗 − Rank 𝑇̂𝑗 ). Since an error in the ranking
of one teacher necessitates corresponding errors in the rankings of one or more other teachers
with an equal cumulative magnitude but with an opposite sign, then ̅̅̅̅̅̅̅
𝜀𝑅𝑎𝑛𝑘 ≡ 0. The standard
deviation of the ranking residuals, or 𝜎𝜀𝑅𝑎𝑛𝑘 , may more meaningfully indicate the overall
accuracy of estimated ranks, however. If all teachers are ranked accurately, then 𝜎𝜀𝑅𝑎𝑛𝑘 = 0. If
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the ranking of the 13th and 14th most effective teachers are transposed, as in the first example
above, then 𝜎𝜀𝑅𝑎𝑛𝑘 = 0.1. If, however, the most effective and least effective teachers’ rankings
are transposed, as in the second example given, then 𝜎𝜀𝑅𝑎𝑛𝑘 = 15.7. In order to develop
interpretable benchmark values, simulated data for 125 teachers is generated and 𝜎𝜀𝑅𝑎𝑛𝑘 is
calculated for effectiveness estimates, or VAM scores, in which from 0% to 50% of the variance,
in 5% increments, is due to random error. Table 4 displays the results of these simulations.
Since Spearman’s correlation coefficient is also specifically designed to compare the association
of rank ordered data, Table 4 also includes the mean Spearman rank correlation coefficient (𝜌̅𝑠 )
for each set of VAM scores in the benchmark simulation.
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Table 4
Benchmark Values for Diagnostic Statistics of VAM Rankings
PRE

𝜎𝜀𝑅𝑎𝑛𝑘 (SD)
̅̅̅̅̅̅̅̅

𝜌̅𝑠 (SD)

0%

0.0 (0.00)

1.000 (.000)

5%

2.5 (0.25)

.998 (.001)

10%

4.6 (0.56)

.992 (.002)

15%

7.1 (0.81)

.980 (.004)

20%

9.8 (1.12)

.964 (.009)

25%

12.8 (1.14)

.938 (.014)

30%

15.3 (1.58)

.903 (.022)

35%

18.6 (2.00)

.861 (.026)

40%

21.9 (2.01)

.807 (.030)

45%

25.6 (2.21)

.740 (.050)

50%

29.0 (2.59)

.667 (.051)

Note: PRE = proportion of random error. ̅̅̅̅̅̅̅̅
𝜎𝜀𝑅𝑎𝑛𝑘 = mean standard deviation of rank residuals. 𝜌̅𝑠 = mean
Spearman’s rank correlation. ̅̅̅̅̅̅̅̅
σεRank and 𝜌̅𝑠 are calculated based on n = 50 simulations of 125 teachers in which
estimated rank is based on effectiveness estimates (i.e., simulated VAM scores) with the indicated PRE and the
remainder based on known effectiveness. 𝜎𝜀𝑅𝑎𝑛𝑘 is calculated as the sample standard deviation of the difference
between each teacher’s known effectiveness rank and the teacher’s rank as determined by an effectiveness estimate
containing the specified PRE (i.e., 𝜀𝑅𝑎𝑛𝑘 = Rank 𝑇𝑗 − Rank 𝑇̂𝑗 ).

The values in Table 4 indicate that, even when VAM scores are comprised of 50%
random error, the Spearman’s correlation coefficient represents a strong correlation. However, a
high-stakes, evaluation system in which consequential personnel decisions are made based on
50% truth and 50% on a roll of the dice is far less acceptable than the corresponding value of
𝜌𝑠 = .667 might suggest. Even VAM scores that are equivalent to effectiveness estimates based
on 20% random error may be difficult to accept, while a correlation of 𝜌𝑠 = .964 might be readily
accepted without a thought. Thus, the present study uses the 𝜎𝜀𝑅𝑎𝑛𝑘 statistic to describe the
relationship between teachers’ estimated effectiveness rank based on VAM scores and their true
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rank based on known effectiveness. The 𝜎𝜀𝑅𝑎𝑛𝑘 has two distinct benefits over 𝜌𝑠 for the present
study; a) it does not already have widely accepted rules of thumb which might distort its
thoughtful interpretation in the present context, and b) it can be transformed into the more
accessible and interpretable benchmark of an equivalent percent random error (≈ PRE). In order
to obtain these equivalent values, the 𝜎𝜀𝑅𝑎𝑛𝑘 values obtained by the simulations were placed on a
scatterplot and a quadratic trend line fit (see Figure 7), resulting in the equation
2
𝜎̂
𝜀𝑅𝑎𝑛𝑘 = 32.494(PRE) + 41.564(PRE) + 0.1394 ,

(15)

where 𝜎̂
𝜀𝑅𝑎𝑛𝑘 is the predicted benchmark 𝜎𝜀𝑅𝑎𝑛𝑘 value, and PRE is the percent random error
included in the effectiveness estimate on which the teacher rankings are based. By using this
equation with the 𝜎𝜀𝑅𝑎𝑛𝑘 values observed in the study, one may calculate the PRE value to obtain
the more easily interpretable ≈ PRE metric in order to describe the degree to which teacher VAM
rankings are consistent with known rankings.

Figure 7. Scatterplot and Trend Line for Benchmark Standard Deviations of Rank Residuals
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The classification error rate of each individual simulation run is also recorded in order to
determine how frequently a particular VAM exceeds the predetermined acceptable error rate.
Thus, the hypothesis tests described above have been run for each individual model in all
simulation runs, and are analyzed for simulation runs in which the null hypothesis (𝐻0 ) is
rejected, for those in which the null hypothesis is not rejected, and for all runs in each simulated
condition.
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CHAPTER FOUR: FINDINGS
The present study uses a Monte Carlo simulation design (Fan, et al., 2002) to investigate
the impact of violations of the stable treatment effect (or no interference between units) and the
strongly ignorable assignment (or as good as random) assumptions (Reardon & Raudenbush,
2009) on estimates of teacher effectiveness provided by value-added models (VAMs). All data is
generated and analyzed for the present study using SAS® Studio 3.4 (Enterprise Edition), an
online-access, cloud-computing environment that emulates SAS 9.4 features, code, and
processing. This chapter presents the findings of the simulation study to the reader for each of
the study’s research questions. The results of each individual model are discussed, and models
are compared within and across research questions. Finally, the chapter closes with a summary
of all findings across the entire study.
Modified EVAAS
Across all research questions and simulated conditions, the third model (M3) never
successfully ran with the desired sample of 125 teachers. M3 modified the EVAAS® MRM (M1)
to estimate random classroom effects across all available years of data. During simulation
development and testing, M3 successfully processed samples of up to 20 teachers. However, all
attempts to analyze more than 20 teachers caused unspecified errors on all computing platforms
used. In order to analyze this limitation, the researcher ran several iterations of all five models
using data generated for n = 5, n = 10, and n = 15 teachers, and recorded the number of seconds
necessary to complete the analyses. Results were then analyzed using multilevel linear
regression in order to determine how the number of teachers generated and parameters estimated
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explain the observed processing time of the five models used in the present study. The null
model revealed that, although 39.7% of the variance pools at the model level (ICC =
COV(𝑀𝑜𝑑𝑒𝑙)
COV(𝑇𝑜𝑡𝑎𝑙)

18644

= 28340 = 39.7%), random intercepts at that level were non-significant, z = 1.57,

p = .059. Thus, random effects were removed from the model. According to reported AIC and
BIC values, as well as parameter significance, the best-fitting model to explain observed
processing time for simulation run r is shown in equation 16,
ProcTime𝑟 = 𝛽0 + 𝛽1 M3 + 𝛽2 𝑞 + 𝛽3 𝑞 2 + 𝛽4 M3(𝑞) + 𝛽5 M3(𝑞 2 ) + 𝜀𝑟 ,

(16)

where


𝛽0 is a constant term,



M3 in a dummy-coded variable which is set to 1 for M3 and to 0 for all other models,



q is the number of teachers simulated,



𝑞 2 is the square of the number of teachers simulated,



M3(𝑞) and M3(𝑞 2 ) are interaction terms, and



𝜀𝑟 is the error term or the unexplained variance in observed processing times.
Equation 16 significantly explained processing time (in seconds), F(5, 784) = 2965.73,

p < .001, adjusted R2 = .95. Parameter Estimates are shown in Table 5. Using these estimates,
M3 is predicted to take approximately 13 days, 21 hours, 1 minute, and 22.93 seconds to
complete a single simulation run with q = 125 teachers. Although computing resources
requirements for these models were not analyzed, one can assume that M3 requires exponentially
larger amounts of memory as the number of teachers analyzed increases, explaining why a full
sample of teachers never successfully ran on any of the computing platforms available to the
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researcher. Consequently, M3 has been left out of all analyses reported next. Implications for its
omission are discussed in Chapter Five.
Table 5
Regression Estimates Explaining Model Processing Time
Predictor
𝛽0

M3
𝑞
𝑞2
M3(𝑞)
M3(𝑞2 )

b (SE)
7.73
313.55
6.99
7.01
-21.33
1.70

(32.45)
(32.45)
(32.45)
(32.45)
(6.41)
(0.30)

β
.016
.647
.014
.014
-1.095
1.229

t
0.24
9.66
0.22
0.22
-3.33
5.73

p
.812
<.001
.830
.829
.001
<.001

Note. 𝛽0 = the regression constant term. M3 = a dummy-coded variable for the modified EVAAS model (M3). 𝑞
= the number of teachers simulated. 𝑞 2 = the square of the number of teachers simulated. M3(𝑞) = an interaction
term between M3 and the number of teachers simulated. M3(𝑞 2 ) = an interaction term between M3 and the square
of the number of teachers simulated.

Research Question 1: All Assumptions Met
The first research question asks whether teacher effects are estimated accurately when all
methodological assumptions are met. The data generated for RQ1 met all methodological
assumptions of VAMs, as well as all six of the assumptions identified by Reardon and
Raudenbush (2009) as necessary in order to make causal inferences from VAMs. Specifically,
students may be assigned to any teacher; teacher effects are approximately normally distributed
among the teachers analyzed and those effects apply uniformly to all students taught, regardless
of other students assigned to the classroom; tests perfectly measure student achievement, are
perfectly aligned to the content taught, are measured on an equal interval scale, and are
comparable from year to year; students and teachers are both randomly assigned to classes; and,
since student test scores are only generated from student background factors (𝑋𝑖 ), prior
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achievement (𝑌𝑖(𝑦−1) ), the teacher effect (𝑇𝑗𝑦 ), and random variance (𝜀𝑖𝑦 ), all VAMs analyzed
meet the assumption of the proper functional form.
Classification Error Rate
As shown in Table 6, the mean classification error rate (CER) across all simulation runs
is below the selected alpha level (M = .044, SD = .0224), although the acceptable CER is
exceeded nearly a quarter of the time (n = 246/1000, 24.6%). There are significant differences in
the observed CER across models, F(3, 996) = 18.78, p < .001, 𝜂2 = .054. Error rates are lower
for M1 (M = .035) than for the other models tested (M = .047), p < .001. No significant
differences are observed between M2, M4, and M5. There are significant differences in the
observed 𝜎𝜀𝑅𝑎𝑛𝑘 across models, F(3, 996) = 84.21, p < .001, 𝜂2 = .202. Standard deviations of
rank residuals are lower for M1 (M = 4.42) than for M2 and M4 (M = 6.05), and for M5
(M = 6.06), p < .001. No significant differences are observed between M2, M4, and M5.
According to equation 15, which is derived from benchmark values, the observed ̅̅̅̅̅̅̅̅
𝜎𝜀𝑅𝑎𝑛𝑘 for M1
is consistent with effectiveness estimates containing 10% random error, while values observed
for the other models are consistent with 13% random error (see Table 4 for benchmarks).
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Table 6
Classification Error Rate and Standard Deviation of Rank Residuals for RQ1
Model
M1
M2
M4
M5
All

n (%)

̅̅̅̅̅̅
𝐶𝐸𝑅 (SD)

𝜎
̅̅̅̅̅̅̅̅
𝜀𝑅𝑎𝑛𝑘 (SD)

All Simulation Runs
250 (100%)
.035 (.0193)
4.42
250 (100%)
.047 (.0226)
6.05
250 (100%)
.047 (.0226)
6.05
250 (100%)
.047 (.0225)
6.06
1000 (100%)
.044 (.0224)
5.64

M1
M2
M4
M5
All

27 (10.8%)
74 (29.6%)
74 (29.6%)
71 (28.4%)
246 (24.6%)

M1
M2
M4
M5
All

223 (89.2%)
176 (70.4%)
176 (70.4%)
179 (71.6%)
754 (75.4%)

Rejected 𝐻0
.071 (.0149)
.074 (.0144)
.074 (.0144)
.075 (.0148)
.074 (.0145)
Failed to Reject 𝐻0
.030 (.0148)
.035 (.0136)
.035 (.0136)
.036 (.0134)
.034 (.0140)

(1.098)
(1.496)
(1.496)
(1.490)
(1.571)

5.71
6.90
6.90
7.00
6.80

(1.217)
(1.741)
(1.741)
(1.697)
(1.713)

4.26
5.69
5.69
5.68
5.27

(0.975)
(1.220)
(1.220)
(1.216)
(1.321)

Note. CER = Classification Error Rate. 𝜎𝜀𝑅𝑎𝑛𝑘 = standard deviation of rank residuals. M1 is the EVAAS MRM.
M2 is a basic covariate adjustment model. M4 is a modified covariate adjustment model which includes random
classroom effects. M5 is the same as M4 with the addition of classroom-level covariates. Each run included
simulated data for 125 teachers, each of which taught six classes of 25 students over the course of three years. CER
is calculated as the proportion of teachers incorrectly identified as being in the top or bottom decile of effective
teachers (D1 or D10 , respectively). 𝜎𝜀𝑅𝑎𝑛𝑘 is calculated as the sample standard deviation of the difference between
each teacher’s known effectiveness rank and VAM-assigned estimated effectiveness rank (i.e., 𝜀𝑅𝑎𝑛𝑘 = Rank 𝑇𝑗 −
Rank 𝑇̂𝑗 ).

Although the mean proportion of variance explained (PVE) in student test scores by the
four sources of variance modeled in this simulation is determined by a review of the relevant
literature (see Chapter Three), variance is introduced into the PVE values used in order to reflect
disagreement and uncertainty in the literature about the true proportion of variation in student
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achievement test scores which can be explained by the sources of modeled. In order to probe the
degree to which the PVE values used explain observed variance in VAM CERs and standard
deviations of rank residuals, linear regression analyses are conducted using the regression
equations 17.a and 17.b, which will henceforth be jointly referred to as equations 17,
CER 𝑟 = 𝛽0 + 𝛽1 PVE𝑋𝑖 𝑟 + 𝛽2 PVE𝑌𝑖(𝑦−1)𝑟 + 𝛽3 PVE𝑃𝑐𝑗𝑦 𝑟 + 𝛽4 PVE 𝑇𝑗𝑦 𝑟 + 𝛽5 M1𝑟
+ 𝛽6 M4𝑟 + 𝛽7 M5𝑟 + 𝜀𝑟 ,
𝜎𝜀𝑅𝑎𝑛𝑘 = 𝛽0 + 𝛽1 PVE𝑋𝑖 𝑟 + 𝛽2 PVE𝑌𝑖(𝑦−1)𝑟 + 𝛽3 PVE𝑃𝑐𝑗𝑦 𝑟 + 𝛽4 PVE 𝑇𝑗𝑦 𝑟 + 𝛽5 M1𝑟
𝑟

+ 𝛽6 M4𝑟 + 𝛽7 M5𝑟 + 𝜀𝑟 ,

(17.a)

(17.b)

where


CER 𝑟 is the observed classification error rate for simulation run r,



𝜎𝜀𝑅𝑎𝑛𝑘 is the observed standard deviation of rank residuals for simulation run r,



PVE𝑋𝑖 𝑟 is the specific proportion of student test score variance explained by student

𝑟

background factors in run r,


PVE𝑌𝑖(𝑦−1)𝑟 is the specific proportion of variance explained by student prior achievement
in run r,



PVE𝑃𝑐𝑗𝑦 𝑟 is the specific proportion of test score variance explained by endogenous peer
effects in run r,



PVE 𝑇𝑗𝑦 𝑟 is the specific proportion of variance explained by teacher effectiveness in run r,
and



𝜀𝑟 is the residual term, or unexplained variance.

Equations 17 also include the dummy-coded variables M1𝑟 , M4𝑟 , and M5𝑟 , which compare M1
(the EVAAS MRM), M4 (a modified covariate adjustment model which estimates random
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classroom effects), and M5 (a modified covariate adjustment model which estimates classroom
effects and includes classroom covariates) to the uncoded comparison group, M2 (a basic
covariate adjustment model). M2 is selected as the uncoded comparison group in order that the
estimate for the M1 dummy-coded variable would indicate whether significant differences exist
between the EVAAS MRM and a covariate adjustment model, and the estimates for the M4 and
M5 dummy-coded variables would reveal whether either of these modifications to the base
covariate adjustment model represent significant improvements. Note that, since only the data
generated for RQ2 contains endogenous peer effects, the 𝛽3 PVE𝑃𝑐𝑗𝑦 𝑟 term is dropped from
analyses for all other research questions.
The regression model shown in equation 17.a significantly explained the observed
classification error rates, F(6, 993) = 50.71, p < .001, adjusted R2 = .23. As displayed in Table 7,
observed CERs are significantly related to the proportion of variance explained by all of the
sources of variance modeled in the simulation. As the proportion of variance in student test
scores explained by student background factors increased, the CER for that simulation run
decreased, 𝛽1 = -.151, t(993) = -5.40, p < .001. The CER also decreased as the proportion of
variance explained by prior achievement increased, 𝛽2 = -.215, t(993) = -7.77, p < .001, and as
the variance explained by teacher effectiveness increased, 𝛽4 = -.342, t(993) = -12.28, p < .001.
When all simulation runs are analyzed, the classification error rate for M1 is also significantly
lower than the uncoded comparison model (M2), 𝛽5 = -.232, t(993) = -6.82, p < .001. When
running the regression analyses only for the parent models of the two families of VAMs studied
the results are similar to the analyses of all runs. The regression model significantly explained
the observed classification error rates both for M1 (similar to the EVAAS® MRM),
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F(3, 246) = 254.01, p < .001, adjusted R2 = .75, and for M2 (a covariate adjustment model),
F(3, 246) = 18.90, p < .001, adjusted R2 = .18. The parameter estimates displayed in Table 7
suggest that differences in the proportion of test score variance from the sources modeled across
all runs are similar to related differences in the CER for M1 and M2.
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Table 7
Regression Parameters Explaining Observed Classification Error Rates and Standard Deviation
of Rank Residuals for RQ1
𝜎𝜀𝑅𝑎𝑛𝑘

CER
Predictor

b (SE)

β

𝛽0
PVE𝑋𝑖

.116 (.005)

—

-.068 (.013)

-.151 -5.401 <.001

-7.450 (.464)

-.236 -16.064 <.001

PVE𝑌𝑖(𝑦−1)

-.062 (.008)

-.215

-7.711 <.001

-8.650 (.298)

-.424 -29.002 <.001

PVE 𝑇𝑗𝑦

-.312 (.025)

-.342 -12.281 <.001

-38.736 (.938)

-.604 -41.310 <.001

M1
M4
M5

-.012 (.002)
.000 (.002)
.000 (.002)

-.449 -25.148 <.001
.000
0.000 1.000
.002
0.140 .889

𝛽0
PVE𝑋𝑖

.099 (.009)

-.232 -6.817 <.001
-1.628 (.065)
.000 0.000 1.000
0.000 (.065)
-.001 -0.036 .971
0.009 (.065)
M1 Only (n = 250)
—
11.605 <.001 11.451 (.267)

—

42.862 <.001

-.068 (.022)

-.174 -3.036

.003

-5.687 (.699)

-.258

-8.134 <.001

PVE𝑌𝑖(𝑦−1)

-.061 (.014)

-.244 -4.259 <.001

-7.671 (.450)

-.539 -17.060 <.001

PVE 𝑇𝑗𝑦

-.265 (.045)

-.337 -5.880 <.001

-28.732 (1.414)

-.642 -20.325 <.001

.117 (.010)

—

t
p
b (SE)
All Simulation Runs (n = 1000)
23.565 <.001 14.810 (.182)

M2 Only (n = 250)
11.672 <.001 15.402 (.371)

β
—

t

p

81.556 <.001

—

41.553 <.001

-7.993 (.970)

-.266

-8.241 <.001

-.207 -3.585 <.001

-9.012 (.624)

-.465 -14.447 <.001

-.356 -6.169 <.001

-42.164 (1.961)

-.692 -21.499 <.001

𝛽0
PVE𝑋𝑖

-.070 (.026)

-.154 -2.654

.008

PVE𝑌𝑖(𝑦−1)

-.061 (.017)

PVE 𝑇𝑗𝑦

-.328 (.053)

Note. CER = Classification Error Rate. 𝜎𝜀𝑅𝑎𝑛𝑘 = standard deviation of rank residuals. PVE𝑋𝑖 = the proportion of
variance in test scores explained by student background factors. PVE𝑌𝑖(𝑦−1) = the proportion of variance explained
by student prior achievement. PVE 𝑇𝑗𝑦 = the proportion of variance explained by teacher effectiveness. M1 is a
dummy coded variable for the EVAAS MRM. M4 is a dummy coded variable for a modified covariate adjustment
model which includes random classroom effects. M5 is a dummy coded variable for a modified covariate
adjustment model that is the same as M4 with the addition of classroom-level covariates. Dummy coded variables
M1, M4, and M5 all compare the model indicated to the uncoded comparison model, M2, which is a basic covariate
adjustment model. Each run included simulated data for 125 teachers, each of which taught six classes of 25
students over the course of three years. CER is calculated as the proportion of teachers incorrectly identified as
being in the top or bottom decile of effective teachers (D1 or D10 , respectively). 𝜎𝜀𝑅𝑎𝑛𝑘 is calculated as the sample
standard deviation of the difference between each teacher’s known effectiveness rank and VAM-assigned estimated
effectiveness rank (i.e., 𝜀𝑅𝑎𝑛𝑘 = Rank 𝑇𝑗 − Rank 𝑇̂𝑗 ).
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Regression model 17.b significantly explained observed standard deviations of rank
residuals, F(6, 993) = 618.91, p < .001, adjusted R2 = .79. As displayed in Table 7, observed
𝜎𝜀𝑅𝑎𝑛𝑘 values are significantly related to the proportion of variance explained by all sources of
variance modeled in the simulation. As the proportion of variance in student test scores
explained by student background factors increased, variability in rank residuals decreased,
𝛽1 = -.236, t(993) = -16.06, p < .001. The standard deviation of rank residuals also decreased as
the proportion of variance explained by prior achievement increased, 𝛽2 = -.424, t(993) = -29.00,
p < .001, and as the variance explained by teacher effectiveness increased, 𝛽4 = -.604, t(993) = 41.31, p < .001. When all simulation runs are analyzed, the classification error rate for M1 is
also significantly lower than the uncoded comparison model (M2), 𝛽5 = -.449, t(993) = -25.15,
p < .001. When running the regression analyses only for the parent models of the two families of
VAMs studied, the results are similar to the analysis of all runs. The regression model
significantly explained the observed 𝜎𝜀𝑅𝑎𝑛𝑘 values both for M1 (similar to the EVAAS® MRM),
F(3, 246) = 254.01, p < .001, adjusted R2 = .75, and for M2 (a covariate adjustment model),
F(3, 246) = 242.08, p < .001, adjusted R2 = .76. The parameter estimates displayed in Table 7
suggest that differences in the proportion of test score variance from the sources modeled across
all runs are similar to related differences in 𝜎𝜀𝑅𝑎𝑛𝑘 values for M1 and M2.
Correlations with Student Factors
Mean correlations between teacher effectiveness estimates and the characteristics of
students taught are of a negligible effect size (Cohen, 1988), ranging from 𝜌 = -.016 to 𝜌 = .010
across all models, variables, and simulation runs (see Table 8). The null hypothesis that teacher
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VAM scores are unrelated to student prior achievement (𝐻10 ) is rejected more than 5% of the
time across all simulation runs for all models, and is rejected more than 5% of the time for all
models in simulation runs where fewer than 5% of teachers are misclassified (i.e., runs in which
𝐻0 is not rejected). The null hypothesis that teacher VAM scores are unrelated to the proportion
of advantaged students taught (𝐻20 ) is not rejected more than 5% of the time across all
simulation runs for all models, regardless of whether 𝐻0 is rejected. The null hypothesis that
teacher VAM scores are unrelated to the proportion of disadvantaged students taught (𝐻30 ) is
rejected more than 5% of the time for M1 across all simulation runs, and for both M1 and M5 in
simulation runs in which greater than 5% of teachers are misclassified (i.e., runs in which 𝐻0 is
rejected). Although significant correlations are found, it should be noted that these correlations
are small (Cohen, 1988).
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Table 8
Correlations of Mean Prior Achievement, Proportion of Advantaged Students, and Proportion of Disadvantaged Students with
Teacher Effectiveness Estimates for RQ1
Model

n (%)

𝜌̅̅̅̅
̅̅̅̅̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 (SD)

Reject 𝐻10

M1
M2
M4
M5
All

250 (100%)
250 (100%)
250 (100%)
250 (100%)
1000 (100%)

-.008
-.002
-.002
-.002
-.003

(.0940)
(.0932)
(.0932)
(.0935)
(.0934)

19
13
13
15
60

M1
M2
M4
M5
All

27 (10.8%)
74 (29.6%)
74 (29.6%)
71 (28.4%)
246 (24.6%)

-.016
-.011
-.011
-.013
-.012

(.0879)
(.0926)
(.0926)
(.0922)
(.0914)

3
3
3
3
12

M1
M2
M4
M5
All

223 (89.2%)
176 (70.4%)
176 (70.4%)
179 (71.6%)
754 (75.4%)

-.007
.002
.002
.003
.000

(.0948)
(.0935)
(.0935)
(.0938)
(.0939)

16
10
10
12
48

𝜌̅̅̅
̅̅̅̅̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 (SD)

All Simulation Runs
(7.6%)
.005 (.0863)
(5.2%)
.000 (.0874)
(5.2%)
.000 (.0874)
(6.0%)
.000 (.0872)
(6.0%)
.001 (.0870)
Rejected 𝐻0
(11.1%)
.000 (.0717)
(4.1%)
-.004 (.0835)
(4.1%)
-.004 (.0835)
(4.2%)
-.009 (.0834)
(4.9%)
-.005 (.0818)
Failed to Reject 𝐻0
(7.2%)
.006 (.0880)
(5.7%)
.002 (.0891)
(5.7%)
.002 (.0891)
(6.7%)
.004 (.0887)
(6.4%)
.004 (.0885)

Reject 𝐻20

𝜌̅̅̅
̅̅̅̅̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 (SD)

Reject 𝐻30

9
10
10
10
39

(3.6%)
(4.0%)
(4.0%)
(4.0%)
(3.9%)

-.003
.003
.003
.003
.002

(.0910)
(.0915)
(.0915)
(.0913)
(.0912)

14
10
10
11
45

(5.6%)
(4.0%)
(4.0%)
(4.4%)
(4.5%)

0
2
2
1
5

(0.0%)
(2.7%)
(2.7%)
(1.4%)
(2.0%)

.010
.008
.008
.006
.007

(.0871)
(.1016)
(.1016)
(.1020)
(.0996)

3
3
3
4
13

(11.1%)
(4.1%)
(4.1%)
(5.6%)
(5.3%)

9
8
8
9
34

(4.0%)
(4.5%)
(4.5%)
(5.0%)
(4.5%)

-.005
.002
.002
.001
.000

(.0915)
(.0872)
(.0872)
(.0869)
(.0883)

11
7
7
7
32

(4.9%)
(4.0%)
(4.0%)
(3.9%)
(4.2%)

Note. ̅̅̅̅̅̅̅̅
𝜌̅̅̅̅
𝜌̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 is the mean correlation between VAM scores and the mean prior achievement of students taught across all runs. ̅̅̅̅̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 is the mean
correlation between VAM scores and the proportion of advantaged students taught across all runs. ̅̅̅̅̅̅̅
𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 is the mean correlation between VAM scores
and the proportion of disadvantaged students taught across all runs. M1 is the EVAAS MRM. M2 is a basic covariate adjustment model. M4 is a
modified covariate adjustment model which includes random classroom effects. M5 is the same as M4 with the addition of classroom-level covariates.
Values under the headings of Rejected 𝐻10 , Rejected 𝐻20 , and Rejected 𝐻30 , indicate the number and percent of runs for which the correlations shown
are statistically significant at an alpha level of .05. Each run included simulated data for 125 teachers, each of which taught six classes of 25 students
over the course of three years.
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There are no significant differences either between models, or whether 𝐻0 is rejected, in
observed correlations between teacher VAM scores and the mean prior achievement of students
taught, F(7, 992) = 0.66, p = .707, 𝜂2 = .005, the proportion of advantaged students taught,
F(7, 992) = 0.35, p = .929, 𝜂2 = .002, or the proportion of disadvantaged students taught,
F(7, 992) = 0.30, p = .952, 𝜂2 = .002. Teacher effects are significantly correlated with the mean
prior achievement of students taught in 60 of all simulation runs (n = 60/1000, 6%), but effect
sizes are negligible (Cohen, 1988). Teacher VAM estimates are significantly correlated with the
proportion of advantaged students taught in 39 of all simulation runs (n = 39/1000, 4%), though
still of a negligible size. VAM scores are significantly correlated with the proportion of
disadvantaged students taught, though still of a negligible effect size, in 45 of all simulation runs
(n = 45/1000, 5%).
In order to probe the degree to which the PVE values used in each individual simulation
run explain observed variance in the correlations between teacher VAM estimates and mean
attributes of the students taught, regression analyses are conducted using the linear regressions
shown in equation 18.a through 18.c, which will henceforth be referred to collectively as
equations 18,
𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 = 𝛽0 + 𝛽1 PVE𝑋𝑖 𝑟 + 𝛽2 PVE𝑌𝑖(𝑦−1) 𝑟 + 𝛽3 PVE𝑃𝑐𝑗𝑦 𝑟 + 𝛽4 PVE 𝑇𝑗𝑦 𝑟 + 𝛽5 𝑋𝐴𝑑𝑣 𝑟
𝑟

+ 𝛽6 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 𝑟 + 𝛽7 M1𝑟 + 𝛽8 M4𝑟 + 𝛽9 M5𝑟 + 𝜀𝑟 ,
𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 = 𝛽0 + 𝛽1 PVE𝑋𝑖 𝑟 + 𝛽2 PVE𝑌𝑖(𝑦−1) 𝑟 + 𝛽3 PVE𝑃𝑐𝑗𝑦 𝑟 + 𝛽4 PVE 𝑇𝑗𝑦 𝑟 + 𝛽5 𝑋𝐴𝑑𝑣 𝑟
𝑟

+ 𝛽6 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 𝑟 + 𝛽7 M1𝑟 + 𝛽8 M4𝑟 + 𝛽9 M5𝑟 + 𝜀𝑟 ,
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(18.a)

(18.b)

𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 = 𝛽0 + 𝛽1 PVE𝑋𝑖 𝑟 + 𝛽2 PVE𝑌𝑖(𝑦−1) 𝑟 + 𝛽3 PVE𝑃𝑐𝑗𝑦 𝑟 + 𝛽4 PVE 𝑇𝑗𝑦 𝑟 + 𝛽5 𝑋𝐴𝑑𝑣 𝑟
𝑟

+ 𝛽6 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 𝑟 + 𝛽7 M1𝑟 + 𝛽8 M4𝑟 + 𝛽9 M5𝑟 + 𝜀𝑟 ,

(18.c)

where


̂
𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 is the observed correlation between teacher effectiveness estimates (𝑇𝑗 ) and mean
𝑟

̅̅𝑖2
̅̅ ) for simulation run r,
prior achievement of the students taught (𝑌
𝑗


𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 is the observed correlation between teacher effectiveness estimates and proportion
𝑟

of advantaged students taught (𝐴̅𝑖 𝑗 ) for simulation run r,


𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 is the observed correlation between teacher effectiveness estimates and the
𝑟

̅𝑖 ) for simulation run r,
proportion of disadvantaged students taught (𝐷
𝑗


PVE𝑋𝑖 𝑟 is the specific proportion of student test score variance explained by student
background factors in run r,



PVE𝑌𝑖(𝑦−1)𝑟 is the specific proportion of variance explained by student prior peer effects
in run r,



PVE 𝑇𝑗𝑦 𝑟 is the specific proportion of variance explained by teacher effectiveness in run r,



𝑋𝐴𝑑𝑣 𝑟 is the specific value of 𝑋𝑖 necessary for student i to be identified as advantaged in
run r,



𝑋𝐷𝑖𝑠𝑎𝑑𝑣 𝑟 is the specific value of 𝑋𝑖 necessary for student i to be identified as
disadvantaged in run r, and



𝜀𝑟 is the residual term, or unexplained variance.
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Equations 18 also include the dummy-coded variables M1𝑟 , M4𝑟 , and M5𝑟 , which compare M1,
M4, and M5 to the uncoded comparison group, M2. Again note that, since only the data
generated for RQ2 contains endogenous peer effects, the 𝛽3 PVE𝑃𝑐𝑗𝑦 𝑟 term is dropped from
analyses for all other research questions. Regression estimates produced by equations 18 when
all models are analyzed together are shown in Table 9.
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Table 9
Regression Parameters Explaining Observed Correlations between Teacher VAM Scores and Student Factors Across all
Simulation Runs for RQ1
𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗
Predictor
𝛽0
PVE𝑋𝑖
PVE𝑌𝑖(𝑦−1)

b (SE)
.350 (.115)

β
—

𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗
t
p
3.043 .002

-.047 (.060) -.025 -0.786 .432
.058 (.039) .048

1.496 .135

PVE 𝑇𝑗𝑦

-.122 (.121) -.032 -1.009 .313

𝑋𝐴𝑑𝑣
𝑋𝐷𝑖𝑠𝑎𝑑𝑣
M1
M4
M5

-.156 (.055)
.032 (.027)
-.006 (.008)
.000 (.008)
.000 (.008)

-.091 -2.846 .005
.038 1.191 .234
-.028 -0.736 .462
.000 0.000 1.000
.000 0.000 1.000

b (SE)
.324 (.107)

β
—

𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗
t
p
3.019 .003

-.073 (.056) -.042 -1.314 .189
-.024 (.036) -.021 -0.656 .512
.052 (.113)

β
—

.107 (.058) .058

t
p
-3.255 .001
1.824 .068

-.022 (.038) -.019 -0.581 .561

0.464 .643

.185 (.118)

-.083 -2.584 .010
.040 1.259 .208
.024 0.616 .538
.000 0.000 1.000
-.002 -0.055 .957

.130 (.054)
-.062 (.026)
-.007 (.008)
.000 (.008)
-.001 (.008)

-.132 (.051)
.032 (.025)
.005 (.008)
.000 (.008)
.000 (.008)

.015

b (SE)
-.365 (.112)

.050

1.561 .119

.077 2.422 .016
-.075 -2.376 .018
-.032 -0.820 .412
.000 0.000 1.000
-.003 -0.078 .938

̂
̅̅̅̅
Note. 𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 = observed correlation between teacher effectiveness estimates (𝑇𝑗 ) and mean prior achievement of the students taught (𝑌𝑖2 𝑗 ).
̅
𝜌̅̅̅
𝐴 𝑇̂ = observed correlation between teacher effectiveness estimates and proportion of advantaged students taught (𝐴𝑖 ). 𝜌̅̅̅
𝐷 𝑇̂ = observed correlation
𝑗

𝑖𝑗 𝑗

𝑖𝑗 𝑗

̅𝑖 ). PVE𝑋 = the proportion of variance in test scores
between teacher effectiveness estimates and the proportion of disadvantaged students taught (𝐷
𝑗
𝑖
explained by student background factors. PVE𝑌𝑖(𝑦−1) = the proportion of variance explained by student prior achievement. PVE 𝑇𝑗𝑦 = the proportion of
variance explained by teacher effectiveness. 𝑋𝐴𝑑𝑣 = the value of 𝑋𝑖 necessary for an individual student to be identified as advantaged. 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 = the
value of 𝑋𝑖 necessary for an individual student to be identified as disadvantaged. M1 is a dummy coded variable for the EVAAS MRM. M4 is a
dummy coded variable for a modified covariate adjustment model which includes random classroom effects. M5 is a dummy coded variable for a
modified covariate adjustment model that is the same as M4 with the addition of classroom-level covariates. Dummy coded variables M1, M4, and
M5 all compare the model indicated to the uncoded comparison model, M2, which is a basic covariate adjustment model.
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Regression model 18.a did not significantly explain observed correlations between
teacher VAM scores and mean prior achievement of students taught, F(8, 991) = 1.68, p = .099,
adjusted R2 < .01. Regression model 18.b also did not significantly explain observed
correlations between teacher VAM scores and the proportion of advantaged students taught,
F(8, 991) = 1.55, p = .137, adjusted R2 < .01. Regression model 18.c did significantly explain
observed correlations between teacher VAM scores and the proportion of disadvantaged students
taught, however, F(8, 991) = 2.37, p = .016, adjusted R2 = .01. As the 𝑋𝑖 value necessary to be
labeled as advantaged (𝑋𝐴𝑑𝑣 ) increased (i.e., as fewer students are identified as advantaged)
correlations between teacher VAM scores and the proportion of disadvantaged students taught
increased, 𝛽5 = .077, t(991) = 2.42, p = .016. As the 𝑋𝑖 value necessary to be labeled as
disadvantaged (𝑋𝐷𝑖𝑠𝑎𝑑𝑣 ) increased (i.e., as more students are identified as disadvantaged)
correlations between teacher VAM scores and the proportion of disadvantaged students taught
decreased, 𝛽6 = -.075, t(993) = -2.38, p = .018.
When regressions are run only for M1 and M2, the parent models for the two families of
VAMs analyzed, none of the equations significantly explained the observed correlations.
Regression estimates derived from equations 18 for M1 and M2 are displayed in Table 10.
Correlations between teacher VAM scores and the mean prior achievement of students taught are
not significantly explained by simulation conditions for M1, F(5, 244) = 0.68, p = .640, adjusted
R2 < .01, or for M2, F(5, 244) = 0.61, p = .693, adjusted R2 < .01. Correlations between teacher
VAM scores and the proportion of advantaged students taught are not significantly explained by
simulation conditions for M1, F(5, 244) = 0.53, p = .757, adjusted R2 < .01, or for M2,
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F(5, 244) = 0.60, p = .703, adjusted R2 < .01. Correlations between teacher VAM scores and the
proportion of advantaged students taught are also not significantly explained by simulation
conditions for M1, F(5, 244) = 0.94, p = .457, adjusted R2 < .01, or for M2, F(5, 244) = 0.89,
p = .492, adjusted R2 < .01.
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Table 10
Regression Parameters Explaining Observed Correlations between Teacher VAM Scores and Student Factors for M1 and M2
for RQ1
𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗
Predictor
𝛽0
PVE𝑋𝑖
PVE𝑌𝑖(𝑦−1)

b (SE)

1.468 .144

.314 (.225)

—

-1.635 .103

-.033 (.121) -.017 -0.268 .789

-.050 (.112) -.029 -0.447 .655

-.050 (.117)

.042

0.650 .516

-.027 (.072) -.024 -0.379 .705

-.027 (.076) -.009 -0.146 .884

—

.070 (.079) .057

t

p

0.889 .375

PVE 𝑇𝑗𝑦

-.138 (.246) -.036 -0.563 .574

𝑋𝐴𝑑𝑣
𝑋𝐷𝑖𝑠𝑎𝑑𝑣

-.156 (.111) -.090 -1.401 .162
.036 (.055) .042 0.655 .513

𝛽0
PVE𝑋𝑖
PVE𝑌𝑖(𝑦−1)

𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗

b (SE)
β
t
p
M1 Results Only
.314 (.214) —
1.469 .143

.341 (.233)

β

𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗

.058 (.226) .016

0.256 .798

1.523 .129

-.127 (.102) -.080 -1.240 .216
.032 (.050) .041 0.641 .522
M2 Results Only
.328 (.216) —
1.514 .131

-.049 (.120) -.026 -0.407 .684

-.079 (.113) -.045 -0.701 .484

.352 (.231)

—

.053 (.078) .044

0.676 .500

PVE 𝑇𝑗𝑦

-.113 (.244) -.030 -0.465 .642

𝑋𝐴𝑑𝑣
𝑋𝐷𝑖𝑠𝑎𝑑𝑣

-.156 (.110) -.091 -1.411 .159
.033 (.054) .039 0.610 .543

-.026 (.073) -.023 -0.350 .727
.049 (.229) .014

0.214 .831

-.134 (.104) -.083 -1.294 .197
.031 (.051) .039 0.602 .548

b (SE)

β

t

.058 (.237) .052

p

0.812 .418

-.127 (.107) .071 1.111 .268
.032 (.053) -.093 -1.450 .148
-.366 0.226

—

-1.620 .106

.117 0.118

.064

0.993 .322

-.026 0.076 -.022 -0.346 .730
.183 0.239

.049

0.766 .445

.133 0.108 .079 1.234 .219
-.058 0.053 -.070 -1.085 .279

̂
̅̅̅̅
Note. 𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 = observed correlation between teacher effectiveness estimates (𝑇𝑗 ) and mean prior achievement of the students taught (𝑌𝑖2 𝑗 ).
̅
𝜌̅̅̅
𝐴 𝑇̂ = observed correlation between teacher effectiveness estimates and proportion of advantaged students taught (𝐴𝑖 ). 𝜌̅̅̅
𝐷 𝑇̂ = observed correlation
𝑗

𝑖𝑗 𝑗

𝑖𝑗 𝑗

̅𝑖 ). PVE𝑋 = the proportion of variance in test scores
between teacher effectiveness estimates and the proportion of disadvantaged students taught (𝐷
𝑗
𝑖
explained by student background factors. PVE𝑌𝑖(𝑦−1) = the proportion of variance explained by student prior achievement. PVE 𝑇𝑗𝑦 = the proportion of
variance explained by teacher effectiveness. 𝑋𝐴𝑑𝑣 = the value of 𝑋𝑖 necessary for an individual student to be identified as advantaged. 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 = the
value of 𝑋𝑖 necessary for an individual student to be identified as disadvantaged. M1 is the EVAAS MRM. M2 is a basic covariate adjustment model.
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Research Question 2: Endogenous Peer Effects
The second research question asks whether teacher effectiveness estimates are accurate in
the presence of endogenous peer effects. Endogenous peer effects are defined by Manski (1993)
as those which are caused by the current actions or outcomes of the peer group. For the present
study, endogenous peer effects are defined as a classroom specific effect on the academic
achievement of the students in that class which is unrelated to any other variable simulated (see
the Operational Definitions section for more detail). Just like the data generated for RQ1, the
data generated for RQ2 met all methodological assumptions of VAMs, as well as five of the six
assumptions identified by Reardon and Raudenbush (2009) in order to make causal inferences
from VAMs. Specifically, normally distributed student achievement data is generated on an
interval scale that is perfectly measured, using a test that is perfectly aligned, and comparable
from year to year, and both students and teachers are randomly assigned to classes. Data for this
research question systematically violated the assumption of stable treatment effects; that the
outcomes observed for any particular student is unrelated to the other students assigned to that
student’s class (Reardon & Raudenbush, 2009) by introducing a simple additive endogenous
peer effect, which is randomly generated for each simulated classroom in the data set.
Classification Error Rate
As shown in Table 11, the mean classification error rate (CER) across all simulation runs
is above the selected alpha level (M = .087, SD = .0328). The acceptable CER is exceeded, and
𝐻0 rejected, in more than 80% of simulation runs (n = 816/1000, 81.6%). There are significant
differences in the observed CER across models, F(3, 996) = 85.81, p < .001, 𝜂2 = .205. Error
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rates are lower for M1 (M = .061) than for M2 or M4 (M = .095), or for M5 (M = .096), p < .001.
No significant differences are observed between M2, M4, and M5. There are significant
differences in the observed 𝜎𝜀𝑅𝑎𝑛𝑘 across models, F(3, 996) = 237.78, p < .001, 𝜂2 = .417.
Standard deviations of rank residuals are lower for M1 (M = 7.84) than for M2 and M4
(M = 12.33), or for M5 (M = 12.35), p < .001. No significant differences are observed between
M2, M4, and M5. According to calculations made with equation 15, the observed ̅̅̅̅̅̅̅̅
𝜎𝜀𝑅𝑎𝑛𝑘 for M1
is consistent with benchmark values found for effectiveness estimates containing 16% random
error, while values observed for the other models are consistent with 25% random error (see
Table 4 for benchmarks).
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Table 11
Classification Error Rate and Standard Deviation of Rank Residuals for RQ2
Model
M1
M2
M4
M5
All

n (%)
250
250
250
250
1000

(100%)
(100%)
(100%)
(100%)
(100%)

M1
M2
M4
M5
All

137
227
226
226
816

(54.8%)
(90.8%)
(90.4%)
(90.4%)
(81.6%)

M1
M2
M4
M5
All

113
23
24
24
184

(45.2%)
(9.2%)
(9.6%)
(9.6%)
(18.4%)

̅̅̅̅̅̅
𝐶𝐸𝑅 (SD)

𝜎𝜀𝑅𝑎𝑛𝑘 (SD)
̅̅̅̅̅̅̅̅

All Simulation Runs
.061 (.0229)
7.84
.095 (.0309)
12.33
.095 (.0310)
12.33
.096 (.0316)
12.35
.087 (.0328)
11.21
Rejected 𝐻0
.078 (.0158)
.101 (.0272)
.101 (.0271)
.101 (.0277)
.097 (.0272)
Failed to Reject 𝐻0
.041 (.0109)
.043 (.0075)
.043 (.0074)
.043 (.0077)
.042 (.0097)

(2.854)
(1.575)
(2.502)
(2.501)
(2.503)

8.17
12.46
12.47
12.48
11.75

(1.640)
(2.481)
(2.476)
(2.488)
(2.854)

7.44
11.11
11.03
11.14
8.85

(1.401)
(2.421)
(2.401)
(2.361)
(2.551)

Note. CER = Classification Error Rate. 𝜎𝜀𝑅𝑎𝑛𝑘 = standard deviation of rank residuals. M1 is the EVAAS MRM.
M2 is a basic covariate adjustment model. M4 is a modified covariate adjustment model which includes random
classroom effects. M5 is the same as M4 with the addition of classroom-level covariates. Each run included
simulated data for 125 teachers, each of which taught six classes of 25 students over the course of three years. CER
is calculated as the proportion of teachers incorrectly identified as being in the top or bottom decile of effective
teachers (D1 or D10 , respectively). 𝜎𝜀𝑅𝑎𝑛𝑘 is calculated as the sample standard deviation of the difference between
each teacher’s known effectiveness rank and VAM-assigned estimated effectiveness rank (i.e., 𝜀𝑅𝑎𝑛𝑘 = Rank 𝑇𝑗 −
Rank 𝑇̂𝑗 ).

Regression model 17.a significantly explained the observed classification error rates
across all models, F(7, 992) = 96.13, p < .001, adjusted R2 = .40. As displayed in Table 12,
observed CERs are significantly related to the proportion of variance explained by all of the
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sources of variance modeled in the simulation. As the proportion of variance in test scores
explained by student background factors increased, the CER for that simulation run decreased,
𝛽1 = -.081, t(992) = -3.28, p = .001. The CER also decreased as the proportion of variance
explained by prior achievement increased, 𝛽2 = -.119, t(992) = -4.81, p < .001, and as the
variance explained by teacher effectiveness increased, 𝛽4 = -.317, t(992) = -12.86, p < .001. The
CER increased, however, as the proportion of variance in student test scores explained by
endogenous peer effects increased, 𝛽3 = .263, t(992) = 10.68, p < .001. When all simulation runs
are analyzed, the classification error rate for M1 is also significantly lower than the uncoded
comparison model (M2), 𝛽5 = -.453, t(992) = -15.08, p < .001.
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Table 12
Regression Parameters Explaining Observed Classification Error Rates and Standard Deviation
of Rank Residuals for RQ2
𝜎𝜀𝑅𝑎𝑛𝑘

CER
Predictor

b (SE)

β

𝛽0

.138 (.007)

—

20.714

<.001

15.132 (0.319)

—

47.380

<.001

PVE𝑋𝑖

-.054 (.016)

-.081

-3.278

.001

-2.824 (0.783)

-.047

-3.604

<.001

PVE𝑌𝑖(𝑦−1)

-.052 (.011)

-.119

-4.814

<.001

-1.522 (0.518)

-.038

-2.937

.003

PVE𝑃𝑐𝑗𝑦

.549 (.051)

.263

10.681

<.001

79.086 (2.464)

.413

32.098

<.001

PVE 𝑇𝑗𝑦

-.388 (.030)

-.317

-12.855

<.001

-56.574 (1.450)

-.503

-39.015

<.001

M1
M4
M5

-.034 (.002)
.000 (.002)
.000 (.002)

-.453
.000
.002

-15.079
0.000
0.056

<.001
1.000
.955

-4.492 (0.109)
.000 (0.109)
.014 (0.109)

-.645
.000
.002

-41.152
-0.004
0.133

<.001
.997
.894

19.977

<.001

t

p

b (SE)

β

t

p

All Simulation Runs (n = 1000)

M1 Only (n = 250)
𝛽0

.076 (.011)

PVE𝑋𝑖

.006 (.028)

PVE𝑌𝑖(𝑦−1)

—

—

6.848

<.001

9.206 (0.461)

.013

0.213

.831

.104 (1.156)

.003

0.090

.928

-.031 (.018)

-.101

-1.669

.096

.370 (0.765)

.018

0.484

.629

PVE𝑃𝑐𝑗𝑦

.308 (.088)

.213

3.510

.001

48.777 (3.636)

.489

13.416

<.001

PVE 𝑇𝑗𝑦

-.199 (.052)

-.234

-3.856

<.001

-40.252 (2.140)

-.686

-18.812

<.001

M2 Only (n = 250)
—

10.887

<.001

15.587 (0.630)

—

24.743

<.001

-.068 (.034)

-.109

-2.014

.045

-3.759 (1.580)

-.075

-2.378

.018

PVE𝑌𝑖(𝑦−1)

-.057 (.022)

-.138

-2.571

.011

-2.122 (1.045)

-.064

-2.030

.043

PVE𝑃𝑐𝑗𝑦

.615 (.106)

.314

5.824

<.001

89.332 (4.970)

.564

17.974

<.001

PVE 𝑇𝑗𝑦

-.452 (.062)

-.392

-7.267

<.001

-62.057 (2.925)

-.666

-21.217

<.001

𝛽0

.146 (.013)

PVE𝑋𝑖

Note. CER = Classification Error Rate. 𝜎𝜀𝑅𝑎𝑛𝑘 = standard deviation of rank residuals. PVE𝑋𝑖 = proportion of
variance in test scores explained by student background factors. PVE𝑌𝑖(𝑦−1) = proportion of variance explained by
student prior achievement. PVE𝑃𝑐𝑗𝑦 = proportion of variance explained by endogenous peer effects PVE 𝑇𝑗𝑦 = the
proportion of variance explained by teacher effectiveness. M1 is a dummy coded variable for the EVAAS MRM.
M4 is a dummy coded variable for a modified covariate adjustment model which includes random classroom effects.
M5 is a dummy coded variable for a modified covariate adjustment model that is the same as M4 with the addition
of classroom-level covariates. Dummy coded variables M1, M4, and M5 all compare the model indicated to the
uncoded comparison model, M2, which is a basic covariate adjustment model. Each run included simulated data for
125 teachers, each of which taught six classes of 25 students over the course of three years. CER is calculated as the
proportion of teachers incorrectly identified as being in the top or bottom decile of effective teachers (D1 or D10 ,
respectively). 𝜎𝜀𝑅𝑎𝑛𝑘 is calculated as the sample standard deviation of the difference between each teacher’s known
effectiveness rank and VAM-assigned estimated effectiveness rank (i.e., 𝜀𝑅𝑎𝑛𝑘 = Rank 𝑇𝑗 − Rank 𝑇̂𝑗 ).
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The results of regression analyses run only on results from the two parent VAMs are a bit
different from one another. The regression model significantly explained the observed
classification error rates for M1 (the EVAAS® MRM), F(4, 245) = 7.50, p < .001, adjusted
R2 = .10. The observed CER is not related to the proportion of variance in student test scores
explained by student background (PVE𝑋𝑖 ), t(245) = 0.21, p = .831, nor by student prior
achievement (PVE𝑌𝑖(𝑦−1) ), t(245) = -1.67, p = .096. Classification error rates for M1 increased as
the PVE by endogenous peer effects increased, 𝛽3 = .213, t(245) = 3.51, p = .001, and decreased
as the PVE by teacher effects increased, 𝛽4 = -.234, t(245) = -3.86, p < .001. The regression
model also significantly explained the observed classification error rates for M2 (a covariate
adjustment model), F(4, 245) = 25.82, p < .001, adjusted R2 = .29. Unlike M1, CERs for M2 are
significantly explained by all predictors in the regression model. The rate at which teachers are
misclassified by the model decreased with corresponding increases the proportion of student test
score variance explained by student background, 𝛽1 = -.109, t(245) = -2.01, p = .045, by student
prior achievement, 𝛽2 = -.138, t(245) = -2.57, p = .011, and by teacher effectiveness, 𝛽4 = -.392,
t(245) = -7.27, p < .001. The CER for M2 increased, however, with corresponding increases in
the PVE by endogenous peer effects, 𝛽3 = .314, t(245) = 5.82, p < .001.
Regression model 17.b significantly explained observed standard deviations of rank
residuals, F(7, 992) = 729.71, p < .001, adjusted R2 = .84. As displayed in Table 12, observed
𝜎𝜀𝑅𝑎𝑛𝑘 values are significantly related to the proportion of variance explained by all sources of
variance modeled in the simulation. As the proportion of variance in student test scores
explained by student background factors increased, variability in rank residuals decreased,
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𝛽1 = -.047, t(992) = -3.60, p < .001. The standard deviation of rank residuals also decreased as
the proportion of variance explained by prior achievement increased, 𝛽2 = -.038, t(992) = -2.94,
p = .003, and as the variance explained by teacher effectiveness increased, 𝛽4 = -.503, t(992) = 39.02, p < .001. When all simulation runs are analyzed, the standard deviation of rank residuals
for M1 is also significantly lower than the uncoded comparison model (M2), 𝛽5 = -.645,
t(992) = -41.15, p < .001.
The results of regression analyses run only on results from the two parent VAMs are a bit
different from one another. Regression model 17.b significantly explained the observed
variability in rank residuals for M1 (the EVAAS MRM), F(4, 245) = 129.27, p < .001, adjusted
R2 = .67. The observed 𝜎𝜀𝑅𝑎𝑛𝑘 values are not related to the proportion of variance in test scores
explained by student background (PVE𝑋𝑖 ), t(245) = 0.09, p = .928, nor by student prior
achievement (PVE𝑌𝑖(𝑦−1) ), t(245) = 0.48, p = .629. Variability in rank residuals for M1 increased
as the PVE by endogenous peer effects increased, 𝛽3 = .489, t(245) = 13.42, p = .001, and
decreased as the PVE by teacher effects increased, 𝛽4 = -.686, t(245) = -18.81, p < .001. The
regression model also significantly explained the observed 𝜎𝜀𝑅𝑎𝑛𝑘 values for M2 (a covariate
adjustment model), F(4, 245) = 195.91, p < .001, adjusted R2 = .76. Unlike M1, the variability
of rank residuals for M2 is significantly explained by all predictors in the regression model. The
standard deviation of rank residuals decreased with corresponding increases the proportion of
test score variance explained by student background, 𝛽1 = -.075, t(245) = -2.38, p = .018, by
student prior achievement, 𝛽2 = -.064, t(245) = -2.03, p = .043, and by teacher effectiveness,
𝛽4 = -.666, t(245) = -21.22, p < .001. The 𝜎𝜀𝑅𝑎𝑛𝑘 values for M2 increased, however, with
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corresponding increases in the PVE by endogenous peer effects, 𝛽3 = .564, t(245) = 17.97,
p < .001.
Correlations with Student Factors
Mean correlations between teacher effectiveness estimates and the characteristics of
students taught are of a negligible effect size (Cohen, 1988), ranging from 𝜌 = -.022 to 𝜌 = .027
across all models, variables, and simulation runs (see Table 13). The null hypothesis that teacher
VAM scores are unrelated to student prior achievement (𝐻10 ) is rejected more than 5% of the
time for M1 across all simulation runs, and for M1 and M5 in simulation runs in which greater
than 5% of teachers are misclassified (i.e., runs in which 𝐻0 is rejected). The null hypothesis that
teacher VAM scores are unrelated to the proportion of advantaged students taught (𝐻20 ) is
rejected for all models in greater than 5% of the simulation runs in which fewer than 5% of
teachers are misclassified (i.e., runs in which 𝐻0 is not rejected). The null hypothesis that
teacher VAM scores are unrelated to the proportion of disadvantaged students taught (𝐻30 ) is
rejected more than 5% of the time for M1 across all simulation runs, regardless of whether 𝐻0 is
rejected.
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Table 13
Correlations of Mean Prior Achievement, Proportion of Advantaged Students, and Proportion of Disadvantaged Students with
Teacher Effectiveness Estimates for RQ2
Model

n (%)

𝜌̅̅̅̅
̅̅̅̅̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 (SD)

Reject 𝐻10

M1
M2
M4
M5
All

250 (100%)
250 (100%)
250 (100%)
250 (100%)
1000 (100%)

.001
.008
.008
.007
.006

(.0898)
(.0884)
(.0884)
(.0875)
(.0885)

13
10
10
12
45

M1
M2
M4
M5
All

137 (54.8%)
227 (90.8%)
226 (90.4%)
226 (90.4%)
816 (81.6%)

.000
.006
.006
.005
.005

(.0954)
(.0902)
(.0904)
(.0895)
(.0908)

9
10
10
12
41

M1
M2
M4
M5
All

113 (45.2%)
23 (9.2%)
24 (9.6%)
24 (9.6%)
184 (18.4%)

.001
.027
.026
.025
.011

(.0828)
(.0670)
(.0657)
(.0645)
(.0771)

4
0
0
0
4

𝜌̅̅̅
̅̅̅̅̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 (SD)

All Simulation Runs
(5.2%)
-.002 (.0877)
(4.0%)
-.004 (.0868)
(4.0%)
-.004 (.0868)
(4.8%)
-.004 (.0868)
(4.5%)
-.003 (.0869)
Rejected 𝐻0
(6.6%)
.002 (.0837)
(4.4%)
-.005 (.0863)
(4.4%)
-.005 (.0864)
(5.3%)
-.005 (.0859)
(5.0%)
-.004 (.0857)
Failed to Reject 𝐻0
(3.5%)
-.006 (.0925)
(0.0%)
.008 (.0935)
(0.0%)
.008 (.0914)
(0.0%)
.003 (.0963)
(2.2%)
-.001 (.0924)

Reject 𝐻20

𝜌̅̅̅
̅̅̅̅̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 (SD)

Reject 𝐻30

10
12
12
10
44

(4.0%)
(4.8%)
(4.8%)
(4.0%)
(4.4%)

-.019
-.013
-.013
-.013
-.014

(.0889)
(.0857)
(.0858)
(.0847)
(.0862)

13
9
9
9
40

(5.2%)
(3.6%)
(3.6%)
(3.6%)
(4.0%)

3
10
10
8
31

(2.2%)
(4.4%)
(4.4%)
(3.5%)
(3.8%)

-.022
-.014
-.015
-.015
-.016

(.0903)
(.0858)
(.0858)
(.0849)
(.0862)

7
9
9
9
34

(5.1%)
(4.0%)
(4.0%)
(4.0%)
(4.2%)

7
2
2
2
13

(6.2%)
(8.7%)
(8.3%)
(8.3%)
(7.1%)

-.016
.005
.008
.004
-.007

(.0874)
(.0854)
(.0845)
(.0824)
(.0861)

6
0
0
0
6

(5.3%)
(0.0%)
(0.0%)
(0.0%)
(3.3%)

Note. ̅̅̅̅̅̅̅̅
𝜌̅̅̅̅
𝜌̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 is the mean correlation between VAM scores and the mean prior achievement of students taught across all runs. ̅̅̅̅̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 is the mean
correlation between VAM scores and the proportion of advantaged students taught across all runs. ̅̅̅̅̅̅̅
𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 is the mean correlation between VAM scores
and the proportion of disadvantaged students taught across all runs. M1 is the EVAAS MRM. M2 is a basic covariate adjustment model. M4 is a
modified covariate adjustment model which includes random classroom effects. M5 is the same as M4 with the addition of classroom-level covariates.
Values under the headings of Rejected 𝐻10 , Rejected 𝐻20 , and Rejected 𝐻30 , indicate the number and percent of runs for which the correlations shown
are statistically significant at an alpha level of .05. Each run included simulated data for 125 teachers, each of which taught six classes of 25 students
over the course of three years.
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There are no significant differences, either between models, or depending on whether 𝐻0
is rejected, in the observed correlations between teacher VAM scores and the mean prior
achievement of students taught, F(7, 992) = 0.66, p = .705, 𝜂2 = .005, or the proportion of
advantaged students taught, F(7, 992) = 0.30, p = .969, 𝜂2 = .002. There are significant
differences in the mean observed correlations between VAM scores and the proportion of
disadvantaged students taught depending on whether 𝐻0 is rejected, F(1, 992) = 3.91, p = .048,
𝜂2 = .004. Correlations between VAM scores and prior achievement are higher for runs in which
𝐻0 is not rejected (M = .011, SD = .077) than for runs in which 𝐻0 is rejected (M = .005,
SD = .091). No differences are observed between models, however, F(3, 992) = 1.15, p = .328,
𝜂2 = .003.
Teacher effects are significantly correlated with the mean prior achievement of students
taught in 45 of all simulation runs (n = 45/1000, 5%), though correlations are negligible to very
small in effect size (Cohen, 1988). Correlations are positive, indicating that teachers of students
with lower prior achievement received lower value-added estimates, in 62% (n = 28/45) of
significant runs. Teacher VAM estimates are significantly correlated with the proportion of
advantaged students taught in 44 of all simulation runs (n = 44/1000, 4%), though again,
correlations are negligible to very small in size (Cohen, 1988). Correlations are positive,
indicating that those who taught higher proportions of advantaged students received more
favorable VAM scores, in 43% (n = 19/44) of significant runs. VAM scores are significantly
correlated, though negligible or very small (Cohen, 1988), with the proportion of disadvantaged
students taught in 40 of all simulation runs (n = 40/1000, 4%). Correlations are negative,
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indicating that those who taught higher proportions of disadvantaged students received lower
VAM scores, in 38% (n = 15/40) of significant runs.
Regression estimates produced by equations 18 when all models are analyzed together
are shown in Table 14. Regression model 18.a significantly explained observed correlations
between teacher VAM scores and mean prior achievement of students taught, F(9, 990) = 2.16,
p = .023, adjusted R2 = .01. As the proportion of variance in test scores explained by
endogenous peer effects increased correlations between VAM scores and mean prior
achievement decreased, 𝛽3 = -.105, t(990) = -3.31, p = .001. Regression model 18.b also
significantly explained observed correlations between teacher VAM scores and the proportion of
advantaged students taught, F(9, 990) = 2.48, p = .008, adjusted R2 = .02. As the proportion of
variance in test scores explained by student background increased, correlations between VAM
scores and the proportion of advantaged students taught also increased, 𝛽1 = .091, t(990) = 2.86,
p = .004. As the 𝑋𝑖 value necessary to be labeled as advantaged (𝑋𝐴𝑑𝑣 ) increased (i.e., as fewer
students are identified as advantaged) correlations between teacher VAM scores and the
proportion of advantaged students taught decreased, 𝛽5 = -.100, t(990) = -3.16, p = .002.
Regression model 18.c did not significantly explain observed correlations between teacher VAM
scores and the proportion of disadvantaged students taught, however, F(9, 990) = 1.76, p = .072,
adjusted R2 = .02.
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Table 14
Regression Parameters Explaining Observed Correlations between Teacher VAM Scores and Student Factors Across all
Simulation Runs for RQ2
𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗
Predictor
𝛽0
PVE𝑋𝑖

b (SE)
.054 (.121)

β
—

.109 (.057) .061

𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗
t

p

b (SE)

β

0.450 .653

.315 (.118)

—

1.919 .055

.159 (.056) .091

𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗
t

p

2.659 .008

b (SE)
.062 (.118)

β
—

t

p

0.525 .600

2.863 .004

-.028 (.055) -.016 -0.504 .615

-.030 (.037) -.026 -0.821 .412

-.082 (.037) -.071 -2.253 .024

PVE𝑌𝑖(𝑦−1)

-.029 (.037) -.024 -0.767 .443

PVE𝑃𝑐𝑗𝑦

-.590 (.178) -.105 -3.308 .001

PVE 𝑇𝑗𝑦

-.103 (.105) -.031 -0.983 .326

-.044 (.103) -.014 -0.429 .668

𝑋𝐴𝑑𝑣

-.016 (.058) -.009 -0.269 .788

-.181 (.057) -.100 -3.162 .002

.024 (.057) .013

0.414 .679

𝑋𝐷𝑖𝑠𝑎𝑑𝑣

-.012 (.027) -.014 -0.440 .660

-.007 (.026) -.009 -0.270 .787

.059 (.026) .072

2.261 .024

M1

-.007 (.008) -.036 -0.924 .356

M4
M5

.000 (.008) .000

0.005 .996

-.001 (.008) -.007 -0.172 .864

.341 (.175) .062

.002 (.008)

1.949 .052

.011

0.274 .784

.000 (.008) .000

0.001 .999

.000 (.008) .000 -0.005 .996

.125 (.174) .023

0.715 .475

-.153 (.103) -.047 -1.487 .137

-.006 (.008) -.032 -0.836 .403
.000 (.008) .000

0.003 .998

.000 (.008) -.002 -0.044 .965

̂
̅̅̅̅
Note. 𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 = observed correlation between teacher effectiveness estimates (𝑇𝑗 ) and mean prior achievement of the students taught (𝑌𝑖2 𝑗 ).
̅
𝜌̅̅̅
𝐴 𝑇̂ = observed correlation between teacher effectiveness estimates and proportion of advantaged students taught (𝐴𝑖 ). 𝜌̅̅̅
𝐷 𝑇̂ = observed correlation
𝑗

𝑖𝑗 𝑗

𝑖𝑗 𝑗

̅𝑖 ). PVE𝑋 = proportion of variance in test scores
between teacher effectiveness estimates and the proportion of disadvantaged students taught (𝐷
𝑗
𝑖
explained by student background factors. PVE𝑌𝑖(𝑦−1) = proportion of variance explained by student prior achievement. PVE𝑃𝑐𝑗𝑦 = proportion of
variance explained by endogenous peer effects PVE 𝑇𝑗𝑦 = the proportion of variance explained by teacher effectiveness. M1 is a dummy coded variable
for the EVAAS MRM. M4 is a dummy coded variable for a modified covariate adjustment model which includes random classroom effects. M5 is a
dummy coded variable for a modified covariate adjustment model that is the same as M4 with the addition of classroom-level covariates. Dummy
coded variables M1, M4, and M5 all compare the model indicated to the uncoded comparison model, M2, which is a basic covariate adjustment model.
Each run included simulated data for 125 teachers, each of which taught six classes of 25 students over the course of three years.
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When regressions are run only for M1 and M2, none of the equations significantly
explained the observed correlations. Regression estimates derived from equations 18 for M1 and
M2 are displayed in Table 15. Correlations between teacher VAM scores and the mean prior
achievement of students taught are not significantly explained by simulation conditions for M1,
F(6, 243) = 0.67, p = .676, adjusted R2 = .02, or for M2, F(6, 243) = 0.72, p = .638, adjusted
R2 = .02. Correlations between teacher VAM scores and the proportion of advantaged students
taught are not significantly explained by simulation conditions for M1, F(6, 243) = 1.17,
p = .352, adjusted R2 = .03, or for M2, F(6, 243) = 0.85, p = .531, adjusted R2 = .02.
Correlations between teacher VAM scores and the proportion of advantaged students taught are
also not significantly explained by simulation conditions for M1, F(6, 243) = 0.52, p = .795,
adjusted R2 = .01, or for M2, F(6, 243) = 0.68, p = .669, adjusted R2 = .02.
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Table 15
Regression Parameters Explaining Observed Correlations between VAM Scores and Student Factors for M1 and M2 for RQ2
𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗
Predictor

b (SE)

β

𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗
t

p

𝜌𝐷̅̅̅𝑖 𝑗 𝑇̂𝑗

β

b (SE)

t

p

b (SE)

β

t

p

M1 Results Only
𝛽0

.081 (.247)

—

0.329

.742

.372 (.240)

—

1.552

.122

.372 (.245)

—

0.030

.976

PVE𝑋𝑖

.062 (.116)

.034

0.535

.593

.156 (.113)

.089

1.389

.166

.156 (.115)

-.015

-0.227

.821

PVE𝑌𝑖(𝑦−1)

-.018 (.077)

-.015

-0.236

.814

-.012 (.074)

-.010

-0.164

.870

-.012 (.076)

-.043

-0.676

.500

PVE𝑃𝑐𝑗𝑦

-.626 (.365)

-.110

-1.712

.088

.454 (.355)

.082

1.279

.202

.454 (.363)

.052

0.813

.417

PVE 𝑇𝑗𝑦

-.107 (.215)

-.032

-0.497

.620

-.051 (.209)

-.016

-0.246

.806

-.051 (.214)

-.039

-0.606

.545

𝑋𝐴𝑑𝑣

-.027 (.119)

-.015

-0.230

.818

-.221 (.116)

-.122

-1.907

.058

-.221 (.118)

.020

0.303

.762

𝑋𝐷𝑖𝑠𝑎𝑑𝑣

-.009 (.055)

-.011

-0.169

.866

-.018 (.053)

-.022

-0.338

.735

-.018 (.054)

.070

1.091

.276

M2 Results Only
𝛽0

.032 (.243)

—

0.132

.895

.300 (.238)

—

1.258

.210

.075 0.236

—

0.319

.750

PVE𝑋𝑖

.115 (.114)

.065

1.010

.314

.159 (.112)

.091

1.419

.157

-.016 0.111

-.009

-0.140

.889

PVE𝑌𝑖(𝑦−1)

-.033 (.075)

-.028

-0.440

.660

-.036 (.074)

-.031

-0.484

.629

-.091 0.073

-.080

-1.245

.214

PVE𝑃𝑐𝑗𝑦

-.554 (.360)

-.099

-1.538

.125

.324 (.353)

.059

0.917

.360

.094 0.349

.017

0.269

.788

PVE 𝑇𝑗𝑦

-.107 (.212)

-.033

-0.506

.613

-.029 (.208)

-.009

-0.138

.891

-.163 0.206

-.051

-0.794

.428

𝑋𝐴𝑑𝑣

-.007 (.118)

-.004

-0.055

.956

-.168 (.115)

-.094

-1.463

.145

.020 0.114

.011

0.176

.860

𝑋𝐷𝑖𝑠𝑎𝑑𝑣

-.014 (.054)

-.016

-0.257

.797

-.001 (.053)
-.001 -0.015 .988
.062 0.052
.075
1.175 .241
̂
̅
̅̅
̅
Note. 𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 = correlation between teacher effectiveness estimates (𝑇𝑗 ) and mean prior achievement of students taught (𝑌𝑖2 𝑗 ). 𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 = correlation
̅
̂
̂
̅𝑖 ).
between 𝑇𝑗 and proportion of advantaged students taught (𝐴𝑖 𝑗 ). 𝜌𝐷̅̅̅𝑖 𝑗 𝑇̂𝑗 = correlation between 𝑇𝑗 and proportion of disadvantaged students taught (𝐷
𝑗
PVE𝑋𝑖 = proportion of variance in test scores explained by student background. PVE𝑌𝑖(𝑦−1) = proportion of variance explained by student prior
achievement. PVE𝑃𝑐𝑗𝑦 = proportion of variance explained by endogenous peer effects PVE 𝑇𝑗𝑦 = proportion of variance explained by teacher effects. M1
is the EVAAS MRM. M2 is a basic covariate adjustment model. Each run included simulated data for 125 teachers, each of which taught six classes of
25 students over the course of three years.
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Research Question 3: Non-Random Assignment
The third research question asks whether teacher effectiveness estimates are accurate
when students are non-randomly assigned to classrooms by prior achievement, and when
teachers are assigned full teaching loads of classes with similar achievement levels. The data
generated for RQ3 meets all methodological assumptions of VAMs, as well as five of the six
assumptions identified by Reardon and Raudenbush (2009) necessary to make causal inferences
from VAMs. Specifically, normally distributed student achievement data is generated on an
interval scale that is perfectly measured, using a test that is perfectly aligned, and comparable
from year to year, and teacher effects are stable and homogeneously applied to all students taught
regardless of other students assigned to the same class (i.e., there are no endogenous peer
effects). Data for this research question systematically violated the assumption of strongly
ignorable assignment; that students and teachers are assigned to classes in a manner that, if not
random, is as good as random (Reardon & Raudenbush, 2009). Specifically, students are
assigned to classes with peers of similar prior achievement and teachers are assigned six classes
of similar mean prior achievement.
Classification Error Rate
As shown in Table 16, the mean classification error rate (CER) across all simulation runs
is above the selected alpha level (M = .067, SD = .0365). The acceptable CER is exceeded, and
𝐻0 rejected, in more than half of simulation runs (n = 539/1000, 53.9%). There are significant
differences in the observed CER across models, F(3, 996) = 274.02, p < .001, 𝜂2 = .452. Error
rates are higher for M1 (M = .110) than for M2, M4, or M5 (M = .053), p < .001. No significant
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differences are observed between M2, M4, and M5. There are significant differences in the
observed 𝜎𝜀𝑅𝑎𝑛𝑘 across models, F(3, 996) = 634.81, p < .001, 𝜂2 = .657. Standard deviations of
rank residuals are higher for M1 (M = 14.36) than for M2 and M4 (M = 7.02), or for M5
(M = 7.05), p < .001. No significant differences are observed between M2, M4, and M5. The
observed ̅̅̅̅̅̅̅̅
𝜎𝜀𝑅𝑎𝑛𝑘 for M1 is consistent with benchmark values found for effectiveness estimates
containing from 28% random error, while values observed for the other models are consistent
with about 15% random error (see Table 4 for benchmarks).
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Table 16
Classification Error Rate and Standard Deviation of Rank Residuals for RQ3
Model
M1
M2
M4
M5
All

n (%)
250
250
250
250
1000

(100%)
(100%)
(100%)
(100%)
(100%)

M1
M2
M4
M5
All

236
99
99
105
539

(94.4%)
(39.6%)
(39.6%)
(42.0%)
(53.9%)

M1
M2
M4
M5
All

14
151
151
145
461

(5.6%)
(60.4%)
(60.4%)
(58.0%)
(46.1%)

̅̅̅̅̅̅
𝐶𝐸𝑅 (SD)

𝜎𝜀𝑅𝑎𝑛𝑘 (SD)
̅̅̅̅̅̅̅̅

All Simulation Runs
.110 (.0356)
14.36
.053 (.0236)
7.02
.053 (.0236)
7.02
.053 (.0236)
7.05
.067 (.0365)
8.86

(4.234)
(3.398)
(1.787)
(1.786)
(1.796)

Rejected 𝐻0
.114 (.0327)
14.62 (3.300)
.076 (.0170)
7.89 (1.879)
.076 (.0170)
7.89 (1.879)
.076 (.0163)
7.84 (1.865)
.092 (.0312)
10.83 (4.234)
Failed to Reject 𝐻0
.045 (.0068)
9.99 (1.620)
.038 (.0120)
6.44 (1.468)
.038 (.0120)
6.44 (1.466)
.037 (.0121)
6.48 (1.511)
.038 (.0119)
6.56 (1.601)

Note. CER = Classification Error Rate. 𝜎𝜀𝑅𝑎𝑛𝑘 = standard deviation of rank residuals. M1 is the EVAAS MRM.
M2 is a basic covariate adjustment model. M4 is a modified covariate adjustment model which includes random
classroom effects. M5 is the same as M4 with the addition of classroom-level covariates. Each run included
simulated data for 125 teachers, each of which taught six classes of 25 students over the course of three years. CER
is calculated as the proportion of teachers incorrectly identified as being in the top or bottom decile of effective
teachers (D1 or D10 , respectively). 𝜎𝜀𝑅𝑎𝑛𝑘 is calculated as the sample standard deviation of the difference between
each teacher’s known effectiveness rank and VAM-assigned estimated effectiveness rank (i.e., 𝜀𝑅𝑎𝑛𝑘 = Rank 𝑇𝑗 −
Rank 𝑇̂𝑗 ).

Regression model 17.a significantly explained the observed classification error rates
across all models, F(6, 993) = 263.94, p < .001, adjusted R2 = .59. As displayed in Table 17,
observed CERs are significantly related to the proportion of variance explained by all of the
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sources of variance modeled in the simulation. As the proportion of variance in test scores
explained by student background factors increased, the CER for that simulation run decreased,
𝛽1 = -.118, t(993) = -5.79, p < .001. The CER also decreased as the proportion of variance
explained by prior achievement increased, 𝛽2 = -.184, t(993) = -9.02, p < .001, and as the
variance explained by teacher effectiveness increased, 𝛽4 = -.287, t(993) = -14.08, p < .001.
When all simulation runs are analyzed, the classification error rate for M1 is also significantly
higher than the uncoded comparison model (M2), 𝛽5 = .674, t(993) = 27.06, p < .001.

120

Table 17
Regression Parameters Explaining Observed Classification Error Rates and Standard Deviation
of Rank Residuals for RQ3
𝜎𝜀𝑅𝑎𝑛𝑘

CER
Predictor

b (SE)
.145 (.006)

β
—

t
p
b (SE)
All Simulation Runs (n = 1000)
25.184 <.001 18.208 (.392)

β

t

p

—

-5.787 <.001

-11.804 (1.052)

-.146 -11.225 <.001

46.404 <.001

𝛽0
PVE𝑋𝑖

-.089 (.015)

-.118

PVE𝑌𝑖(𝑦−1)

-.085 (.009)

-.184 -9.021 <.001

-9.983 (.645)

-.201 -15.486 <.001

PVE 𝑇𝑗𝑦

-.392 (.028)

-.287 -14.083 <.001

-47.661 (1.905)

-.325 -25.018 <.001

M1
M4
M5

.057 (.002)
.000 (.002)
.001 (.002)

𝛽0
PVE𝑋𝑖

.812
.000
.004

51.068 <.001
0.002 .998
0.251 .802

.266 (.013)

.674 27.059 <.001
7.342 (.144)
.000 0.000 1.000
0.000 (.144)
.006 0.244 .808
0.036 (.144)
M1 Only (n = 250)
—
19.847 <.001 35.468 (.786)

—

45.098 <.001

-.211 (.037)

-.287 -5.709 <.001

-30.750 (2.163)

-.439 -14.218 <.001

PVE𝑌𝑖(𝑦−1)

-.145 (.023)

-.322 -6.402 <.001

-18.197 (1.326)

-.423 -13.724 <.001

PVE 𝑇𝑗𝑦

-.554 (.067)

-.417 -8.284 <.001

-75.478 (3.918)

-.595 -19.262 <.001

.121 (.010)

—

M2 Only (n = 250)
12.062 <.001 14.901 (.619)

—

24.089 <.001

-5.555 (1.701)

-.151

-3.266

-.207 -3.655 <.001

-7.166 (1.043)

-.317

-6.871 <.001

-.389 -6.846 <.001

-38.576 (3.082)

𝛽0
PVE𝑋𝑖

-.044 (.028)

-.090 -1.586

.114

PVE𝑌𝑖(𝑦−1)

-.062 (.017)

PVE 𝑇𝑗𝑦

-.342 (.050)

.001

-.578 -12.517 <.001

Note. CER = Classification Error Rate. 𝜎𝜀𝑅𝑎𝑛𝑘 = standard deviation of rank residuals. PVE𝑋𝑖 = the proportion of
variance in test scores explained by student background factors. PVE𝑌𝑖(𝑦−1) = the proportion of variance explained
by student prior achievement. PVE 𝑇𝑗𝑦 = the proportion of variance explained by teacher effectiveness. M1 is a
dummy coded variable for the EVAAS MRM. M4 is a dummy coded variable for a modified covariate adjustment
model which includes random classroom effects. M5 is a dummy coded variable for a modified covariate
adjustment model that is the same as M4 with the addition of classroom-level covariates. Dummy coded variables
M1, M4, and M5 all compare the model indicated to the uncoded comparison model, M2, which is a basic covariate
adjustment model. Each run included simulated data for 125 teachers, each of which taught six classes of 25
students over the course of three years. CER is calculated as the proportion of teachers incorrectly identified as
being in the top or bottom decile of effective teachers (D1 or D10 , respectively). 𝜎𝜀𝑅𝑎𝑛𝑘 is calculated as the sample
standard deviation of the difference between each teacher’s known effectiveness rank and VAM-assigned estimated
effectiveness rank (i.e., 𝜀𝑅𝑎𝑛𝑘 = Rank 𝑇𝑗 − Rank 𝑇̂𝑗 ).
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The results of regression analyses run only on results from the two parent VAMs are also
different from one another for the third research question. All predictors in the regression model
significantly explained the observed classification error rates for M1 (similar to the EVAAS®
MRM), F(3, 246) = 50.10, p < .001, adjusted R2 = .37. Classification error rates for M1
decreased as the proportion of variance in the proportion of student test scores increased that is
explained by student background (PVE𝑋𝑖 ), 𝛽1 = -.287, t(246) = -5.71, p < .001, by student prior
achievement (PVE𝑌𝑖(𝑦−1) ), 𝛽2 = -.322, t(246) = -6.40, p < .001, and by teacher effects (PVE 𝑇𝑗𝑦 ),
𝛽4 = -.417, t(246) = -8.28, p < .001. The regression model also significantly explained the
observed classification error rates for M2 (a covariate adjustment model), F(3, 246) = 21.85,
p < .001, adjusted R2 = .20. Unlike M1, CERs for M2 are not significantly explained by the
proportion of student test score variance explained by student background, t(246) = -1.59,
p = .114. Observed CERs are lower as the proportion of variance in student test scores increased
that is explained by student prior achievement, 𝛽2 = -.207, t(246) = -3.66, p < .001, and by
teacher effectiveness, 𝛽4 = -.389, t(246) = -6.85, p < .001.
Regression model 17.b significantly explained observed standard deviations of rank
residuals, F(6, 993) = 824.21, p < .001, adjusted R2 = .83. As displayed in Table 17, observed
𝜎𝜀𝑅𝑎𝑛𝑘 values are significantly related to the proportion of variance explained by all sources of
variance modeled in the simulation. As the proportion of variance in student test scores
explained by student background factors increased, variability in rank residuals decreased,
𝛽1 = -.146, t(993) = -11.23, p < .001. The standard deviation of rank residuals also decreased as
the proportion of variance explained by prior achievement increased, 𝛽2 = -.201, t(993) = -15.49,
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p < .001, and as the variance explained by teacher effectiveness increased, 𝛽4 = -.325, t(993) = 25.02, p < .001. When all simulation runs are analyzed, the standard deviation of rank residuals
for M1 is also significantly higher than the uncoded comparison model (M2), 𝛽5 = .812,
t(993) = 51.07, p < .001.
When regression analyses are run only on results from M1 and M2, model (16.b)
significantly explained the observed variability in rank residuals for M1, F(3, 246) = 268.82,
p < .001, adjusted R2 = .76. The observed 𝜎𝜀𝑅𝑎𝑛𝑘 values decreased as the proportion of variance
in test scores increased that is explained by student background (PVE𝑋𝑖 ), 𝛽1 = -.439, t(246) = 14.22, p < .001, by student prior achievement (PVE𝑌𝑖(𝑦−1) ), 𝛽2 = -.423, t(246) = -13.72, p < .001,
and by teacher effects (PVE 𝑇𝑗𝑦 ), 𝛽4 = -.595, t(246) = -19.26, p < .001. The regression model also
significantly explained the observed 𝜎𝜀𝑅𝑎𝑛𝑘 values for M2, F(3, 246) = 74.85, p < .001, adjusted
R2 = .47. The observed 𝜎𝜀𝑅𝑎𝑛𝑘 values decreased as the proportion of variance in test scores
increased that is explained by student background (PVE𝑋𝑖 ), 𝛽1 = -.151, t(246) = -3.27, p = .001,
by student prior achievement (PVE𝑌𝑖(𝑦−1) ), 𝛽2 = -.317, t(246) = -6.87, p < .001, and by teacher
effects (PVE 𝑇𝑗𝑦 ), 𝛽4 = -.578, t(246) = -12.52, p < .001.
Correlations with Student Factors
Mean correlations between teacher effectiveness estimates generated by M1 and the
characteristics of students taught are small (Cohen, 1988), with ̅̅̅̅̅̅̅̅
𝜌̅̅̅̅
𝜌̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 = -.105, ̅̅̅̅̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 = -.081, and
𝜌̅̅̅
̅̅̅̅̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 = -.093 across all simulation runs. Mean correlations between teacher VAM scores
generated by the other models analyzed and the characteristics of students taught are negligible,
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ranging from 𝜌 = -.003 to 𝜌 = .007 across all variables and simulation runs (see Table 18). The
null hypothesis that teacher VAM scores are unrelated to student prior achievement (𝐻10 ) is
rejected more than 19% of the time for M1 across all simulation runs, but is never rejected for
the other models examined. The null hypothesis that teacher VAM scores are unrelated to the
proportion of advantaged students taught (𝐻20 ) is rejected 14% of the time for M1 across all
simulation runs, but never more than once for the other models examined. The null hypothesis
that teacher VAM scores are unrelated to the proportion of disadvantaged students taught (𝐻30 )
is rejected 16% of the time for M1 across all simulation runs, but is never rejected fort the other
models examined.
There are significant differences between models in the observed correlations between
teacher VAM scores and the mean prior achievement of students taught (𝜌
̅̅̅̅̅̅̅̅),
̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗
F(3, 992) = 67.28, p < .001, 𝜂2 = .169, with negative correlations of a higher magnitude observed
for M1 (M = -.105, SD = .092) than for M2 and M4 (M = -.003, SD = .025) or for M5 (M = -.002,
SD = .022). There are significant differences between models in the observed correlations
between teacher VAM scores and the proportion of advantaged students taught (𝜌
̅̅̅̅̅̅̅),
̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗
F(3, 992) = 16.33, p < .001, 𝜂2 = .047, with negative correlations of a higher magnitude observed
for M1 (M = -.081, SD = .086) than for M2 and M4 (M = -.001, SD = .063) or for M5 (M = -.001,
SD = .062). There are also significant differences between models in the observed correlations
between teacher VAM scores and the proportion of disadvantaged students taught (𝜌
̅̅̅̅̅̅̅),
̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗
F(3, 992) = 34.58, p < .001, 𝜂2 = .095, with higher observed correlations for M1 (M = .093,
SD = .090) than for M2 and M4 (M = .007, SD = .046) or for M5 (M = .006, SD = .045).
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Table 18
Correlations of Mean Prior Achievement, Proportion of Advantaged Students, and Proportion of Disadvantaged Students with
Teacher Effectiveness Estimates for RQ3
Model

n (%)

𝜌̅̅̅̅
̅̅̅̅̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 (SD)

Reject 𝐻10

M1
M2
M4
M5
All

250 (100%)
250 (100%)
250 (100%)
250 (100%)
1000 (100%)

-.105
-.003
-.003
-.002
-.028

(.0917)
(.0247)
(.0244)
(.0219)
(.0671)

48
0
0
0
48

M1
M2
M4
M5
All

236 (94.4%)
99 (39.6%)
99 (39.6%)
105 (42.0%)
539 (53.9%)

-.105
-.002
-.002
.000
-.047

(.0913)
(.0205)
(.0203)
(.0186)
(.0808)

45
0
0
0
45

M1
M2
M4
M5
All

14 (5.6%)
151 (60.4%)
151 (60.4%)
145 (58.0%)
461 (46.1%)

-.102
-.003
-.003
-.003
-.006

(.1022)
(.0272)
(.0268)
(.0241)
(.0353)

3
0
0
0
3

𝜌̅̅̅
̅̅̅̅̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 (SD)

All Simulation Runs
(19.2%)
-.081 (.0861)
(0.0%)
-.001 (.0634)
(0.0%)
-.001 (.0633)
(0.0%)
-.001 (.0622)
(4.8%)
-.021 (.0775)
Rejected 𝐻0
(19.1%)
-.082 (.0853)
(0.0%)
-.001 (.0682)
(0.0%)
-.001 (.0681)
(0.0%)
.000 (.0678)
(8.3%)
-.036 (.0861)
Failed to Reject 𝐻0
(21.4%)
-.059 (.0991)
(0.0%)
-.002 (.0603)
(0.0%)
-.002 (.0602)
(0.0%)
-.002 (.0579)
(0.7%)
-.004 (.0616)

Reject 𝐻20

𝜌̅̅̅
̅̅̅̅̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 (SD)

Reject 𝐻30

35
1
1
1
38

(14.0%)
(0.4%)
(0.4%)
(0.4%)
(3.8%)

.093
.007
.007
.006
.028

(.0900)
(.0460)
(.0459)
(.0449)
(.0706)

40
0
0
0
40

(16.0%)
(0.0%)
(0.0%)
(0.0%)
(4.0%)

35
1
1
1
38

(14.8%)
(1.0%)
(1.0%)
(1.0%)
(7.1%)

.093
.005
.005
.004
.043

(.0898)
(.0442)
(.0442)
(.0434)
(.0806)

38
0
0
0
38

(16.1%)
(0.0%)
(0.0%)
(0.0%)
(7.1%)

0
0
0
0
0

(0.0%)
(0.0%)
(0.0%)
(0.0%)
(0.0%)

.093
.007
.007
.007
.010

(.0967)
(.0473)
(.0471)
(.0460)
(.0510)

2
0
0
0
2

(14.3%)
(0.0%)
(0.0%)
(0.0%)
(0.4%)

Note. ̅̅̅̅̅̅̅̅
𝜌̅̅̅̅
𝜌̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 is the mean correlation between VAM scores and the mean prior achievement of students taught across all runs. ̅̅̅̅̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 is the mean
correlation between VAM scores and the proportion of advantaged students taught across all runs. ̅̅̅̅̅̅̅
𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 is the mean correlation between VAM scores
and the proportion of disadvantaged students taught across all runs. M1 is the EVAAS MRM. M2 is a basic covariate adjustment model. M4 is a
modified covariate adjustment model which includes random classroom effects. M5 is the same as M4 with the addition of classroom-level covariates.
Values under the headings of Rejected 𝐻10 , Rejected 𝐻20 , and Rejected 𝐻30 , indicate the number and percent of runs for which the correlations shown
are statistically significant at an alpha level of .05. Each run included simulated data for 125 teachers, each of which taught six classes of 25 students
over the course of three years.
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Teacher effects are significantly correlated with the mean prior achievement of students
taught in 48 of all simulation runs (n = 48/1000, 5%), all of which are produced by M1, although
the correlations are small (Cohen, 1988). Significant correlations are always negative, indicating
that teachers of students with lower prior achievement received higher value-added estimates.
Teacher VAM scores are significantly correlated with the proportion of advantaged students
taught in 38 of all simulation runs (n = 38/1000, 4%), with small to negligible effect sizes
(Cohen, 1988). Correlations are negative, indicating that those who taught higher proportions of
advantaged students received lower VAM scores, in 97% (n = 37/38) of significant runs. VAM
scores are significantly correlated with the proportion of disadvantaged students taught in 40 of
all simulation runs (n = 40/1000, 4%), all of which are produced by M1, and all of which are
small to very small in effect size (Cohen, 1988). Significant correlations are always positive,
indicating that those who taught higher proportions of disadvantaged students received higher
VAM scores.
Regression estimates produced by equations 18 when all models are analyzed together
are shown in Table 19. Regression model 18.a significantly explained observed correlations
between teacher VAM scores and mean prior achievement of students taught, F(8, 991) = 104.53,
p < .001, adjusted R2 = .46. Observed correlations between VAM scores and mean prior
achievement decreased (or became more negative) as the proportion of variance in test scores
increased that is explained either by student background, 𝛽1 = -.052, t(991) = -2.23, p = .026, or
by teacher effectiveness, 𝛽4 = -.099, t(991) = -4.24, p < .001. VAM scores produced by M1 are
also significantly more negatively correlated with student prior achievement than scores
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produced by the uncoded comparison group (M2), 𝛽7 = -.663, t(991) = -23.13, p < .001.
Regression model 18.b also significantly explained observed correlations with the proportion of
advantaged students taught, F(8, 991) = 33.24, p < .001, adjusted R2 = .21. As the proportion of
variance in test scores explained by teacher effectiveness increased, correlations between VAM
scores and the proportion of advantaged students taught decreased, 𝛽4 = -.065, t(991) = -2.30,
p = .022. As the 𝑋𝑖 value necessary to be labeled as advantaged (𝑋𝐴𝑑𝑣 ) increased (i.e., as fewer
students are identified as advantaged) correlations between teacher VAM scores and the
proportion of advantaged students taught decreased, 𝛽5 = -.094, t(991) = -3.32, p = .001. VAM
scores produced by M1 are also significantly more negatively correlated with the proportion of
advantaged students taught than scores produced by the uncoded comparison group (M2),
𝛽7 = -.445, t(991) = -12.89, p < .001. Regression model 18.c also significantly explained
observed correlations with the proportion of disadvantaged students taught, F(8, 991) = 51.68,
p < .001, adjusted R2 = .29. Observed correlations between VAM scores and the proportion of
disadvantaged students taught increased as the proportion of variance in test scores increased that
is explained either by student background, 𝛽1 = .065, t(991) = 2.44, p = .015, or by teacher
effectiveness, 𝛽4 = .058, t(991) = 2.17, p = .003. VAM scores produced by M1 are also
significantly more correlated with the proportion of disadvantaged students taught than scores
produced by the uncoded comparison group (M2), 𝛽7 = .529, t(991) = 16.20, p < .001.
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Table 19
Regression Parameters Explaining Observed Correlations between Teacher VAM Scores and Student Factors Across all
Simulation Runs for RQ3
𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗
Predictor
𝛽0

b (SE)
.169 (.067)

β
—

𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗
t

p

2.530 .012

b (SE)
.302 (.093)

β
—

𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗
t

p

3.243 .001

PVE𝑋𝑖

-.072 (.033) -.052 -2.227 .026

.011 (.045) .007

0.240 .811

PVE𝑌𝑖(𝑦−1)

-.020 (.020) -.023 -0.987 .324

.006 (.028) .006

0.205 .838

PVE 𝑇𝑗𝑦

-.250 (.059) -.099 -4.237 <.001

-.189 (.082) -.065 -2.301 .022

𝑋𝐴𝑑𝑣

-.051 (.031) -.039 -1.644 .100

-.143 (.043) -.094 -3.315 .001

𝑋𝐷𝑖𝑠𝑎𝑑𝑣
M1

.018 (.015) .029

b (SE)
-.029 (.080)

β
—

.095 (.039) .065

t

p

-0.364 .716
2.441 .015

-.029 (.024) -.032 -1.200 .230
.153 (.071) .058

2.173 .030

-.013 (.037) -.009 -0.343 .732

1.206 .228

.003 (.021) .004

0.126 .900

-.031 (.018) -.047 -1.731 .084

-.103 (.004) -.663 -23.125 <.001

-.080 (.006) -.445

<.001
12.893

.086 (.005) .529 16.195 <.001

M4

.000 (.004) .000

0.008 .993

.000 (.006) .000

0.005 .996

.000 (.005) .000 -0.006 .995

M5

.001 (.004) .006

0.214 .830

.000 (.006) .001

0.030 .976

-.001 (.005) -.006 -0.196 .845

̂
̅̅̅̅
Note. 𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 = observed correlation between teacher effectiveness estimates (𝑇𝑗 ) and mean prior achievement of the students taught (𝑌𝑖2 𝑗 ).
̅
𝜌̅̅̅
𝐴 𝑇̂ = observed correlation between teacher effectiveness estimates and proportion of advantaged students taught (𝐴𝑖 ). 𝜌̅̅̅
𝐷 𝑇̂ = observed correlation
𝑗

𝑖𝑗 𝑗

𝑖𝑗 𝑗

̅𝑖 ). PVE𝑋 = the proportion of variance in test scores
between teacher effectiveness estimates and the proportion of disadvantaged students taught (𝐷
𝑗
𝑖
explained by student background factors. PVE𝑌𝑖(𝑦−1) = the proportion of variance explained by student prior achievement. PVE 𝑇𝑗𝑦 = the proportion of
variance explained by teacher effectiveness. 𝑋𝐴𝑑𝑣 = the value of 𝑋𝑖 necessary for an individual student to be identified as advantaged. 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 = the
value of 𝑋𝑖 necessary for an individual student to be identified as disadvantaged. M1 is a dummy coded variable for the EVAAS MRM. M4 is a
dummy coded variable for a modified covariate adjustment model which includes random classroom effects. M5 is a dummy coded variable for a
modified covariate adjustment model that is the same as M4 with the addition of classroom-level covariates. Dummy coded variables M1, M4, and
M5 all compare the model indicated to the uncoded comparison model, M2, which is a basic covariate adjustment model.
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Regression estimates derived from equations 18 using only the simulation results for M1
and M2 are displayed in Table 20. Correlations between teacher VAM scores and the mean prior
achievement of students taught are significantly explained by simulation conditions both for M1
(the EVAAS MRM), F(5, 244) = 3.00, p = .012, adjusted R2 = .06, and for M2 (a covariate
adjustment model), F(5, 244) = 2.38, p = .047, adjusted R2 = .05. As the proportion of variance
in test scores explained by teacher effectiveness increased, correlations between VAM scores
produced by M1 and prior achievement decreased, 𝛽1 = -.214, t(244) = -3.43, p = .001. As the
proportion of variance in test scores explained by prior achievement increased, correlations
between VAM scores produced by M2 and prior achievement decreased, 𝛽2 = -.131, t(244) = 2.07, p = .040. Correlations between VAM scores and the proportion of advantaged students
taught are significantly explained by regression equation (17.b) for M1, F(5, 244) = 2.48,
p = .032, adjusted R2 = .03, but not for M2, F(5, 244) = 0.65, p = .662, adjusted R2 = .01. As the
proportion of variance in test scores explained by teacher effectiveness increased, correlations
between M1 VAM scores and the proportion of advantaged students taught decreased,
𝛽1 = -.185, t(244) = -2.95, p = .004. Correlations between VAM scores and the proportion of
disadvantaged students taught are not significantly explained by simulation conditions either for
M1, F(5, 244) = 2.12, p = .063, adjusted R2 = .04, or for M2, F(5, 244) = 0.83, p = .526, adjusted
R2 = .02.
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Table 20
Regression Parameters Explaining Observed Correlations between Teacher VAM Scores and Student Factors for M1 and M2
for RQ3
𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗
Predictor
𝛽0
PVE𝑋𝑖
PVE𝑌𝑖(𝑦−1)

b (SE)

0.936 .350

.345 (.240)

—

-0.401 .689

-.139 (.118) -.073 -1.177 .240

-.064 (.111) -.036 -0.572 .568

-.064 (.117)

.067

1.067 .287

—

.039 (.073) .034

t

p

𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗

b (SE)
β
t
p
M1 Results Only
.345 (.229) —
1.506 .133

.227 (.242)

β

𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗

0.536 .592

.048 (.069) .044

0.695 .488

b (SE)

β

t

p

.048 (.072) -.049 -0.774 .440

PVE 𝑇𝑗𝑦

-.731 (.213) -.214 -3.427 .001

-.594 (.201) -.185 -2.948 .004

-.594 (.211)

𝑋𝐴𝑑𝑣
𝑋𝐷𝑖𝑠𝑎𝑑𝑣

-.110 (.113) -.061 -0.975 .331
.023 (.054) .026 0.418 .676

-.182 (.111) .027 0.435 .664
.007 (.053) -.029 -0.451 .652

𝛽0
PVE𝑋𝑖

.124 (.066)

-.182 (.106) -.107 -1.717 .087
.007 (.051) .009 0.142 .887
M2 Results Only
.274 (.172) —
1.597 .112

-.055 (.032) -.108 -1.713 .088

PVE𝑌𝑖(𝑦−1)

-.041 (.020) -.131 -2.065 .040

-.009 (.052) -.011 -0.174 .862

PVE 𝑇𝑗𝑦

-.094 (.058) -.101 -1.617 .107

-.058 (.151) -.024 -0.382 .703

𝑋𝐴𝑑𝑣
𝑋𝐷𝑖𝑠𝑎𝑑𝑣

-.036 (.031) -.073 -1.167 .245
.015 (.015) .064 1.007 .315

-.136 (.080) -.109 -1.709 .089
.000 (.038) .001 0.009 .993

—

1.884 .061

.030 (.083) .023

0.364 .716

.178

2.836 .005

.023 0.124

—

0.186 .853

.087 0.06

.092

1.446 .149

-.018 0.037 -.030 -0.469 .639
.006 0.109

.003

0.054 .957

-.034 0.058 -.037 -0.582 .561
-.032 0.028 -.074 -1.145 .253

̂
̅̅̅̅
Note. 𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 = observed correlation between teacher effectiveness estimates (𝑇𝑗 ) and mean prior achievement of the students taught (𝑌𝑖2 𝑗 ).
̅
𝜌̅̅̅
𝐴 𝑇̂ = observed correlation between teacher effectiveness estimates and proportion of advantaged students taught (𝐴𝑖 ). 𝜌̅̅̅
𝐷 𝑇̂ = observed correlation
𝑗

𝑖𝑗 𝑗

𝑖𝑗 𝑗

̅𝑖 ). PVE𝑋 = proportion of variance in test scores
between teacher effectiveness estimates and the proportion of disadvantaged students taught (𝐷
𝑗
𝑖
explained by student background factors. PVE𝑌𝑖(𝑦−1) = proportion of variance explained by student prior achievement. PVE 𝑇𝑗𝑦 = proportion of variance
explained by teacher effectiveness. 𝑋𝐴𝑑𝑣 = the value of 𝑋𝑖 necessary for an individual student to be identified as advantaged. 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 = the value of 𝑋𝑖
necessary for an individual student to be identified as disadvantaged. M1 is the EVAAS MRM. M2 is a basic covariate adjustment model.
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Research Question 4: Balanced Schedule of Non-Randomly Assigned Classes
The final research question asks whether assigning teachers a balanced load of classes to
which students have been non-randomly assigned based on low prior achievement, high prior
achievement, and moderate prior achievement might mitigate any problems associated with nonrandom assignment of students which are be observed in the results of RQ3. The data generated
for RQ4 met all methodological assumptions of VAMs, as well as five of the six assumptions
identified by Reardon and Raudenbush (2009) necessary to make causal inferences from VAMs.
Specifically, normally distributed student achievement data is generated on an interval scale that
is perfectly measured, using a test that is perfectly aligned, and comparable from year to year,
and teacher effects are stable and homogeneously applied to all students taught regardless of
other students assigned to the same class (i.e., there are no endogenous peer effects). Data for
this research question systematically violated the assumption of strongly ignorable assignment;
that students and teachers are assigned to classes in a manner that, if not random, is as good as
random (Reardon & Raudenbush, 2009). For RQ3, students are systematically assigned to
classes such that all students with the lowest prior achievement are taught by the same teacher,
and all remaining unassigned students with the lowest prior achievement are taught by the next
teacher, and so on. Unlike the previous research question, however, classes are assigned for RQ4
such that the two remaining unassigned classes of students with the lowest prior achievement,
the two remaining unassigned classes of students with the highest prior achievement, and the two
remaining unassigned classes of students with prior achievement closest to the mean are taught
by each successive teacher. In this way, the mean prior achievement of the students taught by
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any one teacher can be expected to be reasonably close to zero, thus reducing or eliminating any
possible bias caused by the prior achievement of the students taught.
Classification Error Rate
As shown in Table 21, the mean classification error rate (CER) across all simulation runs
is above the selected alpha level (M = .057, SD = .0259). The acceptable CER is exceeded, and
𝐻0 rejected, in less than half of simulation runs (n = 472/1000, 47.2%). There are significant
differences in the observed CER across models, F(3, 996) = 26.40, p < .001, 𝜂2 = .074. Error
rates are lower for M1 (M = .045) than for M2, M4, or M5 (M = .061), p < .001. No significant
differences are observed between M2, M4, and M5. There are significant differences in the
observed 𝜎𝜀𝑅𝑎𝑛𝑘 across models, F(3, 996) = 208.86, p < .001, 𝜂2 = .386. Standard deviations of
rank residuals are lower for M1 (M = 5.41) than for M2 and M4 (M = 8.42), or for M5
(M = 8.43), p < .001. No significant differences are observed between M2, M4, and M5. The
observed ̅̅̅̅̅̅̅̅
𝜎𝜀𝑅𝑎𝑛𝑘 for M1 is consistent with benchmark values found for effectiveness estimates
containing 12% random error, while values observed for the other models are consistent with
18% random error (see Table 4 for benchmarks).
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Table 21
Classification Error Rate and Standard Deviation of Rank Residuals for RQ4
Model
M1
M2
M4
M5
All

n (%)
250
250
250
250
1000

(100%)
(100%)
(100%)
(100%)
(100%)

M1
M2
M4
M5
All

61
137
137
137
472

(24.4%)
(54.8%)
(54.8%)
(54.8%)
(47.2%)

M1
M2
M4
M5
All

189
113
113
113
528

(75.6%)
(45.2%)
(45.2%)
(45.2%)
(52.8%)

̅̅̅̅̅̅
𝐶𝐸𝑅 (SD)

𝜎𝜀𝑅𝑎𝑛𝑘 (SD)
̅̅̅̅̅̅̅̅

All Simulation Runs
.045 (.0218)
.061 (.0257)
.061 (.0257)
.061 (.0261)
.057 (.0259)
Rejected 𝐻0
.076 (.0136)
.080 (.0190)
.080 (.0190)
.079 (.0195)
.079 (.0185)
Failed to Reject 𝐻0
.035 (.0126)
.039 (.0109)
.039 (.0109)
.039 (.0117)
.038 (.0118)

5.41
8.42
8.42
8.43
7.67

(2.039)
(1.084)
(1.804)
(1.803)
(1.796)

5.90
8.79
8.79
8.79
8.41

(0.948)
(1.897)
(1.896)
(1.889)
(2.039)

5.25
7.98
7.99
8.00
7.01

(1.079)
(1.583)
(1.583)
(1.578)
(1.934)

Note. CER = Classification Error Rate. 𝜎𝜀𝑅𝑎𝑛𝑘 = standard deviation of rank residuals. M1 is the EVAAS MRM.
M2 is a basic covariate adjustment model. M4 is a modified covariate adjustment model which includes random
classroom effects. M5 is the same as M4 with the addition of classroom-level covariates. Each run included
simulated data for 125 teachers, each of which taught six classes of 25 students over the course of three years. CER
is calculated as the proportion of teachers incorrectly identified as being in the top or bottom decile of effective
teachers (D1 or D10 , respectively). 𝜎𝜀𝑅𝑎𝑛𝑘 is calculated as the sample standard deviation of the difference between
each teacher’s known effectiveness rank and VAM-assigned estimated effectiveness rank (i.e., 𝜀𝑅𝑎𝑛𝑘 = Rank 𝑇𝑗 −
Rank 𝑇̂𝑗 ).

Regression model 17.a significantly explained the observed classification error rates
across all models, F(6, 993) = 58.16, p < .001, adjusted R2 = .26. As displayed in Table 22,
observed CERs are significantly related to the proportion of variance explained by all of the
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sources of variance modeled in the simulation. As the proportion of variance in test scores
explained by student background factors increased, the CER for that simulation run decreased,
𝛽1 = -.110, t(993) = -4.04, p < .001. The CER also decreased as the proportion of variance
explained by prior achievement increased, 𝛽2 = -.277, t(993) = -10.13, p < .001, and as the
variance explained by teacher effectiveness increased, 𝛽4 = -.322, t(993) = -11.77, p < .001.
When all simulation runs are analyzed, the classification error rate for M1 is also significantly
lower than the uncoded comparison model (M2), 𝛽5 = -.273, t(993) = -8.18, p < .001.
The results of regression analyses run only on results from the two parent VAMs
significantly explained the observed classification error rates both for M1 (similar to the
EVAAS® MRM), F(3, 246) = 22.54, p < .001, adjusted R2 = .21, and for M2 (a covariate
adjustment model), F(3, 246) = 21.45, p < .001, adjusted R2 = .20. Classification error rates for
M1 decreased as the proportion of variance in the proportion of student test scores increased that
is explained by student prior achievement (PVE𝑌𝑖(𝑦−1) ), 𝛽2 = -.393, t(246) = -6.95, p < .001, and
by teacher effects (PVE 𝑇𝑗𝑦 ), 𝛽4 = -.240, t(246) = -4.24, p < .001. Error rates for M1 are not
significantly explained by the proportion of test score variance explained by student background
(PVE𝑋𝑖 ), t(246) = -1.74, p = .084. Classification error rates for M2 decreased as the proportion
of variance in the proportion of test scores increased that is explained by student background
factors, 𝛽1 = -.120, t(993) = -2.12, p = .035, student prior achievement, 𝛽2 = -.263, t(246) = 4.63, p < .001, and by teacher effects, 𝛽4 = -.361, t(246) = -6.35, p < .001.
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Table 22
Regression Parameters Explaining Observed Classification Error Rates and Standard Deviation
of Rank Residuals for RQ4
𝜎𝜀𝑅𝑎𝑛𝑘

CER
Predictor

b (SE)
.145 (.006)

β
—

t
p
b (SE)
All Simulation Runs (n = 1000)
25.241 <.001 18.590 (.240)

β
—

t

p

77.618 <.001

𝛽0
PVE𝑋𝑖

-.060 (.015)

-.110

-4.043 <.001

-9.231 (.617)

-.210 -14.959 <.001

PVE𝑌𝑖(𝑦−1)

-.095 (.009)

-.277 -10.125 <.001

-10.219 (.393)

-.365 -25.981 <.001

PVE 𝑇𝑗𝑦

-.331 (.028)

-.322 -11.773 <.001

-42.073 (1.173)

-.503 -35.858 <.001

M1
M4
M5

-.016 (.002)
.000 (.002)
.000 (.002)

-.621 -36.196 <.001
.000 -0.006 .995
.001
0.067 .947

𝛽0
PVE𝑋𝑖

.121 (.010)

-.273 -8.180 <.001
-3.016 (.083)
.000 0.000 1.000
0.000 (.083)
-.006 -0.192 .847
0.006 (.083)
M1 Only (n = 250)
—
12.334 <.001 12.295 (.295)

—

41.608 <.001

-.045 (.026)

-.098 -1.736

.084

-4.925 (.779)

-.218

-6.320 <.001

PVE𝑌𝑖(𝑦−1)

-.114 (.016)

-.393 -6.951 <.001

-8.420 (.497)

-.584 -16.953 <.001

PVE 𝑇𝑗𝑦

-.208 (.049)

-.240 -4.238 <.001

-25.189 (1.482)

-.586 -17.001 <.001

.147 (.012)

—

M2 Only (n = 250)
12.731 <.001 19.694 (.489)

—

40.236 <.001

-2.118

-10.683 (1.291)

-.284

-8.276 <.001

𝛽0
PVE𝑋𝑖

-.065 (.031)

-.120

PVE𝑌𝑖(𝑦−1)

-.090 (.019)

-.263 -4.628 <.001

-10.814 (.823)

-.451 -13.145 <.001

PVE 𝑇𝑗𝑦

-.368 (.058)

-.361 -6.345 <.001

-47.797 (2.454)

-.668 -19.475 <.001

.035

Note. CER = Classification Error Rate. 𝜎𝜀𝑅𝑎𝑛𝑘 = standard deviation of rank residuals. PVE𝑋𝑖 = the proportion of
variance in test scores explained by student background factors. PVE𝑌𝑖(𝑦−1) = the proportion of variance explained
by student prior achievement. PVE 𝑇𝑗𝑦 = the proportion of variance explained by teacher effectiveness. M1 is a
dummy coded variable for the EVAAS MRM. M4 is a dummy coded variable for a modified covariate adjustment
model which includes random classroom effects. M5 is a dummy coded variable for a modified covariate
adjustment model that is the same as M4 with the addition of classroom-level covariates. Dummy coded variables
M1, M4, and M5 all compare the model indicated to the uncoded comparison model, M2, which is a basic covariate
adjustment model. Each run included simulated data for 125 teachers, each of which taught six classes of 25
students over the course of three years. CER is calculated as the proportion of teachers incorrectly identified as
being in the top or bottom decile of effective teachers (D1 or D10 , respectively). 𝜎𝜀𝑅𝑎𝑛𝑘 is calculated as the sample
standard deviation of the difference between each teacher’s known effectiveness rank and VAM-assigned estimated
effectiveness rank (i.e., 𝜀𝑅𝑎𝑛𝑘 = Rank 𝑇𝑗 − Rank 𝑇̂𝑗 ).
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Regression model 17.b significantly explained observed standard deviations of rank
residuals, F(6, 993) = 683.64, p < .001, adjusted R2 = .80. As displayed in Table 22, observed
𝜎𝜀𝑅𝑎𝑛𝑘 values are significantly related to the proportion of variance explained by all sources of
variance modeled in the simulation. As the proportion of variance in student test scores
explained by student background factors increased, variability in rank residuals decreased,
𝛽1 = -.210, t(993) = -14.96, p < .001. The standard deviation of rank residuals also decreased as
the proportion of variance explained by prior achievement increased, 𝛽2 = -.365, t(993) = -25.98,
p < .001, and as the variance explained by teacher effectiveness increased, 𝛽4 = -.503, t(993) = 35.86, p < .001. When all simulation runs are analyzed, the standard deviation of rank residuals
for M1 is also significantly lower than the uncoded comparison model (M2), 𝛽5 = -.621,
t(993) = -36.20, p < .001.
When regression analyses are run only on results from M1 and M2, model 17.b
significantly explained the observed variability in rank residuals for M1, F(3, 246) = 199.71,
p < .001, adjusted R2 = .71. The observed 𝜎𝜀𝑅𝑎𝑛𝑘 values decreased as the proportion of variance
in test scores increased that is explained by student background (PVE𝑋𝑖 ), 𝛽1 = -.218, t(246) = 6.32, p < .001, by student prior achievement (PVE𝑌𝑖(𝑦−1) ), 𝛽2 = -.584, t(246) = -16.95, p < .001,
and by teacher effects (PVE 𝑇𝑗𝑦 ), 𝛽4 = -.586, t(246) = -17.00, p < .001. The regression model also
significantly explained the observed 𝜎𝜀𝑅𝑎𝑛𝑘 values for M2, F(3, 246) = 202.38, p < .001, adjusted
R2 = .71. The observed 𝜎𝜀𝑅𝑎𝑛𝑘 values decreased as the proportion of variance in test scores
increased that is explained by student background (PVE𝑋𝑖 ), 𝛽1 = -.284, t(246) = -8.28, p < .001,
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by student prior achievement (PVE𝑌𝑖(𝑦−1) ), 𝛽2 = -.451, t(246) = -13.15, p < .001, and by teacher
effects (PVE 𝑇𝑗𝑦 ), 𝛽4 = -.668, t(246) = -19.48, p < .001.
Correlations with Student Factors
Mean correlations between teacher VAM scores and the characteristics of students taught
are negligible (Cohen, 1988), ranging from 𝜌 = -.006 to 𝜌 = .024 across all variables, models,
and simulation runs (see Table 23). The null hypothesis that teacher VAM scores are unrelated to
student prior achievement (𝐻10 ) is rejected nearly 7% of the time, and the null hypothesis that
teacher VAM scores are unrelated to the proportion of advantaged students taught (𝐻20 ) is
rejected nearly 8% of the time for M1 across all simulation runs. The null hypothesis that
teacher VAM scores are unrelated to the proportion of disadvantaged students taught (𝐻30 ),
however, is rejected less than 5% of the time for all models across all simulation runs.
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Table 23
Correlations of Mean Prior Achievement, Proportion of Advantaged Students, and Proportion of Disadvantaged Students with
Teacher Effectiveness Estimates for RQ4
Model

n (%)

𝜌̅̅̅̅
̅̅̅̅̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 (SD)

Reject 𝐻10

M1
M2
M4
M5
All

250 (100%)
250 (100%)
250 (100%)
250 (100%)
1000 (100%)

-.005
-.006
-.006
-.005
-.005

(.0930)
(.0917)
(.0918)
(.0918)
(.0920)

20
16
16
16
68

M1
M2
M4
M5
All

61 (24.4%)
137 (54.8%)
137 (54.8%)
137 (54.8%)
472 (47.2%)

-.002
.000
.000
.002
.000

(.0919)
(.0922)
(.0923)
(.0932)
(.0922)

5
9
9
9
32

M1
M2
M4
M5
All

189 (75.6%)
113 (45.2%)
113 (45.2%)
113 (45.2%)
528 (52.8%)

-.006
-.012
-.012
-.013
-.010

(.0936)
(.0911)
(.0912)
(.0898)
(.0916)

15
7
7
7
36

𝜌̅̅̅
̅̅̅̅̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 (SD)

All Simulation Runs
(8.0%)
.022 (.0952)
(6.4%)
.024 (.0947)
(6.4%)
.024 (.0947)
(6.4%)
.023 (.0941)
(6.8%)
.023 (.0945)
Rejected 𝐻0
(8.2%)
.018 (.0964)
(6.6%)
.023 (.0934)
(6.6%)
.023 (.0934)
(6.6%)
.023 (.0914)
(6.8%)
.023 (.0929)
Failed to Reject 𝐻0
(7.9%)
.024 (.0951)
(6.2%)
.024 (.0966)
(6.2%)
.024 (.0966)
(6.2%)
.024 (.0978)
(6.8%)
.024 (.0960)

Reject 𝐻20

𝜌̅̅̅
̅̅̅̅̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 (SD)

Reject 𝐻30

20
19
19
19
77

(8.0%)
(7.6%)
(7.6%)
(7.6%)
(7.7%)

.004
.015
.015
.013
.012

(.0898)
(.0902)
(.0902)
(.0900)
(.0900)

9
10
10
10
39

(3.6%)
(4.0%)
(4.0%)
(4.0%)
(3.9%)

5
9
9
8
31

(8.2%)
(6.6%)
(6.6%)
(5.8%)
(6.6%)

-.003
.009
.009
.007
.007

(.0965)
(.0865)
(.0865)
(.0879)
(.0881)

3
4
4
5
16

(4.9%)
(2.9%)
(2.9%)
(3.6%)
(3.4%)

15
10
10
11
46

(7.9%)
(8.8%)
(8.8%)
(9.7%)
(8.7%)

.007
.023
.023
.021
.017

(.0877)
(.0943)
(.0943)
(.0922)
(.0916)

6
6
6
5
23

(3.2%)
(5.3%)
(5.3%)
(4.4%)
(4.4%)

Note. ̅̅̅̅̅̅̅̅
𝜌̅̅̅̅
𝜌̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 is the mean correlation between VAM scores and the mean prior achievement of students taught across all runs. ̅̅̅̅̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 is the mean
correlation between VAM scores and the proportion of advantaged students taught across all runs. ̅̅̅̅̅̅̅
𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 is the mean correlation between VAM scores
and the proportion of disadvantaged students taught across all runs. M1 is the EVAAS MRM. M2 is a basic covariate adjustment model. M4 is a
modified covariate adjustment model which includes random classroom effects. M5 is the same as M4 with the addition of classroom-level covariates.
Values under the headings of Rejected 𝐻10 , Rejected 𝐻20 , and Rejected 𝐻30 , indicate the number and percent of runs for which the correlations shown
are statistically significant at an alpha level of .05. Each run included simulated data for 125 teachers, each of which taught six classes of 25 students
over the course of three years.
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There are no significant differences between models in the observed correlations between
teacher VAM scores and the mean prior achievement of students taught (𝜌
̅̅̅̅̅̅̅̅),
̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗
F(3, 992) = 0.03, p = .994, between VAM scores and the proportion of advantaged students
taught (𝜌
̅̅̅̅̅̅̅),
̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 F(3, 992) = 0.05, p = .987, or between VAM scores and the proportion of
disadvantaged students taught (𝜌
̅̅̅̅̅̅̅),
̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 F(3, 992) = 1.10, p = .349. Teacher effects are
significantly correlated with the mean prior achievement of students taught in 68 of all
simulation runs (n = 68/1000, 7%), though significant correlations are small to very small in size
(Cohen, 1988). Correlations are positive, indicating that teachers of students with lower prior
achievement received lower value-added estimates, in 41% (n = 28/68) of significant runs.
Teacher VAM estimates are significantly correlated with the proportion of advantaged students
taught in 77 of all simulation runs (n = 77/1000, 8%), although these correlations are also small
to negligible in size (Cohen, 1988). Correlations are positive, indicating that those who taught
higher proportions of advantaged students received more favorable VAM scores, in 48%
(n = 37/77) of significant runs. VAM scores are significantly correlated, and again small to
negligible in size (Cohen, 1988), with the proportion of disadvantaged students taught in 39 of
all simulation runs (n = 39/1000, 4%). Correlations are negative, indicating that those who
taught higher proportions of disadvantaged students received lower VAM scores, in 26%
(n = 10/39) of significant runs.
Regression estimates produced by equations 18 when all models are analyzed together
are shown in Table 24. Regression model 18.a significantly explained observed correlations
between teacher VAM scores and mean prior achievement of students taught, F(8, 991) = 2.00,
139

p = .044, adjusted R2 = .02. Observed correlations between VAM scores and mean prior
achievement decreased as the proportion of variance in test scores that is explained by teacher
effectiveness increased, 𝛽4 = -.067, t(991) = -2.12, p = .035. As the 𝑋𝑖 value necessary to be
labeled as advantaged (𝑋𝐴𝑑𝑣 ) increased (i.e., as fewer students are identified as advantaged)
correlations between teacher VAM scores and the mean prior achievement of students taught also
increased, 𝛽5 = .082, t(991) = 2.60, p = .010. Regression model 18.b also significantly explained
observed correlations between teacher VAM scores and the proportion of advantaged students
taught, F(8, 991) = 2.18, p = .027, adjusted R2 = .01. As the proportion of variance in test scores
explained by student background factors increased, correlations between VAM scores and the
proportion of advantaged students taught also increased, 𝛽1 = .101, t(991) = 3.18, p = .002.
Regression model 18.c did not significantly explain observed correlations between teacher VAM
scores and the proportion of disadvantaged students taught, F(8, 991) = 1.70, p = .094, adjusted
R2 = .01.

140

Table 24
Regression Parameters Explaining Observed Correlations between Teacher VAM Scores and Student Factors Across all
Simulation Runs for RQ4
𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗
Predictor
𝛽0
PVE𝑋𝑖
PVE𝑌𝑖(𝑦−1)
PVE 𝑇𝑗𝑦
𝑋𝐴𝑑𝑣
𝑋𝐷𝑖𝑠𝑎𝑑𝑣
M1
M4
M5

b (SE)
-.240 (.131)

β
—

𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗

𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗

t
p
-1.838 .066

b (SE)
.149 (.134)

β
—

t
p
1.110 .267

b (SE)
.144 (.128)

β
—

t
p
1.124 .261

.000 (.061)

.000 -0.002 .999

.199 (.063)

.101

3.182 .002

.086 (.060)

.046

1.436 .151

.016 (.039)

.013

-.069 (.040) -.055 -1.731 .084

.031 (.038)

.026

0.807 .420

0.404 .686

-.245 (.116) -.067 -2.115 .035
.159 (.061)
.052 (.028)
.001 (.008)
.000 (.008)
.001 (.008)

.082
.060
.004
.000
.003

2.597
1.887
0.110
0.000
0.088

.010
.059
.912
1.000
.930

.184 (.119)

.049

1.543 .123

-.052 (.063) -.026 -0.828 .408
.041 (.028) .045 1.428 .153
-.001 (.008) -.007 -0.175 .861
.000 (.008) .000 0.001 .999
.000 (.008) -.002 -0.042 .967

-.248 (.114) -.069 -2.178 .030
-.087 (.060)
-.032 (.027)
-.011 (.008)
.000 (.008)
-.002 (.008)

-.046
-.038
-.051
.000
-.008

-1.445
-1.192
-1.333
0.002
-0.212

.149
.234
.183
.998
.833

̂
̅̅̅̅
Note. 𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 = observed correlation between teacher effectiveness estimates (𝑇𝑗 ) and mean prior achievement of the students taught (𝑌𝑖2 𝑗 ).
̅
𝜌̅̅̅
𝐴 𝑇̂ = observed correlation between teacher effectiveness estimates and proportion of advantaged students taught (𝐴𝑖 ). 𝜌̅̅̅
𝐷 𝑇̂ = observed correlation
𝑗

𝑖𝑗 𝑗

𝑖𝑗 𝑗

̅𝑖 ). PVE𝑋 = the proportion of variance in test scores
between teacher effectiveness estimates and the proportion of disadvantaged students taught (𝐷
𝑗
𝑖
explained by student background factors. PVE𝑌𝑖(𝑦−1) = the proportion of variance explained by student prior achievement. PVE 𝑇𝑗𝑦 = the proportion of
variance explained by teacher effectiveness. 𝑋𝐴𝑑𝑣 = the value of 𝑋𝑖 necessary for an individual student to be identified as advantaged. 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 = the
value of 𝑋𝑖 necessary for an individual student to be identified as disadvantaged. M1 is a dummy coded variable for the EVAAS MRM. M4 is a
dummy coded variable for a modified covariate adjustment model which includes random classroom effects. M5 is a dummy coded variable for a
modified covariate adjustment model that is the same as M4 with the addition of classroom-level covariates. Dummy coded variables M1, M4, and
M5 all compare the model indicated to the uncoded comparison model, M2, which is a basic covariate adjustment model.
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As seen in Table 25, regression equations 18 did not significantly explain observed
correlations between the VAM scores produced by M1 or M2 and student factors. Correlations
between teacher VAM scores and the mean prior achievement of students taught are not
explained by simulation conditions either for M1, F(5, 244) = 0.72, p = .608, adjusted R2 < .01,
or for M2, F(5, 244) = 0.84, p = .522, adjusted R2 < .01. Correlations between VAM scores and
the proportion of advantaged students taught are not significantly explained by regression
equation (17.b) either for M1, F(5, 244) = 0.63, p = .675, adjusted R2 < .01, or for M2,
F(5, 244) = 0.99, p = .428, adjusted R2 < .01. Correlations between VAM scores and the
proportion of disadvantaged students taught are also not significantly explained by simulation
conditions either for M1, F(5, 244) = 0.39, p = .855, adjusted R2 < .01, or for M2,
F(5, 244) = 0.66, p = .658, adjusted R2 < .01.
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Table 25
Regression Parameters Explaining Observed Correlations between Teacher VAM Scores and Student Factors for M1 and M2
for RQ4
𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗
Predictor
𝛽0
PVE𝑋𝑖
PVE𝑌𝑖(𝑦−1)
PVE 𝑇𝑗𝑦
𝑋𝐴𝑑𝑣
𝑋𝐷𝑖𝑠𝑎𝑑𝑣
𝛽0
PVE𝑋𝑖
PVE𝑌𝑖(𝑦−1)
PVE 𝑇𝑗𝑦
𝑋𝐴𝑑𝑣
𝑋𝐷𝑖𝑠𝑎𝑑𝑣

b (SE)
-.219 (.266)

β
—

𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗
t

p

-0.823 .411

.031 (.124) .016

0.249 .803

.036 (.079) .029

0.459 .647

-.208 (.236) -.056 -0.880 .380
.144 (.125) .074
.059 (.056) .067
-.247 (.262)

—

1.153 .250
1.038 .300
-0.942 .347

-.015 (.122) -.008 -0.119 .905
.009 (.078) .007

0.110 .912

-.255 (.233) -.070 -1.097 .274
.166 (.123) .086
.051 (.056) .059

1.345 .180
0.927 .355

𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗

b (SE)
β
t
p
M1 Results Only
.205 (.272) —
0.753 .452

.205 (.257)

.143 (.127) .072

1.125 .262

.143 (.120) .036

0.562 .574

-.076 (.081) -.060 -0.939 .349

-.076 (.077) .032

0.495 .621

.157 (.242) .041

b (SE)

β

t

—

p

0.377 .706

0.647 .518

.157 (.229) -.053 -0.819 .414

-.076 (.128) -.038 -0.589 .556
.036 (.058) .040 0.625 .533
M2 Results Only
.140 (.270) —
0.520 .604

-.076 (.121) -.038 -0.585 .559
.036 (.055) -.037 -0.570 .569

.219 (.126)

.111

1.741 .083

-.070 (.080) -.055 -0.867 .387
.193 (.240) .051

.160 0.258

—

0.621 .535

.096 0.12

.051

0.801 .424

.027 0.077

.022

0.345 .730

0.802 .423

-.280 0.229 -.078 -1.219 .224

-.048 (.127) -.024 -0.378 .706
.044 (.057) .049 0.769 .443

-.095 0.121 -.050 -0.780 .436
-.034 0.055 -.040 -0.618 .537

̂
̅̅̅̅
Note. 𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 = observed correlation between teacher effectiveness estimates (𝑇𝑗 ) and mean prior achievement of the students taught (𝑌𝑖2 𝑗 ).
̅
𝜌̅̅̅
𝐴 𝑇̂ = observed correlation between teacher effectiveness estimates and proportion of advantaged students taught (𝐴𝑖 ). 𝜌̅̅̅
𝐷 𝑇̂ = observed correlation
𝑗

𝑖𝑗 𝑗

𝑖𝑗 𝑗

̅𝑖 ). PVE𝑋 = proportion of variance in test scores
between teacher effectiveness estimates and the proportion of disadvantaged students taught (𝐷
𝑗
𝑖
explained by student background factors. PVE𝑌𝑖(𝑦−1) = proportion of variance explained by student prior achievement. PVE 𝑇𝑗𝑦 = proportion of variance
explained by teacher effectiveness. 𝑋𝐴𝑑𝑣 = the value of 𝑋𝑖 necessary for an individual student to be identified as advantaged. 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 = the value of 𝑋𝑖
necessary for an individual student to be identified as disadvantaged. M1 is the EVAAS MRM. M2 is a basic covariate adjustment model.
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Summary of Findings
In order to examine the trends that emerge from the findings of this study across all
simulated conditions, selected results from all four research questions are presented together in
this summary of findings. Since none of the analyses found significant differences between M2,
M4, and M5, and because results are not obtained from M3, the following summary highlights
the findings from the SAS® EVAAS® MRM (M1) and the basic covariate adjustment model
(M2) in order to more readily interpret and understand the differences between the two families
of VAMs that these models represent. No additional simulations are run for this summary of
findings, though a few additional analyses of the original results are conducted. For the reader’s
ease of reference, findings for M4 and M5 appear in two of the tables presented in this section
(specifically, Table 26 and Table 28), however the analyses presented and discussed in the text of
this summary include only the n = 2000 simulation runs conducted for M1 and M2, specifically,
n = 250 runs for each of these parent models for each of the four research questions.
Classification Error Rate
Under the ideal conditions simulated for the first research question (RQ1), the mean
classification error rate (CER) for all tested VAMs fell below the preselected alpha level of .05.
That is to say that, when all assumptions are met, VAM scores classify teachers reasonably well,
misclassifying fewer than 5% of teachers, on average. On closer inspection of the results,
however, one can see that even under ideal conditions (those which rarely, if ever, occur in
practice) greater than 5% of teachers are misclassified 11% of the time for M1 and 30% of the
time for M2 (see Table 26). When all VAM assumptions are met, the standard deviation of rank
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residuals (𝜎𝜀𝑅𝑎𝑛𝑘 ) exceeds 9.8, the benchmark value for effectiveness scores comprised of 20%
random error (see Table 4), only 6 times for M2, which is 2% of its runs, but not once for M1.
The mean observed 𝜎𝜀𝑅𝑎𝑛𝑘 values for RQ1 are consistent with effectiveness estimates containing
10% random error for M1, and 13% random error for M2.
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Table 26
Classification Error Rates and Standard Deviations of Rank Residuals across Research Questions
Research
Questiona
RQ1
M1
M2
M4
M5
RQ2
M1
M2
M4
M5
RQ3
M1
M2
M4
M5
RQ4
M1
M2
M4
M5
All RQs
M1
M2
M4
M5

CER
M (SD)
Min

Max

Rejected 𝐻0
n (%)

𝜎𝜀𝑅𝑎𝑛𝑘 > 9.8

𝜎𝜀𝑅𝑎𝑛𝑘
M (SD)

.035 (.0193)
.047 (.0226)
.047 (.0226)
.047 (.0225)

.000
.000
.000
.000

.112
.128
.128
.128

27
74
74
71

(10.8%)
(29.6%)
(29.6%)
(28.4%)

4.42
6.05
6.05
6.06

.061 (.0229)
.095 (.0309)
.095 (.0310)
.096 (.0316)

.000
.032
.032
.032

.128
.208
.208
.208

137
227
226
226

(54.8%)
(90.8%)
(90.4%)
(90.4%)

.110 (.0356)
.053 (.0236)
.053 (.0236)
.053 (.0236)

.032
.016
.016
.000

.208
.160
.160
.160

236
99
99
105

.045 (.0218)
.061 (.0257)
.061 (.0257)
.061 (.0261)

.000
.016
.016
.000

.112
.144
.144
.160

.063 (.0385)
.064 (.0320)
.064 (.0320)
.064 (.0320)

.000
.000
.000
.000

.208
.208
.208
.208

̅̅̅̅̅̅̅̅̅
≈ PRE

Min (≈ PRE)

Max (≈ PRE)

n (%)

(1.098) 9.6%
(1.496) 12.9%
(1.496) 12.9%
(1.490) 12.9%

1.98
3.04
3.04
3.08

(4.3%)
(6.6%)
(6.6%)
(6.7%)

8.46
12.53
12.53
12.60

(17.6%)
(24.9%)
(24.9%)
(25.1%)

0
6
6
5

7.84
12.33
12.33
12.35

(1.575)
(2.502)
(2.501)
(2.503)

16.4%
24.6%
24.6%
24.6%

4.51
7.01
7.01
7.04

(9.8%)
(14.8%)
(14.8%)
(14.9%)

13.35
19.84
19.86
19.84

(26.4%)
(36.8%)
(36.8%)
(36.8%)

33
210
210
211

(13.2%)
(84.0%)
(84.0%)
(84.4%)

(94.4%)
(39.6%)
(39.6%)
(42.0%)

14.36
7.02
7.02
7.05

(3.398)
(1.787)
(1.787)
(1.796)

28.1%
14.8%
14.8%
14.9%

7.49
3.80
3.80
3.88

(15.7%)
(8.3%)
(8.3%)
(8.4%)

26.85
14.33
14.33
14.16

(47.0%)
(28.0%)
(28.0%)
(27.7%)

225
23
23
23

(90.0%)
(9.2%)
(9.2%)
(9.2%)

61
137
137
137

(24.4%)
(54.8%)
(54.8%)
(54.8%)

5.41
8.42
8.42
8.43

(1.084)
(1.804)
(1.804)
(1.796)

11.6%
17.5%
17.5%
17.5%

2.59
4.07
4.08
4.30

(5.6%)
(8.8%)
(8.9%)
(9.3%)

9.16
14.16
14.16
14.09

(18.9%)
(27.7%)
(27.7%)
(27.6%)

0
52
52
51

(0.0%)
(20.8%)
(20.8%)
(20.4%)

461
537
536
539

(46.1%)
(53.7%)
(53.6%)
(53.9%)

8.01
8.46
8.46
8.47

(4.370)
(3.075)
(3.074)
(3.073)

16.7%
17.6%
17.6%
17.6%

1.98
3.04
3.04
3.08

(4.3%)
(6.6%)
(6.6%)
(6.7%)

26.85
19.84
19.86
19.84

(47.0%)
(36.8%)
(36.8%)
(36.8%)

258
291
291
290

(25.8%)
(29.1%)
(29.1%)
(29.0%)

146

(0.0%)
(2.4%)
(2.4%)
(2.0%)

Note. CER = Classification Error Rate. 𝜎𝜀𝑅𝑎𝑛𝑘 = standard deviation of rank residuals. ≈ PRE = the equivalent percent random error included in VAM
scores which produce the observed 𝜎𝜀𝑅𝑎𝑛𝑘 according to benchmark simulations. Min and Max are the minimum and maximum (respectively). Values
under Rejected 𝐻0 indicate the number (n) and percent (%) of runs for which CER > .05. Values under 𝜎𝜀𝑅𝑎𝑛𝑘 > 9.8 indicate the number (n) and
percent (%) of runs for which the observed 𝜎𝜀𝑅𝑎𝑛𝑘 exceeded the benchmark value for VAM scores containing 20% random error. M1 is the EVAAS
MRM. M2 is a basic covariate adjustment model. M4 is a modified covariate adjustment model which includes random classroom effects. M5 is the
same as M4 with the addition of classroom-level covariates. Each run included simulated data for 125 teachers, each of which taught six classes of 25
students over the course of three years. CER is calculated as the proportion of teachers incorrectly identified as being in the top or bottom decile of
effective teachers (D1 or D10 , respectively). 𝜎𝜀𝑅𝑎𝑛𝑘 is calculated as the sample standard deviation of the difference between each teacher’s known
effectiveness rank and VAM-assigned estimated effectiveness rank (i.e., 𝜀𝑅𝑎𝑛𝑘 = Rank 𝑇𝑗 − Rank 𝑇̂𝑗 ).
a

n = 250 runs per model for each research question. n = 1000 runs per model under the heading of All RQs.
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When all assumptions are not met, however, VAM performance is substantially
compromised. The introduction of endogenous peer effects (RQ2) causes greater than 5% of
teachers to be misclassified 73% of the time across both models, while nonrandom assignment of
students based on prior achievement (RQ3) causes greater than 5% of teachers to be
misclassified 67% of the time. The EVAAS® MRM (M1) appears more robust to endogenous
peer effects, misclassifying a mean of 6.1% of teachers across all RQ2 runs, compared to the
covariate adjustment model (M2), which misclassified a mean of 9.5% of teachers across all
RQ2 runs. The null hypothesis (𝐻0 ) is rejected (i.e., greater than 5% of teachers are
misclassified) 55% of the time for M1, which misclassified a maximum of 13% of teachers,
while 𝐻0 is rejected for 91% of M2 runs, misclassifying up to 21% of teachers. By contrast,
covariate adjustment models (M2) appear more robust to nonrandom assignment, rejecting 𝐻0
and misclassifying up to 16% of teachers 40% of the time, compared to the EVAAS® MRM

(M1), which rejected 𝐻0 and misclassified as many as 21% of teachers 94% of the time. The
same trend can be seen in the observed 𝜎𝜀𝑅𝑎𝑛𝑘 values, as well. When endogenous peer effects are
included in student outcomes, the mean observed 𝜎𝜀𝑅𝑎𝑛𝑘 values for M1 are similar to benchmark
values for effectiveness estimates containing 16% random error, while observed values for M2
are similar to estimates with 25% random error. When students are nonrandomly assigned
according to prior achievement, M2 performed better, with observed 𝜎𝜀𝑅𝑎𝑛𝑘 values equivalent to
VAM scores containing 15% random error, compared to values consistent with 28% random
error for M1.
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Assigning teachers a balanced schedule of low, high, and mid-achieving classes (RQ4)
greatly improves the problems that nonrandom assignment causes for the EVAAS® MRM, but
makes things worse for the covariate adjustment model. Under the conditions simulated for
RQ4, M1 misclassified greater than 5% of teachers about 24% of the time. This is the lowest
misclassification rate for either model across all experimental conditions, and is only a little
more than twice as frequent as the null hypothesis is rejected for the EVAAS® MRM when all
assumptions are met (i.e., the control). Likewise, the observed M1 𝜎𝜀𝑅𝑎𝑛𝑘 values for RQ4 are
equivalent to benchmark values generated from VAM scores with 12% random error, which is
also the lowest observed mean value for either model across all experimental conditions. By
contrast, a balanced schedule of classes (RQ4) caused the covariate adjustment model to be less
accurate than assigning teachers a full schedule of similar classes (RQ3). Under RQ3 conditions,
M2 misclassified greater than 5% of teachers 40% of the time with observed 𝜎𝜀𝑅𝑎𝑛𝑘 values
consistent with VAM scores comprised of 15% random error, compared to 55% of the time and
18% random error for RQ4.
In order to understand how differences in the simulated conditions between runs explain
the findings, as well as to see how M1 and M2 respond differently to the various conditions
simulated, linear regression analyses are run using the models shown in equations 19.a and 19.b
(jointly referred to as equations 19). The regression models are
CER 𝑟 = 𝛽0 + 𝛽1 PVE𝑋𝑖 𝑟 + 𝛽2 PVE𝑌𝑖(𝑦−1)𝑟 + 𝛽3 PVE𝑃𝑐𝑗𝑦 𝑟 + 𝛽4 PVE 𝑇𝑗𝑦 𝑟 + 𝛽5 M1𝑟
+ 𝛽6 RQ2𝑟 + 𝛽7 RQ3𝑟 + 𝛽8 RQ4𝑟 + 𝛽9 M1(RQ2)𝑟 + 𝛽10 M1(RQ3)𝑟
+ 𝛽11 M1(RQ4)𝑟 + 𝜀𝑟 ,
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(19.a)

𝜎𝜀𝑅𝑎𝑛𝑘 = 𝛽0 + 𝛽1 PVE𝑋𝑖 𝑟 + 𝛽2 PVE𝑌𝑖(𝑦−1) 𝑟 + 𝛽3 PVE𝑃𝑐𝑗𝑦 𝑟 + 𝛽4 PVE 𝑇𝑗𝑦 𝑟 + 𝛽5 M1𝑟
𝑟

+ 𝛽6 RQ2𝑟 + 𝛽7 RQ3𝑟 + 𝛽8 RQ4𝑟 + 𝛽9 M1(RQ2)𝑟 + 𝛽10 M1(RQ3)𝑟
+ 𝛽11 M1(RQ4)𝑟 + 𝜀𝑟 ,

(19.b)

where


CER 𝑟 is the observed classification error rate for simulation run r,



𝜎𝜀𝑅𝑎𝑛𝑘 is the observed standard deviation of rank residuals for simulation run r,



PVE𝑋𝑖 𝑟 is the proportion of variance in student test scores explained by student

𝑟

background and other outside of school factors (𝑋𝑖 ) used when generating data for
simulation run r,


PVE𝑌𝑖(𝑦−1)𝑟 is the proportion of variance in student test scores explained by student
achievement in the prior year (𝑌𝑖(𝑦−1) ) used when generating data for simulation run r,



PVE𝑃𝑐𝑗𝑦 𝑟 is the proportion of variance in student test scores explained by endogenous
peer effects (𝑃𝑐𝑗𝑦 ) used when generating data for simulation run r, and



PVE 𝑇𝑗𝑦 𝑟 is the proportion of variance in student test scores explained by teacher
effectiveness (𝑇𝑗𝑦 ) used when generating data for simulation run r.



M1𝑟 is a dummy-coded variable which compares M1 (the EVAAS MRM) to the uncoded
comparison group (M2; a covariate adjustment model) in run r.

Equations 19 also include the dummy-coded variables RQ2, RQ3, and RQ4, which compare the
results from each experimental condition to the uncoded comparison group (RQ1), as well as the
interaction terms M1(RQ2), M1(RQ3), and M1(RQ4), which produce parameter estimates to
represent the differences between M1 and the uncoded comparison model (M2) for research
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questions RQ2, RQ3, and RQ4, respectively. Note that in all simulation runs for RQ1, RQ3, and
RQ4, PVE𝑃𝑐𝑗𝑦 𝑟 is equal to zero. Parameter estimates for both regression models are shown in
Table 27.
Table 27
Regression Parameters Explaining Observed Classification Error Rates and Standard Deviation
of Rank Residuals across Research Questions
𝜎𝜀𝑅𝑎𝑛𝑘

CER
Predictor

b (SE)

𝛽0

.125 (.004)

PVE𝑋𝑖

β
—

t

p

b (SE)

β

t

p

30.690 <.001

15.449 (0.230)

—

-.070 (.010)

-.097 -6.654 <.001

-8.631 (0.590)

-.112 -14.621 <.001

PVE𝑌𝑖(𝑦−1)

-.078 (.007)

-.168 -11.599 <.001

-8.004 (0.377)

-.162 -21.230 <.001

PVE𝑃𝑐𝑗𝑦

.450 (.065)

PVE 𝑇𝑗𝑦

.301

6.916 <.001

66.427 (3.662)

-.341 (.020)

-.249 -17.175 <.001

-45.419 (1.117)

-.310 -40.674 <.001

M1

-.012 (.002)

-.169 -5.840 <.001

-1.628 (0.115)

-.215 -14.131 <.001

RQ2

.026 (.004)

.322

6.703 <.001

2.983 (0.221)

.341

13.494 <.001

RQ3

.007 (.002)

.088

3.502 <.001

1.094 (0.115)

.125

9.494 <.001

RQ4

.015 (.002)

.188

7.492 <.001

2.475 (0.115)

.283

21.477 <.001

M1(RQ2)

-.022 (.003)

-.209 -7.708 <.001

-2.864 (0.163)

M1(RQ3)

.069 (.003)

.643 23.763 <.001

8.970 (0.163)

.784

55.044 <.001

M1(RQ4)

-.004 (.003)

-1.388 (0.163)

-.121

-8.518 <.001

-.041 -1.502

.133

.415

67.232 <.001

18.141 <.001

-.250 -17.572 <.001

Note. CER = Classification Error Rate. 𝜎𝜀𝑅𝑎𝑛𝑘 = standard deviation of rank residuals. 𝛽0 = the regression constant.
PVE𝑋𝑖 = the proportion of variance in test scores explained by student background factors. PVE𝑌𝑖(𝑦−1) = the
proportion of variance explained by student prior achievement. PVE𝑃𝑐𝑗𝑦 = the proportion of variance explained by
endogenous peer effects. PVE 𝑇𝑗𝑦 = the proportion of variance explained by teacher effectiveness. M1 is a dummycoded variable comparing the SAS® EVAAS® MRM (M1) to the uncoded covariate adjustment model (M2). RQ2,
RQ3, and RQ4 are dummy-coded variables comparing the results from each experimental research question to the
uncoded control conditions of RQ1. M1(RQ2), M1(RQ3), and M1(RQ4) are interaction terms of the indicated
dummy-coded variables, which capture the differential effects of each set of experimental conditions on M1, as
compared to the uncoded comparison model, M2. Each run included simulated data for 125 teachers, each of which
taught six classes of 25 students over the course of three years. CER is calculated as the proportion of teachers
incorrectly identified as being in the top or bottom decile of effective teachers (D1 or D10 , respectively). 𝜎𝜀𝑅𝑎𝑛𝑘 is
calculated as the sample standard deviation of the difference between each teacher’s known effectiveness rank and
VAM-assigned estimated effectiveness rank (i.e., 𝜀𝑅𝑎𝑛𝑘 = Rank 𝑇𝑗 − Rank 𝑇̂𝑗 ).
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Regression model 19.a significantly explained the observed classification error rates,
F(11, 1988) = 253.45, p < .001, adjusted R2 = .58, and regression model 19.b significantly
explained observed standard deviations of rank residuals, F(11, 1988) = 618.91, p < .001,
adjusted R2 = .88. The negative parameter estimates for PVE𝑋𝑖 𝑟 , PVE𝑌𝑖(𝑦−1)𝑟 , and PVE 𝑇𝑗𝑦 𝑟
indicate that, across all simulated conditions, fewer teachers are misclassified and there is less
variance in rank residuals as the proportion of variance in student test scores explained by
student background, prior achievement, and teacher effectiveness increases. Put simply, when
changes in student achievement behave according to the theoretical understanding of student
learning on which VAMs are constructed, teachers are classified more accurately by VAMs.
Though the EVAAS® MRM and covariate adjustment models implement their controls
differently, both VAMs are designed to control for the influence of time invariant student
background factors, 𝑋𝑖 , and for the influence of prior achievement, 𝑌𝑖(𝑦−1) (as well as 𝑌𝑖(𝑦−2) for
M1), in order to estimate the contribution of one particular teacher to the achievement of the
students that he or she teaches (𝑇𝑗𝑦 ). When the data analyzed is produced according to the
theoretical underpinnings of VAMs, the models misclassify fewer teachers and the rankings they
assign to teachers are less varied. As smaller proportions of variance in student test scores are
determined by these factors, however, the subsequent performance of the VAMs also degraded,
higher proportions of teachers are misclassified, and the variance among rank residuals
increased.
Across all simulated conditions, M1 performed a bit better than M2, misclassifying fewer
teachers, 𝛽5 = -.012, t(1988) = -5.84, p < .001, and producing less variance in rank residuals,
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𝛽5 = -1.628, t(1988) = -14.13, p < .001, than would otherwise be explained by the modeled
conditions. When endogenous peer effects, which are unexpected systematic influences on
student test scores, are introduced into the simulation for RQ2, the performance of both models
degraded significantly, misclassifying more teachers, 𝛽6 = .026, t(1988) = 6.70, p < .001, and
increasing the variance in rank residuals, 𝛽6 = 2.983, t(1988) = 13.49, p < .001. The problems
caused by endogenous peer effects are less severe for M1, however, both in the proportion of
teachers misclassified, 𝛽9 = -.022, t(1988) = -7.71, p < .001, and in the variability of rank
residuals, 𝛽9 = -2.864, t(1988) = -17.57, p < .001. When students are systematically assigned to
classes according to prior achievement for RQ3, both models misclassified more teachers than in
the control simulations, 𝛽7 = .007, t(1988) = 3.50, p < .001, but the problem is more than nine
times worse for M1 than for M2. The predicted CER for M2 under RQ3 conditions is only
modified by the 𝛽7 RQ3𝑟 term in equation 19.a, while predictions for M1 are also modified by
𝛽5 M1𝑟 , where 𝛽5 = -.012, and by 𝛽10 M1(RQ3)𝑟 , where 𝛽10 = .069, t(1988) = 23.76, p < .001.
Thus, while the RQ3 error rate for M2 predicted by regression 19.a is only .007 higher than the
comparison runs, the predicted error rate for M1 is .064 higher than the comparison. Similarly,
both models also demonstrated more variability in rank residuals under the nonrandom
assignment practices of RQ3, 𝛽7 = 1.094, t(1988) = 9.49, p < .001, but the problem is nearly
eight times worse for M1 (𝛽5 + 𝛽7 + 𝛽10 = 8.436) than for M2 (𝛽7 = 1.094).
When teachers are assigned a balanced schedule of classes with low, medium and high
prior achievement (i.e., RQ4), the problems of nonrandom assignment are somewhat mitigated
for M1, but worse for M2. Compared to the control conditions of RQ1, both models
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misclassified more teachers, after controlling for other variables in equation 19.a, 𝛽8 = .015,
t(1988) = 7.49, p < .001, but this parameter is double the value observed for RQ3. However, this
is the only parameter which applies uniformly to M2 VAM scores. While the interaction effect
M1(RQ4)𝑟 is not significant in model 19.a, 𝛽11 = -.004, t(1988) = -1.50, p = .133, which
indicates that M1 and M2 perform no differently under the conditions modeled for RQ4, the
combined coefficient for M1 RQ4 estimates is 𝛽5 + 𝛽8 = .003, which is five times smaller than
applies to M2 RQ4 estimates, and more than twenty times smaller than applies to M1 RQ3
estimates. Similar patterns emerge in the explanation of variance in rank residuals for RQ4.
Correlations with Student Factors
Mean correlations between teacher VAM scores and the characteristics of students taught
are small to negligible (Cohen, 1988), ranging from 𝜌 = -.105 to 𝜌 = .024 across all variables,
models, and simulation runs (see Table 28). The null hypothesis that teacher VAM scores are
unrelated to student prior achievement (𝐻10 ) is rejected 10% of the time for M1 across all
simulated conditions, but only 5% of the time for M2. When all VAM assumptions are met
(RQ1), 𝐻10 is rejected 8% of the time when using the EVAAS® MRM (M1), but only 4% of the
time when using a covariate adjustment model (M2). Remember that each model is run 250
times under RQ1 conditions, thus when using an alpha level of .05, one expects to reject the null
hypothesis 5% of the time. By comparison, M1 produced significant correlations slightly more
frequently more often than expected and M2 produced significant correlation slightly less
frequently than expected but, for both models, significant correlations are small (Cohen, 1988).
When endogenous peer effects are included in the simulation (RQ2), M1 VAM scores are
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significantly correlated with mean prior achievement 5% of the time, while correlations with M2
VAM scores are significant 4% of the time. When the results for RQ2 are compared to RQ1 in
which all assumptions are met, we see that M1 produces VAM scores that are correlated with
student attributes exactly as frequently as expected with the selected alpha of .05, while M2 still
produces significant correlations slightly less frequently than expected. Again, for both models,
significant correlations are small (Cohen, 1988). These findings, taken together, seem to indicate
that under conditions of random assignment, both models produce VAM scores that are generally
uncorrelated with student factors.
When students are nonrandomly assigned to classes by prior achievement (RQ3),
however, M1 VAM scores are significantly correlated with prior achievement 19% of the time,
but M2 VAM scores are never significantly correlated with last year’s test scores. Significant
correlations observed for M1 under RQ3 conditions are small to moderate in size (Cohen, 1988)
and negative, indicating that teachers of students with lower mean prior achievement receive
higher VAM scores. Assigning teachers a balanced schedule of classes with low, medium, and
high prior achievement (RQ4) seems to bring the two models into closer parity with one another.
The mean prior achievement of students taught is significantly correlated with M1 VAM scores
8% of the time, and with M2 VAM scores 6% of the time. For both models, when significant
correlations are observed under RQ4 conditions, those correlations are small (Cohen, 1988).
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Table 28
Correlations of Mean Prior Achievement, Proportion of Advantaged Students, and Proportion of Disadvantaged Students with
Teacher Effectiveness Estimates across All Research Questions
Research
Questiona
RQ1
M1
M2
M4
M5
RQ2
M1
M2
M4
M5
RQ3
M1
M2
M4
M5
RQ4
M1
M2
M4
M5
All RQs
M1
M2
M4
M5

Reject 𝐻10
𝜌̅̅̅̅
̅̅̅̅̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 (SD)

n (%)

Reject 𝐻20
𝜌̅̅̅
̅̅̅̅̅̅̅
𝐴𝑖 𝑗𝑇̂𝑗 (SD)

n (%)

Reject 𝐻30
𝜌
̅̅̅̅̅̅̅
̅̅̅𝑖 𝑇̂𝑗 (SD)
𝐷
𝑗

n (%)

-.008
-.002
-.002
-.002

(.094)
(.093)
(.093)
(.093)

19
13
13
15

(7.6%)
(5.2%)
(5.2%)
(6.0%)

.005
.000
.000
.000

(.086)
(.087)
(.087)
(.087)

9
10
10
10

(3.6%)
(4.0%)
(4.0%)
(4.0%)

-.003
.003
.003
.003

(.091)
(.092)
(.092)
(.091)

14
10
10
11

(5.6%)
(4.0%)
(4.0%)
(4.4%)

.001
.008
.008
.007

(.090)
(.088)
(.088)
(.088)

13
10
10
12

(5.2%)
(4.0%)
(4.0%)
(4.8%)

-.002
-.004
-.004
-.004

(.088)
(.087)
(.087)
(.087)

10
12
12
10

(4.0%)
(4.8%)
(4.8%)
(4.0%)

-.019
-.013
-.013
-.013

(.089)
(.086)
(.086)
(.085)

13
9
9
9

(5.2%)
(3.6%)
(3.6%)
(3.6%)

-.105
-.003
-.003
-.002

(.092)
(.025)
(.024)
(.022)

48
0
0
0

(19.2%)
(0.0%)
(0.0%)
(0.0%)

-.081
-.001
-.001
-.001

(.086)
(.063)
(.063)
(.062)

35
1
1
1

(14.0%)
(0.4%)
(0.4%)
(0.4%)

.093
.007
.007
.006

(.090)
(.046)
(.046)
(.045)

40
0
0
0

(16.0%)
(0.0%)
(0.0%)
(0.0%)

-.005
-.006
-.006
-.005

(.093)
(.092)
(.092)
(.092)

20
16
16
16

(8.0%)
(6.4%)
(6.4%)
(6.4%)

.022
.024
.024
.024

(.095)
(.095)
(.095)
(.094)

20
19
19
19

(8.0%)
(7.6%)
(7.6%)
(7.6%)

.004
.015
.015
.013

(.090)
(.090)
(.090)
(.090)

9
10
10
10

(3.6%)
(4.0%)
(4.0%)
(4.0%)

-.029
.000
.000
.000

(.102)
(.080)
(.080)
(.080)

100
39
39
43

(10.0%)
(3.9%)
(3.9%)
(4.3%)

-.014
.005
.005
.005

(.097)
(.085)
(.085)
(.084)

74
42
42
40

(7.4%)
(4.2%)
(4.2%)
(4.0%)

.019
.003
.003
.002

(.100)
(.081)
(.081)
(.080)

76
29
29
30

(7.6%)
(2.9%)
(2.9%)
(3.0%)
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Note. ̅̅̅̅̅̅̅̅
𝜌̅̅̅̅
𝜌̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 is the mean correlation between VAM scores and the mean prior achievement of students taught across all runs. ̅̅̅̅̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 is the mean
correlation between VAM scores and the proportion of advantaged students taught across all runs. ̅̅̅̅̅̅̅
𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 is the mean correlation between VAM scores
and the proportion of disadvantaged students taught across all runs. M1 is the EVAAS MRM. M2 is a basic covariate adjustment model. M4 is a
modified covariate adjustment model which includes random classroom effects. M5 is the same as M4 with the addition of classroom-level covariates.
Values under the headings of Rejected 𝐻10 , Rejected 𝐻20 , and Rejected 𝐻30 , indicate the number and percent of runs for which the correlations shown
are statistically significant at an alpha level of .05. Each run included simulated data for 125 teachers, each of which taught six classes of 25 students
over the course of three years.
a
n = 250 runs per model for each research question. n = 1000 runs per model under the heading of All RQs.
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Inspection of the distribution of correlations between VAM scores and the mean prior
achievement of students taught (𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 ) indicates that the ρ values are approximately normally
distributed with a mean close to zero (see Figure 8). The one exception to this pattern is the
distribution of M1 ρ values for RQ3, in which ̅̅̅̅̅̅̅̅
𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 = -.105, the only small mean effect size
observed across all variables, conditions, and models analyzed. All other mean observed
correlations are of a negligible effect size (Cohen, 1988). For RQ1, RQ2, and RQ4, Figure 8
suggests that teachers of students with either high or low prior achievement do not systematically
receive either higher or lower VAM scores because of the students that they teach. Whether the
observed correlation is positive, making it beneficial to teach higher achieving students, or
negative, making it beneficial to teach lower achieving students, depends almost entirely upon at
which end of the distribution their VAM falls. That is to say, as long as students are either
randomly assigned, or teachers are assigned a balanced schedule of equivalently achieving
students, VAMs are generally fair, albeit unpredictable. If students are systematically
nonrandomly assigned, however, and teachers are given a full schedule of generally similar
students as in RQ3, then both models are more predictable, and M1 is less fair. A teacher who
will be evaluated with the EVAAS® MRM in a school where students and teachers are both
nonrandomly assigned, will receive a slightly higher VAM score under the conditions modeled in
this study if he or she teaches student with lower prior achievement. If that teacher is evaluated
by a covariate adjustment model, however, his or her VAM score will not be significantly
correlated with student prior achievement no matter which students are taught.
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Figure 8. VAM Score Correlation with Prior Achievement across Research Questions.
®
®
Histograms shown display observed values for 𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 for n = 250 runs of the SAS EVAAS
MRM (M1) and of a basic covariate adjustment model (M2) for each research question.
Horizontal reference lines indicate 𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 = ± .176, the point above and below which correlations
are significant at an alpha level of .05.
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The patterns shown in Figure 8 are also seen in the distributions of 𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 and 𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 ,
namely that the distributions are approximately normally distributed with a mean close to zero in
all cases except for the M1 ρ values for RQ3, where ̅̅̅̅̅̅̅
𝜌̅̅̅
𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 = -.081 and ̅̅̅̅̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 = .093 (see Figure
9). Thus, in all cases except for RQ3, any observed significant correlations between VAM scores
and student factors are roughly equally likely to be either positive or negative (𝜌̅̅̅̅
𝑌𝑖2 𝑗 𝑇̂𝑗 is positive
48% of the time, 𝜌̅̅̅
𝐴𝑖 𝑗 𝑇̂𝑗 is 52% positive, and 𝜌̅̅̅
𝐷𝑖 𝑗 𝑇̂𝑗 is 49% positive) and likely to be small
(Cohen, 1988), as these ρ values are found in the tails of roughly centered distributions. For
RQ3, however, M2 produces virtually no significant correlations (n = 1/750; 0%), while the
mean ρ value for M1 shifts away from student achievement, with slightly higher VAM scores for
teachers with lower mean prior achievement or higher proportions of disadvantaged students,
and slightly lower VAM scores for teachers of higher proportions of advantaged students.

Figure 9. VAM Score Correlation with Student Factors for RQ3. Histograms shown display
observed correlations for n = 250 runs of the SAS® EVAAS® MRM (M1) and of a basic
covariate adjustment model (M2) for RQ3, in which students are randomly assigned to classes by
prior achievement and teachers are assigned to teach a full schedule of classes with similar prior
achievement. Horizontal reference lines indicate 𝜌 = ± .176, the point above and below which
correlations are significant at an alpha level of .05.
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CHAPTER FIVE: CONCLUSION
The preceding chapters have described the theoretical basis, scholarly antecedents,
design, conduct, and findings of the present study. As discussed prior, the objective of the
present study is to identify the frequency and magnitude of both error and bias in value-added
model (VAM) scores run under ideal conditions, as well as under the conditions of endogenous
or correlated peer effects. The present chapter will synthesize the findings, position them in the
prior research, and discuss their implications for practice and for future research.
Selecting the Best Model
Much like the studies systematically reviewed for this dissertation (see Castellano, et al.,
2014; Guarino, Maxfield, et al., 2015; Guarino, Reckase, Stacy, et al., 2015; Koedel & Betts,
2011; Rothstein, 2009, 2010; Zamarro, et al., 2015), the findings of the present study have
implications for model selection. If students and teachers are randomly assigned to classrooms,
or if teachers are assigned a balanced schedule of classes with high, medium, and low prior
achievement, then the SAS® EVAAS® (M1) performs better than a covariate adjustment model
(M2) in most cases. If, as the findings of Paufler and Amrein-Beardsley (2014) suggest, school
leaders employ a variety of nonrandom assignment methods, selecting students and teachers into
classes based on observables and unobservables alike, then a covariate adjustment model may be
a more accurate choice, misclassifying fewer teachers on average than the EVAAS MRM.
Neither model consistently misclassifies fewer than 5% of teachers across simulated conditions,
however, and caution is advised when using VAMs to inform consequential personnel decisions.
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Note that, although the present study implemented a linear mixed model similar to the
EVAAS® MRM (M1) and a basic covariate adjustment model (M2) because they represent the
two most commonly implemented VAMs in statewide accountability systems, none of the
literature reviewed recommends either of these models over the others tested. Castellano, et al.
(2014) recommended two-stage methods to define the limits of possible Type B school effects
(i.e., those effects which result from school practices), but found no methods other than random
assignment which are able to increase the accuracy of Type B estimates. Since neither M1 nor
M2 is a two stage model, the only recommendation that Castellano et al. (2014) make which
applies to either of these models favors the use of random assignment of both students and
teachers. Guarino, Maxfield, et al. (2015) found that Empirical Bayes (EB) estimators perform
worse than average residual (AR) estimators under nonrandom assignment, but favors dynamic
ordinary least squares (DOLS) estimators over either of these. Although neither M1 nor M2 are
strictly EB estimators, PROC MIXED bears connections to EB methods (The SAS Institute,
2015) and thus the models used in the present study are more similar to EB models than to AR or
DOLS models. As such, Guarino, Maxfield, et al. (2015) seem to recommend against using
nonrandom assignment with either M1 or M2.
In addition, Guarino, Reckase, Stacy, et al. (2015) find that random effects models rank
teachers more accurately than fixed effects models, while Koedel and Betts (2011) found that
fixed effects estimators performed more accurately and recommend only using fixed effects
models for teachers with three or more years of data to inform high-stakes personnel decisions.
Although these recommendations seem at complete odds with one another, Koedel and Betts
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(2011) relied heavily on the Rothstein (2009, 2010) falsification test to inform their
recommendations, which Guarino, Reckase, Stacy, et al. (2015) found to provide no useful
information about the performance of random effects models. As such, the recommendation of
Koedel and Betts (2011) may reflect the differential performance of the falsification test rather
than the differential performance of the models themselves. In either case, the recommendations
of either study are difficult to apply to the use of M1 or M2.
It should also be noted that neither M1 nor M2 is examined in the complex and
interconnected context of an applied setting, in which measurement error, test comparability,
vertical scaling, instructional alignment, and a multitude of other unmeasured factors complicate
the accurate estimation of teacher effectiveness scores. Further, although nonrandom assignment
and endogenous peer effects are not simultaneously simulated, it is reasonable to expect both
phenomena to occur in applied settings, as these conditions are not mutually exclusive.
However, using equations 19 (the equations which regress CER and 𝜎𝜀𝑅𝑎𝑛𝑘 on variations in the
simulated conditions) with the parameter estimates they produce (see Table 27) and mean
proportions of variance explained (i.e., PVE𝑋𝑖 = .20, PVE𝑌𝑖(𝑦−1) = .40, and PVE 𝑇𝑗𝑦 = .10), one
could expect M1 to misclassify 14% of teachers and M2 to misclassify 10% of teachers when
students are nonrandomly assigned by prior achievement (as in RQ3) and endogenous peer
effects are present (as in RQ2). Similarly, one could expect the observed 𝜎𝜀𝑅𝑎𝑛𝑘 for M1 to be
approximately 17.86 (or roughly equivalent to VAM scores comprised of 34% random error) and
approximately 13.38 for M2 (or roughly equivalent to VAM scores comprised of 26% random
error). Under these conditions, although neither model meets the desired levels of performance,
163

the covariate adjustment model is expected to perform better, misclassifying fewer teachers. If
teachers are assigned balanced class loads of high, medium, and low achieving students however,
one could expect M1 to misclassify 7% of teachers and M2 to misclassify 11% of teachers. The
observed 𝜎𝜀𝑅𝑎𝑛𝑘 for M1 under these conditions is expected to be approximately 8.88 (or roughly
equivalent to estimates comprised of 18% random error) and to be approximately 14.76 for M2
(or roughly equivalent to estimates comprised of 29% random error), making the EVAAS® MRM
the preferred model.
Simplifying Assumptions and Complex Realities
Mark Reckase (2004) wrote a commentary for the special issue of the Journal of
Educational and Behavioral Statistics on VAMs, which is appropriately titled “The real world is
more complicated than we would like.” In this article, he discusses that, if academic growth are
a simple, linear, unidimensional matter, then VAMs might be entirely appropriate. As Reckase
(2004) goes on to illustrate, however, both empirical evidence and logical analysis suggest that
academic growth is neither unidimensional, nor linear, and that VAMs may not be up to the task
of their accurate measurement and prediction. In a recent letter published in Educational
Researcher as a response to the AERA position statement on the use of VAMs (AERA, 2015),
Klees (2016b) argues that VAMs are never accurate, reliable, and valid. He asserts that causal
inferences can only be drawn from regression models which meet three basic preconditions; 1)
that all confounding variables must be included in the model, 2) that all variables are measured
correctly, and 3) that the proper functional form is specified (see also Klees, 2016a). Klees
argues that these three preconditions are never met, particularly in the specification of
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educational production functions, because it is quite simply impossible to do so. Klees (2016a)
writes:
First, the array of potential independent variables is huge, including, for example:
socioeconomic status, gender, race, ethnicity, age, homework effort, computer use in the
home, previous learning, ability, motivation, aspiration, peer characteristics, teacher
degree level, teacher practices, teacher ability, teacher experience, class size, school
climate, principal characteristics, curriculum policies, to name a few. Second, there is no
agreement on how to measure most, if not all, of these variables. Third, again the possible
functional interrelationships are innumerable. Contrary to the linear formulation usually
run, recursive and simultaneous equation formulations with an array of interaction terms
among the independent variables have been posited but little used. (pp. 87-88)
The present study generates data that meets all possible assumptions of VAMs.
Academic growth is modeled as simple, linear, unidimensional, and continuous, despite literature
that suggests otherwise (see Klees, 2016a, 2016b; Martineau, 2006; Reckase, 2004).
Achievement test scores are simulated as perfectly measured, directly comparable from year to
year, and perfectly aligned with the instruction delivered by teachers, despite literature to suggest
that these assumptions are rarely met (see Boyd et al., 2013; Briggs & Dominigue, 2013; Papay,
2011; Polikoff & Porter, 2014). The simulated data used only the sources of variance
specifically controlled for by VAMs to generate student test scores. Any variance in student test
score that is not explicitly determined by time invariant student factors (𝑋𝑖 ), student prior
achievement (𝑌𝑖(𝑦−1) ), or the teacher effect (𝑇𝑗𝑦 ) is treated as either random and uncorrelated
with any other variable (𝜀𝑖𝑦 ) or is due to an endogenous peer effect included as an experimental
condition (𝑃𝑐𝑦 ). As such, the simulated data meets the first two preconditions specified by Klees
(2016a, 2016b), in that all relevant variables are included in the model and are measured
correctly. Since the specific understanding of student academic growth which acts the theoretical
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foundation for VAMs is used to generate the data analyzed, then it is assumed that VAMs specify
the proper functional form of education production used in the present study, and that the both
third precondition of Klees (2016a, 2016b), as well as the final assumption of Reardon and
Raudenbush (2009) are met. The data generated for the present study goes on to meet all of the
other causal assumptions identified by Reardon and Raudenbush (2009), except for those
intentionally violated in order to investigate specific research questions. Students in the present
study may be assigned to any teacher, thus satisfying the first assumption, teacher effects are
applied uniformly to all students in the study regardless of student attributes or peers (except for
RQ2), thus satisfying the fourth and second assumptions, respectively. Tests scores are measured
on an equal interval scale, thus satisfying the third assumption. Finally, both students and
teachers are randomly assigned (except for RQ3 and RQ4), satisfying the fifth assumption. In
addition, the present study satisfies several implicit assumptions of VAMs by generating teacher
effects that are normally distributed and time-invariant.
Meeting All Assumptions
The conditions analyzed for RQ1, therefore, meet all possible preconditions and
assumptions of VAMs, including those assumptions which are rarely, if ever, met in practice.
Under the conditions of RQ1, the EVAAS® MRM misclassifies too many teachers (i.e., greater
than the selected alpha level) 11% of the time and a covariate adjustment model misclassified too
many teachers 30% of the time. Since the present study systematically varies the proportion of
variance in student test scores explained by each of the simulated sources of variance across runs
(see Table 3), it is possible that the variance in CERs is due to the variance in simulated
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conditions. Recall that regression equations 19 analyzed the degree to which variation in
simulation conditions explained variance in the findings of the present study. Further recall that
regression equation 19.a explained only 58% of the variance in observed CER values across all
simulation runs, suggesting that 42% of the variance comes from sources other than the
simulated conditions, and may be random. However, if the proportion of variance in student test
scores explained by the sources simulated is actually equal to mean values used, specifically
20% for time invariant student factors (PVE𝑋𝑖 = .20), 40% for prior achievement
(PVE𝑌𝑖(𝑦−1) = .40), and 10% for teacher effectiveness (PVE 𝑇𝑗𝑦 = .10), then the performance of the
VAMs examined is reasonably good. Using the mean values of the PVE parameters just listed,
regression equations 19 indicate that the EVAAS MRM (M1) will misclassify 3.4% of teachers
and generate effectiveness estimates roughly equivalent to 9.4% random error, and that a basic
covariate adjustment model (M2) will misclassify 4.6% of teachers generating estimates
equivalent to 12.8% random error2. If these simulated conditions represent the true proportion of
variance in student test scores explained by these sources, and if the proportions remain constant
for all students, across all educational settings, and across repeated iterations of the VAM
procedure, then the findings of the present study suggest that VAMs can meet a desired alpha
level of .05 when all causal and methodological assumptions are met. Specifically, in the

2

A post hoc simulation in which 125 runs were conducted using fixed parameters (specifically,
PVE𝑋𝑖 = .20, PVE𝑌𝑖(𝑦−1) = .40, and PVE 𝑇𝑗𝑦 = .10, with no variance across runs), indicated that the EVAAS MRM
(M1) misclassifies 3.3% of teachers on average, and misclassifies greater than 5% of teachers 5.6% of the time,
while a basic covariate adjustment model (M2) misclassifies 4.6% of teachers on average, and misclassifies greater
than 5% of teachers 27.2% of the time.
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absence of measurement error, with properly aligned and scaled tests, when there are no peer
effects, and when students and teachers are randomly assigned across not only classes, but
possibly also across schools and districts as well (as the forthcoming concluding remarks may
illustrate), then VAMs can consistently classify teachers correctly with an acceptable degree of
error for use in consequential evaluation systems.
Beyond the conditions described above, however, there exist two other possibilities
regarding the sources of variance in student test scores that should be considered. The first is
that variance in student achievement test scores in applied educational settings is not equal to the
mean proportions used in the present study. If, for example, each of these sources of variance is
actually responsible for one standard deviation less than the mean (i.e., PVE𝑋𝑖 = .152,
PVE𝑌𝑖(𝑦−1) = .323, and PVE 𝑇𝑗𝑦 = .074, according to the values reported in Table 3), then the
performance of the models degrades such that M1 misclassifies 5.2% of teachers generating
effectiveness estimates equivalent to 13.9% random error, and M2 misclassifies 6.4% of teachers
generating effectiveness estimates equivalent to 17.1% random error. Note that this degree of
error occurs under the conditions of RQ1, where all possible assumptions are met and all sources
of error are either minimized or eliminated. The other possibility to consider is that the influence
on student test scores of the sources of variance modeled in the present study may actually vary,
either between educational settings or between individual students. In the case of this second
possibility, the error and bias found in teacher VAM scores in practice may vary as much as (if
not more than) observed in the findings of the present study.
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The Effects of Peers
Beyond RQ1, the present simulation introduces two violations of VAM assumptions, one
at a time, in order to analyze the resultant changes in the models’ output. When the Reardon and
Raudenbush (2009) assumption of stable treatment effects, or no interference between units, is
violated through the introduction of a homogenous, linear, endogenous peer effect (i.e., RQ2),
both VAMs are less accurate, but the covariate adjustment model (M2) fares far worse,
misclassifying too many teachers 91% of the time, compared to the 55% observed for the
EVAAS® MRM (M1). With the introduction of endogenous peer effects, M1 VAM scores are
roughly equivalent to effectiveness estimates with 16% random error, and M2 VAM scores are
equivalent to 25% random error. Recall that the peer effect simulated for RQ2 is one of the
simplest that could be introduced into the present study. There is sufficient literature to suggest
that peer effects are neither linear nor homogenous (see for example Friesen & Krauth, 2010,
2011; Jackson, 2013; Sacerdote, 2011), which would make such effects much more difficult to
control for in VAMs. Further recall that the endogenous peer effect simulated for RQ2 explained
a mean of 5% of the variance in student test scores, a small enough proportion to suggest that
analyses may not detect it. The present study included a peer effect of this nature and magnitude
as an early investigation of the influence of peer effects on VAM scores. Further research is
necessary to determine the true nature and magnitude of error and bias in VAM scores caused by
peer effects of greater magnitude and complexity.
The weight of evidence seems to agree on few specifics about peer effects (see Hoxby &
Weingarth, 2005; Sacerdote, 2011; Wilkinson, 2002), except perhaps that peer effects are
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nontrivial and should not be ignored. It seems likely that peer effects in non-simulated
classrooms are likely to apply differently to students of different demographic groups,
achievement levels, genders, and backgrounds. In order to correct for the influence of more
complex peer effects such as these, researchers and analysts must first understand the extent,
magnitude, and mechanisms through which peer effects affect student achievement, as well as
how peers differentially affect different students. At that point, they may begin to develop VAMs
to meet the high bar described by Klees (2016a, 2016b) by including all confounding variables,
properly measured, and properly specified.
Nonrandom Assignment
The data generated for RQ3 includes violations of the assumption of strongly ignorable
assignment, and again does so in a relatively simple way. Students are assigned to classes based
solely on observable, measured criteria which are controlled for by the VAMs tested. By
selecting students based solely on observables, RQ3 data avoids the problem of selection on
unobservables explored by Rothstein (2009, 2010) as well as problems of bias created by
systematic but unmeasured similarities discussed by Paufler and Amrein-Beardsley (2014).
Further, the present study does not introduce any true effects on student achievement from this
non-random assignment. The known value of teacher effectiveness is still applied in a linear,
homogenous way to all students taught, just as in RQ1. Student test scores are still determined
by prior achievement, time-invariant background factors, and the teacher effect in the same
manner as in RQ1. As a result, any error seen in the estimation of teacher effects can be
interpreted as a misattribution of variance. In the present study, the teacher does not have lower
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expectations of students with lower prior achievement, the teacher does not deliver more
challenging instruction to advanced classes, and students do not actively resist or encourage the
teacher’s efforts. Nonetheless, this violation of the strongly ignorable assignment assumption
degrades the performance of both VAMs, only this time the EVAAS® MRM (M1) fares worse,
misclassifying too many teachers 94% of the time as compared to the 40% observed for the
covariate adjustment model (M2). Systematically assigning students based on prior achievement
reduces the accuracy of M2 VAM scores to a level equivalent with 15% random error, while M1
VAM scores degrade to a level equivalent with 28% random error.
In both cases, it seems unlikely that the violation of assumptions simulated would occur
in practice in such a simple and uniform ways. According to the Paufler and Amrein-Beardsley
(2014) survey, the principals surveyed applied a variety of nonrandom assignment techniques,
selecting on observables and unobservables alike. Both Ishii and Rivkin (2009) and Guarino,
Maxfield, et al. (2015) suggest that bias from nonrandom assignment of students can be
adequately controlled by explicitly modeling the selection mechanisms. However, explicitly
modeling selection mechanisms requires that the specific methods of nonrandom assignment not
only be known, but also be applied uniformly across schools; a requirement which also seems
unlikely given the findings of Paufler and Amrein-Beardsley (2014).
Normally Distributed Effectiveness
Another simplifying assumption of the present study is that teaching effectiveness is
normally distributed among the population of practicing teachers. This assumption is necessarily
made with VAMs, which produce teacher effectiveness estimates that are normally distributed as
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a byproduct of the statistical methods used. This assumption has not been widely tested,
however, and may not hold (see Goldhaber & Startz, 2015, for the only paper to the researcher’s
knowledge which explores this point). The normal distribution is useful for statistical inference
because, as the central limit theorem describes, the distribution of sample means is normally
distributed, under most conditions, given a large enough sample, regardless of the shape of the
distribution for that variable in the population (Creswell, 2012; Field, 2009). Imposing a normal
distribution on non-normally distributed data, however, may lead to inaccurate inferences. Thus,
it is important to carefully consider the difference between data that is normally distributed, and
sample means that are normally distributed; a task made all the more nuanced by the frequent
occurrence of the normal distribution in the natural world.
What if one considers the possibility that teaching effectiveness is normally distributed in
the population of people, rather than in the population of practicing teachers? Of course, the
danger in considering such a thing is that it may lead to the assumption that teaching
effectiveness is a naturally occurring trait; that one is born as either a good teacher or a bad
teacher. The sheer volume of research on effective teacher education practices (see for example
Cochran-Smith, Feiman-Nemser, McIntyre, & Demers, 2008; Cochran-Smith & Zeichner, 2005)
suggests that such an assumption may be naïve. However, if one considers that teaching
effectiveness might be comprised of, as Pittenger (1917) suggested, “the teacher's equipment for
teaching, both native and acquired” (p. 104), then one may begin to think of effectiveness as the
sum (or product) of (at least) two separate constructs; 1) a sort of natural ability, talent, or
disposition for effective teaching, and 2) knowledge, skills, and expertise in effective teaching
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which have been learned through teacher preparation, professional development, and experience
in the classroom. Under this model, it is reasonable to assume that the natural talent or
disposition towards effective teaching is normally distributed among the population of people,
and that acquired skills and expertise are normally distributed among practicing teachers. It is
also reasonable to further assume that, as a person’s natural disposition toward effective teaching
decreases, that person is less and less likely to pursue a career in teaching.
According to census data and analyses released by NCES, approximately 0.1% of
Americans teach (T. D. Snyder, et al., 2016). If teachers are selected into the profession and
develop effectiveness according to the dual-construct model described above, then one could
expect to observe a highly skewed distribution of effectiveness among practicing teachers with a
long tail to the left as ineffective teachers become less and less common. Thus, the vast majority
of teachers could be expected to be relatively effective, with a higher proportion of highly
effective teachers than ineffective teachers. Under such conditions, criterion-referenced
evaluation systems might be more appropriate than the norm-referenced techniques that VAMs
use. Since VAMs compare teachers to one another to produce normally distributed scores, the
identification of an ineffective teacher virtually necessitates the corresponding identification of a
highly effective teacher, and vice versa (see also Amrein-Beardsley, 2014). In the presence of
highly skewed population data, continued use of VAMs could result in either the overidentification of ineffective teachers (leading to the dismissal or sanction of effective teachers),
or the under-identification of highly effective teachers (which threatens to dampen the intrinsic
motivation of highly effective teachers whose efforts consistently go unrecognized). Neither
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outcome is likely to lead to overall increases in mean teacher effectiveness across schools and
districts.
Student Disadvantage and Bias
Student background is modeled in the present study as a single composite variable (𝑋𝑖 )
while true student advantage or disadvantage is determined by the complex interaction of several
constructs, both observable and unobservable. Relevant student factors might include family
income and available resources, the availability of family members and friends of family to
support student learning outside of school, student disability, student proficiency in the language
of instruction, student nutrition and food security, student safety and supervision outside of
school, access to books and computers, student motivation and aspirations, expectations held for
the student by family and community, and any of a myriad of other factors that affect individual
students which are largely outside the control of school personnel (Berliner, 2009, 2013a, 2014;
Ishii & Rivkin, 2009; Kennedy, 2010; Klees, 2016a; Lockwood & McCaffrey, 2009). It is
reasonable to expect that most, if not all, student factors affect students differently; that these
factors each represent a continuum of effects on student achievement, rather than fixed effects
which apply homogenously to all students who share them. In school, district, and state
databases, however, student factors tend to be represented as categorical rather than continuous
data. Several students may be identified in state data systems as English learners using
dichotomous or even ordinal variables, when student proficiency with English may be more
accurately represented by four continuous variables; one each for listening comprehension,
reading comprehension, spoken communication, and written communication (see WIDA, n.d.).
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Although student socioeconomic status represents a broad continuum of household income and
access to resources, state data systems frequently only record student qualification for free or
reduced price lunch programs, a categorical variable generally considered to be a poor proxy for
poverty (T. Snyder & Musu-Gillette, 2015).
When researchers and analysts use categorical variables in place of relevant continuous
variables (even when there is no other option, as the continuous data is not available), they lose
access to informative variance. Imagine that 𝐴 and 𝐵 are continuous variables with a strong
linear relationship. If 𝐴 is transformed into an ordinal variable, 𝐴∗ , with five equal interval
categories (i.e., 𝐴1∗ through 𝐴∗5 ), then the same strong linear relationship can be observed between
the levels of 𝐴∗ and 𝐵. Any statistical procedure used to analyze that relationship, however, must
necessarily produce the same parameter estimate for all members of each level of 𝐴∗ , regardless
of the corresponding value of 𝐴 for the data point in question. However, one record with a value
of 𝐴 that falls immediately prior to the cutoff may be assigned to 𝐴1∗ , while another record with a
value of 𝐴 that falls immediately after the cutoff is assigned to 𝐴∗2 . As a result, analyses of 𝐴∗
and 𝐵 would estimate a larger difference (perhaps even a significant difference) between the two
records along variable 𝐵 corresponding to the gap in the estimates of 𝐴1∗ and 𝐴∗2 , when there may
actually be very little difference at all. The statistical results would be considerably more
misleading, as well, if the intervals of 𝐴∗ are not of equal size, if the relationship between 𝐴 and
𝐵 is curvilinear, or if both of these are true.
The present study reflects the use of categorical variables to represent continuous factors,
which is common in educational data systems, by determining the value of 𝐴𝑖 and 𝐷𝑖 for student
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i through comparison of the value of 𝑋𝑖 to predetermined cutoffs (𝑋𝐴𝑑𝑣 and 𝑋𝐷𝑖𝑠𝑎𝑑𝑣 ). It is
possible, however, that the present study over-simplifies the multitude of variables associated
with student background factors through the use of a single composite variable. In particular,
several students may be identified in more than one category of disadvantage (see de Valenzuela,
Copeland, Qi, & Park, 2006; Oakes & Lipton, 2007). Although the use of categorical variables
is necessarily less precise than the use of the continuous variables from which they are derived,
the co-occurrence of disadvantage labels for students with low academic achievement provides
multiple parameters to which that variance can be applied. As a result, the use of multiple
imprecise categorical variables in VAMs may be more accurate than the present study’s use of a
single imprecise categorical variable. In the present study, all students who fall below the
𝑋𝐷𝑖𝑠𝑎𝑑𝑣 cutoff receive the same estimated effect on academic achievement, regardless of how far
below that cutoff they fall. In applied settings, a student who is identified as an English learner,
having a specific learning disability, who qualifies for free lunch, and has been retained, has at
least four imprecise categorical variables with which his or her actual academic disadvantage
may be estimated. These additional approximations for each student may increase the overall
accuracy of the covariate adjustment VAMs which use them, which in turn suggests that the
design of the present study may have favored the EVAAS MRM (M1) by reducing the accuracy
of the adjustments made by M2 (the covariate adjustment model).
Notably, although the observed bias is small to negligible, the VAM scores in the present
study for the EVAAS MRM (M1) are biased in the opposite direction than bias observed with the
SAS® EVAAS® in practice (Amrein-Beardsley, 2008; Amrein-Beardsley & Collins, 2012;
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Schochet & Chiang, 2013). It is possible that the many simplifying assumptions of the present
study created data for which M1 could adequately control. In the complex practical settings of
schools and classrooms, the many interrelated student, family, and community factors (both
observable and unobservable) which influence academic achievement interact and combine
effects in manner that is not captured by the simulations used in this study. It remains unclear,
however, whether the inclusion of all available categorical approximations of relevant,
observable, continuous variables is sufficient to remove bias associated with the influence of
relevant, unobservable variables (see Amrein-Beardsley, 2014, Chap. 7 for a discussion), but bias
is still observed in practical use of VAMs (Guarino, Maxfield, et al., 2015; Guarino, Reckase, &
Wooldridge, 2015; Kupermintz, 2003; Newton, et al., 2010; Rothstein, 2009, 2010).
Concluding Remarks
The findings of the present study suggest that peer effects and nonrandom assignment of
students and teachers pose potentially serious problems for the estimation of teacher
effectiveness and rank ordering of teachers using VAMs. Although measures can be taken to
minimize the impact of these problems, none of the simulated conditions brought the
performance of the studied VAMs within acceptable limits. More research is necessary to
determine the impact of multiple, simultaneous violations of VAM assumptions, as well the
complications caused by the simultaneous use of multiple, contradictory assignment strategies
between schools. Further research is also necessary to determine the impact of several
simultaneous, non-linear, heterogeneous peer effects on VAM accuracy.
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The literatures reviewed for the present study make several recommendations for model
selection, as well as policy and practice which could improve model performance. The most
common recommendation in the literature appears to be to randomly assign students and teachers
to classrooms (Castellano, et al., 2014; Guarino, Reckase, Stacy, et al., 2015; Guarino, Reckase,
& Wooldridge, 2015; see also Clotfelter, Ladd, & Vigdor, 2006; Everson, et al., 2013; Reardon &
Raudenbush, 2009). The findings of the present study lend additional support to these
recommendations, as neither model approached the standard of misclassifying fewer than 5% of
teachers except under the conditions of RQ1, in which all VAM assumptions were met (including
random assignment). Though such recommendations have appeared in scholarly literature a
decade or more, Dieterle, et al. (2015) finds evidence of substantial nonrandom sorting of
students, and the principals who participated in the Paufler and Amrein-Beardsley (2014) study
report using a variety of nonrandom assignment techniques. Leaders also often report using their
particular nonrandom assignment techniques for the perceived benefit of students (see Paufler &
Amrein-Beardsley, 2014). Even if school and district leaders saw benefit in random assignment
and wanted to randomly assign students, it is unclear whether such assignment practices are
feasible, let alone possible. This may be particularly true in secondary schools, in which it is not
uncommon to offer remedial, regular, honors, AP, and dual-enrollment sections of the same
course, and in which students’ selections of certain elective courses can create further
intractabilities in student schedules. When systematically similar subgroups of students require
the same cluster of courses, but not enough students require those courses to create sections of
each class throughout the school day, random assignment may simply be impossible. In
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addition, the very practice of offering leveled classes creates classes of students with
systematically similar prior achievement, making random assignment within schools moot.
Finally, a longitudinal data set recently compiled and made public by researchers at Stanford’s
Center for Education Policy Analysis (see http://cepa.stanford.edu/seda/overview) makes it
possible to explore systematic differences both within and between districts. Preliminary
analysis of this data set suggests that random assignment within districts may also be moot, since
systematic differences observed between districts are systematically related to academic
achievement, as well (Rabinovitz, 2016).
Further studies which demonstrate the superiority of one model over another under
specified conditions, or which recommend designed methods to improve the accuracy of VAMs,
may not offer further benefit to school and district leaders if the recommendations are either
impossible to implement or are not perceived to benefit students more than the methods they
currently use. Perhaps a different paradigm could be helpful to educational leaders and the
communities that they serve when it comes to the recommendation and selection of evaluation
methods and accountability measures. Suppose that concerned stakeholders (such as school and
district leaders, teachers, parents, and members of the community) were able to decide together
on the goals of evaluation and accountability policies they wish to implement, and were to
further agree upon the maximum levels of classification error or bias that they are willing to
accept in order to achieve the desired goals. Further suppose that these stakeholders agreed on
which current policies and practices they were willing to consider changing and which they are
not, as well as which new policies and practices they are willing to consider implementing, and
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which they are not. As part of such an open dialogue, with the ultimate good of the community
and its goals at the center, educational researchers, analysts, methodologists, or outside agencies
could engage with the community to conduct a priori analyses of the evaluation and
accountability methods considered. Rather than investigating which models and methods
perform better under certain conditions, or investigating under which conditions a particular
model or method performs best, experts could help communities determine which models or
methods accomplish their unique goals, within their unique context, at a cost that is acceptable to
them.

180

REFERENCES
Abdulkadiroğlu, A., Angrist, J., & Pathak, P. (2014). The elite illusion: Achievement effects at
Boston and New York exam schools. Econometrica, 82(1), 137-196. doi:
10.3982/ECTA10266
Allen, M. J., & Yen, W. M. (1979). Introduction to measurement theory. Monterey, Calif:
Brooks/Cole Pub. Co.
American Educational Research Association. (2015). AERA Statement on Use of Value-Added
Models (VAM) for the Evaluation of Educators and Educator Preparation Programs.
Educational Researcher. doi: 10.3102/0013189x15618385
American Educational Research Association, American Psychological Association, & National
Council on Measurement in Education. (2014). Standards for educational and
psychological testing. Washington, DC: American Educational Research Association.
American Institutes for Research. (2011). Recommendations of the Florida Student Growth
Implementation Committee. American Institutes for Research. Washington, DC.
Retrieved from http://www.fldoe.org/teaching/performance-evaluation/studentgrowth.stml
American Institutes for Research. (2016). Value-Added and Student Growth Measures.
Retrieved May 21, 2016, from http://www.air.org/service/value-added-student-growthmeasure-services
American Psychological Association. (2010). Publication manual of the American Psychological
Association (6th ed.). Washington, DC: American Psychological Association.
American Recovery and Reinvestment Act of 2009, Pub. L. No. 111-5, 123 § 115 (2009).
American Statistical Association. (2014). ASA statement on using value-added models for
educational assessment. Alexandria, VA. Retrieved from
http://www.amstat.org/policy/pdfs/ASA_VAM_Statement.pdf
Ammermueller, A., & Pischke, J.-S. (2009). Peer Effects in European Primary Schools: Evidence
from the Progress in International Reading Literacy Study. Journal of Labor Economics,
27(3), 315-348.
Amrein-Beardsley, A. (2008). Methodological Concerns about the Education Value-Added
Assessment System. Educational Researcher, 37(2), 65-75. doi: 10.2307/30137966
181

Amrein-Beardsley, A. (2014). Rethinking value-added models in education: Critical perspectives
on tests and assessment-based accountability (Kindle ed.). New York, NY: Routledge.
Amrein-Beardsley, A., & Collins, C. (2012). The SAS Education Value-Added Assessment
System (SAS[R] EVAAS[R]) in the Houston Independent School District (HISD):
Intended and unintended consequences. Education Policy Analysis Archives, 20(12).
Baker, B. D., Oluwole, J. O., & Green Iii, P. C. (2013). The Legal Consequences of Mandating
High Stakes Decisions Based on Low Quality Information: Teacher Evaluation in the
Race-to-the-Top Era. Education Policy Analysis Archives, 21(5). doi:
10.14507/epaa.v21n5.2013
Baker, E. L., Barton, P. E., Darling-Hammond, L., Haertel, E., Ladd, H. F., Linn, R. L., . . .
Economic Policy Institute. (2010). Problems with the Use of Student Test Scores to
Evaluate Teachers. EPI Briefing Paper #278: Economic Policy Institute.
Ballantyne, K. G., Sanderman, A. R., & Levy, J. (2008). Educating English language learners:
Building teacher capacity. Washington, DC: National Clearinghouse for English
Language Acquisition Retrieved from http://www.ncela.us/publications.
Ballou, D., Sanders, W., & Wright, P. (2004). Controlling for Student Background in ValueAdded Assessment of Teachers. Journal of Educational and Behavioral Statistics, 29(1),
37-65. doi: 10.2307/3701306
Barlevy, G., & Neal, D. (2012). Pay for Percentile. The American Economic Review, 102(5),
1805-1831. doi: 10.2307/41724606
Berliner, D. C. (2009). Are Teachers Responsible for Low Achievement by Poor Students?
Kappa Delta Pi Record, 46(1), 18-21.
Berliner, D. C. (2013a). Effects of Inequality and Poverty vs. Teachers and Schooling on
America's Youth. Teachers College Record, 115(12).
Berliner, D. C. (2013b). Problems with Value-Added Evaluations of Teachers? Let Me Count the
Ways! Teacher Educator, 48(4), 235-243.
Berliner, D. C. (2014). Exogenous variables and value-added assessments: A fatal flaw. Teachers
College Record, 116(1).
Betebenner, D. (2009). Norm- and Criterion-Referenced Student Growth. Educational
Measurement: Issues and Practice, 28(4), 42-51.
182

Board of Regents of the University of Wisconsin System. (2011). Student Growth Measures.
Retrieved May 21, 2016, from http://varc.wceruw.org/what-we-do/growth-measures.aspx
Boyd, D., Hamilton, L., Loeb, S., & Wyckoff, J. (2013). Measuring Test Measurement Error: A
General Approach. Journal of Educational and Behavioral Statistics, 38(6), 629-663. doi:
10.2307/41999414
Braun, H. I. (2005). Using Student Progress to Evaluate Teachers: A Primer on Value-Added
Models. Policy Information Perspective. Educational Testing Service. Retrieved from
http://www.ets.org/research/policy_research_reports/publications/report/2005/cxje
Briggs, D. C., & Domingue, B. (2013). The Gains From Vertical Scaling. Journal of Educational
and Behavioral Statistics, 38(6), 551-576. doi: 10.2307/41999411
Burke, M. A., & Sass, T. R. (2013). Classroom Peer Effects and Student Achievement. Journal of
Labor Economics, 31(1), 51-82.
Castellano, K. E., & Ho, A. D. (2013). A Practitioner's Guide to Growth Models. Council of
Chief State School Officers. Retrieved from
http://www.ccsso.org/Resources/Publications/A_Practitioners_Guide_to_Growth_Models
.html
Castellano, K. E., Rabe-Hesketh, S., & Skrondal, A. (2014). Composition, context, and
endogeneity in school and teacher comparisons. Journal of Educational and Behavioral
Statistics, 39(5), 333-367.
Chetty, R., Friedman, J. N., & Rockoff, J. E. (2012). Great Teaching. Education Next, 12(3), 5868.
Chetty, R., Friedman, J. N., & Rockoff, J. E. (2014a). Measuring the Impacts of Teachers I:
Evaluating Bias in Teacher Value-Added Estimates†. American Economic Review,
104(9), 2593-2632. doi: 10.1257/aer.104.9.2593
Chetty, R., Friedman, J. N., & Rockoff, J. E. (2014b). Measuring the Impacts of Teachers II:
Teacher Value-Added and Student Outcomes in Adulthood†. American Economic Review,
104(9), 2633-2679. doi: 10.1257/aer.104.9.2633
Clotfelter, C. T., Ladd, H. F., & Vigdor, J. L. (2006). Teacher-Student Matching and the
Assessment of Teacher Effectiveness. The Journal of Human Resources, 41(4), 778-820.
doi: 10.2307/40057291

183

Cochran-Smith, M., Feiman-Nemser, S., McIntyre, D. J., & Demers, K. E. (Eds.). (2008).
Handbook of Research on Teacher Education: Enduring Questions in Changing Contexts
(3rd ed.). New York, NY: Routledge.
Cochran-Smith, M., & Zeichner, K. M. (Eds.). (2005). Studying teacher education: The report of
the AERA Panel on Research and Teacher Education. Mahwah, N.J.: Lawrence Erlbaum
Associates.
Cohen, J. (1988). Statistical power analysis for the behavioral sciences. Hillsdale, N.J.: L.
Erlbaum Associates.
Cole, R., Haimson, J., Perez-Johnson, I., May, H., National Center for Education, E., &
Regional, A. (2011). Variability in Pretest-Posttest Correlation Coefficients by Student
Achievement Level. NCEE 2011-4033: National Center for Education Evaluation and
Regional Assistance.
Coleman, J. S., Campbell, E. Q., Hobson, C. J., McPartland, J., Mood, A. M., Weinfeld, F. D., &
York, R. L. (1966). Equality of educational opportunity. Washington, D.C.: US
Department of Health, Education & Welfare Retrieved from
http://eric.ed.gov/?id=ED012275.
Collins, C., & Amrein-Beardsley, A. (2014). Putting Growth and Value-Added Models on the
Map: A National Overview. Teachers College Record, 116(1).
Creswell, J. W. (2007). Qualitative inquiry and research design: Choosing among five traditions
(2nd ed.). Thousand Oaks, CA: SAGE Publications.
Creswell, J. W. (2012). Educational Research: Planning, Conducting, and Evaluating
Quantitative and Qualitative Research (4th ed.). New York, NY: Pearson.
Creswell, J. W., & Miller, D. L. (2000). Determining validity in qualitative inquiry. Theory into
Practice, 39(3), 124-130. doi: 10.1207/s15430421tip3903_2
Crocker, L. M., & Algina, J. (1986). Introduction to classical and modern test theory. New York:
Holt, Rinehart, and Winston.
Darling-Hammond, L. (2004). Standards, Accountability, and School Reform. Teachers College
Record, 106(6), 1047-1085.
Darling-Hammond, L., Amrein-Beardsley, A., Haertel, E., & Rothstein, J. (2012). Evaluating
Teacher Evaluation. Phi Delta Kappan, 93(6), 8-15.

184

Darling-Hammond, L., Wise, A. E., & Pease, S. R. (1983). Teacher evaluation in the
organizational context: A review of the literature. Review of Educational Research, 53(3),
285-328. doi: 10.2307/1170367
Dieterle, S., Guarino, C. M., Reckase, M. D., & Wooldridge, J. M. (2015). How do principals
assign students to teachers? Finding evidence in administrative data and the implications
for value added. Journal of Policy Analysis & Management, 34(1), 32-58. doi:
10.1002/pam.21781
EBSCOhost. (n.d.). Wildcard and Truncation Symbols. Retrieved May 21, 2016, from
http://support.ebsco.com/help/index.php?help_id=137
Ehlert, M., Koedel, C., Parsons, E., & Podgursky, M. (2013). Selecting Growth Measures for
School and Teacher Evaluations: Should Proportionality Matter? Working Paper 80.
National Center for Analysis of Longitudinal Data in Education Research. Washington,
DC. Retrieved from http://www.caldercenter.org/publications
Everson, K. C., Feinauer, E., & Sudweeks, R. R. (2013). Rethinking Teacher Evaluation: A
Conversation about Statistical Inferences and Value-Added Models. Harvard Educational
Review, 83(2), 349-370.
Fan, X., Felsovalyi, A., Sivo, S. A., & Keenan, S. C. (2002). SAS® for Monte Carlo studies: A
guide for quantitative researchers. Cary, N.C: SAS Institute.
Field, A. (2009). Discovering statistics using SPSS: (And sex and drugs and rock 'n' roll) (3rd
ed.). Washington, DC: Sage.
Florida State Board of Education. (2002). Special Instructional Programs for Students who are
Gifted. (FL Rule 6A-6.03019). Retrieved from
https://www.flrules.org/gateway/ruleno.asp?id=6A-6.03019&Section=0
Friesen, J., & Krauth, B. (2010). Sorting, peers, and achievement of Aboriginal students in
British Columbia. Canadian Journal of Economics, 43(4), 1273-1301. doi:
10.1111/j.1540-5982.2010.01614.x
Friesen, J., & Krauth, B. (2011). Ethnic enclaves in the classroom. Labour Economics, 18(5),
656-663. doi: 10.1016/j.labeco.2011.01.005
Goldhaber, D., Brewer, D. J., & Anderson, D. J. (1999). A Three-way Error Components
Analysis of Educational Productivity. Education Economics, 7(3), 199.

185

Goldhaber, D., Cowan, J., & Walch, J. (2013). Is a good elementary teacher always good?
Assessing teacher performance estimates across subjects. Economics of Education
Review, 36, 216-228. doi: 10.1016/j.econedurev.2013.06.010
Goldhaber, D., & Hansen, M. (2010). Using Performance on the Job to Inform Teacher Tenure
Decisions. The American Economic Review, 100(2), 250-255. doi: 10.2307/27804999
Goldhaber, D., & Startz, R. (2015). On the Distribution of Worker Productivity: The Case of
Teacher Effectiveness and Student Achievement. Retrieved from
http://www.econ.ucsb.edu/~startz/TQ%20Distribution.pdf
Goldhaber, D., & Theobald, R. (2012). Do different value-added models tell us the same things?
Knowledge Brief 4. Carnegie Knowledge Network. Retrieved from
http://carnegieknowledgenetwork.org/briefs/value-added/different-growth-models/
Good, T. L. (2014). What do we know about how teachers influence student performance on
standardized tests: And why do we know so little about other student outcomes? Teachers
College Record, 116(1), 1-22.
Grossman, P., Cohen, J., Ronfeldt, M., & Brown, L. (2014). The test matters: The relationship
between classroom observation scores and teacher value added on multiple types of
assessment. Educational Researcher, 43(6), 293-303.
Guarino, C. M., Maxfield, M., Reckase, M. D., Thompson, P. N., & Wooldridge, J. M. (2015).
An evaluation of empirical Bayes's estimation of value-added teacher performance
measures. Journal of Educational and Behavioral Statistics, 40(2), 190-222.
Guarino, C. M., Reckase, M. D., Stacy, B. W., & Wooldridge, J. M. (2015). Evaluating
specification tests in the context of value-added estimation. Journal of Research on
Educational Effectiveness, 8(1), 35-59.
Guarino, C. M., Reckase, M. D., & Wooldridge, J. M. (2012). Can Value-Added Measures of
Teacher Education Performance Be Trusted? (Working Paper No. 18). Retrieved from
http://education.msu.edu/epc/library/working-papers.asp
Guarino, C. M., Reckase, M. D., & Wooldridge, J. M. (2015). Can Value-Added Measures of
Teacher Performance Be Trusted? Education Finance and Policy, 10(1), 117-156.
Haertel, E. H. (2013). Reliability and validity of inferences about teachers based on student test
scores. Paper presented at the William H. Angoff Memorial Lecture, Washington, DC.
Report retrieved from http://www.ets.org/Media/Research/pdf/PICANG14.pdf

186

Hanushek, E. A., Kain, J. F., Markman, J. M., & Rivkin, S. G. (2003). Does Peer Ability Affect
Student Achievement? Journal of Applied Econometrics, 18(5), 527-544. doi:
10.2307/30035354
Hanushek, E. A., & Rivkin, S. G. (2010). Generalizations about Using Value-Added Measures of
Teacher Quality. [Article]. American Economic Review, 100(2), 267-271. doi:
10.1257/aer.100.2.267
Hattie, J. (2009). Visible learning: A synthesis of over 800 meta-analyses relating to achievement
(Kindle ed.). New York: Routledge.
Heilig, J. V., & Darling-Hammond, L. (2008). Accountability Texas-Style: The Progress and
Learning of Urban Minority Students in a High-Stakes Testing Context. Educational
Evaluation and Policy Analysis, 30(2), 75-110. doi: 10.2307/30128056
Henry, G. T., & Rickman, D. K. (2007). Do Peers Influence Children's Skill Development in
Preschool? Economics of Education Review, 26(1), 100-112.
Hill, H. C. (2009). Evaluating value-added models: A validity argument approach. Journal of
Policy Analysis & Management, 28(4), 700-709.
Hill, H. C., Kapitula, L., & Umland, K. (2011). A Validity Argument Approach to Evaluating
Teacher Value-Added Scores. American Educational Research Journal, 48(3), 794-831.
doi: 10.2307/27975308
Horoi, I., & Ost, B. (2015). Disruptive peers and the estimation of teacher value added.
Economics of Education Review, 49, 180-192. doi: 10.1016/j.econedurev.2015.10.002
Hoxby, C. M. (2000). Peer effects in the classroom: Learning from gender and race variation.
NBER Working Paper 7867. National Bureau of Economic Research,. Cambridge, MA.
Retrieved from http://www.nber.org/papers/w7867
Hoxby, C. M., & Weingarth, G. (2005). Taking race out of the equation: School reassignment
and the structure of peer effects. Retrieved from
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.472.2561
Ishii, J., & Rivkin, S. G. (2009). Impediments to the estimation of teacher value added.
Education Finance and Policy, 4(4), 520-536.
Jackson, C. K. (2013). Can higher-achieving peers explain the benefits to attending selective
schools? Evidence from Trinidad and Tobago. Journal of Public Economics, 108, 63-77.
doi: 10.1016/j.jpubeco.2013.09.007
187

Jacob, B. A. (2011). Do Principals Fire the Worst Teachers? Educational Evaluation and Policy
Analysis, 33(4), 403-434. doi: 10.2307/41413065
Kane, M. T. (2013). Validating the Interpretations and Uses of Test Scores. Journal of
Educational Measurement, 50(1), 1-73. doi: 10.2307/23353796
Kane, T. J., & Staiger, D. O. (2002). The Promise and Pitfalls of Using Imprecise School
Accountability Measures. The Journal of Economic Perspectives, 16(4), 91-114. doi:
10.2307/3216916
Kennedy, M. M. (2010). Attribution Error and the Quest for Teacher Quality. Educational
Researcher, 39(8), 591-598.
Klees, S. J. (2016a). Inferences from regression analysis: Are they valid? Real-World Economics
Review, 74, 85-97.
Klees, S. J. (2016b). VAMs Are Never “Accurate, Reliable, and Valid”. Educational Researcher,
45(4), 267. doi: 10.3102/0013189x16651081
Koedel, C., & Betts, J. R. (2011). Does Student Sorting Invalidate Value-Added Models of
Teacher Effectiveness? An Extended Analysis of the Rothstein Critique. Education
Finance and Policy, 6(1), 18-42.
Koedel, C., Mihaly, K., & Rockoff, J. E. (2015). Value-added modeling: A review. Economics of
Education Review, 47, 180-195. doi: 10.1016/j.econedurev.2015.01.006
Konstantopoulos, S. (2014). Teacher Effects, Value-Added Models, and Accountability. Teachers
College Record, 116(1).
Konstantopoulos, S., & Chung, V. (2011). The persistence of teacher effects in elementary
grades. American Educational Research Journal, 48(2), 361-386. doi:
10.3102/0002831210382888
Kramarz, F., Machin, S., & Ouazad, A. (2009). What makes a test score? The respective
contributions of pupils, schools and peers in achievement in English primary education.
CEE DP 102: Centre for the Economics of Education.
Kupermintz, H. (2003). Teacher Effects and Teacher Effectiveness: A Validity Investigation of
the Tennessee Value Added Assessment System. Educational Evaluation and Policy
Analysis, 25(3), 287-298. doi: 10.2307/3699496

188

Lavery, M. R., Holloway-Libell, J., Amrein-Beardsley, A., Pivovarova, M., & Hahs-Vaughn, D.
(2016). Evaluating the Validity Evidence Surrounding the Use of Standardized Test
Scores for Teacher Evaluation/Accountability. Paper presented at the American
Educational Research Association Annual Meeting, Washington, DC. Available at
http://www.mattlavery.com/2016/05/29/evaluating-the-validity-evidence/
Lavigne, A. L. (2014). Exploring the Intended and Unintended Consequences of High-Stakes
Teacher Evaluation on Schools, Teachers, and Students. Teachers College Record, 116(1).
Lavy, V., & Schlosser, A. (2011). Mechanisms and Impacts of Gender Peer Effects at School.
American Economic Journal: Applied Economics, 3(2), 1-33.
Lavy, V., Silva, O., & Weinhardt, F. (2012). The Good, the Bad, and the Average: Evidence on
Ability Peer Effects in Schools. Journal of Labor Economics, 30(2), 367-414.
Lazear, E. P. (2001). Educational Production. The Quarterly Journal of Economics, 116(3), 777803. doi: 10.1162/00335530152466232
Levin, J. (2001). For whom the reductions count: A quantile regression analysis of class size and
peer effects on scholastic achievement. Empirical Economics, 26(1), 221.
Littell, R. C., Pendergast, J., & Natarajan, R. (2000). Modelling covariance structure in the
analysis of repeated measures data. Statistics in Medicine, 19(13), 1793-1819. doi:
10.1002/1097-0258(20000715)19:13<1793::AID-SIM482>3.0.CO;2-Q
Lockwood, J. R., Louis, T. A., & MaCaffrey, D. F. (2002). Uncertainty in rank estimation:
Implications for value-added modeling accountability systems. Journal of Educational
and Behavioral Statistics, 27(3), 255-270.
Lockwood, J. R., & McCaffrey, D. F. (2009). Exploring Student-Teacher Interactions in
Longitudinal Achievement Data. [Article]. Education Finance and Policy, 4(4), 439-467.
Lockwood, J. R., & McCaffrey, D. F. (2014). Correcting for Test Score Measurement Error in
ANCOVA Models for Estimating Treatment Effects. Journal of Educational and
Behavioral Statistics, 39(1), 22-52.
Lockwood, J. R., McCaffrey, D. F., Mariano, L. T., & Setodji, C. (2007). Bayesian Methods for
Scalable Multivariate Value-Added Assessment. Journal of Educational and Behavioral
Statistics, 32(2), 125-150. doi: 10.2307/20172075

189

Loeb, S., Soland, J., & Fox, L. (2014). Is a good teacher a good teacher for all? Comparing
value-added of teachers with their English learners and non-English learners. Educational
Evaluation and Policy Analysis, 36(4), 457-475.
Lord, F. M., & Novick, M. R. (1968). Statistical theories of mental test scores. Reading, MA:
Addison-Wesley.
Manski, C. F. (1993). Identification of Endogenous Social Effects: The Reflection Problem.
[Article]. Review of Economic Studies, 60(3), 531.
Martineau, J. A. (2006). Distorting Value Added: The Use of Longitudinal, Vertically Scaled
Student Achievement Data for Growth-Based, Value-Added Accountability. Journal of
Educational and Behavioral Statistics, 31(1), 35-62. doi: 10.2307/3701287
Mathematica Policy Research. (2016). Teacher and Principal Effectiveness. Retrieved May 21,
2016, from https://www.mathematica-mpr.com/our-focus-areas/education/teacher-andprincipal-effectiveness
McCaffrey, D. F., Lockwood, J. R., Koretz, D., Louis, T. A., & Hamilton, L. (2004). Models for
Value-Added Modeling of Teacher Effects. Journal of Educational and Behavioral
Statistics, 29(1), 67-101. doi: 10.2307/3701307
McEwan, P. J. (2003). Peer Effects on Student Achievement: Evidence from Chile. Economics of
Education Review, 22(2), 131-141.
Messick, S. (1989). Validity. In R. L. Linn (Ed.), Educational measurement (3rd ed., pp. 13-103).
New York, NY: Macmillan Publishing Co, Inc.
Messick, S. (1995). Validity of psychological assessment: Validation of inferences from persons'
responses and performances as scientific inquiry into score meaning. American
Psychologist, 50(9), 741-749. doi: 10.1037/0003-066x.50.9.741
Milner, H. R. (2007). Race, culture, and researcher positionality: Working through dangers seen,
unseen, and unforeseen. Educational Researcher, 36(7), 388-400. doi:
10.3102/0013189x07309471
National Association for Gifted Children. (2016). State definitions of giftedness. Retrieved July
8, 2016, from http://www.nagc.org/resources-publications/resources/definitionsgiftedness
National Center for Education Statistics. (2016a). Children and Youth With Disabilities.
Retrieved July 8, 2016, from http://nces.ed.gov/programs/coe/indicator_cgg.asp
190

National Center for Education Statistics. (2016b). English Language Learners in Public Schools.
Retrieved July 8, 2016, from http://nces.ed.gov/programs/coe/indicator_cgf.asp
National Center for Education Statistics. (2016c). Family Characteristics of School-Age
Children. Retrieved July 8, 2016, from
http://nces.ed.gov/programs/coe/indicator_cce.asp
Neidell, M., & Waldfogel, J. (2010). Cognitive and noncognitive peer effects in early education.
Review of Economics & Statistics, 92(3), 562-576.
Newton, X. A., Darling-Hammond, L., Haertel, E., & Thomas, E. (2010). Value-added modeling
of teacher effectiveness: An exploration of stability across models and contexts.
Education Policy Analysis Archives, 18(23).
No Child Left Behind Act of 2001, Pub. L. No. 107-110, 115 § 1425 (2002).
Nye, B., Konstantopoulos, S., & Hedges, L. V. (2004). How Large Are Teacher Effects?
Educational Evaluation and Policy Analysis, 26(3), 237-257. doi: 10.2307/3699577
Oakes, J. (2005). Keeping track: How schools structure inequality (2nd ed.). New Haven, Conn.:
Yale University Press.
Oakes, J., & Lipton, M. (2007). Teaching to change the world (3rd ed.). Boston: McGraw-Hill
Higher Education.
Ohio State Board of Education. (2008). Revised Operating Standards for Identifying and Serving
Gifted Students, Ohio Administrative Code 3301-51-15. Retrieved from
http://education.ohio.gov/Topics/Other-Resources/Gifted-Education/Rules-Regulationsand-Policies-for-Gifted-Educatio
Oliver, J. (Producer). (2015, May 3). Standardized Testing. Last Week Tonight with John Oliver.
Retrieved from https://youtu.be/J6lyURyVz7k
Papay, J. P. (2011). Different Tests, Different Answers: The Stability of Teacher Value-Added
Estimates across Outcome Measures. American Educational Research Journal, 48(1),
163-193.
Papay, J. P. (2012). Refocusing the Debate: Assessing the Purposes and Tools of Teacher
Evaluation. Harvard Educational Review, 82(1), 123-141.

191

Paufler, N. A., & Amrein-Beardsley, A. (2014). The random assignment of students into
elementary classrooms: Implications for value-added analyses and interpretations.
American Educational Research Journal, 51(2), 328-362.
Pittenger, B. F. (1917). Problems of teacher measurement. Journal of Educational Psychology,
8(2), 103-110. doi: 10.1037/h0072599
Polikoff, M. S., & Porter, A. C. (2014). Instructional alignment as a measure of teaching quality.
Educational Evaluation and Policy Analysis, 36(4), 399-416.
Rabinovitz, J. (2016, April 29, 2016). Local education inequities across U.S. revealed in new
Stanford data set, Stanford News. Retrieved from
http://news.stanford.edu/2016/04/29/local-education-inequities-across-u-s-revealed-newstanford-data-set/
Raudenbush, S. W. (2004). What Are Value-Added Models Estimating and What Does This
Imply for Statistical Practice? Journal of Educational and Behavioral Statistics, 29(1),
121-129.
Raudenbush, S. W., & Bryk, A. S. (2002). Hierarchical linear models: Applications and data
analysis methods (2nd ed.). Thousand Oaks: Sage Publications.
Raudenbush, S. W., & Willms, J. D. (1995). The estimation of school effects. Journal of
Educational and Behavioral Statistics, 20(4), 307-335. doi: 10.2307/1165304
Reardon, S. F., & Raudenbush, S. W. (2009). Assumptions of Value-Added Models for
Estimating School Effects. Education Finance and Policy, 4(4), 492-519.
Reckase, M. D. (2004). The Real World is More Complicated than We Would Like. Journal of
Educational and Behavioral Statistics, 29(1), 117-120.
Rose, R. A., Henry, G. T., & Lauen, D. L. (2012). Comparing Value-Added Models for
Estimating Individual Teacher Effects on a Statewide Basis: Simulations and Empirical
Analyses: Consortium for Educational Research and Evaluation–North Carolina.
Rothstein, J. (2009). Student sorting and bias in value-added estimation: Selection on
observables and unobservables. Education Finance and Policy, 4(4), 537-571.
Rothstein, J. (2010). Teacher Quality in Educational Production: Tracking, Decay, and Student
Achievement. The Quarterly Journal of Economics, 125(1), 175-214. doi:
10.2307/40506280

192

Rowan, B., Correnti, R., & Miller, R. J. (2002). What Large-Scale, Survey Research Tells Us
About Teacher Effects on Student Achievement: Insights from the "Prospects" Study of
Elementary Schools. Teachers College Record, 104(8), 1525-1567.
Rubin, D. B., Stuart, E. A., & Zanutto, E. L. (2004). A Potential Outcomes View of Value-Added
Assessment in Education. Journal of Educational and Behavioral Statistics, 29(1), 103116. doi: 10.2307/3701308
Sacerdote, B. (2011). Peer effects in education: How might they work, how big are they and how
much do we know thus far? In E. A. Hanushek, S. Machin & L. Woessmann (Eds.),
Handbook of the Economics of Education (Vol. 3, pp. 249-277). New York: Elsevier.
Sanders, W. L., & Horn, S. (1994). The tennessee value-added assessment system (TVAAS):
Mixed-model methodology in educational assessment. Journal of Personnel Evaluation
in Education, 8(3), 299-311. doi: 10.1007/BF00973726
Sanders, W. L., & Horn, S. P. (1998). Research Findings from the Tennessee Value-Added
Assessment System (TVAAS) Database: Implications for Educational Evaluation and
Research. Journal of Personnel Evaluation in Education, 12(3), 247-256. doi:
10.1023/a:1008067210518
Sanders, W. L., Saxton, A. M., & Horn, S. P. (1997). The Tennessee Value-Added Assessment
System: A quantitative, outcomes-based approach to educational assessment. In J.
Millman (Ed.), Grading Teachers, Grading Schools: Is Student Achievement a Valid
Evaluation Measure? (pp. 137-167). Thousand Oaks, CA: Corwin Press, Inc.
SAS Institute Inc. (2015). The MIXED procedure. Retrieved March 25, 2016, from
http://support.sas.com/documentation/cdl/en/statug/68162/HTML/default/viewer.htm#sta
tug_mixed_syntax13.htm
Schneeweis, N., & Winter-Ebmer, R. (2007). Peer effects in Austrian schools. [Article].
Empirical Economics, 32(2-3), 387-409. doi: 10.1007/s00181-006-0091-4
Schochet, P. Z., & Chiang, H. S. (2013). What Are Error Rates for Classifying Teacher and
School Performance Using Value-Added Models? Journal of Educational and Behavioral
Statistics, 38(2), 142-171. doi: 10.2307/41999418
Shepard, L. A. (2013). Validity for what purpose? Teachers College Record, 115(9).
Singer, J. D. (1998). Using SAS PROC MIXED to Fit Multilevel Models, Hierarchical Models,
and Individual Growth Models. Journal of Educational and Behavioral Statistics, 23(4),
323-355. doi: 10.2307/1165280
193

Singer, J. D., & Willett, J. B. (2003). Applied longitudinal data analysis: Modeling change and
event occurrence. New York, NY: Oxford University Press.
Snijders, T. A. B., & Bosker, R. J. (1999). Multilevel analysis: An introduction to basic and
advanced multilevel modeling. United Kingdom: Sage Publications.
Snyder, T., & Musu-Gillette, L. (2015, July 8). Free or reduced price lunch: A proxy for poverty?
Retrieved from http://nces.ed.gov/blogs/nces/post/free-or-reduced-price-lunch-a-proxyfor-poverty
Snyder, T. D., de Brey, C., & Dillow, S. A. (2016). Digest of Education Statistics 2014 (NCES
2016-006). National Center for Education Statistics, Institute of Educational Sciences,
U.S. Department of Education. Washington, DC.
Sund, K. (2009). Estimating peer effects in Swedish high school using school, teacher, and
student fixed effects. Economics of Education Review, 28(3), 329-336. doi:
10.1016/j.econedurev.2008.04.003
Tekwe, C. D., Carter, R. L., Ma, C.-X., Algina, J., Lucas, M. E., Roth, J., . . . Resnick, M. B.
(2004). An Empirical Comparison of Statistical Models for Value-Added Assessment of
School Performance. Journal of Educational and Behavioral Statistics, 29(1), 11-35. doi:
10.2307/3701305
The SAS Institute. (2015). Mixed Models Theory: SAS/STAT(R) 14.1 User's Guide, from
http://support.sas.com/documentation/cdl/en/statug/68162/HTML/default/viewer.htm#sta
tug_mixed_details01.htm
Veldman, D. J., & Brophy, J. E. (1974). Measuring teacher effects on pupil achievement. Journal
of Educational Psychology, 66(3), 319-324. doi: 10.1037/h0036500
Vogt, W. P., Gardner, D. C., & Haeffele, L. M. (2012). When to use what research design. New
York: Guilford Press.
West, B. T., Welch, K. B., & Galecki, A. T. (2007). Linear mixed models: A practical guide using
statistical software. New York, NY: Chapman & Hall/CRC.
Whitmore, D. (2005). Resource and Peer Impacts on Girls' Academic Achievement: Evidence
from a Randomized Experiment. The American Economic Review, 95(2), 199-203. doi:
10.2307/4132816

194

WIDA. (n.d.). WIDA MODEL Retrieved July 8, 2016, from
https://www.wida.us/assessment/MODEL/
Wilkinson, I. A. G. (2002). Introduction: Peer Influences on Learning--Where Are They?
International Journal of Educational Research, 37(5), 395-401.
Wilkinson, I. A. G., Hattie, J. A., Parr, J. M., Townsend, M. A. R., Fung, I., Ussher, C., . . .
Robinson, T. (2000). Influence of Peer Effects on Learning Outcomes: A Review of the
Literature.
Wright, P., White, J. T., Sanders, W. L., & Rivers, J. C. (2010). SAS® EVAAS® Statistical
Models. SAS Institute Inc. Cary, NC. Retrieved from
http://www.sas.com/resources/asset/SAS-EVAAS-Statistical-Models.pdf
Yeh, S. S. (2013). A reanalysis of the effects of teacher replacement using value-added modeling.
Teachers College Record, 115(12).
Zamarro, G., Engberg, J., Saavedra, J. E., & Steele, J. (2015). Disentangling Disadvantage: Can
We Distinguish Good Teaching from Classroom Composition? Journal of Research on
Educational Effectiveness, 8(1), 84-111.

195

