The goal of many studies in environmental epidemiology is to assess the relationship between chemical exposure and disease outcome. Often various assays can be used to measure a particular environmental exposure, with some assays being more invasive or expensive than others. Methods: We consider the situation in which 2 assays can be used to measure an environmental exposure. The first assay has measurement error and is subject to a lower detection limit (LOD), and the second assay has less measurement error and is not subject to a lower LOD. In this situation, the first assay is less invasive or less expensive and is measured in all study participants, whereas the second assay is more invasive or more expensive and is only measured in a subset of individuals. We develop a flexible class of regression models that incorporates both sets of assay measurements and allows for continuous or binary outcomes. We explore different design strategies for selecting the subset of patients in whom to measure the second assay. One design strategy is to measure the second more invasive or expensive assay only when the first assay is below LOD. We compare these designs with a simple design in which the second assay is measured in a random subset of patients without regard to the results of the first assay. Results: We develop estimation approaches for these regression models. We demonstrate through simulations that there are efficiency advantages of measuring the second assay in at least a fraction of cases in which the first assay is above LOD. We illustrate the methodology by using data from a study examining the effect of
B
iomarkers are commonly used as outcomes or measures of exposure. These biomarkers are obtained with assays that are known to have measurement error and known limits of detection (LOD). For some biomarkers, there are multiple assays measuring the same exposure, with one assay potentially being more invasive or more expensive than another. For example, in a recent study 1, 2 examining the relationship between polychlorinated biphenyl (PCB) environmental agents and the risk of endometriosis, serum measurements of numerous PCB congeners were obtained in all study participants before laparoscopic surgery to diagnosis endometriosis. In addition, in about 20% of participants, PCB exposure was measured from adipose tissue that was sampled during laparoscopic surgery. Assay measurements of PCB exposure obtained from adipose tissue are considered to have less measurement error than serum-based assays. A complicating factor is that the less invasive serum assays are subject to LODs, whereas assays measured from more invasive adipose tissue samples are not. The focus of this article is to propose new statistical models that incorporate exposure data measured from assays on the 2 different sample sources.
In the PCB exposure/endometriosis study, adipose tissue was sampled in the first 15 patients (of 79 total study participants). Aside from possible accrual effects, this can be viewed as a completely random sample. Alternative designs are possible in which the probability of measuring the tissue sample depends on the value of the serum-based assay. In this paper, we will compare designs in which we observe the tissue sample (1) only when the serum-based assay is outside detectable limits, (2) when the serum-based assay is outside detectable limits and with a fixed probability in other cases, and (3) completely at random. All these designs focus on the situation for which the sampling mechanism of the tissue sample is fixed by design. Namely, we could obtain the tissue sample in all patients, but choose not to, due to the fact that we wish to limit the proportion of patients who will undergo an invasive procedure.
This proposed methodology is closely related to the classic measurement error in covariates problem, where covariates are measured with error and repeated measurements of surrogates are available 3 ; the proposed model is a structural model in which a parametric model is assumed for the true covariate values (compared with a functional model in which the true covariates are assumed fixed or are assumed random with only minimal assumptions made about the distribution of the covariate). The methodology extends this framework by incorporating (1) LODs in the assays and (2) modeling systematic differences between the multiple assays.
The outline for the paper is as follows. In second section entitled "Modeling Framework," we propose a regression modeling approach that includes multiple linear regression and logistic regression for continuous and binary outcome variables, respectively. We analyze data from the PCB/ endometriosis study in "Example." Simulations evaluating the efficiency for different designs are presented in the fourth section on "Simulations: Evaluation of Designs." A discussion follows.
MODELING FRAMEWORK
We will assume that the measurements from 2 assays, denoted as X 1i * and X 2i * , have measurement error ␦ 1i and ␦ 2i , where the measurement errors have normal distributions with mean 0 and variance 1 2 and 2 2 , respectively. The value X 1i * will be from an inexpensive or noninvasive assay (serumbased assay in PCB/endometriosis study), whereas the value X 2i * will be from an expensive or invasive assay (tissue-based assay). For simplicity, these 2 assays will be described as the inexpensive and expensive assay, respectively. We assume that the means of X i1 * and X i2 * are ⌬(X i ) and X i , respectively, where X i is the "true" measurement without measurement error, and ⌬(X) is a function of X that characterizes the calibration between the 2 assay values. We assume that X i is normally distributed with mean x and variance x 2 . When ⌬(X) ϭ X ϩ ⌬, then both assays differ only by a scalar factor; in this case, both assay measurements are parallel to each other. Another function we consider is ⌬(X) ϭ ⌬ 0 ϩ ⌬ 1 X, where the functional relationship between the 2 assays has both a scalar and a multiplicative factor.
In this paper, we focus on the situation in which the initial assay is subject to a lower LOD, and the more refined expensive or invasive assay is not subject to an LOD. We assume that X 1i
where C is the lower LOD for the inexpensive assay. Although we refer to these limits as LOD, others have called these limits quantification limits.
Simple Linear Regression
The relationship between the underlying true biologic measurement X i and a continuous outcome variable Y i can be examined using the following simple linear regression model
where i is a residual error term that is assumed to be normally distributed with mean zero and variance 2 . We assume that i , ␦ 1i , ␦ 2i , and X i are all independent of each other.
When neither of the 2 assays is subject to LOD, the likelihood can be formulated by noting that ͑Y i , X i1 * , X i2 * ͒ is multivariate normal with mean _ and variance ͚ O , where ϭ (␤ 0 ϩ ␤ 1 x , E͓⌬(X)͔, x )Ј and where
where
The likelihood that we need to maximize to obtain maximum likelihood estimates of the model parameters is
* , X i2 * ͒. This likelihood was maximized using the quasi-Newton-Rhapson procedure in GAUSS. 4 When X i1 * is subject to an LOD, the appropriate likelihood to maximize is L ϭ ͟ iϭ1 This likelihood assumes that the second assay is performed at all measurements. In the PCB/endometriosis example, the second assay is more invasive and is only performed in a subset of patients. We consider the situation in which the initial assay is performed in all participants and the second assay is performed in only a subset of patients. Define Z i as an indicator of whether the second assay is performed in the ith patient (ie, the second assay is performed when Z i ϭ 1 and is not performed when Z i ϭ 0). This article considers the case in which the second assay could be observed in all patients, but we only perform the second assay in a subset of these patients due to cost or difficulty in performing this assay. For this type of "missing by design," the missing data mechanism is either missing completely at random (ie, we observe the second assay without regard to the results of the first assay) or missing at random (ie, the probability of measuring the second assay depends on the value of the first assay). Under a missing data mechanism in which the second assay is observed either completely at random or at random, the individual contribution of the likelihood can be written as
The likelihood corresponding to this design can be written as
) is bivariate normal, and therefore, X i1 * ͉ Y i has a normal distribution.
Polynomial Regression
The linear relationship between exposure and outcome may not be appropriate in certain applications. Equation (1) can be generalized to allow for a more flexible relationship between exposure and outcome,
where g may be a linear (g(
, where K is the number of knot points and c k , k ϭ 1, 2, . . ., K are the positions of the knot points). Unfortunately, unlike for the simple linear regression model presented previously, the joint distribution of ͑Y i , X i1 * , X i2 * ͒ does not have a multivariate normal distribution when the 2 assay measurements are not subject to LODs. However, the model parameters can be estimated by maximum likelihood by using (3) where
and
is a normal density with x and variance x 2 , P͑Y i ͉ X͒ is a normal density with mean ␤ 0 ϩ g(X) and variance 2 , P͑X 2i * ͉ X͒ is a normal density with mean X and variance ␦2 2 , and F͑X 1i * Ͻ C ͉ X͒ is a cumulative normal distribution function with mean ⌬(X) and variance ␦1 2 . We evaluated these integrals numerically by using a simple trapezoidal rule with 400 function values between Ϫ5 and 5. This approach worked well in simulations.
Logistic Regression
The model can be generalized to allow for a nonnormal outcome. We focus our attention on the case, where Y i is a binary random variable. We consider the logistic regression model,
As before, X i is measured with error using 2 assays ͑X i1 * and X i2 * ), both subject to measurement error and the first subject to a lower LOD. Maximum likelihood estimation follows using (3) and (5)- (8) with P͑Y i ͉ X͒ being the probability of either a positive or negative outcome with
Example
Louis et al 1 have recently associated PCB exposure (as measured by 62 individual PCB congeners) with the risk of endometriosis in 79 patients. Specifically, they showed a positive relationship between total PCB exposure measured by serum assays and the risk of endometriosis by using logistic regression. Regardless of whether a serum measurement was above or below the LOD, all measurements were used in the analysis. In addition to serum measurements used in their analysis, assays determined from adipose tissue were also available in a subset of 15 of the 79 patients. 2 Adipose tissue was collected in the first 15 patients during laparoscopic surgery. They also measured total lipids (using gravitational techniques) that, along with the presence or absence of endometriosis, will be used as outcome variables in our analyses. By using methodology proposed in this paper, we will incorporate assays from both serum and adipose tissue in this analysis.
For illustrative purposes, we focus on the PCB congener 153, which has 44% (35 of 79) of measurements below LODs (lower LOD ϭ 0.142). Figure 1 shows the distribution of all 79 log-transformed serum values (including values that are below the lower LODs, which is graphically demonstrated with a dark bar) for congener 153; the plot suggests that the data are approximately normal on the log-scale. Figure 1 also shows that the distribution of total lipids is approximately normally distributed on the log-scale. Figure 2 shows the relationship between log-transformed serum and adipose measurements for the 15 patients in whom both assays were measured. The figure demonstrates a strong positive relationship between the serum and adipose tissue assay values for this small group of participants (r ϭ 0.68, P ϭ .005).
Although the values were available from the serum assays, which were below LODs, we did not incorporate this information into the analysis (ie, the models discussed previously assume that values below LOD are not available for analysis). Table 1 shows the maximum likelihood estimates for model (1) where the dependent variable Y i is log-transformed total lipids, the independent variable X i is log-transformed PCB congener 153, and the relationship between the 2 assays is described by ⌬͑X͒ ϭ ⌬ 0 ϩ ⌬ 1 X. Due to the small sample sizes in this study (recall that only 15 adipose tissue assays were performed in 79 study partici- pants), a parametric bootstrap 5 with 800 bootstrap samples was performed for assessing the variability of the parameter estimates in this study. For many of the model parameters, histograms of the bootstrap estimates were not close to being normally distributed, so we present 95% confidence intervals (CIs) for each of the parameter estimates using the percentile method. The results in Table 1 show that the estimated trend is positive ͑␤ 1 ϭ 0.73͒ with the 95% CI being very close to excluding 0. Thus, there appears to be some evidence for a positive increase in log-transformed total lipids with increasing log-transformed PCB congener 153. The ␤ 1 coefficient can be interpreted as the average change in log-transformed total lipids per unit change in log-transformed PCB congener 153. A scale invariant quantity is the change in mean log-transformed total lipids from the first to the third quartile of log-transformed PCB congener 153 true values. This quantity is 2͑0.675͒␤ 1 ϫ x ϭ 2͑0.675͒͑0.726͒͑0.449͒ ϭ 0.44 with the 95% CI nearly excluding 0 (95% CI ϭ Ϫ0.02 to 0.92). The results in Table 1 also show that the measurement error for the initial serum assay is larger than that for the second assay that was performed with samples from adipose tissue. Further, the estimates of ⌬ 0 and ⌬ 1 suggest that the 2 assays can be calibrated by a constant shift (ie, ⌬ 1 is not significantly different from 1). We also fit a model in which the measurements below the lower LOD were used in the analysis (data not shown). The results showed similar estimates with slightly smaller 95% CIs to those presented in Table 1 . For example, ␤ 1 ϭ 0.60 (95% CI ϭ 0.00 -1.74) and the estimated change in the mean log-transformed total lipids from the first to the third quartile was 0.46 (0.00 -0.85). Thus, there appears to be a small increase in precision in incorporating the actual values of the serum assay when they are below LOD. In the next section, we will explore this in more details with simulations. Table 2 shows the maximum likelihood estimates for a simple logistic regression model (model ͓3͔) with the dependent variable Y i representing the occurrence of endometriosis during laparoscopic surgery and X i representing the logtransformed PCB congener 153 value. The results in Table 2 show a positive effect ͑␤ 1 ϭ 0.96͒ of log-transformed PCB congener 153 on the probability of endometriosis. However, this effect was not statistically different from zero (ie, 95% CI contained zero). The change in the log odds of endometriosis from the first to the third quartile of values of PCB congener 153 is 0.63 (95% CI ϭ Ϫ0.26 -2.08). As with the continuous total lipids outcome (Table 1) , the measurement error is substantially smaller for the adipose tissue assay compared with the serum assay. Also, estimates of ⌬ 0 and ⌬ 1 suggest that there is a near constant shift between the 2 assays.
In this study, the adipose tissue assays were performed in the first 15 patients in the study. An alternative design would have been to sample the adipose tissue with a probability depending on the value of the serum assay. For example, a design in which the adipose tissue assay is performed only when the initial serum assay is below LOD could be considered. We explore various designs with simulations in the next section.
SIMULATIONS: EVALUATION OF DESIGNS
We examine designs through simulations. Specifically, we compare designs in which (1) the second more precise assay is measured only when the first assay is below LOD, (2) the second more precise assay is measured when the first assay is below LOD and with probability P when the first assay is above LOD, and (3) when the second assay is measured completely at random (ie, without regard to the value of the initial assay). In the following subsections, we compare these designs for the different models previously discussed. All simulations presented were conducted with I ϭ 1000 to mimic asymptotic results for comparing different Simple Linear Regression Table 3 shows simulations under a simple linear model (model given by ͓1͔). The parameters were chosen such that (1) one-half the values of the initial assay were below LOD, (2) the measurement error for the first assay was 4 times that of the second assay, and (3) the calibration between the first assay and the second is specified by the linear function ⌬ 0 ϩ ⌬ 1 X. The columns corresponding to Design A show the mean (standard deviation ͓SD͔) of the parameter estimates for a design for which the second more precise assay is measured when the initial less precise assay is below LOD and with probability P when the initial assay is above LOD. The columns corresponding to Design B show the mean (SD) parameter estimates for a design in which the second assay is measured completely at random (without regard to the value of the initial assay) with probability P. A comparison of these 2 designs shows the efficiency advantage of Design A with P ϭ 0 compared with Design B with P ϭ .05 (note that both of these designs have the same overall 50% probability of measuring the second assay). For example, the relative efficiency for estimating ␤ 1 for Design B with P ϭ .05 compared with Design A with P ϭ 0 is 14.27 (ϭ ͓0.136/0.036͔ 2 ). Thus, designs in which we only observe the second more expensive assay when the first assay is below LOD are highly inefficient relative to sampling the second assay completely at random in a comparable proportion of participants. Table 3 also shows the large efficiency advantages of taking a small proportion of second-assay measurements when the first assay is above LOD compared with a design that only measures the second assay when the initial assay is below LOD. For example, there is a large efficiency gain in using Design A with P ϭ .05 compared with using Design A with P ϭ 0 (in this case, the relative efficiency for estimating ␤ 1 is (͓0.136/0.052͔ 2 ϭ 6.84). Although Design B is more efficient than Design A when the second assay is measured in a relatively small fraction of patients, both designs have similar efficiency when a larger proportion of second assays are sampled. For example, the relative efficiencies when using Design A with P ϭ .50 and Design B with P ϭ .75 are nearly identical (both these designs have the same overall 75% probability of measuring the second assay).
The assay measurements below the LOD are not incorporated in the approaches taken in this paper. We assume that those values are left censored at the lower LOD (in many cases, the values below LOD are not provided by the laboratory). In a simulation with the same true parameters sample size as those described in Table 3 and with the second assay measured completely at random in 50% of patients, we estimated the mean (SD) estimated parameter value for each of the 9 parameters (data not shown). There was only a moderate efficiency gain in incorporating these values. For example, the efficiency gain for estimating ␤ 1 was 27% (͓0.036/0.032͔
2 ) when, as in Table 3 , 50% of initial values were below LOD. The efficiency gain will be substantially smaller when there are fewer initial values that are below LOD.
The proposed methodology is completely parametric and inferences may be sensitive to these parametric assumptions. We examined the robustness of the methodology to normal assumption for X i and i with 2 simulations for Design A with P ϭ .50. First, we generated data as in Table  3 , with X i being generated as a t distribution with 3 degrees of freedom instead of the assumed normal distribution. Estimates of ␤ 0 and ␤ 1 were nearly unbiased with this moderate departure from normality (data not shown). Second, we generated data as in Table 3 , with i being a t distribution 
, and where i , ␦ 1i , ␦ 2i are normally distributed with mean 0 and variance 2 , ␦1 2 , and ␦2 2 . Further, X i is assumed to be normally distributed with mean x and variance x 2 . We assume that the first assay has a lower LOD of C ϭ 0 and the second assay has no LOD. We assume that I ϭ 1000 and that there are 1000 simulations. Columns 3-6 evaluate designs (Design A) in which the second assay is measured when the first assay is below LOD and with probability P when the first assay is above LOD. Columns 7-8 evaluate designs (Design B) in which the second assay is measured on a subset of participants completely at random with probability P. Means (SD) of parameter estimates are presented. with 3 degrees of freedom. Estimates of ␤ 0 and ␤ 1 were also nearly unbiased (data not shown). These results suggest that the methodology is robust to moderate departure from normality for the variance of the true covariate and for the residual variance in the simple linear regression. Table 4 shows simulations under a cubic model as described in the second section. As in Table 3 , we present simulation results for a design in which the second assay is measured when the first assay is below LOD and with probability P when the first assay is above LOD (Design A) and for a design in which the second assay is measured completely at random with probability P (Design B). In addition to presenting results for each model parameter, the table shows the mean change in Y from the first to the third quartile in X. The results demonstrate nearly unbiased estimation with a sample size of I ϭ 1000. Results are similar to those presented for the linear regression model in Table 3 . The simulation results demonstrate the advantage of performing at least a small fraction of second assays when the first assay is above LOD. For Design A with P ϭ .05 compared with P ϭ 0, the relative efficiency for estimating the change in the mean response from the first to the third quartile in X is 1.58 ((0.048/0.037) 2 ). There is a substantially less efficiency gain in performing a large fraction of second assays above LOD. Further, completely random verification is more efficient than only measuring the second assay when the initial assay is below LOD (eg, for estimating the mean response from the first to the third quartile, the efficiency of Design B with P ϭ .50 compared with Design A with P ϭ 0 is (͓0.048/0.028͔ 2 ϭ 2.94). As for simple linear regression model (Table 3) , Designs A and B provide more similar efficiency when a large proportion of second assays are sampled (eg, the efficiency of Design B with P ϭ .75 compared with Design A with P ϭ .50 is (͓0.025/0.028͔ 2 ϭ 0.80).
Polynomial Regression

Logistic Regression
This section examines the statistical properties of model (9) under different designs. Table 5 shows simulations for the logistic regression model under both Designs A and B with varying P. With the exception of ␦2 , which is lightly upwardly biased, the estimates are nearly unbiased with a sample size of I ϭ 1000. The bias in estimating ␦2 is reduced with larger sample sizes (data not shown). As in other simulations, the efficiency advantages of measuring the second more expensive assay on at least a subset of measurements when the initial assay is above LOD. Also, completely random verification is more efficient than only sampling when the initial assay is above LOD (compare Design B with P ϭ .50 to Design A with P ϭ 0).
DISCUSSION
This paper proposed methodology for estimating the regression relationship between exposure and outcome when the exposure variable is assessed by multiple assays that are potentially subject to detection limits. We developed models and evaluated designs for both continuous and binary outcome variables and considered the case in which the relationship between outcome and exposure followed a polynomial or smoothing spline relationship. The PCB/endometriosis study measured a serum assay in all study participants and the more definitive "gold standard" assay on only a subset of the total patients. In this study, the second gold standard assay was measured from adipose tissue sampled during laparos- 
, and where i , ␦ 1i , ␦ 2i are normally distributed with mean 0 and variance 2 , ␦1 2 and ␦2 2 . Further, X i is assumed to be normally distributed with mean x and variance x 2 . We assume that the first assay has a lower LOD of C ϭ 0 and the second assay has no LOD. We assume that I ϭ 1000 and that there are 1000 simulations. Design A is a design in which the second assay is measured when the first assay is below detection limits and with probability P otherwise. Design B is a design in which the second assay is measured completely at random with probability P. copy surgery and can be considered to be sampled completely at random. We explored the alternative design in which the second assay is performed when the first assay is below LOD and with probability P when the initial assay is above LOD. We found that the efficiency of a design in which the second assay is measured only when the initial assay is below LOD is substantially improved when only a small percentage of second assays are measured when the initial assay is above LOD. Additionally, designs in which we only observe the second assay when the first assay is below LOD is highly inefficient relative to sampling the second assay completely at random in a comparable proportion of patients.
In the PCB/endometriosis study, the second assay was an invasive, tissue-based assay, whereas the initial assay was a serum-based assay. In other settings, the second assay may be more expensive than the initial assay, and designs may be compared based on minimizing study costs. In these cases, rather than comparing relative efficiencies as was done in this paper, we can compare designs based on minimizing cost functions. Such an approach would require specifying the relative cost of the 2 assays, and could easy be implemented within the framework discussed in this paper.
For the PCB/endometriosis study, the serum assays were subject to LODs, whereas the gold standard adipose tissue assay was not subject to LOD. Thus, the model development and design considerations were for the situation in which the inexpensive/noninvasive assay measured in all individuals was subject to lower LOD, whereas the gold standard expensive/invasive assay measured on a subset of individuals was not subject to LOD. The model and simulations could be easily altered to allow for LOD on the second assay. Furthermore, the model could be easily altered additionally to allow for an upper LOD for the initial assay. Our investigation is focused on the situation where there are 2 assays. The methodology can easily be extended to incorporate more than 2 assays measuring a single exposure. We expect that the design results presented in this paper will be similar for these alternative formulations.
Most of the models presented in this article assume that values below LOD are not available and treat these values as being left censored. In many instances, values outside LODs are not reported by the laboratory or, for a particular assay, values below a certain limit cannot be quantified. However, as a general principle, these values should be collected when possible, and depending on the type of assay, should be used in the analysis. 6 For the PCB/endometriosis study, where the value of serum assay measurements below LOD were recorded, we were able to examine the advantages of using the actual measurements below the LOD rather than treating these values as left censored. We found small efficiency gains in incorporating these values in the analysis. Further, simulation studies confirmed these efficiency gains in situations in which the proportion of initial assays below LOD was sizable. In the analyses and simulations, we assumed that measurement error was constant and did not depend on the actual true measurement of the exposure variable. More complex models that allow for a measurement error process that depends on the true value may be more appropriate when we are analyzing actual measurements below LODs. 6 The development of such models is an area of future research.
We proposed models for cross-sectional data such as the PCB/endometriosis study in which single exposure and outcome measurements were obtained. These models could be extended to the longitudinal setting in which both exposure and outcome are measured longitudinally in time. Albert 7 proposed such a model when the outcome in a longitudinal study is measured with multiple assays. A similar model could be developed in which the exposure variable is measured with multiple assays. This is an area of future research.
This article focuses on the situation in which the second assay is missing by design. Namely, an investigator could measure the second assay in all study participants, but be- Simulation under the logistic regression model, logit P͑Y i ϭ 1͒ ϭ ␤ 0 ϩ ␤ 1 X i , where X 1i * ϭ ⌬ 0 ϩ ⌬ 1 X i ϩ ␦ 1i and X 2i * ϭ X i ϩ ␦ 2i , and where ␦ 1i and ␦ 2i are normally distributed with mean 0 and variance ␦1 2 and ␦2 2 . Further, X i is assumed to be normally distributed with mean x and variance x 2 We assume that the first assay has a lower LOD of C ϭ 0 and the second assay has no LOD. We assume that I ϭ 1000 and that there are 1000 simulations.
cause of cost or feasibility issues only performs the second assay in a subset of study participants. In other applications, investigators may attempt to measure the second assay in all participants, but may have missing data. For example, if the second assay requires a tissue specimen, then it may be missing when the tissue sample cannot be obtained due to the participants refusal to undergo the procedure or due to the surgeon failure to obtain the sample. If the reason for missing data mechanism is missing at random or missing completely at random, 8 then the proposed methodology is appropriate. However, if the probability of missing the second assay depends on the value of the second assay had it been observed (this type of missing data mechanism has been referred to as nonignorable missingness) then the methodology presented in this article may result in biased inference. Extensions of the models for nonignorable missingness is an area of future research.
