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1. INTR~D~JcTI~N 
We investigate certain pursuit and evasion “games” related to a maximin 
problem first considered by D. L. Khelendzheridze [I, 21 (see also [3, pp. 95- 
961). An “evader” starts out at time t = 0 from a given point &, in the 
euclidean n-space E,, and moves in accordance with the equation of motion 
where t, > 0 is fixed and u represents the evader’s control chosen from some 
given class 9 of “escape controls.” Simultaneously with the evader, a 
“swarm” of “pursuers” start out from a point r], and they move according 
to the equations of motion 
where each “pursuit control” z, from a given class Y yields a pursuit trajec- 
tory q( *, w). A function h : E,, x E,, -+ El is preassigned, with h(& , Q) > 0. 
If the evader chooses a control u E 6 and follows the corresponding trajectory 
f(*, U) then he “evades capture” before b if b E [0, tl] and h(f(t, u), T(t, v)) > 0 
for all t E [0, b] and v E V. (For example, if h(wl , ws) = 1 w1 - w2 I2 - a2 
then [(a, u) evades capture so long as he remains at a distance of at least 6 
from every pursuing r](*, v).) 
We may consider several related problems based on the above model. 
In Problem I, a closed set A, C En is given and the evader wishes to choose 
IL E 9 and b E [0, tI] so as to maximize b while insuring that [(b, u) E A, and 
he evades capture before b. In another problem, for a given function 
ho : En x En -+ El , the evader may seek to maximize infhO(f(1, , u), 
T(t, , v))(w E Y) while evading capture before tl . In fact, our methods lend 
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themselves to the study of several classes of problems related to those we have 
just described, and we mention some of these problems in Remark 2.4. 
We shall limit, however, our present investigations to Problem I which 
yields reasonably simple conclusions while exhibiting many features of more 
general problems. 
Our results can be roughly summarized as follows: if the class S of escape 
controls consists of “relaxed controls” then there exists, under fairly general 
conditions, an optimal escape control u and the corresponding trajectory 
f(*, U) can be uniformly approximated by a sequence {&*, z+)}E, , where the 
z+‘s are original (ordinary) controls. If ti is an optimal control, in either the 
class of relaxed controls or in the class of original controls, c(m) = f(., a) 
the corresponding trajectory, and 6 the corresponding maximum of b, then 
either (8, C) satisfies Pontryagin’s maximum principle (the Weierstrass 
E-condition) for t < 6, or b = 0, or 6 = t, , or certain precise relationships 
exist between @), the set A, and the set N of all the ~(6, V) for which 
h(@, a), ~(6, v)) = 0. (In the last two cases one can expect that there exist, 
in general, infinitely many optimal escape trajectories.) If, in particular, 
A, = En, 
h(w, 3 WJ = 1 WI - w2 12 - P for 6 < 0, 6# 0, 6#5, 
and N consists of one point only, then (6, P) satisfies the maximum principle 
for t < 6. 
2. A REFORMULATION OF THE PROBLEM. 
EXISTENCE AND NECESSARY CONDITIONS FOR PROBLEM I 
We find it convenient to slightly reformulate our problem. If we consider 
the functions e(s), u(e), q(e) and e)(e) w h en restricted to the interval [0, b], 
where b E (0, tJ, and if we set 
t = bT, ‘$4 = t*(T), U(bT) = u*(T), 
77w = T*(T), V(bT) = V*(T) (T E [o, 11)~ 
then there exists a one-to-one correspondence between triplets (6, u, b) and 
*, u*, b) and a similar correspondence between triplets (7, V, b) and 
1:*, v *, b). Furthermore, the equations (1.1) and (1.2) for t E [0, b] are 
equivalent to the equations 
df*(+T = bf(t*(T), u*(T)) a.e. in P, 11 (2.0.1) 
and 
&*(T)/dT = bf(T*(T), v*(T)) a.e. in [0, 11. (2.0.2) 
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For b = 0, there exists a trivial one-to-one correspondence between 4 and 
I*, respectively, 7 and T*. Problem I is thus equivalent to that of determining 
the maximum value of b in [0, tr] for which there exists an admissible control 
u* and an absolutely continuous t* satisfying Eq. (2.0.1) and with f*(O) = & 
and such that, for every admissible V* and absolutely continuous y* satisfying 
(2.0.2) and with v*(O) = Q, , we have 
and 
These considerations motivate the following statement of our problem 
(in which we replace the symbols [*, T*, u* and a* by [, 7, u and v). Let 
U and V be compact metric spaces, the functions (w, CY) -+ f(w, a) : 
E, x U+E,,(w,/l)+f(w,@:E, x V+EE,,and(w,,w,)+h(w,,w,): 
En x En --+ El continuous, 5, E En , Q, E En , h(&, ,~s) 3 0, and A, a closed 
convex subset of E,, . We assume that the derivatives fw , j, , hwl and hWg 
exist and are continuous and f, fw , f, and$ are uniformly bounded. It follows 
from these assumptions that, for all b E (0, tr], measurable u : [0, l] -+ U 
(which we refer to as “original escape controls”) and measurable v : [0, l] --+ V 
(“original pursuit controls”) there exist unique solutions 7 -+ Qu, b)(T) and 
T -+ q(b)(T, v) of the equations 
d&)/d7 = bf (5‘(T), U(T)) a.e. in P, 11, (2.0.3) 
a.e. in v-4 11, (2.0.4) 
with ((u, b)(O) = &, and q(b)(O, v) = 7s. We refer to the function u as 
“an optimal original control” and to the pair (G, 6) as “an optimal original 
pair” if (u; 6) yields the maximum of 6 among all b E [0, tr] and measurable 
u : [0, l] + U for which 
and 
S(u, b)(l) E A, 
h(f(u, b)(T), T(b)(i-, v)) > 0 for all T E [0, I] and measurable v : [0, l] -+ V. 
We next consider “relaxed controls” [4, p. 6301 that represent, in a certain 
sense, limits of ordinary controls. Let S, be the class of regular Bore1 proba- 
bility measures on U. We identify each point LY E U with the measure s, E SV 
that is concentrated at 01 with probability 1. We let Yu be the collection of 
functions u : [0, l] --f S, (relaxed controls) such that 7 -+ su c(a) u(T)(&) 
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is (Lebesgue) measurable on [0, l] for every continuous c : U -+ El , and 
we identify all elements of YU that coincide a.e. in [0, I]. If u E Yc and u(7) 
is concentrated, with probability I, at a point U”(T) E U for almost all 7 E [0, 11, 
then the function u# : [0, I] -+ U is measurable and we identify the original 
control u# with the relaxed control u. We thus consider the set W, of measur- 
able functions from [0, l] to U as a subset of Y, . For all w E E, , we extend 
the definition off(w, *) from U to Su by setting 
f(w, s) = /,f(w, a) s(&) for all s E S, . 
We similarly define S, , YV , BV, andfjw, *) on S, . 
We observe that, as a consequence of our assumptions, for every b E [0, tl], 
UEY;, and VEY”, there exist unique absolutely continuous solutions 
T + [(u, b)(~, v) of Eqs. (2.0.3) and (2.0.4), with e(u, b)(O) = &, and 
rl(b)(O, v) = 70 * If subsets % and V of, respectively, YU and YV are 
given, we refer to an element a E @ as an “optimal control” and a pair 
(iE, 6) as an “optimal pair” if (9 6) yields the maximum of b on the set 
d = {(u, b) E ~2 x [0, tl] I S(u, b)(l) E A, and h(&, b)(7), db)(~, v)) 3 0 
for all 7 E [0, l] and v E 9’“}. 
The following existence and approximation theorem and necessary 
conditions are proven in Sections 3 and 4. 
THEOREM 2.1. Let @ = YV , let V be either 9, or 9” , and assume that 
the set .z? is nonempty. Then Problem I admits an optimal pair (zi, 6) and a 
sequence {ui}~=r in 9” such that lim+, &ui ,6)(s) = &c, 6)(m) uniformly on 
10, 11. 
THEOREM 2.2. Let % be either 9” or YV and V” either 9” or 9;) let 
(c, 6) be an optimal pair for Problem I, and assume that h(w, , w.J = 0 implies 
Then either 6 = 0, or 6 = t, , or there exist an absolutely continuous z: [0,11-t E,, , 
a nonnegative jkite regular Bore1 measure p on E,, , and h E E,, such that 
W%, 6)(T), ‘l(6)@, V)) > 0 foran T< 1 and v~v, (2.2.2) 
d+)/dT = -6f,=(&% 6)(T), g(d) z(T) a.e. in [0, l] (2.2.3) 
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(where fwT is the transpose of the matrix (af pd)(i, j = I,..., n)l, 
47) -f (5(% Q(r), G(T)> = $2 Z(T) *f (K% S)(T), 4 a.e. in [O, 11, 
(2.2.4) 
1 h 1 + p(E,) # 0 and p is supported on the set 
N = MUL fd I TJ E Y;, h(&% 6)(l), ~(6)(1,4> = 01, (2.2.5) 
and 
h * S(C, 6)(l) 3 h * a1 for all a, E A, . (2.2.7) 
Remark 2.3. As it is customary, we say that the solution [(ir, 6)(a) of 
Eq. (2.0.3) is an “extremal” of that equation if [(U; b)(e), ti, 6 and z satisfy 
relations (2.0.3), (2.2.3), and (2.2.4) and z(r) # 0 for all 7 E [0, 11. It follows 
from (2.2.i) (i = 3,4, 5, 6) that if b f 0, 6 f t, and [(@, 6)(e) is not an 
extremal then z(1) = 0, 
and p(N) > 0. When we substitute this expression for h in (2.2.7), we obtain 
the relation between 5(@, 6)(l), N and A, referred to in the Introduction. 
On the other hand, since (u, 6) is an optimal pair, the points ~(6)(1, w) in N 
are determined by those pursuit controls v E Y; that minimize h(&fi, 6)(l), 
@)( 1, v)). It can be easily shown (using, e.g., the results of [5] or [6]) that 
such controls v yield extremals of Eq. (2.0.4) unless 
and 
4% W), MU, ~1) = 0 
h&V, Q(l), ~(6)(1,4) = 0. 
We now consider the special case where A, = E,, and 
NW, 3 WJ = Iw,-ww,12-P 
for 8 > 0. Then, by (2.2.7), X = 0 and we conclude from (2.3.1) that either 
6 = 0, or 6 = t, , or f(U, 6)(q) is an extremal, or the point f((ls, 6)(l) is con- 
tained in the convex hull of the set N of all @)(l, V) that are at a distance 6 
from [(u; 6)(l). In particular, if 6 # 0, b # tl and N contains only one point, 
then .$(@, 6)(s) is an extremal. 
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If we compare the “swarm” of pursuers with a moving flood then our 
conclusions suggest that, to delay getting his feet wet as long as possible, 
one must either run away along the fastest path (follow an extremal) or move 
to high ground where he will be approached from many directions by the 
rising waters. 
Remark 2.4. As we have indicated in Section 1, more general versions 
of Problem I can be studied by the methods of Sections 3 and 4, and we shall 
list a few of these. We may restrict every admissible escape trajectory ((u, b)(a) 
to lie, for all 7 E [0, I], within a preassigned set A, and we may similarly 
require that every admissible pursuit trajectory ~@)(a, V) lie within a pre- 
assigned set A. The assumption that A, is convex can be replaced by the 
assumption that A, is the image, under a differentiable mapping, of a convex 
set. Instead of restricting the initial positions &, and 7s to be fixed, we may 
assume that they can be chosen, by the evader and the pursuers, respectively, 
from given sets A, and L!‘,, . The case where f and f” depend explicitly on t 
can, with suitable assumptions, be transformed to the form we consider. 
Similarly the boundedness assumptions can be replaced by weaker hypotheses 
that guarantee the existence of unique solutions. We can also dispense with 
Assumption (2.2.1) which guarantees that the evader is captured as soon as 
one of the pursuers reaches the boundary of the evader’s “capture neigh- 
borhood.” Some of these modifications only mildly affect our qualitative 
conclusions; others have more substantial effects. 
We shall mention finally that necessary conditions for a relaxed minimum 
can be studied in the case where the evasion and pursuit problem is replaced 
by the study of the differential equation 
j(t) = f (4 y(t), u(t), v(t)), 
where I( and v are “adversary” controls and it is desired, for a given cost 
functional 4, to determine Min, Max, 4(y), subject to various boundary or 
unilateral restrictions ony. Iff (t, w, OL, /3) is of the form fi(t, w, a) + f,(t, w, /3) 
then we can also guarantee the existence of relaxed optimal solutions under 
“customary” continuity and boundedness conditions, and we can derive 
necessary conditions for an original minimum. This problem bears a certain 
resemblance to the minimax problem investigated in [7]. 
3. PROOF OF THEOREM 2.1 
Our arguments in Sections 3 and 4 are largely based on certain results 
previously derived in [4, 6, 8,9]. We denote by C(A, ?Y) the Banach space of 
continuous functions from a compact set A to a Banach space %, and write 
ON A CLASS OF PURSUIT AND EVASION PROBLEMS 161 
C(A) for C(A, Ei). If a positive measure is defined on A, we denote by 
Ll(A, %) the Banach space of integrable functions from A to 9. 
We define a topology for YU [4, p. 6311 as the smallest topology containing 
sets of the form 
where 6 > 0, u1 E YV, $(a, a) is (Lebesgue) measurable on [0, I] for all 
OL E U, +(T, .) is continuous on U for all 7 E [0, 11, and 
I 
1 
Max 1 +(T, N)I dT < co. 
o aal 
We similarly define a topology for YV . The conclusions of [4, Theorems 2.4 
and 2.5, pp. 631-6321 imply that Y; and YV are sequentially compact and 
2” respectively gV is dense in $, respectively YV . It can also be easily 
shown that the topologies we chose for YU and &. are metric (being relativiza- 
tions of the weak star topologies in the duals of Ll([O, I], C(U)) and 
L’([O, 11, C(V)) [4, p. 631)]). We th us conclude that Yr, and YV are compact 
and metric, with dense subsets Br, and 9” . 
It follows from [4, Proof of Theorem 3.1, p. 6391 (or the more general 
considerations of [8, 6.21) that the function 
(u, 6) -+ if@, b)(T) : %I X [o, &I + En 
is continuous for each 7 E [0, I]. Since the family 
c&%4 b)(*)l f4 E % t ZJ E [O, hl> 
is equicontinuous (because of the boundedness off), we conclude that the 
function 
(u, 4 --+ f(u, b)(-) :% x LO, ~1 - ‘X0, 11, -%I 
is continuous. Similarly, the function 
(7, w) -+ ?(b)(T, v> : [o, 11 X =% --+ 4, 
is continuous for each b E [0, ti], and b + q(b)(T, w) iS COntinUOUs UnifOrdy 
in (7, v). Thus the function 
6 - q(b)(*, *) : [O, tJ - qo, I] x y; , -&) 
is continuous. 
505/9/I-I 1 
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Because v(b)(r, *) is continuous for all b and T and 9” is dense in Y; , 
the relation 
is true for all ZI E Y; if and only if it is true for all v E gV . 
Now let functions x ,, , x1 and xa from YU x [0, tr] x A, into, respectively, 
El , En and C([O, l] x Y;) be defined by 
X,-&J, b, a,) = -4 
xl@, b, a,) = E@, b)(l) - a,> 
x&, 6, a&, 4 = 4&u, b)(+ d&T, 41, 
and let C = {p E C([O, l] x Y;) ] p(~, v) > 0 for all V- E [0, l] and v E 9;). 
Then we easily verify that C is closed, x = (x,, , xi , xs) is continuous, and 
Problem I is equivalent to the problem of finding 
(ii, 6, a;) E 42 x [O, t1] x A, 
that minimizes x,, on the set 
~8 = ((u, b, al) E 92 x [O, tl] x A, 1 xl@, b, a,) = 0, X&J, b, aI) E C>. 
Since, by assumption, the set 
a’ = {(u, 6) E %, x CO, tll I @, b)(l) E 4 and W@, b)(T), v(b)(T, v)) > 0 
for all 7 E [0, l] and v E V} 
is nonempty, it follows that the set ~8 is nonempty. We easily verify that, 
since E and 7 are continuous, 9&, Sp, and [0, tJ compact, C closed, and 
& = 9&, there exists an optimal pair (@, 6). Since Wu is dense in TV 
and ,$ is continuous, the existence of the approximating sequence {~~}~=r 
in 9? is guaranteed. This completes the proof of Theorem 2.1. Q.E.D. 
4. PROOF OF THEOREM 2.2 
Let the assumptions of Theorem 2.2 be satisfied. We shall continue to apply 
the notation and the arguments of Section 3. 
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A. Proof of relation (2.2.2) 
Let t(s) = ((2X, 2;)(e). S ince (u, 6) is an optimal pair, we have 
&%)~7m~~ $1 3 0 
for all r E [0, I] and ‘o E V. Now assume, by way of contradiction, that 
&+*), 7tw*, fJ*)> = 0 
for some r* < 1 and V* E V, and let p* yield the minimum of the continuous 
function 
on the Compact Set v. We Set tin = w*(T) for 7 < T* and c(T) = p* for 
7 > T*. Then CT E v and 
hence 
7#)6*, a) = 7(&*, a*); 
h(&*), +)(T*, c>) = 0. 
It follows now from relation (2.2.1) that 
C = y6v b&T*), 7(6)@*, @))f @+*), a) 
+ h&T*), 7(s)@*, @)>f(‘?(&*, a), 8*) < 0; 
hence 
k&T*), ‘#)(T*, a))f (&*), c(T)) 
+ h&T*), ‘@)(T*, @>>f(7(@(7*, a), 8*) < c 
for all 7 > T*. Since the functions $(a) and ~(6)(-, 6) are continuous on [0, 11, 
f (a, sol) and f(*, sg) are continuous on E, uniformly in s, and ss , and hW1(-, -) 
and &(*, a) are continuous on E,, x E, , it follows that there exists d > 0 
suchthatT*+d < 1 and 
1 f@(T), #)(T, @I)> = &&b), 7(6)k, I)), c(T)) 
+ ho.&T>, 7(&, a))ft7(b)(T, % /?*I 
< &6 < 0 a.e. in [T, T* + d]. 
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This implies that h@(7), v(&)(~, v)) < 0 for 7 E (T*, 7* + A], contradicting 
the assumption that (u, 6) is an optimal pair. Q.E.D. 
B. Completion of the proof 
If X and g are Banach spaces, w E 52 C %, and k : D + %, we say that 
a linear operator k,(6) : % -+ ?Y is a derivative of k at o if 
1 k(w) - k(B) - k&i+ - ci~)j = o(i w - d I) as w+f3, uJE-9. 
Now let m be a positive integer and 
It follows from standard theorems on differential equations that, for every 
subset {ul , us ,..., uW} of YU and {b, ,..., b,} of [0, tl], the mapping 
has a derivative &(O)(e). If we set 
m = ho) (4 = aiE, 6) (4 
then [sj(O)(*) is th e solution of the linear equations 
&,i(o)(T)/dT = ova, c(T)) &d(o)(T) + (h - @f &>, @k)) 
+ Yf (&h dT>> - f (&T), +))> a.e. in [0, 11, 
~&9(O) = 0. (4.2.1) 
Similarly, the mapping 
has a derivative at 0 = 0. It follows easily that the function x = (x0 , X, , xs), 
defined on the convex set Sp, x [0, tl] x A, , is such that, for 4 = (u, b, a,) 
and 4 = (u; 6, &I)), the mapping 
0 - x (4 + fl e+h - 4)) 
has a derivative at 0 = 0. 
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Since the set C is a closed convex subset of C([O, l] x P$) containing an 
interior point and since we have shown that 
x : y; x [0, tl] x A, - El x En x C([O, 1) x y;) 
is continuous, the conditions of [9, Theorem 2.21 are satisfied. It follows that 
there exists a nonvanishing continuous linear functional 1 on El x En x 
C([O, I] x Y;) such that 
4(PO,Pl,P)) =~oPo+~~Pl+4(P) 
for all p, E El , p, E E,, and p E C([O, I] x YV), A, > 0, 
~(W!z 4 - !a) b 0 for all q = (II, b, al) E S$ x [0, tl] x A,, (4.2.2) 
and 
4 P) d Gd!?)) for all p E C, (4.2.3) 
Now, for 0 E Fr and q = (u, 6, a,), where (u, al) E 9, x A, , we have 
Dxo(P; 4 - 4) = 0, (4.2.4) 
%m 4 - a = &w - (4 - m (4.2.5) 
and 
for all and v E sp,. (4.2.6) 
In order to evaluate tee(O), we consider the solution 2 of the matrix differen- 
tial equation 
d+)/dT = -~-@‘)fw(&), c(T)> a.e. in [0, 11, 
Z( 1) = I (the identity matrix). 
Then, for m = 1, b, = 6 and ur = u, Eq. (4.2.1) yields 
&o)(T) = bz-+) f z(t)(f(&t), u(t)) - I=(&>, J(t))) dt. (4.2.7) 
0 
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We next consider relation (4.2.3). The continuous linear functional 1, 
on C([O, I] x 9;) is represented by a finite regular Bore1 measure Y on 
[0, l] x 9’“; thus relation (4.2.3) yields 
for all p such that p(T, o) > 0 on [0, I] x 9; . We conclude that v is non- 
positive and has its support on the set 
h’ = ((7, w> 1 h(&)> #‘)(T, w>) = oh 
Relation (2.2.2) implies that (T, V) E A!.! only if 7 = 1. 
Let IV = 7(6)(M). S ince ~(6) is continuous, the measure TV, defined by 
Vw’mN’)) = --CLW) (4.2.8) 
for every Bore1 subset N’ of EN, is a nonnegative regular Bore1 measure on 
E,, , with support in N. 
Now assume that 1 h ] + p(E,) = 0. Then, since 1 is nonvanishing, we have 
A, > 0 and relation (4.2.2), for q = (z?, b, f(l)), yields 
hJho(q; q - q) = -A&J - 6) > 0 
for all b E [0, tr] ; hence 6 = t, . 
We shall assume henceforth that 6 f 0 and 6 # tl . Then we conclude 
that relation (2.2.5) is valid. Next we set in (4.2.2) q = (zi, 6, (11) for an arbi- 
trary a, E A, . Then, by relations (4.2.i) (i = 1,4, 5, 6), 
which proves relation (2.2.7). 
Finally, we set in (4.2.2) q = (u, 6, f(l)) for an arbitrary II E 9o . Then, 
by relations (4.2.i) (i = 4, 5, 6, 7, 8), we have 
A * T@(O) (1) - j,h,, m2 wd PWJ * &B(O) (1) = 
6 j-’ CT .z(t) - bYi%), u(t)) -f(&t), W> dt 3 0, (4.2.9) 
0 
where 
5 = X - j”, hu, (i%l), 4 cL(dwz)- 
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We observe that tT . Z(t) = zT(t) (t E [0, l]), where z(e) is the absolutely 
continuous solution of relations (2.2.3) and (2.2.6). 
We choose arbitrary T E [0, l), ar E U, and LI E (0, 1 - T], and set u(B) = a! 
for B E [T, 7 + A] and u(0) = z~(0) e sewhere. 1 Then relation (4.2.9) yields 
since the left hand side converges, as A -+ 0, to the value of the integrand at 
8 = 7 for all 7 in a set T, of measure 1, we have 
z(T) ‘f(&h a(T)) d z(T) ‘f(&), a) for all 7 E T, . 
We now choose a dense subset U, = (01~ , cyg ,...} of U. Then the last relation 
implies that 
for all 7 in the set T’ = nrusu, T, of measure 1. sincef(f(T), *) is continuous 
for all 7, we can now deduce relation (2.2.4). This completes the proof of the 
theorem. Q.E.D. 
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