Abstract-Low Dose Computed Tomography suffers from a high amount of noise and/or undersampling artefacts in the reconstructed image. In the current article, a Deep Learning technique is exploited as a regularization term for the iterative reconstruction method SIRT. While SIRT minimizes the error in the sinogram space, the proposed regularization model additionally steers intermediate SIRT reconstructions towards the desired output. Extensive evaluations demonstrate the superior outcomes of the proposed method compared to the state of the art techniques. Comparing the forward projection of the reconstructed image with the original signal, shows a higher fidelity to the sinogram space for the current approach amongst other learning based methods.
I. INTRODUCTION
C OMPUTED Tomography (CT) is a diagnostic imaging method which operates by acquiring multiple projection images (radiographs) of the object from different angles, after which a 3D image is computed from the set of radiographs. CT employs harmful X-ray radiation and there is a continuous strive towards reducing the X-ray dose administered to the patient.
In order to lower the X-ray dose, there are two main approaches. The first one is to reduce the X-ray radiation dose by decreasing the X-ray tube current [1] . This strategy, however, decreases the Signal to Noise Ratio (SNR) of the projection images and hence also of the reconstructed image. Another way to decrease the X-ray exposure is to reduce the number of acquired projection images. In other words, the CT device takes images from fewer angles and as a result, a lower amount of radiation is applied during the imaging procedure. This, however, leads to streaking artefacts in the reconstructed image, the severity of which increases with decreasing number of acquired projections.
In the past decade, the problem of reconstructing images from a small number of projections has attracted considerable interest in the field of compressed sensing [2] . In particular, it was proven that, if the image is sparse, it can be reconstructed accurately from a small number of measurements with very high probability, as long as the set of measurements satisfies certain randomization properties [3] . In many cases, the image itself is not sparse, yet the boundary of the object is relatively S. Bazrafkan, J. De Beenhouwer and J. Sijbers are with imec Visionlab, Department of Physics, University of Antwerp, Antwerp, Belgium e-mail: {shabab.bazrafkan},{jan.debeenhouwer},{jan.sijbers}@uantwerpen.be.
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small compared to the total number of pixels. In such cases, sparsity of the gradient image can be exploited, by adding a proper regularization term into iterative reconstruction methods [2] . Similarly, sparsity of the gradient image [2] , the grey levels [4] or the coefficients in a transform domain [5] can be exploited to reduce limited data CT artefacts.
In this work, a reconstruction technique based on an iterative method is presented wherein a Machine Learning technique provides prior knowledge that serves as a regularization to the reconstruction.
A. Deep Neural Networks
In the last few years, Deep Neural Networks (DNN) have played an important role in developing a new generation of Machine Learning techniques known as Deep Learning. These models -if employed in the right place-are able to provide surprisingly high-quality results wherein they already passed the borders of human accuracy on object recognition tasks [6] , [7] . DNNs learn the solution from the training data and generalize this solution to some set of new data they haven't seen before. Typical DNNs consist of several processing units such as Convolutional Layers, Fully Connected Dense Layers, Pooling, and Unpooling layers, which take advantage of techniques such as Batch Normalization [7] as a regularization step and skipped connections [8] to keep high frequency information of the input data throughout the network.
Currently, we are witnessing a vast number of applications for Neural Networks in several fields of science including low dose CT reconstruction. In [9] , the authors introduce a bank of filters for the FBP method which is learned by a fully connected neural network known as Multi-Layer Perceptron and the weighted sum of several FBP reconstructions is returned as the final result. In [10] , a k-sparse autoencoder [11] is utilized to learn the priors on the CT data. This model is applied iteratively to perform the reconstruction by applying minimization to the learned manifold alongside with a data fidelity term using a separable quadratic surrogate (SQS) algorithm. In [12] , the authors represent an end to end solution wherein the DNN accepts the sinogram space data and generates the reconstructed image at the output. The main problem with this method is the size of the network, which grows exponentially with the input dimension which is the biggest barrier on the practical implementation. The main reason is the two dense fully connected layers wherein every neuron in each layer is connected to every neuron in next and previous layers. The first fully connected layer maps the sinogram to a layer with the size of the output image. The second layer maps this image into an image with the same dimension. These two large layers require a fairly large number of samples to train and still, there are implementation issues considering the required memory. In [13] , the authors present a framework wherein the denoising is performed in the contourlet space with a network that exploits skipped connection and concatenation layers. The fully convolutional network trained in this work is very large. In fact, in one of the convolutional layers, there are more than 1 million learnable parameters. Such a large network is prone to overfitting if there is not enough representative data available. The main advantage of this work is the mathematical background used in the network design.
In [14] the wavelet transform of the reconstructed images is used to train the network in order to perform noise reduction. In other words, the wavelet decomposition is first applied on the reconstructed image and the network repairs the sample, while at the output, the wavelet recomposition is applied. The wavelet transform seems to induce marginal improvements on the final metrics. Methods presented in [15] - [17] train fully convolutional networks to learn noise reduction for FBP reconstruction scenarios. Results from these approaches look promising since the artefact patterns are similar throughout the whole database and the DNNs proved to be efficient in learning these patterns. In the current work, a method similar to these techniques is applied to SIRT reconstruction in a consecutive manner [18] .
Other work includes the technique presented in [19] wherein a Generative Adversarial Network (GAN) [20] is used to learn the distribution of high-quality CT images. Low dose images are then repaired by minimizing a perceptual loss derived from the pre-trained VGG network [21] while the repaired image is forced to have a distribution with minimum Wasserstein distance with the learned distribution. The biggest problem with perceptual loss is its fairness in medical purposes. This is an considerably important issue since every perceptually friendly image might not represent true diagnostic information. In the current work, these loss functions are avoided and Mean Squared Error (MSE) loss has been deployed.
The biggest disadvantage of most of the methods described above is the lack of fidelity to the measured sinogram data. This issue is described as follows. The CT device acquires several projections from the object which is also known as the sinogram signal and the construction methods compose an image using any of the aforementioned techniques. If a forward projection is simulated from the reconstructed image, most of these methods do not guarantee that the new sinogram is the same as the sinogram measured by the CT device. In other words, the sinogram of the reconstructed image is different from the original captured signal. This, in fact, is a serious issue which is addressed in this work. The proposed approach reduces the loss in sinogram space by taking advantage of SIRT algorithm which guarantees the fidelity to the measured sinogram and at the same time exploits Deep Learning models to lower the loss in the image space.
In the next section, the methodology is described followed by the results and evaluations given in section III. Conclusions are presented in the last section.
II. METHODOLOGY

A. CT Reconstruction
Let x = (x j ) ∈ R n denote the discretised image of an object, with n the number of pixels.
In a parallel beam projection geometry, projection data is measured along lines l θ,t = {(x, y) ∈ R × R : x cos θ + y sin θ = t}, where θ ∈ [0, π) represents the angle between the line and the y-axis and t represents the coordinate along the projection axis. In practice, a projection is measured at a finite set of projection angles and at a finite set of detector elements, each measuring the integral of the object density along a ray. Let p = (p i ) ∈ R m denote the measured projection data, with m the total number of detector cells times the number of projection angles.
The Radon transform of the object for a finite set of projection directions can be modelled as a linear operator W , called the projection operator, which maps the image x to the projection data q:
In Eq. (1), W = (w ij ) is an m×n matrix where w ij represents the contribution of image pixel j to detector i. The vector p is called the forward projection or sinogram of x. The tomographic reconstruction problem can be modelled by the recovery of x from a given projection data p by solving the following system of equations:
In the remainder of this work, the Simultaneous Iterative Reconstruction Technique (SIRT), as described in [18] , will be used to solve Eq. (2). SIRT is an iterative algorithm that finds a solutionx such that the weighted squared projection
m×m is a diagonal matrix that contains the inverse row sums of W : r ii = 1/ j w ij . The update step of SIRT is given by:
where x k is kth iteration of the reconstructed image, C is a diagonal matrices that contain the inverse of the sum of the columns of the system matrix W .
For the case x 0 = 0, the SIRT algorithm is a linear algorithm in the sense that a reconstructed imagex ∈ R n is formed by applying a linear transformation to the input vector p of projection data. 
B. Deep Neural Networks
Fully convolutional deep neural networks are models that do not contain any dense layers in their architecture. All layers are convolution, deconvolution, pooling and unpooling which might exploit batch normalization, drop out [22] , and/or skipped connections to improve their output quality. The model used in this article is a fully convolutional network wherein just convolutional layers with different dilation sizes and intense skipped connections are used.
1) Convolutional Layers:
DNNs are composed of several processing units wherein the convolutional layers play an important role in most of the modern designs. In image processing uses cases, the convolution layers are 3 dimensional: width, height, and channels. The network input is also a 3-dimensional signal in which the samples are stacked in the 4th dimension. While a 4-dimensional kernel maps each layer to the next one, an activation function is applied to the layer output to induce nonlinearity to the model. The following equation describes the mapping of a window in layer m − 1 to a pixel value in layer m. is number of channels in layer m − 1. σ is the activation function which is also known as the nonlinearity of the layer.
One of the most beneficial properties in convolutional layers is the idea of dilation in the kernel design [23] . This quality gives the opportunity for the kernel to increase its field of view while keeping a low number of learnable parameters. The idea is to expand a kernel and fill the void places with zeros as it is illustrated in figure 1. There are alternative methods such as using larger kernels and/or using pooling operations. A larger kernel means a larger number of parameters which increases the risk of overfitting and the pooling operation induces blurring to the final results. Dilation is a simple and effective approach to increase the receptive field of the kernel without increasing the number of the parameters in the kernel and/or adding pooling layers.
2) Mixed-Scale Dense (MSD) Convolutional Networks:
The Mixed-Scale Dense (MSD) Convolutional Network is a fully convolutional network which was first introduced in [24] for image segmentation tasks. Later in [17] , it has been used to remove the low-dose CT reconstruction artefacts of FBP method. MSD structure is shown in figure 2 . This architecture is taking advantage of several dilation scales throughout the model and also because of the single channel convolutions, there are fewer trainable parameters compared to other typical DNNs. In this network, each layer accepts the output of every previous layers concatenated with input image in the channel dimension. The kernel for each layer consists of a 3 × 3 convolutional operation. Each kernel has a different dilation value which is specified by the layer number and a value p. In the current work p = 10. All the layers are taking advantage of the well known ReLU nonlinearity [25] , except the last layer which exploits tanh nonlinearity.
The work presented in [17] shows the practicality of MSD in removing streaking artefacts in FBP reconstruction method. The main issue stays to be the fidelity of the method to the sinogram space which is addressed in the following section.
C. Proposed Method
As explained in the previous section, the main issue with the current approaches in removing the artefacts in CT imaging is the lack of fidelity to the sinogram space. In other words, there is no guarantee that the sinogram of the reconstructed image matches that of the original sinogram. Iterative methods such as SIRT are designed to decrease weighted squared projection distance in the sinogram space. In fact, these methods minimize the distance between the simulated and measured sinogram. On the other hand, these iterative methods do not guarantee any fidelity in the image space. Depending on the size of the solution space, a reconstructed image can be very different from the scanned object even if the measured sinogram is identical to the simulated sinogram. At the same time, DNN model requires the image to be as similar as possible to its corresponding ground truth image. In other words, Neural Networks induce the fidelity to the image space. The proposed idea is to use the output of the DNN as the initial point for the SIRT algorithm. In this approach, the DNN steers the SIRT into producing a more realistic output while SIRT ensures that the reconstructed results are entitled to sinogram space fidelity. In order to accomplish this, the DNN is utilized as a regularization unit for SIRT. The following equation shows the update stage for SIRT including the regularization term. The idea is to provide a DNN which regularizes the term 'REG' in a way that:
wherein GT is the ground truth of the reconstructed image. It means that the regularization term forces SIRT to provide a perfect reconstruction in the image space. From equations (5) and (6) it is concluded that:
Equation (7) implied that the regularization term should provide the residual value between the reconstructed image and the ground truth. The proposed method is illustrated in figure 3 . Several DNNs will be trained with the reconstruction image as the input and residual value as target. At the inference step, the trained DNN provides the residual value which is used to generate a new initialization point for SIRT. The regularization is applied once in every N SIRT iterations. Visible Human Project CT Datasets: Visible Human Project CT Datasets 2 contains 2989 images from 10 CT imaging cases. This dataset is publicly available. Images are 512 × 512 while in the current study they were all resized to 128 × 128. This database contains CT images of the ankle, head, hip, knee, pelvis, and shoulder from both male and 1 https://wiki.cancerimagingarchive.net/display/Public/CPTAC-PDA 2 https://mri.radiology.uiowa.edu/visible human datasets.html female subjects. The male shoulder samples (461 images) were isolated from all training data to be used as the test set.
The low dose scenario is simulated by taking a limited number of projections from every image in the database. A parallel beam geometry [26] with 20 equidistant projections between 0 and 180 degrees has been utilized to produce the low dose sinogram. The ASTRA Toolbox 3 [27] , [28] provides the required tools in order to simulate the X-ray projections. In this study, the male shoulder samples from Visible Human Project CT Datasets (461 images) are used as test set and the rest of the data is employed in the training procedure. 80% of the training dataset is used for network training and the remaining 20% for validation.
E. Training
In order to obtain the framework shown in figure 3 , several DNNs are trained consequently. In this work, the regularization is applied 10 times so there are 10 different networks trained in figure 3 . An MSD convolutional architecture used for all networks. The network consists of 51 layers with p = 10. The number of SIRT iterations before each regularization step is N = 10. The training procedure is shown in figure 4 , with M axN et = 10 and M axEpoches = 100. M axN et is the number of the networks and M axEpoches is the maximum number of epochs each network is trained. The first DNNs parameters were initialized uniformly in the range [−0.25, 0.25] and the further networks were initialized from the model saved for the previous step. This technique which knows as transfer learning has been widely used in various applications and it is certainly effective in the current problem wherein the artefacts induced by SIRT in different steps are quite similar.
The Mean Squared Error is used as the loss function for training which is given by: where W , H, and B s are the width, height and the batch size of the input signal, respectively. A batch size equal to 10 has been used in this work. An ADAM optimizer [29] have been utilized to update the parameters with learning rate, β 1 , β 2 and equal to 0.0001, 0.9, 0.999, and 10 −8 respectively. The MXNET 1.3.0 [30] 4 framework have been used to train the network and the ASTRA Toolbox [27] , [28] was used to perform the SIRT step. The training was accomplished on one TESLA V100 [31] GPU of a DGX Station [32] .
Figures 5a and 5b illustrates the train loss and validation loss for each of ten trained networks. As it is shown, the network losses decrease after each SIRT block. This is the sign of cooperative behaviour of SIRT and DNN, while SIRT minimizes the error in sinogram space it also decreases the image space loss thanks to the regularization term provided by the DNN. The same improvement is visible in the validation loss which declares the generalization of the method.
III. RESULTS
In this section, the proposed method is evaluated and compared to the state of the art methods in the literature. The term SIRT+DNN is used to represent the current method. The other techniques used for comparison are as follows: 1) Model-based methods: Filtered Back Projection (FBP), Simultaneous Iterative Reconstruction Technique (SIRT) [18] , Conjugate Gradient Least Squares (CGLS) [33] , and Total Variation with adaptive step size (TV adaptive) [34] .
2) Learning based methods:
4 https://mxnet.apache.org/ a) AUTOMAP [12] : This is the state of the art implementation of an end to end design for image reconstruction, wherein a single DNN is trained to perform this job. It accepts the sensor signal and returns the reconstructed image. In this work, the low dose sinogram signal is used as input and the original image as the target image to provide the loss function. The AUTOMAP network is trained on the exact same data as the SIRT+DNN. The Mean Squared Error is used as the loss function with ADAM optimizer updating the network parameters. The learning rate, β 1 , β 2 , and are set to 0.0001, 0.9, 0.999, and 10 −8 , respectively. The main disadvantage with this method is the fact that it is a fully data-driven method which does not take advantage of the image acquisition and geometry properties. b) FBP+DNN: This method utilizes a DNN to learn the artefacts induced by the FBP method. This technique has been widely used in the literature and in the current evaluations, the framework presented in [17] has been employed. In order to provide a fair comparison, the FBP+DNN model has been trained on the same MSD network as SIRT+DNN. The same database is used in the training procedure. The Mean Squared Error is used as the loss function as declared in [17] . The ADAM optimizer is utilized to update the parameters with learning rate, β 1 , β 2 , and equal to 0.0001, 0.9, 0.999, and 10 −8 , respectively. c) Neural Network Filtered Back Projection NNFBP (16,32,64) [9] In this approach, a fully connected neural network is trained to find a set of best filters for the FBP method. The numbers in the parenthesis declared the number of hidden units deployed in the network. In the observations done in [9] it has been shown that the networks with 16, 32 and 64 hidden layers return the results with highest accuracies, therefore, these three setups have been used in the current evaluation section. Since the training is performed on the pixel level, the test set has been used for training 5 . This gives the opportunity to compare the proposed method with the best version of NNFBP on the current data.
The measurements used for evaluations are as follows:
1) Peak Signal to Noise Ratio (PSNR): Is the ratio between the maximum power of the signal to the power of the noise. This measure is widely used in image comparison for reconstruction use cases. The higher value indicates better reconstruction quality. 3) Structural Similarity Index (SSIM): is a quality measurement presented in [35] wherein two images are compared based on their structural information and not solely the pixel value. The index range is between zero and one which zero indicates no similarities and one is a perfect structural match between the reconstructed image and ground truth. Table I shows the comparisons between the proposed method and the state of the art methods in the literature. High PSNR and low MSE declare a higher accuracy in returning pixel level information for the proposed scheme. And the high SSIM value shows the consistency of SIRT+DNN in keeping the structural information even in very low CT doses. The learning based methods return a higher SSIM value especially when they are used as an auxiliary step to remove artefacts from the reconstruction image as in FBP+DNN and SIRT+DNN techniques. This is while SIRT+DNN delivers the highest PSNR and lowest MSE compared to other methods. As shown in figure 3 each SIRT step reduces the loss in the sinogram space which in practice induces streaking artefacts to the image space and each DNN steps removes these artefacts without considering the consistency in the sinogram space. The mixture of these two steps consecutively provides a strong tool in returning a high-quality reconstruction in both pixel level and structural information. Figure 6 illustrates the reconstruction results for the provided geometry (20 projections parallel beam) in different methods. The AUTOMAP method does not introduce any streaking but the provided images are suffering from a tangled artefact. In other words, the details are mostly twisted together which results in a matte reconstruction. The main reason for this behavior is that AUTOMAP does not include any geometry information in the reconstruction procedure and also the low dose scenario increases the uncertainty of the solution. All other methods suffer from severe streaking artefacts and even in FBP+DNN scheme, the network is not able to remove all the artefacts. In other cases such as CGLS, SIRT, and TVadaptive, a certain amount of blurring is also introduced to the image. Especially in the TVadaptive method, details are merged into a single block due to the total variation term of the loss function. Figure 7 illustrates zoom up images which give more elaborate insight into the presented technique. In the left column, a soft tissue block is illustrated. Most of the methods fail to reconstruct the correct low contrast property of the soft tissue. AUTOMAP clearly fails to produce even the slightest structural information. Other methods such as SIRT, FBP, CGLS, and NNFBP return a blurry image which suffers from the lack of any recognizable edges. The next best result is from the TVadaptive method which produces sharper edges when the contrast is large enough (air/object or bone/soft tissue transitions) but yields severely blurred results in the soft tissue regions. The SIRT+DNN method returns a better output for the soft tissue. There is a similar situation for the right column images where correspond to the reconstruction of sharp edges. The FBP and NNFBP methods induce a strong level of noise into the image which is very difficult to remove even with a DNN. This is shown in the FBP+DNN image in which the black region is closed due to the filtering applied in the DNN step. Again, the proposed SIRT+DNN method produces the best reconstruction compared to the other methods.
A. Image Space Evaluations
B. Sinogram Space Evaluations
As described earlier most of the learning based reconstruction methods suffer from the lack of fidelity to the sinogram space. In other words, the forward projection of the reconstructed image differs from the original measurements taken from the sensors. In order to overcome this drawback, the proposed method takes advantage of SIRT which decreases the loss in sinogram space. And the DNN is utilized as a regularization term which introduces image space information into the model. The PSNR, MSE, and SSIM measurements are calculated from the pipeline shown in figure 8 . This is done for all the methods and the results are shown in table II. The model-based techniques such as SIRT and CGLS are designed to explicitly keep the reconstruction sinogram as close as possible to the measurements. TV technique imposes corrections in the image space which reduces its fidelity to the sinogram space. The FBP method does not couple back to the sinogram which it is why it returns the worst fidelity among the model-based methods.
In the learning based methods, the NNFBP returns the worst values which indicate that the designed filters do not require sinogram fidelity. AUTOMAP and FBP+DNN give the next best results. In fact, getting a higher value for FPB+DNN compared to the original FBP shows that the DNN is pushing the results towards a higher sinogram fidelity. This is happening while the sinogram loss term is not included in the DNN objectives.
The proposed SIRT+DNN method produces the best results in sinogram space among the learning based methods. It is also worthwhile to mention that while DNN does not improve the sinogram fidelity compared to SIRT but it has a significant impact on the image space measurements.
C. Sinogram Noise Evaluation
To investigate the performance of the proposed reconstruction method in terms of the noise in the sinogram, projection data of each phantom image was generated to which Poisson noise was applied. The intensity of this noise is defined by the incident beam intensity, I 0 (further referred to as the background intensity), i.e. the photon count in the incident X-ray beam. Reconstructions were performed using different values for I 0 . The PSNR, MSE, and SSIM of the reconstructed images as a function of the noise level in the projection images (by varying the background intensity) for several methods are illustrated in figures 9 to 11, respectively. At very low background intensities (high noise power), the learning based methods are able to keep the structural information better than modelbased methods. Considering pixel level information, SIRT and TVadaptive give higher quality results compared to FBP and CGLS in high noise power. AUTOMAP gives the most robust results giving different noise levels considering that it is a fully learning based method and no model information is utilized in developing this model. The proposed SIRT+DNN method lies within NNFBP methods in low background intensity but it has the highest slope in improving the output with respect to the noise level. In other words for background intensities higher than 10000, the proposed method returns superior results compared to the other techniques. It is worthwhile to mention that no amount of noise was added to the input samples in the training stage. The results for the learning-based methods will improve by providing broader range of variations in the training set including noisy samples.
D. Intermediate Results
As shown in figure 3 the proposed method consists of several SIRT and DNN blocks placed consecutively. In this section, the results after each step are investigated. The considered blocks are divided into two observations for SIRT and DNN individually. In the current simulations, ten DNNs have been trained, one after each SIRT step and at the end, a final SIRT was applied to the network output. Therefore there are ten DNN and eleven SIRT blocks in total. The output of each of these blocks are calculated for the test set and PSNR, MSE and SSIM measures are plotted in figures 12 and 13 after each SIRT and DNN block respectively. Both pixel value and structural features improve after each SIRT and DNN step. This indicates the cooperative behavior of SIRT and DNN. In other words, these figures show that improvements induced by DNN are in the same direction of optimizing the loss in the sinogram space. It is also shown that the early stages of the model play an important role in the whole workflow. The low-quality results after the first SIRT block are highly impacted by the first DNN block, while as going forward in the processing steps, the improvements get more and more marginal. It is also worthwhile to mention that these improvements generate a more detailed reconstruction which yields the proposed SIRT+DNN method to stand out amongst other reconstruction methods.
IV. CONCLUSION
In this article, a technique for low dose CT reconstruction has been proposed wherein a Deep Neural Network is utilized as a regularization term for a classical iterative reconstruction algorithm known as SIRT. Ten Mixed-Scale Dense Convolutional Deep Neural Networks have been employed consecutively after ten SIRT blocks. The first network has been initialized randomly and further networks take advantage of the transfer learning technique wherein each network is initialized as the best network from the previous step.
In the results section, the proposed method is compared to state of the art techniques in CT image reconstruction where it shows a superior improvement in PSNR, MSE and SSIM measurements compared to other methods.
Another problem tackled in the proposed technique is the fidelity to the sinogram space. Most of the learning based methods act in the image space which is blind to the sinogram space and the reconstructed image after forward projection differs from the originally measured sinogram. By using the power of SIRT in decreasing the loss in sinogram space and the DNN optimizing the model in image space, SIRT+DNN returns the best measures in sinogram fidely amongst other learning-based methods alongside the superior results in the image space.
The proposed technique is also compared to other methods in removing the sinogram noise. It is shown that in general, the learning based models return a better structurally correct result in different noise levels compared to model-based techniques. And the proposed method gives better results in background intensities higher than 10000. It is worthwhile to note that the network is not trained on noisy data and adding noise to training samples will increase the robustness of the model to different noise value.
The intermediate results have been presented which concludes the fact that the early stages of the model have the most impact on improving the result and also it is shown that both SIRT and DNN cooperate in returning a satisfactory output in both image and sinogram space.
As in every other technique, the presented method suffers from several drawbacks explained as follows:
1) The current technique is trained on a specific geometry (20 projections, parallel beam geometry) and will not induce the exact same improvements over other geometries. This issue is not limited to the current method but to every other learning-based technique.
In the evaluation section, all other learning-based techniques are trained on the same geometry to accomplish a fair comparison.
2) The presented technique is slower than other techniques in the evaluation section. This is expectable since the current method deploys the SIRT and DNN blocks several times iteratively. But considering the fast improvement of hardware design, affordability and accessibility of parallel processing machines such as GPUs, this issue is not prohibitive in placing these type of models into the consumer market even with current technologies.
The future works include adding sinogram noise to the training data in order to train a more robust model. 
