Damage pattern recognition research represents one of the most challenging tasks in structural health monitoring (SHM). The vagueness in defining damage and the significant overlap between damage states contribute to the challenges associated with proper damage classification. Uncertainties in the damage features and how they propagate during the damage detection process also contribute to uncertainties in SHM. This paper introduces an integrated method for damage feature extraction and damage recognition. We describe a robust damage detection method that is based on using artificial neural network (ANN) to compute the wavelet energy of acceleration signals acquired from the structure. We suggest using the wavelet energy as a damage feature to classify damage states in structures. A case study is presented that shows the ability of the proposed method to detect and pattern damage using the American Society of Civil Engineers (ASCEs) benchmark structure. It is suggested that an optimal ANN architecture can detect damage occurrence with good accuracy and can provide damage quantification with reasonable accuracy to varying levels of damage.
Introduction
With the aging of infrastructure worldwide and the increasing availability of cost efficient sensing equipment, the necessity to implement damage identification and classification systems on civil structures has become imperative. Structural health monitoring (SHM) is the nonintrusive collection and analysis of data from structures for damage detection and diagnosis. The intention of SHM is to characterize the structure's performance and to help maintain the structural performance over its years of service. SHM also helps reduce operation costs through early damage detection. Successful SHM techniques have been applied to other engineering disciplines where the mass of the structure is small compared with civil structures. Vibration-based SHM assumes that the structural dynamic response will depart from its normal pattern when damage occurs in the structure. Thus, damage detection is contingent upon successfully extracting sensitive damage feature(s), patterning such feature(s) and realizing changes in these patterns as damage develops.
Over the past two decades numerous research methods with the objective of extracting sensitive damage feature(s) have been suggested and tested on several structures [1] [2] [3] [4] [5] . Tools for damage detection using structural dynamics analysis such as modal update, Fourier transform and wavelets have been examined [6] . Some of those pertaining to the ASCE benchmark structure, described in Section 2, are reviewed below in Table 1 .
More recently, a few researchers have focused on the use of artificial neural networks (ANN) for damage pattern recognition. ANN consists of a group of interconnected processing units called neurons. Each neuron performs a simple computational process and has a transfer function associated with the layer that operates at the node level. ANN has the capability to learn from example datasets by changing the numerical biases and weights of the network [40] . For feed forward ANN that is considered here, the neurons are organized into layers where the first layer contains one neuron per input and the last layer contains one neuron per output; intermediate layers may contain any number of layers. While Tsou and Shen [41] used differences between 2 Advances in Civil Engineering Johnson et al. [7, 8] Detailed Description of Phase I-Simulated Dyke et al. [9] Detailed Description of Phase II-Experimental Phase I: Simulated data Dyke et al. [10] L o s s o f s t i ffness of members byoptimizing modal parameters Hera et al. [11] Spikes in Level 1 details of wavelet decomposed signals
Yang et al. [12] Spectral analysis to identify stiffness parameters Hera and Hou [13] Spikes in Level 1 details of wavelet decomposed signals Sun and Chang [14] Covariance of response using wavelet packets
Lam et al. [15] L o s s o f s t i ffness using modal update and identification
Yuen et al. [16] Loss of stiffness of members using modal parameter extraction and Bayesian modal updating
Lus et al. and Caicedo et al. [17, 18] State space model, eigensystem realization algorithm and optimization using modal parameters
Bernal and Gunes [19] Extraction of a matrix proportional to structure flexibility
Lin et al. [20] Time-frequency features obtained using Hilbert-Huang transform of the intrinsic mode functions
Chase et al. [21] Recursive least square to identify changes in stiffness matrix Wu and Li [22] Eingen-sensitive FE for damage detection in ambient vibration
Yang and Huang [23] A recursive nonlinear estimation method is used Mizuno and Fujino [24] Haar wavelet decomposition, quantization, and dissimilarity Zhou et al. [25] Residual values from subspace-modal identification Phase II: Simulated data Hou and Hera [26] Spikes in Level 1 details of wavelet decomposed signals using Daubechies and Meyer wavelets Barroso and Rodriguez [27] Comparison of healthy to damage curvature in the mode shapes
Casciati [28] Discrepancy between healthy and damaged states using sum of squared errors McCuskey et al. [37] and McCuskey [38] Neural-wavelet module-All Configurations Carden and Brownjohn [39] Autoregressive moving average (ARMA) to build damage classifiers for different damage configurations healthy and damaged eigenvalues as training data for a neural network for damage detection of a spring-mass system, Sexton et al. [42] proved that optimizing neural networks using optimization can lead to better prediction capabilities in operation research modeling.
The application of such stiffness-based techniques to large civil structures has been challenging because of the insignificant effect of the relatively small changes in stiffness due to damage compared with the large mass of these structures. Elkordy et al. [43] trained a neural network using a finite element model for a large civil structure and compared the results to a physical model. The ability to train a neural network with finite element data is critical for evaluation of structures where sets of data representing healthy performance may not exist.
Several signal processing methods have been promoted for feature extraction such as Fourier transform, Wavelet transform and Wavelet Multi-Resolution Analysis (WMRA) [6, 44, 45] . These methods were combined with means of artificial intelligence (AI) such as ANN [46] . It has been noted by Lam et al. [47] and Yuen and Lam [48] that the influence of ANN architecture has been overlooked by many researchers using ANN for damage pattern recognition. The ANN architecture is crucial to the training of the network as well as getting good performance from the ANN. Lam et al. [47] suggested the use of a Bayesian method (conditional probability) to determine the optimal ANN architecture while using a Ritz vector and modal parameters, respectively, as damage features. A dual function ANN was used for the process of feature extraction and then to establish the needed damage classifier. The use of ANN for establishing nonlinear classifiers has also been suggested by other researchers [49] . A review of a number of combination of AI tools and signal processing techniques, particularly wavelets, for damage feature extraction for SHM, has recently been reported [45] . The use of wavelets and combining ANN and Wavelets for damage detection has also been recommended by investigators Yam et al. [50] , Kim and Melhem [51] , Diao et al. [52] , Jiang and Adeli [53] and Jiang and Mahadevan [54, 55] .
Much of the above noted research was focused on damage feature extraction rather than on damage pattern recognition. Sohn et al. [56] suggested classifying damage in structures using statistical pattern recognition methods. Lam et al. [47] discussed the possible use of Bayesian analysis to identify damage classes. Other techniques using fuzzy (nonprobabilistic) damage pattern recognition were reported to enable realizing other types of uncertainty, rather than random uncertainty in damage detection [57] .
In this paper, we suggest using available damage observations to identify the optimal ANN structure (i.e., number of hidden layers and number of neurons in each hidden layer). An optimization process is suggested to identify the optimal ANN structure for successful damage pattern classification. Here we used acceleration data collected experimentally from Phase II of the ASCE benchmark structure to develop and test the proposed damage pattern recognition method.
Our motivation was to demonstrate the possible use of an optimized neural-wavelet module to detect and quantify damage with reasonable accuracy in the ASCE benchmark structure. The proposed framework is extendable for damage detection and quantification in other structures.
The ASCE Benchmark Structure: Background
The American Society of Civil Engineers (ASCE) benchmark study was conducted by the International Association for Structural Control (IASC) ASCE Structural Health Monitoring Task Group as a resource for validating damage detection techniques. The ASCE Benchmark Group generated structural response data from a 2 × 2 bay, four story, rectangular steel test structure [9] . A schematic of the structure is shown in Figure 1(a) .
Phase I of the ASCE benchmark study was generated by means of a finite element model considering varying levels of damage [7, 8] . Phase II included two parts: Phase II-S where "S" denotes simulation data and Phase II-E where "E" denotes experimental data. The data in Phase II-S was generated using structural dynamics finite element software under MATLAB environment [7] . Phase II-S model included a 120 degrees of freedom (DOF) model and a twelve DOF data model [7, 8] . Phase II-E included experimental data collected from the structural response of the ASCE benchmark rectangular steel structure tested at the University of British Columbia in August 2002 [9] . Table 1 presents a review of all previous research that examined the ASCE benchmark structure to date. It is obvious that the vast amount of this previous research used simulated data, not experimental data. Table 1 also provides a brief description of the damage detection techniques used by each researcher and the type of structural response considered for the cases where experimental data of the benchmark structure was used.
As presented in Table 1 , many researchers had success in detecting damage in Phase I and Phase II-S of the benchmark structure, but similar success when using the same techniques to Phase II-E data have not been reported. For example, Nair et al. [31] showed promising results for detecting damage using the Phase II-S data from the benchmark problem with a pattern classification algorithm based on autoregressive analysis of acceleration signals in the time domain. However, Nair et al. [31] reported limited success in using Phase II-E data. Therefore, the research conducted on the experimental benchmark study is not complete or fully inclusive. A major limitation in most of previous work examining the benchmark structure was the focus on damage detection rather than damage quantification. As most researchers tried to validate their metrics for damage detection of the different scenario, no attempts were made to produce an overall damage quantification metric based on the damage feature elected for damage detection. Here, we try to provide a method that provides both damage detection and damage quantification and demonstrate its application to the ASCE benchmark structure.
The ASCE benchmark structure was built at approximately one-third scale and is located at the University of British Columbia [9] . A series of acceleration data was collected from the test structure using nine different levels of damage and three different types of excitation including a shaker using a sine sweep, random excitation and impulse testing [58] . Only the response data from the randomly excited structure was analyzed. Phase II-E data includes acceleration response recorded for Phase I structural configurations. These configurations are described in Table 2 . It is important to note that such description in Table 2 does not provide a quantitative value of the level of damage. Therefore, judging a damage detection method becomes quite challenging. This is because of the fact that it is difficult to quantify how removal of one or more braces will affect structural response. While we propose a simple system to represent the level of damage based on the number of braces removed or joints loosened, we argue that further discussion from the SHM research community is needed to benchmark the levels of damage in the ASCE benchmark structure. Such benchmarking is essential for the experimental data's use by the research community when examining new damage detection methods. Our proposed damage severity metric, denoted Γ ASCE describes damage in the ASCE benchmark structure, is defined and normalized to a scale between 0 and 100 for the benchmark configurations. The damage severity Γ i ASCE for the ith damage configuration is computed as
The symbol n x is used to denote the number of braces removed in the North-South (strong axis) direction, while n y corresponds to the number of braces removed in the East-West (weak axis) direction. B x denotes the number of loosened bolted connections in the North-South (strong axis) direction while B y is the number of loosened bolts in the East-West (weak axis) direction. Weight factors of 1.0, 0.5, 0.25 and 0.1 are used to describe the significance of each action (e.g., removal of braces) on the level of damage in the structure. For instance, a weight factor of 1.0 is chosen for removal of braces in the strong axis (North-South) direction. The weight factor (0.5) is used to describe the effect of removed bracing braces in the out-of-plane direction (EastWest) direction. The weight factor (0.25) is also used to represent the relatively low effect of loosened bolts compared to the effect of removed bracingbraces. The factor (0.1) is used to represent the effect of out-of-plane loosened bolts. The reduction of damage severity in the out-of-plane direction is attributed to the fact that most accelerometers were placed in the North-South direction and the accelerations of interest used in the analysis were in the North-South direction. Figures 1(a) and 1(b) shows a three-dimensional schematic of the ASCE benchmark structure and the location of the accelerometers and shaker on the structure. There are nine testing configurations tested in the experimental investigation of the ASCE benchmark structure [9] . There was an unspecified error in data reported for Configuration 5 according to ASCE Benchmark Group, therefore that dataset for Configuration 5 was not used in this study. The descriptive damage metric Γ ASCE was calculated for the eight damage configurations by means of (1). The damage metric values for these configurations are presented in Table 2 . It became obvious that Configuration 1 can be classified as "healthy" (Γ ASCE = 0), Configurations 2-6 can be classified as "partially damaged" with Γ ASCE ranging between 8.5 and 31.2 and Configurations 7-9 can be classified as "fully damaged" with Γ ASCE ranging between 85.1 and 100. It is important to emphasize that the proposed descriptive damage metric developed for validation of the proposed damage detection method is very specific to the ASCE benchmark structure and the testing configurations examined herein. The weight factors were specifically selected for quantifying the overall damage in the benchmark structure given the structural configurations and the sensor locations.
Methods
Here we suggest a computational method for feature extraction and damage recognition based on integrating ANN and WMRA. The proposed method is used for damage feature extraction by realizing the changes in the energy of structural acceleration signals computed in the wavelet domain as a result of damage. The proposed method has been previously validated using simulated and experimental data on bridge structures [59, 60] . Moreover, optimization methods are used to establish a classifier that can provide efficient damage pattern recognition. Design of the classifier is based on minimizing the error of classification by the damage detection method. The classification error is minimized through identifying the optimal architecture of the neural network, including the number of layers and number of neurons in each layer. The development of the integrated damage pattern recognition method outlined in this paper includes the following steps: (1) data acquisition and signal processing, (2) damage feature extraction, (3) development of a damage classifier, (4) optimization of the neural network architecture using the classifier and (5) evaluation of the integrated damage recognition method (in Section 4).
Data Acquisition and Signal Processing.
The acceleration signals, denoted x i (n) with subscript i representing the sensor location, were processed using WMRA. WMRA was implemented using the discrete wavelet transform (DWT), specifically the daubechies (db4) mother wavelet [61] . Extensive study has been performed by the authors that showed the daubechies (db4) mother wavelet to be the most suitable wavelet to decompose acceleration signals [61] . Other wavelet functions proposed by other researchers [62, 63] were also examined. The energy of the approximation signal of the damage structures (as will be discussed below) showed more sensitivity to damage when the daubechies (db4) wavelet signal was used to decompose the original signal. Similar observation was reported on analysis of experimental data observed in monitoring of steel bridges [64] . WMRA enables the decomposition of the acceleration signal in the time domain into component signals at different frequency levels named approximations and details. Scaling a wavelet simply means stretching or compressing it. The smaller the scale, the more the wavelet will be compressed while the larger the scale, the more the wavelet will be stretched. Therefore, low scales allow analyzing rapidly changing details (high frequency components) and high-scales allow analyzing slowly changing features (lowfrequency components).
In civil structures, it has been shown that most of the main frequency components are low-frequency components (ranging 5-30 Hz) [6, 31, 64, 65] . Therefore, the lowfrequency components of the signal (the approximations) are very important parts of the signal. The "approximations signal" corresponds to the high-scale, low-frequency components of the signal. On the other hand, the high frequency contents carry the details of the signal. The "details signal" corresponds to the low scale high frequency part. WMRA decomposes the signal into various resolution levels as schematically shown in Figure 2 . We suggest here using the third approximation signal in lieu of the original signal. This means that all high frequency components of the signal will be neglected. It is important to emphasize that these high frequency components might include useful information about the structure, but the proposed approach is based on the assumption that this information is not necessary for damage detection. The use of high frequency components might provide further insight on damage but will be accompanied with high computational expenses. The threshold at which signal decomposition is limited and the frequency components considered for damage detection shall be based on balancing the computational expenses versus the level of enhancement in damage detection accuracy [66] .
Consider the discrete acceleration signal x(n). With the wavelet scaling index ( j) and shifting index (k) defined, the 
where φ(n) is the scaling function [61] . The acceleration signals acquired from the ASCE benchmark structure were decomposed to three levels of decomposition. The third approximation signal was used to represent the structure's response.
Damage Feature Extraction.
The proposed framework aims at establishing the complex relationship relating the structural dynamics (here accelerations) between different zones of the healthy structure. This general framework is shown schematically in Figure 3 (a). The neural-wavelet module tries to build this relationship at the wavelet decomposed acceleration signals using artificial neural network. When damage occurs in the structure, the relationship between its zones is disturbed. The higher the severity of damage, the further the structure departs from the healthy relationship between its zones. Damage can be thus detected and classified. We suggest a damage feature denoted λ computed using WMRA and ANN. Acceleration signals recorded at accelerometers 5, 6, 9, 12 and 15 were decomposed using WMRA and the third approximation of the signals were then used as inputs for the ANN. The third approximation of the acceleration signal at accelerometer 13 was used as the desired output as shown in Figure 3 (b). Figure 3(b) shows a schematic representation of the computation of the damage feature λ in the ASCE benchmark structure.
The damage feature was obtained by comparing the monitored acceleration signal at sensor 13 and the signal predicted by ANN. The damage feature denoted λ can thus be calculated as:
where a is the approximation, J is the level of wavelet decomposition. λ describes the energy of the signal representing the difference between the ANN predicted signal and the third approximation of the monitored acceleration signals and k is the total number of discrete elements used to represent the signal. As ANN is trained to predict healthy performance, the difference between monitored and predicted signal represents the level of departure of the structural response at any time. This different signal is directly related to the level of damage in the structure. The lower the value of λ, the closer ANN's prediction is to the monitored signal, therefore representing a healthy structure. The higher the value of λ, the further ANN's prediction is from the monitored signal. This neural wavelet method has successfully identified damage in other structures, including prestressed concrete [60] and a structural steel model bridge [64] .
Here, we only considered the structure's response data from accelerometers 5, 6, 9, 12, 13 and 15 shown on the benchmark structure plans described in Figure 3(b) . These accelerometers were excited by an electro-dynamic shaker placed on the top floor of the structure. The choice of this group of accelerometers to form the damage detection module is based on their location in relation to the damaged areas (areas of bracing removal) of the ASCE benchmark structure configurations as described by the ASCE benchmark study report ASCE Benchmark Group [58] and Dyke et al. [9] . The accelerometers chosen as the inputs to the ANN were primarily positioned along the East face of the structure where damage was induced. The output accelerometer was positioned on the West face of the structure where no damage was induced.
ANNs use an iterative process to learn a pattern and generate a nonlinear mapping system between system inputs and output. Here, ANN is used to learn the complex healthy signal of the structure at sensor 13 by observing the signals at sensors 5, 6, 9, 12 and 15. The input layer of ANN in this study has five neurons corresponding to the five acceleration data inputs acquired by accelerometers (5, 6, 9, 12 and 15) and one neuron at the output layer acquired by accelerometer 13. Each neuron has a transfer function associated with the layer that operates at the node level. All layers use the log-sigmoid transfer function, with the exception of the output layer, which has a linear transfer function. The choice of these transfer functions was based on a parametric investigation conducted on the benchmark data [37] . The parametric investigation also showed the need for optimization of the ANN architecture to enable efficient damage classification.
Developing Damage Classifier.
The neural network's ability to accurately mimic the healthy signal is dependent upon the architecture of ANN. In this study we target identifying the optimal architecture of ANN and defining the number of hidden layers and the number of neurons per layer such that damage detection is maximized. Design of ANN usually targets achieving a minimum training error which is considered a modeling tool criterion for acceptance of a neural network. Successful damage detection necessitates that the damage feature (λ) is able to classify the level of damage in the structure. This means high λ values correspond to the "highly damaged" benchmark Configurations 7, 8, and 9. Moreover, low λ values correspond to the "healthy" Configuration 1, and λ values in between these extremes represent the "partially damaged" Configurations 2, 3, 4, and 6.
Successful development shall enable ANN to function as a damage classifier in addition to its role in damage feature extraction. This can be achieved by finding the optimal ANN architecture such that the maximum success rate of the damage classification is achieved. The process of successful classification rate maximization is performed here in the context of system optimization where the objective function that is used for defining the classifier is minimized. The optimization process can be described by defining the objective function, the design variables, the design parameters and the optimization constraints.
The objective function to be minimized is −ρ with ρ defined as:
ρ is the damage classifier, λ H m i is the mean value of the damage feature for a healthy case and λ D m i is the mean value of the damage feature for the damaged case. Where i is a numerical counter, i = 1, 2, . . . , K. K represents the number of structural damage configurations considered when establishing the damage classifier. Defining −ρ as the objective function ensures that the difference between the mean damage feature at the healthy performance and other damage states is maximized and thus the success rate of damage detection is maximized. A schematic representation of the function describing the damage classifier is shown in Figure 4 .
The design variables describe the number of layers and the number of neurons in each layer of the ANN architecture. The design parameters include those parameters that affect the optimization process but are assumed constant during the optimization process. This includes the level of wavelet decomposition, J (here J = 3), the mother wavelet function (here db4) and the transfer function per ANN layer (here logsigmoid). Two optimization constraints were considered; the number of neurons per hidden layer constrained between 1 and 15, and the number of hidden layers also constrained between 1 and 3. Both constraints were established to limit computation time. The optimization process was Figure 6: Raw acceleration signal (red) observed at sensor 9 in the benchmark structure versus the third approximation of the acceleration signal (black) used for damage detection.
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Damage features (λ) Figure 7 : Schematic representation of probability of damage.
Hatched area represents the cumulative probability of damage representing the neural-wavelet damage metric Γ NW .
performed using derivative-based (Newton gradient-decent) and derivative-free (genetic algorithm (GA)) optimization techniques [67, 68] . eight second window of the signal representing the difference signal between the third approximation of the measured signal and the ANN predicted signal. The energy of the difference signal is computed as
a d is the difference signal between the third approximation of the measured signal and the ANN predicted signal, k is the counter for the signal measurements within the 8 second window, N represents the eight second time window and ranges from 1 to T, which is the total number of windows, equals 14. The division of the acceleration signal into windows is presented schematically in Figure 5 . The original acceleration signal was 120 seconds long sampled at 500 Hz with 4000 data points in each window. The original signal was decomposed using WMRA. The original signal and the third approximation signal of a typical acceleration signal are shown in Figure 6 . The third approximation signal was divided into fifteen windows each 8 seconds long. The first window was neglected for avoiding inaccurate observations at the start of data acquisition. The following 14 windows were used to compute the damage feature λ as represented by (5) . The WMRA decomposition was performed on the whole 120 second signal and not at the windows' level to avoid the well known edge effect of the wavelet analysis when short signals are analyzed.
Testing the Damage Classifier.
The optimal ANN architecture and the damage classifier were tested using the testing data including Configurations 2, 3, 4 and 9. These data sets were not used in developing the damage classifier. To consider uncertainty in damage recognition, the probability of damage is used as the damage metric to represent the level of damage in the structure for each testing configuration. The damage metric denoted Γ i NW (denoting damage quantified using the neural-wavelet (NW) method) at the ith configuration of the benchmark structure can be evaluated using (6) , where θ is the confidence limit established by considering a 95% level of confidence from the healthy performance and λ i is the mean damage feature describing the ith configuration of the benchmark structure
where P represents the probability that the damage feature λ will exceed the damage threshold θ. The probability of damage is schematically represented in Figure 7 . The probability distribution function represents the damage feature at any instance. The probability of damage is calculated as the area under the probability density function of the damage state with for values higher than the confidence limit, θ. Therefore, a probability density function for a damage case that does not overlap with the healthy probability density function would have a 100% probability of damage. The suggested method for calculating the probability of damage assumes the damage feature to be monotonically increasing as the level of damage in the structure advances. The damage feature is also assumed to follow the normal (Gaussian) probability distribution which was confirmed by analyzing the healthy datasets.
Results and Discussion
The optimization process determined that the optimal ANN architecture includes three hidden layers consisting of 2, 7 and 10 neurons on the first, second and third hidden layers respectively. A schematic representation of the optimal network is shown in Figure 8 . Figure 9 shows the change in the classifier objective function versus the number of neurons for classifier ρ when the number of hidden layers is one (Figure 9(a) ) and for two hidden layers in Figure 9 (b). It is interesting to observe the large number of local minima that exist in both domains. The GA optimization technique was more successful than the gradient descent method in realizing the optimal solution. The derivative-based technique was caught in local minima and the optimization process occasionally did not converge. A comparison between the three optimal neural network architectures with one hidden layer denoted NN1 (n 1 = 7 neurons), two hidden layers denoted NN2 (n 1 = 1 and n 2 = 5) and three hidden layers denoted NN3 (n 1 = 2 and n 2 = 7 and n 3 = 10) showed that the neural network NN3 with three hidden layers to have the highest classifier (ρ). This comparison is shown in Figure 10 . The comparison confirms that the optimal ANN architecture have the best ability to classify damage in the benchmark structure. The optimal ANN architecture shown in Figure 8 was used to identify damage in eight testing configurations of the ASCE benchmark structure (excluding Configuration 5) by computing the probability of damage (see (6) ) in each configuration. This includes identifying damage in Advances in Civil Engineering 11 Configurations 2, 3, 4 and 9 that were not used in training the classifier. Figure 11 shows the neural-wavelet damage metric Γ NW of eight configurations as identified using the optimal damage classifier. The mean value and the standard deviation for each of the eight configurations was calculated as the mean of 14 time windows, each of them is eight seconds long. Figure 11 also shows the severity of damage metric Γ ASCE based on the damage quantification suggested in this paper (see (1) ). Configurations 7, 8, and 9 that were classified as "fully damaged" ( Table 2) show probabilities of damage ranging between 90 and 100 percent. The "partially damaged" Configurations 2, 3, 4, and 6 have a damage metric Γ NW ranging between 40 and 60 percent and a descriptive damage metric Γ ASCE between 9 and 31. The "healthy" Configuration 1 showed a damage metric Γ NW that is lower than 5% and a descriptive damage metric Γ ASCE value of zero. It is therefore obvious that a good agreement exists between the descriptive damage metric Γ ASCE and the neural-wavelet damage metric Γ NW .
The above results provide a damage detection method that can detect damage in eight damage configurations of Phase II-E in the ASCE benchmark structure; the proposed damage metric can also be used to classify/quantify damage severity in the benchmark structure with reasonable accuracy. This is attributed to the fact that the damage feature was optimized for classification of damage. The optimization process correctly categorized the "partially damaged" benchmark configurations resulting in probabilities of damage that range from between 40 and 60 percent. The "fully damaged" configurations were also correctly classified for having probabilities of damage ranging between 90 and 100 percent. The optimal neural-wavelet method has proven capable of detecting damage occurrence and showed good sensitivity in quantifying damage severity for low and high damage configurations. However, the model showed less accuracy in quantifying partially damaged cases which might be enhanced if other configurations of partially damage data were used in establishing the classifier.
Finally, the proposed neural-wavelet framework can be applied to damage detection and classification of real world structures. This requires developing a finite element model to simulate the structure dynamic behavior and validate this model using historical data observed from the structure. Damage can then be introduced to the finite element model with different levels of damage severity and at different locations. This simulated data can be used to optimize the ANN and establish the neural-wavelet module. The developed neural-wavelet module can then be used to detect and classify damage in the real structure.
We need to emphasize, however, that the overall damage metric is not unique but provides an indicator to damage severity. It is important to realize that damage is a nonmeasurable quantity and damage metrics cannot be directly compared. This damage quantification inaccuracy is an intrinsic characteristic of damage related to the definition of damage as suggested by many researchers [65, [69] [70] [71] . Therefore, the use of absolute numbers for quantifying damage severity and the use of accuracy measures to validate damage quantification can lead to erroneous conclusions. Validation shall be limited to testing the metric ability to indicate the category of damage such as "low, moderate and high". The wide range of probabilities describing the damage level in each configuration is attributed to considering uncertainty in quantifying damage. It is obvious that damage quantification is a challenging problem that lends itself to probabilistic, fuzzy or imprecise quantification.
Conclusion
We demonstrated that it is possible to establish a damage pattern recognition method by designing a damage classifier that integrates ANN and WMRA. An optimization technique using derivative free optimization (genetic algorithm) was used to identify the optimal ANN architecture. A neural network, including three hidden layers with 2, 7, and 10 neurons in the first, second and third hidden layers respectively, was capable of successfully detecting and quantifying damage in the ASCE benchmark structure with a reasonable sensitivity.
The neural-wavelet method aimed at establishing the underlying relationships between the structural dynamic responses (acceleration signals) at the different locations of the structure during healthy performance then recognized changes in such relationships as damage advanced in the structure. While the use of ANN to learn the underlying relation of structural dynamics proved successful, some drawbacks of ANN are related to their intolerance to uncertainty in training data. It is therefore suggested that other learning methods with higher tolerance to classification uncertainty such as neural-fuzzy inference systems, adaptive fuzzy learning from examples [72] or support vector machines might be examined as an alternative to neural networks in realizing structural dynamic relationships.
