We reconsider the derivation of the continuum time limit for the Minority Game and confirm that the stationary state properties are given by the ground state configurations of a disordered (soft) spin system. We extend previous results and i) derive the stationary state distribution ii) characterize the dependence on initial conditions in the symmetric phase and iii) clarify the transition to a turbulent dynamics which occurs for fast learning rates. Strikingly we find that the temperature like parameter which is introduced in the choice behavior of individual agents turns out to play the role, at the collective level, of the inverse of a thermodynamic temperature.
Introduction
Even under the most demanding definition, the Minority Game (MG) [1, 2] definitely qualifies as a complex system. The MG can be regarded as an Ising model for systems of heterogeneous adaptive agents, who interact via a global mechanism that entails competition for limited resource, as found for instance in biology and financial markets. In spite of more than three years of intense research, its rich dynamical behavior is still the subject of investigations with many variations of the basic MG being proposed, each uncovering new surprising regions of phase space.
Most importantly, Refs. [3] [4] [5] [6] have shown that much theoretical insight can be gained on the behavior of this class of models, using non-equilibrium statistical physics and statistical mechanics of disordered systems. This approach rests on the assumption that, in a continuum time limit (CTL), the dynamics of the MG can be described by a set of deterministic equations. From these, one derives a function H which is minimized along all trajectories which leads on to study the ground states of H by statistical mechanics techniques. This approach has been challenged in Refs. [7, 8] , which have proposed a stochastic dynamics for the MG, thus leading to some debate in the literature [9, 10] .
It is our aim, in this paper, to analyze in detail the derivation of the CTL in order to clarify the issue. We show that a proper derivation of the CTL indeed reconciles the two approaches: The resulting dynamical equations are indeed stochastic, as suggested in Ref. [7, 8] , but still the stationary state of the dynamics is described by the minima of the function H, as suggested in Refs. [3, 4] . We then confirm the analytic results derived previously. In addition we derive new results:
(1) we extend the analytic approach of Refs. [3, 4] to the α < α c phase and asymmetric initial conditions. The dependence on the initial conditions in this phase, first noticed and discussed in Refs. [3, 4] , has been more recently studied quantitatively in Refs. [8, 11] . We clarify the origin of this behavior and derive analytic solutions in the limit N → ∞. (2) we show that the stronger is the initial asymmetry in agents evaluation of their strategies, the larger is the efficiency and the more stable is the system against crowd effects [12] . (3) we show that crowd effects are related to time dependent stationary states, as suggested by the numerical results of Refs. [13, 6] and by the recent analytic approach of Ref. [11] . (4) we derive the full probability distribution in the stationary state for time independent solutions. Remarkably we find that the parameter which is introduced as a temperature in the individual choice model, turns out to play the role of the inverse of a global temperature.
This leaves us with a coherent picture of the collective behavior of Minority Games which is an important reference framework for the study of complex systems of heterogeneous adaptive agents.
The Model
The dynamics of the MG is defined in terms of dynamical variables U s,i (t) in discrete time t = 0, 1, . . .. These are scores, propensities or "attractions" [14] which each agent i = 1, . . . , N attaches to each of his possible choices s = 1, . . . , S. Each agent takes a decision s i (t) with
where Γ i > 0 appears as an "individual inverse temperature".
The public information variable µ(t) is given to all agents; it belongs to the set of integers (1, . . . , P ), and can either be the binary encoding of last M winning choices [1] , or drawn at random from a uniform distribution [15] ; we stick to the latter case for sake of simplicity 1 . The action a µ(t) s i (t),i of each agent depends the on its choice s i (t) and on µ(t). The coefficients a µ s,i , called strategies, plays the role of quenched disorder: They are randomly drawn signs (Prob{a µ s,i = ±1} = 1/2), independently for each i, s and µ. On the basis of the outcome
each agent updates his scores by
The idea of this equation is that agents reward [U s,i (t + 1) > U s,i (t)] those strategy which would have predicted the minority sign −A(t)/|A(t)|. We shall not discuss any longer the interpretation of the model, which is discussed at length elsewhere [17, 18, 4, 19] .
The key parameter is the ratio α = P/N [18] and the relevant quantities are
which measure, respectively, global efficiency and predictability 2 .
Generalizations of the model, where agents account for their market impact [3, 4] , where deterministic agents -so-called producers -are present [5] , or where agents are allowed not to play [20] [21] [22] [23] , have been proposed. Rather than dealing with the most generic model which would depend on too many parameters, we shall limit our discussion to the plain MG (η = 0 and ρ = 0). Furthermore we shall specialize, in the second part of the paper to the case S = 2 which lends itself to a simpler analytic treatment. The analysis carries through to more general cases in obvious ways.
The continuum time limit
Our approach, which follows Refs. [3, 4] , is based on two key observations:
(1) the scaling σ 2 ∼ N, at fixed α, suggests that typically A(t) ∼ √ N . Hence time increments of U s,i (t), in Eq. (3) are small (i.e. of order
(2) characteristic times of the dynamics are proportional to P . Naively this is because agents need to "test" their strategies against all P values of µ, which requires of order P time steps. More precisely, one can reach this conclusion by measuring relaxation or correlation times and verifying that they indeed grow linearly with P (see Ref. [9] ).
The second observation makes our approach differ from that of refs [7, 8] . It implies that one needs to study the dynamics in the rescaled time τ = t/P . Iteration of the dynamics for P dτ time steps, from t = P τ to t = P (τ + dτ ) gives
where we have introduced the functions u s,i (τ ) = U s,i (P τ ).
Let us separate a deterministic (du s,i ) from a stochastic (dW s,i ) term in this equation by replacing a 
Now the first term is of order dτ as required for a deterministic term. In addition it remains finite as N → ∞ 4 .
The second term is a sum of P dτ random variables X s,i (t) with zero average. We take dτ fixed and N very large, so that P dτ ≫ 1 and we can use limit theorems. The variables X s,i (t) are independent from time to time, because both µ(t) and s j (t) are drawn independently at each time. In addition, if a CTL exists, we can assume that the probability distribution π s,i from which the variables s j (t) are drawn remains constant in the time interval [τ, τ + dτ ). Hence X s,i (t) for P τ ≤ t < P (τ + dτ ) are i.i.d.
For P dτ ≫ 1 we may approximate the second term dW s,i of Eq. (6) by a Gaussian variable with zero average and variance
where the δ(τ − τ ′ ) comes from independence of X s,i (t) and X r,j (t ′ ) for t = t ′ and the fact that X s,i (t) are identically distributed in time leads to the expression in the second line. Now:
4 Indeed a µ s,i A µ τ is of order √ N but its sign fluctuates. When we average over P ∼ N different µ, we get a quantity of order N 0 . The second term always vanishes for N → ∞ because a s,i A is of order N 0 . In the first term, instead, A 2 |µ τ ∼ N which then gives a positive contribution in the limit N → ∞. In particular when r = s and j = i the first term is just
For r = s or j = i, A 2 |µ /P is averaged with a random sign a µ s,i a µ r,j . The result is a term of order 1/ √ N with a random sign, which also vanishes as N → ∞. However it is important to keep this off-diagonal term because it keeps the dynamics of the phase space point U(t) = {U s,i (t)} s=1,...,S, i=1,...,N constrained to the linear space spanned by the vectors a µ = {a µ s,i } s=1,...,S, i=1,...,N which contains the initial condition U (0). The original dynamics of U s,i (t) indeed possesses this property.
The correlation, for N ≫ 1, can well be approximated as
where a s,i a r,j ≃ δ i,j δ r,s .
In other words, the dynamics of u s,i is described by a continuum time Langevin equation:
This equation, given its derivation, has to be interpreted in the Ito sense. The expression for noise intensity is confirmed by figure 1 where
i,s /(P NS) is reported; note that these numerical simulations were done for Γ = ∞ and confirm Eq 13 even for small α.
Eq. (1) and Ito calculus then lead to a dynamic equation for π s,i (τ ). We prefer to exhibit this for Γ i = Γ and using the rescaled time t = Γτ :
The first term in the r.h.s. comes from the deterministic part of Eq. (11), the second from the Ito term (where we neglected terms proportional to a i,s a i,s ′ ∼ 1/ √ N for s = s ′ ) and the third from the stochastic part. It is clear that, in the limit Γ → 0 the last two term vanish and the dynamics becomes deterministic.
We see then that Γ tunes the strength of stochastic fluctuations in much the same way as temperature does for thermal fluctuations in statistical mechanics. The "individual inverse temperature" Γ should indeed more correctly be interpreted as a learning rate. Furthermore it plays the role of a "global temperature". We shall pursue this discussion in detail below for the case S = 2.
At this point, one comment on the limit Γ → ∞ is in order. The MG has indeed been introduced with Γ = ∞ [1] and only later generalized to Γ < ∞ [8] . It is clear that in the limit Γ → ∞ the dynamical equations (14) become problematic. What goes wrong is the assumptions that probabilities stay approximately constant in the time period dτ . This cannot be true because π s,i may jump from 0 to 1 for Γ → ∞ and hence the random variables X s,i (t) are no more i.i.d.. What should actually enter in the dynamical equations is a "renormalized" learning rate Γ R (Γ) which can be defined from the dependence of the frequency with which agents play strategy s in the P dτ time steps, and the average scores of that strategy in the same period. We shall implicitly assume that Γ = Γ R in the dynamical equations henceforth and omit the subscript R .
Stationary state
Let us take the average, denoted by . . . , of Eq. (11) on the stationary state (SS). Let
be the frequency with which agent i plays strategy s in the SS. Then we have
Given the relation between π s,i and U s,i and considering that the long time dynamics of U s,i in the SS is U s,i (τ ) = const + v s,i τ , we have that i) each strategy which is played in the SS by agent i must have the same "velocity" v s,i = v * i , and ii) strategies which are not played (i.e. with f s,i = 0) must have
Consider now the problem of constrained minimization of H, subject to f s,i ≥ 0 for all s, i and the normalization conditions. Introducing Lagrange multipliers λ i to enforce s f s,i = 1 for all i, this problem reads
Taking derivatives, we find that if f s,i > 0 then a s,i A + λ i = 0 whereas if f s,i = 0 then a s,i A + λ i ≥ 0. These are exactly Eqs. (15, 16) where v * i = λ i . We then conclude that the two problems Eqs. (15, 16) and Eq. (17) are one and the same problem 6 . In other words f s,i can be computed from the constrained minimization of H as proposed in Refs. [3, 4] . 6 Indeed both problems can be put in the form of a Linear Complementarity problem [24] :
Hence the statistical mechanics approach based on the study of the ground state of H is correct. This approach gives the frequency f s,i with which agents play their strategies.
However the function
As long as π s,i π s ′ ,j = π s,i π s ′ ,j = f s,i f s ′ ,j factorizes for i = j the frequencies f s,i are enough to compute σ 2 also. This property is known as the clustering property in spin glasses, and it is known to hold in thermodynamically pure states [25] . The stationary state of the MG is described by a replica symmetric Hamiltonian, which has by definition one pure state only. This suggests that the clustering property holds also for the MG and then that f s,i allows us to compute σ 2 also. A direct check of this statement shall be given below for S = 2. There we shall see that the distribution of u s,i actually factorize over the agents.
Dependence on initial conditions
As already mentioned, the dynamics of u s,i (τ ) is constrained to the linear space spanned by the vectors a µ s,i for µ = 1, . . . , P . To be more precise, let us introduce the vector notation |v = {v s,i , s = 1, . . . , S, i = 1, . . . , N}. Then for all times |u(τ ) is of the form
This problem has a solution for all values of v * i because of non-negativity of the matrix a s,i a s ′ ,j , see Ref. [24] .
If there are vectors v| such that v|a µ = 0 for all µ, then v|u(τ ) = v|u(0) , i.e. the components of the scores will not change at all along these vectors. When do such vectors exist?
Of course if the dimensionality NS of the vectors |u(τ ) is smaller than P -i.e. for α = P/N > S -this cannot occur. In effect, in order to compute the dimensionality of the vectors |u we have to take into account the N normalization conditions and the fact that strategies which are not played (f s,i = 0) should not be counted. So if there are N > variables f s,i > 0, the relevant dimension of the space of |u is N > − N. Hence vectors v| orthogonal to all |a µ exist for N > − N > P , i.e. for α < α c = N > (α c )/N − 1.
For α < α c the SS depends on the initial condition. We shall discuss this issue in much more details in the case S = 2.
The case S = 2
We work in this section with the simpler case of S = 2 strategies, labelled by s = ±. We also set Γ i = Γ for all i. Our goal is to push even further our understanding of the dynamics of the MG. Following Refs. [13, 3] we introduce the variables
Let us rescale time t = Γτ and introduce the variables
Then, using Eq. (1), the dynamical equations become
The Fokker-Plank (FP) equation for this dynamics reads
Stationary state
Multiply by y i and integrate over all variables. Using integration by parts, assuming that P → 0 fast as y j → ∞, one gets
Let us look for time independent stationary solutions. Define m i = tanh(y i ) in the stationary state. Hence for t → ∞ we have
Now, either v i = 0 and y i is finite, or v i = 0, which means that y i → ±∞ and m i = sign v i . In the latter case (v i = 0) we say that agent i is frozen [13] , we call F the set of frozen agents and φ = |F |/N the fraction of frozen agents.
The parameters v i for i ∈ F and m i ≡ tanh(y i ) for i ∈ F are obtained solving the constrained minimization of
The FP equation for the probability distribution P u (y i , i ∈ F ) of unfrozen agents, for times so large that all agents in F are indeed frozen (i.e. s i (t) = sign v i ), can be written as:
where we used the stationarity condition. This has a solution
On this probability distribution we have to impose the constraint that |y(t) = {y i (t)} N i=1 must lie on the linear space spanned by the vectors |ξ µ which contains the initial condition |y(0) . This means that
where the projector P y(0) is given by
If the number N − |F | ≡ N(1 − φ) of unfrozen agents is less than P the constraint is uneffective: The scores |y of unfrozen agents span a linear space which is embedded in the one spanned by the vectors |ξ µ . The constraint becomes the identity and the dependence on initial conditions y i (0) drops out. This happnes for α > α c where α > 1 − φ.
When α < 1 − φ, on the other hand, the constraint cannot be integrated out and the stationary distribution depends on the initial conditions. The remarkable fact implied by the similarity of Eq. (21) and Gibbs-Boltzmann distribution, is that Γ which could be interpreted as the inverse of an individual "temperature" in the definition of the model, actually turns out to play collectively a role quite similar to that of temperature.
Dependence on Γ and crowd effects
Numerical simulations [7] show that σ 2 increases dramatically with Γ for α < α c . This effect has been related to crowd effects in financial markets [12] , so we shall call it crowd effect henceforth. This effect does not occur for α > α c , as it can be appreciated in Fig. 2 .
Ref. [6] has shown that crowd effects can be fully understood in the limit α → 0: As Γ exceeds a critical learning rate Γ c , the time independent SS solution of the FP equation becomes unstable and a bifurcation to a period two orbit occurs. The extension of this picture to α > 0 suggests the occurrence of a transition to a "turbulent" dynamics for large Γ. The study of the stability of the time independent dynamical solutions indeed allows to compute a critical value of Γ above which the time independent SS becomes unstable: where
Both Q and Γ c can be computed exactly in the limit N → ∞ within the statistical mechanics approach [3, 6] .
The SS for 0 < α < α c and fast learning are quite complex: On one hand the limit α → 0 suggests that when Γ increases a bifurcation of the dynamics to complex orbits occurs. On the other the strength of the stochastic force ζ i in Eq. (19) also increases with Γ adding fluctuations around these orbits. It is hard to take into account both effects. Hence, following Ref. [6] , we shall first neglect effects due to stochastic fluctuations and look for simple orbits of the deterministic dynamics. Then we shall resort to numerical simulations to see how these conclusions are affected by the stochastic term.
The idea of the stability calculation of Ref. [6] is the following: Imagine that our system is close to a SS point y * i at time t = t k , when µ(t) = 1. Will the system be close to y * i when the pattern µ = 1 occurs again the next time t ′ = t k+1 ? To see this, let us integrate Eq. (18) from t = t k to t k+1 . In doing this we i) neglect the noise term (i.e. ζ i = 0) and ii) assume that tanh y i (t) ≈ tanh y i (t k ) stays constant in the integration time interval. This latter assumption is similar to the recently introduced [11] batch version of the MG, where agents update their strategies every P time-steps. This leads to study a discrete time dynamical system
The linear stability of fixed point solutions is analyzed setting y i (t k ) = y * i + δy i (k) and computing the eigenvalues of the linearized map δy i (k + 1) ≃ j T i,j δy j (k). This leads to the expression of Eq. (22) .
When the SS y * i becomes unstable, i.e. for Γ > Γ c [6] , one has to study more complex dynamical solutions. The simplest ansatz of a period two orbit
This solution describes a market where A(t) oscillates and
as observed in Refs. [13, 6] . These oscillations are responsible for the increase in global inefficiency. Indeed one finds easily that
where the first term Ā 2 = H vanishes for α < α c . 7 The factor Γ in Eq. (23) comes because t k+1 − t k is on average equal to Γ. When α < α c , instead the components m|β and δm|β along eigenvectors |β with λ β = 0 can be adjusted at will (as long as |m i ± δm i | < 1 for all i). Non-trivial solutions of Eq. (29) then become possible. This is shown by the numerical solutions of Eqs. (28,29) reported in the inset of Fig. 3 : As soon as Γ > Γ c orbits of period two start to appear. Fig. 3 also shows how this finding compares with numerical simulations of the MG. The dynamics is definitely more complex: first orbits with a different periodicity can occur for large Γ. Then stochastic noise is also present. Still the qualitative behavior is the same as the one provided by the bifurcation scenario. Fig. 3 plots
The fluctuation ∆m 2 i is computed taking the fluctuations of the average of m i (t) over P time steps around the average valuem i (which is computed by time averaging over the whole duration of the simulation). Actually δm 2 is multiplied by √ P to show that for Γ ≫ 1 it saturates to a finite value whereas for Γ ≪ 1 it vanishes. The plot, however, does not allow a precise determination of the transition point Γ c .
To conclude, while a detailed quantitative characterization of the dynamics for Γ ≫ 1 appears very difficult, the scenario of a bifurcation to complex dynamical behavior -suggested by the solution for α = 0 [6] -provides a good qualitative description of what is going on.
Selection of different initial conditions in the Replica calculation
As discussed above, the stationary state properties of the MG in the symmetric phase depend on the initial conditions. Can the statistical mechanics approach to the MG [3, 4] be extended to characterize this dependence?
Of course one can introduce the constraint on the distribution of y i in the replica approach in a straightforward manner. This leads however to tedious calculations. We prefer to follow a different approach. In the α < α c phase the minimum of H is degenerate, i.e. H = 0 occurs on a connected set of points. Each of these points corresponds to a different set of initial conditions, as discussed above. In order to select a particular point with H = 0 we can add a potential η i (s i − s * i )
2 /2 to the Hamiltonian, which will favor the solutions closer to s * i , and then let the strength η of the potential go to zero. This procedure lifts the degeneracy and gives us the statistical features of the equilibrium close to s * i .
The nature of the stationary state changes as the asymmetry in the initial conditions changes. If we take s * i = s * , the state at s * = 0 describes symmetric initial conditions and increasing s * > 0 gives asymmetric states.
The saddle point equations can be reduced to two equations:
where
] is the value of s which minimizes
and χ = β(Q−q)/α is a "spin susceptibility". There are two possible solutions: one with χ < ∞ finite as η → 0 which describes the α > α c phase. The other has χ ∼ 1/η which diverges as η → 0. This solution describes the α < α c phase.
We focus on this second solution, which can be conveniently parametrized by two parameters z 0 and ǫ 0 . We find
Indeed Eq. (30) gives Q(z 0 , ǫ 0 ) and Eq. (31) which for χ → ∞ reads α(1 + Q) = Dzzs 0 (z), then gives α(z 0 , ǫ 0 ).
With ǫ = 0 one finds solutions with a non-zero "magnetization" M = s i . This quantity is particularly meaningful, in this context, because it measures the overlap of the behavior of agents in the SS with their a priori preferred strategies
Note indeed that one can always perform a "gauge" transformation in order to redefine s = +1 as the initally preferred strategy. This amounts to taking y i (0) ≥ 0 for all i.
Which SS is reached from a particular initial condition is, of course, a quite complex issue which requires the integration of the dynamics. However, the relation between Q and M derived analytically from Eqs. (30,33) can easily be checked by numerical simulations. Figure 4 shows that the self-overlap Finally note that the more the initial conditions are asymmetric (i.e. the larger y 0 ), the more stable will the resulting SS be with respect to crowd effects. Indeed Γ c (α) in Eq. (22) is an increasing function of Q, and hence an increasing function of y 0 . For a fixed Γ, increasing the asymmetry y 0 of initial conditions can help avoiding crowd effects. Put differently, the stronger the prior beliefs (y 0 ) which agent hold about their strategies, the more stable will the SS be against crowd effects.
The maximally magnetized stationary state
The maximally magnetized SS (MMSS), obtained in the limit y 0 → ∞, is also the one with the largest value of Q, and hence with the smallest value of σ 2 = N(1 − Q)/2. σ 2 /N is plotted against α both for symmetric y 0 = 0 initial conditions and for maximally asymmetric ones y 0 → ∞ in fig. 5 . The inset shows the behavior of Q and M in the MMSS.
Remarkably we find that σ 2 /N is linear in α in the MMSS. This means that, at fixed P , as N increases the fluctuation σ 2 remains constant. This contrast with what happens in the y 0 = 0 state, for Γ < Γ c , where σ 2 increases linearly with N, and with the case Γ = ∞ where σ 2 ∝ N 2 [18, 6] . Note also that the lowest curve of Fig. 5 also gives an upper bound to the σ 2 of Nash equilibria (see Refs. [3, 4, 26] ).
The MMSS is also the most stable state against crowd effects: If we put Q(α, y 0 = ∞) ∼ = 1 − cα, as appropriate for the MMSS we find that Γ c ∼ 1/α diverges with α.
Conclusions
We have clarified current issues on the correct derivation of continuous time in the thermodynamic limit, and reconciliated the two current approaches. This allowed us to confirm that stationary states are characterized by the minimum of a Hamiltonian which measures the predictability of the game. The equations we derived allowed us to understand further properties of stationary states.
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