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The following sandwich problem is discussed: let f and --g be convex 
operators mapping subsets D(f) and D(g) of a real vector space X into an 
ordered vector space Y such that f(x) 3 g(x) for all x E D(f) n D(g). Under 
which conditions does there exist an alline map x --+ TX - w of X into Y such 
that 
TX - w <f(x) for all x E D(f) 
and (*) 
TX-w >g(x) for all x E D(g) ? 
In case Y is the space of real numbers it is well-known that (*) holds if 0 is a 
relative interior point of D(f) - D(g). Th is result stands in the centre of 
Fenchel’s duality theory for convex functionals [6j. We will show that a corre- 
sponding sandwich statement holds in our more general context, provided Y 
has the least upper bound property. This assumption proves to be not only 
sufficient but necessary as well. The main step in the proof will be a generaliza- 
tion of the analytical form of the Hahn-Banach Theorem; sublinear functionals 
are replaced by convex operators. 
By specializing f and g we get an existence theorem for subgradients of convex 
operators first proved by Valadier [ll] and well-known extension theorems for 
monotone operators as can be found in [4] and [S]. 
1. PRELIMINARIES 
In this paper let X denote a real vector space and Y an ordered vector space, 
that is, Y is a real vector space with a binary reflexive and transitive relation >, 
(we use the same symbol as for the ordering of the real numbers) such that 
Yl 2 Yz implies aY1 2 aY2 for all y1 , y2 E Y and real 01 > 0, 
Y13Yz implies Yl + Y3 3 Y2 + Ya for all y1 , ys and y3 E Y. 
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Equivalent to this is that Y+ = {y E Y 1 y > 0} is a wedge, 
ay+ + BY+ c y+ for all real d, p > 0. 
Y+ is called the positive wedge of Y. We say that Y has the least upper bound 
property (abbreviated: l.u.b.p.), if every non-empty subset B of Y which has an 
upper bound (lower bound) has a least upper bound (greatest lower bound) 
called a supremum (infimum) of B. Obviously, a set B has at most one supremum 
(infimum), if the ordering of Y is antisymmetric, that is, if 
Y>O and Y<O implies y = 0. 
The field R of real numbers under its usual ordering is, of course, an ordered 
vector space with the 1.u.b.p. Here are some further examples for ordered 
vector spaces which have the 1.u.b.p.: (a) IlP (n any natural number) with the 
wedge {xF=, hiyi 1 Ai > 0 for i = 1,2 ,..., n} where yi ,..., yn are linear inde- 
pendent elements of IJP. (b) The vector space B(S) of all real-valued bounded 
functions on a set S with the wedge of nowhere-negative functions. (c) The 
vector spaces U(p), p any measure, 0 <p < GO, with the wedge of almost 
every-where non-negative functions (see, e.g., Day [4]). 
An operator f: D(f) C X + Y is called a convex operator, if the domain of 
definition D(f) off is a non-empty convex subset of X and if for all x1 , xa E D(f) 
andallrealh,O<h,<l, 
fPx1 + (1 - 4 x2) G of + (1 - 4fW 
The operator g: D(g) C X --f Y is said to be concave if -g is convex. 
Now, let f: D(f) C X -+ Y be a convex operator, T a linear map of X into Y 
and w an element of Y such that 
TX - w <f(x) U-1) 
holds for all x E D(f). Then we say that the affine map x -+ TX - w is majorized 
by f. If, in addition, TX, - w = f (x0) then T is called a subgradient off at x0 . 
Analogously x + TX - w is minorixed by a concave g, if (1 .l) holds with f 
replaced by g and < by 2. In the following we will give conditions under which 
for given f and g there is an affine map which is at the same time majorized by f 
and minorized by g. A central hypothesis for this to hold will be that Y has the 
1.u.b.p. To emphasize the order theoretical background we do not introduce any 
topological concept. But it is easy to see that any map T satisfying (1.1) is 
continuous if X and Y are topological vector spaces, if f is continuous at some 
x0 and if the positive wedge Y+ is normal. 
We give some further definitions used later on. The point x,, of a subset A of a 
real vector space X is called an (algebraic) interior point of A if for each x E X 
there is a real positive X, such that Xx + (1 - h) x,, belongs to A for 1 X 1 < h, . 
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The point x0 is said to be an (algebraic) relative interior point of A if for each x 
of the affine hull of A there is a positive real A,, such that Xx +- (1 - X) x0 E A 
for j A 1 < X, . The set of all interior points of A is denoted by As and the set of 
all relative interior points by Ai. A subset U of X is called radial if the origin 
of X is an interior point of U. We write to(.) for the Minkowskifunctional defined 
by a convex radial subset U of X 
Q,(x) = inf(h > 0 / x E hU} for all x E X. (14 
An interior point of the positive wedge of an ordered vector space Y is also 
called an order unit of Y. A subset A of a real vector space is said to be ZineaZZy 
closed, if each line meets A in a closed subset of the line. One has (see Silverman 
and Yen [lo]): 
PROPOSITION 1.3. The positive wedge of an ordered vector space which has the 
1.u.b.p. is lineally closed. 
2. A GENERALIZED HAHN-BANACH THEOREM 
The main tool for the proof of our sandwich theorem in the next section will be 
the following generalization of the analytical form of the Hahn-Banach Theorem 
which is of interest in itself. The proof follows the lines of the standard proof 
of the classical Hahn-Banach result for sublinear functionals (see for this Day 
141). 
THEOREM 2.1. Let X be a real vector space, Y an ordered vector space and M 
a linear s&pace of X. Furthermore, let p: D(p) C X-+ Y be a convex operator 
and T,: M + Y a linear map such that 
TiMx <p(x) for all x E D(p) n M. 
If Y has the 1.u.b.p. and if D(p)O n M # 0, then there is always a linear map T of 
X into Y such that 
Tx= TMx foralZxEM and TX < p(x) for all x E D(p). 
Proof. Let z E X but x 6 M and denote by N the linear hull of M and a. 
We will show that T,+, can be extended to a linear map TN of N into Y satisfyng 
again TNx < p(x) for all x E D(p) n N. Then the assertion follows by a standard 
application of Zorn’s Lemma. 
We use the following abbreviations 
Dl={(u,X)~Xx R]uEM,X>Oandu+XzED(p)} 
and 
D, = {(v, tL> E X x R j v E M, /J > 0 and v - t~z E D(p)}. 
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Let (u, A) E D, and (w, cl> E D, be given and put 6 = A-1 + p-1. Then a con- 
vexity argument shows 
(A-l/S) u + (/L-~/S) w = (X-l/S) (u + AZ) + (p-‘/S) (w - p) E A4 n D(p) 
and thus, by assumption, 
Making use of the convexity of p and the linearity of TIM one easily gets from 
this 
/rlTMw - p-lp(w - p) < Pp(u + AZ) - A-lT,u. (24 
This last inequality holds for all (II, A) E D, and (o, p) E D, . Now, by assump- 
tion, D, and D, are non-empty sets. For, if u = w E D(p)” n M then one has 
with sufficiently small positive X and p 
and 
u + AZ = (1 - A) u + h(u + x) E D(p) 
This together with inequality (2.2) and the 1.u.b.p. of Y shows that there are 
y1 and ys in Y such 
~1 < WP(~ + b) - T,,,11) for all (u, A) E D, (2.3) 
yz 3 CL-VMW - P(W - P)) for all (u, p) E D, (2.4) 
and, moreover, 
Now choose some y such that 
Y2 GY <Yl 
and define TN on N by 
T& + “z) = T,wx + ay for allx EM and OLE R. 
(2.5) 
Obviously, TN is a linear extension of T,,, to N. It remains to prove that TN 
is major&d by p. To see this, let x + OLZ EN n D(p) be given. If (Y > 0 then 
(x, a) ED, and (2.5) together with (2.3) gives 
T& + c=) = T,,G + oy < T,,,x + my1 
< TMx + a@-'(p(x + as) - T,,,,x)) =p(x + cm). 
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If ol < 0 then (x, -a) E Da and now (2.5) together with (2.4) says 
TN(x + m) = TNx + my < T,x + cyyz 
< T,wx + a((-+’ (T, x - p(x + az))) = p(x + m). 
As a direct consequence of 2.1 we note 
COROLLARY 2.6 OF 2.1. Let X be a real vector space, Y an ordered vector 
space and p: D(p) C X ---f Y a convex operator. If 0 E D(p>“, p(0) > 0 and if Y 
has the l.u.b.p., then there is always a linear map T of X into Y such that 
TX < p(x) for all x E D(p). 
Proof. We denote by X the linear hull of D(p) and put X = X and M = (0) 
in 2.1. Then by 2.1 there is a linear map Z? of X into Y such that i”x < p(x) for 
all x E D(p). Th e assertion holds with any linear extension T of p to all of X. 
We note a further interesting result which is a slight modification of 2.6. 
COROLLARY 2.1 OF 2.1. Let X be a real vector space, Y an ordered vector 
space and p: D(p) C X-t Y a convex operator. If x0 E D(p>” and ;f Y has the 
l,u.b.p., then there is always a linear map T of X into Y such that 
TX - (TX, - p(xJ) < p(x) for all x E D(p). 
To prove 2.7 apply 2.6 to a(x) = P(ZC + x,,) - p(x,,) with D(q) = {x - x,, 1 x E 
D(P))* 
In terms of subgradients 2.7 says that a convex operator with values in an 
ordered vector space having the 1.u.b.p. possesses a subgradient at every relative 
interior point of its domain. This result (with a somewhat different proof) goes 
back to Valadier [l 11. The above approach reveals the close relationship between 
the subgradient statement and the Hahn-Banach Theorem 2.1. 
3. FIRST SANDWICH THEOREM 
We now establish our first sandwich theorem. A similar result is proved in 
[14] but the following approach seems to be much more direct and selfcontained. 
The idea is to construct by a generalized infimum convolution one function 
from f and g, so reducing the sandwich problem to a subgradient problem to 
which our generalized Hahn-Banach Theorem is applicable. Theorem 3.1 is 
well-known for convex functionals (i.e. Y = R) and plays an important role in 
the duality theory of convex functionals as developed by Fenchel [5], [6]. In a 
similar way our Theorem leads to duality statements for convex optimization 
problems in an ordered vector space (see [14], [15]). In Proposition 3.9 we will 
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give some conditions implying (3.4). We use the notation A - B = 
{a - b 1 a E A, b E B} for sets A and B. 
SANDWICH THEOREM 3.1. Let X be a real vector space, Y an ordered vector 
space, f : D(f) C X---f Y a conwex operator and g: D(g) C X -+ Y a concave 
operator. Suppose that 
Y has the l.u.b.p., (3.2) 
f(x) 3 g(x) for all x E D(f) n D(g) (3.3) 
and 
0 E P(f) - WY* (3.4) 
Then there is an afine map of X into Y which is majorized by f and minorized by g, 
that is, there is a linear map T: X-+ Y and some w E Y such that 
TX - w <f(x) for allx E D(f) 
and 
TX - w >, g(x) for all x E D(g). 
Proof. We give first a proof under the additional assumption that the ordering 
of Y is antisymmetric. Consider in X, in the product space X x Y and in Y 
the sets 
iv = D(f) - D(g), 
S = {(xl - x2 y f (4 - Ax,) + Y) I XI E D(f ), x2 E D(g) and Y 3 01 
and 
sz={Y~yI(x>Y)~S~ for x E N. 
It follows easily from the convexity off and -g that S is a convex set. Further- 
more, (3.3) and (3.4) imply 
OEN~ (35) 
and 
Y30 forallyE&. (3.6) 
We will define a convex map p of N into Y by p(x) = inf S, . To see that inf S, 
exists for all x E N fix some x E N. Then, because of (3.5) one has --EX E N for 
E > 0 and E sufficiently small. Let E < 1 and choose some j: in S-,, . Then the 
convexity of S gives for ally E S, 
(0, (1 + l )-lY + E(1 + e)-’ y) = (1 + +’ (-EX, j) + E(1 + e)-’ (x, y) E s 
i.e. (1 + ~)-‘jj + ~(1 + E)-’ y E S,, and, because of (3.6), 
(1 + +‘J + E(1 + 6)‘y > 0 forallyf2S,. 
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It follows easily from this that inf S, exists. Hence we may define 
p(x) = inf S,,. for all x E D(p) m=m N. (3.7) 
Using the convexity of S it is easily checked that p is a convex operator. Further- 
more, (3.5) and (3.6) become 
0 E D(p)” and p(0) 2 0. 
Hence Corollary 2.6 of our Hahn-Banach Theorem applies and one gets with a 
suitable linear map T of X into Y 
w, - $1 G P(% - x2) 
= inf &,-,, Gf(4 - 9(4 for all xi E D(f) and xs E D(g). 
(3.8) 
The assertion follows if we put e.g. 
w = inf(ljc, - g(x.J / xa E D(g)). 
If the ordering of Y is not antisymmetric, then choose a linear subspace Y, of 
Y such that Y is the direct algebraic sum of Yi und Y+ n - Y+ and order Y1 by 
the wedge 
Yl+ = Yl n Y+ . 
By construction 
Yl+ n - Yl+ = Yl n (Y+ n - Y+) = {O> 
and thus the ordering of Yi is antisymmetric. One easily verifies that Y1 has 
the 1.u.b.p. Now in the proof above replace Y by Yr and f andg by the composed 
maps q~ .f and v * g, where a, denotes the projection of Y onto Yi . Instead of 
(3.8) one gets for a linear map T of X into Yi (and thus into Y) 
Since y and v(y) differ only by elements of Y+ n - Y+ one obtains again (3.8). 
This completes the proof. 
Obviously, (3.3) is a necessary hypothesis for our Sandwich Theorem. We 
will see that the same holds for assumption (3.2) (see Proposition 3.13). (3.4), 
however, is not necessary for our sandwich statement (see Example 4.2). In the 
next section (3.4) (together with (3.3)) will b e replaced by a condition which can 
be satisfied even if (3.4) does not hold. 
We now give some conditions which imply (3.4). 
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PROPOSITION 3.9. Let A and B be non-empty convex subsets of a real vector 
space X. Then each of the following conditions implies 0 E (A - B)L: 
(a) A”nB# @. 
(b) AinBi# o. 
(c) A is a linear subspace of X, B is a wedge and A + B = A - B. 
Proof. Obviously, (a) implies 0 E (A - B)” and thus 0 E (A - B)i. If (b) 
holds, then Ai and Bi are non-empty and thus (see Vangaldere [12]) 
Ai - Bi = (A - B)“. 
It follows 0 E Ai - Bi = (A - B)i. Assumption (c) guarantees that A - B 
is a linear subspace of X and thus, of course, 0 belongs to (A - B)” = A - B. 
The condition (b) in the above theorem may hold without (a) being satisfied. 
To see that the converse may happen as well, let X be the space of all sequences 
x = (x,J of real numbers, put A = X and let B be the wedge of all x = (x,) 
such that x, = 0 for all but finitely many x, and x, > 0 for the last component 
unequal zero. Then (a) holds but not (b), since Bi is empty. For some of our 
corollaries below condition (c) is of importance. If A is a linear subspace of X 
and B is a wedge, then both (a) and (b) imply (c), but (c) may hold without (a) 
or (b) being satisfied (e.g., let A be any proper linear subspace of X and let B 
be a wedge having no relative interior points). 
Now let us consider special convex functions in 3.1. Recall that p: KC X--f Y 
is called sublinear, if K is a wedge and if 
P&4 = ~P(4 and Pb + x’) G PW + PC4 
for all x, x’ E K and real /\ > 0. A map q is said to be superlinear if -q is sub- 
linear. One gets from 3.1 and 3.9. 
COROLLARY 3.10 of 3.1. Let X be a real vector space, KC X a wedge and M 
a linear subspace of X. Furthermore, let Y be an ordered vector space, p: K -+ Y a 
sublinear map and q: M - Y a superlinear map such that p(x) 3 q(x) for all 
x E M n K. If Y has the l.u.b.p. and if M + K = K - M, then there is a linear 
map T ojX into Y such that 
TX <p(x) for all x E K and TX > q(x) for all x E M. 
For Y = Iw and X = M the above corollary reduces to a theorem proved by 
Bonsall [3]. Further specialization off and g in 3.1 or of p and q in the above 
corollary yields some well-known extension theorems for monotone linear 
operators of which we mention the following one (compare Day [4], Chapter VI, 
Section 3, Theorem 1). 
COROLLARY 3.11 OF 3.1. Suppose that X is a real vector space, KC X is a 
wedge and Tfif is a linear map of a linear subspace M of X into an ordered vector 
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space Y such that TiMx > 0 for all x E M C-I K. If Y has the 1.u.b.p. and if M + K 
= M - K then TM can be extended to a linear map T of X into Y such that 
Tx>Oforallx~K. 
Proof. In 3.1 putf = TM with D(f) = M andg = 0 with D(g) = K. Then 
3.1 together with 3.9(c) implies the existence of a linear map p of X into Y such 
that 
TX? - TMx’ < TX for allx’ EM and XE K. 
Put x’ = 0 and x = 0, respectively, to see that 
Txa.0 forxEK, T.+,x- TX 20 forxEM. (3.12) 
Now choose a linear subspace N of X which is complementary to M and define 
a linear map T of the direct sum M @ N into Y by 
T(x, + x2) = %I + 4 + (T, - p;) x1 for all x1 + x2 E M @ N = X. 
Then TX = TMx for all x E M and by (3.12) 
T(x, + x2) 2 p(xl + x2) 3 0 for all x1 + xs E K, x, E M, x2 E N. 
It is known that, if an ordered vector space Y is such that the conclusion of 
Corollary 3.11 holds for all X, K, M and TM satisfying the assumptions, then Y 
must have the 1.u.b.p. (see Chapter VI, Section 3, Theorem 1 in Day [4]). The 
same holds, of course, for our Sandwich Theorem. Consequently, the sandwich 
statement made in 3.1 is equivalent to the 1.u.b.p. We note 
PROPOSITION 3.13. An ordered vector space Y has the 1.u.b.p. if and only if Y 
is such that the concl2lsion of Theorem 3.1 holds for all X, convex f and concave g 
satisfying (3.3) and (3.4). 
It does not seem profitable to look for conditions which could in special 
situations replace the 1.u.b.p. of Y. This is shown by an example in [14], where 
in a very trivial situation (f and -g sublinear, D(f) = D(g) = X = R, Y = R3 
but Y+ such that Y does not have the 1.u.b.p.) there is no linear map which is at 
the same time majorized by f and minorized by g, although f (x) > g(x) for all x. 
4. SECOND SANDWICH THEOREM 
In this section we discuss the assumption (3.4) of Theorem 3.1. The following 
two simple examples show that 3.1 does not hold in general if (3.4) is dropped 
but that, on the other hand, (3.4) is no necessary hypothesis. 
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EXAMPLE 4.1 (see Klee [7]). Let X = RC’, Y = R, f(xr , xJ = -(xr~a)r/~ 
with D(f) = ((x1, xs) E W 1 x1 > 0, xs > 0} and g(x, , x2) = 0 with D(g) = 
{(x1 , 0) / x1 E W}. Thenf(x) >, g(x) for all x E D(f) n D(g) but (0,O) $ (D(f) - 
D(g))” and it is easily verified that there is no linear functional on X, which is 
majorized by f and minorized by g. 
EXAMPLE 4.2. Put in 4.1 D(g) = ((0, 0)). Again (0,O) $ D(f) - D(g))” but 
now (x1 , x2) + -x1 ~ xa is a linear functional which is majorized by f and 
minorized by g. 
In the following sandwich statement the assumption (3.4) (together with (3.3)) 
is replaced by a condition which can be satisfied even if (3.4) does not hold. To 
see this, put t(xr , x2) = / x1 j + / x2 / and 7 = -1 in Example 4.2. 
SANDWICH THEOREM 4.3. Let X be a real vector space, Y an ordered vector 
space having the Z.u.b.p., f: D(f) C X - Y a convex operator and g: D(g) C 
X--f Y a concave operator. The following assertions are equivalent: 
(a) There is a nonnegative sublinear functional t on X and some y < 0 such 
that 
f (x1) - 9(x2) z t(x1 - x2) y for all x1 E D(f) and x2 E D(g). 
(b) There is a linear map T of X into Y and a w E Y such that the afine 
map x -+ TX - w is majorized by f and minorized by g, 
TX - w G f (x) for all x E D(f), TX - w > g(x) for all x E D(g). 
Moreover, there is a radial subset U of X such that the set {TX j x E U} is bounded 
below in Y. 
Proof. Suppose (a) holds. Then we may define 
P(x) = Wf(xJ - g(xJ I x = x1 - x2 , xl E D(f), x2 E D(g)) 
for all elements x belonging to 
D(P) = D(f) - D(g). 
It is easily verified that p is a convex operator. Furthermore, by assumption, 
P(X) z t(x)9 for all x E D(p). 
Now consider that t(x)7 is a concave operator defined on all of X. Hence all 
assumptions of 3.1 are satisfied and there is a linear map T of X into Y and some 
w E Y such that 
TX - w <p(x) for all x E D(p> 
and 
TX - w > t(x)7 for all x E X. (4.4) 
409/66/z-3 
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It follows p(x) - TX > -zu 2 t(O)7 - TO == 0 and thus 
T(x, - 4 G I+, - 4 G fW - &,) (4.5) 
for all xi E D(f) and x2 E D(g). The first part of (b) is a direct consequence of 
this if one puts for example w = inf{%, - g(x,) 1 xa E D(g)). Now fix x E X. 
Then (4.4) says 
T(Xx) - t(h) 7 - w > 0 for all h > 0. 
It follows TX - t(x) 7 - (1 /A) w > 0 f or all h > 0. As the positive wedge Y,. 
is lineally closed (see Proposition 1.3) one gets 
TX 3 t(x) 7 for all x E X. (4.6) 
But then 7 is a lower bound of {TX j x E U} where U is defined by 
u = (x E x j t(x) < 11. 
Now suppose (b) holds. Then there is a radial subset U of X and some J such 
that 
TX 3 7 for all x E U. (4.7) 
Obviously, 7 < 0. Moreover, we may assume that U is convex. Denote by t, 
the Minkowski functional of U. Then for each x E X 
(t&c) + c)-1 x E u for all real E > 0 
and, because of (4.7), 
TX 3 t”(x) r + ~7 for6 >O. 
Again by 1.3 
TX 3 b(x) 7 for all x E X. 
One gets for all x1 E D(f) and xa E D(g) 
Before we state some corollaries of 4.3 let us briefly discuss the special case 
where Y contains an order unit, say e. Then, as it is easily verified, for each 
linear map T of a real vector space X into Y 
U={XEXI TX>,-e} 
is a convex radial subset of X. Hence, 
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PROPOSITION 4.8. If an ordered vector space Y contains an order unit, then for 
each linear map T of a real vector space X into Y there is a convex radial set U in X 
such that (TX 1 x E U} is bounded below. 
It follows that, if Y has the 1.u.b.p. and contains order units, then 4.3(a) is a 
sufficient and necessary condition for the existence of an affine map majorized 
by f and minorized by g. Y = R, Y = 5X” and Y = B(S) under their canonical 
orderings (see Section 1) are examples for ordered vector spaces having these 
properties. 
Furthermore, if Y contains an order unit, then 4.3(a) can be modified as 
follows (this result was proved by Anger and Lembcke [l] for Y = R). 
SANDWICH THEOREM 4.9. Let X be a real vector space, Y an ordered vector 
space having the l.u.b.p., f : D(f) C X -+ Y a convex operator andg: D(g) C X-t Y 
an concave operator. Moreover, let Y contain an order unit e. Then the following 
assertions are equivalent: 
(a) There is a convex radial subset U of X and a real E > 0 such that 
x1 E D(f), x2 E D(g), A1 , A, > 0, 1 A1 - A, j < E and h,x, - &x2 E U imply 
(b) There is a linear map T of X into Y and a w E Y such that the a&e 
map x -+ TX - w is majorized by f and minorized by g 
TX - w <f(x) for all x E D(f), TX - w 2 g(x) for all x E D(g). 
Proof. Suppose (a) holds. Denote by tv the Minkowski functional of U. For 
a given x1 E D(f) and xa E D(g) put with some ol > 0 
A, = A, = (tu(x, - x2) + cl-‘. 
Then 1 A1 - X, 1 < l , X,x, - X,x, E U and thus, by assumption, 
for OL > 0. 
By Proposition 1.3 this is also true for ol = 0, that is, 4.3(a) holds. (b) follows 
from 4.3. 
Let (b) be satisfied. Put 
U=(XEXI TX>-+e} (4.10) 
and choose E > 0 such that 
*e + ciw 2 0 for 1 01 j < E. (4.11) 
294 JOCHEM ZOWE 
Such an E exists, since ie is an interior point of Y+ . If x1 E D(f), xa E D(g), 
h, and X, 3 0 are such that 1 h, - h, I < E and A,x, - X,X, E U, then (b) together 
with (4.10) and (4.11) implies 
We now state two corollaries of Sandwich Theorem 4.3. Suppose the ordering 
of Y is antisymmetric. Then the infimum (if it exists) of 
Wf(“o + w -f(xo)> I h > 0, x0 + xx E D(f)> 
is called the directional deriwative of the convex operator f at x0 in the direction 
x and is denoted by f’(xo; x). Contrary to the subgradient statement 2.7 the 
following result is also applicable to noninterior points of D(f). Again our 
result is well-known for the special case Y = [w (see, for example, Theorem 23.2 
in Rockafellar [9]). 
COROLLARY 4.12 of 4.3. Let X be a real vector space, Y an ordered vector 
space, f : D(f) C X ---) Y a convex operator and x0 E D(f). Suppose the ordering of 
Y is antisymmetric and Y has the l.u.b.p. Then the two assertions are equivalent: 
(a) The directional derivativef’(x,; x) exists for all x E K = un,o X(D(f) - 
x0). Furthermore, there is a convex radial set UC X such that {f ‘(x0; x) / x E 
K n U> is bounded below. 
(b) There is a linear map T of X into Y such that 
TX - (TX, -f(xo)) <f(x) foraZlxE D(f). 
.Moreover, {TX j x E V} is bounded beZow for a suitable radial subset V of X. 
Proof. By making use of the positive homogeneity of f’(xa; *) it is easily 
verified that (a) is equivalent to 
f&l) -f(xo) 3 t,(x, - “%)r for all x1 E D(f). 
This assertion follows if we put in 4.3 
A+,) = fbo) with D(g) = b-01. 
For our next corollary compare for instance Peressini [8], Chapter 2, Corol- 
lary 2.5. 
COROLLARY 4.13 of 4.3. Let Y be an ordered vector space which has the l.u.b.p., 
X a real vector space, KC X a wedge, MC X a linear subspace and T,, a linear 
map of M into Y. The following assertions are equivalent: 
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(a) There is a convex radial set 7J in X such that { TMx / x E M n (U + K)} 
is bounded below. 
(b) There is a linear extension T of TM to X such that TX 3 0 for all x E K. 
Moreover, {TX j x E v> is bounded below for a suitable radial subset V of X. 
Proof. If (a) holds then one has with a suitable 7 
Tnlx 3 r for all x E M n (U + K). (4.14) 
Let t, denote the Minkowski functional of U. For x, E M, xa G K and 
01 > tu(xI - x2) one has 
c&(x1 - x2) E u 
and thus 
&x1 = &(x1 - x2) + &x2 E M n (U + K). 
Hence by (4.14) 
TMX~ 3 aji for 01 > t,(x, - x2). 
Using Proposition 1.3 we get 
TMX, 2 &Ax, - x,)? for all xi E M and x2 E K. 
Now put in 4.3 f = T, with D(f) = M, g = 0 with D(g) = K and t = t, . 
Then one obtains from 4.3, especially from the inequalities (4.5) and (4.6), with 
a suitable map p 
TX’ - TMx’ < TX for allx’ G M and XE K, 
and TX > j for all x E U. The rest follows similarly as in the proof of Corollary 
3.11. 
Suppose (b) holds. Then one has with some J E Y 
Tx>y for all x E V. 
For x i + x2 E M with xi E V and x2 E K one gets 
Tit.& + 4 = T(x, + 4 3 TX, > 7. 
If Y contains order units (e.g. Y = R), then in the above two corollaries the 
assumption made in (b) that there is a radial set such that { TX / x E V} is bounded 
below is superfluous (see Proposition 4.8). In case Y = R our Corollary 4.13 
reduces to a theorem due to Bauer [2]. 
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