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1 Introduction
The Nuclear Structure Astrophysics and Reactions (NUSTAR) collaboration
program [1, 2] is one of the four research pillars of the FAIR project [3, 4].
The main focus of the NUSTAR experiments is the investigation of exotic
nuclei, which will be produced and separated in-flight [5] by means of the
Superconducting Fragment Separator (Super-FRS) [6, 7]. The quality of the
separation and transmission rates of the Super-FRS have a direct impact on
the success of NUSTAR and FAIR. To operate the Super-FRS effectively, it is
required to have a realistic model for simulating and optimizing of parameters
for various beam rigidities.
There are many different possibilities to simulate the motion of a charged
particle in electromagnetic fields. They are all based on the solution of the
equations of motion. Since in general the analytical solution cannot be de-
rived for the real fields, numerical integration of the equations of motion is
required. The secondary ion beams in separators are not intense1, and space
charge effects [8] can be neglected [6]. Thus, the description of single-particle
motion suffices for themodelling of a separator. Unlike for synchrotrons, where
a beam passes through the same field millions of times and where it is crucial
to preserve the symplecticity [9, 10], separators are single-pass systems and it
is important to consider the full equations of motion, derived from the full (i.e.
not linearized) Hamiltonian. The numerical solution of such equations of mo-
tion for each particle in a 3D realistic field distribution (tracking) is the most
accurate way to describe the particle dynamics in separators. Nevertheless,
tracking individual particles is a computationally expensive procedure, which
is still too slow to be used for operational control and settings optimization. A
well established approach for the fast simulation of an accelerator system is the
ion-optical approach [11], where the motion of the beams through the elec-
tromagnetic fields is described by Taylor transfer maps and by the reference
trajectory. The transfer maps are polynomial operators, which relate the initial
and final positions of the particles in the phase volumes between two points
along the reference path [10, 11]. The larger is the fraction of the aperture of
1 In the Super-FRS case, which is on the frontier of the secondary beam intensity, the maxi-
mal beam intensity of 3 · 1011 ions in a pulse of 50 ns is expected in the first preseparator
stage [7].
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the ion-optical elements which is illuminated by the beam, the higher should
be the order of the transfer map to provide an accurate prediction of the par-
ticle dynamics. For iron-dominated separators with a wide rigidity range, the
saturation of the iron yokes leads to changes in the magnetic field and the par-
ticle dynamics. To maintain the predictability of the ion-optical model, these
effects have to be considered as well.
The main focus of this work was to develop a general and robust approach to
generate realistic Taylor transfer maps for large aperture accelerator magnets
starting from magnetic field simulations or measurements. Nowadays, besides
the integration of equations of motion in the differential algebraic (DA) frame-
work [12, 10], there are several different state of the art methods to generate
transfer maps of arbitrary field distributions. The most relevant among them
are the method of Tracking particles and Fitting Coefficients (TRAFIC) [13, 14]
as well as analytical [15] and numerical [14] integration of the expressions for
individual transfer map elements, derived from the Taylor-expanded equations
of motion. While the straight-forward TRAFIC method is principally capable
to find accurate transfer maps, it is not very convenient for high orders due
to large computational effort. Fitting of small groups of the transfer map
elements separately might not work for systems with complex field distribu-
tions. Elementwise approximations of transfer maps via analytical/numerical
integration is suitable for low orders, but the increasing number of elements
with the growth of the order makes it hardly possible to derive all extremely
long corresponding expressions. Both methods with integration of elements
require the knowledge of the magnetic field derivatives up to the considered
order. Utilizing the least squares methods for the computation of the magnetic
field derivatives in [14] is a useful concept, which finds an application in this
work.
Within this work the Surface Integration Helmholtz Method (SIHM), devel-
oped in [16, 17], was exploited and extended for considering flat volumes
of interest and the rigidity dependency of the transfer maps. Different sur-
face approximation methods were tested using a simple analytical model as a
benchmark. As an example themethods were applied to the normal conducting
radiation-resistant dipole magnet of the Super-FRS preseparator with design
deflection angle θ0 = 11◦ and design radius R0 = 12.5m [18]. Therefore, a 3D
magnetostatic simulation using the measured magnetization curve of a mate-
rial sample of the dipole yoke was performed. Finally, an ion-optical study of
the Super-FRS preseparator with the derived rigidity dependent transfer maps
was conducted.
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Figure 1.1: Schematic layout of the existing GSI and planned FAIR facility. The
Super-FRS is marked with a dashed frame. (The picture is adapted from [4].)
The computations in this work were carried out using CST EMS [19], COSY
INFINITY [20] and the Python programming language. The computations in
this thesis are performed using double precision floating point arithmetics and
the quantities in this work are presented in SI units. All polynomial evaluations
were performed using the Horner scheme [21].
The Super-FRS project
The Super-FRSwill be themost powerful in-flight projectile fragment separator
and is currently being built at GSI [3, 22] for the FAIR project. In Fig. 1.1 the
present GSI facility together with the planned FAIR facilities are shown. The lo-
cation of the Super-FRS is markedwith a dashed line frame. The Super-FRS has
the same separation principle (Bρ−∆E − Bρ principle) and goal momentum
resolution as the existing FRS [23] facility at GSI, but a larger rigidity range,
momentum and angular acceptance and a better transmission for the products
of uranium fission. The ion-optical layout of the Super-FRS consists of two
Bρ −∆E − Bρ separators: the preseparator and the main separator. The sec-
ondary ions, produced via fragmentation or fission of the relativistic projectile
beam on a production target are separated in the dipoles by their momentum-
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to-charge ratio and in precisely shaped wedge energy degraders [24] by their
atomic charge Z . Thus, the Super-FRS allows a full spatial separation of the
nuclides up to 238U . The main separator contains three different experimental
branches: the low-energy branch which can be used as both high resolution
magnetic spectrometer [25] and energy-buncher [26], the high-energy branch,
and the ring branch.
Overview
The core of this thesis is composed of five chapters. In Chapter 2 the most im-
portant theoretical principles as well as numerical methods are summarized.
In Chapter 3 the aspects of magnetic field simulation and measurement are
illuminated using the example of a normal conducting 11◦ dipole magnet for
the Super-FRS preseparator. The simulated magnetic field is compared with
the measurements. The saturation effects are demonstrated using the simula-
tions. Chapter 4 contains the description of the developed method to obtain
the functional dependence of the magnetic field on coordinates and excita-
tion currents, accurately representing the B-field and satisfying the Laplace
equation. A benchmarking and robustness testing using the analytical mag-
netic model as well as an application to the preseparator dipole magnet can
be also found in this chapter. The subject of Chapter 5 is the generation of
Taylor transfer maps starting from measured or simulated magnetic field data.
Two different ways to obtain transfer maps utilizing magnetic field information
are discussed together with aspects of the choice of the reference trajectory in
a symmetric dipole. A method to obtain rigidity-dependent transfer maps of
iron-dominated magnets is presented. Finally, the general approach for the
transfer maps computation is verified using the analytical model introduced
in Sec. 4.1. In Chapter 6 generated realistic transfer maps are applied to the
ion-optical model of the Super-FRS preseparator. A study and optimization of
the multipole strengths was conducted for both, the separator mode and the
spectrometer mode. The effect of errors in the coil currents was discussed.
The transfer maps, obtained using the different methods are compared in the
context of the Super-FRS preseparator optics. The last chapter summarizes the
results, obtained in the previous chapters.
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2 Fundamentals
This chapter summarizes the theoretical background, methods and tools used
in this work. The vector quantities are marked with arrows. For a better read-
ability of the text, for defined vectors, the absolute value of a vector will be of-
ten defined by the corresponding symbol without an arrow, e.g., for ~a, a := |~a|.
2.1 Motion of charged particles in electromagnetic fields
The motion of a charged particle with momentum ~p, charge q, mass m and
velocity ~v in an electromagnetic field is driven by the Lorentz force
~F =
d~p
d t
= q
 
~E + ~v × ~B , (2.1)
where ~E and ~B denote the electric field strength and the magnetic flux density,
respectively. A relativistic particle has the momentum
~p = γm ~v ,
where
γ= 1/
Æ
1− v 2/c2
is the relativistic factor and c is the speed of light in vacuum. Often the ratio
of the velocity to the speed of light
β = v/c
is used. In a constant magnetic field, perpendicular to the particle motion,
the trajectories of charged particles form circles. Combining the centripetal
acceleration and the magnetic term of Eq. (2.1), leads to
γmv 2/R= qvB,
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from which the radius of the circle is
R= γmv/(qB) = p/(qB).
An important property of an accelerated charged particle is the magnetic rigid-
ity, which will be denoted as Bρ throughout this writing,
Bρ = B · R= p
q
[Tm]. (2.2)
It should be noted here, that Bρ is a single variable (sometimes also denoted
as χm) which corresponds to a commonly used notation in accelerator physics
community [27]. For planar motion, which is usually the case in accelera-
tor physics, the magnetic rigidity of a particle gives the information about the
deflection radius in a given vertical magnetic field.
2.2 Accelerator magnets
The motion of charged particles in accelerators is determined by the Lorentz
force Eq. (2.1). Whereas electric fields must be used for the acceleration of
charged particles, they are not suitable for the steering of particles with rela-
tivistic momenta [28] due to the occurrence of discharges at the required field
strengths. Therefore, the steering and focusing of relativistic particle beams
is mostly done by magnetic fields. In accelerators three principally different
types of the magnets are used: permanent magnets, iron-dominated, and coil-
dominated magnets. Here only iron-dominated magnets will be discussed.
2.2.1 Iron-dominated dipole magnets
Iron-dominated magnets are electromagnets with soft-magnetic steel yokes
used to produce the magnetic field with the desired properties. The surface
of the steel with a high relative magnetic permeability µr is acting as an
equipotential surface due to the continuity of the magnetic flux density and
the magnetic Gauss’s law
Bn2 = Bn1, (2.3)
∇ · ~B = 0. (2.4)
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Here B is the magnetic flux density while the indices n1, n2 mean normal
components in iron and air/vacuum, respectively. Further on B will be often
named magnetic field or B-field for simplicity. The yoke surfaces, used to build
up the field, are named pole shoes.
The main properties of the dipole magnet are the design deflection angle θ0
and radius R0, effective length Leff ≈ θ0 ·R0 and the range of the main field B0.
In a dipole magnet the reference particle with a magnetic rigidity Bρ = B0 ·R0
is deflected by an angle θ0 = Leff/R0.
To find the coil current I required for the magnetic field B0 in the pole gap,
a rough estimate can be derived from Ampere’s law∮
C
~H · d~l = nI , (2.5)
where C is an arbitrary path enclosing both current coils as well as the pole
gap, and n is the number of coil turns as shown in Fig. 2.1. The left part of
Eq. (2.5) can be split into two integrals: one along the path in the yoke and
one in the pole gap. Splitting the integrals and substituting
~B = µ ~H = µ0µr ~H
with the vacuum permeability µ0 = 4pi ·10−7 Tm/A and a relative permeability
µr = µ/µ0 leads to∮
C
~H · d~l =
∫
yoke
~B(l)
µ0µ
yoke
r (l)
· d~l +
∫
gap
~B(l)
µ0µ
gap
r (l)
· d~l. (2.6)
In a vacuum gap with size h the relative permeability µgapr = 1, whereas
µyoker  1 for iron yokes. Assuming that B does not change along the pole
gap results in a final rule used as a rough estimate
Bgaph≈ µ0nI . (2.7)
Thus the distance between the opposite pole shoes together with the coil cur-
rent and total number of conductor turns around both pole shoes are the main
parameters defining the B-field magnitude in the magnet aperture.
Of course in reality the integral of ~H through the yoke does not vanish and for
a detailed field solution Maxwell’s equations have to be solved more precisely.
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Figure 2.1: An illustration to Ampere’s law in a dipole magnet.
Moreover, themagnetic saturation of the yoke leads to a decrease of the relative
permeability with increasing H, making the term
∫
yoke
~H · d~l in Eq. (2.6) even
more important.
2.2.2 Measurements and simulations of accelerator magnets
Since the motion of the particles is directly affected by the magnetic field distri-
bution, the knowledge of the magnetic field is very important for accelerator
design and operation. Whereas for the first accelerators it was sufficient to
perform the design based on simplified analytical models (implying an infinite
relative magnetic permeability µ for the yoke), with increasing energy of the
accelerated particles and universality of the machines, the necessity of numer-
ical simulation models increased rapidly. For the operation of the accelerators,
magnetic measurements are still nearly irreplaceable, but precise 3D simula-
tion models are becoming an alternative, since compared to measurements
simulation takes much less effort and can be repeated and improved at any
time.
A good simulation model should rely on realistic material properties of the
yoke material and a careful implementation of the involved physical laws.
However, the magnetization of ferromagnetics used for most accelerator mag-
nets is a complicated hysteretic process with a nonlinear dependency on a va-
riety of parameters like the magnetic field strength, ramping rate, mechanical
stress and temperature [29]. This causes problems for both simulations and
measurements.
To partially resolve the hysteresis issue, the following rules formeasurements
and operation are commonly used in the accelerator community:
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1. Only one hysteresis branch is used.
2. The ramp rate of the coil current is set slow enough to grant a quasistatic
behavior of the hysteresis curve.
3. The cycle of the magnetization is repeated until the resulting B field be-
comes reproducible.
4. The coils are cooled to provide a stable operation temperature.
Following these rules, the ~B(I) dependence becomes unambiguous down to
the noise level (defined e.g. by the quality of the power supply) and it allows
usage of simplified non-hysteretic simulation methods. The most commonly
used 3D magnetostatics simulation codes in the accelerator community such
as CST EMS [19], Opera Tosca [30], COMSOL AC/DC [31] and Ansys Maxwell
[32], are based on approaches using the so-called virgin curve1. The virgin
B-H curve starts at the point of the fully demagnetized state (H=0,B=0) and
ends at one of the points of maximal absolute magnetization (Hmax,Bmax) or
(−Hmax,−Bmax). This approach is sufficient for many applications with soft
magnetic materials because of their narrow hysteresis curve.
2.3 Beam dynamics
y
z
x
R = 1
h
Reference
particle
Deviated
particle Figure 2.2: Moving beam physics
coordinate system. The point
(x , y, z) = (0,0,0) corresponds
to the reference particle. R is the
momentary deflection radius and h
is the momentary curvature of the
reference trajectory.
In particle accelerators, ensembles of moving charged particles are forming
beams, which means that their coordinates and momenta are close to each
1 The transient hysteresis simulation module available e.g. in Opera, is so far impractical
for magnetostatic simulations due to much larger computational times.
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other. In such cases it is convenient to describe the motion of the particles
in a beam using the coordinates relative to one of the particles, namely the
reference particle. In Fig. 2.2 a moving curvilinear coordinate system of the
reference particle is shown. In the coordinates (x , y, z), the reference parti-
cle always stays in the origin, whereas the coordinates of a deviated particle
change along its path.
The particle dynamics can be described in terms of state vectors
~z = (z1, ..., zv ),
containing all the values which can change along the motion (momenta, coor-
dinates, energy, mass, spin, etc.), and the independent variable s, which is the
path length along the reference trajectory. The changes of a state vector along
s is a function of s and of the initial conditions
~z(s) =F (s, ~z(0)) (2.8)
and can be written as a mapping
~zf =Mif ◦ ~zi.
Here M stands for the mapping (or map) from the initial plane (index i) to
the final plane (index f) and the sign ◦ means composition. The initial and
final state vectors, which are related by such maps are actually lying in planes
which are perpendicular to the reference path. Such maps are origin preserv-
ing, indeed, as soon as the reference particle position defines the origin of the
curvilinear coordinates, for any s it will stay in the origin. An important prop-
erty of such maps is that the composition of two maps can again be written as
a map
MS2S3 ◦MS1S2 =MS1S3 (2.9)
with the initial/final planes at s = S1,2,3. Particle accelerators can be classi-
fied as weakly nonlinear systems, allowing the usage of perturbation meth-
ods for the description of particle motion, which helps to reduce the calcula-
tion time drastically. In the frame of a perturbation analysis, the state vector
~z(s) = F (s, ~z(s0)) can be expanded in a Taylor series around the point s = s0.
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Truncating this Taylor series at order n results in an nth order transfer map
between s1 and s0. For a component zi the expansion can be written as
zi(s1) =
1 order︷ ︸︸ ︷
v∑
k=1
M ik(s1)zk(s0)+
2 order︷ ︸︸ ︷
v∑
k=1
v∑
l=1
M ikl(s1)zk(s0)zl(s0)+ higher orders,
(2.10)
where v is number of entries in z while M ik and M ikl are expansion coeffi-
cients of first and second order, respectively.
The method of describing the motion of charged particles in electromagnetic
fields by means of truncated maps is called ion-optical approach because of its
similarity to light optics. For systems with very small beam sizes and rather
uniform electromagnetic fields, it is sometimes sufficient to account only for
the first order of the expansion in Eq. (2.10). In such case the system can be
modeled by means of linear algebra, allowing to perform complicated analysis
at low computational costs. For example, to study only transversal motion in a
horizontal plane, operations with square 2×2 matrices suffice for the analysis
of the system. For systems with bigger transversal beam sizes in non-uniform
fields, the particles in the beam are exposed to fields that cannot be described
with first order approximations anymore. The modeling of such systems re-
quires higher order maps and hence more complicated computations.
Since the beginning of the era of ion optics, a large number of different
ion-optical codes (software) was developed. TRANSPORT [33], COSY 5 [34],
GICOSY [35], COSY INFINITY [20], MAD [36], SAD [37], and ZGOUBI [38]
are only a few of them.
Due to the importance of ring accelerators, where particles can circulate mil-
lions of times, many codes are inclined towards preserving symplecticity at the
cost of accurate electromagnetic field representation, and are thus restricted
to lower orders. In magnetic field based separators, which are normally one-
flight systems, the strict symplecticity is not required. But realistic maps, valid
in a large aperture range are crucial to achieve a good resolution, especially
when rare isotopes are studied. Therefore, for the elaborations in this work,
the code COSY INFINITY has been chosen, since it allows high order compu-
tation (the order is only limited by the computer/operating system capacity)
together with a major development flexibility [39]. Being a script language
with a rather comprehensive beam dynamics library [40], it gives users the
freedom to create their custom procedures or even add new physics with a lit-
tle effort. Further in this writing COSY INFINITY will be often mentioned as
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COSY, which is not ambiguous, because the earlier versions of this code were
not used in this work.
In COSY, the dynamics of particles with constant mass and charge is de-
scribed by a state vector
~z =

x
y
a = px/p0
b = py/p0
l = −(t − t0)v0γ/(1+ γ)
δ = (Ek − Ek0)/(Ek0)
 , (2.11)
where x and y are the coordinate deviations from the reference particle (as
illustrated in Fig. 2.2), a and b are the relative momentum deviations. The
index ”0” points out the reference particle. Ek0, p0 , v0, t0, and γ are the
kinetic energy, s-directed momentum, velocity, time of flight and relativistic
factor, respectively.
The state vector ~z forms three pairs of canonically conjugate variables (x −
a, y − b and l − δ). The canonical equations of motion for these variables
in curvilinear coordinates are derived in [10] from a full Hamiltonian of a
charged particle in an electromagnetic field (see also [41, 42]). The canonical
equations of motion for the planar reference trajectory in absence of the electric
field can be written as
x ′ = a(1+ hx) p0
ps
, (2.12)
y ′ = b(1+ hx) p0
ps
, (2.13)
l ′ = −

(1+ hx)
1+η
1+η0
p0
ps
− 1

η0 + 1
η0 + 2
, (2.14)
a′ = (1+ hx)

b
Bs
Bρ0
p0
ps
− By
Bρ0

+ h
ps
p0
, (2.15)
b′ = (1+ hx)

Bx
Bρ0
− a Bs
Bρ0
p0
ps

, (2.16)
and δ′ = 0. (2.17)
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Here h = By/Bρ is the momentary horizontal curvature and η = Ek/E0 is the
ratio of the kinetic to the rest energy. Eqs. (2.12) - (2.17) are handling only
single particle dynamics and do not consider any interactions of the particles
between each other.
2.4 Differential Algebraic approach
Differential algebraic (DA) technique is a powerful tool used in numerical com-
putations, especially for nonlinear beam dynamics calculations in accelerator
physics [12]. The main idea of the DA approach is to model complicated phys-
ical systems on computers with machine precision by using mere arithmetical
operations. While the broad introduction and accurate mathematical formal-
ism of the DA approach can be found in [10], here just a brief insight into it will
be given. The most important properties of the DA approach will be illustrated
with examples.
Structure nDv
The elements of the structure nDv are polynomials of order n with a number
of variables v . The coefficients of the monomials building the polynomials are
written and stored in a strict order, which can be illustrated by the example of
storing the function
f (x1, x2) = 4 · x22 + 5 · x1x2 + 3x1 + 8.
The DA form of f in 2D2 is represented by the array
(
1
8,
x1
3,
x2
0,
x21
0 ,
x1 x2
5 ,
x22
4 ).
The first element of the array is a constant term, and all the subsequent ele-
ments are so called differential terms. The elements in the DA structure are
ordered so that the following statement is true:
∀ α 6= 0 ∈ R, α > d1 > d2 > ...> dv > d21 > d1d2 > ...> dnv > 0, (2.18)
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where di are the differential parts of the variables forming nDv . The basis of
the resulting vector structure has N(n, v ) elements:
N(n, v ) = dim nDv =

n+ v
v

=
(n+ v )!
n!v !
. (2.19)
The definition of addition, subtraction, multiplication, as well as inverse
multiplication (for elements with non-zero constant part) as operations makes
this structure to an algebra. With addition of derivation and antiderivation as
operations it becomes a differential algebra. As shown in Fig. 2.3, the opera-
tions “+”, “−”, “·” and “/” on the space of the real analytical functions commute
with the operation of the truncation Tn. The operations of derivation and an-
tiderivation do not commute exactly, as soon as the corresponding operations
on the nDv space lead to loss of the highest order entries in the DA vector, i.e.,
maps nDv not onto itself, but rather onto n−1Dv .
Using DA, Taylor expansions up to an arbitrary order of any polynomial or
rational function f (p) can be found exactly in any point p0 where f (p0) is
analytical using the DA arithmetics rules as is illustrated below for the example
of 1D1. Of practical importance is the DA fixed-point theorem [12], which
allows to find solutions of many problems, using a fixed-point formulation, in
a finite number of iterations (utmost n+ 1 for the case of nDv ).
All properties mentioned above make the DA approach to a powerful tool, al-
lowing to solve a great variety of numerical problems in a very elegant manner
up to machine precision by means of arithmetical operations.
Structure 1D1
In 1D1 all vectors are represented by an array (c, d)with constant term c and
differential term d. The vectors of type (0,d) are infinitesimal, which means
that they are smaller than any vector of type (c, 0) with c > 0. The arithmetic
operations on 1D1 can be performed using the following rules:
Addition : (a1, a2) + (b1, b2) = (a1 + b1, a2 + b2)
Multiplication : (a1, a2) · (b1, b2) = (a1b1, a1b2 + b1a2)
Multiplicative inversion :
1
(a1, a2)
=

1
a1
,
a2
a21

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Figure 2.3: Commutation diagram for the operations “+”, “−”, “·”, “/”, ∂ , and
∂ −1 on the space of real analytical functions and the truncation operation up
to order n, denoted as Tn. The symbols ⊕, 	, , , ∂©, ∂ −1© stand for the
corresponding operation on the differential algebraic space.
Example 1. Let us evaluate the function
f (v ) = 1/

v +
1
v

and its first derivative for v = 2 using DA. For this a DA vector with constant
term 2 and a unit differential term v DA = (2,1) has to be substituted in the DA
version of f (v ), f DA(vDA) and f DA(2,1) has to be evaluated using the rules of
DA arithmetics:
f DA((2,1)) =
1
(2,1) + 1(2,1)
=
1
(2,1) +
 
1
2 ,− 14
 = 1  5
2 ,
3
4
 = 2
5
,− 3
25

.
The differential part of the resulting DA vector is equal to the derivative of f (v )
for v = 2. Evaluating the function f (2) and f ′v (2) by hand leads to the same
answer.
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In the same manner it is possible to calculate an exact Taylor expansion
up to an arbitrary order for all rational, polynomial functions, roots and any
combinations of them. The rules can be extended for evaluation of roots for
finite and positive DA-vectors, and for the evaluation of special functions, such
as ex , sin(x), cos(x) and log(x). The corresponding DA expressions can be
found in [43] (chapter 8).
2.5 Surface Integration Helmholtz Method
The Surface Integration Helmholtz Method (SIHM), implemented in COSY IN-
FINITY [20], allows to extract the magnetic field vector field together with its
Taylor coefficients in an arbitrary point in a source-free 3D volume Ω, starting
from its values on the surface ∂Ω enclosing Ω. A comprehensive explanation
and derivation of this method can be found in [16] and [17]. The principle
of SIHM is based on the Helmholtz decomposition theorem for finite volumes
[44].
Theorem 1. A general continuous three-vector field that is defined everywhere
in a finite volume Ω of a Euclidean three-space and whose tangential and nor-
mal components on the bounding closed surface ∂Ω are given may be uniquely
represented by the sum of an irrotational part and a solenoidal part.
For the magnetic field ~B, the Theorem 1 means the satisfaction of the fol-
lowing equation:
~B(~r) = ~∇ϕ(~r) + ~∇× ~A(~r), (2.20)
where ϕ and ~A are the scalar and the vector potential, respectively. Utilizing
the fact that in a source-free homogeneous region, both potentials satisfy the
scalar and vector Laplace equation, respectively, they can be calculated by
ϕ(~r) =
1
4pi
∫
∂Ω
~n(~rs) · ~B(~rs)
|~r − ~rs| ds and (2.21)
~A(~r) = − 1
4pi
∫
∂Ω
~n(~rs)× ~B(~rs)
|~r − ~rs| ds. (2.22)
Here ~rs is the vector of the position on ∂Ω, ~rv = (xv, yv, zv) is the vector of the
position inside Ω and ~n(~rs) is the normal vector to the surface.
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Figure 2.4: Surface, volume and
global coordinates for the definition
of the SIHM problem. The indices s
and v correspond to surface and vol-
ume coordinates, respectively. The
global coordinates are shown with-
out indices. Each surface element
has its own coordinate system.
In the DA framework, to compute the vector and scalar potentials, the in-
tegrands in Eq. (2.21) and Eq. (2.22) are expanded in Taylor series in both
the surface and the volume variables (using the similar procedure as in Ex-
ample 1). For computational convenience, the surface ∂Ω is split into smaller
elements on which the input field is defined. The integration on one surface
element is performed using the DA antiderivation operation [10]. Summing
up the results of the integration along the whole surface and substituting the
resulting potentials in Eq. (2.20) results in a DA vector
~B(xv, yv, zv).
In Fig. 2.4 an example of the surface, volume and global coordinates used in
SIHM is shown. It is important to notice that each surface element (squares in
this example) has its own coordinate system.
2.6 Least squares methods for polynomial fitting
This section summarizes the least squares methods (see e.g. [45]), relevant
for this work. In this section, matrices are denoted by bold uppercase letters.
The least squares problem setting for a given set of values (xi, yi), where
i ∈ [1, . . . ,m] is to find f (x), such that the sum of squares of errors
S =
m∑
i=0
"2i =
m∑
i=0
( f (xi)− yi)2 = ‖~"‖ (2.23)
is minimized.
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For a polynomial function
f (x) =
n∑
i=0
Cix
i , (2.24)
the linear system of equations for the least squares problem can be written in
matrix form:
1 x1 x
2
1 . . . x
n
1
1 x2 x
2
2 . . . x
n
2
...
...
...
. . .
...
1 xm x
2
m . . . x
n
m
 ·

C0
C1
C2
...
Cn
=

y1
y2
...
ym
+

"1
"2
...
"m
 , (2.25)
or shortly
X ~C = ~y + ~". (2.26)
Minimizing S can be done by enforcing the following equation:
d ~"
d ~C
= 0. (2.27)
Substituting (2.24) and "i from (2.25) into (2.27) results after some arith-
metics in the so called normal equations.
XTX ~C = XT ~y . (2.28)
The solution of (2.28) for ~C corresponds to the minimization of S. It should be
noted that (2.28) is valid not only for polynomials, but also for any function
f (x) which is linear in the coefficients Ci.
The generalization of the method for v variables can be performed easily by
ordering the variables and coefficients. Then the polynomial f (x1, . . . , xv ) can
be written as
f (x1, . . . , xv ) =
n∑
i=0
0∑
i1=i
0∑
i2=i−i1
· · ·
0∑
iv=i−i1−···−iv−1
Ci1,i2,...,iv x
i1
1 x
i2
2 . . . x
iv
v =
= C0,...,0 + C1,0,...,0x1 + · · ·+ C0,...,nxnv .
(2.29)
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Sometimes, especially if the number of points is not large enough in compari-
son to the number of fitting coefficients, the solution of the least squares prob-
lem is unstable and leads to strong oscillations of the solution between the
points. For equidistantly sampled points these oscillations are known as the
Runge phenomenon [46]. To avoid the oscillations it can be helpful to fit not
only the function values, but also the derivatives, if they are available. Adding
the first order derivatives in system (2.24) leads to additional rows of the form
[0,1,2xi, ...,nx
n−1
i ]
in the matrix X and to corresponding values (d y/dx)|x=xi in the vectors ~y (the
vector ~" will double its length in this case).
2.6.1 Constrained least squares
Often it is required to find a fit of a curve which grants strict fulfillment of
some constraint conditions. While different solution variants together with
proofs can be found in [47] and [48], here only the solution approach based
on QR decomposition from [47] (mentioned in [47] as null space method) will
be presented. A constrained problem formulation is
minimize ‖X ~C − ~y‖
subject to D ~C = ~b,
(2.30)
where D and ~b define the constraints. The normal equations for a constrained
problem can be obtained by applying the Lagrange multipliers method [49] to
Eq. (2.30), resulting in 
XTX DT
D 0

·

~C
λ

=

XT ~y
~b

, (2.31)
where λ is any vector satisfying Eq. (2.31). After computing the QR decom-
position
DT = Q ·

R
0

=

Q1,Q2
 · R0 (2.32)
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and introducing a new unknown ~z = QT ~C , the constraint in (2.30) becomes
D~c = DQ~z =

RT 0
 · ~z = RT · ~z1 = ~b, with ~z = ~z1~z2

. (2.33)
The general solution of (2.33) is ~z1 = (RT )−1 and an arbitrary ~z2. Substituting
X · c= XQQTc= X ·Q

~z1
~z2

= X · (Q1 · ~z1 +Q2 · ~z2)
in
‖X ~C − ~y‖
leads to the unconstrained least squares problem:
minimize ‖X ·Q2 · ~z2 − (~y −X ·Q1 · ~z1)‖. (2.34)
The solution of (2.34) can be obtained after the following algorithmic steps:
1. Compute the QR decomposition of DT : DT = Q ·

R
0

=

Q1,Q2
 · R0,
2. compute ~z1 and ~C1 = Q1 · ~z1,
3. form X˜= X ·Q2 and ~˜y = ~y −X · ~C1,
4. solve X˜ · ~z2 ≈ ~˜y ,
5. compute ~C = Q ·

~z1
~z2

= ~C1 +Q2 · ~z2.
2.6.2 Piecewise C2-smooth polynomial approximation
Finding a piecewise polynomial approximation to a curve satisfying C2-
smoothness in the whole range of approximation can be formulated as con-
strained least squares problem (2.30). In a preprocessing step, the whole
data set (~x , ~y), containing n points, must be split into m pieces with lengths
[k1, k2, . . . , km], so that
m∑
i=1
ki = n,
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in which the data are interpolated with the polynomials
j yi =
n∑
l=0
C j,l
j x li ,
where the indices j and i mean the index of the piece and the index of the point
in the piece, respectively. The expression (X~c− ~y) for the whole set (xi, yi) can
then be written as
X~c − ~y =

1 1x1
1x21 . . .
1xn1
...
...
...
. . .
...
1 1xk1
1x2k1 . . .
1xnk1
...
...
...
. . .
...
1 mx1
mx21 . . .
mxn1
...
...
...
. . .
...
1 mxkm
mx2km . . .
mxnkm

·

1C1
...
1Cn
...
mC1
...
mCn

−

1 y1
...
1 yk1
...
m y1
...
m ykm

. (2.35)
The constraint conditions for the connection points xC ,i can then be written as
fi(xC ,i)− fi+1(xC ,i) = 0,
f ′i (xC ,i)− f ′i+1(xC ,i) = 0,
f ′′i (xC ,i)− f ′′i+1(xC ,i) = 0,
(2.36)
where i ∈ {1,m− 1}. The condition matrix written for all points has a block-
diagonal form 
Dle f t1 D
ri ght
1 0
0 Dle f t2 D
ri ght
2 0
. . . 0
0 Dle f tm−1 D
ri ght
m−1
 , (2.37)
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with blocks
Dlefti =
1 xC ,i x2C ,i . . . xnC ,i0 1 2xC ,i . . . nxn−1C ,i
0 0 2 . . . (n− 1)nxn−2C ,i
 ,
and Drighti =
−1 −xC ,i −x2C ,i . . . −xnC ,i0 −1 −2xC ,i . . . −nxn−iC ,i
0 0 −2 . . . −(n− 1)nxn−2C ,i .
 .
(2.38)
The solution of the resulting constrained least squares problem is straight-
forward with the method described in Sec. 2.6.1.
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3 Magnetic field measurements
and simulations
In this chapter, aspects of magnetic field simulations and measurements are
illuminated using the example of the Super-FRS normal conducting (NC) 11◦
dipole magnet (see 3.1) built and measured at the Budker Institute of Nuclear
Physics (BINP). Further in this chapter the considered Super-FRS dipole mag-
net will be named simply ”dipole” or ”magnet”. The simulated magnetic field
is compared with the measurement data from [50]. This magnet was chosen
because up to at least end of 2018 it was the only successfully built and mea-
sured prototype which is going to be installed in the Super-FRS. Nevertheless,
the elaborations in this work are general and can be applied to any other large-
aperture DC magnet as well. The text in this chapter is partially adopted from
the author’s publications [51] and [52].
3.1 NC 11◦ dipole magnet of the Super-FRS
The object of the following discussions is the NC 11◦ dipole magnet [18] of
the first stage of the Super-FRS shown in Fig. 3.1. The iron yoke is colored red
and both coils together with the water-cooled radiators are potted in tin-lead
solder, observable in the photo. The main parameters of the dipole are listed
in Tab. 3.1 [53].
For the magnetic simulations of the dipole the B-H hysteresis curve together
with the virgin curve were measured using a permeameter [54] at GSI. The
result is depicted in Fig. 3.2.
The dipole will be powered by a unipolar current source. For this reason,
during the current ramping, the physical magnetization of the yoke will not
proceed along the outer hysteresis branches but rather along some other sub-
branches which start from the remanent field ~Br(~r). Such branches can lay
between the upper hysteresis branch and the virgin curve in Fig. 3.2. Since
used magnetostatic codes require usage of the virgin curve, a considerable dif-
ference between the magnetic measurements and simulations is expected for
low currents.
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Figure 3.1: Photo of the prototype
of the normal conducting 11◦ Super-
FRS dipole magnet with a design
bending radius R0 = 12.5m.
Table 3.1: Parameter list of the Super-
FRS NC 11◦ dipole magnet. Data from
[53].
Deflection radius R0 12.5 m
Deflection angle θ0 11°
Main field value 0.16 to 1.6 T
Total number of coil turns 384
Coil current 60 to 650 A
Vertical pole gap 180 mm
Usable horizontal aperture ±600 mm
Usable vertical aperture ±70 mm
Horizontal good field region ±190 mm
Vertical good field region ±70 mm
Overall yoke width 2.5 m
Overall magnet height 1.98 m
Overall magnet length 2.9 m
Figure 3.2:Measured magnetization curves of the yoke steel a) and the corre-
sponding relative permeability µr values b) dependent on the magnetic field
strength H.
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3.2 Simulations in CST EM Studio
For the magnetostatic simulations a 3D model of the magnet in Fig. 3.3 has
been created in Autodesk Inventor [55] starting from the technical drawings
available at GSI. The origin of the magnet’s right-handed coordinate system is
placed in a cross-section of its three symmetry planes. The coordinates X , Y
and Z correspond to horizontal transversal, vertical and horizontal longitudi-
nal directions, respectively, as depicted in Fig. 3.3.
All the calculations were performed using the third order FEM solver with
a tetrahedral mesh and third order finite elements up to a residual of 1 · 10−6
in CST EM Studio version 2017. The model has been split into subblocks.
In each subblock the meshsize was set to wsubblock · Mglobal with individually
chosen weights wsubblock and a common factor Mglobal. Mglobal was optimized
for reducing the calculation timewhile preserving accuracy. The resultingmesh
shown in Fig. 3.4 is fine in the region of interest and is getting coarser towards
the borders of the simulation model.
The symmetry allowed to reduce the size of the actually solved problem to a
quarter of the initial model. The coordinates of this quarter are: X ∈ [Xmin <
0,Xmax > 0], Y ∈ [0,Ymax > 0], Z ∈ [0, Zmax > 0]. The total number of tetrahe-
dra in this quarter was about 3.3 million. The boundary conditions were set so
that only a perfect dipole field could exist on the borders, i.e., the normal com-
ponent of the magnetic flux density Bn was forced to zero in the planes Xmin,
Xmax and Zmax and the tangential component of the magnetic field strength
Ht was forced to zero in the plane Ymax . These conditions are an idealization
of the reality and too close boundaries significantly affect the solution. Con-
sidering an additional 12m air/vacuum background space at each side of the
simulation model was sufficient for obtaining a convergence of the resulting
B-field up to 10−6 relatively to the field maximum.
The magnetic field was calculated for an equidistant set of coil currents I
from 50A to 650Awith a step of 25A as well as for I values of 40, 320, 640 and
740A for comparison with the measurements performed in 2010 by Budker
Institute of Nuclear Physics [50].
3.3 Comparison of the simulated and measured magnetic field
An important property of a magnet is its integral excitation curve (IEC), which
is the current dependence of the integral of the magnetic flux density along
3.2 Simulations in CST EM Studio 25
Figure 3.3: 3D CST model of the
dipole. Only the upper coil is shown
to allow a view on the lower pole.
Figure 3.4: Zoomed mesh view of the
dipole.
the reference path or along a straight path, parallel to the longitudinal axis1.
The measured and simulated IEC are shown in Fig. 3.5 a) and appear nearly
identical. Only after the normalization to I the expected deviation between
the simulated and the measured data is visible as depicted in Fig. 3.5 b). The
difference is maximal (≈ 0.8%) for I = 40A and is significantly lower for
higher currents. The slight shape deviation of the curves originates mainly
from the difference in the real and simulated magnetization processes.
The distribution of the B-field along the Z axis for different I values is de-
picted in Fig. 3.6 a). The relative difference between the measured Bm and
simulated Bs field in Fig. 3.6 b) in the main field region (-80 cm to 80 cm)
originates mainly from the absence of the remanence in the simulations. The
non-uniformity of the relative difference along the Z axis can be explained
by the different magnetization curves and the unknown inhomogeneity of the
magnetic properties of the yoke of the real dipole.
In principle, the relative difference of the measured and simulated field
(Bs − Bm)/B0 for B0 = 0.1T can be estimated analytically. In this estimate
the magnetization is described by the magnetic permeability only, i.e., without
the introduction of the concept of surface currents. Although such description
of the magnetization cannot be used to calculate the magnetic field for I = 0,
1 If the integration is performed along the reference path, the integral of the magnetic flux
density is proportional to the deflecting angle θ0. In case of a straight integration path, its
X -coordinate is chosen so that for some current value the integral field value equals θ0Bρ.
Then, the integral of the magnetic flux density is also roughly proportional to θ0.
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Figure 3.5: Integral excitation curve (IEC)
∫
BY (0,0, Z , I)dZ a) and normalized
IEC
∫
BY (0,0, Z , I)dZ/I b) derived from simulations and measurements.
Figure 3.6: Measured Bm and simulated Bs magnetic field along the Z axis a)
and relative error (Bm − Bs)/Bm(0,0,0) b).
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it still allows an estimation of the difference in the main field originating from
different magnetization curves. For H = 0, B has a non-zero value and hence
µr =∞. Whereas in case of the virgin curve in Fig. 3.2, the value B0 = 0.1T
corresponds to H = 35A/m and µr = 2273, for the actual magnetization sub-
branches the H(B0 = 0.1T) can be considerably smaller and µr(B0 = 0.1T)
larger. Assuming that H is constant in the yoke, B=B0 is constant in both
the yoke and the aperture, and the length of the magnetic path in the iron is
Lyoke = 3m, B0 can be estimated using Eq. (2.6):
B0 ≈ µ0(nI −
∫
yoke
~H · d~l)/h≈ µ0(nI −H · Lyoke)/h= µ0(nI − B0
µ0µr
· Lyoke)/h,
where h is the aperture height. Hence, for (Bs − Bm)/B0 it follows
(Bs − Bm)/B0 ≈ ( 1
µr,1
− 1
µr,2
) · Lyoke
h
.
In the limit of H(B0 = 0.1 T) = 0 and µr =∞, a difference in B0 of 0.69% can
be expected. To provide a difference of 0.5%, occurring for 40A in Fig. 3.6 b),
µr = 8112 is required for B = 0.1T, which corresponds to H = 9.8A/m. For
this H, the µr point is located between the upper hysteresis branch and the
virgin curve in Fig. 3.2, as it can be expected. This estimate was crosschecked
by 3D simulation of the same model with a modified B−H curve. The idea of
the modification was to make the curve steeper in the beginning, so that for
B0 ≈ 0.1T H9.8A/m was satisfied. The modified curve also started in point
(0,0) and was identical to the virgin curve for H > 100A/m. The simulated
relative difference in B0 between the original and modified virgin curves was
0.68% for I = 40A which is in a good agreement with the analytical estimate.
Although here no further investigation with themodification of the virgin curve
was done, this approach could be useful for achieving a better agreement be-
tween the measurements and simulations of unipolar magnets via optimization
of the form of the virgin curve at low H values.
Despite the deviations in the longitudinal B-field distributions, the simulated
transversal field distributions for 320A and 640A are in good agreement with
the measurements as shown in Fig. 3.7. The relative offset is in both cases
less than 1.1 · 10−3 and comes from the difference between the simulated and
actual magnetization processes as discussed above. The ripples observable in
measured data are spread along the whole Z-axis and correspond to a system-
atic measurement error, originating from the measurement setup. The array of
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16 Hall probes with the total width of 16 cm was moved four times to cover the
width of 64 cm. The systematic error introduced by the lack of cross-calibration
between the probes can be demonstrated by plotting the difference between
the measured and simulated field in the main field region as shown in Fig. 3.8.
The horizontal period of repeating of the stripe patch is exactly 16 cm.
After the removal of the systematic error from Fig. 3.7 b) (dark green line)
the measured and simulated field distributions along the X-axis in the middle
of the magnet have a similar form. For the distribution measured for 320A the
ripples are smaller so that it is easy to see that the measured and simulated
distributions are also in a good agreement.
Figure 3.7: Measured and simulated magnetic field along the X axis for Z=0
for coil currents of 320A a) and 640A b). The ripples in the measured data
correspond to a systematic measurement error. The dark-green line in b) is a
result of removing the ripples from the measurement data.
3.4 Saturation effects in the simulated magnetic field
As was mentioned before, magnetic saturation leads to a change of the mag-
netic field distribution in the yoke. In Fig. 3.9 the distribution of µr in one
quarter of the yoke cross-section in Z = 0 is shown for three different cur-
rents. For I = 50A (Fig. 3.9 a)) the average H value in the yoke is less than
85A/m where the maximum of the relative permeability µr,max is located (see
Fig. 3.2 b)). In this case the higher-magnetized inner part of the yoke has
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Figure 3.8: Absolute relative difference between the measured and simulated
magnetic field for a coil current of 640A. The horizontal stripes correspond to
the systematic error introduced by the measurement setup.
larger µr values. For I = 425A (Fig. 3.9 b)) the mean magnetization corre-
sponds roughly to µr,max and the highest µr values are in the inner part of the
yoke. Whereas the inner yoke-air interface corresponds to H > H(µr,max), the
outer yoke-air interface has lower µr values because of lower H values. For
I = 600A (Fig. 3.9 c)), the areas with the lowest H have maximal µr values,
whereas the pole is significantly saturated, revealing a µr of more than 10 times
less than its maximal value. The changes in the magnetic field distribution due
to saturation are mostly located in the area near to the pole ends, where the
H values are the highest.
In Fig. 3.10 BY /BY (0,0,0) is shown along Z for X = Y = 0 a) and along X
for Y = Z = 0 b). In a) the most significant effect is the decreasing slope of
the magnetic field fringes for increasing I values, indeed, for Z = −80 cm the
magnetic field at I = 650A is 0.6% lower than it is at I = 50 to 375A.
The transversal distribution of BY in Fig. 3.10 b) reveals a deviation at the
aperture sides. For currents below 500A the deviation is insignificant, while
above 500A it leads to an increase of the peak at about −22 cm and the ap-
pearance of another peak around 20 cm.
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Figure 3.9: Relative permeability µr distribution in the quarter of the dipole
yoke section in plane Z = 0 for coil currents I = 50A a), I = 425A b) and
I = 600A c).
Figure 3.10: BY normalized to its value in point (X ,Y, Z) = (0,0,0) for different
currents along Z for X = Y = 0 a) and along X for Y = Z = 0 b).
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In the plane Y = 0 the change of the BY (I) distribution can be described by
the function
f (I ,X , Z) = BY (I ,X , 0, Z)/BY (I , 0, 0, 0)− BY (50 A,X , 0, Z)/BY (50 A,0,0, 0).
The function f (I ,X , Z) is plotted in Fig 3.11 for several currents. For the cur-
rents below 400A the relative deformation of the field is very small (less than
10−4). For 650A, the dark blue areas around Z = −100 cm and Z = 100 cm
correspond to the decreasing slope of the magnetic field fringes in Fig. 3.10 a).
The light red areas around X = −20 cm and X = 22 cm correspond to the
changes of the shape in Fig. 3.10 b). The absolute total deviation of the mag-
netic field distribution is of the order of 10−3, which presumably cannot be
neglected in the Super-FRS ion-optical model.
Figure 3.11: Relative change of the normalized BY (I) distribution with respect
to the normalized BY (50A) distribution in the plane Y = 0 for different cur-
rents.
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4 Processing of the magnetic field:
from raw data to high-order
polynomials
For the further ion-optical studies it is important to have a functional depen-
dence of the magnetic field on the coordinates and excitation currents. The
main aim of the processing of the magnetic data in this chapter was to develop
a method to obtain smooth polynomial functions (DA-vectors), which accu-
rately represents the B-field and satisfy the Laplace equation. The method is
based on the SIHM and the least squares approximation described in Secs. 2.5
and 2.6, respectively. The benchmarking and robustness testing of the SIHM
were carried out for an analytical magnetic model. Subsequently, the method
was adapted for flat volumes and applied to the Super-FRS preseparator dipole
magnet.
4.1 Testing the SIHM using an analytical magnetic model
To utilize the SIHM efficiently it is required to know its optimal parameters for
a given problem. These parameters are the size of the surface elements, the
type of the surface approximation and the order of the DA vectors. In order
to exclude an influence of errors in the input field an analytical model is used
for the benchmarking. The model used in this work is based on the magnetic
field of two current-carrying loops of infinitely thin wire schematically shown
in Fig. 4.1. Each loop is a symmetric trapezoid with a height of 1.6m and
a basis length of 2.2m. The extensions of the lateral sides of the trapezoid
are enclosing an angle of 9.75°. Both trapezoids have identical horizontal co-
ordinates and are arranged in parallel at a distance of 1.2m in vertical (Y )
direction. Each loop carries a current I of 2.1MA. This current is required to
produce B0 ≈ 1.6T, the design value of the Super-FRS dipoles for Bρ = 20Tm.
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The magnetic field of the wire loops can be calculated using the Biot-Savart
law
~B(~r) =
µ0
4pi
∫
C
Id~l × ~r − ~r ′|~r − ~r ′|3 , (4.1)
where ~r ′ is the position of an infinitely small piece of wire d~l and C is the inte-
gration path going along both loops. The arrangement of the wires is chosen
so that it resembles the arrangement of the coils of a Super-FRS main sepa-
rator dipole with a deflecting angle of 9.75◦ and deflecting radius of 12.5m.
The resulting magnetic field is non-uniform and has the same symmetry as the
field of a conventional sector dipole.
2.2m
1.2m
I = 2.1 MA
9.75°
Z
Y
1.6m
Figure 4.1: Scheme of the analytical
model of a thin wire magnet. The red
arrows show the current direction.
The origin of the right-handed coor-
dinate system is placed in the center
of the wire arrangement.
The values of the magnetic field and its derivatives were obtained in COSY
using the stable numerical algorithm described in [56], which is suitable to
compute the DA vectors of the magnetic field of straight infinitely thin wires.
The distribution of the magnetic field in the plane Y = 0 is shown in Fig. 4.2.
4.1.1 Benchmarking
As an input for the SIHM the field values (BX ,BY ,BZ)were given on a surface of
a cuboid D = {X ∈ [Xmin,Xmax] m, Y ∈ [Ymin,Ymax] m, Z ∈ [Zmin, Zmax] m} ={X ∈ [−0.6,0.6] m, Y ∈ [−0.08,0.08] m, Z ∈ [−2.2,2.2] m}. On each of
the surface faces the input points were forming a quadratic mesh with a grid
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Figure 4.2: Computed mag-
netic field distribution in the
plane Y = 0, produced by the
wire loops shown in Fig. 4.1.
Only a half of a symmetric
field distribution is shown.
constant d. The constant d was defined so that each corner of the cuboid con-
incides with a mesh point. Subsequently, the surface faces were split into sets
of square surface elements. Each surface element was as large as an area on
the cuboid, covered by an array of 3×3 input points as illustrated in Fig. 4.3.
Since the SIHM procedure requires the knowledge of the functional distribu-
tion of the magnetic field on the surface elements, a functional approximation
of the discrete input data was necessary. Two different approximation methods
were used: quadratic polynomial approximation and Gaussian approximation.
After the approximation the initial field data is represented by a set of analyt-
ical functions on the surface elements. The integration and differentiation in
the SIHM equations (2.20)-(2.22) is performed analytically using the DA tech-
niques. It should be noted that the integration over the surface, as well as the
differentiation in the DA framework leads to a loss of information of the high-
est order. The SIHM algorithm contains both integration and differentiation,
which leads to a loss of two orders in the resulting B-field DA vectors.
For quadratic approximation of BX ,Y,Z on each surface element, 9 input points
were used. The approximation was performed on each surface element sepa-
rately using a least squares fit of the function
Bi(ξ,η) =c00 + c10(ξ− ξc) + c01(η−ηc)+
+ c11(ξ− ξc)(η−ηc) + c20(ξ− ξc)2 + c02(η−ηc)2,
where c00, . . . , c02 are the fitting coefficients, i ∈ {X ,Y, Z}, and (ξc ,ηc) is the
center of the element. (ξ,η) is a vector in the local coordinate system of each
cuboid face coinciding with the global coordinate pairs (X ,Y ), (X , Z), (Y, Z).
The origin of the local coordinate system is located in the center of the corre-
sponding cuboid face.
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(ξc, ηc)
d
Figure 4.3: Surface element with center
(ξc ,ηc) defined by a 3×3 array of input points
in a quadratic grid with constant d.
Gaussian approximation is based on a representation of the magnetic field
by a sum of 2D Gaussian functions
Bi(ξ,η) =
∑
iξ
∑
iη
Bi(iξ, iη)
1
piS2
exp

−

ξ− ξiξ
Sd
2
−

η−ηiη
Sd
2
,
centered in the input points. Here ξiξ and ηiη are the coordinates of the point
on the grid with indices (iξ, iη) and S is a parameter corresponding to the
width of the Gaussian functions. The summation is performed over 8 ·S points
(rounded down) in both dimensions, which might cause a lack of accuracy for
the edge elements. DA Gaussian approximation is available in COSY as a part
of the MF procedure [40].
In Fig. 4.4 the relative error∆B/B of the SIHM-generated field depending on
the density of the surface elements Ns is compared for quadratic and Gaussian
surface approximation as well as for constant approximation. For constant
approximation the field on each surface element was set to ~B(ξc ,ηc). In all
cases 4th order DA computation was used, resulting in 2nd order output DA
vectors.
For the considered configuration quadratic approximation yields an up to 4
orders of magnitude smaller ∆B/B than the other methods. Apparently Gaus-
sian approximation is not working well for the used problem configuration
and even a constant value surface approximation provides a better result. This
might be due to the relatively small number of input points per surface element
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as well as the lack of information beyond the borders of the cuboid faces. For
all approximation methods the error decreases rapidly with Ns and reveals a
saturation above 200 elements/m leading to an accuracy of better than 10−10
for quadratic approximation. For the best accuracy and moderate computation
times the quadratic approximation method and Ns = 125 were used in further
computations.
50 100 150 200 250
Ns, 1/m
10−10
10−9
10−8
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10−4
ΔB
/B QuadraticGaussian
Δonstant
Figure 4.4: Semi-log plot of the relative error for different surface approxi-
mation methods of the SIHM-generated magnetic field of the wire loops in
Fig. 4.1 versus the number of surface elements per meter Ns. The 4
th order DA
computation was used. The error is evaluated in point (0,0,0).
In Fig. 4.5 the dependence of the relative error on the computation or-
der is shown for the magnetic field value and its derivatives B′X := dB/dX ,
B′Z := dB/dZ and B′′X Z := d2B/dX/dZ in point (0,0,-1). The field values as
well as the shown derivatives converge rapidly with increasing order. The er-
rors in the derivatives are larger than the errors in themagnetic field. Neverthe-
less, sufficiently close to the expansion point the contribution of the derivatives
to the B-field is decreasing exponentially with their order.
Fig. 4.6 shows the relative error of the BY component evaluated from poly-
nomials of different orders for the planes Y = 0 and Y = 0.06 (75% of Ymax).
For low orders the magnetic field is accurate only in the expansion point and
a small region in its proximity. This region grows when increasing the order
of the polynomials up to the 13th. A further increase of the order leads to
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Figure 4.5: Relative error of the SIHM output with respect to the analytic mag-
netic field in point (0,0,-1) and its derivatives B′X , B′Z , and B′′X Z against the
computation order.
a shrinking of the area where approximated field is accurate. For 20th order
the border of the accurate approximation area is rather sharp (within 6 cm the
relative error grows from 10−9 to 10−2).
The observed behaviour of the SIHM output polynomials originates from the
algorithm. More precisely, the radius of convergence of the Taylor expansion
coincides with the radius of holomorphy of the expanded function and can-
not exceed the distance from the expansion point to the nearest singularity
[57]. From Eqs. (2.21) and (2.22) it can be seen that the nearest singularity is
situated on the closest surface element. Although the area of an accurate ap-
proximation for the 20th order in Fig. 4.6 is square-shaped and is larger than
the distance to the nearest surface element of 0.08m, it is expected that it will
shrink down to a round area with the radius of 0.08m when further increasing
the order. Since |~r − ~rs| is smaller than the horizontal area of interest only for
a small fraction of the surface elements, the area of accurate approximation
does not shrink very fast.
The fact that in Fig. 4.6 for intermediate orders (e.g. 13th) the field is repre-
sented very accurately in a larger region than a sphere with a radius of 0.08m
can be explained by the rather simple shape of its distribution. This behaviour
cannot be expected for a magnetic field distribution of the Super-FRS dipoles.
Indeed, in Fig. 4.7 the relative error of the SIHM output Taylor polynomials is
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Figure 4.6: Relative error ∆B/B(0,0,−1) of SIHM output polynomials of vari-
ous orders with respect to an analytical magnetic field. The error was evaluated
in the planes Y = 0 and Y = 0.06 (75% of Ymax). In each plot the expansion
point (0,0,−1) was used to evaluate the field.
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shown for the magnetic field of the Super-FRS dipole. Here the area of the ac-
curate polynomial field representation is smaller and the error on the borders
of the plot is much higher for the 13th and 20th orders. This confirms that the
SIHM has its limitation for relatively flat volumes of interest due to the limited
radius of holomorphy of the integrands used therein.
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Figure 4.7: Relative error ∆B/B(0,0 − 1) of the SIHM output polynomial for
the Super-FRS dipole magnet, centered in expansion point (0,0,-1). The error
of the polynomials of different orders has been evaluated in the planes Y = 0
and Y = 0.06 (75% of Ymax). The FEM-simulated magnetic field is used as a
reference.
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4.1.2 Robustness study
Except for analytical cases, the magnetic field data always contain errors re-
lated to the measurement or simulation procedure. To estimate the robustness
of the SIHM against the magnetic field error, normally distributed random er-
rors were added to the analytical input field values. To quantify the input error,
the full width of half maximum (FWHM) of its distribution was used. For each
FWHM1000 samples were calculated in order to determine the statistical prop-
erties of the output error distributions. In Fig. 4.8 the FWHM, root mean square
RMS and maximum of the resulting error distributions are shown for the mag-
netic field and its derivatives in point (0,0,−1). The abscissa of each subplot
corresponds to the FWHM of the input error distribution. 4th order of DA com-
putation was used resulting in the 2nd order output polynomials.
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Figure 4.8: Relative errors of the SIHM-computed magnetic field and its deriva-
tives in x , z, and xz directions depending on the FWHM of the input Gaussian
error distribution. 4th order of DA computation and 1000 samples were used
for each input error FWHM value.
Fig. 4.8 shows that the relative error of the resulting field is strongly reduced
in comparison to the input error: the output FWHM of ∆B/B(0,0,−1) is in
average 789 times smaller than the input FWHM. The error of the derivatives
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is larger, but their contribution to the magnetic field is much smaller. Indeed,
the mean error of B′′X Z of 0.13 (this corresponds to the input error FWHM of
0.01) leads to a maximal relative error of the BY estimation of 2 · 10−4 in the
point (0.2,0,−0.9). The robustness of SIHM against input noise makes it an
attractive method to increase the accuracy of the magnetic field measurement
data. To apply this method, a Hall probe measurement of all 3 components of
~B needs to be performed on the surface of a cuboid.
4.2 Extension of the method to flat volumes
Although the vertical aperture of Super-FRS dipoles is relative large (±9 cm
[53]), the horizontal spread of the beam is about two times larger (±19 cm
[53]). Thus, the polynomial expansions resulting from the SIHM are not appli-
cable to describe the field behaviour in the whole transversal cut of the volume
of interest. Two different approaches to overcome this problem were tested.
The first approach can be described using Fig. 4.9. The kernel |~r − ~rs|−1 =: r−10
of Eqs. (2.21) and (2.22) is analytic in a sphere with radius r0 around the ex-
pansion point P1 where the DA vector of the magnetic field is sought. The
closest singularity P0 is located on the nearest surface element at a distance r0
to P1. However, r0 is smaller than the half of the horizontal beam spread ah/2.
In order to increase the convergence radius the expansion point can be moved
by a distance ∆r0 away from P0 to P2. For a sufficiently large convergence
radius r ′0 = r0 +∆r0 the condition
r ′02 >∆r20 + a2h/4
has to be fulfilled for ∆r0. The expansion polynomial calculated in P2 can be
transformed as if it were expanded in point P1.
Although this method works in principle, it converges slowly with increas-
ing calculation order. For example, using a 36th order of calculation results
in relative errors with an order of magnitude of 10−3. Applying even higher
orders might lead to a sufficiently accurate solution but would increase the
computational costs to an unacceptable level.
For the second approach the SIHM is used for the computation of low-order
DA vectors in a 2D array of points in the volume of interest. Next, subarrays of
the DA vectors are fitted by means of higher order polynomials. If a field with
midplane symmetry is considered, it is possible to obtain the 3D distribution
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Figure 4.9: Illustration of the first method to resolve the problem with a
too small radius of convergence. The rectangular frame corresponds to the
transversal cross-section of the cuboid.
of ~B from the 2D distribution of BY in the plane Y = 0 using the DA fixed point
theorem.1 Therefore, it is sufficient to search for polynomials of the form
n∑
i=0
n−i∑
j=0
ci, j(X − Xexp)i(Z − Zexp) j (4.2)
in the plane Y = 0, where (Xexp, Zexp) are the expansion points placed on the
reference path.
This approach consists of three steps:
1. A set of locations covering the region of interest was defined as shown
in Fig. 4.10 for a reduced number of locations. In the longitudinal (s)
direction 299 points were used. The density of these points was chosen
higher at the fringes where the field changes rapidly. In the transversal
(x) direction 41 evenly spaced points were used.
2. Second order DA vectors were obtained in these locations via the SIHM.
3. A least squares polynomial fit was used to find high-order Taylor polyno-
mials like in Eq. 4.2 with expansion points on the reference path. These
points coincided with the corresponding subset of expansion points used
in the SIHM procedure. For the fit in every expansion point, subarrays
of size 41 in x direction and Ms > 10 in s direction were used, where Ms
was varied to provide the best accuracy. As input of the fit not only BY
values, but also their first order derivatives were used, which made the
1 The method [58] is available in the beam physics package in COSY.
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fit numerically stable even for high-order polynomials and equidistantly
spaced points. For a polynomial of order n a number Nc = (n+2)!/(n!2!)
of coefficients was needed.
X,
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Z, a.u.
B Y
, a
.u
. b)
Figure 4.10: A schematic example of a 2D set of expansion points in the plane
Y = 0 a) and corresponding distribution of BY b). The red dots in a) are
located on the reference trajectory.
It should be noted here that the discussed least squares fit with values and
derivatives could be used even without SIHM. However, in this case there is no
suppression of measurement errors and a smoothing of the initial field data is
required to obtain accurate derivatives.
4.3 Polynomial field representation for the Super-FRS
preseparator dipole
Before proceeding with obtaining DA-vectors BY (X ,Y = 0, Z , I), representing
the B-field with a good accuracy, it is crucial to set the required accuracy limit.
In the considered case the accuracy is limited due to the voltage ripples of
the power supplies of the dipole magnets. These ripples have an amplitude
of 5 · 10−5 to 10−4 in relative units [7] and produce similarly large ripples in
the main field B0. The FEM solver accuracy was set to 1 · 10−6 to provide data
which could be used for the validation of the obtained DA vectors.
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4.3.1 Description of the method
To calculate the DA representation of the magnetic field, a further extension of
the SIHM was implemented to add the functional current dependency into the
B-field representation. For this the coefficients of the expansion bα0,1,2,...,n of ~B
in I (Eq. (4.3)) instead of the field values were used as input for the SIHM
procedure in COSY.
Bα(I)≈ bα0 + bα1 (I − I0) + bα2 (I − I0)2 + ...+ bαn (I − I0)n (4.3)
Here I0 is an expansion point in I and α ∈ {X ,Y, Z}. The coefficients bα0,1,2,...,n
were obtained as smooth functions of the coordinates using the SIHM and the
vectors ~B(X ,Y, Z , I) are obtained by combining the DA values of coefficients
using
Bα(I)≈ bα0 + bα1 dI + bα2 dI2 + ...+ bαndIn, (4.4)
where dI is a differential unit of I . For the current range of the Super-
FRS dipole, the whole Bα(I) curve could not be approximated with low
order polynomials up to a sufficient accuracy while using higher orders
would have required unacceptably large computation resources. There-
fore, each Bα(I) curve was split into four pieces. A piecewise 4th-order
polynomial approximation was performed preserving C2-smoothness (see
Sec. 2.6.2) to obtain functional dependency on each piece. The raw input
data used in the extended SIHM is the magnetic field ~B on the surface of the
cuboid D = {X ∈ [−0.6,0.6] m, Y ∈ [−0.08,0.08] m, Z ∈ [−2.2,2.2] m} sam-
pled equidistantly with step widths of 4mm in space and 25A in current.
4.3.2 Results and discussion
The resulting field, evaluated from 10th order polynomials in the area of inter-
est along the reference path, is in good agreement with the initial simulated
magnetic field as is shown in Fig. 4.11.
The area of relatively high errors (up to ±9 · 10−5) at s ≈ 1m and s ≈ 3.2m
corresponds to the fringe field regions, where the shape of the field is too in-
homogeneous to be mapped more accurately by 10th order polynomials. This
inhomogeneity originates from the pole end geometry, shown in Fig. 3.4.
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Figure 4.11: Relative difference ∆B/B(0,0,0) between the initial magnetic
field obtained by FEM simulation and the resulting 10th order polynomial ap-
proximations evaluated in the midplane along the reference path in curvilinear
coordinates for a coil current of 575A. The black lines indicate the physical bor-
ders of the dipole.
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The reconstructed off-plane magnetic field reveals higher errors up to one
percent in the fringe field region as shown in Fig. 4.12, which is in good agree-
ment with error analysis in [58].
Figure 4.12: Relative difference ∆B/B(0,70,0) between the initial magnetic
field obtained by FEM simulation and the resulting 10th order polynomial
approximations evaluated in the plane Y = 70 along the reference path in
curvilinear coordinates for a coil current of 575A. The black lines indicate the
physical borders of the pole shoes.
In Fig. 4.13 the relative integral error is depicted for the approximation of
the magnetic field in the aperture of the magnet with polynomials of different
orders. The error is oscillating along the x-axis and its amplitude decreases
with increasing order. This is a consequence of the mentioned complexity of
the form of the fringe field. The mean error has a non-zero value due to the
error in the B-I polynomial approximation as well as an error arising from the
FEM-simulation. In the figure the results are only shown for 575A, but they
are similar for full current range of the dipole.
Changing the polynomial order a balance between the computation time and
the accuracy can be achieved for the considered applications. The quantifica-
tion of the required accuracy and the computational order for the Super-FRS
application requires an insight into the ion optics. This is discussed in Sec. 6.1.
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Figure 4.13: Relative integral error
∫
(BY (x , s)− BY0(x , s)) ds/
∫
BY0(x , s)ds ·
104 with the initial magnetic field from a FEM simulation BY0 and the mag-
netic field from polynomial approximations BY calculated for different orders
against the transverse curvilinear coordinate x for a coil current of 575A. The
integration is performed along the path length s.
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5 Computation of Taylor transfer
maps from 3D magnetic fields
The subject of this chapter is the generation of ion-optical transfer maps start-
ing from measured or simulated magnetic field data. Two different ways to
obtain transfer maps utilizing magnetic field information are discussed. The
first way is a general method based on the numerical integration of ODEs
of motion in the DA framework while the second exploits Enge functions to
represent the fringe fields and multipole descriptions of the transversal field
non-uniformity. Subsequently, the choice of the reference trajectory choice in
a symmetric dipole and the computation of the according rigidity-dependent
transfer maps of iron-dominated magnets are discussed. Finally, the general
approach for the generation of the transfer maps is verified using the analytical
model introduced in Sec. 4.1. The text and images in this chapter are partially
adapted from the author’s publication [51].
5.1 Transfer map computations using integration of ODEs of
motion in the DA framework
To obtain a transfer map in the DA framework it suffices to integrate the or-
dinary differential equations (ODEs) of motion along the reference path using
the DA arithmetic rules. In this work, a 7(8) order Runge-Kutta DA integra-
tor [59, 60] with step size control was used. The resulting transfer map is a
solution of the initial value problem
~zf = f (s, ~zi),
where f (s, ~zi) is described by the Eqs. (2.12) - (2.17) and ~zi is the state vector
for the initial plane si. Hence, the transfer map is an array of DA vectors
~z(sf) = (x , a, y, b, l,δ)
T , (5.1)
49
which relates the coordinates between the initial and the final plane. Each
DA vector of the transfer map is a Taylor polynomial depending on the initial
coordinates, which can be evaluated easily. The zero order term of each DA
vector is zero, since the transfer map is origin preserving. The higher order
terms describe the relative change of the beam physics coordinates. Since the
magnetic field is described by DA vectors representing expansions in spatial
coordinates, its dependency on the coordinates is translated into the ~z at each
integration step. The transfer maps obtained using this method will be denoted
as “3D maps” further in this work.
5.2 Transfer map computations using Enge fringe fields
Transfer maps can also be calculated using the long multipole approximation
for integral transversal non-uniformities together with the Enge function ap-
proximation for the fringe fields. In COSY such maps can be generated using
the procedure MS [40], which describes the combined function sector magnet.
Within this method, the transfer map of a dipole is a composition of fringe field
maps and the main field map. The fringe field maps are compositions them-
selves and consist of the maps generated by the integration of the ODEs of
motion as well as the maps of the negative drifts up to the effective boundary
of a magnet [10, 11]. For the main field transfer map, the analytical hard-edge
approximation is used [10].
The Enge function with six fitting coefficients a1, . . . , a6 is given by following
formula,
FEnge(z) =
1
1+ exp(a1 + a2 · (z/D) + ...+ a6 · (z/D)5) , (5.2)
where ~z is the distance perpendicular to the equivalent hard-edge field bound-
ary and D is the height of the aperture of the magnet. In the MS procedure
the input multipole coefficients n1, . . . ,nN describe the transverse horizontal
non-uniformity of an ideal hard-edge sector dipole field [40]
BY (x) = By0 ·

1−
10∑
i=1
ni ·

x
R0
i
, (5.3)
where By0 is the main dipole field, R0 is the dipole deflecting radius, and x is
the transversal radial direction. To obtain ni from the magnetic field distribu-
50 5 Computation of Taylor transfer maps from 3D magnetic fields
tion, BY has to be integrated along the longitudinal coordinate s for a set of x
values in the horizontal beam spread. The integrated BY is normalized to the
corresponding length of the sector field θ0 · (R0 + x) with a subsequent least
squares fit of the resulting integral non-uniformities by Eq. (5.3). The maps
obtained by this method will be further called “MS+Enge FF” maps.
A better approximation of the fringe field fall-offs could be achieved by a
piece-wise polynomial fit with C2-smoothness as described in Sec. 2.6. Al-
though the resulting function will not be as easy in use as an elegant Enge
function, it will be much more flexible and applicable to any longitudinal field
shape. The implementation of the method can be considered as an outlook to
this work.
5.3 Setting up the reference trajectory in a symmetric dipole
An essential step for the ion-optical simulation of a particle dynamics in a dipole
using measured or simulated field data is to set up the realistic reference trajec-
tory in themagnet coordinates, this means to assign one of the possible realistic
trajectories of a particle with central value of Bρ as the reference. This trajec-
tory should be located centrally in the good field area and should be as close
as possible to the ideal one. In Fig. 5.1 the chosen reference trajectory for the
considered dipole is shown together with the magnetic field distribution along
it.
Figure 5.1: Schematic representation of reference trajectory in the magnetic
field of the SFRS dipole magnet. The grey trapezoid region corresponds to the
projection of the pole shoe geometry onto the midplane.
Traditionally (see, e.g. [11]), the reference trajectory is chosen to fulfill
Bρ = B0 · R0, where Bρ is the particle rigidity and R0 is the design deflecting
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radius. This choice of the reference path is somewhat too idealistic, because it
implies that the magnet is built perfectly and its effective length
Leff :=
∫∞
−∞ B(S)dS
B0
(5.4)
(5.4) is equal to the length of the arc in a homogeneous sector magnet.
Figure 5.2: The effective Leff and equivalent Leq lengths calculated for the SFRS
preseparator dipole versus the magnetic rigidity.
In reality saturation effects always exist. Hence, the effective length is de-
pendent on B0 and by that also on the rigidity as shown in Fig. 5.2 for the
considered magnet. In general, changing the effective length while keeping
B0 = Bρ/R0 forced will lead to various deflecting angles, which might differ
from the design value, as shown in Fig. 5.3 a).
The situation can be improved using the equivalent (hard-edge) length
Leq :=
∫∞
−∞ B(S)dS
Beff
=
∫ ∞
−∞
B(S)
Bρ
dS · R0 = θR0, (5.5)
which is equal to the path arclength in a homogeneous sector magnet with
a constant field Beff = Bρ/R0, deflection radius R0 and deflection angle θ .
Leq was introduced as an alternative to Leff in [52]
1. Unlike Leff, Leq is an
1 In [52] the traditional effective length is named Leff0 and the equivalent length is named
Leff.
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Figure 5.3: Particle trajectories in sector dipoles with different effective lengths
Leff. In a) the trajectories are set so that Bρ = B0R0, whereas in b)
Bρ =
∫∞
−∞ Bds/θ0 is fulfilled.
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adjustable parameter, which can be set to a predefined value to achieve the
design deflecting angle
θ0 =
∫
S
BY (I)
Bρ
ds (5.6)
when varying the coil current. In Fig. 5.2 Leq(Bρ) is set to a constant value
of R0θ0. For different relations between the effective and equivalent lengths,
this leads to a fixed deflection angle and to slightly different curvatures for the
reference particle as depicted in Fig. 5.3 b).
For sector dipoles Leq can also be tuned by varying the position of the refer-
ence particle X i at the entrance of the magnet well outside of the field, where
B(X i, 0, Zi)≈ 0. This might be performed by shifting the dipole, which in gen-
eral can be done only before the first operation of the machine. By tuning both
I and X i, one can achieve Leff = Leq at utmost two points2 of Leff(Bρ) implying
the simultaneous fulfillment of Eq. (5.6) and
B0(I) = B(X0,Y = 0, Z = 0, I) =
Bρ
R0
, (5.7)
where X0 corresponds to the position of the reference trajectory in the middle
(in Z-direction) of the magnet. In this case the first order transfer map of the
magnet will be very close to the transfer matrix of an ideal hard-edge sector
dipole with identical values of R0 and θ0.
In Tabs. 5.1 and 5.2 the 1st order transfer maps are presented for the ideal
hard edge dipole and for the SFRS preseparator dipole. In both tables, the
matrix elements are rounded to 4 meaningful digits. The transfer map of the
SFRS preseparator dipole is calculated up to the equivalent field boundary by
applying the backwards drifts of the length (∆s − Leq)/2 to both ends of the
map, which is calculated from the beginning of the entrance fringe field to the
end of the exit fringe field. Here ∆s is the actual arc length of the reference
trajectory.
However, the SFRS dipole magnet is effectively longer than it would be in
the ideal case, i.e., the effective length for a given B0 is always greater than the
equivalent length. To satisfy both Eqs. (5.6) and (5.7) for the SFRS dipole, a
horizontal shifting of the reference trajectory is required. But in this case the
beam spread would exceed the good field area which is not acceptable. As a
result of the increased effective length, the first order transfer map of the dipole
2 One for a monotone Leff(Bρ) and two, if it has a local extremum.
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Table 5.1: First order transfer map of an ideal hard-edge sector dipole. The
units of the transfer map elements are read as units in the corresponding col-
umn heading divided by the units in the corresponding row heading.
x , m a, rad y, m b, rad l, m
x , m 0.9816 -0.1526 0 0 -0.1418
a, rad 2.385 0.9816 0 0 -0.1706
y, m 0 0 1 0 0
b, rad 0 0 0.2400 1 0
l, m 0 0 0 0 1
δ, 1 0.1706 0.1418 0 0 0.1504
Table 5.2: First order transfer map of the SFRS preseparator dipole for a particle
rigidity of 20Tm. The units of the transfer map elements are read as units in
the corresponding column heading divided by the units in the corresponding
row heading.
x , m a, rad y, m b, rad l, m
x , m 0.9818 -0.1509 0 0 -0.1417
a, rad 2.385 0.9818 0 0 -0.1706
y, m 0 0 1.001 9.970E-4 0
b, rad 0 0 0.2400 1.001 0
l, m 0 0 0 0 1
δ, 1 0.1706 0.1417 0 0 0.1502
5.3 Setting up the reference trajectory in a symmetric dipole 55
(Tab. 5.1) is slightly different from the ideal hard-edge first order transfer map
(Tab. 5.2).
The transfer map elements (x |x), (a|x) and (a|a) are influenced mainly by
the form and the length of the fringe field. In contrast, the elements (l|x),
(l|a) and (a|δ) have a dependency only on the deflection as well as on the
incident angles and, hence, coincide with the corresponding hard-edge map
elements. The difference in the vertical elements (y|y), (y|b), (b|y), (b|b) is a
consequence of the inhomogeneity of the magnetic field with non-zero BX and
BZ values outside of the midplane. The longitudinal dispersion (l|δ) = ∂ lf/∂ δ
is roughly proportional to the average deflecting radius and is influenced by
the fringe field. The transversal dispersion (x |δ) is dependent on the length
of the fringe field as well as on the deflection angle and radius. Moreover,
(x |δ) has nearly equal values for dipoles with slightly different R0 values but
identical equivalent lengths. Most significant for the ion-optical modeling is the
difference in the quadrupole element (a|x). Due to the increased Leff value of
the SFRS dipole, (a|x) is smaller than for an ideal sector field.
5.4 Rigidity-dependent transfer maps for iron-dominated
magnets
To consider the Bρ dependency in a transfer map, generated using the method
described in Sec. 5.1, it is required to introduce the parameter Bρ as a new DA
variable in all affected quantities in the equations of motion (2.12) - (2.17).
Thus, the rigidity dependency has to be added to the kinetic energy Ek and the
magnetic field ~B. All other Bρ-dependent values can be derived from Ek and
~B. Ek(Bρ) can be computed either using a Taylor expansion or a least squares
approximation. For wide rigidity ranges the least squares approximation is
better: although it has small errors along the entire Ek(Bρ) curve, the whole
range [Bρ1,Bρ2] can be usually described with a good accuracy by polynomi-
als of relatively low orders. In comparison, the Taylor expansion would lead to
fast growing errors with increasing distance from the expansion point due to
the strong non-linearity of the Ek(Bρ) function. For the SFRS rigidity range,
a least squares fit of Ek(Bρ) with 10th order polynomials yielded a relative
accuracy better than 1 · 10−8.
Adding the Bρ dependency in ~B is a more complex procedure and requires to
know the optimal coil current Iopt(Bρ), for which the reference path coincides
with the design trajectory at the entrance and the exit of the magnet, i.e.,
Eq. (5.6) is satisfied.
56 5 Computation of Taylor transfer maps from 3D magnetic fields
To find the function
Iopt(Bρ) = C
I
0 +C
I
1(Bρ−Bρ0)+C I2(Bρ−Bρ0)2+ · · ·+C IN (Bρ−Bρ0)N , (5.8)
an optimization problem
θ =
∫
S
BY (Iopt)
Bρ
ds
!
= θ0 (5.9)
has to be solved. Here Bρ0 is the expansion point preferably placed centrally
in the considered Bρ range and C I0, . . .C
I
N are the fit coefficients. The shoot-
ing method was used to solve this optimization problem. Due to the linear
independence of different order monomials in the DA framework, the fit coef-
ficients can be found individually starting with C0 and ending with CN . After
obtaining optimal current polynomials, I(Bρ) can be inserted into ~B(I) yield-
ing ~B(Bρ). The resulting Bρ-dependent maps can be stored and evaluated for
any required particle rigidity for further ion-optical analysis.
5.5 Verification of the transfer maps using the analytical model
The Transfer maps can be verified by means of the Biot-Savart analytical wire
model introduced in Sec. 4.1. A transfer mapMif relates the coordinates ~zi of
the particles in the initial plane to coordinates ~zf of the particles in the final
plane via ~zf =Mif ◦ ~zi. The initial and final planes are placed perpendicularly
to the reference trajectory. Alternatively, ~zf can be generated by numerical
integration of the corresponding equations of motion (tracking).
While tracking of individual particles, it is possible to control the precision
using adaptive methods. In this work, an embedded Runge-Kutta method of or-
der 8(7) [61] with automatic stepsize control was utilized. A sufficiently small
error tolerance of 10−11 was used, which kept the integration time reasonably
short.
The transfer map was calculated using truncated analytical as well as SIHM-
processed magnetic field DA vectors. In both cases, the DA vectors have trun-
cation errors. The field polynomials obtained with the SIHM contain also er-
ror related to the SIHM, which was analyzed in Sec. 4.1. The average errors
of the DA representations of the magnetic field were computed with use of
421× 21× 9 (in X , Y , and Z directions, respectively) points in the whole vol-
ume of interest. The resulting RMS and the maximal relative errors for the
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truncated analytic field as well as for the SIHM field are listed in Tab. 5.3 for
12th order.
Table 5.3: RMS and maximum relative errors of the magnetic field data, eval-
uated from the DA vectors at 421 × 21 × 9 points in volume of interest. The
DA vectors were obtained analytically from the wire configuration and by us-
ing SIHM. 12th order DA vectors were used in both cases. For comparison the
analytical field solution was evaluated in each point.
RMS error Max. error
Truncated analytical field 4.3 · 10−11 5.0 · 10−10
SIHM field 6.9 · 10−9 2.9 · 10−7
5.5.1 Footprint analysis
An intuitive way to evaluate the accuracy of the transfer map is to compare
the footprints produced using transfer map and tracking. Here, a footprint is a
set of final plane positions of particles produced using a set of regularly spaced
positions in the initial plane as illustrated in Fig. 5.4. For the further study,
the initial plane was placed at the point (X ,Y, Z) = (−0.1,0,−2.1) in magnet
coordinates. The final plane was placed at the point (X ,Y, Z) = (−0.1,0, 2.1).
Both planes were normal with respect to the reference trajectory, to provide the
same initial and final positions as the transfer map. For convenience the beam
physics coordinates are used to describe the positions in the initial (xi, yi) and
in the final planes (xf, yf).
First of all it is important to estimate the contribution of the truncation er-
rors to the footprint errors. Therefore, the integrated error of the truncated
analytical DA field representation was computed for a set of paths parallel to
reference trajectory starting in the initial plane and ending in the final plane.
The resulting error is shown in Fig. 5.5 for DA vectors of 12th order.
In an area of about±6 cm×±4 cm the error is about as high as 6·10−16, which
corresponds to a multiple of the machine precision. Towards the outer borders
of the plot, the truncation error is growing up to 4 ·10−10. An analogous error
for the magnetic field obtained using SIHM in shown in Fig. 5.6 for 12th order
DA vectors, revealing a maximal error of 7.6 ·10−9. These error values restrict
the accuracy of the transfer map generated using the DA field representation.
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Initial plane:
Δx = 38 cm
Δy = 16 cm 
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Figure 5.4: Schematic illustration of the footprint analysis. The left hand side
shows the mapping of the initial to the final footprints by the Biot-Savart mag-
netic field. On the right hand side, the positions and dimensions in the initial
plane are depicted.
−0.15 −0.10 −0.05 0.00 0.05 0.10 0.15
xi, m
−0.05
0.00
0.05
y i
, m
10−15
10−14
10−13
10−12
10−11
10−10
Figure 5.5: Integrated relative error in the 12th order DA vectors obtained ana-
lytically. The integration paths were parallel to the reference path with begin-
ning and ending in the initial and final planes, respectively.
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Figure 5.6: Integrated relative error in the 12th order DA vectors obtained with
SIHM. The integration paths were parallel to the reference path with beginning
and ending in the initial and final planes, respectively.
In Fig. 5.7 the relative difference
∆M ,tr =
Æ
(xf, tracking − xf, M )2 + (yf, tracking − yf, M )2
max(
Æ
(xf, tracking − xi)2 + (yf, tracking − yi)2)
in the footprints for tracking and transfer map evaluation is shown. Here, the
denominator corresponds to the absolute maximal shift of the considered x , y
coordinates due the field distribution between the initial and final planes. In
general ∆M ,tr is larger than the error in the magnetic field representation in
Fig. 5.5. For |xi|< 8 in Fig. 5.7 ∆M ,tr is as small as 6.5 ·10−12. This difference
is originating mainly from the accuracy restriction in the Runge-Kutta integra-
tion. In contrast, for |xi| > 8 the difference is 3 orders of magnitude higher
than in the middle. This growth of ∆M ,tr is originating from the truncation of
the Taylor polynomials of the transfer map.
Indeed, increasing the computation order up to the 14th leads to a reduction
of ∆M ,tr at the borders as shown in Fig. 5.8. Here the maximal difference is
9 · 10−10 which is about twice as large as the integrated error of the magnetic
field truncation.
To conclude, the error in the footprints, which is introduced by the transfer
map, is very small. The precision of the transfer map is limited mainly by
the accuracy of the polynomial representation of the magnetic field. Since the
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Figure 5.7: Relative difference between the footprints generated using transfer
map evaluation and tracking. The transfer map was produced using 12th order
DA vectors of the analytical magnetic field.
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Figure 5.8: The relative difference between the footprints generated using
transfer map evaluation and tracking. A 14th order transfer map was gen-
erated using the DA vectors of the magnetic field obtained analytically.
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magnitude of the error is sufficiently small for the applications in this work,
no detailed analysis of the origin of the numerical error or attempts to further
reduce it were performed.
5.5.2 Phase space analysis
Amore comprehensive way to evaluate the accuracy of transfer maps is to com-
pare the phase space images generated using transfer map and tracking. For
this comparison the initial beam physics coordinates were randomly uniformly
distributed in the phase volume
xi ∈ [−0.183 m,0.183 m], ai ∈ [−0.219 mrad, 0.219 mrad],
yi ∈ [−0.078 m, 0.078 m], bi ∈ [−0.513 mrad, 0.513 mrad],
δi ∈ [−2.5%, 2.5%],
This volume corresponds to a maximal possible illumination of the dipole and
a SFRS acceptance.
The transversal projections of the phase space distributions in the initial and
final planes are shown in Fig. 5.9. The same planes as in the footprint analysis
(Sec. 5.5.1) were used. The TOF coordinate l was equal to zero in the initial
plane. For the difference estimation the particles which exceeded the hori-
zontal acceptance Ah = ±0.19m or vertical acceptance Av = ±0.08m were
excluded from further considerations. The relative difference ∆M ,tr was com-
putedwith respect to themaximal final value for each beam physics coordinate.
E.g. for x , the relative difference is
∆M ,tr(x) =
x f ,tracking − x f ,M
|Ah| .
The rms and maximal∆M ,tr values are shown for each coordinate in Fig. 5.10.
The resulting phase space distributions from transfer maps and tracking are
in a very good agreement, even if the field is processed using SIHM, which
reduces the precision of the x , a, and I values by about one order of magnitude.
For y and b the accuracy might be limited by the computation of the off-plane
magnetic field. The maximal error in the a-coordinate has the same order
of magnitude as the average field error for the SIHM magnetic field (Tab. 5.3.
This can be expected, since a = px/p0 is roughly proportional to the integrated
BY -field. For the directly obtained DA field vectors, a difference in transfer map
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Figure 5.9: Transversal phase space distributions in initial (top) and final (bot-
tom) planes.
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Figure 5.10: Relative differ-
ences in 12th order transfer
map prediction of the phase
space positions in the final
plane. The different colors
correspond to transfer maps
generated from a truncated
analytical field (direct) and a
field processed using SIHM.
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production and tracking algorithms seems to be a dominant contributor to the
differences in Fig. 5.10.
Still, the maximal relative difference of about 3.5 ·10−7 for the a coordinate,
is at least two orders of magnitude below the magnitude of current ripples in
the dipole power supplies [53] and, hence, does not play an important role in
the SFRS ion-optical computation.
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6 Application: Super-FRS
preseparator optics
In this chapter an ion-optical study of the Super-FRS preseparator including a
realistic transfer map of the dipole is conducted. The choice of the computa-
tional order and the fitting of the preseparator optics are discussed. The impact
of the saturation in the dipoles on the separation was analyzed in both sepa-
rator and spectrometer modes. The effect of the errors in the dipole excitation
currents on the beam dynamics was estimated. Finally, the 3D and MS+Enge
FF maps were compared. 3D maps were used everywhere in this chapter ex-
cept in the Sec. 6.7. The text and pictures in this chapter are partially adapted
from the author’s publication [51].
6.1 Ion-optical layout of Super-FRS preseparator
The Super-FRS preseparator schematically depicted in Fig. 6.1 is a Bρ-∆E-Bρ
separator with two deflecting stages and a wedge energy degrader between
them. Each deflecting stage has a triplet of similar 11◦ dipoles. There are
four focal planes in the Super-FRS preseparator. The most interesting planes
are the dispersive focal plane FPF2, where the degrader is placed, and the
achromatic focal plane FPF4 at the end of the preseparator. A detailed descrip-
tion of the ion-optical layout of the preseparator can be found in [62]. For
focusing and correction of geometric and chromatic aberrations quadrupoles,
sextupoles and octupoles are used.
To study the impact of the Bρ dependency and high order aberrations on
the resolution of the Super-FRS preseparator, the Bρ dependent maps of the
dipoles were inserted into the ion-optical model in COSY INFINITY. For the
multipole elements the standard COSY Enge fringe fields were used. There
are two modes of operation of the Super-FRS preseparator: separator mode
and spectrometer mode. In the separator mode the allover layout of the pre-
separator is achromatic for the nuclei to be selected (see rays in the Fig. 6.1).
The wedge degrader, placed in the dispersive FPF2, reduces the energy of the
nuclei depending on their charge state and hence grants the spatial separation
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Figure 6.1: Ion-optical layout of the Super-FRS preseparator with production
target at FPF0 and focal planes FPF1-4. In the plane FPF2 the wedge energy
degrader can be placed. The gray sectors denote dipole magnets, blue-marked
elements quadrupoles (sometimes with octupole correctors) and light green-
marked elements sextupoles. The rays produced for 5 initial angles and 3 initial
energies demonstrate the achromatic layout of the Super-FRS preseparator.
More labels are used for further discussion.
of the nuclei with different atomic numbers at the FPF4. In the spectrome-
ter mode the dispersions of the stages are added up. This allows to produce
high-resolution Bρ spectra of isotopes.
6.2 Choosing the order of the ion-optical model
Before proceeding with ion optical studies it is important to find out which
order of approximation is sufficient for calculating the transfer maps of the
dipole for the Super-FRS application. A comparison of the horizontal phase
space images at FPF4 for different orders and the same initial coordinates is
shown in Fig. 6.2. For the sake of simplicity the subject of comparison are
the image aberrations of particles with initial distributions lying on concen-
tric ellipses in the horizontal phase space. To generate these images, the same
multipole strengths for quadrupoles, sextupoles and octupoles were used. It is
clearly seen that for an emittance ≤22.5mm·mrad, the resulting image does
not change significantly beyond the 7th order. For an emittance of 38mm·mrad,
corresponding to the maximal acceptance of the Super-FRS, the image stabi-
lizes only after the 12th order, since the lower orders display incorrect behavior
of the top and bottom ends of the final phase space.
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Figure 6.2: Horizontal phase space images at FPF4 for different order trans-
fer maps. The initial coordinates are given by functions (xk · cos(φ), ak ·
sin(φ), 0, 0, 0) with φ ∈ [0,2pi), xk ∈ [0.25mm, 0.5mm, 0.75mm, 1mm]
and ak ∈ [10mrad, 20mrad, 30mrad, 38mrad].
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Various inclinations of the phase space for low orders originate from the least
squares fit approach to the magnetic field representation: the least squares
polynomials of different degree do not have the same low order terms.
6.3 Fitting the preseparators optics
For the best separation, the beam spot at FPF4 has to be minimized, which can
be performed by reducing the first and second order geometric (primarily hori-
zontal) and chromatic aberrations in the focal planes via fitting of themultipole
strengths. All multipoles of the preseparator (12 quadrupoles, 10 sextupoles
and 4 octupoles) can be tuned to achieve optimal settings for the Bρ range
from 2 to 20 Tm and maintain the first order ion-optical layout described in
[62].
Besides reducing the aberrations and maintaining the first order layout of
the separator, some transfer map elements were deliberately fitted with an off-
set to improve the overall transmission. The offsets used in this work were
determined by the GSI Super-FRS group. The element (a|δδ) at FPF2 was fit-
ted to (0.0003/δ2max) in order to reduce the maximal current of the sextupole
FPF2KS11 (see Fig. 6.1) for a rigidity of 20Tm. Although the last offset is only
required for 20Tm, it was kept for all rigidities in order to provide always the
same fit conditions. All objective transfer map elements, their desired values
and the transversal planes of their acquisition are listed in Tab. 6.1. The hor-
izontal beam width inside the dipoles had to be kept constant by controlling
the corresponding transfer map elements in the planes before the first dipole
P0 and after the last dipole P1. This was required for preserving the first order
resolving power at FPF2
R1,FPF2 = (x |δ)/((x |x)∆x i)≈ −2.6/(1.65∆x i), (6.1)
which corresponds to p/∆p = 1576 for ∆x i = 1 mm.
Optimal multipole settings were obtained with the help of the multiparamet-
ric fit-procedure in COSY via the Levenberg-Marquardt algorithm [63]. Since
the maximal order of the multipole elements is three, the fitting was performed
using transfer maps truncated up to 3rd order.
There is an alternative to truncating the transfer maps to 3rd order for the
fitting. It is generating 3rd order maps from 3rd order polynomial representa-
tion of the magnetic field, based on a least squares fit (further such maps will
be named LS maps). In Fig. 6.3 the integral non-uniformity of the Super-FRS
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Table 6.1: Transfer map elements used as objectives for the optimization of
the settings of the Super-FRS preseparator. The elements without description
are optimized for reducing aberrations. The units of a transfer map element
(z jf|zki) correspond to a fraction with the units of z jf in the numerator and the
units of zki in the denominator. If several quantities are placed after the ”|”
symbol, the denominator is equal to the product of all corresponding units.
(x , a, y, b, l,δ) have the units of (m, rad, m, rad, m, 1).
Plane Element Desired value Description
P0 (x |a) 0.172 Value to preserve 1st order resolution
P0 (b|b) 0 Lattice parameter.
FPF1 (x |a) 0
FPF2 (x |a) 0
FPF2 (y|b) 0.05 An offset for better transmission
FPF2 (y|δ) 0
FPF2 (x |aa) 0
FPF2 (x |aδ) 0
FPF2 (x |δδ) 0
FPF2 (a|δδ) 0.0003/δ2max An offset to reduce max. current in FPF2KS11.
FPF2 (y|bδ) 0
FPF2 (x |δδδ) 0
FPF3 (b|b) 0.03 An offset for better transmission
P1 (x |δ) 0
P1 (a|δ) 0
FPF4 (x |a) 0
FPF4 (y|b) 0.0012 An offset for better transmission
FPF4 (x |x) 2 Value to preserve 1st order resolution
FPF4 (x |aa) 0
FPF4 (x |aδ) 0
FPF4 (x |δδ) 0
FPF4 (a|δδ) 0
FPF4 (y|bδ) 0
FPF4 (x |aaa) 0
FPF4 (x |δδδ) 20∆pmax
δ2max
An offset for better transmission
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preseparator dipole together with its 3rd order least squares fit and its 3rd order
Taylor expansion around the point x = 0 is shown. It is obvious that fitting of
the preseparators optics will lead to different optima for the truncated transfer
maps and the LS maps.
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Figure 6.3: The integral non-uniformity of the magnetic field of the NC Super-
FRS preseparator dipole for I = 575A together with its 3rd order Taylor expan-
sion and least squares fit.
In Fig. 6.4 the phase space distributions generated with 13th order optics and
optima obtained using LS as well as truncated maps are shown. Depending on
the particular experimental application either 3rd order transfer maps can be
used for the fitting. If it is important to capture a maximal number of particles
from the whole phase volume, the best option would be to perform the fitting
using LS maps. Although the resulting horizontal phase space is convex for
small x and a (Fig. 6.4 a)), the fit conditions lead to the best confinement of
the whole beam. Controversially, if only a small fraction of the phase space is
required, the best option would be to use truncated high order maps for the
fitting. Indeed, in Fig. 6.4 b) the area with high density in the middle of the
spot is slightly more upright and narrow than in Fig. 6.4 a).
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Figure 6.4: The transverse horizontal phase space distribution in the FPF4, gen-
erated using 13th order computation. The optimal multipole strengths were
obtained with dipole maps, generated using a 3rd order least squares B field
representation a), and with dipole transfer maps of 3rd order, obtained via
truncation of 13th order maps b).
Discussion of the optimal multipole settings
The dependencies of the optimal multipole strengths in preseparator optics on
Bρ (Fig. 6.5) have very similar shapes compared to the corresponding integral
non-uniformities in the dipole magnet field distribution (Fig. 6.6) although
with different sign to compensate the effect of the dipoles. The magnets chosen
for comparison are labeled as in Fig. 6.1. The curve for octupole FPF3KO13
in Fig. 6.5 has a deviating shape, which is likely influenced by the vertical
octupole component of the dipole and by thevertical fit conditions. The vertical
octupole component is not shown here but it has a similar characteristic as the
horizontal sextupole component in Fig. 6.6 with a different sign.
In Tab. 6.2 and 6.3 the mean integral multipole components of the dipole
and the discussed preseparator multipoles normalized with respect to Bρ are
presented, respectively. From these numbers it can be deduced that the mean
quadrupole component of the dipole is about as large as 4% of the quadrupole
strengths of FPF1QT13 and FPF4QT11, the mean sextupole component of the
dipole is 16% of FPF1KS11 and the mean octupole component of the dipole is
12% of FPF2KO11. These values roughly explain the correspondence between
the relative change spreads in Figs. 6.5 and 6.6.
6.3 Fitting the preseparators optics 71
−0.015
0.000
0.015
0.030
0.045
Re
l. 
ch
an
ge
, % a)FPF1QT13FPF4QT11
0
4
8
12
Re
l. 
ch
an
ge
, % b)FPF1KS11FPF4KS11
2 4 6 8 10 12 14 16 18 20
Bρ, Tm
−1.6
−1.2
−0.8
−0.4
0.0
0.4
Re
l. 
ch
an
ge
, % c)
FPF2KO11
FPF3KO13
Figure 6.5:Relative change of the
optimal multipole strengths ver-
sus the particle rigidity Bρ for
two quadrupoles a), two sex-
tupoles b) and two octupoles c)
labeled in Fig. 6.1.
−0.4
0.0
0.4
Re
l. 
ch
an
ge
, % a)
Quadrupole
 80
0
80
Re
l. 
ch
an
ge
, % b)
Sextupole
2 4 6 8 10 12 14 16 18 20
Bρ, Tm
 20
0
20
Re
l. 
ch
an
ge
, % c)Octupole
Figure 6.6: Relative change of
the dipoles integral horizon-
tal non-uniformities of a) 1st
(quadrupole), b) 2nd (sextupole)
and c) 3rd (octupole) orders
versus the particle rigidity.
72 6 Application: Super-FRS preseparator optics
Table 6.2: Mean integral multipole
components of the Super-FRS dipole
normalized with respect to the mag-
netic rigidity.
Quadrupole 0.015 m−1
Sextupole -0.003 m−2
Octupole 0.027 m−3
Table 6.3: Mean integral multipole
strengths for selected Super-FRS
quadrupoles, sextupoles and oc-
tupoles normalized with respect to
the magnetic rigidity.
FPF1QT13 0.356 m−1
FPF4QT11 0.353 m−1
FPF1KS11 -0.0206 m−2
FPF4KS11 -0.0172 m−2
FPF2KO11 -0.146 m−3
FPF3KO13 -0.0923 m−3
6.4 Separator mode
In order to study possible changes caused by magnetic saturation to the pre-
dicted separation, a numerical experiment with tracking of two fragments of
238U from a carbon target was performed. The fragments 216Pa and 215Th with
a rigidity of 20Tm were tracked inside the preseparator including the energy
loss in copper wedge degrader, which is designed to slow the reference particle
(216Pa) down to 14Tm. In this case the resolution is limited by the inevitable
energy loss straggling in the degrader, which was taken into account using
the theory in [64]. The average energy loss was calculated using the Bethe-
Bloch formula. For computational convenience, all the tracking was performed
using a rigidity of 20Tm, whereas the energy/momentum deviations and trans-
fer maps were scaled appropriately. Particles with a phase space exceeding the
local acceptance were excluded from further tracking.
To observe the maximal change in the separation caused by magnetic satura-
tion, the images on the horizontal phase space were compared. The resulting
phase space distribution for 2 and 20Tm (borders of the Super-FRS Bρ range)
can be seen in Fig. 6.7, where dark blue and dark green dots correspond to
the system with maps as for 2 Tm and cyan and lime dots correspond to the
system with maps for 20Tm. In both cases the initial beam phase space after
the production target was the same: (x , a, y, b,δ)=±(0.5mm, 38mrad, 2mm,
20mrad, 2.5%). Although the effect of magnetic saturation on the images of
the 216Pa and 215Th on the achromatic focal plane FPF4 can be distinguished
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in the Fig. 6.7, its magnitude is so small that it has no meaningful effect on the
resolution.
Figure 6.7: Horizontal phase space
images of the separation of fully-
stripped 20Tm 216Pa and 215Th after
the preseparator including the cop-
per wedge degrader, which slows the
reference particle (216Pa) down to 14
Tm. In the preseparator optics the
transfer maps of the dipole magnets
for 2 Tm (dark dots) and 20Tm (light
dots) were used to detect the maxi-
mal effect of the magnetic saturation
on the separation.
6.5 Spectrometer mode
Besides the separation mode, the Super-FRS can be used as a high-resolution
spectrometer. In this case the dispersion of many stages is added up. Here
such a case with four stages was simulated to see the effect of saturation on
the resolution. This simulation did not include the ion optics of the entire
Super-FRS, but repeated the first stage of the Super-FRS preseparators four
times. The optimal multipole settings for 16Tm were used for all other rigidi-
ties too. To distinguish the saturation-caused aberrations, the magnification
was artificially compensated at all stages except for the last one.
In Fig. 6.8 a) the resulting horizontal phase space is shown for 9 monoener-
getic slices, which were evenly distributed within ∆p/p = ±4.8 · 10−3 and
had identical initial distributions in their geometrical phase volume. The
biggest change is happening between 16Tm (green dots) and 20Tm (red
dots), whereas the difference between the distributions from 2 to 16Tm is
insignificantly small. The histogram in Fig. 6.8 b) reveals a slight broadening
of the peaks introduced by the non-compensated saturation. If the optimal set-
tings for each rigidity are used, the difference practically vanishes, as shown
in Fig 6.8 c).
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Figure 6.8: Horizontal phase space
at the dispersive focal plane after
passing through 4 dipole stages in
the spectrometer mode for rigidi-
ties of 16 Tm and 20Tm. a) the op-
timal multipole setting for 16 Tm is
taken for both cases. b) the num-
ber of counts along the x-axis for
the phase space. c) individual opti-
mal multipole settings were used.
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6.6 Effects of errors in dipole excitation currents
Setting the correct excitation currents in ion-optical elements is crucial for re-
liable accelerator operation. Whereas in multipoles the errors in the current
cause aberrations of first and higher orders, the errors in dipole currents lead
to a shift of the entire beam, which, in the worst case, causes beam loss and
consequences thereof like destruction of material due to ionization and heat
load or quench in superconducting coils.
To find out the current required for a given rigidity, the excitation curve B(I),
integrated along the reference trajectory is used. The values of the integral
excitation curve (IEC) normalized to Bρ equal a deflection angle. Hence, the
design deflection angle θ0 can be achieved for a given Bρ by varying the current
so that
1
Bρ
S1∫
S0
By(I)(X (S), 0, Z(S))dS = θ0. (6.2)
Practically, the integration is often performed along a line which is parallel to
the Z-axis and fulfills
Z1∫
Z0
By(X IC , 0, Z)dZ =
S1∫
S0
By(X (S), 0, Z(S))dS. (6.3)
Here X IC is an unknown parameter. Using measurements, X IC can be found
with help of a Hall probe mapping data by solving a simple root-finding prob-
lem. For this, Brent’s method [65] in the python package scipy.optimize [66]
can be used. The integral field can also be measured directly by means of
a moving stretched wire techniques [67] or moving long curved search coils
[68].
If an IEC from simulations is used in setting the operation current, the differ-
ence between the actual and the simulated magnetic field will lead to various
deflection angles and shifts of the beam positions in the dispersive planes. In
the case of the NC Super-FRS preseparator dipole, the maximal relative differ-
ence between the measured and the simulated IEC of 0.6% leads to an offset
of 15mm at FPF2 as depicted in Fig. 6.9. This indicates that accurate mea-
surements of IES are required for a successful operation of the Super-FRS. A
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measurement error of 10−4 which is typical for moving stretched wire tech-
niques will lead to an offset of 0.25mm at FPF2. This offset is relatively small
in comparison to the spot size of ±1mm.
−9.0 −7.5 −6.0 −4.5 −3.0 −1.5 0.0 1.5 3.0 4.5 6.0
x, cm
−15
0
15
30
a,
 m
ra
d
no error 0.6% error
Figure 6.9: Horizontal transverse phase space images at FPF2 without error
and with error of 0.6% in dipole coil current. The left, middle and right spot
positions correspond to ∆p/p values of +2.5%, 0 and -2.5%, respectively.
6.7 Comparison of 3D and MS+Enge FF maps
Whereas 3D maps are universal and can be generated for arbitrary magnetic
field distributions with midplane symmetry, the MS+Enge FF maps can be ob-
tained relatively quickly and, hence, are more convenient for practical appli-
cations. Despite the MS+Enge FF maps do not correspond to any physically
possible field distribution, they still might represent the system with a good
accuracy.
In Tabs. 6.4 and 6.5 the transfer maps truncated after the second order are
shown for a 3D map and for a Enge+MS map, respectively. The first five
columns correspond to the end coordinates. The column ”Exponents” corre-
sponds to the expansion coefficients in initial coordinates (x i , ai , yi , bi , li ,δi),
e.g. the Exponent 101000 means 1/(∂ x i∂ yi). As is seen from the transfer
maps all first order coefficients are in good agreement for 3D and Enge+FF
maps revealing the relative difference of less than 1% except for the disper-
sion, (x |δ), with the relative difference of 2%. This can be due to different
longitudinal shapes of the magnetic field fringes. The differences between the
both maps in the second order are of up to 10% (for very small elements the
difference is larger, but these elements are irrelevant), but their impact on the
ion-optical simulation is smaller.
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Table 6.4: Second order 3D transfer map.
x a y b l Exponents
0.9819 -0.15038 0 0 -0.1471 100000
2.38539 0.981900 0 0 -0.1771 010000
0 0 1.001 9.450E-4 0 001000
0 0 2.39991 1.001 0 000100
0 0 0 0 1 000010
0.1771 0.1471 0 0 0.1166 000001
-1.193E-3 1.198E-4 0 0 -1.902E-4 200000
0.1748 2.913E-4 0 0 3.059E-4 110000
0.1052 -8.867E-02 0 0 -0.9195 020000
0 0 -0.3640E-4 -1.504E-3 0 101000
0 0 -1.787 -1.813E-3 0 011000
-1.693E-3 -1.341E-03 0 0 -5.141E-3 002000
0 0 0.2034 -3.050E-03 0 100100
0 0 0.2448 0.1745 0 010100
-0.1756 -2.022E-03 0 0 -4.822E-4 001100
-0.3348 -0.1057 0 0 -0.9185 000200
2.735E-2 3.692E-4 0 0 9.962E-3 100001
-1.806 1.208E-3 0 0 1.199E-2 010001
0 0 -1.420E-3 1.0478E-2 0 001001
0 0 -1.838 2.480E-2 0 000101
-0.1413 -4.925E-3 0 0 -0.1441 000002
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Table 6.5: Second order MS+Enge FF transfer map.
x a y b l Exponents
0.9818 -0.1509 0 0 -0.1482 100000
2.38532 0.9818 0 0 -0.1759 010000
0 0 1.002 1.706E-2 0 001000
0 0 0.2400 1.002 0 000100
0 0 0 0 1 000010
0.1808 0.1482 0 0 0.1160 000001
-2.866E-4 1.408E-3 0 0 -9.110E-5 200000
0.1911 0.3330E-2 0 0 -4.673E-4 110000
0.1103 -9.319E-2 0 0 -0.9187 020000
0 0 -3.290E-3 -4.056E-3 0 101000
0 0 -0.1958 -4.847E-3 0 011000
-2.676E-3 2.039E-3 0 0 -5.062E-3 002000
0 0 0.1898 6.103E-3 0 100100
0 0 0.2315 0.1846 0 010100
-0.1963 3.490E-3 0 0 3.922E-4 001100
-0.3481 -9.902E-2 0 0 -0.9182 000200
2.820E-2 1.842E-4 0 0 1.000E-2 100001
-1.804 -2.954E-5 0 0 8.115E-3 010001
0 0 -3.691E-3 1.015E-2 0 001001
0 0 -1.840 2.488E-2 0 000101
-0.1441 -4.990E-3 0 0 0.1436 000002
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For a more quantitative comparison, 3D and MS+Enge FF maps were in-
serted into Super-FRS preseparator ion-optical simulations. A study of the
differences in the phase space distribution in the focal planes and the opti-
mal multipole settings was performed. In Fig. 6.10 the horizontal phase space
at the dispersive focal plane FPF2 is compared for both approaches for par-
ticles with ∆p/p = −2.5% (right), 0 (middle) and +2.5% (left) and initial
coordinates distributed over 4 concentric ellipses
x i ∈ {0.25xmax , 0.5xmax , 0.75xmax , xmax}
and
ai ∈ {0.25amax , 0.5amax , 0.75amax , amax}.
In both cases the optimal setting for 3D maps on 16Tm were used. For
∆p/p = 0 a difference in x of about 1mm is observable for the maximum
of a. For ∆p/p = ±2.5% the main effect is the shifting of the flanks at about
0.5mm towards outside for MS+Enge FF due to different dispersion. This shift
is insignificant in comparison with the beam spots.
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Figure 6.10: Horizontal phase space at FPF2 using 3D map v.s. MS+Enge FF.
In both cases the optimal setting for 3D maps with 16 Tm were used. The
left, middle and right spot positions correspond to ∆p/p equal +2.5%, 0 and
−2.5%, respectively.
In Fig. 6.11 the normalized relative multipole strength changes are shown
for four quadrupoles, two sextupoles and two octupoles. These multipoles are
rather representative and demonstrate a very good agreement for the shape of
the optimal settings. The deviations in the absolute values are coming from
the inequality of the lower order terms for the 3D and the MS+Enge FF maps,
which results in different optima. This inequality is partially coming from the
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impossibility to obtain a perfect coincidence of the Enge-functions and the real
fringe fields. Whereas the Enge functions tend to have steep shoulders, the
shoulders of the saturated magnetic field are slightly flatter and it does not
have a so called constant field region as is illustrated in Fig. 6.12.
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Figure 6.11: Dependence of the rel-
ative optimal multipole strengths
on the particle rigidity Bρ for
the four quadrupoles a), two sex-
tupoles b) and two octupoles c)
comparing 3D maps and MS+Enge
FF.
The MS+Enge FF approach appears to be useful to find good operation set-
tings quickly. The deviation in the transverse horizontal phase space distri-
butions between the two methods is very small for the FPF2. Nevertheless,
the entire Super-FRS is about 7 times longer and a larger difference for the
quadrupoles is expected.
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Figure 6.12: Normalized magnetic
field against the normalized dis-
tance (in units of full vertical aper-
ture) together with its Enge func-
tion representation for a magnetic
rigidity about 20Tm. The origin of
the abscissa corresponds to the ef-
fective field boundary and the neg-
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7 Summary and outlook
The magnets of charged particle spectrometers and separators play a decisive
role for the beam quality and transmission percentage, especially for systems
with large geometrical and momentum acceptances. In the case of the Super-
FRS, undesired high-order aberrations are expected due to the large usable
apertures of the magnets (38 cm × 14 cm for the dipoles and 19 cm × 19 cm
for the multipoles) and the wide operation rigidity range (2-20Tm). Frequent
changes of Bρ during the Super-FRS operation are required for tuning and
selecting of different nuclides. Moreover, the ion-optical configuration of
the Super-FRS can be switched between the separator and the spectrometer
modes. Therefore, it is crucial to have a fast and reliable ion-optical model
with a good predictability at any rigidity and any combination of the multipole
strengths.
Within this work, a general approach has been developed to generate precise
high-order Taylor transfer maps, starting from a computed or measured 3D
magnetic field distribution. The functional dependence of the magnetic field
on the coordinates and the coil current was obtained by combining the SIHM
and least squares methods. The harmonic property of the resulting B-field
polynomials was maintained. The transfer maps were generated by numerical
integration of the equations of motion in the DA framework. The estimated
rms relative error in the resulting transfer maps caused by the SIHM method
and the numerical integration was smaller than 6·10−8.
The developed approach has been applied to the NC radiation-resistant
dipole magnet of the Super-FRS preseparator. For the dipole accurate 3D FEM
magnetic field simulations including the measured magnetization curve of the
yoke material were conducted. The results of FEM simulations were verified
with the measurement data. A study of the method’s robustness against noisy
data was performed, revealing a strong suppression of the magnetic field er-
rors by the algorithm, which enables the use of measured magnetic field data
as input. The universality of the method allows its application not only to the
Super-FRS magnets, but also to any other large-aperture magnet.
An ion-optical study of the Super-FRS preseparator with derived rigidity de-
pendent transfer maps was conducted. For the maximal horizontal emittance
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of secondary ion beams the 12th order transfer maps of the dipole were re-
quired to grant an adequate description of the beam dynamics. The conse-
quences of the shortening of the effective length of the dipoles due to the sat-
uration of the yoke were completely eliminated by introducing the concept of
the equivalent hard-edge length. The highest order Super-FRS multipoles are
the octupoles (3rd order), which restricts the possibility of the compensation of
image aberrations. Special transfer maps were generated using 3rd order least
squares approximation of the magnetic field non-uniformities. This allowed
the optimization of the multipole strengths for large-emittance beams, which
can be helpful to achieve the best capture of rare nuclei with low production
rates.
The resulting ion-optical model revealed a slight dependence on the rigidity
due to the saturation in the NC dipoles. This effect could be well compensated
by optimizing the multipole strengths for individual rigidities. The influence
of the error in the simulated optimal coil current on the beam dynamics was
studied. The resulting horizontal shift of the beam of 1.5 cm for low currents
has indicated a requirement to use measurements for setting the dipole cur-
rents. An alternative (faster) way to generate transfer was tested. For these
maps (MS+Enge FF maps) the well-known Enge functions were used for the
fringe field approximation and a long multipole approximation was used for
the description of transversal non-uniformities.
The MS+Enge FF maps turned out to be in fair agreement with the more
accurate maps obtained via the developed approach (3D maps) for the consid-
ered dipole. However, for the dispersion element (x |δ) of the maps a signifi-
cant difference of 2% was observed. The optimal multipole settings obtained
using 3D maps and MS+Enge FF maps were slightly different, which though
did not affect the resulting phase space distributions at the focal planes of the
preseparator significantly.
Further investigations with 3D magnetostatic simulations are needed to
reach an even better agreement between measured and simulated magnetic
field data. Firstly, adjustment of the input virgin curve for low H values can
bring a better agreement of measurements and simulations for magnets with
unipolar power supplies. Secondly, the yoke could be divided into subblocks
for description of their magnetization by various B − H curves depending on
their maximal H values. More desirable would be to have the remanence phe-
nomenon considered in the commercial 3D FEM solvers. Other possibilities to
extend the SIHM algorithm for flat volumes should be studied, in order to sim-
plify the resulting workflow. This could be, for example, involving of dedicated
least squares fitting into the integrand computations.
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Considering the ion-optical simulations, further development and study of
approaches like MS+Enge FF have to be carried out. A smooth piecewise poly-
nomial approximation of the fringe field should be tested at first. Next, the ap-
plicability of the MS+Enge FF method to quadrupoles should be studied. The
concept of the equivalent hard-edge length has to be applied to multipoles to
obtain transfer maps dependent on the coil current. These transfer maps will
provide the desired integral gradients independent on the yoke saturation. A
detailed error study and optimization of the algorithm to generate 3D transfer
maps could be performed in order to reduce numerical errors.
A collaboration with CERN is planned for measuring 3D magnetic field of a
dipole for further tests of the SIHM method. If the method can be approved
by the tests, which is mostly endangered by systematic measurements errors,
it has a potential to be established within the separator community, since it
provides a fast interface between the magnetic measurements and ion-optical
simulations. In cooperation with the Center for Beam Theory And Dynamical
Systems at Michigan State University the developed methods are going to be
implemented into the official beam physics package of COSY INFINITY.
In future, the developed method is going to be applied to all of the 26 dif-
ferent magnet types of the Super-FRS starting from the short quadrupole for
which the saturation of the yoke is maximal [7, 69]. The expected influence
of the short quadrupole saturation on the beam dynamics is at least one order
of magnitude larger than the impact of the NC dipole saturation. The already
adapted code for the automated optimization of the Super-FRS preseparator is
going to be extended to consider the entire Super-FRS.
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List of Symbols
Term Unit Description
A Tm Magnetic vector potential
a rad Relative transversal horizontal angle (a = px/ps)
~B T Magnetic flux density
B0 T Central magnetic flux density of a dipole magnet
Bρ Tm Particle magnetic rigidity
b rad Relative transversal vertical angle (b = py/ps)
β 1 Velocity divided by speed of light (β = v/c)
c m/s Speed of light in vacuum
∆M ,tr 1 Relative difference in the coordinates for tracking
and transfer map evaluation
δ 1 Relative momentum deviation (δ =
Ek−Ek,0
Ek,0
)
~E V/m Electric field strength
Ek J Kinetic energy
E0 J Rest energy
e C Charge of electron
η 1 Ratio of kinetic to rest energy (η= Ek/E0)
~F N Force
φ Tm Magnetic scalar potential
γ 1 Relativistic factor
~H A/m Magnetic field strength
I A Electric current
Leff m Effective length of ion-optical element
Leq m Equivalent hard-edge length of ion-optical ele-
ment
l 1 Relative time-of-flight deviation (l = −(t−t0)v0γ(1+γ ))
m kg mass
M Taylor transfer map
µ0 Tm/A Vacuum permeability
µr 1 Relative magnetic permeability
p kg ·m/s Particle momentum
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Term Unit Description
q C Charge of particle
R m Radius of deflection
~r m Position vector (~r = (X ,Y, Z))
s m Independent beam physics variable (arclength)
t s Time
θ ◦ angle of deflection
v m/s Particle velocity
x m Relative transversal horizontal coordinate
y m Relative transversal vertical coordinate
88 List of Symbols
List of Acronyms
BINP Budker Institute of Nuclear Physics.
CERN Conseil européen pour la recherche nucléaire.
DA Differential algebra.
FAIR Facility for Antiproton and Ion Research in Europe GmbH.
FEM Finite elements method.
FWHM Full width at half maximum.
GSI GSI Helmholtzzentrum für Schwerionenforschung GmbH.
IEC Integrated excitation current.
LS Least squares.
NC Normal conducting.
NUSTAR Nuclear Structure Astrophysics and Reactions.
ODEs Ordinary differential equations.
rms Root mean square.
SIHM Surface integration Helmholtz method.
Super-FRS Superconducting Fragment Separator.
TOF Time of flight.
TPSA Truncated power series algebra.
TRAFIC Tracking particles and Fitting Coefficients.
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