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Abstract
Roman Jackiw has made highly original and influential contribu-
tions to several areas of physics that have grown and blossomed, no-
tably including the quantum physics of domain walls, magnetic monopoles,
and fractional quantum numbers. Here I offer three small pieces that
take off from those themes. I discuss the emergence of topological
surface structure in materials, the emergence of a shape-space mag-
netic monopole in a simple mechanical system, and the emergence of
fractional angular momentum in an even simpler quantum mechanical
(molecular) system.
Roman Jackiw has had an uncanny knack for identifying “curiosities”
that have grown into fertile, vibrant areas of physics research [1]. His semi-
nal contributions to the theory of anomalies, the interplay of topology with
quantum theory, and fractional quantum numbers are a rich legacy which
has become central to both fundamental physics and modern quantum en-
gineering. It has influenced my own work both directly and indirectly. The
direct influence should be obvious. Among others, my work with Goldstone
on fractional quantum numbers started as an attempt to understand, and
then generalize, the remarkable discoveries of Jackiw and Rebbi [2] and of
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Su, Schrieffer, and Heeger [3]; anyons and braiding arose from coming to
terms with fractional angular momentum; axions arose as the possible so-
lution to a big conceptual problem raised by the topology of gauge fields in
QCD. The indirect influence is perhaps less visible but no less profound. I
became aware of Dirac’s recommendation to “play with equations” in my
student days, but it came alive for me only a bit later, in large part because
I saw how well it had worked for Roman. That helped me feel liberated to
indulge in such play.
Here I will present three brief case studies in playing with equations,
which have close ties to Roman’s work. Roman, I hope this little tribute
brightens your day.
1 Domain Walls and Boundary Surfaces
In this part I want to make a few simple but important observations which
highlight the close connection of Jackiw and Rebbi’s pioneering work to
earlier problems and later developments, and may suggest other significant
directions. To make the discussion self-contained for both condensed matter
and high energy physicists, I will start from scratch.
Consider a one-dimensional chain of identical molecules with spacing a.
We want to model the situation where there is one conduction electron per
molecule. Let us adopt the drastic simplifying assumption that the molecules
simply provide a weak periodic background potential and ignore interactions
among the electrons, aside from their mutual influence through fermionic
quantum statistics. To begin, we will also assume that the potential is spin-
independent and invariant under spatial reflection.
According to standard band theory we should expect to have a metal,
since the electrons exhaust only half the available states. Indeed, the car-
rying capacity of the lowest band, allowing for the spin degree of freedom,
is twice its extent in (quasi-)momentum space, and so the actual density
corresponds to half filling:
N/L = 1/a =
1
2
· 2 ·
2pi
a
2π
(1)
In the electrons’ ground state, they occupy all the momentum states for
−kF ≤ k ≤ kF with kF = π/2a. The low-energy excitations around this
ground state involve changes in the occupation of modes near the boundaries
of that region. There we can approximate the change in their energy with
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momentum – that is, the deviation in momentum from ±kF – as a linear
relationship, bringing in the Fermi velocity
vF =
dE
dk
(kF ) (2)
Thus we derive, from the two points of the Fermi surface, left- and right-
moving excitations obeying
(∂t − ∂x)ψR = 0
(∂t + ∂x)ψL = 0 (3)
where we adopt the unit of velocity vF → 1. This can be summarized in
relativistic form, as a Dirac equation
iγ · ∂ ψ = 0 (4)
with
ψ ≡
(
ψL
ψR
)
; γ0 ≡ σ2 ; γ1 ≡ iσ1 (5)
This empowers us to visualize a Dirac cone.
The modes from the two sides of the cone are separated, as we saw
earlier, by ∆k = pia . Insofar as that wavenumber is not represented in the
background potential, those modes remain independent. On the other hand,
were the potential to contain that wave number it could connect the left-
and right-movers, and open a gap in the Dirac cone. This mixing pushes
down the energies of occupied states, so it is a favorable effect, energeti-
cally. We should inquire whether it can be triggered dynamically, and occur
spontaneously.
To generate the required potential, we need to let the molecules on
neighboring lattice sites displace in alternate directions. Displacements of
the molecules correspond to phonons, and in that language we are asking
whether the “optical” phonons at k = pia condense. If we denote the ampli-
tude of the displacement (phonon) k = pia field by φ(x, t), then we have a
coupling
L = ψ¯(iγ · ∂ − gφ)ψ (6)
so that condensation in φ opens a gap and gives us a fermion massm = g〈φ〉.
This entire discussion can be phrased in the language of relativistic quan-
tum field theory. In that language, we are studying how mass generation
through coupling to a scalar condensate back-reacts on the energetics of a
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scalar field which triggers it. In particle physics this effect is called the
Coleman-Weinberg mechanism [4]. It plays an important role in the the-
ory of the standard model, and in many speculations that go beyond the
standard model.
We can exploit that mapping to bring in the machinery of Feynman
graphs, easing our computational challenge. Our energy gain corresponds
to changes in the one fermion loop vacuum amplitude brought in by changes
in the fermion mass.
To assess the possible instability, we can focus on infinitesimal displace-
ments. The most singular part takes the form
E ∼
Λ∫
0
d2k
(2π)2
Tr(γ · k)2
(k2 +m2)2
∝ (gφ)2 ln (Λ/gφ) (7)
Note that it is appropriate to supply an ultraviolet cutoff, since our simple
“relativistic” description of the electron modes is only valid for low-energy
excitations, involving small deviations from the Fermi points.
Of course, displacement of the molecules also involves ordinary, Hooke’s
law elastic energy. But that energy, being proportional to φ2, is dominated
by Eqn. (7) for small φ. Thus the lattice will always deform. This is Peirels’
instability [5]. It is strikingly reminiscent of the Cooper instability which
drives superconductivity.
The most favorable displacement amplitude 〈φ〉 ≡ ±v has two possible
values. They correspond to two distinct homogeneous ground states. They
differ from one another by displacement through a – that is, by the trans-
formation which used to be, but is no longer, a symmetry. In these two
configurations our electrons acquire, according to Eqn. (6), effective mass
±gv. The negative value looks a bit strange, at first sight, but the sign of
the mass can be absorbed, formally, into a redefinition of ψ. Indeed, the
transformation ψ′ = γ0γ1ψ changes the sign of the mass term, while leaving
the kinetic term invariant.
A simple defect allows one to interpolate between the two distinct homo-
geneous states. If we let the simple defect configuration relax, energetically,
it will settle down to a minimum energy configuration – a domain wall – that
is stable for topological reasons. In this configuration the effective electron
mass m(x) interpolates between −gv (say) on the far left and gv on the far
right. (The relative sign, of course, cannot be undone by re-definition.) The
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effective mass will vanish somewhere in between, and we might anticipate
that something interesting could happen as a result. In fact. as discov-
ered by Jackiw and Rebbi, there is a remarkably robust and characteristic
consequence: the existence of zero energy (midgap) states, centered on the
wall.
Fixing the center of the wall to be at x = 0, we have an effective mass
m(x) with m(−x) = −m(x). The electron equation for zero energy reads
0 = (−iγ1∂x +m(x))ψ(x)
= (σ1∂x +m(x))ψ(x) (8)
Projecting this on spinor structures with σ1s± = ±s±, we find that for
ψ(x) ≡ ψ+(x)s+ + ψ−(x)s−
(∂x ±m(x))ψ±(x) = 0 (9)
with solutions
ψ0+(x) = e
−
x∫
0
du m(u)
(10)
ψ0−(x) = e
x∫
0
du m(u)
(11)
The first of these, i.e. Eqn. (10) shrinks exponentially to zero in both direc-
tions away from the wall, and defines a normalizable state. It is the zero
energy, midgap state advertised just above.
The existence of this zero energy mode has several interesting conse-
quences. It should be plausible, given the symmetry of the problem, that
the zero energy mode draws half its strength from below and gap half from
above. Thus if we fail to occupy the zero mode, we have a deficit of half a
unit of electron charge, relative to the ground state; while if we do occupy
the zero mode, we have an excess of half a unit of electric charge. One
can also show this formally, either directly from the definition of the charge
operator, or by calculating the flow of charge as one builds up the domain
wall (see below). Thus the domain wall induces a special kind of vacuum
polarization, where a fractional charge ±12 accumulates [2].
When we take into account the spin degree of freedom, the accounting
takes a different form. Now there are two zero modes: one for spin up, one
for spin down. By occupying, or not, each of the two zero modes, we have:
• zero occupancy: charge −e, spin 0
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• single occupancy: charge zero, spin 12 doublet
• double occupancy: charge +e, spin 0
Though the charge spectrum is normal, the relation between charge and spin
is unusual. We can express the general situation through the equation
(−1)2S(−1)Q/e = (−1)W (12)
where W is a topological quantity, indicating the number of domain walls.
Since the quantities that appear in this equation are intrinsically discrete
the relationship it expresses will be exact, unless our approximations have
been very bad. Moreover, it is the only non-trivial relation among 2S,Q/e,
and W consistent with the property that two domain walls can annihilate
into states with normal quantum numbers. We expect this property to be
valid, because the lattice of molecules with two minimal defects differs from
a correctly ordered (i.e., ground state) lattice only within a bounded region,
and is topologically trivial.
The logic of the Peirels instability is not restricted to half filling [3]. One
can, for example, consider conduction bands that fill 1/k of the available
states, and trigger an instability toward charge density waves at 2π/k, with
k an integer. Then we will have domain walls that can annihilate in k-tuples.
If such annihilation is accompanied by emission or absorption of l electrons,
we can deduce a generalization of Eqn. (12), in the form
ei2pi(Q/e−lW/k) = 1 (13)
(Here, for simplicity, I have not kept track of the spin quantum number,
which need not be conserved separately.) Equivalently, we can write
Q/e = lW/k + integer (14)
Earlier we had k = 2, l = 1, and half-integer charge. In that case, we could
understand the fractional charge based on the existence of a zero energy
solution with equal particle-hole character. But in more general situations,
say for example k = 3, l = 1, where we have third-integer charge, it cannot
be understood in that way.
An appropriate, minimal model for these more general situations allows
the field φ in Eqn. (6) to become complex. The overall phase of φ adjusted
by re-defining ψ, according to ψ′ = eiλψ, but relative phases in φ(x, t) are
physically meaningful. In particular, we can have situations where there are
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domain walls which interpolate between values
φ(x) → v ; x→ −∞
φ(x) → e2pii/k v ; x→ +∞ (15)
Such domain walls can annihilate in k-tuples. We expect, based on the
preceding discussion, that fractional charge may accumulate on such walls.
An efficient way to calculate the charge is first to imagine building up
configurations with the wall asymptotics of Eqn. (15) gradually, starting
from trivial asymptotics [6]. As long as the magnitude of the local gap
exceed the field gradients, i.e.
|∂φ|
g|φ| << 1 (16)
there will be no particle production, and we can calculate the current flow
(to lowest order in gradients) by means of a simple vacuum polarization
graph, similar in spirit to how one calculates the correction to the phonon
energy, but now with insertion of the electron number current in place of a
phonon field. An elegantly simple result emerges, in the form
〈jµ〉 = 1
2π
ǫµν ∂ν Arg φ (17)
and for the integrated charge
Q/e =
∞∫
−∞
dxj0
=
1
2π
∞∫
−∞
dx ∂xArg φ
=
1
2π
(Arg φ(∞) − Arg (−∞)) (18)
Now the realistic, minimum energy wall configuration may not satisfy
Eqn. (16) everywhere, though of course it does so asymptotically (where
∂φ→ 0). So we must imagine a second step, where we build up the steeper
gradients. During that process electrons can be radiated to, or absorbed
from, infinity. But since the electrons are normal out there, any such radi-
ation will change the electron number by an integer. Also, from a comple-
mentary perspective, the angle function Argφ becomes ill-defined at φ = 0,
and we need to allow for extra 2π jumps, as we integrate Eqn. (17) through
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such points. For both these reasons, we should generally interpret Eqn. (18)
as a relation modulo integers, i.e. as a formula for the fractional part of the
charge. As such, it precisely embodies Eqn. (14).
We can “explain” the existence of the zero energy solution we found ear-
lier, based on these more global considerations, as follows. The zero energy
solution occurred in the model with g and φ real. Within that framework we
cannot achieve the non-trivial domain wall asymptotics, where 〈φ〉 change
sign, without encountering a zero of φ, where the requirement of Eqn. (16)
cannot be met. We can get around that difficulty by adding a small in-
finitesimal imaginary piece to φ, and then removing it at the end. Since
there is a gap, the limit is harmless. But depending on the sign of the added
piece, we will get Q/e = ±12 . So there must be degenerate states with those
quantum numbers, and therefore a zero energy mode of the electron field,
whose occupancy (or not) distinguishes those charges.
We can also contemplate incommensurate density waves. This allows
domain walls where the change in Arg, and thus the accumulated charge,
takes any value, rational or irrational.
The possibility of zero-energy states at the termination of a 1-dimensional
lattice was an early discovery of Shockley [7]. It gave a microscopically-based
model of Bardeen’s theory of “surface states”, which in turn played an im-
portant role in the discovery of solid-state transistors. Shockley’s model is
closely related to the models with which we began our discussion. We can
put his discovery into the same framework, and generalize it, by consider-
ing how we might model boundaries of chains (or, of course, surfaces) as
extreme versions of domain walls, as follows.
Taking Eqn. (6) as our basic model, we can have some value gφ+ (not
necessarily real) for the effective mass in bulk, in for x > 0, while taking
gφ− → ∞ for x < 0, to make it difficult for the electrons to penetrate
there. (If desired we can have a small bridging region, and let φ interpolate
continuously between those values.) Thus, we realize the boundary as a
specific kind of domain wall, to which our general analysis can be applied.
Topological insulators [8], in their simplest form, fit neatly into this
framework, as follows. Assuming T symmetry, we let g and φ be real. Then
the relevant issue is the relative sign of m(x) for between x < 0 and x > 0.
If the sign changes, we have a zero energy surface state; if not, not. If we
keep spin as a passive (bookkeeping) quantum number throughout, then we
will get even numbers of zero energy states, as in Eqn. (1); but if there are
significant spin-dependent forces, then spin is not a good label, and in gen-
eral we will find an odd number. One simple version of how this can occur is
to let the “vacuum” mass at x→ −∞ be spin-dependent, asymptotically in
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the form σ3m(x), with m(x)→∞ rapidly as x→ −∞ and m(x) approaches
a constant – possibly zero – as x→ +∞. These constructions highlight that
there need be no bulk signature of the topological insulator state. Of course,
we could write things alternatively so as to put the exotic structure in the
bulk, which might (or might not) correspond to what emerges, in realistic
cases, from a conventional band theory calculation.
If we drop the requirement of T symmetry, we bring in possibilities for
surface fractional charge, according to the same basic mechanisms, exploit-
ing the domain wall → boundary principle. Note that the T breaking can
be a purely surface effect, but of course it need not be. In the presence of
an appropriate discrete symmetry the surface charge can be quantized, but
in general it will be irrational. In higher-dimensional situations we would
predict, taking the models at face value, a surface charge density. When we
include Coulomb energy, there will be a strong incentive for the material
to enforce neutrality on large scales, for example by fractionally populating
conduction band states near the surface.
2 A Mechanical Monopole
The ability of falling cats and of divers to re-orient themselves by chang-
ing shape, despite having zero angular momentum, is an instructive puzzle
whose mathematical solution includes an elegant emergent gauge structure.
Let me briefly recall how this works [9].
In describing how much a deformable body has rotated, we immediately
confront a basic issue, that no rigid rotation can connect different (non-
congruent) shapes. To make comparison possible, we can set up “reference
shapes” with definite positions, and compare the position of our body, with
its current shape, to the position of the associated reference shape. This
procedure introduces two issues:
• It introduces an element of convention, because one is free to place the
reference shapes differently. If we write the relationship between body
shapes and reference shapes as
r(j)(t) = R(t)s(j)(r(j)(t)) (19)
then a re-definition
s˜(j) = U(s(j)) s(j) (20)
induces the re-definition
R˜(t) = R(t)U−1(s(r(t))) (21)
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where we have, mercifully, dropped the superscripts. The net rotation
between shapes at times tf , ti is described alternatively as
R(tf )R−1(ti) (22)
or
R˜(tf ) R˜−1(ti) = R(tf )U−1(s(r(tf ))U(s(r(ti))R−1(ti) (23)
If the initial and final shapes are the same then the U factors cancels,
and the ambiguity disappears.
• It fails when the shape degenerates to a point or a line. In those
cases there are congruences which leave the shape invariant, so the
transformation to a reference shape is ambiguous.
The first point indicates that we have introduced a gauge structure, while
the second indicates the possibility of singularities.
Having that background in mind, we are prepared to discuss the gen-
eral relation between shape changes at zero angular momentum and re-
orientation in space. With the transformation Eqn. (19) the zero angular
momentum condition
0 =
∑
j
m(j)r(j) × r˙(j) (24)
becomes
0 =
∑
j
m(j)s(j) × s˙(j) +
∑
j
m(j)s(j) ×R−1R˙s(j) (25)
Here the first term defines an effective angular momentum Lshape, while
R−1R˙ defines an effective angular velocity, in tensor form.
With a bit of algebra we can cast Eqn. (25) into the form
V (R−1R˙) = Iˆ−1 Lshape (26)
where
Ipq =
∑
j
m(j)s(j)p s
(j)
q (27)
Iˆpq ≡ (Illδpq − Ipq) (28)
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defines an effective inertia tensor and
V (Mjk)l ≡ 1
2
ǫjklMjk (29)
defines the vector equivalent of the antisymmetric matrix M . Equation (26)
relates effective angular momentum and velocity through an effective inertia
tensor. The division between effective angular momentum and velocity are
gauge (i.e. reference shape) dependent, but the effective inertia tensor is
not.
This construction provides a gauge connection in shape space, according
to
R−1R˙ dt ≡ Aj dxj (30)
The rotation resulting from a given trajectory in shape space is given by
the ordered line integral (“Wilson line”) of this connection. Note that ddt
cancels, so that the accumulated rotation depends only on the geometry of
the trajectory in shape space, not on how fast it is traversed. Alternatively,
we can say that it is time-reparameterization invariant.
Now let us turn to evaluating the connection for a system of three point
masses. For our standard shapes, we can put the first mass at the origin,
the second at distance
√
m2r ≡ κ cos θ along the x axis, and the third in
the x− y plane at distance √m3s ≡ κ sin θ and azimuthal angle φ. θ ranges
between 0 and pi2 . Both θ and φ are ill-defined when κ = 0, when all the
masses coincide. At that singular shape the preceding procedures to obtain
V fail, so we should only consider shape trajectories which avoid it. When
the distribution of masses is along a line, i.e. at φ = 0, we have the ambiguity
mentioned previously. We can relieve it by demanding that the motion is
restricted to a plane, which for simplicity let us do.
Even then, since φ is ill-defined for sin θ = 0, we will need to use a differ-
ent parameterization to cover that case. A natural choice is to interchange
the role of the second and third masses. Calling the new parameters θ˜, φ˜
(with κ˜ = κ), we have
θ˜ =
π
2
− θ
sin θ˜ = cos θ
φ˜ = 2π − φ (31)
whenever both make sense.
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Given these definitions, a simple calculation yields
Lshape =

 00
κ2 sin2 θ φ˙

 (32)
while Iˆ has the form
Iˆ =

 ∗ ∗ 0∗ ∗ 0
0 0 κ2

 (33)
so that
Iˆ−1 =

 ∗ ∗ 0∗ ∗ 0
0 0 κ−2

 (34)
and finally
V (R−1R˙) =

 00
sin2 θ φ˙

 (35)
(One might be concerned that our choice of shapes does not enforce that
the center of mass stays fixed. However, since under a change of origin the
rigid motion (R,~a) – applying first the rotation R and then the translation
~a – changes into (R,R~b−~b+ ~a), our determination of R is unaffected. We
could include the necessary compensating translations as a gauge potential,
too, taking us into the group of rigid motions rather than just rotations.
But because the effect of enforcing the center of mass constraint vanishes
for any closed path in shape space, the added piece introduces no curvature,
and for simplicity I will discuss it no further here.)
Since the motion is planar, we can regard interpret this result for the
connection as an SO(2) vector potential
Aφ(ρ, θ, φ) = sin
2 θ (36)
on our shape space, with the accumulated rotation angle (relative to the
standard shape) for a given trajectory in shape space given by
∆α =
∫
Aφdφ =
final∫
initial
sin2 θ dφ (37)
integrated over the trajectory.
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The only non-vanishing component of the field strength associated with
this potential is
Fθφ = 2 sin θ cos θ (38)
The potential and field strength are independent of κ, but develop a
singularity at κ = 0, where θ is ill defined. The lack of κ dependence reflects
that we may re-scale (dilate) the shape at any time without affecting the
overall rotation dynamics. Recall that κ = 0 corresponds to the degenerate
shape of three coincident points, where singularity might be anticipated.
Now let us fix κ and evaluate the total flux emanating from the singu-
larity. We find
∮
Fθφ dθ dφ =
pi
2∫
0
2 sin θ cos θ dθ
2pi∫
0
dφ = 2π (39)
Here the limits on the θ integral are obvious from its definition, but the
limits on the φ integral call for comment. Indeed, one might be tempted
to restrict the integral to 0 ≤ φ ≤ π, since the shapes with φ and 2π − φ
are congruent. That congruence is, however, not implemented by an SO(2)
rotation, but requires reflection in the x axis. To work with continuous
SO(2) rotations, we must use a patching construction, which effectively dis-
tinguishes φ from 2π−φ. (These reflective congruences can be implemented
continuously within SO(3), but not in a way that applies continuously to
all three-dimensional realizations of the base shapes. Note that while three-
dimension inversion, as opposed to plane-dependent reflection, can be imple-
mented globally, it does not make the relevant planar configurations equiva-
lent.) Equation (39) indicates that our connection has, for each fixed value
of κ, the magnetic flux corresponding to the minimal Dirac charge. Thus,
we can identify the singularity at κ = 0 as a magnetic monopole in shape
space.
We can also bring the monopole structure out more topologically, by
examining the patching construction required to knit together the θ˜, φ˜ and
the θ, φ coordinates. We have
Aφ = sin
2 θ
Aφ˜ = − sin2 θ˜ = − cos2 θ (40)
The two potentials are related by a globally non-trivial gauge transforma-
tion, according to
Aφ = ∂φ φ+Aφ˜ (41)
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Finally, let us note that in terms of the alternative angle λ ≡ θ2 then we
have conventional spherical co-ordinates λ, φ on our constant κ spheres. On
those spheres, with the canonical metric, the magnetic flux is uniform.
3 A Fractionated Molecule
Upon considering the quantum version of this problem we encounter a re-
lated but different emergent gauge field, which illustrates another interesting
phenomenon.
To keep things simple, in our system of three planar bodies let us take
one to to be heavy and fixed at the origin, and the other two to be at fixed
distances from the origin. Then we are reduced to two dynamical degrees
of freedom, i.e. two angles φ1, φ2. Assigning them moments of inertia I1, I2,
we have the rotational kinetic Hamiltonian
Hrot. =
p21
2I1
+
p22
2I2
(42)
with
p1 ≡ − i ∂
∂φ1
p2 ≡ − i ∂
∂φ2
(43)
We can re-write Eqn. (42) as
1
2(I1+I2)
(p1 + p2)
2 +
I1+I2
2I1I2
(p1+p22
I2−I1
I1+I2
+ p1−p22 )
2 (44)
Here p1 + p2 is the total rotation generator. In our previous notation, it
rotates the angle α. Now let us separate α, as is appropriate for a rotationally
invariant system, and impose the quantization condition
p1 + p2 = m (45)
Then in the second part of expression (44) we have the bracketed term
(
m
2
I2 − I1
I1 + I2
+
p1 − p2
2
)2 → (p2 −m I2
I1 + I2
)2 (46)
But p2 generates changes in the relative angle in shape space, i.e., our pre-
vious φ. Thus, we see that non-trivial angular momentum for α generally
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yields fractional (kinetic) angular momentum [10] for the shape-space angle
φ. The fractional part is
δl =
mI2
I1 + I2
(47)
Note that this approaches an integer for I1/I2 → 0 or →∞, as it should.
The bracketed term in Eqn. (44) might look strange at first sight, but
if we substitute p1 = I1ω1, p2 = I2ω2 we find that it is proportional to
(ω2 − ω1)2. Thus, it represents the contribution of relative angular veloc-
ity. It is only the passage from Lagrangian to Hamiltonian that introduces
complications. But of course quantum theory requires the Hamiltonian.
In an alternate description, corresponding to the other patch in our
preceding monopole construction, we interchange the roles of bodies 1 and
2. In that way, we replace Eqn. (46) by
(
m
2
I2 − I1
I1 + I2
+
p1 − p2
2
)2 → (p1 +m I1
I1 + I2
)2 (48)
and hence Eqn. (47) by
δl = − mII
I1 + I2
(49)
Consistency requires that the difference between Eqn. (47) and Eqn. (49)
must be an integer, and indeed it is the integer m. Thus we see an interest-
ing connection between the monopole in shape space, which we originally
uncovered classically, and the quantum theory of the same mechanical sys-
tem.
Another consistency check is to consider the free limit, where Eqn. (42)
is the entire Hamiltonian. Then of course by substituting integer values for
p1, p2 we get the spectrum, either directly from Eqn. (42) or after some alge-
bra from Eqn. (44), with identical results. The significance of the separation
procedure is that overall rotational symmetry is more generic than shape
independence, and by exploiting it we always reduce the dimensionality of
the potentially non-trivial dynamics.
If we restore the dynamics that allows I1, I2 to vary, then the preceding
construction gives an emergent dynamical compact U(1) gauge field in shape
space, which however is not governed by the classic Maxwell-Yang-Mills
action. In that interpretation, the total angular momentum supplies an
effective charge.
Acknowledgement: The first section partly adapts material from [11].
The second section adapts material from a forthcoming paper with X. Peng,
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