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SPATIAL CLT FOR THE SUPERCRITICAL ORNSTEIN-UHLENBECK
SUPERPROCESS
PIOTR MIŁOŚ
FACULTY OF MATHEMATICS, INFORMATICS AND MECHANICS, UNIVERSITY OF WARSAW
Abstract. In this paper we consider a superprocess being a measure-valued diffusion corresponding
to the equation ut = Lu+αu− βu2, where L is the infinitesimal operator of the Ornstein-Uhlenbeck
process and β > 0, α > 0. The latter condition implies that the process is supercritical, i.e. its total
mass grows exponentially. This system is known to fulfill a law of large numbers. In the paper we
prove the corresponding central limit theorem. The limit and the CLT normalization fall into three
qualitatively different classes. In what we call the small growth rate case the situation resembles
the classical CLT. The weak limit is Gaussian and the normalization is the square root of the size
of the system. In the critical case the limit is still Gaussian, however the normalization requires an
additional term. Finally, when the growth rate is large the situation is completely different. The
limit is no longer Gaussian, the normalization is substantially larger than the classical one and the
convergence holds in probability. These different regimes arise as a result of “competition” between
spatial smoothing due to the particles’ movement and the system’s growth which is local.
We prove also that the spatial fluctuations are asymptotically independent of the fluctuations of
the total mass of the process (which is a continuous State Branching Processes).
MSC: primary 60F05; 60J80 secondary 60G20
Keywords: Supercritical branching diffusion, Central limit theorem.
1. Introduction
1.1. Model. Let {Pt}t≥0, be the semigroup of the Ornstein-Uhlenbeck process in Rd i.e. the one with
the infinitesimal operator
(1.1) L :=
1
2
σ2∆− µx ◦ ∇, σ > 0, µ > 0,
where ◦ denotes the standard scalar product. Abusing the notation we will denote both the invariant
distribution (of L) and its density with the same symbol, namely
(1.2) ϕ(x) =
( µ
πσ2
)d/2
exp
(
− µ
σ2
‖x‖2
)
.
In this paper we will study the behavior of the superprocess {Xt}t≥0 with semigroup P and the
branching mechanism ψ given by
(1.3) ψ(λ) = −αλ+ βλ2, α ∈ R, β > 0.
Its behavior is described by a Markovian evolution; that is, for each ν ∈ MF (Rd) being the set of
finite, compactly supported measures, by Pν we denote the the law of X with initial condition ν. Let
f ∈ bp(Rd) (bounded, positive and measurable functions on Rd) . The following equation defines the
evolution (see [6], [7] for more details).
(1.4) − logEν(e−〈f,Xt〉) =
ˆ
Rd
uf(x, t)ν(dx), t ≥ 0,
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where uf(x, t) is the unique non-negative solution to the integral equation
(1.5) uf(x, t) = Ptf(x)−
ˆ t
0
Ps[ψ(uf (·, t− s))](x)ds.
In the paper we are interested only in the supercritical case, i.e. the case when the total mass of the
superprocess grows (exponentially). This is ensured by the condition
α > 0,
which we assume in the whole paper. The above definition is rather abstract but superprocess have
a natural interpretation as the short life time and high density diffusion limit of a branching particle
systems (see e.g. Introduction of [10] and Remark 8). In our case the branching particle counterpart
is the Ornstein-Uhlenbeck branching system considered in [1, 2]. We will comment on this connection
later on in Remark 8.
1.2. Results. The expectation of the total mass of the system grows exponentially fast at a rate α.
Furthermore, the system fulfills the law of large numbers [10, Theorem 1], i.e. for a bounded continuous
function f we have
lim
t→+∞
e−αt〈Xt, f〉 = 〈ϕ, f〉V∞, in probability,
where V∞ is a random variable, to be defined later (let us note that the results of [10] holds for a
larger class of branching diffusions). The goal of our paper is to prove the corresponding central limit
theorem. The second order behavior depends qualitatively on the sign of α − 2µ. Roughly speaking
this condition reflects the interplay of two antagonistic forces, the growth which is local and makes
the system more coarse and the smoothing introduced by the spatial evolution corresponding to the
OU-process. We will now describe this behavior in more detail. The main object of our interest are
the spatial fluctuations given by:
F−1t (〈Xt, f〉 − |Xt|〈ϕ, f〉) ,
where Ft is some norming, not necessarily deterministic, and |Xt| := 〈Xt, 1〉 is the total mass of the
system. We will describe the situation on the set where the process is not extinguished Extc (to be
defined later). The results split into three classes
Small growth rate α < 2µ: Our main result is contained in Theorem 3. In this the case “the
movement part prevails” and the result resembles the standard CLT. The normalization is
given by Ft = |Xt|1/2 (which is of order e−(α/2)t). Moreover, we obtain the limit which is
Gaussian (though its variance is given by a complicated formula) and does not depend on the
starting configuration.
Critical growth rate α = 2µ: Our main result is contained in Theorem 4. In this case “the
growth prevails”. The behavior of the fluctuations slightly diverge from the classical setting.
The normalization is bigger: Ft = t
1/2|Xt|1/2. The limit still does not depend on the starting
condition and is Gaussian but its variance depends on the derivatives of f . To explain this
we notice that the growth is so fast that the fluctuations are not smoothed by the motion and
become essentially local. In consequence they give rise to a “spatial white noise” and larger
normalization is required.
Large growth rate α > 2µ: Our main result is contained in Theorem 6. In this case not only
does the growth “prevail” but also “the motion fails to make any smoothing”. The normalization
is even bigger: Ft = e
(α−µ)t and we have α − µ > α/2. The limit is no longer Gaussian, it is
given by 〈f, gradϕ〉 ◦ H˜∞ (where H˜∞ is the limit of a certain martingale). What is perhaps
surprising, the limit holds in probability. The first term, 〈f, gradϕ〉, means that like in the
critical situation the growth is fast enough to produce some sort of a white noise. Even more,
it is so fast that the limit depends on the starting condition and in fact, up to some extent,
the system “remembers its whole evolution”, which is encoded in H˜∞.
In either case we prove also that the spatial fluctuations become independent of fluctuations of the
total mass as time increases.
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1.3. Comments. This paper is a superprocess counterpart of [1]. Namely, X can be defined as a
limit of the Ornstein-Uhlenbeck particle systems considered in [1] (see Remark 8). It turns out that
qualitatively the first and second order behavior are very similar (the reader aware of [1] easily notices
that the list above is very similar to the one in [1]). Related problems for branching particle systems
were considered also in [2, 4] however we are not familiar of any results in this direction concerning
superprocesses. For general information about superprocesses we refer to books [9, 11, 12] and also to
the references given in Introduction of [1].
Let us now comment on the methodology. Our proofs hinge on the backbone representation obtained
recently in [5] which allows us to reuse many concepts developed in [1]. This together with analytical
estimation of the behavior of P is enough to prove our results. A more detailed description of the
proof startegy is in Remark 15.
The article is organized as follows. The next section presents notation and basic fact required
further. Section 3 is devoted to presentation of results. Proofs are deferred to Sections 4-7 and the
Appendix.
2. Preliminaries and notation
Let us first recall the notions which appeared in Introduction. P is the semigroup corresponding to
(1.1). MF is the space of finite, compactly supported measures and bp(Rd) is the space of bounded,
positive and measurable functions on Rd.
We use 〈f, ν〉 := ´
Rd
f(x)ν(dx). We denote the total mass of the measure ν by |ν| := 〈1, ν〉.
By x . y we will denote the fact that x ≤ Cy for a certain constant C > 0 (which exact value is
not relevant to following calculations).
We will use
C = C(Rd) := {f : Rd 7→ R : f is continuous and
there exists n such that |f(x)|/‖x‖n → 0 as ‖x‖ → +∞} ,
that is the space of continuous functions which grow at most polynomially. To shorten the notation
we introduce {Pαt }t≥0 by
Pat f(x) := eatPtf(x).
We may rewrite equation on uf as
(2.1) uf (x, t) = Pαt f(x)− β
ˆ t
0
Pαs [uf(·, t− s)2](x)ds.
By Ext we denote the event that the process is extinguished, i.e.
(2.2) Ext :=
{
lim
t→+∞
|Xt| = 0
}
.
We denote also process {Vt}t≥0 by
(2.3) Vt := e
−αt|Xt|,
The gather the basic facts of process V which will be useful in the formulation of the main results
Fact 1. Let {Xt}t≥0 be the OU-superprocess starting from ν ∈ MF (Rd) and let {Vt}t≥0 be defined
according to (2.3). Then V with it natural filtration is a (positive) martingale. It converges
(2.4) V∞ := lim
t→+∞
Vt, a.s. and in L
2.
Moreover, {V∞ = 0} = Ext, Pν(Ext) = exp
{
−|ν|αβ
}
and the law of V∞ can be described by
(2.5) V∞ =
d
N∑
i=1
Ei,
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where N is a Poisson random variable with parameter |ν|αβ and E1, E2, . . . is an i.i.d sequence of
exponential random variables with parameter α/β, which are independent of N . We also have
(2.6) σ2V := V ar(V∞) :=
2β
α
|ν|.
The proof of the fact is delegated to Appendix.
Remark 2. Although representation (2.5) may seem a little peculiar at the moment it will appear
naturally once we introduce the backbone decomposition in Section 4.1.
3. Results
In this section we present the results of our paper. We split the section into three parts corresponding
to each case listed in Introduction
3.1. Slow growth α < 2µ.
Let us denote f˜(x) := f(x)− 〈ϕ, f〉 and
(3.1) σ2f :=
β
α
ˆ ∞
0
e−αs〈ϕ, 2β
(
Pαs f˜(·)
)2
− 2β
(
P−αs f˜(·)
)2
+ 4αβu(·, s)〉ds,
where u(x, s) =
´ s
0 P−αs−u
[(
P−αu f˜(·)
)2]
(x)du.
The main result of this section is
Theorem 3. Let {Xt}t≥0 be the OU-superprocess starting from ν ∈MF (Rd). Let us assume α < 2µ
and f ∈ C(Rd). Then σf < +∞ and conditionally on set Extc there is the convergence(
e−αt|Xt|, |Xt| − e
αtV∞√|Xt| , 〈Xt, f〉 − |Xt|〈f, ϕ〉√|Xt|
)
→d (V˜∞, G1, G2), as t→ +∞,
where G1 ∼ N (0, 2βα ), G2 ∼ N (0, σ2f ) and V˜∞ is V∞ conditioned on Extc. Moreover, the variables
V˜∞, G1, G2 are independent .
The proofs corresponding to this case are delegated to Section 5.
3.2. Critical growth α = 2µ.
We denote
(3.2) σ2f := 2
β2
α
ˆ
Rd
(x ◦ 〈gradf, ϕ〉)2 ϕ(x)dx,
where ◦ is the standard scalar product. The main result of this section is
Theorem 4. Let {Xt}t≥0 be the OU-superprocess starting from ν ∈MF (Rd). Let us assume α = 2µ
and f ∈ C(Rd). Then σ2f < +∞ and conditionally on set Extc there is the convergence(
e−αt|Xt|, |Xt| − e
tαV∞√|Xt| , 〈Xt, f〉 − |Xt|〈f, ϕ〉t1/2√|Xt|
)
→d (V˜∞, G1, G2), as t→ +∞,
where G1 ∼ N (0, 2βα ), G2 ∼ N (0, σ2f ) and V˜∞ is V∞ conditioned on Extc. Moreover, the variables
V˜∞, G1, G2 are independent.
The proofs corresponding to this case are delegated to Section 7.
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3.3. Fast growth α > 2µ.
Let us define a process {Ht}t≥0 by
(3.3) Ht := e
−(α−µ)t
ˆ
Rd
x Xt(dx).
Fact 5. The process H is a martingale and under assumption α > 2µ it is L2-bounded.
From the fact it follows that in the setting of this section the following limit (both a.s. and L2) is
well-defined and a.s. finite
H∞ := lim
t→+∞
Ht.
Let us note that H∞ depends on the starting condition ν ∈ MF (Rd), describing this dependence
would be notationally cumbersome at this point, hence is deferred to Theorem 22.
The main result of this section is
Theorem 6. Let {Xt}t≥0 be the OU-superprocess starting from ν ∈MF (Rd). Let us assume α > 2µ
and f ∈ C(Rd). Then conditionally on the set of non-extinction Extc there is the convergence
(3.4)
(
e−αt|Xt|, |Xt| − e
tαV∞√|Xt| , 〈Xt, f〉 − |Xt|〈f, ϕ〉exp ((α− µ)t)
)
→d (V˜∞, G, 〈gradf, ϕ〉 ◦ H˜∞),
where G ∼ N (0, 2βα ), variables H˜∞, V˜∞ are respectively H∞, V∞ conditioned on Extc and (V˜∞, H˜∞), G
are independent. Moreover
(3.5)
(
e−αt|Xt|, 〈Xt, f〉 − |Xt|〈f, ϕ〉
exp ((α− µ)t)
)
→ (V∞, 〈gradf, ϕ〉 ◦H∞), in probability.
The proofs corresponding to this case are delegated to Section 6.
3.4. Discussion and remarks.
As a corollary to the above statements we obtain a weak law of large numbers for a slightly larger
class of the test functions, compared to [10, Theorem 1] .
Theorem 7. Let {Xt}t≥0 be the OU-superprocess starting from ν ∈MF (Rd) and f ∈ C(Rd) then
lim
t→+∞
e−αt〈Xt, f〉 = 〈ϕ, t〉V∞, in probability.
Remark 8. As mentioned in the Introduction the results are closely related to the ones in [1]. This
follows naturally by the fact that X can be defined in terms of the OU branching systems considered
therein. This construction can be described as follows. In the n-th approximation each particles carries
mass 1/n and lives for an exponential time with parameter 1/n. During this time it executes a random
movement according to the Ornstein-Uhlenbeck process with the infinitesimal operator L. When it
dies the particle is replaced by a random number of offspring. The mean of this number is 1 + α/n,
while the variance is 2β.
The particle view point gives more intuition. Having this in mind it is easier to understand the
discussion in the Introduction, moreover some further heuristics are given in [1, Remark 3.3, Remark
3.7, Remark 3.11].
Remark 9. The law of H∞ is an unresolved problem. It can be proved however that it is not Gaussian.
Using Fact 22 we will see that H∞ is closely related to the corresponding limit for the Ornstein-
Uhlenbeck branching process. For further discussion we refer the reader to [1, Remark 3.12].
Remark 10. We suspect that the convergence in (3.5) is in fact almost sure.
Remark 11. In our paper, for the sake of simplicity, we choose to work with the branching mechanism
(1.3). Using our methods it should be straightforward to prove the results for any branching mechanism
which admits the fourth moment (i.e. ψ(4)(0) < +∞).
We conjecture also that the results are valid for any branching mechanism with the second moment.
An interesting question would be to go beyond this assumption. It is natural to expect different
normalization and convergence to some stable random variable.
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Remark 12. The other remarks of [1] are also relevant to our case. For the sake of brevity we only
mention that the most important extensions of the present paper will be to study superprocesses
with general diffusion, instead for the Ornstein-Uhlenbeck process and the case of superprocesses with
non-homogenous branching rates. This will be by no means a trivial task, a short explanation of the
forthcoming difficulties is given in [1, Remark 3.16].
4. Proof Preliminaries
In this section we gather all auxiliary facts used in the proofs of results presented in Section 3. The
proof itself are contained separately in Sections 5-7.
4.1. Backbone construction. Following recent developments, e.g. [5], we present a so-called back-
bone construction of a supercritical superprocess. The main idea is to define a backbone, being a
supercritical branching particle system, which is dressed with subcritical superprocesses. This allows,
up to some extent, to treat a superprocess as a discrete object. Such property makes things easier.
On the conceptual level the proofs presented in the paper owes much to the proofs for the branching
particle system in [1]. Our strategy is to take a proof of [1] and control the dressing behavior in a
suitable way. This is the main technical difficulty of the paper. We will comment once again about
the strategy after presenting decomposition (4.7).
To make this paper self-contained we will now briefly present the aspects of the backbone construc-
tion which are relevant to our paper. Much of the text below is “borrowed” from [5, Section 2.4]. We
refer to this paper a reader interested in a more general and detailed description1. Let us recall that
we assume that the branching mechanism is given by (1.3) and that α > 0. Let λ∗ be the largest root
of ψ(λ) = 0, i.e.
λ∗ =
α
β
.
We denote ψ∗(λ) := ψ(λ+ λ∗) and check that
(4.1) ψ∗(λ) = β(λ+
α
β
)2 − α(λ+ α
β
) = βλ2 + 2αλ+
α2
β
− αλ− α
2
β
= αλ+ βλ2.
The superprocess construction presented in Section 2 is also valid for ψ∗ being the branching mecha-
nism. This superprocess is subcritical i.e. its total mass decays exponentially fast. We will refer to it
using additional superscript ∗, e.g. E∗ν (1.4).
We calculate the branching law of the prolific backbone (see [5, Section 2.4])
(4.2) F (s) =
1
λ∗
ψ(λ∗(1− s)) = (−α(1− s) + α(1− s)2) = α (−1 + s+ 1− 2s+ s2) = α(s2 − s).
Let Ma(Rd) ⊂ MF (Rd) be the space of finite atomic measures on Rd. We shall write {zt}t≥0 for a
branching P-motion whose total mass has generator given by (4.2). Hence z is the Ma(Rd)-valued
Markov process in which individuals from the moment of birth, live for an independent and exponen-
tially distributed period of time with parameter ψ′(λ∗) = α during which they execute an Ornstein-
Uhlenbeck diffusion issued from their position of birth and at death they give birth at the same position
to two offspring. Let us stress that the backbone process does not suffer from extinction. In our case
the process z is nothing else than the Ornstein-Uhlenbeck branching process (studied in [1]). We shall
also refer to z as the backbone (the name will become self-explanatory soon). The initial configura-
tion of z is denoted by γ ∈ Ma(Rd). Moreover, when referring to individuals in z we may use the
classical Ulam-Harris notation, see for example [13, p. 290]. The only feature that we really need of
the Ulam-Harris notation is that the individuals are uniquely identifiable amongst T , the set labels of
individuals realized in z. For each individual u ∈ T we shall write τu and σu for its birth and death
times respectively and {zu(r) : r ∈ [τu, σu]} for its spatial trajectory.
1The author thanks Andreas Kyprianou for letting to use the parts of description in [5]. We note that our notation
is mainly consistent with the one in [5]. The only notable exception is of α in the branching mechanism function ψ. We
prefer to assume that α > 0 and put −α in (1.3) instead of the form in [5, Section 2.1].
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Definition 13. For ν ∈Ma(Rd) and ν ∈MF (Rd) let z be the Ornstein-Uhlenbeck branching process
with initial configuration γ and X˜ an independent copy of X under P∗ν (that is with the subcritical
branching mechanism function (4.1)). Then we define aMF (Rd)-valued stochastic process {Λt}t≥0 by
(4.3) Λ = X˜ + IN
∗
,
where the processes
{
IN
∗
}
t≥0
is independent of X˜. Moreover, this process is described path-wise as
follows (we note that the construction in [5] contains more ingredients as it covers a larger class of
branching diffusions)
Continuous immigration: The process IN
∗
is measure-valued on Rd such that
IN
∗
t :=
∑
u∈T
∑
t∧τu<r≤t∧σu
X
(1,u,r)
t−r ,
where, given z, independently for each u ∈ T such that τu < t, the processes X(1,u,r)· are
countable in number and correspond to X -valued, Poissonian immigration along the space-time
trajectory {(zu(r), r) : r ∈ (τu, t ∧ σu]} with rate 2βdr × dN∗zu(r). To complete the definition
we need to explain measures
{
N∗x , x ∈ Rd
}
. They are associated with the laws
{
P ∗δx , x ∈ Rd
}
defined on the same measurable space, namely
(4.4) N∗x(1 − e−〈f,Xt〉) = − logE∗δx(e−〈f,Xt〉),
for all f ∈ bp(Rd) and t ≥ 0. Such measures are formally defined and explored in detail in [8].
Intuitively speaking, the branching property implies that P∗δx is an infinitely divisible measure
on the path space of X , X := M(Rd) × [0,∞), and (4.4) is a ‘Lévy-Khinchine’ formula in
which N∗x plays the role of its ‘Lévy measure’. In this sense, N
∗
x can be considered as the ‘rate’
at which superprocesses ‘with zero initial mass’ contribute to a unit mass at position x.
Moreover, we denote the law of Λ by Pν×γ .
We will now present the main result concerning the backbone construction. First we randomize
the law of Pν×γ for ν ∈ MF (Rd) by replacing the deterministic choice of γ with a Poisson random
measure having intensity λ∗|ν|. We denote the resulting law by Pν . We have [5, Theorem 2]
Theorem 14. For any ν ∈ MF (Rd), the process (Λ,Pν) is Markovian and has the same law as
(X,Pν).
The construction above states that the superprocess can be seen as immigration of a mass, which
further will be called dressing, in a Poissonian fashion along the backbone z. The backbone is a
supercritical process contrary to the fact that the immigrating mass follows the superprocess dynamics
with subcritical mechanism ψ∗. This, up to some degree, means that the backbone is what really
matters and the superprocess can be regarded as a discrete entity. Following the fact z is the Ornstein-
Uhlenbeck branching process is that many of proof techniques from [1] can be reused.
The backbone cannot die thus the set of extinction has a particularly simple description for (Λ,Pν).
Namely,
Ext = {z0 = 0} ,
that is, the extinction holds only when no backbone particle ever appeared.
We denote two families of processes. The first {Dst }t≥0 where s ≥ 0 is given by
(4.5) Dst :=
∑
u∈T
∑
t∧τu<r≤t∧σu
X
(1,u,r)
t−r+s 1r≤s.
More intuitively speaking this process describes the evolution of the dressing which appeared in the
system before time s. The complementary process is defined in terms of the backbone. Namely, given
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the i-th particle of zs, by
{
Γi,st
}
t≥0
we denote process
(4.6) Γi,st :=
∑
u∈T i,s
∑
t∧τu<r≤t∧σu
X
(1,u,r)
t−r+s ,
where T i,s is a (random) tree stemming from i-th particle. Intuitively Γi,s is a “sub-superprocess”
stemming from the i-th prolific individual at time s. Let us recall (4.3) and fix s ≥ 0, for any t ≥ s we
have
(4.7) Xt = X
0
t +D
s
t−s +
|zt|∑
i=1
Γi,st−s.
Now we come back to the description of the proof strategy.
Remark 15. The first two terms of (4.7) are subcritical superprocesses and as such are negligible when
t ≫ s. The third term is a sum of random variables indexed with the branching process z to which
some techniques similar to [1] can be applied.
The proofs in [1] relied on the existence of an explicit coupling of two Ornstein-Uhlenbeck processes
[1, Fact 4.1]. In [1] this coupling can be “transferred” on the level of branching processes in a way
that two coupled systems shared the same genealogical structure and the corresponding particles were
coupled OU processes. The main advantage of such approach is that it makes proofs conceptually clear.
However in this paper we decided not to follow this strategy. Reasons are twofold. Firstly, transferring
coupling to the superprocess level is less obvious (although possible), secondly in the proofs below we
use analytical notions which should be easier to use for more general diffusions. Let us note that beside
these changes “the high level structure” of [1]’s proofs could be reused. The main idea taken from [1]
is to study the system on two different time scales.
4.2. Ornstein-Uhlenbeck semigroup properties. Throughout the proofs we will denote
f˜ := f − 〈f, ϕ〉.
We will now summarize properties of the Ornstein-Uhlenbeck semigroup (with the infinitesimal oper-
ator (1.1)) which we will use later
Fact 16. Let f ∈ C(Rd) and f˜ is defined as above. Then there exist constants C, n > 0 such that for
any t ≥ 0 we have
(4.8) |Ptf(x)| ≤ C
(‖x‖ne−µt + 1) .
(4.9) |Ptf˜(x)| ≤ C(1 + ‖x‖n)e−µt, Ptf˜(0) ≤ Ce−2µt.
We also have
(4.10) Ptid(x) = e−µtid(x),
where id(x) = x. Moreover
lim
t→+∞
eµtPtf˜(x) = x ◦ 〈gradf, ϕ〉,
where ◦ is the standard scalar product and ϕ is given by (1.2). Finally
(4.11) |eµtPtf˜(x) − x ◦ 〈gradf, ϕ〉| ≤ C(1 + ‖x‖n)e−µt.
Proof. As explained in [1, (19)] we have Ptf(x) = Ef(xe−µt + ou(t)G), where G ∼ ϕ and ou(t) =√
1− e−2µt. Using the triangle inequality and the binomial expansion one gets
Ptf(x) = Ef(xe−µt+ou(t)G) ≤ cE‖xe−µt+ou(t)G‖n . E
(‖xe−µt‖ + ‖ou(t)G‖)n . n∑
i=0
‖xe−µt‖iE‖ou(t)G‖n−i.
Now (4.8) follows simply by the fact that any moment of a Gaussian variable exists. The rest of the
statements were proved in [1, Lemma 4.3]. 
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4.3. Moments calculation. The main aim of this section is to calculate moments of 〈Γi,st , f〉 where
Γi,st is given by (4.6). We will utilize moments up to order 4 but, as it yields no additional cost, we
make some calculations for an arbitrary order.
Before the calculations we recall the generalization of the chain rule, Faà di Bruno’s formula, which
states that
(4.12)
dk
dxk
h(g(x)) =
∑
m∈Ak
am · h(m1+···+mk)(g(x)) ·
k∏
j=1
(
g(j)(x)
)mj
,
where am1,...,mn :=
k!
m1! 1!m1 m2! 2!m2 ···mn!n!mn
and the sum is over the set Ak of all k-tuples of non-
negative integers m = (m1, . . . ,mk) satisfying the constraint
∑k
j=1 jmj = k.
Let f ∈ bp(Rd); we recall that uf is the solution of (1.5). We introduce an additional parameter
θ > 0 and denote
θ 7→ uθf(x, t) = Pt(θf)(x) −
ˆ t
0
Pt−s [ψ(uθf(·, s))] (x)ds.
It is obvious (as (1.5) has a unique non-negative solution) that
u0f (x, t) = 0.
Differentiating with respect to θ and using (4.12) we get
∂
∂θ
uθf(x, t) = Ptf(x)−
ˆ t
0
Pt−s
[
∂
∂θ
uθf(x, s)ψ
′(uθf (·, s))
]
(x).
∂k
∂θk
uθf(x, t) = −
ˆ t
0
Pt−s
 ∑
m∈Ak
amψ
(m1+···+mk)(uθf(x, s)) ·
k∏
j=1
(
∂j
∂θj
uθf(x, s)
)mj (x), for k ≥ 2.
The above calculation is formal. To legalize them we fix T > 0 and notice that by Fact27 there exists
θT > 0 such that Ee
θ〈f,Xt〉 < +∞ for any θ ≤ θT and t ≤ T . By the standard properties of the
Laplace transform we conclude that the derivatives ∂
k
∂θk
uθf(x, t) exist for θ > −θT and t ≤ T and are
continuous as function of θ. Further, one need to apply standard calculus tricks to conclude that the
above formulas a valid for any t ≤ T and θ > −θT . Finally, for θ = 0 the formulas are valid for any t.
We denote ukf (x, t) :=
∂k
∂θk
uθf(x, t)
∣∣∣
θ=0
. The above equations yield u0f (x, t) = 0. Using (1.3) we
obtain
u1f (x, t) = Ptf(x) + α
ˆ t
0
Pt−s
[
u1f (·, s)
]
(x).
ukf (x, t) = −
ˆ t
0
Pt−s
 ∑
m∈Ak
amψ
(m1+···+mk)(0) ·
k∏
j=1
(
ujf(x, s)
)mj (x), for k ≥ 2.
The first equation is solved by
(4.13) u1f(x, t) = Pαt f(x).
To treat the second one we denote Bk := Ak\ {(0, . . . , 0, 1)} and notice that
ukf (x, t) = −
ˆ t
0
Pt−s
−αu1f (x, s) + ∑
m∈Bk
amψ
(m1+···+mk)(0) ·
k∏
j=1
(
ujf(x, s)
)mj (x), for k ≥ 2.
It is solved by
(4.14) ukf(x, t) = −
ˆ t
0
Pαt−s
 ∑
m∈Bk
amψ
(m1+···+mk)(0) ·
k∏
j=1
(
ujf(x, s)
)mj (x), for k ≥ 2.
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The above equations makes it possible to calculate recursively any ukf . Performing this operation for
k ≤ 4 (which is all we need in this paper) and taking into account the special form of ψ we get
(4.15) u2f(x, t) = −2β
ˆ t
0
Pαt−s
[
(Pαs f(·))2
]
(x)ds.
(4.16) u3f (x, t) = −6β
ˆ t
0
Pαt−s
[
u1f (·, s)u2f (·, s)
]
(x),
(4.17) u4f (x, t) = −β
ˆ t
0
Pαt−s
[
4u1f(·, s)u3f (·, s) +
(
u2f (·, s)
)2]
(x),
The same calculation are valid for the superprocess with branching mechanism ψ∗ given by (4.1) (
which requires only changing α to −α). We will denote the quantities corresponding to the system
with ψ∗ using additional superscript ∗.
Let us now prove some properties of ukf .
Fact 17. Equations (4.13),(4.15)-(4.17) are well-defined for any f ∈ C(Rd). Moreover, given f ∈
C(Rd), there exist C, n > 0 such that
(4.18) |u2f (x, t)| ≤ Ce2αt(‖x‖n + 1).
(4.19) |u∗,2f (x, t)| ≤ Ce−αt(‖x‖n + 1).
We have also
(4.20) |u∗,3f (x, t)| ≤ Ce−αt(‖x‖n + 1), |u∗,4(x, t)| ≤ Ce−αt(‖x‖n + 1).
Let us note that potentially we can obtain better constants in some estimation. E.g. “n” in (4.19)
could be smaller than in (4.20). However exact constants are not important in our proofs.
Proof. Formulas (4.14)-(4.17) were obtained for f ∈ bp(Rd) but can be “upgraded” to f ∈ C by means
of iterated application of standard integral-theoretic reasonings and Fact 16. (4.18) follows by Fact 16
and the following calculations
|u2f (x, t)| .
ˆ t
0
Pαt−s
[
e2αs (‖ · ‖n + 1)2
]
(x) . eαt
ˆ t
0
eαs(‖x‖2ne−µ(t−s) + 1)ds . e2αt(‖x‖2n + 1),
and in the same vein we obtain (4.19). In order to prove (4.20) we utilize (4.16) and Fact 16
|u∗,3f (x, t)| ≤
ˆ t
0
P−αt−s
[∣∣∣u∗,1f (·, s)u∗,2f (·, s)∣∣∣] (x)ds
. e−αt
ˆ t
0
eαsPt−s
[
e−αs(1 + ‖ · ‖n)e−αs(1 + ‖ · ‖n)] (x)ds . e−αt(1 + ‖ · ‖n1),
for some n1 ≥ 0. The case of u4f(x, t) follows similarly. By (4.17) we have
|u∗,4f (x, t)| .
ˆ t
0
P−αt−s
[∣∣∣u∗,1f (·, s)u∗,3f (·, s)∣∣∣ + ∣∣∣u∗,2f (·, s)∣∣∣2] (x)ds
. e−αt
ˆ t
0
e−αsPt−s
[
(1 + ‖ · ‖3n)] (x)ds . e−αt(1 + ‖x‖n2),
for some n2 ≥ 0. 
Now let us recall to the backbone construction given in Definition 13. We fix f ∈ bp(Rd) and apply
[5, Theorem 1] with µ = 0, ν = δx, f = θf, h = 0. This yields
E0×δx
(
e−〈θf,Λt〉
)
= Vθf (x, t),
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where Vθf (x, t) is the unique [0, 1]-valued solution to the integral equation
Vθf (x, t) = 1 +
β
α
ˆ t
0
Pt−s
[
ψ∗
(
−α
β
Vθf (·, s) + u∗θf(·, s)
)
− ψ∗(u∗θf(·, s))
]
(x)ds,
(we recall that u∗ is the solution of (1.5) with the branching mechanism ψ∗). Obviously, we have
V0(x, t) = 1.
Using (4.12) we obtain (one has to justify the validity of the below calculations in the same spirit as
for uθf . We skip some arguments to make expressions more clear)
∂kVθf
∂θk
=
β
α
ˆ t
0
Pt−s
 ∑
m∈Ak
amψ
∗(m1+...+mk)(−α
β
Vθf + u
∗
θf)
k∏
j=1
(
−α
β
∂jVθf
∂θj
+
∂ju∗θf
∂θj
)mj
−
∑
m∈Ak
amψ
∗(m1+...+mk)(u∗θf)
k∏
j=1
(
∂ju∗θf
∂θj
)mj (x)ds, k ≥ 1,
We denote V kf :=
∂kVθf,0
∂θk
∣∣∣
θ=0
. The above equation yields
V kf (x, t) =
β
α
ˆ t
0
Pt−s
 ∑
m∈Ak
amψ
∗(m1+...+mk)(−α/β)
k∏
j=1
(
−α
β
V jf + u
∗,j
f
)mj
−
∑
m∈Ak
amψ
∗(m1+...+mn)(0)
k∏
j=1
(
u∗,jf
)mj (x)ds.
We recall that Bk = Ak\ {(0, . . . , 0, 1)} and u∗0 = 0, V0 = 1. Moreover ψ∗ ′ (−αβ ) = −2β αβ + α = −α
and ψ∗ ′ (0) = α. Therefore
V kf (x, t) =
β
α
ˆ t
0
Pt−s
−α(−α
β
V kf + u
∗,k
f
)
+
∑
m∈Bk
amψ
∗(m1+...+mk)(−α/β)
k∏
j=1
(
−α
β
V jf + u
∗,j
f
)mj
−αu∗,kf −
∑
m∈Bk
amψ
∗(m1+...+mk)(0)
k∏
j=1
(
u∗,jf
)mj (x)ds.
This equation is solved by
(4.21) V kf (x, t) =
β
α
ˆ t
0
Pαt−s
 ∑
m∈Bk
amψ
∗(m1+...+mk)(−α/β)
k∏
j=1
(
−α
β
V jf + u
∗,j
f
)mj
−2αu∗,kf −
∑
m∈Bk
amψ
∗(m1+...+mk)(0)
k∏
j=1
(
u∗,jf
)mj (x)ds.
We list now some properties of V kf used in the proofs below below.
Fact 18. For any f ∈ C(Rd) we have
(4.22) E0×δx〈f,Λt〉k = (−1)kV kf (x, t), k ∈ N,
(4.23) V 1f (x, t) = −2
β
α
Ptf(x) sinh(αt),
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(4.24) V 2f (x, t) =
β
α
ˆ t
0
Pαt−s
[
2β (Pαs f(·))2 − 2β
(
u∗,1f (·, s)
)2
− 2αu∗,2f (·, s)
]
(x)ds.
Moreover, we have
(4.25) V 2f (x, t) ≤ Ce2αt(‖x‖2n + 1).
Proof. Analogously as in the proof in Fact 17 one can argue that the formulas proved for f ∈ bp(Rd)
could be also used to f ∈ C . Obtaining (4.22) is completely standard. (4.23) can be obtained by a
simple calculation, namely using (4.21) and (4.14)
V 1f (x, t) = −2β
ˆ t
0
Pαt−s
[
u∗,1f (·, s)
]
(x)ds.
By (4.13) it follows
V 1f (x, t) = −2β
ˆ t
0
eα(t−s)Pt−s
[
e−αsPsf(·)
]
(x)ds = −2βeαtPtf(x)
ˆ t
0
e−2αsds = −2β
α
Ptf(x) sinh(αt).
To prove (4.24) we again use(4.21)
V 2f (x, t) =
β
α
ˆ t
0
Pαt−s
[
2β
(
−α
β
V 1f (·, s) + u∗,1f (·, s)
)2
− 2β
(
u∗,1f (·, s)
)2
− 2αu∗,2f (·, s)
]
(x)ds.
We notice that −αβV 1f (x, s) + u∗,1f (x, s) = Pαs f(x) which is enough to prove (4.24). (4.25) holds by
(4.19), (4.8) and the following calculation
V 2f (x, t) .
ˆ t
0
Pαt−s
[
(eαsPsf(·))2 +
(
e−αsPsf(·)
)2
+ |u∗,2f (·, s)|
]
(x)ds
. eαt
ˆ t
0
eαsPt−s
[
(‖ · ‖n + 1)2] (x)ds . e2αt(‖x‖2n + 1).

4.4. Dressing behavior. Let us recall “the dressing process” {Dst }t≥0 defined by (4.5). It is a super-
process which at time t = 0 is distributed as Xs and then evolve according to subcritical dynamics
with the branching mechanism ψ∗. Using the Markov property in Theorem 14 we obtain
Corollary 19. Let f ∈ bp(Rd) then
Eν(e
−〈f,Dst 〉) = EνE
∗
Xs(e
−〈f,X∗t 〉 = Eν exp
{
−
ˆ
Rd
u∗f (x, t)Xs(dx)
}
= exp
{
−
ˆ
Rd
vf (x, s; t)ν(dx)
}
,
where u∗f is defined as (2.1) with ψ
∗ instead of ψ and vf (x, s; t) is the solution of
vf (x, t; s) = Pt(u∗f (·, s))(x) − β
ˆ t
0
Pαu [vf (·, t− u; s)2](x)du.
Fact 20. Let f ∈ C(Rd) then
(4.26) Eν〈f,Dst 〉 = eα(s−t)
ˆ
Rd
Pt+sf(x)ν(dx).
The fact follows immediately by Corollary 19 and Laplace transform calculations as in previous sections.
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4.5. Martingales. We define two martingales {Wt}t≥0 , {It}t≥0, associated with the backbone process
z. Namely,
Wt := e
−αt|zt|,
It := e
−(α−µ)t
|zt|∑
i=1
zt(i).
They are closely related to V and H (defined by (2.3) and (3.3)). Let us assume that all of them are
defined in terms of Λ (see Theorem (14)), so that they “live” in the same probability space.
Fact 21. W is an L2-bounded martingale. We denote its limit by W∞ . Moreover,
(4.27) V∞ =
β
α
W∞ a.s.
I is a martingale, which for α > 2µ it is L2-bounded. Then we denote its limit by I∞ and we have
(4.28) H∞ =
β
α
I∞ a.s.
The proof uses some facts which are presented later on, hence it is postponed to Appendix.
We are now able do describe the relation of V∞, H∞ and the dependence of the latter on the starting
conditions. Let us first denote by {Ji}i≥1 an i.i.d. sequence of random variables distributed as I∞ but
with assumption that z0 = δ0. Under assumption α > 2µ this exists, we refer to [1, Fact 3.8] where it
is know under name H∞ and to [1, Remark 3.12] for some information about its law.
Theorem 22. Let {Xt}t≥0 be the OU-superprocess starting from ν ∈ MF (Rd) and α > 2µ. Let us
define
Hˆ∞ :=
β
α
(
N∑
i=1
Ji +
N∑
i=1
xiEi
)
, Vˆ∞ :=
β
α
(
N∑
i=1
xiEi
)
,
where (x1, x2, . . . , xN ) is a realization of a Poisson point process with intensity ν and {Ei}i≥1 is an
i.i.d. sequence of exponential random variables with parameter 1. Moreover, we assume that all defining
objects are independent. Then
(H∞, V∞) =
d (Hˆ∞, Vˆ∞).
The proof follows easily using techniques of Fact 21 and [1, Fact 3.8], hence is skipped.
5. Proof of Theorem 3
We first gather properties of V kf , extending the list in Fact 18, in the case when α < 2µ. We recall
that f˜(x) = f(x)− 〈f, ϕ〉.
Fact 23. Let α < 2µ and f ∈ C(Rd). Then for any x ∈ Rd there is
(5.1) e−(α/2)tV 1
f˜
(x, t)→ 0, as t→ +∞,
(5.2) e−αtV 2
f˜
(x, t)→ σ2f , as t→ +∞,
as t→ +∞, where σ2f is given by (3.1). We have σ2f < +∞. Moreover, there exists l > 1/2 such that
(5.3) sup
‖x‖≤tl
|e−αtV 2
f˜
(x, t) − σ2f | → 0, as t→ +∞.
Finally, there exist C, n > 0 such that
(5.4) |V 4
f˜
(x, t)| ≤ Ce2αt(‖x‖n + 1).
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Proof. The proof of (5.1) follows easily by (4.23) and Fact 16 hence is skipped. To get (4.28) we use
(4.24)and write
(5.5) e−αtV 2
f˜
(x, t) =
β
α
ˆ t
0
e−αsPt−s
[
2β
(
Pαs f˜(·)
)2]
(x)ds
− 2β
α
ˆ t
0
e−αsPt−s
[
β
(
u∗,1
f˜
(·, s)
)2
+ αu∗,2
f˜
(·, s)
]
(x)ds =: I1(t) + I2(t).
We have
I1(t) =
β
α
ˆ t
0
Pt−s
[
2β
(
e(α/2)sPsf˜(·)
)2]
(x)ds.
By (4.9) the integrand in the last expression can be estimated as follows
(5.6) Pt−s
[(
e(α/2)sPsf˜(·)
)2]
(x) . e(α−2µ)sPt−s
[
(1 + ‖ · ‖n)2] (x).
Using (4.8) it can be checked that for any t ≥ 0 we have Pt
[
(1 + ‖ · ‖n)2] (x) . (1 + ‖x‖2n). The
dominated Lebesgue theorem implies that
I1(t)→ β
α
ˆ ∞
0
〈ϕ, 2β
(
e(α/2)sPsf˜(·)
)2
〉ds < +∞.
A completely analogous argument, using (4.13) and (4.19), can be applied to treat I2(t).
We will prove (5.3) with l = 1 (in the formulation of the fact we used general l in order to keep it
consistent with forthcoming Fact 25). It is enough to show
sup
‖x‖≤t
e−αt|V 2
f˜
(x, t) − V 2
f˜
(0, t)| → 0.
We will prove this for the first term of (5.5) which is the hardest one and leave other terms to the
reader. That is, we will show that
sup
‖x‖≤t
∣∣∣∣ˆ t
0
e−αsPt−s
[
2β
(
Pαs f˜(·)
)2]
(x)ds−
ˆ t
0
e−αsPt−s
[
2β
(
Pαs f˜(·)
)2]
(0)ds
∣∣∣∣→ 0.
By Fact 16 we have
sup
‖x‖≤t
∣∣∣∣∣
ˆ t
t/2
e−αsPt−s
[
2β
(
Pαs f˜(·)
)2]
(x)ds
∣∣∣∣∣ . sup‖x‖≤t
∣∣∣∣∣
ˆ t
t/2
e(α−2µ)sPt−s
[
((1 + ‖x‖n))2
]
(x)ds
∣∣∣∣∣
. t2ne((α−2µ)/2)t → 0.
It is well-known that Ptf˜(x) =
´
Rd
gt(xe
−µt + y)f˜(y)dy, where gt is the density of N (0, (1 − e−2µt))
(see e.g. [1, (19)]). Therefore using Fact 16 and properties of the Gaussian density we obtain
(5.7) sup
‖x‖≤t
∣∣∣∣∣
ˆ t/2
0
e−αsPt−s
[
2β
(
Pαs f˜(·)
)2]
(x)ds−
ˆ t/2
0
e−αsPt−s
[
2β
(
Pαs f˜(·)
)2]
(0)ds
∣∣∣∣∣
= 2β sup
‖x‖≤t
∣∣∣∣∣
ˆ t/2
0
ˆ
Rd
e−αs
(
gt−s(xe
−µ(t−s) + y)− gt−s(y)
)(
Pαs f˜(y)
)2
dyds
∣∣∣∣∣
. sup
‖x‖≤t
ˆ t/2
0
ˆ
Rd
e−αse−µ(t−s)‖x‖(‖y‖ + t)gt−s(y)
(
e(α−µ)s(1 + ‖y‖n)
)2
dyds
. t2
ˆ t/2
0
e−αse−µ(t−s)e2(α−µ)sds ≤ t2e−(µ/2)t
ˆ t/2
0
e(α−2µ)sds . t2e−(µ/2)t → 0.
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In order to prove (5.4) we apply the triangle inequality to (4.21)
(5.8) |V k
f˜
(x, t)| .
∑
m∈Bk
ˆ t
0
Pαt−s
 k∏
j=1
∣∣∣V j
f˜
+ u∗,j
f˜
∣∣∣mj
 (x)ds
+
ˆ t
0
Pαt−s
[
u∗,k
f˜
]
(x)ds+
∑
m∈Bk
ˆ t
0
Pαt−s
 k∏
j=1
∣∣∣u∗,j
f˜
∣∣∣mj
 (x)ds.
By (4.20) we can see that terms containing u∗,k
f˜
will not contribute (in fact they will be of order
(1 + ‖x‖n) for some n ∈ N, which is strictly smaller then the whole expression). Therefore we skip
these terms. For k = 3 the first sum reduces to (see also (4.16) for similar calculations).
ˆ t
0
Pαt−s
[∣∣∣V 2f˜ (·, s)V 1f˜ (·, s)∣∣∣] (x)ds ≤ eαt ˆ t
0
Pt−se−αs
[∣∣∣V 2f˜ (·, s)e(α−µ)s(1 + ‖ · ‖n)∣∣∣] (x)ds
≤ eαt
ˆ t
0
Pt−se−µs
[∣∣eαs(1 + ‖ · ‖2n)(1 + ‖ · ‖n)∣∣] (x)ds ≤ e(3α/2)t(1 + ‖ · ‖3n),
where we used (4.23), (5.6), and α < 2µ. In this way we have proved that |V 3
f˜
(x, t)| ≤ e(3α/2)t(1+‖·‖n).
Now we proceed to k = 4. Again the second and third term of (5.8) can be skipped. The sum in
the first term reduces to (see also (4.17) for similar calculations)
ˆ t
0
Pαt−s
[∣∣∣V 3
f˜
(·, s)V 1
f˜
(·, s)
∣∣∣] (x)ds+ ˆ t
0
Pαt−s
[∣∣∣V 2
f˜
(·, s)
∣∣∣2] (x)ds
≤
ˆ t
0
Pαt−s
[∣∣∣e(3α/2)s(1 + ‖ · ‖3n)e(α−µ)s(1 + ‖ · ‖3n)∣∣∣] (x)ds
+
ˆ t
0
Pαt−s
[∣∣eαs(1 + ‖ · ‖2n)∣∣2] (x)ds ≤ Ce2αt(1 + ‖ · ‖4n),
where we used the results proved above, Fact 16 and α < 2µ. 
We now proceed to the proof of Theorem 3. In the proof we show a weak convergence hence we will
work with Λ which has the backbone representation as described in Definition 13. We start with the
following random vector
Z1(t) :=
(
e−αt|Λt|, e−(α/2)t(|Λt| − eαtV∞), e−(α/2)t〈Λt, f˜〉
)
.
Let n ∈ N to be fixed later; the limit of Z1(nt) is obviously the same as the on of Z1(t). By Fact 1 we
have Vnt − Vt → 0 a.s. Therefore the limit of Z1(t) coincides with the limit of
Z2(t) :=
(
e−αt|Λt|, e−(nα/2)t(|Λnt| − enαtV∞), e−(nα/2)t〈Λnt, f˜〉
)
.
It is well known, by the so-called branching property, that the evolution of the total mass of the system
after time nt is the same as it was split into ⌊|Λnt|⌋ of systems
{
Λit
}
t≥0
having initial mass 1 and one
system Λˆ of size |Λnt| − ⌊|Λnt|⌋. For each i we can define a corresponding martingale by formula (2.3)
and denote its limit by V i∞. Moreover the limit of martingale of the system Λˆ is denoted by Vˆ∞.
Obviously
V∞ = e
−nαt
⌊|Λnt|⌋∑
i=1
V i∞ + Vˆ∞
 .
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Therefore, we have
e−(nα/2)t(|Λnt| − enαtV∞) =d e−(nα/2)t
⌊|Λnt|⌋∑
i=1
(1− V i∞) + e−(nα/2)t(|Λnt| − ⌊|Λnt|⌋ − Vˆ∞).
One easily sees that the second term converges to 0 (in probability) hence is negligible in our analysis.
Now we perform arguably the most crucial step of the proof i.e. we use (4.7)
(5.9) e−(nα/2)t〈Λnt, f˜〉 = e−(nα/2)t〈X˜nt, f˜〉+ e−(nα/2)t〈Dt(n−1)t, f˜〉+ e−(nα/2)t
|zt|∑
i=1
〈Γi,t(n−1)t, f˜〉.
Using (4.26) and Fact 16 we obtain
Eνe
−(nα/2)t|〈Dt(n−1)t, f˜〉| ≤ e−(nα/2)tEν〈Dt(n−1)t, |f˜ |〉 = e−(nα/2)te−(n−2)αt
ˆ
Rd
Pt|f˜ |(x)ν(dx)→ 0,
if n ≥ 2 is large enough. Analogously one can prove that Ee−(nα/2)t|〈X˜nt, f˜〉| → 0. Using the facts
proved above we conclude that the limit of Z2(t) is the same as the one of
Z3(t) :=
e−αt|Λt|, e(nα/2)t ⌊|Λnt|⌋∑
i=1
(1− V i∞), e−(α/2)t
|zt|∑
i=1
e−((n−1)α/2)t〈Γi,t(n−1)t, f˜〉
 .
We denote Zn,it := e
−((n−1)α/2)t〈Γi,t(n−1)t, f˜〉 and zn,it := E
(
Zn,it |zt
)
. By Fact 18 and Fact 16 we have
|zn,it | = ce−((n−1)α/2)t sinh((n− 1)αt)|P(n−1)tf˜(zt(i))| . e(α(n−1)/2)te−µ(n−1)t(1 + ‖zt(i)‖k),
for some c > 0, k > 0. Therefore by [1, (23)] we have
E
e−(α/2)t |zt|∑
i=1
|zn,it |
 . e−(α/2)teα((n−1)/2)te−µ(n−1)t → 0, as t→ +∞,
if we take n sufficiently large (from this moment on we keep n fixed). Therefore the limit of Z3 is the
same as the one of
Z4(t) :=
e−αt|Λt|, e(nα/2)t ⌊|Λnt|⌋∑
i=1
(1− V i∞), e−(α/2)t
|zt|∑
i=1
(Zn,it − zn,it )
 .
Let l be the same as in (5.3). We check that
E
|zt|∑
i=1
|Zn,it − zn,it |1{‖zt(i)‖≥tl} = eαtE|Zn,1t − zn,1t |1{‖zt(1)‖≥tl}
≤ eαtE(Zn,1t − zn,1t )2P
(‖zt(1)‖ ≥ tl) . eαte−ctlE(Zn,1t )2 → 0 as t→ +∞.
To justify the above convergence it is enough to notice that by Fact 18 we have E(Zn,1t )
2 . ect, for
some c > 0. By these and Fact 21 the limit of Z3 is the same as the one of
Z5(t) :=
β
α
e−αt|zt|, e−(nα/2)t
⌊|Λnt|⌋∑
i=1
(1 − V i∞), e−(α/2)t
|zt|∑
i=1
(Zn,it − zn,it )1{‖zt(i)‖<tl}
 .
We denote now
Z6(t) :=
β
α
e−αt|zt|, ⌊|Λnt|⌋−1/2
⌊|Λnt|⌋∑
i=1
(1− V i∞), |zt|−1/2
|zt|∑
i=1
(Zn,it − zn,it )1{‖zt(i)‖<tl}
 .
Moreover, we consider the above quantity conditionally on the event {|Λnt| ≥ t}. We will denote the
corresponding expectation by Etν and write
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χ1(θ1, θ2, θ3; t) := E
t
ν exp
iθ1βαe−αt|zt|+ iθ2⌊|Λnt|⌋−1/2
⌊|Λnt|⌋∑
i=1
(1 − V i∞)
+iθ3|zt|−1/2
|zt|∑
i=1
(Zn,it − zn,it )1{‖zt(i)‖<tl}
 .
Let us denote by h the characteristic function of (1−V i∞). Using the conditional expectation we obtain
χ1(θ1, θ2, θ3; t) := E
t
ν exp
iθ1 βαe−αt|zt|+ iθ3|zt|−1/2
|zt|∑
i=1
(Zn,it − zn,it )1{‖zt(i)‖<tl}
h(θ2/⌊|Λnt|⌋−1/2)⌊|Λnt|⌋ .
By the central limit theorem we know that h (θ2/
√
n)
n → e−θ22/(2σ2V ), where σV = 2βα (see (2.6)). Let
us now denote
χ2(θ1, θ2, θ3; t) := E
t
ν exp
iθ1 βαe−αt|zt|+ iθ3|z(t)|−1/2
|zt|∑
i=1
(Zn,it − zn,it )1{‖zt(i)‖<tl}
 e−θ22/(2σ2V ).
We check that
|χ1(θ1, θ2, θ3; t)− χ2(θ1, θ2, θ3; t)| ≤ Etν
∣∣∣∣h(θ2⌊|Xnt|⌋−1/2)⌊|Xnt|⌋ − e−θ22/(2σ2V )∣∣∣∣→ 0, as t→ +∞.
Let us now notice that Pν(ǫ ≤ |Xnt| ≤ t)→ 0 for any ǫ > 0. Therefore 1{|Xnt|≥t} → 1Extc . We denote
the expectation conditional on Extc by E˜ν . Further we write
χ3(θ1, θ2, θ3; t) := E˜ν exp
iθ1 βαeαt|zt|+ iθ3|z(t)|−1/2
|z(t)|∑
i=1
(Zn,it − zn,it )1{‖zt(i)‖<tl}
 e−θ22/(2σ2V ).
One easily checks that its limit is the same as the one of χ2.
Let us now consider a sequence of {am}m≥0 , {pm}m≥0 such that each am ∈ N and pm ∈ Rd×am .
Moreover, we assume that am ∼ eαm and ∀i≤am we have ‖pm(i)‖ ≤ ml. We denote
Sm := a
−1/2
m
am∑
i=1
(Z˜n,im − z˜n,im ),
where Z˜n,im is defined as Z
n,i
t , but with assumption that it starts off from position pm(i), and z˜
n,i
m =
EZ˜n,im .
V ar
(
a−1/2m
am∑
i=1
(Z˜n,im − z˜n,im )
)
= a−1m
am∑
i=1
V ar(Z˜n,im − z˜n,im )
= a−1m
am∑
i=1
(
E(Z˜n,im )
2 − (z˜n,im )2
)
= a−1m
am∑
i=1
E(Z˜n,im )
2 − a−1m
am∑
i=1
(z˜n,im )
2 = (∗).
By Fact 18 and Fact 16 we know that for some k > 0 we have
(5.10) |z˜n,im | . e((n−1)α/2)m|P(n−1)mf˜(pm(i))| . m2ke(n−1)(α/2−µ)m.
Therefore by assumption α < 2µ the second term of (*) disappears. By Fact 18 we have
E(Zn,im )
2 = e−α(n−1)mV 2
f˜
(pm(i), (n− 1)m).
Using (5.3) it is easy to check that a−1m
∑am
i=1 E(Z˜
n,i
m )
2 → σ2f . Therefore, by the CLT, we know that
Sm →d N (0, σ2f ),
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once we check the Lyapunov condition. To this end, we use (5.10) and (5.4), viz.,
a−2m
am∑
i=1
E(Z˜n,im − z˜n,im )4 . a−2m
am∑
i=1
4∑
k=0
|z˜n,im |4−k|E(Zn,im )k| . a−1m + a−2m
am∑
i=1
4∑
k=2
E|Zn,im |k
≤ a−1m + a−2m
am∑
i=1
4∑
k=2
(
E|Zn,im |4
)k/4
. a−1m + a
−2
m
am∑
i=1
(1 + ‖pm(i)‖n) . a−1m mln → 0.
Applying the above CLT to |z(t)|−1/2∑|z(t)|i=1 (Zn,it −zn,it )1{‖zt(i)‖<t} (and performing the same reasoning
as in case of χ1 and χ2) one can show that the limit of χ3 is the same as the one of
χ4(θ1, θ2, θ3; t) := E˜ν exp
{
iθ1
β
α
e−αt|zt|
}
e−θ
2
3
/(2σ2f )e−θ
2
2
/(2σ2V ),
where σ2f is given by (3.1). Therefore, by Fact 21, we know that
χ4(θ1, θ2, θ3; t)→
(
E˜ν exp
{
iθ1
β
α
W∞
})
e−θ
2
2
/(2σ2V )e−θ
2
3
/(2σ2f ) =
(
E˜ν exp {iθ1V∞}
)
e−θ
2
2
/(2σ2V )e−θ
2
3
/(2σ2f ).
Coming back step by step one sees that this proves that Z6(t)→d (V˜∞, G1, G2), where the limit is as de-
scribed in Theorem 3. This means that onExtc we have convergenceZ5(t)→d (V∞, V −1/2∞ G1, V −1/2∞ G2).
By standard arguments we also have Z1(t) →d (V∞, V −1/2∞ G1, V −1/2∞ G2) which is equivalent to the
thesis of the theorem.
6. Proof of Theorem 6
We first gather properties of V kf , extending the list in Fact 18, in the case when α > 2µ. We recall
that f˜(x) = f(x)− 〈f, ϕ〉.
Fact 24. Let α > 2µ and f ∈ C(Rd). Then, there exists C, n > 0 such that
(6.1) e−2(α−µ)t|V 2
f˜
(x, t)| ≤ C(1 + ‖x‖n).
Proof. By (4.24), Fact 16 and using (4.19) we obtain
|V 2
f˜
(x, t)| .
ˆ t
0
Pαt−s
[(
Pαs f˜(·)
)2]
(x)ds+
ˆ t
0
Pαt−s
[(
u∗,1
f˜
(·, s)
)2]
(x)ds
+
ˆ t
0
Pαt−s
[
u∗,2
f˜
(·, s)
]
(x)ds .
ˆ t
0
eα(t−s)e2(α−µ)sPt−s
[
(1 + ‖ · ‖n)2
]
(x)ds
+
ˆ t
0
eα(t−s)e−2αsPt−s
[
(1 + ‖ · ‖n)2
]
(x)ds
+
ˆ t
0
eα(t−s)e−2αsPt−s
[
1 + ‖ · ‖2n] (x)ds . e2(α−µ)t(1 + ‖x‖2n).

We assume that Λ has the backbone representation as described in Section 4.1. Although this is
harmless when we prove the weak convergence in (3.4) some additional argument will be required in
case of (3.5). This will be explained at the end of the proof. Our first aim is to prove the convergence
of the spatial fluctuations. To this end we denote
Y1(t) := e
−(α−µ)t (〈Λt, f〉 − |Λt|〈f, ϕ〉) = e−(α−µ)t〈Λt, f˜〉,
where as usual f˜(x) = f(x)− 〈f, ϕ〉. We define
Y2(s, t) := e
−(α−µ)t
|zt|∑
i=1
e−(α−µ)s〈Γi,ts , f˜〉,
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By (4.7) and using the same argument as in the previous proof (e.g. see (5.9)) one checks that
|Y1(t+ s)− Y2(s, t)| → 0 in probability,
if s, t→ +∞ and s ≥ t (this is a sufficient condition). We write
Y2(s, t) = e
−(α−µ)t
|zt|∑
i=1
(Zi,ts − zi,ts ) + e−(α−µ)t
|zt|∑
i=1
zi,ts =: Y3(s, t) + Y4(s, t),
where Zi,ts = e
−(α−µ)s〈Γi,ts , f˜〉 and zi,ts = E
(
Zi,ti |zt
)
. One checks that
(6.2) EY3(s, t)
2 = e−2(α−µ)tE
 |zt|∑
i=1
|zt|∑
j=1
(Zi,ts − zi,ts )(Zj,ts − zj,ts )

= e−2(α−µ)tE
E
 |zt|∑
i=1
|zt|∑
i=1
(Zi,ts − zi,ts )(Zj,ts − zj,ts )
∣∣∣∣∣∣ zt

= e−2(α−µ)tE
 |zt|∑
i=1
|zt|∑
i=1
E
(
(Zi,ts − zi,ts )(Zj,ts − zj,ts )|zt
)
= e−2(α−µ)tE
 |zt|∑
i=1
E
(
(Zi,ts − zi,ts )2|zt
) .
By (6.1), Fact 18 and Fact 16 we get E
(
(Zi,ts − zi,ts )2|zt
)
. ‖zt(i)‖n+1, for some n ≥ 0. And therefore
by Fact [1, (23)], under assumption α > 2µ, we obtain
EY3(s, t)
2 . e−2(α−µ)tE
 |zt|∑
i=1
(‖zt(i)‖n + 1)
 . e−2(α−µ)teαt → 0, as t→ +∞.
By (4.22) and (4.23) we have
zi,ts =
β
α
(
2e−αs sinh(αs)
) (
eµsPtf˜(zt(i))
)
=
β
α
(
2e−αs sinh(αs)
) (
eµsPtf˜(zt(i))− zt(i) ◦ 〈gradf, ϕ〉
)
+
β
α
(
2e−αs sinh(αs)
)
(zt(i) ◦ 〈gradf, ϕ〉) = xi,ts + yi,ts .
This leads to
Y4(s, t) = Y5(s, t) + Y6(s, t) := e
−(α−µ)t
|zt|∑
i=1
xi,ts + e
−(α−µ)t
|zt|∑
i=1
yi,ts .
By Fact 16 we have |xi,ts | ≤ C˜(1 + ‖zt(i)‖n)e−µs for some n ≥ 0. Therefore
|Y5(s, t)| ≤ e−(α−µ)te−µs
|zt|∑
i=1
(1 + ‖zt(i)‖n) = Ceµ(t−s) → 0,
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whenever if s, t→ +∞ and st → +∞. To treat Y6(s, t) we recall (3.3). Using Fact 21 we obtain
Y6(s, t) :=
(
2
β
α
e−αs sinh(αs)
)
e−(α−µ)t
|zt|∑
i=1
(zt(i) ◦ 〈gradf, ϕ〉)
=
(
2
β
α
e−αs sinh(αs)
)〈gradf, ϕ〉 ◦ e−(α−µ)t |zt|∑
i=1
zt(i)

→ β
α
(〈gradf, ϕ〉 ◦ I∞) = 〈gradf, ϕ〉 ◦H∞, a.s.
as s, t→ +∞. Reviewing the above steps one checks easily that
(6.3) Y1(t)→ 〈gradf, ϕ〉 ◦H∞, in probability,
as t→ +∞. This was proved for a special (backbone) realization of the superprocess. Let us fix some
other realization Xˆ , denote Yˆ1(t) := e
−(α−µ)t〈Xˆt, f˜〉 and by Hˆ∞ the limit of corresponding martingale
(see (3.3)). From (6.3) we can conclude only that Yˆ1(t) → 〈gradf, ϕ〉 ◦H∞ in distribution. However,
from (6.3) we know that (Y1(t)− 〈gradf, ϕ〉 ◦H∞) → 0 in probability. From this we conclude that(
Yˆ1(t)− 〈gradf, ϕ〉 ◦ Hˆ∞
)
→ 0 in distribution and hence also in probability. In this way (6.3) holds
for any realization of the superprocess.
To conclude the proof we notice that to obtain the joint convergence in (3.4) one needs to use the
same methods as in the proof of Theorem 3.
In this section we also present
Proof. (of Fact 5)The fact that H is a martingale follows directly from the Markov property of X ,
(4.13) and (4.10), viz.,
Eν〈Xt, id〉 =
ˆ
Rd
u1id(x, t)ν(dx) = e
αt
ˆ
Rd
Ptid(x)ν(dx) = e(α−µ)t
ˆ
Rd
xν(dx),
where id(x) = x. By standard Laplace transform arguments one easily checks that H is L2-bounded if
only e−2(α−µ)t|u2id| ≤ c(x), for any t ≥ 0 and some function c(x). We recall (4.15), Fact 16 and write
e−2(α−µ)t|u2id(x, t)| ≤ e−2(α−µ)t
ˆ t
0
Pαt−s
[
(Pαs id(·))2
]
(x)ds = e−2(α−µ)t
ˆ t
0
Pαt−s
[
e2(α−µ)sid(·)2
]
(x)ds
= e−(α−2µ)t
ˆ t
0
e(α−2µ)sPt−s
[
id(·)2] (x)ds . (1 + ‖x‖n).

7. Proof of Theorem 4
We first gather properties of V kf , extending the list in Fact 18, in the case when α = 2µ. We recall
that f˜(x) = f(x)− 〈f, ϕ〉.
Fact 25. Let α = 2µ and f ∈ C(Rd). Then for any x ∈ Rd there is
(7.1) t−1/2e−(α/2)tV 1
f˜
(x, t)→ 0, as t→ +∞,
(7.2) t−1e−αtV 2
f˜
(x, t)→ σ2f , as t→ +∞,
where σ2f is given by (3.2). We have σ
2
f < +∞. Moreover, there exists l > 0 such that
(7.3) sup
‖x‖≤tl
|t−1e−αtV 2
f˜
(x, t)− σ2f | → 0, as t→ +∞.
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Finally there exists C, n > 0 such that
(7.4) |V 4
f˜
(x, t)| ≤ Ct2e2αt(‖x‖2n + 1).
Proof. (7.1) follows by (4.23) and Fact 16. Indeed
t−1/2e−(α/2)tV 1
f˜
(x, t) = e−(α/2)tt−1/2eαt|Ptf˜(x)| ≤ t−1/2e(α/2)te−µt(1 + ‖x‖2n)→ 0.
Using (4.24) we have
t−1e−αtV 2
f˜
(x, t) = e−αtt−1
β
α
ˆ t
0
Pαt−s
[
2β
(
Pαs f˜(·)
)2
− 2β
(
P−αs f˜(·)
)2
− 2αu∗,2
f˜
(·, s)
]
(x)ds
= t−1
β
α
ˆ t
0
e−αsPt−s
[
2β
(
Pαs f˜(·)
)2
− 2β
(
P−αs f˜(·)
)2
− 2αu∗,2
f˜
(·, s)
]
(x)ds
= t−1
β
α
ˆ t
0
Pt−s
[
2β
(
Pµs f˜(·)
)2]
(x)ds+t−1
β
α
ˆ t
0
e−αsPt−s
[
−2β
(
P−αs f˜(·)
)2
− 2αu∗,2
f˜
(·, s)
]
(x)ds.
By Fact 17 it is easy to check that the second term converges to 0. Using Fact 16 (and (4.11) in
particular) we have∣∣∣∣t−1 βα
ˆ t
0
Pt−s
[
2β
(
Pµs f˜(·)
)2]
(x)ds− t−1 β
α
ˆ t
0
Pt−s
[
2β (· ◦ 〈gradf, ϕ〉)2
]
(x)ds
∣∣∣∣
. t−1
ˆ t
0
Pt−s
[∣∣∣Pµs f˜(·)− (· ◦ 〈gradf, ϕ〉)∣∣∣ ∣∣∣Pµs f˜(·) + (· ◦ 〈gradf, ϕ〉)∣∣∣] (x)ds
. t−1
ˆ t
0
Pt−s
[
e−µs(1 + ‖ · ‖n)(1 + ‖ · ‖n)] (x)ds . t−1(1 + ‖x‖n)→ 0.
Using standard integral arguments one easily shows that t−1 βα
´ t
0
Pt−s
[
2β (· ◦ 〈gradf, ϕ〉)2
]
(x)ds→ σ2f
and that σ2f < +∞.
Now in order to prove (7.3) it is enough to show
sup
‖x‖≤tl
t−1e−αt|V 2
f˜
(x, t)− V 2
f˜
(0, t)| → 0, as t→ +∞.
We will use the same decomposition as before and concentrate only on the first term (leaving other,
simpler ones, to the reader), that is, we will show that
sup
‖x‖≤tl
t−1
∣∣∣∣ˆ t
0
e−αsPt−s
[
2β
(
Pαs f˜(·)
)2]
(x)ds−
ˆ t
0
e−αsPt−s
[
2β
(
Pαs f˜(·)
)2]
(0)ds
∣∣∣∣→ 0.
By Fact 16
sup
‖x‖≤tl
t−1
∣∣∣∣ˆ t
t−t−1/2
e−αsPt−s
[
2β
(
Pαs f˜(·)
)2]
(x)ds
∣∣∣∣ .
sup
‖x‖≤tl
t−1
∣∣∣∣ˆ t
t−t−1/2
e(α−2µ)sPt−s
[
((1 + ‖ · ‖n))2
]
(x)ds
∣∣∣∣ . t−1t1/2tnl → 0,
if only l is small enough. Further we proceed as in (5.7) putting t− t1/2 instead of t/2.
To prove (7.4) we will follow the same route as in the proof of Fact 23; let us recall (5.8). Analogously
we omit terms u∗,kf . For k = 3 we calculate
ˆ t
0
Pαt−s
[∣∣∣V 2f˜ (·, s)V 1f˜ (·, s)∣∣∣] (x)ds ≤ eαt ˆ t
0
Pt−se−αs
[∣∣∣V 2f˜ (·, s)e(α−µ)s(1 + ‖ · ‖n)∣∣∣] (x)ds
≤ eαt
ˆ t
0
Pt−se−µs
[∣∣seαs(1 + ‖ · ‖2n)(1 + ‖ · ‖n)∣∣] (x)ds . e(3α/2)tt(1 + ‖ · ‖3n).
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We proceed to k = 4. Again following the framework of Fact 23 we write
ˆ t
0
Pαt−s
[∣∣∣V 3f˜ (·, s)V 1f˜ (·, s)∣∣∣] (x)ds+ ˆ t
0
Pαt−s
[∣∣∣V 2f˜ (·, s)∣∣∣2] (x)ds
≤
ˆ t
0
Pαt−s
[∣∣∣se(3α/2)s(1 + ‖ · ‖3n)e(α−µ)s(1 + ‖ · ‖3n)∣∣∣] (x)ds
+
ˆ t
0
Pαt−s
[∣∣seαs(1 + ‖ · ‖2n)∣∣2] (x)ds . t2e2αt(1 + ‖ · ‖4n).

Finally we are able to prove Theorem 4. We start with the following random vector
Z1(t) :=
(
e−αt|Λt|, e−(α/2)t(|Λt| − eαtV∞), t−1/2e−(α/2)t〈Λt, f˜〉
)
.
Let n ∈ N to be fixed later; the limit of Z1(nt) is obviously the same as the on of Z1(t). Using Fact 1
we obtain that Vnt − Vt → 0 a.s. Therefore the limit of Z1(t) coincides with the one of
Zn2 (t) :=
(
e−αt|Λt|, e−(nα/2)t(|Λnt| − enαtV∞), (nt)−1/2e−(nα/2)t〈Λnt, f˜〉
)
.
We denote Zn,it :=
(
n−1
n
)1/2
((n − 1)t)−1/2e−((n−1)α/2)t〈Γi,t(n−1)t, f˜〉 and zn,it := E
(
Zn,it |zt
)
. We keep
the notation consistent to the one in the proof of Theorem 3 but we add superscript n as this parameter
will vary. Using argument of the aforementioned proof we have that the limit of Zn2 is the same as the
one of
Zn3 (t) :=
e−αt|Λt|, e(nα/2)t ⌊|Λnt|⌋∑
i=1
(1− V i∞), e−(α/2)t
|zt|∑
i=1
(Zn,it − zn,it ) +Hnt
 ,
where Hnt := e
−(α/2)t
∑|zt|
i=1 z
n,i
t . Applying (4.23) to z
n,i
t we obtain
Hnt = 2
β
α
(nt)−1/2e−((nα/2)t sinh((n− 1)αt)
|zt|∑
i=1
P(n−1)f˜(zt(i)).
Using (4.24) we get
E (Hnt )
2
. (nt)−1eα(n−2)tV 2g (x, t),
where g(x) := P(n−1)tf˜(x). By (4.13) we have |u∗,1f (x, s)| = |e−αsP(n−1)t+sf˜(x)| ≤ e−αse−µ((n−1)t+s)(1+
‖x‖2n) ≤ e−αse−µ(n−1)t(1 + ‖x‖2n). As usual u∗,1f can be skipped. Further
ˆ t
0
Pαt−s
[
(Pαs g(·))2
]
(x)ds = eαt
ˆ t
0
eαsPt−s
[(
Ps+(n−1)tf˜(·)
)2]
(x)ds
. eαt
ˆ t
0
eαsPt−s
[(
e−µ(s+(n−1)t)(1 + ‖ · ‖2n
)2]
(x)ds
= e−α(n−2)t
ˆ t
0
Pt−s
[(
(1 + ‖ · ‖2n)2] (x)ds . te−α(n−2)t.
Therefore there exists a constant C > 0 such that
(7.5) E (Hnt )
2 ≤ C
n
.
In fact also the reverse inequality holds, hence Hn is not negligible (unlike in the proof of Theorem 3).
We skip it for a moment and denote
Zn4 (t) :=
e−αt|Λt|, e(nα/2)t ⌊|Λnt|⌋∑
i=1
(1− V i∞), e−(α/2)t
|zt|∑
i=1
(Zn,it − zn,it )
 .
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Further, we consider
I(t) := E
e−(α/2)t |zt|∑
i=1
(Zn,it − zn,it )1{‖zt(i)‖≥tl}
2
= e−αtE
 |zt|∑
i=1
|zt|∑
j=1
E
(
(Zn,it − zn,it )(Zn,jt − zn,jt )1{‖zt(i)‖≥tl}1{‖zt(j)‖≥tl}|zt
)
= e−αtE
 |zt|∑
i=1
E
(
(Zn,it − zn,it )2|zt
)
1{‖zt(i)‖≥tl}
 = e−αtE
 |zt|∑
i=1
E
(
(Zn,it )
2|zt
)
1{‖zt(i)‖≥tl}

+ e−αtE
 |zt|∑
i=1
(zn,it )
21{‖zt(i)‖≥tl}
 =: I1(t) + I2(t).
Our aim is to prove that both I1(t) → 0, I2(t) → 0 and hence I(t) is negligible. Let us recall (4.23),
Fact 16 and write
I2(t) . t
−1e−nαtE
 |zt|∑
i=1
(e(n−1)αtP(n−1)tf˜(zt(i))21{‖zt(i)‖≥tl}

. t−1e(n−2)αtE
 |zt|∑
i=1
(e−(n−1)µt(1 + ‖zt(i)‖k))21{‖zt(i)‖≥tl}

. t−1e−αtE
 |zt|∑
i=1
(1 + ‖zt(i)‖2k)1{‖zt(i)‖≥tl}

= t−1E
(
(1 + ‖zt(1)‖2k)1{‖zt(1)‖≥tl}
)→ 0.
To estimate I1, we recall (4.24) and write
E
(
〈Γi,t(n−1)t, f˜〉2|zt
)
=
β
α
ˆ (n−1)t
0
Pα(n−1)t−s
[
2β
(
Pαs f˜(·)
)2
− 2β
(
u∗,1
f˜
(·, s)
)2
− 2αu∗,2
f˜
(·, s)
]
(zt(i))ds.
As usual it is enough to focus on the first term
β
α
ˆ (n−1)t
0
Pα(n−1)t−s
[
2β
(
Pαs f˜(·)
)2]
(zt(i))ds
. e(n−1)αt
ˆ (n−1)t
0
P(n−1)t−se−αs
[(
eαse−µs(1 + ‖ · ‖k))2] (zt(i))ds
e(n−1)αt
ˆ (n−1)t
0
P(n−1)t−s
[(
(1 + ‖ · ‖k))2] (zt(i))ds . e(n−1)αt(n− 1)t(1 + ‖zt(i)‖2k).
Therefore
E
(
(Zn,it )
2|zt
)
= (nt)−1e((n−1)α)tE
(
〈Γi,t(n−1)t, f˜〉2|zt
)
. 1 + ‖zt(i)‖2k.
Using the fact that zt(1) is Gaussian with bounded variance we conclude
I1(t) . e
−αt
E
|zt|∑
i=1
(1 + ‖zt(i)‖2k)1{‖zt(i)‖≥tl} = E(1 + ‖zt(1)‖2k)1{‖zt(1)‖≥tl}
.
(
E(1 + ‖zt(1)‖4k)
)1/2
P
(‖zt(1)‖ ≥ tl)1/2 → 0.
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Therefore the limit of Zn4 is the same as the one of
Zn5 (t) :=
β
α
e−αt|zt|, ⌊|Xnt|⌋−1/2
⌊|Xnt|⌋∑
i=1
(1− V i∞), |zt|−1/2
|zt|∑
i=1
(Zn,it − zn,it )1{‖zt(i)‖<tl}
 .
Further we proceed along the lines of the proof of Theorem 3 using Fact 25 instead of Fact 23. There
are some minor changes. We describe two of them which are not completely obvious. (5.10) now writes
as
|z˜n,im | . m−1/2e((n−1)α/2)m|P(n−1)mf˜(pi(m))| . m−1/2m2kle(n−1)(α/2−µ)m = m2kl−1/2.
Decreasing l if necessary, let us note that any other part of the proof works for any “small” l, we make
2kl− 1/2 < 0 and therefore get the convergence to 0. The second change is that
a−1m
am∑
i=1
E
(
Z˜n,im
)2
→
(
n− 1
n
)
σ2f .
The additional term
(
n−1
n
)1/2
stems from the corresponding term in definition of Zn,it . Finally we
arrive at
(7.6) Zn5 (t)→d
(
V∞,
√
V∞G1,
(
n− 1
n
)1/2√
V∞G2
)
, as t→ +∞,
conditionally on Extc, where G1, G2 are the same as in Theorem 6.
To finish the proof we need some topological notions. Let µ1, µ2 be two probability measures on
R, and Lip(1) be the space of continuous functions R 7→ [−1, 1] with the Lipschitz constant smaller or
equal to 1. We define
m(µ1, µ2) := sup
g∈Lip(1)
|〈g, µ1〉 − 〈g, µ2〉|.
It is well known that m is a distance equivalent to weak convergence. One easily checks that when
µ1, µ2 correspond to two random variables X1, X2 on the same probability space then we have
m(µ1, µ2) ≤ ‖X1 −X2‖1 ≤
√
‖X1 −X2‖2.
We denote the law of of the triple the limit (7.6) by Ln and the law of (W,
√
WG1,
√
WG2) by L∞.
Let us fix ǫ > 0. We choose n such that
√
C/n ≤ ε, where C is the same as in (7.5). Hence, for any t
we have m(Zn4 (t), Z
n
3 (t)) ≤ ǫ.
By the fact that Zn5 and Z
n
4 have the same limit there exist T
n
1 > 0 such that for any t > T
n
1 we
have m(Zn4 (t),Ln) ≤ ǫ. Analogously Z1 has the same limit as Zn3 therefore there exists T n2 such that
for any t > T n2 we have m(Z1(t), Z
n
3 (t)) ≤ ǫ. Applying the triangle inequality we obtain
m(Z1(t),L∞) ≤ 3ǫ,
if only t ≥ T n1 ∨ T n2 . The proof is concluded since ǫ can be taken arbitrarily small.
Appendix.
Proof. (of Fact (1)) Using (1.4) and (1.5) one easily checks that
Eν(e
−θ|Xt|) = exp (−|ν|vθ(t)) ,
where
v′θ(t) = αvθ(t)− βvθ(t)2, vθ(0) = θ.
This equation can be solved explicitly, viz.
(7.7) vθ(t) =
etαα
Cθ + etαβ
, Cθ :=
α− βθ
θ
.
By direct calculations we obtain Eν |Xt| = eαt|ν|. Hence, using the Markov property of X we conclude
that Vt is a martingale.
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One checks that limt→+∞ vθ(t) = α/β. As the limit does not depend on θ we conclude that |Xt|
either diverges up to infinity or converges to 0. By definition the latter event is the same as Ext (see
(2.2)) thus we conclude that
Pν(Ext) = exp
{
−|ν|α
β
}
.
Let L(θ; t) := − logEν(e−θe−αt|Xt|)/|ν|. We calculate
L(θ; t) =
etαα
α−βθe−αt
θe−αt + e
tαβ
=
etαα
αθ−1eαt − β + etαβ →
α
αθ−1 + β
, as t→ +∞.
Now we check that ααθ−1+β → α/β as θ → +∞, hence {V∞ = 0} = Ext. One may verify representation
(2.5) by direct calculations (although it is easier guessed from the backbone construction). In order to
prove L2 convergence one needs to apply (4.15) with f = 1. 
Proof. (of Fact 21) The fact that W is a martingale is a well-known fact from the Galton-Watson
theory (see e.g.[3]). The properties of I are proved in [1] in Section 3.4.3 (where it is under name H).
Having a.s convergence of H and I in order to prove (4.28) one needs to show that
Hnt − β
α
It → 0,
in probability. We denote id(x) = x and fix some n > 2. Using (4.7) we obtain
Hnt − β
α
It
= e−n(α−µ)t〈X0nt, id〉+e−n(α−µ)t〈Dt(n−1)t, id〉+e−(α−µ)t
|zt|∑
i=1
e−n(α−µ)t〈Γi,t(n−1)t, id〉−e−(α−µ)t
|zt|∑
i=1
β
α
zt(i)
= e−n(α−µ)t〈X0nt, id〉+ e−n(α−µ)t〈Dt(n−1)t, id〉+ e−(α−µ)t
|zt|∑
i=1
(
Zi,t − zi,t)+ e−(α−µ)t |zt|∑
i=1
(
zi,t − zt(i)
)
=: I1(t) + I2(t) + I3(t) + I4(n),
where Zi,t := e−(n−1)(α−µ)t〈Γi,t(n−1)t, id〉 and zi,t := E(Zi,t|zt). By (4.26) we have
Eν |I2(t)| ≤ e−n(α−µ)tE〈Dt(n−1)t, |id|〉 . e−n(α−µ)te(2−n)t → 0.
Analogously using (4.13) (with ψ∗ as explained in Section 4.1)one can show that E∗ν |I1(t)| → 0, at
t→ +∞. In order to treat I3 we perform the same calculations as for (6.2) and obtain
EI2(t)
2 = e−2(α−µ)tE
 |zt|∑
i=1
E
(
(Zi,t − zi,t)2|zt
) .
Using (4.10) and Fact 18 one checks that \
‖zi,t‖ . e−(n−1)(α−µ)t sinh((n− 1)αt)e−(n−1)µt‖zt(i)‖ . ‖zt(i)‖.
Again by Fact 18 we have E
(
(Zi,t)2|zt
) ≤ (1 + ‖zt‖3n). Therefore, under assumption α > 2µ we get
EI2(t)
2 . e−2(α−µ)teαt = e(−α+2µ)t → 0.
Finally, zi,t − zt(i) = βαe−2(n−1)αtzt(i) which implies that I3(t)→ 0. These together yield that (4.28).
(4.27) can be proven using a very similar, but simpler, reasoning hence is skipped. 
In the following proof we will need
Lemma 26. Let X be an a.s. positive random variable. If there exists an analytic function w :
(−∞, a) 7→ R+, a > 0 such that
w(θ) = EeθX , for θ ≤ 0,
then w(θ) = EeθX holds on (−∞, a0) for some a0 > 0.
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Proof. There exists a sequence {an}n≥0 such that w(θ) =
∑
n≥0
an
n! θ
n and the series is absolutely
convergent in some interval [−ǫ, ǫ]. For any λ ∈ (−ǫ, 0) we have (we use the positivity here):
w(n)(θ) = EXneθX .
Passing to the limit (which is valid by the monotone Lebesgue theorem) we get
an = w
(n)(0) = EXn.
Therefore all the moments exists. Let us now take some θ ∈ (0, ǫ) obviously we have
w(θ) = lim
k→+∞
k∑
n=0
an
n!
θn = lim
k→+∞
k∑
n=0
EXn
n!
θn =
∞∑
n=0
E
(
Xn
n!
θn
)
= E
∞∑
n=0
Xn
n!
θn = EeθX ,
where we used the Fubini theorem. Extending the equality to the whole negative axis follows by a
standard argument. 
Fact 27. Let T > 0, there exists θ > 0 such that
Eeθ|Xt| < +∞,
for any t < T .
Proof. We denote w(θ, t) := Eeθ|Xt|, which so far is well-defined, for θ < 0. Using (7.7) it is easy to
check that for any T > 0 there exists ǫ > 0 the functions above are analytic on (−ǫ, ǫ) (one has to
ensure that the denominators are bounded away from 0). Now the conclusion holds by Lemma 26. 
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