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ABSTRACT
The first hydrostatic core, also called the first Larson core, is one of the first steps in low-mass
star formation, as predicted by theory. With recent and future high performance telescopes, details
of these first phases become accessible, and observations may confirm theory and even bring new
challenges for theoreticians. In this context, we study from a theoretical point of view the chemical
and physical evolution of the collapse of prestellar cores until the formation of the first Larson core, in
order to better characterize this early phase in the star formation process. We couple a state-of-the-art
hydrodynamical model with full gas-grain chemistry, using different assumptions on the magnetic field
strength and orientation. We extract the different components of each collapsing core (i.e., the central
core, the outflow, the disk, the pseudodisk, and the envelope) to highlight their specific physical and
chemical characteristics. Each component often presents a specific physical history, as well as a specific
chemical evolution. From some species, the components can clearly be differentiated. The different
core models can also be chemically differentiated. Our simulation suggests some chemical species as
tracers of the different components of a collapsing prestellar dense core, and as tracers of the magnetic
field characteristics of the core. From this result, we pinpoint promising key chemical species to be
observed.
Keywords: astrochemistry – ISM: abundances – ISM: molecules – magnetohydrodynamics (MHD) –
stars: formation
1. INTRODUCTION
The collapse of a prestellar dense core, a dense region of
a molecular cloud, leads to the formation of the first hy-
drostatic core (FHSC), also called the first Larson core
(Larson 1969). According to the theory of magnetised
dense core collapse (e.g., Joos et al. 2012), this process
can result in the formation of a rotationally supported
disk surrounding the first Larson core, and is associated
with the beginning of the launch of the outflow. A pseu-
dodisk, i.e. a non-rotationally supported disk, can also
be formed during the process (Galli & Shu 1993a,b). De-
pending on the intensity of the magnetic field, fragmen-
tation may occur as well (e.g., Commerc¸on et al. 2010).
An adiabatic contraction continues to enhance the tem-
perature of the core, and once it reaches ∼ 2000 K, the
endothermic reaction of H2 dissociation leads to a sec-
ond collapse. The second hydrostatic core, or the sec-
ond Larson core, then forms, which marks the end of
the prestellar phase and the beginning of the protostel-
lar phase (Andre et al. 2000). The newly formed proto-
star will then continue to accrete matter through a disk,
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until the fusion of deuterium and hydrogen indicate its
transition to a star.
The first Larson core has not been detected with
certainty, mainly because it has a short lifetime
(∼ 1000 yr) and is embedded (Commerc¸on et al. 2012a;
Tomida et al. 2013). However a few candidates have
recently been reported (Belloche et al. 2006; Chen et al.
2010, 2012; Enoch et al. 2010; Dunham et al. 2011;
Pineda et al. 2011; Pezzuto et al. 2012; Tsitali et al.
2013; Huang & Hirano 2013; Hirano & Liu 2014;
Gerin et al. 2015). The increasing resolution of the
instruments, specially ALMA1, allows astronomers
to see many more details of the early phases of star
forming regions than ever before (e.g., Lee et al. 2014;
Friesen et al. 2014) and the complete ALMA interfer-
ometer will be soon able to probe the FHSC scale in
nearby star-forming regions (Commerc¸on et al. 2012b).
Therefore, an effort in computational modeling to cou-
ple state-of-the-art physical models with full gas-grain
chemical codes is one important step towards a better
understanding of the physics, the chemistry, as well as
1 Atacama Large Millimeter/submillimeter Array
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the observations of these regions.
The chemistry of collapsing cores has been studied us-
ing zero and one-dimensional models (Ceccarelli et al.
1996; Rodgers & Charnley 2003; Doty et al. 2004;
Lee et al. 2004; Garrod & Herbst 2006; Aikawa et al.
2008; Garrod et al. 2008). van Weeren et al. (2009)
and Visser et al. (2009, 2011) presented studies of two-
dimensional chemical evolution during the collapse of a
molecular cloud to form a low-mass protostar and its
surrounding disk. As a first step to study the coupling
between the dynamics of the formation of the first Larson
core and its chemical composition, without assuming any
symmetry in the physical structure, Furuya et al. (2012)
performed three-dimensional radiation-hydrodynamical
(3D-RHD) simulations coupled with a full gas-grain
chemistry. Hincelin et al. (2013) (designated hereafter
by HW13) performed the same kind of simulation, taking
into account the effect of the magnetic field on the dy-
namics of the collapse (3D-RMHD simulation), and stud-
ied the formation of the young rotationally supported
disk around the first Larson core.
We present in this paper an extension of the work done
by HW13. We study the physical and chemical evolution
of the other components of a collapsing dense core besides
the disk, i.e. the pseudodisk, the outflow, the collapsing
envelope, and the central core (i.e. the FHSC core itself).
In order to study the impact of a high magnetization
level on the dynamics and the chemistry, we also present
an extra simulation of the collapse of a highly magne-
tized dense core. In Section 2, we describe our modeling.
We present our results, a physical and a chemical char-
acterization, in Section 3. In Section 4, we discuss the
chemical distinction that can be made between the dif-
ferent core models, and the different components within
a given core, and identify the most promising chemical
tracers. In Section 5, we do some comparison with recent
observations of FHSC candidates. Finally, we conclude
our study in Section 6.
2. MODELING
We used the gas-grain chemical code NAUTILUS
(Hersant et al. 2009) with the physical structure of a col-
lapsing dense core computed by the adaptive mesh refine-
ment code RAMSES (Teyssier 2002). The codes and the
method used are the same ones as in HW13.
2.1. The physical code RAMSES
The physical structure is derived using the RMHD
solver of RAMSES which integrates the equations of ideal
magnetohydrodynamics (Fromang et al. 2006) and of
RHD using the grey flux-limited-diffusion approxima-
tion (Commerc¸on et al. 2011). The initial conditions
are those used in Commerc¸on et al. (2012a): a 1 M⊙
sphere of uniform density ρ0 = 3.97 × 10
−18 g cm−3 –
corresponding to a molecular hydrogen number density
nH2 ≃ 10
6 cm−3 – and a temperature T0 = 11 K. In or-
der to initiate fragmentation, an azimuthal perturbation
is introduced in the initial density following
ρ = ρ0 (1 +A cos (mθ)) , (1)
with an amplitude A = 10%, and a perturbation m = 2.
θ is the azimuthal angle (in cylindrical coordinates). The
sphere (radius r0 ≃ 3300 AU) is in rigid body rotation
about the z-axis, and threaded by a uniform magnetic
field parallel to the rotation axis. The initial rotational
rate Ω0 is expressed in terms of β, the rotational energy
to gravitational energy ratio
β =
1
5M0r
2
0Ω
2
0
3
5
GM2
0
r0
= 0.045, (2)
where G is the gravitational constant and M0 is the ini-
tial mass of 1 M⊙. The strength of the magnetic field µ
is expressed in terms of the mass-to-flux to critical mass-
to-flux ratio
µ =
M0
Φ(
M0
Φ
)
c
, (3)
where Φ is the magnetic flux threading the cloud. The
critical mass-to-flux ratio of a cloud with a uniform den-
sity and magnetic field is given by(
M0
Φ
)
c
=
c1
3π
√
5
G
, (4)
where c1 = 0.53 (Mouschovias & Spitzer 1976). In this
study, we extended the magnetization level to a third
value compared to HW13, so that there are a low one
(µ = 200, very close to a pure hydrodynamical case), a
moderate one (µ = 10), and a high one (µ = 2), that
correspond to an initial magnetic field equal to ∼ 3,
∼ 53, and ∼ 265 µG respectively2. We choose the
values of µ to be consistent with the observations (e.g.
Heiles & Crutcher 2005; Falgarone et al. 2008; Li et al.
2014a) and to reproduce the variety of components and
dynamics that can be found in collapsing dense cores.
For µ = 10, we use two different initial configurations:
an angle Θ = 0◦ between magnetic field lines and the
rotation axis of the sphere, and another angle Θ = 45◦.
The non-aligned rotation and magnetic field allows an
easier formation of the disk (Joos et al. 2012). These
values are used in total four different models: MU10Θ0,
MU10Θ45, MU200Θ0, and MU2Θ0 (see Table 1).
Table 1
Magnetic fields strength and orientations used for the current
simulations.
Model µ Θ
MU10Θ0 10 0
MU10Θ45 10 45
MU200Θ0 200 0
MU2Θ0 2 0
Note. — Θ is given in ◦. The lower µ, the higher the magnetic
field strength.
We computed the evolution of the collapsing dense core
throughout the first stage of collapse and first Larson
core lifetime (Larson 1969), which is ∼ 4 × 104 yr for
these four models. Figure 1 shows temperature and den-
sity maps of the collapsing core at the end of the sim-
ulations. The maximum level of refinement is reached
at t0, which roughly corresponds to the formation of the
FHSC (Commerc¸on et al. 2012a). See Table 2 for nu-
merical values.
2 The initial magnetic flux Φ0 can be linked to the initial mag-
netic field B0 by Φ0 = piB0r20.
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Our initial conditions allow us to reproduce the di-
verse components of a collapsing dense core: a central
core with or without fragmentation, a disk, a pseudodisk,
an outflow, and an envelope (see Section 3.1.1). Start-
ing from a Bonnor-Ebert like density profile also re-
produces these components. The initial conditions will
mainly impact the details of the component formation
(see Machida et al. (2014) for a detailed study using a
non-ideal MHD simulation).
2.1.1. Ideal versus non-ideal MHD
The physical model RAMSES integrates the equations
of ideal magnetohydrodynamics, assuming the medium
to be a perfect conductor. The matter is then frozen
on the magnetic lines. If we consider a medium that
is not a perfect conductor, that is to say, in the case of
non-ideal (or resistive) magnetohydrodynamics, then the
neutral matter will be able to cross magnetic field lines.
The ideal MHD approximation has a strong limitation,
in particular with regard to the ionization deep inside the
collapsing core, which may impact the formation of disks
(see e.g. Padovani et al. 2014). The friction between ions
and neutrals also generates a net velocity difference be-
tween these two families of species that may be sufficient
to overcome activation barriers, thereby generating effi-
cient chemical reaction pathways, but this process is still
far from being implemented in models. However, recent
work has been done to integrate non-ideal processes in
RAMSES (Masson et al. 2012, 2015) and future work will
be needed to continue to explore the effects on the dy-
namics and the chemistry.
Table 2
Times of simulation (yr).
Model t0 Final time
MU10Θ0 3.57(4) 3.70(4)
MU10Θ45 3.60(4) 3.92(4)
MU200Θ0 3.54(4) 3.86(4)
MU2Θ0 5.04(4) 5.10(4)
Note. — a(b) means a × 10b.
2.2. The chemical code NAUTILUS
NAUTILUS solves the kinetic equations of gas-phase and
grain surface chemistry, and takes into account interac-
tions between both phases (adsorption and thermal and
non-thermal desorption). The two-phase rate-equation
approach is used, in which no distinction is made be-
tween the inner and surface layers of the ice mantle.
The code is based on Hasegawa & Herbst (1993), is writ-
ten in Fortran 90, and uses the LSODES solver, part
of ODEPACK (Hindmarsh 1983). The rate equations
follow Hasegawa et al. (1992) and Caselli et al. (1998).
More details of the physical and chemical processes
included in the code are given in a benchmark pa-
per by Semenov et al. (2010). The chemical network,
adapted from Garrod et al. (2007), follows the chem-
istry of 458 gas-phase species and 196 species on grains,
and includes 6210 reactions (4447 gas-phase reactions
and 1763 grain-surface and gas-grain interaction reac-
tions). The gas-phase network has been updated ac-
cording to the recommendations from the experts of
the KIDA database3 (current update in October 2011).
Note that high temperature reactions, for the range
300 to 800 K, were not included at that time, but
this limitation may only impact the very center of the
FHSC. An electronic version of our network is available
at http://kida.obs.u-bordeaux1.fr/models (net-
work from Hincelin et al. (2013)).
To compute the initial chemical composition of the
sphere, we ran NAUTILUS for dense cloud conditions
(10 K, total hydrogen density of 2 × 105 cm−3, cosmic-
ray ionization rate of 1.3×10−17 s−1 and a visual extinc-
tion of 30) for a time t ∼ 6 × 105 yr. The chosen time
t corresponds to the maximum agreement between ob-
servations of molecular clouds and our simulations (see
Fig.3 of Hincelin et al. (2011)). At that stage the phys-
ical condition is fixed, which means we do not treat the
complex formation process of the molecular cloud. Note
that the initial density for the chemistry is smaller than
the one for the hydro-dynamical simulations. The goal
of this initial stage is only to have a reliable initial chem-
ical composition for the initial sphere before the collapse
and we have much more observational constraints on the
chemical composition of the cold core, i.e. objects with a
density of a few 105 cm−3, rather than pre-stellar cores,
i.e. objects with a density of a few 106 cm−3. We then
assume that the transition between a dense core density
and a pre-stellar core density is very rapid, affecting at
most the depletion degrees of some species. The species
are assumed to be initially in an atomic form as in diffuse
clouds except for hydrogen which is already molecular.
Elements with an ionization potential below the maxi-
mum energy of ambient UV photons (13.6 eV, the ion-
ization energy of H atoms) are initially in a singly ionized
state, i.e., C, S, Si, Fe, Na, Mg, Cl, and P. We used the
elemental abundances from Hincelin et al. (2011), with
an oxygen elemental abundance equal to 1.5×10−4. The
carbon-to-oxygen ratio of 1.13 in gas-grain modeling in-
creases the overall agreement with observations of dark
clouds (see Hincelin et al. 2011). Table 3 shows the ele-
mental abundances used. For each chemical element, we
define the elemental abundance as the ratio of the num-
ber of nuclei of this element in the gas and in dust grain
mantles to the total number of H nuclei. This excludes
the nuclei locked in the refractory part of the grains.
Thereafter, the abundance A of a chemical species X
refers to the number density n of the considered species
(located in the gas, in the grain mantles, or the sum of
the two) relative to the total number density of hydrogen
nuclei nH:
A(X) =
n(X)
nH
=
n(X)
n(H) + 2n(H2)
. (5)
2.3. Interface between NAUTILUS and RAMSES codes
Using the computed chemical composition of the
molecular cloud – which has been run for 6 × 105 yr
– as the initial condition, we then ran the chemistry
during the collapse for ∼ 4 × 104 yr depending on the
model (see Table 2) with the three dimensional physical
structure computed by RAMSES. To do so, we included
3 KInetic Database for Astrochemistry (Wakelam et al. 2012).
http://kida.obs.u-bordeaux1.fr
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Figure 1. Temperature and density maps computed by RAMSES, at the end of our simulations, for MU2Θ0, MU10Θ0, MU10Θ45, and
MU200Θ0 models. Information is displayed in the plane z = 0 AU (top two rows) and in the plane y = 0 AU (bottom two rows). Density
maps also show velocity field. The projected vector length indicates velocity value. See text for the definition of t0.
tracer particles in RAMSES. They follow the fluid in move-
ment and give us a set of one million trajectories per
model. Each trajectory comes along with the tempera-
ture and the density of the particle as a function of time.
NAUTILUS is then able to compute the chemical evolu-
tion using this information, assuming the gas and grain
temperatures are the same. The method is described in
detail in section 2.3 of HW13.
The central processing unit (CPU) time to compute the
chemical evolution for one trajectory is about 30 s, which
gives a total of roughly 104 h for all the 106 trajectories
for each model using the JADE cluster from CINES.
3. RESULTS
3.1. Physical characterization of the collapsing core
We first present the physical characteristics of the col-
lapsing core at the end of the simulation. Then we
present the past evolution of its temperature and its den-
sity.
3.1.1. Characteristics of the components
Within the structure of the collapsing core at the end
of the simulation, we identify several components: 1) the
central core which has become the first Larson core, 2)
the bipolar outflow, 3) the rotationally supported disk, 4)
the magnetic pseudodisk, and 5) the collapsing envelope,
based on criteria given by Joos et al. (2012). A schematic
view of the different components of the collapsing core
is presented in Figure 2. Boundaries between pairs of
components are not always noticeable. Thus, we applied
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Table 3
Elemental abundances relative to Hydrogen Nuclei
Element Abundance Ref
He 9(-2) (1)
C 1.7(-4) (2)
N 6.2(-5) (2)
O 1.5(-4) (3)
Na 2(-9) (4)
Mg 7(-9) (4)
Si 8(-9) (4)
P 2(-10) (4)
S 8(-8) (4)
Cl 1(-9) (4)
Fe 3(-9) (4)
Note. — a(b) means a × 10b
References. — (1) see Wakelam & Herbst (2008); (2) from
Jenkins (2009); (3) see Hincelin et al. (2011); (4) ”low metal” val-
ues, see Graedel et al. (1982).
thresholds named fthres, vthres, ρthres, and Tthres to the
criteria that we describe below.
The central core is composed of particles for which the
thermal support ei is at least two times larger (fthres = 2)
than the rotational support ek. The thermal support, or
the density of internal energy, follows the equation
ei =
1
γ − 1
ρkBT
µmmH
, (6)
where γ, kB, µm, and mH are respectively the adia-
batic index, the Boltzmann constant, the mean molec-
ular weight, and the mass of hydrogen nucleus. The
rotational support, or the density of rotational kinetic
energy, satisfies
ek = 0.5ρv
2
φ, (7)
where vφ is the azimuthal velocity. The azimuthal ve-
locity of some particles is small enough to be selected
in this component despite their low temperature (11 to
15 K) and their distance from the center of the system
which runs from several hundreds to thousands of AU.
It is for this reason a minimum temperature and density
are applied as supplementary criteria:
T > Tthres = 100 K, (8)
ρ > ρthres = 10
9 cm−3. (9)
vφ is given in the frame of reference centered on the
central core, so it is not suitable for the fragments sur-
rounding the central core in the case of fragmentation.
Therefore, for the MU200Θ0 model, we only apply the
minimum temperature and density as criteria.
A particle that belongs to the bipolar outflow must
have a velocity opposed to the collapse motion. There-
fore, we verify that the scalar product of the radial dis-
tance ~r and the velocity ~v is positive:
~r.~v = xvx + yvy + zvz > 0, (10)
and we apply a velocity threshold to the radial velocity
vr:
vr > vthres = 0.2 kms
−1. (11)
A particle that belongs to the rotationally supported
disk satisfies the following criteria:
1. an azimuthal velocity vφ more than two times
larger than its radial velocity vr (the matter must
not collapse too fast compared to its rotational mo-
tion);
2. an azimuthal velocity more than two times larger
than its vertical velocity vz (this criteria removes
the outflow cavity wall that is rotating fast);
3. a rotational support at least two times larger than
the thermal support (to exclude the central core);
4. a density above a threshold value ρthres equal to
109 cm−3 to obtain more realistic estimates of the
shape of the disk (see Joos et al. 2012).
A particle that belongs to the magnetic pseudodisk
satisfies previous criterion 3, but not criterion 1 or 2,
and criterion 4 is relaxed to 107 cm−3. A few falling
particles that are below or above the central core are also
selected with these criteria, even though they are not a
part of the pseudodisk. Thus we apply an extra criterion
to remove the majority of these particles in which the
velocity vR (in cylindrical coordinates) has to be larger
than the vertical velocity vz by a factor fthres:
vR =
√
v2x + v
2
y > fthresvz . (12)
Finally, if a particle does not belong to one of the pre-
vious components, it is considered to be part of the enve-
lope, to which the following density and radius thresholds
are also applied:
ρ < ρthres = 10
7 cm−3, (13)
r < r0 ≃ 3300 AU. (14)
Table 4 shows the number of selected particles that
belong to a given component, relative to the total number
of selected particles of a given model, in %. It also shows
the corresponding mass of the components, in solar mass.
MU2Θ0 model does not have a disk due to the strong
magnetic field. This field produces a strong magnetic
braking that decreases the azimuthal velocity of the
matter, and so decreases the rotational support. As
a consequence, the pseudodisk is much larger for this
model than for the MU10Θ0 model. Note the rel-
atively low number of selected particles for the out-
flow component (0.3 %) which comes from the power-
ful outflow due to the strong magnetic field, through
magneto-centrifugal means (Blandford & Payne 1982;
Pudritz & Norman 1983; Uchida & Shibata 1985). Few
particles stay on this component, because the majority
is quickly recycled in the envelope component.
MU200Θ0 model has a weak magnetic field, so the out-
flow is absent. For this model, more particles satisfy cen-
tral core criteria. Fragmentation has generated four hot
spots around the central core as shown in Figures 1 and
3, and particles that are inside these hot spots are taken
into account.
When the angle Θ between magnetic field lines and
the rotation axis of the sphere is larger as in MU10Θ45
model, the disk component is larger. Joos et al. (2012)
show this general trend of an increase of the disk mass
with the angle Θ. When this angle is lower, the magnetic
braking is enhanced, which leads to a less massive disk
(Hennebelle & Ciardi 2009).
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Table 4
Number of selected tracer particles and mass of components.
Model Core Outflow Disk Pseudodisk Envelope
Ratio Mass Ratio Mass Ratio Mass Ratio Mass Ratio Mass
MU10Θ0 6.2 0.05 2.8 3.5(-2) 4.4 0.04 22 0.18 65 0.51
MU10Θ45 13 0.10 6.2 6.6(-2) 8.5 0.06 17 0.08 55 0.44
MU200Θ0 25 0.19 5.7 0.05 15 0.12 54 0.43
MU2Θ0 4.7 0.05 0.3 3.3(-3) 35 0.36 60 0.45
Note. — For each component, the first column indicates the number of selected particles that belong to the corresponding component,
relative to the total number of selected particles of a given model, and the second column shows the mass of the component. Calculation is
done at the end of the simulations, at the times given in Table 2. Ratio and mass are respectively given in % and M⊙. a(b) means a× 10b.
Table 5
Size of components (AU).
Model Core Outflow Disk Pseudodisk Envelope
Rc,x Rc,z Ho Wo Rd,int Rd,ext Hd Rpd,int Rpd,ext Hpd Re
MU10Θ0 8 6 250 360 9 90 – 120a 30 60 – 100 800 150 3300
MU10Θ45 9 8 450 600 9 140 – 190 90 60 – 80 660 220 3300
MU200Θ0 9 (9)b 6 (6) 6 100 – 200 30 40 – 130 660 150 3300
MU2Θ0 9 4 420 440 10 1300 180 3300
Note. — See Figure 2 for more details.
aa – b corresponds to minimum – maximum.
bValues between parenthesis correspond to the four ”hot spots”.
Table 6
Temperature (K) and density (cm−3) of the different components.
Model Data Core Outflow Disk Pseudodisk Envelope
min max mean min max mean min max mean min max mean min max mean
MU10Θ0 T 101 622 431 11 29 12 11 160 17 11 115 11 11 11 11
n 2(11) 2(13) 7(12) 9(6) 1(10) 2(8) 1(9) 7(11) 1(10) 1(7) 3(11) 2(8) 6(4) 1(7) 9(5)
MU10Θ45 T 105 1332 1179 11 56 12 12 333 26 11 35 12 11 12 11
n 1(10) 8(13) 5(13) 4(6) 4(9) 7(7) 1(9) 5(11) 4(9) 1(7) 6(9) 9(7) 7(4) 1(7) 7(5)
MU200Θ0 T 100 517 285 11 100 23 11 100 14 11 11 11
n 2(11) 1(13) 4(12) 1(9) 6(11) 2(10) 1(7) 6(11) 3(8) 5(4) 1(7) 8(5)
MU2Θ0 T 102 529 377 11 261 43 11 241 12 11 12 11
n 5(11) 2(13) 8(12) 8(5) 3(12) 1(10) 1(7) 2(12) 1(8) 6(4) 1(7) 8(5)
Note. — a(b) means a × 10b. Column named ”mean” gives 10ˆ
(
1
N
N∑
p=1
log T (p)
)
and 10ˆ
(
1
N
N∑
p=1
logn(p)
)
, where N is the number
of particles that belong to the considered component. Values are spread over multiple orders of magnitude, thus the logarithm is used to
calculate the averaged value.
Table 5 gives the size of the components and refers to
Figure 2, and Table 6 gives their temperature and den-
sity. Figures 3 to 6 show a two dimensional view of the
components. These figures display the temperature (on
the left panel) and density (on the right panel) of par-
ticles that belong to the components. The temperature
and the density of the disk component are given in Fig-
ures 2 and 3 by HW13. From a general point of view, the
matter is relatively cold in the majority of the collapsing
core, and the temperature rises abruptly in the central
core. Density values are spread over multiple orders of
magnitude, however, on a larger spatial scale. For ex-
ample, in the MU10Θ0 model, the temperature is lower
than 20 K at 40 AU from the central core and beyond,
and reaches around 600 K in the central core. In the
center, the density is around 1013 cm−3, while at 10 AU,
100 AU, and 1000 AU, it reaches respectively around
1011 cm−3, between 1011 cm−3 and 109 cm−3 depending
on the x-y-z position, and 107 cm−3. Numbers presented
in the following (minimum, maximum, and mean density
and temperature, and size) certainly depend on the val-
ues adopted for our criteria. However, slightly changing
these values will not significantly affect these numbers.
Central cores are displayed in Figure 3. They have sim-
ilar sizes for the different models. Their equatorial radii,
around 9 AU, are larger than their vertical radii, around
6 AU. This slightly flattened oblate shape comes from the
remainder of the initial rotation of the system. Temper-
ature and density ranges, from 100 K and 1010 cm−3 to
600 K and 1013 cm−3, are similar for all models except for
MU10Θ45 model which presents a hotter and denser cen-
ter. Note the four hot spots in the MU200Θ0 model due
to fragmentation processes, which have similar density
and temperature as the central core. Our calculations
are stopped before the onset of the second collapse and
before dust grain destruction, which explains the relative
low central temperature we obtain.
Outflows are displayed in Figure 4. Due to the strong
magnetic field strength, the outflow from the MU2Θ0
model has the highest velocity which is ∼ 4 km s−1 (see
Figure 1). Note that this value is quite low compared
to the velocity observed in low-mass protostars, which is
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Figure 2. Schematic view in the x-z plane of a collapsing core with
its different components : central core (red), bipolar outflow (light
blue), rotationally supported disk (orange), magnetic pseudodisk
(green), and collapsing envelope (dark blue). Rc,x, and Rc,z are
the radii of the central core respectively in the x-direction and the
z-direction. Re is the radius of the collapsing envelope. Rd,int,
Rd,ext, and Hd are respectively the internal radius, the external
radius, and the height of the rotationally supported disk. Rpd,int,
Rpd,ext, and Hpd are respectively the internal radius, the external
radius, and the height of the magnetic pseudodisk. Ho and Wo
are respectively the height and the width of the bipolar outflow.
Values for these quantities are given in Table 5.
around 10–100 km s−1 (see for example Arce et al. 2007).
The outflow observed in our models corresponds to a
low-velocity component driven at the FHSC scale. The
high-velocity component is driven at much smaller scales
during the second collapse (e.g., Machida et al. 2008),
but we stop our calculations before the onset of the sec-
ond collapse. The outflow of the MU10Θ0 and MU10Θ45
models, which have a moderate magnetic field strength,
have velocities around 1–2 km s−1. The outflows are
mostly cold, with an average temperature around 12 K,
but present temperatures up to about 60 K close to the
central core. The outflow of the MU2Θ0 model is how-
ever hotter due to some selected particles very close to
the central core. The density in these outflows shows
large variations, especially for the MU2Θ0 model (from
8×105 to 3×1012 cm−3). The MU200Θ0 model does not
possess any outflow because the magnetic field strength
is very low. The high density and cold temperature
observed in the outflow can be explained by the fol-
lowing. The collapsing core is embedded and the out-
flow is young, so the cavity formed is not as ”empty”
as in older outflows such as observed in Class 0 proto-
stars (Go´mez-Ruiz et al. 2015). As a consequence, opti-
cal depth is important and the matter stays mostly cold.
Also, the central core does not irradiate as strongly as a
Class 0 protostar, so it does not warm the surrounding
MU10ϴ0
MU10ϴ45
MU2ϴ0
MU10ϴ0
MU10ϴ45
MU2ϴ0
MU200ϴ0
MU200ϴ0
Figure 3. Left and right panels respectively shows temperature
(in K) and density (in cm−3) of particles that belong to the core,
at the end of simulations for MU10Θ0, MU10Θ45, MU200Θ0, and
MU2Θ0 models. Particles are projected onto the x-y plane. Color
coding for temperature is linear, and the one for density is loga-
rithmic. Color coding shows minimum and maximum values.
as much. A few selected particles are very close to the
central core, at the interface between the outflow and the
central core, which explains the high maximum value of
the density we obtain. These particles are not numerous
so they do not change the mean value of the density and
the temperature significantly.
Disks are displayed in Figures 2 and 3 from HW13. The
disk component is not present in every model as men-
tioned previously, and can have a very different shape
as a function of the model. The MU2Θ0 model has a
strong magnetic field which prevents the formation of a
rotationally supported disk while the MU200Θ0 model
presents a fragmented disk. However, a disk-like shape
component with a radius equal to ∼40 AU is observed
around the central core of the MU200Θ0 model. The
MU10Θ45 model shows a warped disk, due to the angle
Θ between magnetic field lines and the rotation axis of
the sphere. Spiral arms can be seen in the disks of the
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MU10ϴ0 MU10ϴ0
MU10ϴ45 MU10ϴ45
MU2ϴ0MU2ϴ0
Figure 4. Same as figure 3 but for the outflow. Particles are
projected onto the x-z plane. Model MU200Θ0 does not have an
outflow.
MU10Θ0 and MU10Θ45 models. In general, disks pos-
sess relatively large variations of temperature and density
conditions from 11 K and 109 cm−3 in the outer radius
to about 100–330 K and 1011–1012 cm−3 in the inner ra-
dius. More details on the disk component are given in
HW13.
Pseudodisks are displayed in Figure 5. The pseu-
dodisk component is much larger than the disk compo-
nent. While the disk one has an external radius around
100–200 AU, the radius of the pseudodisk component
is about 700 to 1300 AU. There is an overlap between
the external radii of disks and the internal radii of pseu-
dodisks. In this particular region, the matter begins to
be rotationally supported against the collapse toward the
central core. The pseudodisk of the MU2Θ0 model is the
largest one – its external radius is about 1300 AU, com-
pared to 700 to 800 AU for the other models – and shows
the largest extrema for density and temperature values:
from 11 K and 107 cm−3 to 241 K and 2 × 1012 cm−3.
However, the averaged temperature and density are sim-
ilar for all models, respectively 11 to 14 K and 9× 107 to
3×108 cm−3. Despite the fact that MU200Θ0 does have
a weak magnetic field strength, a group of particles are
selected according to the above criteria of a pseudodisk,
which is however not magnetic.
Collapsing envelopes are displayed in Figure 6. Col-
lapsing envelopes of all models are cold and quasi-
isothermal (≃ 11 − 12 K), while their density varies be-
tween 5× 104 cm−3 in the outer regions to 107 cm−3 in
the inner regions, with an average around 8× 105 cm−3.
These low temperatures indicate that the collapsing en-
velope is not at the hot corino stage, with temperatures
of 100 K and intensive rotational emission from complex
organic molecules.
3.1.2. Physical history of the matter
Figure 7 presents the evolution of the mean tempera-
ture and the mean density of the matter that constitutes
each component at the final time for the four models.
As mentioned in the note of Table 6, the mean quantity
〈logX(t)〉 follows the equation
〈logX(t)〉 =
1
N
N∑
p=1
logXp(t), (15)
where t is the time, N is the number of particles that be-
long to the considered component at the final time, and
p is a particle with logXp the decimal logarithm of its
temperature or its density. The computed standard de-
viation σ (t), as a function of time t, follows the equation
σ (t) =
√√√√ 1
N
N∑
p=1
(logXp (t)− 〈logX (t)〉)
2
. (16)
Two different values of the standard deviation are neces-
sary to characterize the distribution, which is not sym-
metric about the mean: one if logXp (t)−〈logX (t)〉 ≥ 0,
and another if logXp (t)− 〈logX (t)〉 < 0.
A general trend distinguishes the temperature and the
density evolutions along trajectories. While temperature
stays roughly constant (at 11 K) until around 1000 yrs
before the end of the simulations, the density rises grad-
ually – on a logarithmic scale – from ∼ 106 cm−3 at the
start of the collapse, up to ∼ 1013 cm−3 at the end of
the simulation depending on the considered component.
We will see that this trend has a strong consequence on
the chemical evolution; molecules are first adsorbed on
the grain surface – the higher the density, the faster this
process – and eventually react on the surface, before to
eventually desorbing if the temperature is high enough.
From a general point of view, the physical history of
the matter depends on the considered component. While
the physical characteristics of the matter that constitutes
envelopes globally do not evolve much as a function of
time, those that constitute central cores show huge varia-
tions. They are the two extreme cases. If we focus on the
range of values as a function of time, the matter of the
outflows, disks, and pseudodisks show some noticeable
differences. The range of temperature of the disks at a
given time is often larger than that of outflows and pseu-
dodisks, while the range of density of the pseudodisks
is often larger than that of other components. On the
one hand, the disk is a very inhomogeneous component,
with a high temperature in the inner region due to the
proximity to the central core, and a cold outer region.
This dichotomy leads to a higher standard deviation for
the thermal history of this component compared to the
other components. On the other hand, the pseudodisk
is an extended component and mainly cold. This spatial
extension leads to an important deviation in the density
values. There is a characteristic feature in the outflow
history, particularly visible for MU10Θ0 model in which
a small peak occurs in temperature and density around
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MU10ϴ45
MU2ϴ0
MU200ϴ0 MU200ϴ0MU200ϴ0
MU2ϴ0MU2ϴ0 MU2ϴ0
MU10ϴ0
MU10ϴ45MU10ϴ45 MU10ϴ45
MU200ϴ0
MU10ϴ0 MU10ϴ0 MU10ϴ0
Figure 5. Same as figure 3 but for the pseudodisk. Particles are projected onto the x-y plane with a selective threshold |z| < 5 AU in the
first and third columns, and onto the x-z plane with a selective threshold |y| < 50 AU in the second and fourth columns.
1000 yrs before the end of the simulations. At this time,
some of the matter comes relatively close to the hot and
dense center of the collapsing core, and then is trapped
in the outflow and as a consequence is taken away from
the center. We also observe a characteristic feature in the
disk and the pseudodisk history of the MU200Θ model.
Temperature and density increase for a group of parti-
cles between around 104 and 103 yr before the end of the
simulation. The number of particles from this group is
small enough to not impact the mean evolution of the
temperature and the density, but does change the stan-
dard deviation significantly. For this model, the core is
fragmented. During that range of time – 104 and 103 yr
before the end of the simulation – the particles come
close to the fragments, which enhances the temperature
and the density. The particles do not bind to the frag-
ments, however, and finally will constitute the disks and
the pseudodisk.
Although these mean evolutions give useful global in-
formation on the history of the components, they do not
show possible disparities among the group of particles
that belong to a given component. Figure 8 presents
distributions of the density of particles that belong to
the envelope and the outflow, both at the final time and
at t0 for the MU10Θ0 model. Regarding the envelope,
the distribution of density values is relatively well repro-
duced by the mean density, for both times while for the
outflow, this is also true at the final time, but at t0 two
different groups of particles appear (highlighted in light
and dark blue). This pattern indicates that these groups
of particles, with a different physical history, have been
gathered to form one final component. A similar separa-
tion procedure is computed for the envelope, but we see
that the ”mixing” is very limited. Figures 15 to 18 in
Appendix A present the results for all components and
models. The conclusion is similar for most of the en-
velopes, and the other components often present a more
complex history. On the one hand, this result shows a
limit to the usefulness of the mean evolution for some
components and models. On the other hand, it reveals
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MU10ϴ45MU10ϴ45
MU2ϴ0
MU200ϴ0
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Figure 6. Same as figure 3 but for the envelope. Particles are projected onto the x-y plane in the first and third columns, and onto the
x-z plane in the second and fourth columns, with a respective selective threshold |z| < 50 AU and |y| < 50 AU.
the usefulness of multi-dimensional simulations, in order
to take into account the complex evolution of the spatial
distribution of the matter.
The mean density of the envelope does not evolve much
as a function of time, but we emphasize the fact that the
dynamics are essential to obtain a realistic distribution
of the matter that constitutes the envelope at the early
stage of the simulation. We start from a homogeneous
distribution with a density of about 106 cm−3, and in less
than 104 yr, the density spreads within the range 5×104
to 107 cm−3 in a Bonnor-Ebert like sphere. Note that the
initial homogeneous distribution of the density of the core
is modified to a more realistic distribution quickly enough
so that the chemistry is not significantly dependent on
the initial density profile. See Section 3.3 for more detail
on the dynamical and the chemical timescales.
3.2. Chemical characterization of the collapsing core
Due to the high density of the collapsing core, from
105 to 1014 cm−3 depending on the zone, and the rel-
ative short timescale of the collapse, less than 105 yrs,
the main processes occurring are the gas-grain interac-
tions, namely the adsorption of molecules on the grains
surface, and the desorption of these molecules from the
grains. Chemical reactions can however become impor-
tant close to the central core, where the temperature is
higher. Figure 9 shows the CO abundance as a function
of the distance from the central core, in the midplane of
the system (|z| < 10 AU), at the end of the MU10Θ0 sim-
ulation. This figure illustrates a general trend concerning
the chemical abundances as a function of the radius, due
to the gas-grain interaction. Gas-phase abundances de-
crease gradually from the outer part to the inner part of
the collapsing core, as the density increases, i.e. as ad-
sorption is enhanced. This is true until the temperature
becomes high enough to allow desorption of molecules
from the grain surface. At this point, gas-phase abun-
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MU200ϴ0
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log( Final Time - Time [yr] ) log( Final Time - Time [yr] )
Figure 7. Evolution of mean temperature and mean density of components during the collapse (solid lines), with associated standard
deviation (dotted lines), for MU10Θ0 (red), MU10Θ45 (green), MU200Θ0 (grey), and MU2Θ0 (blue) models. The abscissa displays the
logarithm of time remaining until the final time. See text for details on mean and standard deviation calculations.
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Figure 8. Distribution of density of particles that belong at the
end of the simulations to the envelope (top) and the outflow (bot-
tom) for the MU10Θ0 model. Left and right panels respectively
correspond to the final time (tF) and to t0 (see text). Light blue
and dark blue distributions do not overlap but are accumulated.
Distributions for temperature and other components and models
are given in Appendix A.
dances are enhanced and the ices on grain surface are
sublimated. To determine if either adsorption or des-
orption dominates, we can compute and compare their
timescales. Appendix B gives a detailed calculation of
theses quantities. Table 7 shows the desorption and ad-
sorption timescales of the CO molecule, for different tem-
perature and density values, obtained by this calculation.
When the desorption timescale becomes larger than the
adsorption timescale, ices are efficiently sublimated. This
transition occurs around 25 AU from the central core for
CO, as seen in Figure 9, and is confirmed by Table 7
comparing adsorption and desorption timescales.
Non-thermal desorption also occurs. Relativistic Fe
nuclei, which are part of the stream of cosmic rays,
can impulsively heat grains, and so induce desorption
(Leger et al. 1985). However, its timescale 4 is larger
than the collapsing timescale, thus it is less critical
than thermal desorption. For CO, the non-thermal des-
orption timescale is about 1.3 × 106 yrs. Other non-
thermal desorption mechanisms may also occur such
as reactive desorption and photodesorption. Reactive
desorption is set to 1 % in our modeling, and oc-
curs for every exothermic one-product surface reaction.
The efficiency of this mechanism on icy grains is still
uncertain (Minissale & Dulieu 2014) but it seems to
be higher for small molecules with low binding en-
ergies (Minissale et al. 2015). We use the ”classic”
1 % value, which is sufficient to reproduce the obser-
vation of methanol in cold cores (Garrod et al. 2007;
Vasyunin & Herbst 2013; Minissale et al. 2015). Pho-
todesorption follows O¨berg et al. (2007) and Hassel et al.
(2008). This mechanism is limited due to the high visual
extinction.
These gas-grain interactions have important conse-
4 The non-thermal desorption timescale is equal to 1
kcrd
,
where kcrd is the desorption rate induced by cosmic rays (see
Hasegawa & Herbst 1993).
quences on the relative contents between gas phase and
grain surface for the different components of a given
model. Figure 10 shows the mean abundance5 of a selec-
tion of species, in the gas phase and on the grain surface,
for the core, the outflow, the disk, the pseudodisk, and
the envelope of the MU10Θ0 model. While the mean ice
abundances of a species is often similar for all compo-
nents, except the central core where ices are sublimated,
the gas phase abundances strongly depend on the com-
ponent. Ice abundances do vary, but are less sensitive
than gas phase abundances, because they are often the
reservoirs. Abundances values depend on species, but a
similar pattern can be seen for all species. Mean val-
ues are maximal in the central core, then we observe a
gradual depletion as a function of the component: the en-
velope, where the depletion is low, then the pseudodisk,
the outflow, and finally the disk, where the depletion is
the highest. This behavior is a direct consequence of the
amplitude of the gas-grain interaction, which is enhanced
when the density is higher, until the temperature is high
enough to allow thermal desorption. Figure 10 also shows
the different size of abundances ranges, as a function of
species and component. Generally, ranges are small in
the envelope, because this component is homogeneous in
term of temperature and density conditions, while ranges
are big in the disk and the pseudodisk because these com-
ponents present inhomogeneity, due for example to the
spiral arms where the density is very high and the tem-
perature is low, or to regions close to the core where the
temperature is high. These ranges depend also on the
species because they do not have the same desorption
energy.
3.2.1. Distribution of the molecules
We now describe the distribution of the main molecules
among the core, the outflow, the disk, the pseudodisk,
and the envelope of the models. In this section, total
abundances refer to the total content of species present
in the gas phase and on the grain surface.
Figure 4 of HW13 shows the starting total abundances
in the initial cloud, that can be compared to the following
total abundances. Chemistry occurring during the cloud
phase, before the start of the collapse, is discussed in
HW13.
Carbon, nitrogen, and oxygen reservoirs— The main
carbon-bearing molecules of MU10Θ0 are, from the most
to the least abundant, CH4, CO, H2CO, CH3OH, and
CH3C2H. Their mean total abundances are respectively
5.6 × 10−5, 5.5 × 10−5, 2.0 × 10−5, 9.0 × 10−6, and
5.9×10−6. The values do not depend significantly on the
component. These carbon-bearing molecules are mainly
located on the grain surface due to the density and tem-
perature conditions, except in the core where they are in
the gas phase. These results are similar for all models.
As an example, the total abundance of CO in the enve-
lope and the outflow of MU2Θ0 is 5.4 × 10−5, and the
total abundance of CH3OH is 9.3 × 10
−6. These values
are very close to the values obtained with the MU10Θ0
core model.
The main nitrogen-bearing molecules of MU10Θ0 are,
from the most to the least abundant, NH3, N2, HCN,
5 We apply Equ. 15 with X ≡ A(CO). A(CO) follows Equa-
tion 5.
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Table 7
Characteristic timescales for adsorption and desorption of CO, as a function of the density and the temperature.
Gas Gas Adsorption Corresponding Grain Desorption
temperature density timescale radius in Figure 9 temperature timescale
[K] [cm−3] [AU] [K]
10 1(6) 3.6(3) yr 2000 10 2.7(30) yr
10 1(10) 4.4 months 100 10 2.7(30) yr
15 1(10) 3.6 months 60 15 6.2(13) yr
20 1(10) 3.1 months 40 20 2.9(5) yr
25 3(10) 28 days 26 25 3 yr
30 3(10) 26 days 20 30 12 h
35 5(10) 24 days 16 35 3 min
40 5(10) 22 days 14 40 3 s
50 1(11) 20 days 11 50 10 ms
60 1(11) 18 days 10 60 0.2 ms
Note. — a(b) means a×10b. A detailed calculation of timescales is given in appendix B. Each gas temperature and density pair roughly
corresponds to a specific radius in Figure 9. Sublimation of CO ices is then observed around 25 AU from the central core.
CH3NH2, and HNC. Note that the main nitrogen reser-
voir is NH3 instead of N2, due to the values of some
gas-phase rate constants that we have taken into ac-
count following Daranlot et al. (2012). The mean total
abundances of NH3, N2, and CH3NH2 are respectively
3.1 × 10−5, 1.2 × 10−5, and 2.3 × 10−6 in all models
and components. Contrary to HCN, which has a to-
tal abundance of about 3 − 4 × 10−6 in all models and
components, the HNC total abundance depends more on
models and components than the other main nitrogen-
bearing molecules, and therefore would be a good chem-
ical tracer of the intensity and orientation of the mag-
netic field and the nature of the component. Its total
abundance is (4.6 − 4.7)× 10−7 in the envelope and the
pseudodisk of every model, except in the pseudodisk of
MU200Θ0 where its value decreases to 5.9 × 10−8. In
the disk of MU10Θ45, its total abundance is 1.4× 10−7,
and it is 3 times higher for MU10Θ0, whereas it is 30
times lower for MU200Θ0. Its total abundance range is
(3.6− 4.7)× 10−7 in the outflows of the different models,
and is (1.3 − 2.5) × 10−8 in the central cores. HNC is
very dependent on the temperature conditions. After its
desorption from the grain, it can be quickly destroyed in
the gas phase through ion neutral reactions due to its
highly polar nature, and as a consequence its total abun-
dance can be highly decreased (see also Hincelin et al.
2013). The ion-neutral chemistry involved in the destruc-
tion of HNC has a timescale of about 50 yr at 100 K and
1010 cm−3, much lower than the dynamical timescale of
the disk of the MU200Θ0 model which is about 1,200 yr
(see also Section 3.3). Results on gas phase HNC and
HCN will however need to be confirmed using more re-
cent data on their chemistry (Loison et al. 2014).
The main oxygen-bearing molecules are H2O, CO,
H2CO, and CH3OH. The mean total abundance of wa-
ter relative to the total density of hydrogen is 6.5×10−5,
and it depends neither on component nor on model. Wa-
ter is principally located on the grain surface except in
the warmer portion of the central core. Other oxygen-
bearing species, such as O, O2 and CO2, are not very
abundant due to the oxygen-poor elemental abundances
we have chosen to reproduce observations of molecular
clouds (see Hincelin et al. 2011, for a detailed discus-
sion). Abundances of these three species are 10−9 to
10−17, 10−11 to 10−13, and about 3 × 10−8 respectively,
depending on the component. The high density also in-
creases the depletion of gas-phase atomic and molecular
oxygen which then react with H on the grain surface to
form water ice (Hincelin et al. 2011).
Charge carriers— The dominant charged species in the
envelope do not depend on models, and are the follow-
ing: electrons, H+3 , N2H
+, and H+, with abundances
relative to the total density of hydrogen ranging from
∼ 10−9 to ∼ 10−10. This is also true in pseudodisks of
all models, except MU200Θ0 where negatively charged
grains become the second most abundant charge carrier.
Since MU200Θ0 presents fragmentation, the pseudodisk
includes high density regions surrounding the fragments.
Thus, recombinations between electrons and cations in
the gas phase are more frequent, which explains the
larger relative abundance of these charged grains com-
pared to other charged species. From a general point
of view, the denser the medium, the higher the relative
abundance of negatively charged grains, and the lower
the ionization fraction (Nakano et al. 2002). This re-
sult is directly linked to the estimate of non-ideal MHD
resistivities (Ohmic, ambipolar and Hall, e.g., Li et al.
2011) which are computed from the abundances of the
different charge carriers. The resistivities regulate the
transport of magnetic flux and of angular momentum
in collapsing cores, as found in recent non-ideal MHD
simulations (e.g., Li et al. 2014b; Tomida et al. 2015;
Tsukamoto et al. 2015). This result is particularly high-
lighted in disks and cores where charged grains become
the second or the first most abundant charge carrier. For
example in the MU10Θ0 model, the ionization fraction
is 4.6 × 10−12 and 9.0 × 10−12 respectively in the core
and the disk, while it is 4.8× 10−9 in the envelope. The
contributions of negatively charged grains to the ioniza-
tion fraction are 39 %, 20 %, and 0.04 % respectively in
the core, the disk, and the envelope.
Complex organic molecules— We consider as Com-
plex Organics Molecules (COMs), molecules with six
atoms or more, and which contain the element car-
bon (Herbst & van Dishoeck 2009). The most abundant
COM produced in our simulations is methanol (CH3OH),
which is located on the grain surface (except in the cen-
tral core, where it has been desorbed). Its mean total
abundance of 9.0(±0.1)× 10−6 is roughly the same in all
models and all components. Once CO is formed in the
gas phase and is adsorbed on grain surfaces, it is rela-
tively efficiently hydrogenated, due to diffusion of hydro-
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Figure 9. Temperature, density, and CO abundances of particles
that belong to the equatorial midplane (where |z| < 10 AU) as a
function of the radius, at the end of the MU10Θ0 model simulation.
The density dispersion (from 109 to 1011 cm−3) between around 20
and 100 AU is due to the spiral arms, where the density is locally
higher than the surrounding area, and has a direct consequence on
the gas phase abundances through adsorption on grain surfaces.
gen atoms following the Langmuir-Hinshelwood mech-
anism, into HCO, H2CO, H2COH, and finally CH3OH
(Charnley et al. 1997).
The most abundant oxygen and nitrogen bearing
COMs in envelopes, after methanol, are CH3NH2 (with a
mean total abundance of 2× 10−6), C2H5CN (3× 10
−7),
H2C3O (2 × 10
−8), CH3CN (9 × 10
−9), and NH2CHO
(8 × 10−9). These COMs are formed at low tempera-
ture and high density (∼ 10 K and ≥ 105 cm−3) on
the grain surface by successive H atom recombinations
(Hasegawa et al. 1992). The chemistry is already ac-
tive during the cloud phase, before the collapse, towards
the end of which their abundances are already high.
For example, the formation of methylamine (CH3NH2)
starts from the recombination on the grain surface be-
H2O
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Figure 10. Mean abundances of a selection of species, relative to
the total density of hydrogen nuclei, on the grain surface (top), and
in the gas phase (bottom), for the MU10Θ0 model at the end of the
simulation. Abundances are averaged over the number of tracer
particles that belong to a given component (core, outflow, disk,
pseudodisk, or envelope) – see Footnote 5. Black lines show ranges
of abundance values, for a given species in a specific component.
tween N and CH2. Then, the product H2CN is succes-
sively hydrogenated to form CH3N, CH2NH2, and finally
CH3NH2. The formation of acetonitrile (CH3CN) and
cyclopropenone (H2C3O) start from the surface reaction
N+C2 and O+C3, respectively, and then H atoms recom-
bine with the products. These COMs stay on the grain
surface in the ices, until they come close to the central
core itself or the inner region of the disk. However, COMs
such as CH3OCH3 and HCOOCH3 are not abundant
during this period, with a low total abundance of around
1 × 10−13 and 4 × 10−13 respectively at the end of the
cloud phase, and not much more in the cold collapsing
envelope. These molecules seem to form on the surface
of grain only by recombination of radicals, as explained
by Garrod et al. (2008), and so they need a higher tem-
perature to allow some diffusion. Recent observations
however show a non-negligible gas-phase abundance of
∼ 10−11 or more for CH3CHO, CH3OCH3, HCOOCH3,
and other COMs in cold prestellar cores (Bacmann et al.
2012; Vastel et al. 2014) and cold envelopes of low-mass
protostars (O¨berg et al. 2010; Jaber et al. 2014), which
challenge existing chemical models. The origin of these
COMs is not very well understood yet, but some expla-
nations have been proposed involving e.g. non-thermal
desorption (Vasyunin & Herbst 2013; Chang & Herbst
2014; Vastel et al. 2014), Eley-Rideal and complex induc-
ing reactions (Ruaud et al. 2015), and gas-phase forma-
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tion routes involving halogen atoms and radiative asso-
ciation (Balucani et al. 2015; Vasyunin & Herbst 2013).
Envelopes also contain many hydrocarbons which are rel-
atively abundant compared to the other abundant COMs
(CH3OH, CH3NH2, etc); e.g., CH3C2H (6×10
−6), C2H6
(2 × 10−6), C4H4 (2 × 10
−7), C5H4 (7 × 10
−8), C9H4,
C7H4, and C6H4 (1×10
−8), and C8H4 (3×10
−9). These
long chain molecules are formed due to the carbon-rich
elemental abundances (C/O > 1; Wakelam et al. (2006);
Hincelin et al. (2011)).
Among COMs cited above, the nature and mean to-
tal abundance of the molecules in pseudodisks, outflows,
and disks are roughly the same as those in envelopes,
except for the MU200Θ0 model. The pseudodisk of
model MU200Θ0 holds a slightly higher total abundance
of NH2CHO (1 × 10
−8), while a significant higher total
abundance of this molecule is seen in the disk (6×10−8).
When H2CO, which has been formed on the grain surface
during the cold phase of the cloud, desorbs from the grain
surface during the collapse at around 40 K, a larger total
abundance of this molecule in the gas phase enhances the
formation of NH2CHO through the gas phase reaction
NH2 +H2CO
6. In the disk of the MU200Θ0 model, the
mean abundance of HCOOCH3 is enhanced due to grain
surface reactions to a value equal to 2 × 10−9. Carbon
chains, such as C2H4, C6H6, C8H4, and C6H2 are also
formed more efficiently than in other models, because
of the medium temperature and high density that re-
spectively promotes grain-surface diffusion and increases
adsorption.
Due to a significantly higher mean temperature,
cores present higher total abundances for some COMs.
NH2CHO is more abundant in all cores, compared to the
other components, by roughly a factor of 10. HCOOCH3
is also very abundant in cores compared to other compo-
nents, reaching a mean value of 10−8 in MU10Θ45 and
(2 − 4)× 10−9 in other models. Long carbon chains are
enhanced in cores to values in the range (1− 10)× 10−9.
Note that these values are averaged over the total num-
ber of particles that belong to a component, so they
do not reflect the variety of abundances that can be
present within one component. A good example of ”ac-
tive chemistry” (as opposed to physical mechanisms such
as desorption and adsorption) inside a specific area of
the collapsing dense core is given by methyl formate
(HCOOCH3) as shown in Figure 11. This figure shows
the abundance of methyl formate in the MU10Θ0 model,
in the gas phase and on the grain surface, including ev-
ery particle inside a 1003 AU3 cube projected on the x-y
plane. Methyl formate is efficiently formed on the grain
surface, in a ring of matter around the central core, from
8 to 12 AU from the center. Its abundance in the ices
is enhanced from ∼ 10−13 outside the ring to ∼ 10−9
in the ring. This region follows the chemistry of COM
formation of Garrod et al. (2008) but at an early stage.
6 A new value of the rate coefficient has been calculated by
Barone et al. (2015), which was not available at the time of our
simulation. The reaction is found to be almost barrierless, which
facilitates the gas-phase formation of formamide at low tempera-
ture, without the need of grain-surface chemistry if NH2 and H2CO
are abundant enough in the gas phase. We included this reaction
at the time of our calculation, with an estimated rate coefficient
of 10−10 cm3s−1 according to the KIDA database and with the
assumption that the reaction is barrierless.
The high densities involved enhance chemical rates and
decrease chemical timescales. Inside the inner 8 AU,
methyl formate is desorbed and thus its gas-phase abun-
dance is strongly enhanced. However, we must show cau-
tion about its abundances in the very center of the cen-
tral core, where the temperature is larger than 300 K,
since our chemical network does not take into account
accurate rate constants for chemistry above 300 K. We
will improve this point in future simulations following
Harada et al. (2010, 2012).
3.2.2. Chemical evolution along trajectories during the
collapse
As mentioned in the previous section, although adsorp-
tion and desorption dominate, chemistry may have time
to produce molecules even if the collapsing time is short.
This is due to the very high density, close to 1010 cm−3
or even higher depending on the region, which greatly
enhances the total rates of chemical reactions. As an ex-
ample, Figure 12 gives the evolution of the abundance of
HCOOCH3 as a function of time, along the trajectories
of three different particles that belong to the MU10Θ0
model. One particle ends up inside the central core,
while the two others end up in a cold and in a warm
region inside the disk. The figure also displays the tem-
perature and the density of the particles as a function of
time. The evolution can be divided up to three different
phases depending on the particle. During the first one,
the molecules are mainly present in the ice due to the
low temperature, and the gas phase molecules are more
and more depleted as the density increases with time.
It occurs for all three trajectories until about 2000 yr
before the final time. During the second phase, the tem-
perature rises, and methyl formate is efficiently formed
on the grain surface through the radical-radical reaction
HCO + CH2OH. It occurs for both particles which end
in the core and in the warm region of the disk, but at
different times, 1000 and 100 yrs before the final time
respectively. Then, if the temperature is high enough,
methyl formate desorbs. This last phase occurs only for
the particle which reaches the central core, 800 yrs be-
fore the end. Other complex organic molecules, such as
CH3C2H, CH3OCH3, and HC7N, present a similar be-
havior. The abundance of NH2CHO also increases along
the trajectories of the tracer particles, but it is formed in
the gas phase. Its abundance is increased because of des-
orption of reactants involved in its gas-phase formation,
as described in the previous section.
As seen in Figure 12 for HCOOCH3, the abundances
may vary depending on the component of a given model.
Figure 13 presents the abundances as a function of time
for some particularly sensitive species: CN, OCN, OH,
and N2H
+. The abundances evolve along different tra-
jectories of the MU10Θ0 model, i.e. for different tracer
particles that end inside the central core, two different
regions of the disk, the pseudodisk, the outflow, and the
envelope. For a given species, the chemical evolution
can be highly dependent on the trajectory. For example,
while the gas phase abundance of CN in the envelope is a
few 10−12 at the final time, its abundance is about 10−17
in the outflow and the central core. On the other hand,
very different physical conditions between the outflow
and the central core can result surprisingly in roughly
the same abundance of CN. While in the central core,
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Figure 11. Methyl formate (HCOOCH3) abundances on the grain surface (top left) and in the gas phase (bottom left) relative to total
hydrogen nuclei, for particles of the MU10Θ0 model, at the end of the simulation. Particles belong to a (100 AU)3 cube centered on the
first Larson core, and are projected onto the x-y plane. Corresponding temperature (K) and density (cm−3) maps are given in the right
panel.
CN is first desorbed and then destroyed by gas phase
neutral-neutral reactions, in the outflow, CN is first ad-
sorbed and then regenerated by gas phase reactions be-
tween electrons and ions. Besides the dependence on the
trajectory, we also observe a dependence on the species
for one given trajectory. While the abundances are all
decreasing in the envelope for the four species – due to
adsorption of the species or their precursors because of
the increasing density and the low temperature – they
can differ for other components. On the one hand, the
abundances of CN, OCN, and OH for the warm disk all
tend to decrease until a few hundred years before the fi-
nal time, and then rise. On the other hand, we observe
a significant increase of the abundance of N2H
+, about
two orders of magnitude, around 200 yr before the final
time, and then a huge decrease, about six orders of mag-
nitude. N2H
+ is first efficiently formed by the reaction
H+3 +N2. Then, CO and CH4 desorb and quickly destroy
N2H
+.
Abundances may also be sensitive to the chosen model,
for the same component, because the matter may have
a different physical history. To give an example, Fig-
ure 14 presents the chemical evolution of N2H
+, HNO+,
OCN, and HS+ for four different particles (one for each
model) that end their trajectory inside the pseudodisk.
We do not observe a significant difference among the
abundances of one given species for the four trajectories,
until 2000 yr before the end of the simulation. After this
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Figure 12. Evolution of the temperature (top panel) and the
density (middle panel) of three different particles that belong to the
MU10Θ0 model. The particles end their trajectory in the central
core (dotted line) and the cold (solid line) and the warm (dashed
line) regions of the disk. The bottom panel shows the associated
abundances of methyl formate HCOOCH3 in the gas phase (gray)
and the ice (black).
time, the abundances tend to split more or less widely,
from a factor of a few to several orders of magnitude.
These different abundances obviously come from the dif-
ferent physical conditions the particles undergo during
the collapse. Note that the present physical conditions
may not reset the effect of the past history. This is the
case for the two particles of MU10Θ0 and MU2Θ0. Their
temperature evolutions are the same, but their density
evolutions differ. The particle from the second model
undergoes a steeper variation. Even though its initial
and final densities are the same as the other particle, the
abundances of the four species are still finally different
by a factor 2 to 6 depending on the species. Even if these
factors are small compared to the typical uncertainty of a
gas-grain code – about one order of magnitude in abun-
dance – this result yields important information on a
possible degeneracy. The same physical condition at a
given time may correspond to different chemical results,
because a fraction of the past dynamical history was dif-
ferent from one component to the other. This difference
induces some possible limitation on the precise derivation
of the dynamical history from observed abundances.
3.3. Chemical versus dynamical timescales
A comparison between chemical timescales and dy-
namical timescales is helpful to verify the usefulness of
the time dependency of both physics and chemistry in
parallel. If these timescales are similar, then pseudo-
time dependent models, where physics or chemistry is
evolving while the other is fixed, may be less appropriate
to compute an accurate chemical evolution.
On the one hand, the dynamical timescale is specific
to the considered component. The dynamical timescale
of the collapsing envelope can be computed considering a
free-fall collapse, and is equal to 4.5×104 yr. The dynam-
ical timescale of the disk is given by its rotational period.
According to the azimuthal velocities of the matter, this
period is about 1,500 yr. The dynamical timescale of the
outflow is given by its radial velocity: 500 to 1,000 yr is
the time required by the matter to go from the central
core to the upper edge of the outflow, depending on the
core model. Finally, the dynamical timescale of the cen-
tral core can be computed using the sound speed, which
is about 20 yr.
On the other hand, the chemical timescale is not a
unique quantity. For our problem, desorption and ad-
sorption timescales are involved, as well as gas-phase
and grain-surface reaction timescales. The chemical
timescale is often dependent on the temperature, the
density, the considered species and their abundances, and
the time, so it is not a simple quantity to estimate and
needs to be used with caution. We refer to Appendix B
for a detailed calculation of adsorption and desorption
timescales and to Table 7 for an application of the calcu-
lation for CO. While adsorption timescales are similar to
or lower than the different dynamical timescales, desorp-
tion occurs as quickly as the dynamics once a temper-
ature threshold is surpassed, which is 20 K for CO for
example. As examples, the adsorption timescale for CO
is about 4 × 103 yr in the collapsing envelope, which is
about 10 % of its dynamical timescale. However, the des-
orption timescale for CO can be considered to be infinite
(about 1020 times the age of the universe) and thus is
not efficient in the envelope. Ion-neutral reactions form
the bulk of the gas-phase chemistry and their timescale
is computed by
τi−n = (ki−n[ions])
−1
= (ki−nfin)
−1
, (17)
where ki−n is the rate coefficient for ion-neutral reactions
(in cm3s−1), [ions] is the concentration of ions (in cm−3),
fi is the ionization fraction, and n is the gas-phase den-
sity (in cm−3). The rate coefficient ki−n is generally
about 10−9 cm3s−1, the so-called Langevin value, which
leads to a chemical timescale of approximately 3×104 yr
in the envelope, 300 yr in the disk, and 1 yr in the cen-
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Figure 13. Temperature and density as a function of time along six different trajectories, and the corresponding gas phase abundances
of CN, OCN, N2H+, and OH. The tracer particles end their trajectories inside different regions of the MU10Θ0 model: the central core
(dashed line), the pseudodisk (long dashed line), the outflow (dashed and single dotted line), the envelope (dashed and triply dotted line),
the warm region of the disk (solid line), and the cold region of the disk (dotted line). The particles that end in the central core and the
disk are the same ones as in Figure 12.
tral core. It is similar to the dynamical timescale of the
envelope, while it is about a factor of 10 smaller than
the dynamical timescales of the disk and the core, which
means that gas-phase chemistry influences the system
much faster in the disk and the core than in the envelope
during the dynamical evolution of the matter.
The grain-surface chemical timescale is given by
τsurf ≃
1
kdiffnice
≃
nd
Rdiffnice
=
ndNs
ν exp(− Eb
kBT
)nice
,
(18)
where nice is the concentration (in cm
−3) of ice, nd the
granular concentration (in cm−3), Ns the total number
of sites on the surface of one grain, ν the characteris-
tic adsorbate vibrational frequency, Eb the energy bar-
rier against diffusion, and Rdiff the thermal diffusion
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Figure 14. Temperature and density as a function of time along four different trajectories, and the corresponding gas phase abundances of
N2H+, HNO+, OCN, and HS+. The tracer particles end their trajectories inside the pseudodisk of the four models: MU10Θ0 (solid line),
MU10Θ45 (dotted line), MU2Θ0 (dashed line), and MU200Θ0 (dashed and single dotted line). The particle that ends in the pseudodisk
of MU10Θ0 is the same one as in Figure 13.
rate. If we compute the timescale for CO to react on
the surface – assuming it can react with the entire ice,
which means that this timescale is a lower limit – with
a fractional abundance of ice equal to 10−4, we obtain
2× 104 yr at 10 K, and less than a year at 15 and 20 K.
We however emphasize that the grain-surface chemistry
timescale is meaningful once molecules are adsorbed on
the grain surface, so it has to be added to several ad-
sorption timescales to be compared with the dynamical
timescale. We see that in the envelope, the grain-surface
chemistry does not have time to efficiently change the
chemical composition. Because of the long timescale of
this process in the envelope, the chemical steady-state
is shifted to longer times compared with pure gas-phase
chemical modeling. Note that chemical equilibrium is not
reached either because reverse reactions do not occur in
our system, mainly prevented by their endothermicity.
See Appendix C for more detail on chemical steady-state
and equilibrium.
Several gas-phase chemical timescales are needed to
significantly modify the abundance of species. The re-
sulting timescale is longer than the time for the initial
uniform sphere to change to a Bonnor-Ebert-like density
profile, which is less than 104 yr in our simulation. Ad-
sorption starts to occur during this transitional period,
but the grain-surface chemical timescale is very long at
10 K. Abundances of species are thus not significantly
dependent on our initial physical structure.
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To conclude, the chemical timescale is often not negligi-
ble compared to the dynamical timescale and vice-versa,
which shows the importance of modeling both chemical
and dynamical evolution in parallel.
4. A CHEMICAL DISTINCTION AMONG COMPONENTS
AND CORE MODELS
Some chemical species may only exist in a few compo-
nents or a few core models, or at least present a huge vari-
ation of their abundance among these different regions.
Thus, they could be good candidate as tracers. We try
to identify such species and present the results in this
section. Our aim is also to identify tracers among these
species that are specific to the components regardless of
the core model, and vice-versa. We refer to the previ-
ous sections for more detail about the physical processes
and the chemical reactions responsible for the variation
of the abundances. Our identification is only based on
the predicted abundances. Detectability of the species
using 3D radiative transfer modeling – such as RADMC-
3D (Dullemond 2012) – needs a dedicated study and will
be the subject of future work.
We have used the following formula to identify the gas-
phase species s with the largest variation of mean abun-
dances7 < A > between two components of the same
model or between two models and the same component:
Σ(s) =
∑
i6=j
| < A(s) >i − < A(s) >j | (19)
where i and j are the components of a given model (first
case), or the models of a given component (second case).
The higher Σ(s), the more sensitive the species s. Ta-
bles 8 and 9 present identified gas-phase chemical species
that are particularly sensitive, along with species ob-
served in first Larson core candidates (see Section 5) and
protoplanetary disks. Table 8 facilitates the comparison
of the different components for a given model, while Ta-
ble 9 facilitates the comparison of the different models for
a given component. We have selected only species with
an abundance larger than 10−12 in at least one compo-
nent or one model. Abundances of species highlighted in
red are higher than those in other components or mod-
els, while species highlighted in blue are depleted. The
symbol * highlights promising tracers whose abundances
are at least higher by a factor 10 in one unique compo-
nent for a given model, or one unique model for a given
component. These tracers are particularly promising to
identify the core model or the component. We discuss
them in the summaries of Sections 4.1 and 4.2.
Tracers presented in this section may not be exclusive
to the first Larson core, and may also pertain to the
second Larson core. However, Vaytet et al. (2013) show
a factor of 2 or more difference in the radial profiles of
the temperature of the first core compared to the second
core, depending on the radius. This difference is non
negligible for the chemistry, thus tracers may change for
the second Larson core. A detailed simulation of the
gas-grain chemistry during the formation of the second
Larson core will be necessary to confirm this hypothesis.
7 Contrary to section 3.2.1, gas phase and grain surfaces abun-
dances are not added together, and the calculation is done for
gas-phase species.
4.1. Differences among components for a given model
As a general trend, species sensitive to components are
more abundant in the envelope or the central core, while
they are less abundant in the outflow, the disk, and the
pseudodisk. The outflow, the disk, and the pseudodisk
are in general cold and dense, which promotes adsorption
and explains the depletion of gas-phase species, while
the high temperature of the central core enhances des-
orption and gas-phase reactions involving the newly des-
orbed species (see Section 3.2). The species CN, HCO+,
N2H
+, HNO, C2H, and H2CN trace the envelope, while
the other species of Table 8 trace the central core. N2H
+
for example is formed in the cold envelope in the gas-
phase, but at higher temperature – in the central core
– once CO and CH4 desorb, it is destroyed in the gas-
phase by these two species (see Section 3.2). A majority
of species shows important difference between the enve-
lope and the outflow or the pseudodisk, allowing a chemi-
cal distinction between the envelope and these two other
components. We present the results for each model in
detail.
MU2Θ0— CN, HCO+, N2H
+, C2H, and H2CN are more
abundant by at least two orders of magnitude in the enve-
lope than in any other component, so are very specific to
this component. The molecules CO, HCN, HNC, H2O,
HNCO, H2CO, NH3, HC3N, C3H2, and CH3OH show
high abundances in the central core, so are specific to
this component. All the species presented in the Table 8
but CN, HCO+, and N2H
+ are mostly depleted in the
pseudodisk. Thus, observing a depletion of these species
in a disk shaped region within a dense core could trace
the pseudodisk of a highly magnetized core.
MU200Θ0— The same group of species as in the MU2Θ0
model (CN, HCO+...) plus HNO are specific to the enve-
lope. The other same group of species (CO, HCN...) are
also specific to the central core. Only the three species
HCN, H2O, and NH3 however are depleted in the pseu-
dodisk. For some species, such as CS, HNC, H2O, H2CO,
and NH3, each component presents a different abundance
from the others, which makes these species particularly
interesting to trace the components. For the disk and
the central core, the ratio HCN to HNC is very far from
unity (around 1000).Gas-phase ion-neutral reactions con-
sume HNC more efficiently than HCN in these warmer
components (see Section 3.2).
MU10Θ0— CN, HCO+, N2H
+, C2H, H2CN, and HNO
are specific tracers of the envelope. As highlighted in red
in Table 8, all the abundant species of the central core
(CO, CS, HCN, HNC...) are more abundant by at least
one order of magnitude in this component than in any
other component. Contrary to the two previous models,
the disk is the component where species are mostly de-
pleted. The disk of this model is dense and on average
colder than the disk of the other models, which favors
adsorption. The species CO, N2H
+, HNO, H2CO, and
NH3 allow differentiation between the disk and the pseu-
dodisk. The outflow is distinguishable from the envelope
using CO, N2H
+, HNO, H2CO, and NH3.
MU10Θ45— CN, N2H
+, HNO, and C2H are more abun-
dant by several orders of magnitude in the envelope than
in any other component. HCO+ and H2CN are also
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abundant in the envelope, but a similar value is obtained
in the outflow for the first species, and in the central
core for the second one. As in the MU10Θ0 model, all
the abundant species of the central core (CO, CS, HCN,
HNC...) are more abundant by at least one order of mag-
nitude in this component than in any other component.
The disk and the pseudodisk are the two regions where
depletion of gas-phase molecules is the most important.
The species CO, N2H
+, and NH3 allow differentiation
between the disk and the pseudodisk. The outflow is dis-
tinguishable from the envelope using CO, N2H
+, HNO,
H2CO, and NH3.
Summary— Some tracers are specific to the components
regardless of the core model, which make them very use-
ful to identify the components of a first Larson core if
we do not know the properties of the core (magnetiza-
tion level and inclination of the rotational axes). The
envelope can be identified by a high abundance of CN,
HCO+, N2H
+, HNO, C2H, and H2CN. The central core
is traced by CO, CS, HCN, HNC, H2O, HNCO, H2CO,
NH3, HC3N, C3H2, and CH3OH. In the other compo-
nents, the abundances of the species are lower than in the
central core or lower than in the envelope, which makes
the identification of the components more complicated.
However, if a disk-like structure is observed, a distinction
can be made between a disk and a pseudodisk regardless
of the core model. The HCN to HNC ratio is higher than
30 in the disk compared to the pseudodisk in every core
model, and H2O, HCO
+, and N2H
+ are more abundant
by an order of magnitude or more in the pseudodisk than
in the disk, except for water for the MU200Θ0 core model
because of its desorption from the grain surface due to
the presence of the hot fragments within the disk. With
a high enough resolution, observation of fragmentation
can however discriminate this last core model. Finally,
our results show that CS, CN, N2H
+, C2H, and H2CN
are less abundant by at least two orders of magnitude
in the outflow than the envelope regardless of the core
model – mainly due to adsorption of the species or their
precursors – which helps to discriminate the outflow from
the envelope.
4.2. Differences among core models for a given
component
Using Table 9, which displays the most sensitive species
to a change in the model for a given component, we ex-
tract the most promising species to trace the magnetiza-
tion level and the Θ angle of a core model.
Envelope— The abundance of a given species within the
envelope varies by at most a factor of two among the dif-
ferent models, so the collapsing envelope does not seem
to be a good target to distinguish one model from the
other. This result was expected, since the mean history
of the matter within the envelope does not vary much
from one model to the other (see section 3.1.2). The
result is however different for the following other compo-
nents.
Central Core— On the one hand, HNO is much more
abundant in the central core of the MU2Θ0 model than
the others, thus is a potential good tracer of a highly
magnetized core. On the other hand, H2CN is much
more abundant in the central core of MU10Θ45 model
than the other models, thus is a potential good tracer
of cores with a misalignment between the magnetic field
and the rotational axis. The central core of MU200Θ0 is
characterized by species with a lower abundance (high-
lighted in blue in Table 9).
Outflow— The outflow of the MU2Θ0 model is well dis-
tinguished by the enhanced abundance of a majority of
species, which are greater by several orders of magni-
tude compared to other models, while the outflow of the
MU10Θ0 model shows depletion of species. The outflow
of the MU2Θ0 model is on average 3 to 4 times warmer
than the other which explains the observed differences.
The abundances for the MU10Θ45 model are generally
higher than for the MU10Θ0 model, by a factor of a
few to one or two orders of magnitude depending on the
species. HCO+ and N2H
+ are especially abundant in
the MU10Θ45 model. For this model, the temperature
is sufficiently low that CO does not desorb much, which
prevents the destruction of N2H
+, and the average den-
sity is lower than in the other models, which decreases the
recombination between electrons and these two cations.
Disk— In general, abundances of gas-phase species are
increased in the sequence going from the disk of MU10Θ0
to MU10Θ45 to MU200Θ0. As an example, CO is more
abundant in the disk of MU200Θ0 than in the disks of
MU10Θ45 and MU10Θ0 by about one and three orders
of magnitude, respectively. CO and HNO allow a good
distinction between the MU10Θ0 and MU10Θ45 models.
Pseudodisk— H2CO trace the MU200Θ0 model, while
N2H
+ is significantly depleted in the MU200Θ0 model.
Summary— Besides the tracers discussed above, we
identified two promising molecules that are specific to
a core model regardless of the component, once the en-
velope is discarded from the other components. We as-
sume the observation is done with a high enough resolu-
tion to take into account the central core, the disk, the
pseudodisk, and the outflow only. One of the promising
molecules, HNO, is specific to the core model MU2Θ0,
with an abundance in its central core and its outflow at
least one order of magnitude higher than in any other
core models. The other promising molecule, H2CN, is
specific to the core model MU10Θ45, with an abundance
in its central core which is higher by an order of mag-
nitude or more than in other core models. The abun-
dance of these two molecules is due to a complex time-
dependent gas-phase competition between destruction by
H, and formation through recombination of cations and
electrons.
5. COMPARISON WITH RECENT OBSERVATIONS
Gerin et al. (2015) observed H2CO and CH3OH in the
outflow of the two first Larson core candidates Barnard
1b-N and 1b-S, which have a high magnetization level
(2 < µ < 7) and an inclined magnetic field. They de-
rived a methanol abundance relative to total hydrogen
nuclei of 5 × 10−9 and 3.5 × 10−8 respectively. Our re-
sults show the abundance of methanol is higher for a
higher magnetization level (on average by a factor of
200), and is also higher if the magnetic field is inclined
(by a factor of 4), which may explain the high observed
abundance. We obtain mean abundances of 3 × 10−13,
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Table 8
Chemical tracers of components
MU10Θ0 MU10Θ45 MU2Θ0 MU200Θ0
Core Out. Disk Pdisk Env. Core Out. Disk Pdisk Env. Core Out. Pdisk Env. Core Disk Pdisk Env.
CO 6(-05)* 5(-10) 2(-10) 9(-10) 1(-07) 6(-05)* 2(-09) 3(-08) 2(-09) 2(-07) 5(-05)* 6(-07) 1(-09) 2(-07) 5(-05)* 3(-07) 4(-09) 1(-07)
CS 9(-11)* 7(-16) 1(-17) 9(-16) 1(-11) 2(-10)* 5(-15) 3(-15) 5(-15) 2(-11) 4(-11) 8(-14) 1(-15) 1(-11) 5(-10)* 2(-13) 3(-15) 1(-11)
CN 2(-17) 5(-16) 5(-18) 8(-16) 4(-10)* 7(-18) 1(-14) 3(-15) 1(-14) 6(-10)* 2(-17) 5(-15) 2(-15) 4(-10)* 4(-17) 2(-16) 1(-16) 3(-10)*
HCO+ 3(-19) 3(-13) 2(-14) 4(-13) 6(-11)* 1(-19) 1(-12) 1(-13) 8(-13) 7(-11)* 2(-19) 1(-14) 4(-13) 6(-11)* 9(-19) 5(-16) 2(-14) 5(-11)*
N2H+ 4(-20) 2(-12) 1(-13) 3(-12) 4(-10)* 1(-20) 8(-12) 7(-14) 7(-12) 4(-10)* 3(-20) 6(-15) 5(-12) 4(-10)* 9(-20) 2(-16) 5(-14) 3(-10)*
HCN 4(-06)* 7(-16) 3(-16) 2(-15) 2(-10) 4(-06)* 1(-14) 4(-13) 1(-14) 3(-10) 4(-06)* 2(-10) 3(-15) 2(-10) 1(-06)* 1(-10) 3(-14) 2(-10)
HNC 1(-08)* 3(-16) 1(-17) 6(-16) 2(-10) 2(-08)* 8(-15) 1(-14) 7(-15) 3(-10) 3(-08)* 1(-11) 1(-15) 2(-10) 4(-09)* 2(-13) 2(-15) 2(-10)
HNO 6(-13) 2(-12) 1(-13) 2(-12) 3(-10)* 1(-18) 9(-12) 4(-12) 7(-12) 4(-10)* 1(-10) 1(-10) 3(-12) 4(-10) 4(-15) 4(-12) 2(-12) 3(-10)*
C2H 2(-17) 2(-15) 2(-17) 3(-15) 2(-11)* 2(-18) 2(-14) 8(-16) 1(-14) 3(-11)* 2(-17) 4(-15) 5(-15) 3(-11)* 2(-17) 2(-16) 5(-16) 2(-11)*
H2O 6(-05)* 4(-14) 2(-16) 4(-14) 3(-10) 7(-05)* 5(-13) 1(-14) 3(-13) 4(-10) 6(-05)* 7(-11) 6(-14) 3(-10) 2(-06)* 2(-11) 2(-13) 3(-10)
HNCO 6(-08)* 7(-19) 3(-20) 9(-19) 3(-14) 6(-08)* 2(-17) 1(-17) 1(-17) 4(-14) 6(-08)* 9(-14) 2(-18) 3(-14) 1(-08)* 7(-14) 2(-17) 3(-14)
H2CN 7(-12) 2(-16) 6(-19) 5(-16) 1(-10)* 1(-10) 9(-15) 3(-17) 5(-15) 1(-10) 2(-12) 6(-15) 1(-15) 1(-10)* 3(-12) 4(-16) 1(-16) 7(-11)*
H2CO 2(-05)* 2(-12) 1(-13) 2(-12) 2(-10) 2(-05)* 9(-12) 6(-12) 6(-12) 3(-10) 2(-05)* 7(-10) 3(-12) 3(-10) 6(-06)* 3(-09) 2(-11) 2(-10)
NH3 3(-05)* 2(-12) 5(-14) 4(-12) 6(-09) 3(-05)* 2(-11) 9(-13) 1(-11) 8(-09) 3(-05)* 1(-09) 6(-12) 6(-09) 2(-06)* 2(-10) 7(-12) 5(-09)
HC3N 2(-09)* 8(-17) 4(-18) 1(-16) 4(-13) 2(-09)* 2(-16) 1(-16) 2(-16) 7(-13) 1(-09)* 8(-14) 1(-16) 5(-13) 3(-10)* 5(-14) 5(-16) 4(-13)
C3H2 5(-10)* 7(-15) 2(-17) 8(-15) 4(-12) 6(-10)* 5(-14) 1(-15) 3(-14) 5(-12) 4(-10)* 2(-13) 1(-14) 5(-12) 2(-10)* 3(-13) 1(-14) 4(-12)
CH3OH 9(-06)* 3(-13) 6(-15) 3(-13) 3(-11) 9(-06)* 1(-12) 1(-13) 7(-13) 4(-11) 9(-06)* 7(-11) 4(-13) 3(-11) 5(-07)* 6(-11) 1(-12) 3(-11)
Note. — Core, Pdisk, and Env. refer to central core, pseudodisk, and envelope, respectively. a(−b) means a × 10−b and displays the mean abundances relative to total hydrogen
for a selection of species, at the final time of simulation, of all components from each model. For each model, the highest and the lowest abundance of a given species are respectively
in red and blue. Abundances with a higher value by a factor 10 or more in one unique component for a given model, compared to all other components of this model, are marked by
a * symbol. These marked species are particularly promising to trace the component.
Table 9
Chemical tracers of models
Core Outflow Disk Pseudodisk
MU10Θ0 MU10Θ45 MU2Θ0 MU200Θ0 MU10Θ0 MU10Θ45 MU2Θ0 MU10Θ0 MU10Θ45 MU200Θ0 MU10Θ0 MU10Θ45 MU2Θ0 MU200Θ0
CO 5(-10) 2(-09) 6(-07)* 2(-10) 3(-08) 3(-07)* 9(-10) 2(-09) 1(-09) 4(-09)
CS 9(-11) 2(-10) 4(-11) 5(-10)
CN
HCO+ 3(-13) 1(-12) 1(-14)
N2H+ 2(-12) 8(-12) 6(-15) 3(-12) 7(-12) 5(-12) 5(-14)
HCN 7(-16) 1(-14) 2(-10)* 3(-16) 4(-13) 1(-10)*
HNC 1(-08) 2(-08) 3(-08) 4(-09) 3(-16) 8(-15) 1(-11)*
HNO 6(-13) 1(-18) 1(-10)* 4(-15) 2(-12) 9(-12) 1(-10)* 1(-13) 4(-12) 4(-12)
C2H
H2O 6(-05) 7(-05) 6(-05) 2(-06) 4(-14) 5(-13) 7(-11)* 2(-16) 1(-14) 2(-11)*
HNCO
H2CN 7(-12) 1(-10)* 2(-12) 3(-12)
H2CO 2(-05) 2(-05) 2(-05) 6(-06) 2(-12) 9(-12) 7(-10)* 1(-13) 6(-12) 3(-09)* 2(-12) 6(-12) 3(-12) 2(-11)*
NH3 3(-05) 3(-05) 3(-05) 2(-06) 2(-12) 2(-11) 1(-09)* 5(-14) 9(-13) 2(-10)*
HC3N 2(-09) 2(-09) 1(-09) 3(-10)
C3H2
CH3OH 9(-06) 9(-06) 9(-06) 5(-07) 3(-13) 1(-12) 7(-11) 6(-15) 1(-13) 6(-11)*
Note. — Same as Table 8 but for model sensitivity. Among these gas phase species, only the ones with an abundance ≥ 10−12 in one or more models for a given component and
with a significant sensitivity to the model (minimum of about a factor 10) are displayed to facilitate the reading. For each component, the highest and the lowest abundance of a
given species are respectively in red and blue. Abundances with a higher value by a factor 10 or more in one unique model for a given component, compared to all other models for
this component, are marked by the * symbol. These marked species are particularly promising to trace the model. The envelope does not show any tracer allowing a differentiation
between models.
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1 × 10−12, and 7 × 10−11 and maximum abundances
of 6 × 10−12, 1 × 10−10, and 9 × 10−6 for MU10Θ0,
MU10Θ45, and MU2Θ0 respectively. Note that a prob-
ably more adequate model for this specific source would
contain 2 < µ < 7 and Θ 6= 0.
Huang & Hirano (2013) and Hirano & Liu (2014) also
observed these two sources. They derived the same
N2H
+ abundance and a similar HCO+ abundance to
what we obtained in the collapsing envelope. They also
suggest a depletion of CO in the dense gas around the
two sources, as we obtain in the envelope.
Tsitali et al. (2013) observed the first Larson core can-
didate Chamaeleon-MMS1. They derived abundance
profiles for CS, HCO+, and CO that show a decrease
from the outer radius (∼ 104 AU) to the inner radius
(∼ 20 AU). The abundances vary from 10−9, 10−8, and
10−5 in the outer radius to 10−15, 10−11, and 10−7 in the
inner radius, for CS, HCO+, and CO, respectively. Our
results show the same values in the outer radius, and the
same trend towards the inner radius.
Jaber et al. (2014) derived abundances of several
COMs from observation of the cold envelope of
IRAS16293, a solar-type Class 0 protostar. Although
our simulation stops before the second Larson core, the
cold envelope may not evolve drastically so it is wor-
thy to compare with these recent observations. The ob-
served COMs with their derived abundances are H2CCO
(∼ 10−11 relative to the total proton density), CH3CHO
(∼ 10−9), NH2CHO (∼ 10
−12 to ∼ 10−10), CH3OCH3
(∼ 10−10 to ∼ 10−8), and HCOOCH3 (∼ 10
−11 to
∼ 10−9). A range in the results may exist because of
the radial dependence of the abundance, from ∼100 AU
to ∼10,000 AU. Our models reproduce the observation
of H2CCO and NH2CHO but not for the other molecules
because we do not yet include the new proposed gas-
phase or surface routes to form them (see the discussion
about COMs in Section 3.2.1).
Kwon et al. (2015) observed N2H
+ lines towards the
young Class 0 protostellar system L1157. They identi-
fied the outer collapsing envelope with a double-peaked
feature and observed a central hole in the N2H
+ flux,
as suggested by our computed abundances of N2H
+ in
the central core and the collapsing envelope, as shown in
Table 8.
6. SUMMARY AND CONCLUSION
We have followed the physical and chemical evolu-
tion of several collapsing prestellar dense cores, from the
molecular cloud stage to the formation of the first hydro-
static core, also called the first Larson core. To do so, we
coupled the full gas-grain chemical code NAUTILUS with
the radiative magneto hydrodynamical code RAMSES.
RAMSES provides a detailed 3D time-dependent physical
structure, while NAUTILUS allows us to follow the full gas-
grain chemistry for the majority of the existing interstel-
lar molecules. The combination of both is thus a powerful
tool to study astrophysical objects, such as dense cores in
this present study. Both chemistry and physics evolve as
a function of time8, and we emphasize the fact that the
chemistry reaches neither equilibrium nor steady state,
which makes this time-dependent coupling an important
8 Note that in our simulation, feedback from the chemistry on
the dynamics is not possible.
point of our work. The chemical timescale is often not
negligible compared with the dynamical timescale and
vice-versa, which indicates the importance of modeling
both chemical and dynamical evolution in parallel.
We used different assumptions concerning the mag-
netic field of these cores, namely on its intensity and
inclination. We realized in total four different simula-
tions, from a quasi pure hydrodynamical simulation to
a highly magnetized core simulation. Each collapsing
core can be divided in up to five different components:
a central core (the first Larson core), an outflow, a disk,
a pseudodisk, and an envelope. After a separation of
these components using criteria on the velocity field, the
kinetic energy and the thermal energy, we have studied
the physical and chemical characteristics of each com-
ponent, for each model, and highlighted the noticeable
differences.
We first described the size of the components at the fi-
nal step of our simulations, and their density and temper-
ature conditions, and then explored their prior history,
during the collapse. Besides their final state, each com-
ponent often has a specific and unique physical history,
which can even be different from the same component of
a different model.
Then, we described the distribution of the molecules,
namely the principal reservoirs of carbon, nitrogen, and
oxygen, and the charged species and complex organic
molecules as well. We also took a closer look at the
chemical evolution along a few representative trajecto-
ries. Even though the duration of the collapse is short,
a few times 104 yr, the chemistry may have time to no-
tably change the abundances of some molecules, such as
methyl formate, on the grain surface. This is mainly due
to the high density condition, which greatly enhances the
total rates of the chemical reactions, and the local tem-
perature that may possess an adequate range of values in
order to allow a fast diffusion on the grain surface with-
out desorption. We also find that for two tracer particles
that share the same initial and the same final physical
conditions, their final chemical content may differ by a
factor of a few due to a different past dynamical history
along their respective trajectories. This distinction may
limit the possibility of deriving a precise dynamical his-
tory from observed abundances.
Since the first Larson core has not been detected with
firm confirmation, we tried to identify some chemical sig-
natures that could help its identification. We performed
a general study to discriminate those species with abun-
dances most sensitive to the considered component and
model, and identified those that are the best tracer can-
didates. While the collapsing envelopes present very sim-
ilar chemical compositions from one model to the other,
this is not the case for the other components. We there-
fore recommend to use a high enough resolution (i.e.
through interferometry) to observe the inner components
within the collapsing envelope, and not focus on the en-
velope itself. Some species have an enhanced abundance
in a given component, while they are depleted in other
components. Besides, the different models may present
significant chemical variation for a given component as
well. Some results for gas-phase species, itemized below,
are particularly important:
1. CN, HCO+, N2H
+, HNO, C2H, and H2CN trace
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the envelope, while the other species discussed in
section 4 trace the central core;
2. NH3, N2H
+, and HCO+ are useful in distinguishing
the disk from the pseudodisk;
3. a majority of the species discussed in section 4 –
CS, CN, HCO+, N2H
+, HNC, C2H, H2CN, and
C3H2 – are useful in distinguishing the envelope
from the outflow or the pseudodisk;
4. the chemistry of the envelope cannot help to make
a distinction between different models of the pres-
tellar cores;
5. the abundances of species are generally higher in
the outflow of a highly magnetized core, which im-
plies that chemistry may be a clue to know more
about the intensity of the magnetic field;
6. HNO and H2CN are unusually abundant in the cen-
tral core of the MU10Θ0 model and the MU10Θ45
model, respectively, which means they may give in-
formation on the strength and the inclination of the
magnetic field;
7. CO and HNO allow a good distinction between the
disks of the MU10Θ0 and the MU10Θ45 models.
Chemistry is thus a promising tool to infer characteris-
tics of first Larson cores and their assorted components.
To have a better quantitative estimation of the observ-
ability of the tracer chemical species, the generation of
synthetics maps of molecular emission will be relevant,
and will be the next step towards a more complete char-
acterization of the collapsing pre-stellar object at the
time of the first Larson core.
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APPENDIX
A. PHYSICAL HISTORY OF PARTICLES: TEMPERATURE AND DENSITY DISTRIBUTIONS OF PARTICLES
Figures 15 to 18 display normalized distributions of the temperature and the density of the particles that belong
at the end of the simulations to the central core, the outflow, the disk, the pseudodisk, and the envelope, for all the
models.
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Figure 15. Normalized distributions of temperature and density of particles that belong at the end of the simulations to the central core,
the outflow, the disk, the pseudodisk, and the envelope, for the MU10Θ0 model. The two left columns and two right columns correspond
respectively to the final time, and to t0 (see text in section 3.1.2).
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Figure 16. Same as Figure 15 for the MU10Θ45 model.
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Figure 17. Same as Figure 15 for the MU200Θ0 model.
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Figure 18. Same as Figure 15 for the MU2Θ0 model.
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B. ADSORPTION AND THERMAL DESORPTION TIMESCALES
Adsorption and thermal desorption are the major processes that affect the evolution of the chemical material in our
simulations, due to the high density and the short collapsing time. The efficiency of these two processes depend both
on physical parameters, such as the temperature, the density, and the gas to dust ratio, and on chemical parameters,
such as the desorption energy and the mass of the species. The characteristic timescales of these processes reflect their
efficiency, and the difference between them tell us if chemical species are mainly present in the gas phase or on the
grain surface. Thus, we present a detailed calculation of adsorption and thermal desorption timescales.
B.1. Adsorption timescale
The adsorption of a molecule X on a grain surface can be represented by the reaction
grain+X −→ JX, (B1)
where X and JX represent the molecule respectively in the gas phase, and on the grain surface. The evolution of the
gas phase density of X , nX(t), is then given by
d
dt
nX(t) = −kadsnX(t)nd, (B2)
where kads is the adsorption rate constant related to B1, nd is the grain density, and t is the time. The adsorption
characteristic timescale τads can be defined as
τads =
∣∣∣∣∣ nX(t)d
dt
nX(t)
∣∣∣∣∣ . (B3)
Using equations B2 and B3, we find that
τads =
1
kadsnd
. (B4)
The adsorption rate constant is a function of the grain cross section σd, the thermal velocity of the gas < v(i) >, and
the adsorption probability Pads
kads = σd < v(i) > Pads. (B5)
If we assume that the gas velocity has a Maxwell-Boltzmann distribution, the rate is written as
kads = σd
√
8kBT
πm(X)
Pads, (B6)
where T is the gas temperature and m(X) is the mass of the species X .
Grain density is linked to the gas density nH2 , the mean molecular mass µm, the proton mass mp, the gas to dust
ratio by mass Rgd, and the grain mass md by
nd =
nH2µmmp
Rgdmd
. (B7)
The adsorption timescale is then a function of the temperature and the density of the matter (that themselves
depend on the time t), and the considered species (through its mass)
τads =
√
π
8kB
Rgdmd
σdPadsµmmp
1
nH2(t)
√
m(X)
T (t)
. (B8)
The adsorption probability is defined as the probability for a gas phase species to thermally equilibrate with the
grain. In our simulations, we use an adsorption probability equal to 1 (D’Hendecourt et al. 1985), even though it
is dependent on some parameters such as the gas and grain temperatures (see for example Fillion et al. 2011), or
the composition and the structure of the grain surface (see for example Buch & Zhang 1991). Experimental studies
show that adsorption probability of heavy molecules (O2, N2, CO, CH4, and H2O) exceed 0.9 (Kimmel et al. 2001;
Bisschop et al. 2006; Acharyya et al. 2007). For light species, Hollenbach & Salpeter (1970), Buch & Zhang (1991),
Masuda et al. (1998), and Al-Halabi & van Dishoeck (2007) show that the adsorption probability is between 0.8 and
1, even though it depends on the grain surface temperature, and the incidence energy of the molecule to the surface.
B.2. Thermal desorption timescale
The desorption of a molecule JX from the grain surface can be represented by the reaction
JX −→ grain+X. (B9)
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The evolution of the grain surface density of the molecule, nJX(t), is then given by
d
dt
nJX(t) = −kdesnJX(t) (B10)
where kdes is the desorption rate constant related to B9. Using a similar definition as B3, the desorption characteristic
timescale τdes is
τdes =
1
kdes
. (B11)
The desorption rate constant is a function of the desorption energy ED(JX)
9, the grain temperature Td, and the
characteristic adsorbate vibrational frequency ν(JX)
kdes = ν(JX) exp
(
−ED(JX)
Td
)
, (B12)
where ν(JX) is given by
ν(JX) =
√
2nsED(JX)
π2m(JX)
, (B13)
ns is the grain site surface density.
The desorption timescale is then a function of the chemical species (through its mass, and its desorption energy),
and the temperature of the matter :
τdes =
√
π2
2ns
√
m(JX)
ED(JX)
exp
(
ED(JX)
T (t)
)
. (B14)
9 We assume that chemical species on grain are physisorbed on
water ice, the main component of the grain mantle (see for example
Hasegawa & Herbst (1993) and Cuppen & Herbst (2007) for more
details on desorption energy).
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C. CHEMICAL STEADY-STATE VERSUS CHEMICAL EQUILIBRIUM
Chemical steady-state and chemical equilibrium are two different concepts. Consider the left-to-right reaction
A + B −→ C+D (C1)
with a rate coefficient kf , wheref stands for ”forward reaction”. For the backward (right-to-left) reaction:
C + D −→ A+ B. (C2)
we label the rate coefficient kb. Now consider the forward and backward reactions to be part of a larger system with
other reactions. The concept of steady-state refers to a situation in which the concentrations of all reactants and the
products will be constant, which means that the time derivatives of the concentrations of [A], [B], [C], and [D] are
zero:
d[A]
dt
=
d[B]
dt
=
d[C]
dt
=
d[D]
dt
= 0. (C3)
and the same condition is reached for all other species in the system. Such a condition can be obtained if for each
molecule in the system, the sum of the rates of assorted reactions to form it is equal to the sum of the rates of assorted
reactions to destroy it. The existence of the steady-state condition does not require that the forward and backward
reactions have the same rate. But chemical equilibrium does require that the forward and backward reactions do have
the same overall rate for each reaction in the system. If we consider the reactions between A and B and between C
and D, chemical equilibrium requires that
kf [A][B] = kb[C][D], (C4)
where the equilibrium constant K is defined by the ratio of the rate coefficients, or by the concentrations of the
reactants and products:
K =
kf
kb
=
[C][D]
[A][B]
. (C5)
Expressed in thermodynamic terms, the overall system reaches equilibrium when the so-called Gibbs free energy
achieves a minimum value. Another thermodynamic expression at equilibrium involves only individual reaction pairs
such as our four species – A, B, C, and D:
K = exp
(
−
∆rG
o
RT
)
, (C6)
where the equilibrium constant is a function of the difference between the Gibbs free energy of products and reactants,
∆rG
o, at their standard states, and the temperature T , where R is the gas constant.
Chemical equilibrium usually needs very high temperatures – more than 1,000 K – to allow all forward and backward
reactions to determine the concentrations of reactants and products in terms of equilibrium constants, so that both
forward and backward reactions can overcome an activation energy barrier or a simple endothermicity for one of
the directions. For example, it is used to model the gas-phase chemistry of the hot atmosphere of giant planets
(Burrows & Sharp 1999). Individual forward-backward pairs of reactions can reach equilibrium at lower temperatures
under unusual conditions such as the system
H+3 +HD⇄ H2D
+ +H2 (C7)
as long as the forward and backward reactions dominate the chemical formation and destruction. In this system, the
left-to-right reaction is exothermic by only 230 K. Under typical dense interstellar conditions, however, the species
H2D
+ can be destroyed more rapidly by reaction with electrons and CO than by the endothermic backwards reaction.
