In this paper we develop a formal definition of chemical space as a discrete metric space of molecules and analyze its properties. To this end, we utilize the shortest path metric on reaction networks to define a distance function between molecules of the same stoichiometry (number of atoms). The distance between molecules with different stoichiometries is formalized by making use of the partial ordering of stoichiometries with respect to inclusion. Calculations of fractal dimension on metric spaces for individual stoichiometries show that they have low intrinsic dimensionality, about an order of magnitude less than the dimension of the underlying reactive potential energy surface. Our findings suggest that efficient search strategies on chemical space can be designed that take advantage of its metric structure.
Introduction
Chemical space [1] [2] [3] [4] [5] is a strange place, both inexplicably vast and imprecisely defined. It is usually cited as a metaphor for the rich and diverse set of possible chemical structures, framing the search for new compounds in the language of space exploration. But if we abstract away from the poetic notion, the case for a rigorous definition of chemical space is easily stated. A space is just a set having some formal structure. 6, 7 Knowing this structure makes finding the chemical structures of interest and comparing them to each other easier and more efficient. As a result, applications such as machine learning for chemistry, synthetic accessibility prediction, and encoding of chemical structures should become more powerful.
What's more, a formal framework provides a language to reason about chemical systems and their relationships.
This paper explores a working definition of chemical space as an ordered set of metric spaces over stoichiometry-preserving reaction networks. The latter are discretized models of reactive potential energy surfaces (PES) with continuous trajectories replaced by discrete heuristic transformation rules. Our construction relies on three main concepts. A metric space is a set having a distance function, also called a metric. 6, 7 We utilize reaction networks in the transition network (TN) representation 8, 9 to define the metric spaces. The network nodes of these reaction networks are collections of molecules (flasks) with constant stoichiometry while the network edges describe heuristic reactive transformations (bond breaking and bond making events). The reaction networks in the TN representation possess as a natural distance function the shortest path metric, which counts the smallest number of network edges (transformations) required to move from one network node to another. [10] [11] [12] The set of network nodes together with the attendant shortest path metric is a representation of the chemical reactivity within the given stoichiometry and defines a metric space, which we will refer to as a stoichiometric chemical space (SCS). Finally, we observe that SCS for different stoichiometries are related to each other by a partial ordering. [13] [14] [15] [16] A partial ordering defines a less-or-equal relationship between objects but allows for some pairs to be incomparable, that is, neither object is less or equal to the other. Taken together, the three conceptsreaction networks, shortest path metric, and partial ordering of stoichiometries-provide us with the formal framework to measure distances between arbitrary molecules. We will be primarily concerned with the analysis of stoichiometric chemical spaces constructed from reaction networks and the shortest path metric in this paper. The applications of the partial ordering property will be addressed in detail in future work.
To test the utility of the above definitions in realistic chemical systems, we investigate the stoichiometric chemical spaces for closed-shell two-carbon and three-carbon organic compounds of carbon, hydrogen, and oxygen. With a robust definition of distances on reaction networks at our disposal, our interest is in analyzing the geometry of the SCS, especially their dimension and characteristic length scales. These parameters are directly related to the efficiency of searching in metric spaces. 17, 18 Our main result is that SCS are low-dimensional, small-world, and broad-scale, but not scale-free. There are two reasons for why these findings are highly encouraging. First, they indicate that the intrinsic dimension of reactive PES is much smaller than their formal dimension. And second, our definition of chemical space appears to be useful indeed as it enables efficient exploration and search. If some interesting applications are to result from it, then our theoretical exercise of constructing a set of new definitions should be well justified.
Many elements of this work have been previously discussed in the chemistry literature.
Reaction networks play a central role in kinetic modeling of complex chemical reactions [19] [20] [21] [22] and origins of life research. [23] [24] [25] [26] The analysis of their graph structures has provided insights into mechanistic complexity and catalysis. [27] [28] [29] Independently, automatic synthesis prediction [30] [31] [32] [33] [34] [35] spurred intensive research in compact representations of molecules and reactions and utilized graph theory to explore the network of synthetic chemistry. [36] [37] [38] [39] 
Methods

Reaction Networks
We begin by introducing the necessary terminology for the chemical space construction. The reaction networks in the TN representation and the iterative heuristics-aided quantum chemistry (HAQC) procedure for generating them are described elsewhere. 8, 9 Briefly, the nodes of the reaction network in the TN representation are collections of molecules (flasks) subject to the constraint that their stoichiometry (total number of atoms) be fixed. We use the Hill
. to describe stoichiometries of flasks and reaction networks. While we limit ourselves to compounds consisting of carbon, hydrogen, and oxygen in this work, the extension to all covalent compounds is straightforward. The edges of the reaction networks in the TN representation are stoichiometry-preserving reactive transformations chosen from a set of heuristic transformation rules. The rule set, shown in Table 1 , describes bond breaking and bond formation patterns and is (i ) complete with respect to the normal polarity rules (δ H < δ C < δ O , where δ denotes the element's electronegativity); (ii ) reversible, meaning that for each bond breaking pattern, the corresponding bond formation pattern must also be included; (iii ) non-redundant due to the fictitious (de)polarization rules (Table 1) to describe multiple-bond reactivity. In the language of "arrow pushing", 54,55 if a reaction can be decomposed as a sequence of "double-barbed" arrow pushes (electron-pair transfers), observing the restrictions given below, it is representable by the heuristic transformation steps in Table 1 .
The HAQC procedure 8, 9 generates new network nodes from existing ones by applying heuristic transformation rules. The energies of the new network nodes are then evaluated using quantum chemical structure optimizations. Because we are interested in the global structure of chemical space, we enumerate all possible reactive transformations in this work.
For other applications, graph search techniques are a much more efficient alternative. The iterative HAQC procedure converges when no new (non-redundant) nodes are produced. The converged reaction network is independent of the composition of the initial network node and is completely defined by the stoichiometry, the set of heuristic transformation rules and the method for evaluating flask energies. It represents the full corpus of chemical reactivity for the given stoichiometry consistent with the heuristic transformation rules.
For efficiency, we make three simplifying assumptions in this work. As mentioned above, we only include polar reactivity rules assuming normal polarity. This restriction ensures that each node in a reaction network has the same average formal oxidation state, separating the non-redox reactivity (within reaction network) from redox reactivity (between reaction networks). Further, we disallow bond breaks adjacent to charged atoms, which prevents the formation of intermediates with multiply charged atoms and electron-sextet (carbene) species. Finally, we limit the sum of absolute charges on each individual molecule to be 2 or less. None of these limitations are fundamental: we impose them for primarily practical reasons to exclude unstable and high-energy species. Our assumptions are worthwhile revisiting in the future but are reasonable for the purposes of this work.
We performed all calculations using our HAQC implementation in the open-source colibri code. 56 The structure optimizations used the PM7 semiempirical method implemented in the MOPAC program 57 and the solvent effects were approximated by the conductor-like solvation model (COSMO) 58 with the effective dielectric constant of water, ε = 78.4. The energy of the proton was computed assuming a neutral aqueous solution (pH = 7). We will not consider the energy distributions in this work and will focus on the structural aspects of the reaction networks. For applications of the energy profiles computed by the HAQC procedure to reaction mechanism predictions, the reader is referred to Ref. 9. Bond dissociation Bond association
Stoichiometric Chemical Spaces
A metric space is a set of elements S possessing a distance function d(a, b) (metric), which is defined for all a, b ∈ S and has the following properties:
We define the stoichiometric chemical space (SCS) Σ While the shortest path metric fits our intuitive understanding of a distance as a measure of "how far apart" a pair of nodes are, it is far from the only acceptable metric. Any function fulfilling the properties of Eq. 1 is allowed, with the choice of metric determined by the application. Several alternative graph metrics have been developed for molecular graphs.
10,11
The heuristic kinetic feasibility metrics developed in our previous paper 9 are applicable as weighted shortest path metrics. We will not be concerned with alternative distance functions on networks and will use the terms "reaction network" and "SCS" interchangeably if the metric is clear from the context. The notation Σ ν C ,ν H ,ν O ,... will refer to both the SCS and the underlying reaction network of stoichiometry C ν C H ν H O ν O . . .. We will write Σ for an arbitrary SCS, whose stoichiometry is not further specified.
Partial Ordering of Stoichiometric Chemical Spaces
We are only able to briefly sketch the basic definitions of partial ordering and partially ordered sets (posets) here as they apply to stoichiometric chemical spaces. For more background and details, the reader is referred to Refs. [13] [14] [15] [16] . A partial ordering (denoted ) is defined in general as a relation on a set T having the properties:
If X Y and Y Z, then X Z (transitivity).
Note that it is not required that every distinct pair of elements X, Y ∈ T , is comparable, that is, that either X Y or Y X holds. The relaxation of the requirement that all elements be comparable is what distinguishes partial ordering relations from the better known total orderings, of which the less-or-equal relation on the set of real numbers R is an example.
In the case of interest to us, the partial ordering is defined on the set of all SCS and signifies the inclusion of one stoichiometry in the other. Specifically, we define
Two arbitrary SCS need not be comparable; for example, we observe that Σ 1,4,0 Σ 1,0,2 and
It is easy to verify that the inclusion relation satisfies the properties of Eq. 2
and thus is a partial ordering.
Our use of stoichiometric inclusion to define a partial ordering on SCS is motivated by the following observation. We recall that the nodes of an SCS are flasks, that is, collections of one or more molecules with a constant total stoichiometry. For example, the space Σ Using the properties of partial orderings, we can make two assertions. Consider the SCS
.. , and Σ ν C ,ν H ,ν O ,... with the property
To have a terminology, we call the first two spaces component spaces and the last one the combination space. We can now show that (i ) the component spaces are included in the combination space,
and (ii ) any combination of flasks K + K from the component spaces,
.. , is a valid reducible flask belonging to the combination space,
The first assertion follows directly from the definition of the partial ordering, Eq. 3. The second assertion is satisfied if all three SCS are non-empty and are constructed by the same set of heuristic transformation rules. The set of all combinations K + K is the product
.. and is a subnetwork of
The partial ordering of SCS helps us complete the constructive definition of a distance between molecules of different stoichiometries and thus of the metric version of chemical space. To this end, we map the molecules onto irreducible flasks
.. . We distinguish two cases. If both molecules have the same stoichiometry,
.. , and the distance between the molecules is given by the shortest path metric d s (K , K ) on this metric space. Otherwise, we find the smallest SCS Σ ν C ,ν H ,ν O ,...
that includes both molecules by setting
(in the theory of partial orderings, this element is known as the join of Σ ν C ,ν H ,ν O ,... and
According to assertion (ii ), there exist subsets S and S of Σ ν C ,ν H ,ν O ,... containing K and K , respectively. Therefore, we can define the distance between K and K as the Hausdorff distance 7,61 between the sets S and S ,
where d s (L , L ) is the shortest path metric on Σ ν C ,ν H ,ν O ,... . The Hausdorff distance fulfills the properties of a distance function, Eq. 1, between subsets of a metric space, which means that d(K , K ) is a properly defined metric. Another desirable characteristic of the Hausdorff distance is that it reduces to the underlying shortest path metric if the subsets S and S contain only one element in each. This makes the two cases we distinguished above consistent with each other. Intuitively, the Hausdorff distance can be viewed as the thickness of the smallest "shell" around one subset necessary to completely enclose the other.
We have now defined a theoretical framework for measuring distances between arbitrary molecules that we can with some justification call chemical space. In the remainder of this paper, we will study the properties of the SCS. We will investigate the properties of the partial ordering and the Hausdorff distance in future work.
Network Dimension by Box Covering Method
Dimension can be intuitively understood as the number of degrees of freedom or of independent measurements in the system. This definition works well for line segments (dimension
, and cubes (d = 3). This concept can be extended to objects of non-integer dimension (fractals) having metric structure by considering their box covering
The procedure for computing the box covering dimension is as follows.
The object is partitioned into disjoint subsets (boxes) such that the largest distance within each box is equal to a fixed value l. In general, the number of boxes in such partition scales with a negative (non-integer) power of the box length,
In that case, the box covering dimension can be computed by linear regression of ln N b (l) against ln l for a series of box coverings with different values of box length l. For non-fractal objects, the box covering dimension coincides with the conventional definition of dimension.
However, non-integer dimension is associated with the self-similarity of fractal objects and is considered one of their typical characteristics.
Computing the optimal box covering of a network has exponentially scaling computational cost, and approximations are typically needed. [65] [66] [67] We used the implementations of the approximate compact box burning (CBB), maximum excluded mass burning (MEMB), and greedy coloring algorithms by Song and co-workers to compute the box covering dimension. 68,69 The greedy coloring algorithm converts the box covering problem into a node coloring problem on a related graph and solves the latter using a greedy algorithm. The CBB and MEMB algorithms use breadth-first search starting with a randomly chosen network node and construct boxes with the maximum total number of nodes (CBB algorithm) or the maximum number of nodes within a given radius from a central node (MEMB algorithm).
The CBB, MEMB, and greedy coloring algorithms produce slightly different numerical results from each other. However, the qualitative results are in excellent agreement between all three methods. We found that the CBB algorithm was the most efficient for the reaction networks considered in this work. We report the box covering dimension computed using the CBB method in Sec. 3 and those computed by the MEMB and greedy coloring method in Sec. S2 of the SI.
Results
Network Size
We have constructed reaction networks of compounds of carbon, hydrogen, and oxygen with The smallest reaction networks are only a few nodes large and increase by an order of magnitude or more in size as water molecules are added. As the networks become larger, the growth rates gradually decrease, resulting in scaling curves that are concave downwards.
In the asymptotic limit of infinite dilution (r → ∞), the differences between average carbon oxidation states disappear, and the scaling of the network size is entirely due to the reactivity of water molecules (breaking and formation of O-H bonds). Therefore, all scaling curves in Tables S1 and S2 in Sec. S1 of the Supporting Information (SI). Number of Atoms ν Network Size n 
Network Dimension
We present the box covering dimension computed by the CBB method, d The fractal dimension is notably lower than the dimension of the reactive PES, which is defined on the (3ν − 6)-dimensional coordinate space for a ν-atomic molecule. It is clear that the coordinate space describes the full range of molecular dynamics and contains too much information if our interest is only in reactive transformations. However, separation of the reactive and non-reactive degrees of freedom is not trivial. On the other hand, the fractal dimension is an intrinsic property of SCS and is independent of the coordinate space, in which it is embedded. 17, 18 The finding that the intrinsic dimensionality of the SCS is a slowly growing function of the system size suggests that our construction amounts to a heuristic dimensionality reduction method for the reactive PES. We discuss the implications of these findings in Sec. 4. 
Average Distance
The scaling of the average distancel with the number of atoms ν in ν C = 2 and ν C = 3 reaction networks is shown in Fig. 3 . The reaction networks show the small-world property,
70-74
which manifests itself as logarithmic increase ofl with the network size n. The nodes in a small-world network are separated by only a few steps even in very large networks. However, we should point out that this finding does not imply easy synthesizability. Our distance metric, by design, does not take into account the path energetics, and short paths might be formally plausible but not thermodynamically or kinetically feasible. Weighted path metrics are better suited than the shortest path metric for reaction mechanism prediction, see Sec. 4 and Ref. 9 .
It is important to note that the small-world networks are a heterogeneous grouping of complex networks. The small-world property is present in such different types of networks as Erdős-Rényi random graphs, scale-free networks, random geometric networks, certain Kronecker graphs, and more.
70,71,75-77 Therefore, it should not be taken to imply a particular generative model or functional characteristic. 
Degree Distribution
A particularly well-studied class of small-world networks are the scale-free networks.
71,78-81
The defining characteristic of these networks is their highly heterogeneous structure with several highly connected nodes (hubs) and many low-degree nodes. The scale-free property has been linked to robustness and error tolerance of these networks. The node degree (number of neighbors) k in scale-free networks follows a an extremely heavy-tailed power-law distribution p(k) ∼ k −γ with the exponent γ = 2−3. Among networks having scale-free structure are some models of metabolic networks. In fact, their scale-free property has been proposed as a particularly robust and thus evolutionarily advantageous organizing principle. The degree histograms show heavy-tailed but peaked degree distributions, which are well approximated by lognormal distributions. Networks with this type of degree distributions have been referred to as broad-scale. 76 As the degree histograms show, the reaction networks considered here have a few highly connected nodes at the upper range of the degree distributions, however, they lack the large pool of peripheral, low-degree nodes. Instead, the peak of the distribution is close to the median and shifts to higher values with increasing number of atoms. The average node degree scales logarithmically with the network size, see Sec. S2 of the SI. The degree histograms of ν c = 3 are qualitatively similar and are displayed in Sec. S4 of the SI. 
94,95
Our chemical space construction is an attempt to provide a formal framework that does not directly depend on the high-dimensional coordinate space. Instead, we create a discrete model of chemical space with metric structure. For simplicity, we suppress all issues related to lack of minima (repulsive potentials), symmetry, stereoisomerism, and conformations. The distance function on this space is defined by a three-step construction. First, we associate molecular structure with nodes of a stoichiometry-preserving reaction network (TN representation, Sec. 2.1). The edges of the reaction network in the TN representation correspond to heuristic transformation rules (bond breaking and bond bond making events). Second, we introduce the shortest path metric as a distance function on the set of the nodes of the reaction network. These two steps produce a metric structure between molecules of the same stoichiometry, which we refer to as a stoichiometric chemical space (SCS, Sec. 2.2). Finally, we define a partial ordering on the set of SCS with respect to stoichiometric inclusion, which allows us to assign a distance between molecules of different stoichiometry as the Hausdorff distance on the join metric space (Sec. 2.3).
We should note that the definitions used in our chemical space construction, while sen-sible, are not unique. As discussed in Sec. 2.1, the set of heuristic transformation rules only includes transformation rules consistent with normal polarity, that is, positive hydrogen and negative oxygen, see Table 1 . These rules successfully describe the mechanisms of polar reactions (substitutions, additions, elimination) and pericyclic reactions (sigmatropic and electrocyclic reactions, cycloadditions) within the HAQC approach. 9 However, reactions with inverted polarity patterns, also known as Umpolung reactions, 96 radical, and redox reactions are excluded by construction. The extension to the larger rule set is straightforward but requires higher-level quantum chemical methods in order to describe the structures of the high-energy intermediates such as radicals, electron-sextet compounds, and carbanions.
Similarly, the shortest path metric can be replaced by a number of alternative distance functions on networks. A simple generalization of the shortest path metric is the weighted
It is obtained by first assigning weights W (E) to all directed edges E in the network. The weighted path distance is then defined as the smallest sum of edge weights over all paths P = {E} between the nodes K and L,
With all edge weights W (E) = 1, we recover the shortest path metric. The weighted path metric introduces more empiricism into our construction, however, it is better suited to convey the differences between heuristic transformation rules than the shortest path metric, which implies uniform weights W (E) = 1. A plausible choice for edge weights W (E) is a kinetic feasibility heuristic.
9
Another choice of the distance function on networks helps us illustrate some of the pitfalls of formal definitions. The discrete metric d d (K, L) can be defined on an arbitrary set by saying that the distance from any point to any other point is 1, while the distance between the point and itself is 0. The discrete metric trivially fulfills the properties of a distance function, Eq. 1. However, we can easily convince ourselves that it is unsuitable for defining a dimension on the metric space using the box covering algorithm and that it does not provide us with useful insight. As the example of the discrete metric illustrates, the mere fact that we can define a metric structure is less important than its applications.
Using the shortest path metric, we constructed metric spaces that are low-dimensional, small-world, and broad-scale but not scale-free. Each of these characteristics has interesting implications for exploration and search in chemical space. It is a well-known result in computational geometry and nearest-neighbor search methods that the efficiency of search on metric spaces is determined by their intrinsic dimension. 17, 18 Therefore, search on SCS should provide a meaningful speedup to molecular discovery due to their low intrinsic dimension compared to the dimension of the coordinate space.
Our empirical finding of the the logarithmic increase of the fractal dimension of SCS with the network size also has interesting parallels with another result from computational geometry, the Johnson-Lindenstrauss lemma. The latter states that a set of N p points in R d can be projected with minimal distortion onto a space with dimension d ∼ ln N p . 97 This embedding has been recently shown to be optimal. 98 While the network size grows polynomially with the number of atoms within the homologous series (Sec. 3.1), we should assume that the network size has an exponential dependence on the system size in general.
84-86
Given our results, it is reasonable to conjecture that SCS will continue to be comparatively low-dimensional objects for larger stoichiometries.
The problem of efficient search in small-world networks received a great deal of attention in the context of decentralized message routing in computer networks. 70,71,73,99 The most relevant result for our purposes is that efficient search strategies exist in small-world networks that operate only with local knowledge of the network structure. In scale-free networks, another class of search strategies based on local node degrees is applicable.
73,100,101
We hope that the formalism and the chemical space properties explored in this paper will provide an impetus for some types of interesting applications. The efficient search techniques for low-dimensional, small-world networks can be combined with the HAQC procedure to explore chemical space more efficiently. The distance function between molecular structures is directly usable in kernel-based learning methods or as a measure of structural diversity in molecular libraries. Network centrality characteristics on SCS are an interesting alternative to the existing synthetic accessibility measures. Finally, the potential of the SCS construction as a heuristic dimensionality technique and for molecular structure encoding is worth exploring.
Conclusions
If the reaction networks in the TN representation are just discretized models of the reactive PES, shouldn't their study produce equivalent results? After the foregoing discussion, it seems appropriate to contrast and compare the two models. The PES is continuous and derivable from first principles. But at the same time it is high-dimensional and, for some applications, containing too much information, often prohibitively so. In contrast, the reaction networks are discrete, rich in internal structure, and, as we demonstrated in this work, relatively low-dimensional. An advantage of discrete structures is that they lend themselves to enumeration, which we have used in this work. Another technique, heuristic search, seems to be promising for molecular discovery. By studying the interrelation between the continuous and the discrete mental pictures we have an opportunity to better understand them both.
Many ideas from discrete mathematics, for example, theory of networks and metric spaces, may be useful tools in this endeavor. S2 Network Characteristics of ν C = 2, 3 Reaction Networks Table S3 : Network characteristics of ν C = 2 reaction networks. Notation:k is average degree;l is average distance; d
are values of fractal dimension computed using compact box burning (CBB), maximum excluded mass burning (MEMB), and greedy coloring (C) methods, respectively. See Sections 3.2-3.4 of main text for details. p. S10
