Abstract-With device-to-device (D2D) communications, a user terminal can be used as a relay node to support multihop transmission, so that cell-edge or deeply faded users can obtain a better connective experience. In this paper, we investigate energy-efficient mobile association in D2D-enabled heterogeneous networks. We consider joint access point selection, mode switching, D2D relay node (DRN) selection, and power control to maximize the energy efficiency (EE) of uplink transmission while guaranteeing the quality-of-service requirement of users. The optimization problem can be decomposed into three subproblems: access point selection, power control, and joint mode switching and DRN selection. The joint mode switching and DRN selection problem is a 0-1 integer optimization problem, whose optimal solution can be found by the brute-force searching method that is complexity-prohibitive when the number of DRNs is large. To reduce the complexity involved in computation, channel estimation, and feedback, we develop a distance-based mobile association (DMA) algorithm, which only operates based on the location information of users and DRNs. Simulation results demonstrate that the proposed DMA algorithm can achieve a good tradeoff between the EE and the complexity.
Energy-Efficient Mobile Association in
Heterogeneous Networks With Device-to-Device Communications the traditional infrastructure of cellular networks. To fully utilize the spectrum reusing gain as well as to alleviate the huge infrastructure investment of operators, both device-to-device (D2D) communications and heterogeneous networks (HetNets) have been considered as promising techniques in future wireless systems [2] - [4] .
In HetNets, different types of base stations (BSs) (macro-, femto-, and pico-BSs) are intensively deployed to provide high-data-rate services. Since multiple access points are available in both uplink and downlink, mobile association, which adaptively selects access points and transmission modes to improve system performance while avoiding unbalanced traffic load distribution, becomes a fundamental issue [5] , [6] . Therefore, mobile association has been extensively investigated recently. The mobile association scheme in [7] selects the BS with the highest instantaneous receiving power. A distributed mobile association scheme based on the longterm throughput has been developed in [8] to solve unbalanced load distributions among different types of cells. Both schemes assume direct transmission between a user terminal (UT) and a BS. Relay-assisted mobile association has been considered in [9] and [10] to maximize the downlink capacity. However, in the aforementioned work, a UT only associates with the BS either by direct transmission or with the help of fixed relay stations.
With D2D communications, a UT may act as a D2D relay node (DRN) and greatly enhance the data transmission of other UTs through D2D-based multi-hop transmission [11] , [12] . Compared with fixed relay stations, DRNs are more feasible and much easier to deploy and can provide the reuse and diversity gains without any infrastructure cost [13] . To exploit these benefits, D2D-enabled mobile association has been investigated [14] - [17] . In particular, a graph-based mobile association algorithm has been introduced to improve the uplink capacity of cell edge users in [14] while an efficient traffic detouring algorithm has been proposed in [15] to avoid an inhomogeneous load distribution among the macro-cell and its nearby small cells. Note that both algorithms utilize only inactive D2D users as DRNs to assist the transmission of cellular users. In [16] , active D2D users are utilized as DRNs and a novel power allocation algorithm has been developed to maximize the capacity of the D2D transmission while guaranteeing the data rate requirement of the cellular transmission. Similarly, a joint relay selection and power allocation algorithm has been proposed in [17] to maximize the capacity of both the cellular and D2D transmission. However, these algorithms mainly focus on the system spectrum efficiency (SE) rather than the energy efficiency (EE).
Due to the increasing power consumption and the slow progress in battery technologies of the terminals, energyefficient design becomes more and more imperative in wireless communications [18] , [19] . In this paper, we study energyefficient mobile association in a D2D-enabled HetNet. We aim to maximize the EE of uplink transmission while guaranteeing the quality-of-service (QoS) requirement of users via a joint optimization of access point selection, mode switching, DRN selection, and power control. To achieve the objective, we first propose a brute-force-based mobile association (BMA) algorithm, which exhaustively searches all potential association candidates and requires complete channel state information (CSI). However, the BMA algorithm is complexity-prohibitive when the number of DRNs is large. To reduce the complexity involved in computation, channel estimation, and feedback, a distance-based mobile association (DMA) algorithm is then developed, which operates merely based on the location information of the UT and DRNs and with much lower computational complexity.
The main contributions of this paper are threefold. First, this paper is one of the early attempts to solve the energyefficient mobile association problem in D2D-enabled HetNets. It extends the single-DRN scenario in our previous work [20] to the multi-DRN scenario and considers the DRN selection in addition to access point selection, mode switching, and power control. Secondly, we study the optimal DRN location to improve the EE of DRN-assisted transmission and derive the closed-form solutions for different practical requirements of the UT and DRNs. To the best of our knowledge, the optimal relay location has not yet been studied for energy-efficient transmission in decoded-and-forward (DF) relaying systems. Thirdly, we develop a sub-optimal algorithm to select DRNs based on the obtained optimal DRN location and the feasible region defined by the user's QoS requirement. Simulation results demonstrate that the proposed sub-optimal algorithm can achieve a good tradeoff between the EE and complexity.
The rest of the paper is organized as follows. In Section II, we describe the system model and formulate our energyefficient mobile association problem. To solve the EE optimization problem, we propose the BMA and DMA algorithms in Sections III and IV, respectively. Then we present simulation results in Section V. Finally, we draw conclusions in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we first introduce the system model and then formulate the mobile association problem for D2D-enabled HetNets.
A. System Description
We consider a HetNet as shown in Figure 1 , where M picocells overlay within a macro-cell and a UT can access to a BS (either a macro-or pico-BS) either by direct transmission, called direct mode, or with the help of DRNs, called relay mode. There are N DRNs in the system and each of them operates in half-duplex mode using DF protocol. The macro-BS works as a central controller and can schedule proper resource for users according to their practical QoS requirement. In the remaining part of the paper, we use {0} and {1, ..., M} to indicate the index sets for the macro-BS and pico-BSs, respectively.
As in Figure 1 , we denote channel gains between the UT and BS j as g u,0, j , between the UT and DRN i as g u,i , and between DRN i and BS j as g i, j , i ∈ {1, ..., N }. The bandwidth and the power spectrum density of the noise are denoted as W and N 0 , respectively. If the UT associates with BS j through the direct link, the transmission rate and EE of the UT can be expressed as
and
respectively, where P u denotes the transmission power at the UT, P c denotes the circuit power consumption at each device, I b j denotes the total inter-cell interference power at BS j , and denotes the signal-to-noise ratio gap determined by practical coding and modulation schemes [21] .
If the UT associates with BS j through the help of DRN i , i ∈ {1, ..., N }, the transmission rate and EE of the UT can be expressed as
respectively, where P i denotes the transmission power at DRN i , I d i denotes the total inter-cell interference power at DRN i , and factor 1/2 in (3) and (4) accounts for the equal time partition between the first and second hops as in [22] .
For notational simplicity, we define the effective channel gain asḡ
j for all i and j .
B. Problem Formulation
We use an indicator variable, x u,0, j , to represent the association status between the UT and BS j . More specifically, x u,0, j = 1, if the UT associates with BS j, 0, otherwise.
Similarly, we use x u,i, j to represent the association status among the UT, DRN i , and BS j . The design goal of our mobile association scheme is to maximize the EE of the uplink transmission while guaranteeing the minimum data rate of the UT, R min . Mathematically, the optimization problem can be formulated as follows,
subject to
where P max u and P max d denote the maximum transmission powers at the UT and DRNs, respectively. Constraint (6a) ensures that the UT can associate with only a BS through one DRN while constraint (6c) guarantees that the minimum data rate requirement should be satisfied no matter which association scheme is adopted.
It should be noted that our problem may be infeasible if none of the direct and relay links is able to satisfy the minimum rate requirement. In this paper, we assume that there always exists links satisfying the minimum rate requirement and let the EE of those infeasible links be zero.
III. EE-BASED OPTIMAL MOBILE ASSOCIATION
In this section, we propose to solve the optimization problem formulated in (6) . Since it has a non-convex and combinational structure, the problem cannot be solved directly. Therefore, we decompose the problem into three subproblems and then solve them individually.
A. Optimal Access Point Selection
Since intra-cell interference and traffic load balancing are not considered in the system, the access point selection and power control can be decomposed. Therefore, the BS with the highest effective channel gain from the UT should be selected as the access point for the UT and that with the highest effective channel gain from DRN i , i ∈ {1, ..., N }, should be selected for the DRN. That is,
where j * 0 and j * i , i ∈ {1, ..., N }, denote the optimal access points for the UT and DRN i , respectively. It should be noted that (7) holds when the UT and DRNs have the same available spectrum bandwidth at different access points. For the case that the spectrum bandwidths at different access points are different, the effect of bandwidth and transmission power should be taken into consideration, and the access point selection is based on the achievable data rate.
Once the optimal access points are determined, the original optimization problem can be reformulated as max
where
Obviously, the optimization problem in (8a) consists of two layers. The inner one is power control, determining the optimal transmission powers at the UT and DRNs to maximize the EE of all potential modes and DRN selections. The outer one is the decision process of joint mode and DRN selection. The two layers can be decomposed. Therefore, we separately optimize the inner and outer layers.
B. Optimal Power Control
Before proceeding to the inner layer problem, we first reshape the EE expressions in (2) and (4) as functions of R [23] . That is,
where P u,i, j (R) denotes the total transmission power consumption. According to (1) , for the direct mode, P u,i, j (R), for i = 0, can be expressed as,
For the relay mode, the feasible power allocation, (P u , P i ), should ensure that the data rates in the first and second hops both are equal to R [24] . That is,
Therefore, P u,i, j (R), for i > 0, can be expressed as
Based on (9), the inner layer optimization problem can be formulated as
where R max
denotes the maximum achievable data rate, which can be expressed as
To solve problem (13), we present the following theorem about the concavity of (9), which is proved in Appendix A.
Theorem 1: For P u,i, j (R) given in (10) and (12), (9) is concave in R, and its stationary point, R, satisfiesR
where (13) is a convex optimization problem. Therefore, the optimal data rate, R * , can be obtained by analyzing the relative value of the stationary point and the boundaries of the region specified in (13a) as
Then the optimal power control can be expressed as follows,
C. BMA Algorithm
With the optimal transmission powers, we compute the maximum EE for each potential association candidate according to (2) and (4) . Then the outer layer optimization problem turns out to be a 0-1 integer optimization problem, which can be solved by using the brute-force searching method. The procedure of the proposed BMA algorithm is illustrated in Table I .
It should be noted that the BMA algorithm requires the complete CSI of all links and searches over (N + 1) potential association candidates for the optimal one. Thus it may involve prohibitive computational complexity and signaling overhead, especially when N is large. To further reduce the complexity involved in computation, channel estimation, and feedback, we develop a distance-based algorithm in the next section, which operates merely based on the location information and with much lower computational complexity.
IV. DISTANCE-BASED MOBILE ASSOCIATION
In this section, we propose the DMA algorithm to achieve a better tradeoff between EE and complexity. We first study the optimal DRN location for energy-efficient transmission, and then develop the DMA algorithm to select DRNs based on 
A. Optimization Problem for the DRN Location
In this subsection, we formulate an optimization problem to compute the optimal DRN location for the DRN-assisted transmission. Since we only utilize the location information in the DMA algorithm, the effect of channel randomness and inter-cell interference should not be taken into consideration. Therefore, the effective channel gain of each link is determined by the distance-based path loss, and the DRN should locate in the straight line between the UT and the BS, which is proved in Appendix B.
Let d u,0, j and d j denote the distance between the UT and BS j and between the DRN and BS j , respectively. Then the total transmission power consumption, P u, j (R, d j ), can be rewritten from (12) as,
where K denotes the path loss constant, and α 1 and α 2 denote the path loss exponents for the D2D and cellular links, respectively. Based on (18), the optimal DRN location for BS j can be obtained by solving the following optimization problem,
where R max j denotes the maximum achievable data rate, which is achieved when the UT and DRN both transmit at their peak powers. According to (11), we can obtain R max
whered j denotes the corresponding DRN location, which satisfies
It is easy to verify that λ (x) is continuous and strictly decreasing for x ∈ 0, d u,0, j , with λ (0) > 0 and λ d u,0, j < 0. Therefore, a uniqued j ∈ 0, d u,0, j can always be obtained by solving (21) .
B. EE-Based Optimal DRN Location
To solve problem (19), we first need to find the optimal d j for a given value of R. It should be noted that for a given R, there may exist d j ∈ [0, d u,0, j ] making R unreachable for the DRN-assisted transmission. For example, if d j is too big, which means that the DRN is far away from BS j , the data rate in the second hop may not be able to achieve R due to the power limit at the DRN. On the other hand, if d j is too small, the transmission distance of the first hop is large. In this case, R may not be reachable in the first hop even if the UT transmits at its peak power. These values of d j are infeasible for R and should be excluded from consideration.
Since P u and P i are constrained by (6b), to make data rate R reachable, we require
Solving (22) and (23), the feasible set of d j can be expressed as
Let
The objective function of problem (26) is convex of d j , with a stationary pointd j ∈ 0, d u,0, j satisfying α 2d
. Thus the optimal d j for problem (26) can be obtained by analyzing the relative value ofd j and the boundary points defined in (26a). That is, It should be noted that (27) is a piecewise function of R, which cannot be directly used to eliminate d j in problem (19) . However, since h (1) j (R) is increasing in R and h (2) j (R) is decreasing, the feasible set defined in (26a) shrinks with the increase of R. As shown in Figure 2 , the largest feasible set of d j is achieved when R = R min , and the feasible set converges to a single point of d j =d j when R increases to R max j . Therefore, the expression of d j in (27) can be simplified by exploiting the monotonicity property of h (1) j (R) and h (2) j (R). The obtained result is presented in the following theorem, which is proved in Appendix C.
Theorem 2: For h
(1) j and h (2) j (R) given in (25), the expression of d j is given as follows,
In the following, we study the behavior of problem (19) for each case mentioned in above theorem, and then solve the simplified problem accordingly.
Case 1: h
In this case, we have d j = h (2) j (R), which implies that the DRN always transmits at its peak power, i.e., P i = P max d . According to (11), we have
where P u, j denotes the total transmission power of the UT and DRN and P u, j = (P u + P i )/2. By rearranging (28) , P u, j can be expressed as a function of R as
Then the optimization problem in (19) becomes
The optimal solution for problem (30) is presented in the following theorem, which is proved in Appendix D.
, where P u, j (x) is the first-order derivative of P u, j (x). For P u, j (R) given in (29) , problem (30) is a convex optimization problem, whose solution is given by
With R * given in (31), the optimal DRN location, d * j , can be written as
Case 2: h
In this case, we have d j = h (1) j (R) and P u = P max u . Similar to Case 1, problem (19) can also be rewritten as a convex optimization problem and the optimal DRN location, d * j , is given by
Case 3: h
R min andd j <d j . In this case, d j can be written as a piecewise function of R. That is,
For R ∈ R min , R j , we have d j =d j . Therefore, the optimization problem becomes
where P u, j (R 1 ) is defined in (18) with d j =d j . Obviously, problem (36) has the same structure with problem (13), and therefore can be similarly solved.
j (R) and P i = P max d . Similar to Case 1, the optimization problem can be formulated as
which can be solved according to Theorem 3. 
By comparing the values of E E (1)
u, j R * 1 and E E (2) u, j R * 2 , d * j is given by
Case 4: h
R min andd j >d j . Following the same procedure in Case 3, we formulate max
u, j (R 3 ) and max
, respectively. Both the optimization problems have convex structures and therefore can be easily solved.
By comparing the values of E E (3)
u, j R * 3 and E E (4) 
(39)
C. DMA Algorithm
In this section, we first present Figure 3 to illustrate the relationship between the EE and the DRN location for different values of R min . From the figure, we can observe that the feasible region of the DRN shrinks with the increase of R min . Meanwhile, within the feasible region, DRNs far away from the optimal DRN location usually render lower EE than those nearby. Therefore, we can select the DRN according to the obtained optimal DRN location and the feasible region defined by R min , rather than searching all potential DRN candidates.
In the DMA algorithm, we first select the optimal access points for the UT and DRNs. Since we only utilize the location information of the UT and DRNs, the access point selection is based on the link length. That is,
where d i, j denotes the distance between DRN i and BS j .
With j * i given in (40), the set of DRNs associating with BS j can be defined as
For each C j , C j = ∅, we choose a DRN from the set as the DRN candidate. To accommodate the minimum data rate requirement, we require DRN i , i ∈ C j , to satisfy
where d u,i denotes the distance between the UT and DRN i ,
It is easy to verify that E E u,i, j
. In other words, there is no need to ask DRN i 's help if the direct link is better than the UT-DRN or DRN-destination link. Therefore, we further require
Combining (42) and (43), the feasible DRN candidate set for BS j , S j , is defined as
. It should be noted that (44) can also be explained as in Figure 4 , where the feasible region for DRN candidates is the overlapping area of two circles, centered at the UT and BS j with radii of D 1 and D 2 , respectively. If there exists multiple DRNs in S j (within the overlapping area), we select the one nearest to the optimal DRN location as the DRN candidate. That is,
where D i, j denotes the distance from DRN i to the optimal DRN location of BS j as illustrated in Figure 4 . After choosing DRN candidates from all C j , we compute the maximum values of EE for all selected association candidates (both the direct and DRN-assisted transmission), and then choose the one with the highest EE as the optimal association for the UT. The procedure of the proposed DMA algorithm is shown in Table II .
It should be noted that the DMA algorithm operates merely based on the location information of the UT and DRNs. Therefore, it does not require channel estimation and feedback in each transmission frame. Indeed, the location information feedback only occurs when the user's location is changed [25] . In addition, the DMA algorithm is only required to compute the maximum EE for at most (M + 2) times as shown in Table II . Since there are usually much fewer BSs than DRNs in HetNets, the DMA algorithm incurs much lower computational complexity in comparison with the BMA algorithm.
V. NUMERICAL RESULTS
In this section, we evaluate the performance of the BMA and DMA algorithms in single-cell and multi-cell scenarios.
A. Mobile Association in Single Cell Scenario
We first consider a single-cell scenario, where the macro-BS is located in the center of the cell and three pico-BSs are deployed in the center of three sectors [26] , [27] . The UT is randomly located between the reference distance, γ , and the maximum service distance of 700 m as in Figure 5 , while the DRNs are randomly distributed within the macro-cell. We adopt the Rayleigh fading channel model in the simulation as in [28] , where the total transmission bandwidth is given to be 3 MHz and the power spectrum density of the noise is −174 dBm/Hz. The SNR gap and path-loss constant are set to be 1 and 0.01, respectively. In addition, the path-loss exponents for the cellular and D2D links are both fixed to 4 for simplicity [29] . Figure 6 compares the average EE of the BMA and DMA algorithms for different reference distance with and without fading. As expected, the EE of both the BMA and DMA algorithms improve with the increase of N and the BMA algorithm always performs better than the DMA algorithm either with or without fading. The performance of the BMA algorithm with fading is better than that without fading when N is relatively large. This is because fading brings diversities to the wireless links. When N is large, the chance of encountering a good link increases. Thus additional link diversity gains are obtained. In contrast, the DMA algorithm results worse performance with fading, due to missing channel information. However, the DMA algorithm can still achieve performance comparable to that of the BMA algorithm. In particular, when N = 50, the average EE of the DMA algorithm with fading is 17 Mbits/Joule for γ = 700, which achieves nearly 80% performance of the BMA algorithm. Meanwhile, it shows in Table III that the DMA algorithm always incurs much lower computational complexity than the BMA algorithm. This confirms that the DMA algorithm can achieve a better tradeoff between the EE and complexity. In addition, we can also observe from the figure that the performance of the DMA algorithm is closer to that of the BMA algorithm when γ is small. This is because that a smaller value of γ renders a smaller distance from the UT to BSs, which makes the UT more likely communicate with the BS directly rather than via the help of DRNs. Thus the inaccuracy caused by the distance-based DRN selection is reduced. To provide a worst case analysis for the DMA algorithm, we always place the UT on the cell edge of the macro-cell, i.e., γ = 700 m, in the following simulations. Figure 7 illustrates the relationship between the average EE and R min for different numbers of DRNs. From the figure, the average EE slightly declines with the increase of R min when R min is small and the degradation becomes fast when R min increases to a certain amount. This observation is consistent with Theorem 1, where the EE function is proved to be concave in R with a stationary pointR. When R min ≤R,R is within the feasible set of R. In this case,R is the optimal operation point for the inner layer problem and the average EE is mainly dominated byR. Thus the average EE is insensitive to the change of R min . On the other hand, when R min >R, R is out of the feasible set of R. In this case, R min is the optimal operation point for the inner layer problem. Thus the average EE decreases with the increase of R min . Note that the performance with more DNRs is usually better than that with a smaller number of DRNs. This is because more DRNs can provide more access opportunities for the UT. Therefore, the average EE improves. In Figure 8 , the effect of maximum transmission power is illustrated under different data rate requirements. When R min is relatively low, i.e. R min = 3 Mbits, the minimum data rate requirement can be easily accommodated by a low transmission power. Thus increasing the transmission power has little effect on improving the possibility of access. As a result, the average EE is insensitive to the change of the maximum transmission power, as shown in Figure 8(a) . On the other hand, when R min is relatively high, i.e. R min = 4.5 Mbits, the minimum data rate requirement is hard to be satisfied by some low transmission powers. Thus the possibility of access increases with the increase of the transmission power. As a result, the average EE becomes more sensitive to the change of the maximum transmission power, as shown in Figure 8(b) . Note that the EE of the BMA or DMA algorithm in Figure 8 (b) is lower than that in Figure 8 (a), even with a higher maximum transmission power. The observation is consistent with the results in Figure 7 , where it has been shown that the average EE is mainly dominated byR and R min , and decreases with the increase of R min when R min is relatively high. The results also imply that a higher maximum transmission power may not necessarily yield a better EE. Significant energy savings as well as EE improvement can be achieved by carefully choosing the transmission power and R min .
B. Mobile Association in a Multi-Cell Scenario
In this subsection, we consider a multi-cell scenario, where the considered cell is surrounded by six neighboring cells. There are 20 users in each neighboring cell and each user in the neighboring cell transmits at the peak power. To evaluate the impact of different access point selection criteria on the DMA algorithm, we also consider a refined DMA algorithm in the simulation, which requires complete CSI in each transmission frame and selects the access point based on the effective channel gain as in (7) . Therefore, the refined DMA algorithm incurs higher signaling overhead in channel estimation and feedback than the DMA algorithm. Figure 9 compares the average EE of different algorithms in single-cell and multi-cell scenarios. In the figure, we can observe that the average EE of the three algorithms in the multi-cell scenario are lower than that in the singlecell scenario. This is because that the system performance is degraded by co-tier and cross-tier interference from the neighboring cells. It also shows that the DMA algorithm always performs close to the BMA algorithm in both singlecell and multi-cell scenarios, which validates the effectiveness of the DMA algorithm. Comparing the DMA algorithm with the refined DMA algorithm in Figure 9 , we can observe that the average EE of the DMA algorithm is slightly lower than that of the refined DMA algorithm. However, as mentioned before, the refined DMA algorithm usually renders higher signaling overhead. Thus the DMA algorithm must be preferred for mobile association when the signaling overhead is considered.
VI. CONCLUSIONS
Energy-efficient mobile association for users with capability of D2D communications in HetNets has been investigated in this paper. A joint optimization problem of access point selection, mode switching, DRN selection, and power control has been formulated aiming to maximize the EE of uplink transmission while guaranteeing the minimum data rate requirement of users. To solve the problem, the BMA algorithm has been proposed. Since it is required to solve the inner layer problem for all potential mode and DRN selections, the BMA algorithm is complexity-prohibitive when the number of DRNs is large. To reduce the complexity involved in exhaustively search, channel estimation, and feedback, the DMA algorithm has been developed. The DMA algorithm selects DRNs merely based on their location information, requiring no information of channel randomness and inter-cell interference. Simulation results have verified that the DMA algorithm can achieve a much better tradeoff between the EE and complexity in comparison with the BMA algorithm.
APPENDIX A PROOF OF THEOREM 1
Proof: For notational simplicity, we ignore indices of DRN i and BS j in the proof and replace E E u,i, j (R) and P u,i, j (R) with E E(R) and P(R), respectively.
We first prove the concavity of E E(R). Denote
. Since P(R) is strictly increasing and convex of R, f (R) is strictly decreasing and concave. E E(R) is the product of f (R) and a linear function g(R) = R, and therefore is concave of R.
Then we prove the stationary point of E E(R) is R =
P(R)+P c P (R)
. The first-order derivation of E E(R) is
Thus we can obtain that E E (∞) < 0. Since E E (R) is continuous and decreasing of R with E E (0) > 0 and E E (∞) < 0, there must exist a uniqueR ∈ (0, ∞) satisfying E E (R) = 0. Therefore, the stationary point can be expressed asR =
, which completes the proof.
APPENDIX B PROOF OF THE OPTIMAL DRN LOCATION
Proof: Here we prove that the optimal DRN location is in the straight line between the UT and BS, if only the location information is utilized. Denote d 1 and d 2 as the distance from the DRN to the UT and BS j , respectively. Then the data rate and EE can be expressed as respectively. R u, j (d 1 , d 2 ) and To sum up, the optimal DRN location must be in the straight line between the UT and BS, which completes the proof.
APPENDIX C PROOF OF THEOREM 2
Proof: When h (2) j (R) <d j for R ∈ R j , R max j and h (1) j (R) ≤d j ≤ h (2) j (R) for R ∈ R min , R j , where R j satisfies h (2) j (R j ) =d j . Therefore, we can obtain d j =d j for R ∈ R min , R j and d j = h 
APPENDIX D PROOF OF THEOREM 3
Proof: To prove the concavity of the objective function, we first prove the monotonicity and convexity of P u, j (R). Since h (2) j (R) is decreasing, P u, j (R) is an increasing function of R. Substituting (25) into (29), we have .
