Abstract. In this paper we propose a process algebra named CCB (a Calculus of Countable Broadcasting Systems). We define an observational congruence relation in CCB after basic definitions of CCB, and give a sound and complete axiom system for the congruence relation of finite agents. CCB is developed for analyzing a multi-agent model with broadcast communication. The most important property of CCB is that a broadcaster of a message can know the number of receivers of the message after broadcasting. The property is not easily described in the other process algebras.
are not specified. Thus broadcast communication is useful for constructing extensible software systems. For example, VIABUS has been used for an extensible User Interface Management System named VIAUIMS [13] as shown in Fig.1 . Though the multi-agent model is useful for efficient development and refinement of software, agents should be designed very carefully in order to prevent unexpected behavior such as deadlocks by interactions between agents. Thus we want a tool to analyze behavior of agents in the multi-agent model, where the tool should satisfy the following four requirements:
Broadcast communication can be described. A broadcasted event is received
by all agents which require the event.
A broadcaster of an event can know the number of receivers of the event after
broadcasting. Though a broadcaster does not specify the number of receivers of the event when broadcasting, it sometimes wants to know the number after broadcasting. 3. Agents can dynamically change receivable events. Agents may change their receivable events as reaction of events from the other agents. 4 . Multicast communication can be also described. An agent sometimes wants to multicast an event to the specific number of receivers for synchronization.
We attempt to adopt a process algebra as a basic tool for analyzing agents in the multi-agent model. Many various process algebras have been proposed such as CCS [2] , π-calculus [3] , SCCS [4] , and CBS [7, 8] . The above requirements 1 and 3 are satisfied by CBS, and the requirement 4 is satisfied by SCCS. However it is difficult for existing process algebras to satisfy the requirement 2.
If users can attach and detach agents in a system, then the number of receivers of an event can not be fixed. Furthermore one agent can change its receivable events. Therefore it is important to dynamically count the number of receivers of an event. For example, we want to describe the following behavior:
-An agent P 1 broadcasts an event st, and starts (triggers) the other agents Q 1,···,n which receive st, where P 1 must wait to continue its task until all the triggered agents Q 1,···,n finish their tasks.
In this case P 1 must know the number n of the triggered agents. In this paper we propose a process algebra named CCB (a Calculus of Countable Broadcasting Systems). The above four requirements are satisfied by CCB. We define an observational congruence relation in CCB, and give a sound and complete axiom system for the congruence relation of finite agents.
The outline of this paper is as follows: In Section 2 we introduce process algebras, and point out some problems of existing process algebras for broadcasting systems. In Section 3 we informally introduce CCB. In Section 4 the syntax and the semantics of Core-CCB which is a base of CCB are defined. In Section 5 CCB is defined based on Core-CCB by translation. In Section 6 an observational congruence relation in Core-CCB is defined, then an axiom system is given. In Section 7 we discuss how to describe broadcast communication in the other process algebras. In Section 8 we conclude this paper.
Process algebras
Process algebras are well known as mathematical tools to describe and analyze concurrent and communicating systems. Behavior of agents is described as (agent) expressions in a process algebra, then equality of behavior of two agents is proven by rewriting their expressions according to algebraic laws in the process algebra. In general, messages are carried by events with names. When an event with a name and messages has been broadcasted, each agent decides by monitoring the name whether to read the messages in the event, or discard.
Many various process algebras have been proposed. In the rest of this section, we classify them into three groups by their communication styles, and point out some problems of existing process algebras for analyzing broadcasting systems.
Point-to-point communication
When an agent sends an event, only one agent can receive the event in CCS [2] , π-calculus [3] , and so on. In order to simulate broadcast communication, an event must be sent the same times as the number of agents which require the event, but it is very difficult to dynamically know the number. The following example shows that an agent C(i) attempts to count the number of agents which can receive an event a but fails it, using CCS.
The agent C(i) increases the local variable i by 1, when it can send the event a (in other words, an agent can receive the event a). The agent C(i) also sends out an event out with the value of the variable i as a message. At the initial state, two agents P 1 and P 3 can receive the event a. Therefore it is expected that the value of i sent out is 2, but it can not be predicted at all which value 0, 1, or 2 is sent out, as shown the following equation 1 .
SY S ∼ out(0).0 + τ.(out(1).0 + τ.out(2).0)
The problem is caused by possibility that C(i) sends the event out before sending the event a to both the agents P 1 and P 3 . This problem is not solved even though the event a has higher priority [11] than the event out. Because SY S falls into an infinite loop if P 1 is defined as P 1 def = a.P 1 .
1 ∼ is strong equivalence in CCS [2] .
Multicast communication
When an agent multicasts an event to n agents, just n agents can receive the event in SCCS [4] , Meije [5] , and so on. For example, in SCCS multicast communication is described as follows 2 :
where each component is defined as follows:
In this example an agent P 0 multicasts an event a to explicitly two agents 3 . Therefore if a new agent which require the event a is attached to this example, then P 0 must be slightly modified as P 0 def = a −3 :P 0 . In order to simulate broadcast communication, a multicaster of an event must count the number of receivers of the event, but it is very difficult by the same reason as shown in Subsection 2.1.
Broadcast communication
When an agent broadcasts an event, all agents which require it can receive it in CSP [6] , CBS [7] , and so on. Especially CBS has been developed for broadcasting systems. For example, in CBS broadcasting is described as follows:
Attributes ! and ? of events means transmitting and receiving, respectively. P 0 broadcasts an event a, then both P 1 and P 3 receive it. P 2 does not receive the event a, because it has no transitions like a?
−→, thus it dose not require a. Unfortunately, CBS is not interested in the number of receivers of an event.
Introduction of CCB
We propose a process algebra CCB which is an extension of CCS. The four requirements mentioned in Section 1 are satisfied by CCB. The requirement 2 is the most important, because the other requirements are satisfied also by the other process algebras.
An event in CCB has a form aθ x (y), where a is a name, θ is an attribute, x is the number of receivers of this event (We call x the received number), and y means a message passed by this event. We often omit a received number 1 and an empty message ( ). CCB has four attributes {!, ?, !!, ? ?} explained as follows:
1. a! n (m) is used for multicasting. n is a non-negative integer (including zero).
m is a message carried by this multicasting. Especially if n is zero then a! 0 (m) is called a silent event. The silent event can be considered as an invisible and uncontrolled event like τ in CCS. In observational analysis, the silent event should be ignored as far as possible. 2. a? n (y) is used for receiving a multicasted event with the same event name a. n is a positive integer (not including zero). y is a variable bound to a message carried by the multicasted event. 3. a!! x (m) is used for broadcasting. x is a variable bound to the number of receivers of this event. m is a message carried by this broadcasting. 4. a? ? n (y) is used for receiving a broadcasted event with the same event name a. n is a positive integer. y is a variable bound to a message.
For example, in CCB broadcasting is described as follows:
= a? ?.P 3 P 0 broadcasts an event a, then both P 1 and P 3 receive it. x is bound to the number 2 of the receivers as shown in P 0 (2) after broadcasting.
The definition of Core-CCB
In this section, we define the syntax and the semantics of Core-CCB which is the base of CCB. Core-CCB is a process algebra with no value variables 4 . The definition of CCB is given based on Core-CCB in Section 5.
The syntax of Core-CCB
First, we assume that an infinite set of names, N = a, b, c, · · ·, is given. The set of event Event is defined by using N as follows:
where I is a set of non-negative integer {0, 1, 2, · · ·}, and T ranged over by θ is a set of attributes {!, ?, !!, ? ?}. Especially a! 0 is a silent event for any a. n of aθ n is the received number of this event, and must be a constant even for broadcasting (θ =!!). We show how to describe broadcast communication of CCB by Core-CCB in Section 5.
Furthermore we introduce a set of agent variables, X ranged over by X, Y, · · ·, a set of agent constants, K ranged over by A, B, · · ·, and a set of renaming functions, F ranged over by S : N → N .
We define the set E of Core-CCB expressions as follows:
Definition 4.1 The set of agent expressions, E ranged over by E, F, · · ·, is defined by the following BNF expression:
where we take X ∈ X , A ∈ K, aθ n ∈ Event, S ∈ F, and L ⊆ N .
An agent is an agent expression with no agent variables. The set of agents is denoted by P ranged over by P, Q, · · ·. An agent constant is an agent whose meaning is given by a defining equation. In fact, we assume that for every agent constant A there is a defining equation of the following form: A def = P (P ∈ P), where we also assume that A is weakly guarded [2] in P . The weak guard is defined as follows:
Agent constants which are not weakly guarded make a calculus more complex, and the behavior is indefinite. Practically, we are interested in weakly guarded agent constants in CCB. (also in CBS.)
The semantics of Core-CCB
The semantics of Core-CCB is defined by the following labelled transition system like one of CCS:
indicates that the agent expression E may perform the event aθ n and thereafter become the agent expression E . The semantics for agent expressions E consists in the definition of each transition relation
Before defining the semantics, we define a function mon(E) named monitor function which takes an agent expression and produces a subset of names.
Definition 4.3 For each agent expression E, we inductively define monitor function mon : E → 2
N as follows:
Since agent constants must be weakly guarded, mon(E) can be effectively evaluated. Intuitively, if an agent expression E now requires receiving a broadcasted event, then the event name is included in mon(E).
Then the semantics of Core-CCB is defined. 
Definition 4.4 The transition relation
where @ in the conditions is a function from T to T defined as follows:
Then the following proposition for monitor function is proven.
We intuitively explain Para i rules.
1. By Para 1 E multicasts an event or receives a multicasted event without respect to F . While E broadcasts an events or receives a broadcasted event only if the event name is not included in mon(F ), thus F does not require the event. If F requires the event, then Para 3 or Para 5 msut be used instead of Para 1 . This restriction relates to the requirement 1 stated in Section 1. Para 2 is symmetric to Para 1 . 2. By Para 3 E multicasts or broadcasts an events and F receives the event, if the number of receivers within F is not greater than the received number specified by E. If the number (m − n) in the conclusion of Para 3 is zero, then E|F can no longer communicate with the other agents. This calculation of the received number relates to the requirement 2 stated in Section 1. Para 4 is symmetric to Para 3 . 3. By Para 5 to receive an event can be synchronized. We have no rules for synchronization of transmitting. 
In the transition (3), the number specified by the broadcaster is equal to the number of receivers. In the transition (4), the scop of the event a is restricted and a!! 0 is changed to a! 0 by Res 2 .
The definition of CCB
In this section, we define the syntax and the semantics of CCB, and give a small example. The semantics of CCB is given by translation to Core-CCB.
The syntax of CCB
The syntax of CCB is defined as follows: 
where we take X ∈ X, A ∈ K, a ∈ N, S ∈ F, and L ⊆ N. 
The unconventional combinator [[b]] is a conditional combinator. It intuitively means that if b is true then [[b]]E behaves like E, otherwise it stops.
Each agent constant A with arity n has a defining equation 
IN C def = inc?(x).((in[x]?(y).out[x]!(y + 1).0)|INC)
INC is duplicated just after called by a caller in order to prepare for the next caller. INC binds x to a process-id of a caller and certainly return y + 1 to the caller through out [x] . For example a caller may be defined as follows:
(23).in[23]!(7).out[23]?(z).T ASK23(z)
T ASK23(z) depends on z, and z will be bound to 8. This strategy has been used in a parallel programming language M [2] defined in CCS.
The semantics of CCB
The semantics of CCB is given by translation. Each expression in CCB without free value variables is translated into an expression in Core-CCB by a function B : E + → E. We introduce a operator¨. It takes an expression and produce a fixed value which the expression evaluates. For example, if e = 2 + 3 thenë = 5.
Definition 5.2 The function B from E
+ to E is defined as follows 5 :
B(E{n/x}) B(a[e]? c (x).E) = v∈V aë ,v ?c.B(E{v/x}) B(a[e]? ? c (x).E) = v∈V aë ,v ??c.B(E{v/x})

B(E + F ) = B(E) + B(F ) B(E|F ) = B(E)|B(F ) B(E[S]) = B(E)[S ] B(E\L) = B(E)\L B([[b]]E) = B(E) if b=true 0 otherwise
where we assume that all values belong to the fixed value set V , and
where {v/x} is a substitution of a value v into a variable x. Furthermore the
an agent constant is translated into the indexed set of defining equations
{A v1,···,vn
We now give a simple example of translating CCB into Core-CCB. The following expression is described in CCB:
This agent CHECK broadcasts an event a!! x , and check the number of agents which receive a!! x . Thereafter if the number is zero then CHECK multicasts an event zero! 1 , otherwise multicasts an event nonzero! 1 . This expression in CCB is translated into an expression in Core-CCB by B as follows:
where I is a set of non-negative integer and I 1 is a set of positive integer. We show another example of translating CCB into Core-CCB by using IN C and CALLER23 defined in Subsection 5.1. 
B(INC) = B(inc?(x).((in[x]?(y).out[x]!(y + 1).0)|IN
C)) = v∈V inc v ?.(( u∈V inv ,u ?.outv ,ü +1 !.0)|B(IN C)) = inc 1 ?.((in 1,1 ?.out 1,2 !.0 + in 1,2 ?.out 1,3 !.0 + · · ·)|B(INC))+ inc 2 ?.((in 2,1 ?.out 2,2 !.0 + in 2,2 ?.out 2,3 !.0 + · · ·)|B(INC)) + · · ·
B(CALLER23) = B(inc!(23).in[23]!(7).out[23]?(z).T ASK23(z))
An example in CCB
We show an example of a distributed used-car information system. This system consists of many agents which have information about used-cars and give the information to car-dealers, described as follows:
For example, information agents about PORSCHE-928 are defined as follows:
(x).(info[x]!('1991.BLUE.21380km.S16')|IN F O81)
A postfix [x] is used for determining a destination of information as used in IN C. A car-dealer wants to gather all information about a car, though he does not know the number of agents with the car information. Therefore he broadcasts an event for the car. For example, a car-dealer may be defined as follows: [7] ?(y).LP (n − 1, y ::
DEALER7 querys about PORSCHE-928 through an event porsche928, then gets the number of agents with information about PORSCHE-928. Two variables n and list of LP (n, list) are initially bound to the number of the information agents and nil, respectively. When LP (n, list) receives an event info [7] , y is bound to car information carried by info [7] . Then y is concatenated into idlist and n is decreased by 1. If n is zero, then list is printed out by an agent P RIN T , because LP (n, list) has already gathered all information about PORSCHE-928.
Equivalence and congruence relations
We want observational congruence relations in Core-CCB like in CCS. It is important that observation congruence = [2] defined in CCS is not a congruence relation in Core-CCB as shown in the following example:
and P 2 are observation congruent because the silent event b! 0 is ignored, but P 1 |Q and P 2 |Q are not observation congruent because P 1 sometimes fails to receive the event a broadcasted by Q while P 2 can always receive it. Therefore we define a slightly stronger observational congruence relation in this paper than observation congruence. We prepare several notations for the definition.
The set Event * , ranged over by s, t, · · ·, is a set of event sequences including an empty sequence ε, and if
(≡ means syntactic identity.) About transitions by silent events, we sometimes write
−→ E for some event name a. We now define a new transition relation as follows:
* means zero or more transitions by silent events.
Then we define an observational bisimulation relation in Core-CCB like weak bisimulation in CCS.
Definition 6.2 A binary relation S ⊆ P × P over agents is a weak monitor bisimulation if (P, Q) ∈ S implies, for all aθ
where t is the event sequence gained by deleting all occurrences of silent events from t.
Weak monitor bisimulations are obtained from weak bisimulations by adding the conditions (iii) and (iv). A relation is defined by using weak monitor bisimulations.
Definition 6.3 P and Q are weakly monitor equivalent, written P ≈ m Q, if (P, Q) ∈ S for some weak monitor bisimulation S.
Weak monitor equivalence is the largest relation preserved by a parallel combinator | and included in observation equivalence ≈ defined in CCS, as shown in the following proposition.
We show an interesting equation in the following proposition.
This equation shows a property of weak monitor equivalence, because this equation does not held for strong monitor equivalence defined in Definition 6.5.
We notice a special case P ≡ P ≡ P and Q ≡ Q ≡ Q in Definition 6.2, and define strong monitor bisimulations as follows: Definition 6.4 A binary relation S ⊆ P × P over agents is a strong monitor bisimulation if (P, Q) ∈ S implies, for all aθ n ∈ Event, that
(ii) whenever Q aθ n −→ Q then for some P , P aθ n
=⇒ P and (P , Q ) ∈ S, (iii) mon(P ) = mon(Q).
A relation is defined by using strong monitor bisimulations like weak monitor equivalence.
Definition 6.5 P and Q are strongly monitor equivalent, written P m Q, if (P, Q) ∈ S for some strong monitor bisimulation S.
It is helpful to consider strong monitor equivalence before weak monitor equivalence, because the definition of strong monitor equivalence is simpler than one of weak monitor equivalence and P m Q implies P ≈ m Q. In the rest of this paper we consider only strong monitor equivalence.
Strong monitor equivalence is an equivalence relation but is not a congruence relation because it is not preserved by a choice combinator +. Therefore we define a congruence relation from strong monitor equivalence by adding the weakest conditions. Before the definition of the congruence relation, an equivalence relation . = over events is introduced for ignoring difference between many silent events. Definition 6.6 Event equivalence . = is a binary relation over events defined as the following set:
Then we define strong monitor congruence as follows:
Definition 6.7 P and Q are strongly monitor congruent, written P ∼ =m Q, if for all aθ n ∈ Event
We now extend strong monitor congruence over agents to agent expressions.
Definition 6.8 Let agent expressions E and F contain agent variables
Most of propositions for observation congruence are also held for strong monitor congruence with slight modifications. Several propositions are shown below.
Proposition 6.3
Strong monitor congruence is a congruence relation.
Proposition 6.4 is used for strengthening m to ∼ =m, for example, in the proof of Theorem 6.6. We show two notions defined in [2] . Then we give a proposition which guarantees existence of unique solution P such that P ∼ =m E{P/X} under a certain condition on the agent expression E. The solution is naturally the agent A defined by A def = E{A/X}. Thus this proposition is useful for proving whether two agents with recursive definition are strongly monitor congruent or not. In the rest of this section, we give an axiom system for finite agents which contains no agent constants (no recursions). We define an axiom system A.
Definition 6.9 X is sequential in E if every subexpression of E which contains
Definition 6.11
We write A P = Q if the equality of two agents P and Q can be proven by equational reasoning from an axiom system A, where the axiom system A consists of the following equations:
6 {P /X} means a simultaneous substitution of an agent Pi into an agent variable Xi.
M1-4, E1-3, and T1-4 correspond to monoid laws, expansion laws, and τ laws in CCS, respectively. Finally we show a theorem which means that A is a sound and complete axiom system for strong monitor congruence of finite agents. Theorem 6.6 Let P and Q are finite. Then P ∼ = m Q iff A P = Q.
Related work
CBS has already been proposed for broadcasting systems. To introduce broadcast communication into process algebras, negative transitions by receive-events are important in general. In CBS transitions by special events (actions) named discards are used instead of the negative transitions. The advantage of using the discards instead of the negative transitions is to be able to use a synchronization algebra [12] . We adopt monitor function instead of the negative transitions, because we want to use monitor function as conditions in equations. For example, monitor function is used in equation T2 in the axiom system A. Monitor function causes the same effect as the discards. The important difference between CCB and CBS is the received number. In CCB a broadcaster of an event can know the number of receivers of the event after broadcasting.
Process algebras with notion of time have been proposed, for example TCCS [10] . In TCCS broadcast communication may be simulated by using a lot of loops with timeout. Thus for development of programming languages with broadcast communication, such timed process algebras are very useful. On the other hand, we want to use such languages which have been already developed, and to simply analyze programs in the languages. CCB is appropriate for this purpose.
We show [9] as another study of broadcast communication by existing process algebras. In [9] a translation from CBS to SCCS is presented, and the relation between CBS and SCCS is clarified. We want to also clarify relation between CCB and SCCS.
Conclusion and future works
In order to flexibly connect agents, one of the authors has developed a mechanism named VIABUS which has a software bus architecture with broadcast communication. Then π-calculus has been introduced into VIABUS [13] as a common communicating language to control agents written in different languages, but there are problems about describing broadcast communication in π-calculus.
In this paper we have proposed a process algebra CCB. The most important property of CCB is that a broadcaster of an event can know the number of receivers of the event after broadcasting. Then we have defined an observational congruence relation named strong monitor congruence, and have given a sound and complete axiom system for strong monitor congruence of finite agents. We consider weak monitor equivalence as the next subject.
In the future we shall extend CCB with a notion of space distance.
