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We study the rate of strong uniform approximation to continuous functions 
f(.r, .v), &-periodic in each variable, by the rectangular par:ial sums of their double 
Fourier series. As special cases, we deduce strong approximation rates to functions 
in the Lipschitz classes Lip(cc, 8) and Zygmund classes Z(a, 8). where a, ,8 E (0, ! 1. 
We also obtain the rates of strong uniform approximation to the conjugate func- 
tions f”.“‘, s’“.“. and f”,” by the rectangular partial sums of the correspor.ding 
conjugate series. With two exceptions, all rates arc shown CO be the best possible. 
?’ 1990 Academic Press, Inc. 
1. INTRODUCTION 
Let f(.x-, ~7) be a complex-valued function, k-periodic in each variable 
and integrable over the two-dimensional torus (-TC, IS] x f-n, ~2. We 
remind the reader that the double Fourier series off is defined by 
where 
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We consider the symmetric rectangular partial sums 
(m,n=O, 1, . ..) 
of series ( 1.1). It follows from (1.2) that 
s,,,,,(f, x, y) = J- ‘n J I n IT2 -r 
f(x + u, y + u) D,(u) D,(L~) dzr du, (1.3) 
--n 
where D,,(U) and O,Jtl) are the Dirichlet kernels in terms of u and u, 
respectively. 
For the definition of the three conjugate series $“,“[f], S”,‘)[f], 
s(‘,“[.f] as well as the corresponding conjugate functions ~“~“‘(x, JI), 
j-‘0. “(.x, y), p 1)(x:, y), we refer to our previous paper [6]. 
2. MODULI OF CONTINUITY AND SMOOTHNESS 
From now on, let f(x, J!) be a continuous function, 2n-periodic in each 
variable, in symbols f E CZA x 2rr. 
In the sequel, 6, and d2 denote nonnegative real numbers. The (total) 
modulus of continuity ofSis defined by 
while 
~,(~~,)=QJ~(J~~~O) and 0~..,(~6~)=~~~(f,O,8~) 
are called the partial moduli of continuity. For a, fl E (0, 11, the Lipschitz 
class Lip(cc, p) is defined by 
Lip(c(,B)={SEC?xxZrr:Ol,.~(~61)=CI:’{b-c;)and 
~1,,“(f)~2)=wzp~). 
The (total) modulus of symmetric smoothness off is defined by 
02(f, 6,,62) = sup max IP&C 41, 
lulsh,.lrrl<6~ (.cJ.) 
where 
qp.y(u, v)=+[f(x+u, y+v)+f(x--4, y+o) 
+f(x+u, y-u)+f(x-u, y-v)-4f(x, ,I)], (2.1) 
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while 
f%,,Af, ~ )=%(.A 6,,0) and 02, !(.L 6,) = @z(.L 0,62; 
are called the partial moduli of smoothness. For ‘1, ,8 E 10, 21, the Zygmund 
class Z(a, fi ) is defined by 
Z(r, p,= {jx&& 0 &k S,)=C{Sp). and UJ~,~~(.~ S,)=Ii’/6$)j. 
Asisknown,Lip(a,P)=Z(x,P)ifmax(a,P1<!andLip(x.~)cZ(r,B)If 
maxia, fi) = I. 
Remark 1, Let w denote either o, or o?. Then, obviously, 
max(cAf, 6,), o,.(f, 6,)) <4l, d,, 6) 
d o,(J 6, I+ w,.t,i, 63 1. (2.2) 
In [IS], another modulus of smoothness off is defined by 
The deficiency of this definition is that the second inequality in (2.2) is no 
longer true if o is replaced by w*. In fact, putting f(u, y) = XF we can see 
that 
o*(f, 6,, 62)=6,&t 
while 
w,.,(.fi 6,j=w”(f, 61, O)=O and w2. >(,“: b2j=co*(.f; 0,62/=0. 
On the other hand, Definition (2.1) is motivated by the representation 
OS, .AL4, c! D,Au) DALI 1 dlf tic, 
which follows from (1.3). 
3. ~MAIN RESULTS: APPROXIMATION BY FCKJRIER SERVES 
Let 7, ri > - 1 be real numbers. We shall consider the Cesaro means 
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of series (l.l), where 
(~+m)(y+m-1)...(1,+1) 
m! 
for m = 1, 2, . . . and A;,= 1 for nz=O. 
The strong approximation operator HT$(f, p) is defined by 
where p > 0. By Holder’s inequality, H;fn(f, p, x, y) is nondecreasing in p, 
and for p = 1 clearly 
Denote by E,,,,(f) the best uniform approximation to f by two-dimen- 
sional trigonometric polynomials t,,,(.~, J)) of degree d m with respect o x 
and of degree <n with respect to y, 
where (1. I( is the usual maximum norm I( . (( CZnxZn henceforth. 
The following theorem is an extension of a theorem by the second named 
author [7] (see also [S]) from one-dimensional to two-dimensional 
Fourier series. 
THEOREM 1. Iff E C2, x 2n and y, 6, p > 0, then 
IIfq$,“,(f, PH = c” (3.2) 
The particular case 1~ =6 = 1 was announced by Gogoladze [ 11. 
We refer to the extension of the classical Jackson theorem to continuous 
functions in two variables. 
PROPOSITION 1. rff E CZnx Znr then 
Theorem 1 and Proposition 1 yield the following. 
DOUBLE FOURIER SERIES APPR~XIMATf~& 57 
COROLLARY 1. I~~EZ(CL,/~), a, /3 E (0: I], and ;‘, 6, p > 0, then 
if Crp< I arid$p< 1. 
[log(I?2+2)]‘p+ 1 
(m+ 1)“” (II+ lj” 
if up= 1 andfip< 1: 
L” [log(m+ l)]‘;“+ [log(n+ l)]‘:p 
(IH+ 1 jlp (I2 + l)l’P 
,I if xp=j?p= 1, 
i 
1 [log(n + 2)]‘,” 
(m+ 1p+ jn+ 1j*+ 
if ixp> 1 andfip= I, 
i (m:l)l”+(n+!ij’.J 
(3.4.) 
I 
if np> 1 and,Llp> ;. 
The three remaining cases, mp < 1 and pp = 1, zp < I and pp > 1, and 
2~ = 1 and /3p > 1, are the symmetric ounterparts of (3.4j(ii j, (iv)? and (v), 
respectively. 
The approximation rates in (3.4) are the best possible. To go into details, 
denote by {A(n): n =O, 1, . ..} an arbitrary sequence of positive numbers 
converging to zero. 
PROPOSITION 2. TJzere exisf functions f = f, E Lip(a, l), 0 < r < 1, such 
that for all 11, 6, p > 0, fhe esfimates 
0{&)+~{4nj) g- ap<l, 
HgJf, p, 0, 0) = 0 [logCrn + 2)‘1 p + ~{;i(nj) 1 (m + l)‘.‘P 1 if rp=t, (3.5) 
camtot Jzold. 
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These easily follow from the corresponding counterexamples constructed 
by Leindler [Z, 31 in the case of one-dimensional Fourier series. 
Remark 2. (i) By (3.3)-(3.5) we can see that for ~EZ(CI, p), 
lIHz,,(f, p)II has the same order of magnitude as E,,,(f) does if 
max(Np, flp) < 1, while the order of I[H&(f, p)j( becomes worse than that 
of Ems(f) if max(ap, @pi 3 1. 
(ii) A trivial consequence of (3.1) and (3.2) is that if f E Cl, x 2a and 
y, 6 > 0, then 
A comparison of Corollary 1 and [6, Theorem 31 shows that for 
f EZ(~, fi) the order of tIH;fI,(A l)I\ is not worse than that of Y;f,Jf) 
including the cases where max{ cx, 8) = 1. 
However, this phenomenon is no longer true if we consider approxima- 
tion to the conjugate functions. For instance, for f E Lip(1, b) the order 
of YLffi(7”90’) is better than that of I]H~~(f’l~o’, l)]l. (See Remark 3 in 
Section 4 below.) 
(iii) Similarly to the one-dimensional case, generally speaking there 
is no difference between the classes Lip(cr, /?) and Z(a, 8) as to the order of 
IIfcM PN 
4. APPLICATION: APPROXIMATION BY CONJUGATE SERIES 
The following auxiliary result proved in [6] plays a key role in this 
Section. 
LEMMA A. Zff E Z( a, p) and 0 -=c cc, /3 < 1, then 
U2Jp0)) 6) = O(Pj, 
W2. ,,t7 “.O),qZfl 
Now combining Theorem 1 and Lemma A yields the following two 
corollaries. 
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COROLLARY 2. JffcZ(a, /I), a, PE(O! l]> 017~ 11, ci, p ~0. dm 
llwiwf’~o’, P)ll = 
i 1 cc; ~ $ log@ + 2) (Ii7 + I)” \ (r:+li” ) 
if ap< 1 andj3p< I, 
e [log(m+2)]‘P ( iog(n+2) 
i (I77 4 l)I;p T li7tr)fi 1 
if up= 1 andflp< IT 
i 
1 [log(n f2j-j’“’ l)PP 
1 
14, 
c------- 
(Ill+ l!“t (n+ 1)‘” 
if ap< 1 and~p= I, 
6 
i 
[log(m + 2)]‘,P + [log(l?+ 2)]!p+l).pl 
(m + I)‘,” (I? + l)l,” ! I 
if ctp=pp= 1. 
I ! 
In the cases where maxlap, jp} > 1, we have estimates analogous to those 
in (3.4)(iv), (v), and (vi). The same remark pertains to Corollary 3 below. 
Furthermore, the corresponding estimates for /I Ng,,(y(‘. “- p)ll are the 
symmetric counterparts of those in (4.1). 
COROLLARY 3. rff E Z(a, p), a, p E (0, 1 I, ami ;‘, 6, p > 0, f/m 
i 
cc 
log(m + 2) + log@ + 2 ) 
(m + 1)” 1 (n+lP ) 
if ccpcl and/Ip<l, 
[log(m~2)]‘~+““+iog(rzi2j 
(m + 1)“” (n-t l)P 
if ap= 1 aizd/Ip< 1, 
[log(nz+2)]‘-+ [log(n+2)]‘P+“‘P 
(m + l)‘jp (n+ l)‘J 
if ccp=pp= 1. 
(4.2) 
Now we turn to the question of whether the approximation rates in 
Corollaries 2 and 3 are the best possible. Here lA(rz) ) again means an 
arbitrary sequence of positive numbers converging to zero. 
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FROP~S~TION 3. There exist fu~tions f = f, E Lip(cr, 1 ), 0 < CY Q 1, SUCII 
that for y, 6, p > 0, the estimates 
cannot hold. 
Furthermore, there exist functions f = fp E Lip( 1, fl), 0 < p < 1, such t/Tat 
for y, 6 > 0 and p > 1, the estimates 
I 
c”(A(m)} + O i’z’: ,a’} if PP< 1, H~n(p,*‘,  0,O) = 
L’!{/qm)} + 0 {“og;++12)‘2} 
(4.4) 
if p=p=1 
cannot hold. 
In fact, (4.3) is identical with (3.5)(i) and (ii) applied forT(‘-*) in place 
of f, while (4.4) follows from [6, Theorem 61 via (3.1) and Hiilder’s 
inequality. In the cases where ccp > 1 or flp > 1, we have counterexamples 
analogous to those in (3.5)(iii). The same remark applies to Proposition 4 
below. 
The only rates in (4.1) we are unable to prove to be the best possible are 
the second halves of (iii) and (iv) for 0 -C /3 c 1 and /3p = 1. 
Conjecture 1. There exist functions f = fO E Lip( 1, p), 0~ PC 1, such 
that for y, 6 > 0 and p = l/B, the estimate 
H;f,,(~(l~o), p, 0, 0) = 0(1(m)} + 0 
i 
[log(lz + 2)-J@+ l)jp 
(n + 1)“P I 
(4.5) 
cannot hold. 
Clearly, (4.5) for fr= I coincides with (4.4)(ii). 
PROPOSITION 4. There exist functions f =f, E Lip(a, I), 0 < a < 1, such 
that for 7, 6 > 0 and 1 d p < l/a, the estimate 
(4.6) 
cannot hold. 
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Indeed, (4.6) follows from [6, Theorem 71 via (3.1) and Hi;ilder’s 
inequality. 
According to Proposition 4, the rates in (4.2)(i) and in the second half 
of (4.2)(ii) are the best possible. In the cases where rp = 1 or pp = I we 
formulate the following. 
ConJ;ecru~~ 2. There exist functions f = f, E Lip(y, 11, 0 < x < 1, such 
that for i’, 6 > 0 and p = l/a, the estimate 
cannat hold. 
Renza~k 3. A comparison with the results of [6] shows that for 
.f~ Lip(~c, B), IIff;:,~(~"~O), WI h as the same order of magnitude as 
.Y$~(~c’,o’) only in the cases of (4.1)(i) and (iii), that is when c(< 1. 
Furthermore, for f E Lip(a, p), )IH$,(7”,” I, 1 )I] has the same order as 
Yyd i ?‘x’)) m,z .I only in the cases of (4.2)(i) and of the second half of (4.2)(ii). 
that is when max(cc, fl) < 1. Otherwise (i.e., where E = 1 or max(r, $1 -= !, 
respectively j, the order of I[H$,( ., 1 )I1 is worse than that of 3::,,(. i 
5. ANOTHER STRONG APPROXIMATION OPERATOR 
Analogous results can be proved for the operator 
THEOREM 2. Iff E C,, x zn and y, 6, p > 0, then 
(5.1 
This is an extension of a result of Leindler (see [2, 41) from one-dimen 
sional to two-dimensional Fourier series. 
On the basis of Theorem 2 and Proposition 1 we can deduce consequen- 
ces similar to Corollaries 24 and the rates obtained are also the best 
possible in the cases indicated in Propositions 24. 
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6. AUXILIARY RESULTS 
We begin with a lemma of Leindler [2] for one-dimensional Fourier 
series. Given an integrable function g in one variable, we denote by sj( g, x) 
the symmetric partial sums of the Fourier series of g, where j = 0, 1, . . . . 
LEMMA B. If g E C2, and p > 0, then 
where “0” depends only on p. 
We extend this to two-dimensional Fourier series as follows. 
LEMMA 1. Iff E Czn x Zn and p > 0, then 
C, = x,(f, m, n) 
=qllflllT (6.1) 
where “0” depends on[y on p. 
Proof. Since .ZP is nondecreasing in p (for fixedf, m, n), we may assume 
that p 3 2. We put 
InI = {u: (2~1 < l/(m + l,>, J,, = (0: lul < l/(n + I)}, 
and for their complements to [ -rr, TC] 
Cl,, = {u: l/(i7r+ 1) < 1111 < ?r}, CJ,= {LY l/(n+l)< JL'I 0). 
We split the double integral in Representation (1.3) as follows: 
xf(x+u,y+~)D~(u)D,(ti)dud~. (6.2) 
Denote by CF’, Ch*‘, ZF’, and Ct4’ the corresponding quantities defined 
analogously to (6.1) by substitutini the subintegrals in (6.2 j for sik(.f, X, ~7). 
For example, 
=(l)= Iii 1 P f i I’i’ jJ”f(x+u,y+u) (m+ l)(n+ l& k=0 7? r,n 
P GP 
x D,(u) D!&(U) du do II ii 
DOWBLE FOURIER SERIES A?PROXli’vfATION 33 
We are going to show that the order of magnitude of each Zgi is 
i”{ ii,fii ). First, using the trivial inequalities 
we get 
= qt.rn ;,. 
Second, by Fubini’s theorem 
X f(x+u,~+c)D,(!?jdc 
Then we apply Jensen’s inequality (see, e.g., [9, Vol. I. p. 241) to the inner 
integral to obtain 
.pJ < 
iI1 
1 r,, II 
c I( 
1 ” 
P ’ I (m+lj(fl+ljiSo k=O iJ;,,, 
ID.“u)l uJ-i 
” ,I 
Next by (6.3)(i) and Lemma B, we can conciude that 
Third, we can similarly derive that 
16.61 
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Fourth, using the representation 
. . 
Dj(u) = ‘lnJu 1 
2tan(1/2)u+2CoSJU 
and an analogous one for DJu), we can estimate as follows: 
=‘4’6 P (m-t l)(n+ 1) j=O kzO 
x a cos ju cos kv du dv 
= p41) + ~(42) + ~(43) + ~(441, say. 
P P P P 
(i) Clearly, 
qf’) d Ilfll. 
(ii) By Jensen’s inequality, 
(6.7) 
(6.8) 
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Since p 3 2 we can apply the Hausdorff-Young inequality (see, e.g. [!3, 
Vol. II, pi loll) to obtain 
c~,~ /2tan(l!2)r:l” 
where the conjugate exponent 4 is defined by 11~ + I/q = 1. Hence 
p’l< 
P ’ 
(iii) Analogously, 
Cb”“=lqlfII’,. 
(6.9; 
(6.10) 
(iv) Finally, applying the Hausdorff-Young inequality exten 
two-dimensional Fourier series, we find that 
(f(x+u, y+o)j” 
I4tan(1/2) u tan(l,‘2)~/~ 
dzi dc 
in a similar manner as in the case of (ii). 
Putting (6.7)-(6.11) together yields 
Combining (6.2), (6.4)-(6.6), and (6.12) furnishes (6.1), which was to be 
proved. 
The following consequence of Lemma 1 plays a key role in the proofs of 
Theorems 1 and 2. 
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LEMMA 2. Iff E CZax 2n and p > 0, then for m, n = 1, 2, . . . 
and 
where the “0”s depend only on p. 
(6.13) 
(6.14) 
(6.15) 
(6.16) 
Proof Denote by tz,(f, x, JJ) the trigonometric polynomial of degree 
d 111 with respect o x and of degree Q n with respect o ~1 such that 
IM-U, 4’) - cz,(.L x3 Y)ll = -L(f) 
and denote by C,*(f, m, n) the left-hand side of (6.13). 
If p >, 1, then by Holder’s inequality and (6.1), 
C,*(f, m, n) < ZzipC,(f- t&(f), 2m - 1,2n - 1) 
III 
& 
2m- I 2n- 1 
+ jgnz kg, ItxL 4 Y) -fk r)i”)lyp~l 
<2%7{Ilf- t~,(f)ll) + {--!& 2y’ ,‘y [E*(f)py 
,=m k = II 
= qL(f)L 
proving (6.13). 
If 0 < p 6 1, then 
CC,*(f, m, n)l” < 4CC,(f- tQf), 2m - 1,2n - l)]” 
2m--1 2X-l 
which implies (6.13) in the same way as above. 
The proofs of (6.14)-(6.16) follow a similar pattern, so we omit them. 
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7. PROOFS OF THEOREMS 1 AND 2 
The two proofs are much alike, but the proof of Theorem 2 is technically 
simpler. 
Proof of Theorem 2. We may assume m, n 2 I. Otherwise, Theorem 2 
reduces to the corresponding one-dimensional result. In the sequel, let q 
and r be positive integers such that 
Zq<rn+ 1<2”+’ and 2’<c+l<2’f’. 
We distinguish four cases according to 7 2 J. or 0 < ;‘< 1 and b 3 I or 
0<6<1. 
Case 1. 11, 63 1. Then both (j+ l)‘-’ and (k+ I)“-’ are nondecreas- 
ing. An elementary estimation and Lemma 2 give that 
where j=.fl.~, JJ)? Sjk(f) = Sjk(.f; X, I,), Ejk = Ejk(f), etc. 
On the other hand, using the nonincreasing property of Ejk in j and k, 
an easy calculation yields 
N, n 
2 1 (j+ l)‘-’ (k+ 1j6-r E$ 
./=o k=O 
Comparing the right-hand sides of (7.1) and (7.2) results in (5.1), which 
was to be proved. 
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Case 2. O<y, 6~1. Then both (j+l)‘-’ and (h-+1)‘-’ are non- 
increasing. Similarly to (7.1), we can conclude that 
q+l r+l 
EP,, +2-7 1 2”‘E5,-,,0+2-” 1 26iE{,Z,-~ 
I= 1 I= 1 
(7.3) 
and similarly to (7.2), 
f i (j+ l)‘-’ (k+ l)-‘E/“> EzO +i f Zy’E~,,,+~ i 2”Ef,,, 
j=O k=O I=1 I=1 
+; i i 2’i2”7E$,g2~. (7.4) 
I=I ?=I 
Now, it suffices to employ the monotonicity property of E,,(f) in order to 
derive (5.1) on the basis of (7.3) and (7.4). 
Case 3. ybl and0<6<1 
Case 4. 0 < 1’ < 1 and 6 > 1. 
In the last two cases we can combine the estimation techniques applied 
in Cases (i) and (ii). We do not enter into details. 
Proof of Theorem 1. This goes along essentially the same lines as the 
proof of Theorem 2. We have to keep in mind that for 1’ > - 1 there exist 
two positive constants K, and Kz depending only on 11 such that 
K,(nl+ 1)Y d AY, < K,(m + 1)” 
(.see, e.g., [9, Vol. I, p. 771). 
(m = 0, 1, . ..) 
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