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The topological transversality theorem is employed to study existence of solu- 
tions to a variety of singular and nonsingular second order boundary value 
problems of the form y” + f(r, r, J’) = 0, 0 < I < I. Heref may be singular at either 
I = 0. I = 1. J = 0, and/or ~1’ = 0. The principal tools are the Arzeh-Ascoli theorem, 
essential maps, and a priori bounds on solutions. (-’ 1990 Academic Press. Inc. 
1 
This paper presents existence results for solutions to nonsingular and 
singular second order boundary value problems of the form 
y” + f( f, I’, I” ) = 0, o<t<1 
y E B. 
(1.1) 
Here B will denote either 
1. y(O)=a20, y’(l)=b>O, 
2. ~(l)=a30, $(O)=bdO, or 
3. y(O)=a>O, JJ(l)=b>o. 
The paper is divided into four main parts. In the first part we allow f to 
be singular at either r = 0 and/or t = 1. Problems of this form have been 
examined by many authors (see [2,6,7, 121, for example), however, our 
nonlinear term f does not satisfy the conditions in the above-mentioned 
papers so our results are new and complement those in the above referen- 
ces. For the second part of the paper we allow f to be singular at either 
r = 0, t = 1, and/or .r = 0. Here f will have no dependence on .Y’. This 
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singular problem has become quite popular in the last seven years or so; 
see [5, 9, 11, 31, for example. In the first three references the authors 
discuss specific problems and obtain existence theorems for such problems. 
However, in [3], with B denoting (3) and a= b LO, a more general 
problem was discussed and we in fact improve considerably the results of 
that paper; we will in fact only need about half of their assumptions. Thus 
our paper covers many new examples not treated by the above references 
and the results of the two papers are complementary. The last two parts of 
the paper are devoted to a relatively new and unexplored area of singular 
second order boundary value problems. The third part deals again with the 
case when f is singular at either t = 0, t = 1, and/or ~9 = 0 but .f now has a 
J” dependence. Finally, we discuss in the last section problems where J’is 
singular at either r = 0, I = 1, J’ = 0, and/or ~9’ = 0. 
2 
We begin this section by establishing existence of positive solutions on 
y”+$(f)f(t, I; y’)=O, O<f<l 
y(0) = a > 0 
y’( 1) = b > 0, 
where ,f satisfies the conditions: 
f is continuous on [IO, 1) x (0, ,x) x (0, rx) with 
lim J,4o+f(f, 1’9 P) = X’ for each (t, p) E [0, 1 ] x 
(-c;c, ,x;)/(O} and lim,,,+ f(r, I’, p)= cc for each 
(L1’)ECO, llx(O,a;) 
0 < f(c I’, P) d g(y) 0) on CO, 11 x (0, a) x (0, =x;, 
where g and 4 > 0 are continuous and nonincreasing on 
(0, m). 
In addition assume tj satisfies 
1,/11/: [0, 11 4 [0, a) is continuous with II/ > 0 on (0, 1) 
and JA tj(s) ds< a. 
(2.2) 
(2.3) 
(2.4) 
Now by a solution to (2.1) we mean a function y E C ‘[O, l] n C’(0, 1) 
that satisfies the differential equation and the boundary conditions. Also if 
.V is a solution to (2.1) then condition (2.2) implies J > 0, y’ > 0 on (0, 1) 
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and as a result 1”’ < 0, on (0, 1) so J~‘>O on (0, l), which in turn implies 
J is strictly increasing on (0, 1 ), so in particular .r 3 a on [0, 11. 
THEOREM 2.1. Suppose (2.2), (2,3), and (2.4) are satisfied. For A E [0, l] 
consider the family qf problems 
y” + A$( 2) f( t. J’, y’ ) = 0, O<f<l 
y(0) = a (2.1 )A 
y’( 1) = b. 
Then there exist constants M,, M,, M, independent of A such that 
a < y(t) 6 MO, b < y’(t) 6 M, .for tE [0, l] 
and 
-M, d y”(t)/@(t) 6 0 for tE(O,l) 
for each solution y to (2.1 )i. 
Prooj Let J be a solution to (2.1) ;. . Then clearly JJ( t) B a, v’(t) > b for 
TV [O, 11. We also have ~“+@(t)#(~“)g(~)>~,“+1$(t) f(t, I; $)=O. 
Now this implies 
0 6 -f’(t) 6 My(t)) &y’(t)) ti(t, 6 g(a) d(b) ti(t), 
i.e., 
o < - y " ( t )  
,-<gs(a)4(b)=h.fz 
IC/(t) 
for tE(0, 1). 
Then 
and 
bQW=b-j-’ y%)ds<b+M2j0’ $(s)dsEM, I 
s 
, 
a < y(t) = a + y’(s)ds<a+M,=M,. 1 
0 
Now Theorem 2.1 together with the Topological Transversality Theorem 
of Andrzej Granas [S] will be used to obtain our basic existence theorem. 
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We first, however, introduce the following notation. If u E C ’ [0, 1 ] n 
C2(0, 1) define 
Let K = C(0, 1) be the Banach space of functions o continuous on 
(0, 1) and for which (Iw(I ~ =suP,.(~,,, Iw(t)l <K,. Finally, let K’= 
{uEC”(O, l)nC’[O, 11: Iu/,<~zG}), which is a Banach space [S], and 
KZ,=Iu~K~:u(O)=a,u’(l)=hj with K&={u~K~:~4(0)=0,~4’(1)=0). 
THEOREM 2.2. Suppose (2.2), (2.3), and (2.4) are satisfied. Then a 
C’[O, l] n C’(0, 1) solution of (2.1) exists. 
Proof Consider the family of problems 
.1,“+%$(r)f(t, J’, y’)=O, O<f<l 
y(O) = a (2.5), 
y’( 1 ) = h, 
where f> 0 is any continuous extension off from .V 3 a and J” > 6. Now 
every solution L’ of (2.5);. satisfies L’ >a, c’> b and hence is a solution to 
(2.1);. Also the conclusions of Theorem 2.1 remain valid for solutions to 
(2.5);. Let 
U=(u~K2s:a/2<JzrJ,<M,+l,b/2<lu’l,<M,+1, 
II~4”M r < Mz + 11 
and define mappings F,: C’[O, l] + K, j: Ki + C’[O, 11, and L: Ki + K 
by F,v( t) = -if(r, v(t), u’(r)), ju = U, and Lo(t) = v”(t)/+(t). Clearly F;. is 
continuous from the continuity ofj’. We next show that j is completely con- 
tinuous. To see this suppose 52 c K’, is bounded, i.e., there exists M < s 
such that 1~1 2 d M for all ~1 E 52. We claim $2 is bounded and equicon- 
tinuous. Once the claim is established the Arzek-Ascoli theorem implies j 
is completely continuous. Clearly $2 is bounded and to show equicon- 
tinuity of jQ consider t, s E [0, I]. Then Ij~(t) - jy(s)l 6 M )t - sl clearly 
and in addition 
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Now since jh $(z) dz exists, j:,‘$(z)dz is continuous on [0, l] (in 
particular at 0 and 1 by the definition of an improper integral) so the equi- 
continuity of $2 follows. 
Finally, we claim that L ~ ’ exists and is continuous. To show this define 
N: K& + K by Nu( t) = u”(t)/ll/(t). Now N ~ ’ is a continuous linear 
operator by the Bounded Inverse Theorem. Thus L-’ exists and is given 
by 
(L-‘g)(x)=a+bx+(N-‘g)(x) 
and so is continuous. Now define the map H, : D + Kg by H, u = L ~ ‘F, ju. 
H, is a compact homotopy and the fixed points of HA are precisely the 
solutions of (2.5) L. Therefore Hi. is fixed point free on LJU by the choice of 
U and Theorem 2.1. Finally, H,(u) = a + bx E U, the constant map sending 
each function to a + bx, is essential [S]. The Topological Transversality 
Theorem [S] implies that H, is essential, i.e., (2..5), has a solution and 
therefore (2.1) has a solution. 1 
Remark. By making the change of variables z(t) = J( 1 - t) and using 
the above result we can obtain a similar existence theorem for 
y” + Il/(tj .f(h I’, $1 = 0, o<r<t 
l’(l)=a>O 
f(oj=b<O 
with the only changes in assumptions (2.2), (2.3) being that f is continuous 
on F4~lx(O,~x;)x(-~,O) and o<f(t,y,p)Qg(y)qGp) on CO, 11~ 
(0, J”j)x (--x,0). 
Finally, to conclude this section we establish existence of positive solu- 
y"+$(t)f(t,y,I")=o, o<r<1 
J’(0) = a > 0 (2.6) 
J(l)=b>O. 
tions on [0, l] to 
where f satisfies the conditions 
f is continuous on [0, 1] x (0, a) x ( - CC, in) with 
lim,. + ,)+ f(t,~:p)=cc for each (t,p)~[O, 11x(-#ED, CD) (2.7 
O<f(c Y, p)dg(y)&lpl) on CO, 11 x(0, =)x(-a mh 
where g is continuous and nonincreasing on (0, cc ), 4 > 0 
is continuous and nonincreasing on [0, CC). (2.8 
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If ,V is a solution to (2.6) then F” < 0 on (0, 1) so ~9’ is strictly decreasing 
on (0, I) and of course ~‘>min{a, hJ on [0, I]. 
THEOREM 2.3. Suppose (2.7). (2.8), and (2.4) are satisfied. Then a 
C’[O, l] n C”(0, 1) solurion of (2.6) exists. 
Proof: This follows from a slight modification of the proofs of 
Theorems 2.1 and 2.2. 1 
3 
In this section we again consider the problems in Section 2, wheref may 
now be singular at J = 0. In addition f will have no ,v’ dependence; the 
more difficult situation when f has a ~7’ dependence will be considered in 
Sections 4 and 5. To begin with we will establish the existence of positive 
solutions on (0, l] to 
?‘” + $(I) f(f, v) = 0, O<f<l 
y(0) = 0 
I”( 1) = b > 0, 
where f and I++ satisfy 
(3.1) 
.f is continuous on [0, 11 x (0, sci) with lim,. +,,+ f( t, J) 
= MZ for each TV [0, l] and O<f(t, y)<ggo’) on [0, l] x 
(0, co), where g is continuous and nonincreasing on 
(0, co). In addition l/$~C[0, I] with Il/>O on (0, 1). (3.2) 
There exist p> 1, q> 1 with l/p+ l/q = 1 together with 
s: $“(z) dz < ;ci and J,!, g”(u) du < #CD. (3.3) 
For each constant M> 0 there exists q(t) continuous 
and positive on [0, l] such that f(r, y) 2 r](t) on 
co, 11 x a Ml. (3.4) 
To establish the existence of a solution to (3.1) we first consider for 
n E N + = (1, 2, . . . j the problems 
I”’ + G(t) f(L y) = 0, O<f<l 
y(O) = l/n (3.1 ),I 
y’(l)=620 
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and then we will use a compactness argument. Now Theorem 2.2 implies 
that (3.1),, has a solution J’,, for each n. 
LEMMA 3.1. Suppose (3.2) and (3.3) are satisfied. Then there are 
constants M, and M, independent qf n such that 
lln<I.vIo<Mo, b< ly’lo<M, 
for each sofufion yE C’[O, l] n C’(O, 1) to (3.1),. 
Proof Let 1’ be a solution to (3.1),. Then clearly y(r) > l/n, y’(t) 2 b for 
t E [0, 1). We also have .v” + A$( t) g(y) >, 0. Integrating from f to 1 yields 
?,‘(t)<b+ 1’ g(y(s))+(s)ds<g(y(t))j-‘$(s)ds+b , , 
<b+g(y(t))J’$(s)ds<g(y(t)-l/n)i’$(s)ds+b 
0 0 
since g is nonincreasing. Let M= sh $(s) ds so integrate from 0 to t to 
obtain 
I 
.P(l)- I,‘n 
d” <1 
0 Mg(u)+b’ ’ 
Define G(z) = j; (du/(Mg(u) + b)) so G is an increasing map from [0, icj) 
onto [0, % ) and therefore has an increasing inverse G ~ ‘. Thus it follows 
that 
y(t)<G-‘(I)+ l/ndGP’(l)+ 1 EM, for tE [0, 11. 
We have thus shown that 
l/n < y(t) d MO, tE co, 11 
for . any solution y to (3.1),. Now returning to the inequality 
-J” < ti( t) g( y(t)) and multiplying by ( J’)‘!~ yields 
-(y’)“” J”‘< $(I) g(J’(t))(y’)‘:q. 
Integrate from t to 1 and use Holder’s integral inequality to get 
+ {s,’ V’(s) ds)‘:’ {I,’ g”(y(s)) y’(s) ds]“‘, 
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i.e., 
We have shown that 
b d y’(t) < M,, tE co, 11 
for any solution ~9 to (3.1 ),Z, 1 
The results of Section 2 together with the above lemma and the Arzela- 
Ascoli theorem will immediately yield 
THEOREM 3.1. Suppose (3.2), (3.3), and (3.4) are satisfied. Then a 
C[O, l] nC’(0, 1) solution qf(3.1) exists. 
Proof Now Theorem 2.2 implies that (3.1), has a solution I’,, for each 
n. Moreover by Lemma 3.1 there are constants M0 and M, independent of 
n such that 
l/n < J’Jr) d MO, b<y;(t)<M, for tE [0, 11. 
Now the Arzela-Ascoli theorem guarantees the existence of a subsequence 
j’,,, converging uniformly on [0, l] to some continuous function I’, i.e., 
~~,.-~~o-‘Oforsome~~C[O,1].Clearlyp~Oon[O,1].Infact~~Oon 
(0, 11; to see this recall from (3.4) that -l’:(t) > $(t) q(t) so integrating 
twice yields 
.rJt) 2 l/n + bt + /‘N&S) q(s) ds+ t j-’ $(s) q(s) ds. 
0 r 
Now ~1,~. satisfies the integral equation 
so for TV (0, l] and SE [r, l] we have that .f(s, Jam,) + f(s, J(S)) 
uniformly since f is uniformly continuous on compact subsets of 
[0, l] x (0, MO]. Thus letting n’-+ crc1 yields 
,dt)=y(l)+b(t-l)+ r’(r-s)f(s,~,(s))~(s)d~, ‘, 
From this integral equation we see that J’E C*(O, 1) and TV”= 
-f(L Y(r)) 44th I 
505.84.2-3 
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Remark. Similarly we have corresponding results for the problem 
y” + ‘Hf) .f(4 .v) = 0, o<t<1 
.v(l)=O 
y’(O)=b<O. 
Finally, we turn our attention to 
Y”+‘Hr)f(4 y)=O, O<r<l 
y(0) = 0 (3.5) 
jjl)=O, 
where (3.2), (3.3), and (3.4) are again satisfied. As before we first consider 
y” + $(t) f(r, y) =O, O<r<l 
.v(O) = l/n (3.5)H 
y( 1) = l/n. 
Now Theorem 2.3 implies that (3.5), has a solution p,, for each n. 
LEMMA 3.2. Suppose (3.2) and (3.3) are satisfied. Then there are con- 
stants M, and M, independent on n such that 
l/n 6 lylo6 MO, lJ”lO6M, 
for each solution YE C’[O, l] n C’(0, 1) to (3.5),. 
ProoJ Let )! be a solution to (3.5),. Then clearly y(t) >, I/n for 
r E [0, 11. Let ymax be the maximum of y(t) on [0, 11. If the maximum of 
y(t) occurs at the endpoints then y = l/n. Now suppose y,,, occurs at 
to E (0, l), so y’(t,) = 0. Integrate from r, to t > to to obtain 
-Y(t) G jr gLv(sN W) ds G g(.W) j’ W ds b3 4 
d g(.vW - l/n) Ji Ii/(s) ds 
since g is nonincreasing. Divide by g( v( t) - l/n) and integrating from to 
to 1 will give 
s 
.vmax ~ Lfn du 
-d 
0 g(u) s 
; I(/(s)ds. 
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Define H(Z) = si (&/g(u)) and H has an increasing inverse H-l. Hence 
We have shown that 
l/n ,< J*(r) d M,, fE co, 11 
for any solution ~3 to (3.5),. Now since y(O)= .)I( 1) = l/n there exists 
5 E (0, 1) with ~‘(5) = 0. For t < 5 we have JV’ > 0 so 
-(y’)’ y .I”’ < ‘jqf) g(y)(f) y 
and integration from t to l with Holder’s integral inequality yields 
EM’ for te [0, 51. 
On the other hand, for t > r we have 
and integration from t to t yields 
= M, for TV [& I]. 
Thus 
Iv’(t)1 GM,, tE co, II 
for any solution ~9 to (3.5),. 1 
THEOREM 3.2. Suppose (3.2), (3.3), and (3.4) are satisfied. Then a 
C[O, l] n C*(O, 1) solution of (3.5) exists. 
Proof: This follows from a slight modification of the proof of 
Theorem 3.1. 1 
Remark. We can obtain similar results for problems of the form 
y”+$(t)f(t, J-)=0, O<f<l 
y(O) = 0 
j,(l)=h>O 
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y”+$(r)f(r, J-)=0, o<r<1 
~(O)=a>O 
J$l)=O. 
In some practical situations condition (3.3) is not satisfied. However, the 
techniques in this section illustrate a method for obtaining existence of a 
solution even in these cases. The following example is motivated by the 
Blasius equation, which arises in Newtonian fluid theory; see [S]. 
EXAMPLE. Consider 
y” + cC/(t) f( t, +I,) = 0, O<t<l 
y(0) = 0 (3.6) 
y’( 1) = 0, 
where (3.2) is satisfied with g(y) = J-‘. In addition assume SA $(s) ds < m 
and also that (3.4) is satisfied. 
TO establish existence of a solution to (3.6) we first consider for 
PIEN+ = {1,2, . ..} 
,v”+$(t)f(r, y)=O, o<t<1 
y(O) = l/n (3.6), 
y’( 1) = 0. 
Now Theorem 2.2 implies that (3.6), has a solution )I~ for each n. We next 
claim that there are constants M0 and M, independent of n such that 
To see this let )’ be a solution to (3.6),. Then clearly y(t) > l/n, y’(t) 2 0 for 
t E [0, 1 ] and in addition by exactly the same argument in Lemma 3.1 there 
exists a constant M, independent of n such that l/n d (y/o< M,. In 
addition - y” < II/(r) y- r so - ~‘1”’ d $(t) and integrating from 0 to 1 yields 
Now since y’(O) 2 0 we have 
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We have shown that (3.6), has a solution yn for each n and that there are 
constant M0 and M, independent of n such that 
It follows that {J, ) IS uniformly bounded and equicontinuous (by Holder’s 
integral inequality with p = q = 2) on [0, 11. Now the Arzela-Ascoli 
theorem guarantees the existence of a subsequence yrrr converging uniformly 
on [0, 1 ] to some continuous function ~1. Now clearly y 2 0 and in fact 
~3 > 0 on (0, 1 ] since condition (3.4) is satisfied. Also ~1,~. satisfies the integral 
equation 
?‘,,(t)=?‘,,(l)+ j’(t-.J)f(S, ./l,,,(S))9(J)dS 
, 
and letting n’ + ,X (see Theorem 3.1) guarantees the existence of a 
C[O, l] n C’(O, 1) solution to (3.6). 
Motivated from the last example we can obtain alternative existence 
theorems to those in this section. The behavior of g will, in general, deter- 
mine which existence theorem to use. Again consider problems of the 
form (3.1) with assumptions (2.4) (3.2), and (3.4) being satisfied. In addi- 
tion suppose (3.3) is replaced by 
>vg( y) is nondecreasing on (0, ,x. ). (3.7) 
To establish the existence of a solution to (3.1) let y be a solution to 
(3.1),; the existence of such a solution follows automatically from 
Theorem 2.2. Then clearly y(t) k l/n. y’(r) B b for t E [0, 11. Also by the 
argument in Lemma 3.1 there exists a constant M, independent of n such 
that l/n< Ir’lodM,. In addition -y” d g(y) $(t) yields 
and integrating from 0 to 1 gives 
-by(l)+-- “1p’+I: [y’(s)]‘dsCM,g(M,) j; $(s,ds, 
i.e., 
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We have shown that (3.1), has a solution y, for each n and that there are 
constants M, and M, independent of n such that 
Thus we obtain via the ideas of Theorem 3.1 and the last example: 
THEOREM 3.3. Suppose (2.4), (3.2), (3.4), and (3.7) are satisfied. Then a 
C[O, l] n C'(O, 1) solution of (3.1) exists. 
Remark. We can obtain similar results for problems of the form (3.5). 
4 
In this section we consider problems where f, which now has a y 
dependence, may be singular at J = 0 but f is nor singular at I” =O. In 
particular we consider problems of the form 
f’+ti(t)f(4 .Y, y’)=O, o<t<1 
J’(0) = 0 (4.1) 
?‘I(l)=b>O, 
where l/$ E C[O, l] with $ > 0 on (0, 1). In addition assume (2.2), (2.3), 
and (2.4) are satisfied. Moreover suppose the following also holds: 
There exists r > 1 with 
s 
I 
g’(h) ICI’(t) dt < xl. (4.2) 
0 
To establish existence of a solution to (4.1) we first consider for 
n E N + = { 1, 2, . ..} the problems 
J”’ + l)(t) f( t, .1’, y’) = 0, O<f<l 
y(0) = l/n 
$(l)=b>O. 
(4.11, 
Now Theorem 2.2 implies that (4.1), has a solution yn for each n. 
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LEMMA 4.1. Suppose (2.2), (2.3), (2.4), and (4.2) are satisfied. Then there 
exist constants M,, M,, and M, independent of n such that 
for each solution JJE C’[O, 11 n C2(0, I) to (4.1),. 
ProoJ Let 4’ be a solution to (4.1),,. Then clearly y(t) > l/n, y’(t) 2 b for 
t E [0, 11; in fact y(t) > bt for t E [0, 11. We also have 
-?,” 6 g(y) 4~‘) $(t) < g(y) d(b) Ii/(t) 
since IJ~ is nonincreasing. Then 
d d(b) J’ g’(bt) $‘(t) dt 
l;r 
_= MZ. 
0 
Finally, integration and Holder’s integral inequality yield M0 and Ml. fl 
THEOREM 4.1. Suppose (2.2), (2.3), (2.4), and (4.2) are satisfied. Then a 
C’[O, l] n C*(O, 1) solution of(4.1) exists. 
Proof: Theorem 2.2 implies that (4.1), has a solution yn for each n. 
Moreover by Lemma 4.1 there are constants MO, Ml, and M2 independent 
of n such that 
Now the Arzela-Ascoli theorem guarantees the existence of a subsequence 
JJ”, converging uniformly on [IO, l] to some continuously differentiable 
function y, i.e., ly,,.-y(,+O for some ,vEC’[O,~]; here (u(,= 
max{(ul,, ju’lO) for UEC’[O, 11. Clearly~~O andy’ab on [0, 11. In fact 
J > 0 on (0, 1 ] since b > 0. Now yn, satisfies the integral equation 
yAt)=y,Jl)+b(t- l)+j-‘(t-s).f(s, y,,,(s) , ,&(s)) tits) ds I 
so for tE(0, l] and SE [t, l] we have that f(s. y,,,(s), J;,,(S)) -+ 
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f(s, y(s), v’(s)) uniformly since f is uniformly continuous on compact 
subsets of [0, 1) x (0, M,] x [b, M,]. Thus letting n’ --) cc yields 
?‘(l)=?.(l)+b(f-l)+J’I(r-S)J.(S,?.(S),).’(S))~(S)~~. 
I 
From the integral equation we see that y E C*(O, 1) and y”(t) = 
-f(c Y(f), Y’(f)) ti(t). I 
Remark. Similarly we have corresponding results for the problem 
Y” + e(t) f(h J’, y’) = 0, o<t<1 
J’( 1) = 0 
I”( 0) = h < 0. 
Remark. It should also be noted here that the ideas of this section 
could be applied to obtain alternative existence theorems to those in 
Section 3. Consider, for example, 
J” + Ii/(t) .A& II) = 0, O<f<l 
y(0) = 0 (4.3) 
y’( 1) = b > 0. 
Suppose (3.2) and (3.4) are satisfied. In addition suppose (3.3) is 
replaced by (4.2) with r = 1. Then a C[O, l] n C’(O, 1) solution of (4.3) 
exists; to see this let 1’ be a solution to (3.1),. Now 1 y’( t)l 6 
b + j: I~“(z)l dz d b + l: g( y(z)) 1+9(r) dz 6 b + 1: g(bz) $(z) dz = M, and by 
integration y(t) d l/n + M, < 1 + M, E M, for t E [0, 11. Now the existence 
of a C[O, l] n C*(O, 1) solution to (4.3) follows from Theorem 3.1. 
Remark. It is possible to extend the class of functions f that we have 
previously considered. Again consider problems of the form (4.1) with 
assumptions (2.4) and (4.2) being satisfied. In addition suppose the 
following also hold: 
f is continuous on [0, l] x (0, K’) x ( - KI, cg ) with f> 0 
on [O,l]x(O,~)x(-~r~,co)andlim,.,,+f(t,~~,p)=~ 
foreach(t,p)E[O,l]x(--IXj,m)/{O) (4.4) 
O<f(by,p)<g(y)4(p) on ~~,~lx(O,~x,)xCb,~l), 
where g is continuous and nonincreasing on (0, co) and 
4 > 0 is continuous on [b, cc ) with {JA g’(bs) q’(s) ds} lir < 
sh” (W&~)). (4.5) 
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To establish the existence of a solution to (4.1) let y be a solution to (4.1),,. 
Then clearly v(t) > I/U, Al’ 2 b for t E [0, 11; in fact y(t) 3 ht for t E [0, 11. 
We also have 
Now divide by c$(J,‘) and integrate from t to 1 to obtain 
and thus ~$1) 6 M, + I/n < M, + 1 = MO for t E [O, 11. In addition for 
tE(o, 1) 
-< g(y(t)) qqy’(t)) d g(l/n) sup f&p) = fi?. 
‘h(t) Ih. .M, 1 
Thus (4.1 ),i has a solution F,~ for each n by the ideas of Theorem 2.2. In 
addition we have shown that there are constants M, and M, (independent 
of n) such that 
l/n< lYnlo~Mo, b6 lAlo<M,. 
We also have 
-I”‘(t) d s(At)) &y’(r)) at) < Kg(y(r)) Ii/(r), 
where K = supt, ,k,I, 4(p). Thus 
Lr 
II y”II Lr < K g’(bs) $‘(s) ds EM,. 
Now the Arzela-Ascoli theorem guarantees the existence of a subsequence 
yn, converging uniformly on [0, 11 to some continuously differentiable 
function y and via ideas of Theorem 4.1 we obtain 
THEOREM 4.2. Suppose (2.4), (4.2), (4.4), and (4.5) are satisjied. Then a 
C’[O, l] c-7 C’(O, 1) solution of (4.1) exisfs. 
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5 
To conclude this paper we consider boundary value problems where f 
may be singular either at J’=O and/or J’ = 0; here f has a y’ dependence. 
We first discuss the problem where .f may be singular at I” = 0 but f is nor 
singular at .r = 0. In particular we consider 
y"+$(t~f(r,y,y')=O, O<f<l 
y(0) = a > 0 (5.1) 
+I*‘( 1) = 0. 
Assume (2.2), (2.3), and (2.4) are satisfied. In addition assume the 
following also hold: 
For constants K > a, L > 0 there exists q(t) continuous 
and positive on [0, l] such that f( t, I’, p) > q(r) on 
CO, 11 x (a, Kl x (0, Ll. (5.2) 
There exists r > 1 with 
J 0 ‘4’ 0 
,’ lfb(s) q(s) ds) l)‘(t) dt < ‘ccl. (5.3) 
To establish existence of a solution to (5.1) we first consider for 
n E N + = { 1, 2, . ..) 
y"++(r)f(l, J< y')=O, o<t<1 
y(0) = a > 0 (5.1), 
I”( 1) = l/n. 
LEMMA 5.1. Suppose (2.2), (2.3), (2.4), (5.2), and (5.3) are satisfied. 
Then there exist constants MO, Ml, and Mz independent of n such that 
for each solution J’E C’[O, l] n C’(O, 1) to (5.1),. 
Proof. Let y be a solution to (5.1),, . Then clearly y(t) B a, y’(t) > l/n for 
te [0, 11. We also have 
-Y G d.v) 44”) G(t) d g(a) 4(~‘- l/n) $(t) 
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since 4 and g are nonincreasing. Integrate from t to 1 to obtain 
Let M=jA$( ) f s Ls and define J(T) = JO (h/&u)). Now J is an increasing 
map from [0, ,X ) onto [0, S) and therefore has an increasing inverse J -‘. 
Thus we have 
for te [0, 11. Now integrating from 0 to t yields 
y(t) 6 M, + a = MO for te [0, 11. 
Thus we have shown that 
adr’(t)G~o, l/n d y’(t) d M,, tE co, 11 
for any solution J’ to (5.1),. Now assumption (5.2) implies that -j,“(t) > 
$(t) q(r) so y’(t) 3s: Ii/(s) q(s) ds, which yields 
1:r 
g’(y(r)) UJ,‘(~)) V(t) dt 
THEOREM 5.1. Suppose (2.2), (2.3), (2.4), (5.2), and (5.3) are satisfied. 
Then a C’[O, l] n C’(O, 1) solution of (5.1) exists. 
Proof Theorem 2.2 implies that (5.1),, has a solution J,, for each n. 
Moreover by Lemma 5.1 there are constants MO, M, , and M, independent 
of n such that 
as Il!nlod~o, l/n d ly~lo 6 M,, IIrfYll L’ G M:. 
Now the Arzela-Ascoli theorem guarantees the existence of a sub- 
sequence y,, converging uniformly on [0, l] to some continuously differen- 
tiable function y. Clearly )’ 2 a and 4” > 0 on [0, 11. In fact JJ’ > 0 on [0, 1) 
since condition (5.2) is satisfied. Now yn, satisfies the integral equation 
y,.(r)=a+ r&(O)+ j’(s- t)f(s, l’,&). y;r.(S)) lib(s) ds 
0 
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so for t E [0, 1) and SE [0, r] we have that f(s, y,.(s), J’;.(S)) + 
f(s, J(S), J>‘(S)) uniformly since f’ is uniformly continuous on compact 
subsets of [0, l] x [a, M,] x (0, M,]. Thus letting 11’ + X, yields 
J’(f) = a + ?,‘(O)r + j’ (s - t) f(s. l’(s), y’(s)) l)(s) ds. 0 
From the integral equation we see that J-E C’(0, 1) and y”(t)= 
-f(4 Y(t), J”(f)) IL(t). I 
Finally, it remains to discuss the problem where ,f may be singular at 
either J’= 0 and/or ~3’ = 0. In particular we consider 
f’+$(t)f(t, I’, y’)=O, O<f<l 
y(0) = 0 (5.4) 
,l,‘( 1 ) = 0. 
Assume (2.2), (2.3), and (3.3) are satisfied. In addition assume the 
following also hold: 
For constants K> 0, L > 0 there exists rl( t) continuous 
and positive on [0, l] such that f( t, ~9, p) > q(t) on 
co, 11 x (0, Kl x (0, Ll. (5.5) 
There exists r > 1 with 
(5.6) 
To establish existence of a solution to (5.4) we first consider for n E N+ 
y”+ICl(t)f(r, .I’, .l’)=Q O<f<l 
y(0) = l/n (5.4),, 
y’(l)= l/n, 
where l/$ E C[O, l] with II/ > 0 on (0, 1). 
LEMMA 5.2. Suppose (2.2), (2.3), (3.3), (5.5), and (5.6) are satis$ed. 
Then there exist constants M,, MI, and Mz independent of n such that 
l/n< IAodMo, l/n< Iy’lodM,, II J”’ II ,cr d M, 
for each solurion YE C’[O, l] n C*(O, 1) to (5.4),,. 
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Proof. Let y be a solution to (5.4),,. Then clearly y(t) 2 l/r?, jr’(t) 2 l/n 
for f E [0, 11. Also we have 
-?,“~g(y)~o”)ICl(r)~s(~)~(~“- l/n)‘Ht) 
and so integrating from t to 1 yields 
Let M = s: $(s) ds and J(z) = SX (&/4(u)). Hence 
y’(WJ-‘(M&Y(t)- l/n))+ l/ndP(Mg()J(f)- l/n))+ 1. 
Divide by J ~ ‘(Mg(y(t) - l/n)) + 1 and integrate from 0 to t to obtain 
*qr, -~ I n du 
6 1. 
‘0 J-‘wfg(u))+ 1 
Define 
and since l/(J - ‘(Mg(u)) + 1) is an increasing function, G is an increasing 
map from [0, ~0) onto [0, x1) and therefore has an increasing inverse G-‘. 
Thus it follows that 
y(t)<G-‘(I)+ l/ndG-‘(I)+ 1 =M,, for tE [0, 11. 
Now returning to the inequality - y” d g(y) &v’) $(t) and multiplying by 
( y’ - l/n) Iby yields 
-(IS’- l/n)“y’Q(t) g(y)qQ’)o,- l/n)“4 
G Ii/(f) g(y) &Y’- lln)(Y’)‘.c’ 
since 4 is nonincreasing. Integrate from t to 1 and use Hiilder’s inequality 
to get 
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Define I(z) = si (u’~“/#(u)) du so I is an increasing map from [0, co) onto 
[0, 03) and therefore has in increasing inverse I -I. Thus it follows that 
y’(t)fZp’(fi)+ l/n61-‘(a)+ 1 GM, for te [0, 11. 
We have thus shown that 
l/n < y(t) d MO, l/n d y’(t) < M,, tE co, 11 
for any solution 1’ to (5.4),,. Now assumption (5.5) implies that -)1”(t) 2 
e(t) v(t) so 
-’ y’(t) 2 j $(.s) q(s) ds 
and y(t) 2 t 
r 
it’ tits) v(s) ds + 1; W) Y](S) ds. 
Thus assumption (5.6) with the fact that g and 4 are nonincreasing 
immediately yields the existence of a constant M, independent of n such 
that IIy”11 L, < M, for any solution y to (5.4),. 1 
THEOREM 5.2. Suppose (2.2), (2.3), (3.3), (5.5), and (5.6 ) are satisfied. 
Then a C’[O, I] n C’(O, 1) solution of (5.4) exists. 
ProoJ This follows from a slight modification of the proof of 
Theorem 5.1. 1 
Remark. Similarly we have corresponding results for the problems 
y”++(t) f(t, y, ,v’)=O, o<t<1 
J(l)=a>O 
J’(0) = 0 
and 
y”+$(t)f(t, y, y’)=O, o<t<1 
y(l)=0 
y’(0) = 0. 
It is of interest to conclude this paper by considering the case when 
Ic/ E C[O, l] and f is singular only at 1” = 0. In addition we extend the 
class of functions f that we examined previously so we obtain new and 
interesting existence theorems. In particular we look at 
4”’ + f(t, y, y’ ) = 0, o<t<1 
y(O) = a Z 0 (5.7) 
4”( 1) = b > 0. 
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Assume to begin with that b > 0 and in addition the following are satisfied: 
f is continuous on [O, l] x ( - IX, CC) x (0, ,x ) with .f> 0 
on [0, 1 ] x (0, ‘CC ) x (0, XI ) and lim, _ O+ f( t, J, p) = 1x1 for 
each (t, 11)~ [0, l] x (-lc’, ‘x8)/(O). (5.8) 
0 < f(4 19, P) d g(y) 4(p) on IX, 11 x (a, 8%) x (0, =I, 
where Q >O is continuous and nonincreasing on (0, ‘CL) 
and g is continuous on [a, tx;). (5.9) 
There exist constants A B 0, B > 0, 0 6 q < 1, such that . : ! g(u)dud - ‘I s .43fB l, for all ZE [a, 1~3). (5.10) 0 
THEOREM 5.3. Let b > 0 and suppose (5.8), (5.9), and (5.10) are satisfied. 
For 2 E [0, 1 ] consider the family of problems 
y”+Af(t, I’, y’)=O, O<Z<l 
y(0) = a 3 0 (5.7); 
y’( 1 ) = b > 0. 
Then there exist constants MO, M,, M2 independent of A such that for 
tE co, 11 
for each solution y to (5.7),. 
Proof: Let .I’ be a solution to (5.7), and clearly y(t) 2 a, J!‘(t) > b, 
y”(t)<0 for tE [0, 11. We also have 
since 4 is nonincreasing. Thus 
-(f - b) f’ 
4(1” - b) <g(y)(y’-b)<g(p)y’ 
and integration from t to 1 yields 
I 
F’(I)---b u I.(1 I 
-du,< 
4(u) 
g(u) A,< 
s 
g(u) du. 
0 u 
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Define H(z) = s; (U/~(U)) d U, so H is an increasing map from [0, ocl) onto 
[0, c;c ) and therefore has an increasing inverse H ~ ‘. So we have 
y’(t) 6 H - ’ (j-;“g(u)du)+b. (5.11) 
Finally, integration from 0 to 1 yields 
1’(l)< HP’ (g:liig(u)du)+b+a 
&4(~(l)jY+B+b+a (5.12) 
using assumption (5.10). Thus there exists a constant M0 independent of 1 
such that J$ 1) < M,. We have shown that a 6 y(t) d M, for any solution 
J’ to (5.7),. In addition (5.11) implies 
b < y’(t) < H -- ’ (j;g(u)du)+bsV, 
for any solution y to (5.7),. Now returning to the inequality 
-y”<g(y)c,b(y’) we have for TV [0, l] 
y”(r) <d(b) sup g(y) = M,. 1 
cu. bfol 
We thus have immediately (via ideas in Theorem 2.2) the following 
theorem. 
THEOREM 5.4. Let b > 0 and suppose (5.8), (5.9 ), and (5.10) are satisfied. 
Then a C2[0, l] solution of (5.7) exists. 
To establish existence of a solution to (5.7) with b = 0 we first consider 
for nEN+ 
y” + f(t, .v, y’) = 0, o<t<1 
y(O)=a~O (5.13), 
y'( 1) = l/n. 
Suppose also (5.8), (5.9), (5.10), and (5.2) are satistied. In addition assume 
there exists r > 1 with 
5:~r(I’~~j)d~)dt<‘~. (5.14) 
Now let 4’ be a solution to (5.13),,. Then there exist constants M, and 
M, independent of n (see Eqs. (5.11) and (5.12)) such that 
a< II’lo<M, and l/n< 0“l”dM’. 
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In addition 
(independent of n) where K = sup g(J). 
cu. M@l 
We thus have 
THEOREM 5.5. Let b =0 andsuppose (5.2), (5.8), (5.9), (5.10), and (5.14) 
are satisjkd. Then a C’[O, 1] n C’[O, 1) solution of (5.7) exists. 
ProoJ This follows from a slight modification of the proof of 
Theorem 5.1. 1 
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