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Abstract. In this paper, we investigate the sensitivity of 
a novel Multi-Objective Self-Organizing Migrating Algo-
rithm (MOSOMA) on setting its control parameters. Usu-
ally, efficiency and accuracy of searching for a solution 
depends on the settings of a used stochastic algorithm, 
because multi-objective optimization problems are highly 
non-linear. 
In the paper, the sensitivity analysis is performed exploit-
ing a large number of benchmark problems having differ-
ent properties (the number of optimized parameters, 
the shape of a Pareto front, etc.). The quality of solutions 
revealed by MOSOMA is evaluated in terms of a genera-
tional distance, a spread and a hyper-volume error. Rec-
ommendations for proper settings of the algorithm are 
derived: These recommendations should help a user to set 
the algorithm for any multi-objective task without prior 
knowledge about the solved problem. 
Keywords 
MOSOMA, sensitivity, control parameters, multi-
objective optimization. 
1. Introduction 
Stochastic optimizers became a very efficient tool for 
the design of various electromagnetic structures. Usually, 
the design of these structures considers more than one 
objective. Therefore, efficient multi-objective optimizers 
have been derived from single-objective ones: e.g. NSGA-
II (elitist Non-dominated Sorting Genetic Algorithm) [1] 
for genetic algorithms, MOPSO (Multi-Objective Particle 
Swarm Optimization) [2] for the particle swarm intelli-
gence, GDE3 (Generalized Differential Evolution) [3] for 
the differential evolution etc.  
Since multi-objective optimization problems are 
highly non-linear, accuracy and efficiency of their solution 
strongly depends on settings of a used algorithm [4]. From 
the viewpoint of a user, a proper setting of the parameters 
controlling the optimizer is a rather difficult task. On one 
hand, the settings have to be very robust so that the opti-
mizer can achieve the global optimum with high probabil-
ity. On the other hand, the parameters should be chosen to 
ensure high efficiency of the optimization process. There-
fore, many researchers put their efforts to reveal sensitivity 
rules of multi-objective algorithms and to formulate rec-
ommendations for proper setting of optimizers. 
The influence of control parameters on the GDE3 
algorithm is studied in [5]. The tuning of multi-objective 
PSO-based optimizer parameters is described in [6]. In [7], 
the author tries to fix crucial parameters of NSGA-II so 
that the user does not need to take care of it. 
This paper tries to follow up the article [8] where 
a novel Multi-Objective Self-Organizing Migrating Algo-
rithm (MOSOMA) was introduced. As described in [8] and 
[9], run of MOSOMA is controlled by few parameters set 
by a user. These parameters have to be set properly to 
make run of the algorithm efficient. In this paper, we de-
scribe the sensitivity of MOSOMA to the setting of its 
control parameters. The control parameters of MOSOMA 
are tuned on a test suite of various benchmark problems. 
The quality of the computed solution is evaluated by 
the spread, the generational distance and the hyper-volume 
error metrics. 
In the paper, we briefly explain the most important 
principles of MOSOMA first. Then, we describe the setup 
of experiments: benchmark problems and evaluation met-
rics are introduced here. Results of experiments for each 
investigated control parameter are summarized conse-
quently. Some values are recommended for each of control 
parameters. The correctness of the recommended values of 
individual control parameters is verified on two two-objec-
tive problems from the field of electromagnetics. Pareto 
fronts obtained by MOSOMA are compared with other 
benchmark algorithms for those EM problems. Last ex-
periments present comparison of MOSOMA results with 
other benchmark optimizers when the recommended set-
tings cannot be used due to an excessive increase of com-
putation time. 
2. MOSOMA 
MOSOMA is based on the cooperation of a group of 
agents as described in a single-objective Self-Organizing 
Migrating Algorithm published in [10]. Each agent corre-
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sponds to a vector of state variables of the optimized 
structure. For each agent, we evaluate objective functions. 
The agents can update their positions in the decision space 
in so called migration loops. The direction of the migration 
is determined by information obtained from the objective 
space. The values of objective functions are shared by 
the whole group of agents. The pseudocode of MOSOMA 
is depicted in Fig. 1. 
First, agents from the initial population Q(1) are ran-
domly distributed over the whole decision space according 
to [8]: 
  , min , max minq n n q n n nx x rnd x x    (1) 
where xq,n denotes the n-th variable of the q-th agent, 
xn,min; xn,max denotes the feasible interval for the n-th 
variable, and rndq,n is a random number from the interval 
0; 1 with a uniform distribution of probability. 
 
Fig. 1. Pseudocode of MOSOMA [9]. 
Then, the non-dominated sorting [4] according to 
the values of the objective function fm is made for the entire 
group of agents. The non-dominated sorting uses a concept 
of dominance which can be found in [4]. 
The non-dominated solutions build so called advanc-
ing fronts as can be seen in Fig. 2. Here, the group of 12 
individuals is sorted into three fronts. The solutions from 
the first front dominate every solution from the advancing 
fronts, the solutions from the third front are dominated also 
by the solutions from the second front. Within each front, 
the less crowded solutions are preferred; therefore, e.g. 
the solution x6 is better than the solution x11 in the first 
front. 
The non-dominated solutions of the first order are 
saved into an external archive (EXT). If the number of non-
dominated solutions in the first front is lower than  
the minimal size of the external archive Nex,min, then 
the EXT is filled in with the best solutions from advancing 
fronts [4]. The less crowded solutions are preferred. 
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Fig. 2. Non-dominated sorting to advancing fronts. 
In each migration loop, T selected agents migrate to-
wards the members of current EXT. The migration pro-
ceeds in steps. Each agent xp migrating towards the agent 
xq from EXT visits temporary places tmp [9]: 
  
,
,
( ) ( 1)
( 1) ( 1)
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 
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 (2) 
where i denotes the current migration loop, ST is the num-
ber of steps during one migration (s goes from 1 to ST), PL 
stands for the normalized length of the migration (the dis-
tance between the p-th and q-th agent multiplied by PL) 
and PRTV denotes a perturbation vector. This vector has 
the same length as the vector x and has to be generated for 
every migration according to the equation: 
 
1 ( )
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0 ( )
if rnd n PR
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if rnd n PR
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 (3) 
where PR stands for the probability of perturbation. Per-
turbation is introduced here to prevent the algorithm from 
freezing in a local optimum. Perturbation behaves similarly 
to mutation in genetic algorithms. 
The objective functions are computed for each tempo-
rary position tmp. Then, a new external archive EXT(i) is 
determined by non-dominated sorting the union between 
EXT(i – 1) and all fm(tmp). In one migration loop, 
the number of FFC(i) is given by the size of the previous 
external archive EXT(i-1), the number of migrating agents 
T and the number of steps ST: 
    1FFC T STEXTi i   . (4) 
When a new external archive is determined, stopping 
conditions are checked. If any of the stopping conditions 
becomes fulfilled, the final set P (with defined size) is 
Start 
 Define initial population Q(1)  
 Compute objective functions in tmp 
 Find external archive EXT  
 While i < I | FFC < Nf,max | |EXT(i)| < Nex, max 
  For q = 1 : |Q(i – 1)| 
   xq migrates to all members of EXT(i – 1) 
   Compute objective functions in tmp 
  End 
  Find EXT(i) from tmp ⋃	EXT(i – 1) 
  While | EXT(i)| < Nex, min 
   Find advancing front and crowding distance 
   Fill EXT(i) with best agents from advancing front 
  End 
  i++  
 End 
 Choose final set P from EXT(i) 
End 
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chosen from the current EXT so that the members of P are 
distributed as uniformly as possible [9]. 
3. Experimental Settings 
The multi-objective optimization is assumed to 
achieve two goals at the same time: 
1. The element of the computed non-dominated set P 
has to lie in the minimal distance from the true Pareto 
front of the problem. 
2. Elements of the set P have to be distributed uni-
formly. This ensures that the whole Pareto front has 
been found. 
The quality of achievements can be expressed by means of 
metrics applied for benchmark problems with known 
Pareto fronts. This section describes used metrics, bench-
mark problems and general settings of MOSOMA for the 
analysis of the sensitivity on values of individual control 
parameters. 
3.1 Evaluation Metrics 
3.1.1 Generational Distance 
The generational distance (GD) was introduced by 
Veldhuizen in [11]. This metric evaluates the quality of 
the computed non-dominated set from the viewpoint of 
accuracy. GD measures the Euclidian distance between P 
members and a set of 500 uniformly spread true Pareto 
front members P*. The GD metric is defined by [11]: 
 
2
1
P
p
p
d
GD
P


 (5) 
where dp stands for the minimal Euclidian distance 
measured in the objective space between the p-th solution 
from the computed P and the corresponding member of 
the true Pareto front P* [4]: 
  * 2*
1 1
min ( ) ( )
P M
p m mk m
d f p f k 
  . (6) 
Here, k denotes the index of the solution in the set P* 
which has the minimal distance to the p-th member of the 
set P and M stands for the number of objective functions. 
The lower value of the GD metric achieved, the more accu-
rate the solution. For the ideal solution, the GD reaches 
zero. 
3.1.2 Spread 
The spread (Δ) was introduced by Deb in [1]. This 
metric expresses the quality of the spread of the computed 
set P and can be evaluated in the objective space. The 
spread metric measures the ratio between the sum of de-
viations from average distances among neighboring Pareto-
optimal solutions and the sum of all distances. The set P 
has to be sorted such a way so that the neighboring solu-
tions can be found. Therefore, such a defined metric can be 
computed only for two-objective problems. 
The way of also evaluating a spread for problems 
with more than two objectives was proposed in [9]. The 
procedure is based on searching for the so-called minimum 
spanning tree (MST) of the set P. Simply said, MST con-
nects all the nodes in the set so that the sum of connections 
is the shortest one. Connections between any two nodes 
have to be available, and cycles in the tree have to be pro-
hibited. 
The described approach can be applied to problems 
with an arbitrary number of objectives (including two). 
The multi-objective spread ΔM can be computed using 
equation [9]: 
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where dp denotes the Euclidian distance between the p-th 
and (p + 1)-th solution from P, de,m denotes the distance 
from computed extreme solutions to the true ones and davg 
is the average distance among all computed solutions. 
If computed solutions are spread ideally on the true 
Pareto front, the spread metric becomes zero. Commonly 
used algorithms usually achieve a spread between 0.1 and 
0.7 [4]. 
3.1.3 Hyper-volume 
The hyper-volume metric HV evaluates the multi-ob-
jective optimizers from the viewpoint of the spread and 
the accuracy at the same time. HV measures the volume in 
the objective space, which is covered by the solutions from 
the found non-dominated set P [11]. Here, the metric was 
introduced as hyperarea, but it is usually called hyper-
volume in most references [4]. For each solution from P, 
the hypercube volume vp between the p-th solution and 
a reference point W is computed. Then, the hyper-volume 
can be defined [11]: 
 
1
P
p
p
vHV volume

    
. (8) 
Here, vp denotes the hypervolume between p-th point from 
the non-dominated set P and the reference point W. Total 
hypervolume HV is the union of individual hypervolumes 
vp. The position of the reference point can be simply 
defined by a vector composed of the maximal values of 
the extreme solutions of the true Pareto front for particular 
objective. For example in Fig. 2, the reference point would 
be defined W = {f1(x8); f2(x6)} considering that x6 and x8 
are the extreme true Pareto-optimal solution. 
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Obviously, values of the HV metric are significantly 
influenced by the magnitudes of individual objectives. 
Therefore, the relative hyper-volume metric HVR was 
proposed in [11]. The hyper-volume of the computed set P 
is normalized with the hyper-volume size of the true Pareto 
front (the same set of 500 uniformly spread solutions, as in 
the case of GD, is used) [11]:  
   
HV PHVR
HV P
 . (9) 
The relative hyper-volume metric can increase with the in-
creasing accuracy of the computed solution P. The relative 
hyper-volume metric equals one for the ideal distribution 
of the computed Pareto optimal set P. Usually, the relative 
hyper-volume error is given by: 
 error 1HV HVR  . (10) 
Similarly to the previously described metrics, solutions 
with a better spread and accuracy can reach a smaller value 
of the hyper-volume error. 
3.2 Benchmark Problems 
The benchmark suite should be large enough to cover 
different types of problems. Therefore, we have chosen 
9 different unconstrained problems having a different 
number of decision space variables, different number of 
objective functions and different shapes of Pareto fronts. 
All fitness functions are formulated as minimization 
problems.  
 
abbrev. ref. M N PF 
DTLZ1 [12] 3 5 flat 
DTLZ2 [12] 3 5 concave 
FON [13] 2 10 concave 
GSA2 [14] 3 2 convex 
SCH1 [15] 2 1 convex 
UF8 [16] 3 10 concave 
TP1 [17] 3 2 convex 
ZDT1 [18] 2 30 convex 
ZDT2 [18] 2 30 concave 
Tab. 1. The MOSOMA settings for the sensitivity analysis of 
the FFC parameter. 
Nine multi-objective benchmark problems were 
employed for purposes of MOSOMA sensitivity analysis. 
To keep the reasonable extent of the paper, we put here 
only references to the benchmark problem used, their 
abbreviations, number of objective functions M, number of 
variables N and type of Pareto front PF. 
Performance of MOSOSMA has been tested on 
a large suite of benchmark problems having various num-
bers of decision space variables and objectives in [8] and 
[9]. The results of various convergence metrics were com-
pared with commonly used algorithms NSGA-II [1] and 
SPEA2 [19]. All algorithms were allowed to evaluate 
objective functions same times to maintain fairness of 
those comparisons. MOSOMA achieved at least compara-
ble results in accuracy (generational distance metric) and 
significantly better results in uniform coverage of the true 
Pareto front (spread metric).  
4. Sensitivity Analysis 
The sensitivity analysis of the MOSOMA conver-
gence was performed for seven control parameters: 
1. The total number of computations of the fitness 
function FFC, 
2. The minimal size of the external archive Nex,min, 
3. The size of the initial population P(1), 
4. The path length PL, 
5. The probability of perturbation PR, 
6. The number of steps ST, 
7. The number of migrating agents T. 
Since each benchmark problem from the test suite has 
a different number of decision space variables, some con-
trol parameters are normalized to the number of the deci-
sion space variables N (control parameters FFC, P(1) and 
T) or the initial population size P(1) (Nex,min). During 
the sensitivity evaluation of a selected parameter, other pa-
rameters remain constant. Constant values of parameters 
are summarized in Tab. 2. These settings were chosen 
according to the results of previously performed tests [8] 
and [9]. 
 
FFC/N Nex,min/P(1) P(1)/N PL PR ST T/N 
(-) (-) (-) (-) (-) (-) (-) 
12000 2/3 10 1.5 0.15 4 8 
Tab. 2. The MOSOMA settings for the sensitivity analysis of 
the FFC parameter. 
For the settings of each parameter, MOSOMA was 
run 50 times to search for 50 Pareto optimal solutions. 
Some statistics were computed for the generational dis-
tance, the spread and the hyper-volume error metric. 
Totally, MOSOMA was run approximately 50000-
times (50 repetitions × 7 parameters × 16 values per pa-
rameter × 9 test problems). In order to keep the paper to 
a reasonable extent, we aren’t publishing the results of 
the investigated sensitivity for every test problem and 
every metric. For every parameter, the least sensitive test 
problem, a typical one and the most sensitive one were 
chosen. The sensitivity is evaluated only for one chosen 
metric in Fig. 3. - 9. We have tried to publish here results 
for metrics that should be the most influenced by the set-
tings of a specific parameter.  
The results are presented in the form of standard box-
plot graphs for the investigated metric and parameter. Here, 
median of the data is highlighted with the central mark. 
Edges of the box are the 25th and 75th percentiles. These 
boxplots bring information about typical values of metrics 
for particular MOSOMA settings. For each parameter, 
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recommendations for its proper setting are derived ac-
cording to the results of each metric and each test problem. 
The borders of recommended intervals are chosen so, that 
all metrics remain within this interval constant and all the 
metrics median values are sufficiently low (GD < 2.010-2, 
ΔM < 3.010-1, errorHV < 210-1). 
4.1 Fitness Function Computation 
Usually, the fitness function computation is the most 
time-consuming part of the whole process of the optimiza-
tion. The number of computations of the objective func-
tions in the migration loop changes with the size of the 
external archive when running MOSOMA. Therefore, 
formulating some limits for FFC is necessary. Obviously, 
FFC grows with increasing accuracy of the optimization. 
Unfortunately, the computational time grows. 
For the experiments, the total number of computations 
of the fitness functions was changed within the interval 
FFC/N  1000; 20000. Other parameters were set as 
indicated in Tab. 2. 
Fig. 3 depicts the results of the generational distance 
metric for three test problems: GSA2, DTLZ2 and ZDT2. 
In accordance with predictions, the accuracy of the opti-
mizer increases with the growth of FFC. The ZDT2 prob-
lem is strongly sensitive to the FFC parameter. The accu-
racy seems to remain the same from a certain value of 
FFC. This is not true for the ZDT2 problem, where several 
local optima can be assigned incorrectly as a result [18]. 
Therefore, we recommend to choose the parameter FFC 
from the interval FFC/N  8000; 15000 considering 
the time devoted for the evaluation of objectives. 
4.2 EXT Minimal Size 
The minimal size of the external archive Nex,min influ-
ences the speed of the convergence of algorithms primar-
ily. If MOSOMA is not able to find the sufficient number 
of non-dominated solutions of the first order during the 
first migration loop, we have to fill in the external archive 
with the solutions from advancing fronts. The less-crowded 
solutions are preferred in this case to preserve the diversity 
among the members of EXT. Obviously, the highest value 
of the EXT minimal size is limited by the size of the initial 
population. 
The minimal size of EXT influences the diversity 
among the computed non-dominated sets. Therefore, 
a spread metric was chosen in Fig. 4 to show the sensitivity 
of MOSOMA on the Nex,min parameter. The influence of 
the EXT minimal size is more significant for more complex 
problems as indicated by the most sensitive results for 
the ZDT1 test problem. 
MOSOMA is almost insensitive to the EXT minimal 
size in the case of less-complicated problems as shown by 
the results for FON and TP1. Usually, the quality of 
the spread slightly decreases with the Nex,min parameter. In 
this case, a lot of evaluations of objectives are devoted for 
migration towards solutions which can lie a far distance 
from the true Pareto front, while the region of the true 
Pareto front is not revealed sufficiently. 
The optimal value of the EXT minimal size can be 
somewhere within the borders of the recommended interval 
Nex,min/P(1)  0.3; 0.6. 
4.3 Initial Population Size 
The parameter Q(1) defines the number of agents 
randomly generated at the beginning of a MOSOMA run. 
At first sight, a larger value of Q(1) might seem to be better 
to research the whole decision space. On the other hand, 
a too large Q(1) slows down the algorithm during the first 
migration loops. Therefore, some trade-off has to be cho-
sen taking into account the number of state variables and 
the maximal FFC given by (4). The Q(1) parameter di-
rectly influences the ability to achieve the true Pareto front. 
A larger Q(1) ensures that agents can reach the region of 
the global optimum during the first migration loops. Then, 
this region can be researched adequately in the rest of the 
optimization process to provide a very good accuracy and 
the spread of the non-dominated set. 
The sensitivity of MOSOMA on the Q(1) parameter 
is depicted in Fig. 5. Here, the hyper-volume error meas-
ured for the different values of the Q(1) parameter can be 
seen. The hyper-volume error seems to decrease slightly 
with the growth of the Q(1) but the decrease is not so 
strong. After the detailed study of all tests, we can recom-
mend to choose the size of the initial population from the 
interval Q(1)/N  5; 12.  
4.4 Path Length 
The path length defines the length of the migration 
between two agents as a multiple of their Euclidian dis-
tance in the decision space. The path length is strictly con-
nected to the ST parameter (the number of steps). Both 
parameters have to be set such a way so that the agents do 
not visit the previously researched positions. Therefore, 
the following condition has to be met: 
  1for 1, 2,...,PLs s ST
ST
   . (11) 
The sensitivity of MOSOMA to the path length (PL) 
is depicted in Fig. 6. The generational distance versus 
the path length is given here. The accuracy of MOSOMA 
grows with the increase of PL, especially for more complex 
problems (as in the case of DTLZ2 and ZDT1 problems). 
The searching range of MOSOMA is enlarged with 
a higher value of PL, which avoids the algorithm to freeze 
in the local optimum and increases the diversity among 
the non-dominated set. 
The recommended interval for the path length is 
PL  1.2; 1.7. 
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4.5 Number of Steps 
During each iteration loop, each agent from the set T 
migrates towards the members of the external archive. 
Every migration proceeds in the predefined number of 
steps ST. Again, a larger value of ST causes an increase of 
computational demands, but the decision space is re-
searched more carefully. The parameter ST has to be cho-
sen considering the value of PL together with the condition 
in (11). 
Fig. 7 depicts the variation of the hyper-volume error 
with the variation of the parameter ST. The hyper-volume 
error increases with a growing number of steps. This is 
probably caused by the fact, that regions wide from 
the Pareto-optimal solutions are researched in detail during 
first migration loops. Then, only few FFC remain for de-
tailed research of Pareto-optimal regions during further 
migration loops. Therefore, we recommend to set the lower 
values of the ST in the interval ST  2; 5.  
4.6 Probability of Perturbation 
The probability of perturbation was introduced in 
the original single-objective SOMA to prevent the algo-
rithm from freezing in the local optimum. If the agent re-
mains in the local optimum, the direction of this migration 
can be arbitrarily changed with a certain probability, 
defined by the parameter PR. Obviously, a higher value of 
the probability of perturbation decreases the speed of  
MOSOMA to move agents in the decision space more 
chaotically, which reduces the convergence of MOSOMA. 
Fig. 8 shows that the spread metric of the computed 
non-dominated set grows slowly with the increasing prob-
ability of the perturbation for all the test problems.  
Therefore, we recommend lower values of PR. This 
parameter should be chosen within the interval 
PR  0.1; 0.3. 
4.7 Number of Migrating Agents 
The number of migrating agents T is limited by the 
size of the initial population. With a higher number of T, 
the research of the decision space is more precise on the 
one hand, but the speed of MOSOMA decreases on the 
other hand.  
The hyper-volume error metric covering both the ac-
curacy and the spread has been chosen for the evaluation of 
the sensitivity of MOSOMA on the parameter T. Results 
are depicted in Fig. 9. MOSOMA seems to be almost in-
sensitive on the settings of T for all types of problems. 
The recommended interval is T/N  5; 10. 
 
Par. FFC/N Nex,min/P(1) P(1)/N PL PR ST T/N 
 (-) (-) (-) (-) (-) (-) (-) 
Min 8000 0.3 5 1.2 0.1 2 5 
Max 15000 0.6 12 1.7 0.3 5 10 
Tab. 3. Recommended intervals for MOSOMA control pa-
rameters. 
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0
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G
D
 (-
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  1000   7333  13667  20000
0
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0.015
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G
D
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  1000   7333  13667  20000
0
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0.25
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0.5
FFC / N (-)
G
D
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)
 
Fig. 3. Sensitivity of MOSOMA on FFC (the number of fitness functions computations) measured by generational distance metric: 
test problem GSA2 (left), DTLZ2 (middle) and ZDT2 (right). 
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Fig. 4. Sensitivity of MOSOMA on Nex,min (external archive minimal size) measured by spread metric: test problem FON (left), 
TP1 (middle) and ZDT1 (right). 
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Fig. 5. Sensitivity of MOSOMA on P(1) (initial population size) measured by hyper-volume error metric: test problem TP1 (left), 
FON (middle) and DTLZ2 (right). 
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Fig. 6. Sensitivity of MOSOMA on PL (path length) measured by generational distance metric: test problem GSA2 (left), DTLZ2 (middle) 
and ZDT1 (right). 
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Fig. 7. Sensitivity of MOSOMA on ST (number of steps during one migration) measured by hyper-volume error metric: test problem GSA2 
(left), UF8 (middle) and ZDT1 (right). 
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Fig. 8. Sensitivity of MOSOMA on PR (probability of perturbation) measured by spread metric: test problem GSA2 (left), ZDT2 (middle) and 
SCH1 (right). 
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Fig. 9. Sensitivity of MOSOMA on T (number of migrating agents) measured by hyper-volume error metric: test problem UF8 (left), DTLZ2 
(middle) and ZDT1 (right). 
 
5. EM Problems 
In this section, we are going to demonstrate that rec-
ommended values of control parameters are derived rea-
sonably. Two multi-objective problems from the field of 
electromagnetics introduced in [8] are solved here: the de-
sign of a partially filled waveguide and the order reduction 
of a Debye model. Results of MOSOMA with different 
settings randomly chosen from the recommended intervals 
are presented here. 
Two multi-objective problems from [8] are completed 
by a real-life EM optimization which requires an extremely 
high CPU power to evaluate objective functions. The de-
sign of a Yagi-Uda filtenna shows the behavior of 
MOSOMA in case when an adequate number of FFC can-
not be performed. 
Pareto fronts found by MOSOMA are compared with 
results of commonly used optimizers NSGA-II [1] and 
MOPSO [20] for all the examined problems. 
5.1 Partially Filled Waveguide 
The cut-off frequency of a waveguide dominant mode 
can be decreased if a proper dielectric layer is placed in 
[21]. The model of a partially filled waveguide is depicted 
in Fig. 10. Here, the symbol a denotes the width of the 
waveguide, d1 and d2 stand for the height of the dielectric 
layer and vacuum (2 = 1) inside the waveguide, respec-
tively. Relative permittivity of the dielectric layer is de-
noted by 1. We assume non-magnetic materials in the 
waveguide (relative permeability remains one μ1 = μ2 = 1). 
Our goal is to determine the “cheapest” dielectric 
layer for every possible cut-off frequency of the R100 
waveguide (a = 22.86 mm, d1 + d2 = 10.16 mm). There-
fore, two objectives were formulated in [8]: 
 1
2 1 1
cf f
f d

  (12) 
The first objective minimizes the cut-off frequency fc of 
the dominant mode. The second objective minimizes the 
expected production cost. The price of the used dielectric 
material is assumed to increase with the increasing relative 
permittivity and the height of the layer. 
We would like to make a note that both the relative 
permittivity and the height of the layer are discrete pa-
rameters in real life. This is caused by the fact that dielec-
tric substrates are manufactured in a limited number of 
combinations of relative permittivity and heights. 
The state parameters can be chosen from the follow-
ing intervals: 1  1; 10	and	d1  0; 10.16 mm. 
The decision space with the highlighted Pareto-opti-
mal solutions is depicted in Fig. 11. Two types of Pareto-
optimal solutions can be found here: the waveguide is fully 
filled by the dielectric material (d1 = 10.16 mm) and the 
waveguide is partially filled by the layer having the relative 
permittivity approximately 1 ≈ 2. The Pareto front is fully 
completed by the waveguide filled by vacuum only 
(d1 = 0 mm). 
x
y
ε1, μ1
ε2, μ2
a
d1
d2
 
Fig. 10. Partially filled waveguide [8]. 
MOSOMA was run several times with different set-
tings of control parameters. Three randomly chosen set-
tings are summarized in Tab. 4. In Fig. 12, we compare 
Pareto fronts consisting of 25 elements, which were com-
puted by MOSOMA with the corresponding settings, with 
the true Pareto front of the problem. Obviously, MOSOMA 
was able to find the Pareto front with a very good accuracy 
and an excellent spread. The stability of the results can be 
seen in the detailed plot of the Pareto front, especially. 
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Fig. 11. Decision space of the partially filled waveguide prob-
lem: Pareto-optimal solutions are depicted in red. 
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Fig. 12. Pareto front members obtained by three independent 
runs of MOSOMA with randomly chosen settings. 
The Pareto front chosen from 10 independent 
MOSOMA runs with settings #1 from Tab. 4 is compared 
with results obtained by algorithms NSGA-II and MOPSO 
in Fig. 13. The best result of ten runs of each algorithm is 
depicted here. All the algorithms were set so that the ob-
jective functions were evaluated 20000 times in maximum 
to keep the comparison fair. 
 
run FFC/N Nex,min/P(1) P(1)/N PL PR ST T/N 
 (-) (-) (-) (-) (-) (-) (-) 
1 10 000 0.50 10 1.5 0.2 3 8 
2 7 000 0.56 8 1.3 0.3 2 7 
3 9 000 0.42 6 1.4 0.1 4 9 
Tab. 4. MOSOMA settings for individual runs of partially 
filled waveguide design. 
Parameters of the NSGA-II algorithm were set in 
the following way: the population consisted of 25 
individuals; the optimization comprised 800 generations; 
probability of the crossover was 0.9 and probability of 
the mutation was 0.1. 
Parameters of the MOPSO algorithm were set in 
the following way: the population was created by 25 indi-
viduals; the optimization comprised 800 generations; the 
inertia weight decreased from 0.9 in the first iteration to 
0.4 in the last iteration; and current speed vector was com-
puted using the coefficients c1 = c2 = 1.494. 
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Fig. 13. Pareto front elements for partially filled waveguide 
problem obtained by the following algorithms: 
MOPSO (blue triangle), NSGA-II (green square) and 
MOSOMA (red cross). 
Obviously, the Pareto-front elements computed by 
MOSOMA and MOPSO catch accurately the true Pareto 
front. On the other hand, some Pareto-front elements com-
puted by NSGA-II do not catch the true Pareto front. 
MOSOMA outperforms both MOPSO and NSGA-II 
in the spread of the computed set: the length of the curve 
between two neighboring elements of the MOSOMA set 
remains constant. On the contrary, both the NSGA-II algo-
rithm and the MOPSO algorithm overcrowds some regions 
of the true Pareto front by the solutions and do not cover 
other parts of the true Pareto front by the solutions. 
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Fig. 14. Elements of the non-dominated sets computed by 
MOPSO (blue), NSGA-II (green) and MOSOMA (red) 
after 500, 1 000 and 1 500 evaluations of the objective 
function. 
Fig. 13 demonstrates that all the used algorithms are 
more or less effective with their robust settings. Dealing 
with the efficiency, Fig. 14 shows the evolution of the non-
dominated set computed by particular optimizers in 500, 
1 000 and 1 500 FFC. The best result of ten independent 
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runs for every optimizer was chosen. The settings of opti-
mizers were identical to tests presented in Fig. 13; only 
the size of the non-dominated set was reduced to 10 to 
keep Fig. 14 readable. 
Obviously, all the optimizers are able to reach the true 
Pareto front after 1500 FFC. MOPSO seems to be the most 
efficient algorithm because all the elements of the non-
dominated set are located almost on the true Pareto front 
just after 1000 FFC. 
Efficiency of the NSGA-II algorithms seems to be 
the lowest one because some of the elements of the non-
dominated set are located far away from the true Pareto 
front even after 1500 FFC. The evolution of the non-domi-
nated set computed by MOSOMA shows that MOSOMA is 
able to produce the non-dominated set with good spread 
very efficiently after reaching the true Pareto front region. 
5.2 Debye Model Order Reduction 
Dispersive materials can be modeled using the Debye 
model if a time domain technique is employed. Then, the 
frequency dependent relative permittivity of the dispersive 
material is described by [22]: 
  
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n n
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where r denotes the relative permittivity of the material, j 
stands for the imaginary unit, the angular frequency is 
denoted by ω, N is the order of the Debye model,  is 
the relative permittivity for the infinite frequency and n 
and n are the static permittivity and the relaxation time of 
the n-th pole, respectively. 
In some solvers, the first-order Debye model is im-
plemented only. Then, the materials described by higher 
order Debye models have to be replaced by the model with 
the reduced order. The order reduction can be defined as 
a two-objective problem: 
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where P stands for the number of frequency steps used for 
the comparison of the first-order Debye model and the 
third-order Debye model of the relative permittivity r,first 
and r,third. 
When reducing the order of Debye model of the Ec-
cosorbe LS22 material, three parameters have to be deter-
mined: the relative permittivity for the infinite frequency 
  1; 100, the relaxation time1  1·10-12; 1·10-9 s and 
the static permittivity 1  1; 30. 
The frequency band from 0.3 GHz to 6.0 GHz was 
divided into P = 359 samples. Again, three randomly cho-
sen MOSOMA settings from the intervals recommended in 
Sec. 4 of this paper were used to solve the optimization 
task (see Tab. 5). 
 
run FFC/N Nex,min/P(1) P(1)/N PL PR ST T/N 
 (-) (-) (-) (-) (-) (-) (-) 
1 10000 0.50 10 1.5 0.2 3 6 
2 12000 0.58 8 1.4 0.3 3 9 
3 8000 0.42 11 1.3 0.1 5 7 
Tab. 5. MOSOMA settings for individual runs of order 
reduction of Debye model. 
Fig. 15 depicts 25 Pareto front solutions of three in-
dependent runs of MOSOMA. Our algorithm was able to 
find the Pareto front with very good accuracy. Considering 
the previous example, the individual Pareto-optimal sets 
differ in their spread because MOSOMA has problems to 
find the extreme solutions of the Pareto front. This problem 
is probably caused by a higher dimensionality of the prob-
lem and a higher sensitivity of objective functions on the 
variation of input variables. 
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Fig. 15. Pareto front of order reduction of Debye model for 
three runs of MOSOMA with randomly chosen 
settings. 
Fig. 16 shows the comparison of Pareto fronts com-
puted by MOSOMA, MOPSO and NSGA-II; the best re-
sult of 10 independent runs of the algorithms is presented.  
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Fig. 16. Pareto sets obtained by MOPSO, NSGA-II and 
MOSOMA; order reduction of Debye model. 
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MOSOMA was set according to #1 from Tab. 5 (ob-
jective functions could be computed 30000-times in maxi-
mum). Settings of other two algorithms were identical with 
the previous example; only the number of generations was 
increased to 1200 to keep the comparisons fair. 
Some non-dominated elements of the set computed by 
MOPSO are located in a longer distance from the true 
Pareto front. Elements of the set computed by NSGA-II 
caught the Pareto-front accurately but were non-uniformly 
spread on the true Pareto front. MOSOMA had a problem 
to reveal the extreme Pareto front solutions but almost 
the whole true Pareto front was covered with a good accu-
racy and uniformity. 
5.3 Yagi-Uda Filtenna Design 
The multi-objective design of the Yagi-Uda filtenna 
was introduced in [23]. The filtenna is an antenna which 
can provide prescribed frequency filtering for the prede-
fined direction of the radiation or the reception. Elements 
of the Yagi-Uda filtenna are designed to irradiate the en-
ergy in the main-lobe direction in the pass band and to 
the backward directions in the stop band. 
For the design of the filtenna, two objectives can be 
formulated. First, the gain of the antenna in the main lobe 
direction should be relatively high with minor variations 
for the pass band. Second, the gain of the antenna in 
the main lobe direction should sharply dive out for the stop 
band. These two goals can be formulated as the minimiza-
tion of the following objective functions F1 and F2 [23]: 
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where P and S denote the number of frequency samples in 
the pass band fp and the stop band fs, respectively. The 
symbol G denotes the gain and θ0 stands for the main lobe 
direction. In order to ensure the proper impedance match-
ing of the designed antenna, two constraint functions have 
to be formulated [23]: 
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where Zin denotes the input impedance of the antenna. 
The standard configuration of the Yagi-Uda antenna 
[24] with one driven element, one reflector and five direc-
tors is considered for this experiment. The length of indi-
vidual elements d and the spacing between neighboring 
elements s are the parameters computed by the optimizer. 
Hence, the decision space has N = 13 dimensions. 
The length of individual elements can vary within 
0.3λ < dn < 0.7λ and spacing of elements can vary within 
0.2λ < sn < 0.6λ. Here, the symbol λ denotes the wave-
length for the central frequency of the pass band fp. 
The frequency band considered was from 24 GHz to 
36 GHz with the pass band fp from 28 GHz to 32 GHz. 
The values of the gain and the input impedance which 
are necessary for the evaluation of objective functions and 
constraint functions are computed by the moment-method 
software 4NEC2 [25]. The analysis of an antenna configu-
ration takes two seconds, approximately. Therefore, 
the number of FFC was limited to 10000. So, the whole 
optimization process takes approximately 5.5 hours. All the 
algorithms MOPSO, NSGA-II and MOSOMA were run 
five-times and the best results are presented here. 
Settings of MOPSO and NSGA-II are identical to 
the previous examples; only the number of generations was 
reduced to 200 and number of individuals was set to 50. 
For MOSOMA, we set the total number of evaluation of 
objectives to FFC = 10000, we considered the size of the 
initial population P(1) = 25, the length of the path 
PL = 1.3, probability of perturbation PR = 0.1, the number 
of steps ST = 3 and the number of migrating agents T = 20. 
Parameters P(1) and T were not set according to the rec-
ommended values given in Tab. 3: we decreased them to 
lower the number of FFC. If the recommended values 
would be used, MOSOMA would spent too much of the 
available FFC for exploring the initial populations. 
All the algorithms started with the same random ini-
tial population to enhance the fairness of the comparison. 
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Fig. 17. Pareto fronts computed by MOPSO, NSGA-II and 
MOSOMA: design of Yagi-Uda filtenna. 
Fig. 17 shows that all the optimizers face a problem to 
find the desired number of non-dominated solutions. 
The set computed by NSGA-II contains 46 elements; 
MOSOMA computed 19 non-dominated solutions and 
MOPSO produced only 12 elements. The Pareto set of 
the lowest quality was computed by MOPSO: all the com-
puted elements were dominated by the solutions computed 
by NSGA-II and MOSOMA. The Pareto set computed by 
NSGA-II was closer to the best Pareto set computed by 
MOSOMA compared to the MOPSO set. Still, all elements 
of the MOPSO set are dominated by the solutions com-
puted by MOSOMA. 
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6. Conclusions 
The paper deals with control parameters of the novel 
Multi-Objective Self-Organizing Migrating Algorithm. The 
sensitivity of the algorithm on its own settings has been 
evaluated on a large test suite of benchmark problems with 
known true Pareto fronts. The quality of computed solu-
tions was measured by the spread, generational distance 
and hyper-volume error. 
The sensitivity analysis has shown that results of 
the optimization are almost insensitive on some parameters 
(the number of migrating agents or the size of the initial 
population). On the other hand, the convergence of 
MOSOMA is slightly influenced by some parameters (the 
probability of perturbation or the path length). The simula-
tion can become instable with a more complex problem 
having a large number of decision space variables and local 
optima (the ZDT problems family).  
According to the sensitivity analysis, some recom-
mendations for setting the control parameters correctly 
were made. All the evaluated metrics of MOSOMA results 
are stable within those intervals. Choosing parameters 
according to the recommended intervals should ensure that 
MOSOMA reveals the true Pareto front with satisfactory 
accuracy and uniformity of spread. 
The correctness of recommended intervals for 
MOSOMA control parameters derived in Tab. 3 was veri-
fied by three two-objective electromagnetic problems: 
the design of a partially filled waveguide, the reduction of 
the order of the Debye model, and the design of a Yagi-
Uda filtenna. The MOSOMA was shown to produce stable 
solutions in terms of the accuracy of the Pareto front and 
the spread of elements of the Pareto front if control pa-
rameters are chosen from the recommended intervals. 
Pareto fronts computed by MOSOMA were compared 
with solutions produced by commonly used algorithms 
MOPSO and NSGA-II. MOSOMA outperforms both the 
algorithms particularly in spread of the computed non-
dominated set. In case of the Yagi-Uda filtenna design, 
optimizers could not perform an adequate number of 
evaluations of objective functions due to an excessively 
increasing computational time. Still, MOSOMA was able 
to find the non-dominated set with the highest quality. 
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