Abstract The aim of the present work is to introduce a method based on Chebyshev polynomials for the numerical solution of a system of Cauchy type singular integral equations of the first kind on a finite segment. Moreover, an estimation error is computed for the approximate solution. Numerical results demonstrate effectiveness of the proposed method.
Here, {K ij (t, τ )} N i,j=1 and {f i (t)} N i=1 are given real-valued Hölder functions and {φ j (t)} N j=1 are the unknown functions. The matrices A and B are known such that S = A+B and D = A−B are nonsingular for all t ∈ [−1, 1]. In some familiar physical problems the entries of the matrices A and B are constants.
The singular integral equations play important roles in physics and theoretical mechanics, particularly in the areas of elasticity, aerodynamics, and unsteady aerofoil theory. They are highly effective in solving boundary value problems occurring in the theory of functions of a complex variable, potential theory, the theory of elasticity, and the theory of fluid mechanics. A general theory of the system of equations (1) has given in [11] .
We study the system (1) in the case that A(t) = 0 and B(t) is a constant matrix. Therefore, the i th equation of system (1) takes the form
Studies on this singular integral equation can be found in some literatures (See [1, 2, 5, 6] ). Chakrabarti and Berghe [2] proposed a method for solving Eq. (2) using polynomial approximation and collocation points have chosen to be the zeros of the Chebyshev polynomials of the first kind for all cases. Kashfi and Shahmorad [6] constructed another approximate solution of this equation using Chebyshev polynomials of the first and second kinds. Some other methods for solving this equation can be found in [1, 5] . A convergence analysis of Galerkin and collocation methods for Eq. (2) has been given by Miel [10] .
A special type of Eq. (2) is the famous Cauchy singular integral equation
which has the following analytical solutions in four special cases based on boundedness of the unknown function φ(τ ) at the endpoints of the interval
Case 1. If the function φ(τ ) is unbounded at the endpoints τ = ±1, then
where a 0 is an arbitrary constant.
Case 2. If the function φ(τ ) is bounded at the endpoints τ = ±1, then
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Case 3. If the function φ(τ ) is bounded at the endpoint τ = −1 and unbounded at the endpoint τ = 1, then
Case 4. If the function φ(τ ) is bounded at the endpoint τ = 1 and unbounded at the endpoint τ = −1, then
More methods for solving Eq. (3) have given in [4, 7, 12, 13] .
In the next section, we investigate approximate solutions for system (1) in the above four cases.
Approximate solution
To find approximate solutions for system (1) in cases 1,2,3,4, for ν ∈ {1, 2, 3, 4} we set
and
where
, ν = 3,
, ν = 4, are the Chebyshev polynomials of the first to fourth kinds and
in which x = cos(θ). The roots of Chebyshev polynomials P ν,M+1 (x) are given by
where n = 1, 2, . . . , M + 1. These roots are used as the nods of GaussChebyshev quadrature rules.
Lemma. [9] The Chebyshev polynomials satisfy the orthogonality property
Theorem 1.
[9] As a Cauchy principle value integral, we have
Now we describe details of finding approximate solution in cases 1-4. Case 1. For ν = 1 the relations (9)- (10) take the forms
Approximate solution of a system of singular integral equations 5 and
where β jl (j = 1, 2, . . . , N, l = 0, 1, . . . , M ) are unknown coefficients and the symbol ( ′ ) denotes that the first term in the summation is halved. The functions
can be determined exactly, or may be approximated by using Gauss-Chebyshev quadrature rule, i.e
where x 1,s obtain from (11) .
Substituting from (14)- (15) into Eq. (2) and using (12)- (13) for ν = 1, gives the system
If the given functions f i (t) and γ ijk (t) are square integrable on [−1 , 1] with respect to the weight function λ1(t) √ 1−t 2 , then they can be expanded as
where the coefficients
can be approximately determined from Using (17) in (16) and linearly independence of {U l (t)}, yield
which leads to the linear system 1, 2, . . . , N, k = 0, 1, . . . , M ) . By taking arbitrary values for example for β 11 , . . . , β N 1 , the remaining coefficients β jk are uniquely found via the linear system (19) which determine the elements of the vector function Φ(t) via Eq. (14).
Case 2. We set ν = 2 in (9)-(10) and substitute them in Eq. (2) to get
where we used the formulae (12)- (13) . Then, we expand the functions f i (t) and γ ijk (t) as
where the coefficients are determined by
(21) Using the last expansions in Eq. (20), returns the following linear system of equations
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An estimation error and numerical results
In this section, we describe an estimation error for the approximate solution. Let
T be the vector of approximate solution of the system (1) and E(t) = Φ(t) − Φ(t) be the associated vector valued error function. Due to the approximation Φ(t), for A(t) = 0 the system (1) may be written as
where the perturbation term H(t) obtains from
Subtracting Eq. (25) from Eq. (1), yields a system of error equations as
which is solvable approximately like the system (1).
The following examples illustrate application of the method.
and find the solution of system (1) in case 1. By the above information the system (1) reduces to (28) exists. The kernels K 1j (t, τ ), K 2j (t, τ ) (j = 1, 2), and the functions f 1 (t), f 2 (t) are polynomials of degree at most 1, so we set
Substituting these expansions into (28) and using (12)- (13), for ν = 1, we obtain
Then the linear independency of {U 0 (t), U 1 (t)} implies For example, if β 10 = β 20 = 2, then β 12 = β 22 = 0 and so we find from (29)
(See figure 1 for the behavior of these solutions). Example 2. Solve the problem of Example 1 in case 3.
In this case, we set
Substituting these expansions into (28) and using (12)-(13) for ν = 3, result
and from the linear independency of {W 0 (t), W 1 (t)}, we get the algebraic system and the solutions of (28) can be found via (31). The graphs of these solutions plotted in Fig. 2 .
Example 3. Consider the problem of a half plane containing a crack parallel to the boundary which illustrated in Fig. 3 and formulated as the system
where h is the distance of crack from the boundary. The physical conditions of the problem impose that the relations
to be satisfied. Therefore the unknown functions may be expressed as 
For ν = 1, it follows from the orthogonality condition (12) that the second condition in (34) satisfies and the first one gives β 10 = 0. By taking β 11 = β 21 = 0, as arbitrary values, the remaining coefficients β ij are uniquely determined from the linear algebraic system (19) for each values of h and M. This leads us to find the functions φ 1 (τ ) and φ 2 (τ ) from (35). The stress intensity factors
and their absolute estimation errors(Est.Err.) reported in table 1. For h = ∞ and K ij (t, τ ) = 0, from Eqs. (35) and (18)-(19) the exact solutions of (33) are obtained as
which give k 1 = 1 and k 2 = 0. This is shown in the last row of Table 1 . The table shows the rapid convergence of the results even for relatively small values of M .
Conclusions
We described a new idea of using Chebyshev polynomials for the numerical solution of system (1). As applications of this idea, we have solved the simple examples 1 and 2 as a coupled system of singular integral equations of the first kind. In example 3, we studied a crack problem in solid mechanics and we reported the numerical results (see Table 1 ) to show the efficiency and rapid convergence of the proposed method for all these kinds of problems. 
