Recovering missing values plays a significant role in time series tasks in practical applications. How to replace the missing data and build the dependency relations from the incomplete sample set is still a challenge. The previous research has found that residual network (ResNet) helps to form a deep network and cope with degradation problem by shortcut connection. Gated recurrent unit (GRU) can improve network model and reduce training parameters by update gate which takes the place of forgetting gate and output gate in long short-term memory (LSTM). Inspired by this finding, we observe that shortcut connection and mean of global revealed information can model the relationship among missing items, the previous and overall revealed information. Hence, we design an imputation network with decay factor for shortcut connection and mean of the global revealed information in GRU, called decay residual mean imputation GRU (DRMI-GRU). We introduce a decay residual mean unit (DRMU), which takes full advantage of the previous and global revealed information to model incomplete time series; and the decay factor is applied to balance the previous long-term dependencies and all non-missing values in the sample set. In addition, a mask unit is designed to check the missing data existing or not. An extensive body of empirical comparisons with other existing imputation algorithms over real-world data and public dataset with different ratio of missing data verifies the performance of our model.
I. INTRODUCTION
The time series data is ubiquitous around our daily life such as medical records [14] , sales profit, new user volume and others, which has led to the awareness of the importance of data analysis for this type of data. Usually, the data mining is the main solution to do data analysis. The quality of collected data is a major factor that affects the data mining results. In other words, the better collected data quality, the better data mining results. However, in practice some of the time series data may be missing due to the incomplete collection of data, noise or the broken of devices [27] . Besides, the collection time interval of time series cannot catch the requirements. Fig. 1 boxplot shows the missing rate of the Physionet dataset [1] in different time interval. We found that
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the missing average keeps a higher rate at each timestamp as time goes on. Consequently, missing data in time series makes it hard to finish any kind of time series task because of informative missingness. These findings demonstrate the importance of missing data imputation process in solving a time series analysis and prediction task.
To process the missing values, there are two directions for selection: vacant data deletion and missing value imputation. The first one is a straightforward approach. It selects to neglect missing values and builds model only based on the observed data [2] , which cause damage to accuracy of the model with higher missing rates. In other words, it is only appropriate for the quite small missing rates. By contrast, the second one is a better way for incomplete datasets, and finds suitable values for the incomplete holes. Furthermore, missing value imputation mode can be divided into two techniques. The first technique to fill missing data uses conventional statistical methods such as mean imputation, moving median and mode value. The main shortcoming of these statistical algorithms is lack of temporal information for time series data. The Second kind of algorithms to impute missing data is traditional machine learning such as Expectation Maximization (EM) methods [3] , [4] , and k-NearestNeighbor (KNN) methods [5] , [19] . However, all of these algorithms cannot take into account the temporal information relation between observed data and the missing data in time series, and these methods often take a two steps process, which is applicable for non-time series datasets.
In recent years, deep learning groups have proposed many powerful methods for sequential dataset task such as Recurrent Neural Networks (RNNs), Long Short-Term Memory (LSTM) [6] - [8] and Gated Recurrent Unit (GRU) [10] . All of these methods enjoy a strong advantage in prediction and get the relationship of long-term temporal dependencies. Therefore, there are many researches use neural networks to impute the missing time series data. Yoon et al. [29] propose a modified GRU cell (GRUI) for processing the missing time series. However, their model can learn the unfixed time lags of only two observed values. Shen et al. [4] design RIMP-LSTM to impute the missing data in time series. Nevertheless, their approach only focuses on the previously observed information and does not capture the temporal relations for all observed samples. Additionally, Veit et al. [12] propose an enlightening analysis of the Residual Networks (ResNets), and suppose that ResNet [11] can be looked upon as a set of shallow networks and helps to form a deep network and copes with degradation problem by shortcut connection. It is the core reason why the ResNet works so well. Exploiting the power of this network inspires that we can model a longer temporal dependency by residual structure [20] to produce relatively better imputation results. From what we have been researched, the combination of shortcut connection, global revealed information and GRU network has not been previously applied in imputation area and sequential data prediction.
In this paper, we address the problem of missing data in time series from the view of decay shortcut connection and global revealed information, and then introduce a model for imputation based on GRU. It called DRMI-GRU, which takes into account the previously observed values and the overall observed in a sample set. Firstly, GRU helps to improve the network performance in imputation and reduces training parameters by update gate which takes the place of forget gate and output gate in LSTM. Secondly, we introduce a decay factor for shortcut connection and mean of global revealed information in GRU, which achieve information integration via the constructed Decay Residual Mean Unit (DRMU). In particular, the role of DRMU at each time step is to balance the previous long-term revealed information and global revealed information in the sample set. In this way, it merges the advantages of them and takes full use of previous time series data and all non-missing time series information to model incomplete time series. Finally, the model uses a masking matrix method to indicate the missing data. If the next observed data is known, the mask value is zero, and the network output will be trained close to the next known input data; while if the next observed data is missing, the mask value is set to one and then the missing data is filled with the previous output of DRMU. In this model, all these parameters are updated by standard back propagation. DRMI-GRU is evaluated by empirical experiments on many real-world sales profit datasets as well as new user volume datasets with different rates of missing data. Results show that the proposed model outperforms more strongly compared with other baselines in time series imputation; and this model is also suitable for time series prediction task with missing values [21] , [23] , and is readily applicable to the classification tasks.
II. RELATED WORK
Imputing the time series values receive significant attention in many fields and get a lot of studies. Statistical techniques and traditional machine learning techniques are used in a lot of prior works to recover missing data.
In statistical techniques, the straightforward approaches are mean and forward imputation for continuous variables. Schafer and Graham [9] use the mean value of the observed data under the same dimension to impute the missing data. Lipton et al. [14] utilize forward-filling method to impute missing values for clinical data, which focus on taking the last previously observed data as the missing value. In traditional machine learning techniques, missing data imputation is taken as a pattern of regression task for continuous variables; missing data in this pattern is regarded as the output of the regression models. One of the most extensively employed traditional machine learning technique is KNN where the missing data is imputed using the average values from the k nearest observed data. Stekhoven and Buhlmann [28] verify the computational efficiency of KNN method. Tian et al. [26] propose an improved method based on KNN to impute the missing data. Silva-Ramírez et al. [25] combine multilayer perceptron with KNN to estimate values for missing items.
Another fashionable conventional machine learning technique for missing data imputation is EM where the missing data is imputed using E-step and M-step, respectively. In the E-step, missing values are filled in with conditional expectations by the completed data and model estimation parameters; and in the M-step, the estimation of parameters is calculated from the current version of the observed data. Sinopoli et al. [24] combine the EM algorithm with Kalman filter. Oba [22] combine EM algorithm with Principal Component Analysis (PCA) and Bayesian methods. However, these statistical and machine learning imputation methods ignore the temporal relations between observed values and missing values, and relay on some special statistical assumptions. Namely, these methods are not suitable for time series imputation.
Differing from above techniques, RNNs can capture the long-term temporal dependencies between observed values and missing values. Recently, many researchers have used the neural networks to impute the missing values [4] , [7] , [14] , [23] , [27] , [30] , [39] . In continuous variables, the imputation process is achieved together with the regression by neural networks, which can boost the output accuracy to some extent. Che [7] propose GRU-D which bases on the indicator and decay mechanism for health-care data classification. They assume that the missing values can be regarded as the combination of the last corresponding observed data and the global mean. However, the decay rate fades away over time and the decay mechanism has limitations on many practical datasets. Lipton et al. [14] use missing data indicator sequences and forward-filling imputation strategy to impute missing values. Shen et al. [4] propose RIMP-LSTM which imputes missing values based on the LSTM network. It regards residual-short paths as a graph topology and integrates the structures with LSTM network. Nevertheless, RIMP-LSTM does not consider the relationship between missing values and the global observed mean.
We design a decay factor for the shortcut connection and global observed information, and then introduce a DRMU model for imputation and integrate it into GRU. This design captures the long-term temporal dependencies and the general distribution of time series dataset. Additionally, in order to explain the importance of the temporal information relation in time series data imputation, we compare DRMI-GRU with traditional imputation algorithms; and we also compare DRMI-GRU against other baselines based on deep learning to explain the superior of DRMU in the DRMU-GRU for time series data imputation.
III. PROPOSED METHODS

A. BRIEF REVIEW OF GRU NETWORKS
Given a time series observation without missing data of length T as X = {X 0 , X 1 , . . . , X t }, where X t denotes the t-th observed value, a GRU network can make the input sequential data as a hidden sequence H = {H 0 , H 1 , . . . , H t }, where dimension of input time series data and output hidden sequences are n and m respectively. Besides, GRU is one of an RNN type and mainly consists of two special gates to control the hidden state output: a reset gate Z t ∈ R m , an update gate R t ∈ R m . With these two gates [13] - [18] , we can generate the basic GRU formula at time t as σ is the sigmoid function, whose mathematical expression is σ (x) = (1 + exp(−x)) −1 , and ⊗ represents the element-wise multiplication. Finally, we can simplify the notation of a GRU as a function F GRU :
B. PROPOSED DRMI-GRU
We denote a sequential data with n-dimension of length T as The architecture of DRMI-GRU is shown in Fig. 2 .
To fundamentally recover missing values from incomplete time series, we introduce a Decay Residual Mean Unit (DRMU) into the GRU network. The output of the shortcut connection F sc at time t is given by
where f and g are identity functions in shortcut connection, H t is the hidden state of the GRU network at time step t, and W r is a training weight matrix. Besides, we design a R T * N dimension masking matrix in binary variables for every X t , where m d t = 0 if X d t is observed and 1 otherwise. It plays a role as a switch to indicate which series data is missing. The X t masking vector is defined as
The architecture of DRMI-GRU. We use mean to denote the average of all observed sequential data; SC is the shortcut connection structure; mask denotes the masking matrix as a switch; nan is the missing time series in dataset.
the mean of overall known sampleX d into network, where the mean can be defined iñ
Therefore, the formula of proposed DRMU which imputes the missing data with decay factor for previous revealed data and global revealed data is
Hence, the approach to impute the missing value in (4) is updated as in
where λ is decay factor and the value in a reasonable range between 0 and 1. If λ and m d t are set to zero at the same time, the impact on the missing input is the mean of all samples; and if λ is set to one and m d t is set to zero, the contribution to missing input is past observed values. Thus, we can get the process of GRU hidden states by
In DRMI-GRU model, the training process contains estimation and imputation, and the structure of the proposed model is shown in Fig. 2 . It implements estimation process if the input data is observed and the data in masking matrix is one, while starts imputation process if the input data is missing. We take the previous time output F sc 
IV. EXPERIMENTS A. DATASET DESCRIPTION
In this section, we validate the effectiveness of the proposed DRMI-GRU model for time series data in different missing rate of real-world and synthetic datasets, respectively. The missing time series imputation method relays on the dependencies of past observed data and all known sample variables.
1) SALES PROFIT
This dataset is a multivariate time series dataset, regularly sampled every day and without missing data from SeeWo which is one of the Guangzhou Shiyuan Electronic Technology Company Limited (CVTE) company's products. We extract 760 records for the imputation process with different missing rate.
2) NEW USER VOLUME
This dataset collected each day user's records from SeeWo. It contains 3600 time series records, and we take the records data for univariate time series imputation.
3) DAILY BIRTHS
This public dataset [38] records the number of everyday birth from January 1977 to December 1990. The total of data points are 5113 with one dimension.
4) DSIM
This dataset is published by Rahman in 2014 [19] . It is a multivariate dataset with 1440 data points and 16 dimensional. In experiments, we randomly extract data with different missing rate and the missing rate in datasets is from 10 to 50 percent with increments of 10 percent.
B. COMPARED METHODS
In order to explain the imputation efficiency of the proposed model and the importance of the temporal information relation in time series data imputation, we compare DRMI-GRU algorithm with traditional imputation algorithms on missing value imputation and forecasting, such as average imputation [31] , forward imputation, KNN imputation [34] and EM imputation methods [32] . To explain the superior of DRMU-GRU in time series data imputation when we integrate DRMU into a GRU network, we also compare DRMI-GRU algorithm against other deep learning baselines for imputation and prediction. The compared imputation algorithms in this paper are as follows:
1) FORWARD IMPUTATION
The missing values are filled with the last observed data.
2) AVERAGE IMPUTATION
The missing values are filled with the mean of observed data in the same dimension.
3) LSTM IMPUTATION
The missing values are filled with the previous hidden units output of LSTM network, which is computed from the previously observed time series data.
4) LSTM-SC IMPUTATION
Fuse the LSTM structure with residual shortcut connection and use the output to fill the missing values [4] .
5) GRU-SC IMPUTATION
Fuse the GRU structure with residual shortcut connection and use the output to fill the missing values.
Additionally, we also design a baseline network by combining GRU with two full-connection layers in the shortcut connections to evaluate the feasibility of DRMI-GRU model. The combined network does not have decay factor and global mean, but uses the same way to fill missing data. Hence, the combined network can fill missing data and make prediction process as DRMI-GRU model does.
At the meantime, for the univariate dataset, we also implement the EM imputation: missing data are filled with the conditional expectations via observed data and current estimate of the model parameters in E-step; a new estimate value of the model parameters is computed from current version of the completed data in M-step; for multivariate imputation, we also use KNN imputation [35] , [36] : the missing values are filled with the nearest neighbors data in observed item.
C. EXPERIMENTAL SETTINGS
We evaluate the baseline model and DRMI-GRU model on root mean square error (RMSE) for sales profit, new user volume, DSIM dataset and daily births dataset. The criteria is formulated as
where n is the total number of missing data in the training, X real i is the truth values, and X pred i is the prediction of i-th missing values.
For the experiment configuration, a one-layer GRU is used in the DRMI-GRU model with 128 hidden units in the network, and we apply two full-connection layers in shortcut connections after GRU architecture. All the other comparable LSTM or GRU models are constructed to have the same layer number and hidden units. In this work, analysis of the error of imputation results and prediction performance is achieved on the training set and test set, respectively. It is empirically true that the imputation results also improve, as the number of hidden unit increase. For each dataset in this task, we randomly extract data according to different demands of missing rate, and divide all items in the dataset into 70 percent for training part and 30 percent for test part respectively.
The ADAM stochastic optimizer is used in experimental training part and takes early stopping to get the proper weights [37] . In the DRMI-GRU model experiments, the decay factor is used to balance the previous sequential and the average of overall observed samples with different λ value in various datasets.
We use mean normalization for all the time series datasets in our experiments, and average the results over 40 runs for each algorithm in order to ensure the credibility of test results.
D. EXPERIMENTAL RESULTS
We sum up our experiment results of univariate and multivariate time series imputation on four different datasets with various missing rates, respectively. 
1) EXPERIMENTAL RESULTS ON PUBLIC
TIME SERIES DATASET
For the online datasets imputation results (shown in Table 1 and Table 2 ), our DRMI-GRU algorithm performs consistently superior to the other six algorithms. In addition, LSTM-SC and GRU-SC outperform LSTM on both univariate time series and multivariate time series. It indicates that integrating the shortcut connection into LSTM/GRU network is effective and feasible for time series imputation.
Furthermore, GRU-SC achieves similar imputation performance with LSTM-SC baseline model on univariate time series and multivariate time series. It illustrates the similar functions between LSTM network and GRU network. Nevertheless, without decay factor and the mean of observed sequential, GRU-SC imputes the missing data only depending on the last state before the missing value. Hence, GRU-SC method displays worse imputation than DRMI-GRU method. 
2) EXPERIMENTAL RESULTS ON PRACTICAL DATASET
For new users volume and sales profit of real-world datasets from CVTE, we summarize the average imputation results in Fig. 3(a) and Fig. 3(b) , respectively. As shown in Fig. 3 , we find that DRMI-GRU algorithm is superior to the other methods on the real-world datasets. GRU-SC and LSTM-SC also perform well and slightly better than LSTM network. Comparably, the traditional imputation methods lag VOLUME 7, 2019 behind in general, which indicates the weakness of traditional techniques in time series imputation since they ignore the temporal dependencies. We can see that for univariate time series, test results on public dataset in Table 1 own the better accuracy than results on practical dataset in Fig. 3(a) ; and for multivariate time series, filling accuracy on public dataset in Table 2 is better than results on practical dataset in Fig. 3(b) . This is because the number of data in public datasets is larger than that in practical datasets. On the other hand, the experimental results of the four datasets task indicate that the proposed DRMI-GRU method can fill the missing holes with the most reasonable values.
3) DRMI-GRU IMPUTATION RESULTS WITH VARIOUS MISSING RATES AND DATASETS
To better understand DRMI-GRU, we implement the experiment in which we vary the missing rates, and use univariate samples and multivariate samples, respectively. Fig. 4(a) and Fig. 4(b) show the RMSE performance of DRMI-GRU within different missing rates for univariate dataset and multivariate dataset, respectively. Fig. 4(a) and Fig. 4(b) show that as the number of dataset increases, the imputation performance of DRMI-GRU also increases. At the same time, comparing the results of Fig. 4(a) and Fig. 4(b) indicate that the imputation performance of multivariate dataset is more sensitive to the number of dataset. This is probably because of that there is sufficient information in dataset to recover the missing values.
4) VISUALIZATION OF IMPUTATION RESULTS ON DAILY BIRTHS DATASET
We visualize the quality of imputation on daily births dataset which contains 10 percent missing values at some point. As Fig. 5 shows, the performance of end-to-end is significantly better than the traditional Forward, Average and classical machine learning. This is because neural networks can use the temporal dependencies from previously observed data and missing data. At the meantime, DRMI-GRU method owns the best imputation results and the reason is that our model can flexibly make use of the previously observed samples and the average of all observed samples. Moreover, with large missing rates of the daily births dataset, the proposed method is effective all the time.
V. CONCLUSION
In this paper, we propose a DRMI-GRU model to recover missing values from incomplete public datasets and real world datasets via an end-to-end way. Our model handles informative missingness by using DRMU and masking matrix into the GRU network, called DRMI-GRU. We evaluated this method on various datasets with different ratio of missing values. Experimental results show that the DRMI-GRU provides higher accuracy of missing data imputation than the baselines, which achieves the promising results and improves the performance of time series data prediction.
There are some improvements that can be studied in the future work. First, evaluating the performance of the novel imputation methods by comparing with some classical statistical approaches and machine learning has become a commonplace in recent related works; this phenomenon reveals the limitation of the imputation literatures that a comprehensive comparative study about these state-of-the-art methods is needed. Second, from the literature review, we could find that there is still no acknowledged public dataset for missing data imputation. If lacking the public dataset support of the time series imputation can be solved, it will help further the research on missing data imputation. Finally, we will try to employ other deep learning models with different architectures for various kinds and distributions of time series data. 
