Text classification assumes that the documents are in the same language, so when a classifier tries to categorize these documents in different languages, the trained model in monolanguage will not work. The most direct solution is to translate all the documents in other languages into one language with the machine translator. Another approach is to translate the features extracted from one language into a second language and use them to classify the second language. In this paper, the authors propose a new method that adopts both the model translation and the document translation methods. This new method can take advantage of the best of the functionality between both the document translation and model translation methods.
INTRODUCTION
Most enterprise search engines employ data mining classifiers to classify documents. Spurred by economic globalization, many companies are now starting to have overseas branches and divisions, and these branches are utilizing localized language in documents and emails. When search engines try to categorize such documents in other languages, the trained model in mono-language does not work. This
EXISTING APPROACHES
Most current direct solutions utilize machine translation software to translate documents into mono-language, and then train the classifier. Even state-of-the-art machine translation software such as Google R translator and Microsoft R translator cannot translate documents with satisfiable accuracy. When the number of documents is large, the time taken to translate those documents is unbearably long. In real enterprise search engine scenarios, most companies do not allow their internal data to be exposed through HTTP because of security concerns. Moreover, companies prefer to buy or rent a dedicated translation server inside their own intranet domain, which is more expensive depending on the vendor. Another approach is that of cross-lingual classification: translating the features extracted from labeled corpus. The features, having been selected by feature selection algorithm, are translated to different languages; then, based on those translated features, a new model is trained for each language. This approach only requires a bilingual dictionary on local to translate the selected features, but can suffer from the inaccuracies of dictionary translation, in that words may have different meanings in different contexts. Therefore, selecting the features to be translated can be an intricate process.
Another approach is to train a language-independent model. This approach avoids the need for translation on both documents and features, and the trained model can work with any language, but has the lowest accuracy among the three approaches mentioned. The language-independent method tries to summarize common features or characteristics between languages, and has to drop language or culture specific features and characteristics. This is why this approach has the lowest accuracy rate.
From the accuracy of classification point of view, comparing the same data, the document translation method has the highest accuracy, whereas the model translation method has the second highest accuracy [4] , and the independent model method has the lowest accuracy [9] .
PROPOSED SOLUTION
In this paper, the authors propose a new approach that incorporates the best parts from both the document translation and model translation methods into one cohesive method. The proposed approach favors the ability to translate part of the test documents, but not all of them, thus saving time on the effort of translating by machine translator. The key finding is this: utilizing the feature extraction algorithms and combining algorithms on translated test documents as well as training documents enhance the model translation method with better accuracy than before.
Related Works
With the document translation method, Wan in 2009 [17] adopted the Co-Training methodology in classification of a user's review in different languages. The downside of this approach is that this method needs a large labeled data set in another language to boost the classification, which in many cases is not available.
Since translation accuracy is an important factor in the model translation method, there are papers trying to improve the accuracy of model translation from different approaches. B.M.Amine [3] in 2007 used WordNet R [11] [6] to improve the translation accuracy and generate conceptual category profiles in the training phase. But since WordNet R is not available for all languages, it is still constricted by cultural differences. Shi et al. from the Yahoo! research lab published a paper in 2010 [14] , which emphasized improving translation accuracy by having the program learn the translation probabilities with an EM algorithm, and use the semisupervised learning algorithm to learn the keywords by itself. The challenge is that every time the program learns a word, a complete re-training is required, so when the training set is large, this method takes a very long time to achieve good classification results. P. Prettenhofer in 2010 used the structural correspondence learning [13] method to have the program learn the correspondences among the words from both languages by means of a small number of so-called "pivots". This paper strongly assumed that the word translation map would always be a one-to-one map, which in real case scenarios is not always true. Microsoft and Tencent researchers discovered a new method [12] by explorer Wikipedia. The authors used the multilingual content and the links in each document to align the topic representations. This approach does not require an external oracle to translate anything. However, the drawback is that if the document categories are out of Wikipedia's scope, the document cannot be categorized.
Ling et al. [9] in 2008 proposed a language independent method of classification called Information Bottleneck (IB). The IB technique is used to mine common parts of documents in different languages for classification. The authors compared the IB method with traditional classifiers like Sup- 
Overview of Proposed Approach
The proposed method was inspired by the observation that the inaccuracy of model translation method occurs mainly because the translated model is missing many features (words) that are specific to the language and culture. For example, in Table 1 , we listed the number of the different features that can be found in the document translation method but cannot be found in the model translation method. We looked into those features, and found that the majority of them are related to cultural differences, so we needed a way to carefully incorporate those features into the model translation method.
Another observation is that after using the document translation method, we obtained labeled documents. Even though the label is not 100% accurate, we can still take advantage of the translated documents to complete the feature set for the model translation method.
By combining both the model translation and document translation methods, translation of all documents into another language would not be required, thus saving time, effort and the cost of API calls. After completing the feature set of model translation, the accuracy of model translation was improved.
The approach has the following steps:
1. Train Classifier base on English (or the language that the majority used). can represent the class of each document in its particular language and culture. Those features will be captured by step (3) with the feature extraction method. Finally, the features will be used to classify other documents.
Feature Selection Algorithm
In previous works, Term Frequency (TF) and Term Frequency Inverse Document Frequency (TF-IDF) are the most commonly used feature values. These values represent the importance of a feature from a statistical perspective.
With Bag of Words model [1] , TF-IDF is defined as:
|D| is the total number of documents in the corpus. |{d : t ∈ d}| is the number of documents where the term t appears.
Thresholds, Chi-squared (χ 2 ) statistic and Information Gain (IG), are the commonly used feature selection algorithms. These feature selection algorithms came from different perspectives to evaluate each feature and to assign a value to represent the importance of the feature. After sorting all the features by the value of importance, a limited number of the most important features are selected.
Chi-squared
The idea behind the Chi-squared algorithm comes from a commonly used measure technique in statistics. The basic idea is to calculate the difference between observed read value and theoretical value to decide if the theory is correct or not. If the difference is small enough, we will consider that the error is a natural sample error and that the assumption is true. Otherwise if the error is so big that it can not happen by measure or accident, then the original assumption is false.
Assume feature F has nothing related with category X, Chi-squared value of feature F can be calculate from following equation :
Since N , (A + C) and (B + D) are the same for all the words in the same category and when applying feature selection algorithm, we are only concerned about the sorted sequence rather then the real value of Chi-squared. So the Chi-squared can be simplified to:
A, B, C, D and N are number of documents, and they are denoted in Table 2 . The simplified version of χ 2 is used for selecting features from documents. 
Information Gain
Besides Chi-squared, Information Gain (IG) is also a very effective method. In IG, the importance of features is quantified by how much information the feature brings to the system. The more information, the more important the feature.
From Shannon theory, the entropy [10] of information can be calculated with the following formula:
Pilog2Pi IG value can be calculated with the following formula:
P (Ci) denotes the probability of category Ci. P (t) denotes the probability of feature t being present, and can be calculated with the number of documents that has t divided by the total number of documents. P (Ci|t) denotes the probability of category Ci when t is present.
We implemented both Chi-squared and IG algorithm and the selected part of the English document to compare the categorization result with different feature selection algorithms. The results are shown in following Table 3 .
Algorithm Selected
In Table 3 , TF-IDF method uses TF-IDF as the feature weight and threshold method the feature selection algorithm. From the test results of different feature selection algorithms, also referenced as [5] and [8] , we chose Chi-squared to select feature and used the TF-IDF value as the weight of each feature.
EXPERIMENTS

Data Set
There was no standard test data in this field yet, so we started a scheduled task in Amazon c Cloud and crawling RSS news feeds from Yahoo! c and Google c news. The crawler started in June 2011 and ended in October 2011. We gathered over 40,000 documents in four different languages, English, Spanish, French and Chinese. Non-English documents were translated into English by Microsoft c translator for classification result comparison purposes. Table 4 is the distribution of documents in languages. The documents are in four categories: business, entertainment, sports and health. We chose these four categories because they have slight overlap and the data sources are available in all four languages. 
Data Storage
Solr [2] is a popular, fast open source enterprise search platform which was written in pure Java from the Apache Lucene project. The major features include powerful fulltext search, hit highlighting, faceted search and dynamic clustering. It is highly scalable, provides distributed search and index replication, and it powers the search and navigation features of many of the world's largest internet sites. Solr is used for this project to create the search index, providing data source for classification. The Solr instance is hosted in the Amazon c Cloud machine with a static IP address. Solr has its own search query language which was used to select data sets from the index.
Data Pre-processing
Before the documents were stored in Solr, all unnecessary spaces and line breaks were trimmed. Next, the data was stored to the index without tokenizing and stemming at this point. When the classification machine fetched the data from the Solr index, the following preprocesses were applied to the data: English, Spanish and French documents were tokenized with space and punctuation marks. Second, the tokenized string went through a stop word filter for each language. We compared the classification results with and without stemming, and found that without stemming produced better classification results. So for all three latin languages, stemming was not used.
CJK Special Processing
Because the Chinese, Japanese and Korean (CJK) languages do not have a natural splitter for words like latin languages do, tokenizing becomes very difficult when processing CJK languages. For the CLTC task, tokenizing is not absolutely necessary. Matching the word directly through the CJK document can also tell you if the feature word is in the document or not. We applied the longest matching word tokenizing method against Chinese documents and compared the results with the non-tokenized method, and the results are shown in Table 5 . From this table, one can see that the non-tokenized method actually gave us better results.
Methods In Experiments
With the data set we gathered, documents in English were used as the base language. Spanish, French and Chinese documents were used as documents in other languages. We conducted four different experiments to prove that the proposed approach has better accuracy than the known efficient approaches.
Method 1 (denoted as MHD1), as a base line test, we used pure English documents to train a classifier. All English documents were split into two parts of the same size. One part was used as the training data. After training a classifier, the other was used to test the accuracy of the trained classifier.
Method 2 (denoted as MHD2), the document translation method. Documents in Spanish, French and Chinese were translated into English by the machine translator, then we used the trained classifier from method 1 to classify the documents.
Method 3 (denoted as MHD3), the model translation method. After the classifier in method 1 was trained, the features used to train the classifier were translated into three different languages. A new feature map was generated based on the appearance of each feature in documents, then a new classifier for each language was trained and tested against Spanish, French and Chinese.
Method 4 (denoted as MHD4), the proposed method. For each language, we first randomly selected a small number of documents, then used the document translation method to classify those documents. After we obtained a set of labeled documents from the document translation method, the features from those labeled documents were extracted with the Chi-squared feature selection algorithm. The extracted features were combined with the features from pure English documents, then we used the combined features as the input of the model translation method.
In order to demonstrate that the proposed approach of combining the document translation method with the model translation method improves the accuracy of cross-lingual classification and is not dependent on specific classifiers, we used both Support Vector Machines (SVM) and Naïve Bayes classifiers.
Support Vector Machine
The Support Vector Machine (SVM) [16] classifier was first introduced by Vapnik, Vladimir N. in 1995. However, due to the high computation effort, the usage was limited until 1999, when Joachims made large scale learning with SVM practical. In this paper, we used SVM light . The optimization algorithms used in SVM light are described in [15] . SVM light supports different kernels and many different parameters to tweak its performance and behavior. For generalization purposes, the default parameter of SVM light is used.
SVM is a two-class classifier, the one vs all method is used when classifing the four classes in the data set. One document is picked from one of the classes, and a random selected document is chosen from the remaining 3 classes.
The classification results are shown in Table 6 for Spanish documents, Table 7 for French documents and Table 8 for Chinese documents.
Naïve Bayes
The Naïve Bayes classifier is based on the classic mathematic theory and has a concrete mathematical foundation, as well as a stable classification performance. The number of parameters used for the Naïve Bayes classifier to classify is small, and it is insensitive to lost data. The algorithm of the Naïve Bayes classifier is simple. It is very useful as a base line test classifier. The Naïve Bayes model in theory should have a smaller error rate, but due to the strong assumption of feature independency, the performance is not always as good as the theory.
Naïve Bayes Classifier in Weka
Weka [7] is a collection of machine learning algorithms for data mining tasks. The algorithms can either be applied directly to a dataset, or called from Java code. Weka contains tools for data pre-processing, classification, regression, clustering, association rules and visualization. It is also wellsuited for developing new machine learning schemes. Weka is open sourced, and it comes with an implementation of the Naïve Bayes classifier.
Classification Results
We used the Naïve Bayes classifier to repeat the steps of the four methods. Data processing and feature selection algorithms remained the same. The documents in English were split into two groups with one for training, and the other for testing. The documents in the other languages were used as testing data sets. Because the Naïve Bayes classifier is a multi-class classifier, we did not have the unbalancing data issue that we had while using the SVM classifier.
The classification results for each language are shown in Table 9 for Spanish documents, Table 10 for French documents and Table 11 for Chinese documents. 4.5 Result Analysis Table 6 , Table 7 and Table 8 show the classification accuracy with SVM classifiers for each selected method. The first column contains the class names, the second column represents the classification result with pure English documents, and the third column is the classification accuracy of the document translation method. The fourth column is the classification accuracy of the model translation method and the fifth and last column is the classification result of the proposed approach. From the tables, one learns that in general, pure English documents are the highest in accuracy and the document translation method are second in accuracy. Moreover the proposed approach has better accuracy than the model translation method, as we expected. For business documents in Spanish as well as French business entertainment, and health documents, the proposed approach was even more accurate then the document translation method. The results show a strong evidence that the features from the document translation method boost the classification accuracy of the model translation method. Table 9 , Table 10 and Table 11 show the classification accuracy with Naïve Bayes classifiers for each different method. The results tables have the same structure as the results tables for SVM. With the same method and data, the Naïve Bayes classifiers has a lower accuracy than SVM. Also, Naïve Bayes classifiers are very sensitive to the model translation method. Our proposed approach can increase the classification accuracy for the model translation method. Furthermore, for business and health documents in Spanish and en- tertainment and health documents in French, the proposed approach has even better accuracy than the document translation method. Overall, one can see that the proposed approach has better classification results than the model translation method in most cases. Indeed, sometimes the proposed approach is even better than the document translation method. As we mentioned before, the document translation method is a slow and expensive operation. Our proposed method provides a better time performance and lower cost benefits.
CONCLUSION AND FUTURE WORK
Conclusion
In this paper, we proposed a new method which combines the document translation and model translation feature tables together to improve the Cross-Lingual Text Classification results. We also built a large data set of Cross-Lingual documents from scratch. We discussed the different feature selection algorithms and their impacts to the classification results. We identified a strategic method to classify the CJK documents without doing tokenization.
The results of the proposed classification against the large dataset show that, compared to using only the model translation method, the proposed approach which is to use the model translation method combined features with the document translation method can achieve better performance. When we compare the proposed approach to the document translation method, the proposed approach has lower accuracy for some cases. However, the proposed method does not require the user to translate all documents, thus saving additional time and cost. Sometimes the proposed approach has better accuracy than the document translation method. The proposed approach has better accuracy than the model translation method for most cases.
Future Work
When extracting features from translated documents which have been classified by the English model, there are always some documents that are mis-classified. In general, the number of false positive documents is small. However, the features in those documents have a change to enter the mixed features set by the feature selection algorithm, leading to mis-classification of documents in other languages. Future work will focus on detecting and predicting the confidence of the classification results of the document translation method. This future work can increase the degree of confidence with which we select and mix features from documents.
