In this work, we construct a proximal average for two prox-bounded functions, which recovers the classical proximal average for two convex functions. The new proximal average transforms continuously in epi-topology from one proximal hull to the other. When one of the functions is differentiable, the new proximal average is differentiable. We give characterizations for Lipschitz and single-valued proximal mappings and we show that the convex combination of convexified proximal mappings is always a proximal mapping. Subdifferentiability and behaviors of infimal values and minimizers are also studied.
Introduction
The proximal average provides a novel technique for averaging convex functions, see [5, 6] . The proximal average has been used widely in applications such as machine learning [25, 30] , optimization [4, 15, 23, 24, 31] , matrix analysis [18, 20] and modern monotone operator theory [28] .
The proximal mapping of the proximal average is precisely the average of proximal mappings of the convex functions involved. Averages of proximal mappings are important in convex and nonconvex optimization algorithms; see, e.g., [5, 19] . A proximal average for possible nonconvex functions has long been sought.
In this work, we have proposed a proximal average for prox-bounded functions, which enjoy rich theory in variational analysis and optimization. Our proximal average significantly extends the works of [6] from convex functions to possibly nonconvex functions. The new average function provides an epicontinuous transformation between proximal hulls of functions, and reverts to the convex proximal average definition in the case of convex functions. When studying the proximal average of possibly nonconvex functions, two fundamental issues arise. The first is when the proximal mapping is convex-valued; the second is when the function can be recovered from its proximal mapping. It turns out that resolving both difficulties requires the 'proximal' condition in variational analysis.
Outline
The plan of the paper is as follows. In the following three subsections, we give basic concepts from variational analysis, review related work in the literature and state the blanket assumptions of the paper. In Section 2, we prove some interesting and new properties of proximal functions, proximal mappings and envelopes. Section 3 gives an explicit relationship between the convexified proximal mapping and the Clarke subdifferential of the Moreau envelope. Section 4 provides characterizations of Lipschitz and single-valued proximal mappings. In Section 5, we define the proximal average for prox-bounded functions and give a systematic study of its properties. Relationships to arithmetic average and epi-average and full epi-continuity of the proximal average are studied in Section 6. Section 7 is devoted to optimal value and minimizers and convergence in minimization of the proximal average. In Section 8, we investigate the subdifferentiability and differentiability of the proximal average. As an example, the proximal average for quadratic functions is given in Section 9. Finally, Section 10 illustrates the difficulty when the proximal mapping is not convex-valued.
Two distinguished features of our proximal average deserve to be singled out: whenever one of the function is differentiable, the new proximal average is differentiable and the convex combinations of convexified proximal mappings is always a proximal mapping. While epi-convergence [1, 9] plays a dominant role in our analysis of convergence in minimization, the class of proximal functions, which is significantly broader than the class of convex functions, is indispensable for studying the proximal average. In carrying out the proofs later, we often cite results from the standard reference Rockafellar-Wets [27] .
Constructs from variational analysis
In order to define the proximal average of possibly nonconvex functions, we utilize the Moreau envelope and proximal hull. In what follows, R n is the n-dimensional Euclidean space with Euclidean norm x =
x, x and inner product x, y = n i=1 x i y i for x, y ∈ R n . Definition 1.1. For a proper function f : R n → ]−∞, +∞] and parameters 0 < µ < λ, the Moreau envelope function e λ f and proximal mapping are defined, respectively, by e λ f (x) = inf the proximal hull function h λ f is defined by
the Lasry-Lions envelope e λ,µ f is defined by e λ,µ f (x) = sup w e λ f (w) − 1 2µ x − w 2 .
Definition 1.2. The function f : R n → ]−∞, +∞] is prox-bounded if there exist λ > 0 and x ∈ R n such that e λ f (x) > −∞. The supremum of the set of all such λ is the threshold λ f of prox-boundedness for f .
Any function f : R
n → ]−∞, +∞] that is bounded below by an affine function has threshold of prox-boundedness λ f = ∞; cf. [27, Example 3.28] . A differentiable function f with a Lipschitz continuous gradient has λ f > 0.
Our notation is standard. For every nonempty set S ⊂ R n , conv S, cl S and ι S denote the convex hull, closure and indicator function of set S, respectively. For a proper, lower semicontinuous (lsc) function f : R n → ]−∞, +∞], conv f is its convex hull and f * is its Fenchel conjugate. We let inf f and argmin f denote the infimum and the set of minimizers of f on R n , respectively. We call f level-coercive if We use ∂f ,∂f, ∂ L f, ∂ C f for the Fenchel subdifferential, Fréchet subdifferential, limiting subdifferential and Clarke subdifferential of f , respectively. More precisely, at a point x ∈ dom f , the Fenchel subdifferential of f at x is the set ∂f (x) = {s ∈ R n : f (y) ≥ f (x) + s, y − x for all y ∈ R n };
the Fréchet subdifferential of f at x is the set ∂f (x) = {s ∈ R n : f (y) ≥ f (x) + s, y − x + o( y − x )};
the limiting subdifferential of f at x is ∂ L f (x) = {v ∈ R n : ∃ sequences x k f → x and s k ∈∂f (x k ) with s k → v},
. We let Id : R n → R : x → x be the identity mapping and q = 1 2
For further details on subdifferentials, see [12, 22, 27] . For
and it is exact at
it is exact at every point of its domain.
Related work
A comparison to known work in the literature is in order. In [32, 33] , Zhang et. al. defined a lower compensated convex transform for 0 < µ < +∞ by
The lower compensated convex transform is the proximal hull. In [32] , Zhang, Crooks and Orlando gave a comprehensive study on the average compensated convex approximation, which is an arithmetic average of the proximal hull and the upper proximal hull. While the proximal hull is a common ingredient, our work and theirs are completely different. By nature, the proximal mapping of the proximal average for convex functions is exactly the convex combination of proximal mappings of individual convex functions [6] . In [16] , Hare proposed a proximal average by
For this average, x → PA 1/µ (x) is C 1+ for every α ∈]0, 1[, and enjoys other nice stabilities with respect to α, see, e.g., [16, Theorem 4.6] . However, this average definition has two disadvantages. (i) Even when both f, g are convex, it does not recover the proximal average for convex functions:
(ii) Neither the proximal mapping Prox 1/(µ+α(1−α)) PA 1/µ nor Prox 1/µ PA 1/µ is the average of the proximal mappings Prox 1/µ f and Prox 1/µ g.
In [13] , Goebel introduced a proximal average for saddle functions by using extremal convolutions:
are saddle functions, q x (x, y) = q(x), q y (x, y) = q(y), µ, η > 0, λ 1 +λ 2 = 1 with λ i > 0, and ✙ is the extremal convolution. Some nice results about selfduality with respect to saddle function conjugacy and partial conjugacy are put forth and proved by Goebel [13] . Goebel's average is the proximal average for convex functions when each f i is convex. However, the proximal mapping of Prox λ P ∪∩ µ,η is not the convex combination of Prox λ f 1 and Prox λ f 2 .
Blanket assumptions
Throughout the paper, the functions f, g : R n → ]−∞, +∞] are proper, lsc and prox-bounded with thresholds λ f , λ g > 0 respectively,λ = min{λ f , λ g }, λ > 0, µ > 0 and α ∈ [0, 1].
Preliminaries
In this section, we collect several facts and present some auxiliary results on proximal mappings of proximal functions, Moreau envelopes and proximal hulls, which will be used in the sequel.
2.1 Relationship among three regularizations: e λ f , h λ f , and e λ,µ f Some key properties about these regularizations come as follows. (a) The Moreau envelope
is locally Lipschitz.
(b) The proximal hull satisfies 
For more details about these regularizations, we refer the reader to [2, 3, 11, 17] and [27, Chapter 1].
Proximal functions
The concept of λ-proximal functions will play an important role. This subsection is dedicated to properties of λ-proximal functions.
Lemma 2.4. (a) The negative Moreau envelope −e λ f is always λ-proximal.
Proof. By Fact 2.1,
(a): This is clear from (2.1).
(b): By (2.1), the assumption ensures that f + 1 2λ
is differentiable. It follows from Soloviov's theorem [29] 
While for convex functions, proximal mappings and resolvents are the same, they differ for nonconvex functions in general. 
When f is convex, the inclusion holds as an equation.
However, proximal functions have surprising properties. Proposition 2.6. Let 0 < µ < λ f . Then the following are equivalent:
Proof. Lemma 2.7. Let f be λ-proximal and 0 < µ < λ. Then
Consequently, Prox µ f is maximally monotone if 0 < µ ≤ λ.
Proof. (a): Observe that
Since f + 1 2λ 
, · is strictly convex and coercive.
When 0 < µ < λ, Prox µ f is continuous and monotone, so maximally monotone by [27, Example 12.7] . For the maximal monotonicity of Prox λ f , apply (a) and [21] or Lemma 3.1.
The set of proximal functions is a convex cone. In particular, one has the following. and their sum:
Therefore, αf 1 + βf 2 is
2.3
The proximal mapping of the proximal hull Lemma 2.9. Let 0 < λ < λ f . One has
Since h λ is λ-proximal, by Lemma 2.7 we have conv Prox λ (h λ f ) = Prox λ (h λ f ). Hence (2.2) follows.
Lemma 2.10. Let 0 < λ < λ f . The following are equivalent: (b)⇒(a): As f is λ-proximal, Prox λ f is convex-valued by Lemma 2.7. Then Lemma 2.9 gives Prox λ (h λ f ) = conv Prox λ f = Prox λ f.
Proximal mappings and envelopes
Lemma 2.12. Let 0 < µ < λ <λ. The following are equivalent:
(e) conv Prox λ f = conv Prox λ g, and for some x 0 ∈ R n one has e λ f (x 0 ) = e λ g(x 0 ).
Under any one of the conditions (a)-(e), one has 
(a)⇒(e): The Moreau envelope e λ f (x) = e λ g(x) for every x ∈ R n . Apply [27, Example 10.32 ] to −e λ f = −e λ g to get
which gives (e) after simplifications.
(e)⇒(a): Since both e λ f and e λ g are locally Lipschitz, conv Prox λ f = conv Prox λ g implies −e λ f = −e λ g + constant by [27, Example 10.32] . The constant has to be zero by e λ f (x 0 ) = e λ g(x 0 ). Thus, (a) holds.
Equation (2.3) follows from the equivalence of (a)-(d) and taking the Fenchel conjugate to e λ f = e λ g, followed by cancelation of terms and taking the Fenchel conjugate again.
The notion of 'proximal' is instrumental. Corollary 2.13. Let 0 < µ ≤ λ <λ, and let f, g be λ-proximal. Then e µ f = e µ g if and only if f = g Proof. Since µ ≤ λ, both f, g are also µ-proximal, so f = h µ f, g = h µ g. Lemma 2.12(a)⇔(b) applies.
Proposition 2.14. Let 0 < µ <λ, and let
Proof. As Prox µ f = Prox µ g, by [27, Example 10.32] , ∂(−e µ f ) = ∂(−e µ g). Since both −e µ f, −e µ g are locally Lipschitz and Clarke regular, we obtain that there exists −c ∈ R such that −e µ f = −e µ g − c. Because f, g are µ-proximal, we have f = −e µ (−e µ f ) = −e µ (−e µ g − c) = −e µ (−e µ g) + c = g + c, as required.
An example
The following example shows that one cannot remove the assumption of f, g being µ-proximal in Proposition 2.6, Corollary 2.13 and Proposition 2.14. 
where ε k > 0. It is easy to check that f k is 1/(2(1 + ε k ))-proximal, but not 1/2-proximal.
Claim 1: The functions f k have the same proximal mappings and Moreau envelopes for all k ∈ N. However, whenever
Indeed, simple calculus gives that for every ε k > 0 one has
and
Claim 2:
e., the proximal mapping differs from the resolvent.
which does not equal (2.5).
The convexified proximal mapping and Clarke subdifferential of the Moreau envelope
The following result gives the relationship between the Clarke subdifferential of the Moreau envelope and the convexified proximal mapping.
Lemma 3.1. For 0 < µ < λ f , the following hold.
(a) The convex hull
In particular, conv Prox µ f is maximally monotone.
(b) The limiting subdifferential
(c) The Clarke subdifferential
If, in addition, f is µ-proximal, then
Proof. (a): By Fact 2.1,
Using [27, Example 10.32] and the subdifferential sum rule [27, Corollary 10.9], we get
Simplification gives
Since µf + 
From [27, Example 10.32] we obtain
Therefore,
(c): As −e µ f is Clarke regular, using [27, Example 10.32] we obtain
If f is µ-proximal, then Prox µ f (x) is convex for every x, so (3.2) follows from (3.1). It is tempting to ask whether
holds. This is answered negatively below.
consequently,
Proof. We prove by contrapositive. Suppose (3.4) fails, i.e.,
In view of e λ ψ = e λ f and [27, Example 10.32], we have
Since Prox λ ψ = conv Prox λ f by Lemma 2.9, (3.5) and (3.6) give
which implies that Prox λ f (x 0 ) is a convex set. This is a contradiction.
Characterizations of Lipschitz and single-valued proximal mappings
Simple examples show that proximal mappings can be wild, although always monotone.
· 2 is prox-bounded with threshold λ f = 1. We have Prox 1 f = N {0} the normal cone map at 0, i.e.,
When 0 < µ < 1,
which is Lipschitz continuous with constant 1/(1 − µ). 
Proof. (a)⇒(b): By Lemma 3.1(a), µf + 
is convex. Equivalently,
is convex, i.e., µf + (a) The proximal mapping Prox µ f is single-valued, i.e., Prox µ f (x) is a singleton for every
is essentially strictly convex and coercive.
Recall that for a nonempty, closed set S ⊆ R n and every x ∈ R n , the projection P S (x) consists of the points in S nearest to x, so P S = Prox 1 ι S . Combining Corollary 4.4 and Proposition 4.6, we can derive the following result due to Rockafellar and Wets, [27, Corollary 12.20] .
Corollary 4.7. Let S be a nonempty, closed set in R n . Then the following are equivalent:
(c) S is convex.
The proximal average for prox-bounded functions
The goal of this section is to establish a proximal average function that works for any two proxbounded functions. Our framework will generalize the convex proximal average of [7] to include nonconvex functions, in a manner that recovers the original definition in the convex case.
Remembering the standing assumptions in Subsection 1.4, we define the proximal average of f, g associated with parameters µ, α by
which essentially relies on the Moreau envelopes. 
2) where the inf-convolution is exact; consequently, epi(ϕ
(e) The proximal average of f and g is the same as the proximal average of proximal hulls h µ f and h µ g, respectively.
Proof. (a): Since −αe µ f − (1 − α)e µ g is µ-proximal by Lemma 2.4(a) and Proposition 2.8, we have 
(c): Since µ <λ, both e µ f and e µ g are locally Lipschitz with full domain by Fact 2.1(a), so
It follows from [27, Theorem 11.23(a)] that
where the is exact; see, e.g., [26, Theorem 16.4] . By Fact 2.1,
Substitute this into the definition of ϕ α µ and use Fact 2.1 again to obtain ϕ 
Proof. By Theorem 5.1(a), e µ (ϕ α µ ) = αe µ f +(1−α)e µ g. Since both e µ f, e µ g are locally Lipschitz, the sum rule for ∂ L [27, Corollary 10.9] gives
from which
As
we have
A natural question to ask is whether α Prox µ f + (1 − α) Prox µ g is still a proximal mapping. Although this is not clear in general, we have the following. 
(a) When both f and g are µ-proximal, one has
(b) Suppose that on an open subset U ⊂ R n both Prox µ f, Prox µ g are single-valued (e.g., when e µ f and e µ g are continuously differentiable). Then Prox µ ϕ α µ is single-valued, and
(c) Suppose that on an open subset U ⊂ R n both Prox µ f, Prox µ g are single-valued and Lipschitz continuous (e.g., when f and g are prox-regular). Then Prox µ ϕ α µ is single-valued and Lipschitz continuous, and
Proof
Apply [27, Example 10.32] to get 
Proof. Combine Theorem 5.4 and Lemma 2.9. 
We write e-lim k→∞ f k = f to say that f k epi-converges to f . The epi-topology is the topology induced by epi-convergence.
Remark 6.2. The thresholdλ = +∞ whenever both f, g are bounded from below by an affine function.
Theorem 6.3. Let 0 < µ <λ. One has the following.
(a) For every fixed x ∈ R n , the function µ → ϕ 
(c) Whenλ = ∞, the pointwise limit
, and (6.1)
The underbraced part is nonnegative because · 2 is convex, i α i = 1, j β j = 1. It follows that µ → ϕ α µ is a monotonically decreasing function on ]0, +∞[. 
as required. To get (6.2), we combine (6.1) and [27, Proposition 7.4(c)].
In order to study the limit behavior when µ ↓ 0, a lemma helps. We omit its simple proof.
Lemma 6.4. The Moreau envelope function respects the inequality
Theorem 6.5. Let 0 < µ <λ. One has
(b) when µ ↓ 0, the pointwise limit and epi-graphical limit agree with
Furthermore, the convergence in (6.7) is uniform on compact subsets of R n when f, g are continuous.
Proof. Apply Lemma 6.4 with f 1 = −e µ f, f 2 = −e µ g to obtain e µ (α(−e µ f ) + (1 − α)(−e µ g)) ≥ αe µ (−e µ f ) + (1 − α)e µ (−e µ g). Then
On the other hand, e µ (α(−e µ f )
Combining (6.8) and (6.9) gives
, which is (6.6). Equation (6.7) follows from (6.6) by sending µ ↓ 0. The pointwise and epigraphical limits agree because of [27, Proposition 7.4(d)]. Now assume that f, g are continuous. Since both e µ f and f are continuous, and e µ f ↑ f . Dini's theorem says that e µ f ↑ f uniformly on compact subsets of R n . The same can be said about e µ g ↑ g. Hence, the convergence in (6.7) is uniform on compact subsets of R n by (6.6).
To study the epi-continuity of proximal average, we recall the following two standard notions. Definition 6.6. A sequence of functions (f k ) k∈N is eventually prox-bounded if there exists λ > 0 such that lim inf k→∞ e λ f k (x) > −∞ for some x. The supremum of all such λ is then the threshold of eventual prox-boundedness of the sequence.
The following key result is implicit in the proof of [27, Theorem 7.37]. We provide its proof for completeness. Define N ∞ = {N ⊂ N | N \N is finite}.
Lemma 6.8. Let (f k ) k∈N and f be proper, lsc functions on R n . Suppose that (f k ) k∈N is eventually prox-bounded,λ is the threshhold of eventual prox-boundedness, and f k e → f . Suppose also that µ k , µ ∈]0,λ[, and µ k → µ. Then f is prox-bounded with threshold λ f ≥λ, and e µ k f k converges continuously to e µ f . In particular, e µ k f k e → e µ f , and
Proof. Let ε ∈]0,λ[. The eventual prox-boundness of (f k ) k∈N means that there exist b ∈ R n , β ∈ R and N ∈ N ∞ such that
Let µ ∈]0, ε[. Consider any x ∈ R n and any sequence
In view of x k → x, the sequence ( x k − b ) k∈N is bounded, say by ρ > 0. We have
The function h is level-bounded because δ < ε. Hence, by [27, Theorem 7.33] ,
i.e., e µ k f k (x k ) → e µ f (x). Also, e µ f (x) is finite, so λ f ≥ µ. Since ε ∈]0,λ[ and µ ∈]0, ε[ were arbitrary, the result holds whenever µ ∈]0,λ[. This in turn implies λ f ≥λ.
For the convenience of analyzing the full epi-continuity, below we write the proximal average ϕ α µ explicitly in the form ϕ f,g,α,µ . Theorem 6.9 (full epi-continuity of proximal average). Let the sequences of functions (f k ) k∈N , (g k ) k∈N on R n be eventually prox-bounded with threshold of eventual prox-boundednessλ > 0. Let (µ k ) k∈N be a sequence and µ in ]0,λ[ and let (α k ) k∈N be a sequence and
Proof. Consider any x ∈ R n and any sequence x k → x. By [27, Example 11.26] ,
Lemma 6.8 shows that
Therefore, the functions
. It follows that
converges continuously to
, so epi-converges. Then by Wijsman's theorem [27, Theorem 11.34] , 
In particular, ϕ 
Proof. For (a), apply Theorem 5.1(a) and argmin ϕ α µ = argmin e µ ϕ α µ . For (b), apply Theorem 6.5(a) and inf e µ f = inf f , and inf e µ g = inf g. 
Proof. Pick x ∈ argmin f ∩ argmin g. We have
(a): Equation (7.4) gives (7.1) and
To see the converse inclusion of (7.3), let x ∈ argmin(αf + (1 − α)g). Then (7.1) gives
Hence, (7.2) holds.
(b): Equation (7.3) follows from Proposition 7.1 and Theorem 6.5(a). This also gives
To show (argmin f ∩ argmin g) ⊇ argmin ϕ α µ , take any x ∈ argmin ϕ α µ . By (7.3) and Theorem 6.5(a), we have
Since min f = min e µ f and min g = min e µ g, it follows that e µ f (x) = min e µ f and e µ g(x) = min e µ g, so x ∈ (argmin e µ f ∩ argmin e µ g) = (argmin f ∩ argmin g) because of argmin e µ f = argmin f and argmin e µ g = argmin g.
To explore further optimization properties of ϕ α µ , we need the following three auxiliary results. Lemma 7.3. Suppose that f 1 , f 2 : R n → ]−∞, +∞] are proper and lsc, and that f 1 f 2 is exact. Then
Proof. Equation (7.5) follows from
To see (7.6), we first show
If argmin(f 1 f 2 ) = ∅, the inclusion holds trivially. Let us assume that argmin(f 1 f 2 ) = ∅ and let x ∈ argmin(f 1 f 2 ). Since f 1 f 2 is exact, we have x = y + z for some y, z and f 1 f 2 (x) = f 1 (y) + f 2 (z). In view of (7.5),
Then f 1 (y) = inf f 1 , f 2 (z) = inf f 2 , which gives y ∈ argmin f 1 , z ∈ argmin f 2 . Therefore,
If one of argmin f 1 , argmin f 2 is empty, the inclusion holds trivially. Assume that argmin f 1 = ∅ and argmin f 2 = ∅. Take y ∈ argmin f 1 , z ∈ argmin f 2 , and put x = y + z. The definition of and (7.5) give
which implies x ∈ argmin(f 1 f 2 ). Since y ∈ argmin f 1 , z ∈ argmin f 2 were arbitrary, (7.8) follows. Combining (7.7) and (7.8) gives (7.6).
Lemma 7.4. Let f 1 : R n → ]−∞, +∞] be proper and lsc, and let β > 0. Then
Lemma 7.5. Let f 1 : R n → ]−∞, +∞] be proper and lsc. Then the following hold:
and argmin(conv f 1 ) = ∅. We are now ready for the main result of this section.
Theorem 7.6. Let 0 < µ <λ, and let ϕ α µ be defined as in (5.1). Then the following hold:
Proof. Theorem 5.1(c) gives
in which the inf-convolution is exact.
(a): Using Lemma 7.3(a) and Lemma 7.5(a), we deduce
(b): Note that f + 1 2µ
· 2 are coercive because of 0 < µ <λ. Using Lemma 7.3(b)-Lemma 7.5(b), we deduce
Finally, these three sets of minimizers are nonempty by Lemma 7.5(b).
Remark 7.7. Theorem 7.6(b) is just a rewritten form of
In view of Theorem 6.3(c), whenλ = ∞, as µ → ∞ the pointwise limit is
and the epi-limit is
We conclude this section with a result on minimization of this limit.
Proposition 7.8. Suppose that both f and g are coercive. Then the following hold:
is proper, lsc and convex;
Proof. Since both f and g are coercive, by [27, Corollary 3 .47], conv f and conv g are lsc, convex and coercive. As
and dom f * = R n = dom g * , the closure operation on the right-hand side is superfluous. This establishes (a). Moreover, the infimal convolution
is exact. For (b), (c), it suffices to apply Lemma 7.3 to (7.9) for functions α conv f · α and α conv g 
Convergence in minimization
We need the following result on coercivity.
Lemma 7.9. Let 0 < µ <λ, and let ψ :
As f + 1 2µ
· 2 and the latter is convex, we have
similarly,
in which we have used the convexity of ψ + 
Subdifferentiability of the proximal average
In this section, we focus on the subdifferentiability and differentiability of proximal average. Following Benoist and Hiriart-Urruty [10] , we say that a family of points {x 1 , . . . , 
. . , y l } are called by y/α in conv(f + 1/2µ · 2 ), and
Proof. By Theorem 5.1(c), the Clarke regularity of ϕ α µ and sum rule of limiting subdifferentials, we have∂ϕ
Using the subdifferential formula for infimal convolution [5, Proposition 16 .61] or [34, Corollary 2.4.7] , we obtain
. The subdifferential formula for the convex hull of a coercive function [10, Corollary 4.9] or [14, Theorem 3.2] gives
Therefore, the result follows by combining (8.1) and (8.2).
Proof. We will show that
By (8.3), there exists
For every y i , we have
Multiplying each inequality by α i , followed by summing them up, gives 
Similar arguments give 
Armed with Theorem 8.1, we now turn to the differentiability of ϕ α µ .
Lemma 8.6. Let f 1 : R n → ]−∞, +∞] be proper, lsc and µ-proximal, and let x ∈ int dom f 1 . If
· 2 is convex, and
When∂f 1 (x) is a singleton, ∂f 2 (x) is a singleton. This implies that f 2 is differentiable at x because f 2 is convex and x ∈ int dom f 2 . Hence, f 1 is differentiable at x.
Corollary 8.7 (differentiability of the proximal average). Let 0 < µ <λ. Suppose that either f or g is almost differentiable (in particular, if f or g is differentiable at every point of its domain). Then ϕ α µ is almost differentiable. In particular, ϕ α µ is differentiable on the interior of its domain int dom ϕ α µ .
Proof. Without loss of generality, assume that f is almost differentiable. By Lemma 8.5,
It follows that ∂ f + 1 2µ
With the same notation as in Theorem 8.1, we consider two cases.
Case 1: x ∈ bdry dom ϕ α µ . As x = α(y/α) + (1 − α)(z/(1 − α)), we must have y/α ∈ (bdry conv dom f ) and z/(1 − α) ∈ bdry(conv dom g); otherwise x ∈ int(α conv dom f + (1 − α) conv dom g) = int dom ϕ α µ , which is a contradiction. Then the family of {y 1 , . . . , y m } called by y/α must be from bdry dom f . As f is almost differentiable,∂f (y i ) = ∅, then∂ϕ We end this section with a result on Lipschitz continuity of the gradient of ϕ α µ . · 2 * is strongly convex, so
is strongly convex. By [27, Proposition 12 .60] again,
is convex and differentiable with a Lipschitz continuous gradient. Since ϕ
we see that ϕ α µ is differentiable with a Lipschitz continuous gradient.
The proximal average for quadratic functions
In this section, we illustrate the above results for quadratic functions. For an n × n symmetric matrix A, define the quadratic function q A : R n → R by x → 1 2
x, Ax . We use λ min A to denote the smallest eigenvalue of A. 2 ) −1 .
Remark 9.3. When both A 1 , A 2 are positive semidefinite matrices, we refer the reader to [8] .
10 The general question is still unanswered Regretfully, we do not have a systematic way to find g when Prox µ g is not convex-valued. The challenging question is still open:
Is a convex combination of proximal mappings of possibly nonconvex functions always a proximal mapping?
