A simple proportional-feedback algorithm for controlling chaos is presented. The scheme is a map-based variation of a method recently proposed by Ott, Grebogi, and Yorke [ Phys. Rev. Lett. 64, 1196 ( 1990) 1 in which unstable periodic orbits embedded within a strange attractor are stabilized through deliberate perturbations of a system constraint. The simplified method offers advantages for control of systems in which more complicated algorithms might not be feasible due to short time scales or limited computational resources. Applications to chemical and biological models are presented to demonstrate the utility and limitations of the method. Low-dimensional chaos can usually be stabilized through proportional feedback of one parameter; in some cases, however, a linear combination of several parameters must be utilized.
I. INTRODUCTION
The ability to deliberately select and stabilize a particular unstable periodic state from the aperiodic oscillations of a chaotic system offers intriguing possibilities for practical applications. Ott, Grebogi, and Yorke (OGY) have developed a general method for stabilizing unstable periodic orbits embedded within a strange attractor.' Their algorithm is based on targeting the stable manifold of a particular unstable orbit by introducing a controlled perturbation of a system constraint. The general utility of the method has been demonstrated by stabilizing unstable orbits in the HCnon map,' and controlling chaos in an experimental system consisting of a buckled magnetoelastic ribbon has been reported by Ditto, Rauseo, and Spano. ' Controlling chaos in chemical systems is of special interest, both from a practical perspective, such as in tank reactor processes, and from the standpoint of implications for dynamical behavior in biological systems, such as self-regulation. We recently proposed a simple geometric algorithm for controlling chaos in a chemical system based on targeting an unstable point in the return map corresponding to a particular unstable orbit in the continuous system.3 The map-based method offers significant advantages in applications where targeting procedures must be minimized, e.g., as in controlling high frequency chaos.
Advantages and limitations of the map-based method for controlling chaos are further examined in this paper. The algorithm and its application to a simple three-variable chemical mode14*' are presented in Sec. II along with an analysis of the stability of the method to errors and perturbations. In Sec. III we generalize the algorithm to overcome limitations that may arise in applications of the simple oneparameter scheme. Application of the algorithm to a fourvariable biological model recently studied by Lengyel and Epstein6 as an example of diffusion induced chaos is described in Sec. IV. A judicious choice of controlling parameter, monitored variable, and PoincarC section, or a linear "'To whom correspondence should be addressed. combination of two or more controlling parameters allows utilization of the map-based scheme for control. We conclude in Sec. V with an assessment of the algorithm in potential applications.
II. ALGORITHM AND APPLICATION TO A SIMPLE CHEMICAL SYSTEM
A. Proportional-feedback algorithm
Consider a 1 D map of the form x, + k (p) = F(x, ,p) describing the chaotic evolution of a system. The map can be linearized in the vicinity of any particular fixed point x,; e.g., for the period-1 unstable point, J%+*(P) =f[xn -X,(P)] +x,(P), p-lb-17 (1) wherep is a system constraint andfis the slope of the map at x, . Suppose that varyingp by the small amount &J moves the unstable point without significantly changing A the linearized map becomes
where x,(p+Sp) =~Py+,,,,.
The transitivity of a chaotic system ensures that it will visit the vicinity of the fixed point at some point in time. Suppose X, = x, (p) + Ax, where AX <x, (p). If, at this moment, p is changed to p + Sp such that X, + , (p + Sp) = x, (p), the system state is directed to the original unstable point upon the next iteration. Ifp is then switched back to its original value, the system would remain at x, indefinitely, were there no errors in targeting and no perturbations. The necessary variation of p can easily be determined according to sp = f U-1 )dx,/dp Ax = Ax/g.
In essence, the control scheme samples the difference between the system state and the particular unstable point to be stabilized and proportionally varies a control parameter according to the difference. We require this difference (or the parameter variation) to be smaller than some limit defining the control range; once within the range, the proportional-feedback algorithm is switched on. The magnitude of the control range is arbitrary and can be made very small; the smaller the range, however, the longer the average transient before it is visited. Once the system is stabilized, the parameter range defined by the subsequent perturbations necessary to maintain stabilization is independent of the predefined control range and is typically extremely small.3
The algorithm is applicable, in principle, to all the unstable points corresponding to the unstable limit cycles of a strange attractor. The only requirement is that the attractor is described by effectively 1 D dynamics in the region around the unstable point of interest; whether or not the map is globally single valued is unimportant. The map need not be strictly single valued locally (as in a discrete system), but the extent of the local fractal structure should be small compared to the control range and the linear region of the fixed point.
The scheme can be further simplified by determining the proportionality factor g in Eq. (4) from the horizontal distance of the shifted map to the original unstable point (see Fig. 3 
a*=a+ap2--p dr t
6+l-y,
where a, fi, and y are dimensionless variables and p, K, IT, and S are dimensionless parameters. The general features of the attractor as well as the stabilized period-1 limit cycle are shown in Fig. 1 . The Poincare section defined by y = 15, i> 0 gives rise to a map that closely obeys 1D dynamics. Because,u is directly related to the concentration of the reactant, it is chosen to be the controlling parameter. The vari- lo-'); Poincart section defined by y= 15, i>O shown as opaque sheet. Alsoshown is stabilized period-l limit cycle (solid trajectory).
varyingg, and provided that it is between -1 and + 1, the orbit is stabilized. Thus the broken map describes the dynamics of the overall system, Eqs. (5 )- ( 7) and the proportional feedback provided by Fq. (4). ation of,~ is determined by monitoring the value ofp on each return to the section, and period-l, period-2, and period-4 unstable limit cycles are readily stabilized (each with a different value of g) . The variable a may also be monitored for determining successive values of p for stabilization.
Intersections with the Poincare section before and during control yield values of p,, for construction of the map shown in Fig. 2 (a) . The nearly horizontal segment shows the mapping during control; it also defines the control range. Many different initial conditions were necessary to visualize the map in the control range, since once in the range the variation around 0, is extremely small. The enlargement in Fig. 2(b) shows that the map in the control range is not perfectly horizontal, corresponding to perfect control according to Eq. ( 10) (uide infru). The slope can be varied by
C. Effects of errors and perturbations
Errors in measurement as well as fluctuations from internal and external sources are inevitable in any practical setting. In this section we examine how the algorithm behaves under the influence of various sources of imperfection. We assume that the system is described by a 1D map and, except when indicated otherwise, assume that errors as well as noise are sufficiently small that the system remains in the linear region around the fixed point.
Consider a map ofx, + k vs x, near one of the k period-k fixed points. It is convenient to consider the system as having a new mapping equation during control,
where xl is the shifted fixed point. Substituting Eq. (8) \ \ ------X n-+k = xs* (10) Hence, in the absence of noise or errors in measuring properties or setting parameters, the effects of which are discussed below, the system is stabilized at the original fixed point on the next return after falling within the predefined control range. 
and substituting Eq. ( 11) 
Thus the system is stabilized at a position slightly away from the unstable point. The termfes must be sufficiently small so that X, + k is in the linear region of the mapping around the original fixed point; fixed points with large slopes consequently require higher precision or wider linear regions for stabilization.
(b) Error in measuring x,. If the system state is measured as x, + e,, the fixed point is shifted according to x, + E, instead of x,; hence,
and the new mapping becomes 
with an effect analogous to case (a).
(c) Error in measuringgor settingp. If there is a relative error E, in the shift of the fixed point due to errors in measuring g or settingp, Eq. (8) can be rewritten as
x, -x,)(1 +e,1, (151 and the mapping becomes X n-ch = -fE,(X, -x,) +x,.
(16) The fixed point is stabilized when 161 < I Vf I.
(17) The nonzero slope of the map in Fig. 2 reflects a slight error in the value ofg. We note that higher precision is required to stabilize fixed points with large slopes.
(d) Nonlinearity in mapping or response. If the original mapping over the control range involves a second-order term,
x" + h =x: +ftx, -4 1 + El (x, -x,: 12, (18) the new mapping becomes parabolic with the extremum located at the fixed point, If the response of the system to the controlling perturbation is slightly nonlinear,
the new mapping is also parabolic,
In either case, the system is stabilized at the fixed point, only with a longer transient time.
We conclude that the proportional-feedback algorithm is robust in the presence of small errors, random perturbations, and nonlinearities.
III. UTILITY AND LIMITATIONS OF THE MAP-BASED ALGORITHM
A. Single-parameter scheme
The above discussion is based solely on maps. A map constructed from a Poincare section in the state space of a continuous system reflects the behavior of the system on the strange attractor. The behavior ofl the attractor, on the other hand, is affected by the stable manifolds, and is not described by the map. Because the map is not applicable for points off the attractor, it cannot be utilized when the system state is significantly displaced from the attractor.
The proportional-feedback algorithm, as presented above, requires any movement of the unstable point to be along the original section of the attractor as the control parameter is varied; otherwise, there is no direct correspondence between the map and the original system once the parameter is varied. Furthermore, unless the unstable point moves along the attractor, monitoring different variables may suggest different Sp values when projecting the section to a particular axis. This can be understood by considering an extreme case where the unstable point on a Poincare section is shifted nearly perpendicular to the axis for a particular variable. Monitoring that variable would suggest a large value for Sp, while monitoring another variable would result in a smaller value.
The requirement that the unstable point move along the attractor may seem to unduly restrict application ofthe algo-rithm. However, provided that the shifted fixed point remains close to the attractor, the dynamical behavior is governed primarily by the unstable manifold, and the associated unstable periodic orbit is readily stabilized by the algorithm. Figure 3(a) shows 12 Poincare sections of the attractor in Fig. 1 for two values of ,u, one corresponding to the center and the other to the maximum of the control range. The two sets of sections overlap at the resolution of this figure. With the higher resolution shown in Fig. 3(b) , we see that the attractor is shifted only slightly away from its original position on varying y; however, the unstable limit cycle shifts significantly along the unstable manifold. This behavior seems to be typical for many systems exhibiting low-dimensional chaos. For example, in the Lorenz' and Rosslet-' systems one can easily find Poincare sections and control parameters such that the unstable limit cycles are moved along the attractors. We have applied the single-parameter scheme to each of these systems and readily stabilized the corresponding period-l unstable orbits. ' If all the accessible parameters significantly shift the attractor away from the unstable manifold of the fixed point, it is often possible to retain the simplicity of the scheme by monitoring another variable or by adjusting the value of g around its measured value. Consider, for example, a twodimensional Poincare section parallel to the x-y plane in a three-dimensional x-y-z state space. If the stable eigenvector is perpendicular to thex axis, then monitoringx results in targeting the stable eigenvector (as in the OGY scheme), and the orbit is stabilized.
B. Multiple-parameter scheme
We now describe a more general approach which relies on a linear combination of parameters such that the unstable limit cycle is moved along the attractor. Consider a Poincare section in an n-dimensional state space and suppose that n-l parameters (p, ,pz ,..., p,, _ , ) each shift the unstable point in different directions corresponding to the vectors b'x,/dp,. It is generally possible to find a linear combination of these vectors such that the sum vector lies along the attractor. Thus the system can be stabilized by varying the n-1 parameters according to this linear combination. Equation (4) is rewritten in the vector form cap, JPZ,..., SP,, -1 1 = (lhw,~&..,Y, -I /g)b (22) where Spi is the necessary variation inp, and yi is the linear combination coefficient for p,. The g factor is determined from the shift of the map on varying the parameters according to the linear-combination coefficients. The effect of the combined-parameter perturbation is the same as that in the single-parameter scheme; therefore, the error analysis presented in Sec. II C is applicable to the generalized scheme. A two-parameter application is demonstrated with a biological system in the next section.
IV. CONTROLLING CHAOS IN A DIFFUSIVELY COUPLED BIOLOGICAL SYSTEM
Lengyel and Epstein6 recently reported a study of diffusion-induced oscillations and chaos in a two-cell system consisting of coupled two-variable oscillators. Each cell is de- 
where x and y are variables, a, 6, and q are parameters of the uncoupled model, D, and Dy are diffusion coefficients for n and y, respectively, c is the coupling strength related to the physical measures of the cells (assumed to be of the same volume) and the permeable membrane, and subscripts 1 and 2 denote each of the two cells. The coupled system exhibits very complex behavior including multistability among oscillatory states and inhomogeneous chaos, even though the uncoupled cells exhibit only stationary behavior for the same parameter values.6
We choose a coupling strength corresponding to a point within the chaos region and carry out integrations with the same parameter values in each cell. In order to simulate an experimental study, the attractor is embedded in a threedimensional time-delay state space using x, ( t) , x, (t -r), and x, (t -2r), as shown in Fig. 4 . A Poincare section defined by x, (t -27) = 1.6, i, (t -2~) ~0 yields the map shown in Fig. 5 . Monitoring x, (t -7) and varying a, according to the single-parameter scheme results in stabilization; however, it is necessary to adjust the value ofg from its measured value. Monitoring X, (t) fails to provide correct predictions for control, even when g is adjusted. This indi- cates that the stable eigenvector lies almost perpendicular to the x, (t -7) axis in the time-delay space. We were unable to find a parameter that moves the period-l fixed point along the attractor in the time-delay state space. Shown in Fig. 6 (a) (top) is a segment of the section and the period-l unstable point. Also shown are sections and associated unstable points resulting from changing the value of b, (middle) and a, (bottom). Neither of these parameters results in a shift of the unstable point along the unstable manifold; rather, the entire attractor is shifted away from its original position.
The multiple-parameter scheme described in Sec. III B allows control when the attractor is shifted as in Fig. 6 (a) . The procedure is a simple extension of the single-parameter scheme. Monitoring x, (t -r) on the Poincart section and varying the parameters a, and 6, according to an appropriate linear combination allows the period-l unstable limit cycle to be stabilized. From Fig. 6 (a) , we find the linear combination w 12 s --. -, aa, Jb, (27) where x4 = [xi ( t -r) ,x{ ( t) 1, results in a sum vector lying along the attractor, as shown in Fig. 6(b) . From the map in Fig. 5 and the map shifted according to the linear combination, the g factor associated with a, is found to be -1.3. Therefore, the variations of parameters a, and b, are Sa, = -Ax, (t -7)/1.3,
Sb, = Ax, (t -r)/1.08,
corresponding to g = -1.3 and yZ = -1.2 in Eq. (22). We apply the control algorithm to only one of the cells by monitoring Ax, (t -r) and varying parameters a, and 6, ; both cells, however, are brought under control. Figure 7 shows time traces forx, and x, before and after stabilization ofthe period-l limit cycle. Note that during control the periodic oscillations in the two cells differ significantly from each other in amplitude, reflecting the asymmetry of the system. As in the three-variable chemical system discussed in Sec. II B, the response to the control perturbation occurs rapidly, and after stabilization subsequent perturbations are very small (typically around 10v4 for both a, and 6, ). The biological system requires a much longer time to visit the control range, however, due to the relatively small range. A smaller control range was necessary in this system to avoid overlapping multiple attractors at these parameter values.
V. CONCLUSION
Chaotic systems offer great flexibility for adjusting from one type of periodic behavior to another through deliberate perturbations of a system constraint."3 For systems giving rise to effectively 1 D maps in the vicinity of an unstable fixed point corresponding to an unstable limit cycle, control can be achieved through a simple map-based algorithm. The incompleteness of maps in describing the transient dynamics of perturbed continuous systems may occasionally prevent successful application of the single-parameter algorithm; however, it is usually possible to retain the simplicity by appropriately selecting the PoincarC section, the control parameter, and the monitored variable, or by adjusting the proportionality factor. The more general method involving use of a linear combination of two or more parameters with constant coefficients provides greater assurance of control. In experimental settings, the multiple-parameter scheme may be realized in a straightforward manner analogous to the application of the simpler algorithm. A practical consideration for experimental applications is that the algorithm can be employed using embedded time-delay state space, allowing control when only one system variable is accessible.
Note added inproo$ A recent experimental study of controlling chaos with proportional feedback in a multimode laser containing an intracavity crystal has been reported by Roy et al. " This method has also been used by Hunt'* to stabilize high-period orbits in a chaotic diode resonator. These studies used intermittent rather than continuous application of the algorithm; we have also found this modification to be advantageous in certain cases.
