Zauner's conjecture asserts that d 2 equiangular lines exist in all d complex dimensions. In quantum theory, the d 2 lines are dubbed a SIC, as they define a favoured standard informationally complete quantum measurement called a SIC-POVM. This note supplements A. J. Scott and M. Grassl [J. Math. Phys. 51 (2010), 042203] by extending the list of published numerical solutions. We provide a putative complete list of Weyl-Heisenberg covariant SICs with the known symmetries in dimensions d ≤ 90, a single solution with Zauner's symmetry for every d ≤ 121 and solutions with higher symmetry for d = 124, 143, 147, 168, 172, 195, 199, 228, 259 and 323. A computer study of Zauner's conjecture [2] (SIC-POVM conjecture [3]) was reported by the author with M. Grassl in ref. [1]. In that article we presented a putative complete list of Weyl-Heisenberg covariant SICs in dimensions d ≤ 50. There are now compelling reasons [4][5][6][7] to extend this list as far as possible, and this note sets out to do this. Background material is laid out in appendix A, including all notation and definitions used in the following.
A computer study of Zauner's conjecture [2] (SIC-POVM conjecture [3] ) was reported by the author with M. Grassl in ref. [1] . In that article we presented a putative complete list of Weyl-Heisenberg covariant SICs in dimensions d ≤ 50. There are now compelling reasons [4] [5] [6] [7] to extend this list as far as possible, and this note sets out to do this. Background material is laid out in appendix A, including all notation and definitions used in the following.
Our computer search has so far discovered SIC fiducial vectors in all dimensions d ≤ 121 and we are confident that the list is complete for d ≤ 50, where the search reported in ref.
[1] exhausted all of C d . For d > 50, we continue the search by narrowing its scope to eigenspaces of the unitary matrices corresponding to F z (Zauner's matrix) and F a (defined below). Every known Weyl-Heisenberg covariant SIC in dimensions d > 3 can be generated by a fiducial vector from one of these eigenspaces (up to extended Clifford transformations) and, within the eigenspaces, it is unlikely that solutions have been missed for d ≤ 90 (the dimensions searched so far). Our list is therefore believed complete in these dimensions for Weyl-Heisenberg covariant SICs with the known principal symmetries, F z and F a . Moreover, the lack of evidence from ref.
[1] for other symmetries, besides those arising in conjunction with F z and F a , indicates that it could be complete for all Weyl-Heisenberg covariant SICs.
In higher dimensions, searching an eigenspace of Zauner's matrix discovers a solution for all d ≤ 121 [9] ; searching eigenspaces (or coneigenvectors) of higher order symmetry matrices discovers solutions in dimensions d = 124, 143, 147, 168, 172, 195, 199, 228, 259 and 323 . The solutions in dimensions d > 50 are available with 150 digits of precision in the article source files (ref.
[1] contains solutions for d ≤ 50) where labelling generally follows the order that they are found. Appendix B outlines the numerical approach to our computer search.
Symmetry structures in the new solutions can be observed. Each fiducial vector solution |φ ∈ C d that generates a Weyl-Heisenberg SIC also generates an entire orbit of related fiducial vectors under the action of the extended Clifford group:
(see appendix A or ref.
[1]). In the table we list the known unique fiducial vector orbits in each dimension. Note that the length of each orbit will be |PEC(d)| unless there is a symmetry present in φ, described by its stabiliser
where [U] := {e iξ U} ξ∈R . We then have |orb(φ)| = |PEC(d)|/|S(φ)|. The stabiliser of each orbit is also given. The numerical initial fiducial vector φ and its stabiliser S(φ) could always be chosen in a way that the stabiliser elements take the form [F |0] (where [F |p] := [E (F |p) ] as in eq. A37) and, therefore, only the matrices F are quoted. Note that when d is even, however, the subgroup of ESL 2 (Z 2d ) that defines S(φ) ≤ PEC(d) will generally have an order that is a multiple of |S(φ)|.
In dimensions d > 3 each stabiliser is a cyclic group of order a multiple of 3 and the vast majority, up to group conjugacy, have the symmetry described by Zauner's order-3 unitary [F z |0], where 
We can find additional symmetries present in the following dimensions: 
It is found that 
Then F e ′ = F e when 3|l and
. In odd dimensions, i.e. when l = 2m, we find that
Therefore real fiducial vectors are expected to exist for all dimensions d = 4m 2 + 3.
Gaps in the current classification are marked by ?'s, which either indicate an unexplored dimension (to be filled in at later dates) or note the likely presence of an unknown general symmetry. In simple terms, a SIC-POVM (or SIC) may be identified as a set of
Considering the rays in C d upon which each outer product |x k x k | projects, i.e. a set of d 2 equiangular lines through the origin of C d , it is also natural to identify a SIC with a subset of complex projective space, now written {x 1 , . . . , x d 2 } ⊂ CP d−1 . The most promising route towards a general construction of SICs involves translating a fiducial vector under the Weyl displacement operators:
where
, and we have fixed an orthonormal basis for C d : |0 , . . . , |d − 1 . Defining the symplectic form
these operators obey the relations
and together generate a variant of the Heisenberg group:
Modulo its center, I(d) := {e iξ I : ξ ∈ R}, the Heisenberg group is simply a direct product of cyclic groups,
[3] that, in every finite dimension, a SIC can be constructed as the orbit of a suitable fiducial vector |φ ∈ C d under the action of the displacement operators:
The condition for equiangularity (A1) then becomes
To bolster this conjecture, such Weyl-Heisenberg covariant SICs were found with high numerical precision in all dimensions d ≤ 45. Unbeknownst to the authors of ref.
[3], however, a stronger conjecture had already been put forward by Gerhard Zauner in his doctoral dissertation [2] . Zauner claimed that, in every finite dimension, a fiducial vector for a WeylHeisenberg covariant SIC can be found in an eigenspace of the matrix
Conjecture (Zauner [2] ). In all finite dimensions there exists a fiducial vector for a WeylHeisenberg covariant SIC that is an eigenvector of Z.
Setting ξ = π(d − 1)/12, it can be shown [2] that Z has order 3: Z 3 = I. The eigenspace with eigenvalue e 2πik/3 will be labeled Z k (k = 0, 1, 2). Then
Under the action of conjugation, Z defines an automorphism of the Heisenberg group,
, and therefore belongs to the normaliser of H(d) in U(d),
which is called the Clifford group in quantum information theory, but more widely recognised as a variant of the Jacobi group. The significance of C(d) to SICs follows from eq. (A9): if |φ is a fiducial vector for a Weyl-Heisenberg covariant SIC, then so is U|φ for any U ∈ C(d).
An explicit description of the Clifford group can be easily deduced in odd dimensions, which we now summarise. In general dimensions, for each symplectic matrix F ∈ SL 2 (Z d ) and
and define the matrix group
which follows the multiplication rule
Now assume d is odd. Then for each (F |p) ∈ c(d) there is a unique unitary C (F |p) ∈ C(d), up to the multiplication of a phase e iξ , for which
for all q ∈ Z 2 . All Clifford operators take this action and, in fact, C g is a faithful projective unitary representation of c (d) 
The Clifford group describes all automorphisms of H(d) that leave its center pointwise fixed: the inner automorphisms are just displacement operators, D p = C (I |p) , while the outer automorphisms are specified by the operators C (F |0) , which are more widely recognised as metaplectic operators. Since eq. (A16) defines each Clifford operator uniquely, up to a phase e iξ , it can be used to derive formulas, e.g., by multiplying on the right by D q † and summing over q to obtain
To check eq. (A16), simply replace r by r + q in the sum, and use F r, F q = (det F ) r, q and eq. (A4) repeatedly to obtain:
since det F = 1 (mod d) and τ d = 1 for odd d. In even dimensions we would need det F = 1 (mod 2d), however, or we would need to generalise eq. (A16) so that the factor τ (det F −1)q 1 q 2 appears on the right. The former approach was taken by Appleby [8] which we now summarise.
In even dimensions, the metaplectic operators can introduce sign changes to eq. (A16) unless we instead take F ∈ SL 2 (Z 2d ). We also take p ∈ Z 2d 2 for simplicity. In general dimensions, letd
and identify
Now, and hereafter, for each (F |p) ∈ c(d) define
with
if there exists an element β −1 ∈ Zd with β −1 β = 1 (modd); otherwise, we find an integer x ∈ Zd with the property that (δ + xβ) −1 ∈ Zd (whose existence is guaranteed [8, Lemma 3]) and take V F = V F 1 V F 2 , using eq. (A24) now for V F 1 and V F 2 , where
fulfill the decomposition F = F 1 F 2 . In odd dimensions, eq. (A23) is equivalent to eq. (A18). In all dimensions, now choosing ξ = 0 in eq. (A10), Zauner's matrix is Z = C (Fz |0) , where
With these definitions, Appleby [8, Theorem 1] showed that the map g → C g defines a group isomorphism
obeying eq. (A16), where
Combining eqs. (A14) and (A27) we can deduce the size of the Clifford group. It is known that
where the product is over all primes p dividing d, which means |c(d)| = 32|c(d)| for even d. But since |ker(C)| = 32 in even dimensions, we can conclude that
in all dimensions. Finally, note that there is a complex-conjugation symmetry apparent in eq. (A9). LetĴ = J † be the anti-unitary operator with actionĴ k c k |k = k c k * |k for a vector rewritten in our standard basis. Then,Ĵ
for all p ∈ Z 2 , where
It thus follows from eq. (A9) thatĴ |φ is a fiducial vector for a Weyl-Heisenberg covariant SIC whenever |φ is. To analyze this additional symmetry, define the matrix group
is the union of all symplectic and anti-symplectic matrices. The extended Clifford group is then defined as the group of all unitary and anti-unitary operators that normalise H(d), i.e., the disjoint union
Appleby [8, Theorem 2] showed that
through the map E : ec(d) → EC(d), where
From eq. (A34), we know that ker(E) = ker(C) and thus have
Lastly, in eqs. (A27) and (A35) we have defined projective versions of the Clifford and extended Clifford groups, respectively. The notation [U] := {e iξ U} ξ∈R is used to denote members of these groups, which are equivalence classes of unitary and anti-unitary matrices that differ only by a factor of unit modulus. We also use the shorthand notation
See ref.
[1] for more.
with equality if and only if |φ is a fiducial vector for a Weyl-Heisenberg covariant SIC. We search for SIC fiducial vectors by minimising the LHS of the inequality in eq. (B3), parametrised as a function of the real and imaginary parts of the d complex numbers j|φ , until the bound on the RHS is met. In practice, this is done by repeating a local search from different initial trial vectors until a solution is found. The local search uses a C++ implementation of L-BFGS. Generally, local minima are found quickly but an enormous number of trials are required to locate the global minima, i.e. the SICs.
In order to exhaust the search space to arrive at a putative complete list of unique SICs, we choose initial points uniformly at random under the unitarily invariant Haar measure on CP d−1 (using the Hurwitz parametrisation). Once enough solutions are found, and their precision refined (using GMP/MPFR multi-precision arithmetic), we identify unique extended-Clifford orbits by comparing each solution |φ to every other translated solution
This brute force approach to the classification, while stubborn, gives the symmetries (i.e. the stabiliser S(φ)) essentially for free, if |φ is also compared to E (F |p) |φ .
Any symmetry conjectured to exist in general dimensions allows us to lower the dimension of the search space without much effort. For suppose U|ψ = λ|ψ for some unitary U of order n, U n = I. Then the projector onto the eigenspace with eigenvalue λ = e 2πim/n , where we will have m integer, is
and we can search this subspace by simply replacing |φ with |ψ = P |φ in eq. (B3).
There is a similar approach to anti-unitary symmetries. Suppose instead thatĴU|ψ = λ|ψ for some unitary U with Ĵ U 2n = Ĵ UĴ U n = U * U n = I, where U * denotes complex conjugation of matrix components in the standard basis. We must have |λ| = 1 and may in fact assume λ = 1 for coneigenvalues. Now given that the projector onto the eigenspace of the unitary U * U with eigenvalue 1 is
it is easy to check that the (unnormalised) |ψ ′ = U * Q * |φ * + Q|φ solves our coneigenvalue problem. We can therefore replace |φ with |ψ = |ψ ′ / ψ ′ |ψ ′ in eq. (B3) to search the set of coneigenvetors. 
