We use microscopic Bogoliubov-de Gennes formalism to explore the ground-state phase diagram of the single-band attractive Hofstadter-Hubbard model on a square lattice. We show that the interplay between the Hofstadter butterfly and superfluidity breaks translational symmetry, and gives rise to stripe-ordered superfluid, supersolid and vortex lattice phases in large parameter spaces. We also discuss the effects of a trapping potential and comment on the viability of observing stripe-ordered phases with cold Fermi gases.
show that the phase diagrams are dominated by stripe-ordered SF, supersolid (SS) and vortex lattice (VL) phases which are characterised by their coexisting pair-density (PDW), chargedensity (CDW) and/or spin-density wave (SDW) orders [20, [22] [23] [24] . While these phases share some characteristic features of the long-sought Fulde-Ferrel-Larkin-Ovchinnikov (FFLO or LOFF) phase [25, 26] , they are not driven by the Zeeman field and have an entirely new physical mechanism. Given that FFLO-like phases are of high-demand in condensed-matter, nuclear and elementary-particle physics [27] , our findings allude an alternative route towards creating them by loading neutral atomic Fermi gases on laser-induced optical lattices under laser-induced gauge fields.
Bogoliubov-de Gennes (BdG) Formalism. To achieve these results, we solve the single-band attractive HofstadterHubbard Hamiltonian on a square lattice within the mean-field approximation for the on-site interaction term, i.e.,
where a † iσ (a iσ ) creates (annihilates) a σ fermion on site i, t ij is the tunneling (hopping) matrix element, and µ i↑ = µ − gn i↓ − V i + h and µ i↓ = µ − gn i↑ − V i − h are effectively the local chemical potentials in the presence of Hartree shifts, confining potential V i and an out-of-plane Zeeman field h ≥ 0. The complex hopping matrix t ij is assumed to connect only the nearest-neighbor sites, i.e., t ij = te iθij with t ≥ 0 for i and j nearest neighbors and 0 otherwise, and the phase θ ij = (1/φ 0 ) rj ri A(r)·dr takes the effects of real external magnetic fields (or artificial gauge fields) into account via the Peierls substitution. Here, A(r) is the corresponding vector potential and φ 0 = 2π /e is the magnetic flux quantum. The remaining terms in Eq. (1) involve the complex SF order parameter ∆ i = g a i↑ a i↓ , where g ≥ 0 is the strength of the on-site densitydensity interaction and · · · is a thermal average.
This microscopic Hamiltonian can be diagonalised via the Bogoliubov-Valatin transformation, i.e., a iσ = m (u miσ γ mσ − s σ v * miσ γ † m,−σ ), where γ † mσ (γ mσ ) creates (annihilates) a pseudo-spin σ quasiparticle with energy ǫ σ m and wave functions u miσ and v miσ , and the resultant BdG equations can be compactly written as,
Here, δ ij is the Kronecker delta, ϕ
† are the corresponding eigenfunctions for ǫ σ m ≥ 0 eigenvalue, and s ↑ = +1 and s ↓ = −1. Note that the BdG equations are invariant under the transformation v mi↑ → u * mi↑ , u mi↓ → −v * mi↓ and ǫ m↓ → −ǫ m↑ , and therefore, it is sufficient to solve only for u mi ≡ u mi↑ , v mi ≡ v mi↓ and ǫ m ≡ ǫ ↑ m as long as all solutions with positive and negative ǫ m are kept. For instance, ∆ i is given by
] is the Fermi function with k B the Boltzmann constant and T the temperature, and it has to be determined self-consistently with µ and h such that the total number of σ fermions satisfies
. When θ ij = 0, it is generally accepted that the mean-field description provides qualitative understanding either at low temperatures (T ≪ T c ) for any g or for weak g W at any T , where T c is the critical SF transition temperature and W is the energy bandwidth for the non-interacting fermions [29] . It is also known that single-band Hubbard models gradually become inadequate in describing strongly-interacting cold-atom systems, requiring multi-band models [29] . In addition, the real-space BdG formalism goes beyond the standard semi-classical local-density approximation since it includes both θ ij and V i exactly into the mean-field formalism without relying on further approximations. Hoping to shed some light on the qualitative effects of gauge fields on the ground-state phases, here we mainly concentrate on weak and intermediate g at T = 0.
Without loosing generality, we choose Landau gauge for the vector potential, i.e., A(r) ≡ (0, Bx, 0), leading to a uniform magnetic flux Φ = Bℓ 2 (per unit cell), where ℓ is the lattice spacing. Denoting coordinates of site i by (x = nℓ, y = mℓ), this gauge simply implies θ ij = 0 for links along the x direction, i.e., between (n, m) and (n ± 1, m); and θ ij = ±2πnφ for links along the y direction, i.e., between (n, m) and (n, m± 1), Here, φ = Φ/(2πφ 0 ) can be written as the ratio of the area ℓ 2 of the unit cell and that 2πℓ 2 B of the cyclotron orbit, and therefore, it clearly characterises the competition between the lattice spacing ℓ and magnetic length scale ℓ B = /(eB). In this paper, we only consider φ = p/q ratios, where p and q are integer numbers with no common factor, in which case the exact non-interacting single-particle excitation spectrum ε(φ) vs. φ is known as the Hofstadter butterfly [1] (see Supplemental Material). While φ remains ≪ 1 for typical electronic crystals, even for the largest B field that is attainable in a laboratory, it can in principle be tuned at will for atomic systems via artificial gauge fields. The fractal structure of the spectrum is expected to have drastic effects on the many-body problem which is our main motivation for studying Eq. (1).
Ground-State Phases. In order to explore the possible phases, let us set V i = 0 and consider a uniform 45 × 45 square lattice, which is large enough to construct the thermodynamic phase diagrams for φ = {0, 1/6, 1/4}. The Hartree shifts are neglected for simplicity. For this purpose, we numerically solve the self-consistency equations at T = 0 and obtain ∆ i /t and n iσ as functions of g/t, µ/t, h/t and φ. This can be achieved numerically via the iterative method of relaxation as follows. For a given set of parameters, first (i) start with an input set of ∆ i , then (ii) construct the BdG matrix given in Eq. (2), and then (iii) use its eigenstates in the order parameter equation to generate a new set of ∆ i , and finally (iv) repeat these steps until the input and output sets of ∆ i lie within a confidence level. Once this iterative method converges, (v) use the number equations to calculate n iσ . It turns out that the BdG equations allow for multiple solutions, especially for the polarised many-body phases, and therefore, it is essential to try several initial sets of ∆ i and verify the (meta)stability of the solutions. Depending on the spatial profiles of |∆ i |, n i↑ and n i↓ , we distinguish the single-particle band insulator and normal phases from the ordered many-body ones using the following scheme. When h/g is sufficiently large that ∆ i → 0 (precisely speaking |∆ i | < 10 −3 t in our numerics) for every i, the ground state of the system can be a σ-VAC phase which is a vacuum of σ component with n iσ = 0, a σ-I(m/n) phase which is a band insulator of σ component with uniform n iσ = m/n, a σ-N phase which is a normal σ component, or an ↑↓-PN phase which is a polarised normal mixture of ↑ and ↓ components with uniform n iσ = n σ and n ↑ = n ↓ . All of these phases directly follow from the mini-gapped structure of the Hofstadter butterfly as discussed below. On the other hand, when h/g is sufficiently small that ∆ i = 0 (i.e., |∆ i | > 10 −3 t in our numerics) for some i, the ground state of the system can be a UU-SF phase which is an unpolarised uniform SF with uniform ∆ i = ∆ 0 and uniform n i↑ = n i↓ = n 0 , a US-SF phase which is an unpolarised striped SF with striped |∆ i | and uniform n i↑ = n i↓ = n 0 , a US-SS phase which is an unpolarised striped SS with striped |∆ i | and striped n i↑ = n i↓ , an O phase which is a polarised striped SF with striped |∆ i |, uniform n iσ = n σ and n ↑ = n ↓ , an S phase which is a polarised striped SF with striped |∆ i |, striped n iσ and uniform n i↑ +n i↓ = n 0 , a D phase which is a polarised striped SS with striped |∆ i |, striped n iσ and n i↑ = n i↓ , a V phase which is a VL with regular arrays of vortices, or an M phase which is a polarised SF with non-striped |∆ i | and non-striped n iσ modulations including the stripe-ordered VL [30] . For instance, typical |∆ i | and n i↑ − n i↓ spatial profiles are illustrated in Fig. 1 for the S and V phases (see Supplemental Material for the US-SF and M phases). Next, we show that these stripeordered phases with broken translational symmetry appear as a consequence of a complicated interplay between the Hofstadter butterfly spectrum, g and h, dominating the phase diagrams.
Thermodynamic Phase Diagrams. In Fig. 2 , we present the φ = 1/4 phase diagrams for µ = 0 in Fig. 2(a) and µ = −t in Fig. 2(b) . (See the Supplemental Material for φ = 0 and φ = 1/6.) The µ = 0 case is very special since it corresponds to a half-filled lattice with particle-hole symmetry, where n i↑ + n i↓ = 1 independently of i, no matter what the rest of the parameters are. In comparison to the φ = 0 diagrams which consist only of ↑↓-PN, UU-SF and P-SF regions, we find that the φ = 1/4 diagrams have much richer structure involving large regions of stripe-ordered phases. To understand the physical origin of the resultant phase diagrams and stripe order, let us first discuss the analytically tractable high-h/g and low-h/g limits.
When h/g is sufficiently large, we can directly read off the ground state of the σ component from the Hofstadter butterfly for any given φ. For φ = 1/4, the energy spectrum consists of 4 bands: the σ component is a σ-VAC for µ σ −2.83t, a σ-N for −2.83t µ σ −2.61t, a σ-I(1/4) for −2.61t µ σ −1.082t, a σ-N for −1.082t µ σ 1.082t, a σ-I(3/4) for 1.082t µ σ 2.61t, a σ-N for 2.61t µ σ 2.83t and a σ-I(1/1) for 2.83t µ σ . Using µ ↑ = µ + h and µ ↓ = µ − h in these expressions, the high-h/g structure of Fig. 2 immediately follows. As h/g gets smaller, the single-particle band insulator and normal phases must pave the way to ordered many-body ones, as increasing the strength of the pairing (attractive potential) energy eventually makes them energetically less favourable. For φ = 0, it is intuitively expected and numerically confirmed that the ↑↓-PN to P-SF phase transition boundary g(h c ) is a monotonic function of h, which is simply because the non-interacting system has a very simple band structure with cosine dispersions. However, due to the fractal band structure discussed above, the transition boundary g(h c ) becomes a complicated function of h for finite φ. For instance, we find a sizeable hump in Fig. 2(a) around h ≈ 2.7t and another one in Fig. 2(b) around h ≈ 1.7t, the peak locations of which coincide intuitively with the ↑↓-PN regions that are sandwiched between vacuum and/or band insulators.
On the other hand, when h/g is sufficiently small, the ground state is expected to be an ordered many-body phase with no polarisation. In sharp contrast to the φ = 0 case where UU-SF is numerically confirmed to be stable for any µ, we show in Fig. 2 that US-SF and US-SS are, respectively, most stable for µ = 0 and µ = −t when φ = 1/4. The US-SS phase is distinguished from the US-SF by an additional striped-CDW order. Note that since µ = 0 corresponds to half filling for any φ, the unpolarised ground states necessarily have uniform fillings, i.e., n i↑ = n i↓ = 1/2 for every i. Therefore, in the low-h/g limit, while only |∆ i | is allowed to have spatial modulations in Fig. 2(a) , both |∆ i | and n iσ modulates in Fig. 2(b) .
The striped-SF order is a result of the Hofstadter butterfly: for a given φ, the spectrum consists of q-bands in the 1st magnetic Brillouin zone within which each k state is q-fold degenerate, i.e., ε bkxky (φ) = ε bkx,ky+2πφf (φ) with b = 1, 2, · · · , q labelling the bands and f = 1, 2, · · · , q labelling the degenerate k states. Therefore, not only intra-and inter-band pairings but also pairing with both zero and a set of non-zero center-of-mass momenta are allowed [20, 23] , leading to a non-uniform |∆ i | with spatially-periodic modulations, e.g., a PDW order [24] . The directions of center-of-mass momenta determines the direction of modulations, making it gauge dependent, e.g., y direction in Fig. 1(a) . When the striped-PDW order is sufficiently large, it drives an additional striped-CDW order in the total fermion filling, giving rise to a striped-SS phase. We emphasise that the instability towards striped-PDW phases discussed in this paper is driven by φ = 0 even when h = 0, and they cannot formally be identified with the FFLOlike non-striped PDW phases which are driven by h = 0 and are characterised by cosine-like sign-changing |∆ i | oscillations along a spontaneously-chosen direction.
It is clearly the cooperation between φ and g that is responsible for the broken spatial symmetry and appearance of stripe order, causing much more prominent stripes for intermediate g at a given h. Depending on whether q is even or odd, |∆ i | modulation has a spatial period of q or q/2 lattice sites, respectively, entailing that our BdG description cannot resolve modulating ground states in the extreme φ = 1/2 limit. The stripe order gradually fades away with increasing g, however, we expect the PDW order to survive even in the g ≫ W limit as long as g/t is finite. Note in this limit that the physics is eventually determined by the two-body bound states, i.e., Cooper pairs become bosonic dimers, and unless g/t → ∞, the on-site dimer-dimer interaction (∼ t 2 /g) is finite. Such weakly-repulsive dimers can effectively be described by the Hofstadter-Bose-Hubbard model, where superfluidity has recently been shown to break translation symmetry in the weakly-interacting limit [21] .
When φ is increased from 0, we find that the transition from an unpolarised to a polarised ordered phase occurs at a lower h for any given g. This may be seen as a consequence of smaller non-interacting energy bandwidths (or of localisation of fermions): as φ increases from 0 to 1/6 to 1/4 then W shrinks from 8t to 6.15t to 5.65t, making it possible to polarise the ground state with a smaller and smaller h. In Fig. 2 , the polarised region is dominated mainly by what we call the mixed (M) phase which is characterised by non-striped PDW and SDW orders, where SDW refers to the modulations of polarisation driven mainly by h = 0. In most cases, the M phase looks very much like an S or a D phase with some additional modulations along the stripes that is caused by h = 0. Furthermore, it is amusing to see that our BdG approach is able to capture strikingly regular VL as well as stripe-ordered VL phases in some small regions of the phase diagrams. Having discussed the possible ground-state phases and the resultant thermodynamic phase diagrams, next we discuss the effects of a trapping potential.
Trapped Systems. Let us assume a harmonic confinement and choose V i = α|r i | 2 with strength α = 0.01t. For illustration purposes, in Fig. 3 we show typical trap profiles for a cut along the y direction when x = 0, φ = 1/4, µ = 0 and h = t (see Supplemental Material). Note that the system is completely unpolarised for g = 7t with no SDW order, which is consistent with the phase diagrams shown in Fig. 2 . When g/t is sufficiently small, the mini-gaps of the Hofstadter butterfly give rise to a wedding-cake structure with spatiallyflat n iσ regions at integer multiples of 1/4 fillings, but only the n i↑ ≈ 0.25 and n i↓ ≈ 0 region clearly survives in these figures. In addition, while the CDW order is mostly washed out and barely visible for g = 6t and g = 7t, the PDW and SDW orders are large and conspicuous in these figures (and can be much larger depending on the parameters especially for large q), suggesting that PDW and/or SDW features may furnish clearest and direct evidence in trapped systems. It is also pleasing to see that the valleys of the PDW and CDW orders and peaks of the SDW order coincide when they coexist. Conclusions. To summarise, motivated by the thrive of cold-atom experiments with artificial gauge fields, we analysed ground-state phases of the attractive Hofstadter-Hubbard model for both thermodynamic and trapped systems. Our main finding is that the interplay between the Hofstadter butterfly and SF order breaks spatial symmetry, and that the phase diagrams are dominated by stripe-ordered SF, SS and VL phases which can be distinguished by their coexisting PDW, CDW and/or SDW orders. Such PDW superconductivity is relevant in a diverse range of systems [24, 27] , and given our promising results for atomic Fermi gases, we encourage further research in this direction with different lattice geometries, gauge fields, etc., in particular the beyond mean-field ones.† nmσ a n+1,mσ + e i2πφn a † nmσ a n,m+1,σ + H.c.), where (nℓ, mℓ) denotes the (x, y) coordinates of the lattice sites with lattice spacing ℓ, φ = Φ/(2πφ 0 ) is determined by the uniform magnetic flux Φ per unit cell and H.c. is the Hermitian conjugate. When φ = p/q and p and q are integers having no common factor, while this Hamiltonian maintains its translational invariance in the y direction, i.e., it remains the same under 1 lattice step (m → m + 1), it requires q steps for translational invariance in the x direction. Therefore, the Bloch theorem tells us that the 1st magnetic Brillouin zone is determined by −π ≤ k y ℓ ≤ π and −π/q ≤ k x ℓ ≤ π/q, and this increased periodicity motivates us to work with a supercell of 1 × q sites. The single-particle excitation spectrum is determined by solving the Schrödinger equation H 0 Ψ = ε(φ)Ψ for all momentum k ≡ (k x , k y ) values in the 1st magnetic Brillouin zone. Denoting the components of the wave function as
† , where ψ n corresponds to the nth site of the supercell, the q × q Hamiltonian matrix at a given k value
describes the supercell with periodic boundary (Bloch) conditions. Here, c n = −2t cos(k x ℓ + 2πnp/q) with n = 0, 1, 2, · · · , q − 1. The eigenvalues ε(φ) of this q×q matrix can be numerically obtained for any given rational number φ and the energy spectrum ε(φ) vs. φ is known as the Hofstadter butterfly [1, 2]. In Fig. 1 , we show the spectrum only for 0 ≤ φ ≤ 1/2 since ε(φ) = ε(1 − φ) is symmetric around φ = 1/2. This is simply because the magnetic flux values that add up to 2πφ 0 are equivalent, implying that φ = 1/2 corresponds to the maximal magnetic field B that can be achieved within the model. The fractal structure of the spectrum is clearly a result of the competition between length scales ℓ and ℓ B = /(eB) since φ = ℓ 2 /(2πℓ 2 B ). In addition, although it is not explicitly shown here, each k state is q-fold degenerate in the 1st magnetic Brillouin zone, i.e., ε b,kxky (φ) = ε b,kx,ky+2πφf (φ) with b = 1, 2, · · · , q labelling the bands and f = 1, 2, · · · , q labelling the degenerate k states. Our primary objective in this paper is to study Cooper pairing in the context of attractive Hofstadter-Hubbard model, for which these degeneracies play a crucial role in the many-body problem and provide insights into the physical origin of stripe-ordered phases, as discussed in the main text.
We note for a given φ that the energy spectrum consists of q non-overlapping bands with q + 1 gaps, and therefore, each one of these q bands can accommodate 1/q particle filling with a total filling of 1. Therefore, if we index energy gaps as s = {0, 1, 2, · · · , q}, starting from the bottom edge of the band in such a way that the lowest (s = 0) and highest (s = q) gaps correspond, respectively, to a particle vacuum and a fully-filled band insulator, particle fillings within all of these gapped regions can be compactly written as s/q. Note that while all gaps are open for odd q, the middle s = q/2 gap corresponding to a half-filled lattice is not open when q is even, and therefore, half-filled lattice does not correspond to an insulator for any q. These gaps are also known to give rise to the integer quantum-Hall effect. In the φ → 0 limit, the butterfly spectrum recovers the usual tight-binding dispersion of cosines ε k = −2t [cos(k x ℓ) + cos(k y ℓ)] , which has an energy bandwidth W = 8t.
(B) Illustration of US-SF and M Phases. In Fig. 2 , we present typical |∆ i | and n i↑ − n i↓ spatial profiles for the US-SF and M phases. In particular, the M phase is characterised by spatial |∆ i | and n iσ modulations with non-striped patterns, and typically, it looks very much like an S or a D phase with some additional modulations along the stripes as illustrated in Fig. 2(b) . It is clearly the competition between φ, g and h = 0 that drives the additional features.
(C) φ = 0 and φ = 1/6 Phase Diagrams. In Figs. 3 and 4 , we present the phase diagrams for φ = 0 and φ = 1/6, respectively. Here, we set µ = 0 in Figs. 3(a) and 4(a) corresponding to a half-filled lattice, and µ = −t in Figs. 3(b) and 4(b) .
In the φ → 0 limit, the phase diagrams are shown to be very similar for µ = 0 and µ = −t. Depending on the particular value of g, there are two critical h fields. The unpolarised uniform SF phase, where ∆ i = ∆ 0 for all i, turns into a polarised non-uniform SF beyond a first critical field h c1 , and then the P-SF phase becomes a uniform polarised normal beyond a second critical field h c2 > h c1 . Our numerical results indicate that h c1 ∼ |∆ 0 | where |∆ 0 | is evaluated at h = 0 for the same parameters. In the strongly-interacting limit when g ≫ t, it can be analytically shown for thermody- namic systems that |∆ 0 | ≈ (g/2 − 4t 2 /g) n(2 − n), where n = n ↑ + n ↓ is the total filling. We checked that this thermodynamic expression agrees very well with our finite-lattice results, as it gives |∆ 0 | ≈ 7.23t for µ = 0 or n = 1 and |∆ 0 | ≈ 7.18t for µ = −t or n ≈ 0.875 when g = 15t, while we find, respectively, |∆ 0 | ≈ 7.25t and |∆ 0 | ≈ 7.19t for the same parameters in our BdG calculations. In the weaklyinteracting limit when g is sufficiently small so that ∆ i → 0 for every i, we note that the system will be a ↓-VAC for h > 4t when µ = 0 and for h > 3t when µ = −t.
The φ = 1/6 phase diagrams are shown in Fig. 4 and they are in many ways similar to the φ = 1/4 ones presented in the main text. The main difference is in the high-h/g limit which again directly follows from the Hofstadter butterfly. For φ = 1/6, the energy spectrum consists of 6 bands: the σ component is a σ-VAC for µ σ −3.076t, a σ-N for a narrow band around µ σ ≈ −3.076t, a σ-I(1/6) for −3.076t µ σ −1.59t, a σ-N for −1.59t µ σ −1.41t, a σ-I(1/3) for −1.41t µ σ −0.65t, a σ-N for −0.65t µ σ 0.65t, a σ-I(2/3) for 0.65t µ σ 1.41t, a σ-N for 1.41t µ σ 1.59t, a σ-I(5/6) for 1.59t µ σ 3.076t, a σ-N for a narrow band around µ σ ≈ 3.076t and σ-I(1/1) for 3.076t µ σ . As a consequence of this, we note in Fig. 4(b) that the system intuitively requires a finite threshold for g/t even at h = 0 in order to develop any kind of many-body order. In addition, it is intriguing to see that an extremely narrow strip of ↓-N region that is sandwiched between ↓-VAC and ↓-I(1/6) around h ≈ 2.076t gives rise to a sizeable hump in Fig. 4(b) .
(D) Trapped Systems. In Figs. 5 and 6, we show full spatial dependence of the self-consistent solutions for a harmonic trap V i = α|r i | 2 with α = 0.01t. The trap is centered at the origin of our 49 × 49 square lattice. Here, p/q = 1/4, µ = 0 and h = t in both figures, but we choose g = 5t in Fig. 5 and g = 6t in Fig. 6 , corresponding, respectively, to N ↑ + N ↓ ≈ 608 and N ↑ − N ↓ ≈ 275, and N ↑ + N ↓ ≈ 632 and N ↑ − N ↓ ≈ 58. We clearly see a wedding-cake structure with a spatially-flat n iσ region for g = 5t where n i↑ ≈ 0.25 and n i↓ ≈ 0. In addition, we note that the CDW order is more recognisable when g is increased from g = 5t to g = 6t, which is simply because since the appearance of a PDW order breaks the spatial symmetry of the system at the first place, the CDW order tends to be more prominent for intermediate g at a given h, as discussed in the main text. Thus, unlike the wedding-cake structure which is caused by the mini-gaps of the Hofstadter butterfly and recognisable only for weak interactions, the broken translational invariance persists for intermediate interactions and may provide a viable knob for the experiments. 
