, where a, b, and c for each correlation is given in the following table.
Quadratic Equation Elements for Correlation Ranges
Appendix C: Gibbs Sampler Details
As the posterior distributions for the components of Q and R can not be easily sampled from, draws are made using the griddy Gibbs sampler (Ritter and Tanner, 1992) .
, and θ = (µ, S, R). We impute the unobserved potential outcomes at step l given θ l−1 from the following distributions:
and each component of S and R are then from their posterior distributions: µ
As the posterior distributions for the σ's and ρ's can not be easily sampled from, the griddy Gibbs algorithm is used as follows:
over a grid of m = 200 points, separated by hundredths to obtain x 1 , x 2 , ..., x m . The grid for each σ is centered around the estimated standard deviation from the observed data.
• Approximate the inverse cdf using the discrete approximation p(σ
• Sample a uniform (0,1) random variable and transform the observation using the approximated cdf.
• Obtain posterior draws for each of σ S 0 , σ S 1 , σ T 0 , and σ T 1
• Posterior draws for each ρ are done similarly, but with the grid of values over which each posterior distribution is evaluated those which result in a positive definite matrix. Appendix E: Assessment of normality in age-related macular degeneration data
Histograms and normal QQ plots for observed age-related macular degeneration data. S is change in visual acuity at 6 months and T is change in visual acuity at 1 year, both with BLUP estimates subtracted off to account for random center effects.
Histogram of S, Z=0
S, Z=0 
, where P is the number of columns in X. A graph
should be a straight line under normality (Holgersson, 2006) . (X j −X)), j = 1, ..., n, S = (1/n) n j=1 (X j −X)(X j −X) ) against the chi-square distribution quantiles Q P j n+1
, where P is the number of columns in X. A graph of {Q P j n+1
, d
2 (j) } n j=1 should be a straight line under normality (Holgersson, 2006) . 
