[1] Objectively analyzed fields of satellite sea surface temperature (SST, advanced very high resolution radiometer (AVHRR) Pathfinder) and sea surface height anomaly (SSHA, combined TOPEX/Poseidon-ERS-1/2) are used to characterize, statistically, the mesoscale variability about the U.S. Joint Global Ocean Flux Study (JGOFS) Bermuda Atlantic Time-Series Study (BATS) site. These results are applied to the in situ BATS time series data and a local one-dimensional (1-D) physical upper ocean model to better understand the contribution of mesoscale eddies to the time series record and the modeldata mismatch. Using a low-pass spatial filter, we decompose the anomalies from the seasonal cycle into two components: the large-scale, regional climate variability and a mesoscale signal. The mesoscale SST and SSHA fields are positively cross-correlated at a statistically significant level, consistent with near-surface isotherm displacements for cyclonic and anticyclonic eddies. The results from time-lagged cross-correlation analysis show that detectable eddy signatures exist in the in situ SST data and that eddies are a noticeable ($10%) but not dominant error source for the 1-D model solution. Several factors may be at work: the 1-D model captures a more regional signal, whereas the BATS in situ data include small-scale spatial heterogeneity; the satellite data and 1-D model are indirectly coupled via the National Centers for Environmental Prediction (NCEP) reanalysis forcing data; and the satellite-based mesoscale variability estimates are also missing specific events because of the sparse space-time sampling of a polar orbiting, visible/infrared wavelength sensor. The mesoscale eddy cross-correlation signature did not show up clearly in a similar analysis conducted on the original anomaly fields, highlighting the fact that climate scale variability needs to be carefully removed to isolate the eddy signature.
Introduction
[2] The comparison of an one-dimensional (1-D), synoptically forced model [Doney, 1996] for the U.S. Joint Global Ocean Flux Study (JGOFS) Bermuda Atlantic Time-Series Study (BATS) [Michaels and Knap, 1996] site with actual observations underscores the difficulty in determining the differences among local atmospheric forced dynamics, model errors, and unresolved three-dimensional effects Glover et al., 1998 ]. The approximate monthly sampling scheme at BATS aliases episodic advective events and mesoscale eddies, which propagate across the study area with a frequency of a few weeks to months [Halliwell et al., 1991a [Halliwell et al., , 1991b Siegel et al., 1999] . Mesoscale advection appears in the ship-based observations as sharp discontinuities in a variety of physical and biogeochemical properties including isopycnal depth, integrated heat content, sea surface height, temperature-salinity relationships, and bio-optical properties [Siegel et al., 1995; Doney, 1996] . Higher temporal resolution records from the Bermuda test bed mooring [Dickey et al., , 2001 ] provide a much clearer view of the passage of such mesoscale features but are still limited by their fixed, Eulerian nature. Our intent here is to better characterize, in a statistical sense, the mesoscale field over a large domain ($1000 km Â 1000 km) centered about the BATS site using remotely sensed satellite data.
[3] Coherent, mesoscale features are a ubiquitous element of ocean circulation [e.g., McWilliams et al., 1983] . Much of the variance in the subsurface density profile at BATS can be represented as cyclonic (anticyclonic) eddies displacing the main thermocline upward (downward) with a vertical structure similar to the first baroclinic mode . A smaller fraction is associated with thick lenses of 18°mode water, resulting in a doming of the seasonal thermocline and depression of the main thermocline [Brundage and Dugan, 1986; Ebbesmeyer and Lindstrom, 1986] . The density field variations are strongly correlated to sea surface height anomalies (SSHA) as measured by satellite altimeters, with positive SSHA over anticyclones and negative SSHA over cyclones. Mode water eddies exhibit positive SSHA, dominated by the main thermocline depression, despite the shoaling of near-surface isopycnals. The sea surface temperature (SST) expression of eddies depends on the interaction with the planetary boundary layer but is expected to be coincident with the nearsurface isopycnal displacements, cold SSTs for cyclonic and mode water and warm SSTs for anticyclonic.
[4] Mesoscale variability is also a fundamental aspect of marine biogeochemistry, modulating a wide range of processes from nutrient supply to ecosystem structure [Woods, 1988; Robinson et al., 1993; Garçon et al., 2001] . In the oligotrophic (low nutrient) subtropical gyre, cyclonic and 18°mode water eddies are hypothesized to enhance surface new and primary production by displacing cold, nutrientrich isopycnals upward into the euphotic zone [McGillicuddy et al., 1998 . This so-called ''eddy-pumping'' flux also reconciles to a great degree the long-standing disparity between low biological and high geochemical new production estimates for Bermuda [Jenkins and Goldman, 1985; Siegel et al., 1999] .
[5] Significant questions remain, however, surrounding the extent to which the influence of mesoscale eddies penetrates all the way into the mixed layer. As originally formulated, the eddy pumping hypothesis focuses primarily on adiabatic vertical motions of isopycnals below the mixed layer but within the euphotic zone [Falkowski et al., 1991; McGillicuddy and Robinson, 1997] . Jenkins' [1988] 3 He flux gauge calculations, in contrast, require a substantial flux of subsurface water into the mixed layer itself. An analysis of contemporaneous Coastal Zone Color Scanner (CZCS) ocean color and advanced very high resolution radiometer (AVHRR) SST images for the Bermuda region show late winter/early spring surface phytoplankton blooms occurring in mesoscale eddy-like features with strong negative correlation between chlorophyll and temperature, consistent with the broaching of cold, nutrient-rich isopycnals into the mixed layer ]. This phenomenon is also observed in Gulf Stream meanders [Mariano et al., 1996] . During summer a strong, nearsurface pycnocline forms near Bermuda, and the mesoscale spatial variances (SST and ocean color and the SST -ocean color cross correlation) are at a minimum. Ship-based surveys, however, continue to show near-surface (depth of 10-20 m) mesoscale eddy signals in both temperature and chlorophyll .
[6] In this paper, we extend and complete the exploratory analysis outlined by Glover and Doney [1996] and Glover et al. [1998] . The problem is approached using objectively analyzed AVHRR SST [Mariano and Brown, 1992] and the combined TOPEX/Poseidon -ERS-1/2 (hereafter referred to as TPE) SSHA [AVISO/ Altimetry, 1998 ] data products to minimize potential biases due to missing data coverage. The mesoscale eddy field is computed as the local spatial residual field after removing the seasonal climatology and any larger-scale spatial signal (>$500 km) associated with intraseasonal to interannual climate variability. The satellite sensors differ considerably in the type of information they provide, surface properties in the case of AVHRR and an integrated water column measure for TPE. An important aspect of the paper then is to quantify not only the magnitude and seasonality of the mesoscale variability for each individual satellite record but also to examine the cross correlations and phase relationships between variables. In particular, we focus on characterizing the SST expression of mesoscale eddy pumping. We then explore the implications of that mesoscale variability on local model-data comparison exercises using time series records [Doney, 1996; Evans, 1999] .
Methods
[7] Our study area, shown in Figure 1 , is the 10°Â 10°a rea centered on 32°N, 64°W, approximately the location of the BATS station. Figure 1 displays a single objectively analyzed AVHRR image and the TOPEX/Poseidon -ERS-1/2 suborbital paths that cross this part of the ocean. To eliminate the edge effects of low-pass filtering, the first extraction of the data is done on a 20°Â 20°basis, and after analysis and filtering, the data are subsampled at 10°Â 10°. The satellite analysis time window is set by the 14 years (15 January 1985 through 30 December 1998) of National Oceanic and Atmospheric Administration (NOAA)/NASA AVHRR Ocean Pathfinder SST data and the nearly 6.5 years (October 1992 to July 1998) of TPE altimeter data [Fu et al., 1994; AVISO/Altimetry, 1998; Jet Propulsion Laboratory (JPL), 1998 ]. The BATS time series began in October 1988, and we use available conductivitytemperature-depth (CTD) data up through the end of 1998. One-dimensional model simulations are generated for the complete analysis period 1985-1998.
AVHRR
[8] The AVHRR SST time series is, in fact, the product of three different realizations of the AVHRR instrument, each one having different operating parameters that complicate a long, multiyear analysis like this. The Pathfinder project makes possible a study of long-term variability in AVHRR SST by combining and consistently calibrating the instrument output. The Pathfinder data [Kilpatrick et al., 2001] are the 9 km composites available from JPL as either version 4.0 or 4.2, depending on the AVHRR year. Only daytime (ascending) data are used with a nominal equator crossing time of 1330.
[9] If satellite data coverage were as continuous as model output, we could readily use it to help explain discrepancies between models of limited dimensionality and actual observations. Unfortunately, the AVHRR Pathfinder SST data set contains gaps in its global coverage owing to cloud cover, IR-absorbing aerosols, satellite down time, and the orbital mechanics of polar orbiting satellites. Chelton and Schlax [1991] demonstrate that simple compositing of multiple satellite views is not an acceptable means of achieving complete coverage. Instead, they advocate an objective analysis of all of the available data to produce a best, linear, unbiased estimation (BLUE) of the data field. Here we use a global SST data product ($18 km, 2 day resolution), objectively analyzed in both time and space, from the University of Miami (anonymous ftp playin.rsmas.miami. edu) computed with the parameter matrix approach of Mariano and Brown [1992] . A seasonal daily SST climatology is computed for each pixel by averaging the 14 years of objectively analyzed (OA) data.
Combined TOPEX/Poseidon -ERS-1/2
[10] For altimetry data we used the combined TOPEX/ Poseidon and ERS altimetry data available from the Archiving, Validation, and Interpretation of Satellite Oceanographic (AVISO) data center in Toulouse, France. Their Maps of Sea Level Anomalies (MSLA) products, version A1, are formed from a combination of TOPEX/Poseidon 10 day repeat orbit and ERS 35 day repeat orbit data, objectively analyzed onto a 10 day and 0.25°grid [Le Traon et al., 1998 ]. First, the data were quality controlled, and geophysical corrections (wet tropospheric, dry tropospheric, and ionospheric effects) were applied. After ocean wave, tidal, and inverse barometer effects were corrected, the ERS orbital errors were estimated using the higher orbital precision of TOPEX/Poseidon as a guide [Le Traon et al., 1995] . This produces the corrected sea surface height data set that is homogeneous with respect to TOPEX/Poseidon and ERS. The sea level anomaly files are produced by removing a long-term mean (3 years of data), and a 7 km cubic spline resamples the data to produce what we refer to as the SSHA. Using data processed in this fashion avoids the persistent between track gap that is present in the TOPEX/Poseidon data alone.
[11] Using the supplied software, with minor modifications, the 20°Â 20°square region around the BATS site is extracted. This produces 248 ''images'' of the SSHA field from 22 October 1992 to 28 July 1999. The objectively analyzed fields were used in the following fashion: a sinusoidal function consisting of annual and semiannual periods is fit to each 0.25°cell treated as a time series using the Levenberg-Marquardt nonlinear regression technique. This formed the climatology that was subtracted from the SSHA to produce the SSHA Anom , essentially removing any seasonal steric effect.
BATS Hydrographic Data
[12] The U.S. JGOFS BATS station (31.67°N, 64.17°W) (http://www.bbsr.edu/bats) is $80 km southeast of Bermuda and has been occupied at nominally monthly intervals, with higher resolution in the winter/spring bloom period, beginning from October of 1988 [Michaels and Knap, 1996] . On each cruise, discrete water samples are collected through the upper water column for hydrographic variables (salinity, oxygen, and nutrients) following a standard protocol [Knap et al., 1993] . Typically, 4 -10 CTD profiles of pressure, temperature, and salinity are also conducted over the 2 -3 day duration of the cruise and are processed and binned to 2 dbar intervals. For each CTD profile we calculate sea surface temperature and mixed layer depth h mix , defined as the depth where temperature drops 0.2°C below SST following Doney [1996] . The CTD temperature and salinity data from an individual BATS cruise show considerable high-frequency variability, particularly in the seasonal thermocline, as the result of aliasing of internal tides and internal waves. BATS CTD-derived quantities therefore are shown for each cast to indicate the expected range of variability. Because of ship schedules and weather delays the BATS data are inhomogeneously distributed in time, and the objectively analyzed satellite data (2 and 10 days) and 1-D model results (6 hourly) are first interpolated to the BATS time points prior to calculating differences in order to reduce any potential sampling bias.
BATS One-Dimensional Model Simulations
[13] A one-dimensional physical simulation of the upper ocean (temperature T, salinity S, horizontal velocity in the x direction U, horizontal velocity in the y direction V, and h mix ) is constructed for the BATS site for the period 1985 -1998 using the K-profile parameterization (KPP) boundary layer model [Large et al., 1994; Doney, 1996] . The model is driven at the surface by a bulk flux scheme [National Center for Atmospheric Research (NCAR) Oceanography Section, 1996], a prescribed synoptic surface atmosphere state, various satellite data products, and the model sea surface temperature ]. The required forcing data sets consist of 6 hourly near-surface wind speed, air temperature, and humidity from the NCEP/NCAR reanalysis [Kalnay et al., 1996] , daily cloud fraction and surface insolation estimates from International Satellite Cloud Climatology Project (ISCCP) [Rossow and Schiffer, 1991; Bishop and Rossow, 1991; Bishop et al., 1997] , and monthly microwave sounding unit (MSU) precipitation [Spencer, 1993] . The satellite forcing data are available for only a subset of the full analysis period, ISCCP (1983 -1991) or MSU (1979 MSU ( -1994 ; climatological monthly average cloud cover, solar insolation, and precipitation are used for periods not covered by these data sets. The model temperature and salinity profiles are initialized for 1 January 1985 from a smoothed seasonal climatology of the entire BATS CTD record. Small advective heat (15 W m
À2
) and freshwater (2.0 Â 10 À5 kg m À2 s
À1
) fluxes are applied over the upper 75 m of the model domain to account for the local surface flux imbalance and advective divergence at BATS Doney, 1996] .
Results
[14] In order to diagnose the role of mesoscale variability about the BATS time series site, we must first separate out the mesoscale signal from other sources of variability in the satellite observations. In particular, we want to remove the climatological seasonal cycle and the large spatial scale regional intraseasonal to interannual climate variability, which will be discussed in more detail in a later paper (D. M. Glover and S. C. Doney, manuscript in preparation, 2001) . Equation (1) states the traditional way of expressing a generic variable Z distributed in space and time as an anomaly Z Anom relative to some climatological field Z Clim :
[15] The anomaly field can be further partitioned by assuming that the space scales of the mesoscale variability are small relative to the domain size (10°Â 10°). A residual field Z Resid , which we associate with the mesoscale field, is defined by removing a spatial low-pass (half power at 500 km) filtered field Z Filt from the anomaly field:
[16] The time-dependent, spatial mean for any variable over the analysis domain is defined as
and convenient measures of the filtered and mesoscale variability are given by the time-dependent and spacedependent root-mean-square (RMS) of the component fields:
and
[17] Figure 2 shows an example from the AVHRR SST data of the spatial nature of the sparse sampling problem and also underlines why space-time interpolation should be used. The objectively analyzed SST data for day 195 in 1993 are displayed in Figure 2a [18] A similar decomposition of the TPE SSHA data for the same time period is shown in Figure 3 . Typical SSHA values range from ±25 cm, and in contrast with the SST data, considerably less of the SSHA variability is accounted for by the climatology or the 500 km low-pass filter. The spatial scales of the SSHA residual features are comparable to those of SST and are also consistent with the regional SSHA decorrelation length scales reported by Stammer [1997] . A comparison of the SST and SSHA residual images suggests a weak positive correlation, i.e., generally warm SSTs overlying positive (anticyclonic) SSHA features and the reverse.
[19] The spatial distributions of the long-term time mean RMS variability in SST and SSHA are shown by component in Figure 4 . The residual fields tend to show moderate to high eddy activity that increases northward toward the Gulf Stream [e.g., Richardson, 1983; Stammer, 1997; . The BATS station at 31°40 0 N lies in the middle of the region of more uniform variability south of 34°N. There is some indication in both the time mean RMS anomaly and residual SST fields of elevated mesoscale SST variability between 28°and 30°N, which may be associated with the subtropical front [Gill, 1982; Halliwell et al., 1991a] and sharper SST spatial gradients (not shown). The analysis presented below has been carried out for both the full 10°Â 10°domain and a smaller subdomain that avoids the higher-energy regions north of 34°N completely; we have found only a very weak sensitivity of the results to the size of the domain.
[20] Figure 5 shows the time-dependent means for the AVHRR SST data, seasonal climatology, and anomaly fields for the 10°Â 10°area. The time-dependent means of the filtered surface and residual are not shown since the mean of the residual is essentially zero by construction and thus SST Filt is equivalent to SST Anom . The amplitude of the climatological seasonal cycle in the BATS region is about ±4°C on top of which are found regional mean SST anomalies of ±1°C with timescales of a few months to years. Also shown in Figure 5 are the time-dependent rootmean-square anomaly, filtered, and residual fields. For SST, a large fraction of the total RMS variability SST 2 Anom À Á 1 2 = is accounted for by shifts in the regional mean SST Anom , $46.5% of the power. Large-scale regional variability
is 23.6%, while mesoscale features SST 2 Resid À Á 1=2 contribute a slightly smaller amount of the total variability 22.4%. We should note that the objective analysis technique reduces the variability on the smallest scales (<200 km) by order 10%, so our estimate of the mesoscale variability is likely an underestimate.
[21] The RMS residuals for SST have been computed varying the cutoff wavelength of the low-pass spatial filter from 100 to 800 km (Table 1) . For comparison, the nominal AVHRR noise level is 0.44°C [Brown et al., 1993] , and the revised objectively analyzed Pathfinder noise level is 0.3°C [Kearns et al., 2000; Mariano and Brown, 1992] . At a filter cutoff of 100 km, nearly all of the spatial variability is taken up by the low-pass filter, and the residual field fails to rise above even the revised background noise level. As longer wavelength filters are applied, the overall value of SST 2 Resid À Á 1=2 increases. By 500 km it remains above the revised noise level on average throughout the record, and the residual SST signal is reasonably well resolved. The RMS SSHA residual similarly grows with the scale of the low-pass filter before plateauing at 500 -600 km. Consequently, a 500 km effective cutoff wavelength is used for both SST and SSHA throughout the remainder of the paper, although a positive correlation still exists between the filtered and residual fields ( Table 1) . The resulting residual SST field at this filter scale exhibits many of the characteristics that we associate with mesoscale eddies: spatial autocorrelation scales of 100-200 km, westward propagation, and correlation with the more clearly defined SSHA mesoscale features. A similar, though slightly longer (800 km), wavelength was chosen by Halliwell et al. [1991a] for their analysis of the large-scale space and time variability of SST in the region.
[22] The mesoscale RMS SST ( Figure 5e ) shows a peak of 0.35 -0.5°C in the late winter or early spring, with a secondary maximum at the beginning of some years (e.g., 1988, 1996, and 1998) . The variability drops to a summer minimum of 0.2-0.25°C. Considerable year to year variation is observed (e.g., compare 1993 with 1997), but this may be related in part to sampling issues. Figure 6a presents a power spectrum of the SST residual RMS in varianceconserving form with the ±95% confidence interval shown. The spectrum shows a large, statistically significant annual signal and a somewhat smaller marginally significant one at the semiannual period. Despite the annual signal being removed from the SST data an annual signal remains in the RMS of the residual field. The spectrum decreases linearly at higher frequencies before rolling off at $35 yr À1 (or $10 days). Note that despite a nominal 2 day interval for the objective SST fields the effective sampling time is significantly longer because of limited data coverage and the sliding 3 week data window used in the objective analysis, which may alias results at the highest frequencies.
[23] A similar temporal analysis of the mean and variability patterns by component for the TPE SSHA data are shown in Figures 7 and 6b. The amplitude of the SSHA seasonal cycle is about ±10 cm, with the maximum in the fall associated with the steric height effects of the seasonal heat content maximum [e.g., Doney, 1996, Figure 4a ]. The regional anomalies as expressed by SSHA Anom are roughly ±5 cm and show extended periods of $1 year duration of mostly negative (e.g., 1993) and positive (e.g., 1998) sign. Examining Figure 7 , we see that the spatial RMS anomaly SSHA [24] We note that the total amount of power does not sum to 100% in either the analysis of the SST or SSHA anomalies. In truth, the choice of the size of the cutoff wavelength for the low-pass filter is an operational one. In a strict propagation of variance analysis we would require there to be a covariance term between the filtered and residual fields. Obviously, this term is not equal to zero, and we do not have a perfect separation of scales. Nevertheless this covariance term is small (of the order of $10%) for both instruments and does not go to zero at any scale we have investigated (100-800 km). The cross correlations between the filtered and residual fields remain positive and statistically significant in Table 1 (except for the 800 km filter applied to SSHA anomalies).
[25] A seasonal cycle in mesoscale SSHA variability SSHA 2 Resid À Á 1=2 , though less well defined than in SST, is observed with a distinct minimum in RMS variation of 7 cm each winter. The shape of the maxima differs considerably from year to year, with some years showing a peak from spring through fall and others, such as 1994, having two distinct positive extrema. A statistically significant annual peak is observed in the SSHA residual RMS power spectrum (Figure 6b ), but because of the shorter record and larger interannual variability the maximum is more diffuse than in the SST case, ranging from 0.5 to 2 yr [26] The space-and time-lagged autocorrelations of the mesoscale SST and SSHA fields as well as their cross correlation are shown in Figure 8 . The spatial correlations are decomposed directionally into separate east-west and north-south lags, and the 95% significance levels for the correlations are indicated by the thick black ellipse (surrounding both positive and negative correlation coefficients). As noted by previous researchers, the mesoscale SSHA exhibits a strong, statistically significant autocorrelation out to ±100 km and ±45 days associated with the typical eddy size and Eulerian timescale in this region [Dickey et al., 1993; Siegel et al., 1999; Dickey et al., 2001] . The tilt of the time-space phase relationship in the east-west direction is consistent with westward propagation of the eddies at a mean rate of $5.5 cm s
À1
. Similar, though weaker, signatures for coherent eddies and westward propagation are also found for the AVHRR SST, with perhaps a somewhat slower mean speed. Note that the north-south correlation diagram shows no tendency for any mean meridional drift, although there is a statistically significant anticorrelation symmetrically lagged ±200 km and ±10 days, which is greatly reduced in extent and shifted to ±0 days in the AVHRR autocorrelation.
[27] A statistically significant cross correlation is observed between SST and SSHA, again with the characteristic westward propagation signature. The sense of the cross correlation is positive; that is, cold SSTs are associated with negative (cyclonic) SSHA and the reverse. On closer inspection, we find that the positive SST-SSHA cross correlation is approximately equally strong for both negative (cyclonic) and positive (anticyclonic) SSHA events. The phase relationships are such that the maximum SST anomaly trails the SSHA signal by $25 km to the east, but this is not significant, given the resolution of the satellite data. The cross-correlation patterns are a strong indication that the subsurface eddy isotherm displacements, at least for the cyclonic case, reach all the way to the surface, perhaps enhanced by submesoscale upwelling along the eddy edges. The SST-SSHA correlation for positive SSHA anomalies reflects the depression of the isotherms and the concomitant increase in SST. The consistency of the autocorrelation and cross-correlation patterns suggests that our low-pass spatial filtering technique is indeed effective at recovering the mesoscale SST field. The cross correlation between the mesoscale SST and SSHA fields also exhibits a seasonal cycle with minimum during the summer (Figures 9a and  9b) , possibly due to the strong summertime pycnocline that forms in this region.
[28] The mesoscale eddy cross-correlation signature did not show up clearly in a similar analysis conducted on the original anomaly fields. Only an ill-defined positive cross correlation could be found for the cyclonic case, and a weak positive cross correlation was found for the anticyclonic case. The original anomaly fields were dominated by the large-scale intraseasonal to interannual SST variability. This highlights the fact that careful scale separation of the SST variability is required.
Local Model-Data Comparisons at BATS
[29] Using the satellite-based estimates of mesoscale variability, we now investigate the influence of eddies on the BATS hydrographic time series data displayed in Figure  10 . Also included in Figure 10 for comparison are the satellite SST and SSHA records and the results from the KPP local 1-D model.
[30] The SST and h mix records at BATS (Figure 10 ) show the characteristic annual pattern reported previously for the Bermuda region [e.g., Musgrave et al., 1988; Michaels and Knap, 1996] : deep winter convection, rapid onset of stratification in March/April, formation of a shallow, strong seasonal pycnocline over the summer, and pycnocline erosion through the fall. Synoptic to mesoscale variability is observed on the timescales of a few days to weeks in both SST and h mix [Doney, 1996] , and significant interannual variability is also manifest, especially in the temperature and Figure 4 . (opposite) A comparison of (a and b) the spatial distribution of the root-mean-square of the anomaly, (c and d) the low-pass filtered (500 km) anomaly, and (e and f ) the anomaly residual for AVHRR (SST) and TOPEX/Poseidon-ERS-1/2 (TPE) (SSHA). The AVHRR RMS are derived from the 14 year objectively analyzed time series, and the TPE RMS are derived from the 6.5 year objectively analyzed time series. The similarities and contrasts in patterns between the two sensors are discussed in the text. (2)) between the anomaly and filtered fields.
7 -10 mixed layer depth during the deep winter convective period. The satellite and model SSTs track closely the observed seasonal cycle and interannual variability, and the physical simulations show a dramatic improvement over previous work in the model-predicted interannual variability in the maximum winter mixed layer depth. The uniformly produced NCEP/NCAR reanalysis product greatly reduces the temporal discontinuities introduced from modifications in operational weather forecast systems as observed by Doney [1996] with European Centre for Medium-Range Weather Forecasts (ECMWF) analysis data, and model-derived airsea fluxes compare well with results from the BATS test bed mooring [Dickey et al., 2001] .
[31] Considerable month to month variability is observed at BATS in the depth of the 18.5°C isotherm (T 18.5 ) asso- Figure 6 . (a) The power spectral density of the SST residual RMS plus and minus the 95% confidence interval and (b) the power spectral density of the SSHA residual RMS plus and minus the 95% confidence interval. Note that a strong annual peak remains even though the climatology was removed from the data before analysis. (2)) between the anomaly and filtered fields.
7 -12 ciated with advective events and mesoscale eddies [Doney, 1996] , a clear example being the passage of a cyclonic eddy in the summer of 1995 [McGillicuddy et al., 1998 ]. The 18.5°C isotherm was chosen because, with possibly one exception (winter 1992), the maximum local deep winter convection does not entrain this isotherm into the surface layer, yet it lies above the bulk of the 18°mode water. The seasonally detrended TPE SSHA data are roughly anticorrelated to T 18.5 (Table 2) , with a SSHA of +1 cm approximately equivalent to a 5 m deepening of T 18.5 . Recall also that the altimeter SSHA and isotherm depths are not strictly equivalent owing to the variability in the thermocline vertical structure of different eddy types. Because the 1-D model lacks a representation for mesoscale variability, the simulated T 18.5 shows essential no internal variability other than a slow, long-term drift. Prior to 1996, the BATS data also suggest a relatively consistent seasonal pattern where the isotherm deepens during or shortly before the spring water column restratification, which may reflect regional thermocline adjustment rather than mesoscale events Siegel et al., 1999] .
[32] An underlying question driving our study is the idea that much of the error in local (i.e., 1-D) modeling studies can be attributed to unresolved mesoscale variability. This is obviously true for the variability of subsurface T 18.5 isotherm depth in Figure 10 , for which the model has no analogue, but Figure 8e except as a function of time lag and north-south lag. To perform these cross correlations and autocorrelations, the AVHRR data were subsampled to match the TPE data space and timescales (0.25°and 10 days). The thick black line surrounds those regions with a correlation coefficient significant at the 95% confidence level.
does it hold for other variables such as SST? To illustrate this point, we display in Figure 11a the KPP-BATS (model-data) SST difference over 10 years, focusing on SST for which we have credible estimates from the 1-D model as well as the satellite and in situ data (BATS). The in situ data contain considerable high-frequency variability on periods of less than a few days due to a combination of synoptic atmospheric forcing, in situ sampling error, aliased diurnal variability, and other small-scale (submesoscale) sources. This high-frequency variability is removed from the model-data differences using a simple 4 day smoothing spline. A visual examination of the resulting model error suggests that there are periods, such as 1993 -1994, when the model does quite well on average and the error is mostly on mesoscale timescales. Over other periods, for example 1997, the model shows a clear mean bias relative to the in situ data, and the error signal also has a lower-frequency component.
[33] To better apportion the source for the 1-D modeldata (KPP-BATS) error, we compute the lagged, linear cross correlation between the smooth splined model-data difference and a variety of other variables (Table 2 and Figure 12 ). The model-data error is statistically crosscorrelated with the local SST Resid at zero lag (Figure 12d ). The correlation is negative, as one would expect if the 1-D model were missing a mesoscale eddy signature in the in situ SST data. The fraction of variance explained jointly by the cross correlation in the two records is only moderate, however, amounting to $10% of the total. This is not completely surprising given the relatively low fraction of overall SST variance in the mesoscale and the significant but relatively weak correlation (0.35) between SST Resid and the BATS-climatology record (Table 2 ). Significant but similarly small correlations for the model-data error and BATS-climatology difference also exist with the other two proxies of mesoscale activity, SSHA Resid and the depth of the 18.5°C isotherm (T 18.5 ). Mesoscale eddies appear then to be a noticeable but not dominant error source for the 1-D model solutions. Where then is most of the model-data error coming from?
[34] Strikingly, the model-data error shows the strongest correlation (0.59) at zero lag with the AVHRR-BATS (satellite-data) differences (Figures 11b and 12a) . This relationship remains large and even increases as one applies progressively lower frequency time filtering (Figure 13 ), suggesting correlation between the KPP-climatology (model-climatology) and AVHRR-climatology (satellite-climatology) differences on intraseasonal to interannual timescales as well as the mesoscale. The model-data and AVHRR-BATS (satellite-data) differences also are strongly correlated with the BATS nonseasonal variability signal (SST BATS À SST clim ) but in a negative sense ( Table 2) , suggesting that the model and satellite data tend to damp out the extremes in the in situ variability in the same way. The presence of systematic biases in the satellite-data difference (e.g., cold biases in 1993 and 1997) is at first glance surprising. In theory, the in situ and satellite SST data should be measuring the same quantity. Although the AVHRR sensor technically measures the surface skin temperature, the Pathfinder data are calibrated against surface buoy data, which like the BATS CTD data, should give a measure of the bulk temperature over the upper couple of meters.
[35] Several causes can be identified to explain these common differences between the BATS in situ data, on the one hand, and the satellite and model results, on the other. First, the in situ BATS measurements are point measurements, while the satellite and 1-D model data are more regional in extent. The AVHRR data are larger scale because the 18 Â 18 km pixels were grouped 3 Â 3, making the effective pixel size 54 Â 54 km in the case of Figure 11 . Additionally, the inherent sparseness of the data from which the AVHRR product is derived has missing information due to cloud cover, etc. The 1-D model is more regional because of the large spatial scales in the NCEP and satellite atmospheric forcing data. However, we would expect the local variability, especially if it were mesoscale, to be weakly correlated in time, and thus it does not help explain the low-frequency character of correlations. Second, some satellite-model correlation should be expected because the NCEP atmospheric reanalysis data, which are used to force the 1-D model, are generated using a related AVHRR SST data product. In effect, the 1-D model surface SST is indirectly constrained to match the general patterns of the satellite regional SST signal, and biases in the original satellite data and analysis product will propagate into the 1-D model. Third, there are unaccounted for errors in the in situ data that for whatever reason, are such that the BATS values are not always representative of the regional SST. The possible error sources are diverse and could include some combination of island effects, instrument noise, and sampling (e.g., aliasing of diurnal cycle).
[36] One interesting but not dominant contributor to the model-satellite correlation is the weakness or absence of specific, high-frequency SST events. A clear example is Hurricane Felix (summer of 1995) when the in situ BATS data report very cold SSTs, 2°C less than the model. The drop in SST is caused primarily by wind-driven mixing of the seasonal thermocline and regional upwelling [Price, 1981] , and the weak 1-D model response reflects more the fact that the peak hurricane winds are not well resolved in the NCEP reanalysis data product rather than a failing of the model dynamics [Zedler et al., 1999] . The lack of a strong signal in the OA AVHRR data following the passage of large hurricanes (summers of 1989 and 1995) , in contrast, is likely due to the sparse data problem mentioned earlier since the cold SST hurricane signature is observed in individual, high-resolution (1 km) images (N. Nelson, personal communication, 2000) .
[37] The SST model-data error analysis is summarized quantitatively in Table 3 , comparing the RMS model-data (±0.52°C) and satellite-data (±0.43°C) differences with the total nonseasonal RMS SST variability in the observations (±0.72°C) as estimated by the difference between the in situ BATS data and the long-term AVHRR seasonal climatology. These results are not significantly affected by the use of the raw rather than smooth spline data (Table 3) , the RMS within cruise ($3 day) SST standard deviation for BATS data being only ±0.23°C. Note that any long-term mean biases have been removed prior to estimating the RMS differences in À0.12 0 a Plotted in Figure 12 . Figure 11 . The difference between the SST measurements made at the BATS site with (a) the KPP model run 6170.04 and (b) the 54 km averaged objectively analyzed AVHRR Pathfinder data. These results are presented as dots because of the discontinuous nature of the BATS sampling record. The BATS sample times were linearly interpolated onto the finer time series of both the KPP model and the AVHRR objectively analyzed product and then a spline (thick shaded line) was fit to the points with a time interval chosen by analyzing the time scales inherent in the BATS sampling scheme. The maximum Át between casts was 65 days, losing much of the of high-frequency information. The median Át between casts was 0.2555 days, which was too short and induced spurious high-frequency noise. The average Át between casts was 3.86 days, and a spline time interval of every 4 days was chosen. The remainder are the same as Figures 11a and 11b. (c) The AVHRR SST Resid for the BATS location. (d) The SSHA anomaly from the 0.25°TPE grid cell at the BATS location. The BATS sample times were linearly interpolated onto the 10 day time series of the SSH anomaly record. (e) The depth of the 18.5°C isotherm, which was derived from the BATS hydrographic data. Table 3 . Recalling that variance scales as the square of the RMS error, this translates into the model representing about half (48%) of the nonseasonal variability in the observations. This is fairly good agreement when one considers that the correspondence between the satellite and in situ data is only $66%. Mesoscale eddies appear to be a relatively minor model-data error source (10%), much of the remainder accounted for by issues, such as how representative the in situ, satellite, and model data are of regional SST patterns.
Discussion and Summary
[38] Objectively analyzed fields for satellite sea surface temperature (AVHRR Pathfinder) and sea surface height (TPE) are used to characterize statistically the mesoscale variability about the U.S. JGOFS BATS site. Using a lowpass spatial filter (nominal 500 km cutoff), we decompose the anomalies from the seasonal cycle into two components: the large-scale regional climate variability and a mesoscale signal. The mesoscale SSHA variability has been discussed in the past by a number of authors [e.g., Halliwell et al., 1991b; Siegel et al., 1999] , but a clear statistical connection, at this scale, between sea surface SST and SSHA expressions of the mesoscale eddies near Bermuda, while suggested by McGillicuddy et al. [2001] , has not been generally recognized. In part, this reflects the fact that the mesoscale signal for SST (22% of total RMS power) is significantly smaller on average than the regional SST climate variability (46% of total RMS power), which needs to be carefully removed to isolate the eddy signature. The OA Pathfinder data likely underestimates, to a degree, the strength of the mesoscale variability due to the sparse data problem, but the uniform time-space grid of the OA data product is crucial for scale dependent separation. For SSHA the problem is much less severe because the majority of the SSHA variability is associated with mesoscale eddies (67%) compared with regional variability (4%).
[39] Similar to their SSHA counterparts, the mesoscale SST features are $100 -200 km in scale and propagate westward with a phase speed of $3.7 cm s À1 . The mesoscale SST and SSHA signals are correlated, with a statistical significance of greater than 95%, such that a sea surface depression (cyclonic eddy) is associated with a negative SST anomaly and the reverse. The results are consistent with upwelling of colder, subsurface water into the mixed layer over cyclonic features and pooling of warmer waters over anticyclonic features. The SST-SSHA mesoscale correlation is about equally strong for positive and negative SSHA, somewhat surprising because 18°mode water eddies, which are marked by upward vertical displacement of the near-surface isotherms but positive SSHA, should lead to some cancellation of the SST-SSHA correlation for positive SSHA features.
[40] The SST and SSHA mesoscale variabilities are shown to have distinct, out of phase seasonal cycles with the maximum variability in winter and summer, respectively. The seasonality for the SST variability appears to be linked to the seasonal cycle of the large-scale meridional Figure 13 . (opposite) The effect of progressive low-pass filtering on cross correlations of the data records AVHRRclimatology and KPP-climatology differences at the BATS location. (a) Cross correlation without any low-pass filtering, (b) application of a low-pass filter with a cutoff period of 100 days prior to cross correlating, and (c) same as Figure 13b but with a low-pass filter period of 500 days.
SST gradient, which peaks in early winter to late spring. The cause of the seasonal cycle in SSHA appears to be related to first mode baroclinic Rossby waves propagating westward through this region [Polito and Cornillon, 1997] . The magnitudes of the regional SST and SSHA eddy variability also appear to exhibit significant levels of interannual variability, with higher levels toward the end of the record (1997 -1998) .
[41] An original motivation for this study was the hypothesis that mesoscale eddies are causing a large fraction of the mismatch between the Doney [1996] 1-D physical model and the in situ BATS data; with a better characterization of the mesoscale variability at BATS we could then attribute periods of excessive model-data error to specific eddy events. However, local model-data differences reflect a combination of factors, sampling error and ''unresolvable'' local, subgrid-scale variability, missing model physics and forcing, and limitations inherent to a one-dimensional model formulation. We do find statistically significant correlations between the model-data SST error and measures of eddy activity (e.g., SSHA resid , SST resid ), but this accounts for a relatively small fraction (10%) of the overall error variance.
[42] In fact, about one third of the model-data error variance is correlated with the AVHRR satellite-data difference. This highlights a general point about local modeldata comparisons that not all of the mismatch is attributable to problems with the model alone. Our analysis suggests several factors are at work: the 1-D model captures a more regional signal, whereas the BATS in situ data include small-scale spatial heterogeneity (as well as sampling error); the satellite data and 1-D model are indirectly coupled via the NCEP reanalysis forcing data such that errors in the satellite data propagate into the 1-D model; and the satellitebased mesoscale variability estimates are also missing specific events (e.g., eddies and hurricanes) because of the sparse space-time sampling due to cloud obscuration of a visible/infrared wavelength sensor and the resulting need for objective analysis.
[43] The overall impact of mesoscale variability differs from variable to variable as well as by season and location. This is certainly clear in contrasting SST with SSHA and subsurface isopycnal displacement where the variability is dominated by eddies. The mesoscale signatures, however, have a common spatial scale set by the physical deformation radius and, as shown here, can be recovered even from a large background variability using spatial scale separation techniques. For example, preliminary analysis of the Seaviewing Wide Field-of-view Sensor (SeaWiFS) ocean color data suggests that the spatial scales of surface biological variability are comparable to the first baroclinic Rossby radius just as in the case of SSHA [Fuentes et al., 2000 ; S. C. Doney et al., Mesoscale variability of SeaWiFS satellite ocean color: Global patterns and spatial scales, submitted to Journal of Geophysical Research, 2001] .
[44] The magnitude and seasonality of the mesoscale variability calculated from satellite images can be used in two fashions. First, for 1-D and non-eddy-resolving models the satellite estimates provide an upper bound on the expected model -in situ data error due to unresolved 3-D processes. To argue that the model fails to match the data, the deviations must exceed this background eddy ''noise'' [Haine and Gray, 2001] . Of course, eddies are not just noise in the system. Nonlinearities in the coupled biologicalphysical system can lead to rectification of mesoscale variability into the large-scale mean state [Garçon et al., 2001] . From a 3-D modeling perspective, very high spatial resolutions, of the order of one tenth of a degree, are required to adequately capture the mesoscale variability [e.g., Smith et al., 2000] . This is much higher resolution than is computationally feasible for most basin-to globalscale applications. Second, therefore the satellite-derived mesoscale variability estimates can be used to develop and verify parameterizations for these unresolved subgrid scale processes.
[45] Finally, no single measurement platform or model calculation can fully and reliably resolve all of the time and space scales associated with mesoscale variability. However, when used in combination, remotely sensed data (ocean color, IR radiometry, altimetry, and scatterometry) in conjunction with in situ data (JGOFS time series stations, ship-based and buoy-based observations) provide a powerful, complementary set of tools for addressing the mesoscale variability issue. In our analysis, we outline a method of combining 2-D satellite data with in situ data and local or 3-D models that should be generalizable across a number of variables including satellite ocean color.
