Abstract. In this paper we study new invariants Za(q) attached to plumbed 3-manifolds that were introduced by Gukov, Pei, Putrov, and Vafa. These remarkable q-series at radial limits conjecturally compute WRT invariants of the corresponding plumbed 3-manifold. Here we investigate the series Z0(q) for unimodular plumbing H-graphs with six vertices. We prove that for every positive definite unimodular plumbing matrix, Z0(q) is a depth two quantum modular form on Q.
Introduction and statement of results
A quantum modular form is a complex-valued function defined on Q or subset thereof, called the quantum set, that exhibits modular-like transformation properties up to an obstruction term with "nice" analytic properties (for instance, it can be extended to a real-analytic function on some open subset of R). Quantum modular forms were introduced by Zagier in [21] , where he described several non-trivial examples. They have appeared in several areas including quantum invariants of knots and 3-manifolds [14, 15, 16, 17] , mock modular forms [22] , meromorphic Jacobi forms [7] , mathematical physics [12] , partial and false theta functions [8] , and representation theory [8, 11] .
Motivated on the one hand by the concept of higher depth mock modular forms and on the other hand by the appearance of higher rank false theta functions in representation theory, Kaszian and two of the authors [4] defined so-called higher depth quantum modular forms, and gave an infinite family of examples coming from characters of representations of vertex algebras. If the depth is two, these functions satisfy
, where Q 1 is the space of quantum modular forms and O(R) is the space of real-analytic functions on R. All known examples of depth two quantum modular come from rank two partial theta functions (q := e 2πiτ , τ ∈ H) n∈N 2 0 +β q an 2 1 +bn 2 2 +cn 1 n 2 , where β ∈ Q 2 (throughout we write vectors in bold letters and their components with subscripts) and a, 4ab − c 2 > 0. Further examples of this kind were studied in [3, 18] . Depth two quantum modular forms also appear as the coefficients of meromorphic Jacobi forms of negative matrix index [5] .
In [13] , as a part of the construction of homological invariants for closed 3-manifolds, Gukov, Pei, Putrov, and Vafa proposed a new approach to WRT invariants for a large class of 3-manifolds. For any plumbed 3-manifold, homeomorphically represented by a plumbing graph and positive definite linking matrix M 1 , they [19] defined a certain family of q-series (called homological blocks)
where PV denotes the Cauchy principle value, where throughout integrals are oriented counterclockwise and |w j |=1 indicates the integration |w 1 |=1 . . . |w N |=1 . Moreover g(w j ) and f (w k , w ℓ ) are certain simple rational functions defined in (2.7) and (2. ℓ T M −1 ℓ w ℓ , a ∈ 2coker(M ) + δ, where δ := (δ j ) such that δ j ≡ deg(v j ) (mod 2) with δ j denoting the degree (or valency) of j-th node. Conjecturally, a suitable (explicit) linear combination of Z a (q), denoted by Z(q) in [13] , is the universal WRT invariant, that is, as q → e 2πi k its limit coincides with the SU(2) WRT invariant of M at level k. This, in particular, leads to another conjecture (attributed in [6] to Gukov) that Z a (q) and Z(q) are quantum modular forms. This conjecture can be verified for specific 3-manifolds obtained from unimodular 3-star plumbing graphs (e.g. the E 8 graph) [6, 9] due to the fact that Z a (q) can be expressed via one-dimensional unary false theta functions n∈Z sgn(n)q an 2 +bn , whose quantum modularity properties are well-understood [8, 15, 16, 17, 22] . In this paper we investigate Z a (q) for a family of non-Seifert plumbed 3-manifolds. We consider the simplest plumbing graph of this kind obtained by splicing two 3-star graphs. This way we obtain the so-called H-graph with six vertices (Figure 1) , with the linking matrix
We only consider positive definite unimodular matrices whose 3-manifolds are integral homology spheres (i.e., H 1 (M 3 , Z) = 0 as explained further in Section 2.7 below). Due to the invariance of Z δ (q) under a Kirby move [13] , we may assume that b j ≥ 2, j ∈ {1, 2, 5, 6} (graphs with b j = 1, j ∈ {1, 2, 5, 6} reduce to 3-star graphs whose quantum modularity is well-understood [6, 9] ). With these assumptions Z δ (q) (also denoted by Z 0 (q) in [13] ) is the only homological block and therefore it conjecturally gives WRT invariants at roots of unity. An important feature of this family of graphs is that Z δ (q) can be expressed via rank two false theta functions (β ∈ Q 2 , a, b, c ∈ N)
where sgn * (x) := sgn(x) for x ∈ R \ {0} and sgn * (0) := 1. Our first result is on quantum modularity of certain partial theta functions needed to study Z δ (q). More generally, we prove quantum modularity of an infinite family of false theta functions which we now introduce. Define
where S ⊂ Q 2 ∩ (0, 1) 2 is a finite set with the property that (1, 1)− α, (1− α 1 , α 2 ), (α 1 , 1− α 2 ) ∈ S for α ∈ S, ε : S → C satisfies ε(α) = ε((1, 1) − α) = ε((1 − α 1 , α 2 )), and K ∈ N is minimal such that KS ⊂ N 2 . For convenience, we extend the domain of ε to S + Z 2 by letting ε(α) = ε(α + n), n ∈ Z 2 . Theorem 1.1. The function F S,Q,ε is a quantum modular form of depth two, weight one, and quantum set Q S,Q,ε , defined in (3.1). Theorem 1.1 is of independent interest and can be used to investigate other examples of quantum modular forms.
Next we move on to studying unimodular matrices arising from H-graphs. Since the graph has six vertices it is not surprising that there are only finitely many positive definite unimodular matrices. We prove the following result. Theorem 1.2. There are, up to graph isomorphism, precisely 39 equivalence classes of unimodular positive definite plumbing matrices (1.2) with b j ≥ 2, j ∈ {1, 2, 5, 6}.
Then our main result is the following. Theorem 1.3. For any positive definite unimodular plumbing matrix as in Theorem 1.2 , q c M Z 0 (q), for some c M ∈ Q, is a quantum modular form of depth two, weight one, and quantum set Q.
Based on our results here and in [6] , we can slightly reformulate Gukov's conjecture mentioned in [6] on the quantum modularity of Z a (q) and Z(q). Conjecture 1.4. Let T be a plumbing graph (tree) with r nodes of degree at least three. Then Z a (q) is a depth r quantum modular form whose quantum set is a subset of Q. Moreover, for any unimodular plumbing matrix, Z(q) is quantum of depth r with quantum set Q.
Combined with the conjecture on Z(q) mentioned above, Conjecture 1.4 would imply that (unified) WRT invariants of plumbed 3-manifolds are higher depth quantum modular forms. We expect that the higher depth property also holds true for higher rank SU(N ) invariants (see [10] ).
The paper is organized as follows. In Section 2, we discuss special functions, the EulerMaclaurin summation formula, higher depth quantum modular forms, and double Eichler integrals. In Section 3 we show quantum modularity of F S,Q 1 ,ε (see Theorem 3.1). In Section 4, we prove our main result on quantum modularity of Z(q), defined in (2.9), for unimodular plumbing graphs (see Theorem 4.1). The proof of the classification of positive definite unimodular matrices (1.2) is given in Section 5. Finally, in the appendix we list data for all 39 equivalence classes of positive unimodular matrices needed to compute Z(q).
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Preliminaries
2.1. Special functions. Following [1] (with slightly different notation), for each κ ∈ R we define a function E 2 : R × R 2 → R by
The following formula relates M 2 and E 2
where for x ∈ R, we set E(x) := 2 
2.2.
Euler-Maclaurin summation formula. Let B m (x) be the m-th Bernoulli polynomial defined by
we xw
3)
The Euler-Maclaurin summation formula implies the following lemma.
Lemma 2.2. For α ∈ R 2 , F : R 2 → R a C ∞ -function which has rapid decay, we have
where
Here by ∼ we mean that the difference between the left-and the right-hand side is O(t N ) for any N ∈ N.
2.3. Gauss sums. We define for a, b, c ∈ Z with c > 0 the quadratic Gauss sums
see [2, Section 1.5] for some basic properties. We use the following elementary result on the vanishing of G c (a, b).
2.4. Shimura theta function. We require certain theta functions studied, for example, by Shimura [20] . For ν ∈ {0, 1}, h ∈ Z, N, A ∈ N, with A|N , N |hA, define
Define the slash operator of weight k ∈
Note that if k ∈ Z + 1 2 , we require that γ ∈ Γ 0 (4). Recall that Shimura's modular transformation formula [20, Proposition 2.1] states that for γ = a b c d ∈ Γ 0 (2N ), with 2|b, we have
Here e(x) := e 2πix , for odd d, ε d = 1 or i, depending on whether d ≡ 1 (mod 4) or d ≡ 3 (mod 4).
Integral evaluations.
We require, for m ∈ Z,
where δ m,a = 0 unless m = a in which case it equals 1 and
Higher depth quantum modular forms. We now give the formal definition of quantum modular forms, following [21] .
extended to an open subset of R and is real-analytic there. We denote the vector space of such forms by Q k (Γ).
We next turn to the definition of higher-depth quantum modular forms.
where j runs through a finite set,
is the space of quantum modular forms of weight k and depth N for Γ. For f j ∈ S k j (Γ), the space of cusp forms of weight k j for Γ with k j > 1 2 define the (nonholomorphic) Eichler integrals
and the errors of modularity,
2.7. Definitions and notation. In this section we recall the construction of Z(q) following [6] , which is another invariant that is closely related to Z a (q) from (1.1). Consider a tree G with N vertices labeled by integers m jj , 1 ≤ j ≤ N , which is called a plumbing graph. To this data we associate an N × N matrix M = (m jk ) 1≤j,k≤N , called its linking (or plumbing) matrix, such that m jk = −1 if vertex j is connected to vertex k and zero otherwise. We say that two plumbing matrices M and M ′ are equivalent if their underlying graphs are isomorphic, and there is a graph isomorphism that maps M to M ′ . The first homology group of M 3 (G) (the plumbed 3-manifold constructed from G and M ) is
If M is invertible, then this group is finite and if M ∈ SL N (Z), then H 1 (M 3 , Z) = 0; this is the case for the main results of this paper, as M is positive definite and unimodular.
To each edge j − k in G we associate a rational function
and to each vertex w j a Laurent polynomial
For a fixed tree G and positive definite M , set
where we let a j := m jj for the vertex labels,
Note that we may write
The following result is given in Proposition 3.4 of [4] .
, where Z δ (q) is defined in (1.1).
Some general construction
In this section we construct an infinite family of quantum modular forms of depth two closely following the arguments in [2] . Define
We write Q(n) =: σ 1 n 2 1 + 2σ 2 n 1 n 2 + σ 3 n 2 2 , and denote its discriminant by D := σ 1 σ 3 − σ 2 2 . We also regularly use the relationship between the quadratic form and the associated bilinear form, namely
Theorem 3.1. The functions F S,Q,ε are quantum modular forms of depth two, weight one, on some congruence subgroup containing Γ(8 · lcm(σ 1 , σ 3 )KD), and quantum set Q S,Q,ε .
Before proving Theorem 3.1, we require some auxiliary lemmas. Set
We begin by determining the asymptotic expansions of these functions.
Lemma 3.2. If
h k ∈ Q S,ε , then we have the asymptotic expansions (as t → 0 + )
Proof. For the proof we abbreviate
We first determine the asymptotic expansion of F using the Euler-Maclaurin summation formula. We let n → ℓ + kn with 0
where g(x) := e −KQ(x) . The main term in Lemma 2.2 is
Using that KS ⊂ N 2 we may let ℓ run (mod k). Since h k ∈ Q the sum vanishes. The second term in Lemma 2.2 yields
Making the change of variables ℓ → (k − 1)(1, 1) − ℓ and using that (1, 1) − α ∈ S if α ∈ S, (2.3) yields that only the odd values of n 2 survive, and (3.4) becomes
In exactly the same way we obtain that the third term in Lemma 2.2 equals
For the final term in Lemma 2.2 we obtain, pairing in exactly the same way
In particular we obtain that the asymptotic expansion of F has the shape as claimed in (3.3). We now turn to the asymptotic behavior of E. We use (2.1) and let M * 2 denote the function such that the sgn in (2.1) is replaced by sgn * , where sgn * (x) := sgn(x) if x ∈ R \ {0} and sgn * (0) := 1. We obtain M * 2 (κ;
Proceeding as above
We again use the Euler-Maclaurin summation formula. The main term in Lemma 2.2 is
by conjugating the condition in Q.
The second term in Lemma 2.2 is, pairing terms as before,
It is now straightforward to verify, as in [4] , that
Via symmetry the third term in Lemma 2.2 is treated in exactly the same way. The fourth term in Lemma 2.2 is, pairing as before,
It can now be shown that
Comparing terms gives the claim.
Write A := KS, and define
The following lemma rewrites E as a two-dimensional theta integral, which is essential in order to calculate modular transformations.
Lemma 3.3.
We have
Proof. Using (2.2) we obtain
This yields
We now rewrite the θ j in terms of the Shimura theta functions. Letting n → n K , we obtain
Set ν 1 := σ 1 n 1 + σ 2 n 2 and ν 2 := n 2 , so that n 1 =
. Plugging in the restrictions on n yields
This shows that ν ∈ B. Furthermore, if α ∈ A, there exists a corresponding B ∈ B such that
Overall, we therefore have
In the same way, by setting ν 1 := σ 2 n 1 + σ 3 n 2 and ν 2 := n 1 , we can show that
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. Suppose that f is one of the theta functions from Lemma 3.3 and γ ∈ Γ(8 · lcm(σ 1 , σ 3 )KD). Then the transformation (2.4) implies (after a short calculation) that f| 3 2 γ = f . The theorem statement now follows from Lemmas 3.2 and 3.3, and Theorem 2.6.
A family with quantum set Q and unimodular matrices
In this section we construct a family of depth two quantum modular forms with quantum set Q. Let N 1 , N 2 ∈ 2N and write L := gcd(N 1 , N 2 ), N 1 := LR 1 , N 2 := LR 2 , so that gcd(R 1 , R 2 ) = 1. Set Q(n) = σ 1 n 2 1 + 2σ 2 n 1 n 2 + σ 3 n 2 2 . We assume the factorizations σ 1 = R 1 µ 1 , with gcd(R 1 , µ 1 ) = 1, and σ 3 = R 2 µ 3 , with gcd(µ 3 , R 2 ) = 1. Moreover we assume that 2σ 2 = LR 1 R 2 = lcm(N 1 , N 2 ) and that gcd(µ 1 , µ 3 ) consists of at most one odd prime factor, and always satisfies gcd(L, gcd(µ 1 , µ 3 )) = 1. If 4 ∤ L, then we also require that exactly one of R 1 , R 2 , µ 3 is even. Set, with r 1 , r 2 , s 1 , s 2 ∈ N satisfying gcd(r j , N j ) = gcd(s j , N j ) = 1, r 2 j ≡ s 2 j (mod 2N j ),
We define
where S := S 1 ∪ S 2 and ε(α) := (−1) j+1 if α ∈ S j . We see in the proof of Theorem 4.1 that the assumptions imply that the asymptotic expansion of Z Q,r,s (q) consists of several leading terms with identical Gauss sums that always cancel, and thus the series converges for all Q.
Theorem 4.1. Under the assumption above, the function Z Q,r,s (q) is a quantum modular form of depth two, weight one, group Γ (8 · lcm(σ 1 , σ 2 )LR 1 R 2 ), and quantum set Q.
Proof. Note that the conditions of Theorem 3.1 are satisfied. We are left to show that we have quantum set Q, which follows if we show that
where L 1 , k 1 are odd and where g := gcd(k, L). We claim that the sum on ℓ vanishes unless gcd(LR 1 R 2 , k 1 ) = 1 and g ∈ {1, 2}. For this we first consider the (one-dimensional) Gauss sum in ℓ 1 , which is (a j := N j α j )
The linear term reduces to 2µ 1 a 1 (mod R 1 ), and µ 1 a 1 is coprime to R 1 by assumption. Thus by Proposition 2.3 the expression in (4.3) is zero if gcd(R 1 , k 1 ) > 1. Similarly, the linear term reduces to 2µ 1 a 1 (mod L). The Gauss sum (4.3) vanishes if g > 1 and g ∤ 2µ 1 . Now write an alternative Gauss sum by grouping the ℓ 2 terms in (4.2), obtaining an analogous version of (4.3).
As before, this immediately shows that (4.2) is zero if gcd(R 2 , k 1 ) > 1, and also vanishes if g > 1 and g ∤ 2µ 3 . If g > 1, then the only way the sum fails to vanish is if g | gcd(2µ 1 , 2µ 3 ), which implies that g = 2 by assumption. This shows that (4.2) vanishes if 4 | L. Next, assuming g = 2, 4 ∤ L, and 4 | k, we also show that (4.2) vanishes in this case. Recalling the corresponding assumptions on the R j and µ j , one possibility is that 2|R 1 and 2 ∤ R 2 µ 1 µ 2 (or the analogous condition with ℓ 1 and ℓ 2 swapped if necessary). Then 4 divides the factor in front of ℓ 2 1 in (4.3), and the linear term is congruent to 2 modulo 4 since a 1 is odd. The sum therefore vanishes by Proposition 2.3. Otherwise the condition on R j and µ j is that 2 ∤ R 1 R 2 µ 1 , 2 | µ 3 , and we again consider the analog of (4.3) for the sum in ℓ 2 . Now 4 divides the coefficient in front of ℓ 2 2 , and the linear term is congruent to 2 (mod 4) so Proposition 2.3 again applies. We next assume that gcd(LR 1 R 2 , k 1 ) = 1, and g ∈ {1, 2} and prove that the sum on ℓ in (4.2) is the same for all choices of α. We note that the multiplicative inverses N j (mod k 1 ) exist. Using (3.2), we write
Since B(ℓ, α) − B(ℓ, (N 1 a 1 , N 2 a 2 ) ) ≡ 0 (mod k 1 ) by construction, (4.4) implies that
We now calculate hL
where (N 1 a 1 , N 2 a 2 ) . If p is an odd prime such that p λ exactly divides LR 1 R 2 , then the assumptions on the parameters easily imply that
Finally, suppose that 2 λ exactly divides LR 1 R 2 . Then the final congruence is
which is independent from α due to the assumption that r 2 j ≡ s 2 j mod 2 λ+1 . Therefore the sum on ℓ in (4.2) equals
by shifting ℓ; this overall expression is now clearly independent from choice of α. In this section, we classify all positive, unimodular (PU) matrices M with the additional property that b j ≥ 2 (j ∈ {1, 2, 5, 6}). The determinant of M can be written as follows:
The goal of this section is to show the following. 
We therefore conclude that b 6 ≤ 27. However, in order to have D positive we also need
which implies that b 6 ≥ 7.
We next determine the possible values of b 1 . In order to have D = 1, it must be true that D > 0, thus 
2 − 1 = 0, and thus we must have b 6 ≥ 7. However, in order for D > 0, it also must be true that
The largest values of b 6 occurs when the left side is as close to 
This is only possible if
, and the largest value of b 6 occurs when the sum is as close as possible to 
gives the bound b 2 ≤ 71. .
In order to write Z(q) as a double series of the type found in Section 4, we use a linear algebra identity, which can be verified by a Maple computation.
Lemma 5.2. If r = (ε 1 , ε 2 , 2n 1 + 1, 2n 2 + 1, ε 5 , ε 6 ) T with n 1 , n 2 ∈ Z and ε j ∈ {±1}, then .
Remark. Importantly, note that c is independent of the ε j 's.
We can now evaluate Z(q) for any positive unimodular M . r=(ε 1 ,ε 2 ,2n 1 ,2n 2 ,ε 5 ,ε 6 ) T ε j ∈{±1},(n 1 ,n 2 )∈Z 2 (ε 1 ε 2 ε 5 ε 6 )sgn * (n 1 )sgn * (n 2 )q and Q * (n) := Q(−n 1 , n 2 ). The quadratic form Q and constants N 1 , N 2 , r 1 , r 2 , s 1 , s 2 (recall, L = gcd(N 1 , N 2 )) are given in the appendix. In Section 4, Theorem 4.1 establishes that Z 1 (q) is a quantum modular form of weight one and depth two on Q. The same result also applies to Z 2 (q). Finally, we let c M := 9 − 1 2 tr(M ) − c, where c is also listed in the appendix.
Appendix: Data for positive unimodular matrices
Here we list all positive unimodular matrices of the form (5.1), and the corresponding parameters that appear in Z(q) (see (4.1) and Proposition 5.3). In each case one can directly check that the assumptions in Section 4 are satisfied.
The value of c and the quadratic form Q are given below, and the data for S j are presented in condensed form. 
