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Resumen: Presentamos un me´todo de clasificacio´n de marcadores del discurso. A
partir de una taxonomı´a generada inductivamente en un trabajo anterior, desde un
corpus paralelo de gran taman˜o y utilizando una te´cnica de clustering, proponemos
ahora un sistema que permite clasificar un marcador discursivo no incluido en esa
taxonomı´a en alguna de las categor´ıas emergentes. Esta´ basado en el ca´lculo de la
similitud estad´ıstica entre el nuevo marcador y las categor´ıas. Destacamos la natura-
leza cuantitativa del enfoque, que permite la reproduccio´n del experimento en otras
lenguas. Adema´s, el sistema propuesto es un clasificador multicategor´ıa, y esto es
importante ya que representa un primer acercamiento al estudio de la polifunciona-
lidad de los marcadores del discurso desde un enfoque emp´ırico e inductivo.
Palabras clave: marcadores del discurso, me´todos cuantitativos, me´todos inducti-
vos, clasificacio´n multicategorial
Abstract: We present a method for the categorization of discourse markers. Star-
ting from the result of a previous research, in which we generated a taxonomy of
discourse markers by inductive methods from parallel corpus, we propose now a met-
hod to classify new discourse markers in one or more of the categories discovered
in our previous research. The method is based on the statistical similarity between
a new marker and the emerging categories. We highlight the quantitative nature
of the approach, because it will allow to replicate experiments in other languages.
Furthermore, ours is a multi-label classification method, which is important becau-
se it represents a first approach to the study of the polyfunctionality of discourse
markers from an empirical and inductive point of view.
Keywords: discourse markers, inductive methods, quantitative methods, multi-
label categorization
1 Introduccio´n
Los llamados marcadores del discurso (MDs)
corresponden a un amplio y heteroge´neo con-
junto de unidades lingu¨´ısticas (por ejemplo,
sin embargo, no obstante, es decir, por lo tan-
to, en consecuencia, a todo esto, por una par-
te, en primer lugar, claramente, entre muchas
otras) de uso muy habitual en las lenguas na-
turales, tanto en la escritura como en la ora-
lidad.
Los MDs han sido estudiados en una gran
variedad de lenguas, como espan˜ol, ingle´s,
france´s, alema´n, chino, italiano, japone´s, por-
tugue´s, ruso y muchas otras –incluso, en len-
guas de sen˜as– y se han explorado en una
diversidad de ge´neros discursivos y contex-
tos de interaccio´n, como narraciones, discur-
sos pol´ıticos, discursos period´ısticos, salas de
clases, programas radiales, etc. (Maschler y
Schiffrin, 2015). As´ı, si por un lado, los MDs
muestran este uso tan extendido entre las
lenguas naturales, en la teor´ıa lingu¨´ıstica, en
tanto, su delimitacio´n como objeto de estu-
dio, su denominacio´n categorial, sus propie-
dades funcionales (y/o formales) y, en conse-
cuencia, su clasificacio´n han sido campo de
mucha controversia (Fischer, 2006; Loureda
y Ac´ın, 2010; Maschler y Schiffrin, 2015).
La categor´ıa de unidades que funcionan
como MDs esta´ constituida por elementos
que provienen de distintas categor´ıas gra-
maticales, como conjunciones y locuciones
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conjuntivas, adverbios y locuciones adverbia-
les, interjecciones, preposiciones, expresiones
performativas, sintagmas preposicionales, en-
tre otras. Adema´s de esta heterogeneidad de
or´ıgenes, los MDs operan en distintos niveles:
conectan oraciones, cumplen funciones en el
texto y operan a nivel interpersonal (Brin-
ton, 1996; Jucker y Ziv, 1998; Aijmer, 2002).
Muchos de ellos, adema´s, son polifuncionales,
feno´meno que ha sido descrito desde distin-
tas posturas teo´ricas (Schiffrin, 1987; Wierz-
bicka, 2003; Aijmer, Foolen, y Vandenbergen,
2006; Fischer, 2006; Fraser, 2006, por ejem-
plo) y que refiere al hecho de que un MD
puede cumplir distintas funciones pragma´ti-
cas en el discurso (ver seccio´n 2.3).
El ana´lisis de estos distintos usos ha sido
la motivacio´n de la presente investigacio´n. En
una investigacio´n previa (Robledo, Nazar, y
Renau, 2017) desarrollamos un me´todo pa-
ra la induccio´n automa´tica de taxonomı´as de
MDs a partir de corpus paralelos, utilizando
una te´cnica de clustering (conglomerados).
Por ejemplo, uno de esos clusters nos pre-
senta elementos que denominamos conectores
contraargumentativos, tales como sin embar-
go, por el contrario o en vez de ello (ver sec-
cio´n 2.2).
Lo que presentamos en este art´ıculo es
co´mo, a partir de esa taxonomı´a ya genera-
da, desarrollar un sistema de clasificacio´n de
cualquier MD, naturalmente sin necesidad de
que este´ ya incluido en esa taxonomı´a. As´ı, un
elemento no incluido en esa taxonomı´a, co-
mo empero, es detectado como similar –desde
el punto de vista distribucional– al cluster
de los conectores contraargumentativos. En
otras palabras, aprovechamos el resultado de
un estudio exploratorio, que nos proporciono´
clusters de MDs que cumplen la misma fun-
cio´n y que nosotros etiquetamos con nombres
de categor´ıas, para utilizarlo como material
de entrenamiento para un sistema de clasifi-
cacio´n automa´tica de nuevos marcadores.
Destacamos cuatro aspectos como los ma´s
relevantes de esta investigacio´n: 1) que las
categor´ıas de MDs no provienen de la lite-
ratura, sino que se llega a ellas como cate-
gor´ıas emergentes a partir del clustering ini-
cial; 2) que ahora podemos clasificar un MD
en ma´s de una categor´ıa, ya que algunos de
ellos son polifuncionales; 3) que ma´s alla´ de
las consecuencias teo´ricas de la investigacio´n,
encontramos diversas aplicaciones pra´cticas
en lexicograf´ıa, parsing discursivo y redac-
cio´n asistida por computador, entre otras; y
4) que este estudio esta´ basado ı´ntegramente
en ana´lisis cuantitativo, lo que facilita la re-
produccio´n de los resultados del experimento
en otras lenguas.
El art´ıculo se organiza de la siguiente for-
ma: en la Seccio´n 2 presentamos un breve es-
tado de la cuestio´n en el estudio de los MDs.
All´ı (Subseccio´n 2.2) explicamos tambie´n los
resultados de nuestra propia investigacio´n an-
terior y describimos la taxonomı´a inductiva
de MDs. La Seccio´n 3 presenta la metodo-
log´ıa para convertir la taxonomı´a de MDs en
un sistema de clasificacio´n. De los resultados
(Seccio´n 4) destacamos por un lado una al-
ta precisio´n en un experimento de deteccio´n
de errores en la taxonomı´a (93 % precisio´n y
78 % cobertura con 145 detecciones en 805
ensayos) y, por otro lado, en la clasificacio´n
de MDs (96 % precisio´n y 98 % cobertura en
619 ensayos). Las conclusiones del art´ıculo y
la discusio´n sobre los pro´ximos pasos a seguir
se encuentran en la Seccio´n 5. Un sitio web
acompan˜a al art´ıculo, con documentacio´n so-
bre avances y demostradores:
http://www.tecling.com/emad
2 Marco teo´rico
En principio, los marcadores del discurso son
palabras de ı´ndole gramatical y no le´xica,
puesto que se utilizan para formar las cons-
trucciones gramaticales y no para representar
de manera inmediata la realidad (Cuartero,
2002).
Si bien los MDs suelen mantener los com-
portamientos de las clases gramaticales de
las que provienen, por ejemplo, las propieda-
des sinta´cticas (Fraser, 1999; Mart´ın Zorra-
quino y Portole´s, 1999), ni estos rasgos ni los
sema´nticos son siempre suficientes o necesa-
rios, por cuanto los MDs tienen un alcance
operativo a nivel de enunciado y no a nivel
oracional (Fraser, 1990; Lenk, 1997; Walte-
reit, 2006). Aceptamos que los MDs configu-
ran una categor´ıa pragma´tica, como muchos
autores sen˜alan (Fraser, 1996; Fraser, 1999;
Pons, 1998; Mart´ın Zorraquino y Portole´s,
1999), que cumplen un papel fundamental en
el procesamiento de la coherencia, la cohe-
sio´n, la adecuacio´n y la eficacia del discur-
so (Blakemore, 1987; Fraser, 1990; Montol´ıo,
2001; Bazzanella, 2006; Maschler y Schiffrin,
2015) y que no aportan significado le´xico a
las proposiciones (Fraser, 1996; Lenk, 1997;
Bazzanella, 2006). Desde el punto de vista
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del enfoque procedimental (Sperber y Wil-
son, 1986; Blakemore, 1987), los MDs son
concebidos como gu´ıas de las inferencias del
interlocutor. En este sentido, los MDs fun-
cionar´ıan como sen˜ales metadiscursivas que
sen˜alan la estructura y la organizacio´n del
discurso para beneficio del interlocutor.
La tarea de clasificarlos debe hacerse, en-
tonces, segu´n criterios funcionales y as´ı han
procedido muchos autores, por ejemplo, en el
a´mbito hispa´nico (Casado, 1993; Mart´ın Zo-
rraquino y Portole´s, 1999; Pons, 2000; Mon-
tol´ıo, 2001; Fuentes, 2009, entre otros). Cada
uno de ellos, sin embargo, considera distin-
tos elementos, conceptos y propiedades para
categorizar los MDs.
2.1 Clasificaciones automa´ticas de
MDs
Una clasificacio´n automa´tica puede suponer
la introduccio´n de un instrumento de medida
objetivo como medio para superar las discu-
siones que conlleva la subjetividad inherente
al me´todo introspectivo, comu´nmente usado
en las clasificaciones manuales de MDs. Sin
embargo, el principal obsta´culo para una cla-
sificacio´n automa´tica es la falta de consen-
so entre los especialistas sobre cua´les son las
propiedades delimitadoras de la clase de los
MDs. Alonso, Castello´n, y Padro´ (2002) han
atribuido esta falta de consenso a la preemi-
nencia de las aproximaciones de tipo deduc-
tivo, con un sesgo importante por una teor´ıa
subyacente.
En la de´daca de 1990, se llevaron a ca-
bo las primeras propuestas de mecanismos
formales para detectar y sistematizar los
MDs (Knott y Dale, 1995; Knott, 1996; Mar-
cu, 1997). Ya en el nuevo siglo, Hutchinson
(2004) utilizo´ me´todos de aprendizaje au-
toma´tico supervisado para caracterizar co-
nectores discursivos. Si bien obtuvo resulta-
dos de alta presicio´n con respecto a un gold
standard, el aprendizaje de los modelos de-
pendio´ de instancias anotadas manualmente,
lo que requiere de importante trabajo manual
antes de la aplicabilidad del me´todo y conlle-
va un sesgo relativo a los anotadores.
Un enfoque para solucionar este proble-
ma es el que adoptaron Alonso et al. (2002),
quienes presentan la construccio´n de un le-
xico´n computacional de marcadores discursi-
vos, proponiendo la utilizacio´n de una te´cni-
ca de clustering para agrupar instancias de
uso de conectores extra´ıdas de un gran cor-
pus. El resultado es que los clusters obtenidos
contienen, principalmente, instancias en las
que los conectores tienen un comportamiento
sinta´ctico similar. Si bien esta propuesta so-
luciona, en parte, los problemas anteriores, el
hecho de que la seleccio´n de los atributos se
haya hecho a partir de informacio´n sinta´cti-
ca, sema´ntica y reto´rica de un le´xico de co-
nectores codificado a mano, implica que las
categor´ıas aglomeradas sean apenas corrobo-
radas con datos de corpus y no provengan de
ellos de manera emergente.
Ma´s recientemente, Muller et al. (2016)
obtuvieron automa´ticamente clusters de co-
nectores fundados emp´ıricamente, basa´ndo-
se en la significacio´n de la asociacio´n entre
conectores y pares de predicados verbales en
contexto. Tal como en el caso anterior, los co-
nectores se extrajeron de una lista codificada
previamente.
2.2 La clasificacio´n inductiva
En nuestro trabajo previo (Robledo, Nazar, y
Renau, 2017), presentamos una propuesta de
induccio´n automa´tica de taxonomı´as de MDs
a partir de un corpus paralelo. Propusimos un
me´todo para extraer ocurrencias parente´ticas
(desagregadas de la oracio´n mediante signos
de puntuacio´n) de MDs desde un corpus pa-
ralelo espan˜ol-ingle´s de 1.1 mil millones de
tokens para inducir automa´ticamente cate-
gor´ıas de MDs segu´n la similitud entre los
elementos, sin recurrir a ningu´n tipo de ano-
tacio´n previa.
El procedimiento involucro´ la alineacio´n
de los MDs en ambas lenguas aplicando es-
tad´ısticas de coocurrencia sobre los segmen-
tos alineados del corpus paralelo. Esto pro-
porciono´ un listado de MDs equivalentes en
las dos lenguas, a partir del cual pudimos ob-
tener los grupos de MDs con un misma fun-
cio´n en espan˜ol. Por ejemplo, si se ha visto en
el corpus paralelo una asociacio´n estad´ıstica
entre las veces en que distintos traductores
traducen adema´s por furthermore y las veces
en que se traduce furthermore por asimismo,
suponemos que adema´s y asimismo cumplen
una misma funcio´n en el discurso.
Estas asociaciones sema´ntico-pragma´ticas
fueron plasmadas en una matriz binaria (Ta-
bla 1) que asigna un 0 o un 1 en funcio´n de si
el MD aparece o no en su lista de equivalentes
funcionales.
Sobre esta matriz binaria aplicamos un
me´todo de clustering aglomerativo con el que
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a continuacio´n 1 0 0 0 0 0 0 0 0
a su vez - 1 0 0 0 0 0 0 0
a veces - - 1 0 0 0 0 0 0
actualmente - - - 1 0 0 0 0 0
adema´s - - - - 1 0 0 0 1
ahora - - - - - 1 0 0 0
ahora bien - - - - - - 1 0 0
al menos - - - - - - - 1 0
asimismo - - - - - - - - 1
... - - - - - - - - ...
Tabla 1: Fragmento de muestra de la matriz bi-
naria en la que se basa el experimento. Es una
matriz sime´trica, por tanto, las columnas corres-
ponden a los mismos marcadores de las filas y los
datos debajo de la diagonal principal son redun-
dantes
obtuvimos un total de 100 clusters de MDs
en espan˜ol segu´n la similitud entre los ele-
mentos. A modo de ilustracio´n, la Figura 1
muestra un ejemplo de resultado de la induc-
cio´n de taxonomı´as de MDs en forma de den-
drograma. Esta imagen fue realizada con una
pequen˜a muestra aleatoria de 62 MDs para
favorecer la legibilidad. El resultado total es
un dendrograma mucho ma´s complejo.
2.3 Polifuncionalidad de los MDs
A pesar del intere´s que puede presentar una
clasificacio´n inductiva por medio del me´to-
do de clustering, encontramos una limitacio´n
importante que es que solo permite clasificar
cada elemento en una sola categor´ıa, de ma-
nera que este me´todo de clasificacio´n no per-
mite dar cuenta de la polifuncionalidad de los
MDs.
La polifuncionalidad es un feno´meno que
se observa en muchos MDs y refiere a que
un MD puede expresar distintos significados
pragma´ticos (Wierzbicka, 2003). De ah´ı que
se investigue la posibilidad de identificar un
significado nuclear, ba´sico y estable, de un
MD, del cual procedan matices eventuales y
significados ma´s contingentes, espec´ıficos del
contexto de emisio´n (Aijmer, Foolen, y Van-
denbergen, 2006). As´ı, por ejemplo, un MD
como es decir puede funcionar como un re-
formulador explicativo (Mart´ın Zorraquino y
Portole´s, 1999; Fuentes, 2009, por ejemplo),
cumpliendo una funcio´n similar a la de o sea
o esto es, pero, tambie´n puede funcionar, en
ciertos contextos, como un conector consecu-
tivo, cumpliendo una funcio´n similar a la de
por lo tanto o en consecuencia.
Con la presente investigacio´n es posible
abordar la limitacio´n anterior, es decir, dar
cuenta, en alguna medida, de la polifuncio-
nalidad de los MDs.
3 Metodolog´ıa
Tal como explicamos en la introduccio´n, en
este art´ıculo planeamos utilizar una taxo-
nomı´a ya generada para utilizarla luego co-
mo un sistema de clasificacio´n de MDs. Esto
lo conseguimos utilizando la matriz M cuyo
fragmento se expuso en la Tabla 1. Destaca-
mos que en esta etapa de clasificacio´n utili-
zamos las mismas me´tricas que para la gene-
racio´n del clustering, esto es, mismas carac-
ter´ısticas para generacio´n de los vectores y
misma distancia.
3.1 Primer paso: elaboracio´n de
una matriz M de asociacio´n
entre MDs
Esta matriz traduce cada MD como un vec-
tor binario, lo que permite computar ca´lculos
de similitud que reflejan el grado de asocia-
cio´n distribucional entre dos MDs. Dado un
input i, que ser´ıa un determinado MD que se
debe clasificar, procedemos a convertirlo en
un vector binario utilizando los mismos pa-
sos que en el caso de los marcadores que ya
esta´n en la matriz. El algoritmo 1 expone el
pseudoco´digo del proceso de vectorizacio´n.
Algorithm 1 Vectorizacio´n de MDs.
Require: un marcador castellano i
1: Buscar i en el corpus paralelo
2: Generar un conjunto E de equivalentes de i en ingle´s
con el corpus paralelo
3: for each j ∈ E do
4: Agregar a conjunto S los equivalentes en caste-
llano de j
5: end for
6: Generar vector binario ~i para i registrando con valor
1 los elementos de S
El marcador discursivo se puede decir que
es el elemento ideal para ser investigado en el
corpus paralelo porque es independiente del
contenido de los textos, por lo que se los en-
cuentra en abundancia, y calcular la coocu-
rrencia de los marcadores en los segmentos
alineados es una tarea que no presenta di-
ficultad. La ecuacio´n 1 muestra el ca´lculo de
coocurrencia, para un marcador en castellano







En te´rminos simples, lo que esta medida
hace es oponer las veces en que aparecen jun-
tos con las veces en que aparecen separados,
y esto da la pauta del grado de asociacio´n de
los elementos. Normalmente, un MD en cas-
tellano tiene mu´ltiples equivalentes en ingle´s
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Figura 1: Ejemplo de resultado de induccio´n automa´tica con una pequen˜a muestra aleatoria de 62
candidatos a MDs. El dendrograma total contiene 758 MDs, pero la taxonomı´a final que quedo´ despue´s
de una revisio´n manual alberga 619 de ellos. Esta figura no tuvo revisio´n manual y por eso muestra
errores, como “el sr”
(o en cualquier otra lengua). Por tanto, de
manera general seleccionamos los primeros n
equivalentes ma´s probables (n ≈ 3). Con los
equivalentes en ingle´s (l´ınea 4) hacemos exac-
tamente lo mismo pero al reve´s, para obtener
los equivalentes de nuevo en castellano. La
Tabla 2 muestra un fragmento del resultado
de esta operacio´n para el caso del marcador
contraargumentativo sin embargo. Se encuen-
tran equivalentes, y esos equivalentes a su vez
arrojan sus propios equivalentes, generando
una asociacio´n de los elementos en castellano,
que son los que figuran en la tercera columna.
Castellano Ingle´s Castellano








a pesar de ello
Tabla 2: Algunos equivalentes en primer y se-
gundo grado (ingle´s/castellano) de la entrada sin
embargo
3.2 Segundo paso: utilizacio´n de la
matriz M para la clasificacio´n
de marcadores
Teniendo los elementos descritos en 3.1, pro-
cedimos a disen˜ar un sistema de clasificacio´n,
que resumimos en forma de pseudoco´digo en
el algoritmo 2.
Algorithm 2 Clasificacio´n de MDs.
Require: (marcador castellano i; taxonomı´a de marcado-
res T ; matriz binaria M ; umbral de similitud u ≈ 0,4;
hash table S)
1: if i /∈M then
2: ~i = vectorizar i
3: end if
4: for each ~j ∈M do
5: if i 6= j ∧ (Jaccard(~i,~j) > u) then
6: S[T (j)] + +
7: end if
8: end for
9: T (i) = arg max (S)
Esto es, adema´s del elemento a clasificar
(i), necesitamos la matriz M y la taxonomı´a
T , que contiene un total de 619 MDs en cas-
tellano clasificados en 19 categor´ıas y que
hemos revisado manualmente antes de co-
menzar este proceso para descartar errores.
Las categor´ıas de los clusters tambie´n fueron
asignadas de manera manual con nombres
que consideramos descriptivos del contenido,
tales como “Refuerzo argumentativo” (ej.:
ba´sicamente, en el fondo, en esencia, funda-
mentalmente, ...); “Conclusivos” (ej.: en defi-
nitiva, finalmente, para acabar, ...), etc. As´ı,
si x = en definitiva, entonces T (x) = “Con-
clusivo”.
El algoritmo 2, entonces, compara el vec-
tor de i con cada vector j de la matriz M
(l´ınea 4 del pseudoco´digo). Esa comparacio´n
se realiza utilizando el coeficiente de Jaccard
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(2), una medida apropiada para la compara-




Si la comparacio´n arroja un resultado su-
perior a un umbral arbitrario u (l´ınea 5 del
pseudoco´digo), entonces se obtiene la cate-
gor´ıa de j en la taxonomı´a T y sumamos 1
a ese valor de la estructura de datos (hash
table) S (l´ınea 6). Finalmente, seleccionamos
la categor´ıa de S con el valor ma´s alto.
3.3 Tercer paso: deteccio´n de
polifuncionalidad
Para la deteccio´n de polifuncionalidad de los
MDs hemos procedido de manera similar a
la clasificacio´n monocategorial, pero con una
clasificacio´n de ma´s de una categor´ıa. Es decir
que se procede a seleccionar las n categor´ıas
de S con el valor ma´s alto. Para ello, en la
ecuacio´n 3 se establece una funcio´n P (x) con
el criterio para el filtrado de una categor´ıa c.
P (c) =
{
1 S[c] > w ∧ S[c]S[T (i)] > z
0 otherwise
(3)
Los umbrales w y z son arbitrarios. As´ı,
por ejemplo, si w = 2 ∧ z = 0,1, entonces
solo aceptamos una categor´ıa con un valor
superior a 2, y si ese valor representa una
proporcio´n del 10 % del valor de la categor´ıa
ganadora.
4 Resultados
Evaluamos primero la capacidad del algorit-
mo para distinguir entre lo que es y lo que
no es un MD (Seccio´n 4.1). Esto es porque si
el algoritmo no puede proporcionar una cate-
gor´ıa para un elemento i, se interpreta enton-
ces que i en realidad no es un MD, por tanto
es una operacio´n de depuracio´n automa´tica
de la taxonomı´a. Medimos esto a trave´s de la
introduccio´n deliberada de errores en la ta-
xonomı´a. En tanto, para la evaluacio´n de los
resultados de la clasificacio´n de MDs (Seccio´n
4.2), procedimos a reclasificar cada uno de los
619 marcadores que esta´n en la taxonomı´a
T y comparar automa´ticamente si el algorit-
mo de clasificacio´n asigna a cada marcador
la misma categor´ıa que tiene en la taxonomı´a
revisada manualmente, lo que arroja la preci-
sio´n y la cobertura de la clasificacio´n de MDs.
Finalmente, evaluamos de manera cualitati-
va que´ precisio´n tienen las clasificaciones que
hace el algoritmo en segunda instancia (Sec-
cio´n 4.3).




Pre 93 % 96 %
Rec 78 % 98 %
F1 85 97
Tabla 3: Resultados de la evaluacio´n: la columna
1 es la deteccio´n de “falsos marcadores”, (elemen-
tos que no son MDs introducidos de forma delibe-
rada en el listado.), y la columna 2 la clasificacio´n
de los MDs asignando una u´nica categor´ıa
4.1 Resultado deteccio´n de errores
Para la evaluacio´n del desempen˜o del algo-
ritmo en la operacio´n de deteccio´n de errores
procedemos con la taxonomı´a de MDs T des-
crita en la Seccio´n 3.
Para evaluar el desempen˜o de la detec-
cio´n de errores, hemos agregado un total
de 186 falsos marcadores, para determinar
cua´ntos de esos errores eran detectados fren-
te a cua´ntos pasaban desapercibidos para el
sistema. En la taxonomı´a hay entonces 619
MDs correctos y 186 errores, 805 en total.
La Tabla 3 muestra que el resultado arrojo´
una alta precisio´n en la deteccio´n de errores
(93 % precisio´n, con 10 falsos positivos des-
pue´s de 805 ensayos). De esta manera hemos
conseguido tambie´n depurar los resultados de
nuestra taxonomı´a anterior, lo que nos permi-
te entrar en un c´ırculo de reproduccio´n de los
experimentos entrenando al clasificador nue-
vamente con una taxonomı´a ma´s depurada.
4.2 Resultado clasificacio´n de MDs
Para evaluar el desempen˜o en la clasificacio´n,
realizamos un total de 619 ensayos de clasi-
ficacio´n tomando cada vez uno de los MDs
y determinando si es posible clasificarlo en
funcio´n de los 618 MDs ya clasificados, es-
trategia conocida como leave-one-out cross
validation (Mitchell, 1997, p. 235). Con es-
te procedimiento resulta sencillo evaluar los
resultados de la monoclasificacio´n, aquella en
la que cada MD recibe una sola categor´ıa, ya
que se procede automa´ticamente mediante el
contraste con el listado inicial.
En la Tabla 3 se muestran los resultados
de esta clasificacio´n. Como se puede ver, los
resultados presentan una alta precisio´n en la
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clasificacio´n de MDs asignando una sola ca-
tegor´ıa (96 % precisio´n en 619 ensayos).
4.3 Resultado deteccio´n de
polifuncionalidad
En esta tercera parte de la evaluacio´n me-
dimos el desempen˜o del algoritmo en el des-
cubrimiento de segundas categor´ıas propues-
tas por el clasificador, en tanto podr´ıan ser
indicativas de polifuncionalidad. La evalua-
cio´n de la policlasificacio´n, donde un mismo
MD es asignado a distintas categor´ıas, resul-
ta ma´s compleja. Aqu´ı solo podemos proce-
der mediante el ana´lisis cualitativo, aceptan-
do o descartando las propuestas de clasifica-
cio´n del algoritmo segu´n nuestro conocimien-
to de la materia.
Debido a que estos experimentos se hicie-
ron en funcio´n de dos para´metros w y z, en
la Tabla 4 se exponen los resultados obte-
nidos segu´n se modifiquen esos valores. La
Ecuacio´n 3 define w como la intensidad de
la asociacio´n entre los elementos y z como la
proporcio´n que existe entre la primera y la
segunda categor´ıa.
Precisio´n en deteccio´n de polifuncionalidad
% w=1 w=2 w=3 w=4 w=5 w=6
z=.1 28 28 31 28 25 50
z=.2 35 28 31 29 29 50
z=.3 36 28 33 30 25 50
z=.4 32 29 30 30 27 75
z=.5 30 30 30 30 27 75
z=.6 31 31 31 31 27 75
z=.7 33 33 33 33 28 66
z=.8 66 66 66 66 66 0
Tabla 4: Resultados de la evaluacio´n del proceso
de policlasificacio´n de los MDs, es decir, de aque-
llos casos en los que el clasificador indica que hay
otra categor´ıa, adema´s de la principal
En el mejor de los casos, cuando el clasifi-
cador asigna una segunda categor´ıa a un MD,
muestra una precisio´n de 75 % en 4 ensayos.
El nu´mero bajo de ensayos se explica porque
a mayor z y w, menor cantidad de ensayos
posibles. Por ejemplo, en el caso de z = 0,1
y w = 1 tenemos 99 ensayos y en z = 0,4 y
w = 4, tenemos 23. Como es natural, a me-
dida que es ma´s restrictivo, menos arriesga.
No evaluamos cobertura por no disponer
de un marco de referencia, que podr´ıa ser el
relevamiento manual previo de los elementos
polifuncionales que existen actualmente en la
taxonomı´a T , tarea que dejamos para el fu-
turo.
5 Conclusiones
En este art´ıculo hemos presentado una pro-
puesta para clasificar MDs en categor´ıas fun-
cionales generadas inductivamente en un es-
tudio exploratorio previo. Utilizamos los re-
sultados de ese estudio como datos de entre-
namiento con el fin de generar un sistema que
permita asignar un MD no incluido en la ta-
xonomı´a inicial a una o ma´s categor´ıas emer-
gentes. Con esto, hemos superado la limita-
cio´n inicial de asignar un elemento a solo una
categor´ıa, con lo cual hacemos una primera
aproximacio´n al estudio de la polifuncionali-
dad de los MDs desde un enfoque inductivo.
A diferencia de trabajos anteriores que
han propuesto clasificaciones automa´ticas de
MDs (Alonso, Castello´n, y Padro´, 2002;
Alonso et al., 2002; Hutchinson, 2004; Muller
et al., 2016), no hemos partido de ninguna
lista de marcadores codificada previamente
y abarcamos no solo elementos de conexio´n,
sino una variedad ma´s amplia de MDs. He-
mos destacado ya, adema´s, la independencia
de la lengua debido a la naturaleza cuantita-
tiva del me´todo. Con esto, creemos que este
estudio complementa las clasificaciones pre-
vias con una aproximacio´n derivada natural-
mente de datos de la lengua en uso.
Adema´s de consecuencias teo´ricas, este
trabajo tiene varias aplicaciones pra´cticas ta-
les como la segmentacio´n discursiva, la ex-
traccio´n de informacio´n o la traduccio´n au-
toma´tica, debido a que los MDs son impor-
tantes sen˜ales de la estructura del discurso
(Popescu-Belis y Zufferey, 2006). Una v´ıa de
trabajo futuro sera´ mejorar los resultados de
clasificacio´n mu´ltiple de MDs con me´todos de
aprendizaje automa´tico.
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