We study hierarchical properties of Sturmian words. These properties are similar to those of substitution dynamical systems. This approach allows one to carry over to Sturmian dynamical systems methods developed in the context of substitutions. For example, it allows for a proof of an ergodic type theorem for additive functions taking values in a Banach space. We then focus on establishing various versions of subadditive ergodic type theorems. The main result characterizes Sturmian dynamical systems admitting a strong form of subadditive ergodic type theorem. They are exactly those whose rotation number has a bounded continued fraction expansion. The characterization relies on establishing a relation between the uniform positivity of certain frequencies and the validitiy of a subadditive ergodic theorem.
Introduction
Since they were first studied in [16] and [26] , Sturmian words and Sturmian dynamical systems have attracted a lot of attention in many fields of mathematics, physics and biology (cf. [3, 24] for details and further literature ). After the discorvery of quasicrystals [29] Sturmian dynamical systems became particularly attractive to mathematical physicists [1, 2, 4, 10, 12, 18, 19, 31] , as they can serve as simple models for one-dimensional quasicrystals. In fact, the two main examples of one-dimensional quasicrystals are Sturmian dynamical systems and substitution dynamical systems. One of the key issues in the investigation of substitution dynamical systems is to establish and to use self-similarity, i.e. a certain kind of hierarchical structure [10, 11, 14, 17, 25] . This concept is particularly convincing, as it easily generalizes to higher dimensions. It is known as the series of (de)compositions in the context of substitutions [14, 15, 25, 30] . Quite surprisingly, hierarchies of Sturmian dynamical systems are used in the study of the corresponding quasicrystals in a much less systematic manner. There is a very precise analogue of this series for certain special words (or rather one-sided infinite words) in Sturmian dynamical systems. This is well known in the dynamical system literature [3] . In the quasicrystal context it has been established and used by Sütő in the golden mean case and by Bellissard et al. in the general case [31, 1, 2] . While this hierarchical structure is an analogue of the series of (de)compositions, and as such of particular importance in the cited investigations, it has the obvious drawback of only being applicable to very few and special Sturmian words. In this paper we show that this kind of hierarchy actually exists in arbitrary finite words and use this to prove the existence and uniqueness of a series of compositions for arbitrary infinite Sturmian words. This is a key ingredient in the investigations in [5, 6, 7, 22] (cf. [5, 22] as well for an alternative proof of Lemma 3.3) . Once this (local) hierarchical structure is established, it can be used to investigate Sturmian dynamical systems adopting methods developed in the context of substitution dynamical systems. As a first application of this adoption and transfer procedure, we give an almost immediate proof of an ergodic type theorem for additive functions with values in a Banach space on a Sturmian dynamical system. This implies in particular the (well known) strict ergodicity of Sturmian dynamical systems. Our main focus is however a study of subadditive ergodic type theorems. We provide various versions of such theorems. A quite general version is established for Sturmian dynamical systems whose rotation number has bounded continued fraction expansion. Moreover, it is shown that this theorem is optimal in the sense, that it characterizes these systems. Thus, the theorem covers exactly those systems modelling "perfectly ordered quasicrystals" in the sense of [21] . To summarize, the main objectives of this paper are • to provide a conceptual approach to hierarchies in Sturmian dynamical systems by deriving global partitioning results from local ones,
• to use hierarchical properties to establish an additive ergodic theorem for Banach-space-valued functions,
• to establish uniform subadditive ergodic type theorems,
• to characterize those systems admitting a strong form of subadditive ergodic type theorem.
More precisely, the article is organized as follows.
In Section 2 we review basic facts about Sturmian words and introduce the necessary notations. In Section 3 the notion of n-partition is introduced. The series of n-partitions for n ∈ N 0 gives a hierarchical structure to the Sturmian dynamical system in question. This is the analogue of the series of (de-)compositions of selfsimilar tilings. Existence and uniqueness results for n-partitions are established for both finite and infinite Sturmian words. This can be seen as the core of our approach. In Section 4 it is shown that the topologies induced on the Sturmian dynamical system by the n-partitions do in fact all agree with the original topology. Section 5 is centered around the frequencies of the basic components of the n-partitions. We calculate these frequencies, thereby establishing their existence. The existence of these frequencies together with an easy adaption of a theorem of Geerse and Hof [14] immediately prove the additive ergodic theorem mentioned above. Section 6 is devoted to further application of the theory developed in the previous sections. We introduce a notion of subadditivity and use ideas of [14] to prove results on the existence of means of subadditive functions. In particular, we prove the existence of special means for all Sturmian systems and the uniform existence of means for certain Sturmian systems. In Section 7 we show that uniform positivity of frequencies is a necessary condition for the validitiy of a subadditive ergodic theorem. This is a key result of the paper. It allows one to characterize Sturmian dynamical systems admitting such a theorem. The main result then gives various characterizations for these systems.
Preliminaries
Let A be the finite space {0, 1} with discrete topology. Put product topology on A Z and define the shift operator
Then (A Z , T ) is a dynamical system, called the shift over the alphabet A. If Ω is a closed, T -invariant subset of A Z , then (Ω, T ) is a dynamical system called a subshift (cf. [13] for details on subshifts). We will be interested in subshifts associated to Sturmian words. To study these subshifts we will use some basic ideas and notation from the theory of words. We refer the reader to [23] for a detailed treatment of combinatorics on words. Let us just recall that the length |w| of a word w over the alphabet A is defined by |w| = 0 if w = ∅ is the empty word, by |w| = n if w = w 1 . . . w n , for some n ∈ N, and by |w| = ∞ in all other cases. The set of all finite factors of a word w is denoted by Sub(w). We will be concerned with two-sided infinite Sturmian words. They are defined as follows: Fix an irrational α ∈ (0, 1) and define the word v α by v α = (χ [1−α,1) (nα mod 1)) n∈Z .
Define the set Ω(α) of Sturmian words with frequency α to be
where we denote the closure of B ⊂ A Z by B − . Then (Ω(α), T ) is a subshift. We will study this dynamical system by introducing a hierarchical structure related to the continued fraction expansion of α. To make this more precise, we will need the following facts. The number α possesses a continued fraction expansion (for general information on continued fractions see, e.g., [20] ), α = 1
(1)
with uniquely determined a n ∈ N. Define the words s n over the alphabet A by
Proposition 2.1 [3] There exist palindromes π n , n ≥ 2, such that s 2n = π 2n 10 and s 2n+1 = π 2n+1 01 hold for all n ∈ N.
By definition, for n ≥ 2, s n−1 is a prefix of s n . Therefore, the following ("right"-) limit exists in an obvious sense,
Similarly, from (2) we infer that, for n ≥ 0, s n is a suffix of s n+2 , and hence, the following ("left"-) limits exist,
As it is one of our aims to partition the elements of Ω(α) into blocks of the form s n and s n−1 , the following proposition will be useful.
Proof. The first claim is well known (cf. [1, 3] ). The second claim follows from the first combined with Proposition 2.1 and the symmetry v α (−k) = v α (k − 1), k ≥ 2, shown e.g. in [1] . 2 In fact, it is well known (and follows as well from Lemma 3.3) that Sub(ω) does not depend on ω ∈ Ω(α). This together with Proposition 2.3 motivates the following definition of W(α) as the relevant set of finite words in our investigations.
The following proposition is well known. Proof. (a) This is shown e.g. in [5] .
(b) Assume the contrary. Then, s n equals a non-trivial cyclic permutation of itself. This means that s n = v k with a suitable word v and a k ≥ 1. Of course, we can assume v not to be a power itself. A direct analysis of the powers of v occuring in s n−1 s n = s n x with x suitable yields then that s n−1 must be a power of v as well. Thus c α is periodic, contradicting the irrationality of α. 2.
Partitions
As already mentioned, our approach to Sturmian dynamical systems is based on hierarchical structures inducing some kind of self-similarity. These structures, called n-partitions, will be introduced in this section.
Definition 2 Let n ∈ N 0 and an irrational α ∈ (0, 1) be given. In (i), (ii) and (iii) the z j are referred to as blocks in the (n, α)-partition of w or more specifically as blocks of the form s n if z j = s n , and as blocks of the form s n−1 if z j = s n−1 .
If it is clear from the context to which α we refer, we will suppress the dependence on α and write n-partition instead of (n, α)-partition.
Moreover, for n ∈ N, the blocks of the form s n−1 occur with power 1 in this n-partition, whereas the blocks of the form s n occur with power a n+1 or a n+1 + 1.
Proof. Existence: This is clear from the definition of c α and (2). Uniqueness: This follows by induction: As s 0 = 0, s −1 = 1, uniqueness is clear for n = 0. By (2), every (n+1)partition gives rise to an n-partition and the positions of the s n+1 in the (n + 1)-partition are determined by the positions of s n−1 in the n-partition. Thus, uniqueness of the n-partition implies uniqueness of the (n + 1)-partition. The statement about the powers of the occurences of the blocks s n and s n−1 is easy to show using (2) and the already proven existence and uniqueness results for the (n + 1)-partition. 2
Definition 3 Let w ∈ W(α) be given. Then there exists a smallest j ∈ N with
Let n ∈ N 0 be given s.t. w is not a factor of s n . Then the restriction of the n-partition of c α to (c α ) j . . . (c α ) j+|w|−1 induces an n-partition of w. This n-partition will be called the standard n-partition of w.
The following local partition lemma shows that the n-partition of a finite word in W(α) is unique up to a "boundary term".
Proof. Let w ∈ W(α) be given and assume that |w| is large enough for M ≡ {n ∈ N 0 : 2|s n+3 | ≤ |w|} not to be empty. Then there exists an n 0 ∈ N 0 with M = {0, . . . , n 0 }. We will prove the lemma by induction on n ∈ M . The case n = 0 is clear. So, suppose n ∈ M be given
satisfying ( * ) and ( * * ). We will consider two cases: Case 1. n ≥ 1. By ( * * ) and 2|s n+3 | ≤ |w| we have |w (n) | ≥ |s n+3 |. In particular this implies
Claim There exists a j ∈ {1, . . . , k} with z j = s n−1 .
Proof of the Claim. Suppose not. Then z j = s n for all j ∈ {1, . . . , k}. As the given n-partition of w (n) is common to all n-partitions of w by ( * ), and as there are n-partitions of w induced by the n-partition of c α (e.g. the standard n-partition), the n-partition of w (n) comes from the n-partition of c α . In particular, the s n cannot occur with power greater than a n+1 + 1. By (2) this implies
This inequality contradicts (5) . The proof of the claim is finished. Set j 0 ≡ max{j ∈ {1, . . . , k} : z j = s n−1 } (this is well defined by the claim) and let
, when each block of the form s n+1 among the blocks z n+1 j , j = 0, . . . , r, is replaced by the blocks s an+1 n s n−1 . Now, let an arbitrary (n + 1)-partition of w be given. This (n + 1)-partition induces an n-partition
when each of its blocks of the form s n+1 (including virtual blocks) is replaced by the blocks s an+1 n s n−1 . Note that the blocks of the form s n−1 among the blocks z j , j = 0, . . . , l, determine the positions of the non virtual blocks of the form s n+1 in the (n + 1)-partition. The construction of w (n+1) and the induction assumption imply that the (n + 1)-partition
satisfies ( * ) with (n) replaced by (n + 1). It remains to show that ( * * ) is satisfied for (n + 1). We have
By the definition of j 0 the equalities z (n) j = s n hold for all j ∈ {j 0 + 1, . . . , k}. Reasoning as in the proof of the claim, it is then not hard to show
Moreover, |z k+1 . . . z l b| ≤ |s n+3 | by ( * * ). Putting together the last two inequalities yields
But this is exactly ( * * ) for (n + 1). Case 2. n = 0. If a 0 = 1 we have s 1 = s −1 = 1 and s 0 = 0. So, in this case the lemma is true for n + 1 = 1 as well. If a 0 > 1 we can continue as in Case 1 by just replacing a n+1 by a 1 − 1.
2
There is also a global partition lemma.
Let ω ∈ Ω(α) be given. Then there exists a unique n-partition of ω for all n ∈ N 0 . For n ∈ N the s n occur with power a n+1 or a n+1 + 1 and the s n−1 occur with power 1 in this n-partition.
Proof. Existence: The case n = 0 is clear. So, choose n ∈ N. It is clearly enough to construct a series of
Define for each k ∈ N the interval I k ⊂ Z by
every n-partition of ω| I k agrees on J k with the restriction of the standard n-partition of ω| I k to ω| J k . Denote this restriction by P k . Then it is easy to see that the J k , P k satisfy (a), (b) and (c). Uniqueness: This follows by induction: As s 0 = 0, s −1 = 1 uniqueness is clear for n = 0. By (2), every (n + 1)-partition gives rise to an n-partition and the positions of the s n+1 in the (n + 1)-partition are determined by the positions of s n−1 in the n-partition. Thus, uniqueness of the n-partition implies uniqueness of the (n + 1)-partition. The statement about the powers of the occurences follows as in the proof of Lemma 3.1. 2
The following proposition will be used in Section 6. It may be useful in other situations as well.
Proposition 3.4 Let n ∈ N with n ≥ 2 be given. Then every w ∈ W(α) with |w| ≤ |s n | is a factor of s n+2 .
Proof. If w is a factor of s n , we are done, as s n is a factor of s n+2 . So, suppose w is not a factor of s n . In this case, consider the standard (n)-partition of w. By the assumption on |w|, the word w is either of the form w = ab or of the form w = as n−1 b. Thus, it remains to show that the words s n−1 s n , s n s n−1 s n and s n s n all are factors of s n+2 . This can be seen by the following calculation: Using (2) twice it is not hard to see that s n+2 = xs n s n−1 s n with a suitable word x. Moreover using (2) again, we can calculate (cf. Proposition 2.3 in [6] as well) in the following way s n+2 = xs n s n−1 s n = xs n s n−1 s an n−1 s n−2 = xs n s an n−1 s n−1 s n−2 = xs n s n z.
The proposition is proven. 2 Proposition 3.5 Let n ≥ 2 be given and let w be in W(α) with standard n-partition w = z 1 . . . z r . Then every occurence of s n−1 s n in w is induced by the z j , j = 1, . . . , r. More precisely, if w = xs n−1 s n y, then there exists a j ∈ {1, . . . , r} with x = z 1 . . . z j−1 and y = z j+2 . . . z r .
Proof. This follows by straightforward arguments from Proposition 2.4. 2
Remarks.
1. An alternative proof of Lemma 3.3 might be found in [5, 22] (cf. Remark in the next section).
The sets W(α)
and Ω(α) admit a reflection symmetry. This is most conveniently expressed by introducing the reflection operator R mapping w = w 1 . . . 
The n-topology
Fix an irrational α ∈ (0, 1). Choose n ∈ N 0 . For ω ∈ Ω(α) with n-partition ω = . . . z 
where η(a, b) = 0 if a = b and η(a, b) = 1 otherwise. This metric induces a topology, which we call the n-topology. Convergence w.r.t. this topology will be called n-convergence. Obviously, the n-topology is the coarsest topology on Ω(α) making the maps z (n) j resp. I (n) j , j ∈ N, continuous, where the respective range spaces are given discrete topology. Note that the 0-topology agrees by definition with the original topology on Ω(α). The main result on the n-topology is the following. Proof. As both topologies are induced by a metric, it is enough to show that a sequence converges to a limit in the n-sense if and only if it converges to this limit in the 0-sense. Obviously, every sequence converging in the n-sense to a certain limit converges in the 0-sense to the same limit as well. We will show that a sequence converging in the 0-sense converges in the n-sense to the same limit for all n ∈ N 0 by induction. The case n = 0 is clear. So, suppose 0-convergence implies k-convergence for k = 0, . . . , n. By the uniqueness of the (n + 1)-partition, the positions of the blocks of the form s n−1 in the n-partition determine the positions of the blocks of the form s n+1 in the (n + 1)-partition. Thus, n-convergence implies (n + 1)-convergence. 2
Remark. In the proof of the above lemma we showed that n-convergence implies (n + 1)-convergence. It is possible to use this and the fact that v α = d α c α allows a unique n-partition for each n ∈ N 0 to prove Lemma 3.3. This line of thought is given a precise form in [5, 22] .
Additive ergodic type theorems
In this section we study additive ergodic type theorems on Sturmian dynamical systems. Merging tiling theoretic arguments of [14] and the substitutional point of view of [27] , we base this on a two step procedure. In the first step we establish the existence of frequencies in a special word (cf. [27] ) . The second step, then gives the ergodic theorem (cf. [14] ). The main theorem of this section implies in particular the unique ergodicity of Sturmian dynamical systems. The usual approach to frequencies in subshifts is based on the number of occurences. As we are interested in self-similarity, we will first study the topological number of occurences and the corresponding topological frequencies.
Lemma 5.1 Fix n ∈ N. Then the following holds. Proof. (i) Define p k ≡ p n (s n+k ) and q k ≡ q n (s n+k ). The proof will be split into three parts. 
By standard results on continued fraction expansions (cf. [20] ) this gives (a). (b) This is an immediate consequence of (a) and |s n+k | = p k |s n−1 | + q k |s n |. (c) The idea behind the proof of (c) is just to apply (b) on the n-partition of w and to use that the "boundary terms" tend to zero for |w| going to infinity. We leave the details to the reader.
(ii) This can be shown by the same method as (i).
(iii) This follows from (i) and (ii).
The appropriate notion of additivity is given next. Proof. The proof is a simple adoption of the technique of [14] . For the convenience of the reader it is given in the appendix.
2.
Corollary 5.2 For every v ∈ W(α) the limit lim |w|→∞ ♯v(w) |w| exists and is greater than zero.
Proof. Obviously, the function w → ♯ v (w) is additive. Thus, the existence of the limit follows from the foregoing theorem. The positivity of the limit can be seen as follows. Choose v ∈ W(α). By (3) and the definition of W(α), there exists an n ∈ N s.t. v is a factor of s n . In particular, v is a factor of s n+1 as well. Thus, for all w with |w| ≥ 3|s n+1 | and (n + 1)-partition w = az 1 . . . z l b, we have
Here, the last term is independent of w and greater than zero. This finishes the proof. 2
This corollary allows one to define the frequency of a word. For our applications in Section 7, we will need a slightly modified concept of frequency. This concept gives more or less the fraction of space covered by a word. It is defined next. We finish this section, with a simple proof of the following well-known fact. Proof. It is well known that the unique ergodicity is equivalent to the uniform existence of frequencies (cf. [27] ). Moreover, positivity of the frequencies implies minimality. Thus, the corollary follows from the foregoing corollary. 2
Subadditive ergodic theorems
In this section, we will use methods developed in [14] to prove theorems of a subadditive ergodic type. We first introduce the appropriate notion of subadditivity. Remark. The definition of subadditivity could be generalized by allowing for error terms of the same form as in the last section. For the convenience of the reader, we only consider the simpler form.
As we will be concerned with averages over long words, we will be particularly interested in the fraction of a word covered by s n (resp. s n−1 ) in its n-partition. The quantities defined next can be seen as a mean of these fractions. The existence of the corresponding limits follows from Lemma 5.1
Definition 8 Define µ n ≡ lim |w|→∞ qn(w) |w| |s n | and ν n ≡ lim |w|→∞ pn(w) |w| |s n−1 |.
Proof. (i) This is easy (and immediate from our interpretation of µ n and ν n as the fractions of space covered by s n and s n−1 respectively).
(ii) Using |s n | ≥ |s n−1 | and the fact that s n−1 occurs with power 1, it is not hard to show (ii). 2
For a subadditive function F and n ∈ N define the number F (n) by
Thus, F (n) is a mean of level n of F . Proposition 6.2 For a subadditive function F on W(α) the inequality lim sup |w|→∞
Proof. Choose n ∈ N arbitrary. Consider w ∈ W(α) with |w| ≥ |s n+1 |. Let w = az 1 . . . z l b be its standard n-partition. Using the subadditivity of F , we calculate
By definition of µ n and ν n these estimates give lim sup |w|→∞ F (w) |w| ≤ µ n F (s n ) |s n | + ν n F (s n−1 ) |s n−1 | .
As n ∈ N was arbitrary, the proposition is proven. |sn| ≥ inf n∈N F (n) . This will be done by contraposition. So, suppose there exists a δ > 0 and a sequence (n k ) in Z with n k → ∞ for k → ∞ with
for all k ∈ N. By Proposition 6.2, there exists an m 0 ∈ N with
for all n ∈ N with n ≥ m 0 . By n k → ∞, there exists a k 0 with n k0 − 1 ≥ m 0 . We can estimate
Using Proposition 6.1 (i) and (ii), we arrive at
This is obviously a contradiction. The proof is finished.
2
Of course, one is rather interested in establishing the uniform existence of the above limit than in establishing the existence along special sequences. We will not be able to prove this for arbitrary α (s. below).
However, the following proposition shows how the existence of the limit follows for "many sequences" once it has been proven for one sequence. This will be used to prove the uniform existence of the limit for a restricted class of α.
holds for every sequence (v n ) with the property that there exists a c > 0 s.t. v n is a factor of w n with |vn| |wn| ≥ c for all n ∈ N.
Proof. The proof is similar to the proof of the foregoing proposition. By Proposition 6.2 the inequality lim sup n→∞ F (vn) |vn| ≤ inf n∈N0 F (n) holds. Thus, we just have to show lim inf n→∞ F (vn) |vn| ≥ inf n∈N0 F (n) . This will be done by contraposition. So, suppose there exist a δ > 0 and a sequence (n k ) in N with n k → ∞ for k → ∞ s.t.
for all k ∈ N. As v n is a factor of w n for each n ∈ N, there exist words x n and y n with w n = x n v n y n for all n ∈ N. Using the subadditivity of F , we get
Denote the terms on the right hand side beginning from the left by T 1 (n), T 2 (n) and T 3 (n). The idea is now simply to use the upper bounds on T 1 and T 3 provided by Proposition 6.2 to get a lower bound on T 2 . This lower bound and the assumption on v n will then yield a contradiction. Here are the details: By Proposition 6.2, there exists an l 0 ∈ N s.t.
for all w ∈ W(α) with |w| ≥ l 0 . By |w n | → ∞ for n → ∞ there exists an m 0 ∈ N with
for all n ≥ m 0 and all s ∈ N with s ≤ 2l 0 . Moreover, by the subadditivity of F there exists an m 1 with
for all n ≥ m 1 and all x ∈ W(α) with |x| < l 0 . Finally, by the assumption on w n there exists an m 2 ∈ N with
for all n ≥ m 2 . Choosing k 0 ∈ N with n k0 ≥ max{m 0 , m 1 , m 2 } and using the above inequalities, we can estimate T 1 (n k0 ), T 2 (n k0 ) and T 3 (n k0 ) in the following way:
by (9) . If |x n k 0 | < l 0 we have T 1 (n k0 ) ≤ cδ 4 by equation (11) . The corresponding statements with x replaced by y and T 1 by T 3 are immediate. By (7) we
Now, we will consider the four cases:
(a) Putting together the estimates on T 1 , T 2 and T 3 with (8) and (12) gives
Here, we used in the last inequality the assumption on v n . Obviously, the above chain of inequalities gives a contradiction. The cases (b), (c) and (d) can be treated similarly. 2 While we will not be able to establish the existence of a uniform limit for arbitrary α, we still can establish, for all α, the existence along rather general sequences. This is the content of the next corollary.
Corollary 6.4 Let α be irrational. Let, for every n ∈ N, numbers k(n), l(n) in N and and words w n in W(α) be given with 1. w n is a factor of s l(n) k(n) , with 1 ≤ l(n) ≤ a k(n)+1 , 2. s k(n) is a factor of w n , 3. |w n | → ∞ , n → ∞.
Then the equation lim F (wn) |wn| = inf n∈N F (n) holds.
Proof. Note that, by (1) and (3), we have k(n) → ∞, for k → ∞. By the foregoing proposition, we can assume w.l.o.g. w n = s l(n) k(n) . Assume that the statement of the corollary is false. Then there exists a subsequence of (w n ) wich we take w.l.o.g. to agree with w n with
for every n ∈ N. By the foregoing proposition the quotients l(n) a k(n)+1 +1 cannot be uniformly bounded away from zero. Thus, we can assume w.l.o.g.
This implies in particular a k(n)+1 → ∞ for n → ∞. Let now r(n) ∈ N and m(n) ∈ N be defined by a k(n)+1 = m(n)l(n) + r(n), 0 ≤ r(n) < l(n).
Then, we can calculate
where a n ≡ m(n)|s
|s k(n)+1 | and c n ≡ |s k(n)−1 | |s k(n)+1 | . By (14) and the definition of m(n), r(n), we have a n → 1, b n → 0, c n → 0 for n → ∞. Theorem 2, then implies
This contradicts (13) . The proof of the corollary is finished.
2.
For special α we can in fact prove more. This is the content of the next corollary.
Proof. Let (v n ) be an arbitrary sequence in W(α) with |v n | → ∞ for n → ∞. Define k(n) by |s k(n) | ≤ |v n | < |s k(n)+1 |.
Then the sequence (k(n)+3) tends to infinity for n going to infinity and Theorem 2 gives lim n→∞ F (s k(n)+3 ) |s k(n)+3 | = inf n∈N F (n) . Moreover, by Proposition 3.4, the word v n is a factor of s k(n)+3 . By assumption on (a n ), there exists a D with a n ≤ D for all n ∈ N. By (2) this implies that the estimate |s n+1 | ≤ (D + 1)|s n | holds for all n ∈ N. This yields |v n | |s k(n)+3 | ≥ |v n | (D + 1) 3 |s k(n) | ≥ 1 (D + 1) 3 .
Putting all this together, we see that (v n ) satisfies the assumptions of Proposition 6.3 with the sequence (w n ) given by w n ≡ s k(n)+3 . This proposition then yields lim n→∞ F (vn) |vn| = inf n∈N F (n) and the proof of the corollary is finished. 2 7 Characterizing rotation numbers admitting an subadditive ergodic theorem
In this section we characterize those Sturmian dynamical systems admitting a uniform subadditive ergodic type theorem. This will show in particular that Corollary 6.5 is optimal in the obvious sense.
We start with a lemma relating subadditive ergodic theorems to the uniform positivity of v-frequencies. This is a key result of the paper. Note that it applies to arbitrary strictly ergodic subshifts over finite alphabets. Remark. The concept of linear repetitivity has been introduced by Lagarias and Pleasants in [21] .
We can now state the main result of the paper.
Theorem 3 Let W(α) be given. Then the following are equivalent:
(i) The continued fraction expansion of α is bounded.
(ii) The set W(α) is linearly repetitive.
(iii) A subadditive ergodic theorem holds on W(α).
(iv) There exists a c > 0 with ν(w) ≥ c for all w ∈ W(α).
Proof. The equivalence of (i) and (ii) is shown in [21] . The implication (i) =⇒ (iii) is just Corollary 6.5. The implication (iii) =⇒ (iv) follows from Lemma 7.1. Finally, (iv) =⇒ (i) is shown in Proposition 7.2. This finishes the proof of the theorem.
Remark. Partial generalisations of this theorem are valid for suitable systems of patterns in arbitrary dimension. As shown by the author in his thesis [22] , linear repetitivity implies an subadditve ergodic type theorem in quite general situations (cf. [8] as well). A further study of the higher dimensional case will be given in [9] .
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A Appendix on a uniform additive ergodic type theorem
This appendix is devoted to a sketch of the proof of Theorem 1 The proof is more or less a straightforward "translation" of the proof of Theorem 1 of [14] from the context of self-similar tilings to our situation. This gives essentially a theorem on the existence of limits for "asymptotically additive" functions.
Proof of Theorem 1. We have to show that F (w) |w| − F (w ′ ) |w ′ | is small for |w| and |w ′ | large. Of course, it is sufficient to show that, for appropriately chosen j ∈ N, the term
gets small for all words w with sufficient large length |w|. So, choose j ∈ N and consider the standard j-partition w = az 1 . . . z l b of a word w. By the triangle inequality we have
Denote the terms on the right hand side beginning from the left by B 1 (j, |w|), B 2 (j, |w|) and T (j, |w|). It is not hard to see that for fixed j ∈ N the term B 1 (j, |w|) tends to zero for |w| tending to infinity. Moreover, we clearly have
where we used in the last inequality that the function c is nonincreasing. By lim r→∞ c(r) = 0, we infer that B 2 (j, |w|) tends to zero for j tending to infinity independent of w. It remains to estimate T (j, |w|). The definition of T , p j and q j yields
This tends to zero for fixed j as |w| goes to infinity by the definition of µ j and ν j . This proves the theorem. 
