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ON THE UNIQUENESS OF CLASSICAL SEMICONJUGATIONS FOR
SELF-MAPS OF THE DISK
PIETRO POGGI-CORRADINI
Abstract. We study the uniqueness properties of classical semiconjugations for analytic
self-maps of the disk, by characterizing them as canonical solutions to certain functional
equations. As a corollary, we obtain a complete description of all possible solutions to such
equations.
1. Introduction
Given an analytic map φ defined on the unit disk D = {z ∈ C : |z| < 1} such that
φ(D) ⊂ D, and which is not an automorphism of D, we will call it a self-map of D. Often it
will be convenient to change variables from D to the upper half-plane H = {z ∈ C : Im z > 0}
while keeping the same symbol φ. We write φn for the n-th iterate of φ. The pair (φ,D)
could be thought to represent the semi-group (under composition) {φn}
∞
n=0, where φ0 = IdD.
When τ is an automorphism of D, write τ ∈ Aut(D), the dynamics {τn} can be understood
completely by conjugating τ to rotations, translations, or dilations. This dynamics can be
used as a model for arbitrary self-maps φ by finding semiconjugations. In certain cases, the
automorphisms of D are not the right models and one must instead consider automorphisms
of C (the type problem for simply connected Riemann surfaces is at the root of this fact,
see [Cow81]). The present paper is mainly concerned with uniqueness and canonicity of the
classical semiconjugations.
1.1. The classification. Recall that the automorphisms of D are divided into three cate-
gories:
(1) elliptic automorphisms, have one fixed point in D and can be conjugated to rotations
z 7→ eiθz in D.
(2) hyperbolic automorphisms, have no fixed points in D, two fixed points on ∂D, and can
be conjugated to dilations z 7→ Tz, T > 1, on H (sometimes it’s more convenient to
conjugate to the dilations z 7→ tz, 0 < t < 1).
(3) parabolic automorphisms, have no fixed points in D, one fixed point in ∂D, and can
be conjugated to translations z 7→ z + 1 or z 7→ z − 1, on H.
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In what follows we will include the identity map into the elliptic category.
Likewise if φ is a self-map of D, we again have three categories (this follows from the
classical Denjoy-Wolff Theorem and Julia’s Lemma, see [BPC03] and references therein):
(1) elliptic type: φ has one fixed point ζ ∈ D and can be conjugated to a map that fixes
the origin.
(2) hyperbolic type: φ has no fixed points in D, and has a fixed point ζ on ∂D (i.e.
n. t. -limz→ζ φ(z) = ζ) such that n. t. -limz→ζ φ
′(z) = c exists and 0 < c < 1. Such
φ can be conjugated to z 7→ Az + p(z) on H, with A = 1/c > 1, Im p(z) > 0 and
n. t. -limz→∞ p(z)/z = 0 (so that ζ corresponds to ∞).
(3) parabolic type: φ has no fixed points in D, and has one fixed point ζ on ∂D, such
that n. t. -limz→ζ φ
′(z) = 1. Such φ can be conjugated to z 7→ z + p(z) on H, with
Im p(z) > 0 and n. t. -limz→∞ p(z)/z = 0.
In all three cases the point ζ is referred to as the Denjoy-Wolff point of φ, and φn converges
locally uniformly to ζ . In particular, given any point z the forward orbit {φn(z)}
∞
n=1 tends
to ζ .
The elliptic and parabolic types branch out further into subcases. In the elliptic case, if
φ(0) = 0 and φ′(0) = 0, then φ is superattracting, while if φ′(0) 6= 0, then φ is attracting
and in this case |φ′(0)| < 1 (sometimes this case is also called loxodromic). In the parabolic
case, fix a point z ∈ H and consider the forward orbit zn = φn(z). Then the hyperbolic step
sn := ρH(zn, zn+1) decreases by Schwarz’s Lemma, hence tends to a limit s∞(z) ≥ 0. It is
easy to see that if s∞(z) = 0 for one point z, then it is zero for all z ∈ H. Thus a parabolic
map φ is called zero-step if s∞ ≡ 0, and it is called non-zero-step if s∞ > 0 on H.
1.2. The classical semiconjugations. In this paper we only consider the hyperbolic and
parabolic cases. However, it should be possible to set up the same general framework for
the elliptic case and for the semiconjugations that arise in the theory of backward orbits, see
[PC00] and [PC03].
One of the main methods to produce semiconjugations is to renormalize the iterates. Here
we recall Theorem 1 of [Pom79], see also [BPC03].
Fix a self-map of H of hyperbolic or parabolic type, which can therefore be written as
(1.1) φ(z) = Az + p(z)
A ≥ 1, Im p(z) > 0 and n. t. -limz→∞ p(z)/z = 0 (see the classification above in Section 1.1).
Write Aut∞(H) = {z 7→ cz + b; c, b ∈ R, c > 0} for the automorphisms of H which fix ∞.
Also write zn = φn(z0) = xn+ iyn. Then the automorphism γn(z) = (z−xn)/yn ∈ Aut∞(H)
sends zn back to i. It is natural to consider the normalized iterates
(1.2) gn = γn ◦ φn.
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Theorem A (Theorem 1 of [Pom79]). The limit g = limn→∞ gn exists locally uniformly in
H and is a self-map of H with g(z0) = i; the sequence γn ◦ γ
−1
n+1 tends to α ∈ Aut∞(H); and
g ◦ φ = α ◦ g.
Moreover, if A > 1 in (1.1) (i.e., φ is hyperbolic), then α(z) = Az + b (i.e. α is also
hyperbolic), with b = limn→∞(xn+1−xn)/yn ∈ R; if A = 1 and ρH(zn, zn+1) ↓ s∞ > 0 (i.e., φ
is parabolic non-zero-step), then α(z) = z + b (i.e. α is parabolic), with b = limn→∞(xn+1 −
xn)/yn 6= 0; however, if φ is parabolic zero-step, then α(z) = z and g ≡ 1.
Remark 1.1. Notice that when φ is hyperbolic it can also be considered non-zero-step. In
fact, it is proved in [Val54], see also Lemma 4 of [BPC03], that for every forward orbit of a
hyperbolic self-map there is a Stolz angle at infinity, i.e. a sector {|Arg z − π/2| < θ} with
0 < θ < π/2, containing it. Then the non-zero-step property follows from (1.1).
Also in the hyperbolic case, every b ∈ R can arise as the constant coefficient for α, by
changing the starting point z0 in the construction of g, see (2.9) in [BPC03].
Remark 1.2. If φ is parabolic non-zero-step, and zn = φn(z0) = xn + iyn, the number
b 6= 0 in Theorem A is equal to limn→∞
xn+1−xn
yn
. In particular, either limn→∞ xn = +∞ or
limn→∞ xn = −∞. Also yn is strictly increasing, and xn/yn → 0, i.e., either Arg zn → 0
or Arg zn → π (see Remark 1 of [Pom79]). In the following we will always assume that
limn→∞ xn = +∞.
1.3. Uniqueness questions. The natural questions that arise from Theorem A are the
following.
Question 1.3. What happens if a different orbit, other than zn = φn(z0), is chosen when
doing the renormalization (1.2)?
Question 1.4. To what extent are the functions g and α obtained in Theorem A unique?
This last question was first raised by F. Bracci. His observation (see also [BPC03] p. 48)
was that aside from Pommerenke’s result, Valiron [Val31] had also obtain some semicon-
jugations using a different renormalization, C. Cowen in [Cow81] produced them using the
Uniformization Theorem (hence with a more abstract approach), and recently Bourdon and
Shapiro [BS97] also produced such maps under some regularity conditions on the self-map.
Thus the question is to what extent are these maps ’essentially’ the same map.
The goal of this paper is to clarify these questions and show how the classical semiconju-
gations are the canonical solutions for certain functional equations.
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1.4. Functional equations. We are interested in the following two functional equations:
Forward Equation: Given the analytic self-map φ of D, find an analytic self-map σ of D
and τ ∈ Aut(D) such that
(1.3) σ ◦ φ = τ ◦ σ
Backward Equation: Given the analytic self-map φ of D, find an analytic self-map ψ of
D and η ∈ Aut(D) such that
(1.4) ψ ◦ η = φ ◦ ψ
The maps σ and ψ are called semiconjugations and the automorphisms τ and η are called
model automorphisms.
It turns out, however, that an important case, the so-called “parabolic zero-step” case
naturally produces the following modified problem:
Planar Equation: Given the analytic self-map φ of D, find an analytic map σ with σ(D) ⊂
C and τ ∈ Aut(C) such that
(1.5) σ ◦ φ = τ ◦ σ
Definition 1.5. We write F(φ) for the family of all non-trivial solution pairs (σ, τ) to (1.3),
i.e., we ask that σ be non-constant.
For instance, the pair (g, α) in Theorem A is in F(φ) when φ is hyperbolic or parabolic
non-zero-step. Often, it will be enough to solve these equations in a conjugation class. In
fact, if α, β ∈ Aut(D), we have
(1.6) (σ, τ) ∈ F(φ)⇔ (σ ◦ α, τ) ∈ F(α−1 ◦ φ ◦ α)
and
(1.7) (σ, τ) ∈ F(φ)⇔ (β−1 ◦ σ, β−1 ◦ τ ◦ β) ∈ F(φ)
In view of (1.7), instead of F(φ), it is enough to consider the families
Fe(φ, θ) ∪ Fh(φ, T ) ∪ Fp(φ,±)
where
• Fe(φ, θ) = {σ : D→ D; θ ∈ [0, 2π) | σ ◦ φ = e
iθσ}.
• Fh(φ, T ) = {σ : H→ H;T > 1 | σ ◦ φ = Tσ}.
• Fp(φ,±) = {σ : H→ H | σ ◦ φ = σ ± 1}.
Remark 1.6. With the notations of Theorem A, when φ is hyperbolic and α(z) = Az + b
(A > 1), we can let β(z) = z − b/(A − 1) in (1.7), then β−1 ◦ α ◦ β(z) = Az, hence
β−1 ◦ g ∈ F(φ,A). On the other hand, when φ is parabolic non-zero-step and α(z) = z + b,
we can let β(z) = |b|z in (1.7), then β−1 ◦ α ◦ β(z) = z + b/|b|, hence β−1 ◦ g ∈ F(φ,±1).
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Before solving these functional equations we must describe some further properties of the
classical semiconjugations.
2. Properties of the classical semiconjugations
2.1. Hyperbolic maximality. The following observation is due to Ch. Pommerenke (oral
communication). The semiconjugations obtained in Theorem A are “maximal” with respect
to the hyperbolic metric.
Proposition 2.1. Suppose φ is either hyperbolic or parabolic, as in (1.1), and let g be the
semiconjugation obtained in Theorem A. If φ is hyperbolic or parabolic non-zero-step, then
for every σ such that (σ, τ) ∈ F(φ) for some τ , we have
(2.1) ρH(σ(z), σ(w)) ≤ ρH(g(z), g(w)) ∀z, w ∈ H.
If φ is parabolic zero-step, then F(φ) is empty.
Proof of Proposition 2.1. Write τn for the n-th iterate of τ . Then, given z, w ∈ H,
ρH(σ(z), σ(w)) = ρH(τn ◦ σ(z), τn ◦ σ(w))
= ρH(σ ◦ φn(z), σ ◦ φn(w))
≤ ρH(φn(z), φn(w))
= ρH(gn(z), gn(w)),
where gn is defined in (1.2). Proposition 2.1 now follows from Theorem A. 
2.2. Univalence and covering properties of the classical semiconjugations. The
semiconjugations obtained in Theorem A have the following useful univalence and covering
properties. Suppose φ is as in (1.1), and suppose φ is either hyperbolic or parabolic non-
zero-step. Let (g, α) be the pair of functions obtained in Theorem A, and let γn be as in
(1.2).
Lemma 2.2 (Lemma 2 and Theorem 3 of [Pom79]). The sequence α−1n ◦ g ◦ γ
−1
n converges
uniformly on compact subsets of H to the identity map on H. Moreover, sequences ρk,Mk ↑
+∞ can be chosen so that g is univalent on the set
(2.2) U =
∞⋃
k=1
⋃
n≥Mk
(xn + yn∆(i, ρk))
Furthermore,
(a) If φ is hyperbolic, U and g(U) have an inner-tangent at infinity, i.e., given δn ↓ 0,
there is Rn ↑ ∞ such that {|z| > Rn, δn < Arg z < π − δn} ⊂ Ω. Finally, g has the
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following isogonality properties:
(2.3) n. t. -limz→∞ g(z) =∞ and n. t. -limz→∞
Arg g(z)
z
= 0
(b) If φ is parabolic non-zero-step and xn → +∞, then the region V = g(U), has a
lateral-tangent at +∞ with respect to H, i.e., given δn ↓ 0 there is tn ↑ +∞ such that
{Re z > tn, δn < Im z < 1/δn} ⊂ V .
Remark 2.3. When φ is parabolic non-zero-step and zn = xn + iyn is an orbit of φ, then yn
increases, so yn ↑ L∞ ≤ +∞. In particular, if L∞ < ∞, then U itself has a lateral tangent
at +∞. But, if L∞ =∞, it is not clear. By Remark 2 of [Pom79], it turns out that L∞ <∞
if and only if g has a finite angular derivative at infinity, i.e.,
n. t. -limz→∞
g(z)
z
=
1
L∞
.
Proof. Proof of Lemma 2.2 In [Pom79] it is proved that α−1n ◦ g ◦ γ
−1
n → IdH and that for
any ρ > 0 there is mρ ∈ N so that g is univalent on
(2.4) Ω(ρ,mρ) =
⋃
n≥mρ
(xn + yn∆(i, ρ)) =
⋃
n≥mρ
γ−1n (∆(i, ρ))
Now, suppose a sequence ρk ↑ +∞ is given. Then g is univalent on Ω(ρ1,M1). Suppose that
M1 < · · · < Mk have been chosen so that g is univalent on
Ak :=
k⋃
j=1
Ω(ρj ,Mj)
Let mρk+1 be as in (2.4). Choose Mk+1 > mρk+1 so large that, for all n ≥ Mk+1,
(2.5) g
(
γ−1n (∆(i, ρk+1))
)
∩ g
(
Ak \ Ω(ρk+1, mρk+1)
)
= ∅.
This can be done because g ◦ γ−1n − nb → IdH. We claim that g is univalent on Ak+1. In
fact, suppose g(z) = g(w) for z, w ∈ Ak+1. If z 6= w, then necessarily, z ∈ Ak+1 \ Ak and
w ∈ Ak \ Ω(ρk+1, mρk+1) (or viceversa). Hence, z ∈ γ
−1
n (∆(i, ρk+1)) for some n ≥ Mk+1, and
by (2.5), g(z) 6= g(w), therefore z = w.
Furthermore, part (a) is well-known, see for instance p. 47 of [BPC03] and Lemma 5.1 of
[PC00].
For part (b), let (g, α) be given by Theorem A, and assume limn→∞ xn = +∞, so that
α(z) = z + b with b > 0. Consider the half-strips St = {Re z > t, δ < Im z < 1/δ}, and pick
a large hyperbolic disk ∆(i, ρ) = {z ∈ H : ρH(z, i) < ρ}, so that ∪k≥0 (∆(i, ρ) + kb) ⊃ S0.
Now consider the compact set B = {z ∈ H : ρH(z, i) ≤ 2ρ} and pick ǫ < ρ. Then, by
Lemma 2.2 there exists N ∈ N such that
ρH(α
−1
n ◦ g ◦ γ
−1
n (z), z) = ρH(g ◦ γ
−1
n (z), αn(z)) < ǫ
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for n > N , and uniformly for z ∈ ∂B. Hence, for n > max{N,mρ}, and for every w ∈ ∆(i, ρ),
we have that g ◦ γ−1n (∂B) winds around αn(w) exactly once, i.e., αn(w) ∈ g(U). Thus
St ⊂ g(U) for t sufficiently large. 
2.3. Orbits and canonical solutions. Given a point z ∈ D, define {φn(z)}
+∞
n=0 to be the
forward orbit starting at z; ∪+∞n=0φ
−1
n (z) the backward orbit starting at z. A sequence {wn}
∞
n=1
is called a backward iteration sequence if φ−1(wn) 6= ∅ for n = 1, 2, 3, . . . , and wn+1 ∈ φ
−1(wn).
Moreover, we say that ∪+∞k=0 ∪
+∞
n=0 φ
−1
n (φk(z)) is the grand orbit generated by z. If z, w
belong to a grand orbit, then there are n, k ∈ N so that φn(z) = φk(w). This can be taken
to define an equivalence relation on D, and then the grand orbits are the equivalent classes.
Write G(φ) for the set of all grand orbits for the self-map φ. We do not worry here about
what extra structures can be put on G(φ). If σ is a semiconjugation solving (1.3), then it
sends grand orbits for φ into grand orbits for τ , i.e., σ induces a map Σ from G(φ) to G(τ).
Remark 2.4. If p ∈ D is a fixed point of φ, then σ(p) is a fixed point of τ .
Definition 2.5. We say that a solution σ of (1.3) is canonical if the induced map Σ from
G(φ) to G(τ) is a bijection.
Proposition 2.6. The semiconjugation g obtained in Theorem A is canonical.
Proof. Write 〈z〉 for the grand orbit generated by z and Σg for the map induced by g between
the spaces of grand orbits.
In the hyperbolic case, recall that by Remark 2.3 every forward orbit zn for φ tends to
infinity non-tangentially. Thus, given Ω as in Lemma 2.2 (a), every orbit is eventually in Ω,
so the grand orbits for φ are in one-to-one correspondence with the forward orbits in Ω. Since
g is one-to-one on Ω, we have that Σg is one-to-one. Also, since g(Ω) has an inner-tangent
at infinity, we also have that Σg is onto the space of grand orbits for α.
In the parabolic non-zero-step case, suppose that 〈z〉 6= 〈w〉. Then, referring to Lemma
2.2 (b), zn, wn ∈ Ω(ρ,mρ) for some ρ and for n sufficiently large. So Σg(〈z〉) 6= Σg(〈w〉). On
the other hand if an orbit of α is given, {ζ + nb}, then ζ + nb ∈ g(U) for n large. So Σg is
onto. 
3. Main results
Here we state our results regarding the classical semiconjugations in the hyperbolic and
parabolic non-zero-step cases, we abbreviate these two cases by saying “non-zero-step type”,
see Remark 1.1. The other parabolic case will be discussed later in the paper.
First we need a result similar to Lemma 2.61 of [CM03].
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Proposition 3.1. Suppose φ is a self-map of H of non-zero-step type, as in (1.1) with A ≥ 1.
Let (g, α) be the semiconjugation obtained in Theorem A. Given a solution (σ, τ) ∈ F(φ),
there is an analytic self-map F of D such that
(3.1) σ = F ◦ g
and
(3.2) F ◦ α = τ ◦ F.
Moreover, σ is canonical if and only if F is.
Proposition 3.1 says that in order to solve the Forward Equation (1.3), it is enough to
consider tha pair (g, α) of Theorem A, and then solve (1.3) with the self-map φ replaced by the
automorphism α. In particular, F is a self-map of D which intertwines two automorphisms
α and τ . This fact is helpful in determining the canonical solutions to (1.3), because it is
easier to determine when F is canonical (this will be done below in Section 5). As a result we
will obtain the following characterizations of canonical solutions and thus answer Question
1.4.
Theorem 3.2. Assume φ is a self-map of H of non-zero-step type. Let (g, α), A, b be as in
Theorem A, and let β be as in Remark 1.6. Given a solution (σ, τ) ∈ F(φ) where τ is not
elliptic, let β˜ be the automorphism of H that conjugates τ to its standard form. Then the
following are equivalent:
(a) When A > 1, β˜−1 ◦ τ ◦ β˜(z) = Az, and there is c > 0 so that σ = β˜ ◦ (cβ−1) ◦ g.
When A = 1, β˜−1◦τ ◦ β˜(z) = z+1, and there is d ∈ R such that σ = β˜(β−1◦g+d).
(b) σ is canonical (see Definition 2.5).
(c) β˜−1 ◦ σ has the same univalence and covering properties of g in Lemma 2.2.
(d) There exists a pair of points z, w ∈ H for which equality holds in (2.1), not identically
zero.
Corollary 3.3. Suppose φ is a self-map of H of non-zero-step type, written as in (1.1) with
A ≥ 1. Consider the semiconjugations (g, α(z) = Az + b) and (g˜, α˜(z) = Az + b˜), obtained
in Theorem A by renormalizing φn using {φn(z0)} and {φn(z˜0)} respectively. Then, when
A > 1,
g˜ + b˜
A−1
i+ b˜
A−1
=
g + b
A−1
g(z˜0) +
b
A−1
;
while, when A = 1,
g˜ − i
|b˜|
=
g − g(z˜0)
|b|
.
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4. The forward equation
We give the proof of Proposition 3.1 here and we postpone the proofs of Theorem 3.2 and
Corollary 3.3 to a later section.
Proof of Proposition 3.1. Assume first that φ is of hyperbolic type. Let Ω be the simply
connected domain in H with inner-tangent at infinity, such that g is one-to-one on Ω, which
is given by Lemma 2.2 (a). Recall that g(Ω) also has an inner-tangent at infinity, and that
φ ◦ (g | Ω)−1(w) = (g | Ω)−1(α(w)) whenever w, α(w) ∈ g(Ω).
Given (σ, τ) ∈ F(φ), define F (w) = σ◦(g | Ω)−1 on g(Ω). Given w ∈ H\Ω, let n0 = n0(w)
be the smallest integer such that the iterates αn(w) are in Ω for n ≥ n0. Then,
τ−1n0+k ◦ F ◦ αn0+k(w) = τ
−1
n0+k
◦ σ ◦ (g | Ω)−1 ◦ αk ◦ αn0(w)
= τ−1n0 ◦ τ
−1
k ◦ σ ◦ φk ◦ (g | Ω)
−1 ◦ αn0(w)
= τ−1n0 ◦ σ ◦ (g | Ω)
−1 ◦ α−1n0 (w)
= τ−1n0 ◦ F ◦ α
−1
n0
(w)
Therefore, F is well-defined on all of H via the formula F (w) = τ−1n0 ◦ σ ◦ (g | Ω)
−1(αn0(w)),
with the understanding that n0 = 0 if w ∈ Ω. Moreover, F ◦ α = τ ◦ F , so F ∈ A(α, τ).
Now assume that φ is of parabolic non-zero-step type. Let (σ, τ) ∈ F(φ), and let
w ∈ H. Pick ρ = 2ρH(w, i). By Lemma 2.2 (b), for n ≥ n(w), αn(w) ∈ g(U), and
(g | U)−1 (αn+k(w)) = φk((g | U)
−1 (αn(w))), for k = 1, 2, 3, . . . . Thus, we define
F (w) = τ−1n ◦ σ ◦ (g | U)
−1 ◦ αn(w)
for some n ≥ n(w), and this definition does not depend on which n ≥ n(w) is chosen. Then
F is an analytic self-map of H, and F ◦ α = τ ◦ F . Moreover F ◦ g(z) = σ(z).
For the “moreover part”, it is clear that σ is canonical if and only if both F and g are, so
the claim follows from Proposition 2.6. 
The next section lists the possible intertwining maps between automorphisms of the disk,
and identify the ones that are canonical.
5. Maps that intertwine automorphisms of the disk
In this section we study the forward equation (1.3) when φ := γ ∈ Aut(D). Actually in
this situation it does not make sense to distinguish between forward and backward.
Since there are three cases for γ and three for τ this yields nine cases. However, by Remark
2.4, only seven may have non-trivial solutions. We are also using (1.6) and (1.7).
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5.1. The cases.
• Ah→h(S, T ) = {σ : H→ H;T, S > 1, | σ(Sz) = Tσ(z)}.
• Ah→p(S,±) = {σ : H→ H;S > 1 | σ(Sz) = σ ± 1}.
• Ah→e(S, θ) = {σ : H→ D;S > 1; θ ∈ [0, 2π) | σ(Sz) = e
iθσ(z)}.
• Ap→p(±,±) = {σ : H→ H | σ(z ± 1) = σ(z)± 1}.
• Ap→h(±, T ) = {σ : H→ H;T > 1 | σ(z ± 1) = Tσ(z)}.
• Ap→e(±, θ) = {σ : H→ D; θ ∈ [0, 2π) | σ(z ± 1) = e
iθσ}.
• Ae→e(ϕ, θ) = {σ : D→ D; θ, ϕ ∈ [0, 2π) | σ(e
iϕz) = eiθσ(z)}.
For simplicity, we again restrict our attention to γ hyperbolic or parabolic to start with.
The case Ae→e, when γ is elliptic, is actually more complicated and will be postponed to a
later section.
Proposition 5.1. We have
(1) Ap→p(±,±) = Ap→p(+,+) ∪ Ap→p(−,−). Moreover, Ap→p(+,+) = Ap→p(−,−).
(2) Ap→h(±, T ) is empty.
(3) If 1 < S < T , then Ah→h(S, T ) is empty; if 1 < T < S, then every σ ∈ Ah→h(S, T )
satisfies n. t. -limz→∞ σ(z)/z = 0; while if T = S, then Ah→h(S, S) = {cz | c > 0}.
In all three cases in this proposition, σ is a self-map of H, so we can write
σ(z) = cz + p(z)
with 0 ≤ c <∞, Im p(z) > 0 and n. t. -limz→∞ p(z)/z = 0. We first observe that σ(z)/z has
the Lindelo¨f property, i.e., suppose γ : [0,+∞) → H is a path such that limt→+∞ γ(t) = ∞,
and suppose
lim
t→+∞
σ(γ(t))
γ(t)
= a
for some a ∈ C ∪ {∞}. Then,
(5.1) a = n. t. -limz→∞
σ(z)
z
= c.
In fact, since p(z)/z misses the negative real axis, composition with a conformal map to the
disk will turn it into a bounded function. So (5.1) follows from the usual Lindelo¨f property
of bounded analytic functions in H, see [Ahl73] p. 40,
Proof of Proposition 5.1. In (1), suppose that σ is a self-map of H such that σ(z + 1) =
σ(z) − 1 (the other case is similar). Let γn(t) = i + nt, t ∈ [0, 1], n = 0, 1, 2, 3 . . . , and
Γ = ∪γn. Then, since σ(z + n) = σ(z) − n, the function σ(z)/z has limit −1 along Γ.
Therefore, by the Lindelo¨f’s property, n. t. -limz→∞ σ(z)/z = −1 = c, but c ≥ 0.
The moreover part is trivial.
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In (2), suppose that σ(z + 1) = Tσ(z) with T > 1. Let Γ be the path defined above.
Then, since σ(z + n) = T nσ(z), the function σ(z)/z tends to infinity along Γ. So, by the
Lindelo¨f’s property, n. t. -limz→∞ σ(z)/z =∞ = c, but c <∞.
In (3), since σ(Snz) = T nσ(z), we have
σ(Snz)
Snz
=
(
T
S
)n
σ(z)
z
= c+
p(Snz)
Snz
→ c.
Thus T ≤ S, and if T < S, then c = 0. On the other hand, if T = S, then σ(z)/z = c, which
implies that c > 0 and that σ(z) = cz. 
Remark 5.2. If σ ∈ Ah→h(S, T ), then log σ/ log T ∈ Ah→p(S,+) (here 0 < Im log z < π).
Also, if σ ∈ Ah→p(S,±), then e
iθσ ∈ Ah→e(S,±θ). Conversely, if σ ∈ Ah→e(S, θ), and
σ 6= 0, then (log σ)/(iθ) ∈ Ah→p(S,+), for any choice of log. Examples can be found in
Ah→e(S, θ) that do have zeros.
Finally, if σ ∈ Ap→p(±,±), then e
iθσ ∈ Ap→e(±,±θ). Conversely, if σ ∈ Ap→e(+, θ), and
σ 6= 0, then (log σ)/(iθ) ∈ Ap→p(+,+), for any choice of log. Examples can be found in
Ap→e(+, θ) that do have zeros.
5.2. Canonical solutions. We next describe all the possible canonical solutions in the set
A which comprises all the cases in Section 5.1 above, except Ae→e.
Theorem 5.3. The only canonical solutions arising in A are:
(1) {cz | c > 0} = Ah→h(S, S);
(2) {z + d | d ∈ R} ⊂ Ap→p(±,±).
Proof. We first list the possible grand orbit spaces that arise depending on the nature of γ:
• GS = H/〈z 7→ Sz〉 (S > 1);
• G+ = H/〈z 7→ z + 1〉;
• Gθ = D/〈z 7→ e
iθz〉 (θ ∈ (0, 2π)).
Notice that GS is a Riemann surface conformally equivalent to an annulus, and G+ is a
Riemann surface conformally equivalent to a punctured disk. Moreover GS is not conformally
equivalent to G+, and if 1 < T < S, then GS is not conformally equivalent to GT .
A solution σ in Ah→h(S, T ) induces an analytic map Σ from GS to GT . Imposing that σ
is canonical, means that Σ is a bijection, and since Σ is analytic, this automatically implies
that Σ is biholomorphic. Thus, GS is conformally equivalent to GT , and therefore S = T .
Likewise, a solution σ in Ah→p(S,+) factors down to an analytic map Σ between GS and
G+, and since these two Riemann surfaces are not conformally equivalent, none of these
solutions σ are canonical.
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Finally, suppose σ ∈ Ap→p(+,+) induces an automorphism on G+. Then σ ∈ Aut(H)
and actually σ ∈ Aut∞(H). So σ(z) = cz + d, with c > 0 and d ∈ R. However, since
σ(z + 1) = σ(z) + 1, we must have c = 1. Hence, σ(z) = z + d and these are all the possible
canonical solutions that can be found in Ap→p(+,+).
The case of Gθ is not so straightforward. Suppose σ is in Ah→e(S, θ), or in Ap→e(±, θ),
and assume that σ is canonical. When θ/(2π) ∈ Q, we still obtain a Riemann surface
G⋆θ = (D \ {0})/〈z 7→ e
iθz〉 which is conformally equivalent to a punctured disk. Since σ is
canonical it must be non-constant. Letting Z = σ−1(0) ⊂ H, we see that σ factors down
to a conformal equivalence between the punctured disk G⋆θ and either GS \ P or G+ \ Q,
where P and Q are non-empty discrete sets of punctures, corresponding to Z. Since no such
equivalence exists, σ cannot be canonical.
Now assume that θ/(2π) 6∈ Q. Then σ(z) = σ(w) implies that z and w generate the
same grand orbit. Therefore, there is k ∈ Z such that w = Skz, or w = z + k. Thus,
σ(z) = eikθσ(z), so σ(z) = σ(w) = 0. Then σ vanishes on an infinite discrete set Z, yet is
one-to-one on H \ Z, and this contradicts the argument principle. 
6. Canonical semiconjugations for self-maps with non-zero step
In this section we prove Theorem 3.2 and Corollary 3.3.
Proof of Theorem 3.2. The implication (a) ⇒ (b) follows from Proposition 2.6, since σ is
equal to g post-composed by an automorphism of H.
Conversely, by Proposition 3.1 any solution σ can be written as σ = F◦g, with F◦α = τ◦F ,
and σ is canonical if and only if F is. By (1.6) and (1.7)
(6.1) (F, τ) ∈ F(α)⇐⇒ (β˜−1 ◦ F ◦ β, β˜−1 ◦ τ ◦ β˜) ∈ F(β−1 ◦ α ◦ β)
Choose β˜ so that β˜−1 ◦ τ ◦ β˜ is in standard form as in Section 1.1. Notice that β˜−1 ◦ F ◦ β
is canonical, and when A > 1 it intertwines z 7→ Az with β˜−1 ◦ τ ◦ β˜, which is some other
automorphism of H in standard form. Therefore Theorem 5.3 implies that β˜−1 ◦ F ◦ β = cz
for some c > 0, and also that β˜−1 ◦ τ ◦ β˜(z) = Az. So, F (z) = β˜(cβ−1(z)). In particular,
β˜−1 ◦ σ = cβ−1 ◦ g. On the other hand, when A = 1, we assume without loss of generality
that b > 0. Then β˜−1 ◦ F ◦ β intertwines z 7→ z + 1 with β˜−1 ◦ τ ◦ β˜. So by Theorem
5.3, β˜−1 ◦ F ◦ β = z + d for some d ∈ R, and also that β˜−1 ◦ τ ◦ β˜(z) = z + 1. So,
F (z) = β˜(β−1(z)+ d). In particular, β˜−1 ◦σ = β−1 ◦ g+ d. Hence, we have shown (b)⇒ (a).
Note that (a)⇒ (c) is clear from Lemma 2.2. Conversely, by Proposition 3.1 we can write
σ = F ◦g, with F ◦α = τ ◦F . We claim that F must be an automorphism of H. This implies
that σ is canonical, so (c)⇒ (a). To see that F is one-to-one, suppose F (z) = F (w). Then
F (αn(z)) = τn ◦ F (z) = τn ◦ F (w) = F (αn(w))
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Find ρ > 0 large enough so that z, w ∈ ∆(i, ρ). By the proof of the ’furthermore’ part in
Lemma 2.2, we can choose N large enough so that αn(z), αn(w) ∈ g(∆(zn, ρ)), and so that
g is univalent on ∆(zn, ρ), for all n ≥ N . By hypothesis, we can find n large enough so that
σ = F ◦ g is univalent on ∆(zn, ρ). Thus αn(z) = αn(w), and z = w.
To see that F is onto, recall that, by hypothesis, β˜−1◦σ has certain univalence and covering
properties at ∞. Thus, β˜−1 ◦ F must have certain corresponding properties. Hence we can
define
G(z) := α−1n F˜
−1(τ˜−1n (z))
to be a global analytic inverse of F˜ in H, where τ˜ = β˜−1 ◦ τ ◦ β˜, and n is chosen large enough
depending on z.
Finally, (a)⇒ (d) is clear from (2.1). Conversely, write σ = F ◦ g. Then,
ρH(F (g(z)), F (g(w))) = ρH(g(z), g(w)) 6= 0.
So, by Schwarz’s Lemma, F is an automorphism of H. Hence, σ is canonical, and (d) ⇒
(a). 
Proof of Corollary 3.3. Let σ = g˜ and τ = α˜, then apply Theorem 3.2 and the fact that g˜ is
canonical. Then plug in z = z˜0. 
7. The parabolic zero-step case
Proposition 2.1 shows that when φ is parabolic zero-step, then F(φ) is empty. So instead
of looking for pairs (σ, τ) where σ is a self-map of H and τ is an automorphism of H, one is
led to try to find pairs where σ is analytic and τ is linear, namely solutions to the Planar
Equation.
Definition 7.1. We write P(φ) for the family of all non-trivial solution pairs (σ, τ) to (1.5),
i.e., we ask that σ be non-constant.
Note that (1.6) and (1.7) still hold with F replaced by P and α, β ∈ Aut(C). So τ
can always be put in standard form: namely, either τ(z) = az for some a ∈ C \ {0}, or
τ(z) = z + 1. Again we will write
• Pe(φ, a) = {σ : H→ C; a ∈ C \ {0} | σ ◦ φ = aσ}.
• Pp(φ,+) = {σ : H→ C | σ ◦ φ = σ + 1}.
When φ is parabolic zero-step, existence of solutions in Pp(φ,+) is found in [BP79]. In
[Cow81] this dichotomy between disk model and plane model is explained in the frame-
work of the “type problem” for simply-connected non-compact Riemann surfaces and the
uniformization theorem.
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Fix a self-map of H of parabolic zero-step type, which can therefore be written as
(7.1) φ(z) = z + p(z)
Im p(z) > 0 and n. t. -limz→∞ p(z)/z = 0 (see the classification in Section 1.1). Write zn =
φn(z0) = xn + iyn, and let
µn(z) :=
z − zn
zn+1 − zn
∈ Aut(C)
be the automorphism of C which sends zn to 0 and zn+1 to 1. Then consider the normalized
iterates
hn = µn ◦ φn.
Theorem B (Theorem 1 of [BP79]). The limit h = limn→∞ hn exists locally uniformly in
H, satisfies h(z0) = 0, and solves
h ◦ φ = h+ 1.
Remark 7.2. The zero-step condition implies that
yn+1
yn
−→ 1 and
xn+1 − xn
yn
−→ 0,
and again yn+1 > yn so yn → L∞. Using the zero-step hypothesis one sees that L∞ = +∞.
We now describe the univalence and covering properties of the semiconjugation h in the
spirit of Section 2.2.
Lemma 7.3. The sequence ψn = h ◦ µ
−1
n − n converges uniformly on compact subsets of C
to the identity map on C. Moreover, sequences Rk,Mk ↑ +∞ can be chosen so that h is
univalent on the set
(7.2) U =
∞⋃
k=1
∞⋃
n=Mk
(zn + (zn+1 − zn)RkD)
Furthermore, the region V = h(U) has a lateral-tangent at +∞ with respect to C, i.e., given
Rn ↑ +∞ there is tn ↑ +∞ such that {Re z > tn, | Im z| < Rn} ⊂ V .
Proof. First recall part (c) of the proof of the main theorem in [BP79], where it shown that
there is m so that h(zn + yns) is univalent in |s| < 1/5 for all n ≥ m. Since µ
−1
n (ζ) =
zn + ζ(zn+1 − zn), and since by Remark 7.2
zn+1 − zn
yn
=
xn+1 − xn
yn
+ i
(
yn+1
yn
− 1
)
→ 0
we see that given R > 1 there is N = N(R) ∈ N such that
ψn(ζ) = h ◦ µ
−1
n (ζ)− n = h(zn + ζ(zn+1 − zn))− n
is well defined and univalent for all |ζ | < R and all n ≥ N .
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Moreover, ψn(0) = h(zn) − n = 0 and ψn(1) = h(zn+1) − n = 1. So the sequence {ψn}
is normal on {|ζ | < R} \ {0, 1}, and hence, by a standard argument, on {|ζ | < R} as well.
Now,
ψn(hn) = h ◦ µ
−1
n ◦ µ ◦ φn − n = h
So any normal sublimit ψ of the ψn is the identity map on h(H). But since h is an open
map, this implies that ψn converges to the identity on C.
To prove the univalence statement we proceed as in the proof of Theorem 3 in [Pom79].
First note that, since ψn tends to the identity map uniformly on compact sets, for every
R > 1 there is an integer kR such that
(7.3) (ψn(RD)) ∩ (ψn+kR(RD) + kR) = ∅
for n = 1, 2, 3, . . .
Now suppose that h(s1) = h(s2) at points s1 = µ
−1
n (ζ1) and s2 = µ
−1
n+j(ζ2) with j ≥ 0 and
|ζl| < R for l = 1, 2. Then
ψn(ζ1) = h ◦ µ
−1
n (ζ1)− n = h(s1)− n
= h(s2)− n = h ◦ µ
−1
n+j(ζ2)− (n + j) + j = ψn+j(ζ2) + j
So by (7.3) we must have j ≤ kR.
On the other hand,
s2 = zn+j + (zn+j+1 − zn+j)ζ2 = zn + (zn+1 − zn)tn
where
tn =
(zn+j − zn) + (zn+j+1 − zn+j)ζ2
zn+1 − zn
→ j − ζ2
as n → ∞. So s2, s1 ∈ µ
−1
n (R
′D) with R′ = R + kR + 1. However, since ψn converges
to the identity map on compact sets, there is mR such that h is one-to-one on µ
−1
n (R
′D)
for all n ≥ mR. Therefore, we must have n < mR. In other words, h is one-to-one on
∪n≥mRµ
−1
n (RD). Thus, given a ball RD, there is mR ∈ N so that h is univalent on the set
U(R,mR) =
∞⋃
n=mR
(zn + (zn+1 − zn)RD) =
∞⋃
n=mR
µ−1n (RD)
The ’moreover’ part is proved exactly as in the proof of Lemma 2.2.
For the ’furthermore’ part, consider the half-strips St = {Re z > t, | Im z| < R/2}. Then
by Lemma 7.3, given ǫ < R/2 there is N such that, for all n ≥ N ,
|ψn(ζ)− ζ | = |h(zn + ζ(zn+1 − zn))− (ζ + n)| < ǫ
uniformly for |ζ | ≤ R. In particular, when n > max{N,mR}, for every |w| < R/2, h ◦
µ−1n ({|ζ | = R}) winds around w + n exactly once, i.e., w + n ∈ h(U). Therefore, St ⊂ h(U)
for t large enough. 
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Next we prove the equivalent of Proposition 2.6.
Proposition 7.4. The semiconjugation h obtained in Theorem B is canonical.
Proof. We need to show that the map Σh which takes grand orbits of φ to the orbits of
z 7→ z+1 on C is one-to-one and onto. Again write 〈z〉 for the grand orbit of φ generated by
z. Suppose that 〈z〉 6= 〈w〉. Write zn = φn(z) and wn = φn(w). Then h(zn) = h(z) + n and
h(wn) = h(w) + n. So, by Lemma 7.3, there is R large enough so that for n large enough
zn, wn ∈ U(R,mR). Since zn+k 6= wn for all such n’s and k ≥ 0, the univalence of h implies
that Σh(〈z〉) 6= Σh(〈w〉). On the other hand given an orbit {a + n}
+∞
n=−∞ with a ∈ C, there
is N such that a+ n ∈ V = h(U) for n ≥ N . So Σh is onto. 
We now state a result equivalent to Proposition 3.1.
Proposition 7.5. Suppose φ is a self-map of H of parabolic zero-step type. Let h be the
semiconjugation obtained in Theorem B. Given a solution (σ, τ) ∈ P(φ), there is an entire
function F such that
σ = F ◦ h
and
F (z + 1) = τ ◦ F (z).
Moreover, σ is canonical if and only if F is.
Proof. The proof is exactly the same as the one for Proposition 3.1. 
Next, we state a result equivalent to Theorem 3.2.
Theorem 7.6. Assume that φ is a self-map of H of parabolic zero-step type. Let h be given
as in Theorem B. Given a solution (σ, τ) ∈ P(φ), let β˜ be the automorphism of C which
conjugates τ to its standard form (either z + 1 or az). Then the following are equivalent.
(a) There is b ∈ C such that τ(z) = z + b, β˜(z) = bz, and σ = b(h+ c) for some c ∈ C.
(b) σ is canonical.
(c) β˜−1 ◦ σ has the same univalence and covering properties as h in Lemma 7.3.
During writing of this paper, we were informed that Contreras, Diaz-Madrigal, and Pom-
merenke have also proved a statement similar to (a)⇔ (c) above, but with a different univa-
lence requirement, see [CDMP].
Corollary 7.7. Suppose φ is a self-map of H of parabolic zero-step type. Let h and h˜ be
semiconjugations obtained as in Theorem B, by renormalizing φn using {φn(z0)} and {φn(z˜0)}
respectively. Then, h˜(z) = h(z)− h(z˜0).
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7.1. Entire functions that intertwine automorphisms of the plane. This section
parallels Section 5. Three cases arise.
• Ep→p = {F entire |F (z + 1) = F (z) + 1};
• Ep→e(a) = {F entire ; a ∈ C \ {0}|F (z + 1) = aF (z)};
• Ee→e(a, b) = {F entire ; a, b ∈ C \ {0}|F (az) = bF (z)}.
Note that there cannot be F entire such that F (az) = F (z) + 1, because at z = 0, we would
have F (0) = F (0)+1, which is impossible. So Ee→p is empty. Also, we will not be interested
in Ee→e(a, b) for the moment, because our immediate concern is proving Theorem 7.6.
Next we analyze the canonical maps.
Theorem 7.8. The only canonical maps in Ep→p are F (z) = z+c, c ∈ C. Moreover, Ep→e(a)
does not contain any canonical maps.
Proof. Suppose F ∈ Ep→p, then F induces a map Σ from C \ 〈z 7→ z + 1〉 to itself, which
is analytic. Imposing that Σ be one-to-one and onto, means that Σ is an automorphism of
C \ 〈z 7→ z + 1〉 and therefore F must also be an automorphism of C. Thus, F (z) = dz + c
and since it must also intertwine z 7→ z + 1 with itself, we have d = 1.
For the ’Moreover’ part, assume first that |a| 6= 1. Then, is a compact Riemann surface.
Hence there are no biholomorphisms between C \ 〈z 7→ z + 1〉 and C \ 〈z 7→ az〉. If |a| = 1,
assume first that a = eiθ with θ/(2π) ∈ Q. Let Z = F−1(0) ∈ C. Then F canonical would
induce a biholomorphism between a punctured infinite cylinder and the punctured plane.
Since there are no such maps, the conclusion holds. Now assume that θ/(2π) 6∈ Q. Then
F (z) = F (w) and F canonical imply that z and w generate the same grand orbit. So there
is n ∈ N, such that, say, w = z + n. Hence F (z) = einθF (z), so F (z) = F (w) = 0. Then
F vanishes on an infinite discrete set Z, yet is one-to-one on C \Z, and this contradicts the
argument principle. 
7.2. Canonical semiconjugations for self-maps of parabolic zero-step type.
Proof of Theorem 7.6. The implication (a) ⇒ (b) follows from Proposition 7.4. Conversely,
by Proposition 7.5, any solution σ can be written as σ = F ◦ h, with F (z + 1) = τ ◦ F (z),
and σ is canonical if and only if F is, if and only if β˜−1 ◦F is. Moreover, β˜−1 ◦F intertwines
z 7→ z + 1 with either z 7→ z + 1 or z 7→ az (a 6= 0). Hence, by Theorem 7.8, β˜−1 ◦ F
is canonical implies β˜−1 ◦ F (z) = z + c, for some c ∈ C, and β˜−1 ◦ τ ◦ β˜(z) = z + 1. So
τ(z) = z + b, β˜(z) = bz, and F (z) = bz + bc. Therefore, (b) ⇒ (a).
The implication (a) ⇒ (c) follows from Lemma 7.3. Conversely, by Proposition 7.5, we
can write σ = F ◦h, with F (z+1) = τ ◦F (z). Using the covering and univalence properties
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we then show that F must be an automorphism of C in exactly the same way as in the proof
of Theorem 3.2 (c) ⇒ (a). 
Proof of Corollary 7.7. Let σ = g˜, then apply Theorem 7.6 and the fact that g˜ is canonical.
Then plug in z = z˜0. 
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