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While the Density Functional Theory and especially the Local Density Approximation
(LDA) are well{dened theories able to treat many fermion systems in the absence of pair-
ing correlations [1], there exists no similar local treatment of the pairing correlations. In
the spirit of LDA one would expect to be able to dene an universal local energy density
functional of the kinetic, normal and anomalous densities E(; ; ), which would determine















d3rE((r); (r); (r)): (4)
The LDA extention described in Refs. [2] is in terms of the density (r1; r2) =
hgs j ^↑(r1) ^↓(r2)jgsi. Upon variation of the single{particle wave functions vi(r); ui(r) un-
der standard restrictions one would obtain a set of the so{called Hartree{Fock{Bogoliubov
(HFB) or Bogoliubov{de Genes (BdG) equations. If one can adopt the approximation of a
zero range two{body interaction the HFB equations become
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[h(r)− ]uE(r) + (r)vE(r) = EuE(r); (5)
∗(r)uE(r)− [h∗(r)− ]vE(r) = EvE(r): (6)
The same type of equations are obtained by varying the LDA energy density functional, if
that were truly a functional of the diagonal part of the anomalous density only. Each quasi{
particle state is characterized by additional quantum numbers besides the quasi{particle
energy E, which I shall not explicitly display however. In all the formulas presented here I
shall likewise not display the spin degrees of freedom. One can show that the diagonal part







jr1 − r2j ; (7)
when jr1−r2j is small. Thus the local (self{consistent) pairing eld (r) cannot be dened
[3{5]. When summing over the spectrum, the sum becomes an integral if the spectrum is
continuous and vice versa for an integral. I shall be sometimes casual in using either a
summation or integration notation, hoping that from the context it is rather obvious when
one has to perform one or another operation. The existence of this particular divergence
was the main obstacle in introducing an extension of the LDA approach to superconducting
systems. Fortunately, this divergence is one more example of the \idiotic type" of innities
which infest Quantum Field Theory (QFT). The techniques to deal with them and remove
them from the theory exist and can be extended and applied to inhomogeneous systems as
well.
It is instructive to show how this divergence emerges and perhaps the simplest system to
consider is an innite homogeneous one. Since the divergence is due to high momenta, thus
small distances jr1 − r2j, this type of divergence is universal and has the same character in
both nite and innite systems. Until recently methods to deal with this divergence were
known only for innite homogeneous systems [6{13] and only recently ideas were put forward
on how to implement a renormalization scheme for the case of nite or inhomogeneous
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systems [5,14]. Assuming for the sake of simplicity that the spectrum of the HF operator is
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m exp(ikF jr1 − r2j)
4h2jr1 − r2j
; (9)
where  = h2k2F=2m + U . The last integral expression is well dened for all values of the
coordinates r1,2. Once one has recognized the existence of a divergence the next step is to
devise a way to \renormalize it out." In a nutshell, what one has to do is to separate the





















 +O(jr1 − r2j); (10)
literally \throw away" the divergent part and in all subsequent calculations retain only the
leading nonvanishing terms in the limit jr1 − r2j ! 0, namely, only the terms in the curly
brackets in the above relation. Formally one can justify this apparently rather arbitrary
procedure, either by following the steps outlined typically in renormalizing the gap equation
in innite systems { by relating the divergent part with the scattering amplitude [6{11]{ or
by using well{known approaches in quantum eld theory(QFT) { for example dimensional
regularization [12,13], or another QFT approach of introducing appropriate counterterms
with explicit counterterms { or one can follow the philosophy of the pseudopotential ap-
proach [5,14,15]. In all cases one naturally arrives at the same nal value for the gap. The


















where the coupling constant can be formally related with the zero energy two{body scat-
tering length g = 4ah2=m. One can show that this gap equation is accurate in the leading
3
order approximation in kF jaj. In this case the chemical potential  can be retained in the
second term under the integral when performing the subtraction, as this corresponds to an
additional correction which is of higher order.
Even though apparently the divergence has been successfully dealt with, a closer in-
spection of the entire approach reveals an inconsistency, which is somewhat hard to spot.
The divergence is due to high momenta and for that reason one has subtracted the term
=2["(k)−− iγ] in the integral. Far away from the fermi surface however, the problematic
term =2
√
["(k)− ]2 + 2 behaves rather like =2j"(k)−j instead. The main dierence
between these two terms appears for hole{like states, with HF energies below the fermi level.
As the fermi energy is nite, the integral over states below the fermi level is also nite. This
shows how dierently states above and below the fermi level are treated however, which is a
rather unsatisfactory feature of this renormalization scheme, which breaks the approximate
symmetry between the particle and hole states. On one hand, in calculating the integral
over the single{particle spectrum above the fermi level one expects a relatively fast conver-
gence, when the energy of the particle states is a \few gaps  away". On the other hand,
the integral over the states below the fermi level converges only for energies of the order
of the fermi energy F = h
2k2F=2m. Clearly, in most cases of interest, the so called weak
coupling limit, when   F , there is absolutely no physical reason to take into account
single{particle states so far away from the fermi level.
One can contemplate the limit of an innitely dense system, when kF ! 1. In this
limit there are, loosely speaking, as many hole{like states as particle{like states. Thus, if
the unrenormalized gap equation has a divergence due to the particle{like states well above
the fermi level, there will be a similar divergence due to hole{like states below the fermi
level. In real systems and in the weak coupling limit this second type of divergence is only
a potential one, which really never materializes itself. The strict absence of this divergence
however does not mean that diculties could not arise. On a similar note, one can claim
that there is really no divergence at all, as there are no real zero{range forces. I think
however that one has to recognize the existence of both types of divergencies, even though
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one of them is less severe and does not quite survive, in order to have a well dened and
reasonably fast converging calculational scheme for zero{range pairing forces.
I show here how a relatively simple modication of the renormalization scheme can easily
deal with this problem in a very clear and easily implementable manner, suitable for any
system, nite or innite, homogeneous or inhomogeneous. I shall describe in some detail a
simpler approach and later I shall sketch a perhaps even more rapidily converging method.
The rst renormalization scheme amounts to a simple change of the approach outlined
above and those studied in Refs. [5,14]. I shall show how this scheme is implemented for an
arbitrary system, with no restrictions to either its size or homogeneity. The renormalized








d"gHF (")(Ec + − ")(r)
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where gHFB(E) and gHF (") are the HFB and HF density of states respectively,
[h(r)− "] ε(r) = 0; (13)




j"− j+ iγ (14)
= − m
2h2jr1 − r2j
+ Γ(r; )jreg +O(jr1 − r2j); (15)
γ is as usual a small innitesimal quantity and r = r1,2 in the limit jr1 − r2j ! 0. As in
Ref. [14], I shall use a Thomas{Fermi approximation for the single{particle wave functions















= −Ec + ; (18)
h2k2F (r)
2m
+ U(r) =  (19)
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and after some straightforward calculations one can show that the renormalized anomalous


























The only formal dierence between this expression and the corresponding expression intro-
duced in Ref. [14] is in the terms containing the second cut{o momentum lc(r). If either
one of the wave vectors lc(r) or kc(r) becomes imaginary, then the corresponding terms in
the renormalized anomalous density r(r) should be dropped. However, if the wave vector
kF (r) becomes imaginary, the renormalized anomalous density is still real as one can easily
establish and the above denition should be used. A generic situation is illustrated in Fig.
1.





















FIG. 1. The parameters used to generate this figure do not correspond to any real system and
the potential only qualitatively resembles a self–consistent nuclear potential. In region I all three
wave vectors lc(r), kF (r) and kc(r) are real and both subtraction terms are present. In regions II
and III lc(r) is maginary and the corresponding subtraction term in Eq. (20) should be dropped.
In region III all three wave vectors are imaginary and both subtraction terms in Eq. (20) should
be dropped. Region III is not necessarily always present. Even though in region II kF (r) becomes
imaginary for larger values of r, the term containing kc(r) is real everywhere and it should be
retained.
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The simplest situation corresponds to innite homogeneous matter, in which case the
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Consequently, as a function of either cut{o momenta kc or lc, the renormalized anomalous
density reaches a plateau when the quasi{particle energy E is rather close (only \a few gaps
away") to the fermi level and not for E  "F as was the case in earlier approaches.
Even though this new renormalization scheme seems more than adequate, there still
seems to be room for further improvement. One can introduce a renormalized anomalous








d"gHF (")(Ec + − ")(r)
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where now the function Γ(r1; r2; ) is dened as




j− "j+  (26)
= − m
2h2jr1 − r2j
+ Γ(r; ;)jreg +O(jr1 − r2j); (27)
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and the quantity  is an additional parameter, which can be chosen in such a way as to
get the best convergence possible. Using the same Thomas{Fermi representation for the
single{particle wave functions  ε(r) and energies, a natural choice seems to be  = (r).
In this way one can achieve a better approximation of the v∗E(r)uE(r) not only at \large"
momenta, but near the fermi surface as well. The rst renormalization scheme described here
consisted in approximating the quasiparticle energy E =
√
("− )2 + 2 with j"−j, which
works rather well away from the fermi surface. The second approach I suggest now amounts
to approximating the quasi{particle energy with j" − j + , which with an appropriate
choice of , is signicantly better near the fermi surface, while retaining a similar quality of
the approximation far away from the fermi surface. Surprisingly, using the Thomas{Fermi
representation described in Ref. [14] and above, one derives a similarly simple formula for
































k2F (r) + (r) + lc(r)√
k2F (r) + (r)− lc(r)

 ;
where (r) = 2m(r)=h2 is a new quantity, which we can choose as (r) = 2m(r)=h2. It is
not obvious that this is indeed the best choice, but it is clear that this is a good one though.
This second approach corresponds to a nite negative imaginary γ, which thus explains the
great similarity between the nal formulas. Apparently, there are other renormalization
schemes equally simple to implement and at least as eective.

































In the kF ! 0 limit the value of this eective running coupling constant naturally agrees
with that derived in Ref. [16]. A similar expression naturally exists for the eective position
running coupling constant in the case of the second renormalization scheme. One has then
the simple expression for the renormalized gap






Even though the cut{o momenta kc(r) and lc(r) and the cut{o quasiparticle energy Ec
appear in the denition of both the eective coupling constant and cut{o anomalous density,
the gap (r) is indeed cut{o independent, once the cut{o has been taken suciently far
from the fermi surface. This situation is similar to the situation described in Ref. [14], with
the single dierence that in the present case the cut{o quasiparticle energy is expected to
have a value much closer to the fermi level.
When computing the total energy of such a system one has to be careful and evaluate







since only this combined expression, containing the trace of the meaneld and of the cut{
o normal density matrix together with the trace of the pairing eld and of the cut{o
anomalous density, is converging as a funtion of the cut{o quasiparticle energy Ec [12].
A natural question arises: \Should one compute eective range corrections?" On one
hand, even though one can formally derive the corresponding correction terms to the pairing
eld [14], likely their inclusion will lead to the appearence of additional divergences, which
should be subsequently dealt with. On the other hand, in the case of the weak coupling,
when   "F , the pairing correlations manifest themsleves in a very narrow energy band
around the fermi level and changes in the magnitude of the momenta of the particles involved
9
in the formation of a Cooper pair are negligible and thus it would be inconsistent to include
eective range corrections.
One should however expect a relatively strong dependence of the \bare coupling constant
g" on the density/local fermi momentum. Consequently, there will be two distinct sources
for the density dependence of the eective position dependent running coupling constant
geff (r), one arising from the renormalization procedure described here and in Ref. [14] and
one from the \intrinsic" density dependence of the \bare coupling constant g()".
The formalism described here paves the way to an LDA to pairing as well in the spirit
of the Hohenberg{Kohn and Kohn{Sham theory [1]. One has simply to add to the usual
LDA energy density functional a pairing term g((r))jc(r)j2 with a density dependent \bare
coupling constant g((r))", deduced from homogeneous innite matter calculations. For the
descriptions of many systems (e.g. nuclei and maybe neutron matter as well) a term linear
in jc(r)j2 will most likely suce. However, as we already know from the Landau{Ginzburg
theory, terms proportional to jc(r)j4 might become relevant and in such a case the energy
density functional should be generalized appropriately. Irrespective of the specic functional
dependence of the energy density functional on the anomalous density jc(r)j2, the emerging
HFB or BdG equations will be local and the ultraviolet divergence in the pairing eld will
have exactly the same character as the one studied here and consequently, can be dealt with
using the same formalism.
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