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Über Ketten von Faktoroiden. 
Von 
0. Boruvka in Brünn. 
In den Vorlesungen über Gruppentheorie, die ich im Jahre 1938/39 
auf der Universität in Brünn gehalten habe, war ich bestrebt, die all-
gemeinen Sätze der Gruppentheorie mit Hinblick auf ihre Abhängigkeit 
von den einzelnen Gruppenaxiomen zu formulieren und zu beweisen. Das 
hat mich naturgemäß zu systematischen Untersuchungen über Gruppoide 
geführt. Unter einem Gruppoid verstehe ich den Inbegriff einer nicht 
leeren Menge G und einer Multiplikation in G. In dieser Arbeit erlaube 
ich mir einen Teil meiner Resultate darzustellen, und zwar die Theorie 
der Ketten von Faktoroiden. Der Begriff eines Faktoroides ist für die 
gesamte Gruppoidentheorie von grundlegender Bedeutung und stellt ein& 
Verallgemeinerung des Begriffes einer Faktorgruppe dar. Ich erlaube mit 
auf seine Definition in Nr. 8 hinzuweisen. Die hier entwickelte Theorie 
der Ketten von Faktoroiden bildet eine weitgehende Verallgemeinerung der 
klassischen Theorie der Normalketten. 
Die Arbeit besteht aus drei Teilen. Im Teile I werden mengentheore-
tische Grundlagen der Gruppoidentheorie entwickelt; der Teil II enthält-
grundlegende Begriffe und Sätze der Gruppoidentheorie und der Teil III 
die Theorie der Ketten von Faktoroiden. 
I. Mengentheoretische Grundlagen der Gruppoidentheorie. 
1. Bezeichnungen. Mengen (Elemente in Mengen) bezeichnen wir in. 
der Regel mit großen (kleinen) lateinischen Buchstaben. Systeme von 
Mengen bezeichnen wir in der Regel mit Symbolen wie z. B. A, Ä und 
ihre einzelnen Elemente mit a, a. s A bedeutet die Summe aller Mengen, 
die in A als Elemente vorkommen. 0 ist das Symbol für die leere Menge-
Die auf zwei Mengen sich beziehenden Symbole V , A , n bedeuten ihre 
Summe, Differenz, Durchschnitt. Die Bedeutung von e, c, z>, = und f£, <£, 
4), =jr dürfen wir wohl als bekannt voraussetzen. Wenn zwei Mengen 
einen nicht leeren Durchschnitt haben, so nennen wir sie Inzident. 
Der Buchstabe G bedeutet die ganze Arbeit hindurch eine nicht leere 
Menge. 
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2. Zerlegungen in Mengen. Ein nicht leeres System A von nicht 
leeren paarweise fremden Untermengen in G nennen wir Zerlegung in G 
und im Falle sA — G Zerlegung von G oder auf G. Ist Ä eine Zerlegung 
in G und A eine Zerlegung von A, so ist das System Ä von Untermengen 
in G, von denen jede die Summe aller in demselben Elemente von A vor­
kommenden Elemente von A ist, wieder eine Zerlegung in G. Wir sagen, 
Ä sei die durch A erzwungene Überdeckung von A, kürzer: eine Überdeckung 
von A. 
Es seien A, G Zerlegungen in G. Die Menge aller nicht leeren Durch­
schnitte eines jeden Elementes in A mit jedem Elemente in C heißt die 
Durchdringung von A, G und wird mit A n C oder G n A bezeichnet. Es 
ist * (A n C) s A n * G. In ähnlicher "Weise definieren wir äie Durch­
dringung einer nicht leeren Untermenge B (zG und der Zerlegung A, und 
zwar als die Menge aller nicht leeren Durchschnitte von B mit den Ele­
menten in A. Bezeichnung: B n A oder A n B. 
Die Menge der Elemente c € G, die mit irgendeinem Elemente ä € A 
inzident sind, nennen wir die Hülle der Zerlegung A in G und bezeichnen 
sie mit A C G oder C 3 A. Nach dieser Definition ist also A L C d G 
und es gilt sA n s(A C G) = sA fl s C. In ähnlicher Weise definieren 
wir die Hülle einer nicht leeren Untermenge B c 6? in der Zerlegung A, und 
zwar als die Menge aller Elemente a(=A, die mit B inzident sind. Be­
zeichnung: B c A oder A 2 B. 
Es ist zweckmäßig, die Symbole A n G, B i~> A, A L G, B L A auch 
für den Fall zu definieren, wo ein oder beide Buchstaben in einem solchen 
Symbole die leere Menge 0 bedeuten, und zwar wieder als 0. 
Der Begriff der Durchdringung von zwei Zerlegungen hängt mit dem 
Begriffe der Durchdringung einer Untermenge und einer Zerlegung und 
ebenso der Begriff der Hülle einer Zerlegung in einer weiteren Zerlegung 
mit dem Begriffe der Hülle einer Untermenge in einer Zerlegung in folgender 
Weise zusammen: 
J n C = ( * i " n C J n ( J n * C ) , ZcC = sÄlC. 
Wenn eine Untermenge B und eine Zerlegung A in G gegeben sind, 
wobei 5 f l « 4 =|=0, so ist dadurch einerseits die Zerlegung B nA von 
B fl s A und andererseits die nicht leere Untermenge B L A in A ein­
deutig bestimmt. 
Wir überlassen es dem Leser, die folgenden einfachen Beziehungen 
zwischen Durchdringungen und Hüllen zu beweisen. Dabei bedeuten A,G 
Zerlegungen und BzzD Untermengen in G, 
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1. l°Bn! = (5n*I)nI 2° B L Ä = (BHsÄ) C Ä\ 
'2. S(SÄZ C ) n J = « C n l ; 
"3. ( Z ) c I ) n ß = D [ ( I n B ) ( = D c I n ß). Daraus folgt (für D = B) 
'4. (BcÄ)nB =Är,B; 
'5. {BL Ä)nD = An D. 
3. Zerlegungen aul Mengen. Wir werden nun insbesondere Zerlegungen 
auf G betrachten. Als Beispiele von solchen Zerlegungen führen wir an 
die aus dem einzigen Elemente {Gf} bestehende größte Zerlegung Gmax von G 
und die kleinste Zerlegung Gmin von G; diese besteht aus den Untermengen {a}, 
wobei a G G. 
Es seien Glt G2 Zerlegungen von G. Wenn jedes Element in G\ die 
Summe von einigen in G2 vorkommenden Elementen ist, so nennen wir 
G1(G2) ÜberdeeJcung (Verfeinerung) von G2 (Gi) und sagen, Gx (G2) sei oder 
liege über (unter) G2(G1). Bezeichnung: Gx ^ G2 oder G2 ^ G±. 
'1. Wenn G± ^ G2 gilt, so folgt aus at G Glf ä2GG2, a x D »2 =1= 0 die 
Beziehung äi z> a% und umgekehrt. 
Beweis . Ist Gx ^ G2 und a^ €Glt £G2, a i D ä 2 =|= 0, so ist a± die 
Summe von einigen in G2 vorkommenden Elementen; unter diesen befindet sich 
das Element a2 wegen äi fl « 2 =t= 0 und weil die Elemente von G2 paar-
weise fremd sind. Folgt umgekehrt aus at G 6?i, a2 G G2, «i f"l ä 2 =}= 0 die 
Beziehung ä\ ID a2, so ist das Element % die Summe aller mit ihm inzidenten 
Elemente in G2. 
Wir bemerken, daß die oben definierte Beziehung ^ zwischen Zer-
legungen von G reflexiv, antisymmetrisch und transitiv ist, also in jedem 
nicht leeren Systeme von Zerlegungen von G eine partielle Ordnung be-
stimmt. Wegen Gmax ^ G± ̂  Gmin hat das durch diese Beziehung ^ teil-
weise geordnete System aller Zerlegungen von G das größte Element Gmax 
und das kleinste Element 6rm t M. 
Wir betrachten nun ein nicht leeres System (X) von Zerlegungen 
von G. Wenn für eine Zerlegung G von G die Beziehung G ̂  X (G ^ X) 
besteht, und zwar für jede Zerlegung X G {X)t so nennen wir G Über-
deckung (Verfeinerung) von (X) oder gemeinsame Überdeckung (Verfeinerung) 
von Zerlegungen in {X} und sagen, sei oder liege über (unter) (X). Eine 
Überdeckung von (X) heißt größte (kleinste) Überdeckung von (X), wenn 
sie über (unter) jeder Überdeckung von (X) liegt; eine Verfeinerung von (X) 
heißt größte (kleinste) Verfeinerung von (X), wenn sie über (unter) jeder 
Verfeinerung von (X) liegt. Offenbar ist Gmax die einzige größte Über-
deckung und Gmin die einzige kleinste Verfeinerung von (X). 
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'2. Es gibt genau eine kleinste Überdeckung von (X). Dieselbe ist durch. 
die im Teile a) des folgenden Beweises gegebene Konstruktion bestimmt. 
Beweis , a) Es sei G0 6 (X) und a 0 , b0^G0. Eine geordnete endliche 
Menge von Elementen in G0 
•••> « « } 
nennen wir Kette in (X) von a<> nach bQ, wenn a± — a 0 , aa = b0 und wenm. 
je zwei einander folgende Elemente in der Menge mit einem und dem-
selben Elemente einer geeigneten Zerlegung X £ (X) inzident sind. Die 
für je zwei Elemente a0, b0 in G0 durch die Existenz einer Kette in (.X} 
von Oo nach b0 definierte Beziehung ist offenbar reflexiv, symmetrisch 
und transitiv. Es gibt also eine Zerlegung G0 von G0, so daß für je zwei 
in demselben Element in G0 liegenden Elemente von G0 eine Kette in (X} 
von dem einen nach dem anderen existiert, während es keine solche Kette 
gibt für zwei Elemente in G0, die in verschiedenen Elementen von G0 liegen. 
Die durch G0 erzwungene Überdeckung U von G0 ist die kleinste Über-
deckung von (X). 
b) U ist eine Überdeckung von {X). Zum Beweise betrachten, wir 
eine Zerlegung X € (X) von G und zwei inzidente Elemente « € U, x€ X-
Nach '1 genügt es zu zeigen, daß « D s ist. Nun gibt es. aber nach der 
Definition von u und wegen « f i x + 0 ein OQ € G0, so daß u 3 «e0 r «b H x =j= Ol. 
Wir wählen ein x € x und betrachten das durch die Beziehung: x € feo> be-
stimmte Element b0 £G0. Offenbar ist {ä 0, b0)
 e m e Kette in. (iX) von äo 
nach b0. Die Elemente ao, b0 von G0 sind also in demselben. Elemente 
von G0 enthalten; also ist u Z) bo- Daraus folgt x & u und weiter WZD X: 
c) U ist eine kleinste Überdeckung von (X). Zum Beweise betrachten 
wir eine Überdeckung G von {X) und zwei inzidente Elemente ä€GR 
«"€ U. Nach '1 haben wir zu zeigen, daß ä z> it ist. Nun ist aber a die 
Summe von einigen Elementen in G0 und desgleichen u. Daraus folgt 
wegen ä PI u 4= 0 die Existenz eines Elementes OQ £ G0, wobei OQ C a fl 
Es sei b0 £ GQ , b0 c u. Es gibt eine Kette in (X) von ao nach 60 
, . . . , ä t t}, («! = ä 0 , aa — bo} 
und nach der Voraussetzung besteht die Beziehung ( ^ c ö . Wir nehmeni 
an, daß für ein (1 ^ ) j ö ( ^ a — 1) auch die weiteren Beziehungen 
c ä bestehen. Dann gibt es in einer geeigneten Zerlegung X € (X) von G 
ein mit äß, äß + 1 inzidentes Element x. Wegen aß c ä ist x fl o> =t= 0 und 
aus X ^ G folgt » c a . Also ist a^ + j_ n a =i= 0, und aus G0 ^ G folgern, 
wir üß + 1 cz a. Somit haben wir äa cz a und daher auch ü c ä bewiesen. 
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d) U ist die einzige kleinste Überdeckung von (X). Denn ist auch G 
•eine kleinste Überdeckung von (X), so gelten die BeziehungenG^U, U^G, 
woraus wegen der Antisymmetrie der Beziehung ^ folgt G = ü. 
'3. Es gibt genau eine größte Verfeinerung von (X). Dieselbe ist durch 
•die im Teile a) des folgenden Beweises gegebene Konstruktion bestimmt. 
Beweis , a) Es sei a, b eG. Wir sagen, daß sich a mit b verbinden 
läßt, wenn a in demselben Elemente von jeder Zerlegung Z e (X) von G 
wie b liegt. Die für je zwei Elemente a,btG definierte Beziehung, daß 
sich a mit 6 verbinden läßt, ist offenbar reflexiv, symmetrisch und tran­
sitiv. Es gibt also eine Zerlegung V von G, so daß sich zwei Elemente 
in G dann und nur dann verbinden lassen, wenn sie in demselben Elemente 
von V liegen. V ist die größte Verfeinerung von (X). 
b) V ist eine Verfeinerung von (X). Zum Beweise betrachten wir eine 
^Zerlegung X G (X) von G und zwei inzidente Elemente v G Vt x&X. Nach '1 
genügt es zu zeigen, daß x z> V ist. Wegen v f] % 0 gibt es ein a G v n x 
und nach der Definition von V läßt sich a mit jedem b G v verbinden. Es 
ist also b G », und daraus folgt x 3 v. 
c) V ist eine größte Verfeinerung von (X). Zum Beweise betrachten 
wir eine Verfeinerung G von (X) und zwei inzidente Elemente v G V, a G G. 
Wieder genügt es, die Beziehung v Z) a zu beweisen. Wegen v n ä =)= 0 
gibt es ein a G v n «• Es sei X G {X), x € X, a G x. Da ö eine Ver­
feinerung von (X) ist, so haben wir a c x. Also läßt sich a mit jedem 
h G ä verbinden, und daraus folgt i ; D a. 
d) F ist die einzige größte Verfeinerung von (X). Der Beweis ist 
.ähnlich wie in '2&). 
Nach den Sätzen '2, '3 bildet das durch die Beziehung 2> teilweise 
.geordnete System aller Zerlegungen von G einen vollständigen Verband 
^complete lattice). Wie wir schon erwähnt haben, hat dieser vollständige 
Verband das größte Element Gmax und das kleinste Gmtn. 
Wir beweisen noch den folgenden Satz betreffend die kleinste gemein­
same Überdeckung U von zwei Zerlegungen Gi, G2 von G. 
'4. Aus ax G Glt €G2, « (d i C G2) = s{a2 C Gi) (=u) folgt u G ü. 
Beweis . Nach der Definition von ü ist ü — E\by = Z2b2, wobei 
sich 27x {E2) auf die mit a2 («i) inzidenten Elemente b± G Gx (62 G G2) be­
zieht. Da jedes Element von a\ (a2) in einem Elemente von G2 liegt, 
«o ist a1} a2 c u. Also ist ai (ä2) eines der Elemente bx (62) und ist daher 
mit a2 (äi) inzident. Für bj. €Glf bx c u stellt also {a x, eine Kette in 
\@u ^2} von «i nach b± dar. Wir haben nur noch zu zeigen, daß es für 
b\ G Gi, by cf: u keine Kette in {G1,G2} von aj nach &! gibt. Gibt es eine 
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solche Kette = a J 0 , « n , « I « = 61}, so gilt für ein geeignetes 
(0 ^) ß a — 1): ä 1 ( J c M, a 1 / J + 1 et M. Nach der Definition einer Kette 
gibt es ein mit a l ä und « l > ( j + 1 inzidentes Element b2 €6r2. Aus cz « 
und 6 2 H äi |j 4= 0 folgt 62 c: « , und wegen 62 ^ äi, (j + 1 =1= 0 ist p + x c « . 
4. Verknüpfte Zerlegungen. Es seien ,4, C Zerlegungen in G. Wir 
nennen die Zerlegungen A, G verknüpft und sagen, daß Ä (G) mit C (A) 
verknüpft ist, wenn es zu jedem Elemente a € A genau ein mit ihm inzi-
dentes Element c 6 0 gibt und umgekehrt zu jedem Elemente c € G genau 
ein mit ihm inzidentes Element ä € A. 
Wir werden nun voraussetzen, daß A = 0 C A, C = A L G. Daraus 
folgt sA n sG =j= 0. 
1. Die A, G sind verknüpft, wenn und nur wenn Ari sG = CnsA ist. 
Beweis, a) Die A, G seien verknüpft. Man betrachte z. B. ein 
Element a' € A n s C, so daß a' = a PI s C gilt, wobei a ein geeignetes 
Element in A bedeutet. Nach der Voraussetzung gibt es genau ein mit a 
inzidentes Element c € G und a ist das einzige mit c inzidente Element 
in A. Es ist also a! = aC\ c = c H sA dC n sA. 
b) Es Bei An ,sC = C n sA. Wir haben vorausgesetzt A = G L A, 
d. h. daß jedes Element in A mit wenigstens einem Element in G 
inzident ist. Ist ein Element a € A mit Ci, c%£G inzident, so ist 
« H (öi V ̂ ) c a fl « C e C n « 4 und es gibt ein Element c E C , für das 
die Beziehung a C\ (ÖL y (%) cz sA f\ c besteht. Daraus folgt, da die 
^Elemente in C paarweise fremd sind, öx — = c. 
Wir betrachten nun eine gemeinsame Überdeckung B der beiden Zer-
legungen A n sC, GnsA der Menge sAflsG und definieren die Zer-
legung A (C) von A (C) in folgender Weise; Jedes Element in A (G) ist 
die Menge aller Elemente in A (C), die mit demselben Elemente in B in-
zident sind. Es sei Ä (C) die durch A (C) erzwungene Überdeckung von 
A (C); es ist also 27 d £Ä (27 c G C), wenn und nur wenn 27 (a D sG) € B 
(27 (c D * Ä) € 5) gilt. 
"2. Die 4, C SWÄ verknüpft und es gilt A n G = B. 
Beweis. Aus 4 = C C 4 folgt A = C C A und ähnlich C = 4 C C. 
Es genügt zu zeigen, daß 
(1) ÄnsC = CnsÄ = B 
gilt. Denn zu jedem a' € An sC gibt es ein ä 6 A, so daß a' = a fl « (7 
= ä PI 27 c, wobei sich 27 auf alle in G vorkommenden Elemente c bezieht. 
Ist (1) erfüllt, so sind nach 1 die Ä, G verknüpft, und daher gibt es ein 
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a 
einziges mit ä inzidentes Element c € G. Also ist a' = af\ c € A ri G. Daraus 
folgt i n « 0 c -4 n (7 und ähnlich 3 und daher A r\ sG = Ar\C. Es 
sei also (Z1 a)f\sC€AnsC, wobei Exa £A. Wir haben (Ex a)f\sG 
= 2?! (ä PI & C) € B. Da B zugleich eine Überdeckung der Zerlegung GI-ISA 
von sA D sG ist, so ist Zx (a D «C) = ^ ( c D «vi), wobei die c in 0 
sind. Daraus folgt E2c € C, also 2"2(c H «^i) = (272 c) f"l #.4 e (7n * 
Also ist ä) n sG e G n 
5. Adjungierte Zerlegungen. Wir betrachten Zerlegungen A, G in G 
und setzen voraus, daß B 6 A, D € C, wobei 5 fl'Z) =|= 0. Wir setzen ,4 = 
G = sG. Aus der Voraussetzung 5 n D =f= 0 folgt B £D LA, D£&LÖ 
und wegen B (zA, D (zG ist 0 4= 5 n # c 5 n Z) n -4. Also sind 
(1) D C i n C , BcCnA 
Zerlegungen in 6r. Wenn für diese Zerlegungen die folgende Gleichheit 
besteht 
(2) s(D Z InC) = s(B LGnA), 
so sagen wir, daß die Zerlegungen A, C in bezug auf B, D adjungiert sind, 
oder, daß die Zerlegung A (C) zur G (A) in bezug auf B, D adjungiert ist. 
Aus 2 1 2° folgt, daß man eine äquivalente Definition erhält, wenn man. 
die Symbole (1) durch 
(1') (DK A)Z(ÄnC), ( ß n C ) C ( Ö n A) 
ersetzt, wenn also die folgende Gleichheit gilt: 
(2') s((D f\A)L (In CO) = s((B n C)Z (ÖC A)). 
Die Gleichheit (2) besteht z. B . dann, wenn Ä die größte oder die kleinste 
Zerlegung von A ist. 
Wir setzen nun voraus, daß A, C in bezug auf B, D adjungiert sincL 
Dann sind 
Ä1 = ClI, C1=ÄLC, 
I2 = DZÄ, C2 = B C C 
Zerlegungen in G. Wir setzen Ax = sAi, usw., und erhalten die folgenden 
Beziehungen: 
I D I ^ Z ^ {B}, G Z> Ci D G2 z> {D}, 
AID i i D A2z> B, C D C I D C 2 D D . 
' i . Es gibt verknüpfte Überdeckungen Ä, G von Alt Glt wobei A2 €Äy 
G2 €G gilt. Dieselben sind durch die im Teile a) des folgenden Beweises, 
gegebene Konstruktion bestimmt. Die Mengen A2, C2 sind Inzident. 
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Beweis, a) Jedes Element in A\ (Ci) ist in A (G) enthalten und ist 
mit C (A), also auch mit einem mit A (C) inzidenten Elemente in C (.4) 
inzident; dieses Element in C (A) ist also in Ci (AJ. Es ist also 
Äx = CXL A u C1 = Ä1zC1. 
"Weiter ist nach 2 5 2 
A1mC1 = A1nC = A n C, 
C 1 n i ; = C 1 n i ' = C n I , 
so daß AL n C j , Clr\ A± Zerlegungen auf A H C sind. Wir bezeichnen 
mit U ihre kleinste gemeinsame Überdeckung. Nach 4 '2 gibt es verknüpfte 
Uberdeckungen A, C von Ai,Cx, für die A n C = U gilt. Jedes Elem&nt 
in A (C) ist die Summe aller mit demselben Elemente in U inzidenten 
Elemente in A1 ((7i). Ä, C sind die erwähnten Uberdeckungen. 
b) Es ist A2 € Ä, C2 € C. In der Tat, aus den Beziehungen B f.A , 
DeC folgt 
und da die A, C in bezug auf B, D adjungiert sind, so gilt (2'). Es gilt 
also nach 3 4 
ueü, 
wobei u die beiderseits in (2') stehende Menge bedeutet. Die einzelnen 
Elemente in X (C) sind die Summen aller je mit einem Elemente in U in­
zidenten Elemente in A-± (Ci). Zur Feststellung der Beziehung A2€Ä 
(C 3 e C) genügt es also zu beweisen, daß A2 (C2) die Summe aller mit u 
inzidenten Elemente in A\ (Cy) ist. Nun ist aber 
« = « ( / ) [ J n C ) = * ( I 2 n C ) = i 2 n C. 
Ein Element in A\ ist zugleich in A enthalten und ist inzident mit C; es 
ist in gleicher Zeit in A2i wenn und nur wenn es sogar mit D, also auch 
mit A2 n C = u inzident ist. Es sind also mit u genau diejenigen Elemente 
in A\ inzident, die in A2 enthalten sind; ihre Summe ist also A2. Ähnlich 
folgt aus den Gleichungen 
u = * (B L C n A) = * (C2 n A) = C 2 n A, 
daß die Summe der mit u inzidenten Elemente in Ci die Menge G2 ist. 
c) Aus 0=\=Bf\DaA2r\ C2 folgt A2 n C2 =4= 0. 
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II. Grundbegriffe der Gruppoidentheorie. 
6. Gruppoide. Wir bezeichnen nach wie vor mit G eine nicht leere 
]\lenge. Den Inbegriff von G und einer Multiplikation ZM in G nennen wir 
•Gruppoid1). G (31/1) ist das Feld (die Multiplikation) des Gruppoides. 
Gruppoide bezeichnen wir in der Regel mit denselben jedoch deutschen 
^Buchstaben wie ihre Felder, z. B. ©, und übertragen auf dieselben die für 
ihre Felder definierten mengentheoretischen Begriffe und Symbole. Wir 
sprechen also z. B. von Elementen, Untermengen, Zerlegungen in bzw. auf 
Gruppoiden und schreiben a € ©, - 4 c ® , usw. Das Produkt von a und 6, 
wobei a, b € ©, bezeichnen wir mit a . b oder kürzer mit a b. Es ist zu 
beachten, daß im allgemeinen über die Multiplikation keine zusätzlichen 
Toraussetzungen (wie etwa die Gültigkeit des Assoziativgesetzes usw.) ge­
macht werden. 
Die folgenden Grundbegriffe der Gruppoidentheorie dürfen wir wohl 
als bekannt voraussetzen: 
1) Den Begriff des Produktes AB einer Untermenge i c ( 5 und einer 
weiteren Untermenge ß q ® . Ist einer der beiden Faktoren A, B leer, so 
wollen wir unter dem Symbole AB die leere Menge verstehen. 
2) Den Begriff eines Untergruppoides 21 in © und eines Obergruppoides 
<g über 2t. Bezeichnung: 21 c ©, • © 3 21. Wenn 21 c ©, 21 =j= ©, so nennen 
wir 21 echtes Untergruppoid in ©, und ähnlich definieren wir ein echtes 
Obergruppoid. Für jedes 21 c © besteht die Beziehung AAaA; gilt um­
gekehrt diese Beziehung für eine nicht leere Untermenge i c ® , so bildet 
dieselbe samt der durch iM, bestimmten Multiplikation in A ein Unter­
gruppoid in ©. 
3) Der Begriff des Durchschnittes und der Vereinigung von zwei Unter-
gruppoiden 21,©. Bezeichnungen: 21D23, 21 USB. 
Im folgenden bedeutet © — (G, ZM) ein Gruppoid. 
7. Erzeugende Zerlegungen in Gruppoiden. Eine Zerlegung A in © 
nennen wir erzeugende Zerlegung in ©, wenn es zu jedem geordneten Paare 
a, b von Elementen in A ein Element c € A gibt, so daß die folgende Be­
ziehung besteht: ab<zc. Als Beispiel von erzeugenden Zerlegungen in © 
führen wir die beiden extremen Zerlegungen Gmax, Gmin von © an. 
]) Der K ä m e „ G r u p p o i d " für diesen Begriff findet sich in der Arbeit B. A. Haus­
mann and Oysiein Ore: Theory of quasigroups (Amer. J.Math., Vol. LIX, 1937). 
Im engeren Sinne kommt er vor bei Garrett Birkhoff: Rings of sets (Duke Math. J., 
Vol. 3, 1937, p. 444). Siehe auch H. Brandt: Über eine Verallgemeinerung des 
Oruppenbegriffes (Math. Annalen, Bd. 96, 1927). 
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Es seien A,G erzeugende Zerlegungen in 05. 
1. Es ist s A. s A (zs A. 
Denn für a;besA gibt es Elemente ä,b,c£A, so daß die Be-
ziehungen a£a, b£b, äb<pc bestehen. Also ist ab £ab c.c <zs A. 
Nach diesem Satze ist der Inbegriff der Untermenge sA und der 
durch ZM bestimmten Multiplikation in sA ein Untergruppoid in 05. 
'2. Wenn s AflsG =(= 0 ist, so sind Ar\ G und A c G erzeugende Zer-
legungen in 05. 
Beweis . Unter der obigen Voraussetzung sind i n C und A C 0 
Zerlegungen in 05. a) Wir betrachten zwei Elemente x, y &A n C. Nach 
der Definition von AnC gibt es Elemente a~^a\€.A\ c^c^zC, so daß 
x = äi H öi, y = a 2 fl c2. Da .4 (C) eine erzeugende Zerlegung ist, so 
gibt es ein a€A(c€G), so daß äiä2dä{CiC2(Zc). Nun ist aber 
« j i c ä ^ n C i C a C ö n c ^ i n C . b) Wegen A C G = sA C C genügt es 
zu beweisen, daß sÄL G erzeugend ist. Es seien Cj, c2 € s A C C Da C 
erzeugend ist, so gibt es ein c€G, so daß CiC^Cc. Wir wählen ein 
xesAnäx und ein y GsAOc^. Es ist xy £sA.sA fl öj ca c «-4 fl c, 
woraus sAf\ c =t= 0 folgt. Also ist c 6*^4 C C 
Wir setzen nun A = GZA,C = ALC Voraus und betrachten eine gemein-
same Überdeckung B der beiden auf der Menge s A fl s G liegenden Zer-
legungen A™ sC, CnsA und definieren die Überdeckungen Ä, G von A, C 
in derselben Weise wie in 4 '2. 
'3. Wenn B erzeugend ist, so sind es auch A, C. 
Beweis . Es sei 27j.au, E2a2€.Ä\ also sind die alta2 Elemente in A 
und 27 1 (ä 1 n«(7) , ^ (cfeH^C) sind Elemente in B. Da A erzeugend ist, 
so gibt es zu jedem Produkte ä j a 2 ein ai2€A, so daß ä j t ^ c : ^ , woraus 
(«i D * G) (ozD 8 G) c ä 1 2 H s C folgt. Da B erzeugend ist, so gibt es ein 
273 (ä 3 n * G)_e B, so daß 27j (äj fl * C) 272 fl * C) = 27j 272 (äj fl * C) («g n * G) 
d 273 H s G) ist. Dabei sind die ä 3 Elemente in A und Z^a^tA. Eür 
jedes äj (02), auf das sich 27j (272) bezieht, haben wir also die Beziehung 
(ä\r\8C)(a2r\»C) (z(ä12r\8C)n Z3(äsC\sC). D i e ä 1 2 n * C ' , a 3 n * C s i n d 
aber Elemente in der Zerlegung Ari sC von s A fl sG. Also gilt für ein 
geeignetes hinter dem Zeichen 273 stehendes «3 die Beziehung ä12f\sC 
= ö 3 ("I s G, woraus a 1 2 = «3 folgt. Wir haben also schließlich 27j a1 S2 a2 
c 27 j27 2 ä l 2 c 27 3 Ö3^^ 0 , womit der Satz bewiesen ist. 
. Es sei nun (X) ein nicht leeres System von erzeugenden Zerlegungen 
von 05. 
Über Ketten von Faktoroiden. 51 
4. Die kleinste Überdeckung U von (X) ist erzeugend. 
Beweis. Es sei ü,vGZ7- Wir haben zu zeigen, daß es ein töeU 
gibt, so daß u v c w- Wir betrachten eine Zerlegung GQ G (X) von G und 
beliebige Elemente ä0~b0€G0; «o<=w, b0<zr- Da G0 erzeugend ist, so gibt 
es ein CQ-G GQ, so daß a0b0 c c0. Wir bezeichnen mit w dasjenige Element 
in U, für welches c0 c: w gilt. 
Es sei äa,bß£G0> ä B c « , bp<zv. Es gibt ein cyeG0, für welches die 
Beziehung äa bp c cY besteht, und wir haben zu zeigen, daß cy c w gilt. 
Nach der Konstruktion von ü gibt es eine Kette in (X) von ÖQ nach aa: 
{a0,...,««} und eine Kette in (X) von bo nach bpi {bo,.. .,bp}. Wir können 
ß = «. voraussetzen, denn z. B. im Falle ß < oc genügt es, zu der zweiten 
Kette oc — ß gleiche Elemente bp zuzufügen, um diese Voraussetzung zu 
erfüllen. Nun gibt es Elemente c 0 r . . ., C 2 « G #0 )
 s o daß für ju = 0,. . ., oc 
die Beziehungen =) ä« C 2 « + i => â  + ifr^ (c 2« + i = ä « f i = 0, c 2 a = c y ) 
bestehen, und es genügt offenbar zu beweisen, daß {CÖ, C 2 « } eine Kette 
in (X) von c0 nach c2<* ist. Zu diesem Zwecke werden wir zeigen, daß zu 
je zwei einander folgenden Elementen c,, cv+i (v = 0 , . . . , 2 oc — 1) ein mit 
beiden inzidentes Element in einer geeigneten Zerlegung G € (X) von G 
existiert. Es sei z. B. v = 2 /LI eine gerade Zahl. Nach der Voraussetzung 
gibt es in einer geeigneten Zerlegung G € (X) ein mit aß, aa +1 inzidentes 
Element x; es existieren also a', b' € G, so daß a' (1 6' € ö̂  + 1 n ä. 
Wir wählen ein a" G 6̂ . Dann gibt es ein y G G> so daß a" € b^Dy. Da 
6? erzeugend ist, so gibt es ein z € G, für welches xy czz gilt. Nun haben 
wir a'a" 6 x y D a u b^ c c„ und desgleichen tVa" G as n a^+iö^ <z zfl cr + 1 , 
woraus folgt, daß a! a" (&'«") sowohl in £ als auch in c„ (Ci»+i) enthalten ist. 
'5. Die größte Verfeinerung V von (X) ist ebenfalls eine erzeugende. 
Beweis. Es sei u,v € V. Wir haben zu zeigen, daß es ein w € V gibt, 
so daß uv (zw. Wir betrachten beliebige Elemente a£u, b Gv von G und 
bezeichnen mit w dasjenige Element in V, welches ab enthält. Weiter be-
trachten wir beliebige Elemente x£üt y£v in G\ a (b) läßt sich also mit 
x {y) verbinden. Offenbar genügt es zu zeigen, daß ab sich mit xy ver-
binden läßt. Es sei also G£{X), c eG, ab£c. Wir haben zu zeigen, daß 
xy£c. Wir bezeichnen mit a (6) dasjenige Element in G, welches a (b) 
enthält. Nach der Voraussetzung haben wir x£ä, y£b, also xy £ab. Da 
G erzeugend ist, so gibt es ein c' c G, für welches ab c c' gilt. Nun ist 
aber ab € c fl a 6 ccf lc ' , woraus c' = c folgt. Also ist xy G c-
Nach den beiden letzten Sätzen ist die durch die Beziehung ^ teil-
weise geordnete Menge aller erzeugenden Zerlegungen von (5 ein voll-
4* 
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ständiger Verband. D a die Gmax und Gmin erzeugende Zerlegungen von © 
sind, so hat dieser vollständige Verband das größte Element Gmax und das 
kleinste Gmin. 
8. Faktoroide. Es sei A eine erzeugende Zerlegung in ©. W i r defi-
nieren eine Multiplikation SV i n A i n folgender Weise: F ü r a,b€A ist das 
Produkt von a und b dasjenige Element ceA, für welches ab<zc gilt. Das 
Gruppoid 9t = (A,ZN) nennen wir Faktoroid in © und im Falle, daß A 
auf © liegt, Faktoroid von © oder auf ©. Wi r schreiben a-b = c und 
haben daher a b c a • b G 91. Durch A ist also das entsprechende Faktoroid 91 
eindeutig bestimmt. Das Untergruppoid in ©, dessen Feld s A ist, be-
zeichnen wir mit * 91. En thä l t 91 das Feld B eines Untergruppoides SB c © 
als Element, so sagen wir, 9t enthalte das Untergruppoid 93 als Element 
und schreiben SB G 91 oder 91 B SB. Als Beispiele von Faktoroiden in © 
führen wir an das größte Faktoroid © m a x und das kleinste Faktoroid 
®»»n von ©. 
Es seien 91, £ Faktoroide in ©. Entsprechend dem Satze 7 '2 können 
wir im Falle 8 A D s C =(= 0 die Begriffe der Durchdringung von 91 und (£ 
und der Hülle von 91 in (£ definieren; Bezeichnungen: 91 n (£ oder (En 9t 
und 91 C (E oder (E 3 91. Ebenso offenbar sind die Begriffe der Durch-
dringung 93 n 91 oder 91 n SB von 91 mit einem Untergruppoid SB c © und 
der Hülle SB C 91 oder 91 1 SB von SB in 91 und die Begriffe von verknüpften 
und adjungierten Faktoroiden. 
Es seien Sil 3 SB, (E3 2) adjungierte Faktoroide in bezug auf SB, 2). Wi r 
setzen 9t = s 9t, usw. Dann sind nach 7 '2 
9ti = (E L 9t, (Ex = 91 C (S, 
9t2 = D C 91, G2 = S B C C 
Faktoroide in ©. 
Aus 5 '1 (mit Benützung von 7 '2 "4 '3) folgt der folgende Satz: 
'1. Es gibt verknüpfte Überdeckungen 9t, (E von 9ti, (Ei, so daß 91a € 9t, 
(E2 £(E; dieselben sind durch die i n 5 '1 a) gegebene Konstruktion bestimmt. 
Die Untergruppoide 9I2, (E2 Inzident. 
W i r betrachten nun Faktoroide auf ©. 
E s seien © l 5 © 2 Faktoroide auf ©. Wi r schreiben ©j ^ © 2 oder 
©2 ^ ©!, wenn für die Felder Gv G2 von © l 5 © 2 die Beziehung 6?i ^ G2 
besteht; i n diesem Falle nennen wir © i ( © 2 ) Überdeckung (Verfeinerung) 
von © 2 ( © i ) und sagen, das Faktoroid ©1(62) sei oder liege auf © 2 ( © i ) . 
®max (©2) i 8 ^ die größte (kleinste) Überdeckung von © 2 ; © i ( © T O f n ) ^ die 
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größte (kleinste) Verfeinerung von ©j. Durch jede Überdeckung © x von 
© 2 ist eine (und zwar die Überdeckung © t erzwingende) Zerlegung © 2 von 
© 2 eindeutig bestimmt. Umgekehrt erzwingt jede Zerlegung © 2 von © 2 
eine bestimmte Überdeckung Gi der erzeugenden Zerlegung © 2 von ©. 
Wenn 6?i erzeugend ist, so ist das Faktoroid © 1 } dessen Feld G± ist, die 
durch G2 erzwungene Überdeckung von © 2 . Wann dieser Fall eintritt, 
darüber belehrt der folgende Satz. 
'2. Es sei ©2 ein Faktoroid auf © und Gi die durch eine Zerlegung G2 
von ©2 erzwungene Überdeckung der erzeugenden Zerlegung G2. Die Zer-
legung Gx ist dann und nur dann erzeugend, wenn dieses für die Zerlegung 
U2 der Fall ist. 
Beweis , a) Wir setzen voraus, daß G2 erzeugend ist. Es sei 
ai, &i G Gi. Wir haben zu zeigen, daß es ein Ci€Gi gibt, so daß 
« i & j C C i . Nun ist aber ax =• Ea\, bi = 27 62, wobei sich die erste (zweite) 
Summe auf alle in demselben Elemente a 2 (62) von G2 liegenden Elemente 
von G2 bezieht. Da G2 erzeugend ist, so gibt es ein c2£G2, so daß 
a2 • b2 d c2 gilt. Wir bezeichnen mit Ci die Summe der in liegenden 
Elemente von G2 und haben Ci^Gy Offenbar gilt für jedes o2(62), auf 
welches sich die erste (zweite) Summe bezieht: a2 • b2 € «2 • b2 c c2 . Also 
ist Oibi = 27 Ea^b2 c E E a2- b2 c cv 
b) Wir setzen nun voraus, daß Gi erzeugend ist, und behalten die Be-
deutung für aiJ>i\ «2*^21 ° 2 » b2. Da Gi erzeugend ist, so gibt es ein c i € Gi, 
für welches % bi c cx gilt. Nach der Definition von Gi gibt es Elemente 
c 2 G G2, so daß ci = 27 c2, und die Menge dieser Elemente ist ein Element 
C 2 £ 6 r 2 ' Für a2€a2, b2 ib2 haben wir ö ^ c c i und daher gibt es ein 
C2 € C2, so daß ä2b2ac2. Daraus folgt Ö 2 . & 2 = = c^G c.2 und schließlich 
02 • b2 c c2. 
Es sei © ein Faktoroid auf ©. Nach dem Satze '2 ist jede Über-
deckung von © durch eine erzeugende Zerlegung G von © erzwungen. 
Wir sagen auch, daß die Überdeckung durch das entsprechende Faktoroid © 
von © erzwungen ist. Offenbar ist die größte (kleinste) Überdeckung 
von © durch das größte (kleinste) Faktoroid von © erzwungen. 
Wir setzen nun voraus, daß © ein Untergruppoid © 1 cz © als Element 
enthält und bezeichnen mit © eine Überdeckung von ©. 
'3. Es gibt genau ein durch die Beziehungen © 3 © 2 3 © 1 bestimmtes 
Untergruppoid ©2 in ©. Das Faktoroid © 2 1 - 1 © ist ein Untergruppoid in ©. 
Beweis . Offenbar gibt es höchstens ein solches Untergruppoid © 2. Wir 
betrachten das die Überdeckung © erzwingende Faktoroid © von ©. Das 
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Feld Gi von ©i ist in einem Elemente a von © als Element enthalten 
und aus ff^iC^i folgt a-a ca. W i r bezeichnen mit ©2 das Unter-
gruppoid in ©, dessen Feld a ist, und setzen © 2 = * ©2. Offenbar hat 
das Untergruppoid ©2 die obigen Eigenschaften. 
9. Relativ einfache und einfache Gruppoide. Es sei a e ©. Wenn 
jedes Faktoroid von © entweder ® m a x ist oder die aus dem einzigen Ele­
mente a bestehende Menge {«} als Element enthält, so nennen wir © ein­
fach in bezug auf a. Wenn © in bezug auf eines seiner Elemente einfach 
ist, so sagen wir, © sei relativ einfach. Wenn © in bezug auf jedes seiner 
Elemente einfach ist, so nennen wir es einfach. 
1. Wenn © einfach ist, so sind &max und ©TOtn die einzigen Faktoroide 
von © und umgekehrt. 
B e w e i s . Aus der Definition folgt, daß © einfach ist, wenn © m a j ! und 
die ein/jgen Faktoroide von © sind. W i r setzen also voraus, daß 
© einfach ist, und betrachten ein Faktoroid © von ©. Wenn © =|= ® m M 
ist, so enthält © für jedes a€© die aus dem einzigen Elemente a be­
stehende Menge {a} als Element, woraus © = (5min folgt. 
W i r betrachten nun relativ einfache und einfache Faktoroide. 
Es sei © ein Faktoroid von © und es sei ©! € ©. Wenn © in bezug 
auf das Element G1} das Feld von © l a einfach ist, so sagen wir auch, © sei 
einfach in bezug auf ©1. 
'2. Dann und nur dann, wenn © in bezug auf ©! einfach ist, ist jede 
Überdeckung von © entweder &max oder sie enthält ©i als Element. 
B e w e i s , a) © sei einfach i n bezug auf ©!. W i r betrachten eine 
Überdeckung © von © und das diese Überdeckung erzwingende Faktoroid 
© von ©. D a © in bezug auf ©1 einfach ist, so ist © entweder das 
größte Faktoroid von © oder es enthält die aus dem Felde G± von ©x 
bestehende Menge als Element. Im ersten Falle ist d) das größte Faktoroid 
von ©, im zweiten ist © 3 ©1. 
b) © sei nicht einfach i n bezug auf ©j. Dann gibt es ein Faktoroid 
© von ©, das weder das größte Faktoroid von © ist, noch die Menge 6?i 
als Element enthält. E s sei a € ©, G\ G a. Dann ist Gy echt i n sa und 
s a ist echt in G. Die durch © erzwungene Überdeckung © von © enthält 
fta als Element.. Also ist © weder das größte Faktoroid von ©, noch 
enthält es ©x als Element. 
Ähnlich beweist man den folgenden Satz: 
'3. Dann und nur dann, wenn © einfach ist, ist jede Überdeckung von 
© entweder (5max oder das Faktoroid © seihst. 
10. Die Isomorphiesätze. Den Begriff der homomorphen Abbildung 
eines Gruppoides © i n und auf ein Gruppoid ©* dürfen wir wohl als be-
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kannt voraussetzen. Eine homomorphe Abbildung von © auf ©* heißt 
auch Homomorphismus. Insbesondere setzen wir auch den Begriff einer 
isomorphen Abbildung (Isomorphismus) als bekannt voraus. E i n wichtiges 
Beispiel eines Homomorphismus ist folgendes: Die Abbildung von © auf 
ein Faktoroid © von ©, in der jedes Element a € © auf das dieses Ele-
ment a enthaltende Element a € © abgebildet wird. E i n wichtiges Beispiel 
eines Isomorphismus ist folgendes: Ist © ein Faktoroid von © und © die 
durch ein Faktoroid T!> von © erzwungene Überdeckung von ©, so ist die 
Abbildung von (I) auf ©, i n der jedes Element a € © auf die Summe 
a € © der i n a liegenden Elemente a € © abgebildet wird, ein Isomorphismus. 
E s sei d eine homomorphe Abbildung von © i n ©*. F ü r a € © 
(0 =(= A c ©) bezeichnen wir mit da (dA) das B i l d von a (die Menge der 
Bilder der Elemente in A) i n d. Ist Ä —- {a, b,...} eine Zerlegung i n ©, 
so bedeutet dA die Zerlegung [da, db, ...} i n ©*. Ist also d ein Homo-
morphismus und A eine Zerlegung auf ©, so ist dA eine Zerlegung auf ©*. 
Ist A eine erzeugende Zerlegung, so ist auch dA eine erzeugende 
.Zerlegung. Denn füida,db€dÄ gibt es Elemente a, b, c € A, für die 
ab cc gilt, und es ist da.db = däb cdc£ dA. 
Ist 9t ein Faktoroid in ©, so wird mit </9t das Faktoroid in ©* be-
zeichnet, dessen Feld dA ist, wobei A das Feld von 9t bedeutet. 
W i r werden nun insbesondere isomorphe Abbildungen von Faktoroiden 
betrachten. 
Es seien 91, (E Faktoroide i n © und i ein Isomorphismus von 9t auf (E. 
W i r betrachten die durch ein auf 91 liegendes Faktoroid 9t erzwungene 
Überdeckung 9t von 9t. Das auf (£ liegende Faktoroid (£ = i"9t von (£ er-
zwingt eine Überdeckung (E von £ . F ü r jedes Element a€9t (c£(E) gibt 
es also ein Element a £ 91, so daß a = sa (c = s(ia)) ist. 
1. Die Abbildung von 9t auf (£, in der jedes Element a = sa € 91 auf 
das Element c = s(ia)€(£ abgebildet wird, ist ein Isomorphismus. 
B e w e i s . Die beschriebene Abbildung von 9t auf (t bezeichnen wir 
mit i . Die Abbildung ii(l2) von 9t auf 9t (von (£ auf (E), i n der jedes 
Element a € 91 (c 6(E) auf das Element o = s a €91 (c = s c € £ ) abgebildet 
wird, ist ein Isomorphismus von 9t auf 9t (von (E auf (E). Desgleichen ist 
•die Abbildung i 3 von (E auf i
- 1 (E = 9t, in der jedem Elemente c e (E das 
Element i" 1 c = a € 9t entspricht, ein Isomorphismus. Die Behauptung 
folgt nun aus der Gleichheit i = h h 1 i'i 
'2. Es sei 9t ein Untergruppoid in © ww<2 © ein auf © liegendes Fak-
toroid. Die Abbildung von 9t n © aw/ 91 C ©, in der jedes Element in 91 n © 
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auf das mit ihm inzidente Element in 2t C © abgebildet wird, ist ein Isomor-
phismus. 
B e w e i s . Zu jedem Elemente a! € 3t n © (a" € 3t c ©) gibt es genau ein 
mit ihm inzidentes Element a" 6 31 C © («' £ 31 n ©) und es ist «' = A D a". 
Die Abbildung a' ->a" von 31 n © auf 3t C © ist also umkehrbar eindeutig. 
Aus a! -> a", b' -> b" folgt a' b' <za' • b' und Ö' 6' c a" b" c a" • b". Also ist 
fl'-6' = in«"-6" und daher a! • 6' -» a" • &". 
Aus dem Satze '2 folgt leicht der Isomorphiesatz für verknüpfte 
Faktoroide: 
'3. Es seien 31, £ verknüpfte Faktoroide in ©. Die Abbildung von 31 
auf £, *Vi der jedes Element in 3t auf das mit ihm inzidente Element in (£ 
abgebildet wird, ist ein Isomorphismus. 
III. Ketten von Faktoroiden. 
11. Grundbegriffe. Es seien 3t. (£ Faktoroide in ©. Wir nennen das 
Faktoroid (E eingegliedert in 3t, wenn 3t das Untergruppoid s (E als" Element 
enthält, also 3tE>«(E; wir schreiben dann 3t (£. 
Es seien 3t, 23 Untergruppoide in ©. Unter einer Kette von Faktoroiden 
von 3t nach 33, kürzer: Kette von 3t nach 23, verstehen wir eine geordnete 
endliche Menge von a 1) Faktoroiden 3fo,.. ., 2 l a _ i mit den folgenden 
Eigenschaften: 1. % liegt auf 3t; 2. Es gilt -> 3t,* für 1 ^ 0 ^ <x - 1; 
3. 3l a X3 23. Eine solche Kette wird mit 
3t0-> ^ l a _ i 
oder kürzer mit [3t] bezeichnet. Für O^ß^cc—l bezeichnen wir *3t^ 
mit 31 ;̂ es ist also insbesondere 3to = 3t. Außerdem setzen wir 3ta = 23. 
Die 3t, 23 sind die Emden der Kette [2t]. Wir sagen, die Kette [3t] liege in 
© und im Falle 3t — © auf ©. Unter der Länge der Kette [3t] verstehen 
wir die Anzahl a der Faktoroide in [3t]. Aus der Definition der Kette [31] 
folgt 3l = 3to=)3ti=)---ZD3l a = © . 
Es sei ([31] =) 3Io -> • • • 3ta_ x eine Kette von 3t nach 23 von der Länge 
a ^ 1. Wenn ein Faktoroid 31̂  (0 <; ß ^ <x — 1) das größte Faktoroid 
auf 31̂  ist, wenn also das Feld Aß von 31̂  aus dem einzigen Elemente 
Aß = Aß+1 besteht, so wird 31̂  unwesentlich genannt. Andernfalls ist 3t̂  
wesentlich. 3t ist also wesentlich dann und nur dann, wenn 3t(3 + 1 in 31̂  
echt ist. Existiert in [31] wenigstens ein unwesentliches Faktoroid 3tp, so 
heißt. [31] (wegen 31̂  = 3l|?+i) mit Wiederholungen. In diesem Falle, wenn 
a > 1, kann die Kette [3t] durch Streichen von 31̂  verkürzt werden. Sind 
alle Faktoroide in der Kette [3t] wesentlich, so heißt [31] ohne Wieder-
holungen. Die Anzahl a' Wesentlicher Faktoroide in der Kette [3t] ist die 
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reduzierte Länge der Kette [2t]. Es ist 0 ^ a ^ a, wobei die Gleichheit 
a' = a Ketten ohne Wiederholungen charakterisiert. Im Falle SB = 21 sind 
alle Faktoroide in [2t] unwesentlich, so daß a' = 0 und umgekehrt. Wenn 
SB in 91 echt ist, so kann die Kette [2t] durch Streichen aller unwesentlichen 
Faktoroide reduziert, d. h. auf eine Kette [2f] ohne Wiederholungen von 
21 nach 23 verkürzt werden. Die Länge der reduzierten Kette [21'] ist gleich 
der reduzierten Länge a' der Kette [21]. 
Umgekehrt kann die Kette [21] verlängert werden, und zwar durch, 
Eingliederung eines unwesentlichen Faktoroides zwischen zwei beliebige 
Faktoroide 21̂ , 2fy + i bzw. vor (hinter) das Faktoroid 2I0 (2ta x) der Kette, 
und zwar durch Eingliederung des größten Faktoroides auf 21̂  + 1 bzw. auf 
2IQ (2lB) oder einer beliebigen endlichen Anzahl gleicher solcher Faktoroide. 
Jede Verlängerung (Verkürzung) von [21] entsteht ersichtlich durch sukzessive 
Eingliederung (Streichen) je eines größten Faktoroides auf einem der Unter-
gruppoide 210, • . . 2t„. Es ist auch klar, daß jede verlängerte oder verkürzte 
Kette von [21] dieselbe reduzierte Länge wie die Kette [21] besitzt. 
12. Elementare Ketten. Es sei 213 23 ein Faktoroid in ©. Unter 
einer elementaren Kette von 21 nach SB über 21, kürzer: elementaren Kette 
über 2t, verstehen wir eine Kette von Faktoroiden von 2t nach 23 
([2l] =)2t 0-+ • x 
von der Beschaffenheit, daß für 0 ^ ß ^ <x — 1 jedes Faktoroid SÜ̂  das 
Faktoroid 2fy ri 2t überdeckt. 
In einer solchen Kette ist also zuerst das Faktoroid 2^ eine Über­
deckung von 2t und es ist 2t0 3 s 2t̂  Z) 23. Nach dem Satze' 8 '3 ist durch 
diese Beziehungen das Untergruppoid *2t1(=2li) in 2t eindeutig bestimmt 
und das Faktoroid (2ti =) 2 I i n 213 SB ist ein Untergruppoid in 2t. Weiter 
ist im Falle a > 1 das Faktoroid %i eine Überdeckung von Sffj und es ist 
2li3 *2t2z) SB. Nach demselben Satze 8*3 ist durch diese Beziehungen 
das Untergruppoid s 9J2 ( = 2I2) in 2tx eindeutig bestimmt und das Faktoroid 
(2I2 =) % n 213 SB ist ein Untergruppoid in 2t r Weiter ist im Falle a > 2 
das Faktoroid 2t2 eine Überdeckung von 2I2 usw. Für a ^ 1 ist das Fak­
toroid 2 l a _ i eine Überdeckung von 21« _ i und es enthält SB als Element. 
Zu jeder natürlichen Zahl a kann man eine elementare Kette von 2t 
nach SB über 21 von der Länge a konstruieren in folgender Weise: Man 
wählt für SJ[0,.. ., 2tA_2 beliebige Überdeckungen von 2 t , . . 2 l C _ 2 und 
für 2t« _ i die kleinste Überdeckung von 2 l a _ l t d. h. also das Faktoroid 2t c _i 
selbst. Diese letzte Wahl bringt die Beziehung 2l a j 3 SB mit sich. 
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Es sei 0 <, ß ^ <x — 1. Eine elementare Kette [91] von 9t nach 93 über 
91 von der Länge a heißt elementare Kette (ß) von 91 nach 93 über 9t, kürzer: 
elementare Kette (ß) über 91, wenn sie vom folgenden Typus ist: 
9^ • • • = 91^-1 ist das größte Faktoroid 9Tmaa. von 91, 
9L ist eine Überdeckung von 91 und enthält 93 als Element, 
o - — 
9l|j + 1 = • * • — 91« 1 ist das größte Faktoroid 1&max von 93. 
In dieser Definition liest man im Falle ß = 0 (ß = <x — 1) nur die letzten 
(ersten) zwei Zeilen. 
Wenn insbesondere 91̂  = 91, so nennen wir [91] ausgezeichnete elementare 
Ketle (ß) von 91 nach 93 über 91, kürzer: ausgezeichnete elementare Kette (ß) 
über 91. Insbesondere ist {91} die ausgezeichnete elementare Kette (0) von 91 
nach 93 über 91 von der Länge 1. 
Ersetzt man einerseits das Faktoroid 91 durch eine ausgezeichnete 
Kette (ß) über 91 von der Länge a und setzt man andererseits vor 91 
ß gleiche Faktoroide 9l„,aa. und hinter 9t a —0 — 1 gleiche Faktoroide fßmax> 
so erhält man dasselbe Kesultat. 
Es sei 
([9t] =) % -> > 91« ! 
«ine elementare Kette von 91 nach 23 über 9t. 
Im Falle 9t = VLmax gelten die Gleichheiten 9t — 9to = • • • = 91«-1 
und umgekehrt. Ist nämlich 9t das größte Faktoroid von 9t, so ist es auch 
jede seiner Überdeckungen, so daß im besonderen 9f0 = 9t. Daraus folgt 
91i =91, 9t," = 9t und 9^ = 91 usw. und daraus die obigen Gleichheiten. 
Umgekehrt folgt aus diesen letzteren 91 = 9t0 = * * * = 9ta = 93 und daraus 
H = Strn«*- — Ist also 9t = 91^, so ist [91] eine elementare Kette (ß) über 
9t und sogar eine ausgezeichnete elementare Kette (ß) über 91, für jedes 
( 0 £ ) j 8 ( £ a - l ) . 
o 
Die reduzierte Länge der elementaren Kette [91] ist 0 oder größer als 0, 
je nachdem 91 das größte Faktoroid von 9t ist oder nicht. 
'1. Die Ketten {9t}, [91] haben dann und nur dann dieselbe reduzierte 
Länge, wenn [9t] eine elementare Kette (ß) über 91 ist, wobei 0 ^ ß ^ a — 1. 
Beweis, a) Haben die Ketten {91}, [91] dieselbe reduzierte Länge a', 
so ist a' ^ 1. Im Falle a' = 0 ist 9t = 9tmaa!; daraus folgt, daß [91] eine 
(sogar ausgezeichnete) elementare Kette (ß) über 91 ist, wobei 0 ^ ß ^ a — 1. 
Es sei also a' = 1. Dann ist genau ein Faktoroid 91̂  in der elementaren 
Kette [91] wesentlich, wobei 0 ^ ß ^ a — 1. Ist ß > 0 (ß < a — 1), so sind 
die Faktoroide %-i (91/j + i* • • 2t« 1) unwesentlich, woraus 
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UI = 3r0 = ••• = 91^(9^ + 1 = ••• = 51« = 95) folgt. Also ist %t = --- = Wß-i 
( % + I = • • • = 31«-I) das größte Faktoroid von 91 (SB) und ify ist eine Über­
deckung von 9t und enthäl t SB als Element. 
b) Ist [91] eine elementare Kette (jÖ) über 91, wobei 0 ̂  ß ^ a — 1, so 
o 
ist die reduzierte Länge von [91] gleich 0 oder 1, je nachdem 93 = 91 oder 
SB in 91 echt ist. Im ersten (zweiten) Falle ist aber die reduzierte Länge 
von {91} gleich 0 (1). 
13. Elementare Ketten über relativ einfachen und einfachen Fak­
toroiden. 
Es sei 9t 9 SB ein Faktoroid i n ©. 
'1. Wenn 9t in bezug auf SB einfach ist, so ist jede elementare Kette von 
91 nach SB über 91 eine elementare Kette (ß) über 91 und umgehehrt. 
B e w e i s , a) Das Faktoroid Stt sei in bezug auf SB einfach. Es sei 
([91] =) 9I0 9ta x 
«ine elementare Kette von 91 nach SB über 91. Ist 91 = 9 l m a a . , so ist [91] eine 
{sogar ausgezeichnete) elementare Kette (ß) über 91 für jedes (0 ̂ )ß ( ^ a — 1). 
E s sei also SB i n 91 echt. F ü r ein bestimmtes (0 ^ ) ß ( ^ a — 1) gelten dann 
die Gleichheiten 91 = 9I0 = • • • = 9^, während 9 1 ^ + 1 i n 91̂  echt ist. Daraus 
folgt 9^ = • • • = Sfy_i = %nax, % (= % «"i 91) = 91- Also ist das Faktoroid 
91^ eine Überdeckung von 91, und nach 9 '2 enthäl t es SB als Element. Ist 
/? < a — 1, so ist SB = 9 1 ^ j =)•••=> W.a_x z> SB , und daraus folgt %p + x 
= • • • = 91« 1 = f&max- _ 
b) Ist das Faktoroid 91 i n bezug auf SB nicht einfach, so gibt es nach 
9 '2 eine Überdeckung SÄQ von 9t von der Beschaffenheit, daß 9t 9 9 l j 3 SB , 
wobei 9 t i (SB) i n 91(91^ echt ist. Wi r setzen % = 9t t (= 9tx n f ) ; es ist 
also 9ti 9 SB . Die Kette 9tg -> 9tx von 9t nach SB über 91 ist elementar, aber 
für kein ß ist sie elementar (ß). 
Ähnlich beweist man den folgenden Satz: 
'2. Ist 9t einfach, so ist jede elementare Kette von 9t nach SB über 91 eine 
ausgezeichnete elementare Kette (ß) über 9t und umgekehrt. 
14. Verfeinerungen von Ketten. Es sei © => 91 =D SB und sei 
( [ 9 t ] = ) 9 t 0 - > . - . ^ 9 t a \ 
eine Kette von 91 nach SB von der Länge a ^ 1. 
Unter einer Verfeinerung der Kette [91] verstehen wir eine Kette von 
91 nach SB 
( m - ) V ^ - ' - * V i - * ^ o ^ - ^ « . > f t - i - > , , ' - > 
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von der Beschaffenheit, daß für y = 0, . . . , a — 1 die Teilkette 
eine elementare Kette von 5l y nach 9ty + 1 über 5l y ist. 
Man erhält also eine jede Verfeinerung der Kette [31], indem man jedes 
Faktoroid 5l y in der Kette durch eine elementare Kette von 5ty nach 5ty + x 
über % y ersetzt. Wenn man insbesondere jedes Faktoroid 5l y in der Kette 
durch die ausgezeichnete elementare Kette (0) von 5Iy nach 5ty + x über 5l y 
von der Länge 1 ersetzt, so erhält man wieder [51]. Die Kette [51] ist 
also zugleich ihre eigene Verfeinerung. 
Die reduzierte Länge jeder Verfeinerung von [51] ist gleich der Summe 
reduzierter Längen der einzelnen elementaren Ketten. Dieselbe ist also 
gleich oder größer als die reduzierte Länge von [51]. Jede Verlängerung 
von [51] ist eine Verfeinerung. 
15. Isomorphe Ketten. Zwei Ketten in © 
CT - ) % - >\a-U 
( [£]=)<£„-* 
heißen isomorph, wenn es eine umkehrbar eindeutige Zuordnung — die soge-
nannte erste Abbildung — der Faktoroide in der einen Kette zu den Fakto-
roid en in der anderen gibt von der folgenden Beschaffenheit: Je zwei einander 
zugeordnete Faktoroide 5Iy, sind isomorph, wobei sich in dem Iso-
morphismus Ay + 1 und C6+1 entsprechen. Sind [51], [QTJ isomorph, so sagen 
wir auch [5q ([£]) sei isomorph mit [(£] ([51]). 
Ersichtlich haben zwei isomorphe Ketten in (5 dieselbe Länge. 
Es seien [51], [(£] isomorphe Ketten in (5 von der Länge a ^ 1. Jedem 
unwesentlichen Faktoroide in [51] entspricht in der ersten Abbildung wieder 
ein unwesentliches Faktoroid in [(£]. Ist oc > 1, so sind beide durch das 
Streichen solcher zugeordneten unwesentlichen Faktoroide verkürzte Ketten 
wieder isomorph. Daraus folgt, daß [51], [(£] dieselbe reduzierte Länge 
besitzen und die beiden reduzierten Ketten wieder isomorph sind. 
Es seien 51 3 SB, (£9 3) Faktoroide in ©. Wir setzen voraus, daß ein 
Isomorphismus / von 51 auf (£ existiert, wobei iB = D. Die beiden Ketten 
{51}, {(£} sind also isomorph. Wir betrachten weiter eine elementare Kette 
von 51 nach SB über 51: 
([51] =) 5l„ -> > 5t« i . 
'1. Es gibt eine elementare Kette [£] von (£ nach X> über (£, die mit [51] 
isomorph ist. Dieselbe ist durch die im Teile a) des folgenden Beweises 
beschriebene Konstruktion bestimmt. 
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B e w e i s , a) Nach der Definition der elementaren Kette ist das Fak-
toroid 3tj, für y = 0, • • •, oc — 1, eine Überdeckung von 3ty n 3t (= 3Iy). Es 
sei 3Iy das die Überdeckung 3ty von 3Iy erzwingende Faktoroid von 3ty. Es 
ist also insbesondere 3Iy + x € 3l y , wobei 3 l a — {58} gesetzt wird. Wi r defi-
nieren nun £ y , (£y, (£y, für y — 0, • • •, a — 1 i n folgender Weise: (Ey = / 3 l y ; 
setzen wir (£y = #(£ y , so ist (£y = G y n (£, (F0 = (£. (Ey = /3Ty; es ist also 
insbesondere (£ y +i ( = z*3ly+i) € G y , wobei G a = {D} gesetzt wird. (£y ist 
die durch £ y erzwungene Überdeckung von (£ y; da £ y + 1 £ ( £ ; y ist, so ist 
<Ey +.1 € (Ty, wobei (£ a = 2) gesetzt wird. — Es ist also 
([&]=) G 0 - * 
«ine Kette von (£ nach D , und zwar eine elementare Kette über (L 
o 
b) Wir definieren nun die erste Abbildung der Kette [31] auf [(£], 
Indem wir für y — 0, • • a — 1 dem Faktoroide 3ly das Faktoroid (Ey zu-
ordnen. Nach dem Satze 10 '1 gibt es eine isomorphe Abbildung iY von 
"3Iy auf (Ey, i n der jedes Element sa, für a€3ty auf das Element s (ia) 
abgebildet wird, für die also s(ia) = iYsa und im besonderen £ y + i 
= iYAY jfi ist. Also sind die Ketten [3t], [(£] isomorph. 
Ist [31] eine elementare Kette (ß) (eine ausgezeichnete elementare Kette 
((/?)) von 31 nach SB über 3t, so ist auch [(£] eine elementare Kette (ß) (eine 
ausgezeichnete elementare Kette (/?)) von (£ nach D über (£. Denn ist [3t] 
«ine elementare Kette (/?) von 31 nach 23 über 31 und ist ß > 0 (/? < a — 1), 
o o o 
so ist 3to = • • • = 5t/?-i (% + i = • • • = 3t« i) das größte Faktoroid von 
3t (33) und infolgedessen (E0 = • • • = (£|3 +1 = • • • = (Ea i) das größte 
Taktoroid von (£ (D). Weiter ist 3t,* = 31, {B} €31^, woraus = i f y 
=•• / 3 l — (£, {D} = {/22} € i'Sl^ = & ß folgt. £* ist also eine Überdeckung 
von £ und enthält D als Element. Ist sogar 3^ = 31, so ist 31p das kleinste 
^Faktoroid von 3t, also das kleinste Faktoroid von (£, woraus — £ folgt. 
Es seien [3t], [£] isomorphe Ketten i n © von der Länge a ^ 1. 
'2. Zu jeder Verfeinerung von [31] gibt es eine isomorphe Verfeinerung 
von [(£]. 
B e w e i s . Es sei [3t] eine Verfeinerung von [3t] und für y = 0, • • •, 
• — 
a — 1 sei [3ly] die elementare Kette von 3ty nach 3 I y + 1 über [31,,], die sich 
In der Kette [3TJ befindet. D a nach der Voraussetzung die Kette [2t] mit 
[(£] isomorph ist, so entspricht i n der ersten Abbildung jedem Faktoroide 
3ty € [31] umkehrbar eindeutig ein Faktoroid (Ej G [(£] und es gibt einen Iso-
morphismus iY von 3 l y auf G j , für den / y -4 y + 1 = C d + 1 ist. Es gibt also 
nach dem Satze '1 eine mit [3ty] isomorphe elementare Kette [(tj] von 
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nach + 1 über Ersetzt man in der Kette [(£] für y = 0, . . . , a — 1, 
das Faktoroid (£j durch die elementare Kette [Gj], so erhält man eine mit 
[31] isomorphe Verfeinerung von [(£]. 
16. Relativ einfache und einfache Ketten. Es sei ?(D!B und 
CT =) Ä 0 - . . . ^ 
eine Kette von 31 nach 23. Wir nennen die Kette [31] relativ einfach, wenn, 
jedes Faktoroid 3Jye[3l], y = 0, . . ., a — 1, in bezug auf 3T y + 1 (3Ia - 93) 
einfach ist. Wenn jedes Faktoroid 3ly€[3l] sogar einfach ist, so wird die 
Kette [31] einfach genannt. 
'1. Dann und nur dann, wenn die Kette [31] relativ einfach ist, haben alle 
ihre Verfeinerungen dieselbe reduzierte Länge. 
Beweis, a) Die Kette [31] sei relativ einfach, Wir haben zu zeigen, 
daß jede Verfeinerung [31] von [31] dieselbe reduzierte Länge wie [31] besitzt. Nun 
erhält man aber jede Verfeinerung [31] von [31], indem man jedes Faktoroid 3Ir 
in der Kette [31] durch eine geeignete elementare Kette [3ly] von 3ly nach 
3ty + 1 über %y ersetzt. Nach dem Satze 13 '1 ist jede elementare Kette [3ly] 
eine elementare Kette (ß) über 3Iy und nach 12 '1 ist ihre reduzierte Länge 
gleich der reduzierten Länge von {31}. Außerdem ist die reduzierte Länge 
von [31] gleich der Summe der reduzierten Längen der einzelnen Ketten [3ly]r 
und desgleichen ist die reduzierte Länge von [31] gleich der Summe der 
einzelnen Ketten {3ly}. 
o — 
b) Wir setzen voraus, daß jede Verfeinerung [31] von [3Q dieselbe redu-
zierte Länge wie die Kette [31] besitzt. Dann ist die reduzierte Länge der 
elementaren Teilkette [3ty] c [3TJ über jedem Faktoroide 3Iy G [31] gleich der 
reduzierten Länge von {3Iy}, y = 0, . . . , a — 1. Also ist nach dem Satze 
12 '1 [3ly] eine elementare Kette (ß) über 3ty, und nach 13 '1 ist das. 
Faktoroid 3Iy einfach in bezug auf 3 l y + 1 . 
Ahnlich ist der Beweis des folgenden Satzes: 
'2. Dann und nur dann, wenn die Kette [31] einfach ist, ist jede Ver-
feinerung von [31] eine Verlängerung. 
Es seien [31], [Q£] isomorphe Ketten in (5. 
'3. Wenn [31] relativ einfach ist, so ist es auch [(£]. 
Beweis. Wegen des Isomorphismus haben die Ketten [31], [(£] dieselbe 
reduzierte Länge a'. Ist die Kette [(£] nicht relativ einfach, so gibt es 
nach 1 eine Verfeinerung [d] von [(£], deren reduzierte Länge ß ' größer 
als et! ist. Nach 15 '2 gibt es eine mit [(£] isomorphe Verfeinerung [31] von. 
[3T]. Die reduzierte Länge von [3T] ist nach 16 '1 gleich a', und wegen 
O O 
des Isomorphismus der Ketten [31], [(£] ist sie gleich ß ' . 
Über Ketten von Faktoroiden. 63, 
17. Adjungierte Ketten. Es seien 
(NE s ) C o < £ , _ , , 
Ketten in ©. Wir sagen, daß [91], [(£] adjungierte Ketten sind oder daß die 
Kette [91] ([(£]) zu [£] ([91]) adjungiert ist, wenn 1. die Enden von [9t] und [<E] 
dieselben sind; 2. jedes Faktoroid 9 t y £ [9t] zu jedem Faktoroide [(£] 
in bezug auf 9ty + 1 , adjungiert ist (y — 0, . . . , a — 1; d = 0, — 1). 
Die Bedingung 1. drückt die folgenden Gleichheiten aus: 9t0 = CTo (= 91), 
9la = CT|j (= 93). Nach 2. sind die Ketten [91], [(£] nur dann adjungiert, 
wenn der Durchschnitt 91,, n &v für /i = 0, . . a ; v = 0, . . .3 ß existierte 
Wenn man von zwei adjungierten Ketten eine der beiden Ketten oder 
beide verkürzt oder verlängert, so bekommt man wieder zwei adjungierte 
Ketten. 
Es seien [91], [(£] adjungierte Ketten in (5. 
'1. (Verallgemeinerung des Satzes von Jordan-Hölder-Schreier.) Die 
Ketten [91], [(£] besitzen isomorphe Verfeinerungen. Dieselben sind durch 
die im Teile a) des folgenden Beweises gegebene Konstruktion bestimmt. 
Beweis , a) Da nach der Voraussetzung die Faktoroide 9ly, (£<*, für 
y = 0, . . ., a — 1; ö = 0, . . ., ß — 1 adjungiert sind, so sind 
% , , = tt, c 9ty, G j , ^ - 9 t ^ C G j , 
für ft — 0, . . . , a; v = 0, . . . , ß, Faktoroide in ©. Wir setzen 91̂  „ = s 9ty> „ 
(Ej = „. Da die Ketten [9t], [(£] dieselben End a n haben, so ist 
Ky.o = %, 9ty)/, = 9 l y + 1 , 
Nach 8 '2 gibt es verknüpfte Überdeckungen 9tyt s, i£i} Y von 9ly, j, y , 
so daß 9l7) j + 1 € 9lyi (Ej, y + 1 G (Ej, r Die Untergruppoide 9Iy> rf+ l t (Ê  y + j sind 
inzident. Da für 0 ̂  <5 ^ /? — 1 das Faktoroid 9ty,(> eine Überdeckung von 
%,* (=%,sr"%), ^ so ist 
eine elementare Kette von 9ty nach 9Iy + 1 über 9ly und desgleichen ist 
eine elementare Kette von (Ej nach (Ej + x über (Ej. Die Ketten von 9t nach 93-
([9t] =) ^ , , 0 • • • - Ho,,-! - «1,0 - • • • -> - 1 , 
([£] = ) ^0,0 -+ " «-1 Ci, 0 • ' • a _j 
sind die erwähnten Verfeinerungen. 
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b) Um zu beweisen, daß die Ketten [21], [(£] isomorph, sind, definieren 
wir zuerst die erste Abbildung von [21] auf [(£] in der Weise, daß wir jedem 
Taktoroide Sl^a das Faktoroid Cj ) y zuordnen (y = 0,. . . , a — 1; ö = 0, . . . , 
ß — 1). Da die Faktoroide %Yj, dstY verknüpft sind, so ist nach 
10 '3 die Abbildung iYt s von 2ly, s auf y , in der jedes Element in 2Iy, «* 
Auf das mit ihm inzidente Element in G j y abgebildet wird, ein Isomor-
phismus. Weil insbesondere die WYtj+lt ^ j , y + 1 inzident sind, so ist 
'2. Wenn eine der Ketten [21], [(£] relativ einfach ist, so ist ihre redu-
zierte Länge nicht kleiner als die reduzierte Länge der anderen. 
Beweis . Wir setzen voraus, daß die Kette [21] relativ einfach ist. 
.Es sei u! (ß') die reduzierte Länge von [21] ([(£]). Nach 1 gibt es isomorphe 
Verfeinerungen der Ketten [2l],[(£]. Dieselben haben die gleiche reduzierte 
.Länge y. Nun ist aber nach 16 1 a! = y' und außerdem ist ß' ̂  y'. 
Also ist a! ̂  ß'. 
Aus diesem Satze folgt der folgende Satz: 
'3. Wenn die Ketten [2T], [(£] relativ einfach sind, so sind ihre reduzierten 
Längen einander gleich. 
(Eingegangen am 6. 9. 1940.) 
