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Abstract. As the method offinding the approximate solutions ofnonlinear equation， 
the Newton or the secant method is well known 
But， the converg巴nceofthe approximate sequence {xn} is not necessarily assured. 
Indeed， inmany cases， the sequence {Xn} does not converge to the true solution. 
The classical proof ofthe convergence ofthe approximate sequence {Xn} is done with 
the help ofthe principle of contraction mapping under some additional conditions 
The aim ofthis paper is to give an elementary new proof ofthe convergence of 
approximate sequence without using the principle of contraction mapping 
We should like to remark that our new method is applicable to the proof ofthe more 
complicated case ofthe secant method. 
1 はじめに
非線形方程式 f(x) =0の解は一般には求められない。そこで、パソコン等を使って，真の解に代わる
近似解色計算算することになる。
近似解を求める公式としてNewton法が昔から知られている。 Newton法は，曲線を接線で近似する
方法で，得られる近似解列の収束の速さが，他の方法に比べ大きいので，近似計算にしばしば用いられる。
ところが f(x)の形や出発点の取り方により，得られた近似解の列が発散してしまう場合や，たとえ収束
しでも，期待される真の解には収束しないとしち場合がしばしば生じる。
如何なる条件の下でNewton法による近似解列が収束するかとしづ問題は，数学的扱いが一般に難しく，
古き問題ではあるが，実はいまだ未解決である。 実際の現場では，プログラミングを作りパソコン計算を
実行した後になって初めて 「このやり方ではダメだ、ったんだ」と知らされることが多い。
このようにNewton法は，結果オーライの3 いわば行き当たりバッタリの方法，とし、う一面を持っている。
Newton法による近似解列の収束性の，条件付き証明で典型的なものは，いわゆる縮小写像の原理
を用いたものである。
筆者等は，情報通信工学科・卒業研究において，縮小写像原理という大定理，すなわち他人のフンドシで
相撲を取るのではなく，初等的な方法で，収束性を議論してみようと考えた。
Taylor展開と等比数列の収束性だけを用いた初等的な証明法が得られ，更にこの新証明法が，縮小写像
の原理に乗せることが不可能な割線法の収束性の証明にも使えることが分かった。
これまで、バラバラで、あったNewton法と割線法の収束性の証明が統一されたことにもなるので，多少泥臭い
方法ではあるが，得られた初等的な新証明法を以下に報告したい。
↑情報通信工学科・4年生
:自然科学教室
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2. Newton法のアルゴリズムと問題点
図 lのような曲線 y= f(x) に対し，方程式 f(x)= 0の近似解を求める。
AO 
国1
Newton法では， まず，曲線上の適当な Ao(xoヲf(xo) に於ける接線を引き， χ軸との交点を
xj とする。 次に A(xpf(xj)) に於ける接線を引き，x軸との交点を x2 とする。 以下この操作
を繰り返しラ X3X4 ・を決めていき，真の解に近づくと考えられる近似解の列 {xJ作る。
xj，x2い・・を計算によって求めるにはョ次の反復作業を行う。
f(xo) 
x， =xハ一一一一ι-
1 V fヤ。) (f'(xo) * 0)
f(x1) 
X今 =x，一一一一一」ー-
L 1 fい1) (f'(xj) * 0)
f(xn) 
xn+1 = X nー ァー (fいn)* 0)
判 " f'(xn) '"'" 
参考文献に挙げた数値計算の本等に書かれている，収束性に関する基本定理は，次の形である。
定理A(Newton 5:去による近制解到の収束定理)圃
欝数 f(x)が関区揮 I上で c2 裁であり，1上で f'(x)手むと仮定する。 区
間 l 内にある方程式 f(J吟=む の真の解を α とする。
このとき. α を含む I の部分区間l' が存在し;Xoモl'よりスタートした反復
「 ，
?
?
???
、?
??、
?
?
???? ?
、
?? 、
? ? ?
????
で定まる近似解の列いふ12は真の解 α に収束する。
この定理の証明は，通常，以下に述べる縮小写像の原理としづ大定理を使つてなされる。
N巴wton法による近似解列の収束性
覧室理聖 〈編首I'j"耳主宰象(:J:)麗室耳璽〉
欝数 g(X)が関亙間 Iから I の中への縮小写橡とする，すなわ宅
/ g(X) -g(y) / s， L / X -y /， 'iI x，yεf 
を満たす定数 Lモやめ が存在するとき，次の (1)および (2)が成り立つ。
(1) g(x)は I 内にただ一つ α= g(lα〕 を満たす不動点 α を持つ。
(2)反復
Xo E 1ヲ Xn+1 = g(xn) (n = 0，1，2.…・・)
により定まる数列りふ は不動点 α に収束する。
問題点.
次の二点が取りあえず問題となる。
(1) Newton法による近似解列の収束性の証明に関して最も重要な部分が，縮小写犠の原理に
依存している。
(2)収束を保証するための出発点の存在範囲である部分区間 F が不明瞭である。 従って計算を
実行してみないと，収束する否か，分からなし、ことが多い。
3. Newton法による近保解剖の収束性の初等的な証明
本章で，縮小写鎮の原理を用いないで，Newton法による近似解列の収束性を証明したい。
合わせて，出発点の存在範囲 l' を決める呂安を明示したい。
実際，我々の証明は， Taylor (J)定理のみを用いた3 基本的かつ簡単なものである。
定理 1. 
方程式 f(x)=むの真の解を αとする。 関数f(x)が区間 1= [lα-dラαキd]で
c2 級でありI 1上で f'(x)手も が成り立っと仮定する十
このとき，区間 10c 1が存在し， yhE三10からスタートした反復
f(xn) 
x..， =x 一一一一一-
".，1 " f'(xn) 
(n ~と 0)
により定められた近似解列いふ二日 は真の解 α に収束する。
証明.
反復
f(xn) 
X ョ=x一一一一一一
"'1 " f'(xn) 
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およびTaylorの定理により Xl-α を計算すると， f(α)=0 だから
x， α ハ f(xo)-a=XA 一+f(α)ー /(xo)-α=xハ一一一一一一一αニ ハーα
V f'(xo) V f'(xo) 
f"(ご。)fい。)(α-xo)+一τ一 (α-XO)2乙!fw(En)?=xo -α+ ゐ =一一」ー(α-xo)ぷ
f'(xo) 2f'(xO) 
満たすごが α と Xo の聞に存在する。 絶対値を評価するため
M = max 1 f" (x) 1 ' m = minlf' (x)1 ' K=竺
2m 
と置く。 ここで， 1 上で f'(x):;t 0 という仮定により， m>O が成り立っていることに注意す
る。
絶対値をとると，次の不等式が成り立つ。
Ix] -α|三Klxo_a12 
さらに
do = milllヤ)
と置き， 10 = (α-do，α+ do) で開区間 I。を定義すれば， 1。が求める区間となる。
実際，任意の x。ε10 に対し， Ixo一α1<do かっ Kdosl が成り立つので，
1 x]一α|豆Klxo一α12< Kdo 2 = Kdodo豆do
よって x εI となる。1 "-.1. 0 
一方 r= K 1 xo-αl と置くと，下の式が成り立つ
!日IsKlxoー ん ÷(K21日 12)=十
同様に
1 x2一α|孟KIX]一α12豆Kdo2 = Kdodo三do
よって x2εん となり，さらに次の不等式が得られる。
1 x2一α|三Klx]一α12=土(Klx]_al)2三KI乙12zL22
K' l' l' IKI K 
Newton法による近似解列の収束性
以下同様の操作を繰り返すと，任意の n に対し， xnεん となり，さらに次の不等式が成り立つ。
1 Xnーα1:;K 1 xn_] -α12十2
ここで出発点を x。εん にとれば rニ KIxo-α1< Kdo < 1 であるから，極限をとって
昨 n ーα!壬片e"=o
となり，近似解列 {凡}が真の解 α に近づくことが証明出来た。
4担割鱒3去のアルゴリズムと収東
二点 (xo，f(xo)ラ(xpf(x]))を結んだ直線と X軸との交点を x2 とする。
二点 (xpf(x]))フ(x2，f(x2)) を結んだ直線と x軸との交点を x3 とする。
/ 
国2
以下下これを繰り返しf(x)= 0の近似解列{リを求めていく方法を割線法(s ecant 
method)品、う。 割線法の反復公式はフ次の式で与えられる隣接する 3項の聞の漸化式である。
j主意.
f(x肝]) xn+? ニ xn+1一 (xn+1-xn) ， n = 0，1ラ2ラー T' f(x肘])一f(xn)， nT' 
Newton法の漸化式は隣接 2項聞の関係式であったので，縮小写像の原理に乗せることが出来た。
一方，割線法の漸化式は隣接 3項聞のものであるから，縮小写像の原理に頼り収束性を議論することが
不可能である。
定理 1と同様な方法で，割線法による近似解列の収束性が，次の定理の形で証明出来た。
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定玉里 20
方程式 f(x)=むの解を α とする。 関数 f(x) が区間 1= [cα-dちαキd] で
c2 級であり: 1上で f、(X)手もが成り立つと仮定する。
このとき，部分区間 10c 1が存在し VXo，'月九三10からスタートした反復
f(Xn+1 ) X+7=XM-m(XM-x) 
む一 j(Xn+J-j(xn) ， '"且
により得られる近似解の列りふ~;=0は真の解αに収束する。
言正明.
Lagranngeの多項式補間法により，次の式を満たすごが X，Xn' xn+1 を含む最小区間内に存在
する。
x-xn+I X-xn fw(5) 
f(x) = f(xn+J +一一一一f(xn)+一一一一f(xn+1)十一一(x一九)(x一九1) "" - xn -xn+1 " ， ，- xn+1 -xn 且 21 " 叶 t
ここで x に α を代入すると
f(Xn) -f(xn+1) f_ '¥ ， j"(c) j(α)=f(xJ+ (xn一九1)+一一一(α一九)(α一九1) 
打 TA Xn -xn+1 2! 日目
一方，反復公式より
f(x肝 1) 
xn+?ー α=xn+1 -α-H(XM-xn) 
t 一 f(xn+1)-j(xn)… H 
f(x川1)-j(α) 
=Xn+1ー αー +i(x+1-x)
十 f(x附 1)-f(xn) ， "T' 
これに上の f(α)の式を代入すると
xn+2 -α 
f"(ご)
=一一(α一九)(α一九+1)
，-， "TU f(xn+1)一f(xn)
j"(c) 
=一一一(xn-α)(xn+1一α)" -1'(ηn)(x川 1-Xn) 
f汁cn)
=-7 4ー (Xn一α)(xn+1一α)
刀'(ηn)
ここで ηn は xnと xn+1 の聞の数である。 なお，条件 f'(x)-:;t 0 を最初に仮定したので，
上で得た式の分母はOとならないことに注意したい。
Newton法による近似解列の収束性
絶対値をとると
f吋ご)Ix川一α1=トでよー1Xnーα1九+jー αi孟KIxn一α1xn+jーα1
21'(ηn) 
せ(K1 xn -αl叫んl叫
となる。 ここで，定数 K は次のように定めた。
さらに
M = max 1 f"(x) 1 xεf 
m = min 1 f'(x) 1 x E 1 
K=竺
2m 
do =m吋，d)
(f'(x) -:j. 0より m >0) 
と置いてラ 10 = (α-doラα+do) と定義すれば，区間 10 c 1が求める区間となる。
実際， XOxj E 1。の二点を任意に選び〉そこから反復をスタートさせると
1 x2一αl孟Klxoーα1xj一α1=工(K1 Xoー αI)(K1 x1ーα1)K' V ，~， 
ここでヲ九 =K 1 XO-α1， η=KIXjー α|と置き，更に r= max(ro，rj)と置くと
do = min(ド)
で、あったから， Kdo:;1が成り立ち， XoラXj E 1。 で、あったので、
町=K1 XO-α1 <Kd。壬l かつ円 =Klx]-αI<Kd。壬l
よって， r=max(ro，rj)<1 である。 このとき
1 X2 -α|孟Klxo-α1 X]ー α1<Kdodo壬d。より X2εI。
一方
1 1， 1 x2一α|孟玉(K1 Xo一αI)(K1 xjー α1)=一町円三 戸K v ， K 
1 x3ー α|壬KIXj-α1 x2 -α1< Kdodo :;d。
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より
一方
Xo E 1 3 '-.L 0
I X3一α|三上(Klx1ー αI)(KI X2ー α1)手工円r2孟土r3K' K 
I X4一α|三土(KI X2ー αI)(KI X3ー αD三工rV=土r5
K K 
1{2+qE二~}
I Xn一αl孟Er (nと2)
ここで r < 1 であったからラ極限をとると，
• I吋 (n-l)(n-2)I 一一、
刷 Xn一α障すlimrl 2 J = 0 
従って，任意の XoヲX1ε んからスタートした近似解列 {Xn}は，真の解 α に必ず収束する。
以上で定理が証明された。
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