The interaction of distinct units in physical, social, biological and technological systems naturally gives rise to complex network structures. Networks have constantly been in the focus of research for the last decade, with considerable advances in the description of their structural and dynamical properties. However, much less effort has been devoted to studying the controllability of the dynamics taking place on them. Here we introduce and evaluate a dynamical process defined on the edges of a network, and demonstrate that the controllability properties of this process significantly differ from simple nodal dynamics. Evaluation of real-world networks indicates that most of them are more controllable than their randomized counterparts. We also find that transcriptional regulatory networks are particularly easy to control. Analytic calculations show that networks with scale-free degree distributions have better controllability properties than uncorrelated networks, and positively correlated in-and out-degrees enhance the controllability of the proposed dynamics.
The last decade has witnessed an explosive growth of interest in the descriptive analysis of complex natural and technological systems that permeate many aspects of everyday life [3, 11, 42] . Research in network science has mostly been focused on measuring [6, 8, 62] , modeling [28, 44] and decomposing [22, 43, 47] network representations of existing natural phenomena in order to deepen our understanding of the underlying systems. Considerably less attention has been dedicated to the various types of network dynamics [19, 34, 46, 52] and even less to the problem of controllability [33, 53, 63] , i.e. determining the conditions under which the dynamics of a network can be driven from any initial state to any desired final state within finite time [26, 32, 59, 60] .
Structural controllability [31] has been proposed recently as a framework for studying the controllability properties of directed complex networks [32] . In this framework, a linear time-invariant nodal dynamics is assumed on the network, governed by the following equation:
where A is the transpose of the (weighted) adjacency matrix of the network, x(t) is a timedependent vector of the state variables of the nodes, u(t) is the vector of input signals, and B is the so-called input matrix which defines how the input signals are connected to the nodes of the network. The dynamics is said to be structurally controllable if there exists a matrix A * with the same structure as A such that the network can be driven from any initial state to any final state by appropriately choosing the input signals u(t) [31] . Here, structural equivalence of A and A * means that A * is not allowed to contain a non-zero entry when the corresponding entry in A is zero. Structural controllability is a general property in the sense that almost all weight combinations of a given network are controllable if the network is structurally controllable for a given B [31, 57] . The minimum number of input signals is then determined by finding a maximum matching in the network, i.e. a maximum subset of edges such that each node has at most one inbound and at most one outbound edge from the matching. The number of nodes without inbound edges from the matching is then equal to the number of input signals required for structural controllability [32] . Perhaps the most striking feature of the structural controllability approach to linear nodal dynamics is that input signals tend to control the hubs of the network only indirectly. In addition, real-world networks that seem to have evolved to control an underlying process (such as transcriptional regulatory networks) need many input signals [32] . This is due to the fact that driven nodes (i.e. those which receive an input signal directly) are not able to control their subordinates independently from each other. However, these results apply only for linear nodal dynamics. In this paper, we examine and describe a dynamics that takes place on the edges of the network, and show that this dynamics leads to significantly different controllability properties for the same real-world networks.
Switchboard dynamics in complex networks
We study a dynamical process on the edges of a directed complex network G(V, E) as follows. Let x = [x j ] denote the state vector of the process, where one state variable corresponds to each edge of the network. Let y − i and y + i be vectors consisting of those x j values that correspond to the inbound and outbound edges of vertex i, respectively, and let M i denote a matrix with the number of rows being equal to the out-degree and the number of columns being equal to the in-degree of vertex i. Furthermore, we assume that the dynamics can be influenced from the environment by adding an offset vector u i to the state vector of the outbound edges of any node i. The equations governing the dynamics of the network are then as follows:ẏ
where τ i is a vector of damping terms corresponding to the edges in y + i (t), σ i is 1 if vertex i is a so-called driver node and zero otherwise, and ⊗ denotes the entry-wise product of two vectors of the same size.
We call the above the switchboard dynamics (SBD) since each vertex i acts as a small switchboard-like device mapping the signals of the inbound edges to the outbound edges using a linear operator M i , which is called the mixing or switching matrix from now on. To simplify the equations, state variables and signals like y + i , y − i and u i are implicitly considered as time-dependent, even if the time variable t is omitted. Furthermore, note that for an edge v → w, exactly one of the coordinates of u v affects the state of this edge, therefore we can simply introduce a unified input vector u where the jth element u j is simply the component of the offset vectors that affects edge j directly.
In some sense, the SBD provides a simplified representation of the underlying dynamic processes of many real-world networks. For instance, in social communication networks, a node (i.e. a person) is constantly processing the information received via its inbound edges and makes decisions which are then communicated to other nodes via the outbound edges. The inbound and outbound signals are then represented by the state variables x j , while the decision process is modeled by the mixing matrices M i .
We must also explain the motivation of introducing the offset vectors as a means of controlling the system instead of assuming external input signals. In most networks, one usually can not take control over a single edge as the connections do not always have a physical realization. Therefore, in order to control an edge in a network, one has to take control over the vertex from which the edge originates, and adjust the output vector of the vertex appropriately. This adjustment is represented by the term σ i u i for each vertex i. Throughout this paper, we will be interested in determining an optimal control configuration for the SBD of a given network, where optimality is measured by the number of driver nodes σ = i σ i .
First, we make a connection between the switchboard dynamics and a standard linear dynamical system by re-writing the equations of the switchboard dynamics (Eq. (2)) in terms of x i . Note that the derivative of the state of an arbitrary edge j originating in some vertex r and terminating in vertex s depends only on itself and on the states of edges whose head is r. Let us denote this latter set by Γ − j , simplifying our dynamical equation tȯ
where w kj is the element in the mixing matrix M r of vertex r that corresponds to edge k (as inbound edge) and edge j (as outbound edge), τ j is the damping term related to edge j, and u j is equal to the value of the input signal affecting the state variable of edge j. Defining
where the unknown variables are as follows:
• W = [w kj ] is a matrix where w kj may be nonzero if and only if the head of edge k is the tail of edge j.
• T is a diagonal matrix with the damping terms of each edge in the main diagonal.
• H is a diagonal matrix where the jth diagonal element is σ s if vertex s is the tail of edge j.
Eq. (4) essentially describes a simple linear time-invariant dynamical system of the forṁ x = Ax + Bu with the substitution A = W − T and B = H. It is also easy to see that W is the adjacency matrix of the line digraph L(G) of the original digraph G by definition. The nodes of L(G) thus correspond to the edges of the original network G, and each edge of L(G) represents a length-two directed path of G. An example network G is shown in Figure 1a , and its corresponding line digraph on Figure 1b . The loop edges arising from the damping term −T in Eq. (2) are omitted from Figures 1b and 1c , partly for sake of clarity, and partly because soon we will demonstrate that such edges do not change the optimal control configuration. became an edge-disjoint walk in G. Numbers represent the order in which the edges have to be traversed in the walks. The two driver nodes are a and e since each walk starts from either a or e.
Structural controllability of the switchboard dynamics
Applying the maximum matching theorem of Liu et al [32] to L(G) (Figure 1b) gives us a set of control paths and driven nodes in the line digraph (Figure 1c) , or equivalently, a set of driven edges in the original graph G. Since edges can be controlled only via the offset vectors, the set of driver nodes are given by collecting those vertices that have at least one outbound driven edge. However, note that the maximum matching theorem guarantees only that the number of driven nodes in L(G) will be minimal, and this does not imply that the obtained set of driver nodes in G is also minimal.
Let us now compare the control paths obtained from the maximum matching in the line graph L(G) in Figure 1c with the corresponding control paths in the original graph G in Figure 1d . It can be seen that the maximum matching consists of vertex-disjoint open and closed paths (also called stems and bud s) in L(G), and mapping these paths back to G yields edge-disjoint open and closed walks in G. The walks together form a complete cover of the edges of G. Since the first vertex of each stem has to be driven in L(G), the driver nodes in G are those from which the corresponding open edge-disjoint walks originate. Our goal is thus to find a cover that minimizes the number of nodes from which open walks originate in G.
Let us call a vertex
, and let us define a balanced component as a connected component consisting solely of balanced vertices and at least one edge. Our key result (which can also be formulated as a theorem) is that the minimum set of driver nodes required to control the SBD on a network G(V, E) can be determined by selecting the divergent vertices of G and one arbitrary vertex from each balanced component. The formal proof is given in the Appendix.
The above theorem has two important implications. First, it explains why we are safe to ignore loop edges in L(G): a loop edge of a vertex in G increases both its in-degree and its out-degree by one, thus a divergent vertex stays divergent, and a non-divergent vertex stays non-divergent. Second, the theorem shows that the number of driver nodes required to control the SBD is almost completely determined by the joint degree distribution of the network. This is in concordance with the results of Liu et al [32] for the linear time-invariant nodal dynamics.
Controllability of real networks
We have determined the set of driver nodes under the switchboard dynamics for 38 real networks classified into 11 categories and compared the fraction of driver nodes n D with the model of Liu et al [32] and with its expected value after different types of randomizations (see Table 1 ). A striking difference between the switchboard dynamics and the model of Liu et al [32] can be seen for two classes of networks. Regulatory networks such as the transcriptional regulatory network of E.coli (TRN-EC-2 [37] ) and S.cerevisiae (TRN-Yeast-1 [7] , TRN-Yeast-2 [37] ) and the ownership network of US telecommunications and media corporations (Ownership-USCorp [45] ) turned out to be well-controllable under the switchboard dynamics but they are very hard to control in the linear nodal dynamics. This can be explained by the fundamental difference between the two models. In the linear nodal dynamics, a driven node may not influence its subordinates independently of each other, thus the presence of out-hubs in a network degrades its controllability significantly. In the switchboard dynamics, out-hubs behave the opposite way, allowing one to control many state variables with a single out-hub. It follows that driver nodes prefer out-hubs in the SBD, while they are shown to avoid hubs in the linear nodal dynamics. Therefore, hubs have an important role not only in maintaining the connectivity of a network in case of random failures [5, 15, 24] and containing epidemic spreading [50, 51] , but they also make it possible to control the network efficiently with a smaller number of driver nodes.
The other class of networks with the largest difference between the two models is the case of intra-organizational networks [17, 23, 41] . In the model used by Liu et al, all these networks can be controlled by at most three nodes. On closer examination, it turns out that 75%-80% of the connections in each of these networks is reciprocal, i.e. an edge exists between vertices A and B in both directions. A reciprocal edge pair can easily form a bud in a maximum matching, requiring no driver node on its own, therefore high reciprocity in a network always implies a low fraction of driver nodes in the linear nodal dynamics, while this is not necessarily true for the SBD.
Comparing the fraction of driver nodes for the SBD with the randomized variants reveals that in most cases, the fraction of driver nodes required to control a random Erdős-Rényi network [12, 20] of the same size is larger than the fraction of driver nodes for the real-world network, suggesting that the structure of these networks is at least partially optimized for controllability. Notable exceptions are the electronic circuits [37] , the neural network of C.elegans [1, 62] , most of the World Wide Web networks [2, 4, 28, 48] , and the intra-organizational networks [17, 23, 41] . Preserving the in-and out-degree distributions (but not the joint distribution) brings the fraction of driver nodes closer to the observed one after randomization, and keeping the joint degree distribution makes the fraction of driver nodes ) and the simple nodal dynamics [32] (n Liu D ); fraction of driver nodes under the switchboard dynamics in randomized networks using the Erdős-Rényi model (n ER D ) and the degree-preserving configuration model (n Degree   D ). Note that this latter model does not preserve the joint degree distribution. Results for null models are averaged from 100 randomizations. Networks where the edges were reversed compared to the original publication are marked by * (see Appendix, section C.1). Results calculated directly from the degree distribution (i.e. not taking into account balanced components) are marked by †.
practically the same up to a difference of ±0.002 in the networks we have studied, confirming that the effect of balanced components on the fraction of driver nodes is indeed negligible for large real-world networks. Edge deletion experiments (see Appendix) also indicate that the optimal control configurations in the studied networks are robust to single link failures as the networks mostly remain controllable with the same number of driver nodes after the removal of a single edge.
Analytical results for model networks
The dependence of n D on the joint degree distribution allows us to derive analytical formulae for the expected fraction of driver nodes for a wide variety of model networks (see Appendix for the exact derivations). For Erdős-Rényi digraphs [12, 20] with n vertices and an edge probability of p, n D is given as follows:
where k = np is the average in-and out-degree and I α (x) is the modified Bessel function of the first kind. The function converges rapidly to 0.5 as k increases. Similar results are obtained for graphs with independent exponential in-and out-degree distributions Ce −k/κ where κ = 1/ log
which also approaches 0.5 rapidly as k → ∞ (Figure 2a ). For power-law distributed digraphs [8, 13] with
where Li s (z) is the base s polylogarithm function. As κ → ∞, this converges to
(where ζ(x) is the Riemann zeta function) in the absence of any exponential cutoff (Figure 2b ). The Appendix also contains the analytical treatment of k-regular networks. It is worthwhile to compare these analytical results with that of Liu et al [32] , who have found that the fraction of driver nodes n D decreases for both Erdős-Rényi and scalefree networks as k → ∞, while these networks behave the opposite way under the SBD. For k → ∞, the fraction of driver nodes tends to 1/2 for Erdős-Rényi networks and to 1/2 − ζ(2γ)/(2ζ(γ) 2 ) for scale-free networks. The consequence is that denser networks are harder to control (as expected by our intuition), and that scale-free networks with a given k are easier to control than an Erdős-Rényi network with the same average degree. This can partly be attributed to the higher frequency of short loops [10] in scale-free networks: these loops can be covered by closed walks and do not require extra driver nodes. 
The effect of degree correlations
Our analytical results assumed that the in-degree and the out-degree of a node is uncorrelated, which was true for all of the model networks we have studied. However, one-point degree correlations in real networks are significantly different from zero [9] . To study how such correlations affect the fraction of driver nodes, we have performed simulations on Erdős-Rényi networks and scale-free networks with an exponential cutoff and varied the correlation as follows. First, we generated an instance of the network model with n = 10 5 nodes and calculated the in-and out-degree sequences. These instances were uncorrelated since neither the Erdős-Rényi model nor the configuration model (which we have used to generate scalefree networks) introduces correlations between the in-and out-degree of the same node. Next, while keeping the in-degree sequence intact, we started swapping elements in the out-degree sequence randomly such that only those swaps were performed which increased the correlation. The process was continued until we were not able to increase the correlation any more in the last t steps (where t = 10 4 in our simulations). A similar greedy algorithm was executed from the original degree sequences in the opposite direction, performing swaps only if it decreased the correlation, terminating when it was not possible to decrease the correlation any more in the last t steps. The fraction of driver nodes n D was then calculated in the original configuration and whenever the absolute difference of the calculated in-and outdegree correlation between the last examined state and the current state became larger than 0.01. The results are depicted in Figures 3a and 3b , both of which clearly show a general trend: increasing the correlation between the in-and out-degrees decreases the fraction of driver nodes. Negative one-point correlations yield a higher fraction of driver nodes since these networks are very unlikely to contain balanced nodes: a vertex either has a high in-degree and a low out-degree or a high out-degree and a low in-degree. In other words, negative correlations indicate a clear separation of responsibilities between the nodes of the network: divergent nodes are strongly divergent with a large difference between the out-degree and the in-degree, while convergent nodes are strongly convergent. Positive correlations indicate that nodes often represent complex decision processes which map a high-dimensional input space into a similarly high-dimensional output space. Strong positive correlations also yield networks with a higher number of short loops [9] , which can then be covered by closed walks that do not require driver nodes on their own.
Conclusions
We have presented a linear time-invariant dynamical model where state variables correspond to the edges of a directed complex network, and the nodes of the network act as linear operators that map state variables of inbound edges to outbound edges. We have demonstrated that the minimum number of driver nodes for such systems is largely determined by the joint degree distribution of the network. A comprehensive survey of 38 real-world networks showed that transcriptional regulatory networks are well-controllable with a small number of driver nodes under the switchboard dynamics, and that most real-world networks are easier to control than random Erdős-Rényi networks with the same number of nodes and edges. This is very different from the findings of Liu et al [32] who have reported a high fraction of driver nodes under linear nodal dynamics on regulatory networks and that randomized Erdős-Rényi networks are easier to control than the real-world ones. The results suggest that one should choose the dynamical model carefully before studying the controllability properties of a real-world network as it may affect the results to a very large extent. The behaviour of the nodal and edge dynamics is markedly different in highly hierarchical, tree-like networks where the presence of central out-hubs rapidly increase the required number of driver nodes for the linear nodal dynamics of Liu et al, while the same out-hubs allow efficient control of many subordinate nodes and thus decrease the required number of driver nodes in the switchboard dynamics. Such hierarchies are ubiquitous in nature and society, from scales as small as gene regulatory networks [7, 37] , through leader-follower relationships of flocking pigeons [39] , to the large-scale organization of some man-made social structures like the Wikipedia talk network [29] or the ownership network of US media and telecommunications corporations [45] . The presence or absence of hierarchy thus seems to be an important contributing factor of the controllability properties of large dynamical systems.
As it happens so often in scientific research, the framework we have presented raises more questions than answers. For instance, it is yet unknown how the switchboard dynamics would behave in the presence of noise or nonlinearity, or in cases when it is enough to control only a subset of the state variables (output controllability) and only ensure that the uncontrollable ones have stable dynamics (stabilizability). However, as we have shown, even the first steps along our approach could be used to deepen our understanding of the origins of controllability of real-world networks.
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Appendices
A Structural controllability
A.1 Controllability conditions
A continuous linear dynamical system of the formẋ = Ax, A ∈ R n×n is said to be controllable by a set of piecewise continuous input signals u if we are able to drive the state vector x from any arbitrary initial state to any given state in finite time, assuming that the input signals are injected to the linear system according to the following dynamical equation:
where B ∈ R n×m is a matrix that describes how the input signals affect the derivatives of the state variables. A is usually called the state matrix and B the control matrix. Note that the structure of B is not constrained in any way; one can connect any of the input signals to any of the state variables. The Kalman rank condition states that the system is controllable if and only if the controllability matrix B AB A 2 B . . . A n−1 B has rank n, where n is the number of state variables [26, 60] . However, the rank condition is not constructive since it does not tell us how to find an appropriate B for a given A (preferably with a minimum number of columns), and even testing the Kalman rank condition is computationally expensive and numerically unstable for large n. Due to these difficulties, control theorists turned to the concept of structural controllability, first introduced by Lin in his seminal paper [31] .
In the structural controllability framework, one assumes that the matrices A and B contain two kinds of elements: fixed zeros and free parameters. The free parameters of the matrices may assume any real value and are independent of each other. A system with state matrix A and control matrix B is then structurally controllable if it is possible to set the free parameters of the matrices in a way that the system becomes controllable in the usual sense. It can also be shown that if a system is structurally controllable, then it is also controllable for all parameter values except a set of combinations with zero Lebesgue measure [31, 57] ; in other words, structural controllability is a general property of the system and it implies controllability for almost all combinations of the free parameters.
Sufficient and necessary conditions for the structural controllability of linear time-invariant dynamical systems with known state and control matrices A = [a ij ] and B = [b ij ] were given earlier in the literature [38, 54] . The graph-theoretic formulation of the condition is given as follows. Let G(V, E) the graph representation of the dynamic system, where V = {x 1 , x 2 , . . . , x n , u 1 , u 2 , . . . , u m }, E = E A ∪ E B , E A = {(x i , x j )|a ji = 0} and E B = {(u i , x j )|b ji = 0}. Similarly, let G * (V * , E * ) be the so-called bipartite graph representation of the system, where
Note that there exists a bijection between E and E * : (x i , x j ) in E is equivalent to (x
The system is then structurally controllable if and only if the following two conditions hold:
1. For all v ∈ V , v is reachable from at least one of {u 1 , u 2 , . . . , u m } via directed paths in G. This is called the reachability condition.
2. G * contains n independent edges, where a set of edges is independent if every vertex in V * is incident on at most one of the edges.
The bijection between E and E * means that the set of independent edges satisfying the above conditions selects n edges from E such that each vertex v ∈ V is incident on at most one inbound and at most one outbound selected edge. For sake of simplicity and also to conform with the terminology introduced earlier by Liu et al [32] , we will call a set of edges satisfying this condition a matching 1 , vertices with inbound selected edges matched and vertices without such edges unmatched. Note that all input vertices u i are unmatched since they have no inbound edges, and no ordinary vertex v i will be unmatched because 1) we have selected n independent edges, 2) there are exactly n ordinary vertices, 3) we know that none of the input vertices are matched, and 4) a selected edge can make only one vertex matched.
The selected edges form vertex-disjoint directed paths and cycles in G. The directed paths are called stems and they always originate from one of the input vertices u i (since the first vertex of a stem is unmatched and only the input vertices are unmatched). The directed cycles are called buds. Stems and buds together form the set of control paths, since we can think about them in an informal way as principal routes along which control signals propagate in the system. A peculiar property of buds is that they do not require a separate control signal: if any vertex of a bud is adjacent to the vertex of a stem, then the stem itself will be responsible for providing the appropriate input to the vertices of the bud as well. Note that due to the reachability condition (see page 11) there can be no bud in the system that is not adjacent to any of the stems since each vertex is accessible from at least one input vertex, and each input vertex is the root of one of the stems.
The above conditions can only be used to check whether the system is structurally controllable once the control matrix B is known. In a recent paper [32] , Liu et al have proven the maximum matching theorem, which states that the minimum number of input signals required to control a system represented by its state matrix A can be determined by finding a maximum matching in A or a maximum set of independent edges in the bipartite representation of A (assuming no input vertices), and then counting the number of unmatched vertices. The maximum matching theorem also constructs the matrix B in a way that the bipartite representation of the system with state matrix A and control matrix B will satisfy the above conditions for structural controllability. This is achieved by connecting an input signal to every unmatched vertex of the graph to form one stem for each such vertex, and also connecting these input signals to any buds that are not adjacent to stems in order to satisfy the reachability condition. The nodes of the original network that are connected directly to one of the input signals are called driven nodes, and the nodes of the input signals are called driver nodes.
It is important to emphasize the distinction between driver and driven nodes, since the difference between them may be arbitrarily large. The reason for this is that one driver node may drive more than one driven node. To show that this is not just a rare theoretical possibility, we refer the Reader to a recently published manuscript of Cowan et al [16] , where the authors argue that the dynamic equations of real networks usually include a damping term for each state variable. These damping terms ensure that the system returns to some ground state in the absence of external stimuli. The damping terms are represented by nonzero diagonal elements in A and by self-loops in the network representation of the system. When all the nodes in the network are equipped with self-loops, a trivial maximum matching can be obtained by selecting the self-loops only, thus constructing n buds. According to the maximum matching theorem of Liu et al, the system then requires a single driver node only, which will be connected to all the nodes of the network. Thus, the number of driver nodes will be 1 and the number of driven nodes will be n, attaining the maximum possible difference of n − 1. Furthermore, the theorem then states that every real-world network with such self-loops can be driven by a single input signal.
The distinction between driver and driven nodes is fundamental in the simple linear timeinvariant nodal dynamics assumed by Liu et al, but not in the switchboard dynamics. In the switchboard dynamics, driver nodes are internal to the system: these are the nodes whose mixing matrix M i is controlled in order to drive the state variables of the edges into the desired state. Choosing all the self-loops in the line graph L(G) of the switchboard dynamics would simply promote every node of the original network with at least one outbound edge to a driver node. Later on in Section A.2, we will prove that this is not necessarily an optimal solution and also show a linear-time algorithm that selects the optimal driver node configuration.
A.2 Proof of our key result
For sake of clarity, we repeat some definitions from the main part of the manuscript here.
Definition 1 (Divergent vertex).
v is the out-degree and d − v is the in-degree of the vertex.
Definition 2 (Convergent vertex).
is a balanced component if v is balanced for every v ∈ C and C contains at least one edge.
We will also need a few more definitions and lemmas:
Definition 5 (Edge-disjoint walk). An edge-disjoint walk of a digraph G(V, E) is a sequence of vertices v 0 , v 1 , . . . v n such that v i → v i+1 is a member of E for every 0 ≤ i < n and each such edge appears in the walk only once. Such a walk is open if v 0 = v n and closed otherwise.
Lemma 1. For every connected component C ⊆ V of a digraph G(V, E), exactly one of the following three statements is true:
1. C contains no edges.
2. C contains at least one convergent and at least one divergent vertex.
3. C is balanced.
Proof. Proving that at most one of the three statements can be true at the same time is trivial and follows from the definitions above. To complete the proof, we must also show that at least one of the statements must always be true. This is done by contradiction. Suppose that there exists a connected component C in some graph G(V, E) for which none of the three statements holds. C then either contains at least one convergent vertex and no divergent vertices, or at least one divergent vertex and no convergent vertices. Both cases are contradictory since the sum of in-degrees in any connected component C must be equal to the sum of out-degrees, and balanced vertices contribute the same amount to both sums.
Lemma 2. For every connected component C ⊆ V of a digraph G(V, E) containing at least one edge, one of the following two statements is true:
1. C can be covered by a single closed edge-disjoint walk.
2. C can be covered by a set of open edge-disjoint walks.
Proof. Lemma 1 states that for non-empty connected components, the component is either balanced or contains at least one divergent vertex. If the component is balanced, the in-degree of each vertex is equal to the out-degree, hence it is always possible to construct an Eulerian circuit in it using Hierholzer's algorithm [21] . An Eulerian circuit is a closed edge-disjoint walk by definition, thus C satisfies case 1. If C is not balanced, there exists at least one divergent vertex in C. We then construct a set of open walks using the following algorithm:
1. Select an arbitrary divergent vertex v. If there are no divergent vertices in the component, go to step 4.
2. Build a walk by following an arbitrary outgoing edge of the current vertex repeatedly until the walk gets stuck in a vertex w, while making sure that each edge is included in the walk only once.
3. Store the walk, remove its edges from the component and go back to step 1. Note that the walk is always open (v = w) since v has more outbound edges than inbound ones, hence the walk cannot get stuck in v.
4. At this step, there are no more divergent vertices in C. By Lemma 1, this implies that all the vertices are balanced. Since C may have fallen apart into multiple connected components after the edge removals, construct an Eulerian circuit for each sub-component of C and store it as a closed walk.
The above algorithm provides us with a cover of C with edge-disjoint open and closed walks. However, note that each closed walk can be eliminated by finding an open walk with which it shares a vertex v and joining them together in a larger open walk which traverses the original open walk from the beginning until it arrives at v, then traverses the closes walk, and resumes the original open walk at v again. Repeating this procedure for every closed walk in the cover provides us with a final cover containing open walks only. This corresponds to case 2 in the lemma and concludes our proof.
Our key result is then as follows: Theorem 1. The minimum set of driver nodes required to control the switchboard dynamics on a network G(V, E) can be determined by selecting the divergent vertices of G and one arbitrary vertex from each balanced component.
Proof. The proof will proceed as follows. First, we provide an algorithm which constructs an edge cover in G such that each open walk originates in a divergent node and each balanced component is covered by a single closed walk, giving an upper bound on the minimum number of driver nodes. Next, we show that every divergent node must be driven in G in any control configuration, and that one arbitrary vertex from each balanced component must also be driven, providing a lower bound on the minimum number of driver nodes. We then show that the upper and lower bounds coincide, therefore our algorithm is optimal.
We have already shown in the main part of this manuscript that the switchboard dynamics on G is equivalent to a linear time-invariant dynamics on the nodes L(G), for which a set of driver and driven nodes can be determined using the maximum matching theorem of Liu et al [32] . The maximum matching theorem states that a given matching in L(G) * yields a set of stems (directed vertex-disjoint paths) and buds (directed vertex-disjoint cycles) in L(G), and the roots of the stems (i.e. the first vertices in the order of traversal) have to be controlled by external signals 2 . Buds do not require separate driver nodes because they are either adjacent to a stem (and thus use the signal from the stem) or one of the nodes in the bud is connected to an already existing input signal directly. The driven nodes will be the roots of the stems and an arbitrarily chosen vertex in each bud that is not adjacent to a stem.
Each non-loop edge in the line digraph L(G) corresponds to a length-two path in G. This implies that each stem in L(G) corresponds to a concatenation of length-two paths, yielding an edge-disjoint walk on G, which may contain the same vertex multiple times but may not traverse the same edge twice. Similarly, buds not containing a loop edge in L(G) correspond to edge-disjoint closed walks on G, and buds consisting of a single loop edge in L(G) yield a single open path of length 1 in G. Since each vertex in L(G) participates in either a stem or a bud (but not both at the same time), mapping the stems and buds in L(G) back to G provides us with a cover of G using edge-disjoint closed and open walks. Note that the mapping is injective: an edge-disjoint walk in G can also be mapped back uniquely to a stem or a bud in L(G). Therefore, a matching in L(G) is completely equivalent to a cover of G with edge-disjoint walks, and we are free to work with either of them.
A possible cover of edge-disjoint walks can be obtained using the algorithm described in Lemma 2. Such a cover creates a closed walk for every balanced component and a set of open walks for every non-balanced component. Mapping the walks to L(G) gives us a set of stems and buds:
• Closed walks will become buds without loop edges in L(G).
• Open walks with at least two edges become stems in L(G).
• Open walks with a single edge will correspond to the appropriate loop edge in L(G), thus becoming a bud with a single loop edge.
Together, these stems and buds form a set of control paths. Each stem requires an input signal, hence the first vertex of each open walk in G (i.e. every divergent vertex) will have to be driven. Since closed walks occur exclusively within balanced components, and each balanced component contains only one closed walk, the buds corresponding to them will not be adjacent to any of the stems in L(G), hence they will also have to be connected to some input signal directly. The only way we are allowed to achieve this in case of the switchboard dynamics is to promote one of the nodes in the bud to a driver node. Therefore, one driver node will be required for every balanced component and for every divergent node of G. We have thus obtained an upper bound on the number of driver nodes in G. To prove that the algorithm in Lemma 2 is optimal and conclude the proof, we will show that this is also a lower bound.
Assume that there exists a complete cover of the edges (i.e. a control configuration) of G and there exists a divergent node v such that v is not a driver node. Since v is not a driver node, there is no open walk originating from it. Let us now consider all the walks v is a part of. Closed walks enter and leave v the same number of times. Since no open walk originates from v, each open walk either enters and leaves v the same number of times, or terminates in v. Therefore, the number of covered inbound edges of v must be equal to or larger than the number of covered outbound edges of v. However, since v is divergent, it has more outbound edges than inbound edges, therefore at least one outbound edge is not covered. This contradicts our assumption that we are working with a complete cover. Therefore, by contradiction, we have shown that every divergent vertex of G must be a driver node in any control configuration.
Due to the reachability condition (see page 11) , we must also ensure that there is at least one driver node in every connected component not containing a divergent vertex. Lemma 1 states that every connected component C of G is empty, balanced, or contains at least one convergent vertex. To satisfy the reachability condition, we must therefore promote one of the vertices in every balanced component to a driver node. Therefore, a lower bound on the number of driver nodes in G is the number of divergent nodes plus the number of balanced components of G. Since the lower and upper bounds coincide, our algorithm is optimal. This concludes our proof.
Note that the algorithm given above allows one to determine the minimum set of driver nodes for the switchboard dynamics on an arbitrary graph G(V, E) in O(n+m) time (where n is the number of vertices and m is the number of edges): building the edge-disjoint walks takes O(m) time (since each edge has to be evaluated only once), calculating the connected components takes O(n + m), and an additional O(n) step can decide which connected components are balanced.
B Analytical results
In the main part of this manuscript, we have presented analytical formulae for the expected fraction of driver nodes in Erdős-Rényi, exponential and scale-free networks. These formulae are based on the fact that the fraction of driver nodes depends almost completely on the joint degree distribution of the network according to Theorem 1. By neglecting the possible existence of balanced components, the fraction of driver nodes for graphs with a joint degree distribution
i.e. one simply has to calculate the sum of joint probabilities for cases when the in-degree is smaller than the out-degree. When the in-and out-degrees are uncorrelated and identically distributed (as in all the model networks we have presented in the main part of this manuscript), it is also true that p ij = p ji , hence n D can also be written as
i.e. the fraction of driver nodes is equal to half the probability of non-balanced nodes. The formulae presented in the main part of this manuscript are all based on Eq. 11 by substituting the actual degree distribution of the network model in question.
B.1 Erdős-Rényi digraphs
For Erdős-Rényi digraphs with n vertices and an edge probability of p, both the in-and out-degrees follow a Poisson distribution with k = np, hence n D is given as follows:
where I α (x) is the modified Bessel function of the first kind. An equivalent derivation follows from the fact that the difference of the in-and out-degree of a node follows a Skellam distribution [58] , thus the probability of balanced nodes is equal to the value of the probability moment function of Skellam( k , k ) at x = 0.
B.2 Exponential networks
In exponential networks, in-degrees and out-degrees are assumed to be distributed with 
where in the penultimate step we have made use of e −1/κ = k k +1 .
B.3 Power-law networks
In this case, we distinguish between networks with a power-law-like distribution that has an exponential cutoff of the form
, and pure power-law distributions without a cutoff that follow
The exponential cutoff makes it possible to normalize the distribution for a given average degree. We will start with the former case and then show how n D behaves as the exponential cutoff vanishes (i.e. κ → ∞).
In the general case, n D is given by
since we know that C = Li γ (e −1/κ ), where Li s (z) is the polylogarithm function. For z = 1, the polylogarithm reduces to the Riemann zeta function, yielding
for pure power-law networks.
B.4 k-regular networks
The three network models presented so far produce balanced components with a very low probability, hence we were safe to ignore such components in our analytical calculations. In this section, we present similar calculations for networks where the in-and out-degree of each vertex is k/2 for some even k. These networks consist of balanced nodes only, and the number of driver nodes is given by the number of connected components of the graph containing at least one edge.
Theorem 2. In a k-regular directed network G(V, E) with n vertices, the number of driver nodes is zero if k = 0, one if k ≥ 4 and the nth harmonic number H n if k = 2.
Proof. The case of k = 0 is trivial: there are no edges to control and hence the fraction of driver nodes is zero. For k ≥ 4, dropping the arrowheads gives us an undirected k-regular graph where it can be proven that it is almost surely k-connected [12] , implying that the original digraph requires only one driver node. For k = 2, each vertex has exactly one inbound and one outbound edge, thus the entire graph consists of disjoint directed cycles. By denoting the head of the outbound edge of vertex v by π(v), we obtain a permutation π on the vertices of the graph, and the number of connected components will be given by the number of cycles in π. Let us call a sequence of elements u 1 , u 2 , . . . , u m an m-cycle of π if each u i is equal to some v j and it holds that π(u 1 ) = u 2 , π(u 2 ) = u 3 , . . . , π(u m ) = u 1 . First we prove that the probability of the event that v 1 is a part of an m-cycle is 1/n. We require that
n Of course the above proof applies to every v i ∈ V . Since each v i is a part of an m-cycle with probability 1/n, the expected number of vertices being part of an m-cycle is exactly 1, and since an m-cycle contains m vertices, the expected number of m-cycles is 1/m. The expected number of cycles of any length E then follows by a simple summation:
This concludes our proof.
Since H n scales approximately as log n, the fraction of driver nodes will scale as log n/n and tend to zero as n → ∞. k-regular graphs are thus extremely well-controllable in the infinite limit, requiring O(1) driver nodes if k = 2 and O(log n) driver nodes if k = 2.
C Computational results

C.1 Data sources of real networks
The details of the real-world networks we have studied are presented in Table C.1. Note that the semantics of the switchboard dynamics requires that a directed A → B edge represents a direct influence of A on B and not the other way round, hence we had to reverse the edge directions in some of the networks to make it conform to this semantics. For instance, an A → B edge in a trust network usually means that A trusts B, hence B has a direct influence on A. For sake of clarity, the table includes the semantics of each edge.
C.2 Robustness of control configurations
To study the robustness of real networks against random control path failures, we have classified each edge according to the change in the number of driver nodes when the edge is removed from the network. We distinguish three cases and accordingly three classes of edges. The removal of a critical edge increases the number of driver nodes required to maintain controllability. Conversely, the removal of a so-called distinguished edge decreases the number of driver nodes. The remaining edges are called ordinary since their removal does not affect the set of driver nodes. Figure 4 shows the fraction of critical, ordinary and distinguished edges in each studied real network, indicating that most networks possess only a small fraction of critical or distinguished edges, thus exhibiting a high degree of robustness against changes in control configurations due to random edge removals. The two significant exceptions are the electronic circuit networks (s208a, s420a and s838a) [37] , which contain a high fraction of distinguished edges, and the metabolic networks [25] , where almost half of the edges are critical. A was nominated by B on a questionnare Table 2 : Summary of the real networks analyzed in the paper. n denotes the number of nodes, m denotes the number of edges. Networks where the edges were reversed compared to the original publication are marked by an asterisk ( * ). Table C .1.
C.3 Implementation
An open-source implementation of the driver node calculations and the edge classification for arbitrary networks is provided at http://github.com/ntamas/netctrl.
