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A finite poset can easily be represented by a directed acyclic graph. This work intends to make 
use of performant graph search methods as a tool for checking order properties. Semi-modular 
posets and semilattices are investigated here. 
An underlying idea consists in turning to account structural properties of the poser, and deriv- 
ing effective algorithms. This purpose leads us to 'good' theoretic characterizations - that is, 
directly available from an algorithmic point of view - and specially a new one for modular 
lattices. 
Un ensemble ordonn6 fini se repr6sente ais6ment par un graphe sans circuit. Le but de ce travail 
est d'utiliser des m6thodes de parcours graphique performantes, de fagon/~ v6rifier certaines pro- 
pri6t6s d'ordre. Le cas des ensembles semi-modulaires t des demi-treillis est abord6 ici. 
Une id6e sous-jacente consiste/t exploiter au maximum les propri6t6s tructurales de l'ensemble 
ordonn6, pour 6laborer des algorithmes efficaces. En particulier on s'attache ~de bonnes caract6- 
risations th6oriques, directement exploitables sur le plan algorithmique. Une nouvelle caract6risa- 
tion des treillis modulaires est ainsi produite. 
1. Introduction 
Le travail pr6sent6 se propose d'6tudier, dans le cadre de l'int6rat croissant port6 
/t la thdorie des ensembles ordonnds finis, les rapports existant entre les propri6tds 
thdoriques de tels objets et la complexit6 algorithmique de la v6rification de ces pro- 
pri6tds. I1 s'agit donc, dans la mesure du possible, de convertir les 6nonc6s th6ori- 
ques en 6nonc6s 6quivalents poss6dant de bonnes r6sonances sur le plan algorithmi- 
que. 
Les cas d'ensembles ordonn6s gradu6s ou possddant la propridt6 de Jordan-Dede- 
kind [5] ont 6t6 6tudi6s dans [8]. 
Le chapitre 2 contient des rappels. Nous envisageons dans le chapitre 3 les cas des 
ensembles ordonn6s emi-modulaires 6tudi6s par B. Monjardet dans [14], d'un int6- 
rat th6orique important et Math6matiques Appliqu6es aux Sciences Sociales. Ce 
probl6me st rapproch6, du point de vue complexit6 algorithmique, du calcul classi- 
que de la Fermeture Transitive d'un graphe quelconque. 
Dans le chapitre 4, est produit un algorithme v6rifiant la propri6t6 de treillis dans 
un graphe sans circuit, et utilisant les techniques de parcours d6velopp6es par R.E. 
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Tarjan [1], [16] en s'inscrivant dans le m~me esprit: descente dans un graphe avec 
r6tention pour chaque sommet atteint d' informations convenables. Signalons qu'un 
algorithme 6quivalent est produit dans [9]. Cette technique de parcours a d'ailleurs 
largement 6t6 utilis6e dans [8]. Les diff6rentes classes de treillis peuvent s'identifier 
facilement du point de vue algorithmique apr6s v6rification de la propri6t6 de base. 
Le chapitre 5 traite de la reconnaissance d  diff6rentes classes de treiUis. 
Ces algorithmes ont 6t6 programm6s en langage PASCAL dans le cadre du projet 
CABRI ([7]), logiciel d'aide h la recherche n Th6orie des Graphes et en Th6orie des 
Ensembles ordonn6s. Deux 6quipes universitaires travaillent actuellement sur ce 
pro jet. 
2. Rappels et notations 
Dans la suite de l'article ne sont envisag6s que des graphes orient6s finis et sans 
circuit [4]. Dans la troisibme partie, traitant des treillis, ie graphe 6tudi6 sera suppos6 
connexe. 
Un ensemble ordonn6 E sera repr6sent6 par un graphe sans circuit G, d'of~ l'em- 
ploi des deux terminologies suivantes: 
2.1. Terminologie graphique 
Un graphe G sera d6sign6 par le couple (X, U), off X est l'ensemble des sommets 
et U, sous-ensemble d X× X, est l'ensemble des arcs. G sera parfois not6 (X, F), off 
F(x)={yl(x,y)eU}, VxeX.  
Nous noterons 6galement 
r+Cx) = {y ICy, x) + v}, 
dCx) = JFtx)l et d- (x)= IF- (x)l. 
Une source (un puits) de G est un sommet x tel que d - (x )= 0 (d(x)= 0). 
Le rang d'un sommet x est la longueur maximum d'un chemin joignant une 
source ~ x. 
Le sous-graphe de G construit sur une partie Y de X est G(Y) = (X, Fy), ofl Fy est 
la restriction de F ~ Y. 
Nous utiliserons 6galement la matrice booldenne A associ6e ~ G. Les sommets du 
graphe sont alors num6rot6s de 1 /t IXI. 
Vi, j~X:  Aij=l ¢* j~F(i).  
n d6signera le nombre de sommets de G, mle  nombre d'arcs. 
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2.2. Terminologie nsembles ordonnds 
Les graphes utilis6s pour repr6senter un ensemble ordonn6 E=(X,  <E) seront 
soit le graphe de Hasse Gh de E (notamment chapitre 3), soit n'importe quel graphe 
compris entre G het (3 t= (X, <E). 
Rappelons que: 
- L'ensemble de ces graphes a une structure de treillis pour la relation d'ordre 
induite par l'inclusion des ensembles d'arcs. 
- L'~16ment maximum de ces treillis est G t, l'~16ment minimum Gh. 
- Gh ne contient aucun arc de transitivit6, c'est-h-dire aucun arc (x,y) tel qu'il 
existe un chemin joignant x ~ y de longueur >__ 2. 
Correspondances ntre notions 
Notion de majorant dans E ~ Notion de descendant dans G, 
minorant ~ ascendant, 
616ment couvrant ,-, successeur dans Gh, 
616ment couvert ~, pr6d6cesseur dans G h, 
cha~ne ~ chemin dans G, 
cha~ne maximale ~ chemin maximal dans G h. 
Les propri6t6s 6tudi6es ur E seront les suivantes: 
Semi-modularit~ inf&ieure (sup~rieure). Dans Gh = (X, Fh) (resp. dans (X, F~-)) si 
deux sommets possbdenr un successeur commun, alors ils poss6dent un pr6d6cesseur 
commun. 
Demi-treillis inf&ieur. Vx, y E X, il existe un ascendant (minorant) commun ~ x et 
y, descendant de (plus grand que) tous les ascendants communs ~, x et y. C'est la 
borne inf&ieure, not6e xAy de x et y. (Ceci dans G--(X, F) quelconque). 
On obtient la propri6t6 de demi-treillis up6rieur en travaillant sur (X, F-) ,  et la 
notation de borne sup6rieure xvy. 
Propridti de Jordan-Dedekind. Vx, y ~ X, tous les chemins de G h joignant x h y 
ont la m~me longueur. 
- Nous utiliserons en outre la notation O due ~ Knuth [12]. 
- n a repr6sente la complexit6 du produit de matrices d'ordre n (voir par exemple 
[15]). 
3.  Semi -modu lar i t6  
Nous consid6rons le probl~me suivant: 
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Rdsultat. Un booI6en SMI (resp. SMS), vrai si et seulement si l'ensemble ordonn6 
associ6 ~ G est semi-modulaire inf6rieurement (resp. sup6rieurement). 
Suivant le r6sultat, nous dirons par abus de langage que G possbde ou non la pro- 
pri6t6 SMI. 
3.1. Un traitement matriciel 
Dans ce paragraphe, les sommets de G sont d6sign6s par leur num6ro. 
Propri6t6 1. La condition de semi-modularitd infdrieure (supdrieure) clans E est 
dquivalente gtla condition suivante clans G = (X, F): 
Vi, j~X,  i~ j :  F ( i )NF( j )~O = F- ( i )AF- ( j ) :#O,  
Vi, j~X,  i:#j: F ( i )NF( j )~O ~ F ( i )nF-( j ) :#O. 
Soit alors A la matrice bool6enne associ6e au graphe G (avec Vi Aii= 0). 
Propri6t6 2. La condition de semi-modularitO infdrieure (supdrieure) clans E est 
dquivalente gtla condition suivante sur A: 
A .AT  <(>_)AT.A (produit boolden). 
Preuve. Consid6rons l'616ment Bij (i4:j) de la matrice B=A.  A T. Bij est le produit 
scalaire bool6en de la ibme ligne de A par la j6me colonne de A T, c'est-~-dire la
jbme ligne de A. On obtient donc Bij=l ~* F(i)NF(j)--/:O. De m~me, si 
C=AT.A ,  Cij=l ~* F - ( i )nF  (j):g0. D'ofi le r~sultat. 
Nous en d6duisons un algorithme imm6diat pour v6rifier la semi-modularit6 inf6- 
rieure (sup6rieure) de l'ensemble ordonn6 E. Cet algorithme peut s'6crire: 
Transp(A, B); 
Multmat(A, B, C); 
Multmat (B, A, D); 
SMI := C<_D; 
(SMS :-- C>_D). 
{Calcul de B=A T} 
{Calcul de C = A . A T } 
{Calcul de D= CT=A T" A} 
Complexitd. L'6tape de transposition est en O(n2). Les multiplications s'effectuent 
en O(n~), la comparaison de matrices en O(n2), (a_>2). D'ofi une complexit6 glo- 
bale 6gale & O(n ~) du point de vue nombre d'op6rations. 
Le stockage des matrices n6cessite O(n 2) positions-m6moire. 
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3.2. Un algorithme de cheminement 
Le traitement matriciel pr6c6dent, quoique simple, doit ~tre signal6 car il possbde 
la meilleure complexit6 th6orique au sens de l'exposant. Cette complexit60(n ") 
dissimule souvent (cas du calcul du graphe de Hasse, de la Fermeture Transitive) une 
complexit60(n(n + m)) qui, bien que moins avantageuse au sens de l'exposant, se 
r6vble plus int6ressante au sens du coefficient, surtout pour des valeurs de m petites 
par rapport h n 2 [11]. 
D'o~) l'id6e suivante, bas6e sur un simple examen des sommets dans un ordre 
d6termin6: 
Principe de I'algorithme. Les sommets 6tant class6s dans un ordre total, le traite- 
ment de chaque sommet y consiste ~t v6rifier, pour tout sommet  inf6rieur ~ y, l'as- 
sertion suivante: 
F( t )NF(y)~O = F - ( t )OF  (y)-~O. 
Des notations ensemblistes ont 6t6 choisies pour exprimer cet algorithme: Y d6signe 
l'ensemble des sommets d6j~ traitds. Pour un sommet yen  cours de traitement, T
d6signe l'ensemble des sommets inf6rieurs ~ y ddj~t envisagds. 
L'algorithme s'6crit alors: 
Y := 0 SMI := vrai; 
Tant rue SMI et Y~X faire 
-cho ix (y6(X-  Y)); T :=0;  
Tant que SMI et T~ Y faire 
I 
cho ix ( te (Y -  T)); T := TUt;  
SMI :=(F( t )nF(y)~O ~ F - ( t )NF- (y )~O) ;  
{SMI~, tz'tc T, F ( t )nF(y )~O = F-(t)NF-(y)--/:O} 
Y := YUy 
{SMI¢, Vx, y6  Y, x~y,  F(x)OF(y)~O = F - (x )OF- (y )~O} 
{SMI c, Vx, y~X,  x=/:y, F(x)OF(y)--/:O = F (x )nF -  (y)--/:O} 
La preuve d'arrat de l'algorithme st imm6diate. La preuve des assertions ne pose 
pas de probl6me. 
Complexitd. Les instructions choix peuvent se faire en une op6ration d6s lors qu'on 
utilise un ordre total sur X: la structure de contrSle se traduit par deux instructions 
Pour imbriqu6es, l'une sur y variant de 1 ~t n, l'autre sur t variant de 1 ~ y. 
- Calcul du bool6en SMI: Si pour tout sommet x on dispose d'une repr6sentation 
des ensembles F(x) et F-(x): 
- en liste, 
- par leur fonction caract6ristique (pour l'ex6cution du test) 
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il suffit, pour chacun des successeurs (pr6d6cesseurs) z de t (au plus) d'effectuer le 
test d'appartenance & l'ensemble K(y) (F-(y)). 
Ce calcul cofite donc O(d(t)+d (t)) op6rations 616mentaires. Soit une com- 
p lexi t60(m + n) pour la boucle int6rieure, au sens du plus mauvais cas. 
On en d6duit une complexit6 globale O(n(n + m)) en nombre d'op6rations, O(n 2) 
en place m6moire. 
3.3. Rdduction 
Nous allons maintenant rapprocher les deux problbmes uivants: 
- V6rification de la propri6t6 SMI dans un graphe de Hasse, 
-Calcul  de la Fermeture Transitive d'un graphe quelconque, en utilisant une 
technique de r6duction [6]. 
Une technique de r~duction. Soit un graphe G = (X, U) sans circuit, ~ 3 niveaux, 
c'est-~-dire que X est partitionn6 en 3 classes N1, N2, N3: 
Ni={x~XI r (x )= i -1  }, i~{1,2,3}. 
On associe ~t G le graphe biparti G '= (X; U') tel que: 
X'=X1UX2 
avec X1 =N1 ON3 et X2=N2;  
U'=UIUU2 
avec U1 ={(xi, xj)l(xi, x j )eU et xiEN1 et x jeN2},  
U2 = {(xi,xj)!(xj, xi) ~ U et xjEN2 et xiEN3}. 
Exemple 
NI x 




x4 X 5 x 6 
x I x 2 x 3 x;, % x 
x3 9 
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Clairement IX'I =lXl  =net  Iu'l<_luI =m. Nous avons alors, si U t dasigne l'en- 
semble des arcs de la Fermeture Transitive de G: 
Ut= UU{(xi, xj) lxieNl et xjeN3 et 5/x k tel que (xi,xk)~. U et (Xk,Xj)e U}, 
U t= UU{(xi, xj)]xiEN1 et xjeN3 et ~/x k tel que (xi, xk)¢ U1 et (xk,xj)e U2}, 
= UU {(Xi, X j ) Ix ieN1 et xjeN3 et I'G,(Xi)AI"G,(Xj)::]:0}. 
Si l 'on suppose que l 'on conna~t un algorithme ,# permettant de trouver, dans un 
graphe de Hasse, tousles couples (xi, xj) tels que f'(xi)OF(xj)--/:0 pour calculer la 
Fermeture Transitive de G, il suffit de consid6rer la suite d'instructions: 
- Calculer la d6composition en niveaux de G: O(n +m).  
- Construire le graphe G': O(n + m). 
- Appliquer # h G'. 
- S61ectionner les couples (xi, xj) obtenus tels que r(xi)=O et r(xj)=2: O(n2). 
- Calculer l 'union de U et de l'ensemble de ces couples: O(n2). 
Si l 'algorithme ,# op6re sur G '= (X', U') en une complexit6 inf6rieure ou 6gale ~t 
O(IX'I2), on dispose d'un algorithme calculant la Fermeture Transitive de 
G = (X, U) b, 3 niveaux en O(]XI2). 
Or un algorithme calculant la Fermeture Transitive de G = (X, U)/t  3 niveaux en 
O(IXI 2) ddbouche, en utilisant une technique de r6duction identique, sur un algo- 
rithme calculant la Fermeture Transitive d'un graphe quelconque dans cette m~me 
complexit6 [6]. 
A l'heure actuelle, ce problbme a 6t6 tr~s 6tudi6, et on ne dispose d'aucun algo- 
rithme poss6dant cette complexit6. 
D'ofi une forte conjecture pour la vdrification de la propri6t6 SMI en une com- 
plexit6 inf6rieure ou 6gale h O(IXI 2) sur un graphe de Hasse du moins si l 'on se 
r6fbre/t la ddfinition. 
Pour am61iorer cette complexit6, il est donc souhaitable d'envisager des algorith- 
mes basds sur des propridt6s mathdmatiques plus puissantes. Ces propri6t6s n'exis- 
tent pas h l'heure actuelle dans la litt6rature traitant des ensembles semi-modulaires 
[31, [141. 
Remarque. Si nous envisageons maintenant la v6rification de la propri6t6 SMI 
(SMS) sur le graphe de Hasse G = (X, U) d'un inf (sup)-demi treillis, nous possddons 
une information suppldmentaire, xploitable sur le plan algorithmique: 
Vx, yeX (V(x)nV(y)--#O = IF(x)nV(y) I = 1) 
et (F- (x)nF- (y)--#O = f -  (x)nF- (y)l = 1). 
Ce qui signifie dans les deux casque le sous-graphe suivant de G: 
ne peut exister. 
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Si l'on reprend les notations de l'algorithme 
{/ ' -(z)N Y}, pour z6F(y), y fix6, sont disjoints. 
pr6c6dent, les ensembles 
z Z 
I 2 
Les ensembles {F(z) n Y}, z eF - (y ) ,  sont 6galement disjoints. 
On peut alors modifier l'algorithme donn6 en calculant, ~ chaque 6tape, 
Uz~rm {F-(z)N Y} et Uz~r m {F(z)O Y} (unions disjointes) et v6rifier que le pre- 
mier ensemble st inclus dans le second. 
Principe de l'algorithme modifid. Y d6signe, comme dans l'algorithme pr6c6dent, 
l'ensemble des sommets d6j~ trait&, et les sommets ont suppos6s class6s par un 
ordre total sur X. 
Opdration dldmentaire. Pour chaque sommet y, on calcule l'ensemble, not6 sup 
(inf) des sommets de Y ayant un successeur (pr6d6cesseur) commun avec y. On v6ri- 
fie alors l'inclusion sup c inf, de faqon ~ maintenir l'assertion sur Y: 
{SMI ¢~ Vu, teY :  F(u)nF(t)~O = F - (u )nF - ( t ) .O} .  
Y := 0; SMI := vrai; 
Pour xeXfa i re  [succ(x) :=0; pred(x) :=0]; 
Tant que SMI et Y~:X faire 
-choix(y e (X -  Y)); sup := 0; inf := 0; 
Pour zel '(y) faire [sup := supOpred(z); 
[ pred(z) := pred(z) Uy; 
Pour zel" (y) faire [ inf  :=infUsucc(z), 
I_succ(z) := succ(z) Uy; 
Y := YUy; 
{ VxeX:  pred(x) = {F- (x )n  Y}; sup= {t~ Y, t~y  Ir(t)nr(y).o}} 
{ VxeX:  succ(x) = {F(x)n Y}; inf= {t~ Y, t¢y]F - ( t )nF - (y )¢0}} 
SMI := sup c_ inf; 
{SMI ~ Vu, t~Y:  F(u)nF(t)*O = F-(u)nF-(t)4:0} 
{SMI ¢~ Vx, y~X:  F(x)nF(y)~O ~ F-(x)nF-(y)~O} 
A chaque tour du tant que, il suffit de v6rifier que, pour l'616ment y choisi, 
sup={t~ YIr(t)nv(s)-¢~} = U {v-(z)n Y}. 
z E l'(y) 
Parcours clans les graphes 223 
La condition Vte Y: F(t)nF(y)--/:O ~ F - ( t )nF - (y )~O est bien 6quivalente b. 
sup c_ inf. 
Complexitd. Pour y fix6, les ensembles pred(z), z ~ F(y) sont disjoints et leur union 
disjointe, incluse dans Y, cofite O( I YI) op6rations. Chaque instruction Pour compte 
donc pour O( I YI + d(y)) op6rations, avec I YI <__ n. 
La complexit6 globale obtenue est doric O(n2), en nombre d'op6rations et en 
place m6moire. 
4. Reconnaissance d'inf-demi-treUlis 
Nous consid6rons maintenant le probl~me suivant: 
Donn~e. Un graphe G = (X, F), sans circuit, pouvant contenir des arcs de transitivit6 
OH non. 
R~sultats. (1) Un bool6en IDT vrai si et seulement si l'ensemble ordonn6 associ6 
G est un inf-demi-treillis. 
(2) Dans le cas o~ IDT est vrai, l 'application INF : X x X-*X, telle que INF(x, y) = z, 
plus grand ascendant commun h x et y, est obtenue explicitement. 
La v6rification de la propri6t6 de sup-demi-treillis est parfaitement sym6trique, et 
peut ~tre obtenue en r6solvant le m~me probl~me sur le graphe (X,F-) .  
4.1. Rappels 
(a) Parcours du sous graphe engendrO par les descendants d'un sommet z
Le parcours du sous-graphe construit sur les descendants d'un sommet est une 
technique bien connue [1], [16]. Nous donnons ici une version g6ndrale [8], de forme 
ensembliste, permettant d'exprimer tousles parcours, en particulier la descente 'en 
profondeur' et la descente 'en largeur'. 
{Parcours du sous-graphe construit sur les descendants de z dans G--(X,F)} 
{ Initialisations} 
Pour t c X faire parcouru(t) := 0; atteint := {z}; trait6 := 0; 
{Parcours: Instruction I} 
ROpOter 
choix(s e atteint-trait6); 
Si F(s) = parcouru(s) alors trait6 := trait6 U s 
sinon [ {Parcours de l'arc (s,y)} 
|choix(y e F(s)-parcouru(s)); 
/parcouru(s) := parcouru(s) Uy 
kSi y ¢ atteint alors atteint := atteint Uy 
Jusqu'iz atteint-trait6 = 0; 
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Si l 'on d6signe par K le graphe (atteint, parcouru) off parcouru est la fonction suc- 
cesseur, l 'assertion finale est: 
K= (atteint, parcouru) = G(desc(z)) 
(sous-graphe construit sur desc(z)). 
A chaque dtape: 
- atteint est l 'ensemble des sommets d6jh rencontr6s lors du parcours. 
- un sommet x ~ atteint est darts trait6 si F(x)C atteint. 
- K s'enrichit de l 'arc (s, y). 
A laf in de l'algorithme, K est le sous-graphe de G construit sur les descendants de 
z. Les preuves sont classiques [8]. Les op6rations choix peuvent s'effectuer en une 
op6ration en utilisant un ordre total sur les sommets et la complexit6 r6sultante st 
O(n + m). 
(b) Extension: Parcours du sous-graphe des descendants d"un ensemble de sommets A 
L' instruction I s 'adapte sans difficult6 au parcours du sous-graphe construit sur 
les descendants d 'un ensemble de sommets, si on l'ins6re dans une instruction Pour, 
en effectuant les initialisations correctes. On obtient alors la structure suivante: 
{ I nitialisations } 
Pour t ~ X fa i re  parcouru(t) := 0;atteint := 0;trait6 := 0; 
{Parcours g6n6ralis6} 
Pour z ~ A faire 
atteint := atteint U z 
I ;  
Dans cette version &endue, h chaque 6tape de l' instruction Pour: 
- atteint est l 'ensemble des sommets d6j/~ rencontr6s. 
- Si K est le sous-graphe partiel de G parcouru: Lorsqu'un sommet y est plac6 
dans atteint, z est le seul ascendant de y dans K, parmi les 616ments de A d6j~ envisa- 
g6s. Si par contre, y appartient d6jh h atteint, il existe un 616ment de A, d6ja envi- 
sag6, ascendant de y dans K. 
K s'enrichit des descendants de z qui ne se trouvent pas d6jh dans atteint, et des 
arcs issus de ces sommets. 
Notons qu'un m6me arc (y, z) ne peut 6tre parcouru deux fois, puisque,/~ la fin 
de chaque 6tape, atteint = trait6, et un sommet rait6 ne peut Otre choisi comme nou- 
veau point de d6part d 'un parcours. 
La complexit6 de cet algorithme programm6 h l'aide d'une proc6dure de descente 
classique n'exc6de doric pas O(m + n). 
Parcours clans les graphes 225 
(c) Ordre compatible 
Afin d'utiliser l'ordre existant sur le graphe G, il est int6ressant de classer les som- 
mets de G dans un ordre total ~2(G) compatible avec celui de G, c'est-~-dire t l que: 
y e F(x) = X <~(G) y. 
Un tel ordre compatible s'obtient facilement, par un simple parcours de G, dans 
une complexit60(n + m) (voir par exemple [17]). 
4.2. Principe de l 'algorithme 
Une condition n6cessaire de l'existence de la propri6t6 IDT est l'existence d'une 
source unique de G, facilement v6rifiable. La borne inf6rieure de chaque sommet 
et de cette source est cette derni6re. 
Soit alors x fix6, et Y={yeX ly<nx}.  
Le principe de l'algorithme consiste ~ trouver la borne inf6rieure de x avec tout 
sommet de Y, la borne inf6rieure de deux sommets quelconques de Y 6tant connue. 
Les ascendants communs h deux sommets x et y figurent parmi les ascendants de 
x. x 6tant fix6, envisageons ces derniers dans l'ordre dual de ~, et faisons leur jouer 
le r61e de l'ensemble A du paragraphe pr6c6dent. 
Si un sommet y est atteint ~t partir d'un 616ment de A, disons pour la premibre 
fois b, partir de z e A, on posera inf(x, y) = z. Si y est aussi atteint fi partir de z' 6 A, 
on voit que z et z' sont des ascendants communs ~t x et ~t y. Une condition 6cessaire 
pour la validit6 de la propri6t6 IDT est alors z>_z'. 
De plus, il n'est pas n6cessaire de parcourir tout le graphe, puisqu'on cherche ~t 
d6terminer la borne inf6rieure de x avec les 616ments de Y. On se limitera donc aux 
sommets atteints appartenant fi Y. 
D'o~ l'6criture de l'algorithme (les insertions faites par rapport au parcours ont 
encadr6es): 
4.3. L " algorithme 
Nous adopterons les conventions suivantes: 
- L'ordre ~2 est d6crit par l'ordre usuel sur les indices. 
-Dans  l'instruction choix(zeasc(x i ) ) ,  c'est l'ordre dual de f2 qui est respect6 
(donc les z sont choisis par indices d6croissants). 
{ Initialisations} 
IDT := Jx0 source unique; 
Pour  x ~ X fa i r  inf(x0,x):=x0; 
i := 1;Y:= {x0}; 
{Parcours} 
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R~pdter 
Pour t ¢ X fa i re  parcouru(t) := O;atteint := O;trait6 := 0; 
R~pdter 
choix(z ~ asc(xi));atteint := atteintU z; 
inf(xi, z) := z; 
R~p~ter 
choix(s e atteint-trait6); 
Si F(s)= ~arcouru(s) alors trait6 := trait6Us 
sinon -choix(y ~ F(s) - parcouru(s)); 
parcouru(s) := parcouru(s) Uy; 
Si y e Y alors ] 
Si y ¢ atteint alors atteint := atteint Uy; 
inf(xi, y) := z; 
sinon := inf(xi, y)>_z; IDT 
Jusqu'gt atteint =trait6 ou not IDT 1 
Jusqu'~z=xo ou not IDT ; 
Y:= Y+xi; 
i := i+1 
Jusqu'gt i>n t ou not IDT ]; 
Preuve de l'algorithme. (On supposera qu'il existe une source unique x0). 
- A la fin du traitement de xi, atteint=trait6= Y: 
En effet: - ne sont plac6s darts atteint que des sommets de Y. 
- Soit y ~ Yet zk le premier ascendant commun h x+ et y, choisi dans la boucle 
interm6diaire (zk existe, puisque Vx ~ X x o est ascendant de x). y sera atteint h par- 
fir de Zk et ceci pour la premi6re lois, puisque tout sommet d'un chemin joignant 
zx ~ Y se trouve dans Y. L'ensemble atteint obtenu est donc Y. 
- L'invariant de la boucle ext6rieure (sur i) s'bcrit: 
(A) IDT ¢~ Vj, k, O<_j<_k<i: inf(xj, xx) est la borne inf6rieure de xj et x x. 
D6montrons pour cela l'invariant de la boucle interm6diaire (sur z): 
(B) IDT ¢~ Vt+atteint: ascA.(t)Nasc(xi) admet un plus grand 616ment 
6gal ~ inf(xi, t). 
oO K (voir I)  est le sous-graphe partiel de G parcouru lorsque s'achbve le traitement 
de z. 
Etablissons (B) par induction: 
- Au d6part atteint = 0. 
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- atteint s'enrichit de l'616ment z, ascx(t)nasc(xi)= {Z} et inf(xi, z) =Z. La pro- 
pridt6 (B) reste vraie. 
-Dans  la boucle int6rieure, fi chaque pas, K s'enrichit de l'arc (s,y), oil 
s, y e desc~(z). Deux cas se prdsentent: 
(1) yCatteint: On a alors asc~(y)={z}. L'ensemble asc~(t)Nasc(xi) n'est pas 
modifi6 pour les sommets de K diffdrents de y. Par contre, pour y, on doit poser 
inf(x/, y) := z. 
(2) y e atteint: atteint se partitionne n 2 classes: 
- Les  descendants de y dans K. Soit tun  tel sommet. L'ensemble 
ascx(z)Oasc(xi) s'accro~t de z. On doit donc v6rifier, pour maintenir l'assertion 
(B), que inf(x,t)>_z, mais il suffit de v6rifier cette condition pour t=y, car 
inf(x, t) _> inf(x, y). 
Si la condition inf(x,y)>_z n'est pas vdrifide, alors x et y possbdent deux 
ascendants communs, inf(x,y) et z, non comparables puisque l'ordre dans lequel 
sont choisis les z impose z>inf(x,y). En l'occurence, IDT prend la valeur faux. 
- Les  autres sommets, pour lesquels l'ensemble ascKnasc(xi) n'est pas 
modifi~. 
En fin de boucle sur z, atteint = Y, K est le graphe construit sur les arcs issus de 
Yet IDT ¢* I/t e Y, asc(t)N asc(xi) possbde un plus grand 616ment dgal a inf(xi, t), 
ce qui achbve la preuve. 
Arr~t et complexitO de l'algorithme. Pour chaque sommet xi, le squelette de l'algo- 
rithme se r6duit fi un parcours des arcs issus de Y, soit O(n + m) opdrations au sens 
du plus mauvais cas. 
L'obtention des ascendants z de xi dans un ordre dual de ~2 se fait facilement en 
recherchant parmi les xj, j<i ,  les 616ments major6s par un pr6d6cesseur de x. (On 
possbde inf pour deux sommets quelconques de Y.) Pour xi fix6 ceci se fait en 
O(ix d (xi)) op6rations. 
La complexit6 globale de l'algorithme, compte tenu de ces deux 6valuations, 'ex- 
prime donc par O(n(n + m)). 
Remarque 1. Les auteurs de [9] produisent un algorithme, non bas6 sur un par- 
cours, de marne complexit6. 
Remarque 2. Un algorithme .~/ calculant, sur un graphe G, et pour un couple x,y 
quelconque de sommets leur borne inf6rieure, si elle existe (comme l'algorithme cit6) 
produit la fermeture transitive du graphe G, puisque deux sommets comparables 
poss6dent une borne inf6rieure. I1 est donc peu probable, compte tenu des r6sultats 
connus sur le calcul de la fermeture transitive d'un graphe [10], [11], d'obtenir un 
algorithme utilisant le marne principe et fonctionnant en une complexit~ inf6rieure 
/t la complexit6 trouv6e. 
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5.  T re i l l i s  par t i cu l ie rs  
5.1. Treillis quelconque 
Remarquons que lorsque un graphe possede la propriet6 IDT, l'ensemble des des- 
cendants communs ~ deux sommets quelconques possede forcement, s'il n'est pas 
vide, un plus petit 61ement. Lorsque la propriete IDT a ete etablie sur un graphe G, 
il suffit donc, pour etablir la propriet6 SDT: 
- de verifier l'existence d'un element maximum; 
-de  calculer les bornes superieures par simple parcours, sans verification de 
coherence. 
Nous noterons T la propriet6 (SDT + IDT). 
5.2. Treill& semi-rnodulaire (et modulaire) 
Un graphe represente un treillis modulaire si et seulement si il possbde la propri6t6 
T, et son graphe de Hasse possede les proprietes SMS et SMI. 
On peut donc appliquer les algorithmes obtenus dans la premiere partie. Mais il 
est n~cessaire de calculer le graphe de Hasse du graphe de depart, si l 'on ne le con- 
naTt pas. Or il n'existe pas d'algorithme ffectuant ce calcul en O(n 2) par exemple 
[11]. 
Neanmoins, l 'hypothese de treillis apporte des propri~tes mathematiques puissan- 
tes, directement utilisables ur le plan algorithmique. II est connu depuis Avann [2] 
que: G = (X, U) verifie la condition SMS si et seulement si: 
Vx, y e X:  2 (x, y) = r (xv y) + r(xA y) - r(x) - r(y) < 0 
off res t  le rang d'un sommet de G (voir Notations). 
I1 s'ensuit immediatement un algorithme de complexit60(n 2) pour verifier les 
proprietes SMS et SMI, marne si l 'on n'est pas en possession du graphe de Hasse 
de G, le rang r 6tant facilement calculable n O(m + n) sur un graphe quelconque. 
Cette caractarisation peut 6tre amelioree du point de vue algorithmique par les 
proprietes uivantes: 
Lemme. Un treillis T tel que 
Vx, y6  T: r (x )=r (y )  ~ )t(x,y)_<0 
poss~de la propridt~ de Jordan-Dedekind.  
Preuve. Montrons que toute partie commenqante d  T possede la propriete de Jor- 
dan-Dedekind et raissonnons pour cela par induction sur le cardinal d'une partie 
commenqante de T. 
- {0} possede la propriete de Jordan-Dedekind. 
- Soit V une partie commenqante de T possedant la propriet6 de Jordan-Dede- 
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kind, et y minimal dans T -  V, c'est-~-dire Vx<y,  xe  V. Montrons la propri6t6 
suivante: 
Soit x ~ V. Toutes les xy-chaTnes maximales ont la m~me longueur. 
- Si y couvre x la propri6t6 est v6rifi6e. 
- Supposons que pour tout k_< n -  1 et pour tout xe  V: Si une xy-chaine maxi- 
male a la longueur k, alors toutes les xy-chaines maximales ont la longueur k. Soient 
x<al<. . .<an=y et x<bl<" '<bm=y,  n,m>_2 
deux xy-chaines maximales. S ia l  =bl alors m :n ,  par l'hypoth6se d'induction 
appliqu6e aux aly-cha~nes maximales. Sial :~bl, al et bl sont deux 616ments de V. 
Doric r(al) = r(bl) = r(x) + 1, puisque V possbde la propri6t6 de Jordan-Dedekind. 
D'o/a par l'hypothbse faite sur T, 2(a 1, bt )_0.  
r(al V bO + r(alAbl) - r(al) - r(bl) <_0, 
r(a~Abl) = r(x) = r(ba) - 1. 
D'ofi r (a lVb l )=r (b l )+ 1 =r(a l )+ 1 et alx/bl couvre a I et bl. 
y 
al ~ bl 
× 
Si alVbl =y, n = m = 2 et la propri~t6 est 6tablie. Sinon, il existe une aly-cha~ne 
maximale, donc de longueur n -  1, passant par alVb 1, donc une bly-cha~ne maxi- 
male de longueur n -1 .  D'aprbs l'hypothbse d'induction, toute bly-cha~ne maxi- 
male a pour longueur n -  1 et ainsi m = n. 
Ceci ach6ve la preuve du Lemme. 
Th~or~me. Un treillis T tel que 
Vx, y~ T: r (x)=r(y)  ~ 2(x,y)<O 
possbde la propridtd de semi-modularit~ sup&ieure. 
Prenve. Soient x et y couvrant xAy. D'aprbs le Lemme: r (x )=r (xAy)+l=r (y ) .  
D'o/l 2(x,y)_<0; r(xVy)<--r(x)+ 1, puis l'6galit6, xVy couvre donc x et y. 
En cons6quence, il suffira, pour v6rifier la condition SMS sur un graphe repr6sen- 
tant un treillis, de v6rifier l'in6galit6: 
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r(xvy) + r(xA y) - r(x) - r(y) <_ 0 
sur tousles 616ments x et y de m~me rang. 
Cette v6rification se fait aisdment en m~me temps que le calcul du rang. 
Remarque. Si G = (X, F) v6rifie la condition SMS, alors l'ensemble ordonn6 corres- 
pondant est gradu6, cette graduation 6tant donn6e par r. 
La propri6t6 duale s'obtient imm6diatement, sachant que Vx, r(x) + r*(x) est cons- 
tant, si r* d6signe le rang dual de r (rang dans (X ,F ) ) .  
Donc G v6rifie la condition SMI si et seulement si: 
Vx, y: r(x)=r(y) = 2(x,y)_>0. 
Et en conclusion un treillis est modulaire si et seulement si un graphe associ6 
G=(X,F )  est tel que: 
Vx, y~X:  r(x)=r(y) ~ 2(x,y)=0. 
D'ofi une complexit6 r6siduelle O(n 2) n6cessaire h la v6rification de la semi- 
modularit6 et de la modularit6. 
Le terme complexit6 r6siduelle d6signe la complexit6 du traitement qui doit ~tre 
fait apr& v6rification de la propri6t6 de treillis. 
5.3. Autres classes de treillis 
Lorsque la propri6t6 T a 6t6 v6rifi6e sur un graphe G, et que l'on se trouve en 
possession des bornes inf6rieures et sup6rieures, quelle est la complexit6 r6siduelle 
pour v6rifier d'autres propri6t6s? 
Envisageons les cas particuliers uivants: 
Treillis gdomdtrique. Semi modulaire sup6rieurement (propri6t6 SMS) et atomique 
(tout 616ment de rang> 1 est borne sup6rieure de deux autres 616ments). 
La propri6t6 d'atomicit6 se v6rifie ais6ment, h partir d'un tableau des bornes 
sup6rieures, par exemple, en O(n2). D'ofi une complexit6 r6siduelle O(n2). 
Si l 'on est en possession du graphe de Hasse, la propri6t6 d'atomicit6 (tout som- 
met de degr6 int6rieur 1 dans le graphe de Hasse est successeur de la source unique) 
est v6rifi6e en O(n + m). 
Treillis projectif. Modulaire et atomique. Complexit6 r6siduelle O(n2). 
Treillis distributif. Plusieurs caract6risations existent: Avann [2] donne la suivante: 
Un treillis est distributif si et seulement s'il est gradu6, et si le rang de l'616ment 
maximum est 6gal au hombre d'616ments inf-irr6ductibles (= qui ne sont pas borne 
inf6rieure) ainsi qu'au nombre d'616ments sup-irr6ductibles ( = qui ne sont pas borne 
sup6rieure). 
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- Si l 'on ne conna~t pas le graphe de Hasse: 
- On peut par exemple v6rifier la modularit6 en O(r/2), apr6s calcul du rang. I1 
suffit alors de v6rifier l'une des deux 6galit6s puisque le nornbre d'inf-irr6ductibles 
est 6gal au nombre de sup-irr6ductibles dans un treillis modulaire. La complexit6 
r6siduelle est alors O(rt2). 
- Sinon les inf(sup)-irr6ductibles ont les sommets de degr6 ext6rieur (int6rieur) 
1 dans le graph e de Hasse, et les propri6t6s se v6rifient en O(n + m). 
Signalons que dans ce cas m ~O(n log n) [13]. 
Treillis bool~en. Distributif et atomique, la complexit6 r6siduelle est donc lb, encore 
O(n 2) ou O(n log n). 
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