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The benefits of simultaneous multichannel detection over single-channel scanning detection
are well established in analytical chemistry. Multichannel detection increases duty cycle,
which leads to enhanced sensitivity, detection limits, and reduced analysis time. Also,
multichannel detection used with either isotope-ratio or internal-standard techniques provides
a mechanism to reduce the effect of multiplicative or flicker noise prevalent in plasma sources.
An additional benefit of simultaneous detection is superior analysis of short-lived transient
signals. Presented here is a theoretical comparison between simultaneous/continuous mul-
tichannel acquisition and single-channel scanning acquisition. To conduct this comparison,
reported sensitivity, single-channel precision, and background values for commercial induc-
tively coupled plasma sector-field mass spectrometers (ICP-SFMS) are used to generate
theoretical figures of merit for both acquisition methods. Among the figures of merit that will
be considered are detection limits, precision, and analysis time, particularly for multi-element
or multi-isotope analysis. (J Am Soc Mass Spectrom 2003, 14, 227–235) © 2003 American
Society for Mass Spectrometry
Multichannel instruments are used to address avariety of analytical challenges includingsample throughput, precision, and analysis
time [1–3]. Also, multichannel acquisition can improve
analysis of fast transient signals such as those produced
by gas or liquid chromatography [4], flow-injection,
capillary electrophoresis, electrothermal vaporization,
and laser ablation. A variety of multichannel instru-
ments for elemental analysis are commercially available
today [5], the most prominent being multi-collector
inductively coupled plasma sector-field mass spectrom-
eters (ICP-SFMS) and ICP time-of-flight mass spectrom-
eters (ICP-TOFMS) [6–8].
In addition to TOF and multi-collector ICP-SFMS
instruments, the mass spectrograph [9] is a multichan-
nel SFMS. A mass spectrograph, in contrast to conven-
tional sector configurations, employs a multichannel
detector array to examine continuously and simulta-
neously a broad mass range. Often, a geometry that
produces a linear focal plane is desirable, so flat detec-
tor arrays can be used. The range of m/z values that can
be acquired simultaneously is limited by the size of the
array relative to the dimensions and dispersion of the
spectrograph. Theoretically, an entire atomic mass spec-
trum is obtainable if the array-detector size is not the
limiting factor [10].
Commercial multi-collector instruments are
equipped with a fixed number of Faraday cups, in-
tended to measure isotopes of a single element. These
detector elements are redistributed to match specific
isotope patterns as needed. Typically, these multi-col-
lector instruments are used in applications in which
precision rather than elemental coverage or sensitivity
is of paramount importance.
Despite the existence of multichannel instruments,
the majority of commercial mass spectrometers are
single-channel sequential scanning instruments [6]. As
mentioned above, the multi-collector approach is re-
served primarily for applications where a premium is
placed on precision. Mass spectrographs using modern
detector arrays are not commercially available, proba-
bly because of the significant limitations of array detec-
tors suitable for mass spectrometry [11]. Existing array
detectors fail to provide an adequate combination of
gain, low noise, spatial resolution, and cost, among
other figures of merit. Given the significant benefits of
simultaneous data acquisition, development of such a
detector would probably lead to the rapid commercial-
ization of an array detector-based mass spectrograph
system.
Presented here is a theoretical comparison of the
fundamental differences between single-channel scan-
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ning acquisition and simultaneous, continuous mul-
tichannel acquisition. These differences will be applied
to the performance levels of commercial ICP-SFMS
instruments to project realistic benefits of multichannel
acquisition for elemental analysis. The comparison will
focus on multi-element analysis, measurement preci-
sion, the impact of Poisson and multiplicative source (or
flicker) noise, and the integration time needed to
achieve a specified signal-to-noise ratio. The terms
simultaneous, continuous, and multichannel will all be
used interchangeably. Conversely, scanning and single-
channel will be used in reference to conventional data
acquisition.
The comparisons made here will deal strictly with
mass spectrometer capabilities and not those of neces-
sary auxiliary components. Omitted from this compar-
ison is the impact of the detector/detection electronics
and sample-introduction system on analytical perfor-
mance. Therefore, the quantitative limitations of
present mass spectrographic array detectors [11] will
not be allowed to detract from the potential benefits to
be realized through multichannel acquisition. Such lim-
itations include restricted linear range, lack of uniform
sensitivity among individual array elements, and vari-
able noise characteristics among individual array ele-
ments. This analysis is justified on the basis of rapid
recent developments in the array detector field [12, 13].
Also, the impact of trace impurities from the solvent
blank, argon supply, air entrainment, and other possi-
ble sources of contamination will be disregarded. Con-
sidering the sensitivity and low continuum background
noise of commercial ICP-SFMS instrumentation, these
factors can elevate background levels significantly
above the continuum floor. However, this limitation is a
shortcoming of the components auxiliary to the mass
spectrometer and plasma and will therefore be disre-
garded in our treatment. Because of its inherent nature,
chemical noise such as argides produced by the ICP will
be considered in specific treatments.
The reader should be cognizant of several specific
circumstances where the theory presented here ceases
to be consistent with experimental results. First, short-
comings in a data acquisition system can significantly
limit the quality of acquired data. The gain provided by
an electron multiplier is not uniform nor consistent with
time, significantly limiting precision obtainable by a
multiplier in analog mode relative to the capabilities of
either Faraday cups in analog mode or counting-based
detection with either an electron multiplier or micro-
channel plate(s).
Also, the linear range of the data acquisition system
must be considered. With an ICP source, which gener-
ates on the order of 108 counts s1 ppm1 for elements
in solution, the upper counting-based limit of an elec-
tron multiplier linear range (107 cps) can be reached
very easily. Beyond this limit, pulse pileup can limit
accuracy, requiring the implementation of a correction
factor [14]. Naturally, the consistency of this correction
factor provides an additional quantitative barrier. The
upper limit of the linear range is ordinarily not a
concern with Faraday cup detection. Because the con-
tinuum background count rate in an ICP-MS typically
exceeds the dark count rate of an electron multiplier,
the lower end of the linear range is not limited by an
electron multiplier or its accompanying detection elec-
tronics. The lower end of the linear range can be a
concern with Faraday cup systems where Johnson noise
in the readout electronics limits precision [15].
Procedures, Boundary Conditions, and
Assumptions
Duty Cycle and Scanning Rates
All theoretical scanning data will be based on the
assumption that the sample observation time is evenly
distributed among all channels of interest. That is, the
duty cycle (DC, see Table 1 for a definition of all terms
and symbols) is the same for all channels. Time spent
hopping and settling between masses will not be con-
sidered. Therefore, duty cycle will equal the reciprocal
of the number of channels, N, or DCN1. For example,
a scanning instrument that monitors 50 different chan-
nels would exhibit a 2% duty cycle. Scanning rates are
assumed to be slower than the dominant noise compo-
nents in an ICP [16, 17] and, therefore, have no impact
on ratio precision. Although this assumption might not
be valid when short dwell times are used, it is valid
when a large number of channels are being considered
and conventional dwell times are used.
If the scanning rate in a sequential ICP-MS instru-
ment were to exceed the predominant ICP-MS noise
frequencies, the isotope-ratio precision of that instru-
ment should agree with the Poisson-based statistical
limit [18]. With the notable exception of ICP-TOFMS, all
multi-channel ICP-MS instruments are assumed to pro-
vide 100% duty cycle. For ICP-TOFMS, duty cycle is
inherently limited [7].
Sensitivity
Commercial ICP-SFMS instruments all possess a signif-
icant mass bias in favor of heavier elements. With
conventional sample-introduction equipment and
methods, typical ICP-SFMS sensitivities, mx, range be-
tween 1108 and 2109 cps/ppm. For the present
study, sensitivity values of 1108, 1109, and 2109
cps/ppm will be used. These values pertain to the
Finnigan ELEMENT 2 (San Jose, CA) sensitivity speci-
fications for lithium, indium, and uranium, respectively
[19]. Initial discussions in the body of this work typi-
cally assume a concentration of 1 ppm as a starting
point, but the reader is encouraged to consider the
impact of different concentrations and integration times
on the derived equations presented here as they pertain
to the reader’s own interests.
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Signal Noise and Precision
Typical ICP-SFMS signal precision ranges between 0.5%
and 5.0% relative standard deviation (RSD), limited by
multiplicative noise in the ICP and sample-introduction
system [16, 20]. The predominant frequencies of these
noise components exceed the rates at which an ICP-SFMS
can be scanned. Consequently, a single-channel system
cannot ratio consecutive m/z values as precisely as can a
multichannel system. For a multichannel system, counting
or Poisson statistics limits precision [21] because multipli-
cative source noise can be overcome through isotope-ratio
[7] or internal-standardization techniques.
For the comparisons here, noise sources are sepa-
rated into two categories: 1) noise that is multiplicative
in nature and 2) noise dictated by Poisson statistics.
Simulated single-channel results will include one of two
different multiplicative source-noise levels, 1.0% and
0.2% RSD, in addition to counting statistics-related noise.
Only noise due to counting statistics will be considered for
theoretical multichannel data since multiplicative noise
can then be overcome by ratioing [7]. A trio of isotope
pairs, 107,109Ag, 20,22Ne, and 12,13C, chosen because of their
approximate abundance ratios, 1, 10, and 100 [22], respec-
tively, will be used to generate ratio precision values.
Continuum Background and Isobaric Interferences
Commercial ICP-SFMS instruments produce a back-
ground continuum, b, in the 0.11.0 cps range [23] in
addition to chemical noise from significant isobaric
interferences including but not limited to 40Ar, 40Ar2,
40Ar2, and 40Ar16O. For all comparisons here, b for
both single- and multichannel instruments is assumed
to be 1.0 cps and constant across the entire atomic mass
range. Also, chemical background or isobaric interfer-
ences, c, are included in specific calculations. The noise
in b and c contains both a multiplicative component and
a Poisson component for single-channel determina-
tions, but the multiplicative component in both b and c
is dropped for multichannel calculations. Further, it
must be realized that the influence of chemical noise c
will depend on the sample concentrations that are
employed. In turn, it will depend on whether ion
counting with a multiplier detector or analog detection
with a Faraday cup is utilized.
Detection Limits
The signal-to-noise ratio, S/N, for any technique is
determined by a number of variables including sensi-
tivity, background, background instability, signal vari-
ation, analyte concentration, and integration time. Con-
ventionally, detection limits assume DC100%, which
is not realistic for multi-element or multi-isotopic ap-
plications. Detection limits for the two contrasting ac-
quisition techniques will be plotted as a function of
duty cycle for a range of total sample analysis times, T,
where T  t/DC and t is integration time. Such a
treatment reveals strong differences between the two
approaches concerning effective sensitivity.
Calculations and Equations
The relationship between analyte signal, ax, at a m/z, x,
and the standard deviation of that signal due to multi-
plicative source (or flicker) noise, afx, is best described
as a constant, , sometimes termed the “flicker factor”
[21, 24, 25]:
Table 1. Symbols, abbreviations, and corresponding terms appearing in text
Symbol Term
ai Analyte signal (cps) at a specified m/z ratio (ix or y)
bi Background continuum (cps) at specified m/z (ix or y)
bi Background continuum (cps) at a specified m/z (ix or y) in blank
ci Chemical background (cps) at a specified m/z (ix or y)
ci Chemical background (cps) at a specified m/z (ix or y) in blank
DC Duty cycle (unitless)
f Multiplicative noise designation
LOD Limit of detection (concentration)
mx Sensitivity of isotope at m/z x (cps/ppm)
N Number of channels or m/z values
P Poisson noise designation
R Ratio of analyte signals at m/z x and y (Rax/ay)
S Signal strength (counts)
S/N Signal-to-noise ratio (unitless)
T Total sample analysis time (seconds)
t Integration time for a specific channel (seconds)
[X] Concentration of analyte X (ppm)
x First m/z of interest
y Second m/z of interest
 Standard deviation under specified conditions (signal type (a, b, or c), noise type (f or P), and m/z (x or y))
t Total standard deviation at a specified m/z (x or y) for a specified signal type (a, b, or c)
R Standard deviation of the ratio, R, of two m/z values
 Flicker factor [21] for a, b, and c (dimensionless)
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afx    ax (1)
For simplicity, the flicker factor in this treatment is
assumed to be constant and equal for all species types
(analyte, background, and isobars) and m/z values, but
it should be noted that different sources of multiplica-
tive noise can and do produce different  values in
actual experimental results. The standard deviation of
the background continuum and chemical background
due to multiplicative noise, bfx and cfx, respectively,
can be determined by substitution into eq 1. Note that 
also represents the RSD (expressed as a fraction rather
than a percentage) of a signal due to multiplicative
source noise.
The noise from counting statistics on ax at x, aPx, is
an inherent aspect of counting-based detection and
follows Poisson behavior [21]:
aPx  ax (2)
The background continuum and chemical noise due
to counting statistics, bPx and cPx, respectively, can
also be determined by substitution into eq 2.
Considering the additive nature of variances, the
cumulative noise on ax, atx, due to both flicker and
Poisson noise is expressed as:
atx  afx2  aPx2  ax2  ax (3)
The total noise on the background continuum and
chemical background signals, btx and ctx, respectively,
can be determined by substitution into eq 3. The total
noise at m/z x, tx, due to ax, bx, and cx can again be
determined through the conventional additive treat-
ment of variances:
tx  atx2  btx2  ctx2
 ax2  ax  bx2  bx  cx2  cx (4)
Determination of the precision, R, for a ratio, R, of
the signals of two m/z values, x and y (Rax/ay), is
significantly more complicated because R is not sim-
ply determined by measurement of ax and ay. Instead,
R is determined by measurement of the total signal at
the two m/z, x and y (axbxcx and aybycy,
respectively), followed by a blank correction (bxcx
and bycy, respectively). Symbolically, this function
is expressed:
R 
ax  bx  cx  bx  cx
ay  by  cy  by  cy
(5)
Propagation of uncertainty is necessary to develop
the proper expression for R:
R   Rax
2
 atx
2   R
bx
 2  btx2
  R
cx
 2  ctx2  Rbx
2
 b'tx
2   R
cx
 2  c'tx2
  R
ay
 2  aty2   Rby
2
 bty
2   R
cy
 2  cty2
  R
by
 2  b'ty2   Rcy
2
 c'ty
2  1/2 (6)
The partial derivatives are:
R
ax

R
bx

R
cx
 
R
bx
 
R
cx

1
ay  by  cy  by  cy
(7a)
R
ay

R
by

R
cy
 
R
by
 
R
cy
 
ax  bx  cx  bx  cx
ay  by  cy  by  cy
2 (7b)
With the inclusion of the partial derivatives, eq 6
becomes:
R   1ay  by  cy  by  cy2
 atx
2  btx
2  ctx
2  b'tx
2  c'tx
2 

ax  bx  cx  bx  cx
2
ay  by  cy  by  cy
4
 aty
2  bty
2  cty
2  b'ty
2  c'ty
2  1/2 (8)
For the work here the continuum background, b, is
assumed to be constant, which simplifies eq 8. Also, the
chemical noise (isobaric overlap) contributions, cx and
c'x, are assumed to be equal as are cy and c'y. Based on
these assumptions, other factors simplify as well:
btx  b'tx  bty  b'ty; ctx  c'tx;
cty  c'ty (9a,9b,9c)
Therefore, eq 8 can be expressed as:
R 
1ay2  atx2  2bt2  2ctx2   ax
2
ay
4  aty
2  2bt
2  2cty
2 
(10)
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Replacing the six different standard deviations in eq
10 with their symbolic equivalents based on eq 3 will
produce the final equation. This final form is cumber-
some and, consequently, will not be included here.
Conversion of eq 10 to an expression of the RSD of R
yields:
R
R

1ax2  atx2  2bt2  2ctx2   1ay2  aty2  2bt2  2cty2 
(11)
Theoretical detection limits will be calculated at a
conventional S/N of 3 with duty cycle, DC, also consid-
ered:
LOD ppm  3 b  tmx  t  DC 3 bmx  DC  t (12)
Results and Discussion
Duty Cycle
The most obvious benefit of multichannel acquisition is
improved duty cycle. Figure 1 plots duty cycle for both
single-channel and multichannel acquisition as a func-
tion of the number of channels. Duty cycle remains
constant for a multichannel system but is inversely
proportional to the number of channels for scanning
acquisition. Since effective sensitivity is directly propor-
tional to duty cycle, the same difference in effective
sensitivity is found between the two methods. As cited
earlier in the text, ICP-TOFMS is a notable exception in
this comparison between the duty cycles of sequential
and simultaneous instruments. While the duty cycle of
an ICP-TOFMS instrument is independent of the num-
ber of channels of interest, it is inherently limited in
duty cycle to a value well below 100% (5–10% is typical)
[7].
Figure 1 also reveals problems for each acquisition
technique. The fraction of analyte that is wasted by the
scanning system increases with the number of channels
and equals 1-DC. On the other hand, the 100% duty
cycle of a multichannel system requires data to be
registered at a much faster rate. An array detector-
based detection system must process data in a more
sophisticated fashion than a single-channel detection
system.
A single-channel ICP-SFMS instrument that uses an
electron multiplier and counting-based acquisition pro-
cesses only one count at a time. Further, the average
time between counts must be at least 10 times greater
than the dead time of the detection electronics to avoid
serious pulse pileup. Because a multichannel system
can acquire a much greater amount of data simulta-
neously, it is decidedly superior. This combination
makes single-channel operation relatively time-con-
suming if many isotopes are to be measured. However,
a suitable array detection system must either possess
many parallel counting channels or, if multiplexed,
must operate on an extremely fast time scale. Alterna-
tively, an array detector that accumulates and integrates
the signal for an extended period of time (0.01–100
seconds) before reading data to storage, in a manner
analogous to charge-transfer devices used in emission
spectrometry [26], would be desirable.
Single-Channel Signal Precision
Figure 2 shows non-ratioed signal precision (% RSD) for
three different isotope pairs, 107,109Ag, 20,22Ne, and
12,13C, as a function of accumulated counts. Note that
the X-axis is a logarithmic scale and that two alternative
Figure 1. Duty cycle as a functionof total channels for both mul-
tichannel () and single-channel acquisition ().
Figure 2. Non-ratioed signal precision for three different isotope
pairs as a function of total elemental counts. Multiplicative source
noise (flicker) for each plot is either 1.0% or 0.2% RSD (see legend).
Note that the X-axis is logarithmic.
  107Ag 1.0% Flicker Noise   107Ag 0.2% Flicker Noise
}  109Ag 1.0% Flicker Noise {  109Ag 0.2% Flicker Noise
F  20Ne 1.0% Flicker Noise E  20Ne 0.2% Flicker Noise
Œ  22Ne 1.0% Flicker Noise ‚  22Ne 0.2% Flicker Noise
  12C 1.0% Flicker Noise ƒ  12C 1.0% Flicker Noise
 13C 1.0% Flicker Noise µ  13C 1.0% Flicker Noise
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values for multiplicative source noise (flicker), 1.0%
(0.01) and 0.2% RSD (0.002), are included. The
assumed elemental concentration is 1 ppm for each
element. At this concentration range, the influence of
chemical background and background continuum on
analyte precision was assumed to be negligible and was
therefore disregarded (see eqs 3 and 4).
A number of points are readily apparent in Figure 2.
First, flicker noise renders extended integration times
fruitless. With multiplicative source noise at 1.0% RSD,
no more than 105 total elemental counts are worth
accumulating for isotopes with relative abundances
approaching 100% (20Ne, 12C) before the source noise
becomes precision-limiting. Because of the 100-fold
disparity in relative abundance, isotopes with only 1%
relative abundance (13C), require accumulation of a
100-fold greater number of total elemental counts (107
counts) to reach the multiplicative source-noise limit.
Considering the sensitivity of commercial ICP-SFMS
instruments, very short integration periods are ade-
quate to accumulate this many counts. Even for a 1 ppb
solution, isotopes of 1% relative abundance require only
a 10-second integration time.
Reducing multiplicative source noise to 0.2% RSD
extends the necessary number of accumulated counts to
reach the source-noise limit. For isotopes with a relative
abundance approaching 100%, roughly 107 total ele-
mental counts are necessary before the signal is source-
noise limited (109 counts for isotopes with 1% relative
abundance). Again, considering the sensitivity of com-
mercial ICP-SFMS instruments, relatively short integra-
tion periods and moderate analyte concentrations are
sufficient to reach this limit.
Isotope-Ratio Precision
Figure 3 displays single-channel and multichannel iso-
tope-ratio precision by plotting ratio %RSD as a func-
tion of total elemental counts (see eq 11). The same three
pairs of isotopes considered in Figure 2 are used. %RSD
values for scanning-based ratios were derived on the
basis of two different flicker noise levels, 1.0% and 0.2%
RSD, for the individual channels. In addition to these
six plots, a final set of three traces shows ratio precision
for multichannel acquisition where contributions from
flicker noise have been disregarded. A background
count rate of 1.0 cps was included but no chemical
background was added.
Just as with single-channel signal precision, single-
channel isotope-ratio precision is limited by flicker noise.
Examination of eq 11 indicates that isotope-ratio precision
is governed by the precision of both individual signals
that comprise the ratio. Under conditions where flicker
noise is limiting, both isotopes experience noise of equal
%RSD (either 1.0% or 0.2% for this discussion). As a
result, flicker noise limits isotope-ratio precision for
single-channel acquisition to the precision limit of an
individual channel (1.0% or 0.2%) multiplied by 21/2.
A closer look at Figures 2 and 3 shows there is a
direct relationship between the number of elemental
counts necessary for the ratio precision to reach its
flicker-noise limit and the number of elemental counts
necessary for the single-channel precision of the less
abundant isotope in the ratio (109Ag, 22Ne, or 13C in this
presentation) to reach its flicker-noise limit. This corre-
lation is expected since the less abundant isotopes will
require longer integration times to generate enough
counts so counting-statistics noise becomes insignificant.
The traces pertaining to simultaneous acquisition in
Figure 3 show that only the number of accumulated
signal counts limits ratio precision in a multichannel
system. For ICP-SFMS instruments that possess high
sensitivity, extraordinarily high precision is possible.
With only 108 total elemental counts acquired, precision
for the three pairs of isotopes ranges from a high of
0.09% RSD for 12C/13C to a low of 0.02% RSD for
107Ag/109Ag. With each order of magnitude increase in
signal accumulation, precision improves by 101⁄2. There-
fore, accumulation of 1010 counts will yield precision
better than 0.01% RSD for virtually any isotopic pair
desired. With the sensitivity of existing ICP-SFMS in-
strumentation, such levels can be reached with 1 ppm
samples and 10-second integration times. The reader
should keep in mind that Johnson noise becomes an
issue in this regime [15].
Chemical Background
Figure 4 illustrates the impact that a high chemical
background will have on measurement precision for
Figure 3. Isotope-ratio %RSD for three different isotope pairs as
a function of total elemental counts. Three sets of three ratios are
shown. Two are for ratio precision with scanning acquisition and
either 1.0% or 0.2% source flicker noise. The third set is for ratio
precision by simultaneous acquisition and is independent of
source flicker noise. Note that both axes are logarithmic.
 107,109Ag ratio, Scanning acquisition, 1.0% source flicker
 20,22Ne ratio, Scanning acquisition, 1.0% source flicker
 12,13C ratio, Scanning acquisition, 1.0% source flicker
 107,109Ag ratio, Scanning acquisition, 0.2% source flicker
 20,22Ne ratio, Scanning acquisition, 0.2% source flicker
 12,13C ratio, Scanning acquisition, 0.2% source flicker
 107,109Ag ratio, Simultaneous acquisition
 20,22Ne ratio, Simultaneous acquisition
 12,13C ratio, Simultaneous acquisition
232 SOLYOM AND HIEFTJE J Am Soc Mass Spectrom 2003, 14, 227–235
ratios obtained with either a single-channel or mul-
tichannel instrument (see eq 11). For this study, an
40ArO chemical background is added to the signal at
56Fe and its effect on the 56Fe/57Fe ratio precision (a 1
ppm Fe solution and an Fe sensitivity of 109 cps/ppm
are assumed) is determined. Four different strengths of
40ArO, 0, 108, 109, and 1010 cps, were chosen and
considered in both a simultaneous and scanning instru-
ment with 1.0% RSD flicker noise.
With no chemical background present, the ratio
precision asymptotically approaches 1.414% RSD with
single-channel scanning acquisition, in agreement with
Figure 3. Even at fairly high levels of chemical back-
ground (108 cps), the ratio precision does not signifi-
cantly deviate from the behavior observed in the ab-
sence of the background. However, when the 40ArO
signal approaches that of the analyte with which it inter-
feres, the precision limit is affected. With the analyte and
chemical background at equal strength (each 109 cps), the
precision limit is elevated 60% to above 2% RSD. As the
chemical background becomes even larger relative to the
analyte signal, the chemical background flicker noise
becomes the determining factor for ratio precision.
In the case of simultaneous detection, the impact of
chemical background is less severe due to the removal
of the flicker noise components from eq 11. Only the
most extreme case of chemical noise presented in Figure
4, 1010 cps 40ArO, produced a significant deviation
from results expected in the absence of chemical noise.
Furthermore, the flicker noise in the chemical back-
ground no longer limits the obtainable ratio precision.
Instead, the precision is elevated a fixed amount, no
matter the number of recorded counts.
This simulation was carried out by assuming a high
elemental concentration and an intense chemical back-
ground. However, similar results would be obtained with
weaker intense signals as long as the relative proportions
of the analyte and chemical background are maintained.
Detection Limits
ICP-MS instrumentation is capable of providing low
detection limits in a multi-element mode for most
elements in the periodic table. However, for the method
to realize this capability, the time needed to reach a
desired S/N for the entire elemental mass spectrum
must be considered. Here is another area where the
ability to acquire data simultaneously and continuously
is beneficial.
Figure 5 shows detection limits for 7Li, 115In, and
238U as a function of duty cycle (see eq 12). The
background count rate is assumed to be 1 cps. For these
determinations, three different total sample analysis
times, 2, 20, and 200 seconds, are considered. Note that
both axes of Figure 5 are logarithmic scale. Detection
limits in a multichannel environment correspond sim-
ply to the values plotted at DC100%, while detection
limits for a single-channel instrument correspond to the
achievable duty cycle.
The shortest analysis time, 2 seconds, is similar in
duration to many types of transient signals. Assuming a
Figure 4. Ratio precision (%RSD) for 56Fe/57Fe in the presence of
significant chemical background (40ArO) and 1.0% flicker noise.
Iron concentration and sensitivity are assumed to be 1 ppm and
109 cps/ppm, respectively, and the background is 1 cps. Four
different 40ArO signal strengths, 0, 108, 109, and 1010 cps are
included with both scanning and simultaneous acquisition. Note
that both axes are logarithmic in scale.
 Scanning acquisition, no 40ArO background
 Scanning acquisition, 108 cps 40ArO background
 Scanning acquisition, 109 cps 40ArO background
 Scanning acquisition, 1010 cps 40ArO background
 Simultaneous acquisition, no 40ArO background
 Simultaneous acquisition, 108 cps 40ArO background
 Simultaneous acquisition, 109 cps 40ArO background
 Simultaneous acquisition, 1010 cps 40ArO background
Figure 5. Effect of duty cycle on detection limits for 7Li, 115In,
and 238U at three total sample analysis times, 2, 20, and 200
seconds. Note that the 2-second 115In trace and the 200-second 7Li
trace overlap significantly and that both axes are logarithmic in
scale.
 7Li, 2-second total analysis time
 115In, 2-second total analysis time
 238U, 2-second total analysis time
 7Li, 20-second total analysis time
 115In, 20-second total analysis time
 238U, 20-second total analysis time
 7Li, 200-second total analysis time
 115In, 200-second total analysis time
 238U, 200-second total analysis time
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duty cycle of 100%, 7Li detection limits are extremely
low (23 fg/mL or ppq) for this analysis time. However,
a single-channel instrument with a duty cycle of 2%
results, as expected, in a 50-fold worsening of detection
limits to slightly above 1 pg/mL (pptr). Also with a
two-second analysis time, detection limits for 115In and
238U with DC100% are 2.3 and 1 ppq, respectively.
Analogous values at a 2% duty cycle are 110 and 50
ppq, respectively. These values are still excellent and
suitable for many applications but, nonetheless, are
significantly inferior to the multichannel approach.
With extended analysis times, both 238U and 115In
detection limits are better than 1 ppq and 7Li limits are
roughly 10 ppq, assuming high duty cycle. The reader
should keep in mind that these values should be consid-
ered theoretical only as great difficulty is encountered
in dealing with analytes in the ppq to low pptr range.
Analysis time can obviously be lengthened to im-
prove detection limits, but temporal resolution is com-
promised. Also, the square root relationship between
integration time and detection limits means that a
100-fold increase in integration time is necessary to
realize a full order of magnitude improvement in de-
tection limits. Clearly, increasing duty cycle is a more
attractive method of lowering detection limits.
Conclusions
Significant calculated differences between multichannel
and single-channel acquisition have been presented by
using operating parameters typical for modern ICP-
SFMS instrumentation. Simultaneous detection directly
improves precision and duty cycle, which, in turn,
raises sensitivity, aids transient signal analysis, and
simplifies analysis of samples that are either restricted
in size or possess a dynamic chemical composition.
Simultaneous detection is a mechanism for overcom-
ing multiplicative source noise (flicker), which limits
precision in conventional ICP-MS instruments to the
0.5–5.0% RSD range. By using simultaneous detection
in conjunction with isotope-ratio or internal standard-
ization-techniques, measurement precision becomes
limited solely by counting statistics, not by flicker noise.
Because of the high sensitivity provided by ICP-SFMS
instrumentation, the counting-statistics limit can con-
ceivably be pushed below 0.01% RSD with reasonable
analyte concentrations and integration periods.
An instrument that features simultaneous detection
inherently offers 100% duty cycle, increasing the effec-
tive sensitivity for the analysis of complex multi-ele-
ment solutions. This higher sensitivity reduces the
necessary analysis time to reach a specified S/N level. In
turn, this capability can translate to less sample con-
sumption, reduced analysis time, lower detection limits,
or a combination of all three.
Scanning instruments are known to have difficulty
representing transient signals such as chromatographic
peaks with high quantitative integrity. The ability to
reduce analysis time has been established here as a
benefit of simultaneous acquisition. Therefore, the anal-
ysis of transient signals, inherently limited in duration,
is executed more accurately with simultaneous and
continuous data acquisition.
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