Abstract Many semidefinite programs (SDPs) arising in practical applications have useful structural properties that can be exploited at the algorithmic level. In this chapter, we review two decomposition frameworks for large-scale SDPs characterized by either chordal aggregate sparsity or partial orthogonality. Chordal aggregate sparsity allows one to decompose the positive semidefinite matrix variable in the SDP, while partial orthogonality enables the decomposition of the affine constraints. The decomposition frameworks are particularly suitable for the application of first-order algorithms. We describe how the decomposition strategies enable one to speed up the iterations of a first-order algorithm based on the alternating direction method of multipliers for the solution of the homogeneous self-dual embedding of a primal-dual pair of SDPs. Precisely, we give an overview of two structureexploiting algorithms for semidefinite programming, which have been implemented in the open-source MATLAB solver CDCS. Numerical experiments on a range of large-scale SDPs demonstrate that the decomposition methods described in this chapter promise significant computational gains.
Introduction
Semidefinite programs (SDPs) are a type of convex optimization problems that arise in many fields, for example control theory, combinatorics, machine learning, operations research, and fluid dynamics [8, 12, 16, 42] . SDPs generalize other common types of optimization problems such as linear and second-order cone programs [10] , and have attracted considerable attention because many nonlinear constraints admit numerically-tractable SDP reformulations or relaxations [38] . The standard primal and dual forms of an SDP are, respectively, 
and max 
where X is the primal variable, y and Z are the dual variables, and the vector b ∈ R m and the matrices C, A 1 , . . . , A m ∈ S n are given problem data. In (1), (2) , and throughout this chapter R m denotes the usual m-dimensional Euclidean space, S n is the space of n × n symmetric matrices, and S n + represents the cone of positive semidefinite (PSD) matrices. The notation ·, · denotes the appropriate inner product: x, y = x T y for x, y ∈ R m and X, Y = trace(XY ) for X, Y ∈ S n . It is well-known that in theory SDPs can be solved in polynomial time using interior-point methods (IPMs). At the time of writing, however, these are only practical for small-to medium-sized problem instances [3, 22] : Memory or CPU time constraints prevent the solution of (1)-(2) when n is larger than a few hundred and m is larger than a few thousand using a regular PC. Improving the scalability of current SDP solvers therefore remains an active area of research [4] , with particular emphasis being put on taking advantage of structural properties pertaining to specific problem classes. This chapter gives an overview of promising recent developments that exploit two kinds of structural properties, namely chordal aggregate sparsity and partial orthogonality, in semidefinite programming.
Since the data b, C, A 1 , . . ., A m are sparse in many large-scale SDPs encountered in applications [8] , perhaps the most obvious approach to improve computational efficiency is to try and exploit this sparsity [15] . The main challenge in this respect is that the optimal solution X * to (1) or the inverse of the optimal solution Z * to (2) (required to compute the gradient and Hessian of the dual barrier function [5] ) can be dense even when the problem data are extremely sparse. Nonetheless, one can take advantage of sparsity if the aggregate sparsity pattern of an SDP-that is, the union of the sparsity pattern of the matrices C, A 1 , . . ., A m -is chordal, or has a sparse chordal extension (precise definitions of these properties will be given in Section 2). In these cases, Grone's theorem [21] and Agler's theorem [1] enable the decomposition of the large PSD matrix variables in (1)-(2) into smaller PSD matrices, coupled by an additional set of affine constraints. Such a reformulation is attractive because common implementations of IPMs can handle multiple small PSD matrices very efficiently. This observation leads to the development of so-called domainand range-space decomposition techniques [18, 24] , which are implemented in the MATLAB package SparseCoLO [17] .
One drawback of these sparsity-based decomposition methods is that the added equality constraints introduced by the application of Grone's and Agler's theorems can offset the benefit of working with smaller PSD cones. To overcome this problem it has been suggested that chordal sparsity can be exploited directly at the algorithmic level to develop specialized interior-point solvers: Fukuda et al. developed a primal-dual path-following method for sparse SDPs [18] ; Burer proposed a nonsymmetric primal-dual method using Cholesky factors of the dual variable Z and maximum determinant completion of the primal variable X [11]; Andersen et al. developed fast recursive algorithms for SDPs with chordal sparsity [5] . Another promising solution is to abandon IPMs altogether, and solve the decomposed SDP utilizing first-order algorithms instead. These only aim to achieve a solution of moderate accuracy, but scale more favourably than IPMs and can be implemented on highly-parallel computer architectures with relative ease. For these reasons, Sun et al. proposed a first-order operator splitting method for conic optimization with partially separable structure [34] , and Madani et al. developed a highly-parallelizable first-order algorithm for sparse SDPs with inequality constraints [27] . Both approaches offer fast first-order algorithms built on Grone's and Agler's theorems [1, 21] .
The second limitation of the decomposition methods of Refs. [18, 24] is that, of course, they can only be applied to SDPs whose aggregate sparsity patterns are chordal or admit a sparse chordal extension. One notable class of problems for which the data matrices are individually but not aggregately sparse is that of SDPs arising from sum-of-squares (SOS) programming. In this case, the aggregate sparsity pattern is fully dense (see, e.g., [43, and [44, Section 3] ). SOS programming is a powerful relaxation technique to handle NP-hard polynomial optimization problems [25, 32] , with far-reaching applications in systems analysis and control theory [31] . While it is possible to tackle large-scale SOS programs using further relaxation techniques based on diagonally dominant matrices (see the DSOS and SDSOS techniques [2] ), algorithms that enable their solution without introducing additional conservativeness are highly desired.
In this chapter, we describe two recent methods [44, 46] that address the two aforementioned disadvantages of the domain-and range-space decomposition techniques of Refs. [18, 24] . The first method [46] applies to SDPs with chordal aggregate sparsity patterns and is based on a decomposition framework for the PSD cone, which resembles that of Refs. [18, 24] but is more suitable for the application of fast first-order methods. The second algorithm [44] specializes in SDPs that enjoy a structural property that we call partial orthogonality: Loosely speaking, the data matrices A 1 , . . . , A m in (1)-(2) are mutually orthogonal up to a small submatrix (a precise definition will be given in Section 5). This property is inherent (but of course not exclusive) to SOS programs [44] and enables a decomposition of the affine constraints of the SDP, rather than of the PSD variable. More precisely, it leads to a diagonal plus low-rank representation of a certain matrix associated with the affine constraints. The computational backbone of both methods we describe is a variant of a classical first-order operator splitting method known as the alternating direction method of multipliers (ADMM), tailored to solve the homogeneous self-dual embedding of a primal-dual pair of conic programs [28] .
The rest of this chapter is organized as follows. Section 2 briefly introduces the PSD matrix decomposition techniques based on chordal sparsity. The homogeneous self-dual embedding of the primal-dual pair of SDPs (1)- (2) and the ADMM algorithm of Ref. [28] are reviewed in Section 3. We present a fast ADMM algorithm for SDPs with chordal sparsity in Section 4, and another fast ADMM algorithm for SDPs with partial orthogonality in Section 5. Section 6 describes the MATLAB solver CDCS (Cone Decomposition Conic Solver) [45] , which includes an implementation of both algorithms, and reports the results of numerical experiments on a set of benchmark problems. Concluding remarks and suggestions for future research are given in Section 7.
Matrix decomposition using chordal sparsity
As mentioned in the introduction, one of the decomposition methods for SDPs (1)-(2) described in this chapter exploits the sparsity of the problem data. One key to this approach is the description of sparse matrices using graphs, so here we review some essential concepts from graph theory and their relation to sparse matrices.
Essential notions from graph theory
An undirected graph G(V, E) is defined as a set of nodes V = {1, 2, . . . , n} plus a set of edges (connections between nodes) E ⊆ V × V. For example, Fig. 1(a) illustrates a graph with nodes V = {1, 2, 3, 4, 5, 6} and edges E = {(1, 2), (1, 3) , (1, 6) , (2, 4) , (2, 5) , (3, 4) , (3, 5) }. A subset of nodes C ⊆ V is called a clique if any pair of distinct nodes in C is connected by an edge, i.e., (i, j) ∈ E, ∀ i, j ∈ C. If a clique C is not a subset of any other clique, we refer to it as a maximal clique. We denote the number of nodes in a clique C by |C|, while C(i) indicates its i-th node when sorted in the natural ordering.
A cycle of length k is a subset of nodes
Any additional edge joining two nonconsecutive nodes in a cycle is called a chord, and an undirected graph G is called chordal if every cycle of length greater than three has one chord. Of course, given a nonchordal graph G(V, E), one can always construct a chordal graph G (V, E ) by adding suitable edges to the original edge set E. This process, known as chordal extension, is not unique as illustrated by Fig. 1 . The graph in Fig. 1(a) is not chordal: Adding the edge (2, 3) results in the chordal graph depicted in Fig. 1(b) , while adding edges (1, 4), (1, 5) , and (4, 5) yields the chordal graph in Fig. 1(c) . There are four maximal cliques in Fig. 1 (b):
Note that computing the chordal extension with the minimum number of additional edges is NP-hard in general [40] , but sufficiently good extensions can often be found efficiently using heuristic approaches [37] . More examples can be found in [37, 46] .
Graphs, sparse matrices, and chordal decomposition
Given an undirected graph G(V, E), let E * = E ∪ {(i, i), ∀i ∈ V} be the extended set of edges to which all self loops have been added. This can be used to define the space of sparse matrices
Note that this definition does not preclude X ij = 0 if (i, j) ∈ E * , so a matrix X ∈ S n (E, 0) can be sparser than allowed by the underlying graph representation. Two subsets of this sparse matrix space will be useful in the following. The first is the subspace of positive semidefinite sparse matrices,
The second is the subspace of sparse matrices that can be completed into a positive semidefinite matrix by filling in the zero entries (sometimes called partial semidefinite matrices), defined according to
Note that S n + (E, ?) can be viewed as the projection of the space of positive semidefinite matrices S n + onto S n (E, 0) with respect to the Frobenius norm (the natural norm induced by the trace inner product). Moreover, it is not difficult to check that for any graph G(V, E) the sets S n + (E, ?) and S n + (E, 0) are a pair of dual cones with respect to the ambient space S n (E, 0) [37] . When the graph G(V, E) that defines the space S n (E, 0) is chordal, we say that X ∈ S n (E, 0) has a chordal sparsity pattern. In this case, the cones S n + (E, ?) and S n + (E, 0) enjoy a particularly useful property: Membership to the cone can be expressed in terms of PSD constraints on the submatrices corresponding to the maximal cliques of the underlying graph. Replacing the condition of cone membership with this equivalent set of PSD constraints is known as chordal decomposition. To make this concept precise, we will need some further notation: Given any maximal clique C of G(V, E), consider the matrix E C ∈ R |C|×n with entries defined by
For any matrix X ∈ S n (E, 0), the submatrix corresponding to the maximal clique C can therefore be represented as
|C| . Moreover, note that the operation E T C Y E C "inflates" a |C| × |C| matrix Y into a sparse n × n matrix with nonzero entries in the rows/columns specified by the indices of the clique C.
We can now state the conditions for membership to the cones S n + (E, ?) and S n + (E, 0) when the sparsity pattern is chordal more precisely using Grone's [21] and Agler's [1] theorems. These have historically been proven individually, but can be derived from each other using duality [37] .
Theorem 1 (Grone's theorem [21] ). Let G(V, E) be a chordal graph with maximal cliques
3 Homogeneous self-dual embedding and ADMM As anticipated in the introduction, the computational engine of the scalable SDP solvers described in this chapter is a specialized ADMM algorithm for the solution of the homogeneous self-dual embedding of conic programs. To make this chapter self-contained, in this section we review the main ideas behind the homogeneous self dual embedding of SDPs and summarize the ADMM algorithm for its solution developed in [28] .
Homogeneous self-dual embedding
An elegant method to solve the primal-dual pair of SDPs (1)- (2) that is also able to detect primal or dual infeasibility is to embed it into a homogeneous self-dual feasibility problem [41] . Solving the latter amounts to finding a nonzero point in the intersection of a convex cone and an affine space. Once such a nonzero point is found, one can either recover a optimal solution for the primal-dual pair (1)- (2), or construct a certificate of primal or dual infeasibility (more on this is outlined below).
To formulate the homogeneous self-dual embedding of (1)- (2), it is convenient to consider their vectorized form. Specifically, let vec :
be the operator that maps a matrix to the stack of its column, and define the vectorized data
It is assumed that A 1 , . . ., A m are linearly independent matrices, and consequently that A has full row rank. Upon defining the set of vectorized PSD matrices as
the primal SDP (1) can be rewritten as
while the dual SDP (2) becomes
When strong duality holds, an optimal solution of (7)- (8) or a certificate of infeasibility can be recovered from any non-zero solution of the homogeneous linear system   z s κ
provided that it also satisfies
Note that the linear system (9) embeds the optimality conditions of (7)- (8): When τ = 1 and κ = 0 the linear system (9) reduces to the KKT conditions
(These are necessary and sufficient optimality conditions under the assumption of strong duality.) In addition, τ and κ are requied to be nonnegative and complementary variables, i.e., at most one of them is nonzero [41] . If τ > 0 and κ = 0 the point
satisfies the KKT conditions (11) and is a primal-dual optimal solution of (7)- (8).
If τ = 0 and κ > 0, instead, a certificate of primal or dual infeasibility can be constructed depending on the value of c T x and b T y. We refer the interested reader to [28] and references therein for more details.
For notational convenience, we finally rewrite the linear system (9) and the conditions in (10) in a compact form by defining the vectors and matrix
and the cones
Then, an optimal point for (7)- (8) or a certificate of infeasibility can be recovered from a nonzero solution of the homogeneous self-dual feasibility problem
A tailored ADMM algorithm
It has been shown in Ref. [28] that problem (14) can be solved with a simplified version of the classical ADMM algorithm (see e.g., [9] ) by virtue of its self-dual character. The k-th iteration of this tailored ADMM algorithm consists of the following three steps:
Here and in the following P K denotes the projection onto the cone K and the superscript (k) indicates that a variable has been fixed to its value after the k-th iteration.
Since the last step is computationally trivial, practical implementations of the algorithm require an efficient computation of (15a) and (15b). An efficient C implementation that handles generic conic programs with linear, second-order, semidefinite and exponential cones is available in the solver SCS [29] .
In this chapter, we show that when one is interested in solving SDPs with chordal aggregate sparsity or partial orthogonality (which are very common in certain practical applications), the computational efficiency of (15a) and (15b) can be improved further. In particular, chordal sparsity allows one to speed up the conic projection (15b) because one replaces a large PSD cone with smaller ones. Following Refs. [46] [47] [48] , we refer to this procedure as cone decomposition. Partial orthogonality, instead, can be exploited to reduce the size of matrix to be inverted (or factorized) when solving the linear system (15a). Since (15a) can be interpreted as a projection onto the affine constraints of (7)- (8), in this chapter we will slightly abuse terminology and say that partial orthogonality allows an affine decomposition.
Cone decomposition in sparse SDPs
Let us consider the case in which SDPs (1) and (2) have an aggregate sparsity pattern defined by the graph G(V, E), meaning that
Without loss of generality, we assume that G(V, E) is chordal with a set of maximal cliques C 1 , C 2 , . . . , C p (for sparse nonchordal SDPs, we assume that a suitable sparse chordal extension has been found). Aggregate sparsity implies that the dual variable Z in (2) satisfies Z ∈ S n (E, 0). As for the primal SDP (1), although the variable X can be dense, only the entries X ij defined by the extended edge set E * appear in the equality constraints and the cost function, while the remaining entries only ensure that X is PSD. Consequently, it suffices to consider X ∈ S n + (E, ?). We can then apply Theorems 1 and 2 to rewrite (1) and (2), respectively, as
and max y,Z1,...,Zp,V1,...,Vp b, y subject to
We refer to (16) and (17) as the cone decomposition of a primal-dual pair of SDPs with chordal sparsity. Note that this cone decomposition is similar to the domainand range-space decompositions developed in [18] but for one key feature: We do not eliminate the variables X in (16) and we introduce slack variables V k , k = 1, 2, . . . , p in (17) . This is essential if the conic and the affine constraints are to be separated effectively when using operator-splitting algorithms; see [46] [47] [48] for more detailed discussions. Also, note that the decomposed problems (16) and (17) are the dual of each other by virtue of the duality between Grone's and Agler's theorems. As in Section 3, to formulate and solve the HSDE of problems (16) and (17) we use vectorized variables. Precisely, we let
and define matrices
In other words, the matrices H 1 , . . . , H p project x onto the subvectors x 1 , . . . , x p , respectively. Moreover, we denote the constraints X k ∈ S |C k | + by x k ∈ S k (the formal definition of S k is analogous to that of the set S; see (6) in Section 3.1). We then group the vectorized variables according tô
. . .
and augment the problem data matrices according tô
With these definition, we can rewrite (16) and (17) These are a standard pair of primal-dual conic programs, and can be solved using the ADMM algorithm (15) . Of course, the same could be done for the original pair of SDPs, but at a higher computational cost as we shall now demonstrate. First, consider step (15a). An apparent difficulty is that the size of matrix Q is much larger for the decomposed problem (18) than that for the original problem, due to the introduction of the variables X k and V k in (16) and (17) . However, Q is also highly structured and sparse. Using block elimination and the matrix inversion lemma [10, Appendix C. 4.3] , it is shown in Ref. [47] that step (15a) for the decomposed problem requires a set of relatively inexpensive matrix-vector multiplications and the solution of a linear system of equations with coefficient matrix
Note that the matrix in (19) only depends on the problem data and, consequently, its preferred factorization can be computed and cached before iterating the ADMM algorithm. Applying the ADMM algorithm of Ref. [28] directly to (1)-(2) also requires the solution of a linear system of the same size. It is reasonable to assume that solving the linear system (including the factorization step) bears the most computational burden, while further matrix-vector products are comparatively cheap.
Step (15a) therefore has the same leading-order cost irrespective of whether algorithm (15a)-(15c) is applied to the original pair of SDPs (1)-(2) or their decomposed counterparts (16)- (17) .
Consider now the conic projection (15b). When the ADMM algorithm described in Section (3.2) is applied to the original pair of SDPs (1)-(2), the operator P K requires the projection of a (large) n × n matrix on the PSD cone. This can be achieved via an eigenvalue decomposition, which to leading order requires O(n 3 ) flops. When applied to the decomposed problem (18) , instead, one needs to project a vector onto the conê
where
is the length of vector v. Projecting onto the sub-cones R n 2 , R m+n d , R + is trivial, and the computational burden rests mostly on the projections onto the vectorized PSD cones S 1 , S 2 , . . . , S p . The size of each of these cones only depends on the size of the corresponding maximal clique of the chordal sparsity pattern of the problem data. Consequently, if the largest maximal clique is small compared to the original problem size n, each of the PSD projections is much cheaper than projecting the original n×n matrix. Moreover, each projection is independent of the others, so the computation can be parallelized. Therefore, step (15b) can be carried out more efficiently when the ADMM is applied to the decomposed problem (18) instead of the original pair of SDPs (1)-(2).
In conclusion, SDPs with chordal aggregate sparsity can be solved very efficiently using the ADMM algorithm (15a)-(15c) thanks to the computational saving in the conic projection step (15b). Numerical results that demonstrate this in practice will be presented in Section 6, and we refer the interested reader to Refs. [46] [47] [48] for more details.
Affine decomposition in SDPs with partial orthogonality
As anticipated in the introduction to this chapter, there are some large-scale SDPs whose aggregate sparsity patterns (after chordal extension if necessary) are almost full, so the chordal decomposition method presented in Section 4 brings little to no advantage. Notable examples are the SDPs arising from general SOS programming: In this case, the individual data matrices C, A 1 , . . ., A m are extremely sparse, but their aggregate sparsity pattern is full. However, it is easily shown [44] that when SOS programs are formulated in the usual monomial basis the data matrices are partially orthogonal (this property is defined precisely below).
Motivated by applications in SOS programming, we therefore consider SDPs characterized by partial orthogonality and discuss how to improve the computational efficiency of the ADMM steps (15a)-(15c) for this class of SDPs. We will show that partial orthogonality allows computational improvements in step (15a). For reasons that will become apparent below, and with a slight abuse of terminology, we say that partial orthogonality enables an affine decomposition of (15a), which in some respects parallels the cone decomposition of (15b) allowed by chordal sparsity.
Let us make these ideas more precise. Consider the coefficient matrix A in the vectorized problems (7)- (8) . We say that an SDP satisfies partial orthogonality if there exists a column permutation matrix P such that AP = A 1 A 2 with A 1 ∈ R m×t1 , A 2 ∈ R m×t2 and A 2 A T 2 = D a diagonal matrix. In this case,
For the SDPs resulting from SOS representations, one usually has t 1 min{t 2 , m}, so that the product AA T is of the "diagonal plus low-rank" form. In this chapter, we refer to the partition (20) as affine decomposition.
Partial orthogonality can be exploited to gain significant computational savings in the ADMM step (15a). Recalling the definitions of Q, this step requires the solution of the linear system of equations
We denote
Then, by eliminating w 3 from the first and second block-equations in (21), we have
We then apply the matrix inversion lemma [10, Appendix C.4.3] to (22a), leading to
The
depends only on the problem data and can be computed before starting the ADMM algorithm, so multiplication by the first matrix on the right-hand side of (23) at each iteration can be implemented only using vector-vector operations. The core of the computation is therefore to solve a linear system of the form
Again, by eliminating σ 1 from the second block-equation in (24), we obtain
At this stage, we can use the property of partial orthogonality (20) : There exists a diagonal matrix J := I + D such that I + AA
In the context of typical SOS programs, we know that A 1 ∈ R m×t1 with t 1 m. Therefore, it is convenient to apply the matrix inversion lemma again to (25b), resulting in
Since J is diagonal, its inverse is trivial to compute. Then, σ 1 and σ 2 in (25) are available by solving a t 1 × t 1 linear system with a coefficient matrix
plus relatively inexpensive matrix-vector, vector-vector, and scalar-vector operations. Furthermore, the matrix I + A T 1 J −1 A 1 is the same at all iterations and its preferred factorization can be computed and cached before iterating steps (15a)-(15c). Once σ 1 and σ 2 have been computed, the solution of (21) can be recovered using vector-vector and scalar-vector operations.
In summary, for SDPs with partial orthogonality, we only need to invert or factorize a t 1 × t 1 matrix shown in (26) , in contrast to the usual m × m matrix (e.g., I + AA T ∈ R m×m , or see (19) ). If t 1 m, which is true for typical SOS programs, then the affine decomposition can yield significant computational saving in the ADMM step (15a). More details can be found in Ref. [44] .
Numerical simulations
In this section we present numerical results for CDCS (cone decomposition conic solver), a MATLAB package that provides an efficient implementation of the cone decomposition and affine decomposition strategies described above. For the cone decomposition strategy, we show results on selected benchmark problems from SDPLIB [7] and some large and sparse SDPs with nonchordal sparsity patterns from [5] . For the affine decomposition strategy, we report results on the SDPs arising from SOS relaxations of constrained polynomial optimizations. We compared the results to the interior-point solver SeDuMi [33] , and to the first-order solver SCS (the direct implementation was called) [29] . We called CDCS and SCS with termination tolerance 10 −3 and limited the maximum number of iterations to 2000. Default values were used for all other parameters. SeDuMi was called with its default parameters. All experiments were carried out on a PC with a 2.8 GHz Intel Core i7 CPU and 8GB of RAM.
CDCS
CDCS is the first open-source first-order conic solver that exploits chordal decomposition for the PSD cones and affine decomposition for the equality constraints. Infeasible problems can be detected thanks to the usage of homogeneous self-dual embedding. CDCS supports Cartesian products of the following standard cones: R n , non-negative orthant, second-order cones, and PSD cones. The current implementation is written in MATLAB and can be downloaded from https://github.com/oxfordcontrol/CDCS . Different solver options are available. The default solver, hsde, implements the sparsity-exploiting algorithm described in Section 4. Changing the solver option to sos exploits partial orthogonality. We will refer to these two solver options as CDCS-hsde and CDCS-sos, respectively. CDCS also includes primal and dual options, which implement the primal-only and dual-only ADMM algorithms described in Ref. [46] . CDCS can be called directly from MATLAB's command window or through the optimization modeling toolboxes YALMIP [26] and SOSTOOLS [30] .
Fig . 2 Aggregate sparsity patterns of the large-scale sparse SDPs considered in this chapter; see Table 1 for the matrix dimensions. 
Cone decomposition: the hsde option
To illustrate the benefits brought by the cone decomposition strategy, we consider three benchmark SDPs from SDPLIB [7] (maxG11, maxG32 and qpG11) and three large-scale sparse SDPs from [5] (rs35, rs200, rs228). The SDPLIB problems are from practical applications (max cut problems and relaxations of box-constrained quadratic programs), while those of [5] are random SDPs with aggregate sparsity pattern coming from the University of Florida Sparse Matrix Collection [14] . Table 1 reports the dimensions of these problems and chordal decomposition details, while the aggregate sparsity patterns of these problems are illustrated in Fig. 2 . Note that although the size of the PSD cone for problems maxG32, qpG11, rs35, rs200 and rs228 is over 1 000, the chordal extensions of the underlying sparsity patterns are very spare and the maximum clique size is much smaller than the original cone size. We expect CDCS-hsde to perform well on these problems since working with smaller PSD cones makes the conic projection step more efficient. The numerical results for these sparse SDPs are summarized in Tables 2 and 3 . As shown in Table 2 , CDCS-hsde was faster than either SeDuMi or SCS for all the problems we considered. In particular, CDCS-hsde is able to return an approximate solution of maxG11, maxG32, qpG11, rs200 or rs228 in less than 100s, providing a speed up of approximately 10×, 67×, 79×, 126× and 64× over SCS for each problem respectively. Table 3 lists the average CPU time per iteration for CDCShsde and SCS, giving a fairer comparison of the performance of CDCS-hsde and SCS because any dependence on the exact stopping conditions used by each solver is removed. CDCS-hsde was faster than SCS for all problems, and-perhaps not unexpectedly-the computational gains become more significant when the size of the largest maximal clique is much smaller than the original PSD cone size. For problems maxG32, qpG11, rs200, and rs228 the average CPU time of CDCS-hsde improves on SCS by approximately 6.7×, 8.2×, 18.5×, and 4.5×, respectively. Finally, although first-order algorithms are only meant to provide solutions of moderate accuracy, the objective value returned by CDCS-hsde was always within 2.5% of the optimal value computed using SeDuMi. This gap may be considered acceptable in practical applications. Of course, as with all first-order algorithms accuracy could be improved further by setting tighter convergence tolerances at the expense of longer computation time. Table 4 CPU time (in seconds) to solve the SDP relaxations of (27) . N is the size of the largest PSD cone, m is the number of constraints, t is the size of the matrix factorized by CDCS-sos. 
Affine decomposition: the sos option
To show the benefits brought by the exploitation of partial orthogonality, we next consider a series of SOS relaxations of constrained polynomial optimization problems (POPs). Note that partial orthogonality is an inherent structural property of SOS programs. In particular, we consider the constrained POP
We recast (27) into an SDP using the second Lasserre relaxation and GloptiPoly [23] .
The numerical results are summarized in Tables 4 and 5 . Table 4 reports the CPU time (in seconds) required by the solvers considered in this chapter to solve the SDP relaxations as the number of variables n in (27) was increased. As we can see, CDCS-sos is the fastest method for all the instances we tested thanks to partial orthogonality. For large-scale POPs (n ≥ 25), the number of constraints in the resulting SDP is over 20 000, and the interior-point solver SeDuMi terminated prematurely due to RAM limitations. For all values on n the number t of non-orthogonal constraints is much smaller than the number m of constraints (see Table 4 ), so we expect CDCS-sos to perform well thanks to the affine decomposition described in Section 5. Indeed, for n ≥ 25 CDCS-sos was approximately twice as fast as SCS. Finally, Table 5 shows that although first-order methods only aim to provide solutions of moderate accuracy, the optimal objective value returned by CDCS-sos and SCS was always within 0.5% of the high-accuracy optimal value computed using SeDuMi (when available). As remarked at the end of Section 6.2 such a small difference can be considered negligible in many practical applications. Table 5 Terminal objective value by SeDuMi, SCS and CDCS-sos for the SDP relaxation of (27 
Conclusion
In this chapter, we have presented an overview of two recent approaches that exploit two structural properties of large-scale sparse semidefinite programs, namely chordal aggregate sparsity and partial orthogonality. Chordal sparsity is common to many SDPs encountered in practice, while partial orthogonality is an inherent characteristic of SOS programs. The first approach, developed in Refs. [46] [47] [48] and called cone decomposition in this chapter, allows one to decompose the original, large PSD cone into smaller ones. The second strategy, proposed in [44] and referred to as affine decomposition in this chapter, relies on a "diagonal plus low-rank" representation of a matrix related to the affine constraints of the SDP. By utilizing these two decompositions, the computational efficiency of the tailored ADMM algorithm for conic programs developed in Ref. [28] can be improved significantly. The proposed methods have been implemented in the MATLAB solver CDCS, and we have illustrated their efficiency on a set of benchmark test problems. Looking ahead, further software development seems essential. Compared to the current version of CDCS, improvements at the implementation level are possible: Many steps of the algorithms presented in this chapter can be carried out in parallel, so one can take full advantage of distributed and/or parallel computing architectures. Algorithmic refinements to include acceleration techniques such as those proposed in Refs. [19, 36] also promise to improve the known poor convergence performance (in terms of numbers of iterations) of ADMM-based algorithms.
Finally, the computational gains obtained through the decomposition methods described in this chapter motivate the search for other structural properties that can be exploited. The identification of properties that characterize generic SDPs seems difficult, but one possible way forward is to focus on the special classes of problems arising in particular fields (e.g., control theory, machine learning, combinatorics, fluid dynamics). In fact, it is reasonable to expect that discipline-specific structural properties exist, which can be exploited to develop advanced and efficient disciplinespecific algorithms. This and the software developments mentioned above will be essential to provide efficient and reliable computational tools to solve large-scale SDPs across all fields in which semidefinite programming has found applications.
