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Symmetric spaces associated to classical groups
with even characteristic
Junbin Dong, Toshiaki Shoji and Gao Yang
Abstract. Let G = GL(V ) for an N -dimensional vector space V over an alge-
braically closed field k, and Gθ the fixed point subgroup of G under an involution
θ on G. In the case where Gθ = O(V ), the generalized Springer correpsondence
for the unipotent variety of the symmetric space G/Gθ was described in [SY], as-
suming that chk 6= 2. The definition of θ given there, and of the symmetric space
arising from θ, make sense even if chk = 2. In this paper, we discuss the Springer
correspondence for those symmetric spaces with even characteristic. We show, if
N is even, that the Springer correspondence is reduced to that of symplectic Lie
algebras in chk = 2, which was determined by Xue. While if N is odd, the number
of Gθ-orbits in the unipotent variety is infinite, and a very similar phenomenon
occurs as in the case of exotic symmetric space of higher level, namely of level
r = 3.
0. Introduction
0.1 Let G be a connected reductive group over an algebraically closed field k,
and θ : G → G an involutive automorphism of G. Let Gθ = {g ∈ G | θ(g) = g}
be the fixed point subgroup of G by θ. It is known by Vust [V] that Gθ is a
reductive group if chk 6= 2. Let g be the Lie algebra of G. Then θ induces a linear
automorphism on g, which we also denote by θ. Put gθ = {x ∈ g | θ(x) = x}. It is
known (e.g., [Spr, Th. 5.4.4]) that
(0.1.1) LieGθ = gθ if chk 6= 2.
In general, we have Lie(Gθ) ⊂ gθ, but the equality not necessarily holds if ch k = 2.
Let Gιθ = {g ∈ G | θ(g) = g−1} be the set of ιθ-fixed points in G, where
ι : G → G is the anti-automorphism g 7→ g−1. Let Guni be the set of unipotent
elements in G, and put Gιθuni = G
ιθ ∩ Guni. The conjugation action of G
θ on G
preserves Gιθ and Gιθuni. In the case where chk 6= 2, it is known by Richardson
[R] that Gιθ0 = {gθ(g)
−1 | g ∈ G} coincides with the connected component of
Gιθ containing the unit element, and the map g 7→ gθ(g)−1 gives an isomorphism
G/Gθ ≃ Gιθ0 . Thus we can regard G
ιθ as a symmetric space G/Gθ.
In the Lie algebra case, with chk 6= 2, the symmetric space is defined as g−θ =
{x ∈ g | θ(x) = −x}. Let gnil be the set of nilpotent elements in g, and put
g−θnil = g
−θ ∩ gnil. It is known that G
ιθ
uni ≃ g
−θ
nil , and the isomorphism is compatible
with the action of Gθ. It is also known by [R] that
(0.1.2) The number of Gθ-orbits in Gιθuni is finite if chk 6= 2.
0.2. We consider G = GL(V ), where V is an N -dimensional vector space over k
with chk 6= 2. Let θ be the involutive automorphism such that Gθ is the symplectic
group Sp(V ) or the orthogonal group O(V ). First assume that Gθ = Sp(V ), which
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we denote by H . In this case, we also consider the exotic symmetric space Gιθ × V ,
on which H acts diagonally. It is known by Kato [K1] that Gιθuni × V has finitely
many H-orbits (actually he considered the Lie algebra case, g−θnil × V , the so-called
“Kato’s exotic nilcone”). Put N = 2n, and let Wn be the Weyl group of type
Cn. He established in [K1] the Springer correspondence between the H-orbits in
g−θnil ×V and irreducible representations ofWn, based on the Ginzburg theory ([CG])
on Hecke algebras. After that in [SS], the Springer correspondence was also proved
for Gιθuni × V , based on the theory of the generalized Springer correspondence due
to Lusztig [L1]. (We remark that a straightforward generalization of the classical
theory of the Springer correspondence does not hold for the symmetric space Gιθuni
or g−θnil itself).
The special feature in the exotic nilcone is that for any x ∈ g−θnil×V , the stabilizer
of x in Gθ is connected, and so only the constant sheaves appear in the Springer
correspondence. This type of phenomenon also appears in the nilpotent orbits of
the Lie algebra sp(V ) in characteristic 2. Noting this, in [K2], Kato proved that the
Springer correspondence for the exotic nilcone g−θnil × V (for any chk) is the same
as the Springer correspondence for the ordinary nilcone sp(V )nil (for chk = 2), by
using a certain deformation argument of schemes over Z.
0.3. As a generalization of the exotic symmetric space Gιθ×V , we consider the
variety Gιθ×V r−1 for an integer r ≥ 1, on which H acts diagonally. We consider its
unipotent part Xr = G
ιθ
uni×V
r−1 with diagonal H-action. We call Xr the (unipotent)
exotic symmetric space of level r. The crucial difference from the exotic case (i.e.,
r = 2) is that the number of H-orbits in Xr is infinite if r ≥ 3. Hence the discussion
in [SS] can not be applied to this case. Nevertheless, it was shown in [Sh] that a
generalization of the Springer correspondence still holds in the following sense; we
consider the complex reflection group Wn,r = Sn ⋉ (Z/rZ)
n (hence Wn,1 ≃ Sn and
Wn,2 ≃ Wn). Then for each ρ ∈ W
∧
n,r, one can construct a smooth, irreducible,
H-stable, locally closed subvariety Xρ of Xr and we have a natural correspondence
ρ↔ IC(Xρ, Q¯l). Moreover, for an element z ∈ Xρ, one can define the Springer fibre
Bz as a closed subset of the flag variety of H , and the cohomology H
i(Bz, Q¯l) has
a structure of Wn,r-module (Sprigner representation of Wn,r). Then for a generic
z ∈ Xρ, the top cohomology H
2dz(Bz, Q¯l) gives the irreducible representation ρ
(here dz = dimBz). In this way, any irreducible representation of Wn,r is realized
as the top cohomology of the Springer fibre.
0.4. Next we consider the case where Gθ = O(V ) with ch k 6= 2. We put
H = SO(V ). In this case, the stabilizer of x ∈ Gιθuni in H is not necessarily con-
nected, and we need to consider twisted local systems on H-orbits. Moreover the
Springer correspondence is not enough to cover all the H-orbits in Gιθuni. In [SY], the
generalized Springer correspondence for Gιθuni was established. Actually it was shown
there that Lusztig’s theory of the generalized Springer correspondence for reductive
groups fits very well to our setting under a suitable modification. For example, if
N = 2n+1 or N = 2n, the Springer correspondence is given by the correspondence
ρ↔ IC(Oρ, Q¯l), where ρ ∈ S
∧
n and Oρ is a certain H-orbit corresponding to ρ (note
that twisted local systems do not appear in this part).
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0.5. In this paper, we consider θ : G → G, defined in a similar way as θ in
0.4, but under the condition that chk = 2. The definition of Gιθ given in 0.4 makes
sense even if ch k = 2 (see 1.2). We call Gιθ the symmetric space over a field of
characteristic 2. The aim of this paper is to establish the Springer correspondence
for the Gθ-orbits in Gιθuni.
First assume that N = 2n is even. In that case, we can show (Proposition
1.7) that Gθ = Sp(V ), the symplectic group in characteristic 2, and there exists an
isomoprhism Gιθuni ≃ g
θ
nil, compatible with the action of Sp(V ), where g
θ = sp(V )
is the Lie algebra of Sp(V ). Hence considering the Springer correspondence for the
symmetric space Gιθuni is essentially the same as considering the same problem for the
ordinary nilcone sp(V )nil. Put H = Sp(V ) and h = sp(V ). As was explained in 0.2,
the Springer correspondence for hnil = sp(V )nil was determined by [K2] in connection
with the exotic symmetric space. After that Xue [X1, X2] established the Springer
correspondence for the Lie algebras of classical type in characteristic 2, based on the
Lusztig’s theory of the generalized Springer correspondence. Note that the difficulty
in the Lie algebras of even characteristic is that the regular semisimple elements not
necessarily exist. (Recall, in the case of reductive groups G with Weyl groupW , that
the strategy of proving the Springer correspondence is first to construct a semisimple
perverse sheaf K on G, equipped with W -action, by making use of the finite Galois
covering arising from the set of regular semisimple elements in G, then restrict it
to the unipotent variety Guni, to obtain the correspondence ρ ↔ IC(O , E ), where
ρ is the irreducible representation of W , and O is a certain unipotent class in G,
E is a local system on O .) In our situation, h does not have regular semisimple
elements. In order to overcome this defect, he replaced H and h by a bigger group
H˜ and its Lie algebra h˜, where H˜ is an extension of H by a connected center, so that
h˜ has regular semisimple elements. Then following the above procedure, he could
prove the Springer correspondence for h˜nil = hnil, in which case it gives a bijection
ρ ↔ IC(Oρ, Q¯l) between irreducible representations of Wn, and nilpotent orbits in
hnil. Hence our problem of the Springer correspondence for G
ιθ
uni is easily solved as
a corollary of Xue’s result.
0.6. Next assume that N = 2n + 1 is odd. We write G = GL(V ′) where
V ′ is an N -dimensional vector space. Then we can show (Proposition 1.13) that
Gθ ≃ Sp(V ), where V is an 2n-dimensional subspace of V ′. Moreover Gιθuni ≃ g
θ
nil,
compatible with the action of Gθ. Put H = Sp(V ) and h = sp(V ) as in 0.5. We
can show that there is an embedding h →֒ gθ, and gθ is isomorphic to h× V × k as
algebraic varieties, where the action of H on gθ corresponds to the diagonal action
of H on h × V , together with the trivial action of H on k. Hence the situation
is very similar to the exotic symmetric space mentioned in 0.2. But note that the
structure of the nilcone is different. In the exotic case, g−θnil × V is considered as the
nilcone. In our case, gθnil = (hnil × V ) ∩ gnil, where g = gl(V
′) is the Lie algebra of
G, which is a certain H-stable subset of hnil × V .
More interesting thing is that the number of H-orbits in gθnil is infinite. Hence
this gives a counter-example for (0.1.2) in the case where chk = 2. (Also this gives
a counter-example for (0.1.1) since Gθ = H and gθ 6= h.) We remark that gθnil
should be understood as an analogue of the exotic symmetric space of higher level
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as discussed in 0.3 rather than the exotic symmetric space itself. In fact, following
Kato’s observation ([K2]), the Springer correspondence for hnil corresponds to that
for the exotic symmetric space Gιθuni × V . Hence it is natural to expect that the
Springer correspondence for hnil×V should correspond to that for (G
ιθ
uni×V )×V =
Gιθuni × V
2, and the correspondence is dominated by Wn,3 (the complex reflection
group for r = 3) as the special case of [Sh].
We show in Theorem 9.7 and Proposition 9.10 that this certainly holds. It is
proved that a similar result as in 0.3 holds for gθnil with respect toWn,3; namely, there
exists a smooth, irreducible, locally closed subvariety Xρ of g
θ
nil for each ρ ∈ W
∧
n,3
such that ρ ↔ IC(Xρ, Q¯l) gives the Springer correspondence, namely, for z ∈ Xρ,
the Springer fibre Bz is defined as a closed subset of the flag variety of H , and
H i(Bz, Q¯l) gives rise to a Wn,3-module. For a generic z ∈ Xρ, H
2dz(Bz, Q¯l) gives
the irreducible representation ρ of Wn,3. Any irreducible representation of Wn,3 is
realized in this way on the top cohomology of the Springer fibre. .
0.7. The proof of the Springer correspondence for gθnil is basically done by
modifying the arguments in [Sh] for the case of exotic symmetric spaces of higher
level. But in order to apply the discussion in [Sh] to our case, it is necessary to
construct a representation of Wn = Wn,2 on a certain semisimple perverse sheaf K
on h. Note that a similar perverse sheaf K˜ on h˜ equipped with Wn-action is already
constructed in 0.5. Here we need to determine its restriction K˜|h = K on h. In order
to do this, we construct a representation of Wn on K directly, without referring h˜,
just using the subregular semisimple elements in h which are open dense in the set
of semisimple elements in h (though in one step we need to apply the result for
h˜). This process is quite similar to the procedure in [SS], which is regarded as a
reflection of Kato’s deformation argument between the Springer correspondence for
Gιθuni × V and for hnil.
Note that in [Sh] (and in [SS]) the proof of the main result is reduced to the
case where r = 1, namely the case Gιθuni, by induction on r. But the discussion in
[Sh] can not cover this case since the Springer correspondence does not exist for
Gιθuni, and we had to refer the result of Henderson [Hen], which he proved by using
the Fourier-Deligne transform of perverse sheaves on the Lie algebra. So, in some
sense, the discussion in [Sh] is unsatisfactory from the view point of the strategy in
0.5. In the case of gθnil, this unpleasant situation does not occur since the Springer
correspondence exists for hnil (though we cannot avoid to use h˜).
Some notations:
For any finite group Γ , we denote by Γ∧ the set of isomorphism classes of
irreducible representations of Γ over Q¯l.
Let G be an algebraic group and g its Lie algebra. G acts on g by the adjoint
action. We denote this action simply by Ad(g)x = g · x for g ∈ G, x ∈ g.
Contents
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1. Symmetric spaces in characteristic 2
1.1. Let V be an N -dimensional vector space over an algebraically closed field
k. We assume that chk 6= 2. Let 〈 , 〉be the non-degenerate symmetric bilinear form
on V . The orthogonal group O(V ) associated to the form 〈 , 〉 is defined as
(1.1.1) O(V ) = {g ∈ GL(V ) | 〈gv, gw〉=〈v, w〉 for any v, w ∈ V }.
If we define the quadratic from Q(v) on V by Q(v) =〈v, v〉, (1.1.1) is equivalent to
(1.1.2) O(V ) = {g ∈ GL(V ) | Q(gv) = Q(v) for any v ∈ V }.
We fix a basis e1, . . . , eN of V , and identify GL(V ) with G = GLN by using this
basis. If we define the matrix J ∈ GLN by J = (〈ei, ej〉), (1.1.1) is also written as
(1.1.3) O(V ) = {g ∈ G | tgJg = J}.
We define a map θ : G → G by θ(g) = J−1(tg−1)J . Then θ gives rise to an
involutive automorphism on G, and we have Gθ = O(V ).
In the above discussion, if we replace the symmetric bilinear form by the non-
degenerate skew-symmetric bilinear form 〈 , 〉 on V with even N , we can define the
symplectic group Sp(V ) in a similar way as O(V ) by using (1.1.1). The matrix
J ∈ GLN is defined similarly, and by using an involutive automorphism θ : G→ G
defined by θ(g) = J−1(tg−1)J , we obtain an analogue of (1.1.3) for Sp(V ). Hence in
this case also Gθ = Sp(V ).
1.2. Hereafter, throughout the paper, we assume that chk = 2. Put G = GLN .
Consider an involutive automorphism θ : G → G defined by θ(g) = J−1(tg−1)J ,
where
J =
1 0 00 0 1n
0 1n 0
 if N = 2n + 1,(1.2.1)
J =
(
0 1n
1n 0
)
if N = 2n,(1.2.2)
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with 1n the identity matrix of degree n. Thus we can consider the fixed point
subgroup Gθ and the symmetric space Gιθ. If ch k 6= 2, then Gθ ≃ O(V ), and the
generalized Springer correspondence with respect to Gιθ was discussed in [SY]. The
aim of this paper is to consider a similar problem for Gιθ in the case where ch k = 2.
1.3. We consider θ : G→ G as in 1.2. Since J = J−1 = tJ , we have
Gιθ = {g ∈ G | J−1(tg−1)J = g−1}(1.3.1)
= {g ∈ G | t(Jg) = Jg}.
Let g = glN be the Lie algebra of G, and θ : g→ g be the linear automorphism
induced from θ : G → G. Since chk = 2, θ is given as x 7→ −J(tx)J = J(tx)J for
x ∈ g. Hence
gθ = {x ∈ g | J(tx)J = x}(1.3.2)
= {x ∈ g | t(Jx) = Jx}.
Put gθnil = g
θ ∩ gnil. By comparing (1.3.1) and (1.3.2), we have
Lemma 1.4. The map g 7→ g − 1 gives an isomorphism Gιθuni ∼−→ g
θ
nil, which is com-
patible with the conjugate action of Gθ.
1.5. In order to study Gθ and Gιθ, we need to consider the orthogonal group
over the field of characteristic 2. Since (1.1.1) and (1.1.2) are not equivalent in the
case where ch k = 2, we have to define the orthogonal group by using the quadratic
form Q(v) on V . Let Q(v) be a quadratic form on V . We define an associated
bilinear form 〈 , 〉 by
(1.5.1) 〈v, w〉= Q(v + w)−Q(v)−Q(w).
Here we give the quadratic form Q(v) explicitly as follows. First assume that
N = 2n, and fix a basis e1, . . . , en, f1, . . . fn of V . For v =
∑
i xiei +
∑
i yifi, define
Q(v) =
n∑
i=1
xiyi.
Then the associated bilinear form is given by 〈v, w〉 =
∑
i(xiy
′
i + xiy
′
i) for v =∑
i xiei +
∑
i yiei, w =
∑
i x
′
iei +
∑
i y
′
ifi. Next assume that N = 2n + 1, and fix a
basis e0, e1, . . . , en, f1, . . . , fn of V . For v =
∑
i xiei +
∑
i yifi, define
Q(v) = x20 +
n∑
i=1
xiyi.
Then the associated bilinear form is given by 〈v, w〉 =
∑
i≥1(xiy
′
i + x
′
iyi) for v =∑
i≥0 xiei +
∑
i≥1 yifi, w =
∑
i≥0 x
′
iei +
∑
i≥1 y
′
ifi.
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We define an orthogonal group O(V ) as in (1.1.1). If g ∈ O(V ), g leaves the
form 〈 , 〉 invariant by (1.5.1). It follows that
(1.5.2) O(V ) ⊂ {g ∈ GL(V ) | 〈gv, gw〉=〈v, w〉 for any v, w ∈ V }.
1.6. Assume that N = 2n. Since ch k = 2, the symmetric bilinear form
on V coincides with the skew-symmetric bilinear form on V . The definition of the
symplectic group given in 1.1 makes sense even if ch k = 2, which we denote by
Sp(V ). Thus the right hand side of (1.5.2) coincides with Sp(V ) with respect to
this form, and we have
(1.6.1) O(V ) ⊂ Sp(V ).
By using the explicit description of the associated symmetric bilinear form 〈 , 〉on V
given in 1.5, we see that Sp(V ) can be written as
(1.6.2) Sp(V ) = {g ∈ G | tgJg = J},
where J is as in (1.2.2). In particular, we have Gθ = Sp(V ).
Let sp(V ) be the Lie algebra of Sp(V ). It follows from (1.6.2), we have
sp(V ) ⊆ {x ∈ gl(V ) | 〈xv, w〉+〈v, xw〉= 0 for any v, w ∈ V }
= {x ∈ gl(V ) | txJ + Jx = 0}
= gθ.
The last equality follows from (1.3.2). Here dim sp(V ) = dimSp(V ) = 2n2+n. The
dimension of the space of symmetric matrices in V is equal to n(2n + 1). Thus the
equality holds in the above formulas. We have
(1.6.3) sp(V ) = gθ.
Summing up the above arguments, together with Lemma 1.5, we have the fol-
lowing.
Proposition 1.7. Assume that N = 2n. Then Gθ = Sp(V ), and Gιθuni ≃ g
θ
nil =
sp(V )nil. The behaviour of G
θ-orbits on Gιθuni is the same as that of Sp(V )-orbits on
sp(V )nil.
Remark 1.8. Let Wn be the Weyl group of type Cn. It is known by Hesselink
[Hes] and Spaltenstein [Spa] that the number of Sp(V )-orbits in sp(V )nil is finite,
and those orbits are parametrized by W∧n .
Remark 1.9. In the case where chk = 2 and N is even, it is not known whether
O(V ) is realized as Gθ for a certain involutive automorphism θ : G→ G.
1.10. Assume that N = 2n + 1. By changing the notation, we consider the
vector space V ′ with basis e0, e1, . . . , en, f1, . . . , fn, and let V be the subspace of V
′
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spanned by e1, . . . , en, f1, . . . , fn. We identify Sp(V ) with Sp2n by using this basis.
Sp2n can be explicitly written as
(1.10.1) Sp2n =
{(
f g
h k
)
∈ GL2n
∣∣ f, g, h, k ∈ Mn, (*) },
where Mn is the set of square matrices of degree n, and the condition (*) is given
by
(1.10.2) thf = tfh, tkg = tgk, thg + tfk = 1.
We have the following result.
Proposition 1.11. Assume that N = 2n+ 1, and G = GLN . Then
(1.11.1) Gθ =
{(
1 0
0 y
) ∣∣ y ∈ Sp2n}.
In particular, Gθ = SO(V ′) ≃ Sp(V ).
Proof. Take x ∈ GLN , and write it as
x =
 a b ctd f g
te h k
 ,
where b = (b1, . . . , bn), c = (c1, . . . , cn) and d = (d1, . . . , dn), e = (e1, . . . , en), to-
gether with f, g, h, k ∈ Mn. Note that G
θ = {x ∈ G | txJx = J}. The condition
txJx = J implies, in particular, that
a2 + e · td+ d · te = 1,
tb · b+ thf + tfh = 0,
tc · c+ tkg + tgk = 0.
Since e · td+d · te = 2
∑n
i=1 diei = 0, the first equality implies that a = 1. Since the
diagonal entries of thf + tfh are all zero, the ii-entry of the matrix tb ·b+ thf + tfh
is equal to b2i . Hence b = 0 by the second equality. Similar argument by using the
third shows that c = 0. Now the condition txJx = J is equivalent to the condition
that
(1.11.2)

ef + dh = 0,
eg + dk = 0,
thg + tfk = 1,
thf = tfh,
tkg = tgk.
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By comparing (1.11.2) with (1.10.2), we can write as
x =
 1 0 0td f g
te h k
 with y = (f g
h k
)
∈ Sp2n.
Since y is non-degenerate, the relation (e,d)y = 0 implies that d = e = 0. This
proves (1.11.1). Now by 1.5, one can check that Gθ ⊂ O(V ′). We have dimGθ =
dimSp2n = dimSO2n+1 = 2n
2 + n. Since Sp(V ) is connected, we conclude that
Gθ = SO(V ′). The proposition is proved. 
1.12. We determine gθ in the case where N = 2n + 1. By (1.3.2), we have
dim gθ = (n + 1)(2n+ 1). Since dimGθ = dimSp2n = 2n
2 + n, we see that
(1.12.1) LieGθ ( gθ, namely (0.1.1) does not hold for Gθ.
More precisely, by the direct computation, we have the following.
gθ =
x =
 a b ctc f g
tb h tf
∣∣∣∣ a ∈ k, f, g, h ∈ Mn, th = h, tg = g
 ,(1.12.2)
LieGθ = {x ∈ gθ | a = b = c = 0} ≃ sp(V ).
Summing up the above arguments, together with Lemma 1.4, we have the fol-
lowing.
Proposition 1.13. Assume that N = 2n + 1. Then Gθ ≃ Sp(V ), and Gιθ ≃ gθnil.
Under the embedding sp(V )nil →֒ g
θ
nil, sp(V )nil is a G
θ-stable subset of gθnil, and the
action of Gθ on sp(V )nil coincides with the conjugate action of Sp(V ) on it.
1.14. We write H = Sp(V ) and h = sp(V ). We identify H with Gθ, and
h with a subspace of gθ. Then gθ can be written as gθ = h ⊕ gV ′ , where gV ′ is a
subspace of gθ consisting of x ∈ gθ such that f = g = h = 0 (notation in (1.13.2)).
We express x ∈ gV ′ as x = (a,b, c). Put z = {(a, 0, 0) | a ∈ k}, and let gV be
the subspace of gV ′ consisting of x = (0,b, c). Then gV ′ = gV ⊕ z. gV is H-
stable, and H acts trivially on z. We identify gV with V under the correspondence
(0,b, c) ∈ gV ↔
∑n
i=1 ciei +
∑n
i=1 bifi ∈ V for b = (b1, . . . , bn), c = (c1, . . . , cn).
Then we can identify h ⊕ gV with h × V , where the natural action of H on g
θ
preserves h⊕ gV , which corresponds to the diagonal action of H on h× V .
Remark 1.15. The above discussion shows that considering the action of H on gθ
is the same as considering the diagonal action of H on h × V . Hence the situation
is quite similar to the case of exotic symmetric spaces studied in [K1], [SS]. Recall
that the exotic symmetric space (in the Lie algebra case) is defined as g−θ × V for
Gθ = Sp(V ) with ch k 6= 2, together with the diagonal action of Gθ. But note that
the structure of the nilpotent variety is different. In the exotic case, as the nilpotent
variety, we have considered g−θnil × V (Kato’s exotic nilpotent cone [K1]). In the
present case, we consider gθnil = (h⊕gV )∩gnil, which corresponds to a certain subset
of hnil × V .
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1.16. We follow the notation in 1.14. In the remainder of this section, we shall
show that gθnil has infinitely many H-orbits. Let B
′ be the subgroup of G = GLN
consisting of elements
(1.16.1)
 a 0 ctd f g
0 0 k,

where a ∈ k, c,d ∈ kn (row vectors), f, g, k ∈ Mn, and f is upper triangular, k is
lower triangular. Then B′ is a θ-stable Borel subgroup of G. Put b′ = LieB′, and
let n′ be the nilpotent radical of b′. Then gθ ∩ n′ ⊂ gθnil, and we have
(1.16.2) gθ ∩ n′ =
{ 0 0 ctc f g
0 0 tf
 | f : strict upper triangular, tg = g}.
The following result gives a counter-example for (0.1.2) in the case where chk = 2.
Proposition 1.17. Let O0 be the regular nilpotent orbit in glN . Then O0 ∩ g
θ has
infinitely many H-orbits. In particular, gθnil has infinitely many H-orbits.
Proof. Assume that f ∈ Mn corresponds to the transformation on the subspace
〈e1, . . . , en〉 of V defined by
f : en 7→ en−1 7→ · · · 7→ e1 7→ 0,
and put g = Diag(0, . . . , 0, 1) ∈ Mn. Then y =
(
f g
0 tf
)
gives an element in
h = sp2n, which is a regular nilpotent element in sp2n. Let c = (0, 0, . . . , 0, ξ) with
ξ ∈ k, and put z = (0, 0, c) ∈ gV . Then x = y + z ∈ g
θ
nil by (1.16.2), which we
denote by x(ξ). Since the operation of x(ξ) on V ′ is given by
f1 7→ f2 7→ · · · 7→ fn−1 7→ fn,
fn 7→ en + ξe0,
e0 7→ ξen,
en 7→ en−1 7→ · · · 7→ e1 7→ 0,
x(ξ) ∈ O0 for any ξ ∈ k
∗. In order to prove the proposition, it is enough to see that
(1.17.1) x(ξ) and x(ξ′) are not conjugate under H if ξ 6= ξ′.
We show (1.17.1). Assume there exists h ∈ H such that h(x(ξ)) = x(ξ′). Write
x(ξ) = y+z, x(ξ′) = y+z′. Since H leaves the decomposition gθ = h⊕gV ′ invariant,
we must have h(y) = y and h(z) = z′. Hence h ∈ ZH(y). Since y ∈ g
θ ∩n′ is regular
nilplotent, ZH(y) satisfies the property
(1.17.2) ZH(y) ⊂
{(
f1 g1
0 tf−11
)
∈ Sp2n | f1 : upper unitriangular
}
.
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On the other hand, the action of H on gV is given as in 1.14. By (1.17.2), we have
h · t(0, . . . , 0, ξ︸ ︷︷ ︸
n-times
, 0, 0, . . . , 0︸ ︷︷ ︸
n-times
) = t(c1, . . . , cn︸ ︷︷ ︸
n-times
, 0, 0, . . . , 0︸ ︷︷ ︸
n-times
)
for some c1, . . . , cn with cn = ξ. Since h(z) = z
′, we have ξ = ξ′. Thus (1.17.1)
holds. The proposition is proved. 
Remark 1.18. In later discussion, we use the Jordan decomposition of Lie alge-
bras. It is known (see [Spr, 4.4.20]) that if g is the Lie algebra of an algebraic group
G, the Jordan decomposition works. So, in the setting of 1.15, we can apply the
Jordan decomposition for h = LieH , but not for gθ.
2. Intersection cohomology related to sp(V )sr
2.1. Let H = Sp(V ), h = sp(V ), and we follow the notation in 1.6. Let Wn
be the Weyl group of H . As pointed out in Remark 1.8, nilpotent orbits in h are
parametrized by W∧n . The Springer correspondence between the set of nilpotent
orbits and W∧n was first considered by Kato [K2]. Then Xue [X1], [X2] established
the general theory of the Springer correspondence for classical Lie algebras in char-
acteristic 2.
The main difficulty in considering H and h relies on the fact that the regular
semisimple elements do not exist for h. In order to overcome this defect, Xue
replaced H and h by bigger ones H˜ and h˜, extension by connected center, so that
h˜ has regular semisimple elements, and established the Springer correspondence by
using the bijection h˜nil ≃ hnil. (Actually Xue considers the adjoint group H˜ad and its
Lie algebra h˜ad, but the theory of the Springer correspondence for them is essentially
the same as that for H˜ and h˜.)
In this paper, for later applications to the case where N = 2n+1, we discuss the
Springer correspondence for h more directly, without using the regular semisimple
elements (though we need to use h˜). In the discussion below, we borrowed the idea
to use D from [SY]. Note that those discussions have strong resemblance with the
case of exotic symmetric spaces associated to symplectic groups with ch k 6= 2 ([SS,
3]), as explained in the Introduction.
2.2. Let T ⊂ B be subgroups of G = GLN with N = 2n given by
B =
{(
a b
0 ta−1
)
| a, b ∈ Mn, a : upper triangular,
tb = a−1b ta
}
,
T = {Diag(t1, . . . , tn, t
−1
1 , . . . , t
−1
n ) | ti ∈ k
∗}.
By (1.10.1), B is a Borel subgroup of H and T is a maximal torus of H contained
in B. Let t be the Lie algebra of T . Since chk = 2, we have
(2.2.1) t = {Diag(t1, . . . , tn, t1, . . . , tn) | ti ∈ k}.
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We define a subset tsr of t by
(2.2.2) tsr = {s = Diag(t1, . . . , tn, t1, . . . , tn) | ti 6= tj for i 6= j}.
tsr is open dense in t, and for any s ∈ tsr, ZH(s) ≃ SL2 × · · · × SL2 (n-times). Put
hsr =
⋃
g∈H g(tsr). Then hsr is the set of semisimple elements in h such that all the
eigenspaces have dimension 2.
Recall that s ∈ h is called regular semisimple if Z0H(s) is a maximal torus of
H . For any s ∈ t, dimZH(s) ≥ 3n. Hence t does not contain regular semisimple
elements. This implies that h does not contain regular semisimple elements (see
Lemma 2.3). An element s ∈ hsr is said to be subregular semisimple.
Let U be the unipotent radical of B. Let b be the Lie algebra of B, and n = LieU
the nilpotent radical of b. We have b = t⊕ n. n is written as
(2.2.3) n =
{(
a b
0 ta
)
| a : strict upper triangular, tb = b
}
Let Φ+ ⊂ Hom(T,k∗) ≃ Zn be the set of positive roots of type Cn,
Φ+ = {εi − εj, εi + εj (1 ≤ i < j ≤ n), 2εi (1 ≤ i ≤ n)}
where ε1, . . . , εn is a basis of Hom(T,k
∗) given by εi : Diag(t1, . . . , tn, t
−1
1 , . . . , t
−1
n ) 7→
ti. The set of positive long (resp. short) roots Φ
+
l , (resp, Φ
+
s ) is given as
Φ+l = {2εi | 1 ≤ i ≤ n},
Φ+s = {εi − εj, εi + εj | 1 ≤ i < j ≤ n}.
The root space decomposition of n with respect to T is given as
n =
⊕
α∈Φ+
gα,
where gα = {x ∈ n | s · x = α(s)x for any s ∈ T}. Let dα ∈ Hom(t,k) be the
differential of α ∈ Hom(T,k∗). Then t acts on gα by [s, x] = dα(s)x for s ∈ t. Since
chk = 2, the weight space decomposition of n with respect to t is given as
n = D⊕
⊕
α∈Φ+s
gα = D⊕ ns,
where ns =
⊕
α∈Φ+s
gα, and D =
⊕
α∈Φ+l
gα is the weight space of weight 0. Explic-
itly, D is given as follows;
(2.2.4) D =
{(
0 b
0 0
)
| b : diagonal
}
.
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In particular, we have
(2.2.5) [t,D] = 0.
According to (2.2.4), we express an element in D ≃ kn as b = (b1, . . . , bn) ∈ D for
b = Diag(b1, . . . , bn). For k = 0, . . . , n, put Dk = {b ∈ D | bi = 0 for i > k}. Then
Dk is a T -stable subspace of D. We also put D
0
k = {b ∈ Dk | bi 6= 0 for 1 ≤ i ≤ k},
which is an open dense subset of Dk.
We need a lemma.
Lemma 2.3. (i) Assume that x ∈ h is semisimple. Then there exists g ∈ H
such that gx ∈ t.
(ii) Assume that x ∈ b is semisimple. Then there exists g ∈ B such that gx ∈ t.
Proof. Assume that x ∈ h is semisimple. Consider the eigenspace decomposition
V = W1 ⊕ · · · ⊕Wa of x. Then W1, . . . ,Wa are mutually orthogonal with respect
to the form 〈 , 〉. Then the restriction of the form on Wi gives a non-degenerate
skew-symmetric bilinear form. In particular, dimWi is even. We can find a basis
e′1, . . . , e
′
n, f
′
1, . . . , f
′
n of V such that {e
′
j , f
′
j | j ∈ Ii} gives a symplectic basis of Wi,
where [1, n] =
∐
1≤i≤a Ii is a partition of [1, n]. We define a map g : V → V by
g(ej) = e
′
j , g(fj) = f
′
j for each j. Then g ∈ H , and x
′ = g−1x ∈ t. This proves (i).
Next assume that x ∈ b is semisimple. Let s ∈ t be the projection of x ∈ b.
We consider the eigenspace decomposition of s on V , V = V1 ⊕ · · · ⊕ Va, where Vi
is the eigenspace of s with respect to the eigenvalue µi. This defines a partition
[1, n] =
∐
i Ii such that {ej, fj | j ∈ Ii} gives a symplectic basis of Vi. Since x
is semisimple, and has the same eigenvalues µ1, . . . , µa, we have a decomposition
V = W1⊕· · ·⊕Wa into eigenspaces of x, where Wi is the eigenspace with respect to
the eigenvalue µi. Here dimWi = dimVi. As before, we can find a symplectic basis
e′1, . . . , e
′
n, f
′
1, . . . , f
′
n of V , and g ∈ H associated to this basis such that x
′ = g−1x ∈ t.
We show that there exists a choice of e′1, . . . , e
′
n, f
′
1, . . . , f
′
n such that g ∈ B, i.e., the
choice such that the subspace spanned by e1, . . . , ek coincides with that by e
′
1, . . . , e
′
k
for k = 1, . . . , n. Since e1 is an eigenvector for x, we can put e
′
1 = e1. We may
assume that e′1 ∈ W1. Let V = 〈e1〉
⊥ /〈e1〉. Then V has a natural symplectic basis
ej , f j (2 ≤ j ≤ n), and x induces x ∈ sp(V ). By induction on n, one can find the
required basis e′j , f
′
j (2 ≤ j ≤ n) of V . This produces vectors e
′
1, . . . , e
′
n, f
′
2, . . . , f
′
n,
and finally we can choose f ′1 ∈ W1 by the condition that 〈e
′
1, f
′
1〉 = 1 and f
′
1 is
orthogonal for all other vectors e′j , f
′
j. Thus we obtain the basis e
′
1, . . . , e
′
n, f
′
1, . . . , f
′
n
as required, and g ∈ B. (ii) holds. The lemma is proved. 
2.4. We consider the varieties
X˜ = {(x, gB) ∈ h×H/B | g−1x ∈ b},
X =
⋃
g∈H
g(b),
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and define a map π : X˜ → X by (x, gB) 7→ x. π is a proper map onto X , and so X
is irreducible, closed in h. (Later in Lemma 2.9, it will be shown that X = h.)
For 0 ≤ k ≤ n, put Nk,sr =
⋃
g∈B g(tsr +Dk). We define varieties
Y˜k = {(x, gB) ∈ h×H/B | g
−1x ∈ Nk,sr},
Yk =
⋃
g∈H
g(Nk,sr) =
⋃
g∈H
g(tsr +Dk),
and define a map ψ(k) : Y˜k → Yk by (x, gB)→ x. In the case where k = n, we write
Y˜k, Yk and ψ
(k) simply by Y˜ , Y and ψ. We have a lemma.
Lemma 2.5. Y˜ = π−1(Y ), and ψ coincides with the restriction of π on π−1(Y ). In
particular, ψ : Y˜ → Y is a proper surjective map.
Proof. It is enough to show that Y ∩ b = Nn,sr. Assume that y ∈ Y ∩ b. Since
y ∈ Y , there exists g ∈ H, s ∈ tsr, z ∈ D such that y = g(s) + g(z) ∈ b, where
g(s): semisimple, g(z): nilpotent. Moreover since [s, z] = 0 by (2.2.5), we have
[g(s), g(z)] = 0. By Lemma 2.3, replacing y by its B-conjugate, we may assume
that g(s) ∈ tsr, g(z) ∈ n. Then there exists w˙ ∈ NH(T ) with w ∈ Sn ⊂ Wn
such that gw˙(s) = s. Since w˙ leaves D invariant, by replacing g by gw˙ and z by
w˙−1z, we may further assume that g(s) = s, g(z) ∈ n with s ∈ tsr, z ∈ D. Hence
g ∈ ZH(s) ≃ SL2×· · ·×SL2 (n-factors). If we write g = (g1, . . . , gn) with gi ∈ SL2,
and z = (z1, . . . , zn) ∈ D, the action of g on z ∈ D corresponds to the conjugate
action of gi on the matrix
(
0 zi
0 0
)
for i = 1, . . . , n. Now the condition g(z) ∈ n
implies that, if zi 6= 0 then gi is upper triangular. It follows that g(z) ∈ D, and
so y ∈ tsr +D, up to B-conjugate. We have Y ∩ b ⊂ Nn,sr. The other inclusion is
obvious. The lemma is proved. 
2.6. For s ∈ tsr, we have ZH(s) = ZH(tsr) ≃ SL2 × · · · × SL2 (n-factors), and
B ∩ ZH(tsr) ≃ B2 × · · · × B2, where B2 is the Borel subgroup of SL2 consisting of
upper triangular matrices. The action of ZH(tsr) on D is described as in the proof
of Lemma 2.5. In particular, B ∩ ZH(tsr) leaves Dk invariant for each k. Then Y˜k
can be expressed as
Y˜k ≃ H ×
B Nk,sr ≃ H ×
B∩ZH (tsr) (tsr +Dk).(2.6.1)
Hence Y˜k is smooth and irreducible. Y˜ ≃ H ×
B∩ZH (tsr) (tsr +D) is a locally trivial
fibration over H/(B∩ZH(tsr)) with fibre isomorphic to tsr+D, and Y˜k is a subbundle
of Y˜ corresponding to a closed subset tsr+Dk of tsr+D. Hence Y˜k is a closed subset
of Y˜ for each k. The map ψ(k) is the restriction of ψ on Y˜k. Since ψ : Y˜ → Y is
proper, Yk = ψ(Y˜k) is an irreducible closed subset in Y . ψ
(k) : Y˜k → Yk is a proper
surjective map.
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The following relation can be verified by a similar argument as in the proof of
Lemma 2.5.
(2.6.2) Yk ∩ (tsr +D) =
⋃
w∈Sn
w˙(tsr +Dk), (0 ≤ k ≤ n).
Put Y 0k = Yk − Yk−1. By (2.6.2), we have
(2.6.3) Y 0k =
⋃
g∈H
g(tsr +D
0
k).
2.7. For any subset I ⊂ [1, n], put
(2.7.1) DI = {b ∈ D | bi 6= 0 for i ∈ I, bi = 0 for i /∈ I}.
Note that if I = [1, k], DI coincides with D
0
k. Since the action of B ∩ ZH(tsr) on
D is given by the action of its T -part, tsr + DI is B ∩ ZH(tsr)-stable. We define a
locally closed subvariety Y˜I of Y˜ by
(2.7.2) Y˜I ≃ H ×
B∩ZH (tsr) (tsr +DI),
and a map ψI : Y˜I → Y by g∗x 7→ gx, where g∗x is the image of (g, x) ∈ H×(tsr+DI)
on its quotient. Then ImψI =
⋃
g∈H(tsr+DI) coincides with Y
0
k for k = |I| by (2.6.3),
which depends only on k.
For I ⊂ [1, n], we define a parabolic subgroup ZH(tsr)I of ZH(tsr) by the condition
that the i-th factor is B2 if i ∈ I, and is SL2 otherwise. Since ZH(tsr)I stabilizes
DI , one can define
(2.7.3) ŶI = H ×
ZH (tsr)I (tsr +DI).
Then ψI factors through ŶI ,
(2.7.4) ψI : Y˜I
ξI−−−→ ŶI
ηI−−−→ Y 0k ,
for |I| = k, where ξI is the natural surjection, and ηI is given by g ∗x 7→ gx (similar
notation as ψI). Then ξI is a locally trivial fibration with fibre isomorphic to
ZH(tsr)I/(B ∩ ZH(tsr)) ≃ (SL2/B2)
I′ ≃ PI
′
1 ,
where I ′ is the compliment of I in [1, n].
Let SI be the symmetric group of letters in I ⊂ [1, n], hence SI ≃ Sk for |I| = k.
Then WI = NH(ZH(tsr)I)/ZH(tsr)I ≃ SI ×SI′ . WI acts on Y˜I and ŶI since tsr+DI is
stable by NH(ZH(tsr)I). Now the map ηI : ŶI → Y
0
k turns out to be a finite Galois
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covering with Gaolis group WI ,
(2.7.5) ηI : ŶI → ŶI/WI ≃ Y
0
k .
2.8. For 0 ≤ k ≤ n, we define Y˜ +k as ψ
−1(Y 0k ). Then Y˜
+
k =
∐
I Y˜I , where I
runs over all the subsets I ⊂ [1, n] such that |I| = k. (The disjointness follows from
(2.6.2)). Y˜I is smooth, irreducible by (2.7.2), and Y˜I form the connected components
of Y˜ +k . Since Y =
∐
0≤k≤n Y
0
k , we have
Y˜ =
∐
0≤k≤n
Y˜ +k .
In the case where I = [1, k], we denote Y˜I by Y˜
0
k . Then Y˜
0
k is an open dense subset
of Y˜k. By (2.6.1), Sn ≃ NH(ZH(tsr))/ZH(tsr) acts on Y˜ , which leaves Y˜
+
k stable for
any k. We have
(2.8.1) Y˜ +k =
∐
I⊂[1,n]
|I|=k
Y˜I =
∐
w∈Sn/(Sk×Sn−k)
w(Y˜ 0k ).
We have the following lemma.
Lemma 2.9. Let the notations be as before.
(i) X =
⋃
g∈H g(b) = h.
(ii) Yk is an irreducible closed subset in Y . Hence Y
0
k is open dense in Yk.
(iii) dim Y˜k = dimH − n+ k.
(iv) dim Yk = dim Y˜k − (n− k) = (dimH − 2n) + 2k.
(v) Y =
∐
0≤k≤n Y
0
k gives a stratification of Y by smooth strata Y
0
k , and the map
ψ : Y˜ → Y is semismall with respect to this stratification.
Proof. (ii) is already given in 2.6. By (2.6.1),
dim Y˜k = dimH − dim(B ∩ ZH(tsr)) + dim(tsr +Dk)
= dimH − 2n+ (n + k)
= dimH − n + k,
since dim(B ∩ ZH(tsr)) = dim(B2 × · · · × B2) = 2n. Thus (iii) holds. Since ŶI
is smooth, irreducible, and ηI is a finite Galois covering, Y
0
k = ηI(ŶI) is smooth,
irreducible. By using the decomposition ψI = ηI ◦ ξI for I = [1, k], we see that
dim Y˜k = dimYk+(n−k). Hence (iv) holds. It follows from (iv), dimY = dimYn =
dimH . Since dimψ−1(x) = n− k for any x ∈ Y 0k by (2.7.1) and by ψI = ηI ◦ ξI , we
have dimψ−1(x) = (dimY − dimY 0k )/2 by (iv). Thus (v) holds. Since Y is open
dense in X , dimX = dimH . Since X is irreducible closed in h, we obtain (i). 
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2.10. Let ψk : Y˜
+
k → Y
0
k be the restriction of ψ on ψ
−1(Y 0k ). Since ψ is proper,
ψk is also proper. Let Q¯l be the constant sheaf on Y˜
+
k . Since Y˜I is a connected
component for any I by (2.8.1), we have
(2.10.1) (ψk)!Q¯l ≃
⊕
I⊂[1,n]
|I|=k
(ψI)!Q¯l.
On the other hand, since ηI : ŶI → Y
0
k is a finite Galois covering with group WI ,
we have
(2.10.2) (ηI)!Q¯l ≃
⊕
ρ∈(WI )∧
ρ⊗Lρ,
where Lρ = Hom(ρ, (ηI)!Q¯l) is a simple local system on Y
0
k corresponding to ρ ∈
(WI)
∧.
Since ψk is proper, and Y˜I is a closed subset of Y˜
+
k , ψI is proper. As ψI = ηI ◦ξI ,
ξI is also proper. By a similar discussion as in [Sh, (1.6.1)], we see that R
i(ξI)!Q¯l is
a constant sheaf for any i ≥ 0. Since ξI is a P
I′
1 -bundle, we have
(2.10.3) (ξI)!Q¯l ≃ (ξI)!(ξI)
∗Q¯l ≃ H
•(PI
′
1 )⊗ Q¯l,
where H•(PI
′
1 ) denotes
⊕
i≥0H
2i(PI
′
1 , Q¯l), which we regard as a complex of vector
spaces (Ki) with Kodd = 0. It follows that
(2.10.4) (ψI)!Q¯l ≃ (ηI)!(ξI)!Q¯l ≃ H
•(PI
′
1 )⊗ (ηI)!Q¯l.
Note that P1 is the flag variety of SL2, and Z/2Z is the Weyl group of SL2.
We define an action of Z/2Z on H•(P1) as the Springer representation of Z/2Z,
i.e., Z/2Z acts non-trivially on H2(P1) = Q¯l, and acts trivially on H
0(P1) = Q¯l.
We define an action of (Z/2Z)[1,n] on H•(PI
′
1 ) ≃ H
•(P1)
⊗|I′| by the Springer action
of the factor Z/2Z corresponding to I ′, and the trivial action of the factor Z/2Z
corresponding to I. Note that Wn = Sn ⋉ (Z/2Z)
n and WI ≃ SI × SI′. Let
WI = SI ⋉ (Z/2Z)
I be the Weyl group of type C|I|, and define WI′ similarly. For
ρ ∈ W ∧I = (SI × SI′)
∧, we consider the action of WI ×WI′ on H
•(PI
′
1 ) ⊗ ρ, where
(Z/2Z)[1,n] acts trivially on ρ. In particular, for I = [1, k], we obtain (Wk ×Wn−k)-
module H•(Pn−k1 )⊗ ρ. Note that Sn/(Sk × Sn−k) ≃ Wn/(Wk ×Wn−k). By (2.8.1),
(2.10.1) and (2.10.4), we have
(2.10.5) (ψk)!Q¯l ≃
⊕
ρ∈(Sk×Sn−k)∧
IndWnWk×Wn−k(H
•(Pn−k1 )⊗ ρ)⊗Lρ,
where Lρ = Hom(ρ, (ηI)!Q¯l) is the simple local system on Y
0
k with I = [1, k].
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2.11. For each k, let ψk be the restriction of ψ on ψ
−1(Yk). Then ψk :
ψ−1(Yk)→ Yk is a proper map. Assume that k ≥ 1. We have Yk−Yk−1 = Y
0
k . Since
ψk is proper, (ψk)!Q¯l is a semisimple complex on Yk. We note the following.
(2.11.1) Assume that (ψk−1)!Q¯l is equipped with an action of Wn. Then the Wn-
action can be extended to a Wn-action on (ψk)!.
In fact, let j : Y 0k →֒ Yk be the open immersion. By (2.10.5), (ψk)!Q¯l has
an action of Wn. This induces an action of Wn on (j ◦ ψk)!Q¯l, and on its perverse
cohomology pH i((j◦ψk)!Q¯l). On the other hand, by the assumption,
pH i((ψk−1)!Q¯l)
is equipped with Wn-action. We consider the long exact sequence of the perverse
cohomology obtained from the distinguished triangle (j!(ψk)!Q¯l, (ψk)!Q¯l, (ψk−1)!Q¯l).
By (2.10.5), (ψk)!Q¯l is a semisimple complex which is a sum of various Lρ[2i]. Hence
pH i((j ◦ ψk)!Q¯l) = 0 for odd i. By induction, we have
pH i((ψk)!Q¯l) = 0 for odd
i. Since (ψk)!Q¯l is a semisimple complex, the Wn-action of
pH i((ψk−1)!Q¯l) and on
pH i((j ◦ ψk)!Q¯l) determines the Wn-action on
pH i((ψk)!Q¯l), uniquely. (2.11.1) is
proved.
2.12. We have a natural bijection
(2.12.1)
∐
0≤k≤n
(Sk × Sn−k)
∧ ≃W∧n , ρ←→ ρ̂
satisfying the following properties; take ρ = ρ′ ⊠ ρ′′ ∈ (Sk × Sn−k)
∧, where ρ′ ∈
S∧k , ρ
′′ ∈ S∧n−k. We extend ρ
′ to ρ˜′ ∈ W∧k so that (Z/2Z)
k acts trivially on it. On
the other hand, we extend ρ′′ to ρ˜′′ ∈ W∧n−k so that each factor Z/2Z of (Z/2Z)
n−k
acts non-trivially on ρ˜′′. Put
(2.12.2) ρ̂ = IndWnWk×Wn−k(ρ˜
′
⊠ ρ˜′′).
Then ρ̂ ∈ W∧n , and the correspondence ρ 7→ ρ̂ gives the required bijection.
We show the following proposition. Put dk = dimYk.
Proposition 2.13. ψ!Q¯l[dn] is a semisimple perverse sheaf on Y , equipped with
Wn-action, and is decomposed as
(2.13.1) ψ!Q¯l[dn] ≃
⊕
0≤k≤n
⊕
ρ∈(Sk×Sn−k)∧
ρ̂⊗ IC(Yk,Lρ)[dk],
where Lρ is a simple local system on Y
0
k defined in (2.10.2).
Proof. The formula (2.10.5) can be rewritten as
(2.13.2) (ψk)!Q¯l ≃
( ⊕
ρ∈(Sk×Sn−k)∧
ρ̂⊗Lρ
)
[−2(n− k)] + Nk,
where Nk is a sum of various Lρ′ [−2i] for ρ
′ ∈ (Sk × Sn−k)
∧ with 0 ≤ i < n− k.
For 0 ≤ m ≤ n, let ψm be as in 2.10. We consider the following formula.
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(ψm)!Q¯l ≃
⊕
0≤k≤m
⊕
ρ∈(Sk×Sn−k)∧
ρ̂⊗ IC(Yk,Lρ)[−2(n− k)] + N m,(2.13.3)
where N m is a Z-linear combination of various IC(Yk,Lρ′)[−2i] for 0 ≤ k ≤ m and
ρ′ ∈ (Sk × Sn−k)
∧ with i < n− k. We note that (2.13.3) will imply the proposition.
In fact, ψn = ψ for k = n, and dn − dk = 2n − 2k by Lemma 2.9. But since
dn − 2i > dk if i < n − k, IC(Yk,Lρ′)[dn − 2i] is not a perverse sheaf. Since ψ is
semismall, ψ!Q¯l is a semisimple perverse sheaf. Thus N n = 0 and (2.13.1) follows.
We show (2.13.3) by induction on m. If m = 0, then (ψm)!Q¯l coincides with
(ψm)!Q¯l. Hence (2.13.3) holds by (2.13.2) applied for k = 0. We assume that (2.13.3)
holds for any k < m. Recall that Y 0m = Ym − Ym−1. Since (ψm)!Q¯l is a semisimple
complex, it is a direct sum of the form A[s] for a simple perverse sheaf A. Suppose
that the support supp A of A is not contained in Ym−1. Then (supp A) ∩ Y
0
m 6= ∅,
and A|Y 0m is a simple perverse sheaf on Y
0
m. The restriction of (ψm)!Q¯l on Y
0
m is
isomorphic to (ψm)!Q¯l, and it is described as in (2.13.2). It follows that A|Y 0m = Lρ
(up to shift) for some ρ ∈ (Sm × Sn−m)
∧. This implies that A = IC(Ym,Lρ)[dm],
and the direct sum of A[s] appearing in (ψm)!Q¯l such that (supp A) ∩ Y
0
m 6= ∅ is
given by
K1 =
⊕
ρ∈(Sm×Sn−m)∧
ρ̂⊗ IC(Ym,Lρ)[−2(n−m)] + N
′
m,
where N ′m is a Z-linear combination of IC(Ym,Lρ′)[−2i] for ρ
′ ∈ (Sm×Sn−m)
∧ with
0 ≤ i < n−m.
If supp A is contained in Ym−1, A[s] appears as a summand of (ψm−1)!Q¯l. By
induction, (ψm−1)!Q¯l is described as in (2.13.3) by replacing m by m − 1. Thus if
exclude the contribution from the restriction of K1 on Ym−1, such A[s] is determined
from (ψm−1)!Q¯l. Note that, by induction, we can construct an action of Wn on
(ψm)!Q¯l by (2.11.1). We consider the restriction of K1 on Ym−1. Since each simple
component of N ′m is contained in N m, we can ignore this part. Let K
′
1 be the direct
sum part of K1. Then the restriction of K
′
1 on Ym−1 affords the representation ofWn
corresponding to a sum of various ρ̂ for ρ ∈ (Sm × Sn−m)
∧. But by (2.13.3) applied
for m− 1, the direct sum part of (ψm−1)!Q¯l affords the representation of Wn. The
irreducible representations appearing there is of the form ρ̂′, which are different from
ρ̂ for K ′1|Ym−1 . Since each component of N m−1 is contained in N m, we see that the
restriction of K1 on Ym−1 has no overlapping with (ψm−1)!Q¯l modulo N m. Thus
(2.13.3) holds for m. The proposition is proved. 
3. Intersection cohomology on csp(V )
3.1. We follow the notation in Section 2. The conformal symplectic group
CSpN is defined by
CSpN = {g ∈ GLN |
tgJg = λgJ for some λg ∈ k
∗},
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which we denote by H˜. By fixing the basis of V as before, we also write it as
H˜ = CSp(V ). H˜ is a connected group with connected center Z˜, where
Z˜ = {λ1N | λ ∈ k
∗},
and contains H as a closed subgroup. H˜/Z˜ is the adjoint symplectic group H˜ad.
Let h˜ = csp(V ) be the Lie algebra of H˜. h˜ contains the center z˜ ≃ k, and we put
h˜ad = h˜/˜z, which is the Lie algebra of H˜ad, and is called the adjoint Lie algebra.
In [X1, Lemma 6.2], Xue proved that h˜ad has regular semisimple elements, and
established the Springer correspondence for hnil by making use of the intersection
cohomology on h˜ad. Considering h˜ad is essentially the same as considering h˜. In this
section, we shall connect Xue’s result with ours discussed in Section 2.
3.2. Put
T˜ = {Diag(t1, . . . , tn, λt
−1
1 , . . . , λt
−1
n ) | ti ∈ k
∗, λ ∈ k∗},(3.2.1)
t˜ = {Diag(t1, . . . , tn, t1 + λ, . . . , tn + λ) | ti ∈ k, λ ∈ k}.
Then T˜ is a maximal torus of H˜ containing T , and Lie T˜ = t˜ ⊃ t. We denote an
element in t˜ as ξ = (s, λ) for s = (t1, . . . , tn) ∈ k
n and λ ∈ k∗. Let B˜ = T˜U be the
Borel subgroup of H˜ containing B. Put b˜ = Lie B˜. We have b˜ = t˜⊕ n. Put
t˜reg = {(s, λ) ∈ t˜ | ti 6= tj for i 6= j, λ ∈ k
∗}.(3.2.2)
Then for ξ ∈ t˜reg, we have ZH(ξ) = T˜ . Thus ξ is a regular semisimple element in t˜.
t˜reg is open dense in t˜. Put h˜reg =
⋃
g∈H˜ g(˜treg). By using the conjugacy of maximal
tori in H˜, we see that h˜reg coincides with the set of regular semisimple elements in h˜.
h˜reg is open dense in h˜ since it is the intersection with regular semisimple elements
in glN . Put b˜reg = h˜reg ∩ b˜. We consider the varieties
Y˜ ♭ = {(x, gB˜) ∈ h˜× H˜/B˜ | g−1x ∈ b˜reg},
Y ♭ =
⋃
g∈H˜
g(b˜reg) = h˜reg,
and define a map ψ♭ : Y˜ ♭ → Y ♭ by (x, gB˜) 7→ x. Then
Y˜ ♭ ≃ H˜ ×B˜ b˜reg ≃ H˜ ×
T˜ t˜reg,
and ψ♭ is a finite Galois covering with Galois group Wn.
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Let Q¯l be the constant sheaf on Y˜
♭. Then (ψ♭)!Q¯l is a semisimple local system
on Y ♭, equipped with Wn-action, and is decomposed as
(3.2.3) (ψ♭)!Q¯l ≃
⊕
ρ∈W∧n
ρ⊗L ♭ρ ,
where L ♭ρ = Hom(ρ, (ψ
♭)!Q¯l) is a simple local system on Y
♭.
3.3. We consider the varieties
X˜♭ = {(x, gB˜) ∈ h˜× H˜/B˜ | g−1x ∈ b˜},
X♭ =
⋃
g∈H˜
g(b˜),
and define a map π♭ : X˜♭ → X♭ by (x, gB˜) 7→ x. π♭ is a proper map onto X♭. Hence
X♭ is irreducible and closed in h˜. Since h˜reg ⊂ X
♭, we have X♭ = h˜.
We consider the complex K = (π♭)!Q¯l on X
♭ = h˜. We can define a similar
map π♭ad; X˜
♭
ad → X
♭
ad = h˜ad, by replacing X˜
♭, X♭, π♭ by X˜♭ad, X
♭
ad, π
♭
ad, respectively.
We consider the complex Kad = (π
♭
ad)!Q¯l on h˜ad. Let φ : h˜ → h˜ad be the natural
projection. By the base change theorem, we have φ∗Kad ≃ K. It is known by [X1,
Prop. 6.6] that Kad coincides with the intersection cohomology IC(h˜ad,Lad) for a
certain semisimple local system Lad on the set of regular semisimple elements in
h˜ad. Since φ is smooth with connected fibre, K is also expressed by an intersection
cohomology on h˜. Since K|Y ♭ ≃ (ψ
♭)!Q¯l, we have K ≃ IC(h˜, (ψ
♭)!Q¯l). Thus by
(3.2.3), the following result holds.
Proposition 3.4. (π♭)!Q¯l[dim h˜] is a semisimple perverse sheaf on h˜, equipped with
Wn-action, and is decomposed as
(3.4.1) (π♭)!Q¯l[dim h˜] ≃
⊕
ρ∈W∧n
ρ⊗ IC(h˜,L ♭ρ )[dim h˜],
where L ♭ρ is a simple local system on h˜reg given in (3.2.3).
3.5. The set of nilpotent elements h˜nil in h˜ coincides with hnil. The subvariety
(π♭)−1(hnil) of X˜
♭ can be identified with
X˜nil = {(x, gB) ∈ h×G/B | g
−1x ∈ n},
and the restriction of π♭ on X˜nil coincides with the map π1 : X˜nil → hnil. Note that
π1 is surjective since
⋃
g∈H g(n) = hnil by Lemma 2.9 (i). Since (π
♭)!Q¯l has a natural
action of Wn by Proposition 3.4, (π1)!Q¯l has also an action of Wn. The following
result gives the Springer correspondence for sp(V ), which is essentially due to Xue
[X1].
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Theorem 3.6. (i) (π1)!Q¯l[dim hnil] is a semisimple perverse sheaf on hnil, equipped
with Wn-action, and is decomposed as
(π1)!Q¯l[dim hnil] ≃
⊕
ρ∈W∧n
ρ⊗ IC(Oρ, Q¯l)[dimOρ],
where Oρ is an H-orbit in hnil, and the map ρ 7→ Oρ gives a bijective corre-
spondence between W∧n and the set of H-orbits in hnil.
(ii) For each ρ ∈ W∧n , we have
IC(h˜,L ♭ρ )|hnil ≃ IC(Oρ, Q¯l), (up to shift).
In fact, Xue proved in [X1, Prop. 6.4] the corresponding formula for (h˜ad)nil, the
nilpotent variety of h˜ad. Since φ
−1((h˜ad)nil) ≃ z˜× h˜nil, his result can be translated to
the formula in h˜nil, which induces our formula for hnil. Note that φ gives a bijective
map hnil → (h˜ad)nil, compatible with the action of H˜ and H˜ad. Also note that it is
known by [Spa] that for any x ∈ hnil, ZH(x) is connected. Hence only the constant
sheaf Q¯l appears as a local system on Oρ in the Springer correspondence. The
explicit correspondence was described in [X2] by making use of (a generalization of)
Lusztig’s symbols.
3.7. Let B = H˜/B˜ be the flag variety of H˜, and W = NH˜(T˜ )/T˜ ≃Wn be the
Weyl group of H˜. For each x ∈ h˜, put Bx = {gB˜ ∈ B | g
−1x ∈ b˜}. We consider
the structure of Bx. Let x = s + z be the Jordan decomposition of x in h˜, where
s: semisimple and z: nilpotent such that [s, z] = 0. We assume that s ∈ t˜. Put
C = Z0
H˜
(s) and c = LieC. Then z ∈ cnil. B˜C = B˜ ∩ C is a Borel subgroup of C
containing T˜ , and we consider the flag variety BC = C/B˜C , and its subvariety B
C
z .
For each w ∈ W , B˜C,w = wB˜w
−1 ∩ C is a Borel subgroup of C containing T˜ , and
one can consider the flag variety BC,w = C/B˜C,w of C. Let Ws be the stabilizer of
s in W . Then Ws is the Weyl group of C. Put
M̂ = {g ∈ H˜ | g−1s ∈ b˜},
M = {g ∈ H˜ | g−1s ∈ t˜}.
Then C × B˜ acts on M̂ , by (h, b) : y 7→ hyb−1, and similarly C × T˜ acts on M .
Put Γ = C\H˜/T˜ , Γ̂ = C\H˜/B˜. The natural map Γ → Γ̂ gives a bijection Γ ≃ Γ̂ ,
and we can identify Γ with a set of representatives in W of the cosets Ws\W . This
implies that
∐
w∈Γ B
C,w ≃ Bs by h(B˜C,w) 7→ hwB, and we have
(3.7.1) Bx ≃
∐
w∈Γ
B
C,w
z ≃
∐
w∈Ws\W
B
C
z .
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Recall that K = (π♭)!Q¯l is a complex with W -action by Proposition 3.4. Hence
for any x ∈ h˜, H ixK ≃ H
i(Bx, Q¯l) has a structure ofW -module (Springer represen-
tation of W ). For C, we can also consider πC : C×
B˜C b˜C 7→ c, similarly to π
♭, where
b˜C = Lie B˜C . Since c has regular semisimple elements, the previous discussion can
be applied, and (πC)!Q¯l turns out to be a complex with Ws-action. It follows that
H i(BCz , Q¯l) is a Ws-module (Springer representation of Ws). Then (3.7.1) can be
interpreted by Springer representations as follows.
Theorem 3.8. H i(Bx, Q¯l) ≃ Ind
W
Ws H
i(BCz , Q¯l) as W -modules.
Proof. This formula corresponds to the special case of Lusztig’s character formula
for generalized Green functions [L2, Thm. 8.5]. Concerning the proof, essentially
the same argument can be applied to our setting (but ignoring the Fq-structure).
We give an outline of the proof below for the sake of completeness.
We fix s ∈ t˜, z ∈ n such that [s, z] = 0. For x ∈ h˜, let xs be its semisimple
part. As in [L2, Lemma 8.6], one can find an open dense subset U of c = LieZ0
H˜
(s)
satisfying the following properties;
(3.8.1) U contains 0, and
(i) g(U ) = U for any g ∈ C,
(ii) x ∈ U if and only if xs ∈ U ,
(iii) If x ∈ U , g ∈ C, g−1(s+ x) ∈ b˜, then g−1xs ∈ b˜ and g
−1s ∈ b˜.
(iv) If x ∈ U , g ∈ C, g−1(s+ x) ∈ t˜, then g−1xs ∈ t˜ and g
−1s ∈ t˜.
Note that U contains cnil by (ii). We define a subvariety X˜
♭
U
of X˜♭ by
X˜♭U = {s+ x, gB˜) ∈ X˜
♭ | x ∈ U }.
Let γ̂ ∈ Γ̂ be a double coset in H˜, and consider the variety
X˜♭U ,γ̂ = {(s+ x, gB˜) ∈ X˜
♭
U | g ∈ γ̂}
= {(s+ x, gB˜) ∈ (s+ U )× H˜/B˜ | g ∈ γ̂, g−1(s+ x) ∈ b˜}.
Then one can show that
(3.8.2) X˜♭U =
∐
γ̂∈Γ̂
X˜♭U ,γ̂,
where X˜♭
U ,γ̂ is an open and closed subset of X˜
♭
U
for γ̂ ∈ Γ̂ .
Let γ ∈ Γ be the double coset in H˜ corresponding to γ̂ ∈ Γ̂ . Take gγ ∈ γ and
put Bγ = gγB˜g
−1
γ ∩ C. By definition, s ∈ gγ (˜t), and Bγ is a Borel subgroup of C
containing a maximal torus Tγ = T˜ . By replacing H˜, B˜, T˜ by C = Z
0
H˜
(s), Bγ, Tγ,
we can define ψγ : Y˜γ → Yγ = creg, πγ : X˜γ → Xγ = c corresponding to ψ
♭ : Y˜ ♭ →
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Y ♭ = t˜reg, π
♭ : X˜♭ → X♭ = t˜. Put
X˜U ,γ = π
−1
γ (U ) ⊂ X˜γ .
By using th property (iv) in (3.8.1), one can show that
(3.8.3) The map (x, zBγ) 7→ (s+ x, zgγB˜) gives an isomorphism X˜U ,γ ∼−→ X˜
♭
U ,γ̂.
Replacing X˜♭ by Y˜ ♭, a similar discussion works. Put
Y˜ ♭U ,γ = {(x, gT˜ ) ∈ Y˜
♭
U | g ∈ γ},
Y˜U ,γ = (ψγ)
−1(U ) ⊂ Y˜γ,
where Y˜ ♭
U
= (ψ♭)−1(˜treg ∩ (s + U )). Let γ0 be the orbit in Γ corresponding to
Ws ⊂ W . Now W acts on Y˜
♭
U
by w : (x, gT˜ ) 7→ (x, gw−1T˜ ). Then W permutes the
subsets Y˜ ♭
U ,γ, which corresponds to the right action of W on Γ . In particular, the
stabilizer of Y˜ ♭
U ,γ0
in W coincides with Ws. As an analogue of (3.8.2), we have
(3.8.4) Y˜ ♭U =
∐
γ∈Γ
Y˜ ♭U ,γ ≃
∐
w∈W/Ws
w(Y˜ ♭U ,γ0),
where Y˜ ♭
U ,γ is a non-empty, open and closed subset for each γ ∈ Γ .
Combining it with (3.8.3), the following holds.
(3.8.5) The map π♭ : X˜♭
U ,γ̂ → h˜ is a proper map onto s + U . X˜
♭
U ,γ̂ is irreducible.
ψ♭(Y˜ ♭
U ,γ) = (s+ U ) ∩ h˜reg, and Y˜
♭
U ,γ = (π
♭)−1
(
(s+ U ) ∩ h˜reg
)
∩ X˜♭
U ,γ.
Let V = s+ (creg ∩U ), and define
Y˜ ♭V = {(x, gT˜ ) ∈ Y˜
♭ | x ∈ V },
(Y˜γ)−s+V = {(x, gTγ) ∈ Y˜γ | s+ x ∈ V }.
Then we have the following commutative diagram
(3.8.6)
Y˜ ♭
V
α
←−−−
∐
γ∈Γ (Y˜γ)−s+Vy y
V
β
←−−− −s + V ,
where α : (x, zTγ) 7→ (s + x, zgγ T˜ ), β : x 7→ s + x, and the vertical maps are
projections to the first factor. It is shown that α turns out to be an isomorphism.
β is also an isomorphism.
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Y˜ ♭
V
is invariant under the action ofW on Y˜ ♭
U
. In view of (3.8.4), it is decomposed
as
(3.8.7) Y˜ ♭V =
∐
γ∈Γ
Y˜ ♭V ,γ ≃
∐
w∈W/Ws
w(Y˜ ♭V ,γ0),
where Y˜ ♭
V ,γ = {(x, gT˜ ) ∈ Y˜
♭ | x ∈ V , g ∈ Γ}. α gives an isomorphism (Y˜γ)−s+V ∼−→ Y˜
♭
V ,γ
for each γ ∈ Γ . Ws acts naturally on (Y˜γ0)−s+V , and the map (Y˜γ0)−s+V → Y˜
♭
V ,γ0
is
Ws-equivariant.
Now (3.8.6) and (3.8.7) imply that
(3.8.8) β∗
(
(ψ♭)!Q¯l
)
|V ≃
⊕
γ∈Γ
(ψγ)!Q¯l|−s+V ≃ Ind
W
Ws
(
(ψγ0)!Q¯l|−s+V
)
as local systems equipped with W -action. Here we consider (ψγ0)!Q¯l as a local
system with Ws-action. Put K = (π
♭)!Q¯l, and Kγ = (πγ)!Q¯l. Since K|Y ♭ = (ψ
♭)!Q¯l,
Kγ|Yγ ≃ (ψγ)!Q¯l, (3.8.8) can be rewritten as
β∗(K|V ) ≃
⊕
γ∈Γ
Kγ|−s+V .
Note that V is an open subset of s + U . Then the above isomorphism can be
extended to an isomorphism
(3.8.9) β∗(K|s+U ) ≃
⊕
γ∈Γ
(Kγ|U ).
K|s+U has a natural W -action induced from the W -action on (ψ
♭)!Q¯l, which coin-
cides with theW -action restricted from theW -action onK. Similarly, theWs-action
onKγ0 |U induced from that on (ψγ0)!Q¯l coincides with theWs-action restricted from
that on Kγ0 . Thus (3.8.9) can be written, as complexes with W -action,
β∗(K|s+U ) ≃ Ind
W
Ws(Kγ0 |U ).
Now taking the stalk at s+ z ∈ s + U of the i-th cohomology sheaf on both sides,
we have an isomorphism of W -modules.
H
i
s+zK ≃ Ind
W
Ws(H
i
zKγ0).
The theorem follows from this. 
3.9. Recall that Y is an open dense subset of h. We regard Y as a locally
closed subset of h˜. We consider the restriction (π♭)!Q¯l|Y of (π
♭)!Q¯l on Y , which
inherits the W -module structure from (π♭)!Q¯l. By applying Theorem 3.8, we shall
prove the following result.
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Proposition 3.10. (π♭)!Q¯l|Y is isomorphic to ψ!Q¯l as complexes equipped with W -
action. In particular, for ρ ∈ (Sk × Sn−k)
∧, we have
(3.10.1) IC(h˜,L ♭ρ̂ )|Y ≃ IC(Yk,Lρ)[dk − dn].
Proof. The isomorphism (π♭)!Q¯l|Y ≃ ψ!Q¯l follows from the base change theorem.
We show that this isomorphism is compatible withW -action. For 0 ≤ k ≤ n, we can
consider Y 0k as a locally closed subvariety of h˜. By the base change theorem, we have
(π♭)!Q¯l|Y 0k ≃ (ψk)!Q¯l. (π
♭)!Q¯l|Y 0k has a W -action inherited from that on (π
♭)!Q¯l. We
compare this W -action with that of (ψk)!Q¯l. For this, we investigate the W -module
structure of the stalk at x ∈ Y 0k of both cohomology sheaves. We apply Theorem 3.8
in the case where x = s+z ∈ tsr+D
0
k. In this case, C = Z
0
H˜
(s) ≃ Z˜(SL2×· · ·×SL2)
(n-factors) under the notation in 2.6, and c ≃ z˜+ (sl2⊕ · · ·⊕ sl2). z ∈ cnil is written
as z =
∑n
i=1 zi, where zi ∈ (sl2)nil is such that zi 6= 0 for 1 ≤ i ≤ k and zi = 0 for
i > k. Thus BC ≃ Pn1 and B
C
z ≃ P
n−k
1 . We have
(3.10.2) H•(Pn−k1 ) = (Q¯l[−2]⊕ Q¯l)
⊗(n−k) ≃
⊕
J⊂[k+1,n]
Q¯l[−2|J |].
Since Ws is the Weyl group of C, we have Ws ≃ (Z/2Z)
n, and the Springer rep-
resentation of Ws on H
•(BCz ) is given by ϕJ on each factor Q¯l[−2|J |], where ϕJ
is a one-dimensional representation of (Z/2Z)n such that the i-th factor Z/2Z acts
non-trivially for i ∈ J , and acts trivially for i ∈ [1, n] − J . It follows, for |J | = k′,
that
(3.10.3) IndWWs ϕJ =
⊕
ρ∈(Sn−k′×Sk′ )
∧
ρ̂⊗ Q¯dim ρl .
In particular, by applying J = [k + 1, n], we have
(3.10.4) ((π♭)!Q¯l)x ≃ H
•(Bx, Q¯l) ≃
⊕
ρ∈(Sk×Sn−k)∧
ρ̂⊗ Q¯dim ρl [−2(n− k)]⊕Nx,
where Nx is a sum of complexes Q¯l[−2i] with i < n− k.
On the other hand, by taking the stalk at x ∈ h in both sides of (2.13.2), and
by taking into account the action of W given in (2.10.5), we have
(3.10.5) ((ψk)!Q¯l)x ≃
⊕
ρ∈(Sk×Sn−k)∧
ρ̂⊗ Q¯dim ρl [−2(n− k)] + N
′
x ,
where N ′x is a sum of complexes of the form Q¯l[−2i] with i < n− k. By comparing
(3.10.4) and (3.10.5), we obtain the following.
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(3.10.6) TheW -module structure of (ψk)!Q¯l coincides with theW -module structure
of (π♭)!Q¯l|Y 0k , up to a sum of L [−2i] with i < n− k for various local systems L on
Y 0k .
Now the proof of Proposition 2.14 shows that the W -module structure of ψ!Q¯l
is completely determined from the W -module structure of (ψk)!Q¯l ignoring the part
Nk. A similar discussion holds also for (π
♭)!Q¯l, theW -module structure of (π
♭)!Q¯l|Y
is completely determined from that of (π♭)!Q¯l|Y 0k ignoring the part L [−2i] with
i < n − k. This proves the first assertion of the proposition. (3.10.1) then follows
by comparing (2.14.1) and (3.4.1). The proposition is proved. 
4. The variety of semisimple orbits
4.1. Recall the map π : X˜ → X = h as in 2.4. In this section, we consider
B as H/B (not as H˜/B˜), and for each x ∈ h put Bx = {gB ∈ H/B | g
−1x ∈ b}.
Then Bx ≃ π
−1(x). Let Ox be the H-orbit of x in h. Put νH = dimU . We have
the following.
(4.1.1) dimBx ≤ νH −
1
2
dimOx =
1
2
(dimZH(x)− dimT ).
In fact, this formula was proved by Xue [X1, Lemma 6.1] in the case where x ∈ h
is nilpotent. Although he assumes that the group is of adjont type, the proof works
for H and h. In the general case, write x = s+ z, where s: semisimple, z: nilpotent
such that [s, z] = 0. Put C = Z0H(s), and consider the variety B
C
z defined similarly
to Bx, where B
C is the flag variety for C, and z ∈ LieC is nilpotent. By a similar
discussion as in (3.7.1), we have dimBx = dimB
C
z . Then (4.1.1) follows from the
corresponding formula for the nilpotent case.
4.2. In this section we put W = NH(T )/T ≃ Wn. For x ∈ h, let x = xs + xn
be the Jordan decomposition of x, where xs is semisimple, xn is nilpotent such that
[xs, xn] = 0. By Lemma 2.3, the set of semisimple orbits in h is in bijection with
Ξ = t/Sn, under the natural action of Sn ⊂Wn =W on t. Since Ξ is identified with
the set of closed orbits in h, the Steinberg map ω : h→ Ξ is defined by associating
the H-orbit of xs for x (see [X1, 6.4]).
For a semisimple element s ∈ h, let V = V1 ⊕ V2 ⊕ · · · ⊕ Va be the eigenspace
decomposition of s, with dimVi = ni : even. Then ZH(s) ≃ Spn1 × · · · × Spna. Put
n = (n1, . . . , na). Then n determines the structure of ZH(s) up to isomorphism,
which we denote by C(n). Let O be a nilpotent orbit in LieC(n). We define
Xn,O = {x ∈ h | x = xs + xn, ZH(xs) ≃ C(n), xn ∈ O}.
Then Xn,O = Xn′,O′ if they are not disjoint, and h =
⋃
n,O Xn,O gives a partition of
h. By considering the Steinberg map, for x ∈ Xn,O , we have
dimXn,O = dimOx + dim{s ∈ t | ZH(s) ≃ C(n)}.
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In particular, for x ∈ Xn,O ,
(4.2.1) dimXn,O ≤ dimOx + dim t.
We have a lemma.
Lemma 4.3. The map π : X˜ → X is semismall.
Proof. We know that X˜ is smooth and π is proper. For x ∈ Xn,O , by (4.1.1) and
(4.2.1),
dimBx ≤
1
2
(
dimX − (dimOx + dim t)
)
≤
1
2
(dimX − dimXn,O).
The lemma follows. 
4.4. We consider the Steinberg variety
Z = {(x, gB, g′B) ∈ h×B ×B | g−1x ∈ b, g′
−1
x ∈ b}.
We denote by ϕ : Z → h the projection (x, gB, g′B) 7→ x. We have a commutative
diagram
Z
α
−−−→ t
ϕ
y yω1
h
ω
−−−→ Ξ,
where α : (x, gB, g′B) 7→ p1(g
−1x) (p1 is the projection b→ t), ω1 is the restriction
of ω on t. Note that ω1 is a finite morphism. Put σ = ω1 ◦α, and d
′ = dim h−dim t.
We define a constructible sheaf T on Ξ by
(4.4.1) T = H 2d
′
(σ!Q¯l) = R
2d′σ!Q¯l.
Recall the notion of perfect sheaves in [L1, (5.4.4)]. A constructible sheaf E
on an irreducible variety is called a perfect sheaf if it satisfies the following two
condition; (a) there exists an open dense smooth subset V0 of V such that E |V0
is locally constant, and that E = IC(V, E |V0), (b) the support of any non-zero
constructible subsheaf of E has support V .
Perfect sheaves enjoy the following properties; if π : V ′ → V is a finite morphism
with V ′ smooth, and E ′ is a locally constant sheaf on V ′, then E = π∗E
′ is a perfect
sheaf. Moreover, if 0 → E1 → E2 → E3 → 0 is an exact sequence of constructible
sheaves on V such that E1, E3 are perfect, then E2 is perfect.
We have the following lemma.
Lemma 4.5. The sheaf T is a perfect sheaf on Ξ.
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Proof. The lemma can be proved by a similar argument as in the proof of Theorem
5.5 in [L1]. For the sake of completeness, and for fixing the notations, we will give
the proof below. Let p : Z → B ×B be the projection (x, gB, g′B) 7→ (gB, g′B).
B ×B is decomposed into H-orbits, B ×B =
∐
w∈W Ow, where Ow is the H-orbit
containing (B,wB). Put Zw = p
−1(Ow) for each w ∈ W . Zw → Ow is a locally
trivial fibration with fibre isomorphic to b ∩ wb. Let αw be the restriction of α on
Zw. Then αw is a locally trivial fibration with fibre isomorphic to
(4.5.1) H ×(B∩wBw
−1) (n ∩ wn),
where n = LieU . In particular, dimα−1w (s) = d
′ for any s ∈ t. Moreover, each
fibre is an irreducible variety. Let σw be the restriction of σ on Zw, and put Tw =
H 2d
′
((σw)!Q¯l). It follows from the above remark that
R2d
′
(αw)!Q¯l ≃ Q¯l.
Since ω1 is a finite morphism, we have
(4.5.2) R2d
′
(σw)!Q¯l ≃ R
0(ω1)!R
2d′(αw)!Q¯l ≃ (ω1)!Q¯l.
It follows that Tw is a perfect sheaf since ω1 is finite. By (4.5.1), α
−1
w (s) is a vector
bundle over Ow, and Ow is a vector bundle over B. It follows thatH
i
c(α
−1
w (s), Q¯l) = 0
for odd i. This implies that Ri(σw)!Q¯l = 0 for odd i. Now we have a filtration
Z =
∐
w∈W Zw by locally closed subvarieties Zw. For an integer m ≥ 0, let Zm be
the union of Zw such that dimOw = m, and put Z≤m =
∐
m′≤m Zm′ . Then Z≤m
is closed in Z, and Zm is open in Z≤m. Let σm be the restriction of σ on Zm, and
define σ≤m similarly. Since R
i(σw)!Q¯l = 0 for odd i, we have R
i(σm)!Q¯l = 0 for odd
i. Thus we have an exact sequence
0 −−−→ R2d
′
(σm)!Q¯l −−−→ R
2d′(σ≤m)! −−−→ R
2d′(σ≤m−1)!Q¯l −−−→ 0.
Since R2d
′
(σm)!Q¯l =
⊕
dimOw=m
Tw is a perfect sheaf on Ξ, by induction on m, we
see that R2d
′
σ!Q¯l is a perfect sheaf. The lemma is proved. 
Proposition 4.6. T ≃
⊕
w∈W Tw as sheaves on Ξ.
Proof. Recall tsr in (2.2.2), and put Ξsr = ω1(tsr). Then Ξsr is an open dense subset
of Ξ. Since T and
⊕
w∈W Tw are perfect sheaves on Ξ, it is enough to show that
their restrictions on Ξsr are isomorphic. Put Z0 = σ
−1(Ξsr). Then Z0 ≃ Y˜ ×Y Y˜ ,
where ψ : Y˜ → Y is as in 2.4. Let σ0 be the restriction of σ on Z0, which is the
composite of the natural map Z0 → Y with the map Y → Ξsr. (Note that for any
s ∈ tsr, ω
−1(ω1(s)) =
⋃
g∈H g(s+D) = Y ). The restriction of T on Ξsr is isomorphic
to R2d
′
(σ0)!Q¯l. Recall that Y˜
+
k =
∐
I Y˜I for 0 ≤ k ≤ n in (2.8.1). For any I ⊂ [1, n]
such that |I| = k, we consider the map ψI : Y˜I → Y
0
k as in 2.7. Let ŶI be as in
(2.7.3). Then ψI is decomposed as ψI = ηI ◦ ξI , where ηI is a finite Galois covering
with Galois group WI , and ξI is a locally trivial fibration with fibre isomorphic to
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PI
′
1 . For each subset I, J of [1, n] such that |I| = |J | = k, put Z˜IJ = Y˜I×Y 0k Y˜J under
the inclusion Y 0k →֒ Y . We have a partition Z0 =
∐
I,J Z˜IJ by locally closed subsets
Z˜IJ . We define ẐIJ = ŶI×Y 0k Ŷj. The natural map ϕIJ : Z˜IJ → Y
0
k is decomposed as
ϕIJ = ηIJ ◦ ξIJ , where ηIJ : ẐIJ → Y
0
k is a finite Galois covering with Galois group
WI ×WJ , and ξIJ : Z˜IJ → ẐIJ is a locally trivial fibration with fibre isomorphic to
PI
′
1 ×P
J ′
1 .
Let α0 : Z0 → t be the restriction of α on Z0, and α
w
0 the restriction of α0 on
Z0 ∩ Zw. For s ∈ tsr, we have a partition of Z˜IJ ,
Z˜IJ ∩ α
−1
0 (s) =
∐
w∈W
(
αw0 )
−1(s) ∩ Z˜IJ
)
.
By using the property of ϕIJ = ξIJ◦ηIJ mentioned above, we see that (α
w
0 )
−1(s)∩Z˜IJ
is an open and closed subset of Z˜IJ for any w ∈ W . Moreover, the odd cohomology
of (αw0 )
−1(s) ∩ Z˜IJ vanishes. It follows that
(4.6.1) (αIJ)!Q¯l ≃
⊕
w∈W
(αwIJ)!Q¯l,
where αIJ is the restriction of α0 on Z˜IJ , and α
w
IJ is the restriction of α
w
0 on Zw∩Z˜IJ .
Moreover, we have Ri(αwIJ)!Q¯l = 0 for odd i. By considering the long exact sequence
arising from the filtration Z0 =
∐
I,J Z˜IJ , (4.6.1) implies that
(4.6.2) R2d
′
(α0)!Q¯l ≃
⊕
w∈W
R2d
′
(αw0 )!Q¯l.
By applying R0(ω1)! on both sides of (4.6.2), we have
R2d
′
(σ0)!Q¯l ≃
⊕
w∈W
R2d
′
(σw0 )!Q¯l,
where σw0 is the restriction of σ0 on Z0 ∩ Zw. This shows that the restrictions of F
and of
⊕
w Fw on Ξsr are isomorphic. The proposition is proved. 
4.7. By the Ku¨nneth formula, we have ϕ!Q¯l ≃ π!Q¯l ⊗ π!Q¯l. Since (π
♭)!Q¯l is
a complex with W -action by Proposition 3.4, π!Q¯l = (π
♭)!Q¯l|h has the action of W
inherited from (π♭)!Q¯l. Hence ϕ!Q¯l has a natural action of W ×W . It follows that
T = H 2d
′
(σ!Q¯l) ≃ H
2d′(ω!ϕ!Q¯l) is a sheaf equipped with W ×W -action. We note
that under the decomposition of T in Proposition 4.6, the action of W ×W has the
following property; for each w1, w2 ∈ W ,
(4.7.1) (w1, w2) · Tw = Tw1ww−12 .
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In fact, since T is a perfect sheaf by Lemma 4.5, it is enough to check the
relation (4.7.1) for the restriction of T on Ξsr. The action of WI ×WJ on (ϕIJ)!Q¯l
is extended to the action of W˜I × W˜J (here W˜I = WI ⋉ (Z/2Z)
n) so that the i-th
factor Z/2Z of W˜I acts trivially if i ∈ I and acts non-trivially if i ∈ I
′, and similarly
for W˜J . This action induces an action of W ×W on (ϕ0)!Q¯l, which is nothing but
the action of W ×W inherited from the action of W on π!Q¯l by Proposition 3.10.
Then a similar relation as (4.7.1) for (ϕIJ)!Q¯l under the decomposition
(ϕIJ)!Q¯l ≃
⊕
w∈W
(ϕwIJ)!Q¯l,
where ϕwIJ is the restriction of ϕIJ on Z˜IJ ∩Zw, can be verified directly by using the
decomposition ϕIJ = ηIJ ◦ ξIJ . Thus (4.7.1) is proved.
We consider the cohomology group H2nc (Ξ,T ). The following fact holds.
Proposition 4.8. H2nc (Ξ,T ) has a structure ofW×W -module, which is isomorphic
to the two-sided regular representation of W .
Proof. Since F is a sheaf with W ×W -action, H ic(Ξ,F ) has a structure of W ×W -
module. By Proposition 4.6, we have a decomposition
H2nc (Ξ,T ) ≃
⊕
w∈W
H2nc (Ξ,Tw).
By (4.5.2)
H2nc (Ξ,Tw) ≃ H
2n
c (Ξ, (ω1)!Q¯l) ≃ H
2n
c (t, Q¯l) = Q¯l
since dim t = n. The proposition then follows from (4.7.1). 
The following lemma, originally due to Lusztig [L1, Lemma 6.7], was proved in
[Sh, Lemma 7.6]. Note that in [Sh] it is stated for the unipotent variety, but it works
for any variety. Actually this result is proved in [L2, (7.4.2)], in a full generality.
Lemma 4.9. Let A,A′ be simple perverse sheaves on X = h. Then we have
dimH0c(X,A⊗A
′) =
{
1 if A′ ≃ D(A),
0 otherwise,
where D(A) is the Verdier dual of A.
4.10. Recall that π : X˜ → X is semismall by Lemma 4.3, and so K = π!Q¯l[d]
is a semisimple perverse sheaf on X = h, where d = dimX = dim h. We can write
it as
(4.10.1) K =
⊕
A
VA ⊗A,
where A is a simple perverse sheaf and VA = Hom(K,A) is the multiplicity space
for A. We have the following.
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Proposition 4.11. Put mA = dim VA for each A. Then we have∑
A
m2A = |W |.
Proof. We have
H2nc (Ξ,T ) = H
2n
c (Ξ, R
2d′ω!(π!Q¯l ⊗ π!Q¯l)).
Consider the spectral sequence
H ic(Ξ, R
jω!(π!Q¯l ⊗ π!Q¯l)) =⇒ H
i+j
c (X, π!Q¯l ⊗ π!Q¯l).
Since dimX = d′ + n = d, dimΞ = n, we have
H2nc (Ξ,T ) ≃ H
2d
c (X, π!Q¯l ⊗ π!Q¯l)
≃ H0c(X,K ⊗K).
Hence by (4.10.1), we have
dimH2nc (Ξ,T ) =
∑
A,A′
mAmA′ dimH
0
c(X,A⊗A
′).
By Lemma 4.9, H0(X,A ⊗ A′) 6= 0 only when D(A) ≃ A′, in which case, we have
dimH0(X,A ⊗ A′) = 1. But since K is self-dual, mA = mD(A) for each A. It
follows that dimH2nc (Ξ,T ) =
∑
Am
2
A. On the other hand, by Proposition 4.8,
dimH2nc (Ξ,T ) = |W |. The proposition is proved. 
5. Intersection cohomology on sp(V )
5.1. In Section 3, we have considered the intersection cohomologies on h˜.
In this section, we consider their restriction on h. We follow the notation in 2.2.
In particular, ns =
⊕
α∈Φ+s
gα and D =
⊕
α∈Φ+l
gα are subspaces of h such that
n = ns ⊕D. Put N0 =
⋃
g∈B g(t). Let N0 be the closure of N0 in h. We show the
following lemma.
Lemma 5.2. (i) N0 = t⊕ ns. In particular, t⊕ ns is B-stable.
(ii) Let hss be the set of semisimple elements in h. Then
(5.2.1) hss =
⋃
g∈H
g(t⊕ ns).
Moreover, dim hss = dim h− 2n.
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Proof. First we show that
(5.2.2)
⋃
g∈B
g(t) ⊂ t⊕ ns.
Any g ∈ B can be written by (1.10.1) as
g =
(
b c
0 tb−1
)
,
where b, c are square matrices of degree n, with b non-singular upper triangular, and
c satisfies the condition that tc = b−1c tb. Then g−1 can be written as
g−1 =
(
b−1 −b−1c tb
0 tb
)
=
(
b−1 tc
0 tb
)
.
Thus, for a diagonal matrix s of degree n, we have
x = g
(
s 0
0 s
)
g−1 =
(
bsb−1 bs tc+ cs tb
0 tb−1s tb
)
.
Since bs tc+ cs tb is of the form A+ tA for a squar matrix A, its diagonal entries are
all zero, hence x ∈ t⊕ ns. (5.2.2) holds.
Recall that, for k = 0, Y˜0 ≃ H ×
B N0,sr, where N0,sr =
⋃
g∈B g(tsr). Hence
dim Y˜0 = dimH − dimB+dimN0,sr. Since dim Y˜0 = dimH −n by Lemma 2.9 (iii),
we see that dimN0,sr = dimB − n. We have
N0,sr ⊂ N0 ⊂ t⊕ ns
by (5.2.2). Since dim t⊕ ns = dimB − n, we have dimN0 = dim t⊕ ns. Since N0 is
irreducible, (i) holds.
Put X˜0 = H×
B (t⊕ns) and X0 =
⋃
g∈H(t⊕ns). The map π
(0) : X˜0 → h is proper
and Im π(0) = X0. Hence X0 is a closed subset of h. Recall that Y0 =
⋃
g∈H g(tsr),
then Y0 ⊂
⋃
g∈G g(t) ⊂ X0. Since Y0 is open dense in hss, Y 0 = hss. Hence hss ⊂ X0.
On the other hand,
⋃
g∈B g(t) = N0 is contained in hss. Hence t ⊕ ns ⊂ hss by (i),
and so X0 ⊂ hss. It follows that X0 = hss. (5.2.1) is proved. The last assertion
follows from Lemma 2.9 (iv) since dim hss = dimY0. 
Remark 5.3. In the case of reductive Lie algebras g with p 6= 2, clearly the
closure of
⋃
g∈B g(t) coincides with b, and gss = g holds. Lemma 5.2 gives a special
phenomenon occurring in the case where p = 2 and regular semisimple elements do
not exist.
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5.4. We shall generalize Lemma 5.2 in connection with Nk,sr. For k =
0, 1, . . . , n, put
(5.4.1) Nk =
⋃
g∈B
g(t+Dk).
Note that for k = 0, Nk coincides with the previous notation. Let Nk be the closure
of Nk in h. We define varieties
X˜k = {(x, gB) ∈ h×H/B | g
−1x ∈ Nk},(5.4.2)
Xk =
⋃
g∈H
g(Nk),
and define a map π(k) : X˜k → h by (x, gB) 7→ x. Then π
(k) is proper, and Im π(k) =
Xk. Hence Xk is closed in h. We show a lemma.
Lemma 5.5. (i) Nk = t ⊕ ns ⊕ Dk for each k. In particular, t ⊕ ns ⊕ Dk is
B-stable.
(ii) X0 = hss and Xn = h. In particular, the map π
(n) : X˜n → Xn coincides with
the map π : X˜ → X given in 2.4.
Proof. First we show
(5.5.1)
⋃
g∈B
g(Dk) ⊂
⊕
α∈Φ+
α=εi+εj
gα ⊕Dk.
In fact, x ∈ Dk is written as x =
(
0 d
0 0
)
, where d = Diag(d1, . . . , dn) is a
diagonal matrix with di = 0 for i > k. Thus under the notation in the proof of
Lemma 5.2, for g ∈ B, we have
gxg−1 =
(
0 bd tb
0 0
)
∈
⊕
α=εi+εj
gα ⊕D.
Put y = (yij) = bd
tb, and b = (bij). Then yii =
∑
j≥i b
2
ijdj. It follows that yii = 0
for i > k, and (5.5.1) holds.
Since we know
⋃
g∈B g(t) ⊂ t⊕ ns by Lemma 5.2, we have
(5.5.2) Nk =
⋃
g∈B
g(t+Dk) ⊂ t⊕ ns ⊕Dk.
On the other hand, since Nk,sr ⊂ Nk and X˜k ≃ H ×
B Nk, Y˜k is regarded as a
subvariety of X˜k. It follows, by (5.5.2), that
dim Y˜k ≤ dim X˜k(5.5.3)
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= dimH − dimB + dimNk
≤ dimH − dimB + dim(t⊕ ns ⊕Dk)
= dimH − n+ k.
We know dim Y˜k = dimH−n+k by Lemma 2.9. Hence the inequalities in(5.5.3) are
actually equalities, and we have dimNk = dim t⊕ ns ⊕Dk. Since Nk is irreducible,
we conclude that Nk = t⊕ ns ⊕Dk. This proves (i).
For (ii), we know X0 = hss by Lemma 5.2. SinceNn = b by (i), we have Xn = X .
Thus (ii) holds. The lemma is proved. 
As a corollary, we have the following.
Proposition 5.6. For k = 0, 1, . . . , n, we have
(i) X˜k is a smooth, irreducible variety.
(ii) Xk is a closed subset of h, with Xk =
⋃
g∈H g(t⊕ ns ⊕Dk).
(iii) Y˜k is open dense in X˜k, and Yk is open dense in Xk.
(iv) dim X˜k = dimH − n+ k, dimXk = dimH − 2n+ 2k.
Proof. By Lemma 5.5, X˜k ≃ H ×
B (t⊕ ns ⊕Dk). Hence X˜k is smooth, irreducible.
This proves (i). (ii) also follows from Lemma 5.5. We have Y˜k ≃ H ×
B Nk,sr, and
Nk,sr is open dense in t⊕ ns ⊕Dk. Hence Y˜k is open dense in X˜k. Yk coincides with
the subset of Xk consisting of x ∈ Xk such that its semisimple part xs is contained
in Y0 =
⋃
g∈H g(tsr). Since Y0 is open dense in hss, Yk is open dense in Xk. This
proves (iii). Then (iv) follows from Lemma 2.9. 
We shall prove the following theorem.
Theorem 5.7. π!Q¯l[dn] is a semisimple perverse sheaf on X = h, equipped with the
action of Wn, and is decomposed as
π!Q¯l[dn] ≃
⊕
0≤k≤n
⊕
ρ∈(Sk×Sn−k)∧
ρ̂⊗ IC(Xk,Lρ)[dk].
5.8. As in the case of Y 0k , put X
0
k = Xk −Xk−1. By (2.6.3), Y
0
k ⊂ X
0
k . Hence
Y 0k is open dense in X
0
k . For each k, we define a locally closed subvariety X˜
+
k of X˜
by X˜+k = π
−1(X0k). Let πk : X˜
+
k → X
0
k be the restriction of π on X˜
+
k .
Take s ∈ t, and consider the decomposition V = V1 ⊕ · · · ⊕ Va into eigenspaces
of s, with dimVi = 2ni. Then ZH(s) ≃ Sp(V1)×· · ·×Sp(Va). Put Hi = Sp(Vi) and
hi = sp(Vi). We consider the corresponding decomposition D = D
1⊕ · · · ⊕Da with
Di ⊂ hi. The subvariety X
Hi,0
ki
of hi is defined similarly to X
0
k by replacing H, h,D,
etc. by Hi, hi,D
i, etc.
For each (x, gB) ∈ X˜+k , we associate a subset I ⊂ [1, n] such that |I| = k as
follows. By definition, g−1x ∈ X0k ∩ b. In the case where g
−1x ∈ n, put I = [1, k].
In general, by replacing g−1x ∈ b by its B-conjugate if necessary, we may assume
that g−1x = s + z, where s ∈ t, z ∈ n with [s, z] = 0, hence z ∈ LieZH(s). Then z
can be written as z =
∑
i zi with zi ∈ hi. There exists ki such that zi ∈ X
Hi,0
ki
for
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i = 1, . . . , a and that
∑a
i=1 ki = k. We put I
′
i = [1, ki] ⊂ [1, ni], which corresponds to
the nilpotent case for Hi. Now V = V1⊕· · ·⊕Va gives a partition [1, n] =
∐
i Ji such
that |Ji| = ni. Under the correspondence Ji ↔ [1, ni], I
′
i gives a subset Ii ⊂ Ji (the
first ki letters in Ji). Put I =
∐a
i=1 Ii. Thus I is a subset of [1, n] such that |I| = k.
Note that I depends only on the B-conjugates of g−1x. Thus I is determined by
(x, gB) ∈ X˜+k . We denote this assignment by (x, gB) 7→ I. For each I with |I| = k,
we define a subset X˜I of X˜
+
k by
(5.8.1) X˜I = {(x, gB) ∈ X˜
+
k | (x, gB) 7→ I}.
We show the following lemma.
Lemma 5.9. X˜+k is decomposed as
(5.9.1) X˜+k =
∐
I⊂[1,n]
|I|=k
X˜I ,
where X˜I is an irreducible component of X˜
+
k for each I.
Proof. It is clear from the definition that X˜I are mutually disjoint, and gives a
partition (5.9.1) of X˜+k . We show that X˜I is irreducible. In fact, Xk ∩ hnil =⋃
g∈H g(ns ⊕ Dk) is irreducible. The set of s ∈ t such that the eigenspace decom-
position of V gives a fixed partition [1, n] =
∐
i Ji is irreducible. Hence the set of
x = s+ z ∈ X0k ∩ b with s above is irreducible. Since X˜I is the set of H-conjugates
of (x,B) with x as above, X˜I is irreducible. Now Y˜I is a subset of X˜I , which consists
of (x, gB) 7→ I such that g−1x = s+ z with s ∈ tsr. Thus Y˜I is an open dense subset
of X˜I . Since Y˜
+
I =
∐
i Y˜I , with Y˜I irreducible, X˜
+
k =
⋃
i Y˜I gives a decomposition
into irreducible components, where Y˜I is the closure of Y˜I in X˜
+
k . In order to prove
the lemma, it is enough to see that X˜I is closed. But the set ZI =
⋃
I′ X˜I′ is closed
in X˜ , where I ′ runs over all subsets of [1, n] such that I ′ ⊆ I. Hence X˜I = ZI ∩ X˜
+
k
is closed in X˜+k . The lemma is proved. 
5.10. For each x ∈ X0k , we associate an x-stable isotropic subspace Wx ⊂ V
with dimWx = k as follows. Assume that x ∈ X
0
k ∩ b. Up to B-conjugate, we
can write x = s + z with s ∈ t, z ∈ n, [s, z] = 0. In the case where x ∈ n, namely
s = 0, let Wx be the subspace of V spanned by e1, . . . , ek. Then Wx is an B-stable
isotropic subspace of V , and is x-stable. For x = s + z ∈ b in general, as in the
discussion in 5.8, z can be written as z =
∑a
i=1 zi with zi ∈ X
Hi,0
ki
for some ki such
that 0 ≤ ki ≤ ni and that
∑
ki = k. We define an isotropic subspace Wi ⊂ Vi for
each i, by applying the above discussion to the nilpotent element zi ∈ hi, and put
Wx = W1 ⊕ · · · ⊕Wa. Then Wx is an (B ∩ ZH(s))-stable isotropic subspace of V
with dimWx = k. In general, for x ∈ X
0
k , one can find g ∈ H such that g
−1x ∈ b,
and that g−1x can be written as g−1x = x′ = s + z as above. If we fix such s, the
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choice of g is unique up to (B ∩ZH(s))-conjugate. We define Wx′ as above, and put
Wx = g(Wx′). This Wx satisfies the required property.
W⊥x /Wx has a natural symplectic structure, and put Hx = Sp(W
⊥
x /Wx). The
action of x on Wx induces x|W⊥x /Wx ∈ LieHx. One can check that x|W⊥x /Wx is
contained in XHx0 , where X
Hx
0 is defined similarly to X0 by replacing H by Hx.
5.11. For i = 1, . . . , n, let Mi be the isotropic subspace of V spanned by
e1, . . . , ei. Put M i = M
⊥
i /Mi. M i has a natural symplectic structure. We fix k,
and consider G1 = GL(Mk), H2 = Sp(Mk). Also put g1 = LieG1, h2 = LieH2. Let
X ′0k′ be the subvariety of X
′ = h2 defined similarly to X
0
k by replacing H by H2. We
consider X ′00 = X
′
0 for k
′ = 0.
We define a variety Gk by
Gk = {(x,φ1, φ2) | x ∈ X
0
k ,(5.11.1)
φ1 : Wx ∼−→Mk, φ2 : W
⊥
x /Wx ∼−→Mk( symplectic isom.)}.
We consider the diagram
(5.11.2) g1 ×X
′
0
σ
←−−− Gk
q
−−−→ X0k ,
where
q : (x, φ1, φ2) 7→ x,
σ : (x, φ1, φ2) 7→ (φ1(x|Wx)φ
−1
1 , φ2(x|W⊥x /Wx)φ
−1
2 ).
H × (G1 ×H2) acts on Gk by
(g, (h1, h2)) : (x, φ1, φ2) 7→ (gx, h1φ1g
−1, h2φ2g
−1)
for g ∈ H, h1 ∈ G1, h2 ∈ H2. Moreover, σ is H × (G1×H2)-equivariant with respect
to the adjoint action of G1 × H2 and the trivial action of H on g1 × X
′
0. By a
standard argument, one can check
(5.11.3) The map q is a principal bundle with fibre isomorphic to G1 × H2. The
map σ is a locally trivial fibration with smooth, connected fibre of dimension dimH .
Remark 5.12. The variety Gk introduced here is a different type of the variety Gk
discussed in [SS, 4.5]. The discussion below has some similarly with the discussion
in [Sh, Section 2].
5.13. Let B1 be the Borel subgroup of G1 which is the stabilizer of the flag
(Mi)0≤i≤k in G1, and B2 the Borel subgroup of H2 which is the stabilizer of the flag
(Mk+i/Mk)k≤i≤n in H2. Put
g˜1 = {(x, gB1) ∈ g1 ×G1/B1 | g
−1x ∈ LieB1},
and define π1 : g˜1 → g1 by (x, gB1) 7→ x. We define π
2 : X˜ ′ → X ′ = h2 similarly to
π : X˜ → X , by replacing H by H2. We put X˜
′
0 = X˜
′+
0 = (π
2)−1(X ′0), and let π
2
0 be
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the restriction of π2 on X˜ ′0. We define a variety
Z˜+k = {(x, gB,φ1, φ2) | (x, gB) ∈ X˜
+
k ,(5.13.1)
φ1 : Wx ∼−→Mk, φ2 : W
⊥
x /Wx ∼−→Mk}
and define a map q˜ : Z˜+k → X˜
+
k by the natural projection. We define a map
σ˜ : Z˜+k → g˜1 × X˜
′+
0 as follows; take (x, gB, φ1, φ2) ∈ Z˜
+
k . Let s be the semisimple
part of x. Then Bs = ZH(s) ∩ gBg
−1 is a Borel subgroup of ZH(s) such that
x ∈ LieBs. By 5.10, Wx is a Bs-stable subspace of V , and is decomposed as
Wx = W1 ⊕ · · · ⊕ Wa according to the decomposition V = V1 ⊕ · · · ⊕ Va into
eigenspaces of s. Then
∏
i(GL(Wi) ∩ Bs) is a Borel subgroup of
∏
iGL(Wi), and
there exists a unique Borel subgroup B1x of GL(Wx) containing it. We see that
x|Wx ∈ LieB
1
x. We denote by g1B1 ∈ G1/B1 the element corresponding to the Borel
subgroup φ1(B
1
x)φ
−1
1 of G1. On the other hand, Wi is Bs-stable, and we have a
homomorphism Bs → Sp(W
⊥
i /Wi). If we denote by Bs,i the image of this map,
then
∏
iBs,i is a Borel subgroup of
∏
i Sp(W
⊥
i /Wi), and there exists a unique Borel
subgroup B′x of Sp(W
⊥
x /Wx) containing it. We see that x|W⊥x /Wx ∈ B
′
x. We denote
by g2B2 ∈ H2/B2 the element corresponding to the Borel subgroup φ2(B
′
x)φ
−1
2 of
H2. We now define σ˜ : Z˜
+
k → g˜1 × X˜
′
0 by
σ˜ : (x, gB, φ1, φ2) 7→ ((φ1(x|Wx)φ
−1
1 , g1B1), (φ2(xW⊥x /Wx)φ
−1
2 , g2B2).
We define a map π˜k : Z˜
+
k → Gk by (x, gB, φ1, φ2) 7→ (x, φ1, φ2). Then we have
the following commutative diagram extending (5.11.2).
(5.13.2)
g˜1 × X˜
′
0
σ˜
←−−− Z˜+k
q˜
−−−→ X˜+k
π1×π20
y yπ˜k yπk
g1 ×X
′
0
σ
←−−− Gk
q
−−−→ X0k .
5.14. Let g1,reg be the set of regular semisimple elements in g1. Let ψ
1 be the
restriction of π1 : g˜1 → g1 to (π
1)−1(g1,reg). Then ψ
1 is a finite Galois covering with
Galois group Sk, and (ψ
1)!Q¯l is decomposed as
(ψ1)!Q¯l ≃
⊕
ρ1∈S∧k
ρ1 ⊗L
1
ρ1
,
where L 1ρ1 is a simple local system on g1,reg corresponding to ρ1. g1,reg is an open
dense subset of g1, and it is well-known that (π
1)!Q¯l[dim g1] is a semisimple perverse
sheaf, equipped with Sk-action, and is decomposed as
(5.14.1) (π1)!Q¯l[dim g1] ≃
⊕
ρ1∈S∧k
ρ1 ⊗ IC(g1,L
1
ρ1
)[dim g1].
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We put Aρ1 = IC(g1,L
1
ρ1)[dim g1].
On the other hand, the varieties Y ′0i , Y˜
′+
i and the map ψ
2
i : Y˜
′+
i → Y
′0
i are
defined similarly to Y 0i , Y˜i and ψi : Y˜
+
i → Y
0
i , by replacing H by H2. In particular,
in the case where i = 0, we have, by (2.10.5),
(5.14.2) (ψ20)!Q¯l ≃
⊕
ρ2∈S∧n−k
H•(Pn−k1 )⊗ ρ2 ⊗L
2
ρ2
,
where L 2ρ2 is a simple local system on Y
′
0 = Y
′0
0 corresponding to ρ2. Since Y
′
0 is
an open dense smooth subset of X ′0, we can consider the intersection cohomology
Aρ2 = IC(X
′
0,L
2
ρ2
)[dimX ′0] on X
′
0.
Now Aρ1 ⊠Aρ2 is a (G1×H2)-equivariant simple perverse sheaf on g1×X
′
0. By
(5.11.3), there exists a unique simple perverse sheaf Aρ on X
0
k such that
(5.14.3) q∗Aρ[β2] ≃ σ
∗(Aρ1 ⊠Aρ2)[β1],
where β1 = dimH and β2 = dim(G1×H2). (Here we put ρ = ρ1⊠ρ2 ∈ (Sk×Sn−k)
∧.)
We have the following lemma.
Lemma 5.15. Let Lρ be a simple local system on Y
0
k given in (2.10.5). Then we
have
Aρ ≃ IC(X
0
k ,Lρ)[dk].
Proof. Since Aρ is a simple perverse sheaf on X
0
k , in order to prove the lemma, it is
enough to see that
(5.15.1) H −dkAρ|Y 0k ≃ Lρ.
We consider, for I = [1, k], I ′ = ∅, the following commutative diagram.
(5.15.2)
g˜1,reg × Y˜
′
I′
σ˜0←−−− Z˜0I
q˜0
−−−→ Y˜I
ξ1×ξ2
I′
y yξ˜I yξI
(G1/T1 × t1,reg)× Ŷ
′
I′
σ̂0←−−− ẐI
q̂0
−−−→ ŶI
η1×η2
I′
y yη˜I yηI
g1,reg × Y
′
0
σ0←−−− Gk,sr
q0
−−−→ Y 0k ,
where Gk,sr = q
−1(Y 0k ), Z˜
0
I = q˜
−1(Y˜I), and ẐI is the quotient of Z˜
0
I by the natural
action of the group ZG(tsr)I/(ZG(tsr)∩B). The maps q˜0, q0, σ˜0, σ0 are defined as the
restriction of the corresponding maps q˜, q, s˜, σ.
Now the map η1 × η2I′ is a finite Galois covering with Galois group Sk × Sn−k.
Since the bottom squares in the diagram (5.15.2) are cartesian, this Galois covering
is compatible with the Galois covering ηI . Hence for any ρ1 ∈ S
∧
k , ρ2 ∈ S
∧
n−k, we
have
σ∗(L 1ρ1 ⊠L
2
ρ2
) ≃ q∗Lρ
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for ρ = ρ1⊠ρ2 ∈ (Sk×Sn−k)
∧. (5.15.1) follows from this. The lemma is proved. 
We can now state the following result.
Proposition 5.16. (πk)!Q¯l is decomposed as
(πk)!Q¯l ≃ H
•(Pn−k1 )⊗
⊕
ρ∈(Sk×Sn−k)∧
ρ̂⊗ IC(X0k ,Lρ),
where ρ̂ is regarded as a vector space, ignoring the Wn-action.
5.17. We prove Proposition 5.16 and Theorem 5.7 simultaneously, by induction
on n. We assume that the theorem and the proposition holds for n′ < n. First we
show
Lemma 5.18. Proposition 5.16 holds for k 6= 0.
Proof. For any I ⊂ [1, n] with |I| = k, put Z˜I = q˜
−1(X˜I). We have the following
commutative diagram
(5.18.1)
g˜1 × X˜
′
0 ←−−− Z˜I −−−→ X˜I
π1×π20
y y yπI
g1 ×X
′
0
σ
←−−− Gk
q
−−−→ X0k ,
where π1, π20 are as in (5.13.2). πI is the restriction of πk : X˜
+
k → X
0
k . Since X˜I is
closed in X˜+k , πI is proper. We note that both squares are cartesian squares.
We show the following.
(5.18.2) Any simple summand (up to shift) of the semisimple complex (πI)!Q¯l is
contained in the set {Aρ | ρ ∈ (Sk × Sn−k)
∧}.
Put K1 = (π
1)!Q¯l and K2 = (π
2
0)!Q¯l. We have
K1 ≃
⊕
ρ1∈S∧k
ρ1 ⊗ IC(g1,L
1
ρ1),
K2 ≃ H
•(Pn−k1 )⊗
⊕
ρ2∈S∧n−k
ρ̂2 ⊗ IC(X
′
0,L
2
ρ2
).
In fact, the first formula follows from (5.14.1), the second formula follows from
Proposition 5.16, by applying the induction hypothesis to the case n′ = n − k < n
and k′ = 0. Since both squares in (5.18.1) are cartesian, we have σ∗(K1 ⊠ K2) ≃
q∗(πI)!Q¯l, up to shift. Then (5.18.2) follows from (5.14.3).
Now by Lemma 5.9, we have (πk)!Q¯l ≃
⊕
I(πI)!Q¯l. Hence (5.18.2) implies, by
Lemma 5.15, that
(5.18.3) Any simple summand (up to shift) of the semisimple complex (πk)!Q¯l is
contained in the set {IC(X0k ,Lρ) | ρ ∈ (Sk × Sn−k)
∧}.
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(5.18.3) implies, in particular, that any simple summand of K = (πk)!Q¯l has
its support X0k . Since the restriction of K on Y
0
k coincides with K0 = (ψk)!Q¯l, the
decomposition of K into simple summands is determined by the decomposition of
K0. Hence the lemma follows from (2.10.5). 
5.19. We consider the semisimple complex (π0)!Q¯l for π0 : X˜0 → X0 = hss.
In this case, the induction hypothesis can not be applied. But (π0)!Q¯l|Y0 ≃ (ψ0)!Q¯l,
and by (2.10.5) we have
(ψ0)!Q¯l ≃ H
•(Pn1 )⊗
⊕
ρ∈S∧n
ρ̂⊗Lρ,
by ignoring the Wn-module structure. It follows that (π0)!Q¯l can be written as
(5.19.1) (π0)!Q¯l ≃ H
•(Pn1)⊗
⊕
ρ∈S∧n
ρ̂⊗ IC(X0,Lρ) + N0.
Here N0 is a sum of various complexes of the form A[i], where A is a simple perverse
sheaf such that dim supp A < dimX0.
For each 0 ≤ m ≤ n, let πm be the restriction of π on π
−1(Xm). The following
formula can be proved by a similar argument as in the proof of (2.13.3), by using
Lemma 5.18 and (5.19.1) instead of (2.10.5).
(πm)!Q¯l[dm](5.19.2)
≃
⊕
0≤k≤n
⊕
ρ∈(Sk×Sn−k)∧
ρ̂⊗ IC(Xk,Lρ)[dm − 2(n− k)] + Mm + N0,
where Mm is a sum of various IC(Xk,Lρ)[dm − 2i] for 0 ≤ k ≤ m and ρ ∈ (Sk ×
Sn−k)
∧ with i < n− k.
Note that, if k > 0, then all the simple perverse sheaves A appearing in the
decomposition of (πk)!Q¯l (up to shift) have support Xk by Lemma 5.18. This is also
true for a simple perverse sheaf A appearing in the first term of (π0)!Q¯l in (5.19.1).
By Lemma 2.9, we have dimXk ≥ dimX0 for any k. Hence the above perverse
sheaves A have the property that dim supp A ≥ dimX0. Since any perverse sheaf A
′
appearing in N0 has the property that dim supp A
′ < dimX0, there is no interaction
between N0 and other parts in the computation of (πm)!Q¯l. Thus N0 appears in
(5.19.2) without change (up to shift).
We consider the case where m = n. In this case, (πn)!Q¯l[dn] = π!Q¯l[d] is a
semisimple perverse sheaf by Lemma 4.3. This implies that Mn = 0, and we have
(5.19.3) π!Q¯l[d] ≃
⊕
0≤k≤n
⊕
ρ∈(Sk×Sn−k)∧
ρ̂⊗ IC(Xk,Lρ)[dk] + N0.
We now apply Proposition 4.11. Since
∑
ρ̂∈W∧n
(dim ρ̂)2 = |Wn|, we must have
N0 = 0. This proves Proposition 5.16 in the case where k = 0. Hence Proposition
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5.16 holds for any k by Lemma 5.18. The theorem now follows from (5.19.3). It
remains to consider the case where n = 1. But in this case, X0 = t coincides with
the center of h = sl2, and the proposition is easily verified. This completes the proof
of Theorem 5.7 and Proposition 5.16.
As a corollary to Theorem 5.7, we have the following.
Corollary 5.20. Assume that ρ ∈ (Sk × Sn−k)
∧, and let ρ̂ ∈ W∧n be as in (2.12.1).
Then
IC(h˜,L ♭ρ̂ )|h ≃ IC(Xk,Lρ) (up to shift),(5.20.1)
IC(Xk,Lρ)|hnil ≃ IC(O ρ̂, Q¯l) (up to shift).(5.20.2)
Proof. (5.20.1) is obtained by comparing Theorem 5.7 with Proposition 3.4. By
comparing Proposition 3.4 and Theorem 3.6, we have IC(h˜,L ♭ρ̂ )|hnil ≃ IC(O ρ̂, Q¯l),
up to shift. Hence by (5.20.1),
IC(Xk,Lρ)|hnil ≃ IC(h˜,L
♭
ρ̂ )|hnil ≃ IC(O ρ̂, Q¯l),
up to shift. Thus (5.20.2) holds. 
6. Intersection cohomology on gθ
6.1. From this section until the end of this paper, we discuss about Gιθ with
N : odd. So, assume that N = 2n + 1, and G = GLN . We follow the notation in
1.10. We have Gθ ≃ SO(V ′) ≃ Sp(V ), and Gιθ ≃ gθ by Proposition 1.11 and 1.13.
Put H = Sp(V ) and h = sp(V ). As in 1.14, gθ = h ⊕ gV ′ = h ⊕ gV ⊕ z. H acts
trivially on z ≃ k, and the action of H on h⊕gV can be identified with the diagonal
action of H on h × V . Moreover, Gιθuni ≃ g
θ
nil = (h ⊕ gV )nil. Hence considering G
ιθ
with Gθ-action is essentially the same as considering the variety h×V with diagonal
action of H (but see Remark 1.15). For H and h, we use the same notation as in
the previous sections.
6.2. Put
Qn,3 = {m = (m1, m2, m3) ∈ Z
3
≥0 |
∑
mi = n}.
Recall the definition of Nk in (5.4.1) and Nk,sr in 2.4.. For i = 1, . . . , n, let Mi be
the subspace of V spanned by e1, . . . , ei. For m ∈ Qn,3, we define varieties
X˜m = {(x, v, gB) ∈ h× V ×H/B | g
−1x ∈ Np2, g
−1v ∈Mp1}
Xm =
⋃
g∈H
g(Np2 ×Mp1),
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where we put p1 = m1, p2 = m1 + m2. We define a map π
(m) : X˜m → Xm by
(x, v, gB) 7→ (x, v). π(m) is a proper surjective map. Since
X˜m ≃ H ×
B (Np2 ×Mp1),
X˜m is smooth, irreducible by Lemma 5.5. We also define varieties
Y˜m = {(x, v, gB) ∈ h× V ×H/B | g
−1x ∈ Np2,sr, g
−1v ∈Mp1},
Ym =
⋃
g∈H
g(Np2,sr ×Mp1),
and a map ψ(m) : Y˜m → Ym by (x, v, gB) 7→ (x, v). In the case where m = (n, 0, 0),
we write X˜m,Xm, π
(m) and Y˜m,Ym, ψ
(m) simply as X˜ ,X , π and Y˜ ,Y , ψ. Note
that X =
⋃
g∈H g(b×Mn) is a closed subset of h × V , and Xm is a closed subset
of X for any m. Also note that in the case where m1 = 0, Xm,Ym, etc. coincide
with Xm2 , Ym2 , etc. in previous sections.
As in (2.6.1), one can write Y˜m as
Y˜m ≃ H ×
B (Np2,sr ×Mp1)
≃ H ×B∩ZH (tsr)
(
(tsr +Dp2)×Mp1
)
.
For each I ⊂ [1, n], let MI be the subset of Mn consisting of v =
∑
i∈I ciei
with ci 6= 0. For m ∈ Qn,3, we define I (m) as the set of I = (I1, I2, I3) such that
[1, n] =
∐
1≤i≤3 Ii with |Ii| = mi For I ∈ I (m), put DI = DI2 +DI1, where DI1 is
the closure of DI1 in D. We define a variety
Y˜I = H ×
B∩ZH (tsr)
(
(tsr +DI)×MI1
)
.(6.2.1)
Since the actions of B ∩ ZH(tsr) on D and on Mn are given by the actions of the
torus part T , (tsr +DI)×MI1 is B ∩ ZH(tsr)-stable. Hence Y˜I is well-defined. Let
ψI : Y˜I → Y be the map defined by g ∗ (x, v) 7→ (gx, gv), where g ∈ H, (x, v) ∈
(tsr + DI) ×MI1 . Then ImψI is independent of the choice of I ∈ I (m), which we
denote by Y 0
m
. We have, for any I ∈ I (m),
Y
0
m
=
⋃
g∈H
g
(
(tsr + DI)×MI1
)
.
For I ∈ I (m), we define a parabolic subgroup ZH(tsr)I by the condition that
the i-th factor is SL2 if i ∈ I3 and is B2 otherwise (a generalization of ZH(tsr)I in
2.7). Since ZH(tsr)I stabilizes DI and MI1, one can define
(6.2.2) ŶI = H ×
ZH (tsr)I
(
(tsr + DI)×MI1
)
.
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The map ψI factors through ŶI,
ψI : Y˜I
ξI−−−→ ŶI
ηI−−−→ Y 0
m
,
where ξI is the natural projection, and ηI is the map defined by g ∗ (x, v) 7→ (gx, gv).
ξI is the locally trivial fibration with fibre isomorphic to
ZH(tsr)I/(B ∩ ZH(tsr)) ≃ (SL2/B2)
I3 ≃ PI31 .
Let SI ≃ SI1 × SI2 × SI3 be the stabilizer of I = (I1, I2, I3) in Sn. Now
NH(tsr)/ZH(tsr) ≃ Sn, and Sn acts on ZH(tsr) ≃ SL2 × · · · × SL2 as the permu-
tation of factors. Since SI stabilizes MI1 and DI, SI acts on Y˜I and on ŶI. Now the
map ηI is a finite Galois covering with Galois group SI.
For eachm, we define I(m) = ([1, p1], [p1+1, p2], [p2+1, n]), and put Y˜I(m) = Y˜
0
m
,
SI(m) = Sm. Note that Y˜
0
m
is an open dense subset of Y˜m, hence irreducible. Put
ψ−1(Y 0
m
) = Y˜ +
m
. Sn acts naturally on Y˜ , and the map ψ is Sn-equivariant with
respect to the trivial action of Sn on Y . Hence it preserves the subset Y˜
+
m
of Y˜ ,
and the stabilizer of Y˜ 0
m
in Sn coincides with Sm. One can check that
(6.2.3) Y˜ +
m
=
∐
I∈I (m)
Y˜I =
∐
w∈Sn/Sm
w(Y˜ 0
m
),
where Y˜I is an irreducible component, hence is a connected component.
As in [Sh, 1.3], we define a partial order on Qn,3 by m
′ ≤ m if p′i ≤ pi for
i = 1, 2, where (p′1, p
′
2) are define for m
′ similarly to (p1, p2) for m. Then Ym′ ⊂ Ym
and Xm′ ⊂ Xm if m
′ ≤m. One can check that
(6.2.4) Y 0
m
= Ym −
⋃
m′<m
Ym′.
Thus Y 0
m
is an open dense subset of Ym, and we have a partition Ym =
∐
m′≤m Y
0
m′
.
It follows that Ym′ ⊆ Ym if and only if m
′ ≤m. Also we have Y =
∐
m∈Qn,3
Y 0
m
.
The following lemma can be proved in a similar way as Lemma 1.4 in [Sh] (the
special case where r = 3).
Lemma 6.3. Let m ∈ Qn,3.
(i) Ym is open dense in Xm, and Y˜m is open dense in X˜m.
(ii) dim X˜m = dim Y˜m = 2n
2 + 2m1 +m2.
(iii) dimXm = dimYm = 2n
2 + 2m1 +m2 −m3.
(iv) Y =
∐
m∈Qn,3
Y 0
m
gives a stratification of Y by smooth strata Y 0
m
, and the
map ψ : Y˜ → Y is semismall with respect to this stratification.
6.4. Let ψm : Y˜
+
m
→ Y 0
m
be the restriction of ψ on Y˜ +
m
. Then ψm is Sn-
equivariant with respect to the natural action of Sn on Y˜
+
m
and the trivial action of
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Sn on Y
0
m
. By (6.2.3), we have
(6.4.1) (ψm)!Q¯l ≃
⊕
I∈I (m)
(ψI)!Q¯l.
Since ηI : ŶI → Y
0
m
is a finite Galois covering with Galois group SI, (ηI)!Q¯l is a
semisimple local system on Y 0
m
, and is decomposed as
(6.4.2) (ηI)!Q¯l ≃
⊕
ρ∈S∧
I
ρ⊗Lρ,
where Lρ = Hom(ρ, (ηI)!Q¯l) is a simple local system on Y
0
m
.
Now by a similar argument as in 2.10, we have
(6.4.3) (ψI)!Q¯l ≃ (ηI)!(ξI)!Q¯l ≃ H
•(PI31 )⊗ (ηI)!Q¯l.
For a positive integer r, let Wn,r = Sn ⋉ (Z/rZ)
n be the complex reflection group.
Hereafter we assume that r = 3, and consider Wn,r =Wn,3. Since Sm is a subgroup
of Sn, we can consider Wm,r = Sm ⋉ (Z/rZ)
n as a subgroup of Wn,r. Let ζ be a
primitive r-th root of unity in Q¯l, and define a linear character τi : Z/rZ → Q¯
∗
l by
τi(a) = ζ
i−1, where a is a fixed generator of Z/rZ. Let ρ ∈ S∧
m
. Since Sm ≃
∏
i Smi ,
ρ is written as ρ = ρ1 ⊠ ρ2 ⊠ ρ3, with ρi ∈ S
∧
mi
. Here Wm,r ≃
∏
iWmi,r. We
extend the irreducible Smi-module ρi to an irreducible Wmi,r-module ρ˜i by defining
the action of (Z/rZ)mi via τ⊗mii , and put ρ˜ = ρ˜1 ⊠ ρ˜2 ⊠ ρ˜3 ∈ W
∧
m,r. We also
define ρ˜′ = ρ˜1 ⊠ ρ˜2 ⊠ ρ˜
′
3 ∈ W
∧
m,r, where ρ˜
′
3 is the trivial extension of ρ3 to Wm3,r.
Put ρ̂ = Ind
Wn,r
Wm,r
ρ˜. Then ρ̂ is an irreducible Wn,r-module, and any irreducible
representation of Wn,r is obtained in this way from ρ ∈ S
∧
m
for various m.
In view of (6.4.1), (6.4.2) and (6.4.3), similarly to the discussion in 2.10, (ψm)!Q¯l
can be written as
(6.4.4) (ψm)!Q¯l ≃
⊕
ρ∈S∧m
IndSnSm(H
•(Pm31 )⊗ ρ)⊗Lρ.
We define an action of Z/rZ on H•(P1) = H
2(P1)⊕H
0(P1) by τr ⊕ τ1, and define
an action of (Z/rZ)mr on H•(PIr1 ) ≃ H
•(P1)
⊗mr as its tensor product. Thus we can
extend H•(Pmr1 )⊗ ρ to a complex of Wm,r-modules H
•(Pmr1 )⊗ ρ˜
′. Thus by (6.4.4),
we can define a Wn,r-action on (ψm)!Q¯l,
(6.4.5) (ψm)!Q¯l ≃
⊕
ρ∈S∧m
Ind
Wn,r
Wm,r
(H•(Pm31 )⊗ ρ˜
′)⊗Lρ.
Note that (6.4.5) can be rewritten as
(6.4.6) (ψm)!Q¯l ≃
(⊕
ρ∈S∧m
ρ̂⊗Lρ
)
[−2m3] + Nm,
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where Nm is a sum of various Lρ[−2i] for ρ ∈ S
∧
m
with 0 ≤ i < m3.
6.5. For each m ∈ Qn,3, let ψm be the restriction of ψ on ψ
−1(Ym). Put
dm = dimYm. Let Q
0
n,3 be the set of m = (m1, m2, m3) ∈ Qn,3 such that m3 = 0.
Take m = (m1, m2, 0) ∈ Q
0
n,3. For 0 ≤ k ≤ m2, define m(k) ∈ Qn,3 by m(k) =
(m1, k,m2 − k). The following result can be proved in a similar way as Proposition
1.7 in [Sh]. It is a special case where r = 3 of [loc. cit.]. (See also the proof of
Proposition 2.13).
Proposition 6.6. Assume that m ∈ Q0n,3. Then (ψm)!Q¯l[dm] is a semisimple
perverse sheaf on Ym, equipped with Wn,3-action, and is decomposed as
(ψ
m
)!Q¯l[dm] ≃
⊕
0≤k≤m2
⊕
ρ∈S∧
m(k)
ρ̂⊗ IC(Ym(k),Lρ)[dm(k)].
6.7. For m = (m1, m2, 0) ∈ Q
0
n,3, let W
♮
m
be the subgroup of Wn defined by
W ♮
m
≃ Sm1 ×Wm2 , where Sm1 is the group of permutations for [1, m1] and Wm2 =
Wm2,2 is the group of signed permutations for [m1 + 1, n]. Let m(k) = (m1, k, k
′)
with k+ k′ = m2. For ρ = ρ1 ⊠ ρ2 ⊠ ρ3 ∈ S
∧
m(k), we define ρ
♮ ∈ W ♮
m
by ρ♮ = ρ1 ⊠ ρ
′
2,
where ρ′2 ∈ W
∧
m2 is given by ρ
′
2 = Ind
Wm2
Wk×Wk′
(ρ˜2⊠ρ˜3). (Here ρ˜2 is the trivial extension
of ρ2 to Wk, ρ˜3 is the extension of ρ3 to Wk′ with non-trivial action of Z/2Z for each
factor.)
Recall the map ψ(m) : Y˜m → Ym given in 6.2. The following result is a variant
of Proposition 6.6, and is proved by a similar argument (see also Proposition 3.5 in
[Sh]).
Proposition 6.8. Assume that m = (m1, m2, 0) ∈ Q
0
n,3. ψ
(m)
! Q¯l[dm] is a semisim-
ple perverse sheaf on Ym, equipped with W
♮
m
-action, and is decomposed as
ψ
(m)
! Q¯l[dm] ≃
⊕
0≤k≤m2
⊕
ρ∈S∧
m(k)
ρ♮ ⊗ IC(Ym(k),Lρ)[dm(k)].
6.9. For each m ∈ Qn,3, we define πm the map π
−1(Xm) → Xm as the
restriction of π to π−1(Xm). Thus πm is a proper surjective map to Xm. The
following result is a generalization of Theorem 5.7 (note that if m = (0, m2, 0), this
coincides with Theorem 5.7.)
Theorem 6.10. Assume that m ∈ Q0n,3. Then (πm)!Q¯l[dm] is a semisimple perverse
sheaf on Xm, equipped with Wn,3-action, and is decomposed as
(πm)!Q¯l[dm] ≃
⊕
0≤k≤m2
⊕
ρ∈S∧
m(k)
ρ̂⊗ IC(Xm(k),Lρ)[dm(k)].
6.11. The theorem can be proved in an almost parallel way as the proof of
Theorem 2.2 in [Sh], the special case where r = 3, once formulated appropriately.
SYMMETRIC SPACES 47
Also the proof is quite similar to the proof of Lemma 5.18. So in the following, we
give an outline of the proof.
For (x, v) ∈ X , we define an x-stable isotropic subspace W = W (x, v) as
follows; If x is nilpotent, put W = k[x]v. Since (x, v) ∈ g(n × Mn) for some
g ∈ H , W is isotropic. For general x = s + z, where s is semisimple, z is nilpotent
such that [s, z] = 0, we consider the decomposition of V into eigenspaces of s,
V = V1 ⊕ · · · ⊕ Va as in 5.8. Then ZH(s) ≃ Sp(V1)× · · · × Sp(Va), and z ∈ hnil can
be written as z =
∑a
i=1 zi, where zi ∈ sp(Vi)nil. We write v =
∑a
i=1 vi with vi ∈ Vi.
Then (zi, vi) ∈ X
(i), where X (i) is defined similarly to X by replacing H by Sp(Vi).
We define a subspace Wi = W (zi, vi) of Vi as above, and put W =
⊕
iWi. Then
W = W (x, v) satisfies the required properties. We consider Xm for m ∈ Qn,3. Note
that
(6.11.1) dimW (x, v) ≤ m1 if (x, v) ∈ Xm.
It follows from the construction of W , we have
(6.11.2) x|W ∈ gl(W ) is a regular element.
Put W = W (x, v) for (x, v) ∈ Xm. Then V
′ =W⊥/W has a natural symplectic
structure, and we define H ′ = Sp(V ′), h′ = LieH ′. x induces an endomorphism
x′ on V ′, and we have x′ ∈ h′. Let X ′k, X
′0
k,N
′
k, etc. be the varieties defined for
H ′, similarly to Xk, X
0
k ,Nk, etc. defined for H . It is easy to see that if (x, v) ∈
Nm1+m2 ×Mm1 with W (x, v) =Mm1 , then x
′ ∈ N
′
m2 . It follows that
(6.11.3) x′ ∈ X ′m2 if (x, v) ∈ Xm and dimW (x, v) = m1.
6.12. Assume that m ∈ Qn,3. As in the case of Y
0
m
, we define an open subset
X 0
m
of Xm as
X
0
m
= Xm −
⋃
m′<m
Xm′.
It follows from (6.11.1) and (6.11.3) that
(6.12.1) X 0
m
= {(x, v) ∈ X | dimW (x, v) = m1 and x
′ ∈ X ′
0
m2
}.
We define X˜ +
m
= π−1(X 0
m
), and let πm : X˜
+
m
→ X 0
m
be the restriction of π on
X˜ +
m
. To (x, v, gB) ∈ X˜ +
m
, we associate I ∈ I (m) as follows; assume that (x, v) ∈
b×Mn, and x = s+ z be the Jordan decomposition of x ∈ b. By replacing (x, v) by
B-conjugate, we assume that s ∈ t, z ∈ n. Then the decomposition V = V1⊕· · ·⊕Va
gives a decomposition Mn = Mn,1 ⊕ · · · ⊕Mn,a. Here Mn has a basis {e1, . . . , en},
and Mn,i has a basis {ej | j ∈ Ji}, which gives a partition [1, n] =
∐
1≤i≤a Ji.
(x, v) determines (zi, vi), and put qi = dimW (zi, vi). Clearly qi ≤ dimMn,i, and
put J ′i ⊂ Ji as the set of first qi letters in Ji. We define I1 =
∐
1≤i≤a J
′
i . Since
dimW (x, v) = m1, we have |I1| = m1 by (6.12.1). Here x
′ ∈ X ′0m2 again by (6.12.1).
Thus by 5.8, one can associate to x′ a subset I2 of [m1+1, n] such that |I2| = m2. We
have I1∩I2 = ∅, and I = (I1, I2, I3) gives an element in I (m) (I3 is the complement
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of I1∪I2.) The assignment (x, v) 7→ I does not depend on the B-conjugates of (x, v),
Thus we obtain a well-defined map (x, v, gB) 7→ I.
We define a subvariety X˜I of X˜
+
m
by
(6.12.2) X˜ +
m
= {(x, v, B) ∈ X˜ +
m
| (x, v, gB) 7→ I}.
The following lemma can be proved in a similar way as Lemma 5.9 (see also
Lemma 2.4 in [Sh]).
Lemma 6.13. X˜ +
m
is decomposed as
X˜
+
m
=
∐
I∈I (m)
X˜I.
6.14. We fix m = (m1, m2, m3) ∈ Qn,3. We consider the space V0 = Mm1
and V 0 = V
⊥
0 /V0. As in 5.11, we put G1 = GL(V0), H2 = Sp(V 0). We consider
X ′m2 ⊂ X
′ with respect to H2. Put g1 = LieG1, and let g
0
1 be the set of regular
elements in g1. For ξ = (x, v) ∈ X , put Wξ = W (x, v). As a variant of (5.11.1),
(see also [Sh, 2.5]) we define a variety
Km = {(x,v, φ1, φ2) | ξ = (x, v) ∈ X
0
m
,(6.14.1)
φ1 : Wξ ∼−→ V0, ϕ2 :W
⊥
ξ /Wξ ∼−→ V 0(symplectic isom.)}
with morphisms
q :Km → X
0
m
, (x, v, φ1, φ2) 7→ (x, v),
σ :Km → g
0
1 ×X
′0
m2
, (x, v, φ1, φ2) 7→ (φ1(x|Wξ)φ
−1
1 , φ2(x|W⊥ξ /Wξ)φ
−1
2 )
H × (G1 ×H2) acts on Km by
(g, (h1, h2)) : (x, v, φ1, φ2) 7→ (gx, gv, h1φ1g
−1, h2φ2g
−1).
Moreover, σ is H × (G1 × H2)-equivariant with respect to the adjoint action of
G1×H2 and the trivial action of H on g
0
1×X
′0
m2
. Similarly to (5.11.3), we have the
following. (The proof is similar to ([Sh, 2.5]).
(6.14.2) The map q is a principal bundle with fibre isomorphic to G1×H2. The map
σ is a locally trivial fibration with smooth connected fibre of dimension dimH+m1.
We define a Borel subgroup B1 of G1 and B2 of H2 as in 5.13, by replacing k by
m1, and define π
1 : g˜1 → g1 similarly. Put g˜
0
1 = (π
1)−1(g01), and let ϕ
1 : g˜01 → g
0
1 be
the restriction of π1. We define X ′ by using H2/B2, and let π
2
m2
: X˜ ′+m2 → X
′0
m2
be
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the corresponding map. We define a variety
Z˜+
m
= {(ξ, gB,φ1, φ2) | (ξ, gB) ∈ X˜
+
m
,
φ1 : Wξ ∼−→ V0, φ2 :W
⊥
ξ /Wξ ∼−→V 0},
and define a map q˜ : Z˜+
m
→ X˜ +
m
by the natural projection. We define a map
σ˜ : Z˜ +
m
→ g˜01 × X˜
′+
m2
as follows; take (x, v, B, φ1, φ2) ∈ Z˜
+
m
. Since ξ = (x, v) ∈
X 0
m
, Wξ coincides with g(Mm1). Let g1B1 be the element corresponding to the
flag φ1(g(Mi))0≤i≤m1 , and g2B2 the element corresponding to the isotropic flag
φ2(g(Mi)/g(Mm1))m1≤i≤n. Then
σ˜ : (x, v, gB, φ1, φ2) 7→ ((φ1(x|Wξ)φ
−1
1 , g1B1), (φ2(x|W⊥ξ /Wξ)φ
−1
2 , g2B2).
We also define a map π˜m : Z˜
+
m
→ Km by (x, v, gB, φ1, φ2) 7→ (x, v, φ1, φ2). Then we
have the following commutative diagram (compare this with (5.13.2));
(6.14.3)
g˜01 × X˜
′+
m2
s˜
←−−− Z˜+
m
q˜
−−−→ X˜ +
m
ϕ1×π2m2
y yπ˜m yπm
g01 ×X
′0
m2
σ
←−−− Km
q
−−−→ X 0
m
.
6.15. By (5.14.1), (π1)!Q¯l can be written as (π
1)!Q¯l ≃ IC(g1,L ) for a semisim-
ple local system L on (g1)reg; the set of regular semisimple elements in g1. Since g
0
1
is an open dense subset of g1 containing (g1)reg, (ϕ
1)!Q¯l can be written as
(6.15.1) (ϕ1)!Q¯l ≃
⊕
ρ1∈S∧m1
ρ1 ⊗ IC(g
0
1,L
1
ρ1
).
By applying Proposition 5.16 to the map π2m2 ; X˜
′+
m2
→ X ′0m2 , we have
(6.15.2) (π2m2)!Q¯l ≃ H
•(Pm31 )⊗
⊕
ρ2∈(Sm2×Sm3 )
∧
ρ̂2 ⊗ IC(X
′0
m2
,L ′ρ′).
Put Aρ1 = IC(g
0
1,L
1
ρ1
)[dim g1] and Aρ2 = IC(X
′0
m2
,L ′ρ2)[dimX
′
m2
]. Then Aρ1 ⊠
Aρ2 is a (G1 × H2)-equivariant simple perverse sheaf on g
0
1 × X
′0
m2
. By a similar
argument as in 5.14, thanks to (6.14.2), one can construct a simple perverse sheaf
Aρ on X
0
m
, where ρ = ρ1 ⊠ ρ2 ∈ S
∧
m
, satisfying the following property.
q∗Aρ[β2] ≃ σ
∗(Aρ1 ⊠Aρ2)[β1],
where β1 = dimH+m1 and β2 = dim(G1×H2). The following lemma can be proved
in a similar way as [Sh, Lemma 2.7] (see also the proof of Lemma 5.15).
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Lemma 6.16. Let Lρ be a simple local system on Y
0
m
as given in (6.4.4). Then we
have
Aρ ≃ IC(X
0
m
,Lρ)[dm].
By using Lemma 6.16, we can prove the following.
Proposition 6.17. Under the notation of Lemma 6.16, (πm)!Q¯l is decomposed as
(πm)!Q¯l ≃ H
•(Pm31 )⊗
⊕
ρ∈S∧m
ρ̂⊗ IC(X 0
m
,Lρ),
where ρ̂ is regarded as a vector space, ignoring the Wn,3-action.
Proof. We fix I = (I1, I2, I3) ∈ I (m). Then the following commutative diagram is
obtained from (6.14.3).
g˜01 × X˜
′
I2
←−−− Z˜I −−−→ X˜I
ϕ1×π2I2
y y yπI
g01 ×X
′0
m2
σ
←−−− Km
q
−−−→ X 0
m
,
where Z˜I = q˜
−1(X˜I). Note that πI is proper, and the both squares are cartesian
squares. Then the proposition can be proved in a similar way as in the proof of
Proposition 2.8 in [Sh]. Also see the discussion in the proof of Lemma 5.18. We
omit the details. 
Remark 6.18. The proof of [Sh, Prop. 2.8] uses the induction on r, and depends
on the Henderson’s result [Hen] for the case where r = 1, which was proved by
making use of the Fourier-Deligne transform on perverse sheaves on Lie algebras.
In turn, in the proof of Lemma 5.18, we needed to assume that k 6= 0. But thanks
to Proposition 5.16, we don’t need any restriction in the proof of Proposition 6.17.
Note that Proposition 5.16 was proved by making use of the Wn-actions on perverse
sheaves on h˜.
6.19. Now the theorem is proved by a similar argument as in 2.10 in [Sh]. See
also the discussion in 5.19. Note that in our situation, N0 does not appear thanks
to Proposition 5.16. In 5.19, if N0 = 0, one can construct a representation of Wn on
(πm)!Q¯l by a similar method as in the case of (ψm)!Q¯l (see the discussion in 2.11).
A similar argument works for πm also.
6.20. Recall the map π(m) : X˜m → Xm given in 6.2, and W
♮
m
given in 6.7.
The following result is a variant of Theorem 6.10, and is proved in a similar way as
Theorem 3.2 in [Sh]. Note that if m = (m1, m2, 0), then W
♮
m
= Sm1 ×Wm2,2. In the
special case where m1 = 0, m2 = n, Theorem 6.21 coincides with Theorem 5.7.
Theorem 6.21. Assume that m = (m1, m2, 0) ∈ Q
0
n,3. π
(m)
! Q¯l[dm] is a semisimple
perverse sheaf on Xm, equipped with W
♮
m
-action, and is decomposed as
π
(m)
! Q¯l[dm] ≃
⊕
0≤k≤m2
⊕
ρ∈S∧
m(k)
ρ♮ ⊗ IC(Xm(k),Lρ)[dm(k)].
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7. Nilpotent variety for gθ
7.1. For each m ∈ Qn,3 with p1 = m1, p2 = m1 +m2, we define varieties
X˜m,nil = {(x, v, gB) ∈ h× V ×H/B | g
−1x ∈ ns ⊕Dp2, g
−1v ∈Mp1},
Xm,nil =
⋃
g∈H
g
(
(ns ⊕Dp2)×Mp1
)
.
We write Xm,nil as Xnil ifm = (n, 0, 0). Note that n×Mn ≃ n⊕(Mn)g is contained in
the nilpotent radical of a Borel subalgebra of gl2n+1 (here (Mn)g is the corresponding
subspace of Vg). Hence
(7.1.1) Xm,nil ⊂ Xnil ⊂ g
θ
nil.
In this paper, we are only concerned with Xnil, not with g
θ
nil. However it is likely
that gθnil = Xnil.
We define a map π
(m)
1 : X˜m,nil → Xm,nil by (x, v, gB) 7→ (x, v). It is clear that
X˜m,nil is smooth and irreducible, and π
(m)
1 is a proper map onto Xm,nil. Since
X˜m,nil ≃ H ×
B
(
(ns ⊕Dp2)×Mp1
)
,
we have
dim X˜m,nil = dimH − (n+m3) +m1(7.1.2)
= 2n2 +m1 −m3.
7.2 For an integer r ≥ 1, let Pn,r be the set of r-tuples of partitions λ =
(λ(1), . . . , λ(r)) such that
∑
1≤i≤r |λ
(i)| = n. In the case where r = 1, we simply
denote by Pn the set of partitions of n. It is well-known that S
∧
n is in bijection with
Pn. We denote by ρλ the irreducible representation of Sn corresponding to λ ∈ Pn.
We normalize the parametrization so that the unit representation 1Sn corresponds
to λ = (n). We consider the complex reflection group Wn,r. As explained in 6.4, the
irreducible representation of Wn,r is constructed from irreducible representations of
symmetric groups. By this construction, we have a natural parametrization between
W∧n,r and Pn,r. We denote by ρλ the irreducible representation ofWn,r corresponding
to λ ∈ Pn,r.
We consider the nilpotent orbits in h = sp(V ). By Theorem 3.6, nilpotent orbits
O are parametrized byW∧n,2, as O = Oρ for ρ ∈ W
∧
n,2. We denote by Oλ the nilpotent
orbit Oρ in h corresponding to ρ = ρλ with λ ∈ Pn,2.
7.3 Let V1 be an n-dimensional vector space over k, and G1 = GL(V1). Put
g1 = LieG1. We consider the diagonal action of G1 on g1×V1. G1 acts on (g1)nil×V1.
It is known by [AH], [T] that the set of G1-orbits in (g1)nil × V1 is parametrized by
Pn,2. We denote by Oλ the G1-orbit corresponding to λ ∈ Pn,2. According to
[AH], the explicit correspondence is given as follows; take (x, v) ∈ (g1)nil × V1.
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Put Ex = {y ∈ End(V1) | yx = xy}. E
x is a subalgebra of End(V1), stable by the
multiplication of x. If we putW = Exv,W is an x-stable subspace of V1. We denote
by λ(1) the Jordan type of x|W and by λ
(2) the Jordan type of x|V1/W . Then the
Jordan type of x is λ(1) + λ(2), and λ = (λ(1), λ(2)) ∈ Pn,2. Oλ is defined as the G1-
orbit containing (x, v). This gives the required labelling of G1-orbits in (g1)nil × V1.
Note that if (x, v) ∈ Oλ, the Jordan type of x is λ
(1) + λ(2) for λ = (λ(1), λ(2)).
For a partition λ = (λ1, λ2, · · · ) ∈ Pn, put n(λ) =
∑
i≥1(i−1)λi. Let Oλ be the
G1-orbit in (g1)nil consisting of x of Jordan type λ. It is well-known that
(7.3.1) dimOλ = n
2 − n− 2n(λ).
Let Oλ be as above. The following formula was proved in [AH, Prop. 2.8]. Put
ν = λ(1) + λ(2), and define n(λ) = n(λ(1)) + n(λ(2)). Then
dimOλ = dimOν + |λ
(1)|(7.3.2)
= n2 − n− 2n(λ) + |λ(1)|.
7.4. For λ ∈ Pn,3, we shall define a variety Xλ ⊂ h × V . Put λ =
(λ(1), λ(2), λ(3)), and mi = |λ
(i)| for i = 1, 2, 3. Let P be the parabolic subgroup
of H , which is the stabilizer of the subspace V0 = Mm1 , and L the Levi subgroup of
P containing T . Then L ≃ GL(V0)×Sp(V 0), where V 0 = V
⊥
0 /V0. Put G1 = GL(V0)
and g1 = LieG1. G1 acts on g1 × V0, as the restriction of the action of H on h× V .
Let O1 be the G1-orbit in (g1)nil×V0 corresponding to Oλ with λ = (λ
(1), ∅) ∈ Pm1,2.
Put H2 = Sp(V 0) and h2 = LieH2. We denote by O2 the H2-orbit Oλ′ in (h2)nil
corresponding to λ′ = (λ(2), λ(3)) ∈ Pm2+m3,2. Put LieP = p. We define a set
Mλ ⊂ pnil × V0 by
(7.4.1) Mλ = {(x, v) ∈ pnil × V0 | (x|V0 , v) ∈ O1, x|V 0 ∈ O2},
and define Xλ =
⋃
g∈H g(Mλ). Let nP be the nilpotent radical of p. We define a
variety
(7.4.2) X˜λ = H ×
P ((O1 + O2) + nP )
and a map πλ : X˜λ → Xnil by g ∗ x 7→ gx. Then πλ is proper, and Im πλ =⋃
g∈H g(O1 + O2 + nP ) is closed in Xnil.
We show that
Lemma 7.5. Under the notation above,
(i) Xλ is an H-stable, smooth, irreducible, locally closed subvariety of Xnil.
Moreover, Im πλ = Xλ.
(ii) dim X˜λ = dimXλ = 2dimUP + dimO1 + dimO2.
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(iii) Xλ gives a partition of Xnil, namely,
Xnil =
∐
λ∈Pn,3
Xλ.
Proof. Take (x, v) ∈ L×Mn, with x = (x1, x2) such that (x1, v) ∈ O1 and x2 ∈ O2.
Then we can write as
(7.5.1) Xλ ≃ H ×
ZL(x,v)UP
(
(x+ nP )× {v}
)
.
Hence Xλ is smooth and irreducible. We have
dimXλ = dimH − dimZL(x, v)
= dimH − dimZG1(x1, v)− dimZH2(x2)
= 2 dimUP + dimO1 + dimO2.
Thus by (7.4.2), we see that dim X˜λ = dimXλ. (ii) is proved.
We have Xλ ⊂ Im πλ. As a variant of πλ, it is possible to define π
′
λ by replacing
Oi by any orbits O
′
i ⊂ O i for i = 1, 2. In that case, Im π
′
λ is also closed. This implies
that Xλ is an open dense subset of Im πλ, hence Xλ is locally closed in Xnil, and
Im πλ = Xλ. This proves (i).
We show (iii). Take (x, v) ∈ Xnil. Up to H-conjugate, we may assume that
(x, v) ∈ hnil × Mn. Let x
′ be the restriction of x on Mn. Let W = E
x′v for
V1 = Mn under the notation in 7.3. Let λ
(1) be the Jordan type of x′|W . Then
(x′|W , v) ∈ O(λ(1),−) in W . Let P be the stabilizer of W . Then x
′′ = x|W gives an
element in sp(W )nil. Assume that x
′′ ∈ Oλ′ with λ
′′ = (λ(2), λ(3)). Then (x, v) ∈ Xλ
with λ = (λ(1), λ(2), λ(3)) ∈ Pn,3. This implies that Xnil =
⋃
λXλ. The above
discussion shows that the H-conjugates of (x, v)determines λ uniquely. Hence they
are disjoint, and (iii) holds. 
Remark 7.6. It follows from the construction, Xλ is a single H-orbit if m1 = 0.
Since gθ contains infinitely many H-orbits by Proposition 1.8, some of Xλ contains
infinitely many H-orbits.
7.7. For m ∈ Qn,3, we define λ = λ(m) ∈ Pn,3 by λ
(i) = (mi) for i = 1, 2, 3.
Also we define a subset P(m) of Pn as the set of λ ∈ Pn,3 such that |λ
(i)| = mi
for i = 1, 2, 3. For m ∈ Q0n,3, put
(7.7.1) P˜(m) =
∐
0≤k≤m2
P(m(k)).
We have the following result.
Proposition 7.8. Assume that m ∈ Q0n,3. Then we have
(i) Xm,nil = Xλ(m).
(ii) dim X˜m,nil = dimXm,nil = 2n
2 +m1.
54 DONG - SHOJI - YANG
(iii) For µ ∈ P˜(m), we have Xµ ⊂ Xm,nil.
Proof. We show (iii). Since m3 = 0, we have Dm1+m2 = D , hence we can write as
Xm,nil =
⋃
g∈H
g(n×Mm1).
Take (x, v) ∈ Xµ. Up to H-conjugate, we may assume that (x, v) ∈ Mµ, where Mµ
is as in (7.4.1). Assume that µ ∈ P˜(m). Let P be the stabilizer of W = Mm1 ,
and L ≃ GL(W ) × Sp(W ). We may further assume that (x, v) is of the form
(x1 + x2 + z, v) ∈ hnil × V , where (x1, v) ∈ O1, x2 ∈ O2, z ∈ nP in the notation of
7.4.. Hence, up to H-conjugate, we can take v ∈ Mm1 and x ∈ n. It follows that
Xµ ⊂ Xmnil. This proves (iii). Now by (iii), Xλ(m) ⊂ Xm,nil. By Lemma 7.5 (ii),
dimXλ(m) = 2dimUP + dimO1 + dimO2. Since O1 corresponds to ((m1),−), we
have dimO1 = m
2
1 by (7.3.2). On the other hand, since O2 corresponds to ((m2),−),
which is the regular nilpotent orbit in (h2)nil. Thus dimO2 = dimH2−m2. It follows
that
dimXλ(m) = (dimH − dimG1 − dimH2) +m
2
1 + (dimH2 −m2)
= 2n2 +m1.
By the previous discussion, we have
dimXλ(m) ≤ dimXm,nil ≤ dim X˜m,nil.
By (7.1.2) (note that m3 = 0), the above inequalities are actually equalities. Since
Xλ(m) is irreducible, we conclude that Xλ(m) = Xm,nil. Hence (i) holds. (ii) also
follows from this. 
7.9. Let P = LUP be a parabolic subgroup of H , where L is a Levi subgroup,
and UP is the unipotent radical of P . Let πP : P → L be the natural projection.
Let O ′ be an L-orbit in (LieL)nil. Let O be an H-orbit in hnil such that O ∩π
−1
P (O
′)
is open dense in π−1P (O
′). For any x ∈ O , consider the variety
(7.9.1) Px = {gP ∈ H/P | g
−1x ∈ π−1P (O
′)}.
Then clearly Px 6= ∅. The following result can be proved in a similar way as [Sh,
Prop. 6.3].
Proposition 7.10. Under the setting in 7.9, assume that x ∈ O.
(i) Px consists of one point.
(ii) dimZH(x) = dimZL(x
′) for x′ ∈ O ′.
(iii) Let x1 ∈ π
−1
P (O
′) be such that dimZH(x1) = dimZH(x). Then x1 ∈ O.
(iv) Take x1 ∈ O ∩ π
−1
P (O
′) and put x′ = πP (x1). Let Q = ZP (x
′). Then
dimZQ(x1) = dimZH(x1). In particular,
ZH(x1) = ZP (x1) = ZQ(x1).
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(v) P acts transitively on O ∩ π−1P (O
′), and Q acts transitively on O ∩ π−1P (x
′).
Proof. For the sake of completeness, we give an outline of the proof below. First we
show that
(7.10.1) dimPx = 0.
Replacing by H-conjugate, we may assume that x ∈ O ∩π−1P (O
′). Put x′ = πP (x) ∈
O ′. We have dim π−1P (x) = dimUP . Put c = dimO , c
′ = dimO ′. By [L1, Prop.1.2]
(actually a similar argument works also for the Lie algebra case, see [X2, Prop. 3.1]),
we have dim(O ∩π−1P (x
′)) ≤ (c− c′)/2. Since O ∩π−1P (O
′) is open dense in π−1(O ′),
O ∩ π−1P (x
′) is open dense in π−1P (x
′). It follows that
dimUP ≤ (c− c
′)/2.
On the other hand, by Proposition 3.1 (ii) in [X2] (or [L1, Prop. 1.2 (b)]), we have
dimPx ≤ (dimU − c/2)− (dimUL − c
′/2)(7.10.2)
= dimUP − (c− c
′)/2,
where UL = U ∩L is a maximal unipotent subgroup in L. Hence dimPx ≤ 0. Since
Px 6= ∅, we obtain (7.10.1). We also have c − c
′ = 2dimUP . This implies that
dimZH(x) = dimZL(x
′). Hence (ii) holds. Now consider (iv). Based on the above
computation, in a similar way as in [Sh, Prop. 6.3], we can show dimZH(x1) =
dimZQ(x1). Since it is known that ZH(x1) is connected ([X2, 2.14]) in the case of
characteristic 2, we have ZH(x1) = ZQ(x1). Hence ZH(x1) = ZP (x1), which proves
(iv). Put
U = {(x1, gP ) ∈ hnil ×H/P | g
−1x1 ∈ π
−1
P (O
′)}.
Then U ≃ H ×P π−1P (O
′) and so U is irreducible. Let f : U → hnil be the first
projection, and put UO = f
−1(O). Then UO ≃ H ×
P (O ∩ π−1P (O
′)), and so UO is
also irreducible. For any x ∈ O , dim f−1(x) = 0 by (7.10.1). Thus dimUO = dimO .
Since f : UO → O is an H-equivariant surjective map, for any ξ ∈ UO , the H-orbit
Hξ is open dense in UO . It follows that
(7.10.3) H acts transitively on UO .
Take x, x1 ∈ O ∩ π
−1
P (O
′). Since (x, P ), (x1, P ) ∈ UO , there exists g ∈ P
such that gx = x1. This proves the first statement of (v). Now assume that
x1, x2 ∈ O ∩ π
−1
P (x
′). Then there exists g ∈ P such that gx1 = x2. But since
πP is P -equivariant, g ∈ ZP (x
′) = Q. This proves the second statement of (v).
We show (i). We may assume that x ∈ O ∩ π−1P (O
′). Then P ∈ Px. Assume
that gP ∈ Px. Then (x, P ), (x, gP ) ∈ UO , and so there exists h ∈ ZH(x) such that
gP = hP by (7.10.3). But by (iv), h ∈ P , and so (i) holds. (iii) is proved in the
same way as in [Sh]. The proposition is proved. 
7.11. We return to the original setting. For later application, we shall consider
some open dense subvariety X0λ of Xλ. As in 7.4, let O1 be a G1-orbit in (g1)nil×W
and O2 an H2-orbit in (h2)nil. We denote by O
′
1 the G1-orbit in (g1)nil which is the
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projection of O1 to (g1)nil, hence O
′
1 = Oλ(1) (see 7.3). We define a subset M
0
λ of
Mλ as the set of (x, v) such that the orbit O containing x satsifies the property that
O ∩ π−1P (O
′
1 ×O2) is open dense in π
−1
P (O
′
1 ×O2) = (O
′
1 ×O2) + nP . Clearly, M
0
λ is
open dense in Mλ. We define
(7.11.1) X0λ =
⋃
g∈H
g(M 0λ).
Let πλ : X˜λ → Xλ be as in 7.4. We define
X˜0λ = H ×
P
M
0
λ.
Since X˜λ ≃ H×
P M λ, and Mλ is open dense in M λ, X˜
0
λ is open dense in X˜λ, and
one can check that π−1λ (X
0
λ) = X˜
0
λ. Since πλ is proper, X
0
λ is open dense in Xλ. Let
π0λ : X˜
0
λ → X
0
λ be the restriction of πλ on X˜
0
λ. We have a lemma.
Lemma 7.12. π0λ gives an isomorphism X˜
0
λ
∼−→X
0
λ.
Proof. π0λ is H-equivariant and surjective. Take (x, v) ∈ M
0
λ, and put x
′ = πP (x) =
(x1, x2) with (x1, v) ∈ O1, x2 ∈ O2. Furthermore, by our assumption, O ∩ π
−1
P (O
′)
is open dense in π−1P (O
′), where O is the H-orbit containing x, and O ′ = O ′1 × O2.
Hence, under the notation of (7.9.1), we have
π−1λ (x, v) ≃ {gP ∈ H/P | g
−1(x, v) ∈ M 0λ} ⊂ Px.
By Proposition 7.10, we have Px = {P}. It follows that π
−1
λ (x, v) = {P}. This
shows that π0λ gives a bijective morphism from X˜
0
λ onto X
0
λ. The map g(x, v) 7→ gP
gives a well-defined morphism X0λ → X˜
0
λ, which is the inverse of πλ. 
7.13. From now on, we fix m ∈ Q0n,3. Put B = H/B. For any z = (x, v) ∈
Xm,nil, define
Bz = {gB ∈ B | g
−1x ∈ n, g−1v ∈Mn},
B
(m)
z = {gB ∈ B | g
−1x ∈ n, g−1v ∈Mm1}.
Hence B
(m)
z ⊂ Bz are closed subvarieties of B.
For each integer d ≥ 0, we define a subset X(d) of Xm,nil by
(7.13.1) X(d) = {z ∈ Xm,nil | dimB
(m)
z = d}.
Then X(d) is a locally closed subvariety of Xm,nil, and Xm,nil =
∐
d≥0X(d). We
consider the Steinberg varieties Z(m) and Z
(m)
1 , which are a generalization of the
Steinberg variety considered in 4.4.
SYMMETRIC SPACES 57
Z(m) = {(z, gB, g′B) ∈ X ×B ×B | (z, gB) ∈ X˜m, (z, g
′B) ∈ X˜m}
Z
(m)
1 = {(z, gB, g
′B) ∈ Xnil ×B ×B | (z, gB) ∈ X˜m,nil, (z, g
′B) ∈ X˜m,nil}.
Recall, for m = (m1, m2, 0) ∈ Q
0
n,3, that W
♮
m
= Sm1 × Wm2 . We show the
following lemma.
Lemma 7.14. Under the notation in 7.13,
(i) dimZ
(m)
1 = dimXm nil. The set of irreducible components of Z
(m)
1 with
maximal dimension is parametrized by w ∈ W ♮
m
.
(ii) dimZ(m) = dimZ
(m)
1 + n. The set of irreducible components of Z
(m) with
maximal dimension is parametrized by w ∈ W ♮
m
.
(iii) Assume that X(d) 6= ∅. For any z ∈ X(d), we have
dimB(m)z ≤
1
2
(dimXm,nil − dimX(d)).
In particular, π
(m)
1 : X˜m,nil → Xm,nil is semismall with respect to the strati-
fication Xmnil =
∐
dX(d).
Proof. Let p1 : Z
(m)
1 → B ×B be the projection to the second and third factors.
For each w ∈ Wn, let Ow be the H-orbit of (B,wB) in B ×B. We have B ×B =∐
w∈Wn
Ow. Put Zw = p
−1
1 (Ow). Then Z
(m)
1 =
∐
w∈Wn
Zw. Here Zw is a vector
bundle over Ow ≃ H/(B ∩ wBw
−1) with fibre isomorphic to
(n ∩ w(n))× (Mm1 ∩ w(Mm1)).
(Note that Np2 = ns ⊕Dm1+m2 = n since m3 = 0.) We have
dimZw = dimH − dimT + dim(Mm1 ∩ w(Mm1)).
Here dim(Mm1 ∩ w(Mm1)) ≤ m1, and the equality holds if and only if w(Mm1) =
Mm1 , namely w ∈ W
♮
m
. It follows that dimZw ≤ 2n
2 +m1 and the equality holds if
and only if w ∈ W ♮
m
. Hence by Proposition 7.8, dimZw = dimXm,nil if Zw has the
maximal dimension. This implies that {Zw | w ∈ W
♮
m
} gives the set of irreducible
components of Z
(m)
1 with maximal dimension. This proves (i). For (ii), we consider
Z˜w = p
−1(Ow), where p : Z
(m) → B ×B is the projection to the second and third
factors. Then Z˜w is a vector bundle over Ow, with fibre isomorphic to
t× (n ∩ w(n))× (Mm1 ∩ w(Mm1)).
Hence (ii) is proved in a similar way as (i).
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We show (iii). Let q1 : Z
(m)
1 → Xm,nil be the projection on the first factor. For
each z ∈ Xm,nil, q
−1
1 (z) ≃ B
(m)
z ×B
(m)
z . By (7.13.1), we have
dim q−11 (X(d)) = dimX(d) + 2d.
Since dim q−11 (X(d)) ≤ dimZ
(m)
1 = dimXm,nil, we see that 2d ≤ dimXm,nil −
dimX(d). This proves (iii). The lemma is proved. 
8. Springer correspondence for gθ
8.1. In this section we shall prove the Springer correspondence for gθ. In [Sh],
the Springer correspondence was established for the exotic symmetric space of level
r for arbitrary r ≥ 1. Once Theorem 6.10 and Theorem 6.21 are proved, a similar
discussion as in [Sh, 7] can be applied to our situation as the special case where
r = 3.
Assume that m ∈ Q0n,3. We consider the variety Z
(m) as in 7.13. We denote by
ϕ : Z(m) → Xm the map (z, gB, g
′B) 7→ z. Let α : Z(m) → t be the map defined
by (x, v, gB, g′B) 7→ p1(g
−1x), similarly to 4.4. As in 4.4, we have a commutative
diagram
Z(m)
α
−−−→ t
ϕ
y yω1
Xm
ω˜
−−−→ Ξ,
where ω˜ is the composite of the projection Xm → h and ω. Put σ = ω1 ◦ α, and
d′
m
= dimXm,nil = 2n
2 +m1. We define a constructible sheaf T on Ξ by
(8.1.1) T = H 2d
′
m(σ!Q¯l) = R
2d′mσ!Q¯l.
Note that if m1 = 0, Z
(m) coincides with Z in 4.4, and T is nothing but the
sheaf T defined in (4.4.1). Also F corresponds to the special case where r = 3
of the sheaf F defined in [Sh, 7.1]. The following properties of F are obtained by
similar arguments as in [Sh], so we omit the proof. The discussion in the proof of
Lemma 4.5 can be generalized to this case (see also [Sh, Lemma 7.2]), and we obtain
Lemma 8.2. The sheaf T is a perfect sheaf on Ξ.
Let p : Z(m) → B ×B be the projection to the second and third factors. We
put Z
(m)
w = p−1(Ow) for w ∈ Wn, where Ow is as in the proof of Lemma 4.5. Let
σw be the restriction of σ on Z
(m)
w , and put Tw = H
2d′m((σw)!Q¯l). In a similar way
as in the proof of Proposition 4.6 (see also [Sh, Prop. 7.3], here the role of Wn is
replaced by W ♮
m
), we can prove
Proposition 8.3. T ≃
⊕
w∈W ♮m
Tw.
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8.4. By the Ku¨nneth formula, we have ϕ!Q¯l ≃ π
(m)
! Q¯l ⊗ π
(m)
! Q¯l. By Theorem
6.21, π
(m)
! Q¯l has a natural structure of W
♮
m
-module. Hence ϕ!Q¯l has a structure
of W ♮
m
×W ♮
m
-module. It follows that T = H 2d
′
m(σ!Q¯l) ≃ H
2d′m(ω˜!(ϕ!Q¯l)) has a
natural action of W ♮
m
×W ♮
m
. Under the decomposition of T in Proposition 8.3, the
action of W ♮
m
×W ♮
m
has the following property (see the discussion in 4.7). For each
w1, w2 ∈ W
♮
m
,
(8.4.1) (w1, w2) · Tw = Tw1ww−12 .
Let a0 be the element in Ξ corresponding to the Sn-orbit of 0 ∈ t, and Ta0 be
the stalk of T at a0 ∈ Ξ. By Proposition 8.3, we have a decomposition
(8.4.2) Ta0 =
⊕
w∈W ♮m
(Tw)a0 ,
where (Tw)a0 is the stalk of Tw at a0. W
♮
m
×W ♮
m
acts on Ta0 following (8.4.1). In a
similar way as in (4.5.2), one can show that Tw ≃ (ω1)!Q¯l. Since ω
−1
1 (a0) = {0} ∈ t,
(Tw)a0 ≃ H
0
c (ω
−1
1 (a0), Q¯l) ≃ Q¯l. Thus we have proved the following result, which is
the stalk version of Proposition 4.8.
Proposition 8.5. Ta0 has a structure of W
♮
m
×W ♮
m
-module, which coincides with
the two-sided regular representation of W ♮
m
.
8.6. We consider the map π
(m)
1 : X˜m nil → Xm,nil, and putKm,1 = (π
(m)
1 )!Q¯l[d
′
m
].
By Lemma 7.14 (iii), π
(m)
1 is semismall. Hence Km,1 is a semisimple perverse sheaf
on Xm,nil, and is decomposed as
(8.6.1) Km,nil ≃
⊕
A
VA ⊗ A,
where A is a simple perverse sheaf which is isomorphic to a direct summand of Km,1,
and VA = Hom(Km,1, A) is the multiplicity space for A. The following result is a
counter part of Proposition 4.11 to the case of nilpotent variety (see also Proposition
7.8 in [Sh]).
Proposition 8.7. Under the notation above, put mA = dimVA for each direct
summand A. Then we have ∑
A
m2A = |W
♮
m
|.
Proof. By 8.4, we have
Ta0 ≃ H
2d′m
c (Xmnil, π
(m)
! Q¯l ⊗ π
(m)
! Q¯l)
≃ H0c(Xm,nil, Km,1 ⊗Km,1).
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By applying (8.6.1), we have
dimTa0 ≃
∑
A,A′
(mAmA′) dimH
0
c(Xm,nil, A⊗A
′).
Apply Lemma 4.9 for X = Xm,nil. Then H
0
c(Xm,nil, A⊗A
′) 6= 0 only when D(A) =
A′, in which case dimH0c(Xm,nil, A ⊗ A
′) = 1. But since Km,1 is self-dual, mA =
mD(A) for each A. It follows that dimTa0 =
∑
Am
2
A. On the other hand, by
Proposition 8.5, we have dimTa0 = |W
♮
m
|. This proves the proposition. 
8.8. We consider the map π(m) : X˜m → Xm. By Theorem 6.21, π
(m)
! Q¯l[dm] is
a semisimple perverse sheaf on Xm, equipped with W
♮
m
-action, and is decomposed
as
(8.8.1) π
(m)
! Q¯l[dm] ≃
⊕
ρ∈(W ♮m)∧
ρ⊗Kρ,
where Kρ is a simple perverse sheaf on Xm, and dm = dimXm. More precisely, it
is given as Kρ = IC(Xm(k),Lρ1)[dm(k)] if ρ = ρ
♮
1 for ρ1 ∈ S
∧
m(k). We consider the
complex (π
(m)
1 )!Q¯l[d
′
m
] for the map π
(m)
1 : X˜m,nil → Xm,nil, where d
′
m
= dimXm,nil.
The following result gives the Springer correspondence for W ♮
m
. (Compare Theorem
8.9 and Corollary 8.11 with Theorem 7.12 and Corollary 7.14 in [Sh]).
Theorem 8.9 (Springer correspondence for W ♮
m
). Assume that m ∈ Q0n,3. Then
(π
(m)
1 )!Q¯l[d
′
m
] is a semisimple perverse sheaf on Xm,nil, equipped with W
♮
m
-action,
and is decomposed as
(8.9.1) (π
(m)
1 )!Q¯l[d
′
m
] ≃
⊕
ρ∈(W ♮m)∧
ρ⊗ Lρ,
where Lρ is a simple perverse sheaf on Xm,nil such that
(8.9.2) Kρ|Xm,nil ≃ Lρ[dm − d
′
m
].
Proof. As discussed in (8.6.1), Km,1 = (π
(m)
1 )!Q¯l[d
′
m
] is a semisimple perverse sheaf.
Since Km,1 is the restriction of π
(m)
! Q¯l on Xm,nil, we have a natural homomorphism
α : Q¯l[W
♮
m
] ≃ End(π
(m)
! Q¯l)→ EndKm,1.
In order to prove (8.9.1), it is enough to show that α is an isomorphism. By Propo-
sition 8.7, we have dimEndKm,1 = |W
♮
m
|. Thus we have only to show that α is
injective. Note that Ta0 = H
0
c(Xm,nil, Km,1 ⊗ Km,1), and Km,1 is decomposed as
Km,1 =
⊕
ρ ρ⊗(Kρ|Xm,nil) by (8.8.1). This decomposition determines theW
♮
m
×W ♮
m
-
module structure of Ta0 . But by Proposition 8.5, Ta0 is isomorphic to the two-sided
regular representation of W ♮
m
. This implies, in particular, Kρ|Xm,nil 6= 0 for any
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ρ ∈ W ♮
m
. Hence α is injective, and so (8.9.1) holds. Now (8.9.2) follows by compar-
ing (8.8.1) and (8.9.1). The theorem is proved. 
8.10. For each m ∈ Q0n,3, we denote by (W
∧
n,3)m the set of irreducible repre-
sentations ρ̂ ∈ W∧n,3 corresponding to ρ ∈ S
∧
m(k) for various 0 ≤ k ≤ m2. Then we
have
(8.10.1) W∧n,3 =
∐
m∈Q0n,3
(W∧n,3)m.
For each ρ ∈ S∧
m(k), we can construct ρ
♮ ∈ (W ♮
m
)∧ as in 6.7, and the map ρ 7→ ρ♮
gives a bijective correspondence
(8.10.2)
∐
0≤k≤m2
S∧
m(k) ≃ (W
♮
m
)∧.
It follows that the correspondence ρ̂↔ ρ↔ ρ♮ gives a bijective correspondence
(8.10.3) (W∧n,3)m ≃ (W
♮
m
)∧, ρ̂↔ ρ♮.
We consider the map πm : π
−1(Xm)→ Xm. Then by Theorem 6.10, (πm)!Q¯l[dm]
is a semisimple perverse sheaf, equipped with Wn,3-action, and is decomposed as
(πm)!Q¯l[dm] ≃
⊕
ρ̂∈(W∧n,3)m
ρ̂⊗Kρ♮ ,
where Kρ♮ is a simple perverse sheaf on Xm as defined in (8.8.1). Let πm,1 :
π−1(Xm,nil) → Xm,nil be the restriction of πm on Xm,nil. By applying (8.9.2),
we see that (πm,1)!Q¯l[d
′
m
] is a semisimple perverse sheaf. As a corollary to Theorem
8.9, we obtain the Springer correspondence for Wn,3.
Corollary 8.11 (Springer correspondence for Wn,3). Assume that m ∈ Q
0
n,3. Then
(πm,1)!Q¯l[d
′
m
] is a semisimple perverse sheaf on Xm,nil, equipped with Wn,3-action,
and is decomposed as
(8.11.1) (πm,1)!Q¯l[d
′
m
] ≃
⊕
ρ̂∈(W∧n,3)m
ρ̂⊗ Lρ♮ ,
where Lρ♮ is the simple perverse sheaf on Xm,nil as given in Theorem 8.9.
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9. Determination of the Springer correspondence
9.1. In this section, we shall determine Lρ appearing in the Springer corre-
spondence explicitly. Let m = (m1, m2, 0) ∈ Q
0
n,3. We define a variety Gm by
Gm = {(x,v,W1) | (x, v) ∈ Xm,W1 : isotropic,
dimW1 = m1, x(W1) ⊂W1, v ∈ W1}.
Let ζ : Gm → Xm be the projection to the first two factors. Then the map π
(m) :
X˜m → Xm is factored as
(9.1.1) π(m) : X˜m
ϕ
−−−→ Gm
ζ
−−−→ Xm,
where ϕ is defined by (x, v, gB) 7→ (x, v, gMm1). ϕ is surjective since there exists
an x-stable maximal isotropic subspace containing W1. ζ is also surjective since
π(m) is surjective. Since m ∈ Q0n,3, we have dim X˜m = dimXm. It follows that
dimGm = dimXm.
In the case where m1 = 0, π
(m) : X˜m → Xm coincides with the map π : X˜ → X
(since m2 = n), and (9.1.1) can be written as π : X˜ → G = X = h, where
π = ϕ, ζ = id.
By modifying the definition of Km in 6.14, we define a variety Hm by
Hm = {(x, v,W1, φ1, φ2) | (x, v,W1) ∈ Gm,
φ1 :W1 ∼−→ V0, φ2 :W
⊥
1 /W1 ∼−→V 0 (symplectic isom.)},
where V0 =Mm1 and V 0 = V
⊥
0 /V0. We also define a variety Z˜m by
Z˜m = {(x, v,gB, φ1, φ2) | (x, v, gB) ∈ X˜m,
φ1 : gMm1 ∼−→V0, φ2 : (gMm1)
⊥/gMm1 ∼−→V 0}.
As in 6.14, we consider G1 = GL(V0), H2 = Sp(V 0), and h2 = LieH2. The
maps π2 : X˜ ′ → X ′ = h2, π
1 : g˜1 → g1 are given as in 6.14. We have the following
commutative diagram
(9.1.3)
g˜1 × X˜
′ σ˜←−−− Z˜m
q˜
−−−→ X˜m
π1×π2
y yϕ˜ yϕ
g1 ×X
′ σ←−−− Hm
q
−−−→ Gmyζ
Xm,
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where morphisms are defined as
q :(x, v,W1, φ1, φ2) 7→ (x, v,W1),
σ :(x, v,W1, φ1, φ2) 7→ (φ1(x|W1)φ
−1
1 , φ2(x|W⊥1 /W1)φ
−1
2 ),
ϕ˜ :(x, v, gB, φ1, φ2) 7→ (x, v, (gMm1), φ1, φ2).
σ˜, q˜ are defined naturally.
One can check that both squares are cartesian squares. Moreover, it is easy to
see that
(9.1.4) q is a principal bundle with fibre isomorphic to G1 ×H2, and σ is a locally
trivial fibration with smooth connected fibre of dimension dimH +m1.
9.2. For a fixed k, we consider the variety Y˜ +
m(k) = (ψ
(m))−1(Y 0
m(k)) as in
6.2, and let Gm(k),sr = ζ
−1(Y 0
m(k)) be the locally closed subvariety of Gm. Here the
varieties Y ′0k , Y˜
′+
k are defined similarly as in Section 2 by replacing X by X
′. As the
restriction of (9.1.3), we have the following commutative diagram
(9.2.1)
g˜1,reg × Y˜k ←−−− Z˜
+
m(k) −−−→ Y˜
+
m(k)y y yϕ0
g1,reg × Y
0
k ←−−− Hm(k),sr −−−→ Gm(k),sryζ0
Y 0
m(k),
where Hm(k),sr = q
−1(Gm(k),sr) and Z˜
+
m(k) = q˜
−1(Y˜ +
m(k)), and ϕ0, ζ0 are restrictions
of ϕ, ζ , respectively. The following result can be proved in a similar way as [Sh,
(8.2.4)].
(9.2.2) The map ζ0 gives an isomorphism Gm(k),sr ≃ Y
0
m(k).
Take ρ ∈ (W ♮
m
)∧. Then by (8.10.2), there exists an integer k and ρ0 ∈ S
∧
m(k)
such that ρ = ρ♮0. Thus Kρ in (8.8.1) is given by Kρ = IC(Xm(k),Lρ0)[dm(k)], where
Lρ0 is a simple local system on Y
0
m(k). By (9.2.2), we can regard Lρ0 as a simple
local system on Gm(k),sr. We put Aρ = IC(Gm(k),sr,Lρ0)[dm(k)]. Then Aρ is an H-
equivariant simple perverse sheaf on Gm(k),sr, which we regard as a perverse sheaf
on Gm by extension by zero.
We show the following result.
Proposition 9.3. Under the setting in 9.2, we have
(i) ϕ!Q¯l[dm] is a semisimple perverse sheaf, equipped with W
♮
m
-action, and is
decomposed as
(9.3.1) ϕ!Q¯l[dm] ≃
⊕
ρ∈(W ♮m)∧
ρ⊗ Aρ.
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(ii) ζ!Aρ ≃ Kρ.
Proof. By (5.14.1), we can write as
(9.3.2) (π1)!Q¯l[dim g1] ≃
⊕
ρ1∈S∧m1
ρ1 ⊗ Aρ1
where Aρ1 = IC(g1,L
1
ρ1
)[dim g1] is a simple perverse sheaf on g1. On the other
hand, by Theorem 5.7, we can write as
(9.3.3) (π2)!Q¯l[dim h2] ≃
⊕
ρ′∈W∧m2,2
ρ′ ⊗Aρ′ ,
where Aρ′ = IC(X
′
k,L
2
ρ2)[dk] for some k and ρ2 ∈ (Sk × Sm2−k)
∧ such that ρ′ = ρ̂2,
which is a simple perverse sheaf on X ′. By applying a similar argument as in 6.14
to the diagram (9.1.3), together with (9.1.4), one can find an H-equivariant simple
perverse sheaf A˜ρ on Gm such that
(9.3.4) q∗A˜ρ[β2] ≃ σ
∗(Aρ1 ⊠Aρ′)[β1],
where β1 = dimH +m1, and β2 = dimG1 +dimH2. Moreover, ρ ∈ W
♮
m
is given by
ρ = ρ1 ⊠ ρ
′ ∈ (Sm1 ×Wm2,2)
∧. By using a similar argument as in [Sh, 8.2], based
on the diagram (9.2.1), one can show that the restriction of A˜ρ on Gm(k),sr coincides
with Lρ0 . Hence we have A˜ρ = Aρ.
Put K1 = (π
1)!Q¯l[dim g1], K2 = (π
2)!Q¯l[dim h2], and also put K = ϕ!Q¯l[dm].
Since both squares in (9.1.3) are cartesian, we have
q∗K[β2] ≃ σ
∗(K1 ⊠K2)[β1].
In particular, K is a semisimple perverse sheaf. It follows from the discussion based
on the diagram (9.2.1), we see that K has a natural action of W ♮
m
. Then by using
(9.3.2), (9.3.3) and (9.3.4), we obtain (9.3.1). This proves (i).
Next we show (ii). Since ζ is proper, ζ!Aρ is a semisimple complex on Xm. Since
ζ!K = π
(m)
! Q¯l[dm] is a semisimple perverse sheaf, ζ!Aρ is also a semisimple perverse
sheaf by (i). By applying ζ! on both sides of (9.3.1), we have
(9.3.5) π
(m)
! Q¯l[dm] ≃
⊕
ρ∈(W ♮m)∧
ρ⊗ ζ!Aρ.
By using the diagram (9.2.1), one can show that the W ♮
m
-module structure of
π
(m)
! Q¯l[dm] induced from ζ! coincides with the W
♮
m
-structure given in the formula
(8.8.1). Thus by comparing (9.3.5) with (8.8.1), we obtain (ii). The proposition is
proved. 
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9.4. For each m ∈ Q0n,3, put Gm,nil = ζ
−1(Xm,nil). Then the map π
(m)
1 is
factored as
π
(m)
1 : X˜m,nil
ϕ1
−−−→ Gm,nil
ζ1
−−−→ Xm,nil,
where ϕ1, ζ1 are restrictions of ϕ, ζ . Since π
(m) is surjective, ϕ1 is surjective. Put
Hm,nil = q
−1(Gm,nil). The inclusion map Gm,nil →֒ Gm is compatible with the diagram
(9.1.3), and we have a commutative diagram
(9.4.1)
g1 ×X
′ σ←−−− Hm
q
−−−→ Gmx x x
(g1)nil ×X
′
nil
σ1←−−− Hm,nil
q1
−−−→ Gm,nil,
where σ1, q1 are restrictions of σ, q, respectively, and vertical maps are natural in-
clusions. A similar property as (9.1.4) still holds for σ1, q1, and both squares are
cartesian squares.
For each λ ∈ P(m(k)), we define a subset Gλ of Gm,nil as follows. Write λ =
(λ(1), λ(2), λ(3)), where |λ(1)| = m1, |λ
(2)| = k, |λ(3)| = m2 − k. Let O
′
1 = Oλ(1) be
the G1-orbit in (g1)nil and O2 = O(λ(2),λ(3)) be the H2-orbit in X
′
nil = (h2)nil (see the
notation in 7.2). Put Gλ = q1(σ
−1
1 (O
′
1 × O2)). Then Gλ is an H-stable, irreducible
smooth subvariety of Gm,nil.
Let Gλ be the closure of Gλ in Gm,nil. Recall the map πλ : X˜λ → Xλ defined in
7.4, and let X˜0λ be as in 7.11. It follows from the construction that X˜λ is a closed
subset of Gm,nil. We show a lemma.
Lemma 9.5. (i) Gλ coincides with X˜λ. In particular, X˜
0
λ is an open dense
subset of Gλ.
(ii) ζ1(Gλ) = Xλ, and ζ
−1
1 (X
0
λ) = X˜
0
λ. Hence the restriction of ζ1 on ζ
−1
1 (X
0
λ)
gives an isomorphism ζ−11 (X
0
λ) ∼−→X
0
λ.
Proof. It follows from the construction that X˜0λ ⊂ Gλ. Hence X˜λ ⊂ Gλ. By Lemma
7.5, dim X˜λ = 2dimUP + dimO1 + dimO2. On the other hand,
dimGλ = dimO
′
1 + dimO2 + β1 − β2
= 2dimUP + dimO1 + dimO2.
(Here β1, β2 are as in (9.3.4), and dimO1 = dimO
′
1 +m1 by (7.3.1).) Since X˜λ is
irreducible and closed, we have X˜λ = Gλ. This proves (i). Then the restriction of ζ1
on Gλ coincides with the map πλ : X˜λ → Xλ. Thus (ii) follows from Lemma 7.12.
The lemma is proved. 
9.6. Recall the set P˜(m) in (7.7.1) for each m ∈ Q0n,3. By (8.10.2), the set
(W ♮
m
)∧ is parametrized by P˜(m). We denote by ρ♮λ the irreducible representation
of W ♮
m
corresponding to λ ∈ P˜(m). On the other hand, we denote by ρ̂λ the
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irreducible representation of Wn,3 belonging to (W
∧
n,3)m under the correspondence
(8.10.3). By (8.10.1), we have a parametrization
W∧n,3 ≃
∐
m∈Q0n,3
P˜(m).
The following result determines the Springer correspondence explicitly (compare
with [Sh, Thm. 8.7]).
Theorem 9.7. Assume that m ∈ Q0n,3.
(i) Let Lρ be as in Theorem 8.9. Assume that ρ = ρ
♮
λ ∈ (W
♮
m
)∧ for λ ∈ P˜(m).
Then we have
(9.7.1) Lρ ≃ IC(Xλ, Q¯l)[dimXλ].
(ii) (Springer correspondence for W ♮
m
)
(π
(m)
1 )!Q¯l[d
′
m
] ≃
⊕
λ∈P˜(m)
ρ♮λ ⊗ IC(Xλ, Q¯l)[dimXλ].
(iii) (Springer correspondence for Wn,3)
(πm)!Q¯l[d
′
m
] ≃
⊕
λ∈P˜(m)
ρ̂λ ⊗ IC(Xλ, Q¯l)[dimXλ].
Proof. By Proposition 9.3, we know that ζ!Aρ = Kρ under the notation in 9.2. Hence
by the base change theorem , (ζ1)!(Aρ|Gmnil) ≃ Kρ|Gm,nil . For λ ∈ P(m(k)), put ρ =
ρ♮λ. We define a simple perverse sheaf Bλ on Gm,nil as follows. Let O
′
1,O2 be as in 9.4.
Put Bρ1 = IC(O
′
1, Q¯l)[dimO
′
1] for ρ1 = ρλ(1) ∈ S
∧
m1 , and Bρ′ = IC(O2, Q¯l)[dimO2]
for ρ′ = ρ̂2 ∈ W
∧
m2,2 with ρ2 ∈ (Sk × Sm2−k)
∧. By a similar construction as in the
proof of Proposition 9.3, there exists a unique simple perverse sheaf Bρ on Gm,nil
satisfying the relation
(9.7.2) q∗1Bλ[β2] ≃ σ
∗(Bρ1 ⊠ Bρ′)[β1].
We know that Aρ1 |(g1)nil ≃ Bρ1 , up to shift. On the other hand, by Corollary 5.20,
we have Aρ′ |(h2)nil ≃ Bρ′ , up to shift. Thus by comparing (9.7.2) and (9.3.4), we see
that the restriction of Aρ on Gm,nil coincides with Bρ, up to shift. Also by (9.7.2),
the restriction of Bρ on Gλ is a constant sheaf Q¯l. In particular, supp Bρ = Gλ. By
Lemma 9.5, the support of (ζ1)!Bλ coincides with Xλ. By Theorem 8.9, we know
that the restriction of Kρ on Xmnil is a simple perverse sheaf Lρ. Hence in order to
show (9.7.1), it is enough to see that Lρ|X0
λ
is a constant sheaf Q¯l. By Lemma 9.5
(ii), ζ−1(X0λ) = X˜
0
λ ⊂ Gλ, and ζ
−1
1 (X
0
λ) ∼−→X
0
λ. It follows that (ζ1)!Bλ|X0λ coincides
with Q¯l, up to shift. This proves (9.7.1). (ii) and (iii) then follows from Theorem
8.9 and Corollary 8.11. The theorem is proved. 
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9.8. For each z ∈ Xm,nil, we consider the Springer fibres Bz = π
−1(z) and
B
(m)
z = (π(m))−1(z) as in 7.13. We have B
(m)
z ⊂ Bz . The cohomology group
H i(B
(m)
z , Q¯l) has a structure of W
♮
m
-module, and H i(Bz, Q¯l) has a structure of
Wn,3-module. For λ ∈ P˜(m), put
(9.8.1) dλ =
1
2
(dimXm,nil − dimXλ)
We have a lemma.
Lemma 9.9. Assume that λ ∈ P˜(m).
(i) For any z ∈ Xλ, dimB
(m)
z ≥ dλ. The set of z ∈ Xλ such that dimB
(m)
z = dλ
forms an open dense subset of Xλ.
(ii) For any z ∈ Xλ, H
2dλ(B
(m)
z , Q¯l) contains an irreducible W
♮
m
-module ρ♮λ.
Proof. First we show (ii). For any z ∈ Xm,nil, Theorem 9.7 (ii) implies that
(9.9.1) H i(B(m)z , Q¯l) ≃
⊕
µ∈P˜(m)
ρ♮µ ⊗H
i−d′m+dimXµ
z IC(Xµ, Q¯l)
asW ♮
m
-modules. Assume that z ∈ Xλ and put i = 2dλ. Since H
0 IC(Xλ, Q¯l) = Q¯l,
H2dλ(B
(m)
z , Q¯l) contains ρ
♮
λ. This proves (ii).
(ii) implies, in particular, that dimB
(m)
z ≥ dλ. Put d = dim(π
(m))−1(Xλ) −
dimXλ. Let X(d) be as in (7.13.1). Then X(d) ∩ Xλ is open dense in Xλ. Hence
dimXλ ≤ dimX(d). By Lemma 7.14 (iii), we have, for any z ∈ X(d) ∩B
(m)
z ,
dimB(m)z ≤
1
2
(dimXm,nil − dimX(d)) ≤
1
2
(dimXm,nil − dimXλ) = dλ.
Hence dimB
(m)
z = dλ and d = dλ. This proves (i). 
We show the following result (compare with [Sh, Prop. 8.16]).
Proposition 9.10. Take z ∈ X0λ, and assume that λ ∈ P˜(m).
(i) dimB
(m)
z = dλ, and H
2dλ(B
(m)
z , Q¯l) ≃ ρ
♮
λ as W
♮
m
-modules.
(ii) dimBz = dλ, and H
2dλ(Bz, Q¯l) ≃ ρ̂λ as Wn,3-modules. Hence the map
z 7→ H2dλ(Bz, Q¯l) gives a canonical bijection
{X0λ | λ ∈ Pn,3} ∼−→W
∧
n,3.
Proof. We prove (i). We consider the diagram as in (9.1.3), restricted to the nilpotent
variety as in 9.4. Write λ = (λ(1),λ′) with λ′ = (λ(2), λ(3)). Put
dλ(1) = (dim(g1)nil − dimO
′
1)/2,
dλ′ = (dimX
′
nil − dimO2)/2.
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We note that
(9.10.1) dλ = dλ(1) + dλ′.
In fact, by Proposition 7.8 and Lemma 7.5,
dλ = ((2n
2 +m1)− (2 dimUP + dimO1 + dimO2))/2
= (dimG1 + dimH2 − n− dimO
′
1 − dimO2)/2
= (dim(g1)nil + dim(h2)nil − dimO
′
1 − dimO2)/2.
Thus (9.10.1) holds.
Take z ∈ X0λ. Assume that λ ∈ P˜(m). By Lemma 9.5 (ii), ζ1 gives an
isomorphism ζ−11 (X
0
λ) → X
0
λ. Hence there exists a unique z∗ ∈ ζ
−1
1 (X
0
λ) such that
ζ1(z∗) = z. Since ζ
−1
1 (X
0
λ) ⊂ Gλ, by using the diagram (9.1.3) and its restriction on
the nilpotent variety (9.4.1), one can find (x1, x2) ∈ O
′
1×O2 such that σ
−1
1 (x1, x2) =
q−11 (z∗). Note that dimB
1
x1 = dλ(1), dimB
2
x2 = dλ′ , where B
1 is the flag variety for
G1 and B
2 is the flag variety for H2. Thus by (9.1.3) together with (9.10.1), we
have
(9.10.2)
(
R2dλ(1)π1! Q¯l
)
x1
⊗
(
R2dλ′π2! Q¯l
)
x2
≃
(
R2dλϕ˜!Q¯l
)
ξ
≃
(
R2dλ(ϕ1)!Q¯l
)
z∗
,
where ξ is an element in σ−11 (x1, x2) = q
−1
1 (z∗). Since ζ
−1
1 (X
0
λ) ≃ X
0
λ, we have
(9.10.3) H2dλ(B(m)z , Q¯l) ≃
(
R2dλ(π1)!Q¯l
)
z
≃
(
R2dλ(ϕ1)!Q¯l)z∗.
We already know, from the Springer correspondence for g1 and h2,
dim
(
R2dλ(1)π1! Q¯l
)
x1
= dimH2dλ(1) (B1x1, Q¯l) = ρλ(1) ,
dim
(
R2dλ′π2! Q¯l
)
x2
= dimH2dλ′ (B2x2 , Q¯l) = ρ̂λ′ .
Then (9.10.2) and (9.10.3) show that dimH2dλ(B
(m)
z , Q¯l) = dim ρ
♮
λ. By Lemma
9.9 (ii), H2dλ(B
(m)
z , Q¯l) contains ρ
♮
λ. It follows that H
2dλ(B
(m)
z , Q¯l) ≃ ρ
♮
λ as W
♮
m
-
modules. (9.10.2) also shows that dimB
(m)
z = dλ. This proves (i).
Next we show (ii). We consider the decomposition of H i(B
(m)
z , Q¯l) in (9.9.1).
By Theorem 9.7 (iii), we have a similar decomposition
(9.10.4) H i(Bz, Q¯l) ≃
⊕
µ∈P˜(m)
ρ̂µ ⊗H
i−d′m+dimXµ
z IC(Xµ, Q¯l).
Since H i(B
(m)
z , Q¯l) = 0 for i > 2dλ, (9.9.1) implies that H
i−d′m+dimXµ IC(Xµ, Q¯l) =
0 for any choice of µ ∈ P˜(m) and of i > 2dλ. It follows, by (9.10.4) that
H i(Bz, Q¯l) = 0 for i > 2dλ. Since B
(m)
z ⊂ Bz, dimBz ≥ dimB
(m)
z = dλ. Hence
dimBz = dλ. By (i) and (9.9.1), we see that H
2dλ−d
′
m+dimXµ IC(Xµ, Q¯l) = 0 for any
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µ 6= λ, and is equal to Q¯l for µ = λ. Hence by (9.10.4), we have H
2dλ(Bz , Q¯l) ≃ ρ̂λ
as Wn,3-modules. This proves (ii). The proposition is proved. 
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