Abstract-This paper presents a Hybrid Spiral and SineCosine Algorithm (SSCA). Sine-Cosine algorithm (SCA) is a random-based optimization that utilizes an elitism approach and adaptive step size in its strategy. The step size is linearly varied and thus has caused the algorithm to produce steady convergence trend towards an optimal solution. It also has resulted the algorithm unable to achieve the true optimal solution. On the other hand, Spiral Dynamic Algorithm (SDA) is a deterministic-based algorithm that offers a nonlinear trend of agents step size in its operation. Therefore, an adoption of spiral equation from SDA into SCA is proposed as a solution to increase SCA convergence speed and its corresponding accuracy. The proposed algorithm is tested with a set of benchmark functions. Its accuracy and convergence trend performances are measured and recorded. A nonparametric Wilcoxon Sign Rank test is applied to statistically analyze the significance improvement of the SSCA accuracy in comparison to original SCA. Finding from the accuracy analysis indicates that the proposed SSCA algorithm significantly outperformed the original SCA. Moreover, from a graphical result, it shows that the SSCA has faster speed compared to another contestant algorithm.
INTRODUCTION
Optimization algorithms are considered as famous tools to solve various complex real world problems. They are developed inspired from various natural or biological phenomena on earth. Some of them are developed inspired from theory of physics. All these algorithms also known as swarm or group based algorithms. One of the advantages of optimization algorithm is that it offers a reliable and optimal solution. The implementation of the algorithm requires a good computing and processing tool. With the emerging of fast processing speed of computing tool like a high speed computer and etc, the application of optimization algorithm in various fields is more demanding.
Sine-Cosine Algorithm (SCA) is a relatively new developed optimization algorithm [1] . It is inspired from Sine and Cosine mathematical terms. SCA utilizes a random based, an elitism and a dynamic step size for search agents to move within a feasible search region. It provides good exploration and exploitation phases. However, the agents' step size is varied linearly based on the search progress and thus resulted in a consistent convergence speed. Various studies have shown that an accuracy performance of the SCA can be improved further. [2] proposed linear and exponential adaptive based SCA. Search agents' step size was made adaptive with respect to their fitness value at different locations. The proposed algorithms were tested with several benchmark functions. Result and analysis the work indicated that the algorithms produced better accuracy compared to the original SCA. [3] proposed a hybrid Simulated Kalman Filter (SKF) with SCA. Prediction, measurement and estimation phases of a Kalman theory were incorporated into SCA. The algorithm introduced a new method to vary agents step size in different iterations. Result and analysis of the work showed the algorithm significantly improved accuracy of SCA.
Another nature inspired optimization is a Spiral Dynamic Algorithm (SDA) [4] . The strategy of SDA is developed inspired from various spiral phenomena found on earth. It includes spiral of a galaxy, spiral of a torpedo, spiral of a nautilus shell and etc. SDA imposes all search agents to move spirally throughout a feasible search region. The main advantage of SDA is that it provides a diversification and intensification strategy at the early and later phase of search process. During diversification phase, all agents move with a large step size and thus viewed as a good exploration strategy. During intensification phase, all agents move with a small and decreasing step size and thus is considered as a good exploitation strategy. SDA is also considered as a deterministic based algorithm. All agents' trajectory are determined based on two predefined spiral radius and spiral angle.
In literature, many researchers successfully applied spiral equation to improve performance of other group based algorithms. [5] incorporated spiral equation of SDA into Bacterial Foraging Algorithm (BFA). Spiral equation was added after the chemotaxis phase of the BFA. It provided a dynamic agents step size throughout the search process and thus improved exploration and exploitation phases of BFA. Analysis of the work showed that the proposed hybrid algorithm significantly improved accuracy of original BFA. [6] proposed a hybrid SDA and Genetic Algorithm (GA). Mutation and crossover operations of GA were combined with the SDA. It also viewed as a combination of a random based and a deterministic based strategies. The proposed algorithm was tested with a set of benchmark functions and compared with original GA and SDA. Result showed the proposed hybrid algorithm had better accuracy.
Motivated by the aforementioned literature studies, this paper presents a Hybrid Spiral Sine-Cosine Algorithm (SSCA). A spiral equation from Spiral Dynamic Algorithm (SDA) is incorporated into the Sine-Cosine Algorithm (SCA) algorithm to increase diversification and intensification strategies of search agents within the search space. The paper is organized as follows. The Section I introduces the optimization algorithm and SDA, SCA in general. Section II explains the original SCA, SDA and the details of the proposed SSCA. Section III describes a set of benchmark functions used to test the performance of the algorithms and the algorithms set up. Result and discussion are elaborated in Section IV. Finally, conclusion of the paper is given in Section V.
II. SCA, SDA AND SSCA

A. Sine-Cosine Algorithm (SCA)
The concept of SCA is formulated based on two mathematical sine and cosine terms. Both sine and cosine terms have a similar pattern except they have a different in the starting point. For a sine term, its corresponding graph is started at the origin of x and y axes. On the other hand, the corresponding graph of cosine term has a starting point at non-zero value of y-axis and zero of x-axis. If plotted in terms of a unit of degree, the sine or cosine terms can form a circular shape. The sine and cosine equations used to develop the SCA is presented as (1) and (2). 
where a is a pre-defined constant, t is index of an iteration at a current time, and T is the value of the maximum iteration defined for the algorithm. The equation 1 r is governed such that it is reduced as the current iteration is increased. The equation 2 r is presented as (4) .
where rand is a random number defined between [0,1]. It depicts a random behaviour of the algorithm in deciding agent's direction. The parameter 3 r is a random number imposes to each agent.
B. Spiral Dynamic Algorithm (SDA)
The most crucial part of the SDA is its spiral equation. The equation imposes all agents to move in a spiral trajectory from one location to another new location. Equation (5) shows the spiral equation of SDA. is the spiral center of a spiral form. Graphical representation of spiral form that generated from the spiral equation is depicted in Figure (1) . (5) to update all agents' position and it is terminated once the maximum value of k is achieved.
C. Spiral Sine-Cosine Algortihm (SSCA)
In SSCA, spiral equation as shown in equation (5) is adopted into SCA. Therefore it involves additional one more step of the SCA. Three position update equations are involved. The first update position equation is taken from spiral equation as (5) and the next two update position equation are taken from sine and cosine as (1) and (2) . Therefore, all agents are imposed a spiral movement in the first phase and followed by a random motion in the second phase. Equation (5) provides a large step size at the beginning of the search process. It is known as a diversification or exploration. Towards the end of the search process, the equation provides a smaller step size for all agents. It is known as an intensification or exploitation. A step-by-step explanation for the Spiral Sine-Cosine algorithm is shown as follows.
Step1: Initialize i th agents' position, Xi and maximum iteration, T.
Step2: Update cost function, f(Xi) value of every single agent, i.
Step3: Determine the best agent Xfmin. Agent with lowest cost function value, fmin is considered as the best agent. The best agent is assigned as the centre of a spiral form or xstar in (5).
Step4: Update every single individual ith agent's position using equation (5).
Step5: Update every single individual ith agent's position using equations (1) and (2). This moves agents from the updated position in Step4 to another new position.
Step6: Update cost function, f(Xi) value of every single agent, i.
Step7: Determine the best agent Xfmin. Agent with lowest cost function value, fmin is considered as the best agent.
Step8: Check if the iteration has achieved the maximum value. If it is true, stop the algorithm. If it is not true, repeat
Step4 until Step8.
III. PERFORMANCE TEST AND BENCHMARK FUNCTIONS
The performance of the proposed SSCA is assessed with a set of benchmark functions and it is compared with the performance of the original SCA. Two performance criteria are evaluated. First is its accuracy or closeness of the found solution to the theoretical optimal solution and second is the convergence speed in finding the optimal solution.
The benchmark functions used to test the performance of the contested algorithms are presented in Table I . The search range for the functions 1, 3 and 4 was set between [-100, 100]. For the functions 2 and 5, the search range were set as [-10 , 10] and [-30, 30] respectively. All functions were set to have 20 dimensions, theoretical optimal solution at zero, have unimodal fitness landscape and shifted property. Details of the functions can be found in [1] .
The parameter of the SCA for the performance test in this work was setup following the work of [1] . The constant a in (3) was defined as 2. The parameters for the proposed SSCA were set similar to parameters in SCA. Parameters for the spiral equation of the SSCA were determined via try and error approach. The algorithm achieved the best performance tested on the benchmark functions when the parameters r=0.96 and θ=ᴨ/2.
In order to verify the improvement, a significant test via a Wilcoxon Sign Rank Test was utilized. The test was conducted based on 5% level of confidence, P. If the value of P is less than or equal to 0.05 or 5%, the result is considered as significantly different. It also indicates that the result has significant improvement. On the contrary, the result is considered as the same and the algorithms have the same accuracy performance if the P value is greater than 5%. The performance test was conducted based on 30 independent runs with maximum of 500 iterations for each run. Table II , a standard deviation result is shown in bracket and italicized. The best mean and standard deviation values between the SSCA and SCA is highlighted in bold font. It is noted from the table that SSCA achieved the best performance for the mean and standard deviation value. Results presented for functions 3 and 4 show a big difference compared to the functions 1, 2 and 5. The convergence graphs plotted with a maximum of 500 iterations for both SSCA and SCA are shown in Figures 2-6 . The y-axis represents the cost function value while the x-axis represents number of iterations. The result of the SCA is represented as a red-smoothed line while the result of SSCA is shown as a blue-dotted line. Figures 2, 4 , 5, and 6 show that SSCA graph has achieved a faster convergence speed for functions 1, 3, 4 and 5 respectively. Function 2 graph shows almost similar convergence trend for both SSCA and SCA. In term of accuracy, functions 1 and 2 show the two algorithms have achieved almost similar performance. However, for the rest of the functions, it is noted that SCA graph is trapped into a local optima solution and thus unable to achieve an optimal solution. It is also noted from the graphs, convergence plot of SSCA has achieved smoother line as compared to SCA. Based on all presented result, it is found that the SCA stays perform competitive for function with 10 dimensions only. However, it unable to maintain its performance for functions with 30 dimensions and higher. 
V. CONCLUSION
A Spiral-based Sine-Cosine Algorithm (SSCA) has been presented in this paper. A spiral equation model from Spiral Dynamic Algorithm (SDA) has been incorporated into SineCosine Algorithm (SCA). With the strategy, all agents have been imposed both deterministic and random based motions. It also increase dynamic of the agents motion throughout the search space. Both SSCA and SCA algorithms have been tested with a set of benchmark functions. Performance on their accuracy and convergence trend have been analysed via nonparametric statistical test and discussed. From the work, it has been shown that SSCA has outperformed accuracy performance for all functions and found nearly optimal solution well. For the convergence trend, SSCA has presented a faster convergence for 4 out of 5 functions. In the future, a more comprehensive test with another set of the state-of-the-art function will be done. The algorithm is seen as a potential tool to be used to solve various complex real world problems.
