This paper introduces a novel class of generalized assignment problems with location/allocation considerations that arises in several applications including retail shelf space allocation. We consider a set of items where each item may represent a family of products and a set of variable-sized knapsacks that may represent shelves which comprise contiguous segments having distinct attractiveness. The decision-maker seeks to assign the set of items to these knapsacks, specify their segment assignments within knapsacks, and determine their total allocated space within pre-determined lower/upper bounds in a fashion that maximizes a reward-based objective function. We develop an effective optimization-based Very Large-Scale Neighborhood Search (VLSN) that enables the derivation of improved solutions in a neighborhood by re-optimizing selected subsets of knapsacks using a proposed mixed-integer formulation. The VLSN approach greatly outperforms the best solution identified by CPLEX within one CPU hour, whereas general-purpose solver heuristics (e.g., feasibility pump, relaxation induced neighborhood search, or local branching) failed to provide feasible solutions to most of the larger instances within a time limit comparable to VLSN algorithm run times. To provide further evidence of the near-optimality of the VLSN solutions, we derived tighter upper bounds by solving a 0-1 MIP relaxation of the problem using an enhanced column generation approach. Our computational study was carried out on randomly generated computationally challenging instances with up to 210 items and 42 knapsacks. Our results demonstrate that the proposed approach delivers high-quality solutions that exhibit an average deviation below 0.4%.
Introduction and Motivation
The generalized assignment problem (GAP) and its many variants have received a great The remainder of this paper is organized as follows. Section 2 provides a concise overview of generalized assignment problems and positions our work in the context of the extent literature. Section 3 introduces the problem along with our notation and presents a mathematical programming formulation. Section 4 delineates our proposed VLSN algorithm and discusses the heuristics we used to initialize the VLSN algorithm and the multi-knapsack selection scheme for the exploration of neighborhoods. Section 5 overviews a column generation approach for solving a 0-1 MIP relaxation of the problem in order to produce tighter upper bounds on the optimization model. Section 6 presents a computational study using a set of problem instances with up to 210 items and 42 knapsacks. Section 7 concludes the paper with a summary of our findings and a discussion of recommended directions for future research.
Literature Review
In its basic form, the GAP considers a set of items (tasks) and knapsacks (agents) and seeks to determine a maximum-value (or minimum-cost) assignment of items to knapsacks, while ensuring that every item is assigned to exactly one knapsack without violating the capacity of any knapsack. Martello and Toth (1990) and Cattrysse and Van Wassenhove (1992) overviewed the GAP along with foundational blocks for related branch-and-bound algorithms, approximate algorithms, polyhedral analysis, and preprocessing routines that can help reduce the size of a GAP instance. In face of the numerical intractability of larger GAP instances, Cattrysse and Van Wassenhove (1992) noted a "shortage of effective heuristics." The following years witnessed the development of numerous heuristics and metaheuristics as discussed in Osman (1995) , Chu and Beasley (1997) , Nauss (2003) fiber optic cable production application. The more inquisitive reader is referred to the two aforementioned surveys for a discussion of the following GAP variants: (i) The nonlinear capacity-constrained GAP; (ii) the multilevel GAP where agents can execute tasks with multiple efficiency levels; (iii) the dynamic GAP where consideration is given to the sequence in which jobs are executed by agents; and (iv) the generalized quadratic assignment problem. Krumke and Thielen (2013) also recently examined the GAP with minimum quantities (GAP-MQ) which stipulates that a knapsack that is used should be assigned a total weight/space that satisfies pre-specified lower bounds.
A key feature of the GAPLA that we examine is that each knapsack, in addition to being capacitated as in the classical GAP, is discretized into consecutive segments that have different attractiveness levels. This feature is pertinent to reflect the relative traffic density associated with different shelf segments in a retail store. This modeling consideration may also arise in a health care context whereby the elastic GAP in Denton et al. (2010) is extended to a GAPLA with discretized time blocks that reflect the relative attractiveness of certain times of the day to patients and/or their desirability to surgeons. In GAPLA, we also consider that any item is allocated space within pre-specified lower and upper bounds that can be dictated by marketing considerations in a retail context. In such applications, beyond assigning items to knapsacks, the decision-maker needs to determine the sequence in which items are assigned to a knapsack, the specific contiguous knapsack segments to which an item is assigned, and the total space it should be allocated within its lower/upper bounds. In contrast with a GAP with special ordered sets type II, items in GAPLA can appear over multiple (and possibly more than two) consecutive segments. The intertwined decisions involved in GAPLA make it particularly challenging and require the development of effective heuristics for larger problem instances. This paper is a first step towards this goal.
Mathematical Programming Formulation
In this section, we present a 0-1 mixed-integer programming (MIP) formulation for the generalized assignment problem with location/allocation considerations (GAPLA). Subsequently we shall use this formulation as a cornerstone for the neighborhood exploration in the VLSN algorithm discussed next in Section 4. To this end, we introduce the following notation:
• B ≡ {1, . . . , m}: Set of knapsacks which are indexed by i.
• K i ≡ {α i , . . . , β i }: Set of consecutive segments along knapsack i which are indexed by k, ∀i ∈ B.
• K ≡ ∪ i∈B K i : Set of all knapsack segments, numbered consecutively from 1 to β m .
• N ≡ {1, . . . , n}: Set of items to be allocated to knapsacks which are indexed by j.
• C i : Capacity of knapsack i, ∀i ∈ B.
• c k : Capacity of knapsack segment k, ∀k ∈ K.
• f k : Attractiveness of segment k, ∀k ∈ K.
• ℓ j , u j : Minimum/Maximum space requirement for item j, ∀j ∈ N .
• φ j : Minimum space to be allocated to item j along any segment it is assigned to.
• ρ j : Relative importance of item j, ∀j ∈ N .
We introduce the following decision variables:
• x ij ∈ {0, 1}: x ij =1 if and only if item j is assigned to knapsack i, ∀j ∈ N , i ∈ B.
• y kj ∈ {0, 1}: y kj =1 if and only if item j is assigned to segment k, ∀j ∈ N , k ∈ K.
• s kj : Amount of space allocated to item j along segment k, ∀j ∈ N , k ∈ K.
• q kj : Auxiliary nonnegative variable that takes on a value of 1 if item j is assigned to both segments k and k + 1; 0 otherwise, ∀j ∈ N , i ∈ B, k = α i , . . . , β i − 1.
A gradual exposition of the 0-1 MIP for GAPLA is provided as follows. The objective function (1a) maximizes the total reward:
Constraint (1b) ensures that any item is assigned to exactly a single knapsack:
Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the mansucript number!) Constraint (1c) is a knapsack constraint that guarantees that the minimum space requirements of items assigned to a knapsack do not exceed its capacity. Constraint (1d) requires the space allocated to a knapsack segment not to exceed its capacity. Although, because of (1d), Constraint (1c) is redundant, its inclusion was empirically observed to be beneficial to standard commercial solvers such as CPLEX.
Constraint (1e) ensures that the total space allocated to an item lies between its minimum and maximum space requirements. Constraint (1f) introduces lower and upper bounding constraints on the space an item may be assigned along any knapsack segment. The upper bounding constraint relates to the segment capacity and the maximum space requirement for an item, whereas the lower bounding constraint requires "meaningful" space allocations along knapsack segments (and precludes very fractional allocation that may be of little practical use). For example in the context of retail, the minimum such space requirement along a shelf segment may be the smallest size of an item facing that belongs to a product category (e.g., smallest cereal box that can be placed along a shelf segment).
Constraint (1g) stipulates that should an item be assigned to multiple knapsack segments, these have to be consecutive. In particular, if an item is allocated space along some segments k 1 and k 3 in a knapsack, then it must also entirely fill any intermediate knapsack
Constraint (1h) ensures that an item cannot be allocated to a segment unless it is assigned to its associated knapsack. Constraint (1i) guarantees that if an item is assigned to a knapsack, then it has to be assigned to at least one of its segments. ) 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 60
Moreover, Constraints (1j) and (1k) guarantee that at most one item can have allocated space overlapping a chosen pair of consecutive knapsack segments. Finally, Constraint (1l) enforces logical binary and nonnegative restrictions on the decision variables.
Model GAPLA is defined by (1a)-(1l). To further enhance Model GAPLA we introduce the We propose a VLSN algorithm that is delineated in Section 4.1. Two constructive heuristics are presented in Section 4.2 and used independently to initialize the VLSN algorithm.
We define the τ -neighborhood of an incumbent solution as all solutions that are attainable by selecting some τ (with 2 ≤ τ ≤ m) knapsacks in the solution and re-optimizing their assigned items. To circumvent an exhaustive and computationally onerous exploration of such neighborhoods, we adopt in Section 4.3 a multi-knapsack selection mechanism that enables an effective, partial neighborhood exploration. 4.2), yielding a lower bound. Together these two bounds form an initial optimality gap.
We proceed to Step 2.
• Step 2 -Neighborhood Exploration: Entirely explore the neighborhood G τ (σ), with a specified value of τ (between 2 and m). This entails the examination of a reduced GAPLA instance formed by each subset of τ knapsacks in the incumbent and their associated items in the incumbent solution and its optimization using our MIP formulation. Upon exploring G τ (σ), the best incumbent,σ new , is recorded and G τ (σ new ) is explored. This procedure is iterated until no further improvements are possible and a local optimum is reached. We then proceed to Step 3 to expand the neighborhood.
•
Step 3 -Neighborhood Expansion: The size of the neighborhood is gradually enlarged by incrementing τ in order to escape local optima. For instance, when no further improvements are possible using pairs of knapsacks in an incumbent solution, the neighborhood will be expanded to triplets of selected knapsacks, and so on. The algorithm proceeds to
Step 2 with an expanded neighborhood and the search continues until at least one of several stopping criteria is met. We have used the following three stopping criteria:
1. If the relative gap between the LP-based upper bound and the incumbent solution is less than or equal some ǫ 1 % then VLSN search algorithm stops. We have set ǫ 1 ≡ 0.5% in our computational study.
2. If moving from the neighborhood of size τ − 1 to τ does not improve the incumbent solution by at least ǫ 2 %, then VLSN search algorithm stops. We set ǫ 2 ≡ 0.25% in our study.
3. If the pre-specified CPU time limit is reached, then VLSN search algorithm terminates. We have adjusted this parameter depending on the size of the instances examined in our computational study, varying from 20 CPU seconds to 240 CPU seconds.
Assuming a feasible instance, the VLSN algorithm is detailed as follows, where r i denotes the objective value contribution of knapsack i in an incumbent solution:
VLSN Search Algorithm
Derive an upper bound by solving the continuous relaxation of the problem.
Generate an initial feasible solution with a total reward r * = i∈B r i . 
Solve GAPLA with N ← N g and B ← g yielding the total reward i∈g r new i
.
In the VLSN procedure, loop A3 iterates over a given neighborhood, seeking to improve the incumbent. If at the end of A3 the incumbent has improved, loop A2 dictates a similar search over the neighborhood (of the same size) formed with the re-optimized knapsacks.
Otherwise, loop A1 increases the size of the neighborhood.
VLSN Initialization
The VLSN search algorithm is grounded in the availability of an initial feasible solution.
It is conceivable to obtain such a starting solution by solving Model GAPLA using CPLEX (or Gurobi) with the requirement that the solver stops as soon as it identifies one MIP feasible solution. This, however, becomes intractable for larger instances. Rather, we propose the following two constructive heuristics, Initial1 and Initial2, which solve large-scale instances in a fraction of one CPU second in our experience. 
Heuristic Initial1
At its core, Initial1 sorts knapsacks in the nonincreasing order of their mean segment
, ∀i ∈ B, and items in the nonincreasing order of their objective coefficient, ρ j . We then estimate a mean space consumed by item, avr ≡ i∈B C i |N | and, hence, estimate the mean number of items each knapsack can accommodate, nbItem i =
For each knapsack i, scanned from the most attractive to the least, the algorithm first attempts to assign the best unassigned nbItem i as can possibly be accommodated by the knapsack capacity. After this allocation step, if certain items remained unassigned, the algorithm chooses the best such item and assigns it to the knapsack having the largest residual capacity. If the latter is insufficient, the algorithm chooses the next available knapsack and re-optimizes the items in both knapsacks along with this unassigned item.
If this is not sufficient again, the third available knapsack is added and the content of all three knapsacks is re-optimized along with this unassigned item. This process continues until it finds a feasible allocation for the item. If the given instance is feasible, it is ensured that the unallocated items will be allocated at the end of this process. Once all items are assigned to the knapsacks, the resulting assignment is given to our MIP model GAPLA to determine the optimal knapsack segment assignment and space allocation for each item. Here, GAPLA implements the optimal internal arrangement for each knapsack. The details of Heuristic Initial1 are provided in Appendix A.
Heuristic Initial2
Heuristic Initial2 first sorts knapsacks in the nonincreasing order of their mean segment attractiveness values and items in the nonincreasing order of their objective coefficients. For each knapsack i, scanned from the most attractive to the least, the algorithm first attempts to assign the best unassigned item as can possibly be accommodated by the knapsack capacity. By doing so, it selects m unassigned items (or less if the unassigned items are fewer than m) and assigns each one of them to an open knapsack, in turn. In the following iteration, the next best m unassigned items are selected and are assigned in the reverse order, from the worst to the best knapsack. That is, for each knapsack i, scanned from the least attractive to the most, the algorithm attempts to assign the best unassigned item as can possibly be accommodated by the knapsack capacity. This alternation in the traversal of knapsacks continues, thereby achieving a more balanced distribution of good and poor items across the knapsacks. This approach is in the spirit of profile fitting heuristics in machine scheduling (McCormick et al. 1989 ) and is detailed in Appendix A.
Partial Neighborhood Exploration via Probabilistic Multi-Knapsack Selection
In the VLSN algorithm proposed in Section 4.1, every combination of τ knapsacks forming neighborhood G τ for an incumbent solution is re-optimized. This is both computationally expensive but also potentially ineffective, because some such τ combinations may yield no or very little improvement. Instead, we propose a partial neighborhood exploration that is guided by the selection of potentially worthwhile τ knapsacks for re-optimization. It has been our observation that the most promising τ combinations of knapsacks tend to include both strong knapsacks that have relatively high contributions to the incumbent objective value and weak knapsacks. Such combinations offer an opportunity for item swapping and space re-allocation across the τ knapsacks examined using the MIP model for GAPLA. Whereas the reward of some strong knapsacks may marginally deteriorate, the improvement witnessed in the weak knapsacks makes it overall worthwhile and identifies new promising solutions.
This notion of identifying combinations of τ knapsacks in the incumbent that can be attractive from a re-optimization point of view is applied in the VLSN in a probabilistic way. For all knapsacks in the incumbent solution, we compute two probabilities: (i) the probability of being selected as a strong knapsack, P s i ≡ r i / i ′ ∈tempset r i ′ where tempset includes the unselected knapsacks to be included in a subset of τ knapsacks within a neighborhood and (ii) the probability of being selected as weak knapsack, P
. Iteratively, we alternate the selection of a strong knapsack and a weak knapsack using these probabilities, until a combination of τ knapsacks is formed.
These knapsacks and their associated items are then optimized using our MIP formulation of GAPLA.
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• N t : Number of distinct subsets of items in N that can be feasibly assigned to a knapsack of type t, ∀t ∈ T .
Consider the following |N |-column vector, D ht , that is the h th column of type t: A 0-1 MIP relaxation of GAPLA can be formulated as the following set partitioning model:
where w ht is a binary variable that indicates whether or not column D ht is selected with an associated objective coefficient δ ht . Constraints (3b) yields a set partitioning scheme for items along with the convexity constraint in (3c).
Also consider the following notation for the subproblem that generates a column of type t ∈ T :
• K t : Set of segments for a knapsack of type t.
• z j ∈ {0, 1}: z j =1 if and only if item j is selected in the column constructed by the subproblem, ∀j ∈ N .
• y kj : Relaxed binary variable (between 0 and 1) for the assignment of item j to segment k in a column of type t, ∀j ∈ N , k ∈ K t .
• s kj : Space allocated to item j on segment k in a column of type t, ∀j ∈ N , k ∈ K t .
• q kj : Auxiliary nonnegative variable that takes on a value of 1 if item j is assigned to both of the consecutive segments k and k + 1 in the column with type t; 0 otherwise, • π: Vector of dual variables associated with the set partitioning constraints in (3b), and π ≡π be specific dual variable values during the CG iterations.
• µ: vector of dual variables associated with the constraints in (3c), and µ ≡μ be specific dual variable values during the CG iterations.
For a knapsack of type t ∈ T , we solve the following subproblem:
where the objective function maximizes the reduced cost of the column constructed and where the constraints are adapted from Model GAPLA. We have also enhanced the CG procedure by employing the complementary column generation (CCG) feature in Ghoniem and Sherali (2009), as detailed in Appendix B.
Computational Study
This section investigates the computational performance of Model GAPLA and compares the proposed optimization-based VLSN algorithm against three well-known, general- Studio, all mathematical programs were coded in AMPL and solved using CPLEX 12.6 on a Dell XPS 8300 workstation having a Intel Core(TM) i7-2600 CPU 3.40 GHz processor and 12 GB of RAM.
Data Generation
Our testbed comprises a total of 13 sets, each including 5 instances of the same size and sharing the same data characteristics. All instances are made available at:
http://ahmed.ghoniem.info/download/GAPLA.zip. The data generation scheme we used is as follows:
• Three types of knapsacks are considered: (i) The first type has a total capacity of C 1 = 20 and is discretized into four segments of equal capacity (c k = 5); (ii) the second type has a total capacity of C 2 = 20 and includes five segments having equal capacity (c k = 4);
and (iii) the third type has a total capacity of C 3 = 18 and includes six segments having equal capacity (c k = 3).
• Each data set is generated by gradually including an additional knapsack from each type to increase the computational difficulty. For example, Set 1 includes 6 knapsacks, two from each type, Set 2 includes 9 knapsacks, three from each type, and so on.
• The number of items for each data follows the ratio |N | |K| = 1. Hence, the number of items for the data sets N ranges from 30 to 210, with an increment of 15 items from one set to the next.
• The minimum space requirement for item j, denoted by ℓ j , is randomly generated using a uniform distribution over the range of [
• The attractiveness for segment k, f k , is randomly generated using a uniform distibution over the range of [0.1, 0.9] with 2 decimal places.
• The minimum allocated space for item j, φ j , is set to 0.1 in all our instances.
Computational Results for VLSN
In this section, computational results over our testbed (Sets 1-13) are reported in Table   1 for Model GAPLA, the optimization-based VLSN algorithm, and three solver heuristics (feasibility pump heuristic, local branching and relaxation induced neighborhood search).
The solver heuristics were triggered with the following CPLEX solver settings: 'fpheur=2'
for the feasibility pump heuristic (FP), 'lbheur=1' for local branching (LBR), and 'rinsheur=1' for relaxation induced neighborhood search (RINS).
In Table 1 , the first column gives the reference of the data set, whereas the following three columns specify the number of items, the total number of segments, and the instance number, respectively. Columns 5 and 6 report for Model GAPLA the CPU time (in seconds) and the solver optimality gap at termination when the time limit of one CPU hour was reached. Column 7 reports the time limit imposed upon the solver heuristics based on the VLSN run times. Columns 8-10 report the solver optimality gap for the feasibility pump heuristic, local branching, and the relaxation induced neighborhood search, respectively. 
VNS Procedure

CPU(s) Gap(%) CPU(s) FP Gap(%) LBR Gap(%) RINS Gap(%) CPU(s) Impr.(%) Gap 1(%)
Gap 2(%) did not carry the computation of Gap 2 for Sets 8-13 in the second half of the table. The last two columns report the value of τ at termination for the VLSN algorithm.
The results in Table 1 demonstrate the intractability of this class of problems. Model GAPLA could not solve to proven optimality any instance in Set 1, which involves 30 items and 6 knapsacks, within a time limit of one CPU hour. Although the solver optimality gap at termination was less than or equal to 1, at an average, for instances with up to 90 items, the solver performance became less promising for larger instances. In Set 13, for example, the solver optimality gap varied from 6% to 85%, making such an approach both unreliable and impractical. It has been our observation that the main hurdle encountered by solver was not the weakness of the continuous relaxation. In fact, the latter is relatively tight (as evidenced by Gap 1 for VLSN solutions). Rather, the solver could not effectively reveal high quality MIP solutions during the branch-and-bound/cut exploration even within one CPU hour for our larger instances. When, in turn, we examined solver heuristics that have been useful for other applications, we imposed a time limit on the solver that is comparable to the VLSN run times, ranging from 20 to 240 CPU seconds. None of the three heuristics examined (FP, LBR, and RINS) yielded worthwhile results. For larger instances, they either produced poor MIP solutions or none within the prescribed time limit. We also activated these heuristics jointly in the solver in order to trigger synergies, but to no avail.
Our experience demonstrates that tackling GAPLA with a commercial solver like CPLEX, either exactly or heuristically, is not pertinent. In contrast, the proposed MIP model is valuable in providing tight upper bounds and is also instrumental when embedded in a heuristic that circumvents the combinatorial difficulty of the problem by adopting 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 • CPU time growth: The CPU time consumed by the VLSN algorithm almost scaled linearly in the size of the instances we tested. As the number of items ranged from 15 to 210, the CPU times ranging from about 10 to 240 CPU seconds over our testbed. This demonstrates the benefit of defeating the "combinatorial growth/explosion" in the feasible space, and the ensuing intractability, by efficiently exploring and optimizing smaller and more manageable subsets of knapsacks in the model.
• Optimality Gaps: An appealing feature of the VLSN is that it produced very consistent optimality gaps over our entire testbed. Gap 1, based on the continuous relaxation of Model GAPLA, was 1.2% at an average over our entire testbed. Gap 2, based on a 0-1 MIP relaxation of GAPLA, turned out to be 0.38% over Sets 1-7 at an average and further demonstrated the near-optimality of the VLSN solutions. Because of the consistency in the VLSN results over our testbed, we did not further carry out Gap 2 computations for Sets 8-13.
• Initial Solution: The VLSN algorithm was in our experience insensitive to the quality of the initial solution it starts with. Whether it was initialized with Heuristic Initial1 or Heuristic Initial2, the overall VLSN CPU time and solution quality were not impacted.
A final note is in order with respect to the heuristics used to construct initial solutions for the VLSN algorithm, namely, Initial1 and Initial2. Beyond demonstrating the robustness of the VLSN algorithm with respect to an initial solution, they also help understand the intuition behind optimal or near-optimal solutions. Initial1 is a greedy heuristic that assigns the best items to the best knapsacks. This turned our to be very suboptimal and the VLSN solution achieved about 40% improvement at an average over the Initial1 starting solution. By design, Initial2 seeks to distribute good and poor items more evenly across all the knapsacks. The VLSN solution achieved a 5-6% improvement at an average over the Initial2 starting solution.
Conclusions and Directions for Future Research
We have introduced a new GAP variant with location/allocation considerations (GAPLA) that requires assigning items to capacitated knapsacks, determining for each item the knapsack segment(s) it fills entirely or in part, and the total space an item should be assigned within lower/upper bounds. GAPLA involves several intertwined decisions that make it particularly challenging and the optimization effort is guided by the (unequal) attractiveness of knapsack segments and the relative importance of items. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 We proposed an MIP formulation of GAPLA. As demonstrated in our computational study, solving to optimality the smallest instances in our test-bed (30 items) with the MIP formulation was beyond the reach of standard solvers such as CPLEX even with a time limit of one CPU hour. In addition, using general-purpose heuristics that are embedded in CPLEX, such as the feasibility pump, the relaxation induced neighborhood search (RINS), or local branching, either produced very poor feasible solutions or failed to identify any within manageable CPU times. It, therefore, seems inadequate to tackle this problem with an MIP solver, whether exactly or heuristically.
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INFORMS Journal on Computing: For Review Only
Heuristic Initial1
Calculate the average attractiveness for each knapsack i:
Let BS be a set including the knapsacks which are sorted by their average attractiveness from the highest to the lowest.
Let N S be a set including the items which are sorted by their relative importance from the highest to the lowest. for j ∈ N S such that flag j = 0
Let N ′ be a set including the currently assigned items of the knapsacks in set B ′ ; N ′ ← {j ′ ∈ N :
Solve GAPLA to optimality with N ← N ′ ∪ {j} and B ← B ′ , i.e., Solve GAPLA for only the knapsacks in set B ′ and their item contents along with the item j.
if GAPLA is feasible then
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Heuristic Initial2
Let BS 1 be a set including the knapsacks which are sorted by their average attractiveness from the highest to the lowest and BS 2 be a set including the knapsacks which are sorted by their average attractiveness from the lowest to the highest.
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