INTRODUCTION
Segmenting images in one of the most important steps in many high-level computer vision algorithms. The ability to divide images up into meaningful regions based upon properties such as shape, texture and colour has still not been fully solved. In this paperwe show h o w good quality segmentations of complex outdoor scenes may b e a c hieved by a t wo-stage process. The rst step is to produce an approximate segmentation using only colour and texture information. The second step is to merge regions by using a neural network trained to classify the regions into one of eleven possible types which correspond to objects types found in outdoor scenes. This stage involves the use of high-level knowledge such a s p osition, shape, context and orientation.
In previous work, segmentation has been achieved using colour information as proposed by Lim and Lee 10, texture measures such as Markov random elds used by P anjwani and Healey 12 and also by Cross and Jain 5. Gabor lters have been successfully applied by W eldon, Higgins and Dunn 13 and also by B o vik, Clark and Geisler 1.
In the next section we describe how our initial rst stage segmentation is produced. Then we discuss the merging second stage operation.
Initial Segmentation
The work described here uses the Bristol Image Database, a large set of high quality colour outdoor scenes for which a h uman derived segmentation and classi cation is known. The database contains both urban and rural scenes and the labels used for this work are shown in Table 1 . This database is a powerful tool in our work on classi cation and segmentation.
In previous work Campbell et al. 2 we h a ve shown how a machine generated segmentation of an image in the database may quantitatively be compared to the ideal segmentation. This similarity metric computes the fraction of pixels which are in both the region being measured and its ideal counterpart. When computed for every region in the image, a low score implies a poor segmentation and 100 implies a perfect match. We use this metric in this work to quantify the results of our segmentation techniques.
Here, in the rst stage of the segmentation process, texture and colour information will be used. Colour is represented as a monochrome component R+G+B and two opponent di erence signals red green R-G and yellow blue R-G 2 -B. Texture information is presented in the form of the response to oriented, band-pass, localised Gabor lters. These lters were shown by Daugman 6 to be optimal in localising texture information in both the image spatial and frequency domains. Here, the magnitude responses of sixteen lters are used. These lters tessellate the frequency plane using four orientations and four centre frequencies.
A set of eighty images was selected from the database and from these information centred about 160000 randomly chosen pixels was extracted. These 19,D vectors, containing colour and texture information also have associated with them the class information about what object the pixel belongs to i.e. sky, tree, car etc. This vector is then used to train a 64 64 self-organising feature map SOFM introduced by Kohonen 9 . The self-organising map is a 2 , D array of nodes, each of which is connected to all the inputs. Weights on each connection are adjusted so as to organise the map. When an input is presented to the map, the node which responds most strongly to the input is updated in a Hebbian manner so that it responds more strongly the next time it is presented with the same input. The nodes neighbouring the chosen node are also update in a similar manner. This training cycle is repeated for randomly chosen vectors and the neighbourhood radius used is gradually decreased.
After training, each node represents a point in the input space and the map is topologically ordered i.e. 
Results
For our data, and using 400; 000 training cycles, the resulting SOFM is shown in Figure 1 . In the map, the top left is labelled as`sky', the dark background area corresponds to`road' and the mid-grey cluster represents`vegetation'. Other, less frequently occurring labels, are also present but are di cult to represent here in a monochrome image. It is clear that this feature map has a high degree of organisation present and that topological clustering of the data has been preserved.
Any particular image may n o w be segmented by extracting the relevant information around each pixel and assigning it the label associated with the closest matching node in the SOFM. Adjacent pixels given the same label by this process are formed into regions, hence producing a closed-region segmentation.
Using the segmentation metric, it is possible to analyse the performance of this technique. In previous work by us 2 a K-means segmentation technique was shown to give the best performance of several approaches implemented. The K-means approach resulted in an average segmentation score of 58:9 on a set of 50 images not used in the training process. For these same scenes the SOFM described above leads to a segmentation performance of 62:2. A t ypical scene from the database along with the segmentation produced is shown in Figure 2 . The scene is di cult to segment successfully due to the lighting e ects on the pathway, and the sky seen through the trees. This scene is often over-segmented using other techniques, particularly on the pathway, but the SOFM approach, using the Gabor texture responses as well as colour information, largely prevents this.
Using only colour information to train the SOFM was shown in Campbell 4 to result in a segmentation performance of only 55:7. The texture information clearly plays an important role in the segmentation task.
REGION MERGING
Once an initial segmentation has been produced, using the SOFM technique described above, then a second stage is used to merge regions. This involves extracting a set of features for each region, and training a m ulti-layer perceptron to classify them into one of the eleven possible classes given in Table 1 . This is an important step since, now that preliminary regions are available, high-level knowledge may be utilised.
Feature Extraction
Here we describe the 24 region features which are used to train the neural network. We need to limit the number of features used since increasing the number of features increases the free parameters which need to be optimised in the neural network training phase. These free parameters are constrained by the training examples, a nite number of which are available in the database.
Texture information is again provided by Gabor lters where the average response for each lter is computed across the region. To reduce the amount of texture data present, lters of the same frequency have been averaged across orientations to produce a frequency dependent isotropic response.
The shape representation is one which is invariant to planar a ne transformations, such as translation, rotation and scaling. Every region is rotated so that its principle axis of inertia is horizontal. The shape of a region is then described as a one-dimensional vector of N s radii, each taken around the centroid of the shape, and each separated from their neighbours by an angle of 2=N s radians as described by Gupta 7 and Kashyap 8 . This vector is normalised so that the longest radius has unity length. Since the number of radii would usually need to be large to adequately model the shape, here a principal components analysis has been used to reduced the dimensionality b y using the rst eight modes.
Also used in the feature vector is colour information averaged across the region, the size of the region, the region centroid and the region's principal axis of inertia to give orientation information. All these features are summarised in Table 2 .
Results
Using the feature set described above, a multilayer perceptron with 24 inputs and 11 outputs was trained and optimised. Conjugate gradient descent optimisation was used and the optimal neural architecture was found to have 21 nodes in the hidden layer. The features extracted for each region are presented to the network and its output is a 1-in-n encoding of the 11 possible output labels. The training was performed using over 7000 regions obtained by the initial SOFM segmentation method.
Segmentation is performed by merging adjacent regions which are assigned the same label by the neural network. The classi cation of the same data is discussed in Campbell 3 and shown in Figures 3 and 4 . This classi cation step is capable of classifying 92 of an image correctly using a similar feature set.
Using the segmentation produced by merging regions with the same label gives the extremely impressive average score of 77:1 when using the segmentation scoring metric. Table 3 summarises the results obtained using this two-stage segmentation technique. Figure 5 shows two scenes from the database, one urban and one rural. The gure shows the human derived ground-truth segmentation, the K-means segmentation obtained, the 1st stage SOFM segmentation and the nal two-stage technique. It is interesting to note how similar the ideal and nal segmentations are for these two extremely complex scenes. The rural scene has been successfully divided into three main regions, the road, the vegetation and the sky. The urban scene has also been successfully segmented with house roofs, walls and the road all formed from single regions. CONCLUSIONS This paper has described a highly successful twostage segmentation technique. The performance of this technique has been quanti ed on a large set of complex, outdoor scenes. In the rst stage, a selforganising feature map is trained to perform the segmentation task. The addition of colour information, and the quanti cation of the technique using realworld data, extends the work of Mao and Jain 11.
This second stage of the segmentation process overcomes the problem of over-segmentation by merging regions. It achieves this through use of a multi-layer perceptron.
The question of how regions may be divided so as to prevent under-segmentation has still to be addressed. 
