The European Centre for Medium-Range Weather Forecasts interim reanalysis (ERA-Interim) has been downscaled using a regional model covering Alaska at 20-km spatial and hourly temporal resolution for 1979-2013. Stakeholders can utilize these enhanced-resolution data to investigate climate-and weather-related phenomena in Alaska. Temperature and precipitation are analyzed and compared among ERA-Interim, WRF Model downscaling, and in situ observations. Relative to ERA-Interim, the downscaling is shown to improve the spatial representation of temperature and precipitation around Alaska's complex terrain. Improvements include increased winter and decreased summer higher-elevation downscaled seasonal average temperatures. Precipitation is also enhanced over higher elevations in all seasons relative to the reanalysis. These spatial distributions of temperature and precipitation are consistent with the few available gridded observational datasets that account for topography. The downscaled precipitation generally exceeds observationally derived estimates in all seasons over mainland Alaska, and it is less than observations in the southeast. Temperature biases tended to be more mixed, and the downscaling reduces absolute bias at higher elevations, especially in winter. Careful selection of data for local site analysis from the downscaling can help to reduce these biases, especially those due to inconsistencies in elevation. Improved meteorological station coverage at higher elevations will be necessary to better evaluate gridded downscaled products in Alaska because biases vary and may even change sign with elevation.
Introduction
Climate change in Alaska has been well documented (Markon et al. 2012) , and Alaska's geographical complexity requires high-resolution meteorological information to prepare for future changes. Spatial resolution is especially important in areas of significant topography and in coastal regions. Alaska's major topographic features include extensive coastlines, islands, and mountain ranges containing the tallest mountains in North America. Its economy depends heavily on oil and mineral extraction, fishing, and tourism, activities that are all intimately tied to weather and climate. The Arctic is also a militarily strategic location, and sea ice decline is expected to increase ship traffic, leading to enhanced security risks (e.g., Knell 2008) . Many Alaska residents depend on food obtained through hunting and gathering, the future of which is uncertain at present. All of these activities rely heavily on environmental information, especially historical observations and future projections. Climate projections of temperature, precipitation, and winds are especially important but must be at appropriate spatial and temporal resolution to be useful for future planning.
Climate information required for future planning is typically needed for regions around cities or villages that are smaller than the size of a global-model grid box (;100 km). The representation of the terrain is notably different in a 20-km regional model (Fig. 1a) versus a reanalysis product at ;100 km (Fig. 1b) , and the model resolution impacts meteorological variables that are sensitive to topography. Since temperature and precipitation vary strongly with altitude, the improved representation of topography found with increasing model resolution enhances the simulation quality of these quantities (e.g., Fig. 4 in Bhatt et al. 2007 ). While dynamical downscaling has significantly larger computational overhead than statistical downscaling, one advantage is that the regional model output provides a full suite of dynamically consistent meteorological variables, allowing the investigation of mechanisms associated with a given behavior. Statistical downscaling also requires long observational records for training data, which are not always available for Alaska where many data voids exist. Nevertheless, each method has its strengths and weaknesses, as summarized below. The present study examines dynamical downscaling over the historical period to document biases in the simulations, investigate climatological patterns, and highlight the local detail that is added to the coarse reanalysis by the downscaling procedure over Alaska. This study focused on temperature and precipitation, as these are key variables in present climate science research activities. As background for the dynamical downscaling study presented here, we first assess the strengths and limitations of alternative approaches to downscaling.
Lessons learned from previous Alaska downscaling
Statistical downscaling has previously been conducted for Alaska with a focus on producing high-resolution monthly grids (,5-km grid increment) of temperature and precipitation. The Scenarios for Alaska and Arctic Planning (SNAP) at the University of Alaska Fairbanks has conducted statistical downscaling using the ''delta'' method to downscale monthly temperature and precipitation for more than 500 locations (communities) in Alaska and western Canada (https://www.snap.uaf.edu/ sites/all/modules/snap_community_charts/charts.php). The delta method is similar to bias correction in which a model's simulated future change from the present is simply added (as an adjustment or ''delta'') to a high-resolution historical field of the same variable. The historical data providing the basis for the SNAP downscaling were from the Parameter-Elevation Regressions on Independent Slopes Model (PRISM) monthly climatology for Alaska (Simpson et al. 2005 ) at 2.0-km resolution (for downscaling of CMIP3 models) and 0.8 km (for downscaling of CMIP5 models). Monthly temperature and precipitation have also been downscaled using the delta method by Hill et al. (2015) who utilized PRISM as the baseline climatology, but anomaly fields were derived directly from station data and then interpolated using a spline with tension approach to a 2-km grid. These aforementioned downscaling products do not include daily output and are therefore not as useful for quantifying extreme events, which occur at daily or shorter time scales. Statistical downscaling of daily temperature and winds has been undertaken at SNAP following the quantile-mapping method. The essence of the quantilemapping method is the adjustment of each quantile (e.g., percentile or other segment of a distribution) of model output for a past period to match a corresponding distribution of target values for the same time period. The target values are typically observed values, or values from an observationally based reanalysis. SNAP has used quantile mapping of output from several CMIP5 models to project changes in the occurrences of extremes of temperature and wind speeds at various Alaskan coastal locations (http://shiny.snap.uaf.edu/ temp_wind_events/). However, the validity of the historical wind data (in this case, from an atmospheric reanalysis) is a key limitation in this particular application of quantile mapping.
In the case of Alaska and elsewhere, applications of statistical downscaling are limited by the availability of the high-resolution observational data to compute the necessary statistics. Many variables such as wind, solar radiation, and evapotranspiration have limited gridded historical data that make statistical downscaling either impossible or questionable. Moreover, the increments of future change that are added to historical values in applications of the delta method are based on coarseresolution global models and hence are unrealistically smooth. For these reasons, there are unique advantages to dynamical downscaling, which readily produces subdaily products and does not require historical training data to develop statistics, as dynamical equations are used in the driving model.
There has been limited dynamical downscaling conducted for Alaska. Past studies have focused primarily on applications for estimating glacier mass balance (Zhang et al. 2007a,b) , which used a high-resolution MM5 regional model (Grell et al. 1994 ) to dynamically downscale global climate model and reanalysis data. The downscaled temperatures and precipitation were used to estimate the mass balance for the Gulkana glacier in the Alaska Range and the Hubbard and Bering glaciers along the south coast of Alaska over the 1994-2004 period, and these estimates were validated against multiyear observations (Zhang et al. 2007a,b) . Forcing of the glacier mass balance model revealed its sensitivity to biases in the temperature and precipitation values, which led to a process for correcting seasonal biases. Gulkana glacier mass balance calculated with the seasonally corrected downscaled variables compared favorably to the observed mass balance (Zhang et al. 2007b) . The glacier studies demonstrated the value of dynamical downscaling for Alaska, although they highlighted the necessity of bias correction to produce downscaled data of sufficient reliability to force glacial process models.
The Chukchi-Beaufort High-Resolution Atmospheric Reanalysis (CBHAR; Liu et al. 2014; Zhang et al. 2013 ) is a focused regional reanalysis conducted in northern Alaska and is related to dynamical downscaling. This reanalysis employed the WRF Model (Skamarock et al. 2008 ) and WRF Model data assimilation system (WRFDA; Huang et al. 2009; Barker et al. 2012 ) to produce a 31-yr, 10-km horizontal resolution, 1-hourly high-frequency regional reanalysis. The CBHAR reanalysis, particularly the surface wind field, demonstrates consistent improvements for every season of the year and four times (i.e., 0000, 0600, 1200, and 1800 UTC) of the day when compared with the European Centre for Medium-Range Weather Forecasts interim reanalysis (ERA-Interim), which was used to force the model (Zhang et al. 2013) . The high temporal and spatial resolution CBHAR provides a unique opportunity to quantitatively study the mesoscale climatology and variability of the area's surface winds, including the sea breezes, up/downslope winds, and the mountain barrier jets in northern Alaska . A broader downscaling/reanalysis effort was the Arctic System Reanalysis (ASR; Bromwich et al. 2016) , which used the WRF Model for pan-Arctic downscaling of the NCEP-NCAR reanalysis. Its domain encompassed the entire Arctic with a grid increment of 30 km. The data from ASR are presently limited to 2000-12, but an extension to 1979 is under way. Our downscaling builds on the ASR, CBHAR, and MM5 study by providing data coverage to an Alaska-centered domain at 20 km, which is the highest spatial resolution available for any similar hourly observational data that covers the entire region of Alaska. The downscaling data presented in this paper were not produced with data assimilation as in ASR and CBHAR. However, spectral nudging was employed to constrain the simulation to the input ERA-Interim forcing data.
Data and methods

a. Downscaling procedure
The Advanced Research version of the WRF Model (Skamarock et al. 2008 ) was utilized to dynamically downscale data in this study. An optimized configuration of the WRF Model physical parameterizations for Alaska (Zhang et al. 2013 ) was employed. Nudging was used during the WRF Model simulations to ensure that the model did not deviate significantly from the input reanalysis forcing. Following Zhang et al. (2013) , spectral nudging with a wavenumber of 3 and was applied to all variables at all vertical levels in the downscaling simulations. The WRF Model configuration for this study is summarized in Table 1 . The Morrison 2-moment (Morrison et al. 2009 ) microphysical and Grell 3D cumulus schemes were utilized to parameterize cloud and precipitation processes. Shortwave and longwave radiative effects were parameterized by the Rapid Radiative Transfer Model (RRTM) for GCMs (Iacono et al. 2008) . Boundary layer and surface-layer processes utilized the Mellor-YamadaJanjić (Janjić 1994 ) and Janjić eta (Monin-Obukhov) schemes, respectively. A thermodynamic sea ice model (Zhang and Zhang 2001) was coupled with the Noah land surface model used within the WRF Model to accurately model the thermal conditions over sea ice.
The downscaling covered a domain with 262 3 262 grid points that encompassed all of Alaska and portions of far eastern Russia and northern Canada at 20-km spatial resolution (Fig. 1a ) with 49 vertical model levels. The downscaling simulations were integrated for a total 54 h after initialization at 48-h increments; each 54-h simulation includes 6 h of spinup time and 48 h of actual downscaled output. The model was reinitialized every two days where the first 6 h of spinup time data were discarded. These spinup data could be discarded because they overlap with the last 6 h of the previous 54-h integration. The output from the 2-day simulations was combined together to form the final downscaled product. Each initialization occurred at 1800 UTC (0900 Alaska standard time). Because the WRF Model is reinitialized every 2 days, parameters such as atmospheric moisture and energy are not precisely conserved over the entire period of the downscaling as in a continuous model run. Spectral nudging of the atmospheric fields was performed every 6 h. Hourly WRF Model output was saved and used to produce daily means, maximum and minimum values of downscaled variables. Postprocessing of the WRF Model output was conducted using the Unified Post-Processing (UPP) software package. UPP was utilized to interpolate from the model sigma coordinates to 12 standard pressure levels (1000-50 hPa) for the upper-air variables.
b. Input and evaluation data
The reanalysis dataset known as ERA-Interim (Dee et al. 2011 ) was downscaled for the period 1979-2013 using the previously described WRF Model procedure for this study. The ERA-Interim data were obtained at 0.758 (;83 km) spatial and 6-hourly temporal resolution. The following variables were obtained to force the WRF Model downscaling: surface, 2-m and upper-air temperature, 10-m and upper-air u and y wind, 2-m and upper-air relative humidity, geopotential height of the pressure levels, mean sea level pressure, surface pressure, sea surface temperatures, sea ice concentration, soil temperature and moisture at four soil levels, snow depth, and snow density. A few minor data issues were corrected in the input data prior to downscaling, including several short periods with inhomogeneities in the 6-hourly sea ice concentration after 2000 (in those cases the data from the previous time step were used to replace the bad data frames). ERA-Interim was selected as it has been successfully downscaled using the WRF Model in many regions of the world (e.g., Gao et al. 2015; Srivastava et al. 2014 Srivastava et al. , 2013 Soares et al. 2012) , used in previous Arctic WRF Model simulations and analysis (e.g., Liu et al. 2014) and is among the best performing reanalysis datasets for Alaska (Lader et al. 2016 ) and the wider Arctic (Lindsay et al. 2014) .
The downscaled data were compared with the original input reanalysis data and meteorological station data. Station temperature and precipitation were obtained from the Global Summary of the Day (GSOD) database maintained by the National Centers for Environmental Information (formerly National Climatic Data Center) for stations throughout Alaska, Canada, and Russia for 1979-2013. The GSOD database was selected because it uses a 0000 UTC instead of local midnight to compute daily maximum, minimum, and average temperatures. This manner of daily averaging is consistent with downscaled model parameters and results in a clean comparison between observations and the downscaled variables. Monthly gridded 2-km temperature and precipitation for 1979-2009 produced by Hill et al. (2015) were also utilized to augment station observations, as stations tend to be only at lower elevations with sparse coverage in many areas. Hill et al. (2015) statistically downscaled monthly temperature and precipitation using spline and tension interpolation of station anomalies to a regular grid followed by a delta-method adjustment using the PRISM 1971-2000 climatology (Simpson et al. 2005) as the baseline data to form the final product. These gridded temperature and precipitation data (herein called gridded observations) were bilinearly interpolated to the 20-km WRF Model 2006) . Station and reanalysis data contain their own uncertainties; therefore the term ''bias'' is used only to denote the difference between the WRF Model output and observational data, not to imply that the differences are entirely errors in the model results.
Results
a. Evaluation of temperature and precipitation
Dynamical downscaling adds value by enhancing local information through the inclusion of mesoscale atmospheric features, especially in regions with complex topography like Alaska. The difference between the WRF Model and reanalysis terrain is quite large throughout Alaska (Fig. 1c) . The mountains in the WRF Model are often more than 200 m taller than those in the reanalysis in the major mountain ranges. Likewise, the WRF Model topography is frequently more than 100 m lower in elevation than the reanalysis in many of the major valleys. These differences are largely due to the unrealistically smooth topography in the reanalysis over the Alaska domain (cf. Figs. 1a and 1b). These disparities in the terrain account for some of the differences between the reanalysis and the downscaled temperature and precipitation that will be shown next.
The spatial complexity of temperature and precipitation can be seen by examining the maximum of the eight RMSEs of the monthly time series of each center grid point in comparison with its eight neighboring points ( Fig. 2) , thereby highlighting the similarity of each grid point with its adjacent points. Lower RMSEs indicate that the grid point was more similar to its neighbors. For temperature (Fig. 2a) , grid similarity is lowest in the mountainous regions of south-central and southeast Alaska and also at the land-sea boundary, which stands out as a band of higher RMSEs outlining the entire coastline. For precipitation (Fig. 2b) , grid similarity is lowest in mountainous terrain. The same calculation was also performed on the input reanalysis bilinearly interpolated to the WRF Model grid and then subtracted from the downscaled result. Grid similarity is reduced for both temperature and precipitation relative to the original reanalysis (Figs. 2c, d) , especially in the mountainous terrain of south-central and southeast Alaska. Reduced grid similarity indicates that local atmospheric features were added by the WRF Model to the downscaled output, which should improve temperature and precipitation fields in the complex terrain of Alaska. Such improvements in south-central and southeast Alaska are especially valuable as the majority of the population lives in these areas.
A significant improvement in the spatial representation of 2-m temperature in the downscaling compared to the coarse reanalysis is seen in a comparison with gridded observed seasonal climatologies for (Fig. 3) . Here the climatological temperatures are compared in the Fairbanks vicinity (see box outlining the region in Fig. 1c ), which is a region of complex topography with the Alaska Range running east-west across the southern portion of each panel in Fig. 3 . This region also includes the highest-elevation point in North America, Mount McKinley (Denali), which is located in the southwest corner of each panel in Fig. 3 . The reanalysis has a much smoother climatological temperature gradient in all seasons, with little indication of the topography in the region (Figs. 3a-c) , while the downscaling (Figs. 3e-h) has a signature similar to the gridded observations (Figs. 3i-l) . In winter (Figs. 3a,e,i) the reanalysis has a smooth northsouth temperature gradient with little hint of the influence of the mountains in the contours (Fig. 3a) , whereas the downscaling has warmer 2-m temperatures over the higher terrain relative to lower elevations (Fig. 3e) . The downscaled temperatures are more similar to observations (Fig. 3i) and consistent with the frequent presence of low-level temperature inversions in the area. A similar improvement in the spatial distribution of 2-m temperatures can be seen during spring (Figs. 3b, f, j), summer (Figs. 3c, g, k) , and fall (Figs. 3d, h, l) when the mountainous regions are much cooler than the surroundings in the downscaled and observed data than in the reanalysis.
Comparisons of the climatologies of seasonal precipitation reveal a similar improvement of the spatial distribution around complex topography in the downscaled versus the reanalysis data (Fig. 4) . In all seasons precipitation amounts are larger over the mountains in the downscaling (Fig. 4e-h ) when compared to the reanalysis (Figs. 4a-d) , which shows only a smooth gradient. The enhanced precipitation over the mountains in the downscaling (Figs. 4e-h ) is more spatially consistent with gridded observations (Figs. 4i-l) in all seasons. Improved spatial representation of temperature and precipitation is a key improvement added to the coarse reanalysis by dynamical downscaling for Alaska.
Because correlations with data from single stations are sensitive to details of the station location, we also compared the downscaled output with regionally averaged downscaled temperatures based on Alaska's 13 climate divisions (Fig. 5 ). This comparison produced mixed results when compared with the coarse reanalysis and the gridded observations ( Table 2 ). The Alaska climate divisions represent regions of homogeneous climate variability (Bieniek et al. 2012) and have been used to analyze climatic trends and variability (e.g., Bieniek et al. 2014; McAfee et al. 2014) and evaluate model/reanalysis performance (e.g., Lader et al. 2016 ). The downscaled temperatures have mixed positive and negative biases in all seasons and divisions when compared with the gridded observations, with the largestmagnitude departure of 23.18C in the northeast gulf division in June-August (JJA). Correlations between regionally averaged downscaled seasonal values and corresponding (same division) observations are mostly greater than 0.9 with some exceptions such as the central panhandle divisions, which have a correlation of 0.58 in September-November (SON). RMSEs in all regions are mostly less than 1.08C with the largest RMSE of 3.18C in the northeast gulf divisions (also the region with the greatest bias value) in June-August. When compared with similar metrics of bias, correlation, and RMSE of the reanalysis versus observations to assess the performance of the downscaling, the downscaling had mixed results. Overall, correlations were slightly higher or nearly the same as those of the reanalysis. Bias and RMSE in the downscaled output were lower in December-February (DJF) but higher in March-May (MAM) and JJA when compared with the values from the reanalysis.
A similar analysis of downscaled precipitation versus observations (Table 3) shows a general wet bias in all climate divisions north of the Alaska Range in most seasons, with a dry bias in the southern coastal divisions. The largest biases and RMSEs occur in the southern coastal divisions where precipitation amounts are typically much higher throughout the year than the northern divisions (Bieniek et al. 2012 ). Correlations of downscaled precipitation versus observations reveal lower correlations overall than for downscaled temperature compared to reanalysis. When compared with the same results for the reanalysis versus the observations, the northern climate divisions had larger wet biases in all seasons in the downscaled case than in the reanalysis. However, biases and RMSEs were generally reduced by the downscaling in the southern coastal divisions with some exceptions in the south panhandle and northwest gulf divisions where biases increased. Improvements made by the downscaling in the spatial representation of temperature and precipitations over terrain shown in Figs. 3 and 4 are not evident in this comparison based on averages over larger regions. Accordingly, a direct grid-to-grid comparison is presented next in order to better assess local improvements that result from downscaling ERA-Interim. Local biases are evaluated by comparing seasonally averaged 2-m temperature from downscaling and station observations by subtracting the station data from the nearest adjacent downscaled grid point with the most similar elevation (Figs. 6a-d) . For DJF, the downscaling was warmer than observations throughout much of Alaska with the exception of the northwest coastal regions, which were slightly cooler (Fig. 6a) . At many stations in the interior, the downscaling had a warm bias reaching or exceeding 58C in winter. This seems to indicate a warm bias in the model in winter; however, since most stations are at low elevations, making simple comparisons is somewhat problematic. Even with corrections in place for elevation it is possible that the elevation difference between the stations and model accounts for this apparent DJF warm bias in the downscaling. The difference or bias was less pronounced and more mixed in MAM, JJA, and SON (Figs. 6b-d) . The largest bias outside of winter was a cold bias during summer in the southcentral coastal mountains of Alaska, approaching 268C at several stations.
When the downscaled data were compared with gridded observations over Alaska, similar features to the station comparison are apparent (Figs. 6e-h ). Low-elevation warm biases are evident in winter with cold biases over higher elevations throughout the state (Fig. 6e) . These elevation-specific biases highlight the need to include high-altitude observations in generating and evaluating gridded data in mountainous regions. Cold biases occur in higher terrain throughout the interior in spring (Fig. 6f) , again mostly at higher elevations. In summer and fall (Figs. 6g,h ) warm biases are evident over lower elevations with cold biases over higher elevations. The southeast panhandle displays mainly weak warm biases in all seasons with slight cold biases over the mountains on the eastern side of the region.
The difference in the absolute value (herein referred to as absolute bias) of the downscaled bias and reanalysis bias (both compared to the gridded observations) was calculated for all seasons (Figs. 6i-l) to assess whether the biases were improved by the downscaling compared to the reanalysis. A negative value of this difference indicates that the downscaling had a smaller absolute bias than the reanalysis when both were compared with observations. It does not account for changes in the sign of the bias. The downscaling achieved the FIG. 5. The 13 Alaska climate divisions (Bieniek et al. 2012 ) utilized for the analysis in Tables 2  and 3 .
greatest reduction in absolute bias in winter (Fig. 6i ) over higher-elevation regions throughout Alaska. This was also the time when the downscaling had the biggest increase in biases compared with the reanalysis in the lower-elevation regions of eastern interior Alaska, where biases were approaching 68C (Figs. 6a,e) . These enhanced winter biases at low elevations may be related to shortcomings in how inversions are represented by the WRF Model in the exceptionally stable boundary layer conditions that occur in the valley regions of interior Alaska in winter (Mölders and Kramm 2010) . The differences between the biases in temperature downscaling versus reanalysis are much smaller in the remaining seasons of spring, summer, and fall (Figs. 6j-l) . The exception is an isolated area of larger bias in the downscaling in summer in south-central Alaska (Fig. 6k ). This issue is related to a cold bias induced by excessive snow remaining throughout the summer in the input reanalysis as this is flagged as a glaciated region in ERA-Interim and given a fixed, unphysically high value of snow depth (Drusch et al. 2004) . Snow cover and depth should be evaluated and improved in future Alaska dynamical downscaling activities that utilize reanalysis datasets. Precipitation from the reanalysis is not initialized in the WRF Model; only the atmospheric humidity is ingested into the WRF Model from the reanalysis. Therefore, the downscaled precipitation is generally a product of the WRF Model simulation. A comparison of the downscaled precipitation with station observations (Figs. 7a-d) shows a general wet bias at many stations in the regions that were climatologically the wettest during each season. This wet bias is not completely uniform as there are stations with strong dry biases adjacent to ones with strong wet biases in southeast Alaska. When the 
downscaled precipitation data were compared to the gridded observations, wet biases tended to be largest at higher elevations in all seasons (Figs. 7e-h ), often exceeding 40 mm. The wet biases tended to be smaller in interior and northern Alaska than in coastal areas in winter, spring and fall. Biases were largest in interior and northern Alaska during the summer convection season. They were largest over higher-elevation points where they exceeded 50 mm and were smaller (in the 10-20-mm range) at lower elevations. In contrast, southeast/southcentral Alaska had a substantial dry bias, with a magnitude often exceeding 50 mm, in all seasons and at all elevations when compared with the gridded observations. Precipitation tended to have higher biases in the downscaling than the reanalysis at higher-elevation points throughout much of interior and northern Alaska ( Figs. 7i-l) . Precipitation biases in the interior summer were primarily larger in the downscaling compared to the reanalysis over higher-elevation terrain and were smaller at lower elevations. Southeast Alaska was an exception, and inland mountains had lower precipitation biases in the downscaling than the reanalysis in all seasons. South-central Alaska also had improved precipitation biases in the downscaling over the mountains near Anchorage and the Kenai Peninsula to the south.
Enhanced precipitation in the downscaled data is likely due to the representation of terrain in the model and possibly due to issues with the observations themselves. For example, Fairbanks is located in a valley in interior Alaska where annual mean precipitation observed at the airport (at 135-m elevation in the valley) is about 27.4 cm, but it is 30.8 cm at a slightly higher elevation only 3 km to the north and exceeds 40 cm in the hills 20 km farther north (Shulski and Wendler 2007) . Gauge undercatch is also known to be a problem in highlatitude areas where a substantial portion of the precipitation falls as snow (Goodison et al. 1998) , adding uncertainty to the station observations themselves. It is also not surprising that the downscaled precipitation exceeds observational estimates, as analysis has shown FIG. 7 . As in Fig. 6 , but for precipitation (mm).
that ERA-Interim used as the initial, nudging, and boundary conditions for the WRF Model also has a wet bias over Alaska (Lader et al. 2016) . It is again important to note that stations observations in Alaska tend to be located at lower elevations; therefore it is difficult to assess the quality of the downscaled precipitation in higher terrain. The following detailed evaluation at four of Alaska's major stations will highlight the need to carefully select which downscaled grid points should be compared to stations to help minimize local biases in temperature and precipitation.
b. Local evaluation
To better analyze the usefulness of the ERA-Interim downscaling from uniquely local perspectives and to evaluate these data over the few major population centers in Alaska, a bottom-up approach will be followed in this section. One of the goals of this exercise is to present a framework for stakeholders to understand the strengths and weaknesses of complex downscaled output and how it can be used in their backyards. Here we will evaluate the monthly temperature and precipitation at the nearest downscaled grid cells to four cities in Alaska, together with the adjacent surrounding grid cells. The cities selected are Juneau, Fairbanks, Anchorage, and Barrow (see locations in Fig. 1a) . Each city has unique topography or other features that are complicating factors. The downscaled topographies for the nine grid cells centered on each observing station are shown in Fig. 8 .
Juneau is located in the coastal maritime climate of southeast Alaska. In this region of the state, precipitation amounts are high and temperatures are moderate (Bieniek et al. 2012) . The topography in the vicinity of Juneau is complex, with a substantial jump in model elevation (;500 m) immediately north of the observation station at the airport (Fig. 8a) . The elevation of the station at Juneau is 7 m, while the elevation of the nearest grid point in the downscaling is 570 m. The monthly 1979-2013 climatology temperatures at the nearest grid cell in the downscaling and the coarser reanalysis were compared to the station records (Fig. 9a) . Both were climatologically colder throughout the year than observations at the nearest grid cell. This difference is likely due to the great variability in elevation in the Juneau region, and the temperature climatologies reflect (Fig. 9b) warmer temperatures at the lowerelevation grid cell that is more similar to the station observations. Therefore the grid cell nearest the station with the most similar elevation was compared with the observed climatology (Fig. 9a) , yielding a more consistent, warmer result. A correction based on the lapse rate of the surrounding points was also carried out as a potential method to handle the elevation discrepancy between the station and the gridded data. A lapse rate was calculated each month using a least squares regression of the temperature at the nine grid cells encompassing the station shown in Fig. 8a , with temperature as the dependent variable and elevation as the independent variable. This type of regression approach has been successfully applied in various forms to calculate lapse rates in other studies (e.g., Gao et al. 2015; Li et al. 2013; Minder et al. 2010 ). The lapse rate was then applied to the data at the nearest grid cell to the station using the elevation difference between that point and the station. The resulting lapse rate correction yielded a similar result to the approach with the nearest adjacent cell (Fig. 9a) . Such an analysis would be more problematic for the coarser reanalysis, for which the nearest adjacent grid cells encompass a much broader geographic area than the downscaling (the nine downscaled points are within 60 km of each other, while the reanalysis points are spread over 300 km). Besides elevation, other synopticscale meteorological factors, such as the position of fronts and cyclones, play a greater role at the larger spatial extent of the reanalysis and may impact the derivation of local lapse rates. Therefore, the lapse rate correction could only be feasibly applied to the downscaled data.
Precipitation was also evaluated at Juneau for the downscaling and the coarse reanalysis (Fig. 9c) . Both the nearest downscaled and reanalysis grid cells had higher climatological precipitation amounts than the station observation. An evaluation of the downscaled precipitation climatologies at the surrounding grid cells reveals a large spread in the amounts of precipitation with higher amounts at higher elevations (Fig. 9d) . Therefore, the nearest downscaled grid cell of similar elevation was evaluated and, while still having a wet bias, had a more favorable comparison to the data than was obtained by simply using the closest grid cell (Fig. 9c) . Lapse rates for precipitation are not well defined, so no attempt was made to correct the precipitation based on lapse rates in this study. The overestimation of precipitation at Juneau represents a local positive bias in the northern part of southeast Alaska, in contrast to the rest of southeast Alaska where the downscaling tended to be drier than gridded observations in all seasons (see Figs. 7e-h ). This could be due to the somewhat blocky representation of the 20-km terrain in the WRF Model that, while more realistic than the smooth topography in the reanalysis, still does not accurately represent the pathways for upslope precipitation in this mountainous and rainy region of Alaska. Unrealistic gradients in precipitation have been noted in this region in similar WRF Model studies utilizing a 20-km grid and have been linked to the coarse terrain (Ziemen et al. 2016) . For practical applications, adjustments in the gradient of precipitation may be advantageous in southeast Alaska until improvements can be made. Finer-resolution downscaling represents one approach to such improvements.
Fairbanks is located in interior Alaska and has a continental climate that is relatively dry but has a wide range of temperatures, with cold winters and warm summers (Bieniek et al. 2012) . The topography around Fairbanks is somewhat hilly except on the southern side (Fig. 8b) . Elevation changes are within 200-300 m in the nine grid cells being evaluated centered on the observation station located at the airport. The station at the airport is at 138-m elevation while the nearest grid cell is at 186-m elevation. While the terrain is simpler than that of Juneau, the region surrounding Fairbanks features strong temperature inversions in winter (Malingowski et al. 2014; Mayfield and Fochesatto 2013; Bourne et al. 2010) . When the 1979-2013 climatology of downscaled monthly temperatures were compared with the Fairbanks station (Fig. 10a) , a slight warm bias was detected in winter. This bias is likely attributable to the downscaled gridpoint elevation being higher than that of the observation site. Frequent winter temperature inversions often result in an increase in temperature with elevation in Fairbanks and temperatures can increase rapidly when moving only a few tens of meters up in elevation. The difference of nearly 50 m between the station and gridpoint elevation likely accounts for the winter warm bias. Therefore the lapse rate correction and nearest grid cell with most similar elevation approaches used in Juneau were applied to Fairbanks as a test. Neither approach reduced the winter warm bias. Fairbanks is located on the northern edge of the valley where a general warm bias was noted in winter temperatures in the previous section. The bias may therefore be due to shortcomings of the modeling system as discussed earlier. However, the downscaling performs better than the reanalysis in the warm months, both with and without any correction for elevation. The downscaled precipitation was much more similar to that of the reanalysis when compared with the observation (Fig. 10b) , with both having a wet bias in all months Alaska's largest city, Anchorage, in south-central coastal Alaska has complex topography, especially to the east of the city (Fig. 8c ) with a rise of nearly 500 m from the city's location near sea level to locations 15-20 km to the east. The station at the Anchorage airport is located at 40-m elevation. The nine downscaled grid cells that encompass the Anchorage area include four on the southwest side that are water. When the monthly downscaled temperature was compared between the grid cells and the station observation a complex story emerges (Fig. 11a) . The grid cell nearest the station along with the adjacent grid cells to the west and south are over water and therefore contain a much more moderate climate than the station. In contrast, the higher-elevation grid cells over land are too cold throughout the year. The grid cells that best match the station in this case are those lower-elevation cells that are farther inland. A further complication with this location is that the adjacent waters that are present in the downscaling and reality are not resolved in the coarse reanalysis. This also precludes sea ice over the inlet in the downscaling because the inlet is not present in the reanalysis. In nature, the inlet is ice covered during much of the winter, so future downscaling efforts in this region should consider this issue. Precipitation (Fig. 11b) showed a similar elevation distribution as Juneau, with higher precipitation amounts at higher-elevation locations. However, precipitation at the nearest grid cell correlated well with that at the station.
Barrow is not a major population center but was selected for evaluation because of its location in Arctic Alaska, which has experienced significant climatic and environmental changes in recent decades (e.g., Bieniek et al. 2014; Wendler et al. 2014; Bhatt et al. 2013; Markon et al. 2012) . Like Fairbanks, Barrow has a somewhat continental climate, but can be moderated when the sea ice cover is absent. Unlike the previous stations the topography in the vicinity of Barrow is quite flat with a range of only a few tens of meters (Fig. 8d) . Like Anchorage, a complicating factor for selecting the nearest grid cell to the observation station is that the station is located over the ocean in the downscaling land-sea mask. Therefore the nearest grid cell over land was selected. The station and nearest downscaled grid point are both located at 4-5-m elevation, so no corrections were made to the data for elevation. The monthly 1979-2013 climatologies of temperature were compared with the station at the airport, and downscaled temperatures were found to be noticeably warmer (;28C) than the observed in JuneAugust (Fig. 12a) . In contrast, reanalysis temperatures were cooler during this same period, and no other large biases were noted during other months. The effect of cloud cover was evaluated by comparing the incoming solar radiation observed at the Barrow ARM site versus that in the WRF Model (Fig. 12b) . The comparison was limited to the 1988-2013 period for which data are available from the ARM station. Based on that analysis, there is a slightly higher amount of incoming solar FIG. 11 . Monthly (a) 2-m temperature and (b) precipitation at eight adjacent grid points vs the nearest downscaled grid point to the station at Anchorage. The 1:1 line is displayed along with the best-fit line by least squares regression for each variable. The line labels correspond to the grid points marked in Fig. 7d . The blue and green points/lines indicate water and land points respectively, and the red and yellow points/lines indicate those two grid points that have the best correlation with the Anchorage station observations.
radiation in the WRF Model downscaling than is actually observed in May-July. However, additional factors such as sea ice are likely playing a role, and overwater fetch with the WRF Model land mask will differ from the actual fetch for various wind directions.
Conclusions
The results presented here show that dynamical downscaling for Alaska benefits from the higher-resolution topography and better-resolved coastlines of a regional model such as the WRF Model. In particular, the lower temperatures and greater precipitation amounts known to characterize higher elevations are more apparent in the WRF Model output than in a coarse-resolution reanalysis such as ERA-Interim. The improved depictions of temperature and precipitation should also result in improved distributions of snow, which have already been demonstrated in regional climate model simulations for other areas such as the Pacific Northwest (Leung et al. 2003) .
Because dynamical downscaling adds local information to coarser reanalysis data, it can also add local information to global model simulations for both historical and future periods. However, dynamical downscaling of global climate models will not benefit from the observational constraints on the lateral boundaries provided by forcing from a reanalysis. In the case of global climate model-derived lateral forcing, the downscaled output will be adversely impacted by any biases in the global climate model as well as any biases in the regional model (e.g., the WRF Model).
Even with the observational constraints imposed by the use of a reanalysis for boundary forcing, the biases resulting from the regional model will require corrections in many applications. For example, the use of the dynamical downscaling output to drive a glacier or land surface model will require adjustments of temperature and precipitation if biases of several degrees Celsius or several tens of a percent of precipitation are unacceptable. Since interannual variations and multidecadal changes of means have similar magnitudes, bias corrections will often be advisable, if not absolutely necessary.
The validation of the dynamically downscaled fields is problematic in a region such as Alaska where the number of high-quality surface stations with long records is only a few dozen. The locations of these stations at almost entirely low elevations and in the southern half of the state biases the station data toward higher temperatures and lower precipitation amounts. The lowprecipitation bias is compounded by the tendency for gauges to undercatch precipitation by as much as 50% during the cold season. Remote sensing products offer the potential for more spatially complete validation data, although remote sensing products have their own systematic errors that may be as large as those of a regional model.
The comparison of downscaled output for data from particular observational sites highlights another challenge of model-data comparisons. Topography near sites such as Anchorage, Juneau, and even Fairbanks can vary sharply over distances comparable to the 20-km resolution of the simulation described here. A station's location relative to a coastal boundary or a major topographic feature may not be captured even with 20-km resolution, making it necessary to maximize consistency between the station's location and the ''comparison'' grid cell in the WRF Model, even if maximum consistency requires the use of a WRF Model grid cell in which the station is not actually located.
Future downscaling efforts with the WRF Model in Alaska will include the use of global climate model output driven by scenarios of external forcing (greenhouse gases, aerosols) to downscale future climate changes. Downscaling of additional reanalysis products would also help to better quantify the biases in the WRF Model and the uncertainty of the downscaled output, as reanalyses have biases that vary from product to product (e.g., Lader et al. 2016) . The development of bias corrections for applications to wildfire models, glacier modules, and sea ice-ocean-land interactions is also a high priority before stakeholders can fully benefit from dynamical downscaling. Finally, dynamical downscaling offers unique opportunities to address future changes in extreme events such as storms with high winds, heavy precipitation episodes, and changes in extreme temperatures over a region that is presently characterized by one of the largest annual cycles in the Northern Hemisphere.
