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ABSTRAKT
V tejto práci je popísaný návrh systému diagnózy Parkinsonovej choroby na základe reči.
Parkinsonova choroba je neurodegeneratívna porucha centrálneho nervového systému,
ktorej prejavom je okrem iných aj postihnutie motorických aspektov reči tzv. hypokine-
tická dysartria. Návrh systému je v tejto práci založený na najznámejších segmentálnych
parametroch ako sú koeficienty LPC, PLP, MFCC, LPCC, ale aj menej známych ako sú
CMS, ACW a MSC. Z rečových nahrávok pacientov postihnutých Parkinsonovou cho-
robou, ale aj kontrólnych jedincov, sú vypočítané tieto koeficienty, ktoré sú v ďalšom
postupe podrobené selekcii a následne klasifikácii. Najlepší výsledok, ktorý bol v práci
získaný, dosahoval presnosť klasifikácie 77,19%, senzitivitu 74,69% a špecificitu 78,95%.
KĽÚČOVÉ SLOVÁ
Parkinsonova choroba, hypokinetická dysartria, segmentálne parametre, spracovanie re-
čových signálov, LPC, PLP, MFCC, LPCC, CMS, ACW, MSC, selekcia parametrov,
klasifikácia
ABSTRACT
This project describes design of the system for diagnosis Parkinson’s disease based on
speech. Parkinson’s disease is a neurodegenerative disorder of the central nervous system.
One of the symptoms of this disease is disability of motor aspects of speech, called
hypokinetic dysarthria. Design of the system in this work is based on the best known
segmental features such as coefficients LPC, PLP, MFCC, LPCC but also less known
such as CMS, ACW and MSC. From speech records of patients affected by Parkinson’s
disease and also healthy controls are calculated these coefficients, further is performed
a selection process and subsequent classification. The best result, which was obtained
in this project reached classification accuracy 77,19%, sensitivity 74,69% and specificity
78,95%.
KEYWORDS
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ÚVOD
U pacientoch postihnutých Parkinsonovou chorobou sa vyskytuje porucha motoric-
kej realizácie reči, ktorá sa označuje ako hypokinetická dysartria. Preto je možné na
základe rečovej analýzy týchto pacientov diagnostikovať samotné ochorenie.
Vo väčšine prípadov je Parkinsonova choroba analyzovaná pomocou supraseg-
mentálnych parametrov. Cieľom tejto práce je rozbor aktuálnej problematiky seg-
mentálnej analýzy reči a návrh systému diagnózy Parkinsonovej choroby, ktorý bude
založený na týchto parametroch.
Hlavnou úlohou tohto projektu je dosiahnuť čo najúspešnejšiu klasifikáciu, ktorá
dokáže, čo najlepšie oddeliť pacientov postihnutých Parkinsonovou chorobou od
zdravých jedincov. Po výpočte segmentálnych parametrov z rečových nahrávok do-
chádza k ich transformácii na skalárne hodnoty využitím štatistík. Klasifikácia je
vykonaná pre viaceré scenáre, pomocou dvoch klasifikátorov a to podporných vek-
torov SVM a klasifikačných stromov. V prvom kroku je uskutočnená klasifikácia
bez selekcie parametrov, v ďalších krokoch so selekciou pomocou Mann-Whitneyho
testu, metódy mRMR (minimum Redundancy Maximum Relevance) a metódy SFFS
(Sequential Floating Forward Selection), prípadne ich kombinácii.
V kapitole 1 je popísaná Parkinsonova choroba a jej prejav v oblasti reči – hypoki-
netická dysartria. Taktiež sú uvedené oblasti, v ktorých sa hypokinetická dysartria
prejavuje. Kapitola 2 sa zaoberá segmentáciou a detailným popisom jednotlivých
segmentálnych parametrov a princípom ich výpočtu. Sú tu zmienené parametre
LPC, PLP, MFCC, LPCC, CMS, ACW a MSC. Kapitola 3 je zameraná na spra-
covanie segmentálnych parametrov a to konkrétne na ich transformáciu z vektorov
alebo matíc na skalárne hodnoty a rozšírenie statických koeficientov o dynamické.
V kapitole 4 sú popísane ďalšie parametre, ktoré sú často využívané pri analýze Par-
kinsonovej choroby. Sú to parametre založené na formantoch (VAI, VSA, LnVSA,
pomer F2[i]/F2[u], FCR) a parameter VOT, VOT pomer. K skráteniu času klasifi-
kácie a k jej vyššej úspešnosti je často využívaná selekcia parametrov. Kapitola 5
popisuje základné metódy výberu parametrov, ako sú štatistické testy (konkrétne
Mannov-Whitneyov test), metóda mRMR (minimum Redundancy Maximum Rele-
vance) a metóda SFFS (Sequential Floating Forward Selection). V kapitole 6 sú de-
tailne popísané klasifikátory, ktoré sú využívané pri klasifikácii. V tejto časti práce
je vysvetlený princíp troch klasifikátorov a to: Gaussových zmiešaných modelov
GMM, podporných vektorov SVM a klasifikačných stromov. Okrem iného sa táto
kapitola zoberá aj výsledkami klasifikácie a sú tu zmienené pojmy: chyba a presnosť
klasifikácie, senzitivita, špecificita a koeficient TSS. Nasleduje kapitola 7, ktorá vy-
cházda z odborného článku [22], kde boli ku klasifikácii pacientov s PCH využité
tieto segmentálne parametre: LPC, LPCC, MFCC, PLP. V tejto časti práce je popí-
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saná databáza, z ktorej boli rečové nahrávky získané a taktiež výsledky klasifikácie.
V kapitole 8 je popísaná databáza rečových nahrávok, ktorá bola získaná v spolu-
práci s Fakultnou nemocnicou u sv. Anny v Brne. Postupom pri riešení tejto práce
sa zoberá kapitola 9, kde sú popísané všetky scenáre, pre ktoré bola uskutočnená
klasifikácia a taktiež ich výsledky.
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1 PORUCHY REČI PRI PARKINSONOVEJ
CHOROBE
1.1 Úvod k Parkinsonovej chorobe
Parkinsonova choroba (PCH) je progresívne a neurodegeneratívne ochorenie. Je naj-
častejšou príčinou klinického syndrómu spôsobeného postihnutím oblasti nervového
systému tzv. bazálnych ganglií, ktoré sú nevyhnutné pri riadení pohybu [6]. Jedným
zo základných faktorov pri vzniku PCH je nedostatok dopamínu v bazálnych gan-
gliách, ktorý slúži ako prenášač biologickej informácie. Dopamín sa tvorí v mozgu,
v jadre zvanom substantia nigra (čierne jadro) [7]. Zánik dopaminergných neurónov
sa prejavuje aj u zdravých jedincoch, avšak u jedincoch postihnutých PCH je strata
urýchlená [6]. PCH postihuje 1 z 1000 v populácii sveta a symptómy sa zvyčajne
prejavujú rovnako ako u mužov, tak aj u žien po 50. roku života [27]. Základnými
príznakmi PCH sú pokojový tras (tremor), svalová stuhnutosť (rigidita), spomale-
nie pohybov (bradykinéza) a poruchy postoja a chôdze (posturálna instabilita) [6].
Jedným z ďalších prejavov je postihnutie motorických aspektov reči. Reč sa stáva
monotónnejšia a tichšia. Dysartria vzniká v prípade ak je narušená pohybová tvorba
reči. Znamená to, že dochádza k obmedzeniu schopnosti tvoriť reč, ale použitie ja-
zyka narušené nie je[14]. U pacientov s dysartriou je sťažená svalová činnosť rečových
mechanizmov.
1.2 Hypokinetická dysartria
Hypokinetická dysartria (HD) je porucha motorickej stránky tvorby reči, jej naj-
častejšou príčinou je Parkinsonova choroba. Prítomnosť HD sa môže prejaviť v ob-
lastiach produkcie reči, t. j. respirácia, fonácia, artikulácia, prozódia, plynulosť reči
a faciokinézia. Avšak oblasť faciokinézie nie je z hľadiska spracovania rečových sig-
nálov natoľko významná [20, 27, 7].
1.2.1 Respirácia
Systém respirácie je ovplyvňovaný PCH. Pri dýchaní počas reči, osoby s PCH majú
menší objem hrudného koša [27], čo svedčí o nedostatočnom množstve vzduchu
a k zníženiu tlaku prúdu vzduchu v hlasovom ústrojenstve počas reči.
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1.2.2 Fonácia
Fonácia je tvorenie hrtanového zvuku (hlasu) činnosťou hlasiviek. Svalová stuhnutosť
sa prejavuje tým, že hlasivky nepracujú dokonale, dochádza k ich nedostatočnému
zovretiu a k redukovanému alebo pomalému chveniu. U pacientoch s PCH je možné
pozorovať hypofóniu a dysfóniu [33]. Hypofónia je zníženie intenzity hlasu, prejavom
dysfónie je znížená kvalita hlasu, hlas je drsný, chraptivý. U osôb s PCH bolo zistené,
že nedokážu vyslovovať dlhé samohlásky počas tak dlhej doby, ako zdraví ľudia [27].
Ďalším z možných prejavov v reči pacientov je zvýšená stredná hodnota kmitočtu
základného tónu 𝐹0. Bolo zistené, že s rastúcou dobou postihnutia, stredná hodnota
rastie, z toho vyplýva, že tento parameter možno využiť k posudzovaniu pokročilosti
ochorenia [20].
1.2.3 Artikulácia
U pacientoch postihnutých PCH má svalstvo aktívnych artikulačných orgánov zní-
žený rozsah a rýchlosť pohybu, čo zhoršuje zrozumiteľnosť a prirodzenosť reči. Na-
rušená schopnosť artikulácie sa prejavuje pri úlohách, kde pacienti musia vyslovovať
také slabiky a slová, kde dochádza k rýchlemu pohybu pier, špičke jazyka a zadnej
časti jazyka [27]. V tejto oblasti sa prejavuje nedokonalá výslovnosť najmä spolu-
hlások, pričom dochádza k ich spodobovaniu. Môže dochádzať k zámene znelých
spoluhlások [b],[d],[g],[z] za neznelé [p],[t],[k],[s] a naopak [27].
1.2.4 Prozódia
Medzi prozodické faktory reči patrí prízvuk, intonácia, tempo a rozloženie páuz.
Tempo je pri pacientoch postihnutých PCH narušené jednak spomalením (brady-
fémia), ale aj zrýchlením (tachyfémia) [33]. Charakteristické prejavy HD v oblasti
prozódie sú monotónnosť, absencia dôrazu, nesprávne položená melódia pri otáz-
kach, dokonca dochádza k narušenému prejavu aktívnych emócií [27]. Poruchy pro-
zodických vlastností reči významne zhoršujú celkovú zrozumiteľnosť reči.
1.2.5 Plynulosť reči
Poruchy plynulosti reči sa prejavujú v dvoch formách, ktoré sa môžu vyskytovať jed-
notlivo alebo súčasne. V prípade palilálie dochádza k opakovaní slabík alebo celých
slov. V prípade hezitácie je plynulosť reči narušená neúmyselnými a neplánovanými
pauzami [20, 33].
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2 SEGMENTÁLNE PARAMETRE
Jedným zo základných krokov pri spracovaní rečových signálov je segmentácia, tzn.
rozdelenie rečového signálu na jednotlivé segmenty o dĺžke 10−30 ms. Reč je možné
v týchto segmentoch považovať za kvazistacionárnu (čiastočne stacionárnu). Seg-
menty sa môžu vytvárať bez prekryvu, avšak častejší prípad je s prekryvom, pretože
na hranici dvoch segmentov nedochádza ku skokovým zmenám. Princíp segmentácie
je znázornený na obr. 2.1 [9].
Obr. 2.1: Princíp segmentácie rečových signálov
Jedným zo základných delení parametrov popisujúcich reč je rozdelenie na seg-
mentálne a suprasegmentálne. Segmentálne parametre sa počítajú z krátkych úsekov
(10 − 30 ms) a suprasegmentálne parametre z dlhších úsekov (stovky ms). Medzi
suprasegmentálne parametre patrí kmitočet základného tónu 𝐹0, krátkodobá ener-
gia signálu 𝐸 a počet prechodov signálu nulovou úrovňou (ZCR). V tejto kapitole
budú popisované segmentálne parametre.
2.1 Lineárne predikčné koeficienty LPC
Koeficienty LPC (Linear Predictive Coefficients) sa využívajú pri určovaní spektrál-
nych charakteristík modelu hlasového ústrojenstva a s ich pomocou je možné dobre
identifikovať formantovú štruktúru reči. Tieto koeficienty sú využívané pre syntézu
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reči, z chyby predikcie je možné odvodiť poznatky o znelosti a určiť periódu zá-
kladného hlasivkového tónu [24]. LPC koeficienty sú počítané v procese lineárnej
predikčnej analýze, ktorá je veľmi efektívny prostriedok popisu spektrálnych vlast-
ností rečového signálu [11]. Lineárna predikčná analýza odhaduje aktuálnu hodnotu
vzorky reči 𝑠[𝑛] pomocou 𝑝 predchádzajúcich vzoriek. Pre doprednú lineárnu pred-
ikčnú analýzu platí vzťah [30]:
𝑠[𝑛] = −
𝑝∑︁
𝑖=1
𝑎𝑝[𝑖]𝑠[𝑛− 𝑖], (2.1)
kde 𝑎𝑝[𝑖] sú označované ako LPC koeficienty a premenná 𝑝 ako rád lineárnej pred-
ikcie. Chyba doprednej lineárnej predikcie 𝑒[𝑛] je definovaná ako [30]:
𝑒[𝑛] = 𝑠[𝑛]− 𝑠[𝑛] = 𝑠[𝑛] +
𝑝∑︁
𝑖=1
𝑎𝑝[𝑖]𝑠[𝑛− 𝑖]
𝑒[𝑛] =
𝑝∑︁
𝑖=0
𝑎𝑝[𝑖]𝑠[𝑛− 𝑖], kde 𝑎𝑝[0] = 1. (2.2)
Stredná kvadratická chyba lineárnej predikcie je daná vzťahom [30]:
𝜖𝑒𝑝 = 𝐸
(︁
|𝑒[𝑛]|2
)︁
= 1
𝑁
𝑁−1∑︁
𝑛=0
|𝑒[𝑛]|2
𝜖𝑒𝑝 =
1
𝑁
𝑁−1∑︁
𝑛=0
⃒⃒⃒⃒
⃒𝑠[𝑛] +
𝑝∑︁
𝑖=1
𝑎𝑝[𝑖]𝑠[𝑛− 𝑖]
⃒⃒⃒⃒
⃒
2
. (2.3)
Chyba 𝜖𝑒𝑝 je kvadratická funkcia LPC koeficientov 𝑎𝑝[𝑖] a jej minimalizácia vedie na
sústavu lineárnych rovníc, ktoré sú označované ako normálové rovnice. K riešeniu
týchto rovníc sa využívajú autokorelačné koeficienty 𝛾𝑥𝑥[𝑗].
Sústavu rovníc 𝛾𝑥𝑥[𝑗] = −∑︀𝑝𝑖=1 𝑎𝑝[𝑖]𝛾𝑥𝑥[𝑗 − 𝑖], pre 𝑗 = 1, 2, 3, . . . , 𝑝 je možné
prepísať na maticový tvar [30]:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝛾𝑥𝑥[0] 𝛾*𝑥𝑥[−1] · · · 𝛾*𝑥𝑥[−𝑝+ 1]
𝛾𝑥𝑥[1] 𝛾𝑥𝑥[0] · · · 𝛾*𝑥𝑥[−𝑝+ 2]
𝛾𝑥𝑥[2] 𝛾𝑥𝑥[1] · · · 𝛾*𝑥𝑥[−𝑝+ 3]
... ... . . . ...
𝛾𝑥𝑥[𝑝− 1] 𝛾𝑥𝑥[𝑝− 2] · · · 𝛾𝑥𝑥[0]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑎𝑝[1]
𝑎𝑝[2]
𝑎𝑝[3]
...
𝑎𝑝[𝑝]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−𝛾𝑥𝑥[1]
−𝛾𝑥𝑥[2]
−𝛾𝑥𝑥[3]
...
−𝛾𝑥𝑥[𝑝]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.4)
Keďže matica autokorelačných koeficientov je Toeplitzova a Hermitovská matica,
sústava je riešiteľná pomocou Levinson-Durbinovho algoritmu [21].
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2.2 Perceptívne lineárne predikčné koeficienty
PLP
Lineárna predikčná analýza je účinná metóda pre popis spektrálnych vlastností rečo-
vého signálu, avšak príliš dobre nepopisuje spôsob, ako počuje rečové zvuky človek.
Jedná sa o vlastnosti nelineárneho vnímania intenzity a frekvencie tónu, taktiež mas-
kovanie zvukov. Preto bola Hermanskym navrhnutá nová metóda, nazývaná percep-
tívna lineárna predikčná analýza. Táto metóda v porovnaní s lineárnou predikčnou
analýzou využíva kritické pásmo spektrálnej citlivosti, krivky rovnakej hlasitosti
a vzťah vyjadrujúci závislosť medzi intenzitou zvuku a jeho vnímanou hlasitosťou
[24].
Postup pri výpočte PLP koeficientov (Perceptual Linear Predictive Coefficients)
je nasledovný:
Pre každý segment rečového signálu vypočítame krátkodobé výkonové spektrum
pomocou vzťahu [24]:
𝑃 (𝜔) = |𝑆(𝜔)|2 = [Re𝑆(𝜔)]2 + [Im𝑆(𝜔)]2. (2.5)
Nelineárna transformácia pôvodnej osy frekvencií 𝜔 [rad/s] na osu frekvencií
Ω(𝜔) v jednotke bark je počítaná podľa vzťahu [24]:
Ω(𝜔) = 6 ln
⎛⎝ 𝜔
1200𝜋 +
√︃(︂
𝜔
1200𝜋
)︂2
+ 1
⎞⎠ , kde 𝜔 = 2𝜋𝑓 [rad/s]. (2.6)
Maskovacie krivky sú vytvorené pomocou pásmových priepustí, ktoré simulujú
kritické pásma počutia, ich základnú charakteristiku je možné popísať nasledujúcim
vzťahom [24]:
Ψ(𝑧) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 pre 𝑧 < −2, 5
10𝑧+0,5 pre −2, 5 ≤ 𝑧 ≤ −0, 5
1 pre −0, 5 < 𝑧 < 0, 5
10−2,5(𝑧−0,5) pre 0, 5 ≤ 𝑧 ≤ 1, 3
0 pre 𝑧 > 1, 3
, (2.7)
kde 𝑧 je v jednotkách [bark].
Keďže vlastnosťou ľudského sluchu je vnímanie intenzity zvuku v závislosti na
frekvencii, dochádza k prispôsobeniu výkonového spektra aj v tejto oblasti. Z toho
dôvodu sú upravované pásmové filtre 𝑚-tého kritického pásma a odpovedajúce hod-
noty aproximujúcej krivky 𝐸(𝜔) podľa vzťahu [24]:
Φ𝑚(Ω(𝜔)) = 𝐸(𝜔)Ψ(Ω(𝜔)− Ω𝑚), (2.8)
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kde Ω𝑚 je stredná frekvencia 𝑚-tého kritického pásmového filtru 𝑚 = 0, . . . ,𝑀 − 1
v jednotkách [bark]. Funkcia 𝐸(𝜔) je navrhnutá ako aproximácia na rovnakú citlivosť
ľudského sluchu v rôznych frekvenciách.
Vážená spektrálna sumácia vzoriek výkonového spektra 𝑃 (𝜔) je vyjadrená vzťa-
hom [24]:
Ξ(Ω𝑚) =
𝜔𝑚ℎ∑︁
𝜔𝑚𝑑
𝑃 (𝜔)Φ𝑚(Ω(𝜔)), (2.9)
kde 𝑚 = 1, . . . ,𝑀 − 2 a sumačné medze sú určené ako:
𝜔𝑚𝑑 = 1200𝜋 sinh
(︃
Ω𝑚 − 2, 5
6
)︃
, (2.10)
𝜔𝑚ℎ = 1200𝜋 sinh
(︃
Ω𝑚 + 1, 3
6
)︃
. (2.11)
V ďalšom kroku sú hodnoty Ξ(Ω𝑚) upravené podľa nasledujúceho vzťahu [24]
tak, aby vyjadrovali závislosť medzi intenzitou a vnímanou hlasitosťou.
𝜉(Ω𝑚) = (Ξ(Ω𝑚))0,3 , (2.12)
kde 𝑚 = 1, . . . ,𝑀 − 2.
Následne sú hodnoty 𝜉(Ω𝑚), 𝑚 = 1, . . . ,𝑀 − 2 aproximované spektrom celopó-
lového modelu.
Výsledná rovnica pre výpočet autokorelačnej funkcie je [24]:
𝛾𝑥𝑥[𝑖] =
1
2(𝑀 − 1)
{︃
𝜉(Ω0)cos(𝑖 𝜔0) + 2
[︃
𝑀−2∑︁
𝑚=1
𝜉(Ω𝑚)cos(𝑖 𝜔𝑚)
]︃
+
+𝜉(Ω𝑀−1)cos(𝑖 𝜔𝑀−1)} , (2.13)
kde 𝑖 = 0, . . . , 𝑄 a 𝜔𝑀−1 = 𝜋.
Ak sú známe hodnoty autokorelačnej funkcie 𝛾𝑥𝑥 pre 𝑖 = 0, . . . , 𝑄, PLP koefi-
cienty je možné určiť pomocou Levinson-Durbinovho algoritmu [21], tak ako v prí-
pade LPC koeficientov.
2.3 Melovské kepstrálne koeficienty MFCC
Hlavná výhoda použitia MFCC (Mel-Frequency Cepstral Coefficients) pre hlasovú
analýzu spočíva v tom, že tieto koeficienty berú v úvahu nelineárne a maskovacie
vlastnosti ľudského počutia. Postup pri výpočte MFCC je uvedený na obr. 2.2.
Prvým krokom spracovania rečového signálu je preemfáza [9], ktorá sa využíva
k zvýrazneniu amplitúd spektrálnych zložiek rečového signálu s ich rastúcou frekven-
ciou. Je realizovaná číslicovým filtrom typu horná prepusť s diferenčnou rovnicou:
𝑦[𝑛] = 𝑥[𝑛]− 𝛼𝑥[𝑛− 1], 𝛼 ∈< 0, 9; 1 > . (2.14)
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Obr. 2.2: Schéma výpočtu MFCC
Ďalším krokom je segmentácia, nasleduje násobenie pomocou okna (najčastejšie sa
používa Hammingove okno), následne je počítané spektrum DFT pomocou FFT,
maskovanie a nelineárne kmitočtové vlastnosti ľudského počutia sú reprezentované
bankou číslicových filtrov s trojuholníkovou modulovou kmitočtovou charakteristi-
kou [24]:
𝑓𝑚 = 2595, 0375 log (1 +
𝑓
700), (2.15)
𝑓 = 700(10
𝑓𝑚
2595,0375 − 1), (2.16)
kde 𝑓 je kmitočet definovaný v jednotkách Hz a 𝑓𝑚 je kmitočet definovaný v meloch.
V niektorých prípadoch je banka trojuholníkových filtrov prispôsobená krivkám rov-
nakej hlasitosti. Príklad banky trojuholníkových filtrov je znázornený na obr. 2.3.
Ďalším krokom je určenie výkonového spektra rečového signálu:
|𝑋[𝑘]|2 , 𝑘 = 0, 1, . . . , 𝑁 − 1 (2.17)
a toto spektrum je postupne násobené jednotlivými trojuholníkovými filtrami:
𝑌 [𝑚] = ln
(︃
𝑁−1∑︁
𝑘=0
|𝑋[𝑘]|2𝐻𝑚[𝑘]
)︃
, 𝑚 = 0, 1, . . . ,𝑀, (2.18)
kde premenná 𝑀 vyjadruje počet trojuholníkových filtrov v banke filtrov. Koefi-
cienty 𝑌 [𝑚] sa nazývajú melovské spektrálne koeficienty. Prirodzený logaritmus ln 𝑥
vyjadruje nelineárne skreslenie pri vyšších úrovniach hlasitosti [9]. K výpočtu melov-
ských kepstrálnych koeficientov je potrebné previesť IDFT a uvažovať iba jej reálnu
časť. Toto je docielené pomocou diskrétnej kosínusovej transformácie [24]:
𝑐[𝑛] =
𝑀−1∑︁
𝑚=0
𝑌 [𝑚]𝑐𝑜𝑠
[︂
𝜋𝑛
𝑀
(︂
𝑚− 12
)︂]︂
, 𝑛 = 0, 1, . . . ,𝑀 − 1. (2.19)
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Obr. 2.3: Banka trojuholníkových filtrov pri výpočte MFCC koeficientov (𝑓𝑠 =
16 kHz, 𝑁𝐹𝐹𝑇 = 2048, 𝑚 = 15)
2.4 Lineárne predikčné kepstrálne koeficienty
LPCC
Lineárny systém, ktorým je modelovaný hlasový trakt, je možné popísať pomo-
cou kepstrálnych koeficientov. LPCC koeficienty (Linear Predictive Cepstral Coeffi-
cients) boli zavedené pre veľmi dobré vlastnosti MFCC koeficientov. Prepočet LPC
koeficientov na koeficienty kepstra je daný vzťahom [24]:
𝑐(1) = −𝑎1 ,
𝑐(𝑘) = −𝑎𝑘 −
𝑘−1∑︁
𝑖=1
(︂
𝑖
𝑘
)︂
𝑐(𝑖)𝑎𝑘−1 , pre 2 ≤ 𝑘 ≤ 𝑄 , (2.20)
𝑐(𝑘) = −
𝑄∑︁
𝑖=1
(︃
𝑘 − 𝑖
𝑘
)︃
𝑐(𝑘 − 𝑖)𝑎𝑖 , pre 𝑘 = 𝑄+ 1, 𝑄+ 2, . . . ,
kde 𝑐(𝑘) sú LPCC koeficienty. Tieto koeficienty sú dekorelované a používajú sa
v systémoch rozpoznávania reči, ich hlavnou výhodou je rýchlosť výpočtu.
2.5 Koeficienty CMS
Koeficienty CMS (Cepstral Mean Subtraction coefficients) sú normalizáciou MFCC
koeficientov. Pôvodne boli vyvinuté pre kompenzáciu vplyvu telefónneho kanálu pri
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verifikácii volajúceho.
Pri výpočte CMS sa od koeficientov MFCC v jednotlivých pásmach odčíta prie-
mer [28]:
𝑐𝑡 = 𝑐𝑡 − 𝜇, 𝑡 = 0, . . . , 𝑇 − 1, (2.21)
kde 𝜇 je priemerná hodnota koeficientov v jednotlivom pásme 𝑐0, . . . , 𝑐𝑇−1. Ďalším
krokom je delenie smerodajnou odchýlkou [28]:
𝑐𝑡𝑛 =
𝑐𝑡𝑛
𝜎𝑛
𝑡 = 0, . . . , 𝑇 − 1 𝑛 = 1, . . . , 𝑁, (2.22)
kde 𝜎𝑛 je smerodajná odchýlka pre každé 𝑛 = 1, . . . , 𝑁 z jednotlivých pásiem
𝑐00, . . . , 𝑐
𝑇−1
𝑛 .
2.6 Koeficienty ACW
ACW (Adaptive Component Weighted) kepstrum je na rozdiel od lineárneho pre-
dikčného kepstra menej náchylné na kanálové skreslenie. ACW kepstrum odstra-
ňuje zmeny spôsobené skreslením kanála normalizáciou rezídui tak, že úzkopásmové
komponenty korešpondujúce s formantmi reči sú zdôraznené a širokopásmové kom-
ponenty sú potlačené. Toto kepstrum vyžaduje nájdenie koreňu polynómu, čo pred-
stavuje oveľa náročnejšiu výpočetnú záťaž a môže to byť numericky náročné, ak dva
alebo viac koreňov sú blízko pri sebe [15, 34].
Pri výpočte ACW kepstra sú lineárne predikčné koeficienty popisujúce hlasový
trakt a kanál odhadnuté. Potom sú transformované do kepstra a lineárne predikčné
koeficienty reprezentujúce kanál 𝑏𝑝[𝑖] sú odvodené z 𝑎𝑝[𝑖] podľa vzťahu [15]:
𝑏𝑝[𝑖] =
𝑝− 𝑖
𝑝
𝑎𝑝[𝑖], (2.23)
kde 𝑝 je poradie modelu. Pomocou vzťahov 2.20 sú 𝑎𝑝[𝑖] a 𝑏𝑝[𝑖] prepočítané na
𝑐𝐿𝑃𝐶𝐶 [𝑛] respektíve 𝑐𝐶𝐻 [𝑛].
ACW koeficienty 𝑐𝐴𝐶𝑊 [𝑛] sú vypočítané podľa vzťahu [15]:
𝑐𝐴𝐶𝑊 [0] = log 𝑝 ,
𝑐𝐴𝐶𝑊 [𝑛] = 𝑐𝐿𝑃𝐶𝐶 [𝑛]− 𝑐𝐶𝐻 [𝑛]. (2.24)
ACW koeficienty sa využívajú pri identifikácii hovoriaceho, v tomto sú omnoho lepšie
ako LPCC koeficienty.
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2.7 Koeficienty MSC
Koeficienty MSC (Modulation Spectra Coefficients) sú počítané po modulácii spek-
tra. Modulácia spektra patrí medzi najčastejšie modulácie frekvenčnej analýzy pre
diskrétny signál 𝑥(𝑛) [16]. Prvým krokom výpočtu je krátkodobá Fourierova trans-
formácia (STFT), ktorá je počítaná pre každý segment 𝑚 [2]:
𝑋𝑘(𝑚) =
∞∑︁
𝑛=−∞
ℎ(𝑚𝑀 − 𝑛)𝑥(𝑛)𝑒−𝑗 2𝜋𝐾 𝑘𝑛 𝑘 = 0, . . . , 𝐾 − 1 (2.25)
kde ℎ vyjadruje násobenie oknom s krokom 𝑀 vzoriek, pri celkovej dĺžke signálu
𝐾. Po tomto kroku je možná filtrácia bankou filtrov v melovskej škále, čo má za
následok zredukovanie počtu frekvenčných pásiem [16].
Obálky amplitúd reči |𝑋𝑘(𝑚)| majú silne exponenciálne rozdelenie, preto ďal-
ším krokom je logaritmická transformácia hodnôt amplitúd |𝑋𝑘(𝑚)| a odčítanie ich
priemernej hodnoty [2].
?^?𝑘(𝑚) = log |𝑋𝑘(𝑚)| − log |𝑋𝑘(𝑚)|. (2.26)
V nasledujúcom kroku je opäť použitá krátkodobá Fourierova transformácia
(STFT), pomocou ktorej je detekovaný frekvenčný obsah |𝑋𝑘(𝑚)| [2].
𝑋𝑙(𝑘, 𝑠) =
∞∑︁
𝑚=−∞
𝑔(𝑙𝐿−𝑚)
⃒⃒⃒
?^?𝑘(𝑚)
⃒⃒⃒
𝑒−𝑗
2𝜋
𝑆
𝑠𝑚 𝑠 = 0, . . . , 𝑆 − 1 (2.27)
kde 𝑔 vyjadruje násobenie oknom, 𝐿 je počet vzoriek v jednom kroku, 𝑘 a 𝑠 udávajú
akustickú a modulačnú frekvenciu.
Posledným krokom je normalizácia každej akustickej frekvencie jednotlivých sub-
pásiem [2]:
𝑋𝑙,𝑠𝑢𝑏(𝑘, 𝑠) =
𝑋𝑙(𝑘, 𝑠)∑︀
𝑠𝑋𝑙(𝑘, 𝑠)
(2.28)
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3 SPRACOVANIE SEGMENTÁLNYCH PARA-
METROV
Výsledný tvar segmentálnych parametrov po parametrizačnom procese je vektor
alebo matica. Aby bolo možné v ďalších krokoch vykonávať štatistickú analýzu,
klasifikáciu a pod. sú jednotlivé vektory resp. matice transformované na skalárne
hodnoty. Táto transformácia je docielená pomocou tzv. štatistiky. Najčastejšie sa
používajú tieto štatistiky: výberový priemer, výberový medián, výberové percentily,
výberový rozptyl a výberová smerodajná odchýlka. Popis jednotlivých štatistík je uve-
dený v nasledujúcej podkapitole.
3.1 Štatistiky využívané pri transformácii
Výberový priemer je daný vzťahom:
?¯? = 1
𝑛
𝑛∑︁
𝑖=1
𝑥𝑖, (3.1)
kde 𝑛 je celkový počet pozorovaní.
Kvantil 𝑥𝑝 je hodnota znaku, pre ktorú platí, že 100𝑝% jednotiek usporiadaného
súboru má hodnotu menšiu alebo rovnú 𝑥𝑝 a 100(1 − 𝑝)% jednotiek má hodnotu
väčšiu alebo rovnú 𝑥𝑝 [13].
Medián je kvantil 𝑥0,50 (často sa značí ?˜?), kvantily 𝑥0,01, 𝑥0,02, . . . , 𝑥0,99 sa nazý-
vajú percentily.
Výberový rozptyl 𝑠2 je daný ako aritmetický priemer štvorcov odchýliek jednot-
livých hodnôt znaku od aritmetického priemeru [13]
𝑠2 = 1
𝑛− 1
𝑛∑︁
𝑖=1
(𝑥𝑖 − ?¯?)2, (3.2)
kde 𝑛 je celkový počet pozorovaní.
Odmocnina z výberové rozptylu sa nazýva výberová smerodajná odchýlka 𝑠,
𝑠 =
√
𝑠2. (3.3)
Jedná sa o kvadratický priemer odchýliek hodnôt znaku od ich aritmetického prie-
meru. Smerodajná odchýlka je na rozdiel od rozptylu vyjadrená v rovnakých jed-
notkách ako sledovaný znak.
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3.2 Dynamické koeficienty
Keďže koeficienty uvedené v kapitole 2 sú statické, čo znamená že výsledný vektor je
počítaný len zo vzoriek rečového signálu odpovedajúcemu danému oknu, môže byť
tento vektor rozšírený o tzv. dynamické koeficienty [24].
Dynamické koeficienty sú označované ako delta Δ𝑐𝑚 a delta-delta Δ2𝑐𝑚, vy-
jadrujú dynamickú (deriváciu) časovej zmeny vektorov statických koeficientov. Pre
každý segment 𝑛 sa určujú lineárnou regresiou z 2𝐿1 + 1, (resp. 2𝐿2 + 1) po sebe
idúcich segmentov rečového signálu. Dynamické koeficienty sú počítané na základe
nasledujúcich vzťahov [24]:
[Δ𝑐𝑚(𝑖)]𝑛 =
𝐿1∑︀
𝜅=−𝐿1
𝜅[𝑐𝑚+𝜅(𝑖)]𝑛+𝜅
𝐿1∑︀
𝜅=−𝐿1
𝜅2
, (3.4)
[Δ2𝑐𝑚(𝑖)]𝑛 =
𝐿2∑︀
𝜅=−𝐿2
𝜅[Δ𝑐𝑚+𝜅(𝑖)]𝑛+𝜅
𝐿2∑︀
𝜅=−𝐿2
𝜅2
, (3.5)
kde 𝐿1 = 𝐿2 = 1.
Tieto koeficienty sú často využívané v systémoch rozpoznávania reči, najmä pre
ich nekorelovanosť.
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4 ĎALŠIE PARAMETRE POUŽÍVANÉ KANA-
LÝZE PCH
Vo väčšine prípadov je Parkinsonova choroba analyzovaná pomocou koeficientov,
ktoré sú počítané na základe suprasegmentálnych parametrov. Popis týchto najčas-
tejšie využívaných koeficientov je uvedený v tejto kapitole.
4.1 Parametre založené na formantoch
Pri tvorbe reči prechádza turbulentné prúdenie vzduchu hlasovým traktom, pričom
v dutine hrdelnej, ústenej a nosnej dochádza k rezonanciám. Kmitočty, na ktorých
k týmto rezonanciám dochádza sa nazývajú formanty. Nevýhodou formantov je, že
sú závislé na pohlaví a veku.
4.1.1 Artikulačný index samohlások (VAI)
Artikulačný index samohlások (Vowel articulation index) je získavaný z troch sa-
mohlások [a], [i] a [u], podľa nasledujúceho vzťahu [29]:
𝑉 𝐴𝐼 = 𝐹2[i] + 𝐹1[a]
𝐹1[i] + 𝐹1[u] + 𝐹2[u] + 𝐹2[a]
, (4.1)
kde 𝐹1 je prvý a 𝐹2 druhý formant uvedených samohlások. Parametre VAI dobre
popisujú hybnosť jazyka na základe hodnôt formantov.
4.1.2 Oblasť hlasového traktu (VSA)
Ďalším parametrom, ktorý taktiež popisuje hybnosť jazyka je oblasť hlasového traktu
(Vowel space area). Princíp výpočtu VSA je zvyčajne postavený na výpočte obsahu
medzi súradnicami formantov 𝐹1 a 𝐹2 samohlások [a], [i] a [u] tzn. trojuholníkový
VSA alebo [a], [e], [i], [o], [u] tzn. päťuholníkový VSA . Trojuholníkový VSA je
počítaný podľa nasledujúceho vzťahu [18]:
𝑉 𝑆𝐴 =
⃒⃒⃒⃒
⃒
(︃
𝐹1[i] · (𝐹2[a] − 𝐹2[u]) + 𝐹1[a] · (𝐹2[u] − 𝐹1[u]) + 𝐹1[u] · (𝐹2[i] − 𝐹2[a])
2
)︃⃒⃒⃒⃒
⃒ .
(4.2)
Pri logaritmickej verzii VSA (LnVSA) sú najskôr jednotlivé formanty transformované
na logaritmickú škálu a potom je počítaná plocha medzi súradnicami formantov [18].
LnVSA je oproti VSA menej ovplyvnená kolísaním hlasu.
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4.1.3 Pomer F2[i]/F2[u]
Ďalším parametrom, ktorého výpočet je založený len na druhom formante je pomer
F2[i]/F2[u]. Tento parameter je počítaný iba z dvoch samohlások a to [i] a [u] [26].
4.1.4 Centralizačný pomer formantov (FCR)
Centralizačný pomer formantov (Formant centralization ratio) je parameter, ktorý
odstraňuje nevýhody predchádzajúcich parametrov, čiže závislosť na veku a pohlaví.
Výpočet je nasledovný [26]:
𝐹𝐶𝑅 = 𝐹2[u] + 𝐹2[a] + 𝐹1[i] + 𝐹1[u]
𝐹2[i] + 𝐹1[a]
. (4.3)
4.1.5 Výsledky
Pre porovnanie výsledkov jednotlivých parametrov je využitá publikácia [26]. V tejto
štúdii boli počítané parametre FCR, VSA, LnVSA a pomer F2[i]/F2[u] pre 52 jedin-
cov. Prvú skupinu tvorilo 19 pacientov postihnutých PCH, ktorí prijímali intenzívnu
hlasovú liečbu, druhú skupinu 19 pacientov postihnutých PCH, ktorí neboli liečení
a tretiu skupinu tvorilo 14 zdravých jedincov. Hlasová liečba, ktorú pacienti absolvo-
vali sa nazýva LSVT (Lee Silverman Voice Treatment) a je založená na cvičeniach,
ktoré zlepšujú motorické vlastnosti reči, je efektívna v redukcii rečových problémov,
vrátane artikulácie samohlások. Všetci účastníci boli hovoriaci americkou angličtinou
ako ich prvý jazyk. Pre väčšinu pacientov postihnutých PCH bola hypokinetická dy-
sartria charakterizovaná zníženou hlasitosťou, zachrípnutím, monotónnym rečovým
prejavom a nepresnou artikuláciou.
Jednotlivé parametre boli počítané zo samohlások, ktoré boli získané zo slov,
krátkych fráz a formanty boli počítané za rovnakých podmienok. Merania T1 a T2
boli použité pre dokázanie rozdielu medzi pacientami PCH, ktorí dostávali liečbu
a tými, ktorí ju nedostávali. Preto bolo meranie T1 uskutočnené jeden deň pred
liečbou a meranie T2 jeden deň po liečbe.
Výsledky parametrov sú uvedené v tab.4.1. Parametre FCR a pomer F2[i]/F2[u]
dokázali signifikantne odlíšiť pacientov s hypokinetickou dysartriou od zdravých je-
dincov. Pri všetkých získaných parametroch bolo prejavené zlepšenie stavu pacientov
pri hlasovej liečbe.
4.2 Parameter VOT
VOT (Voice onset time) je definovaný ako interval medzi začiatkom explozívy a za-
čiatkom vyslovenia nasledujúcej samohlásky [5]. Explozívy ([b], [d], [ď], [g], [k], [m],
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Tab. 4.1: Hodnoty parametrov FCR, VSA, LnVSA, F2[i]/F2[u]
FCR VSA LnVSA F2[i]/F2[u]
[-] Hz2 LnHz2 [-]
T1 T2 T1 T2 T1 T2 T1 T2
Sk. 1
SH 1,07 1,00 217551 281724 0,21 0,28 1,79 2,02
SO 0,08 0,10 99982 121441 0,08 0,10 0,24 0,27
VK 7,5% 10,0% 46,0% 43,1% 37,7% 36,4% 13,5% 13,6%
Sk. 2
SH 1,03 1,04 233508 234683 0,24 0,24 1,90 1,89
SO 0,09 0,09 83369 92646 0,07 0,08 0,24 0,26
VK 8,3% 9,0% 35,7% 39% 28,7% 35,2% 12,9% 13,8%
Sk. 3
SH 0,96 0,97 280420 272430 0,28 0,27 2,18 2,13
SO 0,07 0,07 77579 77184 0,07 0,06 0,27 0,22
VK 7,6% 6,0% 27,7% 28,3% 24,0% 21,5% 12,5% 10,1%
Kde SH – stredná hodnota, SO – smerodajná odchýlka, VK – variačný koeficient, skupinu
1 tvoria liečení pacienti s PCH, skupinu 2 neliečení pacienti s PCH a skupinu 3 zdraví
jedinci pri prvom meraní (T1) a druhom meraní (T2)[26].
[n], [ň], [p], [t], [ť]) vznikajú tak, že artikulačné orgány uzavrú vydychovanému prúdu
vzduchu na niektorom mieste cestu, následne je prekážka náhle uvoľnená a dochádza
k úniku nahromadeného vzduchu, tzv. explózii [24].
VOT hodnoty sú ovplyvňované radou faktorov, ako napríklad vek, rýchlosť reči,
fonetický kontext a objem pľúc. V [5] je uvedená ako signifikantná explozíva spolu-
hláska [b], pre ktorú boli hodnoty VOT o 7− 9 ms väčšie pri pacientoch s PCH.
Naopak v ďalších výskumoch bolo dokázané, že doba trvania VOT parametru
pri pacientoch s PCH je kratšia, čo je zapríčinené tuhosťou laryngálneho svalstva
pri PCH [5].
Vznik týchto protikladných výsledkov je možné vysvetliť tým, že VOT parametre
neboli skúmané nezávisle na rýchlosti reči [5].
4.2.1 VOT pomer
Parameter VOT pomer (VOT ratio) vychádza z parametru VOT avšak eliminuje
jeho závislosť na rýchlosti reči. Jedná sa o pomer parametru VOT k dobe trvania
slova [5]:
VOT pomer = VOTdoba trvania slova . (4.4)
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5 SELEKCIA PARAMETROV
Pri veľkom počte parametrov sa zvyšuje čas potrebný na klasifikáciu a často do-
chádza k tomu, že s vysokým počtom parametrov nedochádza k lepším výsledkom
klasifikácie, dokonca môže dôjsť k znižovaniu úspešnosti klasifikácie. Preto je pred
samotnou klasifikáciou vykonaná selekcia parametrov, kde sú vybrané parametre
s najväčším informačným prínosom.
Pre selekciu parametrov sú známe jednak metódy typu „filtering“ alebo metódy
typu „wrapping“. Medzi výhody metód typy „filtering“ patrí rýchlosť ich výpočtu,
naopak výhodou metód typu „wrapping“ je vysoká úspešnosť klasifikácie vybraných
parametrov. V tejto kapitole sú popísane dve metódy typu „filtering“ a jedna metóda
typu „wrapping“.
5.1 Štatistické testy
Jedným z postupov využívaných pri selekcii parametrov je využitie štatistických
testov, pri ktorých sa testujú štatistické hypotézy, ktoré umožňujú posúdiť, či expe-
rimentálne získané dáta vyhovujú predpokladu, ktorý bol určený pred uskutočnením
testu.
Hypotézu, ktorej platnosť je overovaná sa nazýva testovaná alebo nulová hypo-
téza a označuje 𝐻. Proti nulovej hypotéze 𝐻 je stavaná tzv. alternatívna hypotéza,
ktorá sa značí 𝐴.
Test štatistickej hypotézy 𝐻 proti alternatíve 𝐴 je postupom, ktorý na základe
náhodného výberu z daného rozdelenia vedie buď k zamietnutiu testovanej hypotézy
(t. j. k prijatiu alternatívy 𝐴), alebo k nezamietnutiu testovanej hypotézy 𝐻 (t. j.
k zamietnutiu alternatívy 𝐴).
Pri testovaní hypotézy 𝐻 sa môžeme dopustiť jednej z dvoch chýb. Hypotéza
𝐻 platí, ale na základe výberových hodnôt je zamietnutá. Táto chyba sa nazýva
chybou prvého druhu. Ak hypotéza 𝐻 neplatí, avšak na základe výberových hod-
nôt je nezamietnutá, vzniká chyba druhého druhu. Hladina významnosti 𝛼 testu je
pravdepodobnosť chyby prvého druhu. V praxi sa najčastejšie volí 𝛼 = 0, 05 alebo
𝛼 = 0, 01. Pravdepodobnosť chyby druhého druhu sa označuje 𝛽. Číslo 1 − 𝛽 sa
nazýva sila testu. Sila testu vyjadruje pravdepodobnosť, že dôjde k zamietnutiu
testovanej hypotézy 𝐻, ak platí alternatívna hypotéza 𝐴 [1].
K testu hypotézy 𝐻 oproti 𝐴 sa využíva štatistika 𝑇𝑛, ktorá má pri platnosti
𝐻 známe rozdelenie. Štatistika 𝑇𝑛 sa nazýva testovým kritériom.
Obor hodnôt, ktoré testové kritérium môže nadobúdať sa rozdeľuje na dva dis-
junktné obory: na obor 𝑊𝛼, ktorý nazveme kritický obor a na obor 𝑊1−𝛼, ktorý sa
nazýva obor prijatia.
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Keď testované kritérium 𝑇𝑛 nadobudne hodnoty z 𝑊𝛼, zamietneme nulovú hy-
potézu 𝐻 a naopak, keď testové kritérium 𝑇𝑛 nadobudne hodnoty z 𝑊1−𝛼, nulovú
hypotézu 𝐻 nezamietame [13].
V tomto prípade hovoríme o testu hypotézy 𝐻, založenom na kritickom obore
𝑊𝛼.
Ďalším postupom ako testovať štatistické hypotézy, je využiť intervaly spoľahli-
vosti. Ak daná hodnota testového parametru padne do intervalu spoľahlivosti, neza-
mietame na hladine významnosti 𝛼 nulovú hypotézu 𝐻. Ak daná hodnota testového
parametru nepadne do intervalu spoľahlivosti, zamietame na hladine významnosti
𝛼 nulovú hypotézu 𝐻.
Štatistické počítačové programy väčšinou určujú rozhodnutie o teste hypotézy
na základe tzv. 𝑝-hodnote, tzn. najmenšia hladina významnosti, pri ktorej je možné
ešte zamietnuť nulovú hypotézu 𝐻. Je daná obsahom plochy pod funkciou hustoty
pravdepodobnosti testovacej štatistiky.
Ak je hladina významnosti 𝛼 > 𝑝-hodnota, na hladine významnosti 𝛼 hypotézu
zamietame. Ak je hladina významnosti 𝛼 < 𝑝-hodnota, na hladine významnosti
𝛼 hypotézu nezamietame.
5.1.1 Mannov-Whitneyov test
Mannov-Whitneyov test umožňuje testovať hypotézu o zhode dvoch distribučných
funkcií. Nech 𝑋1, 𝑋2, . . . , 𝑋𝑚 je náhodný výber zo základného súboru so spojitou
distribučnou funkciou 𝐹 a nech 𝑌1, 𝑌2, . . . , 𝑌𝑛 je na ňom nezávislý náhodný výber
zo základného súboru so spojitou distribučnou funkciou 𝐺. Testujeme nulovú hypo-
tézu 𝐻 : 𝐹 = 𝐺 oproti alternatívnej hypotéze 𝐴 : 𝐹 ̸= 𝐺 [17].
Pri teste sa postupuje tak, že všetky údaje sú zoradené spoločne do neklesajúcej
postupnosti, je vypočítaný súčet poradí hodnôt pre obidve skupiny a označený ako
𝑆1 a 𝑆2. Hodnoty štatistík sú počítané podľa nasledujúceho vzťahu [17]:
𝑈1 = 𝑚 · 𝑛+ 𝑚 · (𝑚+ 1)2 − 𝑆1 a 𝑈2 = 𝑚 · 𝑛+
𝑛 · (𝑛+ 1)
2 − 𝑆2. (5.1)
Ak𝑚𝑖𝑛(𝑈1, 𝑈2) ≤ 𝑊 (𝛼), kde𝑊 (𝛼) je tabelová kritická hodnota Mannov-Whitneyho
testu, nulovú hypotézu 𝐻 zamietame na hladine významnosti 𝛼. Označenie sa volí
tak, aby platilo, že hodnota 𝑆1 je menšia z oboch súčtov.
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5.2 Metóda mRMR
Metóda selekcie parametrov mRMR (minimum Redundancy Maximum Relevance)
vyberá parametre na základe maximálnej relevancii a minimálnej redundancii. Medzi
výhody tejto metódy patrí jej výpočetná nenáročnosť, nezávislosť na klasifikátore
a nekorelovanosť parametrov.
Maximálna relevancia vzniká hľadaním funkcie podľa nasledujúceho vzorca [23]:
max 𝐷(𝑆, 𝑐), 𝐷 = 1|𝑆|
∑︁
𝑥𝑖∈𝑆
𝐼(𝑥𝑖; 𝑐), (5.2)
ktorá odpovedá 𝐷(𝑆, 𝑐) zo vzorca [23]:
𝑚𝑎𝑥 𝐷(𝑆, 𝑐), 𝐷 = 𝐼(𝑥𝑖, 𝑖 = 1, . . . ,𝑚; 𝑐), (5.3)
kde 𝐼(𝑥𝑖; 𝑐) je najväčšia vzájomná výmena informácií v triede 𝑐, čiže najväčšia závis-
losť na cieľovej triede. Účelom tejto časti metódy je nájsť sadu funkcií 𝑆, so strednou
hodnotou všetkých vzájomne vymenených informácii medzi funkciou 𝑥𝑖 a triedou 𝑐.
Avšak takto vybraté funkcie budú s veľkou pravdepodobnosťou na sebe závislé
(redundantné), preto je ďalej využitá metóda minimálnej redundancie, ktorá je ur-
čená nasledujúcim vzorcom [23]:
min 𝑅(𝑆), 𝑅 = 1|𝑆|2
∑︁
𝑥𝑖,𝑥𝑗∈𝑆
𝐼(𝑥𝑖, 𝑥𝑗). (5.4)
Kombinácia vzťahov 5.2 a 5.4 vzniká metóda mRMR a je ju možné vyjadriť
vzťahom [23]:
max Φ(𝐷,𝑅), Φ = 𝐷 −𝑅. (5.5)
5.3 Metóda SFFS
Na rozdiel od predchádzajúcich postupov, sekvenčný dopredný plávací výber SFFS
(Sequential Floating Forward Selection), patrí medzi metódy výberu parametrov
typu „wrapping“. Efektívnosť tohto algoritmu spočíva v tom, že pre výber optimál-
nej kombinácie parametrov využíva klasifikátor. V jednotlivých krokoch sa hľadá
a porovnáva najlepšie klasifikačné kritérium, ktoré vypovedá o úspešnosti klasifiká-
cie. Základné klasifikačné kritéria sú popísane v podkapitole 6.3.1.
Postup pri výpočte je nasledovný:
1. iterácia: postupne sa testujú všetky parametre zvlášť a vybratý je ten, u kto-
rého je klasifikačné kritérium najvyššie
2. iterácia: k parametru z prvej iterácie sa postupne pridávajú ďalšie a testuje sa
kombinácia dvoch parametrov, ktorá má najvyššie klasifikačné kritérium
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3. iterácia: ku kombinácii parametrov z druhej iterácii sa pridáva ďalší a tes-
tuje kombinácia troch parametrov a opäť je vybraná kombinácia s najvyšším
klasifikačným kritériom
4. iterácia: vzhľadom na to, že sa jedná o plávací výber, súčasťou tohto algoritmu
je aj odoberanie parametrov, z aktuálnej kombinácie parametrov je jeden odo-
bratý a sleduje sa či došlo k zvýšeniu klasifikačného kritéria, následne opäť
pokračuje dopredný výber, čiže pridávanie ďalšieho parametru.
Iterácie pokračujú, pokiaľ dochádza k zvýšeniu klasifikačného kritéria. Niekedy
môže nastať situácia, že algoritmus uviazne na lokálnom minime, čo býva ošetrené
tak, že ak nedošlo k zlepšeniu klasifikačného kritéria po 𝑥 iteráciách (napr. 3), algo-
ritmus sa zastaví.
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6 KLASIFIKÁCIA
Rozpoznávanie vzoru (klasifikácia) je proces, pri ktorom sa klasifikátor snaží zaradiť
vstupný vzor do niektorej z výstupných tried. Aby klasifikátor bol schopný určiť do
ktorej triedy vstupný vzor patrí, je potrebné jeho prispôsobenie pomocou trénovacích
dát. Úspešnosť klasifikácie sa určuje pomocou testovacích dát, pričom testovacia
množina musí byť nezávislá na trénovacej, ináč hrozí preučenie. Najvýznamnejšie
klasifikátory sú popísané v tejto kapitole.
6.1 Gaussove zmiešané modely GMM
Základná myšlienka GMM (Gaussian Mixture Mode) algoritmu vychádza z modelo-
vania trénovacích parametrov jednou alebo viacerými Gaussovými funkciami, ktoré
popisujú normálne rozdelenie pravdepodobnosti (obr. 6.1).
Obr. 6.1: Princíp algoritmu GMM
Spojitá náhodná veličina 𝑋 má normálne rozdelenie 𝑁(𝜇, 𝜎2), práve keď funkcia
hustoty má tvar [17]:
𝑓(𝑥) = 1
𝜎
√
2𝜋
𝑒−
(𝑥−𝜇)2
2𝜎2 pre 𝑥 ∈ R, (6.1)
kde 𝜇 je stredná hodnota a 𝜎2 je rozptyl. Viacrozmerná Gaussova funkcia rozloženia
pravdepodobnosti je daná vzťahom [25]:
𝑓(𝑥) = 1√︁
(2𝜋)𝑑 |Σ|
e−
(𝑥−𝜇)TΣ−1(𝑥−𝜇)
2 , (6.2)
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kde 𝑑 je rozmer Gaussovej funkcie rozloženia pravdepodobnosti, 𝜇 vektor stredných
hodnôt 𝜇 = [𝜇1, 𝜇2, . . . , 𝜇𝑑] a Σ kovariančná matica [30]:
Σ =
⎡⎢⎢⎢⎢⎢⎢⎣
E[(𝑋1 − 𝜇1)(𝑋1 − 𝜇1)] E[(𝑋1 − 𝜇1)(𝑋2 − 𝜇2)] · · · E[(𝑋1 − 𝜇1)(𝑋𝑑 − 𝜇𝑑)]
E[(𝑋2 − 𝜇2)(𝑋1 − 𝜇1)] E[(𝑋2 − 𝜇2)(𝑋2 − 𝜇2)] · · · E[(𝑋2 − 𝜇2)(𝑋𝑑 − 𝜇𝑑)]
... ... . . . ...
E[(𝑋𝑑 − 𝜇𝑑)(𝑋1 − 𝜇1)] E[(𝑋𝑑 − 𝜇𝑑)(𝑋2 − 𝜇2)] · · · E[(𝑋𝑑 − 𝜇𝑑)(𝑋𝑑 − 𝜇𝑑)]
⎤⎥⎥⎥⎥⎥⎥⎦
(6.3)
a |Σ| je jej determinant. Gaussov zmiešaný model vznikne lineárnou kombináciou
viacerých Gaussových funkcii pravdepodobnosti [25, 30]:
𝑓𝐺𝑀𝑀(𝑥) =
𝑀∑︁
𝑖=1
𝛼𝑖𝑓𝑖(𝑥) (6.4)
𝑓𝐺𝑀𝑀(𝑥) =
𝑀∑︁
𝑖=1
𝛼𝑖
1√︁
(2𝜋)𝑑 |Σ𝑖|
e−
(𝑥𝑖−𝜇𝑖)TΣ−1𝑖 (𝑥𝑖−𝜇𝑖)
2 , (6.5)
kde 𝑑 vyjadruje počtu parametrov a 𝛼 váhovací parameter udávajúci dôležitosť
jednotlivých Gaussových funkcií. K definícii GMM modelu je potrebné určiť ko-
variančnú maticu Σ, vektor stredných hodnôt 𝜇 a váhovací parameter 𝛼, tieto pa-
rametre sú odhadnuté z trénovacích dát pomocou EM (Expectation-Maximization)
algoritmu [32].
6.1.1 EM algoritmus
Pre počiatočnú inicializáciu parametrov tohto algoritmu je využívaný algoritmus
𝑘−means, ktorý nepotrebuje žiadne počiatočné údaje o rozložení pravdepodobnosti
dát. Tento algoritmus vyhľadá zadaný počet zhlukov dát (klastrov) a určí ich stredy
𝜇𝑖. Súradnice stredov týchto klastrov slúžia ako inicializácia pre GMM modely.
EM algoritmus je iteračný algoritmus, ktorý opakuje dva kroky. Prvým krokom je
odhad (Expectation) parametrov GMM modelu a výpočet pravdepodobnostnej fun-
kcie. Druhým krokom je maximalizácia (Maximization), kde dochádza k aktualizá-
cii parametrov GMM modelu za účelom maximalizácie pravdepodobnostnej funkcie
[32].
Cieľom EM algoritmu je nájsť také parametre Θ*, pre ktoré je logaritmus prav-
depodobnostnej funkcie maximálny [3]:
Θ* = arg max
Θ
(log𝐿(Θ|𝑥)). (6.6)
Logaritmus pravdepodobnostnej funkcie je pre GMM definovaný ako [3]:
log𝐿(Θ|𝑥) = log∏︁𝐾
𝑖=1 𝑓(𝑥𝑖|Θ) = log
∏︁𝐾
𝑖=1
𝑀∑︁
𝑗=1
𝛼𝑗𝑁𝑗(𝑥𝑖|𝜃𝑗), (6.7)
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kde 𝐾 je počet trénovacích vektorov 𝑥, 𝑀 je počet Gaussových funkcií v zmesi,
𝑁( ) je Gaussova funkcia rozloženia pravdepodobnosti, 𝛼 je váhovací parameter,
𝜃 predstavuje parametre Gaussovej funkcie rozloženia pravdepodobnosti, čiže 𝜃 =
(𝜇, 𝜎2), Θ označuje parametre GMM modelu (𝛼1, . . . , 𝛼𝑀 , 𝜃1, . . . , 𝜃𝑀).
6.2 Podporné vektory SVM
Klasifikátor SVM (Support Vector Machines) patrí medzi často využívané algoritmy,
ktoré sú aplikované pri neurologických dátach. SVM reprezentuje súbor metód vy-
užívaných pri rozpoznávaní vzorov, detekcii rečovej aktivity, klasifikácii a regresnej
analýze.
Používajú sa pri separácii dvoch tried dát do nadroviny, ktorá je maximálne
vzdialená od jednotlivých tried (obr. 6.2).
Obr. 6.2: Princíp algoritmu SVM
Cieľom je získať funkciu 𝑓 : R𝑁 → ±1 využitím trénovacích dát, tak aby funkcia
𝑓 bola schopná správne klasifikovať nové dáta [10]:
(𝑥1, 𝑦1), (𝑥2, 𝑦2), . . . , (𝑥𝑁 , 𝑦𝑁) ∈ R𝑁 ± 1, (6.8)
kde 𝑥 reprezentuje jednotlivé dáta a 𝑦 označenie triedy.
Ak sú jednotlivé triedy lineárne separovateľné, rozdeľujúca nadrovina je lineárnou
funkciou v priestore príznakov, cieľom je nájsť nadrovinu, ktorá správne klasifikuje
všetky trénovacie vektory [10].
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V prípade lineárne neseparovateľného prípadu je využitá jadrová transformácia
pomocou nelineárnych podporných vektorov, ako napr. kvadratické, polynomické
a iné. Hlavnou myšlienkou nelineárnych podporných vektorov je transformácia mno-
žiny 𝑆 do viacrozmerného priestoru. Je pravdepodobnejšie, že vo viacrozmernom
priestore bude možné nájsť separátor, tzn. rovinu, ktorá dokáže triedy dostatočne
oddeliť [10]. Dátové body zo vstupného priestoru R𝑁 sú mapované do priestoru
s väčším rozmerom R𝑀 pomocou funkcie Φ
Φ : R𝑁 → R𝑀 , (6.9)
kde 𝑁 < 𝑀 .
6.3 Klasifikačné stromy
Metóda klasifikačných stromov produkuje klasifikátor vo forme stromu. Dáta, ktoré
sú podrobené klasifikácii, na základe použitých kritérií postupne prechádzajú stro-
mom, až sa dostanú do listu stromu, ktorý priradí klasifikovanému objektu triedu.
Model klasifikácie je znázornený stromovým grafom, ktorý je zložený z uzlov
a orientovaných hrán. Z koreňového uzlu, ktorý je najobsiahlejší, sa strom môže
vetviť do terminálnych (tzv. listov) alebo neterminálnych uzlov. V neterminálnych
uzloch sa strom ďalej vetví do ďalších uzlov [12]. Väčšinou býva na stromoch binárne
vetvenie, t. j. z neterminálneho uzlu vychádzajú dve hrany, avšak môže sa vetviť i do
viacerých uzlov (nebinárne stromy)[8]. Diagram klasifikačného stromu s binárnym
delením je zobrazený na obr.6.3.
Výber všetkých možností vetvenia prebieha podľa kritériálnej štatistiky, ktorá
skúma homogénnosť jednotlivých vzoriek vo vnútri uzlov a súčasne nakoľko sú uzly
odlišné. Najlepšie možné delenie následne vytvorí nový terminálny uzol. Proces sa
opakuje tak dlho, pokiaľ dochádza k zlepšeniu odhadu, potom končí [8].
Konštrukcia klasifikačného stromu sa skladá z troch krokov:
1. výber vetviaceho pravidla v každom uzle
2. rozhodnutie, kedy je uzol koncový
3. priradenie triedy každému koncovému uzlu.
Giniho koeficient
Algoritmy pre konštrukciu klasifikačných stromov zvyčajne pracujú zhora dole. V jed-
notlivých krokoch je vyberaná premenná, ktorá najvhodnejšie dokáže rozdeliť súbor
do jednotlivých uzlov.
Jedným z rozhodovacích pravidiel vetvenia klasifikačných stromov, v každom
uzle je Giniho koeficient 𝐺, ktorý pre daný uzol vyjadruje, ako často by bol náhodne
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Obr. 6.3: Princíp klasifikačného stromu s binárnym delením
vybraný prvok z tohto uzlu nesprávne zaradený, ak by pravdepodobnosť zaradenia
do jednotlivých skupín bola rovná relatívnej početnosti zástupcov skupín v danom
uzle [31].
Giniho koeficient môžeme vyjadriť vzťahom [31]:
𝐺 = 1−
𝐾∑︁
𝑖=1
𝑝2(𝑖), (6.10)
kde 𝐾 je počet skupín a 𝑝 je relatívna početnosť prvkov v 𝑖-tej skupine v danom
uzle. Giniho index je možné vyjadriť ako sumu pravdepodobností:
𝐺 =
𝐾∑︁
𝑖=1
𝑃 (𝐴𝑖), 𝑃 (𝐴𝑖) = 𝑃 (𝐴𝑖) · 𝑃 (𝐵/𝐴𝑖), (6.11)
kde 𝑃 (𝐴𝑖) je pravdepodobnosť, že náhodne vybraný prvok je z 𝑖-tej skupiny, pričom
𝑃 (𝐵/𝐴𝑖) je podmienená pravdepodobnosť, že tento prvok bol chybne kategorizovaný
za predpokladu, že je z 𝑖-tej skupiny.
Ako lepšie možné vetvenie materského uzlu je vybrané to, pre ktoré je Giniho
koeficient minimálny.
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6.3.1 Výsledky klasifikácie
Na základe vyhodnotenia klasifikácie je možné zistiť samotnú úspešnosť klasifikácie,
taktiež porovnať rôzne klasifikátory, a určiť, ktorý z nich je najlepší.
Na proces budovania klasifikácie sa používa trénovacia množina, na jej vyhod-
notenie je využitá množina testovacia.
Jedno z najdôležitejších kritérií je chyba klasifikácie, tzn. podiel chybne klasifiko-
vaných objektov. Pri bioštatistike je však častejšie využívaný doplnok ku chybe kla-
sifikácie tzv. presnosť klasifikácie ACC (classification accuracy), čiže podiel správne
klasifikovaných objektov. Ďalšie kritériá, ktoré sú využívane v medicínskom pro-
stredí sú senzitivita a špecificita. Všetky možné výsledky klasifikácie sú zobrazené
v tabuľke 6.1.
Tab. 6.1: Možné výsledky klasifikácie
Ochorenie
Prítomné Neprítomné
Test
Pozitívny a b
Negatívny c d
Senzitivita je pravdepodobnosť, že je test pozitívny pri prítomnom ochorení,
podľa možných výsledkov klasifikácie uvedených v tab. 6.1 je vyjadrená vzťahom:
SEN = 𝑎
𝑎+ 𝑐. (6.12)
Špecificita je pravdepodobnosť, že je test negatívny pri neprítomnom ochorení.
Čím bude väčšie množstvo falošne pozitívnych prípadov, tým bude pomer menší ako
jedna a pravdepodobnosť, že test skutočne reaguje na prítomnosť ochorenia bude
stále nižšia. Podľa možných výsledkov klasifikácie uvedených v tab. 6.1 je vyjadrená
vzťahom:
SPE = 𝑑
𝑏+ 𝑑. (6.13)
TSS (trade-off between sensitivity and specifcity) je ďalšie kritérium, ktoré je
využívané pri vyhodnocovaní klasifikácie. Jedná sa o kompromis medzi senzitivitou
a špecificitou, a je počítaný podľa nasledujúceho vzťahu [19]:
TSS = 2sin(
𝜋·SEN
2 )sin(𝜋·SPE2 ) (6.14)
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7 VÝSLEDKY ŠTÚDII S ROVNAKOU
PROBLEMATIKOU
Táto kapitola vychádza zo štúdie [22], kde boli taktiež využité segmentálne pa-
rametre pre klasifikáciu rečových nahrávok pacientov s PCH a zdravých kontrol.
Experimenty prezentované v tomto článku boli vykonané na databáze 20 pacientov
postihnutých PCH a 20 zdravých jedincov, ktorí vyslovovali 5 španielskych samoh-
lások.
Ľudia, ktorí sa podieľali na získaní rečovej databázy boli rozdelení podľa po-
hlavia. Vek mužov s PCH sa pohyboval v intervale 56-70 (62,9 ± 6,39) a zdravých
kontrol 51-68 (62,6 ± 5,48). Vek žien postihnutých PCH bol v rozmedzí 57-75 ( 64,6
± 5,62), zdravých jedincov 57-75 (64,8 ± 5,65).
Nahrávky sa skladali z 5 španielskych samohlások, ktoré každá osoba opako-
vala trikrát, teda spolu databázu tvorilo 60 nahrávok každej samohlásky pre každú
skupinu rečníkov.
Rečový signál bol v prvom kroku rozdelený na segmenty a násobený Hammin-
govým oknom o dĺžke 40 ms s prekryvom 20 ms. Zo získaných rečových nahrávok
boli v tejto práci počítané nasledujúce segmentálne parametre: LPC, LPCC, MFCC,
PLP.
Finálny vektor bol vytvorený pomocou transformácie jednotlivých segmentál-
nych parametrov využitím nasledujúcich štatistík: priemer, smerodajná odchýlka,
šikmosť a špicatosť.
Stratégia selekcie parametrov bola založená na dvoch metódach, a to metóde
PCA (Principal Component Analysis) a metóde SFFS (Sequential Floating Featu-
res Selection). Klasifikácia bola vykonaná pomocou metódy podporných vektorov
SVM, ktoré boli trénované Gaussovým jadrom. Množiny na trénovanie a testovanie
boli náhodne vybrané, pričom 70 % dát bolo využitých na trénovanie a zvyšných
30% na testovanie systému. Pre každú dvojicu trénovacích a testovacích podskupín
boli vykonané dva scenáre klasifikácie. V prvom boli klasifikované jednotlivé segmen-
tálne parametre individuálne a v druhom bola vykonaná klasifikácia pre kombináciu
segmentálnych parametrov.
Výsledky prvého scenára sú zobrazené v tab. 7.1. Zvýraznené sú najlepšie vý-
sledky pre samohlásky [a], [i] a [u].
Pre samohlásky [e] a [o] vyšiel najlepší výsledok v druhom scenári, kde boli seg-
mentálne parametre kombinované. Podľa najlepšej presnosti klasifikácie z prvého
scenára boli vybraté kombinácie dvoch najlepších, troch najlepších a štyroch para-
metrov. Výsledky sú uvedené v tabuľke 7.2.
Podľa výsledkov z prvého scenára, pre samohlásku [a] boli najlepšie koeficienty
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Tab. 7.1: Výsledky klasifikácie pre každý segmentálny parameter indivi-
duálne
Samohlásky Segmentálne parametre ACC [%] SEN [%] SPE [%]
a
LPC 60,58 55,72 65,44
LPCC 64,86 68,89 60,83
MFCC 59,72 53,11 66,33
PLP 76,19 72,17 80,22
e
LPC 66,25 70,94 61,56
LPCC 63,41 66,67 60,17
MFCC 66,97 69,33 64,61
PLP 66,39 65,61 67,17
i
LPC 58,17 62,61 53,72
LPCC 71,61 71,78 71,44
MFCC 75,30 71,83 78,78
PLP 70,83 71,17 70,50
o
LPC 59,22 53,56 64,89
LPCC 71,83 60,89 82,78
MFCC 78,31 69,44 87,17
PLP 69,97 68,89 71,06
u
LPC 62,61 61,28 63,94
LPCC 64,86 67,28 62,44
MFCC 76,28 70,11 82,44
PLP 73,14 69,39 76,89
ACC – presnosť klasifikácie, SEN – senzitivita, SPE – špecificita
PLP s presnosťou klasifikácie 76,19 %, pre samohlásku [i] koeficienty MFCC s pres-
nosťou klasifikácie 75,30 % a pre samohlásku [u] taktiež koeficienty MFCC s pres-
nosťou klasifikácie 76,28 %.
Pre samohlásku [e] vyšla najlepšia presnosť klasifikácie kombináciou všetkých 4
parametrov a to 75,86 % a pre samohlásku [o] kombinácia parametrov MFCC, PLP,
LPCC – 80,81 %.
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Tab. 7.2: Výsledky klasifikácie získané kombináciou jednotlivých seg-
mentálnych parametrov
Samohlásky ACC [%] SEN [%] SPE [%]
a
Kombinácia dvoch 70,67 68,39 72,94
Kombinácia troch 71,89 65,00 78,39
Kombinácia štyroch 70,39 64,50 76,67
e
Kombinácia dvoch 73,11 81,50 62,28
Kombinácia troch 74,11 83,56 64,39
Kombinácia štyroch 75,86 86,50 65,33
i
Kombinácia dvoch 70,47 72,06 68,78
Kombinácia troch 72,53 70,44 74,50
Kombinácia štyroch 74,86 75,67 74,86
o
Kombinácia dvoch 78,92 74,39 83,44
Kombinácia troch 80,81 81,06 80,56
Kombinácia štyroch 79,77 77,83 81,72
u
Kombinácia dvoch 76,08 74,17 77,33
Kombinácia troch 75,64 83,72 67,28
Kombinácia štyroch 76,5 84,56 68,50
ACC – presnosť klasifikácie, SEN – senzitivita, SPE – špecificita
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8 POPIS DATABÁZY
Databáza nahrávok pacientov postihnutých PCH a kontrolných jedincov, ktoré sú
skúmané v tejto práci bola získaná v spolupráci s Fakultnou nemocnicou u sv. Anny
v Brne.
Celkovo je táto databáza rozdelená do nasledujúcich 4 skupín:
• P1 - osoba ženského pohlavia postihnutá PCH
• K1 - osoba ženského pohlavia kontrolnej skupiny
• P2 - osoba mužského pohlavia postihnutá PCH
• K2 - osoba mužského pohlavia kontrolnej skupiny
Počet rečníkov, ktorí vytvárajú databázu je uvedený v nasledujúcej tabuľke 8.1:
Tab. 8.1: Počet osôb tvoriacich databázu
Žena Muž
Pacient 41 60
Zdravý 27 26
Nahrávky jednotlivých rečníkov obsahujú vyslovovanie samohlások, rôznych slov,
slovných spojení a celých viet. Vzhľadom na výpočetnú náročnosť neboli použité
všetky nahrávky. Pre účely tejto práce boli vybrané nasledujúce rečové cvičenia:
1. Vety
• 9.2-1 Do čtvrt hodiny tam byla smršť.
• 9.2-2 Prohovořte to s ním dopodrobna.
• 9.2-3 Při ústupu pluku duní bubny.
• 9.2-4 Kuchařští učni nejsou jak zlatničtí.
• 9.2-5 Celý večer se učí sčítat.
2. Prednes básne
• 8.1 Chcete vidět velký lov? Budu lovit v džungli slov. Osedlám si Pe-
gasa. Chytím báseň do lasa.
3. Intonácia viet
• 8.2-1 Prostřete k obědu?
• 8.2-2 Prostřete k obědu!
• 8.2-3 Prostřete k obědu.
4. Krátke samohlásky, normálna intenzita hlasu
• 7.1-1-a [a]
• 7.1-1-e [e]
• 7.1-1-i [i]
• 7.1-1-o [o]
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• 7.1-1-u [u]
5. Dlhé samohlásky, normálna intenzita hlasu
• 7.1-2-a [á]
• 7.1-2-e [é ]
• 7.1-2-i [í ]
• 7.1-2-o [ó]
• 7.1-2-u [ú]
6. Dlhé samohlásky, nahlas
• 7.1-3-a [á]
• 7.1-3-e [é ]
• 7.1-3-i [í ]
• 7.1-3-o [ó]
• 7.1-3-u [ú]
7. Dlhé samohlásky, potichu (nie šepot)
• 7.1-4-a [á]
• 7.1-4-e [é ]
• 7.1-4-i [í ]
• 7.1-4-o [ó]
• 7.1-4-u [ú]
Do analýzy boli zahrnutí iba tí rečníci, u ktorých boli získané všetky tieto na-
hrávky. Počet osôb, u ktorých boli získané všetky vyššie uvedené rečové cvičenia je
uvedený v nasledujúcej tabuľke8.2:
Tab. 8.2: Počet osôb so všetkými vybranými nahrávkami
Žena Muž
Pacient 30 44
Zdravý 21 22
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9 RIEŠENIE DIPLOMOVEJ PRÁCE
9.1 Výpočet segmentálnych parametrov
Vzhľadom na to, že niektoré parametre sú významne závislé na pohlaví, v prvom
kroku boli rečníci rozdelení do štyroch skupín: zdravé ženy, pacientky ženy, zdraví
muži a pacienti muži.
Pre všetky zvolené rečové cvičenia boli v programe Matlab rečové nahrávky spra-
cované na jednotlivé segmenty o dĺžke 16 ms s prekryvom 8 ms, násobené Hammin-
govým oknom a pre každý segment boli vypočítané všetky segmentálne parametre
uvedené v kapitole 2. Postup pri výpočte a následnom spracovaní segmentálnych
parametrov je zobrazený na obr.9.1.
Obr. 9.1: Bloková schéma postupu výpočtu a spracovania segmentálnych parametrov
Výsledky boli uložené do štvorrozmerných matíc, pričom prvý rozmer udával
poradie rečníka v rámci jednej skupiny, druhý poradie rečovej nahrávky, zlúčením
tretieho a štvrtého rozmeru vzniká matica s konkrétnymi segmentálnymi paramet-
rami.
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Pri LPC parametroch je optimálny rád lineárnej predikcie 𝑝 počítaný podľa
nasledujúceho vzťahu:
𝑝 =
[︃
𝑓vz
1000
]︃
+ 2. (9.1)
Pri malých hodnotách 𝑝 dochádza k nežiadúcemu splývaniu formantov, naopak pri
vysokých hodnotách 𝑝 sa prejavuje nepriaznivá modulácia spektrálnej obálky kmi-
točtom základného tónu 𝐹0.
Aby bolo možné v ďalších krokoch vykonávať štatistickú analýzu a klasifikáciu
bol pre zvyšné segmentálne parametre volený rovnaký rád respektíve počet filtrov.
Parametre PLP boli počítané podľa toolboxu [4].
Výsledky boli uložené do zložky data, ktorá obsahuje štvorrozmerné matice, pre
každú skupinu rečníkov a jednotlivé segmentálne parametre.
V ďalšom kroku boli segmentálne parametre rozšírené podľa vzťahov 3.4 a 3.5
o dynamické koeficienty. Po tomto postupe sú segmentálne parametre a ich dyna-
mické koeficienty v tvare matice. Pre ďalšie spracovanie a klasifikáciu je potrebná
transformácia na vektor, ktorá je docielená pomocou štatistiky, počítanej pre každé
pásmo (riadok) zvlášť. V tejto práci boli využité nasledujúce štatistiky:
• výberový priemer
• výberový medián
• výberová smerodajná odchýlka
• výberový rozptyl
• výberový 1. percentil
• výberový 99. percentil.
9.2 Klasifikácia
Vzhľadom na výpočetnú náročnosť klasifikácie bola klasifikácia prevedená iba pre
krátke samohlásky s normálnou intenzitou hlasu, dlhé samohlásky s normálnou in-
tenzitou hlasu, dlhé samohlásky nahlas a dlhé samohlásky potichu.
Pred samotnou klasifikáciou boli jednotlivé segmentálne parametre rozdelené do
viacerých scenárov a klasifikácia bola vykonaná pre každý scenár zvlášť.
Pre všetky scenáre v tejto práci bola použitá validácia typu vynechania jedného
vzorku (leave-one-out). Pri tejto validácii boli vypočítané koeficienty od jedného
rečníka použité na testovanie, všetky ostatné na trénovanie klasifikačného modelu.
Tento postup sa opakuje až kým nebude každý z rečníkov použitý na testovanie.
Výsledná chyba resp. presnosť klasifikácie je vyrátaná ako priemerná chyba resp.
presnosť všetkých jednotlivých možností.
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V prvom kroku bola prevedená klasifikácia bez selekcie parametrov pre skupiny
zdravé ženy a pacientky ženy, pričom ako klasifikátory boli použité podporné vektory
SVM a klasifikačné stromy. Klasifikácia bola vykonaná pre nasledujúce scenáre:
• každá samohláska osobitne pre každý segmentálny parameter
• všetky segmentálne parametre dohromady pre všetky krátke samohlásky
• všetky segmentálne parametre dohromady pre všetky dlhé samohlásky
• všetky segmentálne parametre dohromady pre všetky dlhé samohlásky nahlas
• všetky segmentálne parametre dohromady pre všetky dlhé samohlásky potichu
• všetky segmentálne parametre dohromady pre všetky samohlásky dokopy.
Výsledky všetkých scenárov sú uvedené v prílohe (A.1). V najlepších prípadoch
bola presnosť klasifikácie tesne nad 60%, scenáre s presnosťou nad 60% sú uvedené
nižšie.
Klasifikácia bez selekcie parametrov pre každú samohlásku a každý segmentálny
parameter zvlášť:
• klasifikácia pomocou stromov pre MSC parameter a krátku samohlásku [i]:
60,27%
• klasifikácia pomocou stromov pre ACW parameter a dlhú samohlásku [a],
nahlas: 60,27%
• klasifikácia pomocou stromov pre MSC parameter a dlhú samohlásku [o], po-
tichu: 64,40%.
9.2.1 Selekcia parametrov
Selekcia pomocou Mann-Whitneyho testu
V ďalšom kroku bola vykonaná klasifikácia pre rovnaké rečové nahrávky a rovnaké
scenáre, ale s výberom parametrov pomocou Mann-Whitneyho testu. Na základe
najnižšej 𝑝-hodnoty bolo vybratých 8 najlepších parameterov, ktoré boli podrobené
klasifikácii. Ako klasifikátor boli opäť použité podporné vektory SVM a klasifikačné
stromy.
Výsledky všetkých scenárov sú zobrazené v prílohe (A.2), scenáre s presnosťou
nad 60% sú uvedené nižšie.
Klasifikácia s výberom parametrov pomocou Mann-Whitneyho testu pre každú
samohlásku a každý segmentálny parameter zvlášť:
• SVM klasifikácia pre ACW parameter a krátku samohlásku [e]: 60,89%.
Klasifikácia s výberom parametrov pomocou Mann-Whitneyho testu pre skupinu
samohlások:
• klasifikácia pomocou stromov pre všetky dlhé samohlásky potichu: 60,47%.
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Selekcia pomocou metódy mRMR
V ďalšom kroku bola vykonaná klasifikácia pre parametre, ktoré boli vybrané pomo-
cou metódy mRMR. Pomocou tejto metódy bolo nájdených 8 najlepších parametrov.
Na rozdiel od predchádzajúcich prípadov, klasifikácia bola vykonaná pre nasledujúce
scenáre:
• všetky segmentálne parametre dohromady pre všetky krátke samohlásky
• všetky segmentálne parametre dohromady pre všetky dlhé samohlásky
• všetky segmentálne parametre dohromady pre všetky dlhé samohlásky nahlas
• všetky segmentálne parametre dohromady pre všetky dlhé samohlásky potichu
• všetky segmentálne parametre dohromady pre všetky samohlásky dokopy
• všetky segmentálne parametre dohromady pre každú samohlásku zvlášť.
Výsledky všetkých scenárov sú zobrazené v prílohe (A.3), scenáre s presnosťou
nad 60% sú uvedené nižšie.
Klasifikácia s výberom parametrov pomocou metódy mRMR:
• klasifikácia pomocou stromov pre všetky segmentálne parametre pre dlhú sa-
mohlásku [i] nahlas: 60,37%
• klasifikácia pomocou stromov pre všetky segmentálne parametre pre dlhú sa-
mohlásku [o] nahlas: 60,37%
• klasifikácia pomocou stromov pre všetky segmentálne parametre pre dlhú sa-
mohlásku [u] nahlas: 60,37%
• klasifikácia pomocou stromov pre všetky segmentálne parametre pre dlhú sa-
mohlásku [a] potichu: 63,36%
• klasifikácia pomocou stromov pre všetky segmentálne parametre pre dlhú sa-
mohlásku [e] potichu: 60,58%
• klasifikácia pomocou stromov pre všetky segmentálne parametre pre dlhú sa-
mohlásku [i] potichu: 60,58%
• klasifikácia pomocou stromov pre všetky segmentálne parametre pre dlhú sa-
mohlásku [o] potichu: 60,58%.
Selekcia pomocou metódy SFFS
Ako ďalšia metóda selekcie parametrov bola aplikovaná metóda SFFS. Vzhľadom
na výpočetnú náročnosť metódy SFFS bola použitá iba klasifikácia pomocou kla-
sifikačných stromov, ktorá je oproti klasifikácii SVM niekoľko násobne rýchlejšia
a v predchádzajúcich krokoch dosahovala lepšiu úspešnosť. Ako klasifikačné krité-
rium metódy SFFS, bol použitý koeficient TSS, ktorý je počítaný podľa vzorca 6.14.
Okrem presnosti klasifikácie bola pre túto metódu počítaná aj senzitivita, špecificita
a koeficient TSS. Klasifikácia bola vykonaná pre nasledujúce scenáre:
• každá samohláska osobitne pre každý segmentálny parameter
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• všetky segmentálne parametre dohromady pre každú samohlásku zvlášť.
Najlepší a zároveň jediný výsledok pre prvý scenár presahujúci 70%, nastal pre
MSC parameter a dlhú samohlásku [o] potichu, s presnosťou klasifikácie 70,28%.
Výsledky pre dlhé samohlásky potichu sú zobrazené v tab. 9.1, pre všetky ostatné
samohlásky v prílohe A.4.
Výsledky pre druhý scenár sú zobrazené v tab. 9.2, kde sa presnosť klasifikácie
dostala nad 70% pre všetky segmentálne parametre vypočítané pre krátku samoh-
lásku [i] a to na úroveň 70,90 %.
Kombinovaná selekcia pomocou metódy mRMR a SFFS
V ďalšom postupe bola vykonaná klasifikácia pre nasledujúce scenáre:
• všetky segmentálne parametre dohromady pre všetky krátke samohlásky
• všetky segmentálne parametre dohromady pre všetky dlhé samohlásky
• všetky segmentálne parametre dohromady pre všetky dlhé samohlásky nahlas
• všetky segmentálne parametre dohromady pre všetky dlhé samohlásky potichu
• všetky segmentálne parametre dohromady pre všetky samohlásky dokopy.
Vzhľadom na veľký počet parametrov v týchto scenároch a výpočetnú náročnosť
algoritmu SFFS boli parametre vybrané kombináciou dvoch metód selekcie a to
mRMR a SFFS. V prvom kroku bolo pomocou metódy mRMR vybraných najskôr
200, neskôr 500 najlepších parametrov, na ktoré bola následne aplikovaná metóda
SFFS. Na vybrané parametre bola použitá rovnaká technika metódy SFFS a klasi-
fikácie ako v predchádzajúcom prípade.
Výsledky pre prípad, kde bolo pomocou metódy mRMR vybraných 200 para-
metrov sú zobrazené v tab. 9.3 a pre prípad kde bolo v prvom kroku vybratých
500 parametrov v tab. 9.4. V prvom prípade sa presnosť klasifikácie pohybovala
okolo 70% a najlepší výsledok bol získaný pre scenár, kde boli testované všetky dlhé
samohlásky nahlas, pričom presnosťou klasifikácie bola 73,07%, senzitivita 69,92%,
špecificita 75,26% a koeficient TSS 1,770.
Efektívnosť metódy SFFS vidno pri porovnaní výsledkov z prvého a druhého
prípadu, keďže výsledky v druhom prípade boli lepšie, najlepší výsledok nastal pre
scenár všetky dlhé samohlásky potichu s presnosťou klasifikácie 77,19%, senzitivitou
74,69%, špecificitou 78,95% a koeficientom TSS 1,830.
49
Tab. 9.1: Výsledky stromovej klasifikácie so selekciou parametrov pomocou
metódy SFFS pre dlhé samohlásky vyslovené potichu
Segmentálne parametre
Samohlásky
a e i o u
LPC
ACC [%] 52,73 51,19 55,42 53,25 64,60
SEN [%] 46,62 40,60 47,37 40,85 55,39
SPE [%] 57,02 58,60 61,05 61,93 71,05
TSS 1,436 1,389 1,469 1,409 1,610
LPCC
ACC [%] 52,32 51,29 53,56 55,52 61,71
SEN [%] 38,10 40,60 40,85 43,11 55,14
SPE [%] 62,28 58,77 62,46 64,21 66,32
TSS 1,383 1,390 1,412 1,444 1,577
ACW
ACC [%] 48,30 55,11 55,42 51,91 59,75
SEN [%] 34,09 46,37 46,37 38,85 53,38
SPE [%] 58,25 61,23 61,75 61,05 64,21
TSS 1,323 1,460 1,463 1,384 1,547
CMS
ACC [%] 48,81 56,55 55,31 52,73 61,71
SEN [%] 38,85 47,62 44,61 44,36 56,39
SPE [%] 55„79 62,81 62,81 58,60 65,44
TSS 1,357 1,482 1,452 1,425 1,583
PLP
ACC [%] 55,42 53,46 59,96 57,89 57,38
SEN [%] 47,62 43,86 51,38 48,87 49,87
SPE [%] 60,88 60,18 65,96 64,21 62,63
TSS 1,470 1,429 1,538 1,503 1,503
MFCC
ACC [%] 54,90 55,31 51,91 56,35 57,48
SEN [%] 47,12 44,36 43,61 47,37 48,87
SPE [%] 60,35 62,98 57,72 62,63 63,51
TSS 1,462 1,450 1,412 1,478 1,498
MSC
ACC [%] 64,81 56,76 61,09 70,28 60,06
SEN [%] 61,90 45,86 52,13 63,91 56,14
SPE [%] 66,84 64,39 67,37 74,74 62,81
TSS 1,643 1,473 1,555 1,715 1,563
ACC – presnosť klasifikácie, SEN – senzitivita, SPE – špecificita, TSS – koeficient
TSS
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Tab. 9.2: Výsledky stromovej klasifikácie so selekciou para-
metrov pomocou metódy SFFS pre všetky segmentálne pa-
rametre dohromady pre každú samohlásku zvlášť
Samohlásky ACC [%] SEN [%] SPE [%] TSS
a
krátke 63,67 58,65 67,19 1,617
dlhé 68,94 66,17 70,88 1,709
dlhé nahlas 68,94 67,17 70,18 1,713
dlhé potichu 58,62 53,13 62,46 1,532
e
krátke 66,56 61,65 70,00 1,664
dlhé 53,04 43,61 59,65 1,424
dlhé nahlas 52,63 47,87 55,96 1,440
dlhé potichu 63,98 58,40 62,46 1,619
i
krátke 70,90 69,17 72,11 1,743
dlhé 54,39 45,11 60,88 1,446
dlhé nahlas 58,00 49,37 64,04 1,507
dlhé potichu 60,27 55,39 63,68 1,562
o
krátke 59,34 50,63 65,44 1,528
dlhé 53,97 45,36 60,00 1,443
dlhé nahlas 57,07 52,13 60,53 1,510
dlhé potichu 65,02 58,15 69,82 1,629
u
krátke 64,09 56,39 69,47 1,610
dlhé 60,68 55,39 64,39 1,567
dlhé nahlas 50,77 40,35 58,07 1,384
dlhé potichu 60,06 53,88 64,39 1,553
ACC – presnosť klasifikácie, SEN – senzitivita, SPE – špecificita,
TSS – koeficient TSS
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Tab. 9.3: Výsledky stromovej klasifikácie so selekciou parametrov pomocou
metódy SFFS s predvýberom 200 parametrov pomocou metódy mRMR pre
skupiny samohlások a všetky samohlásky dohromady
ACC [%] SEN [%] SPE [%] TSS
Všetky krátke samohlásky 70,79 68,42 72,46 1,739
Všetky dlhé samohlásky 68,63 62,66 72,81 1,691
Všetky dlhé samohlásky nahlas 73,07 69,92 75,26 1,770
Všetky dlhé samohlásky potichu 70,90 66,42 74,04 1,733
Všetky samohlásky 70,49 69,42 71,23 1,738
ACC – presnosť klasifikácie, SEN – senzitivita, SPE – špecificita, TSS – koeficient
TSS
Tab. 9.4: Výsledky stromovej klasifikácie so selekciou parametrov pomocou
metódy SFFS s predvýberom 500 parametrov pomocou metódy mRMR pre
skupiny samohlások a všetky samohlásky dohromady
ACC [%] SEN [%] SPE [%] TSS
Všetky krátke samohlásky 73,79 69,42 76,84 1,776
Všetky dlhé samohlásky 69,25 65,91 71,58 1,712
Všetky dlhé samohlásky nahlas 70,38 67,67 72,28 1,732
Všetky dlhé samohlásky potichu 77,19 74,69 78,95 1,830
Všetky samohlásky 76,37 72,18 79,30 1,813
ACC – presnosť klasifikácie, SEN – senzitivita, SPE – špecificita, TSS – koeficient
TSS
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10 ZÁVER
V tejto práci je rozobratá problematika segmentálnej analýzy reči a návrh systému
diagnózy Parkinsonovej choroby, ktorý je založený na týchto parametroch.
V prvej časti je popísaná PCH a jej symptómy, ďalej je detailne charakterizovaný
jeden z jej symptómov, ktorý sa nazýva hypokinetická dysartria. Oblasti produkcie
reči, v ktorých sa hypokinetická dysartria prejavuje sú: respirácia, fonácia, artiku-
lácia, prozódia a plynulosť reči.
Ďalšiu časť práce tvorí popis vzniku segmentálnych parametrov. Podrobne je
definovaný princíp výpočtu známejších segmentálnych parametrov ako sú koeficienty
LPC, PLP, MFCC, LPCC, ale aj menej známych tj. koeficienty CMS, ACW a MSC.
Nasleduje časť, ktorá sa venuje spracovaniu týchto parametrov, ich transformá-
ciou z vektorov na skalárne hodnoty využitím štatistík ako sú výberový priemer,
výberový medián, výberový rozptyl a výberová smerodajná odchýlka. Taktiež je tu
definovaný postup pri výpočte dynamických koeficientoch delta Δ𝑐𝑚 a delta-delta
Δ2𝑐𝑚 o ktoré môžu byť statické koeficienty rozšírené.
V ďalšej časti sú popísané aj iné parametre ako segmentálne, ktoré sú často vy-
užívané pri analýze PCH. Konkrétne sú to parametre založené na formantoch: VAI,
VSA, LnVSA, pomer F2[i]/F2[u], FCR. Ďalšie často využívané parametre sú VOT
a VOT pomer. Pre porovnanie úspešnosti analýzy PCH jednotlivých parametrov,
je využitá publikácia [26], kde sú počítané parametre FCR, VSA, LnVSA a pomer
F2[i]/F2[u] na skupine 52 ľudí.
Ďalšia kapitola sa venuje výberu parametrov, ktoré majú najväčší informačný
prínos, pretože pri veľkom počte parametrov sa navyšuje čas potrebný na klasifiká-
ciu, taktiež s veľkým počtom parametrov môže dochádzať k znižovaniu úspešnosti
klasifikácie. Je tu vysvetlený postup pri testovaní štatistických hypotéz a opísaný
princíp Mann-Whitneyho testu, ďalej priblížený postup pri výpočte metódy mRMR
(minimum Redundancy Maximum Relevance). Tieto dva spôsoby selekcie paramet-
rov patria do skupiny typu „filtering“, ktorých hlavnou výhodou je rýchlosť výpočtu.
Taktiež je tu vysvetlený postup pri výpočte metódy typu „wrapping“, SFFS (Sequ-
ential Floating Forward Selection), ktorej prednosť je vysoká úspešnosť klasifikácie.
Nasledujúca časť sa venuje klasifikácii, je tu charakterizovaný algoritmus vý-
počtu troch významných klasifikátorov: Gaussových zmiešaných modelov GMM,
podporných vektorov SVM a klasifikačných stromov. Ďalej sa táto kapitola venuje
vyhodnoteniu klasifikácie, objasnením pojmov chyba klasifikácie, presnosť klasifiká-
cie, senzitivita, špecificita a koeficient TSS.
Nasleduje kapitola, ktorá vycházda z odborného článku [22], kde boli ku klasifi-
kácii pacientov s PCH využité tieto segmentálne parametre: LPC, LPCC, MFCC,
PLP. V tejto časti práce je popísaná databáza, z ktorej boli rečové nahrávky získané,
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postup pri ich spracovaní, metodika selekcie a klasifikácie jednotlivých parametrov
a taktiež výsledky klasifikácie.
V ďalšej časti je popísaná databáza nahrávok, z ktorých boli segmentálne para-
metre v tejto práci počítané. Celkovo ju tvorí 101 pacientov postihnutých PCH (41
žien a 60 mužov) a 53 kontrolných jedincov (27 žien a 26 mužov). Zároveň sú tu
uvedené rečové cvičenia, ktoré boli použité pre výpočet segmentálnych parametrov
a taktiež počet jedincov, u ktorých boli získané všetky vybrané rečové nahrávky (74
pacientov a 43 zdravých kontrol).
V poslednej kapitole je uvedený popis pri riešení praktickej časti tohto projektu.
Nahrávky sú rozdelené na segmenty o dĺžke 16 ms s prekryvom 8 ms, násobené Ham-
mingovým oknom a pre každý segment sú vypočítané jednotlivé segmentálne para-
metre. Tie sú v ďalšom postupe rozšírené o dynamické koeficienty a ďalej transfor-
mované na skalárne hodnoty. Klasifikácia bola zrealizovaná jednak pre segmentálne
parametre bez výberu, ale aj s výberom, pomocou Mann-Whitneyho testu, metódy
mRMR a SFFS. Ako klasifikátory boli použité podporné vektory SVM a klasifikačné
stromy. Pre všetky scenáre v tejto práci bola použitá validácia typu vynechania jed-
ného vzorku (leave-one-out). Klasifikácia bola vykonaná pre nasledujúce scenáre:
• každá samohláska osobitne pre každý segmentálny parameter
• všetky segmentálne parametre dohromady pre každú samohlásku zvlášť
• všetky segmentálne parametre dohromady pre všetky krátke samohlásky
• všetky segmentálne parametre dohromady pre všetky dlhé samohlásky
• všetky segmentálne parametre dohromady pre všetky dlhé samohlásky nahlas
• všetky segmentálne parametre dohromady pre všetky dlhé samohlásky potichu
• všetky segmentálne parametre dohromady pre všetky samohlásky dokopy.
Pri klasifikácii bez selekcie parametrov a so selekciou pomocou Mann-Whitneyho
testu a metódy mRMR bola presnosť klasifikácie pre najlepšie prípady tesne nad
60%. Lepšie výsledky boli dosiahnuté pri výbere parametrov pomocou metódy SFFS,
kde sa presnosť klasifikácie dostala pre niektoré prípady nad 70%. Najlepšie výsledky
boli dosiahnuté pre scenáre, kde boli testované všetky segmentálne parametre do-
hromady pre skupinu samohlások, kde bol výber parametrov docielený kombináciou
metód mRMR a SFFS. V prípade, keď bolo pomocou algoritmu mRMR vybraných
200 najlepších parametrov, ktoré boli následne podrobené metóde SFFS a v ďalšom
postupe stromovej klasifikácii bol najlepší výsledok pre scenár, kde boli testované
všetky dlhé samohlásky vyslovené nahlas s presnosťou klasifikácie 73,07%, senziti-
vitou 69,92%, špecificitou 75,26% a koeficientom TSS 1,770.
Ešte lepšie výsledky boli dosiahnuté rovnakým postupom, ale metódou mRMR
bolo vybraných 500 najlepších parametrov, pričom najlepší výsledok nastal pre sce-
nár, kde boli testované všetky dlhé samohlásky potichu s presnosťou klasifikácie
77,19%, senzitivitou 74,69%, špecificitou 78,95% a koeficientom TSS 1,830.
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Z toho vyplýva, že selekcia parametrov pomocou metódy SFFS je najefektívnej-
šia, avšak jej nevýhoda je výpočetná náročnosť. Výsledky by bolo možné vylepšiť
výberom väčšieho počtu parametrov pomocou metódy mRMR alebo použitím iba
metódy SFFS. Taktiež v ďalšom postupe by mohla byť vyskúšaná klasifikácia aj pre
segmentálne parametre vypočítané z ostatných rečových cvičení.
Pri porovnaní jednotlivých skupín samohlások (krátke, dlhé, dlhé nahlas a dlhé
potichu), najlepšie výsledky pri klasifikácii PCH dosahovali dlhé samohlásky vyslo-
vené nahlas a potichu.
Nájdenie signifikantných parametrov a vytvorenie systému pre klasifikáciu týchto
parametrov má praktický význam v prevencii, rýchlejšom určení diagnózy, prípadne
v určení úspešnosti liečby. Pri poznaní, ktoré parametre sú dôležité, sa lekári môžu
zamerať len na tieto a rovnakými cvičeniami ako boli parametre získané, môžu
pacientov testovať a vyšetrovať.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
ACC Classification accuracy – presnosť klasifikácie
ACW Adaptive Component Weighted coefficients
CMS Cepstral Mean Subtraction coefficients
DFT Discrete Fourier Transform – diskrétna Fourierova transformácia
EM Expectation-Maximalization algorithm – algoritmus využívaný na
odhadnutie GMM parametrov
FCR Formant Centralization Ratio – centralizačný pomer formantov
FFT Fast Fourier Transform – rýchla Fourierova transformácia
GMM Gaussian Mixture Mode – Gaussove zmiešané modely
HP Hypokinetická dysartria
IDFT Inverse Discrete Fourier Transform – inverzná diskrétna Fourierova
transformácia
K1 Osoba ženského pohlavia kontrolnej skupiny
K2 Osoba mužského pohlavia kontrolnej skupiny
𝑘−means Algoritmus zhlukovania
LnVSA Logarithmic Vowel Space Area – logaritmická oblasť hlasového traktu
LPC Linear Predictive Coefficients – lineárne predikčné koeficienty
LPCC Linear Predictive Cepstral Coefficients – lineárne predikčné kepstrálne
koeficienty
LSVT Lee Silverman Voice Treatment – hlasová liečba
MFCC Mel-Frequency Cepstral Coefficients – melovské kepstrálne koeficienty
mRMR minimum Redundancy Maximum Relevance Feature Selection –
metóda výberu rečových parametrov
MSC Modulation Spectra Coefficients
P1 Osoba ženského pohlavia postihnutá PCH
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P2 Osoba mužského pohlavia postihnutá PCH
PCH Parkinsonova choroba
PLP Perceptual Linear Predictive coefficients – perceptívne lineárne
predikčné koeficienty
VAI Vowel Articulation Index – artikulačný index samohlások
VOT Voice Onset Time
VOT Ratio VOT pomer
VSA Vowel Space Area – oblasť hlasového traktu
SEN Senzitivita
SFFS Sequential Floating Forward Selection – metóda výberu rečových
parametrov
STFT Short-Time Fourier Transform – krátkodobá Fourierova transformácia
SPE Špecificita
SVM Support Vector Machines – podporné vektory
TSS Trade-off between Sensitivity and Specifcity – kompromis medzi
senzizivitou a špecificitou
ZCR Zero-Crossing Rate – počet prechodov signálu nulovou úrovňou
𝐴 Alternatívna hypotéza
𝑎𝑝[𝑖] LPC koeficienty
𝑐𝑡𝑛 Koeficienty CMS
𝑐(𝑘) Lineárne predikčné kepstrálne koeficienty
𝑐[𝑛] Melovské kepstrálne koeficienty
𝑐𝐴𝐶𝑊 [𝑛] ACW koeficienty
𝑒[𝑛] Chyba doprednej lineárnej predikcie
𝐸 Energia signálu
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𝑓 Kmitočet [Hz]
𝑓𝑚 Kmitočet [mel]
𝐹 Spojitá distribučná funkcia
𝐹0 Kmitočet základného tónu
𝐹𝑖 Frekvencia formantov
𝐺 Giniho koeficient
𝐻 Nulová hypotéza
𝑀 Počet trojuholníkových filtrov v banke filtrov
max 𝐷(𝑆) Maximálna relevancia
min 𝑅(𝑆) Minimálna redundacia
𝑁 Normálne rozdelenie
p Rád lineárnej predikcie
𝑃 (𝜔) Krátkodobé výkonové spektrum
𝑠 Výberová smerodajná odchýlka
𝑇𝑛 Testované kritérium štatistického testu
𝑠2 Výberový rozptyl
𝑠[𝑛] Odhad hodnoty vzorky reči
𝑈1, 𝑈2 Hodnoty štatistík pre Mannov-Whitneyho test
𝑊 (𝛼) Tabelová kritická hodnota Mannov-Whitneyho testu
𝑊𝛼 Kritický obor testového kritéria
𝑊1−𝛼 Obor prijatia testového kritéria
?¯? Výberový priemer
𝑥0,50 Medián
𝑋𝑖 náhodný výber zo základného súboru
|𝑋𝑘(𝑚)| Obálky amplitúd reči pri výpočte MSC koeficientov
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𝑌 [𝑚] Melovské spektrálne koeficienty
𝛼 Hladina významosti štatisticéko testu
𝛼 Váhovací parameter Gaussových funkcií
𝛽 Pravdepodobnosť chyby druhého druhu
𝛾𝑥𝑥[𝑗] Autokorelačné koeficienty
Δ𝑐𝑚 Delta koeficienty
Δ𝑐2𝑚 Delta-delta koeficienty
𝜖𝑒𝑝 Stredná kvadratická chyba
𝜇 Stredná hodnota normálneho rozdelenia
𝜇 Vektor stredných hodnôt normálneho rozdelenie
𝜉(Ω𝑚) Upravené hodnoty váženej spektrálnej sumácie výkonového spektra
podľa závislosti intenzity a vnímanej hlasitosti
Ξ(Ω𝑚) Vážená spektrálna sumácia vzoriek výkonové spektra
𝜎 Smerodajná odchýlka normálneho rozdelenia
𝜎2 Rozptyl normálneho rozdelenia
Σ Kovariančná matica
Ψ(𝑧) Prenosová funkcia pásmového filtru
𝜔 Uhlový kmitočet [rad/s]
Ω𝑚 Stredná frekvencia 𝑚-tého kritického pásmového litru pri výpočte
PLP koeficientov
Ω(𝜔) Frekvencia v jednotkách [bark]
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A VÝSLEDKY KLASIFIKÁCIÍ
A.1 Klasifikácie bez selekcie parametrov
Tab. A.1: SVM bez selekcie parametrov pre krátke samohlásky
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre a e i o u
LPC 58,82 58,82 58,82 58,00 58,82
LPCC 58,82 58,82 58,82 58,82 58,82
ACW 54,80 38,60 57,89 45,82 55,83
CMS 58,82 58,82 58,82 58,51 58,82
PLP 52,43 49,74 43,65 55,42 54,49
MFCC 58,82 57,79 57,79 58,62 58,82
MSC 58,82 58,82 58,82 58,82 58,82
Tab. A.2: SVM bez selekcie parametrov pre dlhé samohlásky
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre á é í ó ú
LPC 58,10 58,00 58,82 58,82 58,82
LPCC 58,82 58,82 58,82 58,82 58,82
ACW 48,71 51,50 44,17 49,85 58,62
CMS 58,82 58,82 58,82 58,62 58,72
PLP 49,54 52,43 52,94 53,15 52,94
MFCC 58,82 58,82 58,82 58,20 58,62
MSC 58,82 58,82 58,82 58,82 58,82
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Tab. A.3: SVM bez selekcie parametrov pre dlhé samohlásky nahlas
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre á é í ó ú
LPC 56,35 58,82 58,82 55,52 58,82
LPCC 58,82 58,82 58,82 58,82 58,82
ACW 51,70 45,72 44,27 49,64 50,88
CMS 58,31 58,82 58,82 57,48 50,88
PLP 55,11 50,57 53,04 52,73 53,97
MFCC 58,20 58,41 58,31 57,28 58,41
MSC 58,82 58,82 58,82 58,82 58,82
Tab. A.4: SVM bez selekcie parametrov pre dlhé samohlásky potichu
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre á é í ó ú
LPC 58,82 58,82 58,82 55,52 58,82
LPCC 58,82 58,82 58,82 58,82 58,82
ACW 50,98 53,97 43,65 40,76 37,98
CMS 58,82 58,82 58,82 58,82 58,82
PLP 46,65 51,50 55,01 49,85 51,60
MFCC 58,31 58,82 58,20 57,28 58,31
MSC 58,82 58,82 58,82 58,82 58,82
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Tab. A.5: Stromová klasifikácia bez selekcie parametrov pre krátke samohlásky
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre a e i o u
LPC 51,70 51,19 53,35 52,01 50,88
LPCC 52,22 54,39 46,44 52,94 52,01
ACW 52,12 52,01 53,35 44,99 48,09
CMS 49,23 51,81 49,64 53,25 53,46
PLP 52,63 55,42 53,56 57,48 52,43
MFCC 51,29 54,49 50,15 53,87 50,88
MSC 53,35 52,22 60,27 51,60 50,98
Tab. A.6: Stromová klasifikácia bez selekcie parametrov pre dlhé samohlásky
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre á é í ó ú
LPC 55,01 48,71 49,23 51,50 54,90
LPCC 49,43 54,80 49,54 51,50 52,73
ACW 52,53 54,59 46,65 55,73 47,37
CMS 51,70 49,95 52,22 53,97 51,08
PLP 56,24 55,93 56,14 51,50 52,43
MFCC 52,32 50,26 50,67 51,39 54,59
MSC 53,25 47,57 48,71 55,11 47,06
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Tab. A.7: Stromová klasifikácia bez selekcie parametrov pre dlhé samohlásky nahlas
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre á é í ó ú
LPC 52,43 50,77 50,67 52,94 51,08
LPCC 50,05 49,74 48,50 57,48 50,26
ACW 60,27 52,84 53,97 50,57 50,88
CMS 52,73 52,94 53,97 50,57 50,88
PLP 54,18 54,80 54,39 54,18 49,33
MFCC 55,31 51,39 52,43 56,14 50,67
MSC 55,01 50,46 52,43 57,48 46,03
Tab. A.8: Stromová klasifikácia bez selekcie parametrov pre dlhé samohlásky potichu
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre á é í ó ú
LPC 50,98 53,35 55,01 53,56 56,14
LPCC 47,37 52,32 55,21 50,57 52,01
ACW 50,15 56,45 51,08 50,46 52,53
CMS 50,46 54,28 51,19 49,85 53,87
PLP 54,08 55,62 57,69 57,17 57,48
MFCC 49,33 51,60 53,97 53,15 54,08
MSC 57,48 55,42 58,62 64,40 48,62
Tab. A.9: SVM bez selekcie parametrov pre skupiny samohlások a všetky samohlásky
dohromady
Presnosť klasifikácie [%]
Všetky krátke samohlásky 54,49
Všetky dlhé samohlásky 49,12
Všetky dlhé samohlásky nahlas 53,66
Všetky dlhé samohlásky potichu 55,73
Všetky samohlásky 51,39
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Tab. A.10: Stromová klasifikácia bez selekcie parametrov pre skupiny samohlások a
všetky samohlásky dohromady
Presnosť klasifikácie [%]
Všetky krátke samohlásky 53,25
Všetky dlhé samohlásky 46,75
Všetky dlhé samohlásky nahlas 50,77
Všetky dlhé samohlásky potichu 58,72
Všetky samohlásky 56,14
A.2 Klasifikácie so selekciou parametrov pomo-
cou Mann-Whitneyho testu
Tab. A.11: SVM so selekciou parametrov pomocou Mann-Whitneyho testu pre
krátke samohlásky
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre a e i o u
LPC 58,82 58,82 48,30 36,74 42,00
LPCC 58,82 58,82 46,96 43,86 36,74
ACW 57,48 60,89 59,13 41,59 54,90
CMS 59,24 58,82 50,67 46,44 40,14
PLP 52,53 52,12 53,25 53,66 54,80
MFCC 58,31 46,65 40,56 52,01 40,04
MSC 58,82 42,83 38,70 37,36 58,82
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Tab. A.12: SVM so selekciou parametrov pomocou Mann-Whitneyho testu pre dlhé
samohlásky
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre á é í ó ú
LPC 58,82 48,92 52,12 53,04 45,92
LPCC 58,82 48,61 53,46 44,89 50,57
ACW 52,12 50,05 52,22 52,22 52,43
CMS 48,61 52,84 50,36 45,10 50,98
PLP 50,26 51,19 52,94 53,87 46,75
MFCC 48,19 47,16 52,94 53,56 46,23
MSC 53,66 48,09 51,08 54,59 58,82
Tab. A.13: SVM so selekciou parametrov pomocou Mann-Whitneyho testu pre dlhé
samohlásky nahlas
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre á é í ó ú
LPC 58,82 58,22 58,82 58,82 58,82
LPCC 58,82 58,82 58,82 58,82 58,22
ACW 55,93 43,55 59,34 56,04 48,81
CMS 58,82 58,82 58,31 58,51 45,51
PLP 46,44 53,66 57,69 54,49 42,72
MFCC 58,31 58,00 57,69 58,00 51,91
MSC 58,82 58,82 58,82 58,82 52,12
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Tab. A.14: SVM so selekciou parametrov pomocou Mann-Whitneyho testu pre dlhé
samohlásky potichu
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre á é í ó ú
LPC 55,01 44,38 46,54 51,70 48,71
LPCC 49,64 46,54 50,88 48,81 49,74
ACW 50,46 44,07 45,10 49,23 53,56
CMS 48,19 48,09 51,91 54,28 54,90
PLP 50,15 48,30 49,95 51,81 52,84
MFCC 56,45 49,33 48,40 49,33 53,46
MSC 43,96 46,44 44,48 49,02 55,93
Tab. A.15: Stromová klasifikácia so selekciou parametrov pomocou Mann-
Whitneyho testu pre krátke samohlásky
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre a e i o u
LPC 52,84 50,88 50,88 53,46 54,08
LPCC 51,39 50,77 47,68 55,31 54,08
ACW 51,60 56,86 53,97 52,01 55,31
CMS 54,90 51,50 46,34 52,73 55,01
PLP 54,08 55,42 54,08 58,72 52,63
MFCC 51,29 53,25 54,59 56,35 53,04
MSC 55,93 53,77 59,24 53,56 49,12
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Tab. A.16: Stromová klasifikácia so selekciou parametrov pomocou Mann-
Whitneyho testu pre dlhé samohlásky
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre á é í ó ú
LPC 48,61 52,94 51,70 52,22 55,01
LPCC 51,19 57,38 54,70 53,87 54,18
ACW 55,31 49,95 50,46 52,43 50,46
CMS 57,59 54,28 55,31 55,52 52,63
PLP 54,28 52,94 56,97 51,50 51,91
MFCC 56,45 52,63 54,39 55,21 51,29
MSC 51,50 48,50 46,96 50,67 46,96
Tab. A.17: Stromová klasifikácia so selekciou parametrov pomocou Mann-
Whitneyho testu pre dlhé samohlásky nahlas
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre á é í ó ú
LPC 46,54 45,61 49,02 50,67 51,70
LPCC 49,85 50,98 47,06 52,12 48,09
ACW 49,54 48,30 51,29 51,60 54,80
CMS 50,15 47,06 51,29 51,29 54,59
PLP 51,19 49,74 49,54 53,35 55,93
MFCC 52,53 47,68 52,84 50,57 51,60
MSC 53,46 50,26 49,64 52,12 59,86
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Tab. A.18: Stromová klasifikácia so selekciou parametrov pomocou Mann-
Whitneyho testu pre dlhé samohlásky potichu
Presnosť klasifikácie [%]
Samohlásky
Segmentálne parametre á é í ó ú
LPC 54,08 57,28 53,77 56,45 56,14
LPCC 55,62 55,83 56,55 59,65 57,07
ACW 46,23 53,97 56,14 52,63 56,04
CMS 56,66 58,72 54,39 58,51 58,51
PLP 50,15 55,01 58,20 54,90 55,01
MFCC 54,28 57,17 59,75 52,84 58,10
MSC 54,90 52,63 51,70 59,96 55,73
Tab. A.19: SVM so selekciou parametrov pomocou Mann-Whitneyho testu pre sku-
piny samohlások a všetky samohlásky dohromady
Presnosť klasifikácie [%]
Všetky krátke samohlásky 47,57
Všetky dlhé samohlásky 48,61
Všetky dlhé samohlásky nahlas 42,93
Všetky dlhé samohlásky potichu 50,88
Všetky samohlásky 48,19
Tab. A.20: Stromová klasifikácia so selekciou parametrov pomocou Mann-
Whitneyho testu pre skupiny samohlások a všetky samohlásky dohromady
Presnosť klasifikácie [%]
Všetky krátke samohlásky 54,80
Všetky dlhé samohlásky 50,36
Všetky dlhé samohlásky nahlas 56,66
Všetky dlhé samohlásky potichu 60,47
Všetky samohlásky 58,51
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A.3 Klasifikácie so selekciou parametrov pomo-
cou metódy mRMR
Tab. A.21: SVM so selekciou parametrov pomocou metódy mRMR pre skupiny sa-
mohlások a všetky samohlásky dohromady
Presnosť klasifikácie [%]
Všetky krátke samohlásky 40,04
Všetky dlhé samohlásky 49,95
Všetky dlhé samohlásky nahlas 46,03
Všetky dlhé samohlásky potichu 43,34
Všetky samohlásky 47,16
Tab. A.22: SVM so selekciou parametrov pomocou metódy mRMR pre všetky seg-
mentálne parametre dohromady pre každú samohlásku zvlášť
Presnosť klasifikácie [%]
krátke dlhé dlhé nahlas dlhé potichu
a 55,83 37,15 58,62 52,43
e 49,12 49,12 51,19 40,04
i 47,27 37,46 55,73 40,04
o 40,35 45,92 55,73 40,04
u 35,19 52,53 55,73 47,27
Tab. A.23: Stromová klasifikácia so selekciou parametrov pomocou metódy mRMR
pre skupiny samohlások a všetky samohlásky dohromady
Presnosť klasifikácie [%]
Všetky krátke samohlásky 55,93
Všetky dlhé samohlásky 54,59
Všetky dlhé samohlásky nahlas 52,63
Všetky dlhé samohlásky potichu 58,51
Všetky samohlásky 58,00
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Tab. A.24: Stromová klasifikácia so selekciou parametrov pomocou metódy mRMR
pre všetky segmentálne parametre dohromady pre každú samohlásku zvlášť
Presnosť klasifikácie [%]
krátke dlhé dlhé nahlas dlhé potichu
a 48,81 57,07 52,84 63,36
e 54,28 55,83 55,21 60,58
i 55,93 53,97 60,37 60,58
o 56,14 51,91 60,37 60,58
u 56,66 53,66 60,37 58,31
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A.4 Klasifikácie so selekciou parametrov pomo-
cou metódy SFFS
Tab. A.25: Výsledky stromovej klasifikácie so selekciou parametrov pomocou
metódy SFFS pre krátke samohlásky
Segmentálne parametre
Samohlásky
a e i o u
LPC
ACC [%] 56,24 48,50 53,25 52,63 55,11
SEN [%] 45,11 40,85 42,11 39,85 50,38
SPE [%] 64,04 53,86 61,05 61,58 58,42
TSS 1,464 1,364 1,417 1,397 1,479
LPCC
ACC [%] 50,26 56,45 53,77 51,19 56,45
SEN [%] 39,35 49,12 43,11 36,09 45,11
SPE [%] 57,89 61,58 61,23 61,75 64,39
TSS 1,373 1,489 1,428 1,359 1,466
ACW
ACC [%] 56,66 53,56 51,29 48,81 55,21
SEN [%] 47,12 45,61 42,61 38,60 47,12
SPE [%] 63,33 59,12 57,37 55,96 60,88
TSS 1,480 1,440 1,401 1,356 1,465
CMS
ACC [%] 55,83 52,43 49,12 53,15 49,02
SEN [%] 47,62 42,86 41,60 43,86 43,11
SPE [%] 61,58 59,12 54,39 59,65 53,16
TSS 1,474 1,414 1,374 1,426 1,380
PLP
ACC [%] 54,18 58,00 55,93 58,51 55,42
SEN [%] 46,87 50,63 49,87 53,63 44,36
SPE [%] 59,30 63,16 60,18 61,93 63,16
TSS 1,453 1,513 1,487 1,533 1,451
MFCC
ACC [%] 56,86 53,66 53,25 56,55 50,46
SEN [%] 46,87 44,11 41,35 49,87 43,36
SPE [%] 63,86 60,35 61,58 61,23 55,44
TSS 1,481 1,433 1,412 1,494 1,396
MSC
ACC [%] 51,81 55,73 61,09 58,62 56,86
SEN [%] 38,85 51,63 54,39 50,13 52,38
SPE [%] 60,88 58,60 65,79 64,56 60,00
TSS 1,383 1,492 1,567 1,517 1,508
ACC – presnosť klasifikácie, SEN – senzitivita, SPE – špecificita, TSS – koeficient
TSS
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Tab. A.26: Výsledky stromovej klasifikácie so selekciou parametrov pomocou
metódy SFFS pre dlhé samohlásky
Segmentálne parametre
Samohlásky
a e i o u
LPC
ACC [%] 54,70 61,51 49,43 47,16 59,13
SEN [%] 42,36 53,13 38,85 34,34 46,37
SPE [%] 63,33 67,37 56,84 56,14 68,07
TSS 1,432 1,565 1,363 1,316 1,499
LPCC
ACC [%] 52,73 51,50 50,46 48,40 53,77
SEN [%] 46,62 42,86 40,35 39,35 46,37
SPE [%] 57,02 57,54 57,54 54,74 58,95
TSS 1,436 1,404 1,381 1,356 1,446
ACW
ACC [%] 52,43 49,23 50,88 51,81 50,26
SEN [%] 46,37 36,84 39,85 41,35 40,60
SPE [%] 56,67 57,89 58,60 59,12 57,02
TSS 1,431 1,349 1,382 1,399 1,380
CMS
ACC [%] 51,60 50,26 49,54 53,46 56,66
SEN [%] 45,11 39,35 38,60 43,86 46,87
SPE [%] 56,14 57,89 57,19 60,18 63,51
TSS 1,417 1,373 1,362 1,429 1,479
PLP
ACC [%] 55,83 55,52 50,05 57,38 55,83
SEN [%] 46,87 45,11 41,60 48,37 45,61
SPE [%] 62,11 62,81 55,96 63,68 62,98
TSS 1,470 1,457 1,383 1,495 1,463
MFCC
ACC [%] 51,19 49,33 51,08 50,15 52,94
SEN [%] 43,61 38,85 42,86 40,10 44,61
SPE [%] 56,49 56,67 56,84 57,19 58,77
TSS 1,405 1,362 1,400 1,376 1,428
MSC
ACC [%] 62,44 48,92 51,50 54,39 58,00
SEN [%] 49,12 37,09 42,86 55,89 50,38
SPE [%] 71,75 57,19 57,54 53,33 63,33
TSS 1,547 1,348 1,404 1,486 1,512
ACC – presnosť klasifikácie, SEN – senzitivita, SPE – špecificita, TSS – koeficient
TSS
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Tab. A.27: Výsledky stromovej klasifikácie so selekciou parametrov pomocou
metódy SFFS pre dlhé samohlásky vyslovené nahlas
Segmentálne parametre
Samohlásky
a e i o u
LPC
ACC [%] 50,26 58,62 48,30 52,73 55,52
SEN [%] 40,35 49,12 39,10 45,11 42,61
SPE [%] 57,19 65,26 54,74 58,07 64,56
TSS 1,379 1,512 1,353 1,429 1,441
LPCC
ACC [%] 55,21 52,73 48,71 55,21 52,32
SEN [%] 48,12 46,62 35,59 46,37 44,36
SPE [%] 60,18 57,02 57,89 61,40 57,89
TSS 1,470 1,436 1,337 1,461 1,421
ACW
ACC [%] 58,62 54,49 51,81 52,43 58,41
SEN [%] 49,37 45,86 43,61 43,36 49,62
SPE [%] 65,09 60,53 57,54 58,77 64,56
TSS 1,513 1,451 1,411 1,416 1,512
CMS
ACC [%] 50,77 55,11 54,28 52,73 51,39
SEN [%] 39,35 42,86 47,12 43,86 41,85
SPE [%] 58,77 63,68 59,30 58,95 58,07
TSS 1,378 1,439 1,455 1,422 1,398
PLP
ACC [%] 57,07 55,31 53,66 59,24 52,53
SEN [%] 49,62 48,62 42,11 48,87 44,11
SPE [%] 62,28 60,00 61,75 66,49 58,42
TSS 1,498 1,474 1,421 1,516 1,421
MFCC
ACC [%] 53,46 51,91 55,11 58,20 50,46
SEN [%] 45,36 42,11 44,11 48,87 41,60
SPE [%] 59,12 58,77 62,81 64,74 56,67
TSS 1,438 1,404 1,447 1,506 1,388
MSC
ACC [%] 63,26 59,65 56,35 60,06 56,66
SEN [%] 57,64 46,87 50,38 52,38 51,13
SPE [%] 67,19 68,60 60,53 65,44 60,53
TSS 1,607 1,507 1,494 1,545 1,501
ACC – presnosť klasifikácie, SEN – senzitivita, SPE – špecificita, TSS – koeficient
TSS
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B OBSAH PRILOŽENÉHO CD
Na priloženom CD sa nachádza diplomová práca vo formáte pdf, ktorá je pomeno-
vaná „Diplomova praca-Peter Mracko“ a taktiež zložka pomenovaná „zdrojove
subory“, ktorá obsahuje funkcie a skripty slúžiace na výpočet segmentálnych para-
metrov, selekciu parametrov a klasifikáciu.
Obsah adresáru zdrojove subory:
• ACW - funkcie na výpočet ACW parametrov
• CMS - funkcie na výpočet CMS parametrov
• LPC - funkcie na výpočet LPC parametrov
• LPCC - funkcie na výpočet LPCC parametrov
• MFCC - funkcie na výpočet MFCC parametrov
• MSC - funkcie na výpočet MSC parametrov
• PLP - funkcie na výpočet PLP parametrov [4]
• Klasifikacia
Obsah adresáru Klasifikacia:
– funkcie - funkcie na výpočet štatistík a dynamických koeficientov
– mRMR - funkcie na prevedenie algoritmu mRMR [23]
– SFFS - funkcie na prevedenie algoritmu SFFS
– skripty pre klasifikáciu všetkých scenárov, ktoré boli popísané v tejto
práci
Zdrojové kódy boli vytvorené a testované v programe Matlab, verzia R2015a.
Databáza rečových cvičení a zložka data s uloženými vypočítanými segmentálnymi
parametrami sa na priloženom médiu nenachádza, pretože ju nie je možné šíriť z
dôvodu autorských práv.
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