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Abstract
Let A, B and C be three n × n nonzero Hermitian matrices. The triple (A; B; C) is called de$nite if the
convex hull of the joint numerical range F(A; B; C)={(x∗Ax; x∗Bx; x∗Cx)∈R3: x∈Cn; x∗x=1} does not contain
(0; 0; 0). If the triple (A; B; C) is nonde$nite, then the numerical ranges of the matrix polynomials Q(	) =
A	
3 + B	
2 +C	
1 (
3¿
2¿
1¿ 0) and L(	) = A	2 + (B+ iC)	1 (2¿1¿ 0) coincide with the whole
complex plane, providing no information. As a consequence, it is of particular interest to characterize a de$nite
triple (A; B; C) and $nd the distance between (0; 0; 0) and the boundary of F(A; B; C). The distance between
a nonde$nite triple (A; B; C) and the “nearest” de$nite triples with speci$ed properties is also investigated.
Moreover, applications of de$nite triples on matrix polynomials of special interest are presented.
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1. Introduction and motivation
Consider a matrix polynomial P(	)=Am	m+Am−1	m−1+ · · ·+A1	+A0, where Aj (j=0; 1; : : : ; m)
are n×n complex matrices with Am = 0, and 	 is a complex variable. If all the coeDcients of P(	)
are Hermitian matrices, then the matrix polynomial P(	) is called self-adjoint. The spectral analysis
of matrix polynomials leads to the solutions of linear systems of ordinary diEerential equations
with constant coeDcients. The suggested references on matrix polynomials and their applications on
diEerential equations are [9,26]. The numerical range of P(	) is de$ned by W (P)={	∈C: x∗P(	)x=
0; x∈Cn; x = 0}. Evidently, W (P) is always closed and contains the spectrum of P(	), that is, the
set of eigenvalues of P(	), (P)={	∈C: det P(	)=0}. If P(	)= I	−A, then W (P) coincides with
the classical numerical range (or $eld of values) of matrix A, namely, F(A) = {x∗Ax∈C: x∈Cn;
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x∗x=1}. In the last decade, the numerical range W (P) has attracted attention, and several interesting
results have been obtained when W (P) = C (see e.g. [18,19,23,27–29]).
Let A, B and C be three n × n nonzero Hermitian matrices. The joint numerical range of the
triple (A; B; C) is de$ned by
F(A; B; C) = {(x∗Ax; x∗Bx; x∗Cx)∈R3: x∈Cn; x∗x = 1} (1)
and it is always convex for n¿ 3. If n = 2, then it is either convex or the surface of an ellipsoid
[1]. This means that the boundary 9F(A; B; C) is always convex, i.e., it is the boundary of a convex
body in R3. We call the triple (A; B; C) a de6nite triple if the origin (0; 0; 0) does not belong to
conv:hullF(A; B; C) (conv.hull denotes the convex hull). The notion of de$nite Hermitian triples was
introduced in an unpublished paper of Bohnenblust [4].
Selfadjoint matrix polynomials of the form
Q(	) = A	
3 + B	
2 + C	
1 (
3¿
2¿
1¿ 0)
and nonself-adjoint matrix polynomials of the form
L(	) = A	2 + (B+ iC)	1 (2¿1¿ 0)
arise in many applications. In particular, quadratic matrix polynomials A	2 + B	 + C appear when
studying second-order linear dynamical systems (damped vibrating systems, gyroscopic systems)
[2,3,6,7,10–16,18,21,30] and linear pencils A	+ B+ iC occur in the study of matrices in inde$nite
inner product spaces [24,28].
It is easy to see that
W (Q) = {	∈C: a	
3 + b	
2 + c	
1 = 0; (a; b; c)∈ conv:hullF(A; B; C)}
and
W (L) = {	∈C: a	2 + (b+ i c)	1 = 0; (a; b; c)∈ conv:hullF(A; B; C)}
(see also [29, Proposition 2.1]). As a consequence, if the triple (A; B; C) is not de$nite, then both
W (Q) and W (L) coincide with the complex plane and have no applications. When the triple
(A; B; C) is de$nite, then algorithms (which are based on F(A; B; C)) for the illustration of the
boundaries 9W (A	2 + B	 + C) and 9W (A	 + B + iC) can be found in [18,28], respectively. We
remark that the algorithms in [18,28] are only currently known, and that the problem of the con-
struction of the numerical range of a general matrix polynomial is still open. De$nite triples play
also an important role in the computation of the structured singular value, which is a useful tool
in the analysis of linear feedback systems (see [8] and references therein). Hence, the problems
of testing the de$niteness of a Hermitian triple (A; B; C) and estimating the distance (A; B; C) =
min{√a2 + b2 + c2: (a; b; c)∈ 9F(A; B; C)} between (0; 0; 0) and the boundary 9F(A; B; C) arise in
a natural way.
Following the terminology in [5], we call (A; B; C) the joint inner numerical radius of the triple
(A; B; C), and if the triple (A; B; C) is de$nite, then by the convexity of 9F(A; B; C), (A; B; C)
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coincides with the Crawford number,
(A; B; C) = min
x∈Cn;x∗x=1
√
(x∗Ax)2 + (x∗Bx)2 + (x∗Cx)2 (2)
(see [5,8]). For the sake of completeness, we let (A; B; C) = 0 when (0; 0; 0)∈ conv:hull
F(A; B; C).
In this paper, generalizing results of Cheng and Higham in [5], we obtain a formula for the joint
inner numerical radius of a general Hermitian triple (A; B; C), and in Section 3, we compute the
distance between a nonde$nite triple (A; B; C) and the “nearest” de$nite triples. (This distance is
the distance for the ranges W (Q) and W (L) to stop being the whole complex plane.) In Section
4, we give an overall algorithm, which can also be used for testing de$niteness, and three illustra-
tive examples. Finally, in Sections 5 and 6, we study quasihyperbolic matrix polynomials and the
numerical range of matrix polynomials of special forms.
2. Joint inner numerical radius
Consider a triple of n × n Hermitian matrices (A; B; C) with joint numerical range F(A; B; C) as
in (1). Then a $rst estimation of the location of F(A; B; C) is obtained by observing that for every
point (a; b; c)∈F(A; B; C),
	min(A)6 a6 	max(A); 	min(B)6 b6 	max(B)
and
	min(C)6 c6 	max(C);
where 	min(·) and 	max(·) denote the smallest and largest eigenvalue of a Hermitian matrix, respec-
tively.
In [24], Li and Rodman describe an algorithm for drawing the boundary 9F(A; B; C) (see also
[22,28]). According to this method, for any choice of angles ∈ [0; ] and ∈ [0; 2], we compute
the largest eigenvalue 	max(H (; )) of the Hermitian matrix
H (; ) = (sin  cos)A+ (sin  sin)B+ (cos )C (3)
and a corresponding unit eigenvector y; ∈Cn. Then the plane
P(; ) = {(u; v; w)∈R3: (sin  cos)u+ (sin  sin)v+ (cos )w = 	max(H (; ))}
is a supporting plane of F(A; B; C) at the point
(y∗;Ay;; y
∗
;By;; y
∗
;Cy;)∈ 9F(A; B; C):
It is clear that this algorithm can also be formulated in terms of the minimum eigenvalue 	minH (; ),
and for every unit vector y∈Cn,
	min(H (; ))6y∗H (; )y6 	max(H (; )):
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Theorem 1. The joint inner numerical radius of a Hermitian triple (A; B; C) is given by
(A; B; C) =
∣∣∣∣ min∈[0;];∈[0;2]	maxH (; )
∣∣∣∣ ;
where H (; ) is de6ned in (3). Furthermore, if the minimum is attained at the angles = 0 and
= 0, then (A; B; C) is a de6nite triple if and only if 	maxH (0; 0)¡ 0.
Proof. First consider the case where (0; 0; 0)∈ conv:hullF(A; B; C). Observe that the origin lies in
the numerical range F(H (; )) for all ∈ [0; ] and ∈ [0; 2]. Hence, for every ∈ [0; ] and
∈ [0; 2], we have 	maxH (; )¿ 0. By the convexity of the boundary 9F(A; B; C), it follows that
the closest to the origin point of 9F(A; B; C) (which is not necessarily unique),
(a0; b0; c0) = (y∗0Ay0; y
∗
0By0; y
∗
0Cy0) (y0 ∈Cn; y∗0y0 = 1)
satis$es
(A; B; C) =
√
a20 + b
2
0 + c
2
06 	maxH (; ); ∈ [0; ]; ∈ [0; 2]
and
(A; B; C) =
√
a20 + b
2
0 + c
2
0 = 	maxH (0; 0)
for some 0 ∈ [0; ] and 0 ∈ [0; 2].
Suppose now that (0; 0; 0) ∈ conv:hullF(A; B; C). Then 	maxH (; )(∈ [0; ]; ∈ [0; 2]) takes
both positive and negative values. It is also easy to see that if (A; B; C) is attained at the angles
 = 0 and = 0, then 	maxH (0; 0)¡ 0. Notice that in this case, since 9F(A; B; C) is a convex
boundary, the closest to the origin point of 9F(A; B; C) is unique.
By the above theorem, it is obvious that a Hermitian triple (A; B; C) is de$nite if and only if the
matrix H (; ) in (3) is positive de$nite at some angles ∈ [0; ] and ∈ [0; 2]. As a consequence,
we have the following.
Corollary 2. A Hermitian triple (A; B; C) is de6nite if and only if the matrix #A + $B + C is
positive de6nite for some real #, $ and .
(Since F(A; B; C) is closed, the numbers #, $ and  are not unique, and they can be chosen
nonzero and mutually distinct.)
3. The nearest denite triple
Suppose that the triple of n× n nonzero Hermitian matrices (A; B; C) is not de$nite and consider
all the perturbed triples of the form
(A+NA; B+NB; C +NC);
where NA;NB;NC are also Hermitian. We wish to $nd the distance to the “nearest” to (A; B; C)
de$nite triple (A + NA; B + NB; C + NC) with a given positive value of the Crawford number
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%= (A+NA; B+NB; C +NC)¿ 0 (as in (2)). This distance is de$ned by
d%(A; B; C) = min{‖[NA NB NC]‖2: (A+NA; B+NB; C +NC) = %}: (4)
Note that the spectral norm ‖[NA NB NC]‖2 is not the only possible measure of the distance
between the triples (A; B; C) and (A+NA; B+NB; C+NC), but it is a natural choice in the context
of Ooating point computation.
Following, we obtain the main result of this paper, computing the distance d%(A; B; C) in terms
of the joint inner numerical radius.
Theorem 3. Consider a nonde6nite triple (A; B; C) and the Hermitian matrix H (; ) in (3), and
suppose that (A; B; C) = 	maxH (0; 0) at some angles 0 ∈ [0; ] and 0 ∈ [0; 2]. Let also %¿ 0,
and H (0; 0) have the spectral decomposition
H (0; 0) = Q∗0 diag{'1; '2; : : : ; 'n}Q0('1¿ '2¿ · · ·¿ 'n);
i.e., (A; B; C) = '1. Then
d%(A; B; C) = %+ (A; B; C)(=%+ '1)
and two triples of optimal perturbations in (4) are
NA1 = (sin 0 cos0)Q∗0 diag{−%− '1;−%− '2; : : : ;−%− 'n}Q0;
NB1 = (sin 0 sin0)Q∗0 diag{−%− '1;−%− '2; : : : ;−%− 'n}Q0;
NC1 = (cos 0)Q∗0 diag{−%− '1;−%− '2; : : : ;−%− 'n}Q0 (5)
and
NA2 =−d%(sin 0 cos0)I
NB2 =−d%(sin 0 sin0)I
NC2 =−d% (cos 0)I: (6)
Proof. We want to $nd Hermitian perturbations (A + NA; B + NB; C + NC) such that (0; 0; 0) ∈
conv:hullF(A+NA; B+NB; C +NC) with
(A+NA; B+NB; C +NC) = %
and ‖[NA NB NC]‖2 is minimized. If (A+ N˜A; B+ N˜B; C + N˜C) is an optimal perturbation, then
every point (a˜; b˜; c˜) of the (convex) boundary 9F(A+ N˜A; B+ N˜B; C + N˜C) satis$es√
a˜2 + b˜2 + c˜2¿ %
with equality at exactly one point
(a˜0; b˜0; c˜0)∈ 9F(A+ N˜A; B+ N˜B; C + N˜C):
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Thus, there is a plane P˜ passing through (a˜0; b˜0; c˜0) such that the joint numerical range F(A +
N˜A; B+ N˜B; C + N˜C) lies in one of the two closed half-spaces de$ned by P˜. By the convexity of
9F(A+ N˜A; B+ N˜B; C + N˜C), we assume that this half-space does not contain the origin (0; 0; 0).
Consider now the line ( passing through (0; 0; 0) that is perpendicular to the plane P˜. This line
intersects the boundary 9F(A; B; C) at one point (a1; b1; c1) = (x∗1Ax1; x∗1Bx1; x∗1Cx1) (if there exist
more than one such points, then we take the one furthest from P˜). When the triple (A; B; C) is
perturbed to (A+ N˜A; B+ N˜B; C + N˜C), then this point is perturbed by at least ‖[a1; b1; c1]T‖2 + %,
and hence,
‖[x∗1 N˜Ax1; x∗1 N˜Bx1; x∗1 N˜Ax1]T‖2
= ‖[x∗1 (A+ N˜A)x1; x∗1 (B+ N˜B)x1; x∗1 (C + N˜C)x1]T − [a1; b1; c1]T‖2
¿ ‖[a1; b1; c1]T‖2 + %¿ (A; B; C) + %:
Moreover, we have
‖[x∗1 N˜Ax1; x∗1 N˜Bx1; x∗1 N˜Cx1]T‖2
= ((x∗1 N˜Ax1)
2 + (x∗1 N˜Bx1)
2 + (x∗1 N˜Cx1)
2)1=2
= max
∈[0;];∈[0;2]
[x∗1 N˜Ax1; x
∗
1 N˜Bx1; x
∗
1 N˜Cx1]


sin  cos 
sin  sin
cos 


= max
∈[0;];∈[0;2]
x∗1

[N˜A N˜B N˜C]


(sin  cos)I
(sin  sin)I
(cos )I



 x1
6 max
∈[0;];∈[0;2]
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
[N˜A N˜B N˜C]


(sin  cos)I
(sin  sin)I
(cos )I


∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
2
6 ‖[N˜A N˜B N˜C]‖2
and thus,
‖[N˜AN˜BN˜C]‖2¿ (A; B; C) + %: (7)
Consider now the perturbation in (5) and the Hermitian matrix
H˜ (; ) = (sin  cos)(A+NA1) + (sin  sin)(B+NB1) + (cos )(C +NC1)
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for ∈ [0; ] and ∈ [0; 2]. Then
Q0H˜ (; )Q∗0 = diag{'1; : : : ; 'n}+ ,; diag{−%− '1; : : : ;−%− 'n};
where the quantity
,; = [sin  cos; sin  sin; cos ]


sin 0 cos0
sin 0 sin0
cos 0


attains its maximum (=1) at = 0 and = 0. Consequently, for every ∈ [0; ] and ∈ [0; 2],
	max(H˜ (; ))¿ %
and 	max(H˜ (0; 0)) = %. Since the Hermitian matrix H˜ (0; 0) is negative de$nite, (0; 0; 0) ∈
conv:hullF(A+NA1; B+NB1; C +NC1), and thus
(A+NA1; B+NB1; C +NC1) = (A+NA1; B+NB1; C +NC1) = %:
Moreover,
‖[NA1 NB1 NC1]‖2 = | − '1 − %|= '1 + %:
Finally, by straightforward computations, one can see that the perturbation in (6) yields equality
in (7), and since
F(A+NA2; B+NB2; C +NC2) = F(A; B; C) + d%(sin 0 cos0; sin 0 sin0; cos 0);
it follows that
(A+NA2; B+NB2; C +NC2) = d% − (A; B; C) = %:
It is worth noting that in the above theorem, the joint numerical range of the triple (A+NA2; B+
NB2; C +NC2) is just a shift of the range F(A; B; C). On the other hand, the joint numerical range
of the triple (A+NA1; B+NB1; C +NC1) does not necessarily have the same shape as F(A; B; C)
(see Fig. 3 in Example 2).
Suppose now that (A; B; C) is a de$nite Hermitian triple. Then we can de$ne the distance to the
“nearest” nonde$nite triple,
d˜0(A; B; C) =min{‖[NA NB NC]‖2: (0; 0; 0)
∈ conv:hullF(A+NA; B+NB; C +NC)}
or equivalently (because of continuity),
d˜0(A; B; C) =min{‖[NA NB NC]‖2: (0; 0; 0)
∈ 9F(A+NA; B+NB; C +NC)}:
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It is important to compute d˜0(A; B; C) since it is a measure for the stability of the numerical ranges
of Q(	) = A	
3 + B	
2 + C	
1(
3¿
2¿
1¿ 0) and L(	) = A	2 + (B + iC)	1(2¿1¿ 0). The
arguments in the proof of Theorem 3 apply to obtain the following.
Proposition 4. Let (A; B; C) be a de6nite triple with a given Crawford number (A; B; C)¿ 0. Then
d˜0(A; B; C) = (A; B; C).
Corollary 5. Let (A; B; C) be a de6nite triple as in the above proposition. The distance to the
“nearest” de6nite triple with a given Crawford number % is
d˜%(A; B; C) =min{‖[NA NB NC]‖2: (A+NA; B+NB; C +NC) = %}
= |(A; B; C)− %|:
4. Numerical examples
Let A; B; C be three n × n Hermitian matrices such that the triple (A; B; C) is nonde$nite, i.e.,
(0; 0; 0)∈ conv:hullF(A; B; C). Then we can compute the joint inner numerical radius (A; B; C) and
two of the “nearest” to (A; B; C) de$nite triples with a given Crawford number % by applying the
following algorithm (see also [8,22,24,28]).
Step I: Construct a grid on the unit sphere in R3 using spherical coordinates
(sin  cos; sin  sin; cos )
with
=

N
;
2
N
; : : : ;
(N − 1)
N
;  and =

S
;
2
S
; : : : ;
(2S − 1)
S
; 2
for some positive integers N and S.
Step II: For every choice of (sin  cos; sin  sin; cos ), compute the largest eigenvalue 	max
(H (; )) of the matrix
H (; ) = (sin  cos)A+ (sin  sin)B+ (cos )C:
Step III: Find the minimum of 	max(H (; )) and the corresponding angles 0 and 0. The absolute
value of this minimum is an approximation of the inner numerical radius (A; B; C). If the eigenvalue
	max(H (0; 0)) is positive, then (A; B; C) is not de$nite and compute the spectral decomposition
H (0; 0) = Q∗0 diag{'1; '2; : : : ; 'n}Q0('1¿ '2¿ · · ·¿ 'n).
Step IV: The distance to the “nearest” de$nite triples with the Crawford number % is d%(A; B; C)=
% + (A; B; C), and two optimal perturbations are (NA1;NB1;NC1) in (5) and (NA2;NB2;NC2)
in (6).
Remark 1. Steps I and II form a simple procedure for testing de$niteness. By Theorem 1, as soon
as Step II generates a negative 	max(H (; )), we are sure that the triple (A; B; C) is de$nite and we
can terminate the algorithm.
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In [25, Example 1.1], the Hermitian triple
(A; B; C) =
([
2 1
1 2
]
;
[
0:1 −i
i 0:1
]
;
[
1 0
0 −1
])
is de$nite, and its joint numerical range is the boundary of the sphere in R3 with center at (2; 0:1; 0)
and radius equal to 1. As a consequence, the joint inner numerical radius of (A; B; C) is (A; B; C)=√
22 + 0:12−1=1:002498. For certain values of N and S, the above algorithm implies the following
approximations of (A; B; C):
N = 10; S = 40→ ˆ(A; B; C) = 1;
N = 20; S = 80→ ˆ(A; B; C) = 1:001680;
N = 40; S = 160→ ˆ(A; B; C) = 1:002384;
N = 60; S = 240→ ˆ(A; B; C) = 1:002492:
Clearly, greater values of N and S lead to $ner results. At this point, we remark that in all the
examples in the remainder of this paper, we take a grid (for the angles  and ) with N = 20 and
S = 80.
Two more numerical examples are presented to illustrate our algorithm. In the $rst example,
(0; 0; 0) ∈ conv:hullF(A; B; C)(≡ F(A; B; C)) and we compute the joint inner numerical radius
(A; B; C). In the second one, (0; 0; 0)∈F(A; B; C) and we compute the distance to the “nearest”
de$nite triples with a given Crawford number %. In both of these examples, the matrices A, B and
C were chosen arbitrarily.
Example 1. For the matrices
A=


3 0 0
0 1 0
0 0 5

 ; B=


0 1 0
1 0 i
0 −i −6

 and C =


2 2− i 0
2 + i 3 −1
0 −1 5

 ;
it is clear that the (convex) joint numerical range F(A; B; C) in Fig. 1 does not contain the origin
(notice also that matrix A is positive de$nite). The largest eigenvalue of H (; ) attains its minimum
value ∼= −1:8017 at the angles 0 ∼= 0:65 = 13N and 0 ∼= 0:875 = 35N, where N = =N =
=20= 0:157 and N=2=S = =40= 0:0785 (right part of Fig. 1). Thus, the joint inner numerical
radius of F(A; B; C) is (A; B; C) ∼= 1:8017,
H (0; 0) ∼=


−3:3775 −0:567 + i 0:454 0
−0:567− i 0:454 −2:1852 0:454 + i 0:341
0 0:454− i 0:341 −8:4317


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Fig. 1. F(A; B; C) does not contain the origin.
-2
-1
0
1
2
-2
-1
0
1
2
-1
0
1
2
3
A - axisB  axis
C 
 a
xis
0
5
10
15
20
0
20
40
60
80
0
1
2
3
4
N - axisS - axis
M
ax
im
um
  e
ig
en
va
lu
e 
 o
f  
 H
Fig. 2. F(A; B; C) contains the origin.
and the closest to (0; 0; 0) point of F(A; B; C) is ∼= (1:355;−0:535; 1:06) (see the line segment joining
this point with the origin in the left part of Fig. 1). Note that 	maxH (0; 0) is negative, con$rming
the second part of Theorem 1.
Example 2. For the triple
A=


−1 0 0
0 1 0
0 0 0

 ; B=


1 −1 0
−1 0 1
0 1 0

 and C =


1 i 0
−i 1 1
0 1 0


and the unit vector y = [0; 0; 1]T, we have y∗Ay = y∗By = y∗Cy = 0. Thus, (0; 0; 0) lies in the
(convex) joint numerical range F(A; B; C) in the left part of Fig. 2. The largest eigenvalue of H (; )
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Fig. 3. F(A+NA1; B +NB1; C +NC1) and F(A+NA2; B +NB2; C +NC2).
takes its minimum value ∼= 0:4828 at the angles 0 ∼= 0:65=13N and 0 ∼= 1:075=43N (right
part of Fig. 2). Hence, (A; B; C) ∼= 0:4828 and
H (0; 0) ∼= Q0 diag{0:4828; 0:1086;−1:7075}Q∗0 ;
where
Q0 =


0:3026− i 0:6604 0:2688− i 0:5866 0:2366
0:405 −0:1237 −0:3773− i 0:8236
−0:5553 0:7539 −0:1463− i 0:3193

 :
The closest to the origin point of 9F(A; B; C) is ∼= (−0:354;−0:163;−0:285), marked with an “o”
on F(A; B; C).
The distance to the “nearest” de$nite triples with the Crawford number %= 0:2 is d0:2(A; B; C) =
0:2 + (A; B; C) ∼= 0:6828. Two of these de$nite triples are (A + NA1; B + NB1; C + NC1) and
(A + NA2; B + NB2; C + NC2), where (NA1;NB1;NC1) and (NA2;NB2;NC2) are given by (5)
and (6), respectively. Their joint numerical ranges are sketched in Fig. 3, and one can verify that
F(A+NA2; B+NB2; C +NC2) (right part) has the same shape as F(A; B; C) but F(A+NA1; B+
NB1; C +NC1) (left part) does not. In both parts of the $gure, the origin is marked with an “o”.
5. Quasihyperbolicity and gyroscopic systems
Consider an n× n self-adjoint matrix polynomial
P(	) = Am	m + Am−1	m−1 + · · ·+ A1	+ A0 (8)
with det Am = 0, and its numerical range
W (P) = {	∈C: x∗P(	)x = 0; x∈Cn; x = 0};
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which is symmetric with respect to the real axis. It is well known [9] that the intersection
W (P) ∩ R consists of a $nite union of closed real intervals whose endpoints are eigenvalues
of P(	).
An eigenvalue 	0 ∈ (P) is called semisimple if for any nonzero x0 ∈Ker P(	0), the equation
P(	0)x = −P′(	0)x0 has no solutions (P′(	) denotes the derivative). The class of self-adjoint ma-
trix polynomials having real spectrum is of particular interest [2,6,7,12–15,21]. A real eigenvalue
	0 ∈ (P) is said to have positive (resp., negative) type if for all nonzero x∈Ker P(	0), x∗P′(	0)x¿ 0
(resp., x∗P′(	0)x¡ 0). Eigenvalues of either positive or negative type are said to have de6nite
type, and they are semisimple. Furthermore, they are stable in the sense that for suDciently small
(self-adjoint) perturbations of P(	) their type remains the same [17].
A self-adjoint matrix polynomial P(	) as in (8) is called quasihyperbolic if all its eigenvalues
are real and of de$nite type. If Am is positive de$nite and for every nonzero x∈Cn, the equation
x∗P(	)x = 0 has m real and distinct roots, then P(	) is known as a hyperbolic matrix polynomial.
If P(	) is hyperbolic, then the numerical range W (P) consists of m disjoint bounded real intervals,
each of them containing exactly n de$nite eigenvalues of the same type [26]. Hence, a hyperbolic
matrix polynomial is also quasihyperbolic. Quadratic quasihyperbolic matrix polynomials were in-
troduced in [15], and they are related to gyroscopic systems (see [2,3,10,11,15,16] and Example
3 below). Furthermore, quadratic hyperbolic matrix polynomials describe strongly damped vibrating
systems, and their properties were originally established in [6,7,13,14] (see also Example 5 in the next
section).
It is known that the self-adjoint matrix polynomial P(	) in (8) is associated with the nm × nm
linearization A	−B [9,17], where
A=


A1 A2 A3 · · · Am
A2 A3 A4 · · · 0
...
...
...
...
Am−1 Am 0 · · · 0
Am 0 0 · · · 0


; B=


−A0 0 0 · · · 0
0 A2 A3 · · · Am
0 A3 A4 · · · 0
...
...
...
...
0 Am 0 · · · 0


(9)
and the matrix
C =A−1B=


0 I 0 · · · 0
0 0 I · · · 0
...
...
...
. . .
...
0 0 0 · · · I
−A−1m A0 −A−1m A1 −A−1m A2 · · · −A−1m Am−1


(10)
is the companion matrix of P(	). Note that AC=C∗A and that all the matrices A;AC;AC2; : : :
are Hermitian. Summarizing some of the results in [17,20], we have the following.
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Theorem 6. Let P(	) be an n × n self-adjoint matrix polynomial as in (8). Then the following
statements are equivalent:
(i) P(	) is quasihyperbolic.
(ii) All the eigenvalues of A	−B are real and of de6nite type.
(iii) There is a real (scalar) polynomial p(	) such that the matrix Ap(C) is positive de6nite.
(iv) For any nonzero y∈Cn,
(y∗Ay; y∗ACy; y∗AC2y; : : : ; y∗ACnm−1y) = (0; 0; 0; : : : ; 0):
The equivalence between (i) and (iv) yields a useful suDcient condition (in the context of de$nite
triples) for P(	) to be quasihyperbolic.
Corollary 7. Let P(	) be a self-adjoint matrix polynomial as in (8) and let A and C as in (9)
and (10), respectively. If there exist three integer numbers 06 j1¡j2¡j36 nm − 1 such that
the Hermitian triple (ACj1 ;ACj2 ;ACj3) is de$nite, then P(	) is quasihyperbolic.
Consider now an n-degrees-of-freedom gyroscopic system of the form
Mu′′(t) + 2Gu′(t) + (K − 2W )u(t) = 0; (11)
where u(t) is a function with values in Cn, ¿ 0 is a (loading) parameter, and M;G; K;W are n×n
real matrices such that M (mass matrix) is diagonal positive de$nite, G∗=−G (gyroscopic forces),
K∗ = K (stiEness matrix) and W ∗ = W . For a $xed , the system (11) is called stable if all its
solutions are bounded, or equivalently, if all the eigenvalues of the associated self-adjoint matrix
polynomial
Q(	) =M	2 + 2 iG	+ 2W − K (12)
are real and semisimple [2,3,10,16]. If in addition, all “neighboring” gyroscopic systems are stable,
then (11) is said to be strongly stable. In [3,16], system (11) is strongly stable if and only if the
matrix polynomial Q(	) in (12) is quasihyperbolic.
Corollary 8. The gyroscopic system (11) is strongly stable when the matrix K − 2W is positive
de6nite.
Proof. For the self-adjoint matrix polynomial Q(	) in (12), the 2n× 2n matrices
A =
[
2 iG M
M 0
]
and C =
[
0 I
−M−1(2W − K) −2  iM−1G
]
satisfy
AC =
[
K − 2W 0
0 M
]
:
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Hence, if K − 2W is positive de$nite, then AC is also positive de$nite. In this case, the triple
(A;AC;AC2) is de$nite, and by Corollary 7, Q(	) is quasihyperbolic.
Example 3. The 2-degree-of-freedom system
u′′(t) + 2
[
0 −1
1 0
]
u′(t) +
([
0:5 0
0 1
]
− 2
[
1 0
0 1
])
u(t) = 0 (13)
can be used to model the motion of a discrete point particle of unit mass attached to a Oexible
massless shaft with principal lateral stiEnesses k1 = 0:5 and k2 = 1 that rotates at angular speed 
[11,30]. This system is strongly stable at certain speeds. For  = 1:2; 0:8; consider the associated
self-adjoint quadratic matrix polynomials
Q1:2(	) = I	2 +
[
0 −i 2:4
i 2:4 0
]
	+
[
0:94 0
0 0:44
]
and
Q0:8(	) = I	2 +
[
0 −i 1:6
i 1:6 0
]
	+
[
0:14 0
0 −0:36
]
as well as the corresponding pairs of 4× 4 matrices
A1:2 =


0 −i 2:4 1 0
i 2:4 0 0 1
1 0 0 0
0 1 0 0

 ; C1:2 =


0 0 1 0
0 0 0 1
−0:94 0 0 i 2:4
0 −0:44 −i 2:4 0


and
A0:8 =


0 −i 1:6 1 0
i 1:6 0 0 1
1 0 0 0
0 1 0 0

 ; C0:8 =


0 0 1 0
0 0 0 1
−0:14 0 0 i 1:6
0 0:36 −i 1:6 0

 :
By using the algorithm in Section 4, it is easy to see that the Hermitian triple (A1:2C1:2;A1:2C21:2;A1:2
C31:2) is de$nite with joint inner numerical radius
(A1:2C1:2;A1:2C21;A1:2C
3
1:2) ≡ (A1:2C1:2;A1:2C21:2;A1:2C31:2) ∼= 0:2586:
Thus, Q1:2(	) is quasihyperbolic and consequently (13) is strongly stable when =1:2 (see also [18,
Corollary 13]). On the other hand, Q0:8(	) is not quasihyperbolic since (Q0:8)={±1:6727;±i0:1346}
⊂ R, and hence (13) is not stable when =0:8. Moreover, all the Hermitian triples (A0:8;A0:8C0:8;
A0:8C
2
0:8), (A0:8;A0:8C
2
0:8;A0:8C
3
0:8) and (A0:8C0:8;A0:8C
2
0:8;A0:8C
3
0:8) are nonde$nite with (A0:8,
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A0:8C0:8;A0:8C20:8) ∼= 0:1332, (A0:8;A0:8C20:8;A0:8C30:8) ∼= 0:0071 and (A0:8C0:8;A0:8C20:8;A0:8C30:8)∼= 0:0042. Notice also that for ¡
√
0:5, the matrix
K − 2W =
[
0:5 0
0 1
]
− 2
[
1 0
0 1
]
is positive de$nite, and by Corollary 8, the system (13) is strongly stable.
6. Special cases
Let (A; B; C) be a de$nite Hermitian triple. Then two algorithms for drawing the boundaries of
the numerical ranges W (A	2 + B	+C) and W (A	+ B+ iC) are described in [18,28], respectively.
In this section, we apply these algorithms to matrix polynomials of the form
Q(	) = A	25+
 + B	5+
 + C	
 (14)
and
L(	) = A	5+
 + (B+ iC)	
; (15)
where 5 and 
 are positive integers. One can verify that
W (Q) \ {0}= {'∈C \ {0}: '5 ∈W (A	2 + B	+ C)} (16)
and
W (L) \ {0}= {'∈C \ {0}: '5 ∈W (A	+ B+ iC)}: (17)
Theorem 9. Let (A; B; C) be a de6nite triple, and let Q(	) and L(	) be the matrix polynomials in
(14) and (15). Consider the supporting cone of the joint numerical range F(A; B; C), K(A; B; C)=⋃
t¿0 tF(A; B; C), and the closed contour c(A; B; C)=9K(A; B; C)∩9F(A; B; C). Then the boundaries
of W (Q) and W (L) are given by
9W (Q) \ R= {	∈C \ R: a	25 + b	5 + c = 0; (a; b; c)∈ c(A; B; C)}
and
9W (L) \ {0}= {	∈C \ {0}: a	5 + b+ i c = 0; (a; b; c)∈ c(A; B; C)}:
Proof. By [18, Theorem 1], it follows that
9W (A	2 + B	+ C) \ R= {	∈C \ R: a	2 + b	+ c = 0; (a; b; c)∈ c(A; B; C)}
and by [28, Theorem 11],
9W (A	+ B+ iC) = {	∈C: a	+ b+ i c = 0; (a; b; c)∈ c(A; B; C)}:
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Fig. 4. The numerical range W (Q) and its boundary.
Moreover, the Eqs. (16) and (17) imply
9W (Q) \ {0}= {'∈C \ {0}: '5 ∈ 9W (A	2 + B	+ C)}
and
9W (L) \ {0}= {'∈C \ {0}: '5 ∈ 9W (A	+ B+ iC)};
respectively. The proof is complete.
The boundary of the cone K(A; B; C) is constructed by all the supporting planes of F(A; B; C)
passing through the origin (0; 0; 0). Hence, we can formulate an algorithm for generating 9W (Q)
and 9W (L) by using Steps I and II of the algorithm in Section 4 and modifying Step III to the
following:
Step III′: If 	max(H (; )) = 0 (or ∼= 0), then compute a unitary eigenvector y∈Cn of H (; )
corresponding to 	max(H (; )). The point (a; b; c)=(y∗Ay; y∗By; y∗Cy) lies on the curve c(A; B; C).
Consequently, the nonzero roots of the equations a	25 + b	5 + c = 0 and a	5 + b + i c = 0 lie on
9W (Q) ∪ (W (Q) ∩ R) and 9W (L), respectively.
Example 4. For the arbitrarily generated self-adjoint matrix polynomial
Q(	) = I	4 + B	2 + C = I	4 +
[
0 i 2:8
−i 2:8 0
]
	2 +
[
1:5 1
1 1:5
]
;
the roots of a few thousand equations of the form x∗Q(	)x = 0(x∈C2 \ {0}) are drawn in the left
part of Fig. 4. Observe that we do not have a clear picture of the whole boundary 9W (Q). The
boundary of W (Q) is sketched in the right part of the $gure by our methodology. Notice that the
joint numerical range of the de$nite triple (I; B; C) is given by
F(I; B; C) = {(1; b; c)∈R3: b+ i c∈F(B+ iC)}:
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Fig. 5. Mass–spring vibration model.
Thus, c(I; B; C) = {(1; b; c)∈R3: b+ i c∈ 9F(B+ iC)}, and consequently,
9W (Q) = {	∈C: 	4 + b	2 + c = 0; b+ i c∈ 9F(B+ iC); b; c∈R}:
(Each eigenvalue of Q(	) is marked with an “o”.)
De$nite Hermitian triples also appear in the study of the damped mass–spring system model in
Fig. 5 [7,12,30]. The vibration of this system is governed by a second-order diEerential equation of
the form
Mu′′(t) + Du′(t) + Ku(t) = 0; (18)
where the (real) mass matrix M = diag{m1; m2; : : : ; mn} is positive de$nite, and the damping matrix
D and stiEness matrix K are (real) symmetric tridiagonal and of the form
D =


d1 + d2 −d2 0 · · · 0
−d2 d2 + d3 −d3 · · · 0
0 −d3 d3 + d4 . . .
...
...
...
. . . . . . −dn
0 0 · · · −dn dn + dn+1


and
K =


k1 + k2 −k2 0 · · · 0
−k2 k2 + k3 −k3 · · · 0
0 −k3 k3 + k4 . . .
...
...
...
. . . . . . −kn
0 0 · · · −kn kn + kn+1


:
The constants d1; d2; : : : ; dn+1 and k1; k2; : : : ; kn+1 are nonnegative, and thus D and K are positive
semide$nite. Clearly, the triple (M;D; K) is de$nite, and in [23], the numerical range of the matrix
polynomial P(	)=M	2+D	+K is bounded. Furthermore, since the matrix D is positive semide$nite,
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for every nonzero vector x∈Cn, the roots of the quadratic equation
(x∗Mx)	2 + (x∗Dx)	+ x∗Kx = 0
lie in the closed left halfplane of C. Hence, both the numerical range W (P) and the spectrum (P)
lie in the closed left halfplane of C (recall that W (P) and (P) are also symmetric with respect to
the real axis).
The vibrating system (18) is called strongly damped (or overdamped) if the matrices M , D and
K satisfy [6,7]
(x∗Dx)2¿ 4(x∗Mx)(x∗Kx) for all nonzero x∈Cn:
If this inequality is reversed, then (18) is said to be weakly damped. Thus, the system (18) is
strongly damped (resp., weakly damped) if and only if the numerical range of P(	) consists of two
closed real intervals, i.e., P(	) is hyperbolic (resp., W (P) has two connected components, one in
the open upper halfplane and one in the open lower halfplane of C).
Remark 2. Since the diagonal matrix M is positive de$nite, without loss of generality, we may
consider the monic matrix polynomial Pˆ(	) = I	2 + B	 + C, where B = M−1=2DM−1=2 and C =
M−1=2KM−1=2. The numerical range of Pˆ(	) is described and studied systematically in [18]. There,
the reader can also $nd a classi$cation of quadratic self-adjoint matrix polynomials of this form,
which is based on the location of the numerical range F(C + iB) with respect to parabola {u +
i v: u; v∈R; v2 = 4u}, and in some sense extends results in [7].
By the de$nitions, it is clear that if the matrix D (resp., K) is singular positive semide$nite (see
[7, Example (c)]), then (18) cannot be strongly damped (resp., weakly damped). On the other hand,
if D (resp., K) is positive de$nite, then for suDciently large di’s (resp., ki’s), system (18) is strongly
damped (resp., weakly damped).
Example 5. Consider the damped vibrating system
Mu′′(t) + sDu′(t) + Ku(t) = 0 (s¿ 0) (19)
with
M =


1 0 0
0 2 0
0 0 1

 ; D =


3 −1 0
−1 1 −1
0 −1 3

 and K =


2 −1 0
−1 2 −1
0 −1 2

 :
This system has three masses and variable damping. The numerical ranges of the matrix polynomials
Ps(	) =M	2 + sD	+ K ; s= 1; 2; 5
are drawn in Fig. 6 by the algorithm of Section 4 and Step III′ above. One can see the transition
from a weakly damped to a strongly damped system as s increases (observe that D is positive
de$nite). The numerical range of P1(	) has exactly two connected components and contains no real
numbers (left part of Fig. 6). Hence, it is clear that for s=1, (19) is weakly damped. On the other
hand, W (P5) is the union of the closed intervals [− 8:2245;−1] and [− 0:5574;−0:2181] (right part
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Fig. 6. The numerical ranges W (P1), W (P2) and W (P5).
of Fig. 6) and the matrix polynomial P5(	) is hyperbolic. Thus, for s = 5, system (19) is strongly
damped. Finally, note that if (19) is strongly damped for a positive s0, then it remains strongly
damped for all s¿ s0.
Remark 3. The numerical range of P(	)=M	2 +D	+K consists of two connected components G1
and G2 if and only if P(	) is either strongly or weakly damped. In this case, there exist two n× n
matrices Z1 and Z2 such that [9,26]
MZ2j + DZj + K = 0 and (Zj) = (P) ∩ Gj (j = 1; 2):
As a consequence, by [9, Theorem 2.16], the general solution of (18) is given by
u(t) = etZ1c1 + etZ2c2;
where c1; c2 ∈Cn are arbitrary vectors.
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