Rogoff (1996) describes the "remarkable consensus" of 3-5 year half-lives of purchasing power parity deviations among studies using long-horizon data. These studies, however, focus on rejections of unit roots in real exchange rates and do not use appropriate techniques to measure persistence. Our half-life estimates explicitly account for serial correlation, sampling uncertainty and, most importantly, small sample bias. Calculating confidence intervals as well as point estimates for long-horizon and post-1973 data, we find that, even though most of the point estimates lie within the 3-5 year range, univariate methods provide virtually no information regarding the size of the half-lives.
Introduction
In a recent but already celebrated article, Rogoff (1996) describes the "purchasing power parity puzzle" as the question of how to reconcile high short-term volatility of real exchange rates with extremely slow convergence to purchasing power parity (PPP). Reviewing the empirical literature, he finds a "remarkable consensus" of 3-5 year half-lives of PPP deviations among studies using long-horizon data, seemingly far too long to be explained by nominal rigidities. Studies using panel methods with post-1973 floating real exchange rates, such as Wu (1996) and Papell (1997) , find only slightly shorter (2.5 year) half lives.
There have already been several attempts to "solve" the PPP puzzle. Taylor and Peel (1998) investigate nonlinear mean reversion. Once allowance is made for nonlinearities, the speed of adjustment to real exchange rate shocks may be much greater than what is found with linear models. Hegwood and Papell (1998) consider structural change. Once the effects of occasional permanent disturbances to real exchange rates are accounted for, the half-lives of PPP deviations in long-horizon data are much reduced. Cheung and Lai (2000) use impulse response analysis and compute confidence intervals, as well as point estimates, of half-lives of PPP deviations for several post-1973 real exchange rates. The lower bounds of the confidence intervals are all less than 1.5 years, apparently low enough to be explained by models with nominal rigidities.
The evidence of 3-5 year half lives of PPP deviations in the long-horizon studies cited by Rogoff comes primarily from two sources of data. Abuaf and Jorion (1990) use data collected by Lee (1976) on bilateral, WPI based, real exchange rates between the United States and eight countries for 1900-1972 and find average half-lives of 3.3 years. Glen (1992) and Cheung and Lai (1994) find similar results with the data updated through 1987 and 1992 . Frankel (1986 uses a 116 year long data set for the WPI based dollar/pound real exchange rate and reports a half-life of 4.6 years. Lothian and Taylor (1996) use two centuries of data for the dollar-pound rate and find an almost identical half-life of 4.7 years. 1 The evidence of 2.5 year half-lives with post-1973 data in Wu (1996) and Papell (1997) comes from quarterly, CPI based, real exchange rates for industrialized countries with the United States dollar as the numeraire currency.
The papers that attempt to solve the PPP puzzle take the 3-5 year half-life consensus as a starting point for their analysis. The long-horizon evidence that Rogoff cites, however, comes from papers that were primarily concerned with the question of whether unit roots in real exchange rates could be rejected and do not use appropriate techniques to measure persistence.
These papers typically conduct Dickey-Fuller (DF) unit root tests, regressing the real exchange rate on a constant and its lagged value. If the coefficient on the lagged real exchange rate is significantly less than one, the unit root null is rejected in favor of the alternative of level stationarity. The half-life, the expected number of years for a PPP deviation to decay by 50 percent, is calculated from the coefficient on the lagged real exchange rate.
We identify three issues involving the use of these half-lives as evidence of the persistence of PPP deviations: confidence intervals, serial correlation and impulse response functions, and small sample bias.
First, simply reporting the point estimates of the half-lives provides an incomplete picture of the speed of convergence towards PPP. Following Cheung and Lai (2000), we supplement the point estimates of α with conventional bootstrap confidence intervals intended to measure the precision of the implied half-life estimates. These confidence intervals, however, are questionable to the extent that the root of the true process is possibly equal to unity (see Basawa et al. 1991; Hansen 1999; and Inoue and Kilian 2000) . Third, and most important, the least squares estimates of the half-lives are biased downward in small samples. This imparts a "double" bias to bootstrap confidence intervals because they are constructed using biased estimates from a biased parameterization. As a result, even if one is confident that PPP holds, so that conventional bootstrap confidence intervals are asymptotically valid, the persistence of PPP deviations can be seriously misrepresented.
Moreover, the extent of the bias is greater with more persistent processes. This is especially relevant for real exchange rates, which are often characterized as stationary with highly persistent fluctuations.
Andrews (1993) shows how to calculate exactly median-unbiased estimates of half-lives in DF regressions, as well as exact confidence intervals. Andrews and Chen (1994) show how to perform approximately median-unbiased estimation of AR parameters in ADF regressions.
These confidence intervals are asymptotically valid both in the AR(1) case and the AR(p) case.
Similar corrections based on mean-unbiased estimates of the AR parameters have been proposed
by Kilian (1998) . In order to provide a benchmark, we start by running DF regressions and calculating bootstrap confidence intervals for the half-lives with long-horizon annual data. While the average half-life is in accord with previous studies, the confidence intervals apparently cast doubt on the 3-5 year consensus. Almost all of the lower bounds are below 2 years, and several of the upper bounds are above 2 years. A similar picture emerges with ADF regressions. Allowing for serial correlation generally lowers the half-lives, while using the impulse response functions raises them, but the differences are not dramatic. However, as discussed above, the AR (1) bootstrap confidence intervals are likely to be theoretically invalid and misleading in practice.
Correcting the bias in the estimates, however, provides a very different perspective. For the DF regressions, the exactly median-unbiased estimates of the half-lives are, as expected, larger than the least squares estimates. The lower bounds of the confidence intervals, while 2 Univariate and panel unit root tests are conducted by Abuaf and Jorion (1990) for long-horizon data and by Papell (1997 Papell ( ) for post-1973 larger than the least squares estimates, are still below 2 years for most of the real exchange rates. 
Persistence with Annual Long-Horizon Data
Most of the evidence of 3-5 year half-lives of PPP deviations in long-horizon data, including the papers of Abuaf and Jorion (1990) and Glen (1992) surveyed by Rogoff (1996) , comes from the data collected by Lee (1976) . We use Lee's nominal exchange rate and WPI data, updated through 1996 with data from the International Financial Statistics CD-ROM, to construct U.S. dollar based, annual real exchange rates for six countries: Canada, France, Italy, Japan, Netherlands, and the UK. 
Least Squares Estimates
Estimates of Dickey-Fuller regressions, which replicate (with extended samples) the results of the studies that provide the basis of the 3-5 year half-life consensus, are provided in Table 1 . The DF regression takes the form,
where q t is the dollar denominated real exchange rate. The half-life in equation (1) The point estimates of the half-lives are on the low side of Rogoff's 3-5 year consensus.
That figure, however, is skewed upward because, for reasons of data availability, a number of the long-horizon PPP studies use the pound/dollar exchange rate. The half-life for the pound/dollar rate, 4.86 years, is the second longest among the six countries. Since Rogoff's consensus is based on several studies using Lee data and several using pound/dollar data, the relatively slowly mean reverting pound/dollar rate receives a disproportionate weight. If the "consensus" is widened slightly, to 2.5 -5 years, the half-lives of four of the six real exchange rates fall within the range.
As in Cheung and Lai (2000), we report 95% bootstrap confidence intervals for the halflives of the PPP deviations in Table 1 , so that we may assess the sampling variability of the least squares estimates. We use a parametric percentile bootstrap. For each parameterization in Table   1 , we generate 5000 artificial time series with iid Normal errors, and construct a confidence interval for the least squares half-life. The average lower bound of the confidence intervals is 1.42 years and the average upper bound is 6.15 years, while the median lower bound is 1.33 years and the median upper bound is 5.02 years.
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If α<1 in Equation (1), the bootstrap confidence interval is valid asymptotically.
However, if c=0 and α=1, so that the real exchange rate follows a driftless random walk (the null hypothesis in DF tests for PPP), Basawa et al. (1991) prove that the bootstrap is asymptotically invalid. Moreover, its small-sample properties will be poor to the extent that the root of the true process is close to unity; see Kilian (1999) . Finally, Equation (1) ignores the presence of serial correlation in real exchange rate data. For these reasons, we suspect the accuracy of the confidence intervals in Table 1 .
Least squares estimates of Augmented Dickey-Fuller regressions that account for serial correlation are presented in Table 2 . The ADF regression takes the form,
We use the general-to-specific lag selection procedure studied by Hall (1994) and Ng and Perron (1995) , with the maximum lag set to 8. 5 With the exception of Italy, at least one lag of the first differences of the real exchange rates in Equation (2) is significant, and so the ADF half-lives differ from the DF half-lives for the other five countries. When the half-lives are calculated from the value of α, they fall for four of the five countries, but nearly double for Japan. The median point estimate of the half-life is 2.53 years, with a median lower bound of 1.17 years and a median upper bound of 4.19 years. 6 These estimates are somewhat lower than the estimates from the DF regressions.
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The half-life calculated from the value of α assumes that shocks to real exchange rates decay monotonically. While appropriate for a DF regression based on an AR(1), this assumption is inappropriate for ADF regressions, since in general shocks to an AR(k+1) will not decay at a constant rate. In light of this we calculate the half-life from on the impulse response function of an AR(k+1). The half-life is defined as the number of years required for a unit impulse to dissipate by one half. Half-lives based on the impulse response functions are presented in Table 2 . All of the point estimates of the half-lives (except for Italy) increase, and the half-life for Japan becomes infinite. The median point estimate of the half-lives is 3.39 years, with a median lower bound of 1.52 years and a median upper bound of 4.84 years.
In contrast to the AR(1) model with zero intercept, the bootstrap is not necessarily asymptotically invalid for higher order AR models if there is a unit root present. Inoue and
Kilian (2000) prove that if c=0 and α=1 in higher order AR models, the bootstrap will be asymptotically invalid for α, but asymptotically valid for the individual slope parameters in the AR representation of Equation (2):
where
for j=2,…,k, and
. Thus, the half-lives in Table 2 based on α will be invalid asymptotically if there is a unit root, but the half-lives based on the impulse response function (based on 1 k 1 ,..., + φ φ ) will be asymptotically valid.
We have estimated half-lives of PPP deviations from three specifications. The median point estimates are between 2.5 and 3.5 years, the median lower bounds of the confidence intervals are between 1 and 1.5 years, and the median upper bounds do not exceed 5 years. It is tempting to conclude that the half-lives of PPP deviations are somewhat lower than Rogoff's 3-5 year consensus, and possibly low enough to be explained by models with nominal rigidities.
There are two reasons why this conclusion would be erroneous. First, as discussed earlier, the bootstrap confidence intervals for the half-lives based on α will be asymptotically invalid if c=0 and α=1. Second, there are serious finite sample problems if the true value of α is close to or equal to unity. The least squares estimator of α, and thus of the half-lives of PPP deviations, is biased downward, with the bias becoming larger the closer the true α is to unity. 8 This is not an issue in testing for unit roots, as it is accounted for in calculating the critical values, but is clearly an issue in measuring persistence. While this small sample bias applies to both the point estimates and the confidence intervals, it is more severe for the confidence intervals. This is because we are generating artificial data based on a biased parameterization, and then obtaining biased estimates from this parameterization. The severity of this added layer of bias can be such that the conventional bootstrap interval does not contain the least squares estimate. 
Median-unbiased Estimates
We correct for the bias in least squares estimates by calculating median-unbiased point estimates and confidence intervals for α in Dickey-Fuller and Augmented Dickey-Fuller regressions. Median-unbiased estimators of scalar parameters have the desirable properties that their point estimates remain median-unbiased and the coverage probabilities of their confidence intervals are invariant under monotonic transformations (see Andrews and Phillips, 1987) . For example, in Table 1 we are taking a monotonic transformation of α LS , ln(0.5)/ln(α LS ) to obtain the least squares estimate of the half-life. If we replace α LS with a median-unbiased estimate, α MU , the half-life estimate will also be median-unbiased.
We use the technique of Andrews (1993) to calculate exactly median-unbiased estimates of α in equation (1). This allows us to calculate exactly median-unbiased point estimates, as well as exact confidence intervals, of the half-lives of PPP deviations. Let α LS denote the least squares estimate of α in equation (1). To calculate the median-unbiased estimate, we find the value of α that yields the least squares estimator to have a median of α LS . For example, Andrews (1993) demonstrates that if the true α is 0.90 and T=100, then the median of α LS in Equation (1) (1) and (2) is that they do have an explicit optimality property; we do not know whether they are the best (minimum variance) median-unbiased estimators. 11 See Shaman and Stine (1988) and Shaman and Stine (1989) for mean-unbiased estimation of AR models.
there is no compelling reason to prefer one method to the other, although both methods appear to be successful at reducing the bias of the impulse response estimates (see Andrews and Chen 1994; and Kilian 1998, 1999) . Here we use median-unbiased methods throughout for internal consistency. Further research is needed to assess the sensitivity of our results to other methods of bias correction.
Exactly median-unbiased estimates of the half-lives of PPP deviations from DickeyFuller regressions are presented in Table 3 . 12 Compared with Table 1 , which reports least squares estimates of the same regressions, all of the point estimates of the half-lives increase.
The average half-life rises from 3.57 years to 4.89 years, while the median half-life rises from 3.01 years to 3.49 years. Although higher than the least squares estimates, the median-unbiased point estimates are consistent with the 3-5 year consensus for PPP deviations.
The 95% confidence intervals of exactly median-unbiased estimates of half-lives of PPP deviations from the DF regressions are also presented in Table 3 . Why are the confidence intervals for median-unbiased half-lives so much wider than their least squares counterparts? Compare the least squares confidence intervals for α in Table 1 to the median-unbiased confidence intervals in Table 3 . The least squares interval is wider than the median-unbiased interval in four of the six cases. However, the median-unbiased half-life intervals are much wider than the least squares half-life intervals for all six exchange rates. This is because the median-unbiased intervals for α lie closer to unity, and were are taking a convex transformation to obtain the half-life intervals. As discussed in Andrews and Chen (1994), in AR(k+1) models with k>0, the medianunbiased estimator of α is no longer exact, but approximate. This is because the medianunbiased estimator of α depends on the true values of the ψ i terms in Equation (2), which are unknown. Andrews and Chen (1994) propose a computationally intensive iterative procedure to obtain approximately median-unbiased estimates of α, ψ 1 ,…,ψ k , as well as impulse responses and cumulative responses. 13 The intuition behind obtaining the approximately median-unbiased estimate of α in equation (2), α AMU , is the same as in the exactly median-unbiased case.
Conditional on the least squares estimates of ψ 1 ,…,ψ k , we find the value of α which yields the least squares estimator to have α LS as its median; call this α 1,AMU . Conditional on α 1,AMU , we obtain a new set of estimates of ψ 1 ,…,ψ k and proceed to calculate a new median-unbiased estimate of α conditional on these coefficients; call this α 2,AMU . α AMU is obtained when convergence occurs.
13 Stock (1991) calculates asymptotically median-unbiased estimates of the largest AR root, which is in general different from α.
Andrews and Chen (1994) report simulation evidence demonstrating that the approximation is quite accurate; that is α AMU , ψ 1,AMU ,…, ψ k,AMU are essentially median-unbiased.
For AR(2) models, the impulse responses are essentially median-unbiased for all lags. For higher order AR models the impulse response estimates are downward median-biased, but the downward bias is much less than the least squares estimates.
Point estimates and 95% confidence intervals of approximately median-unbiased estimates of half-lives of PPP deviations from ADF regressions are presented in Table 4 . Since these regressions allow for (but do not impose) serial correlation and correct for bias, they are the preferred specification. When the half-lives are calculated from the value of α, they fall for four of the six countries, are the same for Italy (because k=0), and become infinite for Japan. This is the same pattern as was observed for the least squares estimates. 
Persistence with Quarterly Post-1973 Data
The second data set that we analyze consists of quarterly, CPI based, real exchange rates Table 5 . The median half-life is 2.52 years, the median lower bound of the confidence interval is 0.64 years, and the median upper bound is 4.95 years.
Serial correlation would seem to be of obvious importance with quarterly data, and we report least squares estimates for ADF regressions in Table 6 . At least three lags were chosen for 16 The data is from International Financial Statistics. Twenty-three countries are considered industrialized by the IMF. We do not use data for Iceland because of the existence of gaps in its CPI and for Luxembourg because it has a currency union with Belgium. The twenty-one remaining countries provide twenty real exchange rates. 17 Wu (1996) reports similar results. Frankel and Rose (1996) , using post-1973 annual data for industrialized countries, find a half-life of 3.49 years with a panel DF regression. We intend to use panel methods to further investigate some of the issues raised in this paper in subsequent research.
each country, and so the ADF estimates differ from the DF estimates. When the half-lives are calculated from the value of α, the median half-life is 1.77 years, the median lower bound is 0.64 years, and the median upper bound is 3.12 years. When the half-lives are calculated from the impulse response function, the median half-life is 2.15 years, the median lower bound is 1.14 years, and the median upper bound is 4.04 years. As with the long-horizon data, estimates of the half-lives are lowered by incorporating serial correlation and raised by being calculated from the impulse response function.
Cheung and Lai (2000), using monthly data from 1973:4 to 1996:12 on four US dollar real exchange rates: the French franc, German mark, Italian lira, and British pound, calculate confidence intervals based on impulse response functions for least squares estimates of half-lives of PPP deviations from ARMA models. While the median of the 95% lower bounds of their confidence intervals, 1.22 years, is comparable with our results, the median of their point estimates, 3.39 years, and of their upper bounds, 8.05 years, are considerably higher. They also calculate half-lives after the initial shock amplification. In that case, the median of their point estimates, 2.21 years, becomes comparable with our results, the median of the lower bounds on their confidence intervals, 0.79 years, is smaller than ours, and the median of their upper bounds, 5.34 years, is still larger than ours.
Even though the lower bounds of the least squares half-life confidence intervals in Tables   5 and 6 (and those in Cheung and Lai 2000) are less than 2 years, the PPP puzzle is not solved.
The bootstrap confidence interval for the half-life based on α will be asymptotically invalid if the data are integrated and non-trending, and the least squares estimates of the half-life are biased downward in small samples.
Exactly median-unbiased point estimates and confidence intervals for half-lives of PPP deviations in DF regressions are presented in Table 7 . Correcting for the bias substantially raises the point estimates. The half-lives for the real exchange rates of four countries: Canada, Japan, Portugal, and Spain, are infinite and the median half-life, 5.69 years, more than doubles from the least squares estimates. The median lower bound for the confidence intervals, 1.43 years, also increases. Even more dramatically, the upper bound for each of the confidence intervals becomes infinite. These confidence intervals are obviously too wide to convey any information.
Andrews ( On a country-by-country basis, there are some interesting comparisons between our exactly median-unbiased point estimates of half-lives of PPP deviations and Andrews' estimates.
For two countries: Canada and Japan, they are both infinite. For France and Germany, our halflife estimates are 5.69 years while, for the Netherlands, it is 4.24 years. Andrews finds infinite half-lives for all three countries. For the UK, our estimate is 4.24 years and Andrews' estimate is 11.5 years. While both studies start at the same time and use the same nominal exchange rate and CPI data to calculate real exchange rates, we use quarterly data for 25 years while Andrews uses monthly data for 15 years. We suspect it is the span of the data, not the frequency of observation, which accounts for the differences in the results for the point estimates.
In contrast, the exactly median-unbiased estimates of the upper and lower bounds of the confidence intervals of the half-lives are very similar between the two studies. First, all of the upper bounds are infinite. Second, while the median of our lower bounds for either all twenty countries, 1.43 years, or for the six countries in common, 1.36 years, is smaller than Andrews' median lower bound, 1.90 years, we calculate 95% confidence intervals while Andrews calculates 90% confidence intervals. The overall message from the two studies, however, is the same. Once the bias in least squares estimates is corrected by using exactly median-unbiased estimation techniques, the confidence intervals of half-lives of PPP deviations are too wide to place any credence in the point estimates.
Since serial correlation is important in quarterly data, we calculate approximately medianunbiased point estimates and confidence intervals for half-lives of PPP deviations in ADF regressions, and report the results in Table 8 . As with both the long-horizon data and the least squares estimates of DF regressions, accounting for serial correlation lowers persistence and calculating half-lives from the impulse response function raises persistence. When the half-lives are calculated from the value of α, the median half-life is 2.39 years, the median lower bound is 0.74 years, and the median upper bound is infinite. When the half-lives are calculated from the impulse response function, the median half-life is 3.07 years, the median lower bound is 1.24 years, and the median upper bound is infinite.
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When we considered real exchange rates in long-horizon data, we concluded that 18 We note that in higher order AR models, α=1 does not necessarily imply an infinite half-life.
confidence intervals from approximately median-unbiased estimation of PPP half-lives in univariate regressions were too wide to be informative. The results are even starker here.
Whether the half-lives are calculated from the values of α or from the impulse response functions, the median lower bounds of the 95% confidence intervals are below 1.5 years and the median upper bounds are infinite. Once the bias in least squares estimates of univariate ADF regressions is corrected, they provide virtually no information on how long, if ever, it takes for PPP deviations to dissipate. 
Conclusions
What is the persistence of deviations from purchasing power parity? The consensus of empirical research, which we call the "purchasing power parity persistence paradigm," is that the half-lives of PPP deviations are between 3-5 years in studies using univariate methods on annual long-horizon data and are only slightly shorter in studies using quarterly post-1973 data. This consensus, seemingly too long to be explained by models with nominal rigidities, is a key component of Rogoff's (1996) "purchasing power parity puzzle."
The evidence on half-lives of PPP deviations comes from work whose major concern is the statistical question of whether unit roots in real exchange rates can be rejected. 
