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Abstract
Reliable and effective multi-task learning is
a prerequisite for the development of robotic
agents that can quickly learn to accomplish re-
lated, everyday tasks. However, in the reinforce-
ment learning domain, multi-task learning has
not exhibited the same level of success as in other
domains, such as computer vision. In addition,
most reinforcement learning research on multi-
task learning has been focused on discrete ac-
tion spaces, which are not used for robotic con-
trol in the real-world. In this work, we apply
multi-task learning methods to continuous action
spaces and benchmark their performance on a se-
ries of simulated continuous control tasks. Most
notably, we show that multi-task learning outper-
forms our baselines and alternative knowledge
sharing methods.
1. Introduction
Currently, reinforcement learning algorithms are sample
inefficient and learn from scratch through trail and error
over millions of rollouts. This sample inefficiency is not
a problem when the goal is to maximize performance on
a single task in a simulated environment, where data is
cheap and can be collected quickly. However, this ineffi-
ciency is not viable in real-world use cases when the goal is
for an agent to accomplish many tasks, which may change
over time. In addition to developing more efficient algo-
rithms, one solution to this problem is to share knowledge
between multiple tasks and develop flexible representations
that can easily transfer to new tasks. In this work, we take a
prerequisite step in this direction by evaluating the perfor-
mance of the state-of-the-art multi-task learning methods
on continuous action spaces using an extended version of
the MuJoCo environment (Henderson et al., 2017). Ana-
lyzing the success of various multi-task methods on con-
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tinuous control tasks is an important contribution because
most research in this area has been on discrete action spaces
in Atari environments.
2. Related Work
In recent years, a number of works, most consistently from
Deep Mind, have proposed methods for transfer learn-
ing and muli-task learning. These works primarily fo-
cus on two approaches: knowledge distillation and feature
reuse. Knowledge distillation, originally proposed in (Bu-
cila et al., 2006), serves as the foundation for the meth-
ods put forward in (Rusu et al., 2016a), (Parisotto et al.,
2016), and (Teh et al., 2017). (Rusu et al., 2016a) extends
the distillation method, formulated in (Hinton et al., 2014),
to Deep Q Networks trained on Atari environments and
demonstrates that policy distillation can act as a form of
regularization for Deep Q Networks. In (Parisotto et al.,
2016), the authors propose a novel loss function that in-
cludes both a policy regression term as well as a feature
regression term. This policy regression objective is tradi-
tionally used in distillation, while the added regression ob-
jective encourages feature representations in the interme-
diate layers of the student network to match those of the
expert network. (Teh et al., 2017) applies distillation to
the multi-task setting by learning a common (distilled) pol-
icy across a number of 3D environments. In addition, (Teh
et al., 2017) adds an entropy penalty as well as KL and
entropy regularization coefficients to the objective in order
to trade off between exploration and exploitation. (Rusu
et al., 2016b) attack the problem of catastrophic forgetting,
where a policy losses the ability to preform a pre-transfer
task after being transferred to a target task. Concretely, the
authors prevent catastrophic forgetting by maintaining task
specific representations within the policy network. The en-
vironments we use in our experiments were introduced in
(Henderson et al., 2017). These environments extend the
Mujoco continuous control tasks available in Open AI Gym
and are designed to be a test bed for transfer learning and
multi-task learning. For a given simulated agent, these en-
vironments provide minor structural variations such as the
length of an agent’s body parts.
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Figure 1. Proposed approach for multi-task learning. (a) Vanilla Multi-task (b) Distillation Multi-task. Green– Trainable weights; Dark
Grey– Fixed Weights; Blue– Shared Weights; Dark Blue– Expert network Weights
3. Approach
3.1. Preliminaries
3.1.1. MARKOV DECISION PROCESS
To provide context we give a brief review of the reinforce-
ment learning problem. Reinforcement learning is the pro-
cess of training an agent to maximize reward in an envi-
ronment. More technically, the aim is to learn the optimal
policy for selecting actions to take in a Markov Decision
Process (MDP). A MDP is defined as 〈S,A, P, r, ρ0, γ, T 〉
where S is a set of states, A is a set of actions, P :
S × A × S → R+ is a transition function, r : S ×
A → [Rmin, Rmax] is a reward function, γ ∈ [0, 1] is
a discount factor, and T is a time horizon. The policy
pi : S × A → R+ is trained to maximize the expected
discounted return η(piθ) = Eτ∼piθ(τ)
[∑T
t=0 γ
tr(st, at)
]
,
where τ denotes a trajectory τ = (s0, a0, . . . ) sampled ac-
cording to piθ with s0 ∼ ρ0(s0), at ∼ piθ(at | st), and
st+1 ∼ P (st+1 | st, at). Furthermore, we define the opti-
mal approximate policy as piθ∗(a|s) where,
θ∗ = arg max
θ
Eτ∼piθ(τ)
[
T∑
t=0
γtr(st, at)
]
(1)
piθ(τ) = p(s1)
T∏
t
piθ(at|st)T (st+1|st, at) (2)
3.1.2. ACTOR CRITIC ALGORITHM
To learn this optimal approximate policy we use the advan-
tage actor-critic (A2C) algorithm, which is a synchronous
implementation of the A3C algorithm introduced in (Mnih
et al., 2016). A2C is an on-policy algorithm that operates
in the forward view by sampling rollouts of current pol-
icy to calculate n-step returns. The policy as well as the
value function are updated after every tmax forward steps or
when a terminal state is reached. This algorithm maintains
a policy piθ and a value function estimate VθV and performs
updates of the form ∇θpiθ(at|st)Aθ,θV (st, at), where the
advantage Aθ,θV (st, at) is defined as
Aθ,θV (st, at) =
k−1∑
i=0
γirt+i+γ
kVθV (st+k)−VθV (st) (3)
We discourage convergence to sub-optimal deterministic
policies can by adding a policy entropy term to the objec-
tive function as originally proposed in (Williams & Peng,
1991). To approximate piθ and VθV we use feed forward
neural networks. Since our experiments deal with contin-
uous environments, we select actions by sampling from a
multivariate Gaussian distribution with mean µ and diag-
onal co-variance matrix Σ . Thus, the output layer of our
policy network consists of a real-valued mean and the log
variance for each dimension of the action space.
3.1.3. KNOWLEDGE DISTILLATION
The goal of knowledge distillation is to transfer knowl-
edge from a teacher model T to a student model S. In
our experiments, T is a policy piθ trained from scratch
on a single environment using A2C, and S is a feed for-
ward network which has not been trained. S is trained on
the dataset D = (X,Y ), where X denotes features and
Y denotes targets. X contains state action pairs (si, ai)
taken from trajectories τ = (s0, a0, . . . ) of length tmax,
which are sampled according to the student’s policy piθS
with probability ps and according to the teacher’s policy
piθT with probability pt. Y contains the values µT ,ΣT =
piθT (si, ai) that parameterize the teacher’s policy for the
given state, action pair. We train S on D using the KL
Divergence DKL between the teacher policy and the stu-
dent policy as the objective function. Specifically, we
use L = DKL(N (µT ,ΣT ),N (µS ,ΣS)) since the actions
taken by T and S are drawn from multi-variate Gaussians.
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DKL is defined as follows:
DKL(N (µT ,ΣT ),N (µS ,ΣS)) =
1
2
[
log
|ΣT |
|ΣS | − p+ tr(Σ
−1
T ΣS)
]
+
1
2
(µT − µS)TΣ−1T (µT − µS)
(4)
We choose to use KL Divergence as our loss function be-
cause it was shown to perform well on discrete action
spaces in (Rusu et al., 2016a)
3.1.4. MULTI-TASK LEARNING
To goal of multi-task learning is to train a policy net-
work piθ that behaves optimally in n different environments
E1, E2 · · ·En. In our multi-task experiments, we approx-
imate the optimal policy using an actor network that is es-
sentially a feed forward network that contains two hidden
layers shared across all environments and n output layers
(heads), where head hi produces the mean µi and covari-
ance Σi that parameterize the Gaussian policy for environ-
ment Ei. We experiment with two methods for training piθ
on multiple tasks:
• Vanilla multi-task learning: Each head hi is trained
using A2C to maximize the expected discounted re-
turn for environment Ei. The value network in this
case consists of one shared hidden layer and n output
head. During training, we sample an equal number
of rollouts by cycling between environment E1 to en-
vironment En. We provide an illustration of vanilla
multi-task in part (a) of figure 1.
• Muti-task distillation: Each head hi is trained using
knowledge distillation to match the output of a teacher
network Ti. The Multi-task distillation training pro-
cess is identical to the knowledge distilation process
except that a dataset Di is collected for each teacher,
head pair (Ti, hi) where the rollouts are sampled from
the student network. We provide an illustration of
muti-task distillation in part (b) of figure 1.
The above 2 methods for multi-task learning are illustrated
in figure 1.
4. Experiments
We conducted our experiments using the half-cheetah
agent on 6 morphologically modified variants of
the Open AI gym extensions described in (Hender-
son et al., 2017) namely HalfCheetahSmallFoot-v0,
HalfCheetahSmallLeg-v0, HalfCheetahSmallTorso-v0
and HalfCheetahSmallThigh-v0 which reduce the size
of the agent’s respective body part by 25% as well as
on HalfCheetahBigFoot-v0 and HalfCheetahBigTorso-v0
which increase the size of the agent’s respective body
part by 25%. We evaluate the performance of a trained
policy by reporting the mean and standard deviation of
the cumulative reward across 20 sample rollouts on each
target environment as done in (Henderson et al., 2017).
In addition, we plot the learning curves for each method
in order to determine the sample efficiency of these
approaches, which we provide in the appendix.
4.1. Implementation
We use PyTorch to implement all our models. Our ac-
tor network and critic networks consist of 2 and 3 fully-
connected layers respectively, each of which have 64 hid-
den units. Because the Mujoco environments we use are for
continuous control each action taken by an agent is sampled
from a Gaussian distribution parameterized by the mean
and variance given by piθ. We use RMSprop with an initial
learning rate of 0.0007 to train our models. We set the A2C
hyper parameter tmax = 5 for all of our experiments. In
addition, we use an entropy penalty coefficient of 0.01.
4.2. Fine-tuning
Training Steps E1 E2
Scratch 5M 1582.78±30.46 1536.16±30.26
E1 → E2 1M 1530.26±29.22 1532.70 ± 23.35
E1 → E2 5M 1500.76±30.36 1568.66 ± 29.56
E2 → E1 1M 1600.31 ± 26.32 1498.45±19.76
E2 → E1 5M 1493.02 ± 27.21 1425.64±29.82
Table 1. E1 and E2 refer to HalfCheetahSmallFoot-v0 and
HalfCheetahSmallLeg-v0 respectively. E1 → E2 denotes fine-
tuning the weights of E1 on E2 and vice-versa for E2 → E1.
Average and standard deviation (µ ± σ) of reward is calculated
across a set of 20 sample rollouts. Steps is denoted in millions.
One of the simplest methods for multi-task learning is fine-
tuning. For this, we first trained a policy with random ini-
tialization of weights for 5M frames on each environment
separately. We then transferred this policy piθ to another
environment by initializing its weights of a new network
pi′θ to the weights used in piθ and then fine-tuning the last
layer of the actor and critic networks in pi′θ for another
5M frames. We conducted our fine-tuning experiments
on HalfCheetahSmallFoot-v0 and HalfCheetahSmallLeg-
v0 and evaluated the results both at the 1M and 5M mark.
The learning curves for all tasks are shown in Figure 2.The
mean and standard deviation of the accumulated rewards
calculated on 20 rollouts of the policy are tabulated in Table
1 for each combination of original and target environment.
From the table it is clear that although fine-tuning the
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Environment Scratch (3M) Distillation Multi-task (1M) Vanilla Multi-task (1M)
HalfCheetahSmallFoot-v0 1326.30±21.15 1348.30±16.65 1480.89±30.92
HalfCheetahBigFoot-v0 37.80±441.49 -63.07±0.93 2188.11±21.28
HalfCheetahSmallLeg-v0 1420.77±21.66 1413.55±17.73 1525.09±25.15
HalfCheetahSmallThigh-v0 1444.21±24.75 838.35±960.78 1874.04±14.02
HalfCheetahSmallTorso-v0 2116.10±29.24 2116.94±38.00 2276.11±46.14
HalfCheetahBigTorso-v0 1312.50±24.75 1323.61±29.64 1428.97±7.06
Table 2. Results on multi-task network on 6 environments
weights of a pre-trained network on a new environment
performs better than training from scratch, its performance
degrades on the original environment. Thus it suffers from
catastrophic forgetting, which makes it a poor choice for
multi-task learning. For this reason, we did not explore all
combinations of original and target environments and in-
stead focus on other types of multi-task learning, which we
discuss below.
4.3. Multi-task learning
4.3.1. VANILLA MULTI-TASK LEARNING
In the vanilla multi-task experiment, we train a six head ac-
tor network and a six head critic network on each environ-
ment. Initial hidden layers are shared across environments,
while output layers are unique to each environment’s head
as shown in Fig. 1. The training procedure is as follows,
first sample rollouts from E1 are collected and the head
corresponding to the environment E1 is trained, similarly
E2 and so on. the environments are continuously cycled in
this manner until each head is trained for 1M frames.
All results are tabulated in 2. As clearly visible, the vanilla
multi-task outperforms not only distillation multi-task but
also networks trained from scratch on a single environment.
This shows that sharing knowledge across multiple tasks
helps the network perform better on each individual task as
well re-affirming our original motivation for this work. In
addition, it also helps train the network faster and achieves
comparable performance in just 1M frames as compared to
the 3M frames.
4.3.2. MULTI-TASK DISTILLATION
For the multi-task distillation experiment we first trained
teacher networks on all 6 tasks separately for 3M frames
each. Our multi-task network then consisted only of an
actor network with shared hidden layers and 6 output head
layers unique to each environment Fig. 1. The training pro-
cedure was similar to the vanilla multi-task except we sam-
ple rollouts from the student policy and used the knowledge
distillation loss for training our network.
The motivation for exploring the use of distillation to train
each head is two fold. Firstly, we hoped that distillation
would decrease training time by providing more stable tar-
gets for the actor and critic networks. Secondly, we thought
that distillation had the potential to stabilize the training
process by mimicking the behavior of the expert teacher
network. In the multi-task learning graphs provided in sec-
tion B of our appendix, you can see that our first assertion
was correct. Namely, the reward of the multi-task distil-
lation agent reaches 1000 more quickly than the Vanilla
distillation agent. However, the variance in the reward
of the trained distillation agent is not notably lower than
the variance of the vanilla distillation agent. This is evi-
denced by the fact that the standard deviation of the reward
of the distillation agent on HalfCheetahBigTorso and
HalfCheetahSmallThigh is considerably larger than
the standard deviation of the vanilla agent as shown in table
2.
5. Conclusion
In this paper, we experiment with two different methods for
multi-task learning for continuous control. We show that an
agent that is trained simultaneously to perform on multiple
tasks is not only able to generalize better on each individ-
ual task but also requires fewer training steps to achieve
comparable performance. This has a huge advantage since
most of the real-world environments are continuous and
sampling large numbers of episodes from them can be dif-
ficult. More sophisticated techniques could be developed
that use a reinforcement learning policy to select environ-
ments to sample episodes from, which are likely to help the
network focus on more difficult tasks and train faster. We
hope our methods can serve as benchmark for future work
in this field.
6. Reproducibility
We have provided all the trained model weights and codes
at https://github.com/jasonkrone/elen6885-final-project
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A. Fine-tuning Learning curves
(a) (b)
(c) (d)
Figure 2. Rewards computed across timesteps during training. (a) environment HalfCheetahSmallLeg-v0 trained from scratch, (b) en-
vironment HalfCheetahSmallLeg-v0 fine tuned with transferred weights from HalfCheetahSmallFoot-v0, (c) HalfCheetahSmallFoot-
v0 environment trained from scratch, (d) environment HalfCheetahSmallFoot-v0 fine tuned with transferred weights from
HalfCheetahSmallLeg-v0
B. Multi-Task graphs
(a) Single-task training from scratch (b) 6-task training using distillation (c) 6-task training from scratch
Figure 3. Learning curves for HalfCheetahSmallFoot-v0
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(a) Single-task training from scratch (b) 6-task training using distillation (c) 6-task training from scratch
Figure 4. Learning curves for HalfCheetahBigFoot-v0
(a) Single-task training from scratch (b) 6-task training using distillation (c) 6-task training from scratch
Figure 5. Learning curves for HalfCheetahSmallLeg-v0
(a) Single-task training from scratch (b) 6-task training using distillation (c) 6-task training from scratch
Figure 6. Learning curves for HalfCheetahSmallThigh-v0
(a) Single-task training from scratch (b) 6-task training using distillation (c) 6-task training from scratch
Figure 7. Learning curves for HalfCheetahSmallTorso-v0
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(a) Single-task training from scratch (b) 6-task training using distillation (c) 6-task training from scratch
Figure 8. Learning curves for HalfCheetahBigTorso-v0
