In this paper we present an approach taken to run multiple Kepler sessions at the same time. This kind of execution is one of the requirements for Inte- is using shared virtual research environment to prepare and execute workflows.
can be easily reused without too much effort.
After workflows are released, there are two main ways of using them. First 30 one, is to use released workflow for actual simulations, second one is to optimize it. These two actions require two, different, installations of Kepler. Both should be able to run at the same time. Apart from that, there is another requirement related to running multiple Kepler sessions at the same time, that is batch execution [3] . In order to reduce computation time one typically runs 35 numerous Kepler sessions running the same workflow with different parameters (see Figure 1 ). This way, it is possible to run multiple simulations at the same time. However, this is not an easy task to achieve when we talk about Kepler being run at batch nodes in multi user environment.
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Current developments are influenced by numerous factors that affect execution of Kepler in parallel. These factors are either result of project's specifics or are based on internal Kepler's limitations. We will discuss these factors in next section.
We will also take a look at solution based on recent advances in virtual-45 ization, in particular Operating-system-level. Active development of such platforms, e.g. like Docker[4] container, made them an interesting solution for encapsulating applications. We will show benefits comming from this approach 
Limitations of Kepler's mechanisms
Kepler itself provides solutions for running multiple Kepler instances at the same time. However, these solutions are not fully applicable in case of EUROfusion based developments. We are dealing with very specific architecture where numerous components have their impact on workflow execution. In addition
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to that we work in multi-user and multi-configuration environment (different Kepler versions and different set of components executed by workflows).
There are four, most important factors having influence on parallel execution of Kepler:
• multi-user environment,
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• different Kepler installations,
• version of modules being used,
• size of the workflows. In this scenario, each Kepler instance tries to get exclusive access to cache.
Clearly, only one instance will be able to achieve that. All other Kepler sessions will fail.
Different modules' versions
Yet another approach is to use single Kepler installation and load multiple Another issue here is that in case of ETS (European Transport Solver) workflows (described in Section 4.1) we may run this workflow with different set of 110 components.
Size of the workflow
It is possible to disable internal Kepler's cache at all (-runwf -nocachenogui case of short computations, this time may heavily impact execution time.
Solution
To solve issues mentioned in section 2.1 we have decided to create artificial $HOME structure for each Kepler being run in batch queue. This solution is depicted on Figure 3 . This way, all required directories are replicated for each 130 and every Kepler instance. These directories are: .kepler, .ptolemyII, KeplerData, redirect (used for redirecting non GUI based output). We also link kepler to installed Kepler version of user and we provide additional system information generated during job execution (environment -for all environment related information, kepler.log -logs generated by Kepler). For our specific case we also 135 create directory public, it is used for data input/output. All workflow related data are stored inside this directory and are shared over all Kepler instances. In order to pass the location of new $HOME structure we use two solutions.
First one is based on system settings. We modify $HOME submission is depicted on Figure 4 . is done, in case of asynchronous jobs, submission scripts simply start job and quit immediately.
Task submission

Limitations
The solution we have described above has some limitations. It makes strong assumption on what is available inside $HOME during Kepler execution. It 170 means that before running workflow we have to make sure all locations required during execution are provided. Providing new working space for $HOME directory has some advantages as well as disadvantages. An advantage is application wide setting that is visible in each and every part of the code (let it be executable called from JVM, code called via JNI or call to System.get("HOME")).
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Disadvantage of this solution is related to internals of legacy code. In case there is a strong assumption in the code, in terms of location of files, we have to make sure they are properly linked in the artificial $HOME structure.
There is yet another issue that can be solved using modified $HOME variable. In some batch queues (with shared HOME volumes) it might be that there are dedi-180 cated environment variables that refer to $HOME in case we are at frontnodes or batchnodes. In that case, if one wants to have universal binary that works fine in both environments it is required to alter HOME variable.
As we already mentioned, another approach is to change HOME location directly inside Java VM. This is possible thanks to user.home property that
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can be passed to JVM via -D argument.
java -Duser.home=$NEW_HOME_LOCATION JavaApplication
This approach is also suitable in many cases, however, it may fail in case there are references to $HOME variable directly in the code. This might be the case for legacy code. Of course, we cannot prevent any possible misusage
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of environment variables and we cannot assure that user's code will not base its execution on user.home or HOME variables.
mpirun based execution and its limitations
In solution provided we use mpirun in order to properly distribute serial applications over reserved nodes. This approach, however, has some limitations.
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In case of workflows that run mpirun themselves, this solution will not work correctly. This is related to doubled initialization of MPIWORLD. It is not possible to run mpirun from within mpirun. 
Working with various grid engines
Applications
This approach was successfully applied to various workflows within various environments. We have been able to adapt this solution for EUROfusion 
ETS
Development of the operating scenario for fusion reactor requires integrated 220 modelling addressing the critical reactor issues: plasma heating and fuelling, 
Sycomore
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SYCOMORE is a modular system code for fusion reactor design. All the physics and technology calculations are handled by a Kepler workflow [7] . Every run of the workflow gives a reactor design point. The workflow is coupled to an external optimisation framework called Uranie. This framework is used to sample a chosen set of input variables over a chosen range to assess the sensitivity 245 of the designs to these particular variables. Uranie can also be used to find optimum design points: in this case, optimal input variables are searched following a figure of merit and constraints. A typical example of an optimisation problem is the following: find the smallest possible reactor with a minimum of 500 MW net electric power. A genetic algorithm is used to carry out such an optimisation 250 process. In either case (sampling or optimisation), the SYCOMORE workflow has to be iterated a large number of times: from a few dozens iterations for simple sampling runs to several 10 5 or even 10 6 iterations for multi-criterion optimisation runs. Since every iteration of the workflow takes between 2s and 10s, it is therefore mandatory to be able to run several of them in parallel to 255 achieve reasonable run times.
SYCOMORE and Uranie use genetic algorithms to carry out optimisations.
Therefore, within a generation of the population generated by the algorithm, every iteration of the workflow is independent. As a consequence, parallel scaling is very efficient. More details on a scaling test can be found in the following 260 paper: Coupling between a multi-physics workflow engine and an optimisation framework [8] . 
No of CPUs Wall clock time Teval
IMP5HCD
Applying parallel based solution into IMP5HCD workflow allows to reduce computation time -several, different cases, are run together. This is partic- 
Using Docker for Kepler encapsulation
With Docker containers, encapsulation of software became easier to achieve.
Treating Docker as universal solution for problems of all types is unwise, how-275 ever, it can help when all we want to achieve is to encapsulate a single application or service. Docker containers wrap a piece of software in a complete filesystem that contains everything needed to run: code, runtime, system tools, system libraries -anything that can be installed on a server. Docker image created this way will always contain a stable snapshot of the environment for the software This way, application is fully separated from regular user's environment.
Docker based image contains all the required components -Kepler, libraries If we discuss aprroach where Kepler is executed as an MPI proccess we have to keep in mind that no actor executed inside workflow can be based on MPI.
It is impossible to run MPI process from another MPI process. This might be a limitation in case someone wants to run workflow that spawns local, MPI based, to be very efficient:
• parametric scan,
• task decomposition.
In case of parametric scan, workflows executed in Kepler perform computations using the same input data set, but they use different parameters set. In When it comes to running the same workflow over different data, situation 385 is very similar to parametric scan based approach. In this case we still have to alter workflow a little bit. We have to (at least) point to input and output that research. There are still areas of interest that have not been fully covered by our research but seems to be very interesting. We are willing to take a closer look at the MPI based computations triggered by Docker based installations of Kepler. We are also looking for more user friendly way of supplying running Docker images with different workflows to reduce startup overhead.
