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General introduction
Global air passenger traffic demand has widely increased over the last decade and tended to double
over twenty years [157]. Heavy constraints are imposed on the aviation, such as the reduction of
pollutant emissions and noise levels, the increasing demand for safety and security, the overall cost
reduction target, and the passenger demands for comfort [10]. Consequently, airlines have launched
major fleet extensions, renewals, and modernization programs to meet clients’ and authorities’
requirements. Aircraft manufacturers have been put under intense pressure by this growing need
of new aircraft and face major challenges in terms of manufacturing processes, supply chains, and
engineering. In the context of a worldwide competition, innovations appear as mandatory in order
to address these challenges, such as the improvement of existing technologies and technological
breakthroughs.
As regards the aircraft design phase, innovative methodologies can become a significant asset.
They represent a major objective for the aircraft industry, as they aspire to reduce the lead-time of
the aircraft development in order to remain competitive, while also improving the overall quality of
the aircraft, especially in terms of fuel consumption, noise and price. In particular, the numerical
simulation has become a key element in the design process, complementing physical tests and
judicious flight tests. It can provide a substantial assistance in the exploration of tradeoffs and it
helps to choose the design path among various candidates.
Currently, the continuous computing growth is supporting the development of modern physical
models, efficient optimization algorithms, and accurate numerical methods. However, the compu-
tational cost remains a significant obstacle to an intensive use, motivating the use of surrogate
models. The latter approximate complex numerical simulations by learning their behavior based
on information provided by a set of computations. Added to this, the sudden surge of interest in
machine learning technologies offers attractive opportunities to improve surrogate model techniques
in order to reduce design times and to increase the quality of the aircraft. This Ph.D. thesis is
devoted to the development of new surrogate models capable of generating global approximations
of complex aircraft simulations, in particular for aerodynamics and aerothermal analysis.
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Introduction générale
Le trafic aérien civil a largement augmenté au cours de la dernière décennie et tend à presque doubler
en vingt ans [157]. D’importantes contraintes sont imposées à l’aviation, telles que la réduction
des émissions polluantes et des niveaux sonores, la demande croissante de sécurité et de sûreté,
l’objectif global de réduction des coûts et les exigences de confort des passagers [10]. Par conséquent,
les compagnies aériennes ont lancé d’importants programmes d’extension, de renouvellement et
de modernisation de leur flotte afin de répondre aux besoins des clients et des autorités. Les
constructeurs ont du répondre à ce besoin croissant de nouveaux avions et se sont confrontés à des
défis majeurs en termes de processus de fabrication, de chaînes d’approvisionnement et d’ingénierie.
Dans le contexte d’une concurrence mondiale, les innovations apparaissent comme obligatoires pour
relever ces défis, tels que l’amélioration des technologies existantes et les innovations technologiques.
En ce qui concerne la phase de conception de l’avion, des méthodologies innovantes peuvent
devenir un atout important. Ils représentent un objectif majeur pour l’industrie aéronautique,
car ils visent à réduire les délais de développement des avions afin de rester compétitifs, tout en
améliorant la qualité globale de l’appareil, notamment en termes de consommation de carburant, de
bruit et de prix. En particulier, la simulation numérique est devenue un élément clé du processus
de conception, complétant les essais physiques et les essais en vol. Elle peut fournir une aide
substantielle dans l’exploration des compromis et elle aide à choisir certains concepts parmi divers
candidats.
Actuellement, la croissance continue des ressources informatiques soutient le développement de
modèles physiques modernes, d’algorithmes d’optimisation efficaces et de méthodes numériques
précises. Cependant, le coût de calcul reste un obstacle important à une utilisation intensive, mo-
tivant l’utilisation de modèles de substitution. Ces derniers remplacent les simulations numériques
complexes par des approximations mathématiques apprenant leur comportement à partir des in-
formations fournies par un ensemble de calculs. De plus, l’intérêt soudain pour les technologies
d’apprentissage automatique offre des possibilités intéressantes pour améliorer les techniques des
modèles de substitution afin de réduire les temps de conception et d’augmenter la qualité de l’avion.
Cette thèse de doctorat est consacrée au développement de nouveaux modèles de substitution ca-
pables de générer des approximations globales de simulations d’avions complexes, en particulier
pour l’aérodynamique et l’analyse aérothermique.
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Résumé
Le trafic aérien de passagers au niveau mondial a plus que doublé sur les vingt dernières
années. Les compagnies aériennes ont lancé un large renouvellement de leurs flottes afin de
réduire leurs coûts, mais aussi pour satisfaire aux contraintes grandissantes sur les émissions
polluantes et sonores des avions. Ainsi, les constructeurs aéronautiques ont dû mettre en place
des outils innovants dans les phases de conception afin de répondre pleinement aux demandes
des compagnies, notamment en ayant largement recours à la simulation numérique.
Dans cette thèse, un intérêt particulier est porté à deux disciplines intervenant dans la
conception : l’aérodynamique et l’aérothermie. Elles profitent grandement des apports de la
simulation numérique. Pour l’aérodynamique, des codes de mécanique des fluides numérique
peuvent prédire la traînée ou encore la charge sur la voiture pendant la mission. De même, la
simulation est très utile pour obtenir le comportement thermique d’une pièce.
Les outils numériques haute-fidélité nécessaires à ces simulations ont généralement un coût
de calcul très important, rendant leur usage intensif impossible, notamment pour décrire
l’enveloppe de vol. C’est pourquoi des modèles de substitution (surrogate models en anglais)
ont été développés pour approximer les codes de calculs coûteux, comme les méthodes de ré-
gression avec le Kriging ou les méthodes multi-fidélité. Parmi les différentes méthodes, on
s’intéresse dans cette thèse aux modèles réduits par Décomposition Orthogonale aux valeurs
Propres (Proper Orthogonal Decomposition (POD) en anglais) : celle-ci permet de prédire des
champs complets en fonction de plusieurs paramètres d’entrée.
Les modèles de substitution peuvent rencontrer des problèmes lorsque le régime physique
de l’écoulement varie significativement. Plusieurs pistes sont envisagées pour les améliorer.
L’une d’entre elles est le recours à l’apprentissage automatique (machine learning en anglais)
: il permet d’extraire des connaissances supplémentaires à partir des données de simulations.
Certain modèles de substitution appartiennent à l’apprentissage automatique à proprement
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parler, mais ils peuvent être complétés, voire couplés à diverses méthodes afin d’améliorer leur
capacité prédictive.
Ce manuscrit apporte plusieurs contributions au domaine des modèles de substitutions,
notamment :
• une revue des méthodes de substitution non-intrusives ;
• le développement de modèles de substitution locaux ;
• l’application de la méthode locale à un problème aérodynamique avion complet ;
• l’application de modèles de substitution à un problème aérothermique mât moteur.
1.1 Aircraft design
The aircraft design is a long-range work. It can generally be divided into four phases: the conceptual
design, the project definition, the detailed design, and the final phase [122]. The first and last
phases are usually carried out sequentially, while the project definition and detailed design require
frequent exchanges to iterate over the tradeoff studies. One can note that the manpower loading
varies significantly with respect to the phase.
The first phase – the conceptual design – generates the general aircraft specifications from
the customer requirements and the market surveys. If the initial design is accepted, the project
definition – the second step of the aircraft design – carries on with various extensive analyses:
wind-tunnel testing, fluid analysis, structural analysis, definition of the systems, weight estimation,
manufacturing planning, etc. In the detailed design phase, the peak of manpower is reached. The
objective is to complete the detailed design of all the systems and to test them. As regards the
manufacturing part, the assembly line is almost achieved. The final phase corresponds to the
certification. Several aircraft are manufactured in order to undergo rigorous ground tests, flight
tests, and certification campaigns, while the ramp-up to full production is carried out.
Each phase needs design tools with the required precision and an acceptable processing time.
The best tradeoff between precision and time can be seen as fundamental in the aircraft design,
as the preliminary design phase tests numerous configurations considering only major disciplines.
Thus quick and low-fidelity tools are used at this stage, whereas the detailed design phase takes
into account the interaction between several disciplines. Consequently it requires high-fidelity
tools. In addition, real-time and accurate capabilities can be very useful to support flight test and
certifications.
In this context of aircraft design, numerical simulation tools were quickly identified as very
promising. They are well suited to the different phases described above, as they provide physical
models with various fidelity levels, implementation complexity, and costs. Moreover, the increase of
the computing resources through the development of High Performance Computing (HPC) promises
a significant enhancement in aircraft design over the next decades [2].
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1.2 Numerical simulations
In the past decades, simulation tools gained in maturity, reliability, and accuracy. The aircraft
industry has capitalized upon its extensive experience and best practices. Thus, a full virtual
aircraft capable of simulating flight tests now represents the final goal of the numerical simulation [2,
121]. All the interactions between the disciplines will be represented in a computer environment
generating relevant data to support real flight tests and certification. This concept is considered
by Airbus as one of the main long-term objectives for aircraft development [2]. The current use of
two specific disciplines of interest in the thesis are detailed in an industrial context: aerodynamics
and thermal engineering.
During a flight, an aircraft encounters various flow conditions, such as variations in air density,
speed, engine thrust, or pitch. Figure 1.1 illustrates a typical mission profile of a long-range aircraft.
Naturally, the external environment is completely different during takeoff, cruise conditions or
climb. In addition, the design of the aircraft must be valid not only for a single mission, but also
for different mission profiles depending mainly on the aircraft weight and its range. Besides, even
if the aircraft follows routine flights, the air traffic control can modify its trajectory to face the air
traffic demand or weather problems.
Ideally, an important amount of parameters representative of the flight missions must be taken
into account during the aircraft design. Nevertheless, all the possible combinations are impossible
to consider with the current high-fidelity tools given the dimension of the flight envelope and the
computational cost of these tools.
Figure 1.1: Typical mission profile for a long-range civil transport aircraft [79].
A classical solution consists in considering only a few specific flight conditions, for example the
cruise condition where the aircraft spends the majority of the time. In the context of aerodynamic
shape optimization, this strategy represents a first step to reduce the drag [139]. However, the
optimal shapes obtained can be very sensitive to slight modifications of the design point. As a
consequence, a single design target does not necessary reflect the real operation of an aircraft:
the behavior of an aircraft and its performance can be completely different at off-design condi-
tions. Therefore, it appears as mandatory to be able to explore the flight envelope to improve the
representativity of a whole flight.
In the optimization literature, the multi-point approach has been developed to cope with this
problem [170, 154, 113, 79]. It consists in simulating several flight conditions representative of a
typical mission, leading to the rise of the computational cost. The latter remains manageable as
the number of considered points is generally less than a dozen.
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However, in the context of flight envelope exploration, the computational cost appears as in-
tractable. For example, the search of critical cases for the load envelope can require more than
100, 000 simulations [193]. Similarly, a full thermal analysis of a specific component of all the
aircraft flights can require thousands of computations. For these reasons, the data are generated
mainly from wind tunnel testing, empirical, and hand-book methods. A solution that decreases the
numerical cost consists in reducing the fidelity of the model. Instead of resolving high-fidelity equa-
tions, a simpler problem can be used instead; however several physical phenomena are not solved
anymore. The tradeoff between accuracy and computational cost may become quickly unfavorable.
Another possible solution, investigated in this Ph.D. thesis, consists in replacing the expensive
high-fidelity model with a surrogate model in order to reduce the computational costs generated
by the predictions of the quantities of interest over the parameter space. This substitution is
achieved naturally at the expense of model precision and the main priority is the tradeoff between
the precision and the computational cost.
1.3 Aerodynamic design
The prediction of the airplane aerodynamic behavior plays a key role in the overall performance.
Since the first use of computational fluid dynamics (CFD) for aerodynamic design in the 1960s,
aerospace industry has been relying increasingly on numerical simulations. The latter were first
deemed as a useful complement to wind-tunnel experiments and flight tests. Over the years,
simulations have occupied a prominent place in all stages of the design of an aircraft [197], since
the industry has identified CFD as capable of adding significant values to the development of
new aircraft by shortening the design process, the time to commercialize being critical for aircraft
manufacturers [106]. Figure 1.2 provides a schematic view of the use of CFD at Airbus in 2010. A
frequent use is observed for critical parts, such as the wing and nozzle design, the aero-loads data,
or the flutter prediction.
Hence, CFD and aerodynamic tools are employed in the daily development work of aircraft.
Methods based on the Reynolds-averaged Navier-Stokes equation (RANS) represent the current
standard to support the design of complex systems [2]. Moreover, the use of CFD has opened up
further opportunities in multidisciplinary simulations. For instance, the aerodynamic loads have a
wide impact on the aircraft structure. Conversely, the deformation of the structure modifies the
aerodynamic performance of the aircraft. Thus, CFD simulations can be coupled to computational
structural mechanics models to improve the understanding of aircraft behavior during various flight
maneuvers.
The important computational cost of simulations on complex configurations remains an obstacle
to an intensive use, mandatory for a detailed design analysis. Designers need and already use tools
able to quickly approximate the skin pressure fields of the aircraft. These tools are mainly based
on empirical analysis and surrogate models and they can demonstrate weaknesses. For this reason,
surrogate models in the context of aerodynamics are of special interest in this Ph.D, in particular
the capability of generating aero-loads data for various flight missions, which is of possible relevance
to the industry.
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Figure 1.2: Use of CFD at Airbus in 2010. Credits from Abbas-Bayoumi and Becker [2].
1.4 Thermal design
The aircraft design process requires a detailed knowledge of the thermal environment, as the tem-
peratures are of great importance to aircraft engineering. For instance, they play a crucial role
in structural deformation due to thermal loads, hot spots insulation, cooling system design, and
fatigue [64]. Thermal engineers interact widely with other departments, in particular structural
engineering, aerodynamics, equipment, and system design. Therefore, an accurate prediction of the
temperature appears as a mandatory step towards the deployment of the modeling of the whole
aircraft.
Methods that rely on thermal finite elements represent the main numerical modeling technique
in the aircraft industry for the prediction of temperature fields. They have emerged in the 1990s
to support the design of specific components, such as the nose fuselage. Then, they have been
integrated into more global models including in particular fluids, structures, and systems of the
aircraft. This family of methods has been used in the design of the Airbus A350XWB [64].
One of the main priorities of new civil aircraft concepts is to reduce the fuel consumption and
greenhouse gas emissions. Increasing the size and the bypass ratio of aircraft engines appears as
one of the best solutions. This type of engine architecture improves the thermodynamic cycles
efficiency of the propulsion system and reduces pollutant emissions. However, the integration of
high engine bypass ratios beyond 15 represents a complex case. The diameter of these engines is
highly increased, which leads to a closer positioning to other parts of the airplane, in particular
the wing, fuselage and tailplane. The integration is highly impacted and modifies the thermal
environment. For instance high lift devices immersed in the engine jet are subjected to vibrations
and thermal stresses that influence their fatigue sizing.
The pylon plays a key role in the integration of the engine. For these reasons, a particular
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Figure 1.3: Pylon illustration.
interest will be paid to its design. The thermal response of the pylon is directly driven by the
engine jet and the flight conditions, namely speed, altitude, and thrust. Thus, several parameters
varying over a wide range have to be taken into account in the thermal simulation of the pylon. For
example, during takeoff the engines run at full throttle and the aircraft is at low speed and altitude,
while during the cruise phase the aircraft almost reaches its maximal speed and altitude with the
engines providing low thrust. In conclusion, the pylon design represents an interesting application
involving several disciplines of relevance to the industry. This study is particularly interested in
thermal engineering and aerodynamics.
The thermal model over full flight missions requires to properly predict thermal inertia. Several
inherent limitations due to the respect of industrial constraints are observed. First of all, the data
exchange with other disciplines can lead to important computational costs. The input data of the
thermal simulations take different forms such as geometry, external aerothermal fields, or engine
conditions. These intensive physical interactions require an efficient workflow to exchange data, in
particular for varying inputs. Moreover, overall process needs to be quick to evaluate in order to
reach tractable computational cost.
Therefore, the data obtained from the different physical models can be simplified: mesh coars-
ening, boundary conditions simplifications, or neglected input parameters. However, setting the
right fidelity target while ensuring that the model would stay predictive remains a tricky question.
Moreover, the thermal model is usually validated against the flight test measurements. The spec-
ifications of the numerical models should reflect the real aircraft test data: the flight test mission
may change compared to the mission used for the sizing, external conditions may differ, or some
test components may show differences with the components of the model.
Accordingly, data-driven methods, such as surrogate models, can be considered: to alleviate
the numerical burden, to explore a wide range of input parameters, and to adjust the model with
flight tests. For instance, such methods build approximations at various levels of fidelity and
can generate boundary conditions for the model over different flight missions. Moreover, they
represent an interesting tool for collaborative engineering: heterogeneous codes can be avoided,
confidentiality can be ensured, high-speed data exchanges are provided, and remote calculations
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are allowed. Ideally, adaptive techniques compensate the weaknesses of the data-driven model or
of the surrogate model by learning from data generated during the last steps of the design process.
1.5 Surrogate models
As suggested in previous sections, specific tools are needed to reduce the computational time in
the design process in mono- and multidisciplinary environments. A common problem in science
and engineering consists in solving partial differential equations. They can be discretized and
solved with classical methods such as the finite difference or finite volume methods, leading to a
high-dimensional input-output problem. It is a classical problem encountered in CFD, where the
discretized system can have a large number of degrees of freedom.
The surrogate model substitutes the discretized physical model with a continuous mathematical
approximation built from a sampling of simulations. The initial physical model usually has a
high complexity and an important computational cost due to its dimension. The mathematical
approximation can then be used to analyze the physical model at a moderate cost, as numerous
evaluations of the low-cost models can be computed to fulfill different goals: the validation of
the model, the prediction of the physical model behavior at unknown operating conditions, the
optimization of the system, the sensitivity analysis, or the control of the system [116]. Obviously, the
surrogate model does not approximate the physical model perfectly and one of the main difficulties is
to handle the tradeoff between the precision of the surrogate model and an acceptable computational
cost. A very classical classification divides the surrogate into three kinds [59]:
• Data-fit surrogate models: data-fit surrogate models are also called response surfaces or
metamodels. They build an explicit non-physics-based relation between the input parameters
and the output of the system. The term data-fit refers to the notions of interpolation and
regression and usually means that the output is scalar. In other words, the data-fit model is
classically built from an integrated value of a high-dimensional quantity of interest. From a
statistical point of view, the regression aims at explaining the behavior of a random variable
with respect to other random variables by analyzing the data. The relation between these
variables can be parametric, such as a linear model, or non-parametric, such as Gaussian
Process regression;
• Reduced-order models (ROMs): this term refers mainly to Projection-Based ROMs.
The central idea is to project the system of differential equations governing all the degrees
of freedom onto a set of basis functions of smaller dimension. Projection-based methods
have the advantage to retain some of the physics from the governing equations and to give
rigorous error bounds and error estimation [192]. ROMs have been designed for modeling
and controlling large-scale dynamical systems of large scale and various complexities, and
involving various physical phenomena, such as heat transfer, fluid dynamics, or electronic
circuits. They approximate the full-order models with low-dimensional models that are very
quick to evaluate. ROMs have shown great capabilities in modeling non-parametric systems.
However, research for parametric model reduction is still very active [15]. Different methods
exist to compute the basis of the projection, such as the Krylov-subspace methods [85, 47] or
the Proper Orthogonal Decomposition [44];
• Multi-fidelity models: the physical problems can be modeled at different levels of fidelity.
For example, different approximation assumptions can be considered: simplification of the
governing equations [98], different mesh refinements [127], or different convergence toler-
ances [72]. The multi-fidelity surrogate models handle these simulations with different accu-
17
Chapter 1. Context
racies and computational costs in order to achieve the approximation with the best trade-
off [89, 164].
The choice between the different kinds of surrogate models is driven by the structure of the
problem [15]. In the context of aerodynamic analysis, many data-fit models have been built from
integrated values such as the drag or the lift. However, the development of efficient ROMs gives
the possibility to improve the physical meaning of the surrogate model and to directly generate
a full field of the quantity of interest, opening up further opportunities to build multidisciplinary
simulations. Data-fit and ROM approaches are detailed in the following sections. As regards the
multi-fidelity approaches, they are not considered in this thesis, as low-fidelity models are not
necessary available or relevant.
1.5.1 Data-fit surrogate models of computer experiments
Data-fit surrogate models have been initially designed to assess and extend scalar values from
results of physical experiments, usually with a polynomial approximation. As the name implies,
data-fit surrogate models are non-physics-based models and are built from a purely mathematical
point of view based on the available data.
They have been quickly generalized to computer experiments thanks to their capability to build
quiete accurate and relatively inexpensive mathematical models of long-running computer codes, as
stated in the paper on design and analysis of computer experiments by Sacks et al. [175]. As various
applications require many evaluations of a computational model, such as predictions in a design
space or optimization, data-fit surrogate models quickly became a popular method to approximate
scalar values from complex and expensive problems. In particular, the engineering design of systems
has provided an ideal context for the data-fit surrogate models and the engineering community has
greatly benefited from their developments.
Over the last two decades, a unified formalism has been given to the data-fit surrogate models,
mainly through the works of Jones et al. [108], Simpson et al. [178], Kleijnen [116], Forrester et al.
[73], or Gorissen et al. [82]. Various interpolation and regression models have been developed to
improve the accuracy of the surrogate models. In particular, the Kriging method, also known as
Gaussian Process Regression, has been widely studied and extended. It was designed to interpolate
highly nonlinear functions by computing sensitivities to the input parameters. Kriging also provides
an estimation of the uncertainty of each prediction. Other data-fit surrogate model methods can
also be cited, for example Support Vector Machines, Radial Basis Function, Polynomial Chaos, or
Neural Networks. However, the intelligent selection of data-fit surrogate models remains an open
question and depends on the nature of the problem [73, 195].
Data-fit surrogate models have been applied successfully on various engineering problems, mainly
in aerospace and to a lesser extent in other fields such as water modeling [169]. Among the many
applications for data-fit surrogate models, one can cite for instance Simpson et al. [179] who compare
low-order polynomial regression and Kriging for the design of an aerospike nozzle. This pioneering
work demonstrates the capability of Kriging for modeling deterministic computer experiments on
the basis of a three-variable engineering problem that mixes CFD and a finite element model.
Moreover, optimization processes based on data-fit surrogate models have become popular for
problems with a limited number of input parameters, usually less than a dozen. The work of Jones
et al. [108] on the Efficient Global Optimization (EGO) gave an alternative to the classical op-
timization algorithm, usually based on quasi-Newton methods, very useful for aerodynamic opti-
mization [37, 72, 187, 98, 102, 14].
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1.5.2 Proper Orthogonal Decomposition and ROM
Proper Orthogonal Decomposition (POD) is an efficient technique for dimension reduction based
on spectral decomposition for high-dimensional data set. A wide range of applications can be
found in the literature, such as human face characterization [114], data compression [9] or optimal
control [134]. The POD term was coined by Lumley [138] in 1967 for the extraction of coherent
structures with his work on dominant turbulent eddy. The theory has also been developed in the
context of approximation methods [34]. POD is also known as Karhunen-Loève Decomposition,
Hotelling Analysis or Principal component analysis, depending on the field of application.
Within the context of fluid mechanics, POD was mainly used to analyze flow structures.
Sirovich [180] employed this method to define a unified framework between turbulence theory,
coherent structures and low-dimensional manifolds. Kirby et al. [115] observed the distribution of
the different features in term of energy ratio from a sampling of a supersonic shear layer. They
noticed that the main features of the flow were well captured by considering 80% of the energy,
while small-scale structures required to consider the low energy terms of the decomposition in
order to be captured. The capabilities of POD have also been successfully applied to image and
flow reconstruction. Sirovitch and Everson [66] proposed to use the modal expansion of the POD
in order to reconstruct a full signal from an incomplete data set. The method, called Gappy POD,
was applied on a NACA 012 airfoil [25]. The POD bases are computed with 51 snapshots and an
incomplete signal pressure, obtained with only 121 pressure values (against the 6369 values needed
to build the full signal), is successfully reconstructed by Gappy POD. Three different methods can
be identified to build a ROM with POD: projection, residual, and interpolation. They are briefly
described in the following paragraphs.
1.5.2.1 Projection-based ROM
As mentioned in the previous section, a reduced set of equations can be obtained after the projection
(Galerkin) on a reduced basis. The latter is built by computing snapshots at different time steps. In
the case of fluid and aeroelastic simulations, such ROMs show very accurate results in the prediction
of the transient response of complex systems, such as a cascade of airfoils [60] or a complete fighter
jet [130]. These examples even capture complex patterns characterizing transonic regimes.
However, the ROM is built at given parameters (freestream conditions, modeling parameter,
etc.) and fails to predict the transient response at different operating points, such as various
Mach numbers or angles of attack, without reconstructing a new ROM for each change in the flow
conditions, which leads to a dramatic increase of the computational cost. Interpolation methods
have been tried on ROMs in order to take into account the dependence of the system matrices on
the parameters and therefore reducing the computational cost of building the ROM [49]. Amsallem
and Farhat [6] proposed a modification of the classical interpolation method, based on Grassman
manifold interpolation, to adapt properly the POD basis. They show a successful application of an
aeroelastic ROM for a varying freestream Mach number on F-16 and F-18/A fighters.
1.5.2.2 Method of residual minimization
A different method than the Galerkin projection employs the concept of residual minimization to
compute the parameters of the ROM. The method of residual minimization of the Euler equations
has been used to build ROM for the NACA0012 airfoil based on the DLR TAU code at subsonic and
transonic conditions [214]. The results are compared with other methods, such as Kriging inter-
polation, and show that the residual minimization captures well the shock in the transonic case at
19
Chapter 1. Context
extrapolatory conditions. Full-order simulations can also be initialized by predictions coming from
ROMs built by residual minimization. The application to a high-lift configuration demonstrates a
significant CPU speed-up for converged simulations [151].
Different kinds of residual definitions can be considered. Alonso et al. [4] used RANS simulations
to build the ROMs and solved a residual minimization based on the Euler equations in order to
be independent of the numerical scheme. A specific treatment was used for the shocks and the
method was applied on two-dimensional airfoils and a three-dimensional wing at low transonic
Mach number [5]. The definition of the residual expression plays a crucial role in the behavior of
the system. Amsallem et al. [8] demonstrated the link between the residual definition, the mesh,
and the type of flow. It was shown that nonlinear CFD problems with shocks can be well managed
by minimizing a specific residual.
1.5.2.3 Interpolated ROM
Rather than minimizing the residual or building the ROM by Galerkin projection, the POD co-
efficients can also be computed by interpolations or regressions. Such methods do not need any
knowledge of the physical systems and do not modify the source code of the computational code.
Transient aerodynamics with structural coupling has been investigated by combining artificial neu-
ral networks and ROM for a transport aircraft [184]. The aeroelastic behavior of the ROM shows
a good agreement with the full-order model, except for cases located between training samples
with very different aerodynamic behaviors. Fluid structure interaction shows other successful ap-
plications of interpolation in the process of ROM, where sparse grid interpolation and radial basis
functions are used [204].
1.6 Intrusive versus non-intrusive
Projection-based ROMs and methods of residual minimization are called intrusive. The knowledge
of the governing equations (or of the residual expressions) is needed in order to build the ROM.
In most cases, this requirement means that the source code representing the physical system must
be modified. Therefore, this approach cannot be pursued for commercial softwares for which the
source code is not available and becomes very difficult for complex and legacy codes. These severe
drawbacks motivate the use of non-intrusive methods. The latter only require data computed by
the full-order model. Interpolated ROMs are very popular non-intrusive methods, especially for
steady and parametric problems. Figure 1.4 presents a schematic view of the surrogate model
classification, and lists intrusive and non-intrusive techniques.
There are no clear comparisons that evaluate the performance between projection-based and
interpolated ROM, especially with Kriging models [15]. Peherstorfer [161] drew conclusions based
on steady thermal design problem by comparing intrusive and non-intrusive approaches. Although
they do not retain the structures of the physical model, interpolated ROMs show good results in
providing predictions of the output not too far from the initial training points [49], while projection-
based ROM are more competitive to predict "extrapolated" behaviors, where the predictions are
distant from the full-order simulations used to build the ROM. In addition, the non-intrusive
methods have the advantage of being very quick to implement. If only one quantity of interest has
to be predicted, the interpolated ROM does not need to consider all conservative variables, unlike
a classical projection-based ROM.
A comparative study has been performed between interpolation and projection methods on heat
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Figure 1.4: Classification of the different types of surrogate models.
transfer problems [201]. The authors highlight that the POD projection method outperforms the
POD interpolation method for complex problems. On the other hand, a coupling between Artifi-
cial Neural Networks and POD has been investigated on analytical cases and steady incompressible
flows: a similar accuracy has been achieved by neural networks and Galerkin strategies [94]. Fi-
nally, one can note that original methods combining projection-based and non-intrusive approaches
have been developed. The operators of the ordinary differential equations, corresponding to the
projection of the governing equations, are approximated from the full-order simulations by solving
a least squares problem [162].
In the context of this thesis, the source code of the high fidelity simulator is not available. For
this reason, only non-intrusive approaches are considered. In particular, interpolated POD models
are investigated in order to build ROMs of steady nonlinear problems. The latter represent a great
challenge for non-intrusive ROMs.
1.7 Modeling systems with various regimes
The prediction of solutions with bifurcations or a mixture of physical regimes can be the source
of high discrepancies for non-intrusive ROMs, since the solution can change considerably as input
parameter values change. This typical behavior is proved to be complex for surrogate models.
In the context of CFD, the varying inflow conditions usually lead to changing flow regimes,
either subsonic or transonic. These changes have a wide impact on the evolution of the spatial
distribution of the quantities of interest. The latter shows important nonlinear and discontinuous
features related to the advection term of the governing equations, responsible of the nonlinear
behavior, in particular the hyperbolic part of the equations.
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Therefore, the generation of a very large number of high-fidelity simulations is required in order
to capture all the variations of the flow. This ensures that the linear combination of the reduced
basis functions is able to reproduce any shapes and that the regression model is well trained.
Otherwise, the ROM fails to produce accurate responses with a restricted number of dominant
modes for predictions in highly nonlinear regions and not directly in the neighborhood of the
snapshots [141, 167, 51]. Two explanations can be given to this problem. First, discontinuous
features dominate the POD modes and thus small errors in the multivariate regression step amplify
POD modes associated with a physical regime that does not exist for the considered prediction.
Indeed, low-energy perturbations can be masked although they could be representative of a part
of the system’s behavior [83]. Problems with bifurcations can have typical characteristics, such as
aerodynamic flows with varying inflow conditions leading to either a subsonic or transonic regime.
The second explanation involves a set of basis functions that is not representative enough.
The analysis performed by Li and Zhang [128] confirms these different insights. They highlight
the poor capability of the interpolation ROM to properly predict the flow solution in extrapola-
tion regions when high discontinuities are present. The evident mismatch between POD, a linear
method, and the reconstruction of nonlinear responses is also emphasized. In addition to those
comments, the mathematical properties of the POD and those of the equations can be compared.
As underlined in Noack [155], the POD shows elliptic properties while aerodynamics is characterized
by a hyperbolic part in the equations. This mismatch is the root cause of most of its weaknesses.
In that respect, an additional computationally intensive endeavor is required to properly train
a model built on a training set mixing subsonic and transonic flows. It goes against the principle
of the parametric ROM that aims at building surrogate models with a favorable tradeoff between
computational cost and accuracy. For this reason, specific surrogate models dealing with various
physical regimes must be developed, in particular for aerodynamics.
1.8 Learning physics from data with Machine Learning
The term "machine learning" refers to a class of algorithms capable of extracting relevant infor-
mation from various data sources without being explicitly programmed. It is closely related to
artificial intelligence and deep learning. These algorithms are built from different fields such as
statistics, computer science, and information theory.
Over the last decade, the dramatic increase in large datasets and the capability to process them
explains the growing popularity of machine learning and data science in general. Many technological
applications that use machine learning can be found in everyday life, such as detection of spam
emails, real-time translation, or facial recognition. Most machine learning methods are usually
divided into three broad categories:
• Supervised learning: the goal is to find the relationship between some input features
and labeled output. A function is inferred from the training data forming pairs of inputs and
outputs. If the output data are continuous, the supervised learning method solves a regression
task. Surrogate models belong to regression methods. On the contrary, if the outputs are
discrete, the supervised learning method solves a classification problem;
• Unsupervised learning: the algorithm extracts hidden structures and patterns from un-
labeled data. The training set is no more associated to outputs or targets. Unsupervised
learning can describe several tasks, for instance dimensionality reduction, clustering, or gen-
erative modeling;
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• Reinforcement learning: an agent is trained to interact with an environment by maximiz-
ing a numerical reward signal. Thus, this agent must discover the best action yielding the
best reward using "trial and error". Direct instructions are not given to the agent. Moreover,
a specific action may affect the reward over an extended time period, thus complicating the
task of the agent. Typical examples of reinforcement learning examples include robot control,
telecommunication or games, such as the board game Go.
Machine learning and artificial intelligence methods are starting to be adapted by the aerospace
industry. For instance, the development of powerful tools for extracting knowledge from the vast
amounts of data generated by large-scale aerospace simulations is listed in NASA’s roadmap of
their 2030 CFD vision [181].
In particular, the turbulence modeling community is starting to widely use machine learning
tools in order to develop specific forms of turbulence models [188, 55], thanks to the growing
databases of LES and DNS flow solutions. Therefore, this Ph.D. thesis aims at coupling surrogate
models, in other words supervised learning, with other machine learning techniques to improve the
relevance and performance of the surrogate models.
1.9 MDA-MDO project
The Multi-Disciplinary Analysis - Multi-Disciplinary Design Optimization (MDA-MDO) project
was initiated at the beginning of 2015 at the Institute of Research Technology (IRT) Saint Exupéry.
The IRT organization gathers academic partners, such as CERFACS and ISAE, and industrial
partners, such as Airbus, Airbus Group Innovations, Altran Technologies, and Sogeti High Tec.
The main objective is to develop MDO methodologies by taking into account industrial needs and
constraints by building the multidiscplinary platform SPIRO and the GEMS library for supporting
MDO capabilities [80]. MDA-MDO techniques are still at low Technology Readiness Level (TRL)
and require maturation before injection into industrial processes. The MDO of an advanced aircraft
configuration represents one of the challenges of NASA’s CFD vision 2030 [181].
As mentioned previously, placing the engine closer to the other parts of the airplane makes
pylon design critical. The MDA-MDO project considers this application as the main test case.
The position of the nacelle is optimized by modifying the size and the shape of the pylon. The
optimization aims at reducing a macro objective: the cash operating cost.
The novel techniques developed in this thesis are not integrated in the tools of the MDA-MDO
project, mainly due to their low level of maturity. Nevertheless, they offer a contribution through
a first insight into future research directions to leading-edge surrogates models. As pointed out
in Viana et al. [195], further efforts are needed to broaden the use of surrogate models in MDO
and non-MDO communities. In particular, new developments focused on practical applications can
attract the attention of the industry, which is one of the main objectives of this thesis.
1.10 Contributions
The present research investigates the development of efficient non-intrusive surrogate models that
generate global approximations of complex aircraft simulations. A particular importance is given to
complex aerodynamic and aerothermal test cases. Several original contributions can be identified
in this Ph.D. thesis:
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• Review of non-intrusive ROMs for fluid flow problems: a limited survey of non-
intrusive ROMs is carried out with a focus on methods capable of managing different flow
regimes. Their advantages and drawbacks are illustrated;
• Development of local surrogate models adapted to problems with multiple phys-
ical regimes: machine learning algorithms, such as clustering and classification, have been
used to build local surrogate models adapted to different regimes. This development can be
seen as a generalization of mixture of experts and local reduced-order bases to non-intrusive
ROMs. Moreover, this work has been extended to adaptive sampling in order to dedicate the
computational budget to the more challenging areas of the parameter space;
• Aerodynamic load predictions over a full aircraft: the strategy of local surrogate
models is applied to complex three-dimensional configurations. These studies give a first
insight into the behavior of the developed method and its interpretation. Furthermore, a
particular attention is paid to the statistical validation of the surrogate models;
• Surrogate-based aerothermal model in a flight mission context: a surrogate model
replaces an expensive CFD code to generate the boundary conditions of a thermal solver.
Thus, the thermal behavior of the aircraft pylon is simulated over the full flight mission by
taking into account the variation of the external and engine conditions. Industrial tools have
been employed in order to be representative of the industrial constraints.
1.11 Thesis outline
The thesis is divided into three parts. Part I introduces the subject, Part II presents different
tools building non-intrusive ROMs and the Local Decomposition Method developed in this thesis,
finally Part III shows the applications of these methods on various aerodynamic and aerothermal
problems. Figure 1.5 sketches the relation between the different chapters, colored by part.
The introduction part encompasses Chapter 1 and Chapter 2. The latter is devoted to a review
of state-of-the-art non-intrusive ROMs focused on different variants improving the accuracy of the
ROMs in the context of fluid flows that encounter or not different physical regimes.
The second part is focused on the methodology. Chapter 3 presents different common tools
to build ROMs, such as POD, Design of Experiments, various regression methods, and strategies
of validation. Chapter 4 details the steps of the Local Decomposition Method, in particular: the
machine learning tools, the use of sensors, the resampling strategy, and the assessment of the
method on analytical and academical test cases.
Finally, the third part is dedicated to the application of the methods presented in the second
part. The novel technique developed in this thesis is applied to aerodynamic test cases in Chapter 5,
while classical ROMs are used to build an aerothermal application by linking a surrogate model
with a thermal solver in Chapter 6.
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Figure 1.5: Reading guide.
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CHAPTER 2
Literature review on non-intrusive ROMs
Résumé
Les capacités des modèles réduits à prédire des écoulements aérodynamiques de manière non-
intrusive ont été démontrées au début des années 2000. La principale méthode consiste à
déterminer les composantes de la décomposition aux valeurs propres, appelées coordonnées
réduites, par des méthodes de régression. Cette approche a été utilisée pour de nombreuses
applications et des améliorations ont été proposées comme : le réechantillonnage adaptatif de
l’espace des paramètres, la réduction de l’espace d’entrée par analyse des sensibilités, la prise
en compte de plusieurs niveaux de fidélité ou encore de sources d’informations différentes telles
que le gradient.
Néanmoins, malgré ces améliorations, il a été observé que les modèles réduits peuvent ren-
contrer des difficultés dans des cas particuliers, notamment lorsqu’un système traverse des
régimes physiques très différents. Plusieurs méthodes ont émergé dans la littérature scien-
tifique pour résoudre ce problème, principalement pour les modèles de régressions statistiques
mais aussi pour les modèles réduits.
Tout d’abord, l’approche zonale concerne uniquement les modèles réduits et découpe le
domaine spatial en plusieurs sous espaces. Le modèle réduit est appliqué lorsque l’écoulement
est moins complexe, ce qui permet d’utiliser le modèle haute-fidélité uniquement sur une région
restreinte de l’espace, réduisant ainsi les coûts de calcul.
Une autre méthode, la décomposition de l’espace des paramètres, s’est largement dévelop-
pée dans le domaine de la régression. Elle tire profit de l’hétérogénéité des solutions afin de
construire des modèles de substitution locaux au sens de l’espace des paramètres. Ce dernier
est séparé en plusieurs blocs, généralement par de l’apprentissage automatique. L’objectif visé
est de mieux capter la complexité des phénomènes physiques avec chacun des modèles locaux
plus spécialisé et mieux entrainé pour prédire un type de solution en particulier.
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Le dernière approche palie des faiblesses de la POD en employant des méthodes de réduction
de dimension non-linéaires. Ces dernières extraient des variétés de faible dimension afin de
construire des modèles réduits plus pertinents.
Enfin, il peut être observé que l’application de modèles réduits à des cas industriels reste
rare dans le domaine de la mécanique des fluides. Néanmoins, plusieurs exemples peuvent être
trouvés dans la littérature comme : la prédiction des charges aérodynamiques et du givrage
autour de voilures, la quantification d’incertitudes dans le domaine des turbomachines via des
calculs aux grandes échelles, la dispersion de polluants via des méthodes de Lattice Boltzmann
ou encore le calcul aérothermique de véhicules hypersoniques.
Ainsi, les travaux de cette thèse se positionnent selon plusieurs axes par rapport à la littéra-
ture scientifique et l’état de l’art. Tout d’abord, on s’intéressera aux méthodes de décomposition
de l’espace des paramètres afin de développer des solutions adaptées à des problèmes aérody-
namiques. L’accent sera largement porté sur l’application avec la validation de la méthode sur
des cas complexes. De plus, des modèles réduits plus classiques seront implémentés dans une
chaine de calcul aérothermique afin de valider leur utilisation dans un contexte industriel.
Inherent computational costs of CFD simulations explain the significant use of ROMs to solve
problems involving fluid flows. This section is focused on the development of non-intrusive ROMs
and gives a wide overview of different strategies employed to deal with fluid flows, in particular
aerodynamics which represents one of the main concern of this work. Aerodynamic analysis appears
to be well suited to non-intrusive ROMs. In fact, high-fidelity models involve a mix of numerical
schemes, algorithms and turbulence modeling: modifying such models is not an easy task and
requires a profound knowledge of the source code. Therefore, preference is given to non-intrusive
approaches, as illustrated by a rich literature on the subject.
The classical methods to build non-intrusive ROMs are first presented. Specific methods have
been developed in response to difficulties of approximating flow simulations with a high computa-
tional cost, in particular resampling and multi-fidelity approaches. Details of the latter strategies
are provided below. In addition, specific flows with very different flow regimes represent a great
challenge for non-intrusive ROMs. Strategies based on local surrogate models, which have been
developed in this work, are presented in detail. A wide range of industrial applications also illus-
trates methods of non-intrusive ROMs to solve complex problems. Finally, the methods developed
in this thesis are put in the context of this literature review.
It is important to specify that usually non-intrusive ROMs, intrusive ROMs, and data-fit mod-
els are closely related. Therefore, even if this chapter is focused on non-intrusive ROMs, brief
digressions may be made on regression models or intrusive ROMs in order to introduce interesting
methods useful for non-intrusive ROMs.
The majority of the papers presented in this section is summarized in Table 2.1 and Table 2.2.
2.1 Classical non-intrusive ROMs
As presented in Chapter 1, POD is the leading dimension reduction tool to build ROMs. Therefore,
the first solution envisaged to build non-intrusive ROMs interpolates directly reduced coordinates
in the parameter space. One of the first application of this method can be found in Bui-Thanh
et al. [24]. The authors have presented a POD method with interpolation in order to analyse the
parametric variation of an inviscid steady flow about a NACA0012 airfoil for transonic conditions.
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Predicting the pressure fields has shown a high degree of accuracy, although the number of training
sample (231) is comparatively high for 2 parameters and a limited range of variation. This first
result has paved the way for the development of non intrusive ROM methods and their application
to various cases. Many airfoils, in particular RAE2822 and NACA0012, have been widely studied
with POD and interpolation methods [22, 141, 167, 51], but in most of the cases only for a limited
flow regime (subsonic or transonic) or a small range of variation.
Classical non-intrusive ROMs are also applied on unsteady flows. Walton et al. [199] have
successfully combined two levels of POD and a Radial Basis Function (RBF) interpolation in order
to build unsteady and non-intrusive parametric ROMs. Only a small loss of accuracy, compared to
the full-order model (FOM), bas been measured for the oscillating ONERA M6 wing. However, the
results have only been computed for a single frequency of the oscillation. It cannot be concluded
that such a method can be generalized for various frequencies. Xiao et al. [204] have developed
a non-intrusive ROM for dynamical fluid-structure interactions. This strategy has been based on
a recursive RBF interpolation: at each time step, the interpolation is function of the physical
quantities at the previous time step. Although applications have only been performed on two-
dimensional test cases, it has been one of the first application of non-intrusive ROMs on fluid-
structure interaction problem.
A recent study has applied an unsteady and parametric analysis on a one-dimensional model of
a rocket combustor with four parameters [200]. The proposed method approximates the reduced
coefficients by an artificial neural network on both time and parameters. The numerical results have
shown that the ROM is very consistent with the full order model. Nevertheless, a very large number
of 41.000 snapshots has been needed to train the model. It demonstrates that further research on
more complex geometries and governing equations remains open, especially for transient problems.
A clear limitation of classical non-intrusive ROMs is highlighted in Zimmermann and Görtz
[214]. The method has been compared to a more intrusive approach minimizing the residual. The
POD-based interpolation method using Kriging has shown weaknesses to predict transonic flows
in region of extrapolation, outside of the range of the training set. Qamar and Sanghi [166] have
suggested to adress these weaknesses by enriching the training set with predictions from the ROM.
The idea is to extrapolate the quantity of interest closely to the bound of the training set, as
predictions are still relatively accurate. Thus, the predicted points can be added to the training
set. POD modes and interpolation models are computed on this new data. This process is repeated
until the parameter value of the initial extrapolation is reached. This strategy has been applied
for supersonic flows and reduces errors by more than 50%. However, this method significantly
increases the computational cost due to numerous computations of the POD basis and an intensive
training of the interpolation model. Moreover, if the step size is badly chosen, the training set can
be corrupted.
2.2 General improvement strategies
The parametric reconstruction of flows by ROM represents a major challenge if large operating
conditions are considered and simulations take several thousand CPU-hours, be it through intrusive
or non-intrusive methods. Therefore, several solutions have been proposed in order to optimally
spend the computational budget in this challenging context and to improve the predictions. In
this section, particular emphasis is given to resampling strategies and multi-fidelity approaches.
It is important to note that the improvement strategies for non-intrusive ROMs are very broadly
inspired by data-fit methods and intrusive methods. A parallel is arisen below for each strategy.
Methods using general improvement strategies are marked in the "General Improvement" column
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in Table 2.1.
2.2.1 Resampling strategies
Building a surrogate model, scalar or vectorial, is usually divided into several stages. Two of
them play a critical role in managing the simulations. First, the DOE explores the parameter
space by generating an initial sampling in order to learn the main features of the function to
approximate. Then, the initial sampling can be progressively enriched during the resampling step
in order to improve the model. In the context of global surrogate modeling, the resampling aims
at finding an optimal selection of points by using a trade-off between exploration and exploitation
of the model [46, 131]. On the one hand, the exploration of the initial DOE is continued in
order to find regions of interest that have not yet been identified before. On the other hand the
exploitation is focused on improving the knowledge on the interesting regions that have already
been detected. Figure 2.1 illustrates the concept of resampling strategies.
Space-filling DOE Resampling
Function to approximate
Figure 2.1: Illustration of space-filling DOE versus resampling. The samples generated by a classical
space-filling strategy are in black while the additional samples query by the resampling step are in
white.
The resampling algorithm aims to ensure the best choice between these two contradictory op-
tions. If the resampling strategy exclusively selects exploration samples, computational budget
may be wasted in areas of low interest which are already well predicted and other areas may be
neglected where the surrogate model shows poor predictive capabilities and evident weaknesses.
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Conversely, a resampling strategy solely based on exploitation may left large regions of interest
unsampled. The concept of exploration-exploitation is also encountered in optimization [35] where
the exploitation is focused on finding the optimum values.
The examples described in this section follow generally the same idea than greedy approaches
encountered in projection-based ROMs [159, 15]. Such methods seek, at every iteration, the location
in the parameter space where the norm of a given error metric between ROMs and the full order
models is maximal. It leads to an adaptive sampling decreasing directly the error of the model.
Unfortunately, the derivation of an exact error metric appears intractable as it needs to compute
the full model at many different parameter points, annihilating the interest of a ROM. Therefore,
a posteriori error estimations are used instead of the exact metrics. Under certain assumptions,
they can be derived from the partial differential equations representing the full order model. In the
general case, a posteriori error bounds [84] or residual estimations [26] are employed.
The greedy approach takes advantage of error metrics given by projecting the governing equa-
tions. However by their very nature, the non-intrusive methods do not have access to the equations
and must find another way to approximate the error of the model. For this reason, alternative
methods have been proposed to substitute the estimation of the error metric.
The k-fold cross validations and the particular case of the leave-one-out cross validation (LOO)
are very popular methods to provide an estimation of the modeling error at each point of the
training set. Details are given on these methods in Chapter 3. Braconnier et al. [22] introduce a
leave-one-out error estimation coupled with a quad-tree refinement approach on a RAE2822 airfoil.
The objective is to refine the flight domain in the regions of large errors. The leave-one-out method
gives an estimation of modeling errors at each point of the training set. Details are given in the
following section. At first sight, the resampling strategy reaches a better accuracy than classical
Latin Hypercube sampling. However the application is limited to two dimensions and the proposed
approach is very exploitation-oriented, assuming the parameter space is already well covered. In
addition, the quad-tree algorithm does not scale as the number of resampling points follows an
exponential growth with dimensions, which is not applicable to industrial complex problems.
Other methods based on leave-one-out cross-validation have been developed. They can show
great robustness to high-dimension problems. Kato and Funazaki [111] have weighted the estimated
error of the leave-one-out with the smallest Euclidean distance to the sampling. Therefore, the
exploitation information coming from the model is coupled with a geometric exploration criterion.
This strategy has been applied for the optimization of a supersonic impulse turbine and shows
that a very satisfactory Pareto front can be build with non-intrusive ROMs. A similar approach is
found in Zhan et al. [210, 211] for aero-icing analysis. Instead of using the Euclidean distance, the
authors propose a centroidal Voronoi tessellation where the density function of the mass centroid is
substituted by the LOO error. Once again, the exploitation of the model is emphasized by assuming
the exploration of the initial sample catches all significant features of the signal. The error-driven
sampling clearly focuses on a particular type of ice formation and improves the accuracy in this
specific challenging region.
Additional resampling strategies have been directly derived by using information given by the
data-fit methods. In particular, Kriging shows a rich literature where the variance estimation
given by the model plays a key role by substituting the error metric. The objective is to reduce
the error predicted by Kriging model. Two popular criteria are identified in the literature: the
Maximum Mean Squared Error (MMSE) and the Integrated Mean Squared Error (IMSE) [175,
28]. Mackman et al. [140] have compared the MMSE with traditional sampling strategies in the
context of aerodynamic test cases, in particular the RAE2822 airfoil and the DLR-F12 aircraft.
They have concluded that such resampling strategies perform better than classical space-filling
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sampling, even optimized Latin Hypercube Sampling. To the best of the author’s knowledge, such
strategies have been seldom used in non-intrusive ROMs.
Roy et al. [174] is a rare example which couples MMSE with the leave-one-out cross validation.
The training sample with the highest leave-one-out cross-validation error is identified as critical.
A neighborhood is defined around this sample and the point with the maximum variance in this
neighborhood is chosen as the resampling point. The exploration aspect of the resampling is
neglected with this kind of strategy, which is however validated on analytical cases with various
dimensions and shows very satisfactory results. The lack of exploration is counterbalanced by a
initial sampling which is large enough.
In conclusion, resampling strategies have demonstrated significant capabilities to improve the
accuracy of surrogate models for various application cases. They provide an optimum use of the
available computational budget by increasing the accuracy in critical regions. In addition, they
require only a slight modification of the global workflow of ROMs. The equations of the dimension
reduction and of regression methods do not change.
2.2.2 Multi-fidelity approaches
Limiting the computational budget motivates the development of multi-fidelity strategies. In ad-
dition to expensive high fidelity data, some cheap and low fidelity data may be available. The
notion of fidelity can be seen as the level of approximation used to be representative of physics.
Low fidelity data can take various forms: partially converged simulations [72], coarser meshes [141],
governing equations of lower fidelity [81], etc. Even if the accuracy of such data is decreased, they
are generally computationally cheap and can be used to enhance surrogate models [112, 73] and to
explore the parameter domain. Figure 2.2 illustrates the concept of multi-fidelity approaches. The
accuracy of the surrogate model is clearly improved by merging two sources of data. However, the
different sources of data requires to find specific relations between them. Therefore, a mathemat-
ical formalism capable of generating surrogate models merging various levels of fidelity have been
developed with the objective of improving accuracy of the surrogate models.
Multi-fidelity methods are very popular in fluid mechanics and solid mechanics as illustrated
in Fernández-Godino et al. [70]. More than 71% of a basis of 157 papers reviewed concern these
fields. Two explanations may be suggested: fluid and solid mechanics are particularly well suited,
by their very nature, to be approximated by surrogate models but they also have a wide range of
modeling strategies with various fidelity levels. One can cite for example for fluid mechanics, from
highest to lowest fidelity: Direct Numerical Simulation, Large Eddy Simulation, Detached Eddy
Simulation, RANS, Euler equations, potential flow, and lifting line theory.
Various types of multi-fidelity strategies have been proposed in the literature of data-fit models.
Three broad categories can be identified [206]:
• correction methods, also called bridge functions or scaling functions, are widely used to build
multi-fidelity models. The discrepancy of low fidelity data are reduced by correction terms,
mainly additive or multiplicative. These terms are derived by matching high fidelity and
low fidelity data. Consequently, the training sets of low and high fidelity data are forced to
coincide. In addition, one can cite the evofusion, developed by Forrester et al. [72], that is a
very popular correction method building a Kriging model on the difference between the two
fidelity levels;
• the co-Kriging is a multivariate extension of Kriging models building a relation between
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Figure 2.2: Multi-fidelity illustration. Inspired by Forrester et al. [73].
high fidelity and low fidelity data by using a cross correlation matrix, which quantifies the
relationship between data from various levels of fidelity. The cross correlation matrix can
be calculated in different ways, based on specific assumptions. For example, Zimmermann
and Han [215] present a simple method by assuming the covariance for both low fidelity and
high fidelity models is identical. This assumption appears very strong as it means the two
models behave in the same way, independently of the level of fidelity. A second approach
seeks to estimate a multiplicative factor between low and high fidelity [88]. Finally, the most
prevalent form of multi-fidelity co-Kriging has been proposed by Kennedy and O’Hagan [112].
This model defines an autoregressive relation between different levels of fidelity based on a
Markov property. Co-Kriging models show a very good predictive property, however their
main drawback is the ill-conditioning of the covariance matrix due to large data sets generated
by the observations at all fidelity levels. An iterative approach has been developed to even
further reduce the complexity by building a sequence of Kriging models while preserving the
predictive efficiency of the co-Kriging [126];
• the hierarchical Kriging modifies the classical Kriging by substituting regression functions by
metamodels built on low fidelity data [89]. It demonstrates a good predictivty and important
robustness. In addition, this approach provides interesting numerical properties as the size
of the covariance matrix does not change compared to ordinary Kriging. The numerical
implementation remains simple, since the equations are very similar.
Correction methods have been applied to aerodynamic problems, such as the prediction of aero-
dynamic coefficients of an RAE 2822 airfoil [90] or of a crew transfer vehicle with a wide flight
envelope including subsonic, transonic and supersonic flows [185]. A correction method combining
RANS and DNS has been proposed quite recently by Geraci et al. [81], where RANS are considered
as low fidelity this time. The authors highlight that connecting RANS and DNS is not evident,
as shows a low correlation factor. Hence, the multi-fidelity approach faces difficulties to build ac-
curate response surfaces. Evofusion has also been applied on a global aerodynamic optimization
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problem [72].
Communities of data-fit models and ROMs have developed and used very similar strategies.
However, the strategies of multi-fidelity ROMs can encounter supplementary problems, in addition
to managing the different sources of data. For example, the various sizes of mesh change the nature
of the output and challenge the computation of the reduced basis. The Gappy POD [25] is a
classical solution filling incomplete data or coarse meshes using a set of POD basis built from a fine
mesh and solving a minimization problem.
Regarding aerodynamic ROMs, multi-fidelity strategies have been successfully applied on various
cases from numerical toy functions to complex three dimensional cases. Toal [186] has applied
a multi-fidelity approach on a NACA0012 airfoil at various flow conditions. The multi-fidelity
strategy is based on the gappy POD method mixing results from a CFD code, viewed as high
fidelity data, and a panel code, as low fidelity data. Interestingly, the drag coefficient is computed
by integrating the full pressure signal from the ROM. The output is compared with predictions of
data-fit methods, in particular classical Kriging and a multi-fidelity co-Kriging strategies, trained
directly on integrated values given by simulations. The author has concluded that the Gappy
POD increases significantly the accuracy of the predictions. More unexpectedly, a Kriging model
built from reconstruction points of the gappy POD outperforms co-Kriging models built from the
same multi-fidelity sampling and outperforms even more the Kriging model only built from the
simulations on the fine mesh. This result suggests that a POD basis spanning a subspace, which
sufficiently approximates the solution space, can accurately generate high fidelity data from only
low fidelity data. In addition, using ROMs in the context of optimization problems is fully justified.
ROM capabilities ensure to predict the full signal, containing important physical features, while
data-fit methods are directly trained on integrated values which filter an important part of the
physics. The trend is confirmed on a thermo-mechanical case of a gas turbine engine rotor, where
the low fidelity model is simply a time truncation of the high fidelity model corresponding to a
reduction of the computational cost of 36%. The final result shows a prediction error of less than
1%, compared to the full computation of the high fidelity model, and a computation cost reduced
by 30%.
Malouin et al. [141] have applied the evofusion method by considering two different grids of the
flow over the RAE2822 airfoil, a coarse one and a fine one. Although shocks on the suction side are
better captured, this method generates very noisy flow solutions unlike the gappy POD, since once
low fidelity data have been corrected by the error model, a nearest neighbor spatial interpolation
is performed to predict the data on the fine grid.
Another application of multi-fidelity ROM on the RAE2822 has been investigated by Benamara
et al. [14]. The authors have applied the gappy POD at two different levels of fidelity. The
originality here comes from the multi-fidelity resampling proposed to improve the model with a
strategy ensuring the trade-off between exploration and exploitation. Indeed, only the low fidelity
model has been considered to explore the parameter space. Then, an error criterion has been
derived to measure the error made by the gappy POD on the exploration samples at the low
fidelity data. This criterion has been assumed to be a good approximation of the error at the high
fidelity level, allowing to exploit the model by enriching the sampling where the error criterion is
maximum. The validity of this assumption impacts inherently the quality of the resampling. The
multi-fidelity method coupled with an adaptive resampling offers two interesting properties: a good
stability of the prediction error with respect to the initial sampling and an overall improvement of
predictivity capabilities compared to classical Kriging or ROMs coupled with LOO resampling.
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2.2.3 Exploiting different types of data
In addition to data with various levels of fidelity, surrogate models can be enhanced by other
type of data. The gradient information is the more common example. In particular, an adjoint
solver can provide the gradient, as its computational cost does not generally scale with the number
of design variables unlike other methods like finite differences or complex-step [170]. Chung and
Alonso [37] have proposed to use co-kiriging by considering the gradient as an auxiliary variable in
a supersonic business jet design optimization. This method is called Gradient-Enhanced Kriging
and incorporates the gradient information in order to improve the accuracy of the predictions. The
Gradient-Enhanced Kriging has been applied to various fields, in particular where the sensitivities
are available and useful, such as the gradient-based optimizations. This explains the great interest
of the method in aerodynamic design optimization [123] and aircraft mission analysis [129], where
the superiority of Gradient-Enhanced Kriging in term of accuracy is emphasized.
Using indirect co-Kriging [132] has been introduced as an alternative to classical co-Kriging
which do not require to modify the source code of the Kriging. The training set of the Kriging
is augmented by adding training points from a first order Taylor approximation in each direction.
Two drawbacks have been highlighted: a small step size (or a step size in the same order of
magnitude as the training sample density) generate an ill-conditioned covariance matrix and a
large number of input parameters can lead to important computational costs. Therefore, the step
size must be defined carefully. A specific strategy building Gradient-Enhanced Kriging model for
high dimensional problems have been developed and validated on analytical test cases [19].
Zimmerman [213] presents an original strategy to construct ROMs based on a gradient-enhanced
interpolation of the POD coefficients. POD subspaces has been augmented by the gradient infor-
mation. The predictions have shown a smaller error than the classical interpolation-based POD
method. Nevertheless, the strategy has only been applied to an analytical model function. In the
context of projection-based ROMs, a framework coupling POD with gradient information has been
sucessfully demonstrated for an aeroelastic research wing in [32].
It is important to underline that the gradient information involves significant costs. For example,
the computation of an adjoint solution of a CFD solver can be equivalent to the computational
cost of a flow solution [170] or of several direct simulations. Therefore, this additional cost must
be carefully measured in order to weight the computation of the gradients against a finer training
sampling.
2.2.4 Input dimension reduction
Surrogate models and non-intrusive ROMs also encounter major issues while approximating systems
with an important number of input design variables. The exploration of such large parameter space
remains intractable due to the number of possible combinations growing exponentially, related to
the notion of curse of dimensionality introduced by Bellman [13]. Moreover, numerical issues can
arise by building surrogate models in high dimensions. For example, Kriging models estimate
hyperparameters by maximazing the likelihood. This process has a significant computational cost
as the covariance matrix must be computed and inverted for each combination of hyperparameters.
Thus, the optimization problem cannot be solved for high-dimensional parameter spaces.
Therefore, several methods have been proposed to reduce the dimension of the input parameter
space. The most popular strategy is the sensitivity analysis aiming at identifying and prioritizing
the most influential input parameters. The non-influential parameters can be ignored by the model
and are fixed to constant nominal values [100, 176]. The sensitivity analysis proposes different tools.
35
Chapter 2. Literature review on non-intrusive ROMs
The screening seeks to identify the influential and non-influential inputs with a small number of
model evaluations, usually about the number of inputs. This approach relies on several hypotheses
on the model complexity and do not quantify the relative importance of each parameter. Usually,
screening is first used to simplify the model before using more precise but more costly sensitivity
analysis methods, such as variance-based quantitative methods. Sobol’ indices rank the input
parameter in term of influence by quantifying their contribution to the variance of the quantity of
interest.
Bouhlel et al. [20] have developed a specific version of Kriging based on partial least squares in
order to deal with high-dimensional parameter spaces, called Kriging Partial Least Square (KPLS).
The method performs a change of variables by seeking the best multidimensional direction explain-
ing the variability of the output. Thus, only a reduced number of new variables is chosen to build
the Kriging, reducing the complexity of the hyperparameter optimization. This approach has been
validated on analytical cases with up to 100 variables.
A strategy based on a relatively similar idea, called active subspace method, has been proposed
by Constantine et al. [40]. The coordinates of the parameter space are rotated after analyzing the
gradients, as the authors have observed that the main variations of the model do not occur necessary
in input directions aligned with the coordinate system. The main steps of the methods are the
followings: building a covariance matrix from the partial derivatives of the function, determining
the main directions of the gradient based on a eigendecomposition of the matrix, and training
the surrogate model on the principal gradient directions. The method has been advantageously
applied on various test cases, in particular the uncertainty quantification of a complex scramjet
with 7 parameters where each run takes about 9.500 CPU-hours [41].
However, as with gradient enhanced methods, active subspaces need the gradient information
usually from an adjoint solver, increasing the overall computational cost. If an adjoint solver is
not implemented, a finite difference approach becomes quickly intractable for high-dimensional
parameter spaces. Alternatives have been proposed, such as using a linear approximation in order
to compute the one important direction in the input space [41]. However, the validity of such an
approximation must be validated carefully.
All methods presented in this section have been developed in the context of scalar quantities
of interest. To the best of the author’s knowledge, their application to ROMs is very rare in the
literature. Margheri and Sagaut [143] have developed a workflow coupling POD, Kriging, ANOVA
decomposition and Sobol’ indices for the uncertainty quantification of urban flows. The quantifi-
cation of uncertainty has also motivated the use of Sobol’ indices in the study of the LS89 blade
cascade proposed by Roy et al. [174] mixing POD, Kriging, and adaptive resampling based on the
sensitivity.
2.3 A challenging modeling of flows with various regimes
As pointed out in the introduction, physical systems encountering different regimes can pose serious
problems to surrogate models. For this reason, several methods have been developed in order to
reduce the number of snapshots ensuring an acceptable accuracy for flows with various physical
regimes. In particular, two local approaches are discussed in the following sections: the decompo-
sition of the spatial domain and the decomposition of the parameter space. They are identified as
"Local Method" in Table 2.1.
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2.3.1 Zonal spatial decomposition
The main idea of zonal methods is to decompose the spatial domain into several blocks by coupling
models with different levels of fidelity, for example FOMs and ROMs. Figure 2.3 shows an illustrative
example of how a computational domain can be split. Usually, specific regions with shocks and high
gradients are isolated. Different models are respectively applied on high gradient regions and on
outer regions. In this example, a high-fidelity model covers the area ΩHF around the airfoil while
a low-fidely model represents the far field ΩLF . An overlapping region ΩO ensures the transition
between the two models. Lucia et al. [137] demonstrates the ability of such methods on a two-
dimensional flows with moving shock waves. Two different models are considered for the region
of the flow field containing a moving shock: directly the FOM and a specific ROM for the shock
region. The first approach works well, even if the computational cost is increased, while the second
one encounters major issues due to the shock motion and its high intensity.
Figure 2.3: Zonal POD. Credits from Bergmann et al. [16]
The main issue here is the clear identification of each region: how to know for each mesh node if
it belongs to high-fidelity or low-fidelity models? Different strategies have been proposed, mainly
based on the detection of thresholds:
• Constantine and Iaccarino [39] identify regions with high parameter gradients. For each
point of the domain, the gradient is computed and if it exceeds a given threshold, the point,
considered of poor quality, is tagged as requiring a specific correction. The shock are well
reconstructed with this strategy. However the method is only applied on a one-dimensional
parameterized hyperbolic conservation law;
• similarities can be found with Lorente et al. [136]. The authors seek local regions of high
gradients and correct them by separating the full signal into steep jumps and smooth profiles,
which are used to train different ROM. Thus, the predictions at untried values mix predictions
from the ROM trained on steep jumps and on smooth profiles. The final signal is reconstructed
with a well captured shock. This approach needs to calibrate several parameters in order to
ensure a proper separation between the jump and the smooth profiles. This represents a
significant limit to the method;
• Bergmann et al. [16] split the computational domain with a leave-one-out strategy. The a
priori estimated error is computed on all the domain. If the value exceeds a given threshold,
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the point is associated with the high-fidelity region managed by the FOM. This region is
extended by a rectangular shape in order to avoid irregular shapes. Obviously, the value
given to the threshold plays a crucial role, as a too small value leads to a high fidelity region
covering all the domain. It can be noted that an overlapping zone is also introduced, defined
by a second threshold value performing an optimal transition between FOMs and ROMs.
This method has been used to solve aerodynamic shape optimization of a car section and
shows a reduction 5% of the drag coefficient;
• Iuliano and Domenico [102] conceive a zonal method in order to solve optimization problems.
In that case, the high fidelity region is manually defined near the wall. The surrogate-
based optimization coupled with the zonal CFD/POD model performs very well on the shape
optimization of a RAE2822 airfoil, especially by finding a profile with a weak shock. This is
explained by the fact that non-linearities occurring near the wall are fully captured by the
high fidelity model, which was not the case for the ROM, but with a significant computational
endeavor.
All the methods presented above are only applied on one-dimensional or two-dimensional
problems. Nevertheless, the capabilities of zonal methods have been demonstrated on a three-
dimensional test case, an urban street canyons [205]. Instead of using a mixed full/reduced
order model, a set of local POD basis with independent numbers of POD modes is built on the
computational domain. This strategy have resulted in a slight improvement of the non-intrusive
ROM accuracy applied to a complex flow problem over widely varying range of scales. Finally, the
management of boundary conditions between the different models appears as a critical step for
zonal methods. The accuracy of the predictions must be reliable, as the ROM is used to provide
the value at the boundary. Indeed, the FOM can be strongly affected by spurious boundary
conditions leading to numerical instabilities or large discrepancies, possibly worse than a global
ROM which has a lower computational cost.
2.3.2 Parameter space decomposition
The parameter space decomposition aims at combining different local models, in the parameter
space, into a final one in order to improve the overall accuracy, as global models can be very
limited compared to multiple models when different kinds of physical regimes are present. Local
models are more specialized and trustworthy but only on smaller parts of the parameter space.
In the context of scalar models, this type of approach is called mixture of experts and has been
introduced in the 1990s to solve regression and classification problems [109, 208]. Mixtures of expert
model are competitive for regression problems with non-stationary and piecewise continuous data.
That is why it appears well suited to applications featuring discontinuities.
For example, Bettebghor et al. [17] have developed a specific strategy, based on a Gaussian
mixture of experts, able to approximate discontinuous functions. Such features are very common
in structural analysis due to the various combination of load cases. The methodology has been
evaluated on two analytical functions and an engineering problems. It turns out that mixtures of
experts dramatically improve accuracy of the predictions compared to the best global surrogate
model. Recently, mixtures of experts have also been used to evaluation aircraft fuel burn over a
complete mission [129]. The authors highlight the clear superiority of mixtures of experts compared
to conventional surrogate models to approximate aerodynamic coefficients with complex shapes.
Two aircraft configurations are tested for various mission profiles. Mixtures of experts are below 2%
of error in the range prediction while the universal Kriging error ranges from 6% to 20%. The both
examples presented here rely extensively on machine learning methods, in particular unsupervised
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learning for the separation of the solutions and supervised learning, in the case of Liem et al. [129],
in order to associate new predictions with the correct cluster.
The parameter space decomposition has recently emerged in ROM literature. The central idea
is the same than for scalar problems: considering only a restriction of the full set of training
snapshots in order to have local surrogates more adapted to the solution. The method can take
different forms depending on the type of problem or surrogate model. One may argue that the
capability of compression of POD is weakened by increasing the number of bases, and that the
robustness of the method computing the reduced coordinates can decrease with the reduction of
training samples, which are spread on different models. But on the contrary, for cases with various
physical regimes, the local models enable a clear separation of the phenomena, which improves
the surrogate models. The advantage is two-fold: the local POD basis is more representative
and interpolation tools (or projected equations) gain in flexibility by being heterogeneous on the
parameter space. As mentioned previously, the POD shows elliptic properties, thus these kind of
local approaches can demonstrate similarities with the discontinuous Galerkin method to tackle
hyperbolic problems.
As regards intrusive ROMs, the first attempts of parameter domain decomposition do not use
machine learning. Cizmas et al. [38] propose a method in order to accelerate ROMs. The transient
part is separated from the steady part. Two splitting methods are tested: they monitor the variation
of the reduced coordinates and the ratio between CPU time and physical time. These two strategies
identify successfully the transition between the two regimes by using a given threshold defined in
advance. As each subset is associated with a specific regime, the first modes contain more energy
and fewer modes are needed to reconstruct the ROM, leading to an increase of the speed-up by
about 50%. Haasdonk et al. [86] introduce a recursive subdivision of the parameter domain based
on quadtree. For each leaf element of the grid, if the error bound or the size of the basis exceed
given thresholds, the element is refined into several subdomain. Then, the process is restarted until
all the thresholds are not exceeded. The method has been tested on a two-dimensional case and
the prediction errors are considerably reduced. However, such a method based on quadtree is very
sensitive to the dimension of the parameter space.
Strategies relying on machine learning have been developed in order to build intrusive or non-
intrusive ROMs. The core idea remains the same but methods have been adapted to ROMs: an
unsupervised learning algorithm groups similar snapshots into clusters, local ROMs are built on
each cluster, and a classifier assigns the input parameter of each prediction to the best suited local
ROM. Replacing the global POD basis with several local POD bases may seem counterintuitive
but this strategy has already been applied successfully to build intrusive parametric ROMs for
fluid-structure-electric interaction problems [7] and aerodynamic problems [202]. Peherstorfer et al.
[163] propose a sophisticated method by coupling parameter domain decomposition and discrete
empirical interpolation method presented in the introduction. Thus reconstructing the nonlinear
term of the projected equations, usually expensive to evaluate, can be approximated with different
distributions of the interpolation points for each cluster of the parameter domain decomposition. It
widely reduces the prediction error of the ROMs in the case of a simple reactive flow. Finally, to the
best of the author’s knowledge, the only method of non-intrusive local ROMs has been developed
in the context of the aero-icing certification [210, 211].
The parameter space decomposition can be seen as a blessing of abstraction, countering the
curse of dimensionality: if the local models are more adapted to physics, they need to learn less
structures, compared to global approaches.
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2.3.3 Nonlinear dimensionality reduction
POD assumes that flow solutions can be approximated by a linear decomposition, where the basis
functions span an optimal subspace only among all linear decompositions. Even if POD is a
linear method, it is applicable to nonlinear problems as no linear hypothesis is imposed on the
process. The linearity lies in the fact that only linear subspaces are sought but the final ROM
can show nonlinear features if they are present in the initial FOM [44]. Nevertheless, highly
nonlinear features with strong discontinuities can still represent a major challenge for POD. For
example, shocks in transonic flows are badly approximated. For this reason, more sophisticated
methods based on curved manifolds have been applied to build non-linear ROM, also referred to
as nonlinear dimensionality reduction.
Mifsud [150] introduces a nonlinear POD methodology, called kernel POD or kernel PCA. It
extends POD using kernel methods. The original idea is to map the nonlinear data to a feature
space of higher dimension, where data can be more easily analysed by linear methods, such as POD.
Kernel POD are applied to transonic flows over the two-dimensional RAE2822 airfoil. However,
predictions of highly nonlinear features are not signifcantly improved by the kernel POD approach
for this test case compared to classical non intrusive POD-based ROMs.
Franz et al. [77, 76] also use a nonlinear dimension reduction method, called Isomap, which
belongs to manifold learning approaches. The flow simulations form a manifold approximated
isometrically by a low-dimension embedding space. Isomap is then associated with an interpolation
method in order to build the full ROM. In addition, an original resampling strategy has been
coupled with the manifold learning algorithm in order to space-fill the embedding space instead of
the parameter space. The idea is to reduce the lack of information at minimum cost by analysing
geometrical characteristics of data, obtained by a manifold method. The full process is called
Isomap+I and is applied to a two-dimensional NACA64A010 airfoil and a three-dimensional XRF-1
fuselage-wing configuration. The predictions of transonic flows with shocks are improved compared
to classical interpolation-based POD methods. Lastly, one can note that the Isomap+I can also
be seen as a parameter space decomposition, since the back-mapping ensuring the conversion from
the embedding space to the physical space uses only a combination of nearest neighbors on the
estimated manifold to compute a prediction. Therefore, for each prediction, only the best-suited
snapshots are considered.
2.4 Industrial applications
Industrial-like configurations are rarely investigated in the literature. Nevertheless, few example of
complex applications can still be cited. They are marked as "Industrial cases" in Table 2.2. Fossati
[74] applies non-intrusive ROMs to various aerodynamic cases of industrial relevance for viscous
turbulent flows: a truncated wing, an aircraft configuration, and an helicopter rotor in hover. In
addition to the encouraging results in term of ROM accuracy, a complete framework is implemented
including DOE (Centroidal Voroni Tesselation), POD, Bayesian Kriging and an a priori error
estimation with leave-one-out. This similar framework is also employed to solve a aero-icing problem
on a configuration with fuselage, wing, pylon, and engine nacelle, highlighting the capability of such
method to explore both aerodynamic and icing envelope [75].
Roy et al. [174] perform an uncertainty quantification analysis on a LS89 blade cascade. Even
if the geometry remains simple, the authors use Large Eddy Simulation on a 20 million cells
mesh. Such computational costs represent a real challenge but they are necessary to demonstrate
capabilities of the non-intrusive ROMs to deal with complex cases. The influence of both the
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turbulence intensity and the angle of attack on heat transfer coefficients are illustrated. It clearly
seems the turbulence intensity contributes to 70% of the variance of the heat transfer coefficient.
In the context of the Digital-X project, DLR has developed various ROM methodologies applied
to a configuration of XRF-1 aircraft, a 3D test case of a transonic wing-body transport aircraft [193].
For example, ROMs are integrated in a framework to compute aeroelastic loads at different flight
conditions. The structural displacements are in good agreement between coupled high-fidelity
models and ROMs, even if the prediction of the pressure distribution shows significant discrepancies
on the suction surface, near the shock wave region. ROMs also help to determine critical load cases
in the sizing process, to perform aero-data production and structural optimization. However, in
the context of the MDO process, the ROM is only applied on low-fidelity data (linearized Navier
Stokes equations).
Regarding supersonic flows, Mifsud et al. [152] couple POD and radial basis functions for a
parametric study of weapon aerodynamics. They consider a three-dimensional flow around a fin-
stabilized missile with three parameters: Mach number, incidence, and flare base radius. The
results suggest that a reliable low-cost high-fidelity tool can be built: from a small number of
simulations, the pressure and density contours are well predicted.
Chen et al. [36] propose an aerothermodynamic application of interpolation-based ROM for
hypersonic vehicles. The geometry is based on the Lockheed F-104 Starfighter wing. Thermal and
chemical non-equilibrium models are considered in the FOM. The mesh counts 819.000 nodes and 3
parameter vary: Mach number, angle of attack, and altitude. ROMs are validated by leave-one-out
cross validation. Predicting the temperature requires an important number of samples, between
100 and 300, in order to reach satisfactory accuracy whatever methods used.
Margheri and Sagaut [142, 143] combine POD, Kriging, and sensitivity decomposition with the
objective of quantifying the uncertainties of urban pollutant dispersion using Lattice Boltzmann
Methods. The more challenging computation simulates a full urban area from two to five input
variables. The computational grids count 6 millions of cells and a single simulation requires about
1.000 CPU hours.
2.5 Positioning the present research in the current state of the art
This section describes the positioning of the thesis work compared to the existing literature for non-
intrusive ROMs. Table 2.1 and Table 2.2 summarize the different works presented in this section.
Various information is displayed: authors, use of general improvement methods or local methods,
fields of application, and general comments. In particular, the type of validation for the ROMs is
indicated in column "Statistical validation" by the number of points in the validation set or if LOO
strategies are used. Moreover, application cases are specified: analytical, academical, or industrial.
The improvement strategies based on resampling offer a very important advantage: increasing
locally the quality of the model where physics is more challenging. This notion of local improvement
appears very important in order to deal with flows showing different flow regimes which do not
need the same level of accuracy. These methods appear promising for this thesis, as they distribute
optimally the training samples. Thus, they will be investigated in this thesis.
Multi-fidelity approaches have also shown interesting capabilities to both ensure a great ex-
ploration of the parameter space with the low-fidelity data and improve the global accuracy with
well-chosen high-fidelity data. However, an important assumption plays a key role in such ap-
proaches: the low-fidelity levels must be able to model a part of the physics. In the context of
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this thesis, the validity of partially converged simulations or coarse meshes is difficult to assess.
Moreover, approximating flow fields involving shock waves and complex three-dimensional geome-
tries requires a high level of accuracy which appears hard to reach for simplified models. For these
reasons, multi-fidelity methods have not been considered in details in this work.
As regards gradient-based methods, even if an adjoint solver is available in the CFD solver used
in this thesis, the adjoint has not been used due to the signifcant increase in the computational
cost for each simulation. Consequently, gradient-based methods are not explored. As regards
active subspace methods, applying the change of variables to the reduced coordinates may be very
challenging. These functions do not reflect any physical behaviour as they are derived from the
computation of the POD modes. The assumption that each function has a main direction appears
difficult to be validated. Furthermore, each reduced coordinate can have different main directions.
Thus active subspace methods are not explored. At last, quantitative sensibility analysis methods,
such as Sobol’ indices, may help to improve the understanding of the ROMs and to simplify the
training processes.
The major issue regarding non-intrusive ROMs applied to industrial cases relates to the compu-
tational cost of such simulations, as industrial applications usually imply complex phenomena with
a high number of input parameters. Hence, an important number of samples is needed to reach
a satisfactory accuracy. In addition, it leads to a lack in clear statistical validations in term of
accuracy. To the best of the author’s knowledge, statistical validations are very rarely performed in
the literature, as Table 2.1 and Table 2.2 suggest. They indeed require an important supplementary
computation budget which is usually not available. For this reason, the classic way to validate non-
intrusive parametric ROMs is obtained by an a priori estimation error, without any high-fidelity
computation, or by computing few simulations not to close from the training samples [141, 75, 76].
This trend is also observed in Table 2.1 and Table 2.2. Therefore, a specific emphasis will be put
in the application of innovative non-intrusive ROMs on industrial-like applications coupled with
statistical validations of the model.
Local methods, both domain and parameter space decomposition, appear very promising. Usu-
ally, the flow around an aircraft encounters discontinuities in both space and the parameter domain
during a mission, as the flow can be either subsonic or transonic in function of the speed but also
in function of the angle of attack. The shocks present in the transonic regime are responsible of
strong discontinuities in space domain. In the context of intrusive ROMs, the parameter space
decompositon has only be developed for analytical cases, integrated quantities [202], or simple
academical cases [163]. The only development of non-intrusive local methods concerns the field of
aero-icing [210, 211]. All these elements emphasize the possibility to develop new parameter space
decomposition for the specific aerodynamic applications. Hence, investigating these methods are
going to be central in this thesis with the development of the Local Decomposition Method (LDM),
which couples machine learning algorithms with classical surrogate models in order to decompose
the parameter space.
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Authors Year Generalimprovement
Local
Method
Statistical
validation Fields
Bui-Thanh et al. [24] 2003 3 pts Aerodynamics
Bui-Thanh et al. [25] 2004 2 pts Aerodynamics
Mifsud [150] 2008 2 pts Aerodynamics
Qamar and Sanghi [166] 2009 / Aerodynamics
Mifsud et al. [152] 2010 2 pts Aerodynamics
Zimmerman et al. [214] 2010 2 pts Aerodynamics
Braconnier et al. [22] 2011 X 16 pts Aerodynamics
Fossati and Habashi [75] 2013 X 4 pts Aero-icing
Iuliano and Domenico [102] 2013 X 50 pts Aerodynamics
Malouin et al. [141] 2013 X 4 pts Aerodynamics
Walton et al. [199] 2013 1 freq Aerodynamics
Zimmermann [213] 2013 X / Fluid dynamics
Kato and Funazaki [111] 2014 LOO Turbomachinery
Toal [186] 2014 X 80 pts Turbomachinery
Franz [76] 2015 X 10 pts Aerodynamics
Qiu and Bai [167] 2015 10 pts Aerodynamics
Chen et al. [36] 2015 LOO Aerothermal
Fossati [74] 2015 X LOO Aerodynamics
Zhan et al. [210] 2015 X LOO Aero-icing
Zhan et al. [211] 2016 X LOO + 4 pts Aero-icing
Dolci and Arina [51] 2016 14 pts Aerodynamics
Xiao et al. [204] 2016 / FSI
Benamara et al. [14] 2016 X LOO Aerodynamics
Margheri and Sagaut [143] 2016 / Fluid dynamics
Verveld et al. [193] 2016 LOO Aerodynamics
Xiao et al. [205] 2017 X / Aerodynamics
Wang et al. [200] 2018 1 pt Combustion
Roy et al. [174] 2018 X LOO Turbomachinery
Dupuis et al. [54] 2018 X 300 pts Aerodynamics
Dupuis et al. [53] 2018 X 300 pts Aerodynamics
Table 2.1: Summary of non intrusive ROMs, part I. (FSI: Fluid Structure Interaction)
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Authors Analyticalcases
Academical
cases
Industrial
cases Comments
Bui-Thanh et al. [24] X First application
Bui-Thanh et al. [25] X Gappy POD
Mifsud [150] X Kernel PCA
Qamar and Sanghi [166] X X Extrapolation marching
Mifsud et al. [152] X Supersonic
Zimmerman et al. [214] X Residual minization
Braconnier et al. [22] X X Resampling
Fossati and Habashi [75] X X Bayesian Kriging
Iuliano and Domenico [102] X Zonal method
Malouin et al. [141] X Multi-fidelity
Walton et al. [199] X Unsteady
Zimmermann [213] X GEK
Kato and Funazaki [111] X Optimization
Toal [186] X Multi-fidelity
Franz [76] X X Manifold learning
Qiu and Bai [167] X Variable geometry
Chen et al. [36] X Hypersonic
Fossati [74] X X Bayesian Kriging
Zhan et al. [210] X Local method
Zhan et al. [211] X Local method
Dolci and Arina [51] X X Optimization
Xiao et al. [204] X X RBF
Benamara et al. [14] X Multi-fidelity/resampling
Margheri and Sagaut [143] X X X Uncertainty quantification
Verveld et al. [193] X Aeroelasticity
Xiao et al. [205] X Zonal method
Wang et al. [200] X Unsteady
Roy et al. [174] X X Resampling
Dupuis et al. [54] X X LDM
Dupuis et al. [53] X LDM
Table 2.2: Summary of non intrusive ROMs, part II.
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CHAPTER 3
Non-intrusive reduced-order model based on POD
Résumé
Ce chapitre fournit une introduction étendue de l’ensemble des méthodes nécessaires à la con-
struction d’un modèle réduit. Cette dernière se décompose généralement en six étapes :
• le plan d’expérience, ou Design of Experiments (DOE) en anglais, qui détermine les
points d’entrainement ;
• le calcul haute-fidélité de ces points d’entrainement ;
• la réduction de dimension qui calcule les bases propres et les coordonnées réduites
via la POD ;
• la régression dans l’espace des paramètres des coordonnées réduites ;
• le réechantillonnage adaptif (optionnel) ;
• les prédictions avec le modèle réduit assemblé.
La section 3.2 détaille les éléments mathématiques à l’origine de la Décomposition Orthog-
onale aux valeurs Propres. Elle insiste sur sa formulation en dimension finie et son application
sur un maillage.
La section 3.3 présente différentes méthodes de régression : la régression polynomiale, la
régression à base de machine à vecteurs de support, les réseaux de neurones, les fonctions à
base radiale et les processus gaussiens. Ces derniers sont identifiés comme la méthode la plus
performante dans le cadre de la régression de coordonnées réduites pour des problèmes de
mécanique des fluides. En effet, ils sont particulièrement performants lorsque le nombre de
paramètres d’entrée et le nombre de points d’entrainement sont faibles. De plus, ils peuvent
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apprendre des fonctions complexes et fournissent une estimation de la variance en chaque
prédiction.
La section 3.4 décrit les plans d’expériences. Différents outils statistiques sont introduits
afin de mesurer leur qualité puis un large panel de plan d’expériences est présenté : factoriel,
maximin et minimax, hypercube latin ou encore séquences à faible discrépance. Ces dernières
se sont montrées être les plus adaptées aux modèles réduits. Effectivement, elles possèdent
à la fois des propriétés déterministes, séquentielles (le nombre de points peut être augmenté
de manière séquentielle sans altérer les propriétés du plan d’expérience) et de remplissage de
l’espace des paramètres.
Enfin, la section 3.5 définit des métriques de validation des modèles de substitution : coeffi-
cient de prédictivité, erreur quadratique moyenne ou encore erreur normalisée. Ces métriques
peuvent être calculées par différentes stratégies. La plus simple consiste à séparer les points
de calculs en une base d’entrainement servant à construire le modèle de substitution et une
base de test permettant, comme son l’indique, de le tester. Une autre méthode très populaire,
la validation croisée, construit plusieurs modèles de substitution en utilisant à chaque fois des
bases d’entrainement et de test différentes et estime la qualité du modèle en faisant la moyenne
de la métrique. Cette méthode présente comme principal avantage d’utiliser l’ensemble des
points de calculs dans la construction et l’évaluation du modèle.
This chapter presents a general method to build non-intrusive reduced order models (ROMs)
based upon POD. As mentioned in the introduction, non-intrusive methods do not need access to
the system of equations modeling physics and do not modify the source code of the simulator. First,
a clear framework for non-intrusive ROM is presented. Then, a broad review of their applications
on fluid and aerodynamics problems illustrates their capabilities and weaknesses. Indeed, simple
flows and geometries do not raise major issues. However the accuracy strongly decreases if non-
intrusive ROMs encounter different flow conditions. Finally, the more classical components used in
building non-intrusive reduced-order models are detailed, such as Dimension Reduction, Design of
Experiments and Numerical Regression.
3.1 General definition of the problem
As regards symbol definitions, capital boldface characters are used for matrices and tensors, lower-
case boldface characters are employed for vectors, and lower-case characters for scalars and numbers.
3.1.1 Notations
As explained in the introduction, the goal of ROMs is to substitute the CFD model in order to
estimate a field of specific quantity of interest f by a numerical approximation f˜ . The quantity of
interest, for example a pressure or a temperature, is written as a function of two inputs: the mesh
coordinate x ∈ R3 and a vector of the input parameters χ ∈ Rp which defines the simulations,
where p is the number of input parameters:
f : R3 ×Rp→R
x × χ 7→f(x,χ). (3.1)
The function f is evaluated on a mesh Ω of size d formed by a list of three-dimensional coordinates,
such as Ω = [x1, · · · ,xd]T ∈ Rd×3, where xi indicates the coordinate of the i-th point of the mesh,
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which can also be one or two dimensional with no loss of generality. Figure 3.1 illustrates computer
experiments.
The components of the vector χ correspond to specific attributes of the CFD simulations, such
as the value of a boundary condition, the nature of the flow or a numerical parameter. Building
a surrogate model is based on training samples (also called training set, training data or training
sampling), generated from results of several CFD simulations. In other words, quantities of interest
are computed on the mesh for n different training input parameters χt, forming the training set of
input parameters:
Xt = [χt1 , · · · ,χtn ]T ∈ Rn×p. (3.2)
The training snapshot matrix St regroups the quantities of interest on the mesh and is defined by:
St =

f(x1,χt1) · · · f(xd,χt1)
...
...
f(x1,χtn) · · · f(xd,χtn)
 ∈ Rn×d. (3.3)
In the interests of simplifying notations, the mesh is ommitted as it remains constant in our
applications. The vector-valued function f of the quantities of interest is defined by:
f : Rp→Rd
χ 7→f(χ). (3.4)
The same simplification is applied on the training snapshot matrix, which can be rewritten in a
shorter form:
St =

f(χt1)
...
f(χtn)
 ∈ Rn×d. (3.5)
One introduce as well the fluctuating quantity f ′ where the mean snapshot has been subtracted :
f ′(χ) = f(χ)− E[f(χ)] = f(χ)−
∑n
i=1 f(χi)
n
, (3.6)
and its corresponding matrix S′t:
S′t =

f ′(χt1)
...
f ′(χtn)
 ∈ Rn×d. (3.7)
Once trained, the surrogate model aims at computing the snapshot matrix of the predictions Sp
for the set of prediction sample Xp = [χp1 , · · · ,χpm ]T :
Sp =

f˜(χt1)
...
f˜(χtm)
 ∈ Rm×d, (3.8)
where m is the number of predictions (the size of the prediction set Xp) and f˜ is the vector-valued
function of the surrogate model evaluating the quantity of interest on the mesh Ω. It has the same
definition 3.4 than f .
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Figure 3.1: Computer experiments.
3.1.2 Global picture of the classical method
This section provides a global picture of the non-intrusive ROMs. Figure 3.2 depicts the workflow
of the process as it has been widely employed in the literature, in particular for aerodynamics
applications.
The first step of any ROM starts with the exploration of the domain in order to find regions of
main interest, such as high gradients, peak values, or stable regions. The exploration is carried out
by generating an initial sampling, also called initial Design of Experiments, composed of an a priori
training set Xt. It aims to provide a space-filling of the input space parameters which extracts
the maximum amount of information. In other words, the DOE can be defined as a selection
of samples in the parameter space, which are used to define physical or numerical simulations to
extract meaningful information on the input-output relationship. The DOE aims at filling up the
domain as evenly as possible. The notion of DOE is discussed extensively in a next section.
Computationally expensive high fidelity simulations are then computed at the DOE’s samples,
forming the training snapshot matrix St. The dimension of the latter is then reduced by typical
approaches determining an orthonormal basis φ. Then the large system can projected onto this
reduced space to derive the reduced-order model. Therefore, the basis vectors φ of size M , upon
which the quantity of interest f can be expanded, is computed. They represent generally the main
behaviors of the high-fidelity model and the projection of f provides the corresponding coefficient in
the basis, called reduced coordinates a. In particular, the proper orthogonal decomposition (POD)
has become a popular method of deriving the orthonormal basis.
Determining the reduced coordinate values for an untried set of input parameters represents
one of the central issues of surrogate models. A classical and proven solution consists of using a
regression method, such as Gaussian Process Regression (GPR) or Radial Basis Function (RBF).
Finally, extra samples can be computed to improve the accuracy of the model. This step, called
resampling is generally managed by an estimation of a quality criterion. Lastly the process ends
by building the final form of the surrogate model f˜ .
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Figure 3.2: Flowchart of the POD/GPR method.
This non-intrusive ROM method is the common basis of the further developments presented in
this thesis and serves as a reference for assessing different methods. The following sections give a
review of how such methods have been applied, introduce the mathematical formalisms and provide
details on each step of the process.
3.2 Dimension reduction by Proper Orthogonal Decomposition
POD is a linear method based on the identification and extraction of coherent structures (or main
directions) for a given data set by solving an eigenvalue problem providing an eigen-basis. It can
be shown this latter gives an optimum basis in term of energy representation [44]. This means for a
given number of basis vectors, called modes, the POD contains more energy than any other basis.
All the reduced-order process of POD results in the computation and the selection of a few number
of these modes containing a very large amount of energy. The remaining modes are cut off. Each
basis vector is associated with a scalar value, also called reduced coordinate, which depends on the
parameter space.
Although POD is a linear procedure, there is no assumptions about the linearity of the system,
which can explain its popularity in data analysis and model reduction. Moreover, two main versions
of the POD exist: the continuous POD and the discrete POD. While the first version is associated
with a theoretical framework, best suited to a broad analysis and the derivation of the main
properties, the discrete version has been developed to perform computations and to be implemented
in a practical manner. Indeed, the outputs of the computation codes are usually discretized in order
to evaluate the partial differential equations (finite element methods, finite volume methods, etc...).
As a first step, the continuous problem and the main properties will be presented in the sec-
tion 3.2.1. Then, the discrete POD and the Singular Value Decomposition (SVD) will be discussed
in section 3.2.2. Finally, practical computational aspects are discussed.
3.2.1 Introduction to the continuous problem
In order to remain consistent with the abundant literature about POD, Equation 3.1 is rewritten,
only for the POD section, by substituting the parameter χ by the time t ∈ T , where T is an
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interval of time. The function z is introduced such as:
z : Ω× T →R
x × t 7→f(x, t). (3.9)
All the following derivations remain valid for the input parameter χ, only some operators must be
slightly adapted.
The central idea of POD is to reduce the information by expending the function z into K basis
functions, such as:
z(x, t) ≈
K∑
k=1
ak(t)φk(x), (3.10)
where ak is the scalar reduced coordinate associated with the k-th POD mode φk. The limit of
the decomposition, as K approaches the infinity, is z. However, this decomposition is not unique.
Therefore, several specific conditions have been imposed to the basis functions in order to uniquely
determine φ and ak:
- The basis functions have been chosen as orthonormal. The definition of the inner product
(·) introduces the domain D, which can indifferently be the time interval T or the mesh Ω.
In the same way, the variable s can be the time variable t associated with T or the space
variable x associated with Ω. This imprecise definition is used in order to remain as general
as possible. The choice for D, between space and time, leads to two different computation
methods of the POD basis, detailed in the section 3.2.2. By considering the inner product (.)
of the square-integrable functions L2(D), the orthonormality leads to:
(φi(x), φj(x)) = δi,j , ∀x ∈ R3, ∀i, j ∈ [1,K]2, (3.11)
where δi,j is the Kronecker delta symbol:
δi,j =
1 if i = j0 if otherwise ,∀i, j ∈ [1,K]2. (3.12)
- The basis functions are seen as optimal in terms of the representativeness of the data, they
are the most “probable” realizations of the data [44]. The interpretation of this property will
lead to two equivalent approaches detailed in the following part.
A direct application of the inner product between the decomposition 3.10 and the basis functions
φk gives directly the expression of the reduced coordinates ak:
ak(t) = (z(x, t), φk(x)),∀k ∈ [1,K]. (3.13)
3.2.1.1 Two equivalent representations
The POD has been presented in the literature in two different ways: as an approximation
method [34] and as seeking the best correlated structures on average with the realizations [138].
The first way of expressing POD is written on the form of a minimization problem:
min
φ1,··· , φK
〈∥∥∥∥∥z(x, t)−
K∑
k=1
ak(t)φk(x)
∥∥∥∥∥
2
2
〉
,
subject to (φi, φj) = δi,j ,
(3.14)
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where ‖·‖ defines the norm on L2(D) corresponding to the inner product (·, ·) and where the angle
brackets 〈·〉 denote the appropriate average for the problem under consideration. The objective is
to find the orthonormal basis functions φi such as the projection of z into the subspace generated
by the K basis functions is the best approximation, given by the minimal mean square error. A
geometrical interpretation can also be given where the minimal mean distance between z and its
projection into the subspace generated by the K basis functions is sought.
The second way of expressing POD aims at maximizing the mean projection of the function z
into the orthonormal basis function φ1, · · · , φK , leading to the following maximization problem [67]:
max
φ1,··· , φK
K∑
k=1
〈
|(z(x, t), φk)(x)|2
〉
,
subject to (φi, φj) = δi,j ∀i, j ∈ [1,K]2.
(3.15)
The approximation 3.14 and the problem of best correlated structures 3.15 are shown to be similar,
given rise to an eigenvalue problem [180, 92, 196]. For this reason, only derivations for the coherent
structures approach ginven in Equation 3.15 are detailed in the following section. Interested readers
can refer to [34, 44] for details on the approximation problem.
3.2.1.2 The Fredholm equation
The problem 3.15 is simplified by seeking only the basis function φ given the maximum projection
of z:
max
φ
〈
|(z(x, t), φ)|2
〉
,
subject to (φ, φ) = 1.
(3.16)
Solving this problem introduces the auto-correlation operator R:
R : L2→L2
φ 7→Rφ, (3.17)
where
Rφ : R→R
s 7→Rφ(s) =
∫
D
R(s, s′)φ(s′)ds′,
(3.18)
with R(s, s′) = 〈z(s)⊗ z(s′)〉. It can be shown that R is a self-adjoint and non negative operator.
Indeed, the calculation of (Rφ, φ) gives:
(Rφ, φ) =
(∫
D
R(s, s′)φ(s′)ds′, φ(s)
)
=
∫
D
∫
D
〈z(s)⊗ z(s′)〉φ(s′)ds′φ(s)ds
=
〈∫
D
z(s)φ(s)ds
∫
D
z(s′)φ(s′)ds′
〉
=
〈
|(z, φ)2|
〉
≥ 0, (3.19)
and a direct derivation shows that:
(Rφ, ψ) = (φ,Rψ) ∀φ, ψ ∈ L(D)2. (3.20)
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The commutativity of the spatial and temporal integration operators is assumed. According to the
spectral theorem, a solution to the maximization problem 3.16 exist and must satisfy the following
largest eigenvalue problem [44]:
Rφ = λφ. (3.21)
It can be written on the form of the Fredholm equation:∫
D
R(s, s′)φ(s′)ds′ = λφ(s). (3.22)
As the operator R is linear, self-adjoint, and non-negative, a complete and countable orthonormal
basis {φi}∞i=1 exist, associated with a sequence of nonnegative eigenvalues {λi}∞i=1, such as [44]:
Rφi = λiφi, where i = [1, · · · ,+∞]. (3.23)
The eigenvalues are ranked from highest to lowest:
λ1 ≥ λ2 ≥ · · · ≥ 0 with lim
k→∞
λk = 0. (3.24)
It has been shown that the first K eigenfunctions and eigenvalues are solutions to Equation 3.15
and 3.14 [196]. This results can be interpreted as follows: each basis function φi is solution of Equa-
tion 3.16 where the projection into the previous subspace φi−1 has been subtracted. The rigorous
resolution of the problem 3.23 requires specific mathematical tools. For this reason, the finite-
dimensional case is introduced in following parts, easing the resolution of eigenvalue problems
by employing classical tools from the linear algebra. Nevertheless, before introducing the finite-
dimensional case, several important properties of the POD are emphasized.
3.2.2 Resolution for the finite-dimensional case
In practice, the output of the quantity of interest u is only known for a finite number of values
which build the snapshots matrices defined in the section 3.1.1. The passage from the continuous
case to the finite-dimensional helps to address the practical computation of the POD. For that
purpose, the average operator 〈·〉 and the inner product need to be defined in finite dimension.
Two alternatives are generally presented for the choice of these operators, influencing directly the
size of the eigenvalue problem and yielding to two methods: the direct method and the snapshot
method.
3.2.2.1 Classical method
The integration domain D of the inner product is substituted by Ω and X by the mesh coordinate
x. Moreover, the statistical average is selected as a temporal average defined by:
〈·〉 =
∫
T
.dt. (3.25)
Thus, the Fredholm equation 3.22 can be written as:∫
Ω
1
T
∫
T
z(x, t)z(x′, t)φ(x′)dtdx′ = λφ(x). (3.26)
The time and spatial integrals can be substituted by their discretizations such as:∫
T
f(t)g(t)dt ≈
Nt∑
i=1
f(ti)g(ti), (3.27)
∫
Ω
f(x)g(x)dx ≈
d∑
j=1
Vjf(xj)g(xj), (3.28)
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where Vj is the volume associated with the i-th cell of the mesh with d degrees of freedom. The
discretization modifies an expression of the Fredholm equation for the finite-dimensional case:
1
Nt
Nt∑
i=1
z(x, ti)
d∑
j=1
Vjz(xj , ti)φ(xj) = λφ(x), ∀x ∈ Ω. (3.29)
The matrix notation is introduced and the following eivenvalue problem is obtained:
ZˆZˆTφ = λφ, (3.30)
where Zˆ = (M1/2)TZ andM is a diagonal matrix such asMii = ViNt . In addition, the eigenproblem
can be generalized for all the eigenvalues and not only the highest:
ZˆZˆT = ΦTλΦ, (3.31)
where
Φ = (φ(1), · · · ,φ(n))T . (3.32)
The size of the eigenvalue problem 3.31 is equal to d. In a typical industrial case, the discretisation
of the spatial scheme involves millions of degrees of freedom. Therefore, a direct calculation results
in a significant computational cost. Another method, the snapshot method, is presented in the
following section. This approach proposes to solve an eigenvalue problem of size Nt. Therefore,
if the time discretization is much smaller than the spatial discretization, an important amount of
calculation time can be saved.
3.2.2.2 Snapshot method
The snapshot method has been introduced by Sirovich [180]. The central idea is to expand the
spatial basis function φ as a linear combination of the snapshots:
φ(x) =
Nt∑
k=1
a(tk)z(x, tk). (3.33)
The Fredholm equation 3.22 can be rewritten as:∫
Ω
R(x,x′)φ(x′)dx′ = λφ(x), (3.34)
where the spatial correlation tensor R is expressed as follow with an ergodicity assumption:
R(x,x′) = 1
T
∫
T
z(x, t)z(x′, t)dt
= 1
Nt
Nt∑
k=1
z(x, tk)z(x′, tk). (3.35)
Equation 3.33 and 3.35 are substituted in the Equation 3.34:
1
Nt
Nt∑
k=1
Nt∑
l=1
(∫
Ω
z(x′, tk)z(x′, tl)dx′
)
a(tk)z(x, tk) = λ
Nt∑
k=1
a(tk)z(x, tk). (3.36)
As expressed in [44], Equation 3.36 provides a sufficient condition such as a(tk) is solution of the
Fredholm equation:
Nt∑
l=1
(∫
Ω
z(x′, tk)z(x′, tl)dx′
)
a(tk)z(x, tk) = λa(tl), ∀l ∈ [1, · · · , Nt]. (3.37)
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This equation can be interpreted as the symmetric of the classical POD [44], where the integration
domain D of the inner product is substituted by Γ and X by the time t. Moreover, the statistical
average is selected as a spatial average defined by:
〈·〉 =
∫
Ω
·dx. (3.38)
The final eigenvalue problem in finite dimension is allowed by the discretization of the integral and
is written as:
ZˆT ZˆA = λA, (3.39)
where A = [a(t1) · · · a(tNt)]T is the matrix of the reduced coordinates. Finally, the problem can
be written in matrix form for all eigenvalues:
ZˆT Zˆ = ATλA. (3.40)
The last transformation ends up with an eigenvalue problem of size Ns, much more efficient in term
of computational cost if Ns << d.
3.2.3 Singular value decomposition
The two eigenvalues problem given by Equation 3.31 and Equation 3.40 can be solved by a classical
eigen decomposition. However, a very classical alternative method, called the singular values de-
composition (SVD), is introduced in this section. A matrixB ∈ Rm×n can be uniquely decomposed
as:
B = UΣV T , (3.41)
where U and V are respectively m×m and n×n unitary matrix and Σ is a m×n diagonal matrix
defined by:
Σii = σi, ∀i ∈ [1, · · · ,min(m,n)]. (3.42)
The σi are called singular values. They are sorted in a descending order and are non-negative.
The SVD is closely related to the eigendecomposition of a matrix. The SVD is applied to Zˆ. A
straight derivation shows that the columns of U are the eigenvectors of ZˆZˆT :
ZˆZˆT = UΣV T (UΣV T )T = UΣV TV ΣTUT = UΣΣTUT . (3.43)
Similarly, the columns of V are eigenvectors of ZˆT Zˆ:
ZˆT Zˆ = V ΣTUTUΣV T = V ΣTΣV T . (3.44)
Equation 3.43 and Equation 3.44 can be identified respectively with the eigenvalue Equation 3.31
and Equation 3.40 as the matrices are real symmetric matrices. It gives for the classical method:
U = φT
ΣΣT = λ,
(3.45)
and for the snapshot method:
V = AT
ΣTΣ = λ.
(3.46)
It can be noted the the eigenvalues for both ZˆZˆT and ZˆT Zˆ are equal to the square root of the
singular values. Thus, a link between eigenvalue problems and SVD is established. Nevertheless, a
closer relationship exists between SVD and POD as shown in the following section.
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3.2.3.1 Link with the POD
Let introduce the inner product (·, ·)M in the finite dimensional case defined by:
(A,B)M = ATMB. (3.47)
The associated norm is given by ‖A‖M = (A,A)M =
∥∥∥(MT )1/2A∥∥∥
2
. The approximation prob-
lem 3.14 can be written in a finite dimension case [67]:
min
φ1,··· , φK
Nt∑
i=1
∥∥∥∥∥z(ti)−
K∑
k=1
(zi,φk)Mφk
∥∥∥∥∥
2
M
,
subject to (φk, φk)M = δi,j .
(3.48)
It is possible to reformulate 3.48 as a problem of the best representation of the matrix Zˆ in the
sense of the Frobenius norm, defined by ‖U‖2F =
∑N
k=1 ‖Uk‖22:
min
Φˆ
∥∥∥Zˆ − ΦˆΦˆT Zˆ∥∥∥2
F
,
subject to ΦˆTΦ = I,
(3.49)
where Φˆ = (M1/2)TΦ. The solution of the problem 3.49 is given by the Eckart-Young theorem [58]
which states that for any matrix B ∈ R?×?, the solution of the minimization problem:
min
rank(X)≤k
‖B −X‖2F = ‖B −Bk‖F (3.50)
is given by Bk, the truncated singular value decomposition of B defined by Bk = UkΣkV Tk .
The theorem is applied to Zˆ. The comparison of UkΣkV Tk and ΦˆΦˆT Zˆ provides a linear system
computing the POD basis Φ:
(M1/2)TΦ = UK . (3.51)
Therefore, computing the truncated SVD of Zˆ gives a direct access to the values of the POD basis.
A method to estimate the rank K given to Zˆ is discussed in the section 3.2.4.
3.2.3.2 Iterative SVD
In practice, all the snapshots are not necessarily available at the same time. Therefore, an incremen-
tal version of the POD basis computation has been developed [21], based on an iterative SVD [149].
The snapshot matrix S:k is composed of the first k snapshots, such as S:k = [S1, · · · , Sk]T . The
associated SVD is given by S:k = U:kΣV T:k . The k + 1-th snapshot is assumed to be available and
is added to S:k to build S:k+1 = [S:k, sk+1]T . This iterative process is very useful for the error
estimation step, based on cross-validation described in the section 3.5.3.
3.2.3.3 Computational aspects
Eigen-decomposition and singular value decomposition have their own advantages and drawbacks
summarized in Table 3.1. In practice, SVD is used due to its sequential capability and better
precision for smallest eigenvalues.
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POD computation
method Characteristics
Eigen Decomposition
+ Fast computations of the eigen-vectors
- Low precision on the calculation of the smallest eigen-
values
- No sequential computation (upgrading or downgrad-
ing) of the POD basis
Singular Value
Decomposition
+ Better precision on the calculation of the smallest
eigen-values
+ Capable of sequential computation (upgrading or
downgrading)
- Slower computation of the singular vectors
Table 3.1: Eigen Decomposition and Singular Value Decomposition characteristics [21]
.
3.2.4 Dimension reduction
One of the POD interests lies in approximating a vector-valued function with a limited number
of basis functions while keeping a low approximation error, due to the fact that the dimensional
space of the snapshots is usually sparse in a L2 sense. This truncation error between the true
function z and its expansion into the basis function at the M -th index is directly given by approx-
imation Equation 3.14. This latter can be analytically computed, since Equation 3.10 is exact as
K approaches the infinity: 〈∥∥∥∥∥z(x, t)−
M∑
k=1
ak(t)φk(x)
∥∥∥∥∥
2
〉
=
K∑
k=M+1
λk. (3.52)
However, this expression is seldom used in practice. The main heuristic criterion is to consider the
ratio of captured energy, which means finding a scalar M such as for a given amount of energy
ratio : ∑M
k=1 λk∑K
k=1 λk
> . (3.53)
The term “ratio of captured energy” comes from the fact that the sum of eigenvalues is related
to the sum of the squared mean of the reduced coordinates [44]. In the context of flow analysis,
the POD is usually applied to velocity components, therefore the sum of the eigenvalues ∑Mk=1 λk
is interpreted as the mean energy captured by the first M POD modes. A classic ratio of energy
found in literature is 0.99 [43, 180].
Cordier and Bergmann [43] have shown that a Computational Fluid Dynamics (CFD) simulation
with a compression ratio of 90% is obtained by taking POD modes containing 99% of turbulent
energy. In addition, it is noticeable that ∑Mk=1 λk is easily computed with the matrix trace tr:
M∑
k=1
λk = tr
(
ZˆT Zˆ
)
. (3.54)
An example of POD application in the field of aerodynamics is given by Bui-Thanh et al. [23].
Inviscid steady-state CFD is performed on a NACA 0012 airfoil for Mach numbers from 0.75 to
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0.85 divided into 20 uniform intervals and angle of attack from 0° to 1.25° and divided into 10
uniform intervals) for a total of 231 simulations.
Figure 3.3 shows a pressure contour prediction for a Mach number of 0.812 and a angle of attack
of 1.1°. The first five POD modes contain already a rough estimate of the pressure field while the
first 35 modes (on the 231 modes available) represent very precisely the CFD simulation with a
good dimension reduction.
(a) Five modes. (b) Thirty modes. (c) Thirty five modes.
Figure 3.3: Pressure field for Mach number = 0.812 and an angle of attack of 1.1 with different
number of modes retained. The dotted line corresponds to the POD reconstruction and solid line
to the CFD. Credit from Bui-Thanh et al. [23].
3.3 Determining the reduced coordinates at untried parameters
The previous sections have detailed theoretical and practical aspects of the POD. In particular,
the methods to compute the basis vectors and reduced coordinates have been explained. However,
the reduced-order model remains to be built in order to generate the prediction points Xp. As
explained in the introduction, the central idea of ROMs using POD is to represent the function
f only with its projection onto the POD basis. By assuming M POD basis vectors are invariant
with respect to the input parameters, the surrogate f˜ is fully defined by approximating the reduced
coordinates. There exist several methods to approximate these values.
The reduced coordinates ak have been computed at a small number of training parameters
whereas the analysis of the deterministic high-fidelity model for various input conditions requires
a continuous evaluation over the input parameter space. Intrusive approaches have been quickly
explained in the introduction and they fall out of the scope of this work. Therefore, the data-fit
methods are well-suited for this kind of problem as they are non-intrusive. The final function f is
fully approximated by building M data-fit models a˜, one for each reduced coordinate, such as:
f(χ) ' f +
M∑
k=1
a˜k(χ) φk, ∀χ ∈ Rp. (3.55)
The approximations can be regression-based or interpolation-based. By following the same formal-
ism than for the function f of the quantity of interest, the training reduced coordinate vector ak
is defined as:
ak = [ak(χt1), · · · , ak(χtn)]T ∈ Rn. (3.56)
In this section, we discuss different data-fit methods used to generate non-intrusive ROMs.
In this context, data-fit approaches aims at building an estimator a˜k of reduced coordinates ak,
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which can be seen as a black box function. The most popular methods in the surrogate modeling
literature are formed of polynomial regressions, Radial Basis Function, Support Vector Regression,
and Gaussian Process Regression (GPR) [73]. A particular emphasis is given to this latter in a
specific section.
3.3.1 Polynomial regression
The polynomial regression is usually considered to be the simplest method. The mathematical
formalism of the one dimensional polynomial regression is presented. Let consider only in this part
that each training sample is one dimensional, thus p = 1 and Xt ∈ Rn×1. The generalization for
p > 1 can be founded in Fang et al. [69] for instance.
The classical one dimensional polynomial regression a˜k of order m is written as follows:
a˜k(χ,w) = w0 + w1.χ+ w2χ2 + . . .+ wmχm =
m∑
i=0
wi.χ
i, ∀χ ∈ R. (3.57)
The vector of weights w = [w0, w1, · · · , wm] remains to be determined. The weights are computed
by fitting the polynomial to the training data. The principle of least squares consist in minimizing
an error function J , also called cost function, which is introduced as:
J(w) = 12n
n∑
i=1
[ak(χti ,w)− a˜k(χti ,w)]2 = ‖A−wV ‖ , (3.58)
where V is the Vandermonde matrix defined such as [73]:
V =

1 χt1 χ2t1 · · · χmt1... ... ... ...
1 χtn χ2tn · · · χmtn
 ∈ Rn×m. (3.59)
The expression of the cost function J represents the sum of squares of the errors between the
predictions a˜k for each training point χt and the associated true values ak. The value of w∗ which
minimizes the cost function is called the ordinary least squares estimator for w and solves the
following problem:
w∗ = min
w
J(w). (3.60)
The least squares problem can be solved analytically by setting the gradient of J to zero:
∇J(w∗) = 0⇔ V TV w = V TA. (3.61)
The inversion of the matrix V TV yields to:
w∗ = (V TV )−1V TA. (3.62)
If the matrix inversion of V TV appears computationally very intensive, the minimization problem
in Equation 3.60 can be solved numerically, for example with gradient descent algorithms.
However, the key parameter m, the order of the regression, is unknown and remains undeter-
mined. It is usually fixed by the user. Form = 1, 2 and 3, linear, quadratic and cubic regressions are
respectively obtained. These low-order polynomials are also referred to as Response Surface Meth-
ods [153] if they are built in some relatively small regions of the parameter space. One would think
that more complex is the model (and more m is higher) smaller is the model error. Nevertheless,
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from a given threshold level of m, increasing the order increases the error. This phenomenon, also
called overfitting [124], explains that the relation between model complexity and model error is not
strictly proportional. Figure 3.4 gives an example where the cost function J continuously decreases
with the polynomial order m but for the high orders the polynomial regression differs strongly from
the target solution. It can interpreted as an example of the bias-variance tradeoff [18]. For low
polynomial orders, smooth and simple model are built with high bias and low variance while for
high polynomial orders, complex models with high variance are generated. The latter are prone to
overfitting as they are also learning the noise of the function. Therefore, a tradeoff in the complex-
ity of the model must be found. In the example of Figure 3.4, a third order regression captures
well the overall trend of the function even if small errors remain. The phenomenon of overfitting
also exists for other regression methods.
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(a) First order.
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(b) Third order.
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(c) Twelfth order.
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(d) Fifteenth order.
Figure 3.4: Overfitting illustration
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A classical solution overcoming overfitting consists of introducing a penalty term λ in the cost
function J :
J(w) = 12n
n∑
i=1
[ak(χti ,w)− a˜k(χti ,w)]2 + λ ‖w‖2 , with λ > 0. (3.63)
Such methods are called regularization or shrinkage. The particular case of polynomial regressions is
called ridge regression and the use of penalization for neural networks is called weight decay [78, 18].
Choosing λ is not obvious but allows to control the overfitting. While specific values can reduce,
or even suppress, overfitting, large values of λ lead to a very poor fit of the regression model as the
term related to the training data becomes negligible compared to the penalization term.
Generalizing the multivariate case increases dramatically the number of polynomial basis of the
expression. For example, a second-order polynomial model is expressed as follows for an input
parameter χ of size p:
a˜k(χ,w) = w0 +
p∑
i=1
wi.χti +
p∑
i=1
p∑
i=1
wij .χtiχtj , ∀χ ∈ Rp, (3.64)
where w = [w0, · · · , wp, w1,1, · · · , w1p, w2,1, · · · , wpp]. Increasing the order of the multivariate poly-
nomial regression increases the complexity of the surrogate model and may lead to numerical issues,
as several polynomial basis can be collinear. For this reason, it is preferred to use orthogonal poly-
nomial models instead of the canonical basis, such as spline of wavelets to approximate periodic
functions [69]. In addition, the data size required to fully define the linear system increases ex-
ponentially with m and the dimension of the size of the input variables p. For instance, fitting
a problem of ten dimensions will require 11 samples for a linear regression and 286 samples for a
cubic regression [3].
In conclusion, polynomial regressions have several major drawbacks: their incapacity of fitting
high-dimensional problem and intrinsic features not suited for non-linear functions. Nevertheless,
polynomial regressions can be used advantageously for noise filtering. Moreover, their easy inter-
pretation, implementation, and mathematical manipulation (to compute derivatives for example)
represent an important and popular advantage.
3.3.2 Support vector regression
Support Vector Machine (SVM) has firstly be introduced as a supervised learning algorithm for
classification problems [18]. In 1997, a regression version called Support Vector Regression (SVR)
was proposed by Drucker et al. [52]. Excellent performances were obtained by this method in
regression and time series prediction [182]. SVR defines a set of basis functions centered on the
training data points and allows a training error. One of the main property is that only a part of
the points are selected and used during the training phase, leading to a sparse model.
3.3.2.1 Basic form and problem formulation
The general form of SVR is given by a sum of basis function φ weighted by wi and added to a bias
µ:
a˜k(χ) = µ+
n∑
i=1
wi.φ(χ,χi). (3.65)
For the sake of simplicity, mathematical expressions are derived for the linear case, where φ(χ) = χ,
and given in a matrix format:
a˜k(χ) = µ+wT .χ, with w = [w1, · · · , wn]T . (3.66)
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Just as the polynomial regression, the weight vector w and bias µ are unknown and have to
be determined. SVR is built as an hyperplan given by the equation µ + wTχ and fitted to the
data with a given tolerance margin . SVR is sought to generate predictions with good general-
ization properties: an approximation with, at most, a deviation of  from the training data and
with the minimum complexity [73]. The latter expression can be understood as a weight vector
with the minimum norm, just as the penalization term of the polynomial regression. Indeed, the
formulation of the linear SVR can be seen as a penalized polynomial regression where the quadratic
error is replaced by an error function, given zero if the prediction is in an interval of size 2 and
centered around the training data. These characteristics can be written in a mathematical form as
a minimization problem of the vector norm of w constrained by the training error contained in an
 interval [182]:
min 12 ‖w‖2 ,
subject to
ak(χi)−wTχi − µ ≤ 
wTχi + µ− ak(χi) ≤ 
.
(3.67)
However the existence of the solution is not guaranteed for the problem 3.67. For instance, if  is
too small there is no solution. For this reason, a new optimization problem is created by introducing
slack variables ξ+ and ξ− allowing violation of some constraints, as illustrated in Figure 3.5a. A
positive constant C is introduced to define a trade-off between the flatness of the model and the
tolerance of model error greater than . It can be seen as a penalization term and gives the new
optimization problem:
min 12 ‖w‖2 + C
n∑
i=1
(ξ+i + ξ−i ),
subject to

ak(χi)−wTχi − µ ≤ + ξ+i
wTχi + µ− ak(χi) ≤ + ξ−i
ξ+i , ξ
−
i ≥ 0
.
(3.68)
3.3.2.2 Dual problem
The corresponding Lagrangian L of Equation 3.68 is given by:
L =12 ‖w‖2 + C
n∑
i=1
(ξ+i + ξ−i )− C
n∑
i=1
(η+i ξ+i + η−i ξ−i )
−
n∑
i=1
α+i (+ ξ+i − ai +wTχi + µ)
−
n∑
i=1
α−i (+ ξ−i + ai −wTχi − µ),
(3.69)
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+−
ξ+
ξ−
(a) Constraint function and slack variables.
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Figure 3.5: Illustration of the SVR.
where α+, α−, η+ and η− are Lagrange multipliers. By differentiating with respect to w, µ, η+
and η−, the resolution of the saddle point of L leads to the dual problem formulation:
max −
n∑
i=1
(α+i + α−i ) +
n∑
i=1
yi(α+i − α−i )−
1
2
n∑
i,j=1
(α+i − α−i )(α+j − α−j )χTi χj
subject to

∑n
i=1 ai(α+i − α−i ) = 0
0 ≤ α+i ≤ C
0 ≤ α−i ≤ C
.
(3.70)
In addition, the final expression of the SVR is given by:
a˜(χ) = µ+
n∑
i=1
(α+i − α−i ).χTχi (3.71)
The dual problem is solved by quadratic programming algorithms. Describing such algorithms is
out of the scope of this chapter. Details on quadratic programming algorithms applied to SVM can
be found in [182, 18].
Important comments can be made on dual problem in Equation 3.70 and on the final expression
of the SVR given in Equation 3.71. First, one can note that SVR is defined only by a linear
combination of training data χi independently of the dimension of the input space. Then, applying
Karush-Kush-Tucker (KKT) conditions gives extra information to ease understanding of the model.
They state that at the solution of the dual problem, the product of Lagrange multiplier and
constraint is equal to zero, such as:
(C − α+i )ξ+ = 0
(C − α−i )ξ− = 0
(3.72)
and
α+i (+ ξ+i − ai +wTχi + µ) = 0
α−i (+ ξ−i + ai −wTχi − µ) = 0.
(3.73)
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Firstly, Equation 3.72 shows that if the sample point is outside the -tube (which mean ξ > 0),
then α = C. Then if the sample is within the -tube, both ξ+ and ξ− are equal to zero, leading
to α+ = α− = C. Introducing this result in Equation 3.71, it appears that the samples inside
the -tube vanish of the prediction formulation and only the samples on or outside of the -tube
remain. Thus SVR is only and fully defined by these samples, which are called support vectors,
as illustrated in Figure 3.5b. This concept is central to the practical applicability of SVR, as the
complexity of the model depends only on the number of support vectors. Indeed, once the model
is trained, a significant proportion of the training data can be discarded. Only the support vectors
must be retained to generate the predictions [18].
The expression of the coefficient µ is given by Equation 3.73. If the sample χi lies on or outside
the epsilon-tube, there are two possibilities: the sample is above the tube or below the tube, leading
respectively to [73]:
α+i = 0
µ = ai +
n∑
i=1
(α+i − α−i )χTi χp + 
(3.74)
or,
α−i = 0
µ = ai +
n∑
i=1
(α+i − α−i )χTi χp − 
. (3.75)
Finally, the constants C and  have to be chosen as they influence directly the shape of the
model. A small constant C will lead to a flat prediction due to a greater importance attached
to the minimization of w, while a large constant will lead to smaller slack variables and thus a
model closer to the data. Figure 3.6 illustrates the behavior of the SVR with a non-linear kernel
for different C. As regards the error , it quantifies the noise in the data and must be chosen
with prior knowledge of the data or alternatively in a conservative manner in order to avoid large
training errors. If the noise in the data is fully unknown, the error parameter  may be substituted
by the fraction of points lying outside the tube [73]. Methods that automatically adjust  also
exist [182].
3.3.2.3 Non linear feature and kernel trick
For the moment, only the linear case has been explained but small modifications can transform
the formulation to be made non-linear. The main feature to perform this modification is that
the data are used only through inner products. In order to capture more complicated landscapes,
Equation 3.71 is extended by applying non-linear transformation φ to the input. Let consider χ can
be mapped from Rp to a feature space H by an application φ : Rp → H. Usually the dimension of
H is larger than dimension of Rp. However the inner product in high dimension leads to expensive
computation cost. To tackle this issue, inner product is replaced by a function k called kernel
thanks to Mercer Theorem, such as k(χ,χ′) = φ(χ)Tφ(χ′). This function k must satisfy several
properties, in particular: being continuous, symmetric, and positive definite [73].
All equations from the linear case can be rewritten by mapping χ to the feature H. This is
done simply by replacing the inner product φ(χi)Tφ(χ) by k(χi,χ). For example Equation 3.71
becomes:
f˜(χ) = µ+
n∑
i=1
(α+i − α−i )φ(χi)Tφ(χ) = µ+
n∑
i=1
(α+i − α−i ) k(χi,χ). (3.76)
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Figure 3.6: SVR predictions and corresponding RMSE for varying C. The support vectors are
marked with circles and the dashed line corresponds to the  tube. Credits from Forrester et al.
[73].
The ’kernel trick’ refers to the mapping of parameters to feature spaces of higher dimension in
order to ease the computation on high dimensional data, as illustrated in Figure 3.7 for the context
of classification. The following kernel functions are some examples which can be found in the
literature:
Polynomial: k(χ,χ′) = (b+ < χ,χ′ >)d with b ∈ R and d ∈ R+
Sigmoid: k(χ,χ′) = tanh(γ < χ,χ′ > +b) with b, γ ∈ R
Radial Basis Function: k(χ,χ′) = exp(−|χ−χ
′|2
σ2 ) with σ ∈ R
(3.77)
3.3.2.4 Limitations
SVR shows mainly two limitations in the context of surrogate models: the absence of error esti-
mation and the need to estimate a trade-off parameter. To address these issues, other methods
have been developed, in particular the Relevant Vector Machine. This methods fixes a set of basis
function in order to generate a sparser model and introduces a Bayesian formalism. Thus, the set of
free parameters of the SVM is avoided and a probabilistic estimation of the error is given. However,
this latter can take very small values for extrapolating regions outside of the training domain [18].
In addition, Relevant Vector Machine involvces the optimization of a nonconvex function while
SVR requires only to solve a convex problem. Thus, the training times can be longer.
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Figure 3.7: Kernel Trick Illustration. Credit from Zararsiz et al. [209]
3.3.3 Artificial Neural Networks
Artificial Neural Networks (ANN) are designed to emulate the way the human brain would solve
a problem and is generally considered as a black box model due to its complexity. Its definition is
an oriented and valuated graph, made up of a set of basic artificial neurons. Recently, ANN have
gained popularity in the literature due to the massive use of Deep Learning. This specific method
demonstrates a clear superiority in numerous application in pattern recognition and machine learn-
ing, compared to classical methods. However, Deep Learning requires a tremendous volume of
data, which is not the case in the context of this thesis with few and very computationally expen-
sive samples. Nevertheless, classical ANN remains a popular method of regression mainly thanks
to the universal approximation theorem [97], ensuring that a neural network with a single hidden
layer can represent a wide variety of continuous functions under specific assumptions. In addition,
the development of the backward propagation of errors [125] allows to efficiently computes all the
parameter of the network.
3.3.3.1 Basic neuron
The central idea of ANN for regression is to build a linear combinations of input parameter, and
then to apply a nonlinear function on these combination in order to model the quantity of interest.
This part presents the formalism of a neural network with a single hidden layer applies only to
regression problems and not to pattern recognition. A neuron k can be characterized by three basic
elements represented in Figure 3.8:
• the synapses connect the neuron k and each connection j is associated with a weight ωkj
• the adder sums the input signals xj with the respective weight of the synapses ωkj
• the activation function ϕk transforms the combination of input signals added to the bias
bk, giving the output signal yk
The bias bk can be seen as a weight such as: wk0 = bk and χ(0) = 1. By introducing the input xk
of the neuron k, the final output yk is written as follows:
yk = ϕ
 p∑
j=0
ωkjχ
(j)
 = ϕ(xk) with xk = p∑
j=0
ωkjχ
(j). (3.78)
The activation functions have different types and is usually chosen from the following expressions:
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Figure 3.8: Basic Neuron.
• the identity function ϕ(x) = x
• the threshold function
ϕ(x) =
1, if x ≥ ν, with ν ∈ R+0, otherwise (3.79)
• piecewise-linear function
ϕ(x) =

1, if x ≥ +12
x, if − 12 < x < +12
0, otherwise
(3.80)
• the sigmoid function
ϕ(x) = 11 + e−νx , with ν ∈ R
+. (3.81)
• the hyperbolic tangent
ϕ(x) = 1− e
−2ν
1 + e−2ν (3.82)
Sigmoid, linear function and hyperbolic tangent are particularly fitted for learning algorithms with
back-propagation techniques (described in the follow part) as they are analytically differentiable.
More recently, rectified linear functions (ReLUs), leaky rectified linear units (leaky ReLUs), and
exponential linear units (ELUs) have become more common.
3.3.3.2 Multi-layer Neural Network
ANNs are characterized by their architecture: number of layers, type of connection (feedforward,
feedback, etc. . . ), and used activation functions. A layer is defined as a set of neurons which are
not connected each other. The generalization from one layer to a feedforward neural network with
multiple layers is obtained by connecting each layer in a sequential manner. In this case, the first
layer takes as input a transformed linear combination of the input signal. Then the output of the
first layer becomes one of the inputs to the nodes on the next layer and so on. This structure of
the ANN involves three different kind of layers:
• the input layer performs an affine transformation of the input signals
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• several hidden layers apply activation functions on the affine transformation of the inputs.
The activation function is the same for each layer level.
• the output layer gives the outputs with a linear activation function
The layer index is written with a subscript, thus w(l)jk corresponds to the weight connecting the j-th
synapse with the k-th neuron in the l-th layer, ϕ(l) is the activation function of the k-th neuron in
the l-th layer, x(l)k is the input of the k-th neuron in the l-th layer and y
(l)
k the associated output.
Neural network training with backpropagation A simple approach consist in solving a
minimization problem for a sum-of-squares error function, just as for the polynomial regression
and the SVR:
J(w) = 12n
n∑
l=1
[ak(χtl ,w)− a˜k(χtl ,w)]2. (3.83)
The gradient descent is a classical method to minimize the cost function J . In the context of neural
networks, it is called backpropagation due to the structure in network which allows to use easily
the chain rule for differentiation. It propagates the error between training and predicted data with
a gradient computation from the output layer to the hidden and input layers. The algorithm is
decomposed in two steps. The first pass, also called forward pass, corresponds to the evaluation of
all the elements of the ANN and the computation of the output, but the weights remain unchanged.
The second pass, also called backward pass, starts to the output layer and propagates recursively
the error of the output layer through the hidden and input layers. During the process, the weights
are updated to reduce this error following a gradient descent approach, such as if the algorithm is
assumed to be at the s-th iterate, then the new values of the weight w(l)ij is given by the gradient
descent update at the s+ 1-th iterate:
w
(l)
ij
∣∣∣
r+1
= w(l)ij
∣∣∣
r
− γ ∂J
∂w
(l)
ij
, (3.84)
where γ > 0 is known as the learning rate and must be fixed. Details for its parametrization can
be found in Haykin [91]. Other methods than the gradient descent algorithm can be used in order
to increase the convergence speed, to avoid local minimum and oscillation of the optimizer. One
can cite for instance BFGS or Levenberg-Marquardt methods [91].
The expression of the partial derivative ∂J
∂w
(l)
ij
in Equation 3.84 remains to determined. For
simplicity, the layer index l is omitted. The chain rule can be applied and the partial derivatives
are given by:
∂J
∂wij
= ∂J
∂yj
∂yj
∂xj
∂xj
∂wij
. (3.85)
The last term is derived by using Equation 3.78:
∂xj
∂wij
= y(l−1)j . (3.86)
The first two terms form an error term δj very convenient to derive the gradient of the ANN and
defines by:
δj = − ∂J
∂yj
∂yj
∂xj
. (3.87)
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Two different cases must be distinguished: if j belongs to an hidden layer or to the output layer.
The derivative of the cost function is well defined for the output layer:
∂J
∂wij
= −δjyi
= −[ak(χtj ,w)− a˜k(χtj ,w)]ϕ′(xj)y(l)i .
(3.88)
However, the derivation of the partial derivative is different if j belongs to an hidden layer as the
cost function J is not directly related to the output yj . The idea is to estimate how the error
generated by yj is propagated into the next layer. The chain rule sums the contribution of yj to
all neurons of the next layer:
∂J
∂yj
=
∑
i∈(l+1)
∂J
∂yi
∂yi
∂xi
∂xi
∂yj
=
∑
i∈(l+1)
−δiwji.
(3.89)
Hence, the substitution in Equation 3.85 yields:
∂J
∂wkj
= −
∑
i∈(l+1)
δiwjiϕ
′(xj)y(l−1)k . (3.90)
Two-layers neural networks In the specific example of a two-layers neural network, there is
only one hidden layer. Figure 3.9 illustrates this example for regression with an input of size p and
m outputs. In the case of regression with only one output (m = 1), usually the activation function
χ(1)
χ(j)
χ(p)
ϕ(1)
ϕ(1)
ϕ(1)
ϕ(1)
ϕ(2) o1
ϕ(2) om
w
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11
w
(1)
qp
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11
w
(2)
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layer
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Input χ Outputs
Figure 3.9: Two-layers artificial neural network. Bias parameters are omitted for clarity.
of the output layer is the identity function while the activation function of the hidden layer is a
sigmoid σ. The expression for the final regression can be defined as:
a˜k(χ) =
q∑
i=0
w
(2)
1i σ
 p∑
j=0
wijχ
(j)
 . (3.91)
This expression has q× (p+ 1) + (m+ 1)× q parameters which are determined by backpropagation.
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3.3.3.3 Conclusion on the ANN
The main interests of ANN can be summed up as follows:
• the capacity to predict any continuous function with a multi-layer neural network ensured by
the universal approximation theorem [97];
• a performant training method to estimate the weights of the network;
• a great variety of architectures, able to solve various problems: regression, classification,
dynamical processes, etc. . . ;
• a possibility to predict multi-dimensional outputs;
• neural networks show a parsimonious structure: for a given function, they require less weights
to fit than a linear model [91].
However, ANN remain a complex method. First of all, the architecture of the network must be
chosen, such as the number of layers, the types of activation functions, the number of neurons per
layer, etc. . . This choice determines the capacity of the neural network to predict complex functions
but no general rules exist. In addition, other limitations can be cited:
• the weights and bias must be initialization (r = 0). For instance, they can picked from a
uniform; distribution with zero mean and given variance;
• the learning must be stopped in order to avoid overfitting, for example with early stopping,
and the learning rate γ must be well chosen;
• even with backpropagation, the optimization problem remains difficult to solve as it is non-
convex and multimodal;
• the inputs have to scaled.
Usually in the context of data-fit method and surrogate models, the ANN are recommended for
high-dimensional problems and when the size of the training sampling is important [178].
3.3.4 Radial basis functions
Radial Basis Function (RBF) method is firstly introduced by Powell [165] in order to approximate
any smooth and continuous function as a combination of simple basis functions. Its structure is
based on Artificial Neural Network and involves three layers:
• the input layer connects the input to the second layer;
• the hidden layer, also called RBF layer, applies a radial basis function (the activity function)
to the input;
• the output layer only contains the identity as activation function and one weighted sum as
propagation function.
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This configuration leads to the following equation [73]:
a˜(χ) =
nc∑
k=1
wiψ(‖χ− ci‖) = wTψ, (3.92)
where ‖.‖ is the Euclidean distance, ψ the radial basis function, ci the centre of i-th basis function,
nc the number of basis functions and ψ the vector containing the values of the basis functions
evaluated at χ. The type of basis functions must be chosen and the following expressions are some
exemples found in the literature:
Linear: φ(r) = r
Cubic: φ(r) = r3
thin plate spline: φ(r) = r2ln(r)
(3.93)
However, parametric basis functions can also be used in order to gain more flexibilit by improving
the generalization properties of Equation 3.92. This type of function introduces a new parameter
σ, called hyperparameter, such as:
Gaussian: φ(r) = e−(r/σ)2
Multiquadric: φ(r) =
√
σ2 + r2
Inverse multiquadric: φ(r) = 1√
σ2+r2
Inverse quadratic: φ(r) = 1
σ2+r2
(3.94)
The parameter w is estimated by imposing an interpolation condition, such as the number of
basis nc is equal to the number of samples n (for the uniqueness), leading to the following equation:
Ψw = y. (3.95)
If the centers of the basis functions are taken at the data input (cj = χj), Ψ denotes the Gram
Matrix defined by Ψi,j = ψ(‖χi −χj‖). Thus, the weight w is directly computed by inverting the
matrix Ψ, provided it exists:
w = Ψ−1y. (3.96)
Choosing the basis function has therefore an important effect because it directly impacts the inverse
computation. For instance, the Gaussian radial function gives a symmetric positive definite Gram
matrix efficiently inverted by Cholesky factorisation algorithm [73].
After the computation of the weight w, the different parameters of the basis functions are
estimated, based on a mimization of the model error. This latter can be performed by cross-
validation for instance and the selected basis function parameters are those given the lower cross-
validation error.
3.3.5 Regression by Gaussian Process
Gaussian Processes (GP) belong to supervised learning algorithms. They have been designed to
solve two distinct types of problem: regression (Gaussian Process Regression) and classification
(Gaussian Process Classification). The definition of classification and the use of GP in this context
will be discussed in Chapter 4. This section focuses on the Gaussian Process Regression (GPR).
It can be interpreted as a distribution over functions where the inference takes place in the space
of functions. The presentation of this approach in the function-space formalism follows view of the
book of Rasmussen and Williams [168].
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The first use of GP dates back to the 1940’s. They were studied to predict time series and
stochastic processes [119, 203]. GPR is very similar to another method called Kriging. This latter
was firstly introduced by the South African mining engineer Daniel G. Krige in mining exploration in
the 1970’s [120]. Based on a given number of boreholes, he estimated the spatial distribution of gold
deposits at unobserved locations in a region of South Africa. His method focuses on spatial statistics
and used spatial correlation and weighted average. The theory was mathematically formalized for
geostatistics by the french Matheron [147] who gave the name of the so-called Kriging [45]. It was
applied very early in design and analysis of computer experiments, introduced by Sacks et al. [175].
Then, Kriging has become a popular method to create surrogate models of costly simulations [73].
GPR and Kriging differ mainly on the derivation of the equations and the way of expressing the
mean function. The term Kriging in this thesis could refer, somewhat imprecisely, to Gaussian
Process and vice versa, in particular in the literature review.
3.3.5.1 Definition of the GP: prior
In the context of regression, GPR aims to build an estimator a˜ of the reduced coordinates in
order to predict values at prediction points Xp, also called target points, given the training set
{a(χt1), · · · , a(χtn)}. A GP can be defined as follow: “a collection of random variables, any
Gaussian process finite number of which have a joint Gaussian distribution” [168]. In other words,
any finite set of function values (a(χp1), · · · , a(χpm)) follows a joint Gaussian distribution which
can be conditioned on the training data. Before conditionning the GP on the data, a GP is
completely defined by its mean function m and covariance function k, also called kernel:
m(χ) = E[χ],
Cov(a(χ), a(χ)′) = E
[(
a(χ)−m(χ))(a(χ′)−m(χ′))] = k(χ,χ′). (3.97)
Usually, the mean function is chosen as zero for GP, which represents one of the differences with
the Kriging. In Ordinary Kriging, the mean function is constant while in Universal Kriging, the
mean function is chosen with a linear shape m(χ) = φ(χ)θ [117]. Consequently, the GP is fully
defined only by the kernel k as the mean function is assumed to be zero.
If the function a˜ follows a Gaussian Process, it is noted such that:
a˜(χ) ∼ GP (m(χ), k(χ,χ′)) . (3.98)
Intuitively speaking, any value a˜(χ) of the function a˜ at a particular χ is a component of a
infinite multivariate Gaussian distribution. The training on an infinite distribution may appear
computationally untracable. However, the fact that the GP is based on Gaussian distributions
represents one of its strenghts. In particular, the marginalization property of Gaussians states
that “the examination of a larger set of variables does not change the distribution of the smaller
set" [168]. Thus, it means a set of observation does not influence the distribution of other smaller
or larger sets. In the context of regression, an interpretation can be given to the two statistical
moments of the distribution. The mean provides the final value of the prediction at the untried set
of parameters, while the variance (or the standard deviation) estimates the possible range taken
by the prediction which can also be seen as the mean-square error.
In our case, the function a is evaluated for a finite number of inputs. Therefore, the infinite vector
can be considered as a high dimensional vector. The joint distribution of the reduced coordinates
at training and unknown parameters is given by:[
At
Ap
]
∼ N
([
µt
µp
]
,
[
Σtt Σtp
Σpt Σpp
])
, (3.99)
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Figure 3.10: Samples from a GP prior. Each curve corresponds to a sample from a infinite multi-
variate Gaussian distribution. The thick black line represents the mean of the GP. The grey shade
indicates a 95% confidence interval given by 1.96 standard deviation of the GP, coming from the
cumulative distribution function of the normal distribution.
with Σtp the covariance matrix between χt and χp defined by:
Σtp =

k(χt1 ,χp1) · · · k(χt1 ,χpm)
...
...
k(χtn ,χp1) · · · k(χtn ,χpm)
 ∈ Rn×m. (3.100)
All possible combination between training and prediction points are computed by the covariance
function k, building each component of the covariance matrix Σtp. The matrices Σtt ∈ Rn×n and
Σpp ∈ Rm×m are defined in the same manner by substituting respectively the prediction index p
by the training index t and vice versa in Equation 3.100.
In pratical manner, building a GPR is divided into three parts:
• First of all, an assumed shape is given to the sough function by choosing a specific kernel k.
This shape can be interpreted in term of derivability, regularity, periodicity properties, etc.
All functions satisfying this assumption belong to what is called the prior, just as in Bayesian
statistical inference. Figure 3.10 illustrates two priors with different kernels providing specific
shapes. The GPR model of this stage can be seen as fully unknown, represented by the
confidence interval of Figure 3.10;
• Thereafter, information are added to the GP and the functions from the prior that disagree
with the observations are rejected. The remaining functions are called the posterior. This
process is discussed in the following section;
• Lastly, the covariance function is tuned by choosing the best parameters fitting the training
data. Details are given on this step.
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Figure 3.11: Samples from a GP prior conditioned on training data (the posterior). Mean and
covariance functions have been altered by the conditioning. The uncertainties of the GP are zero
on the training points. The GP mean of the unsmooth prior tends to the mean value of the prior
(zero) for prediction points far from any training points.
3.3.5.2 Incorporing information to the GP: posterior
As mentioned above, the prior is restricted to functions which fit the training data. It might be
thought that this approach is computationally expensive. Fortunately, this operation consists of
computing the conditional propability. In the statistical vocabulary, it refers to conditioning the
Gaussian distribution on the training data, which is also Gaussian. The final form of the new
predictor is called a posterior distribution. It corresponds to the conditional distribution of Ap
given At and is written as:
Ap|At ∼ N
(
µp + ΣptΣ−1tt (At − µt), Σpp −ΣptΣ−1tt Σtp
)
. (3.101)
Conditioning the GP corrects the prior mean µp and prior covariance matrix Σpp by adding in-
formation on the training data. Moreover, computing the inverse of the covariance matrix Σ−1tt is
necessary to compute the posterior. Figure 3.11 highlights the difference between two posteriors
conditioned on the same training data but from two different priors. The variance corrected by the
training data has the interesting feature not to be dependent on the value of the output but only
on the input parameters, as shown by Equation 3.101. The central issue of the GPR remains to be
addressed, namely how to build the kernel function which highly influences the conditioned mean
and covariance of the GP.
3.3.5.3 Covariance function
The covariance function is one of the main crutial ingredient of the GP by measuring the similarity
between two points. Indeed, if the prediction at a test point appears as similar to the output at a
training point, the predicted value will be highly influenced by the training output. This section
discusses how is expressed the covariance function and gives details on kernel functions.
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Definition As a reminder, the covariance function between two inputs is defined by a kernel
function k in the context of GP:
Cov[a(χ), a(χ)] = k(χ,χ′). (3.102)
The kernel function k can be defined by any positive definite function of two variables [118, 168].
However, this property is very general and can be difficult to prove. As a result, additional as-
sumptions usually specify the kernel function. The most classical one is the stationarity assumption
which states that the correlation depends only on the magnitude of the Euclidean distance between
the two input parameters but not on the values themselves, such that kernel functions depends
only on the difference χ − χ′. In practice, only a few well-known kernels are considered. Some of
them are discussed in the following section.
Some examples of kernel functions A wide range of functions have been proposed to model
the relation between the covariance and the input distance, such as the squared exponential, Matérn
or periodic regression function [168]. They are usually defined by free parameters, called hyperpa-
rameters. They allow to control the shape given to the covariance function and their tunning plays
a central role in the accuracy of the regression.
One of the most classical model of kernel functions is the Squared Exponential function, also
called the Radial Basis Function. Its expression introduces two hyperparameters θ and σ0:
k(χ,χ′) = σ0 exp
(−‖χ− χ′‖2
2θ
)
∀χ,χ′ ∈ (Rp)2. (3.103)
The scalar σ20 is called the signal variance and control the amplitude. The length scale θ precises the
smoothness of the function. On the one hand, a small value means the correlation is high between
the inputs, as the model is very sensitive to the input parameter. On the other hand, a large value
of θ denotes a model slowly varying with χ. The samples of Figure 3.10 are in fact drawn from
two Square Exponential (SE) kernels, where the "smooth" priors correspond to a length scale of
1.0 and the "unsmooth" prior to a length scale of 0.1. The popularity of the Square Exponential
kernel is explained by several properties: there are few hyperparameters to be fixed, they are easily
interpretable, and the kernel is universal [56]. The universality property states that any continuous
function can be represented by the kernel under specific conditions. In addition, the SE kernel gives
mathematical properties to priors: smoothness, infinite differentiability and analytical derivability.
Another example of kernel function is the Matérn function:
k(χ,χ′) = σ0
21−ν
Γ(ν)
(√
2ν‖χ− χ′‖2
θ
)ν
Kν
(√
2ν‖χ− χ′‖2
θ
)
, ∀χ,χ′ ∈ (Rp)2, (3.104)
where Γ is the Gamma function, Kν is the modified Bessel function, and σ0, ν, and θ are hyperpa-
rameters. Just as for the Square Exponential, σ0 controls the amplitude of correlation and θ the
sensitivity to neighboring points. The hyperparameter ν plays a very interesting role and gives a
large flexibility to the Matérn kernel by controling the differentiability, as illustrated in Figure 3.12.
Indeed, the correlation function is m times differentiable if and only if ν ≤ m [118]. One can note
that if ν tends towards infinity, the Matérn kernel converges to the SE kernel.
Both kernels presented above are isotropic and raise a major issue. If the output is not equallly
sensitive to all components of the input parameter, a kernel with a single hyperparameter does not
distinguish the contribution of each components to the covariance. For this reason, it is preferable to
employ multidimensional kernels, also called anisotropic kernels. The latter have different shapes
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Figure 3.12: Illustrations of two Matérn priors with different ν associated with different differen-
tiability.
for each component of the input parameter. A classical way to build multi-dimensional kernel
consists of multiplying together the univariate kernel of each component of the input, such as:
k(χ,χ′) = k
(
χ(1),χ′(1)
)
× · · · × k
(
χ(d),χ′(d)
)
. (3.105)
Therefore, the anisotropic kernel increases the number of hyperparameters with the dimension of
the input parameter. In the example of the Squared Exponential kernel, the isotropic kernel has
2 hyperparameters while the anisotropic kernel has d + 1 hyperparameters [118, 56]. Indeed, the
product of univariate Square Exponential can be reduced such as:
k(χ,χ′) = σ0
d∏
k=1
exp
(
−‖χ(k) − χ′(k)‖2
2θk
)
, where σ0 =
d∏
k=1
σk. (3.106)
3.3.5.4 Determining the hyperparameters
The different examples of kernel have introduced hyperparameters which remain to be determined
during the training phase of the GPR. This problem can be interpreted as a model selection. Two
methods are widely used in the literature: the cross validation (CV) and the Maximum Likelihood
Estimation (MLE) [168]. The hyperparameters estimations by both MLE and CV have been
compared in Martin and Simpson [146]. The auhors conclude that the MLE performs better than
the CV. This result is demonstrated on 6 different test problems.
Regarding MLE, the GP formalism provides a fully probabilistic framework and it will be very
beneficial to determine the hyperparameters directly by finding the best prior that fit the train-
ing set, for a given shape of covariance function. However, maximizing the posterior probability
P (θ|At,Xt) appears as analytically intractable. Consequently, the marginal likelihood p(At|Xt,θ)
is used to define a new maximization problem by invoking Baye’s theorem:
p(θ|At,Xt) ∝ p(At|Xt,θ)p(θ). (3.107)
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In practice, the minimization of the negative log of the marginal likelihood is considered. The
expression of the latter can be analytically derived:
log(p(At|θ)) = −12A
T
t Σ
−1
tt At −
1
2 log |Σtt| −
n
2 log(2pi), (3.108)
where |· | denotes the determinant operator. An interpretation can be given to the three terms
of Equation 3.108: −12ATt Σ−1tt At is the only term depending on the training data At and acts
as a data fit term, −12 log |Σtt| penalizes the complexity of the GP, and −n2 log(2pi) is just a nor-
malization term without influence on the training phase [168]. The minimization of the negative
value of Equation 3.108 shows a non-convex property. Thus, it is intersting to use the gradient
information in order to solve the minimization problem. The partial derivatives of the marginal
likelihood with regards to the hyperparameters can be analytically derived:
∂
∂θj
log (p(At|θ, σ)) = 12A
T
t Σ
−1
tt
∂Σtt
∂θj
Σ−1tt At −
1
2tr(Σ
−1
tt
∂Σtt
∂θj
) ∀j ∈ [0, p]. (3.109)
The Limited-memory Broyden-Fletcher-Goldfarb-Shanno Bounded (L-BFGS-B) algorithm [29] is
employed in this work to determine the hyperparameters. This popular quasi-Newton method
handles simple bound constraints. However, the marginal likelihood encounters local minima which
give different interpretation to the training data. Thus, the gradient-based optimization algorithm
is often coupled with random restarts to avoid local maxima of bad quality. Similarly, a Particle
Swarm approach coupled with local optimization algorithms has been proposed in order to solve
the MLE [187].
The choice between CV and MLE is not evident. Martin and Simpson [145] and Rasmussen
and Williams [168] do not have a definitive answer. Neither method show better results in term of
accuracy and both need comparable computational ressources. Indeed, it has been demonstrated
that CV avoids numerical issues of the MLE due to ill-conditioning of the covariance matrix.
However, the CV can still performs worse. Thus, the main differences concern the implementation
and the fact that the MLE assumes the data follow a Gaussian process while the estimate with the
frequentist CV still holds, regardless of the assumption on the data.
3.3.5.5 Conclusion on the GPR
The GPR has proved to be an effective data-fit method. In terms of advantages, the GPR shows
great capability to deal with nonlinear problems as long as the number of input parameters is small
(less than about 50) [69]. In addition, the formalism of the GPR gives access to an estimation of
the modeling error. The latter can be very usefull to derive an confidence interval of the surrogate
model or to perform adaptive sampling. The possibility to define the covariance matrix with various
mathematical properties offer a great flexibility, such as periodicity, monotony, or differentiability.
Finally, the GPR and the Kriging provide additional versions capable of dealing with different levels
of fidelity or to incorporate gradient information.
However, the GPR shows several disadvantages, in particular numerical issues. Indeed, the
main source of complexity for the GP comes from the inversion of the covariance matrix Σtt which
occurs in the Equations 3.101 and 3.108, associated respectively with the predictions of the GP
and the selection of hyperparameters. Therefore, a GP has a computational complexity of O(n3)
and a memory requirement of O(n2) for a training matrix of size n. In practice, a GP cannot be
employed for a problems with more than 104 training points. Nevertheless, approximation methods
have been developed to deal with this limitation, such as sparse GP [183] or stochastic variational
inference [93]. In addition, the MLE can fail to converge. Thus, the selected hyperparameters are
not adapted to the approximated function.
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3.3.6 Comparison of surrogate model methods
Various kinds of surrogate models have led to several comparative studies [104, 179, 144]. However,
there still is no clear consensus as they very largely depends on the problem, the type of data, the
DOE, etc. Specific developments have combined different types of surrogate models. Viana et al.
[194] propose to use a linear combination of different surrogate models. The latter are weighted in
function of their cross-validation errors. All the model can be used or only a subset of the best ones.
The final objective is to generate an automatic, robust, and accurate surrogate model. Table 3.2
gives an overview of advantages and limitations of data-fit methods presented in this chapter.
Surrogate model
type Characteristics
Polynomial
Regression
+ Easy to use and low computational cost
- Not appropriate for applications with more than 10 factors
- Unsuitable for highly nonlinear problem
Support Vector
Regression
+ Non-linear capability
+ Flexibility
- Complexity: dynamic programming
- Parameters to define: penalty, , kernel form
Neural Networks
+ Suitable for highly nonlinear problem
+ Well-suited for determinist application
+ Vectorial output
- High number of sampled point
- Complicated interpretation of the model
Radial Basis
Function
+ Easy to implement
+ Mathematically close to ordinary Kriging and smaller computational cost
+ Flexibility in the choice of the basis function
- Complicated interpretation of the model
Kriging
+ High flexibility and estimated error of the predictor
+ Number of Kriging versions (ordinary, universal, blind, cokriging, etc...)
+ Suitable for highly nonlinear problem
- Complexity: multiple optimization algorithms
- Very high computational cost to build the model
Table 3.2: Surrogate model characteristics
In general, Kriging appears to be a reference method for problems with nonlinear features,
moderate numbers of input parameters (<10), and training samples [69, 178]. Indeed, the numerical
complexity of the Kriging does not restrict its use in CFD as simulations are usually computationally
intensive and the number of training samples limited. In addition, the Kriging provides an estimated
error in its predictions. For these reasons, the Kriging is used as the data-fit method in the thesis.
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3.4 Design of Experiments
Design Of Experiments (DOE) answers the following question: how to chose the input parameters of
a set of experiments? In other words, how to distribute the training set {a(χt1), · · · , a(χtn)}. Fisher
[71] introduced randomization tests and gave its first definition to the DOE in the context of real
experimentations. Its application to numerical simulators has been generalized by Sacks et al. [175].
The analysis of DOE for deterministic simulators is of particular interest in this thesis. DOE has
shown many applications, in particular for:
• identifying the contribution of each input to the output of the model and determining
their interactions and their range of influence. This application is called screening [62] and is
used at the beginning of the numerical or experimental procedure;
• building a statistical or a surrogate model by generating a set of training points. Usu-
ally, a classical strategy consists of first exploring the parameter space, this step is called
the exploration, and then specific samples can complete the inital sampling by exploiting the
model, also called the exploitation step. The latter can have different objectives. Regarding
global surrogate-model, extra samples are added where the function seems complex and un-
know in order to reduce the approximation error. Surrogate-based black-box optimization is
another example and queries new points in specific areas of potential gain on the function
to optimize [198]. Similar strategy can be adapted to estimate the probability to exceed a
threshold [57] and to guarantee robustness [62];
• computing the value of an integral of an unknown function. This process requires
to evaluate the function at specific values in the parameter space. In the absence of any
information about the regularity of the function, the Monte Carlo method (random sampling)
is frequently used. However, its convergence speed reaches O( 1√
n
), where n is the number of
points. Other kinds of DOE can accelerate the convergence speed under specific assumptions,
such as quasi Monte Carlo methods [191].
In the context of the thesis, we are mainly interested in building surrogate models. These kinds
of DOE can be classified into two categories [206]:
• model-free designs generate a priori distributions of samples based only on geometrical
properties of the parameter space, such as the distance between training samples;
• adaptive designs, on the contrary, use information given by the evaluations of the function
of interest and by the surrogate model in order to propose relevant new samples improving
the model in a precise objective, such as finding the minimum of the function or enhancing
the accuracy of the surrogate model.
These two designs are presented in this section after the introduction of several metrics quantifying
some properties of a DOE.
3.4.1 Main properties of DOE
Before introducing examples of DOE, several properties quantifying the quality of DOE are defined
in term of spatial distribution, iterativity, and stochasticity.
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3.4.1.1 Spatial distribution
A good initial DOE must fullfil two fundamental requirements [177, 198]:
• space-fill or uniformity: the samples must be uniformly distributed over the parameter
space. As the nature of the model is unknown, the design points should be evenly distributed
throughout the parameter space in order to observe the response of the model at various
conditions;
• Non-collapse: Each dimension must be explored as far as possible over the range of its
variation. Therefore, two samples should not share a commun value for a given dimension.
DOE seeks trade-off between the two concepts of space-filling and non-collapsing. In high dimen-
sion, finding an optimal value for this trade-off is particulary complex [198]. Specific geometrical
quantities can be defined to measure the space-filling of a design. For instance, the discrepancy
and the minimal interpoint distance play a major role to build DOE.
The discrepancy measures the difference between theoretical uniformity of the distribution and
DOE. A first local definition is introduced. Let asssume the parameter space is normalized in all
directions. The vector t is used to define a local maximum bound of the parameter space, such
as [0, t] denotes the interval [0, t1] × · · · × [0, ts] forming a subset of the parameter space Γ. The
local discrepancy is defined for a given subset at the origin of the pameter space and for a given
sampling X [68]:
disc(X, t) = A(X, t)
n
− V ol(t), where V ol(t) =
d∏
k=1
tk. (3.110)
The function A gives the number of samples located in the interval [0, t) and V ol(t) denotes the
volume of this interval. Equation 3.110 can be interpreted as follow: more uniform is the DOE
in the subset defined by t, closer to the hypervolume area ∏dk=1 tk is the local density of samples
A. In other words, low discrepancies are synonymous with well distributed sampling. Figure 3.13
illustrates an example of the local interval in two-dimension. In order to ensure that a design has a
good uniformity property, a global metric covering all the parameter space is needed. Many useful
measures of uniformity have been defined in the literature, mainly based on the Lp discrepancy Dp:
Dp(X) =
[∫
[0,1[s
discp(X, t)dt
]1/p
. (3.111)
A popular discrepancy metric, called star or L∞ discrepancy D∞, takes p =∞, such as:
D∞(X) = sup
t∈[0,1[p
|disc(X, t)|. (3.112)
It can be interpreted as follows: if a region with a high local discrepancy value can be found for
a given design X then the latter is described as non-uniform. Indeed, a uniform design must
shows good property all over the parameter space. However, computing infinite discrepancy is
intractable in practice for high-dimension cases due to the complexity of algorithms growing with
the dimension of the problem [69]. Alternatives have been proposed, such as the L2 discrepancy.
However, Hickernell [95] highlights weaknesses of the Lp-discrepancy. The author has proposed the
centered L2-discrepency as an alternative. This modification is invariant under reflections of any
plane χ(j) = 0.5 and is defined by:
D2L2 center(X) =
∑
u6=ø
∫
[0,1[card(u)
∣∣∣∣A(X, tu)n − V ol(tu)
∣∣∣∣p dtu
1/p , (3.113)
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Figure 3.13: Illustration of the local discrepancy.
where u is a nonempty subset of the set of coordinate indice {1, · · · , p}, tu is the projection of t on
[0, 1[card(u). An analytical formula has been derived for the centered discrepancy:
D2L2 center(X) =
13
12
p
− 2
n
n∑
k=1
p∏
j=1
[
1 + 12 |χ
(j)
k − 0.5| −
1
2 |χ
(j)
k − 0.5|2
]
+ 1
n2
n∑
k=1
n∑
j=1
p∏
i=1
[
1 + 12 |χ
(i)
k − 0.5 +
1
2 |χ
(i)
k − 0.5| −
1
2 |χ
(i)
k − χ(i)j |2
]
.
(3.114)
Other kinds of discrepancy exist, such as the wrap-around or the categorical discrepancy. Details
of these discrepancies can be found in Fang et al. [69].
3.4.1.2 One-shot vs sequential
Independently of geometrical qualities, DOE can be either one-shot space-filling or sequential sam-
pling [131]. The first property means that the parameter space is sampled with a given number
of experiments defined a priori. The parameter space is covered in a single stage as uniformly as
possible. Fixing a sample size in advance appears to be very difficult if the complexity and the
properties of the simulator are unknown. The sequential sampling proposes an evolutionary and
flexible approach, filling iteratively the parameter space based on the sampling at the previous iter-
ation. The sequential method can also be divided in two paradigms: space-filling or goal-oriented.
The sequential space-filling sampling has the same objective than the one-shot space-filling but the
number of samples is not fixed in advance and can be increased on purpose, while the goal-oriented
sampling, also called active learning, choses the next samples in function of a specific objective.
Usually, the regions of special interest are focused, such as high uncertainty, minimum values, high
gradients, etc. . .
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In both one-shot and sequential space-filling methods, the evaluation of each sampling point
by the simulator can be easily performed in parallel. All the evaluations are independent of the
values taken by the quantity of interest, ensuring a full use of the available computation resources.
However, it is not necessarily the case for adaptive sampling methods which need to have access
to values taken by the quantity of interest at previous samples. Only a small batch of dozen
simulations can be launched at each iteration. Hence, a particular attention should be given to the
parallel capabilities of the active learning methods.
3.4.1.3 Stochastic vs deterministic
In this work, DOE is mainly used for a priori sampling plan, active learning and sensitivity analysis
applied to surrogate models. Thus, this section focuses on space-filling sampling and resampling
strategies. A model-free stance is taken, consequently model-dependant sampling, such as Box-
Behnken or central composite design are not considered. Two main ways of filling techniques are
described below:
• the stochastic sampling methods introduce a variability in results and are well-suited for
data exhibiting random and unknown errors such as physical experiments. However, they
also have drawbacks: these DOE can be difficult to reproduce and they have a non-zero
probability to build a sampling of poor quality. However, an optimization algorithm can
be coupled to the stochastic DOE to select the best distribution amongt all combinations.
Monte-Carlo design, Latin Hypercube Sampling (LHS), or optimized LHS are examples of
stochastic appoaches;
• the deterministic filling methods do not have a variability in the results. Their properties
are known in advance and they are naturally very suitable for deterministic systems, such
as numerical experiments. One can cite for instance full factorial, central composite, or
low-discrepancy sequences.
One can note that a numerical seed ensures the reproductability of random processes. Thus,
stochastic sampling can also be considered for DOE. Both types of designs are presented in the
following sections.
3.4.2 Model-free designs
The model-free designs, also called a priori or non-adaptive designs, fill the parameter space only
based on geometrical aspects. This type of DOE does not query the values of the function of
interest. Various designs are presented below.
3.4.2.1 Factorial
Full factorial DOE is the most basic and one of the most costly approach to sample the parameter
space. The method considers all possible combinations at a given level by uniformly partitioning
each parameter range. Its discrepancy tends to zero. However, the number of experiments increases
exponentially with the dimension of the parameter space. If each dimension is partitioned in l levels
and if n experiments are considered, this leads to get ln points in the DOE. The approach becomes
rapidly out of cost. The full factorial design shows very well uniformity properties but is collapsing
at an important level.
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An alternative to the full factorial DOE is the fractional factorial DOE. The number of samples
is reduced by taking only a fraction of the full factorial DOE. A classical design takes a fraction
1
lp , such as the number of experiments is reduced to ln−p. Figure 3.14 illustrates the two factorial
approaches. The fractional factorial fills the parameter space with fewer samples than the full
factorial. However, a bias is introduced in measuring the main effects as all the intereaction are
not taken into account [178].
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Figure 3.14: Comparison between full and fractional factorial DOE at 3 levels for a three dimen-
sional parameter space.
3.4.2.2 Maximin and minimax design
Maximin and minimax designs have been introduced by Johnson in the 90’s [107]. They are both
based on very intuitive ideas that allow to cover very uniformly the parameter space.
Maximin design The sampling is assumed to be sparse, due to the size of the parameter space,
and each sample is sought as the most distant to each other. It leads to a simple criterion maximizing
the minimum distance among all possible pairs of samples [107]:
max
card(Xt)=n
(
min
χ,χ′∈X2t
d(χ,χ′)
)
.
This method aims at finding the sampling with the largest value of the smallest distance between
neighboring points. Samplings with two or more samples that are too close to each other are
rejected. The design is illustrated in Figure 3.15. It can be observed that design points tends to be
pushed to the boundary. The criterion can be interpreted as follows: each design points is located
at the center of a circle and the overlapping between circles must be minimized.
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Figure 3.15: Maximin design. D = 0.114.
Miximax design The minimax-distance design proposes a slightly different approach. Each
point of the parameter space Γ must be "close" to at least one point of the sampling Xt. The
distance between a sample χ and its training set Xt is introduced as the minimum between all
the possible distance d(χ,Xt) = min
χ′∈Xt
d(χ,χ′). The minimax distance criterion can be defined
as [107]:
min
card(Xt)=n
(
max
χ∈Γ
d(χ,Xt)
)
.
One can note that no evidence can be found in the literature for the choice of the norm defining
the distance (Manhattan, Euclidiean, etc.) [73].
3.4.2.3 Monte Carlo
Monte Carlo experiments compute samples randomly distributed in the parameter space. Despite
the random process, Monte Carlo approaches have been widely used to solve deterministic problems,
in particular in numerical integration and optimization [191]. In the context of DOE, it represents
one of the simplest approach to perform sequential space-filling. Naturally, the probability to
generate a non-uniform design is non-zero. Monte Carlo sampling has been widely studied in the
literature and several convergence properties have been derived. However, they are mainly based
on an important number of samples, which is not the case in the context of reduced-order models
for expensive engineering simulations.
3.4.2.4 Latin Hypercube Sampling
LHS is an effective technique for space filling based on preservation of uniformity [148]. If the num-
ber of experiments is assumed to be n, each dimension is splitted into n equiprobable subintervals.
The samples are randomly distributed in each subintervals such as each sample is the only one
in each axis-aligned hyperplane containing it. Figure 3.17a and Figure 3.17b show two different
LHS samplings in two dimensional case. The left sampling illustrates two of the main properties
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Figure 3.16: Monte Carlo sampling. Discrepancy of 0.127.
of LHS: the projection of the samples on each axis of the parameter space is close to a uniform
distribution and the sampling is independant of the dimension of the parameter space. All samples
have been placed along diagonal of design space and the LHS requirements are matched. However,
the space-filling is very poor as areas far from diagonal remain unexplored. It highlights one of
the drawback of LHS: the filling of the parameter space is not properly ensured, contrary to the
non-collapsing property.
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(a) Raw LHS. D = 0.116
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(c) Optimized LHS. D2 = 0.0352
Figure 3.17: Examples of DOE based on LHS.
Therefore, enhancements of LHS have been proposed. The classical idea optimizes a criterion
based on the uniformity of the sampling, such as discrepancy or minimax criterion. A given number
of LHS sampling is generated and the design with the best value of the space filling criterion is
chosen, ensuring a more robust LHS design. Figure 3.17c shows an example of optimized LHS.
However, finding the global optimimum of such problems is very challenging. For instance, a
maximin LHS belongs to NP-hard problem [68]. As mentioned in the introduction, as the LHS
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sampling belongs to the one-shot category, additional samples cannot be added without breaking
properties of the LHS.
3.4.2.5 Low discrepancy sequences
The low discrepancy sequences belong to Quasi-Monte Carlo methods. They have been designed
in order to substitute the random sampling by points coming from a deterministic sequence with a
more uniform distribution.
Halton sequence The low-discrepancy Halton sequence is the generalization in multidimension
of the one dimensional Van der Corput sequence [48]. This later builds a sequence of N points by
using the decomposition of the index into the base of a prime number p. Let consider χk, the k-th
scalar sample of the Van der Corput sequence, k is expanded over the base of the prime number p
as follow :
k =
R(k)∑
i=0
ai(k).pi, (3.115)
where ai(k) is the i-th digit of k in the base p and R(k) is the maximum index corresponding to a
non-zero ai(k). Finally, the quasi-random sample χk is given by:
χk =
R(n)∑
i=0
ai(n)
pi+1
. (3.116)
Halton sequence generalizes this Van der Corput sequence in dimensions d, leading to the sequence
χk = [χ(1)p1 (k), · · · ,χ(i)pi (k), · · · ,χ(d)pd (k)] where χ(i)pi (k) comes from the Van der Corput sequence
where k is decomposed into the base of the prime number pi. For example, in dimension 2, the
k-th sample corresponds to the Van der Corput sequence in base 2 for the first dimension and in
base 3 for the second dimension.
Faure sequence Faure sequence belongs to the low discrepancy sequence as well. Firstly, a prime
number p is selected such as it is the smallest prime number p ≤ d with d the dimension of the
input domain. The first dimension of the sequence is obtained with the Van der Corput sequence
using this prime number p[48]:
χ
(1)
k =
R(k)∑
i=0
ai(k)
pi+1
. (3.117)
The remaining components of χk are built by recursion. The next a(l)i (k) comes from a reordering
of the previous a(l−1)i (k) using binary coefficients modulo p :
a
(l)
i (k) =
R(k)∑
j=i
(
j
i
)
al−1i (k) mod p. (3.118)
Once the new a(l)i (k) has been computed, one can end up with the component l of the sample χk
by applying the Van der Corput sequence :
χ
(l)
k =
R(k)∑
i=0
a
(l)
i (k)
pi+1
. (3.119)
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(b) Faure sequence. D = 0.0674
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(c) Sobol sequence. D = 0.0479
Figure 3.18: The first 20 samples of the two-dimensional Halton, Faure, and Sobol sequences.
Sobol sequence Sobol sequence is also a low-discrepancy sequence. First, a primitive polynom
in the Galois field of two elements and of degree r is introduced to construct the k-th sample of
the sequence [110]:
xr + a1xr−1 + . . .+ ar−1x+ 1, (3.120)
where ai can be either 0 or 1. Previously an integer m has been chosen to define the upper bound
2m for number of points in the sequence. Then arbitrary direction numbers vj are chosen with
j ∈ [1, r] and 1 ≤ vj2m−j ≤ 2j − 1 such as
vj
2m−j is an odd integer. This step is usually perform with
quasi-random method in order to keep the deterministic property. The remaining directions are
computed recursively:
vj
.= a1vj−1 ⊕ a2vj−2 ⊕ . . .⊕ ar−1vj−r+1 ⊕ vj − r ⊕ vj−r2r (3.121)
where ⊕ is the bit-by-bit exclusive-or operator. Finally, the l-th coordinate of the k-th sample is
given by:
χ
(l)
k =
χ
(l)
k−12m ⊕ vc
2m , (3.122)
where c .= min(j|bj = 1) and bj is the binary representation of l.
Main properties of the sequences The three low-discrepancy sequences presented above are
the most communly used sequences for quasi-random methods. The DOE is performed in a deter-
ministic and sequential manner by allowing to extend the number of points on purpose, which is
not the case for stochastic methods where the number of points is given before the DOE generation.
In addition, the infinite discrepancy of the sequences can be bounded by the following value [191]:
K
(log n)s
n
+O
(
(log n)s−1
n
)
. (3.123)
The low discrepancy sequences are named after this property. Figure 3.18 illustrates the three
sequences generating 20 samples. These examples indeed show low values for the discrepancy.
Nevertheless the low discrepancy sequences have several drawbacks. First of all, the upper
bound of the discrepancy given by Equation 3.123 grows with the dimension. In addition, at a
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Figure 3.19: High correlation in the 15-dimensional Sobol sequence. Subset of the 8-th and 14-th
input dimensions.
given dimension, the bound increases between n = 0 and n = es. Therefore, the bound does not
behave like the intuition stating that the discrepancy drops while the number of samples rises. For a
parameter of size 7, the bound increases between 0 and 1096, which is significant if the experiments
have an important computational cost. In addition, the low-discrepancy sequences shows another
drawback in high dimensions. The uniformity of the sampling presents high irregularity if specific
variables are considered. It means projections into low-dimensional subsets are highly correlated,
as illustrated in Figure 3.19a for the 15-dimensional Sobol sequence. The subset given by the 8-th
and 14-th dimensions shows a high correlation. The samples are clearly distributed only on three
parallel lines, even if the number of samples is increases as for Figure 3.19b. This observation can
be generalized for different types of sequences. For instance, Halton sequence is not recommanded
to be used for dimensions higher than 6 or 7 due to internal cycle leading to poor space filling
properties for low-dimensional projections [48].
A solution counterbalancing this problem randomizes the sequences. This approach is called
scrambling [158] and helps to reduce the correlations between the different dimensions of the se-
quences. In addition, Faure [110] recommanded discarding the first (p4−1) points to avoid clustered
points around 0, even if it leads to the lost of some space-filing properties.
3.4.3 Adaptive designs
The adaptive designs, also called a posteriori designs, take advantage of the information provided by
the surrogate model. Two types of designs can be distinguished: the model-based methods exploit
the behavior of the model to find the optimal sampling for the specific model while response-based
designs use only the outputs from the surrogate model to find additional samples.
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3.4.3.1 Model-based
Model-based designs aims at improving the accuracy of the model by finding the design minimizing
a metric associated with the uncertainty of the model. Let consider a GP model has been trained
on a initial DOE Xt and the covariance matrix is accurately estimated. The model offers, by
construction, the prediction variance σ, also called Mean Squared Error. This prediction variance
can be seen as an estimation of the uncertainty given to the actual prediction. Various designs
have been built from this quantity in order to reduce the uncertainty of the model.
The Integrated Mean Squared Error(IMSE) [175] measures the average accuracy of the surrogate
model. The additional design points based on the IMSE criterion are determined as the points
minimizing the integral of the Mean Squared Error over the parameter space:
min
χ∈Γ
∫
Γ
MSE [a˜ (χ)] dχ. (3.124)
The integral of the expression does not have an analytical form. It is usually approximated by
Monte Carlo or trapezoidal methods. The IMSE criterion can be coupled with stochastic designs,
such as the LHS, in order to optimize the space-filling.
Another criterion derived from the estimation of the variance is the maximum mean squared
error (MMSE) [175]. It gives a measure of the risk to have large errors in the predictions. This
criterion employs an approach similar to the minimax design. The new samples are chosen as the
design minimizing the maximum of the mean squared error over the parameter space:
min
χ∈Γ
(
max
χ′∈Γ
MSE
[
a˜
(
χ′|Xt ∪ {χ}
)])
. (3.125)
In addition to being computationally complex, the MMSE usually founds resampling point lo-
cated near the boundary of the parameter space. Indeed, the variance of the GP model increases
dramatically near the boundary of the parameter space if the model is in extrapolation. Other
variance-based methods have been proposed, such as a combination of IMSE and MSE showing ro-
bust results and an improvement of the model accuracy. The method has been tested on a ensemble
of 10 different functions [28].
Once the covariance matrix is fixed, the model-based design no longer depends on the value
taken by the function of interest for new samples until the matrix is updated. Indeed, the new
design points can be computed in one single batch, without updating the covariance matrix, or
iteratively with small batchs. Thus, at each batch iteration the covariance matrix is updated,
improving the relevance of the estimation variance. The size of the batch is a trade-off between the
available time, the parallel computing capabilities, and the computational cost of the covariance
matrix.
Other models may be used to build sampling criteria. For instance, a Bayesian approach of the
Response Surface Method provides also an estimation variance. Therefore, optimal designs for the
Response Surface Method can also be determined based on criteria close to the IMSE and MMSE.
In the context of the non-intrusive ROMs, a GP model is built on each of the M reduced
coordinates. Hence, the variance-based criterion cannot be used directly as a new resampling
point is found for each reduced coordinate. To the best of the author’s knowledge, variance-based
criterion have not been applied to ROMs.
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3.4.3.2 Response-based designs.
Model-based designs are intrinsically linked to the a priori choice of the model. However, in the case
of black-box functions nothing is known about the system and choosing a relevant model can be
challenging. Thus, generic designs, called response-based, are proposed. They use only information
from the output of the surrogate model to guide the sampling process. However, the idea is very
close to the MSE criterion. A very common method uses a greedy approach by seeking the next
sample χ∗ as the point maximizing an error criterion e˜, such as:
χ∗ = arg max
χ∈Γ
‖e˜(x,χ)‖ . (3.126)
Jin et al. [105] proposes to build the error criterion by weighting the leave-one-out error eLOO
with the distance to the nearest training sample. The leave-one-out method is a simple method to
estimate the quality of model. A surrogate model is built using all the training samples but one
and the prediction of this surrogate is compared to the true value. This process is repeated for all
training samples and an estimation of the error is obtained for each training sample. Details on
the LOO are given in subsection 3.5.3. The weighting distance term allows to select a new samples
not too close to the existing training samples. Thus, the final criterion is written as follows:
χ∗ = arg max
χ∈Γ
(
‖eLOO(x,χ)‖ min
χ′∈Xt
d(χ,χ′)
)
. (3.127)
3.4.3.3 Choosing sampling size and stopping criteria
Several rules of thumb have been developed in the surrogate model literature. The 10d rule [108,
133] is the the most known and most commonly used in the Kriging and GP community. The
number of initial sample is simply fixed to 10 times the input dimension d. Other empirical rules
have been established. The majority corresponds to a ratio of the input dimension or of the
computational budget [131]. Naturally, these rules must be used as a general guideline and not as
absolute rules.
An adaptive design starts usually with some samples of a space-filling DOE in order to explore
the parameter space. The determination of the number of initial samples ninit affects the overall
performance of the resampling. If ninit is too small, then the weaknesses of the surrogate model are
not properly identified and the samples are distributed in regions of low interests. On the contrary,
if ninit is too large, the part of adaptive sampling is low and, in the end, the parameter space is
covered only by a classical space-filling method while the computational budget could have been
spent more effectively. There are no rules to find this tradeoff. Usually, the choice is driven by a
carefull analysis of the snapshots computed sequentially.
As regards the stopping criterion, the more obvious choice sets a maximum computational budget
that cannot be exceeded. Other criteria based on the estimation of modeling error can be used.
For instance, an absolute threshold can be estimated and compared to the leave-one-out error. In
the same way, a relative reduction of the leave-one-out error can stop the process if the variation
between several iterations is very small.
3.4.4 Summary
This section has presented various strategies of DOE. Figure 3.20 classifies them based on their
belonging to a model-free or an adaptive designs. Generally, the a priori estimation of the number of
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training samples appears complex, especially for aerodynamic surrogate models involving nonlinear
phenomena. Thus, sequential mode-free designs are preferred in this work for the exploration phase,
in particular low-discrepancy sequences such as Halton and Sobol sequences.
Design of
Experiment
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One-shot
Factorial
LHS
Minimax
Maximin
Sequential
Random
Sobol
sequence
Halton
sequence
Faure
sequence
Adaptive
sampling
Max MSE
IMSE
Response-
based
Deterministic
Stochastic
Figure 3.20: Classification of the DOE.
3.5 Validation of the model
Once the surrogate model is trained, its quality can be evaluated. Different methods have been
developed. Some rely only training data while other methods require to compare the predictions
with additional data. This section gives an overview of the different error metrics and discusses
the most common approaches to validate a surrogate model.
3.5.1 Error metric
The so-called predictivity coefficient Q2 provides a measure of the model quality, based on the ratio
of the output variance which is explained by the metamodel. It can be interpreted as the classical
coefficient of determination of a linear regression applied to a test sample [101]. The more the value
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is close to 1, the higher variance is explained by the model. It is expressed as:
Q
(i)
2 = 1−
m∑
j=1
[f (i)(χpj )− f˜ (i)(χpj )]2
m∑
j=1
[f (i) − f (i)(χpj )]2
. (3.128)
The value of the predictivity coefficient Q2 is strongly related to the value of the output variance.
Thus, for very small variances the coefficient can tends to negative values, even if the predictions
are close to the target values. On the contrary, if the variance of the quantity of interest is very
large, the coefficient can show values close to 1 while the error is still important in term of different
between the prediction and the target values. For these reason, three other metrics are introduced.
The so-called Root Mean Square Error (RMSE) and the Normalized Root Mean Square Error
(NRMSE) are frequently used measure of the differences between the prediction values of a model
and the target values. Their expressions are given by:
RMSE(i) =
√√√√ 1
m
m∑
j=1
[f (i)(χpj )− f˜ (i)(χpj )]2 (3.129)
NRMSE(i) = RMSE
(i)
fmax − fmin , (3.130)
where fmax and fmin refer respectively to the scalar maximum and minimum values taken by the
function to predict f for all the snapshots and over the mesh:
fmax = max(‖f(χp1)‖∞, · · · , ‖f(χpm)‖∞),
fmin = min(‖f(χp1)‖∞, · · · , ‖f(χpm)‖∞).
(3.131)
These two metrics are related to the square root of the variance. Indeed, for an unbiased statistical
estimator, the RMSE corresponds to the standard deviation.
One can note that the Q(i)2 and NRMSE(i) are computed at a given index i of the spatial domain
Ω. The global measures are provided by averaging the quantities over this domain. The global
quantities are referred to 〈Q2〉Ω and 〈NRMSE〉Ω, with 〈.〉Ω the spatial average operator. However,
in order to provide also a statistical error analysis, the averaged normalized error Ei is introduced.
It corresponds to the absolute error between the exact value and the prediction, normalized by the
range of variation, at snapshot level j:
Ej =
〈|f(χpj )− f˜(χpj )|〉Γ
fmax − fmin , ∀j ∈ [1,m]. (3.132)
The statistical distribution of Ei is presented with a box plot formalism, illustrated in Fig-
ure 3.21. A box plot groups the data through different quantiles: the bottom and the top of the
box represent respectively the value of the first and third quartiles Q1 and Q3, whereas the hori-
zontal line inside the box is the median (second quartile) and the diamond the mean. The distance
between the two quartiles Q1 and Q3 denotes the interquantile range of the data (IQR). The first
vertical line indicates minimum value equal to Q1−1.5 IQR and the last vertical line gives the
extreme value associated with Q3+1.5 IQR. Finally the outliers are plotted as crosses or dots.
Besides the direct assessment of the surrogate model using a wide validation test, an estimation
of the error can be provided only with the training set. Cross validation strategies, such as the
leave-one out error, or the variance given by the Gaussian Processes can estimate the a priori
quality of each prediction.
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Figure 3.21: Illustration the box plot representation.
3.5.2 Split sampling
The split sampling method, also called hold-out approach, is the simplest way to evaluate the
quality of a surrogate model. The data are divided into a training and a test set. The training
set is used to build the surrogate model. Then the latter predicts the quantities of interest on
the test set, given an unbiased estimation of the generalization error of the surrogate model. The
generalization error measures the capacity of the model to predict values for unseen input data.
The split sampling approach has two main drawbacks. Firstly, the test set is not used to train
the surrogate model, therefore the computational cost of the process is increased while the accuracy
of the model is not improved. Then, the final estimation can exhibit a high variance if the points
of the test set are not chosen uniformly in the parameter space. In many applications, however,
the computational budget is very limited and the possible test sets are small. Consequently, the
estimation of the predictive performance appears very noisy. An alternative consist in using as much
as possible all the available data to train the model and to estimate the predictive performance.
3.5.3 Cross-validation
The cross-validation method, also called K-folds method, is a very popular approach to estimate
the generalization error by using only the training set. Hence the surrogate model is trained with
all the available data. The idea is to split the training set into k disjoint subsets of approximately
equal size. A subset is chosen as the testing set and the remaining subsets form the training set.
The model is trained on this training set and evaluated on the testing set. This process is repeated
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k times and the final error is computed as the average of the error one each subset. Figure 3.22 gives
an example of a 5-fold method. The model is trained on a group of 4 subsets and then is evaluated
on the remaining test set. The procedure is repeated for the 5 folds and the generalization error is
averaged.
Full training data
Test Train Train Train Train Fold 1
TestTrain Train Train Train Fold 2
TestTrain Train Train Train Fold 3
TestTrain Train Train Train Fold 4
TestTrain Train Train Train Fold 5
Average
cross validation
Figure 3.22: Illustration of a 5-fold cross validation.
A very specific case occurs when k is chosen equal to n. This case is called leave-one-out cross
validation. Let consider f˜−i corresponds to the surrogate model based on the training sample Xt
excluding χi. The leave-one-out error eLOO is written as:
eLOO =
1
n
n∑
i=1
∥∥∥f(χi)− f˜−i(χi)∥∥∥2 . (3.133)
From this expression, the leave-one-out predictivity coefficient Q2 can be derived:
Q2 = 1− eloo
σ˜2
, (3.134)
and the leave-one-out NRMSE:
NRMSE = eLOO
fmax − fmin . (3.135)
The leave-one-out method requires an additional computational endeavor. In the case of the ROMs,
n×M models must be trained.
In conclusion, the parameter k plays a central role in the cross-validation method. The general-
ization error is predicted at low variance but high bias for high values of K, while the leave-one-out
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method shows low bias but a higher variance [78]. Usually, leave-one-out method is widely used in
the literature and typical values of K between 5 or 10 represent a good compromise for the K-fold
method [78].
3.5.4 Estimated error by Gaussian Processes
The estimation of the error can be provided by expanding the Gaussian Process results into the
POD decomposition. Taking the variance of Equation 3.55 yields:
V ar(f˜(χ)) = V ar
(
M∑
k=1
a˜k(χ)φk
)
=
M∑
k=1
V ar (a˜k(χ))φk ◦ φk
=
M∑
k=1
σ˜k
2(χ)φk ◦ φk, ∀χ ∈ Rp, (3.136)
where ◦ is the Hadamard product and σ˜k the estimation by GP of the standard deviation of the
k-th reduced coordinate, given in Equation 3.101. Thus, for each prediction, an estimation of the
standard deviation σ
f˜
is provided for the quantity of interest:
σ
f˜(χ) =
√√√√ M∑
k=1
σ˜k
2(χ)φk ◦ φk, ∀χ ∈ Rp. (3.137)
3.6 Summary
3.6.1 Technical choices
Building non-intrusive ROMs needs many various mathematical tools. Figure 3.2 summarized the
different steps involved in the process of ROMs. The following particular methods have been chosen
in this work based on the specific characteristics of aerodynamic and aerothermal problems:
• DOE: low-discrepancy sequences are preferred due to their sequential and correct space-filling
properties. In particular, Halton sequences are used for training purpose and Sobol sequences
for validation;
• dimension reduction: POD is a robust method widely used in the literature. It allows to
reduce the information by expending the quantities of interest into well-chosen basis functions.
Therefore, POD is used to reduce the dimension of the problem;
• regression: GPR is chosen as it handles problems with nonlinear features and can estimate
the error for each prediction. Moreover, many performant packages have been developed to
build GPR models [61];
• validation: LOO strategies give a first estimation of the model error using only the training
set. Thus, they are used in the a-priori design and training of the surrogate model. Then, a
significant test set is systematically built in order to validate the model.
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This classical non-intrusive model is implemented and used for comparison purposes in Chapter 4
and Chapter 5 and is put in place in Chapter 6 to build the aerothermal surrogate model. Details
on the numerical implementation can be found in the following part.
3.6.2 Numerical implementation
3.6.2.1 JPOD
Jack Proper Orthogonal Decomposition (JPOD) starts in 2007 at Cerfacs [21, 22]. The code was
developed during 5 years where tests and validations have been performed through FP7 projects
such as the European SimSAC and ALEF. These developments and results were used as a starting
point for the work realized in this thesis: a full workflow capable of managing CFD simulations
with some POD, DOE, and interpolation features.
In parallel of this work, the UQ team of Cerfacs has refactored the whole code and has added un-
certainty quantification capabilities leading a new name: BATMAN, standing for Bayesian Analysis
Tool for Modeling and uncertAinty quaNtification [173, 174].
3.6.2.2 scikit-learn library
Scikit-learn [160] is a free Python library dedicated to machine learning. It plays a central role in
this thesis. First, scikit-learn is employed to generate the GPR models. The library shows good
performances [61] compared to other libraries such as DACE [135] or DiceKriging [172].
In addition, scikit-learn offers also supervised and unsupervised learning capabilities, dimension
reduction methods, and a very general API. In particular, the algorithms of GPC, DBSCAN,
K-Means, and GMM from scikit-learn are used in the thesis.
3.6.2.3 Other tools
The Python library Numpy [190] has been used widely to manipulate matrices and to build nu-
merical algorithm. The Matplotlib library [99] has been easily coupled with the Numpy arrays for
the visualization of all the data. Finally, the Openturns library [12] has provided various DOE
methods.
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CHAPTER 4
Local surrogate models using Machine Learning
Résumé
La méthode de décomposition locale, appelée Local Decomposition Method (LDM) dans
le manuscrit, propose d’adapter les modèles réduits détaillés dans le chapitre précédent à
l’aérodynamique externe. L’objectif est de les rendre plus performants dans la prédiction
d’écoulements transsoniques mélangeant plusieurs régimes physiques et présentant des chocs.
La méthode reprend l’idée de la décomposition de l’espace des paramètres. Elle se compose en
cinq étapes :
• l’application d’un filtre sur la base d’entrainement ;
• le partitionnement des solutions via un algorithme d’apprentissage non supervisé et
la construction des modèles réduits locaux ;
• la séparation de l’espace des paramètres en plusieurs sous-ensembles ;
• le rééchantillonnage en tirant profit des particularités de chaque ensemble ;
• La reconstruction d’un modèle global en minimisant les erreurs aux interfaces.
Un senseur de choc de type Jameson est utilisé afin de mieux identifier les discontinuités.
En effet, il permet d’améliorer les résultats de la seconde étape qui consiste à diviser la base
d’entrainement en différents groupes homogènes. Les méthodes d’apprentissage non supervisé
utilisées sont issues de l’apprentissage automatique et reposent principalement sur des mesures
de distances entres les champs calculés. En calculant les distances directement sur le senseur
de choc, le partitionnement est rendu plus pertinent du point de vue aérodynamique en se
concentrant sur la présence ou non de discontinuités et de forts gradients. Une fois le parti-
tionnement réalisé, les modèles réduits locaux sont entrainés sur chaque sous ensemble de la
base d’entrainement.
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Ensuite, l’espace des paramètres est séparé en plusieurs blocs avec un algorithme de clas-
sification issu aussi de l’apprentissage automatique. Ainsi, il est possible de prédire le bloc
d’appartenance de chaque nouvelle prédiction et de lui associer le modèle réduit local corre-
spondant. De plus, grâce à cette classification, des stratégies particulières de rééchantillonnage
sont mises en place. En effet, il est possible d’analyser localement les propriétés de chaque
sous ensemble et d’enrichir spécifiquement certains blocs de l’espace des paramètres avec de
nouvelles simulations. Ainsi le budget de calcul est utilisé de manière optimale en privilégiant
les régions de l’espace des paramètres qui semblent poser le plus de problèmes aux modèles
réduits.
Enfin, l’ensemble des modèles réduits locaux sont assemblé afin de générer un modèle global
capable de prédire des champs sur l’ensemble de l’espace des paramètres. La gestion des
interfaces entre ces modèles est bien entendu un enjeu important de la méthode. Deux stratégies
classiques peuvent être utilisées : soit chaque modèle contribue à la prédiction uniquement
lorsqu’elle est localisée dans son sous ensemble soit la prédiction est formée par une pondération
des modèles. Cette dernière approche a l’inconvénient de mélanger potentiellement plusieurs
régimes physiques, ce qui peut être dommageable au modèle.
La méthode de décomposition locale a pu être validée sur deux cas académiques : l’équation
de Burgers représentant le déplacement d’un choc et l’écoulement turbulent autour d’un profil
bidimensionnel RAE2822. Elle a identifié deux régimes physiques associés à la présence ou
non de chocs. Le partitionnement de ces deux régimes a été largement facilité par l’utilisation
du senseur de choc qui a permis de séparer les écoulements de nature différente. Ainsi, les
résultats ont été grandement améliorés, en particulier dans la région avec les forts gradients et
les discontinuités.
The Local Decomposition Method (LDM), developed in this Ph.D. thesis, extends the classi-
cal POD/interpolation reduced-order modeling by splitting the parameter space, inspired by the
parameter space decomposition presented in Chapter 2, in particular the dynamic local reduced-
order modeling of Amsallem et al. [7] and Washabaugh et al. [202]. This section has been partially
published in a journal paper [54].
LDM aims at improving the predictions of surrogate models for quantities of interest with very
different behaviors within the input parameter space. Instead of a unique global POD basis, several
local bases are determined using machine learning tools yielding to more flexible behaviors bringing
out a precise delimitation of the physical regimes.
This method has mainly been developed in order to treat external aerodynamics with flow sep-
arations and a mix between the subsonic and transonic regimes. However, it could be envisioned
to generalize the LDM to other problems characterized by bifurcating solutions. By this way, the
LDM is expected to reduce the computation budget needed to build the training samples. In addi-
tion, separating the snapshots into several cluster can help to improve the physical understanding
from numerical simulations.
4.1 Presentation of the Local Decomposition Method
The method proposed here creates local subspaces of the parameter space by combining a physical
sensor with machine learning tools. The physical sensor is a central element of the method to
achieve proper separations of physical regimes by computing specific features for all snapshots, in
order to increase the quality of the clustering. Indeed, the conversion of the vector-valued output
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into a vector of physical-based features gives the possibility to cluster the snapshots into subsets
with the same physical behavior. Thus the POD vectors are more representative of the physics.
A specific shock sensor is used for problems mixing subsonic and transonic conditions. It mea-
sures the nonlinearities and sharp gradients of the flowfield. As the different phenomena are no more
mixed in the POD basis, building a local reduced-order model on each of these subsets achieves a
better consideration of the physical regimes. Clustering snapshots provides also a greater flexibility
to the data fit model that can behave independently on each subgroup.
As regard the prediction of untried sets of parameters, the parameter space is divided in several
domains by a classifier according to the clustering of the snapshots. Therefore each region of the
parameter space is associated with a local reduced-order model and its respective subspace, allowing
to classify the input parameter space to the right physical regime. Finally, resampling is carried
out by identifying the subspaces with the highest entropy. Extra snapshots are added in these
specific subspaces with the objective to minimize the redundancy of the sampling, thus increasing
the accuracy of the surrogate model. Figure 4.1 sketches these first steps of the process. The
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Figure 4.1: Sketch of the LDM.
specificity of the presented method includes, besides the introduction of a feature extraction with
a shock sensor, a novel resampling strategy and the application to an aerodynamic case.
Figure 4.2 illustrates the whole method. All notations are introduced in the following sections
which give details on the different steps of the LDM, namely: clustering, the parameter space
decomposition, the proposed resampling strategy, and the recombination of local models into a
global one.
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Design of Experiment (DOE)
χ t = [χ t1 · · · χ tn ]
High fidelity computation
St = [ f (χ t1) · · · f (χ tn)]
Physical-based sensing
{(χ t1 ,b1), . . . ,(χ tn ,bn)}
Clustering
{(χ t1 ,ct1), . . . ,(χ tn ,ctn)}
Input space decomposition
Ω=
K⋃
i=1
Ci
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Local model
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K
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Figure 4.2: Flowchart of the LDM.
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4.2 Separation of the snapshots
4.2.1 Physical-based shock sensor detecting flow regimes
Choosing quantity characterizing the physical regimes, on which the clustering is performed, is a
question of central importance impacting the quality of the classification. Unsupervised learning
algorithms are used directly on quantities of interest to build groups with patterns of small differ-
ences in ROMs [7, 202, 210]. In this thesis, the objective is to separate physical regimes. Applying
the algorithms on the quantity of interest may lead to clustering error, as two fields of quantity of
interest can have large differences even though they belong to the same physical regime. For this
reason, this section proposes to enhance clustering with a filter. Based on a physical approach, a
mathematical transformation converts quantities of interest into a sensor of the physical regime.
The main goal is to sharply differentiate physical regimes to ease the clustering of snapshots. Some-
what similar methods can be found in Lorente et al. [136] or Constantine and Iaccarino [39], where
the gradient is used to identify parts of the signal which can be improved by a specific correction.
External aerodynamics with subsonic and transonic regimes represents one of the main appli-
cation in this thesis. These flows are characterized by shock waves. Thus, a straightforward idea
is to consider a shock sensor that is able to detect large changes in the variation of the quantity
of interest, such as the Jameson’s Shock sensor [103]. The latter has been developed as a heuristic
method for non-oscillatory shocks capturing. It is related to the second order derivative of the
pressure. However, quantities of interest are not limited to pressure signals and a more general
expression is introduced as:
νi =
|si−1 − 2si + si+1|
0 + |si−1|+ 2|si|+ |si+1| , with i such that xi ∈ Ω\∂Ω, (4.1)
where νi ∈ Rd′ is the generalized sensor, d′ the dimension of Ω\∂Ω, 0 a constant avoiding division
by 0, si−1, si, and si+1 the quantities of interest at respectively node i − 1, i and i + 1 in the
direction of the external flow. Other shock sensors could be used [156].
4.2.2 Clustering methods
Once a filter has been applied on data, structures must be discovered in order to separate the
snapshots in function of the different flow shapes. The clustering identifies inherent groups in the
input data based on similarity measures. It has been applied in various fields of application, such
as image segmentation or data compression [18]. Several types of clustering may be distinguished,
such as centroid models, probability distribution models, density models, hierarchical clustering,
etc. . .
Clustering in high-dimension represents a very challenging problem related to the curse of di-
mensionality [13]. Many different transformations have been developed to find embedded non-linear
manifolds within high-dimensional space, such as Locally linear embedding or Isomap methods [18].
However, a classical Principal Component Analysis (PCA) has been applied on sensor data, mainly
due to its simplicity and robustness compared to more complex nonlinear dimensionality reduction
methods. The percentage of variance is set to 99% and resulting subspaces from this transformation
are grouped in matrix B such as:
B = [b1 · · · bn]T , bi ∈ RM ′ , (4.2)
where M ′ is the dimension of the cut-off in the PCA associated with 99% variance.
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Three fundamental clustering methods are described in this section: K-means, Gaussian Mix-
ture Model (GMM), and Density-Based Spatial Clustering of Applications with Noise (DBSCAN).
Interesting readers can refer to Bishop [18] and Friedman et al. [78] for a more in-depth presentation
of other methods.
If there are K clusters, a training set is built such as:
{(χt1 , ct1), . . . , (χtn , ctn)} with cti ∈ [1, · · · ,K], ∀i ∈ [1, n], (4.3)
where cti is the target variable of the cluster. This training set is used to train a supervised learning
algorithm, described in the following section, in order to link the input parameter of each quantity
Bi with a class of physical regime.
4.2.2.1 K-Means
The K-means algorithm is a very popular, simple, and easy to implement method. If the data B
are splitted into K clusters, each cluster k is defined by a center µk ∈ RM ′ where k ∈ {1, · · · ,K}.
The squared Euclidean distance is chosen as a similarity metric. The goal of the K-means method
is to found clusters minimizing the distortion measure J defined by the squares of the distance of
each point to the closest cluster center µk:
J =
N∑
i=1
K∑
k=1
rik ‖bi − µk‖2 , (4.4)
where rik ∈ {0, 1} is the binary indicator variable. It is equal to 1 if bi belongs to the cluster k and
is equal to 0 otherwise. The function J can also be seen as an inertia where µk corresponds to the
center of mass of the cluster k.
The K-means algorithm consists in several steps. First, centroids are initialized with random
values or more sophisticated methods. For instance, the K-means++ chooses the first center at
random, then the probability of choosing the next center is weighted by the distance to the first
center. It is repeated until k centers have been chosen. Then, a two-step iterative process, referred
to as Lloyd’s algorithm, is usually employed to find the minimum of J :
• The assignment step determines the new values given to the binary indicator variables rik.
If the centers are considered as fixed, the distortion measure J is a linear function of rik.
Consequently, terms of the sum can be minimized independently for each point in the data
set, such as the new rik is chosen as:
rik =

1, if k = arg min
k′∈{1,··· ,K}
‖bi − µk′‖2
0, otherwise
. (4.5)
The expression can be interpreted easily: each point is assigned to its closest centroid.
• The update step minimizes the value of J which is a quadratic function of µk with the rik
held fixed. If the derivative of J is set to zero, the new centroids are expressed as:
µk =
K∑
k=1
rikbi
K∑
k=1
rik
. (4.6)
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Once again, an interpretation can be given to the above expression: the new centroid µk is
simply the mean of all the data assigned to the cluster k.
The two-step process is stopped when the difference between old and new centroids is below a
given threshold. Even if the K-means algorithm always converges [18], the function J is generally
non-convex and minimums may be local. For this reason, the K-means algorithm needs to be run
with different initializations and the best local minimum is selected.
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Figure 4.3: K-means illustration.
Figure 4.3 illustrates the K-means algorithm. Initial data are generated from isotropic Gaussians.
First, centroids are initialized randomly. Then, the algorithm starts to process. As the initial data
are well separated, the algorithm quickly converges to the true clusters after only 3 iterations.
A variety of other algorithms has been built from the K-means method. One of the most popular
is called fuzzy K-means. Instead of having each data point assigned to one single cluster, the data
points belong to all clusters to varying degrees. The classical K-Means problem is referred as
hard clustering, whereas fuzzy K-means is called soft clustering. In addition, other metrics can be
chosen to improve the clustering with groups of different sizes. These methods are called K-medoids
clustering [78].
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4.2.2.2 Gaussian Mixture Model
Let us assume the training set B, characterizing the physical regimes, comes from K clusters
C1, · · · , CK . Each cluster Ck follows a probability distribution of parameter θk and proportion
wk, regrouped for all the clusters in a mixture parameter Φ = [w1, · · · , wq, θ1, · · · , θK ]. GMM
consists of modeling B with a mixture distribution of multivariate normal distributions g. Each
one is associated with the cluster Ck such that the probability density function of bi is given by:
p(bi|Φ) =
K∑
k=1
wk g(Bi|θk), ∀i ∈ [1, · · · , n], (4.7)
where the mixture weight wk represents the probability that the observation comes from a Gaussian
distribution defined by θk giving mean and covariance of the multivariate normal distribution g. A
K-dimensional binary random latent variable z ∈ RK is introduced such as a particular component
zk of z is equal to 1 and all other elements are equal to 0, meaning that zk satisfies zk ∈ {0, 1} and∑K
k=1 zk = 1. In particular, the k-component is 1 if the training sample bi is generated from the
k-th Gaussian such as the marginal distribution over z is defined as p(zk = 1) = wk.
These mixture parameters regrouped in Φ are estimated iteratively using an Expectation Max-
imization algorithm (EM algorithm) [50]. The expectation of the posterior probability γk of be-
longing to the cluster k can be expressed with Bayes’ theorem (E-step):
γk(Bi) = p(Ck|Bi) = p(Bi|Ck) p(Ck)
P (Bi)
= wk g(Bi|θk)q∑
l=1
wl g(Bi|θl)
, ∀k ∈ [1, · · · , q], ∀i ∈ [1, · · · , n]. (4.8)
Then, the mixture parameters can be re-estimated (M-step):
µk =
N∑
i=1
γk(Bi).Bi
N∑
i=1
γk(Bi)
, ∀k ∈ [1, · · · ,K], (4.9)
Σk =
N∑
i=1
γk(Bi).(Bi − µk).(Bi − µk)T
N∑
i=1
γk(Bi)
, ∀k ∈ [1, · · · ,K], (4.10)
wk =
1
n
N∑
i=1
γk(Bi), ∀k ∈ [1, · · · ,K]. (4.11)
These two steps are iterated until the converge of the log likelihood:
ln (p(B|Φ)) =
n∑
i=1
ln (p(bi|Φ)) . (4.12)
The cluster of each quantity Bi is determined using the previous probability expression. A hard
splitting is applied such as the target variable cti for each training input χti is given by:
cti =
{
k | max
k∈[0,K]
p(Ck|Bi)
}
, ∀i ∈ [1, · · · , n]. (4.13)
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
Core
Border
Noise
MinPts = 3
Figure 4.4: Example of application of the DBSCAN. The core points are represented in red, the
border points in blue and the outliers in grey.
4.2.2.3 DBSCAN
The DBSCAN algorithm belongs to density-based clustering and has been proposed by Ester et al.
[65] in 1996. Instead of assuming the number of clusters K, such methods define clusters as regions
with a high density of data points separated by low density regions associated with outliers.
Let D be a database of points. For DBSCAN, the definition of the density is related to the
-neighborhood N:
N(bi) = {b ∈ D|d(b, bi) < )}, (4.14)
where d is the distance between the points, usually the Euclidean distance, and  is a threshold
below which the point b belongs to the cluster formed by bi.
If the cardinal of N(bi) is greater than or equal to a free parameter called minPts then bi is
considered to be a core-point. The parameter minPts controls the size of the smallest group of
points which can be seen as a cluster. If a point bj is located in the -neighborhood of a core-point
but does not meet the minPts criterion, then bj is directly reachable from bi. The point bj is
called directly density-reachable. An extension of this definition can be created: a point bj is density
reachable from a point bi if a chain of points can be found such that bi and bj are the extremities
of the chain and that the (k+ 1)-th element of the chain is density-reachable from the k-th element
(the 0-th element is bi and the last is bj). They form the borders of the clusters. All the other
points are considered as outliers by the algorithm.
Therefore, a cluster C must fulfill the following conditions:
• if bi belongs to the cluster C and bj is density-reachable from bi, then bi belongs to C
• for all the points bi and bj belonging to C, there is a point bk such that bi and bj are
density-reachable from bk
Figure 4.4 shows an example of a cluster identified with the DBSCAN algorithm. All the core
points have a -neighborhood of 3 or 4. Two outliers have been identified as they do not reach any
core or border point.
A simple view of the DBSCAN algorithm is formulated by the following steps:
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1. Fix the distance , the minimum number of points minPts and declare all the points of the
database D as unlabelled.
2. Select randomly an unlabelled point.
3. Label the point as core, border, or noise.
4. If the point is core point, create a new cluster with all the points that are density-connected
to that core point. Mark all the points of the cluster as labelled.
5. If points of D are not labelled, return to step 2.
6. Border points reaching several core points are assigned to the cluster with the closest core
point.
7. Return the set of cluster {C1, · · · , CK}, with K the number of cluster that has been found.
The average run time complexity of the algorithm is in O(n.logn). More information on the detailed
algorithm can be found in Ester et al. [65]. The determination of the parameters  and minPts
represents a complex step of the algorithm. On the one hand, if the  is too small or the minPts is
too large, the number of core points may be insufficient to detect the clusters. On the other hand,
if  is too large and minPts small, the algorithm may identify only a unique cluster.
4.2.2.4 Choice of the numerical parameters
The unsupervised learning algorithm needs to set various numerical parameters in order to extract
information from data. For instance, the number of clustersK must be fixed for K-means and GMM
algorithms, while the DBSCAN requires the values of  and minPts. Various methods have been
developed to determine these parameters. They are mainly heuristic and graphical. It is important
to note these methods should be used as a guideline to estimate the numerical parameters and not
as an absolute rule.
Silhouette analysis Two main properties define the quality of the clustering: the tightness and
the separation. Ideally, a cluster must be tight, meaning the points in a same cluster are close
together. Tightness can be measured for instance by the average distance between the points in
the same cluster and the centroid of the cluster. The term separation means the points of a given
cluster should be far from points in other clusters.
Silhouette analysis [171] refers to a graphical method of interpretation and validation of consis-
tency within clusters. It quantifies if clusters meet the requirements of tightness and separation.
For a given sample bi belonging to the cluster Ck, the value a(bi) computes the average distance
between bi and all the other points in the same cluster Ck. This definition corresponds to the
average dissimilarity of the cluster:
a(bi) =
1
card(Ck)− 1
∑
b∈Ck,b6=bi
d(bi, b). (4.15)
The second quantity c(bi) selects the smallest value of a(bi) if the cluster Ck is substituted by a
different one:
c(bi) = min
l 6=k
1
card(Cl)
∑
b∈Cl
d(bi, b). (4.16)
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Finally, the combination of the two terms a and c defines the Silhouette coefficient s as follows:
s(bi) =
 0, if card(Ck) = 1c(bi)−a(bi)
max(a(bi),c(bi)) , otherwise
. (4.17)
The value of s has a range of [−1, 1]. A Silhouette coefficient close to 1 indicates that the sample is
far away from the neighboring clusters and that its cluster is homogenous. A negative values can
be interpreted as a wrong assignment of the sample to the cluster, while a value near 0 can suggest
a sample located between several clusters near the decision boundary. The Silhouette coefficient is
computed for all the samples and the resulting distribution is plotted by clusters. The higher the
values are, the more consistent the cluster is.
Cross-validation The cross-validation method, described in subsection 3.5.3, can also be used
to determine the number of clusters. For instance, the leave-one-out predictivity coefficient can be
computed for different numbers of clusters and the case with the highest value is selected as the
optimal number of clusters. The predictivity coefficients can also be computed separately on each
cluster to estimate the accuracy of each local models.
Elbow method The Elbow method is a graphical and heuristic method determining the numer-
ical parameters of a clustering algorithm by identifying a break in slope of a specific quantity. This
method has been developed for the DBSCAN algorithm in order to estimate the optimal value of
. It is called the k-dist graph and is proposed in Ester et al. [65]. The core points are assumed
to have their k nearest neighbors at roughly the same distance, while the k nearest neighbors of
the noise points are at farther distances. By plotting k-distances for all the points in ascending
order, a slope discontinuity can be identified, such as illustrated in Figure 4.5. The value of the
k-th distance corresponding to this threshold is chosen as the  associated with the thinnest cluster
in the database and able to detect noise points. A typical value of 4 is proposed for k in the
literature [65].
k-dist
Point index sorted by distance

Figure 4.5: Typical shape of a sorted k-dist graph.
A similar method can estimate the number of clusters in a set of data. The total within-cluster
sum of square (WSS), also called total intra-cluster variation, substitutes the k-distance of the
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Elbow method for DBSCAN. This quantity measures the compactness of clusters. Let assume a
K-means algorithm splits the data set into K clusters of centroid µi. The WSS is defined by:
WSS =
K∑
k=1
∑
bi∈Ck
d(bi,µk). (4.18)
The total within-cluster sum of square is computed for different values of K, for instance from 1
to 10, depending usually of the size of the data set. Then the Elbow method plots the curve of
WSS versus the number of clusters K. The break in slope gives an estimation of the appropriate
number of clusters K.
4.2.2.5 Conclusion on clustering
The three algorithms presented above show respective advantages and drawbacks. For example,
the K-means method is simple to implement and to interpret and it has a computational efficiency
in high-dimension. However, the Euclidean distance represents one of its main limitation as all
directions are assumed to have the same weight in the computation of the similarity. Therefore,
k-means does not work well for clusters with different sizes, different densities, or for non-spherical
clusters. In addition, the algorithm is sensible to initialization, rescaling of the data and outliers.
The GMM algorithm demonstrates a greater flexibility in the shape of clusters thanks to the
covariance modelling. Furthermore, computing the hyperparameters can be run in parallel. Nev-
ertheless, the GMM method shares a drawback common to several algorithms with a user-defined
number of clusters. In the case of a uniformly distributed data set, these methods detect clusters
accordingly to this a priori number of clusters, even if there are no meaningful clusters present in
the data set. For this reason, a careful assessment of the number of clusters, as suggested in sub-
subsection 4.2.2.4, is a compulsory step prior to the training of the local surrogate models in order
to evaluate the validity of clustering analysis.
The main advantage of the DBSCAN is that the algorithm does not need to define a number
of clusters K. Thus, the number of clusters is determined by the algorithm, provided that the
numerical parameters are accurately estimated. In addition, the method can find clusters of varying
shapes and is numerically very efficient with a complexity in O (n.log(n)). However, the algorithm
is not fitted for clusters with different densities, where methods such as K-means may be more
efficient. Furthermore, high-dimensional data can be very challenging for DBSCAN, as the sphere
of radius  may not contain any data points due to the curse of dimensionality. Finally, the
determination of  and minPts may be challenging if the k-dist does not work and if the type of
data is not well understood.
In conclusion, choosing the clustering method depends largely on the distribution, the size,
and the structure of the data set. Preliminary studies can help to guide the choice of numerical
parameters.
4.3 Parameter space decomposition via classification
The decomposition of the input space into subspaces where a single physical regime drives the
flow can be interpreted as a supervised classification problem. The clustering algorithm coupled
to a shock sensor separates the snapshots into groups of similar shapes. The remaining task
is to associate any input of the prediction set to the corresponding cluster. This step is called
classification.
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4.3.1 Overview of classification methods
Let assume the clustering step from the previous section associates the samples χti to K clusters.
The belonging to a cluster Ck is written through the corresponding variable ci, such as ci = k. The
resulting training set {χti , cti}i∈[1,n] is used to buid the classifier. Target variable of the clusters are
arranged in a vector ct = [ct1 , · · · , ctn ] for the training points and in a vector cp = [cp1 , · · · , cpm ]
for the test set.
Many regression algorithms have been presented and some of them have classification counter-
parts, such as ANN, SVM, GP, etc. The algorithms are modified to predict a categorical variable
(a class) instead of real numbers. In this section, details are given on three different methods:
k-nearest neighbors, Naive Bayes, and Gaussian Process Classification.
4.3.2 k-nearest neighbors
The k-nearest neighbors is one of the most simple algorithms in machine learning. The central idea
is that only the k nearest neighbors of a prediction point χp are used to estimate its value. The
algorithm is memory-based, it does not require to be trained, and needs only 3 inputs: the training
set, the number of neighbors k, and a distance metric used to find the k nearest points [78].
Let assume a classical Euclidean distance is chosen as distance metric. The query point χpj
is associated with the most frequent cluster among the k nearest training samples to that query
point, using simply a majority vote. Ties are broken at random. The value of k impacts directly
the results of the algorithm. A low value gives better representations of thin and complex clusters
and is more adapted to small data sets, while a large k is less sensible to noise by smoothing the
decision boundary. The choice of k can be seen as a bias-variance tradeoff.
Despite its simplicity, the k-nearest neighbors algorithm has been successful used in a large range
of classification problems, such as handwritten digits or satellite image scenes. In particular, the
method is particularly relevant for irregular and complex decision boundaries [78].
4.3.3 Naive Bayes classifier
Naive Bayes classifiers are one of the most efficient and simplest algorithms for classification and
data mining. Despite a very strong conditional independence assumption, rarely true for real
applications, these classifiers show very good performance. Zhang [212] gives theoretical reasons
explaining why naive Bayes still works even for strong dependencies between the input.
According to Bayes rule, the probability that the prediction χpj belongs to the cluster Ck is
given by:
p(Ck|χpj ) =
P (Ck)P (χpj |Ck)
P (χpj )
. (4.19)
The product rule expands the right term of the numerator:
P (χpj |Ck) = P
(
χ(1)pj |χ(2)pj , · · · ,χ(d)pj , Ck
)
P
(
χ(2)pj |χ(3)pj , · · · ,χ(d)pj , Ck
)
× · · · × P
(
χ(d)pj |Ck
)
. (4.20)
The naive conditional independance assumption of the method states that:
P
(
χ(i)pj |χ(i+1)pj , · · · ,χ(d)pj , Ck
)
= P
(
χ(i)pj |Ck
)
∀i ∈ [1, · · · , d− 1] (4.21)
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Moreover, the denominator of Equation 4.19 does not depend on the variable Ck and the input
training data are fixed. Therefore, the probability to have Ck is expressed as:
p(Ck|χpj ) ∝ P (Ck)
d∏
i=1
P
(
χ(i)pj |Ck
)
. (4.22)
The final value of the variable c associated with the input χpj is given by using a Maximum A
Posteriori (MAP) estimation:
cpj = arg max
k∈[1,K]
P (Ck)
d∏
i=1
P
(
χ(i)pj |Ck
)
. (4.23)
Usually, the class given by the previous equation is reliable but the precise value taken by the
probability p(Ck|χpj ) should not be considered. Now it remains to determine the distribution
associated with P (χ(i)pj |Ck). Different assumptions can be made, as different kinds of naive Bayes
classifiers exist. For instance, Gaussian naive Bayes assumes the distribution P (χ(i)pj |Ck) follows a
Gaussian. Means and variances are estimated using maximum likelihood computed on the training
set. Other naive Bayes classifiers exist, such as multinomial or Bernoulli naive Bayes classifier.
4.3.4 Gaussian process classification
The Gaussian Process Classification (GPC) adapts the GPR to deal with classification problem.
The principal steps of the method are outlined in this section only for two-class problems with
C0 = +1 and C1 = −1. Interested readers can refer to Rasmussen and Williams [168] and Bishop
[18] for the straightforward generalization to K classes.
As the nature of the classification outputs is discrete, it clearly differs from the regression
problems outlined previously with GPR. The main idea is to transform the output of a Gaussian
process defined on the real axis into a probability lying in the interval [0, 1] using a nonlinear
activation function. A latent function l defined on the input parameter space is introduced and we
denote the training and testing latent vector by:
lt = [lt1 , · · · , ltn ] and lp = [lp1 , · · · , lpm ]. (4.24)
This function aims to provide a more convenient and tractable formulation of the model [168] and
helps to define the posterior probability:
p(cpj = C0|lpj ) = σ(lpj ), ∀j ∈ [1, · · · ,m], (4.25)
with σ the nonlinear activation function defined by the sigmoid function:
σ(x) = 11 + e−x . (4.26)
If lpj is positive and large in amplitude, the input χpj belongs to the class C0 with large probability,
while if lpj is negative and large in amplitude, the input χpj belongs to the cluster C1 with large
probability.
A Gaussian process prior with a zero mean and a covariance matrix Σl is placed on the joint
distribution of the latent function l: [
l
lpj
]
∼ N (0,Σl) . (4.27)
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The posterior of the latent variable is extended with the sum rule, product rule and Baye’s theorem:
p(l|Xt, ct) = p(ct|l)p(l|Xt)
p(ct|Xt) . (4.28)
This expression is non-Gaussian due to p(l|Xt) and is used to build the probability of the latent
value at a test point:
p(lpj |Xt, ct) =
∫
p(lpj |Xt, l)p(l|Xt, ct) dl. (4.29)
Finally, the probabilistic prediction can be directly computed:
p(cpj = 1|Xt, ct) =
∫
p(cpj = 1|lpj )p(lpj |Xt, ct) dlpj
=
∫
σ(lpj )p(lpj |Xt, ct) dlpj .
(4.30)
One can note that p(cpj = C1|Xt, ct) = 1 − p(cpj = C0|Xt, ct). The integral expressed in Equa-
tion 4.30 is analytically intractable due to the non-Gaussian likelihood of p(lpj |Xt, ct) [168]. It
requires specific approximations, such as variational inference, expectation propagation or Laplace
approximation [18].
The Laplace’s method approximates p(l|Xt) by a Gaussian q(l|Xt) thanks to a second order
Taylor expansion of log (p(l|Xt)) around the posterior maximum such as:
q(l|Xt) ∼ N
(
l̂,A−1
)
, (4.31)
where l̂ = arg max
l
p(l|Xt) and A−1 = −∇∇log (q(l|Xt) |̂l.
The values of l̂ is determined by maximizing the logarithm of the posterior given by Equa-
tion 4.28. Setting the gradient to zero leads to a non-linear equation which can be solved iteratively
with a Newton’s method. The value of ∇log p(ct|l̂) depends on the functional forms given to the
likelihood. Classical solutions are the logistic and the cumulative Gaussian [168]. Details can be
found in Rasmussen and Williams [168]. The probability of the latent value at a test point can be
rewritten with the Gaussian approximation:
q(lpj |Xt, ct) ∼ N
(
µpj ,σpj
)
. (4.32)
Finally, the probabilistic prediction is given by:
p(cpj = 1|Xt, ct) =
∫
σ(lpj )N
(
lpj |µpj ,σpj
)
dlpj . (4.33)
Hyperparameters of the covariance matrix Σl need to be determined in order to compute the
probabilistic prediction. As for the GPR, the log marginal likelihood can be maximized. It also
requires to use the Laplace approximation due to non-Gaussian terms. Derivating the likelihood
exhibits terms which are implicitly functions of the hyperparameters. Nevertheless, specific deriva-
tions, developped in Rasmussen and Williams [168], evaluate the derivative of the likelihood with
regards to hyperparameters. Thus a gradient-based optimizer can be used to select the hyperpa-
rameters.
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4.3.5 Conclusion on classification algorithms
The k-nearest neighbors method is very sensitive to the choice of k. However, the optimal value
can change as the number of training samples may increase during the training, for instance with
resampling. Thus this approach is not adapted to ROMs. As regards Naive Bayes classifiers, the
algorithm shows very good performance. However, the probability of belonging to a cluster may
not be reliable in term of absolute value. This information can be useful to weight local models
into a global one. Finally, GPs offer several advantages, such as: learning the kernel without cross
validation, a fully probabilistic predictions, and an integrated feature selection. This method is
chosen as the reference classification algorithm.
4.4 An entropy-based resampling
The original strategy proposed in this section takes advantage of the input space separation into
several subsets. Indeed, the input space decomposition has provided subgroups of smaller size
among which some subspaces of interest can be selected to perform the resampling on very specific
regions.
A criterion based on the compressibility of the information is used to ensure the selection of the
subspaces. It comes from an analysis of POD eigenvalues in order to identify relevant structures. As
explained in the last chapter, POD eigenvalues represent the relative information contained in the
different modes. The global entropy H measures the redundancy of information and is introduced
as [44]:
H = − 1log(n)
n∑
i=1
pi log(pi) with pi =
λi
n∑
j=1
λj
. (4.34)
If the entropy goes to zero, there is only one nonzero singular value. The data are compressed into
a unique mode. On the other hand, the entropy is equal to one if the information is distributed
among the modes, meaning that no compression is possible. Between these two extreme values,
the entropy increases with the number of fundamental modes. The active resampling of the LDM
assumes that the entropy and the structures of the system with discontinuities or high gradients
are directly correlated. Thus, the probability to find new modes with a non-negligible amount of
energy is expected to be greater for clusters with high values of entropy.
Let consider a batch of n′ simulations is performed. The objective is to distribute the com-
putational budget on each cluster. The entropy can be measured locally on each cluster k, such
as:
Hk = − 1log(|Ck|)
nk∑
i=1
pi log(pi) with pi =
λi∑
j∈Ck
λj
, (4.35)
where nk is the number of training samples belonging to Ck. A simple approach consisting in taking
a ratio of entropy gives the number of new simulations n′k associated with the cluster k:
n′k =
Hk
K∑
i=1
Hi
n′. (4.36)
Figure 4.6 sketches the process of resampling. In this example, after the analysis of the entropy,
blue and green clusters benefit from the majority of the computational budget while the red cluster
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Figure 4.6: Sketch of the LDM resampling process. New snapshots are marked with white diamands.
is considered as already well explored and does not require extra snapshots as its entropy is very
low.
This resampling strategy can be coupled with a stopping criterion adapted to the local prop-
erties of the LDM. Instead of computing the predictivity coefficient Q2 by leave-one-out for all
the snapshots, the Q2 is computed and analysed severally on each cluster. Thus, this criterion
allows to stop the resampling for clusters of high quality if a minimum number of snapshots have
been computed. The resampling can foster the specific clusters with lower quality estimation and
a significant amount of entropy.
This approach ensures to spend the computational budget in the more challenging regions of the
input parameter space. Nevertheless, determining the value of the threshold is not evident. It may
depend on other clusters or on the initial samples. A classical value from experience is between
0.80 and 0.99.
4.5 Recombination in a global model
The final recombination step consists of assembling the local reduced-order models in a single
composite global model. It represents a challenging and crucial problem, as the classification near
the decision boundary might be prone to errors due the classifier. In addition reduced coordinates
can be extrapolated in this region. Thus, a special attention is paid to the interface between
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clusters. Several solutions may be envisaged.
4.5.1 Hard split, soft split, and interface model
The simplest solution lets the hard or soft clustering managing the interface. Starting from the K
clusters, a simple weighted sum is calculated using a ’hard’ split:
f˜(χpj ) =
K∑
k=1
1Ck(χpj )f˜k(χpj ), ∀j ∈ [1, · · · ,m], (4.37)
where
1Ck(χ) =

1 if k = arg max
i∈[1,K]
P (χ ∈ Ci)
0 else
, (4.38)
and f˜k refers to the local POD/GPR model built on the k-th cluster. This sum provides a prediction
of all the input space, leading to a global model which is not differentiable at the interface. The
differentiable predictions require to use differentiable weighting functions, which is not the case for
1. The soft clustering [17] substitutes 1Ck(χ) directly by P (χ ∈ Ck), which is provided by the
classification algorithm.
Another solution overcoming the interface problem generates a specific model at the interface
either with all the training data or with only a restriction. Zhan et al. [210] propose to enclosed
the clusters by freezing the classifier and sampling the decision boundary. This strategy is very
efficient for two-dimensional parameter spaces where the boundary decision is a line. However, in
higher dimensions, the decision boundary is represented by a hyperplan. Its sampling at a low
computational budget becomes very challenging. In addition, a clear definition of the boundary
decision is not always available.
Choosing the best strategy is guided by several observations. First of all, the soft clustering
mixes several physical regimes. It can lead potentially to nonphysical predictions and can amplify
extrapolations of the reduced coordinates near boundary decisions, one of the main weakness of
GPR. Then, building a model at the interface will adds complexity to the final surrogate model as
extra parameters must be introduced to identify the points in the neighborhood. Moreover, even if
a global model at the interface might be a possible solution it remains sensible to the definition of
the region overlapping the boundary decision. Thus, the solution of a local interface model cannot
be retained and a classical hard-split approach is prefered.
4.5.2 Data enrichment near the boundary
In addition to the hard-split approach, a specific strategy improving predictions near decision
boundaries has been developed. Indeed, the growing number of clusters increases directly the
proportion of interface in the domain, raising problems of extrapolation in particular with the
Gaussian Processes.
The central idea is to enrich each local model at the boundary with existing simulations. For
each cluster, several snapshots located near the boundary do not belong to the cluster but can
be useful to improve predictions near the interface. A least square problem is solved in order to
determine values of reduced coordinates for points close to but outside the cluster. The strategy is
divided into three steps repeted for all the clusters:
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1. To find the r closest points to the cluster k but not belonging to it. This set of points is
written Xr. The simplest method to find these points is to compute the distance between
the center of the cluster and the other snapshots in the sensor space.
2. To determine reduced coordinates for the r closest points solving the least square problem
for the k-th cluster:
min
aj(χ)
∥∥∥∥∥∥
Mk∑
j=1
aj(χ)φj − f(χ)
∥∥∥∥∥∥ , χ ∈Xr, (4.39)
where Mk denotes the number of POD modes for the k-th cluster.
3. To add these new reduced coordinates to the training set of the cluster k.
The optimal value of r can be determined by analyzing projection errors given in Equation 4.39.
Snasphots with important errors must not be added to the local training set as they can significantly
decrease accuracy of the local model.
This strategy can be seens as regression methods overlapping other subspaces. Nevertheless,
POD modes are only computed with snapshots belonging to the cluster to avoid contamination of
other physical regimes.
4.6 Validation of the method on academic test cases
The developed LDM strategy along with the adaptive sampling is first applied to analytical and
two-dimensional aerodynamic test cases. The latter help to understand the functioning of the
method and to validate the interest of building local ROMs. This first step prepares for more
complex applications, in particular three-dimensional cases.
4.6.1 One-Dimensional Burgers’ equation
The Burgers’s problem [27] has been chosen to illustrate the capability of the LDM to clearly
separate solutions with and without discontinuities. It underlines a moving discontinuity through
the nonlinear convection-diffusion equation:
∂u
∂t
+ u∂u
∂x
= ν ∂
2u
∂x2
, x ∈ [0, 2pi], t ∈ [0, 2], (4.40)
with ν the fluid viscosity equal to 0.1. A one-dimensional spatial domain between 0 and 2pi is
considered with a periodic boundary condition such that:
u(0, t) = u(2pi, t). (4.41)
The problem can be solved using the Cole-Hopf transformation [96] and the following initial solution:
u(x, 0) = −2ν
φ
∂φ
∂x
, (4.42)
φ = e
−x2
4ν + e
−(x−2pi)2
4ν . (4.43)
The analytical solution is given by:
u(x, t) = −2ν
φ
∂φ
∂x
, (4.44)
φ = e
−(x−4t)2
4ν(t+1) + e
−(x−4t−2pi)2
4ν(t+1) . (4.45)
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For this particular problem, the discontinuity is convected outside the domain when the variable t
is greater than 0.89. Thus, the challenge of the LDM is to correctly identify this threshold between
smooth and discontinuous solutions.
Even if the Burgers’ equation is only an analytical case, building an accurate surrogate model
is very challenging. An illustration of the solutions for different values of t is shown in Figure 4.7,
highlighting various shapes of the solution.
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Figure 4.7: Solution of the Burgers’ equation for different values of t.
4.6.1.1 Settings of the surrogate model
First, a global surrogate model is built without fulfilling the rule of thumb 10d [108], as an initial
sampling of 10 provides only 5 samples with a discontinuity. For this reason, a set of 20 analytical
solutions has been used to generate the training snapshots. The POD energy ratio is set to 0.99%.
An Halton sequence builds the whole training set of the classical method.
Regarding the LDM, the first 10 samples are generated from a Halton sequence exploring uni-
formly the parameter space while the last 10 snapshots are dedicated to the resampling process,
described in the previous section, in order to focus on nonlinear low-dimensional subsets. Solutions
of the Burgers’ equation are assumed to be characterized by two different types. Therefore, the
number of clusters is set to two.
4.6.1.2 Separation of the snapshots
Different clustering algorithms are considered. As the a-priori number of clusters is known to be 2,
a classical K-means algorithm is used. However, the first 10 samples are clustered into a group of 9
points and a group of a single point. Such a clustering result is not acceptable to generate relevant
resampling and accurate local models. Therefore, a k-graph distance is drawn for the 10 samples
of the training set, as illustrated in Figure 4.8c. A clear separation appears between a first group
of 5 points at a distance of about 10−7 and the other 5 points between 10−2 and 10−1. Thus, a
DBSCAN algorithm is applied on the samples with  sets to 10−6 and minPts = 2.
120
4.6. Validation of the method on academic test cases
Two clusters are identified by the algorithm: one very tight and one very sparse associated with
noise by the algorithm. Then, the resampling is performed by computing 10 new samples distributed
between the two clusters. The final clustering of the samples with the DBSCAN algorithm shows
that snapshots with no discontinuity form a very tight cluster. Indeed, Figure 4.8a represents the
distribution of the samples in the space of the sensor. The blue dots correspond to the cluster with
discontinuity while the red dots correspond to the case where the discontinuity is convected outside
the domain. Even a zoom on the region of the red dots in Figure 4.8b is not sufficient to clearly
separate the snapshots which are contained in a circle of radius  = 10−6. Analyzing the Silhouette
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Figure 4.8: Illustration of the different clusterings for the Burgers’ equation.
coefficients indicates that the cluster associated with the smooth snapshots is very coherent with
a mean value aroud 0.97 while the cluster corresponding to the discontinuous snapshots shows a
mean coefficient of −0.1. This very low value is explained by very scattered snapshots, in particular
those with the strongest discontinuities.
The clear clustering of the snapshots with no-discontinuity is ensured by the use of the Jameson’s
shock sensor. Indeed, Figure 4.8d exhibits the distribution of the first modes of the 20 snapshots
without a sensor. Even if a one-dimensional manifold is identified, a clear separation between
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the continuous and discontinuous terms is not permitted. The k-graph does not highlight any
break of slope. All the k-dist values vary very little between 10−2 and 10−1. Moreover, the initial
training set with 10 samples appears very sparse and an attempt to separate these samples without
the shock sensor leads to faillure of the clustering: very discontinuous snapshots are mixed with
smooth ones. Therefore, these results validate the coupling between Jameson shock sensor and
clustering algorithms in order to separate the different physical regimes.
Obviously, the one-dimensional classification of the well-separated snapshots does not pose a
problem. Figure 4.9 illustrates the classification of the solutions performed by the algorithm. The
decision boundary is located around t = 0.93, very close to threshold value t = 0.89 corresponding
to the time when the discontinuity is convected outside the domain.
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Figure 4.9: Separation of the Burgers’ equation solutions.
4.6.1.3 Analysis of the POD modes and LOO errors
Looking at POD modes highlights the behavior of the classical method and the proposed LDM.
Figure 4.10 displays the first three POD modes. Only discontinuous features are extracted for the
classical method, as illustrated in Figure 4.10a. Thus, it can be assumed that the recombination
of a linear signal from only discontinuous shapes gives rise to severe problems, especially in term
of model accuracy. On the other hand, the LDM accurately isolates smooth and discontinuous
features. Figure 4.10b emphasizes this separation. The smooth subset encompasses only a single
POD mode with a linear shape, whereas the three first modes of the discontinuous subset have
sharp shapes.
Table 4.1 gives the entropy and the number of required modes for the different methods with
regards to the number of snapshots. It shows that the LDM has increased the entropy of the training
set from 0.65 to 0.83, as not negligible new features have been found with the resampling process.
The latter has demonstrated its efficiency by computing all the 10 extra snapshots in the time
interval corresponding to the discontinuity still present in the computational domain. Moreover,
the very low value of the entropy for the smooth subset of the LDM illustrates the redundancy of
the snapshots for this specific type of solution.
A leave-one-out cross validation has been performed on the global and LDM models. The line
graph in Figure 4.11 shows the leave-one-out predictivity coefficient Q2 for the two kinds of models
against the number of training samples. It is clear from the chart that the snapshots from the
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Figure 4.10: POD modes of the Burgers’ solution.
cluster #1 are sufficient to build an accurate model, as proven by the Q2 which remained constant
at 0.99 and an entropy of 2.10−3. Thus, this cluster do not need to be enriched by additional
snapshots and the full computational budget is devoted to cluster #2. The predictivity coefficient
of the cluster #2 goes up noticeably from about 0.35 before the resampling to 0.875 with 20 training
samples. The cluster associated with the discontinuous snapshots surpasses even the global method
with an estimated Q2 of 0.78. This a-priori analysis of the surrogate model validates the relevance
of the LDM.
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Method Number of snapshots Number of modes Entropy
Classical 20 10 0.65
LDM (nonlinear subset) 15 13 0.83
LDM (linear subset) 5 1 2.10−3
Table 4.1: Required modes of the different methods for the Burgers’ problem.
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Figure 4.11: Evolution of the leave-one-out predictivity coefficient versus the number of training
samples for the Burgers’ equation. The global model and the LDM model (cluster #1 and #2) are
presented.
4.6.1.4 Accuracy of the surrogate models
In this section, a more detailed look is taken at the analysis of the model accuracy. A test set
has been built from 1000 snapshots of a Sobol sequence in order to reach a sufficient statistical
validation of the model. Three different phases have been considered:
• The full parameter space containing all the samples of the testing set.
• The discontinuous part which encompasses snapshots with a value of t below 0.89, when the
wave is still within the domain.
• The smooth part is defined as the complementary of the discontinuous domain: the wave has
been convected outside the domain.
In Figure 4.12, the normalized error between classical method and LDM is presented for com-
parison. It exhibits that the LDM achieves better accuracy, as illustrated by the dramatic drop of
the error for all the statistical characteristics of the box plot (quartiles, median, mean, percentile
and outliers) and for all the considered phases. A striking finding is that the normalized error of
the LDM tends almost to zero for the smooth type of solution. Moreover, it is clear that the dis-
continuous parts of the solutions represent the largest contribution to the error for both methods,
justifying the local approach and the resampling process.
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Figure 4.12: Accuracy of the surrogate model for the Burgers’ problem.
4.6.2 Two-Dimensional RAE2822 Transonic Airfoil
The turbulent flow around a RAE2822 airfoil has been widely studied in the literature both nu-
merically and experimentally [42, 87]. The feature of prime interest of this test case is that the
inflow conditions govern the flow regime, leading to the appearance of shock waves on the suction
side. The detection and the clear separation of these regimes represent the main challenge for the
model, demonstrating the capability of the LDM to deal with real and complex physics compared
with the classical method.
4.6.2.1 Computational configuration
The high-fidelity computations are carried out using the cell-centered finite-volume solver elsA-
ONERA [31], whose the co-owners are Airbus, Safran, and ONERA. It solves the compressible
Reynolds Average Navier Stokes (RANS) equations on structured and hybrid grids. From the
numerical point of view, the classical second order central scheme of Jameson, Schmidt and
Turkel [103] is used for the space discretization. The time integration is performed with the
backward Euler implicit scheme: the algebraic system is linearized with the LU-SSOR implicit
method [207]. The turbulence modeling is ensured by the model of Spalart and Allmaras. A 2D
mesh containing 23, 010 points is used, as illustrated in Figure 4.13a. We have validated this test
case on a well-known regime flow at Mach 0.734 and a angle of attack of 2.79 [42]. Illustrations of
the computational grid and of the Mach number contours are given in Figure 4.13b.
4.6.2.2 Input parameter space, quantities of interest and settings of the surrogate model
Three freestream parameters are considered as varying for this application: the flight speed, the
angle of attack α, and the altitude h. Their variations are resumed in Table 4.2. These dimensional
parameters are nondimensionalized and are expressed respectively as the Mach Number M , angle
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Figure 4.13: Flow around the RAE2822 airfoil. The chord of the airfoil is written C, X refers to
the horizontal coordinate, and Y refers to the vertical.
Freestream variable Amplitude of variation
Flight speed (m.s−1) 88.5 - 269
Angle of attack (◦) 0.5 - 3.0
Altitude (m) 1000 - 11,000
Table 4.2: Freestream conditions for the RAE2822.
of attack α (no change) and Reynolds number. One can note that the latter is impacted by the
altitude variations but ensured to be maintained in a given interval in order to have a sufficiently
resolved boundary layer. The atmosphere is modeled by the International Standard Atmosphere
of the International Civil Aviation Organization [1]. It assumes that the air is a perfect gas and
that the atmosphere can be divided into layers with a linear distribution of temperature against
the altitude. The temperature T and the density ρ can be directly expressed in function of the
altitude:
T = T0 − Lh, (4.46)
ρ =
p0(1− LhT0 )
g
rL
r(T0 − Lh) , (4.47)
with p0 and T0 the pressure and temperature at sea level, L the temperature lapse rate, r the
specific gas constant of air, and g the acceleration due to the gravity. The quantities of interest
of the simulation are the pressure coefficient Cp and the friction coefficient Cf on the suction side
defined by:
Cp =
p− p∞
1
2ρ∞U
2∞
, (4.48)
Cf =
τw
1
2ρ∞U
2∞
, (4.49)
where p is the static pressure, τw the wall shear stress, p∞, ρ∞, and U∞ are respectively the static
pressure, the density and the velocity in the freestream.
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As regards DOE, 30 samples form the training set, following the rule of thumb 10d [133]. The
samples of the global model are generated only from a Halton sequence while the sampling of the
LDM is divided into two parts. An initial DOE mixing subsonic and transonic snapshots explores
uniformly the parameter space with an Halton sequence of 15 samples. The last 15 samples follow
the resampling process described in the previous section where a Q2 threshold has been fixed to 0.99
as stopping criterion. The flow is assumed to be driven by two different flow regimes. Therefore,
the number of clusters is set to two for the clustering step. Finally, a test set has been built from
300 snapshots of a Sobol sequence for the statistical validation of the LDM.
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(a) Classical method: Halton sequence.
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(b) LDM: 15 samples from an Halton sequence and 15 samples for the resampling process (grey diamonds).
Figure 4.14: Training set of 30 samples for the classical method and the LDM for the RAE2822.
The eight illustrative predictions are also identified (with blue squares and red triangles).
4.6.2.3 Separation of the snapshots and resampling of the parameter space
An analysis of the first 15 training samples exhibits a data structure with 2 clear clusters, as
illustrated with the repartition of the k-distance in Figure 4.15a, where a typical distance of 10−3
can be measured. This value is set for the DBSCAN algorithm which separates successfully the
15 snapshots into two distinct groups as depicted in Figure 4.15c. One can note that the GMM
algorithm achieves the same result. Only two points are well separated from the cluster of the
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subsonic snapshots, highlighting the fact that the transonic region might be very narrow.
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Figure 4.15: Illustration of the clustering for the RAE2822.
Figure 4.16 depicts the variation of the LOO predictivity coefficient with the number of training
samples. A very high value of the Q2 is observed for the cluster #1. This value remains above 0.99,
hence this cluster is interpreted as having well predictivity capacities and all the computational
budget is dedicated to the cluster #2 with a much lower Q2 of 0.29 for 15 training samples. The
evolution of the cluster #2 indicates that the model accuracy is improved for this cluster, justifying
the use of the computational budget on this region. Flows with high disconitnuities are expected to
be predicted more accurately, as the predictivity coefficient rises from about 0.29 to 0.68. Even if
the latter value seems still a little bit low, the LDM should improve the global predicitivy capacities
of the surrogate compared with the global model.
The two training sets end up with very different shapes. The global model explores uniformly the
full input space with the Halton sequence, whereas the resampling process focuses on a small region
located around high Mach number values, as illustrated in Figure 4.14 for the Cp. Furthermore,
the resampling process helps to improve the clustering of the data, as illustrated by the clear
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Figure 4.16: Evolution of the LOO Q2 for the global model and the LDM.
break in slope of the k-dist in the Figure 4.15b. Figure 4.15d shows the distribution of the samples
in the shock sensor space and highlights the fact that the resampling focuses on snapshots with
discontinuous shapes, represented by the red scattered points. This trend is confirmed by the
number of training samples with a low k-dist value. Thus, the resampling step is very performant
for this application, since the sensor space has been widely expanded with spread extra snapshots.
The supervised algorithm decomposes the input space parameter in two clear subsets, as il-
lustrated in Figure 4.17a. This separation is confirmed on the testing set of 300 samples in Fig-
ure 4.17b. These two clusters can be interpreted as the subsonic and the transonic regions. It can
be observed that the boundary is mainly influenced by the Mach number but also slightly by the
angle of attack. Thus, the resampling process has increased the density of samples in the transonic
regime, improving the accuracy of the model where predictions are more challenging. One can note
that the boundary region is well defined by a thin region of probability between around 50% and
represented in white.
4.6.2.4 Analysis of POD modes
The model can also be analysed from a dimension reduction point of view. Table 4.3 summarizes
the POD information in terms of entropy, number of snapshots and number of modes. For a given
POD energy ratio of 0.99%, the classical method reduces the dimension of the 30 snapshots with 7
modes and an entropy of 0.37, whereas the LDM identifies clearly a POD basis with a low entropy
and a POD basis with a large one. The highest nonlinear cluster shows an entropy values of 0.63,
70% bigger than the linear cluster and the classical method. It means the data of the subsonic
POD basis and of the classical method can be highly compressed. Conversely, the transonic POD
basis requires 9 modes for 13 snapshots. Thus, the active resampling provides extra non-redundant
information to the LDM compared with the 20 training samples from the Halton sequence of the
classical method.
The shapes of POD modes can also help to understand the behavior of the different models.
As regards the classical method, only discontinuous features emerge clearly from the global POD
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Figure 4.17: RAE2822 input space decomposition. Each color corresponds to a cluster, the blue
one is the subsonic regime and the red one is the transonic regime. The density of color gives the
probability to belong to the cluster.
Method Number of snapshots Number of modes Entropy
Classical 30 7 0.37
LDM (transonic regime) 13 9 0.63
LDM (subsonic regime) 17 6 0.36
Table 4.3: Required modes of the different methods for the RAE2822.
as illustrated in Figure 4.18a, where POD modes shown only dominant discontinuities and no-
moving shocks. Therefore all the reduced coordinates associated with subsonic snapshots must
exactly cancel out the discontinuities of the modes. For this reason, the prediction of the reduced
coordinates for snapshots in the subsonic region can be sensitive to interpolation errors leading to
the appearance of “residual” shocks. Moreover, few snapshots are effectively located in transonic
region for the classical model. The discontinuous features may be badly amplified by the regression
models as the training set is very sparse, leading also to important error for transonic predictions.
Thus, the clear separation of regimes in the POD domain represents a major asset inherent in the
LDM. Figure 4.18b shows the first three modes of the two POD bases. High nonlinearities arise
for the transonic regime whereas the subsonic region highlights similarities with the modes of the
classical method but they are smoother.
4.6.2.5 Accuracy of the model
A more detailed look is given to the statistical validation of the model and the analysis of the
accuracy. Figures 4.19 and 4.20 display the comparison of the normalized error in term of Cp and
Cf for both methods between the predictions and the test set. Results are presented with a box
plot formalism and three different phases has been considered:
• the full domain contains all the samples of the testing set;
• the subsonic regime is only composed of the testing samples identified as subsonic, in blue
dots in Figure 4.17b;
• the transonic regime encompasses the other snapshots, shown as red dots in Figure 4.17b.
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(a) POD modes for the classical method.
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(b) POD modes of the Cp for the LDM, subsonic (left) and transonic (right).
Figure 4.18: POD modes of the RAE2822 simulations.
A significant improvement of accuracy is induced by the LDM for the Cp. As regards the full
domain, the normalized error decreases dramatically for all the statistical characteristics of the box
plot. In particular, the extreme value of the LDM reaches the same level as the 95% error of the
classical method, illustrating a large reduction of the model variability. The box plots for subsonic
and transonic regimes provide a closer look at the repartition of the error. It clearly appears that
the LDM improves the predictions at transonic regime, explained by the increase of the sample
density. On the other hand, the subsonic regime is very slightly impacted compared with the
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Figure 4.19: Accuracy of the surrogate model in terms of Cp.
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Figure 4.20: Accuracy of the surrogate model in terms of Cf .
classical method, although samples has been removed, highlighting the fact that extra samples are
not necessary in this region of the parameter space.
Table 4.4 provides a more global view of the error with the spatial average of theQ2 and NRMSE.
Whatever the quantity measuring the error, the same trend is observed for the two quantities of
interest: the LDM significantly improves the accuracy of the predictions compared with the classical
method. There are, however, legitimate doubts as to the value of the 〈Q2〉Ω for the Cf which is
below zero for the transonic regime. Several explications can be given. First of all, the 〈Q2〉Ω
is spatially averaged and the value of Cf can be very close to zero after the shock. Thus, some
values of Q2 falls far below zero in this region, impacting directly the average of the predictivity
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coefficient. Then, the skin friction coefficient is also more challenging to predict due to its higher
dependence to the altitude and higher nonlinearity. Finally, the variance can be locally very low
and close to zero, leading to negative predictivity coefficients.
Regime Method 〈Q2〉Ω of Cp 〈NRMSE〉Ω of Cp 〈Q2〉Ω of Cf 〈NRMSE〉Ω of Cf
Both Classical 0.897 1.93×10−2 0.837 1.15×10−2
LDM 0.989 7.48×10−3 0.908 9.53×10−3
Subsonic Classical 0.984 7.46×10−3 0.912 6.61×10−3
LDM 0.990 6.31×10−3 0.957 6.72×10−3
Transonic Classical 0.0974 4.64×10−2 -0.303 2.54×10−2
LDM 0.901 9.79×10−3 -0.0223 1.72×10−2
Table 4.4: Summary of the results in term of Q2 and NRMSE for the RAE2822.
The evolution of the NRMSE with the number of training samples is shown in Figure 4.21 for
both pressure and skin friction coefficients. One may note that the classical method with 50 training
samples has broadly the same error than the LDM strategy with 30 samples for both signals. In
the end, this observation could be interpreted as a saving of the computational budget of more
than 60%. Moreover, the error of the LDM seems to continuously decrease when the number of
training samples increases. In particular, the gap between models increases for the Cf . Thus a local
approach becomes increasingly relevant in this case, as the resampling process allows to discover
new typical shapes in the transonic region, explaining the evolution of the gap.
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Figure 4.21: Evolution of the NRMSE with the number of training samples.
4.6.2.6 Specific predictions
The statements of the POD analysis and the statistical validation are highlighted by looking at
several Cp profiles comparing classical and LDM methods. Eight predictions are computed for an
illustrative purpose and are grouped by physical regime (S for subsonic and T for transonic). Their
coordinates in the parameter space are summarized in Table 4.5 and their repartition is illustrated
in Figure 4.14.
One can observe that for the subsonic regime in Figure 4.22, the classical method induces residual
shocks, certainly due to errors of prediction on the reduced coordinates coupled with sharpe POD
modes not adapted to subsonic flows. On the contrary, residual shocks are filtered by the LDM as
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Predictions Mach Number Angle of attack (◦) Altitude (m)
S1 0.675 1.125 8500
S2 0.519 1.906 1625
S3 0.722 1.047 1937
S4 0.312 1.496 5453
T1 0.796 2.980 6391
T2 0.743 2.267 10,102
T3 0.772 1.587 3168
T4 0.794 2.170 3617
Table 4.5: Coordinates in the parameter space of the eight illustratives predictions.
lower discontinuities are present in the training snapshots building the POD basis. It leads to final
predictions less sensitive to errors on the reduced coordinates.
As regards the transonic regime for Cp profiles illustrated in Figure 4.23, the LDM greatly
enhances the accuracy of the predictions. In particular, the modeling of the shock waves gives an
insight into the behavior of the two models. Significant discrepancies in term of shock displacement
and shock amplitude occur for the classical POD/GPR method. The combination of angle of attack
and Mach number influences directly the localization of the steady shock wave and its amplitude,
but this behavior can only be accurately caught if the training set contains a sufficient amount of
snapshots with shocks, which is not the case for the classical POD/GPR methods.
The same trend is observed for Cf profiles. The predictions given by the LDM for the subsonic
profiles in Figure 4.24 are almost superimposed with the CFD solutions. On the contrary, residual
discontinuities are observed for the classical model. In particular, the prediction S3 shows a high
level of discrepancy. Indeed, as illustrated in Figure 4.14a this specific point is close to transonic
snapshots of training sets which influence the interpolation of the reduced coordinates. The LDM
avoids the issue thanks to the separation between subsonic and transonic snapshots.
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Figure 4.22: Cp profiles in the subsonic regime.
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Figure 4.23: Cp profiles in the transonic regime.
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Figure 4.24: Cf profiles in the subsonic regime.
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Figure 4.25: Cf profiles in the transonic regime.
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4.7 Summary
The LDM approach has been developed to be more suited to hyperbolic properties than the global
POD expansion. In particular, the use of a Jameson’s shock sensor enhances the physical regime
recognition and the resampling strategy adds automatically extra information to the subspaces
with the highest discontinuous structures. The LDM has demonstrated its capabilities to build
nonintrusive reduced order models capable of coping with aerodynamics problems at multiple op-
erating conditions, which involve hyperbolic equations and different physical regimes leading to
discontinuous features.
In particular, the method has been assessed on an analytical moving shock problem and on the
simulation of a turbulent flow around the transonic RAE2822 airfoil. Results reveal a significant
improvement of the model accuracy, especially in regions of high gradients and discontinuities.
The next chapter focuses on applying the LDM to three-dimensional geometries. The behavior
of the method is deeply analyzed in order to identify best practice guidelines settings, such as
a-priori analysis of data or best settings for the numerical parameters.
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CHAPTER 5
Aerodynamic data predictions of transonic aircraft configurations
Résumé
Ce chapitre s’intéresse à la mise en œuvre de la méthode de décomposition locale sur deux cas
d’applications proches des problématiques industrielles : une configuration simplifiée d’avion
AS28G et la configuration XRF-1, proche d’une véritable géométrie avion et servant d’interface
pour faciliter les échanges entre la recherche et l’industrie.
La complexité de ces deux applications met en exergue les capacités offertes par la LDM
pour amélioration les prédictions mais aussi la difficulté à correctement paramétrer le modèle,
notamment dans le choix du nombre de sous-ensemble. En effet, ce choix impacte directement la
distribution des modèles locaux, leur comportement, ainsi que le rééchantillonnage. Néanmoins,
il peut être montré que les outils statistiques présentés dans les chapitres précédents, comme
par exemple la validation croisée, guident efficacement le choix des paramètres numériques.
Ainsi, la LDM se montre très efficace sur l’AS28G, en particulier avec deux clusters.
L’analyse des modes POD illustre la séparation nette entre les régimes subsoniques et
transsoniques. Cela se retrouve directement en terme de prédiction : l’erreur évaluée sur
la base de test est largement réduite et l’observation de quelques prédictions réparties dans
l’espace des paramètres illustre les capacités du modèle à reproduire des structures complexes
de choc, ce que n’arrive pas à réaliser l’approche globale classique.
L’application sur le XRF-1 a permis une analyse fine du comportement des différents modèles
selon le nombre de sous-ensembles. Quelle que soit la configuration, une large région localisée
pour des faibles nombres de Mach est systématiquement identifiée. Sa taille varie peu en fonc-
tion des paramètres numériques ou de nombre d’échantillons d’entrainement. De plus, l’étude
de la POD révèle une faible compressibilité, ce qui signifie que les points d’entrainement sont
amplement redondants entre eux. Les autres sous-ensembles ont permis de donner plusieurs
interprétations différentes des simulations faites à un nombre de Mach élevé. Globalement, les
modèles de décomposition locale se sont montrés performants. En particulier, le cas avec deux
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sous-ensembles a systématiquement été plus performant que le modèle global, peu importe le
nombre de points d’apprentissage.
The goal of this chapter is to bridge the gap between academic methodologies and real-word ap-
plications. In particular, the work aims at validating the LDM strategy on aerodynamic problems
involving three-dimensional geometries, large parameter spaces, and representative configurations.
The predictions of deep transonic flows are specifically investigated on these applications. Two
different cases are studied: a simplified AS28G configuration and an industrial-like XRF1 config-
uration. Strengths and weaknesses of the LDM are compared with the classical approach. These
studies help to improve the understanding of the method and to evaluate its efficiency.
5.1 AS28G
The AS28G aircraft configuration is quite representative of an industrial configuration [33, 189].
The geometry includes an half-fuselage, a wing, a pylon and a nacelle, as illustrated in Figure 5.1.
For this reason, the configuration is of special interest to the Local Decomposition Method (LDM)
in order to assess its capabilities to deal with complex and industrial configurations. For all figures,
the term extrados refers to the suction side and the term intrados refers to the pressure side. This
section has been presented in a conference paper [53].
Figure 5.1: Non-dimensionalized pressure distribution on AS28G and view of the computational
grid.
5.1.1 Presentation of the case
5.1.1.1 Simulation setting
The high-fidelity computations are also carried out using the cell-centered finite-volume solver
elsA [30]. From the numerical point of view, the classical second order central scheme of Jameson,
Schmidt and Turkel [103] is used for the space discretization. The time integration is performed with
the backward Euler implicit scheme: the algebraic system is linearized with the LU-SSOR implicit
method [207]. The turbulence modeling is ensured by the two equations k-ω turbulence model. The
grid contains 56 blocks with a total of 3.5 million grid points and a multigrid acceleration method
is applied with two level: a fine and a coarse mesh. Moreover, only a half aircraft is simulated as
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a symmetric boundary condition is used. The other boundaries of the computational domain are
defined by the reference conditions of the upstream flow. Adiabatic wall are also considered.
The feature of prime interest of this test case is that the inflow conditions can lead or not to
the appearance of shock waves. Detecting and separating these regimes (with or without shock)
represent the main challenges for the model. The pressure, which is the quantity of interest, is
predicted over the entire wall surface. Its behavior can be completely different on the wing or on
the fuselage.
5.1.1.2 Parameter space
Three parameters are considered: Mach number, angle of attack, and Reynolds number. Table 5.1
sums up their variation which is representative of parametric studies in aeronautical industry. A
testing set of 300 snapshots from a Sobol sequence has been built in order to evaluate surrogate
models: global (classical) and local (LDM) methods.
Freestream variable Amplitude of variation
Mach number 0.4 - 0.85
Angle of attack (◦) 0.5 - 3.5
Reynolds number 106 - 107
Table 5.1: Freestream conditions.
5.1.2 Construction of the surrogate model
5.1.2.1 Sampling
The DOE of the classical method has been built with 40 samples of an Halton sequence, as il-
lustrated in Figure 5.2a. The number of training samples does not deliberately follow the rule of
thumb 10d. Indeed, 10 supplementary snapshots have been added in order to better explore the
transonic region which is bounded by a Mach number value of 0.85 while keeping a limited number
of snapshots to assess the capability of the model close to real limitations of the computational
budget. The LDM is built with an initial DOE of 20 samples in order to roughly detect the main
features and to perform the first clustering. Then, 20 other samples are added during the resam-
pling step by a batch processing of 5 computations. This resampling is performed with two different
configurations:2 and 3 clusters.
The clustering algorithm is fixed during all the resampling process in order to avoid significant
changes in the shape of the cluster, as it ensures a certain coherence for the resampling. Changing
the method could lead to uneven or inconsistent sampling distributions. For reasons of clarity, the
DOE is represented in a two dimensional way, since the Reynolds number has much less influence
than the Mach number and the angle of attack.
Figure 5.2 compares the sampling of the classical method with 40 samples from the Halton
sequence and the sampling coming from the LDM with 2 clusters (20 Halton and 20 resampling
points). While the Halton sequence covers uniformly the parameter space, the region at high Mach
number is targeted by the resampling step of the LDM. Indeed, Figure 5.2b exhibits a resampling
with 17 extra snapshots having a Mach number above 0.65, whereas only 3 snapshots have been
distributed in the region of low Mach number below 0.65 with the classical method. This high-
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density sampling near the transonic regime is expected to improve the surrogate model in more
challenging parts of the parameter space. The sampling of the 3 clusters configuration is not shown,
as the sampling for the two configurations is very similar (only two points differ).
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(b) LDM with 2 clusters
Figure 5.2: Sampling distribution. The black circles represent the initial DOE, the grey diamonds
represent the resampling, and the blue squares represent four illustrative predictions P1, P2, P3
and P4.
5.1.2.2 Clustering and classification
The analysis of the k-graph highlights a break in slope less pronounced than for the validation cases.
For this reason, the selection of the clustering strategy is studied on a case-by-case basis. Three
algorithms are tested: K-means, GMM and DBSCAN. In particular, the impact of the number of
clusters is evaluated for two and three clusters.
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The case with two clusters gives very close results. Parameters of DBSCAN are chosen according
to the graph of the k-distances. GMM and DBSCAN algorithms compute the same clusters, while
the K-means algorithm finds a slightly smaller transonic cluster. Silhouette coefficient values are
similar such as LOO errors. Thus, GMM is arbitrarily chosen as the clustering algorithm for two
clusters. The configuration with 3 clusters gives also very similar results, except for DBSCAN
which does not identify a significant third cluster. Figure 5.3 gives the distribution of silhouette
coefficients for K-means and GMM. Only slight differences are observed. The K-Means algorithm is
preferred as clusters #2 and #3 seem slightly more consistent with fewer negative values. Finally,
it can be observed that the average Silhouette score is 20% higher for 2 clusters. Thus, the two
clusters configuration can be expected to be more relevant.
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Figure 5.3: Silhouette coefficients.
In Figure 5.4, the distribution of samples for the Jameson’s sensor is illustrated for the first
three components of the PCA at the end of the sampling process. As regards the case with two
clusters, a clear separation is observed in Figure 5.4a with a change of slope in the distribution of
the sensor. The clustering with three clusters given by the K-means algorithm identifies a large
transition region as shown in Figure 5.4b with the green points.
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Figure 5.4: Clustering of the shock sensor.
Naturally, these results lead to different separation of the parameter space as illustrated in Fig-
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ure 5.5, where the background color gives the cluster with the maximum probability. The cluster
with the lower Mach number values in blue is called cluster #1. The red cluster corresponding
to the highest values of Mach numbers is called cluster #2 for the two clusters configuration, and
cluster #3 for the three clusters configuration. Finally, the intermediate cluster in green is named
cluster #2.
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Figure 5.5: Parameter space separation.
The first finding is that the size and the shape of the cluster #1 are widely impacted by the
choice of the clustering strategy:
• two clusters configuration: the angle of attack influences the shape of the boundary
decision which goes above Mach 0.75;
• three clusters configuration: the decision boundary of the cluster #1 is independent of
the angle of attack and does not exceed a Mach number of 0.65.
Moreover, by comparing Figure 5.2b and 5.5, it may be noted for the two clusters configuration
that several snapshots belonging to the cluster #1 have been added near the decision boundary
during the resampling. It can be explained by a moving decision boundary. Indeed, new snapshots
update the classification of the parameter space every 5 computations. Thus, specific snapshots
have been estimated as being in the cluster #2 but then they may change the cluster as the
resampling progresses. Obviously, this problem also occurs for the three clusters configuration.
5.1.2.3 POD analysis
This section analyses the dimension reduction step. Table 5.2 shows the main parameters for the
training set. First of all, it appears the clusters with the strongest non-linearities (the last cluster of
each configuration) exhibits a much higher entropy of 0.73 and 0.74 than the global approach with
only 0.51. The same trend was found for the RAE2822 case. Thus, it suggests once again specific
modes have been discovered by exploring the clusters during the resampling step. Moreover, the
first cluster has data with a low entropy of respectively 0.41 and 0.40 for two clusters and three
clusters, meaning data in this region contain a high redundancy. Finally, as might be anticipated,
the cluster #2 of the three clusters configuration has an intermediate trend with an entropy of
0.64 between the low values around 0.40 and the high values around 0.73, but still higher than the
entropy of the global model. That confirms clearly its role of buffer region between the cluster of
continuous responses and the cluster with high discontinuous responses.
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Number of cluster Cluster index Snapshots Modes Entropy
1 - 40 18 0.51
2 #1 24 11 0.41
#2 19 16 0.73
3
#1 16 6 0.40
#2 15 12 0.64
#3 10 9 0.74
Table 5.2: Dimension reduction behavior for the training set.
POD has also been performed on the testing set for comparison purposes. The data are summa-
rized in Table 5.3, bearing in mind the data come from a Sobol sequence of 300 snapshots without
resampling (for both global and LDM). Similar trends are observed for the entropy, except all the
values decrease as the number of snapshots by cluster widely rises. Thus it validates the clustering
and parameter space decomposition obtained with the training samples.
Number of cluster Cluster index Snapshots Modes Entropy
1 - 300 79 0.44
2 #1 194 16 0.25
#2 106 73 0.63
3
#1 137 11 0.25
#2 90 29 0.43
#3 73 56 0.66
Table 5.3: Dimension reduction behavior for the testing set.
The first two POD modes are specifically analysed and compared. They are displayed in Fig-
ure 5.6 for the global approach and in Figure 5.7 and 5.8 for respectively the two and three clusters
configurations. The mode shapes appear as very similar between the global approach and the clus-
ters #1 of the two configurations. In particular, the first mode shows a large dominant structure
localized on the suction side. Due to these similarities, the other clusters are expected to bring a
finer representation of complex flows as they capture more significant modes than the global model.
As regards the two clusters configuration, the first mode of the second cluster highlights a strong
amplitude between the trailing edge and the recompression location on the suction side. This shape
shows similarities with the second mode of the cluster #3. Furthermore, the first mode of this latter
exhibits a particular behavior, with a high amplitude near the wing tip. These modes play a central
role in the reconstruction of discontinuities by surrogate models.
Finally, the modes of the intermediate cluster can be interpreted as an amplification of those of
the first cluster. Indeed, the first mode shows a strong amplitude near the leading edge while the
second mode highlights very large structures on both sides of the wing.
In conclusion, the POD analysis highlighted capability of LDM to extract representative modes
of specific flow shapes. Resampling enhances the training set by adding extra simulations in re-
gions with complex flows. Thus, these news features creates POD models able to provide finer
representations of complex flows.
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(a) Mode No.1 (b) Mode No.2
Figure 5.6: First and second POD modes of the global model.
5.1.2.4 A priori error
During the sampling process, the LOO predictivity coefficient Q2 has been computed for both
methods: on all the snapshots for the global approach and locally for the LDM with the two
configurations. The results are illustrated in Figure 5.9. The cluster #1 and the global method
show high values of Q2 with a smooth evolution. Indeed, few snapshots have been added to
cluster #1 during the resampling, thus it was expected that the Q2 remains stable. Analyzing the
three clusters configuration in Figure 5.9b reveals an important variation of the LOO error for the
cluster #3 between 20 and 30 training samples with a negative value of Q2. Then, the values tend
to stabilize. Hence, these results express a high degree of uncertainty regarding the quality of the
surrogate model for the transonic part and a high reliability of the predictions in the subsonic part
for the LDM.
It may be thought that the predictivity coefficient for the global method is overestimated in
regards to the LDM with the two clusters configuration in Figure 5.9a and the three clusters
configuration in Figure 5.9b. Indeed, this observation emphasizes the main weakness of the a
priori validation of the surrogate by a LOO approach which is its high dependence on the training
sampling. As the resampling step focuses mainly on challenging regions, the LOO Q2 necessarily
drops but leads to more representative values of Q2 compared to the global method where the
samples cover evenly the parameter space.
In the light of these results, the two clusters configuration seems to be more reliable with lower
variations of the Q2. However, it would be interesting to evaluate the behavior of the LDM in the
3 clusters configuration but with 50 training samples in order to properly train the local models on
each subsets.
5.1.3 Global accuracy
In this section, a more detailed look is given to the analysis of the model accuracy. Figure 5.10
and 5.11 show the spatial distribution of the RMSE and the predictivity coefficient Q2 averaged
on all the predictions. In both cases, two comments may be made: the suction side of the wing
appears as the more challenging part and the LDM increases the accuracy of the surrogate model
for both configurations. Nevertheless, the location of the maximum error differs with the error
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(a) Mode No.1 (b) Mode No.2
Cluster #1 for the two clusters configuration
(c) Mode No.1 (d) Mode No.2
Cluster #2
Figure 5.7: First and second POD modes of the clusters for the LDM.
metric.
Looking at the RMSE displayed in Figure 5.10, the main errors are located broadly between
the leading edge and 70% of chord on the suction side, corresponding to the region of strong
recompression gradients. This confirms that surrogate models have trouble predicting accurately
the location and the amplitude of the sharp gradients and shock waves. Nevertheless, these troubles
are limited with the LDM approach for two and three clusters.
As regards the predictivity coefficient Q2 illustrated in Figure 5.11, a different location of the
error is highlighted mainly after the recompression on the suction side of the wing and at the rear
of the fuselage on the upper part. The main explanation for this difference is that the predictivity
coefficient weights the error values by the inverse of the variance. Thus, the regions of low quality
near the trailing edge and the wing tip couple non-negligible errors with low variances. Nevertheless,
the LDM also achieves better performances: the lowest values of the predictivity coeffcient are
around 0.5 while the global model shows negative values.
The superiority of the LDM, observed with the spatial distribution of the error, is confirmed
by looking at the the statistical distribution of the absolute error in term of pressure coefficient
Cp, averaged on the mesh. Results are presented in Figure 5.12 with a box plot formalism. The
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(a) Mode No.1 (b) Mode No.2
Cluster #1
(c) Mode No.1 (d) Mode No.2
Cluster #2
(e) Mode No.1 (f) Mode No.2
Cluster #3
Figure 5.8: First and second POD modes of the clusters for the LDM.
absolute error is associated to each testing snapshot and then statistical quantities such as mean,
median or quantiles are computed. Three different phases have been considered:
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(b) Three clusters configuration.
Figure 5.9: Leave One Out Error.
• the full domain contains all the samples of the testing set;
• the subsonic regime is only composed of the testing samples belonging to the cluster #1;
• the transonic regime encompasses the other snapshots.
A significant improvement in the accuracy is induced by the LDM, in particular with the two
clusters configuration. As regards the full domain, the normalized error decreases dramatically for
all the statistical characteristics of the box plot. In particular, the mean error of the LDM falls
by more than 30% compared to the classical method. Moreover, the amplitude of the box plots
decreases for all phases, illustrating a large reduction of the model variability.
Box plots for subsonic and transonic regimes provide a closer look at the error distribution.
It clearly appears that the LDM improves the predictions at transonic regime, explained by the
increase of the sample density. The error for the subsonic part decreases as well, although samples
have been removed, compared with the global model. However, one notices that the three-clusters
configuration is globally less accurate than the two-clusters configuration for all the phases and all
the statistics of the box plot. Two possibilities may explain this deviation. First, as the number
of clusters increases, the number of interfaces also rises. However, the latter are very challenging
for the GPR models due to the extrapolation. Secondly, the number of training samples is also
reduced on each cluster and it has a negative impact on the training of the GPR, in particular for
hyperparameters.
All these results confirm the relevance of the LDM for the two and three clusters configurations.
As it was suggested in section 5.1.2.3, the greatest variety of the local POD modes is more repre-
sentative of the flow for both physical regimes, reducing the sensibility to interpolation errors and
increasing the accuracy of the surrogate model.
5.1.4 Specific predictions
This section illustrates specific predictions of the LDM and the global model at 4 locations in the
parameter space: the points P1, P2, P3, and P4 are identified in the Figure 5.2. The pressure
coefficient is computed at 7 different spanwise sections η on the wing: 0.173, 0.289, 0.416, 0.478,
0.570, 0.780, and 0.912. The results for the 4 predicted points are illustrated in Figure 5.13, 5.14,
5.15, and 5.16 for respectively the points P1, P2, P3, and P4. The chord of the wing is written c
and X refers to the horizontal coordinate.
155
Chapter 5. Aerodynamic data predictions of transonic aircraft configurations
(a) Global model (b) LDM model with 2 clusters
(c) LDM model with 3 clusters
Figure 5.10: Averaged spatial distribution of the RMSE.
Several characteristic features are observed. As regards the two points P1 and P2, in the subsonic
regime, the predictions and the CFD are in close agreement for both models. Therefore, the POD
modes representative of transonic flows do not impact the predictions for the global model. In
addition, even if the number of snapshots is reduced in the subsonic regime, the quality of the
predictions does not decrease for the LDM. It can be noticed that the global method has slight
discrepancies with the CFD on the suction side.
The predictions at P3 and P4 are more challenging for the surrogate model. The accuracy drops
dramatically with the presence of the shock. In particular, the behavior of the shock is poorly
predicted by the global method in terms of intensity and location. The extrapolation of the point
P4 by the global method, due to the DOE, exacerbates the error around the shock. However, it
can be noted that the rest of the pressure signal shows smaller errors. As regards the LDM, these
two transonic points are very well predicted at all spanwise sections. Only small discrepancies are
observed between CFD and surrogate model.
These four specific predictions are an excellent example illustrating the performance of the LDM
to deal with external aerodynamics. Shocks are well predicted in terms of amplitude and position
for transonic flows and subsonic flows do not encountered spurious resulting shocks.
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(a) Global model (b) LDM model with 2 clusters
(c) LDM model with 3 clusters
Figure 5.11: Averaged spatial distribution of the Q2.
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Figure 5.12: Distribution of the normalized error along the snapshot.
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Figure 5.13: Prediction P1 - Mach = 0.489, α = 3.43, and Re = 8.5× 106.
Figure 5.14: Prediction P2 - Mach = 0.60, α = 1.18, and Re = 6.26× 106.
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Figure 5.15: Prediction P3 - Mach = 0.744, α = 2.14, and Re = 2.8× 106.
Figure 5.16: Prediction P4 - Mach = 0.839, α = 3.21, and Re = 4.34× 106.
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5.2 XRF-1
The Airbus large transport aircraft of the eXternal Research Forum, also called the XRF-1, has
been developed to facilitate exchanges between academia and industry. It is used in this section
in order to assess the LDM developed in the thesis by taking into account industrial constraints
and input data. The XRF-1 is a wing-body configuration, representative of modern civil transport
aircraft. It is designed to carry about 350 passengers with a maximum range of 8000 nautical
miles [11]. This reference configuration has already been used as a use case for the DLR project
Digital-X [121] and for the MDA-MDO project [80].
The XRF1 presents a greater complexity than the AS28G configuration mainly due to number
of input variables, leading to large parameter space, coupled with an important computational
cost. Therefore, a deep study is dedicated to the sensibility of the parameter space decomposition
against the number of training samples for 2, 3, and 4 clusters. The primary goal is to understand
the different clustering results and to interpret them. This study is focused on the wing in order
to analyse deeply the regions encountered different physical regimes.
5.2.1 Presentation of the case
5.2.1.1 Geometry and mesh
A computer-aided design visualization of the XRF-1 configuration is shown in Figure 5.17a and
highlights the relative complexity of the geometry. Indeed, various systems are represented such
as vertical and horizontal tail planes or the flap track fearings. This geometry is used for all flight
phases. High lift devices are not considered with a view to simplification. Regarding the mesh, the
XRF-1 configuration contains more than 120, 000, 000 nodes for 324 blocks. The size of the domain
is about 50 chords. A specific wall treatment has been applied in order to have a dimensionless
wall distance in the order of magnitude of the unity. Injection conditions are imposed on the
engine exit face and on the fan exit face, depicted in Figure 5.17c respectively in red and blue. An
illustration of the surface mesh is given in Figure 5.17b. Moreover, only a half aircraft is simulated
as a symmetric boundary condition is used. The other boundaries of the computational domain
are defined by the reference conditions of the upstream flow. Adiabatic wall are also considered.
5.2.1.2 Solver settings
The simulations are also carried out using the solver elsA. From the numerical point of view, the
space is discretized by a first order Roe’s scheme to improve the stability of the computations. The
time integration is performed with the backward Euler implicit scheme: the algebraic system is
linearized with the LU-SSOR implicit method. The turbulence modeling is ensured by the model
of Spalart and Allmaras and a multigrid strategy on three mesh levels is employed.
5.2.1.3 Parameter space
The generation of the XRF-1 model involves seven different parameters: Mach number, angle of
attack, Reynolds number, two total pressures at the exit of the core, and two total temperatures
at the exit of the fan. The stagnations quantities are used to defined injection boundary condi-
tions using a characteristic relation and the Newton method. Table 5.4 sums up their variations
which are representative of parametric studies in aeronautical industry. The engine parameters are
nondimensionalized.
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(a) Geometry.
(b) Mesh. (c) Zoom on engine boundary conditions.
Figure 5.17: XRF1.
A testing set of 190 snapshots from a Sobol sequence has been built, corresponding to roughly
400, 000 CPU hours. The parameter space is truncated in the region of Mach numbers and high
angles of attack. These points are not representative to a real flight mission and they encounter
very important unsteadinesses.
Freestream variable Amplitude of variation
Mach number 0.1 - 0.87
Angle of attack (◦) 0.0 - 6.0
Reynolds number 2.0× 106 - 9.5× 107
Tt core 2.4 - 3.2
Pt core 1.0 - 1.5
Tt fan 1.0 - 1.3
Pt fan 1.0 - 1.6
Table 5.4: Freestream conditions.
5.2.2 Building surrogate models
5.2.2.1 Sampling
Final surrogate models are built from 70 training samples, following the rule of thumb 10d. Fig-
ure 5.18 depicts the distribution of the training samples in a parallel coordinate formalism for the
global approach and the LDM with 2, 3, and 4 clusters. It includes the resampling for the LDM
with 20 initial simulations and the rest for the resampling. The most striking feature is the corre-
lation between the Mach number and the clustering. By looking at Figure 5.18b, 5.18c, and 5.18d,
a clear clustering is observed on the Mach number axis, which is not the case for the other axes
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with the exception of the angle of attack. Indeed, in some cases certain clusters can also be noticed
on the angle of attack axis. As a consequence, the following analyse pays special attention to the
Mach number and the angle of attack.
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Figure 5.18: Distribution of the training samples in a parallel coordinate formalism. The belonging
to the different cluster is represented in color.
The resampling process behaves here in a similar fashion to the RAE2822 and the AS28G.
Comparing Figure 5.18a, 5.18b, 5.18c, and 5.18d highlights that the resampling focuses on regions
of high Mach numbers. Indeed, the sampling of the LDM, irrespective of the number of clusters,
is much more dense above a rescaled Mach number of 0.6 while, on the contrary, the sampling
below a value of 0.6 is very sparse compared to the classical method. An indirect effect can also
be observed: as the high angles of attack have been limited to Mach numbers below 0.4 to avoid
unsteadiness, the resampling process avoids these specific values of angles of attack.
5.2.2.2 Clustering and classification
As the purpose of this section is to analyse and to compare the behavior of the LDM for different
numbers of clusters, the K-means algorithm appears to be a suitable choice. Indeed, it ensures
quite homogeneous clusters, even for an important number of clusters. The DBSCAN method is
limited to 2 clusters by fixing the numerical parameter with the Elbow method while the GMM
was less stable on the AS28G configuration for a model with 3 clusters. Moreover, the average
Silhouette coefficient values are close for all configurations: between 0.41 and 0.43. Therefore, the
K-means algorithm is preferred to perform the clustering.
Figure 5.19 depicts the clustering of the shock sensor for different numbers of clusters and
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Figure 5.19: Clustering with different numbers of clusters and training samples.
two numbers of training samples. A clear pattern is observed with 40 training samples: some
clusters are concentrated in a specific region (the blue dots) while the others are spread across a
manifold. Thus, the clustering of the spread snapshots gives quite sparse clusters. Nevertheless,
the resampling corrects the problem by adding information in these clusters, as shown by the
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clustering with 70 training samples. Figure 5.20 illustrates the classification of the parameter
space for different numbers of clusters and training samples. Its analysis aims to improve the
understanding of the method. The case with 4 clusters and 30 training samples is not represented
as some clusters have insufficient size. First, it can be noticed that the classification remains quite
stable for 2 and 4 clusters. On the contrary, the decomposition of the parameter space for 3
clusters changes significantly as the number of training samples increases. In particular, the green
and red clusters associated to high Mach numbers constantly change. Clear size and location are
not identified.
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Figure 5.20: Evolution of the parameter space decomposition.
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As regards the particular classifications with 70 training samples, several observations are pro-
posed:
• a region of low Mach number, represented in blue, is clearly founded for all the models. Only
the location of the boundary changes;
• the classification given by the configuration with 2 clusters is consistent with the RAE2822
and the AS28G, as a small cluster of high Mach numbers is associated to a large cluster of
smaller Mach numbers, while a linear dependency to the angle of attack is observed;
• configurations with 3 and 4 clusters show similarities. The high Mach numbers are split along
the values of the angle of attack;
• the configuration with 4 clusters reduces the size of the cluster #1 in favor of an intermediate
region, exactly as the AS28G with 3 clusters.
These results highlights the challenge of correctly setting the method, as various interpretations
can be proposed. A complex application requires a detailed analysis of the models in order to select
the best one.
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Figure 5.21: Evolution of the leave-one out error.
Therefore, cross-validation errors can help to obtain a reliable model and can guide in the choice
of the best number of clusters. Figure 5.21 provides the LOO error for different models. The models
with 3 and 4 clusters show weaknesses when they are trained with a low number of training samples.
In particular, some local models have negative or almost null values of Q2 with 30 and 40 training
samples. This result is expected, as the number of training samples is not enough to sufficiently
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train each local models. It would not be appropriate to consider these models with such LOO
results.
5.2.2.3 POD analysis
The analysis of the POD is only performed for 70 training samples. The results are summarized
in Table 5.5. Overall, they are similar to those of the other test cases. The cluster associated to low
Mach numbers shows a low entropy compared to the other clusters. However, a specific element
can be underlined: the clusters #2 and #3 of the model with 3 clusters and the clusters #3 and
#4 of the model with 4 clusters are of the same order of magnitude with a high entropy. It might
be thought that the Mach number is the only parameter responsible for the generation of entropy,
as these clusters differ mainly by the angle of attack.
Number of cluster Cluster index Snapshots Modes Entropy
1 #1 70 32 0.481
2 #1 38 22 0.441
#2 32 28 0.699
3
#1 35 20 0.444
#2 17 15 0.7397
#3 18 16 0.7287
4
#1 21 12 0.466
#2 26 20 0.542
#3 10 9 0.750
#4 15 14 0.766
Table 5.5: Dimension reduction behavior.
A more detailed analysis of the PODmodes is now proposed. Figure 5.23 represents the first POD
mode on the suction side for different LDM models with 70 training samples. The cluster denoted
by #1 is represented by the parameter space decomposition in the left column. Its associated mode
depicts a typical shape that is found for models with 1, 2, and 3 clusters: a negative amplitude is
observed on the majority of the wing with the exception of a narrow band near the trailing edge
generating a non negligible gradient. The latter is not present for the LDM with 4 clusters. Indeed,
its cluster #1 is smaller and does not contain snapshots with a Mach number above 0.6, explaining
the smoother evolution of the mode along the chord. The mode of the cluster #1 can be interpreted
as the recompression occurring for subsonic flows. Models with 3 and 4 clusters show similarities
between respectively the clusters #2 and #3 and the clusters #3 and #4. Consequently, their POD
modes share common shapes. In contrast with the cluster #1, the red clusters are characterized by
a strong discontinuity associated to positive values, while the clusters at low angle of attack and
high Mach numbers emphasize only a narrow peak values located about the discontinuity observed
for the other modes.
The second POD modes are presented in Figure 5.24. Only the clusters #1 show different
shapes, all the other clusters are very similar and look like the clusters #1 of the the first POD
mode. Interestingly, the case with 4 clusters differentiates itself from the other models with a peak
positive value on nearly all the suction side counterbalancing its smooth first mode.
The POD analysis of the AS28G has provided a clear delimitation between subsonic and tran-
sonic flows with only 2 clusters. It seems that the application of the LDM to the XRF1 configuration
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may require more clusters. Indeed, the clear separation between smooth and discontinuous modes
is an expected result of the LDM and it encourages in particular for further study of models with
more than 2 clusters.
5.2.3 Numerical results
The accuracy of the LDM is presented in term of the normalized error. Figure 5.22 depicts the
evolution of the error with the number of training samples. First of all, the main remark to
be made regards the model with 2 clusters. The latter outperforms the global model whatever
the number of training samples. This observation is particularly true for 30, 40, and 50 training
samples.
Moreover, as predicted with the LOO error, the LDM with 3 and 4 clusters shows a poor accuracy
with 30 training samples (and 40 training samples for the model with 4 clusters). Beyond this
threshold, they reach an acceptable performance level. Nevertheless, when the number of training
samples increases, the global method reduces the gap with the LDM. At 60 and 70 training samples,
all the methods show almost a similar accuracy. Two possible interpretations are proposed: (i) a
sufficient number of training samples is reached and can overcome limitations of the global model,
as regression models are well trained, (ii) the truly challenging points are too few in the test sets,
since the parameter space is evenly filled.
30 40 50 60 70
Number of training samples
0.00
0.20
0.40
0.60
0.80
1.00
1.20
1.40
1.60
1.80
2.00
No
rm
al
ize
d 
er
ro
r
1 cluster
2 clusters
3 clusters
4 clusters
Figure 5.22: Box plots of the normalized error for different numbers of training samples.
Once again, similarities are observed between all the test cases of this thesis. The pressure pre-
dictions of the RAE2822, the AS28G, and the XRF-1 have been widely enhanced by the LDM with
2 clusters. This improvement is mitigated with 3 clusters for the AS28G. However the conclusion
for the XRF-1 is more complex as the accuracy widely increases once a threshold is reached in term
of training samples for a model with 3 and 4 clusters.
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Figure 5.23: First mode on each cluster at 70 training samples.
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Figure 5.24: Second mode on each cluster at 70 training samples.
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5.3 Conclusion and main findings
The LDM was applied and assessed with simulations of a turbulent flow around the AS28G half
fuselage configuration and the industrial-like XRF1 configuration. Observations revealed a consis-
tent separation of the parameter space with continuous regions and a clear identification of the
subsonic and transonic regime. Moreover, a significant improvement of accuracy compared to the
classical method was reached for almost all the cases. These results were expected as the LDM was
designed to split subsonic and transonic flows. In particular, the relevance of the resampling step
was highlighted, as subdomains associated to high gradients and discontinuities were targeted.
Nevertheless, the LDM emerged as a sophisticated method which may require to tune several
numerical parameters. Its application on the AS28G was straightforward with impressive results
with only 2 clusters. However, several tools must be deployed to ensure the quality of the result,
in particular the analysis of the clustering (elbow method, Silhouette analysis...) and the accuracy
with an estimation by leave-one out error. These tools are particularly important for complex
applications such as the XRF-1.
Finally, these two aerodynamic test cases emphasized the complexity to validate surrogate mod-
els. For XRF-1, more than 150 simulations were performed with a significant CPU cost. However,
measuring the real accuracy of each model appeared very challenging, mainly due to: the size of
the parameter space, the computational costs, and the vast amount of data, as each simulation
represents thousands of scalars. Finding a relevant metric measuring represents a major challenge,
justifying the use of various quantities such as predictivity coefficient, root mean square error, or
relative error, under different forms: mean, spatial distribution, box plot, etc.
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CHAPTER 6
Aerothermal simulations using reduced-order models
Résumé
Une grande partie du travail de thèse s’est concentrée sur le développement de modèles ré-
duits pour l’aérodynamique. Dans ce chapitre, on s’intéresse à l’application et l’intégration de
modèles réduits dans un processus industriel de calcul aérothermique, en particulier pour le
dimensionnement du mât moteur. L’objectif est de prédire le comportement transitoire du mât
moteur pendant une mission caractéristique englobant les phases de décollage, de montée, de
croisière, de descente et d’atterrissage. Pour cela, des conditions limites de convection forcée
sont imposées par un modèle fluide stationnaire au modèle thermique transitoire. Habituelle-
ment, ces conditions limites, qui évoluent en fonction des conditions de vol, sont générées par
un modèle semi-empirique ou par un modèle de mécanique des fluides très couteux en termes
de calcul. Le remplacement par un modèle réduit permet de réduire le coût de calcul global
du processus, de fournir un outil collaboratif aux différentes équipes d’ingénierie et d’avoir une
méthode construite autour des données de simulations.
L’intégration de deux modèles réduits sur le cas XRF-1 a donné de très bons résultats ther-
miques. Le comportement transitoire fourni par le processus utilisant les modèles réduits est
très proche du comportement obtenu par des calculs directs de mécanique des fluides numérique.
En particulier, les phases de décollage, de montée, de descente et d’atterrissage ont été partic-
ulièrement bien prédites pour les trois éléments du mât moteur que l’on étudie. Seuls certains
points de croisière se sont montrés plus difficile à prédire, principalement à cause de points de
fonctionnement très proches des bornes de la base d’apprentissage.
Les outils d’analyse amont se sont aussi montrés très performants. Ils ont permis de déter-
miner un nombre suffisant de points d’entrainement afin d’atteindre une bonne prédiction et
aussi d’identifier clairement les régions de l’espace où les prédictions des modèles réduits pou-
vaient être de qualité moyenne. En particulier, les points critiques au niveau de la croisière
ont été anticipés par ces outils. Cela permet d’envisager plusieurs améliorations directes du
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processus aérothermiques, comme par l’exemple l’utilisation d’un réechantillonage adaptatif
permettant d’améliorer la base d’entrainement initiale selon la mission. De plus, les panneaux
latéraux du mât moteur ont montré un comportement très particulier. En effet, les flux pri-
maires et secondaires viennent se mélanger au niveau des panneaux. Ainsi, une frontière nette
se dessine entre les parois chaudes immergées dans l’écoulement primaire et les parois plus
froides immergées dans l’écoulement secondaire. Ce type de phénomène se prête particulière-
ment bien à la méthode de décomposition locale. Il serait intéressant de poursuivre les travaux
afin d’étudier la validité de cette méthode sur des cas très différents de l’aérodynamique.
This chapter evaluates the performance of reduced-order models for aerothermal simulations.
The application under study focuses on pylon sizing, for which the transient thermal behavior is
required over various flight missions. Engine fan and core flows drive an important part of heat
exchange and their interactions with the external flow change with operating conditions, making
predictions of the thermal behavior even more complex. Modelling such phenomena usually involves
CFD simulations or semi-empirical models. This chapter aims to demonstrate the possibility of
integrating surrogate models into industrial calculation processes. The proposed approach presents
several advantages: to reduce the computational budget compared to direct CFD, to offer a data-
driven approach, and finally to provide a more collaborative tool for different engineering teams.
6.1 Pylon sizing over a flight mission
Pylon structures are highly impacted by engine exhaust. The transient prediction of their thermal
behavior needs several elements:
• a clear definition of the flight mission in terms of time and operating conditions;
• a thermal model taking into account material thermal inertia, conductive, inner convection,
and radiative heat transfers;
• a fluid model accounting external convective boundary conditions.
This last point represents the central element of this chapter, as the fluid model can be substituted
by ROMs.
6.1.1 Mapping strategy
This section presents the strategy adopted to perform aerothermal simulations for limited compu-
tational capacity. Heat transfers between fluid and solid are assumed to be driven only by forced
convections, reducing significantly the computational cost compared to a fully dynamic coupling
illustrated in Figure 6.1a, where the fluid model can be CFD, surrogate models, or semi-empirical
models. This assumption allows us to consider only a one way coupling from the fluid to the solid
without a feedback of the structure on the fluid, as illustrated in Figure 6.1b. In other words, the
fluid is assumed to be independent of the wall temperature. One can note that the assumption of
forced convection is verified at high speed but can be questioned at low speed.
Moreover, as demonstrated in Errera and Baqué [63], the ratio between diffusion time in the solid
and in the fluid is proportional to the Reynolds number. For this reason, the flow field is simulated
at specific time steps in steady state conditions. Hence, the computational time is reduced by
considering a sequence of steady states for the fluid, as illustrated in Figure 6.1c.
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Figure 6.1: Evolution of the thermal mapping strategy.
Despite these assumption, aerothermal simulations over a mission remain intractable since typi-
cal sizing missions can require between dozens or hundreds of steady simulations. Approximations
are usually used to face this computational problem. The main purpose of this chapter is to build
an aerothermal process based on surrogate models and to understand the impact of these models.
6.1.2 Definition of a mission
An example of a representative flight mission of long range aircraft is chosen to assess the perfor-
mance of surrogate models in aerothermal mapping. As for XRF-1 aerodynamic case, seven input
parameters are considered. The mission is discretized by 26 time steps of varying duration and
they are grouped into different flight phases: ground, take-off, climb, cruise, descent and landing.
These flight phases are broadly separated by Mach number. Table 6.1 summarizes all the 26 points.
This classical mission present interesting features. The different phases are analyzed by sepa-
rating external conditions (Mach, angle of attack, and Reynolds) and engine conditions. First, the
ground points are computed at a Mach number of 0.1 in this thesis. The fluid solver elsA is designed
for compressible flows, thus this value avoids the use of low Mach preconditioners (even if they are
available), while engine conditions remain representative of the ground. Then, during climb and
descent, the aircraft encounters a wide range of external conditions. However engine conditions
differ significantly as climb needs a significant proportion of maximal thrust while engines idle for
descent. Finally, cruise is by far the longest phase but it also shows the lowest variability, as only
fan conditions change significantly.
6.1.3 Thermal and fluid models
Thermal modeling is performed by the solver NX® Thermal developed by Siemens. It combines a
high order finite volume method with a finite element mesh. This engineering software simulates
the three modes of heat transfer: conduction, convection, and radiation.
The XRF-1 thermal model used for this study contains 13, 865 elements, where the vast majority
is two-dimensional, and is composed of 4 main elements: pylon primary, secondary structures, en-
gine mounts, and engine casing. Pylon primary and engine mounts are mainly driven by conduction
and natural convection, while the engine casing generates an important heat flux by conduction
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Time (s) Phase Mach Angle of attack Reynolds Tt core Pt core Tt fan Pt fan
0
Ground
0.10 0.0 1.74× 106 3.10 1.06 1.01 1.05
1,800 0.10 0.0 1.74 ×106 3.10 1.06 1.01 1.05
2,400 0.10 0.0 1.74 ×106 3.10 1.06 1.01 1.05
2,420
Take-off
0.15 0.5 3.49× 106 3.13 1.26 1.07 1.46
2,440 0.20 4.0 4.66× 106 2.82 1.25 1.07 1.44
2,460 0.25 5.5 5.83× 106 2.81 1.23 1.06 1.42
2,490 0.30 5.5 6.90× 106 2.80 1.23 1.09 1.42
2,520 0.35 5.5 7.94× 106 2.73 1.23 1.09 1.41
2,540 0.39 5.5 8.68× 106 2.73 1.17 1.08 1.41
2,550
Climb
0.39 4.5 8.63× 106 2.70 1.19 1.06 1.29
2,760 0.45 4.5 7.94× 106 2.78 1.37 1.10 1.37
3,114 0.65 3.0 8.44× 106 2.85 1.45 1.06 1.21
3,800 0.80 3.0 7.32× 106 2.90 1.23 1.09 1.12
3,720
Cruise
0.85 2.5 7.76× 106 2.85 1.15 1.07 1.07
27,200 0.85 2.5 6.65× 106 2.88 1.15 1.11 1.18
58,192 0.85 2.5 5.51× 106 2.93 1.18 1.15 1.52
58,200
Descent
0.83 2.0 5.38× 106 2.81 1.14 1.07 1.04
58,567 0.70 1.5 8.02× 106 2.83 1.15 1.05 1.10
59,000 0.45 3.0 7.94× 106 3.10 1.15 1.01 1.06
59,350 0.39 3.0 8.62× 106 3.06 1.15 1.01 1.03
59,377
Landing
0.39 4.0 8.68× 106 2.91 1.03 1.02 1.02
59,460 0.20 4.0 4.66× 106 2.85 1.05 1.02 1.04
59,520 0.10 2.0 2.33× 106 2.72 1.14 1.02 1.27
60,600
Ground
0.10 0.0 1.74× 106 3.10 1.06 1.01 1.05
62,400 0.10 0.0 1.74× 106 3.10 1.06 1.01 1.05
62,500 0.10 0.0 1.74× 106 3.10 1.06 1.01 1.05
Table 6.1: Discretization of a sizing mission.
and radiation, as its temperature is set to core temperature. Secondary structures are the only
parts in contact with external and engine flows. Consequently, they are specifically studied, in
particular the three components marked in Figure 6.2:
• the exhaust which includes the plug, the lower skin of the aft pylon fairing and the inner
nozzle. This part encounters flow at high temperature coming from the core;
• the outer nozzle which is colored in red in Figure 6.2. The heat transfer is mostly driven by
fan flow;
• the lateral panels which are represented in yellow in Figure 6.2. Predicting an accurate heat
flux is very challenging as the mix between fan and core flow occurs on these panels.
Regarding fluid modeling, adiabatic simulations of the XRF-1 from section 5.2 are reused and
new isothermal simulations are performed, as presented in the following section. Details on solver
settings can be found in section 5.2.1.2.
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Exhaust
Lateral panels
Nozzle
Figure 6.2: Illustration of the NX® thermal finite element model.
6.1.4 Boundary conditions at the interface
Quantities at the boundary of the solid are determined with the Newton’s law of cooling, such as
heat flux density φf→s from the fluid to the solid is given by:
φf→s(x) = h(x) (Tref (x)− Ts(x)) , ∀x ∈ Ωs, (6.1)
where h is the heat transfer coefficient, x is located on the wall, Ωs is the thermal mesh, Ts and
Tref are respectively the wall temperature and the reference temperature.
The thermal model requires to know the value of Tref and h to be well defined. Their compu-
tation is made of two consecutive steps:
1. A simulation with adiabatic walls is performed in order to determine the field of reference
temperature Tref associated to a zero heat flux density.
2. A second simulation is performed with an isothermal wall condition. The field of wall tem-
perature Tisoth is obtained by subtracting a ratio r of the infinite temperature T∞ to the field
of the reference temperature. Thus, the heat transfer coefficient can be computed:
h(x) = φf→s(x)(Tref (x)− Tisoth(x)) (6.2)
= φf→s(x)
rT∞
. (6.3)
This process is repeated for all the snapshots of the training and testing sets.
6.1.5 Data exchange between different models with Padge
Padge (Parametric And Differentiated Geometrical Engine) is an in-house differentiated geometric
kernel developed at Airbus, mainly used for shape parametrization, mesh deformation, and opti-
mization. One of its main features allows to connect the surface mesh with the computer-aided
design (CAD). This connection, called CAD to mesh link, facilitates the data transfer from a mesh
to another one where the CAD plays the role of a neutral interface. In the context of this thesis,
177
Chapter 6. Aerothermal simulations using reduced-order models
Figure 6.3: Padge workflow.
Padge has been used for the first time to perform coupling between CFD, surrogate models, and
thermal model. Various scripts have been developed to achieve a fully functional process.
The surfaces S1, · · · , Sn of the CAD are represented by Non-uniform rational B-splines (NURBS)
defined by two independent parameters u and v. Each mesh point xi is expressed in the space
(u, v) of the closer surface, such as its new coordinates ui and vi minimize the following expression:
min
k∈[1,n]
min
u,v∈[0,1]2
‖Sk(u, v)− xi‖ , ∀xi ∈ Ωs. (6.4)
Once fluid and thermal meshes are linked to the CAD, data from the finer mesh can be interpolated
on the coarser mesh. Indeed, all the mesh points of both meshes now have coordinates (u, v) in a
given surface of the CAD. Figure 6.3 summarizes the different steps of the whole process:
1. The surrogate model predicts data on the CFD mesh.
2. The CFD mesh is linked to the CAD.
3. The thermal mesh is linked to the CAD.
4. For all the surface S1, · · · , Sn, data on the coarser mesh are determined by spline interpola-
tions in the space (u, v).
5. Data on the thermal mesh are processed: converting nodes data to cell data and writing files
readable by the thermal solver.
Errors are generated during this process. Padge projects nodes data to the CAD, while CFD and
thermal solvers are cell-centered. Consequently, converting cell data to node data and node data to
cell data contributes to the error. Other sources of error are identified in the process with the CAD
to mesh link, in particular projection errors and mismatching with the surfaces can occur. But the
most significant error is observed during the fourth step of the process with the interpolation, as
CFD and thermal meshes usually have very different densities.
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6.2 Generation of surrogate models
As explained in the previous section, the boundary conditions of the thermal model require two pa-
rameters: the reference temperature Tref and the heat transfer coefficient h. Thus, two independent
surrogate models are trained on these quantities to substitute CFD.
6.2.1 Sampling
The two quantities are highly dependent because the computation of heat transfer is based on
isothermal wall conditions determined from a reference temperature field. This constraint imposes
that the two surrogate models follow the same DOE to minimize the computational budget.
Mach Alpha Reynolds Engine
temp.
Engine
pres.
Fan
temp.
Fan
pres.
0.0
0.2
0.4
0.6
0.8
1.0
R
e
sc
a
le
d
 v
a
lu
e
Training
(a) Training set.
Mach Alpha Reynolds Engine
temp.
Engine
pres.
Fan
temp.
Fan
pres.
0.0
0.2
0.4
0.6
0.8
1.0
R
e
sc
a
le
d
 v
a
lu
e
Training Mission
(b) Training set with the mission.
Figure 6.4: Parallel coordinate plots of the training set with 50 samples.
A classical low-discrepancy Halton sequence has been chosen to explore the parameter space.
Figure 6.4a shows the distribution of the training set for seven input parameters with a parallel
coordinate plot. The samples seem to be evenly distributed over each parameter. Figure 6.4b gives
an example of mission chosen for the pylon sizing. The largest portion of mission time steps is well
distributed between upper and lower bounds of the parameter space. Nevertheless, several critical
points can be identified: the ground point is located at the lower bound of 4 parameters (Mach
number, angle of attack, Reynolds, and fan temperature) and the cruise points reach the upper
bound of the Mach number.
Predicting points near the bounds of the training set is a well-known weakness of the POD/GP
method, motivating a slight modification of the training set. It may be expected that ROMs
face problems to predict such a challenging point without extra information adjusting reduced
coordinates near the bounds. Thus, a specific point typical of the ground is added to the training
set, since all flight missions have a ground phase and that significant time is spent in this phase.
Finding a point representing this phase is feasible since it is characterized by very specific conditions:
low Mach number, low angle of attack, zero altitude, low fan and core pressures, and low fan and
core temperature. However, finding a point representing the second critical phase, the cruise,
is more challenging, as this phase is described by various values of the input parameters: Mach
number, altitude, and engine conditions may change according to the mission. For this reason, the
training set cannot be specifically enriched for the cruise phase.
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6.2.2 Validation
Surrogate models are assessed in two different ways: with a-priori methods and by comparison
with a testing set. These results aim to identify strengths and weaknesses of surrogate models to
estimate their impacts on thermal process. Quantities of interest are computed in dimensionless
form.
6.2.2.1 A-priori error
The aerothermal mapping can greatly benefit from a-priori methods, since they do not need testing
sets. For instance, they can be used to validate partially the model or to propagate uncertainties
through the whole process. Figure 6.5 shows the evolution of the leave-one-out predictivity coeffi-
cient against the number of training samples for the two surrogate models. They are expected to
be more reliable than the aerodynamic case, since shocks and high discontinuities should be absent.
The predictivity coefficient continuously rises and seems to reach a plateau for 50 training samples.
Thus, only the results with 50 training samples are analyzed.
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Figure 6.5: Leave-one-out estimation of spatially averaged errors for temperature and heat transfer
coefficient.
The spatial distribution of the mean variance of the Gaussian Process, given by Equation 3.137,
is illustrated in Figure 6.6 for temperature and in Figure 6.7 for heat transfer, computed as dimen-
sionless quantities. The maximum variance is observed on the lateral panels for both temperature
and heat transfer coefficient. A physical interpretation can be given to this result: engine core, fan
and external flows mix in this region and the exact location of the interface between the three flows
depends mainly on local properties driven by boundary conditions and operating conditions. One
can note that the maximum variance reaches a specific value of about 2.6, corresponding broadly to
the difference in temperature between core and fan. Moreover, a dissymmetry of the flow is clearly
noticed by comparing right and left views, as the variance of the left panel is much higher for both
reference temperature and heat flux coefficient. Several elements may explain this dissymmetry:
the geometry of the pylon, the decrease of the chord length, and the impact of the fuselage.
As regards temperature for the other parts, only the plug and the inner nozzle show a significant
variance, but it must be weighed as these components also encounter the highest temperatures:
about 3.0 for core flow while fan flow is about 1.2. Finally, the lower panel facing the plug, not
180
6.2. Generation of surrogate models
visible on the figures, has an intermediate behavior. The variance is similar to the plug and inner
nozzle in its center and shows higher values for nodes close to the external panels.
(a) Left view. (b) Right view.
Figure 6.6: Estimation of the mean error provided by Gaussian Process Regression for reference
temperature.
As regards heat transfer coefficient, the distribution of variance differs from the temperature,
except for the lateral panels at the rear. In particular, high values are located on the outer nozzle,
the nacelle, and the upper part of the pylon, while the plug presents low variance. This result
is expected since heat transfers depend on local flow properties and that reference temperature is
mainly driven by the temperature of the flow, in particular fan and core flows. Indeed, core flow
depends only on total pressure and temperature of the core and its structure remains similar for
various engine conditions, explaining low variance for the plug.
(a) Left view. (b) Right view.
Figure 6.7: Estimation of the mean error provided by Gaussian Process Regression for heat transfer
coefficient.
Therefore, the a-priori analysis suggests that predicted errors can be quantified as follows:
• on the lateral panels: surrogate models seem to show significant weaknesses for both heat
transfer coefficient and temperature. This results is expected since two flows with very dif-
ferent properties mix in this region. The issue is straightforward for the surrogate models:
to predict precisely the interface between the two flows. This is particularly important for
reference temperature field, as the engine core flow can reach more than 750◦C while the
engine fan flow is below 100◦C. Conversely, the heat transfer coefficient has much smaller
amplitude between extreme values. Thus, the surrogate model of the reference temperature
represents the critical part of the aerothermal process for the lateral panels;
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• on regions in contact only with engine fan flow: errors seem more mitigated in this part.
Important variance is observed for heat flux while significant variance are located on the
nozzle, relatively to typical dimensionless temperature of the fan around 1.1;
• on regions in contact only with engine core flow: errors are foreseen to remain low, since vari-
ance is minimum for heat flux and relatively low for reference temperature. The components
are immersed in engine core flow which has high energy. It is quite possible that this flow
is less sensitive to external conditions and engine fan conditions. Only its own parameters,
engine core total pressure and total temperature, may influence the heat transfer, explaining
the relative low variance.
6.2.2.2 Global accuracy
Surrogate models are validated with a testing set of 160 snapshots from a Sobol sequence, as for
the aerodynamic part of XRF-1 case. The results are expressed as normalized root mean square
error (NRMSE).
The distribution of NRMSE, shown in Figure 6.8 and Figure 6.9, partially confirms the expected
error given by GP in Figure 6.6 and Figure 6.7. The typical high error located on the lateral
panels is also found for NRMSE with the exact same shape. Nevertheless, a noticeable NRMSE is
observed on all the geometry for the temperature, which is not the case for the estimated variance.
Discrepancies are also observed for heat transfer coefficients with an error overestimated by the
surrogate model, in particular for the nozzle.
(a) Left view. (b) Right view.
Figure 6.8: Distribution of NRMSE for temperature.
Nevertheless, the surrogate model accuracy appears satisfactory as errors are mainly limited to
a specific region which is expected to be very challenging: the lateral panels. Thermal behaviors of
other critical components, such as the plug, the nozzle, or the aft pylon fearing, are well predicted by
surrogate models for the testing set, as the mean NRMSE is below 5% for the reference temperature
and below 1% for the heat flux coefficient.
The statistical assessment in this section validates the use of surrogate models in the aerothermal
process. The mean NRMSE for all the components, except the lateral panels, is approximately lower
by a factor of three than the maximum value reached by lateral panels. These acceptable values
motivates the next step: evaluating the accuracy of the surrogate model within the aerothermal
process for a representative sizing mission.
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(a) Left view. (b) Right view.
Figure 6.9: Distribution of NRMSE for heat flux coefficient.
6.3 Applying surrogate models to the aerothermal mapping
This section presents the aerothermal mapping for three components: nozzle, lateral panels, and
exhaust. All the points of the simulations are predicted with surrogate models and they are also
computed with CFD. Comparisons between direct CFD and ROMs focus on temporal evolution of
maximum, mean, and minimum temperatures. In particular, the maximum temperature represents
an essential criterion for the pylon design as it can motivate the choice of materials and location of
thermal protection.
Surrogate models are expected to be challenged during take-off, climb, descent, and landing, as
all input parameters change drastically: any hot spot must be predicted in term of absolute value
and location as well as the overall shape of fields. The flight phases are represented in color for
the different figures: ground in white, take-off and landing in red, climb and descent in green, and
cruise in yellow.
6.3.1 Nozzle
Figure 6.10a shows variations of temperature against the time with an overall view, a zoom on first
time steps, and a zoom on last time steps. The high discrepancy between CFD and the surrogate
model at the last point of the cruise around 50, 000 seconds is the most striking finding. The
temperature is underestimated by more than 10◦C for the three statistics with the exact same
trend. This error is quiet significant as the nozzle reaches a maximum temperature of about 180◦C
during the flight.
The spatial field at the end of cruise (51, 211 seconds), represented in Figure 6.11, confirms the
underestimation of the temperature over the full nozzle. Nevertheless, the shape is well predicted,
as hot and cold spots are located in the same regions between CFD and surrogate models even if
the whole field is shifted by 10◦C. Fluid boundary conditions of CFD and surrogate model show
that heat transfer coefficients are almost identical while an uniform gap of 15◦C is observed for the
reference temperature. This difference is difficult to explain as both surrogate models use the same
DOE. Table 6.1 and Figure 6.4 highlight that the last cruise point at 58, 192 seconds is associated
to a fan pressure close to the upper bound. Even if several training points are computed for high
fan pressures, it is very likely that GPR models generate significant errors due to extrapolation
conditions. In particular, sensibilities to the fan pressure for the reference temperature may be
incorrect to extrapolate reduced coordinates. The amplitude of the variance field for this specific
cruise point is indeed almost twice as much as the mean value, highlighting that prediction errors
are expected for these input parameters.
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(a) Overall behavior.
(b) Zoom on take-off and climb. (c) Zoom on descent and landing.
Figure 6.10: Transient thermal analysis of the outer nozzle.
Results in other phases are in very close agreement. Zooms on take-off, climb, descent, and
landing, as seen in Figure 6.10b and Figure 6.10c, show CFD and surrogate model curves of
temperature are almost superimposed. Only a slight difference of 4◦C is observed between CFD
and surrogate models during descent for the three statistics suggesting that the shape is well
predicted but shifted. The analysis of reference temperature and heat transfer coefficient indicates
that discrepancies partially cancel out: on the one hand the reference temperature is slightly
overestimated and on the other hand the heat transfer coefficient is slightly underestimated. This
gap does not appear for take-off and climb while there are also significant variations in external
and engine conditions. The common characteristic of all points in descent and landing is the low
pressure fan compared to points in take take-off and climb. Indeed, several mission points are
close to the lower bound of the fan pressure as depicted in Figure 6.4. This confirms that several
points of the mission challenge the surrogate model, in particular near the upper and lower bounds
defining the training set.
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(a) CFD (b) Surrogate
Figure 6.11: Field on outer nozzle at time step t = 51, 211 seconds.
6.3.2 Lateral panels
Figure 6.12 compares the transient thermal behavior between CFD and surrogate models for the
lateral panels. Although these components are expected to be very challenging, significant discrep-
ancies are observed only at the beginning and the end of cruise. The maximum temperature is
overestimated by about 40◦C around times steps t = 1, 000 seconds, while the mean temperature
is well predicted. This suggests that only hot spots are incorrect.
The spatial field, illustrated in Figure 6.13, confirms this intuition as only few cells are overesti-
mated. Once again, the source of the error comes from the surrogate model generating the reference
temperature. A plausible explanation is that POD modes representing hot spots on the panels have
been wrongly amplified by the associated reduced coordinates. The only possible correction is to
enhance the training samples near cruise points.
The error on the mean temperature at the end of the cruise (around t = 58, 000 seconds) raises
a very interesting point, as it corresponds to the same critical point than for the nozzle. This gap
of 20◦C is expected and can be explained by a small misplacement of the interface between hot flow
from the core and cold flow from the fan, due to extrapolating conditions for the fan total pressure.
Nevertheless, this is the only significant discrepancy for the mean temperature, since all other points
are well predicted. For instance, Figure 6.14 illustrates the prediction of reference temperature at
the beginning of the descent (58,567 seconds). Differences between CFD and surrogate model fields
are barely visible. The same result can be observed for the heat transfer coefficient.
ROMs demonstrated their capabilities to substitute CFD models even for complex flow patterns
encountered on lateral panels. The interface between core flow and fan flow seems to be quite well
predicted. The important uncertainties of the surrogate models have a low impact of the statistics
of interest: maximal, mean, minimal temperature.
6.3.3 Exhaust
Figure 6.15 illustrates the transient behavior for the full mission. Even if the exhaust shows a great
temperature range, from 200◦C to 750◦C, ROMs achieve impressive results for the exhaust. Only
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(a) Overall behavior.
(b) Zoom on take-off and climb. (c) Zoom on descent and landing.
Figure 6.12: Thermal analysis of the lateral panels.
(a) CFD (b) Surrogate
Figure 6.13: Instantaneous temperature on right panels at time step t = 9, 914 seconds.
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(a) CFD (b) Surrogate
Figure 6.14: Reference temperature on left panels at time step t = 58, 567 seconds.
small discrepancies are observed between CFD and surrogate models, even for the cruise: the three
statistics are in close agreement. Therefore, it is very likely that the overall shape of the flow and
extreme values are well predicted for both heat transfer coefficient and reference temperature.
This result can be explained as the flow around the exhaust is mainly, or even only, driven by
engine core temperature and pressure. In addition, the flow is very uniform and its shape shows
small variability. In these conditions, ROMs can be expected to be very accurate, as POD modes
can be highly representative of the flow.
Different results are obtained for exhaust, nozzle, and lateral panels. These gaps highlight the
various factors that influence thermal fields: the sensibilities are not uniform. However, global
ROMs have regression models which cover the entire domain. Thus, building spatial local models
may generate more relevant ROMs, closely related to the different boundary conditions and their
parameters. The definition of these local models can be guided by the a-priori error and the analysis
of the spatial sensibilities.
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(a) Overall behavior.
(b) Zoom on take-off and climb. (c) Zoom on descent and landing.
Figure 6.15: Thermal analysis of the exhaust.
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6.4 Conclusion and main findings
Applying ROMs to an industrial aerothermal process yielded interesting results. First of all, a-
priori analyses were identified as very useful tools to evaluate the robustness and the accuracy of
surrogate models. Leave-one-out cross validations determined that 50 samples were sufficient to
reach satisfactory accuracy, while the estimation of variance, given by GPR, provided important
information on the sensibilities of surrogate models and their potential weaknesses.
Thermal simulations were performed twice: with surrogate models and with expensive CFD.
Satisfactory results were obtained, as overall trends were in agreement for both methods. In
particular, flight phases involving widely varying conditions, such as climb or descent, were very
well predicted with very few errors. The thermal behavior was different on each component, as
they were driven by different boundary conditions and input parameters. Main errors were only
observed when influential parameters reached bounds of the training set.
Thus, several improvements can be suggested:
• critical points were predicted by the regression models. Thus, classical resampling strategies,
such as IMSE, could be used to improve the accuracy and the quality of the DOE. As climb
and descent were very well predicted, reducing the number of training samples in these phases
could be considered in order to allocate computational budget to phases identified a-priori as
more challenging;
• uncertainties provided by GPR could be integrated to the aerothermal process in order to get
confidence interval on the transient response. Nevertheless, such an integration needs further
investigations. For instance, reference temperatures are necessarily bounded by core or fan
temperatures, while applying the high variances on the lateral panel can lead to unrealistic
temperature (negative or far beyond melting point of the thermal protection). Such physical
considerations should be taken into account to avoid irrelevant values;
• a clear discontinuity was noticed on lateral panels due to the interface between engine fan flow
and engine core flow. This typical behavior can be related to the LDM developed in Chapter 4.
First investigations concluded that snapshots could be separated into different clusters but a
great deal of work remains to be done to develop relevant sensors and to analyze influences
of each variable on the parameter space decomposition;
• the training set was one of the main limitation of ROMs. A strong assumption was made on
engine parameters, since all the temperatures and pressures were uncorrelated. It may lead
to divergent or unphysical simulations. The engine parameters lie on a manifold driven by
several latent variables, such as the thrust. Thus, improving surrogate models for aerothermal
applications may require to consider engine models or more physical relationships. The
dimension of the parameter space will be also reduced.
Finally, 50 samples training a model predicting only 26 mission points may seem excessive.
However, surrogate models are able to predict any kind of missions (long range, short range, various
cruise level, different engine conditions, etc.), as long as they are inside the training set. Moreover,
this first work on aerothermal simulations was very conservative. Models can be enhanced with
above suggestions, reducing potentially the number of training samples.
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CHAPTER 7
Conclusion and perspectives
Surrogate models represent a valuable resource to support aircraft design analysis. The high-
fidelity numerical tools are indeed usually computationally expensive in terms of CPU time and
surrogate models can reduce the time to deliver the results to the design team. This thesis has
put the emphasis on the applicability of surrogate models in an industrial environment for two
specific disciplines: the prediction of aerodynamic loads over the aircraft skin and the aerothermal
engineering of the engine/pylon interaction. As regards aerodynamics, the aero-load data within
the flight envelope can be computed with surrogate models at low computational cost or with high-
fidelity computational fluid dynamic at high computational cost. However, the complex phenomena
encountered in aerodynamics during the flight pose problems for surrogate models, as they can
generate high discrepancies in certain areas of the flight envelope. The Local Decomposition Method
(LDM) is proposed to alleviate these issues by building local models instead of a global one.
For its part, the aerothermal analysis encompasses two intersecting fields: fluid mechanics and
thermal physics. The problems under study are usually transient and the coupling between the two
disciplines becomes intractable for complex geometries. A classical solution consists in enabling
only one way coupling from the discipline with the strongest influence onto the second discipline.
Even with this simplification, computational cost is still very high and the fidelity of the fluid model
is usually reduced. Thus, implementing a fluid surrogate model, built on high-fidelity simulations,
in an aerothermal process could improve accuracy while maintaining the computational cost to an
acceptable level.
Outcomes
An abundant literature deals with surrogate models for fluid problems. Nevertheless, the fields of
application in this thesis impose two strong constraints to the surrogate model: to be pluggable into
industrial tools and fully substitute numerical simulations. In other words, the surrogate model
must be able to generate fields with thousands of degrees of freedom for each prediction. Amongst
all the existing methods, non-intrusive reduced order models appear as a relevant solution. They
generally use a Proper Orthogonal Decomposition approach to extract dominant shapes, called
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modes, within the whole training set and recombine them to build predictions. However, a review
of the literature demonstrates that exploring the flight envelope of an aircraft, associated to various
changes in the input parameters, raises major problems for these models, since a mixture of different
physical regimes is found in the modes. If the interpolation models ensuring the recombination of
the modes are not sufficiently trained, significant prediction errors can be observed due to the
amplification of spurious physical regimes.
The Local Decomposition Method (LDM) developed in this thesis mitigates some of the limita-
tions encountered by the global reduced order model. It proposes to separate the dominant shapes
of the solutions in different training sets in order to avoid mixing different physical regimes. Such
separations aim to specialize the local models for a specific regime. The partition of the training
set is ensured by two machine learning methods: the clustering and classification algorithms, which
represent the central element of the method and are coupled with a physical sensor to ease the
detection of the physical regimes. Moreover, an adaptive resampling strategy was proposed. It
takes advantage of the partitioning of the training set by adding extra computations to the more
challenging areas of the parameter space. Statistical metrics are computed on each subset in order
to identifiy the local models at risk of being less accurate. This strategy successfully expand the
database with simulations associated to high gradients and discontinuities. One of the major lim-
itations of the LDM relates to the correct setting of the model, which is why different tools were
introduced to guide the choice of the numerical parameters, such as cross-validation or coherence
of the clusters. Finally, the efficiency of the LDM was assessed on two academic test cases: the one
dimensional Burgers’ equation and the turbulent flow around the two-dimensional airfoil RAE2822.
Two clusters were clearly identified for both cases, associated to the presence or not of discontinu-
ities. The LDM was shown to be much more accurate and robust than the global reduced order
models. For instance, amongst the various error metrics employed, the mean relative error was
reduced by at least 30%. These encouraging results have motivated the application of the method
developed in this thesis to more realistic problems.
The LDM was studied on two complex aircraft configurations: the AS28G and the XRF-1.
The goal was to bridge the gap between academic research and industrial needs. While the first
application involves only 3 input parameters, the flight envelope of the XRF-1 is described by 7
parameters. Thus, the LDM was assessed with two different levels of complexity. A particular
attention was paid to the influence of the number of clusters. This analysis provided insight into
how the training set is interpreted in terms of flow regime, since a unique clustering of the training
set is rarely achieved. For the simplest case, the AS28G, the model with two clusters gave the
most impressive results by separating the parameter space into a subsonic and a transonic subset.
However, using three clusters also provided interesting conclusions where the third cluster plays
an intermediary role between the subsonic and the deep transonic regions. As regards the XRF-1
application, determining the optimum number of clusters was really challenging. The analysis of
the results resulted in several guidelines: (i) a small number of clusters must be preferred with
few training samples compared to the size of the input parameter, (ii) the local leave-one-out error
provides a reliable estimation of the cluster quality, and (iii) resampling in specific clusters does
not necessary stabilize their shape and their size. Finally, the application of the LDM on aircraft
configurations demonstrated that the methodology can be successfully generalized to complex three-
dimensional cases. In conclusion, the LDM was shown to improve the accuracy of the surrogate
model for various different numerical settings and conditions.
The aerothermal application focused on pylon sizing and on integrating surrogate models into
an industrial process involing a CFD software and a thermal software. The objective was to
compare capabilities of surrogate models with a reference case built with CFD simulations. The
fluid model, either CFD or surrogate models, predicted the boundary conditions of the thermal
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model for forced convection over a full flight mission. Surrogate models provided a-priori methods
able to analyze the overall quality of the model but also each prediction. These tools gave relevant
information guiding the aerothermal process. Moreover, the transient thermal behaviors predicted
using surrogate models and CFD were in close agreement. Only local discrepancies were observed
but they were largely anticipated by the a-priori tools. Therefore, this work gave a first insight into
the possibility of using data-driven approaches in aerothermal applications.
Programming several scripts also represents an important part of the thesis outcomes. An
existing software building surrogate model was enhanced by implementing new elements, such as
designs of experiments, regression methods, or resampling strategies. The LDM was also integrated
into this software, which contributed to adding new statistical and visualization tools. Furthermore,
scripts based on the Padge library were developed to enable information exchange between the
surrogate models, the fluid model, and the thermal model.
Perspectives
The Local Decomposition Method At the current status of the LDM, several improvements
can be suggested. Certain aspects of the method were chosen and implemented for their robustness
and simplicity, which is why more sophisticated tools can be proposed. Besides, multiple strategies
developed in the literature and not considered in the thesis can greatly enhance the LDM. Progresses
can be made on the following aspects:
1. Fully automated process: The application of the LDM on various test cases highlights that
the results can be very sensitive to the choice of some numerical parameters. For instance, the
number of clusters can lead to different interpretations of the data. Several statistical tools
were introduced but human and technical expertise is still needed to validate the setting of
the surrogate model. For this reason, developing a fully automated process would represent
a clear added value to the method. Ideally, the process should also be able to decide to use
the LDM or a global surrogate model by analyzing the training set.
2. Interface management: The LDM introduces interfaces between the local models by clustering
the parameter space. The quality of the prediction drops in these border regions mainly due
to the regression method which behaves poorly in extrapolation. The solutions proposed in
the thesis only modify the choice of the local model or enrich the border of the clusters with
approximations from the adjacent clusters. A possible solution, called fuzzy clustering, would
consist in modifying the clustering algorithm by allowing a percentage of overlapping between
the clusters.
3. Extension of the application: Our approach focuses on aerodynamic problems, thus moti-
vating the use of a shock sensor. However, the LDM could be generalized to various other
problems. For instance, partial differential equations with bifurcating solutions might benefit
from a local approach. Machine learning algorithms could be used to identify the different
stationary points of the system as clusters, guided by the sudden change in the outputs.
Other applications can be imagined, as long as the substituted system shows heterogeneities
in the solution related to variations in the input parameter space.
4. Resampling: Although the additional snapshots on each cluster are usually computed based
on the continuation of a low discrepancy sequence, they are designed to fulfill the initial
design space and not clusters with very specific shapes. Thus, resampling methods taking
into account the existing snapshots should be preferred. Moreover, seeking the new points in
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the space of the shock sensor and not in the initial design space could be envisioned in order
to find new features of the solution which have not yet been discovered.
Thermal mapping The aerothermal application presented in this thesis is based on a global
reduced-order model. Important work remains to be achieved to analyze deeply all the results and
to enhance surrogate models. Several potential sources of improvement can be proposed. As regards
the case of the pylon design, the sensitivities to the different input variables are located at several
locations. Thus, a spatial decomposition of the computational domain, presented in the literature
review, could improve the accuracy and the robustness of the surrogate model. This is explained
in part by the structure of the problems: the input parameters are directly related to the boundary
conditions and the latter are spatially well separated regarding engine conditions. Moreover, dis-
continuities encountered on lateral panels can be related to the LDM. Further developments could
improve predictions on this component by separating different scenarii. For instance, two cases
can be identified a-priori: when all panels are at a uniform temperature close to the engine fan
temperature or when the core flow reach first panels creating a discontinuity.
Interactions between the fluid and the thermal solver could also be more deeply analyzed. The
surrogate model could be used to compute sensitivities and to estimate the errors of the model.
Thus, the uncertainties given by the fluid surrogate model could be propagated through the thermal
model. The analysis of the whole aerothermal process could provide very interesting insight to
improve the sampling or accuracy of the surrogate model. Finally, the use of surrogate models for
the thermal mapping could be extended to other applications than the sizing of the pylon. For
instance, flight test analysis could benefit from these methods, since they are very usually carried
out in the different conditions as initial simulations due to weather, flight control, measurement
uncertainties, or other external imperatives. Therefore, surrogate models could help to readjust the
aerothermal simulations through new boundary conditions and by generating confidence intervals.
Data fusion and machine learning The LDM demonstrates that surrogate modelling, in par-
ticular reduced order models, can benefit from an extensive use of machine learning techniques.
One of the next challenges is to develop a tool able to build surrogate models by exploiting data
of various types. Ideally, such a tool might integrate multifidelity models, gradient information, or
even wind-tunnel and flight test data. Matured strategies have already been developed to manage
one specific type of data, for instance gradient-enhanced Kriging or multi-fidelity surrogate models.
However coupling all these heterogeneous data together remains a challenge and machine learning
methods can propose promising solutions. They could be used to learn various features from all
the available data, which could guide the generation of the most relevant surrogate model. The
LDM has contributed to improving the use of machine learning in surrogate modelling but future
research work must still be carried out to fully integrate these two disciplines.
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Résumé – Les simulations numériques représentent un élément central du processus de conception
d’un avion complétant les tests physiques et essais en vol. Elles peuvent notamment bénéficier de méthodes
innovantes, telle que l’intelligence artificielle qui se diffuse largement dans l’aviation. Simuler une mission
de vol complète pour plusieurs disciplines pose d’importants problèmes à cause des coûts de calcul et des
conditions d’opérations changeantes. De plus, des phénomènes complexes peuvent se produire. Par exemple,
des chocs peuvent apparaître sur l’aile pour l’aérodynamique alors que le mélange entre les écoulements du
moteur et de l’air extérieur impacte fortement l’aérothermie autour de la nacelle et du mât. Des modèles
de substitution peuvent être utilisés pour remplacer les simulations haute-fidélité par des approximations
mathématiques afin de réduire le coût de calcul et de fournir une méthode construite autour des données de
simulations.
Deux développements sont proposés dans cette thèse : des modèles de substitution utilisant
l’apprentissage automatique pour approximer des calculs aérodynamiques et l’intégration de modèles
de substitution classiques dans un processus aérothermique industriel. La première approche sépare les so-
lutions en sous-ensembles selon leurs formes grâce à de l’apprentissage automatique. En outre, une méthode
de reéchantillonnage complète la base d’entrainement en ajoutant de l’information dans des sous-ensembles
spécifiques. Le deuxième développement se concentre sur le dimensionnement du mât moteur en remplaçant
les simulations aérothermiques par des modèles de substitution. Ces deux développements sont appliqués
sur des configurations avions afin de combler l’écart entre méthode académique et industrielle. On peut
noter que des améliorations significatives en termes de coût et de précision ont été atteintes.
Mots clés : Modèle de substitution, Apprentissage automatique, Modèle réduit, Méthode locale,
Aérodynamique, Aérothermie.
Abstract – Numerical simulations provide a key element in aircraft design process, complementing phys-
ical tests and flight tests. They could take advantage of innovative methods, such as artificial intelligence
technologies spreading in aviation. Simulating the flight mission for various disciplines pose important prob-
lems due to significant computational cost coupled to varying operating conditions. Moreover, complex
physical phenomena can occur. For instance, the aerodynamic field on the wing takes different shapes and
can encounter shocks, while aerothermal simulations around nacelle and pylon are sensitive to the interac-
tion between engine flows and external flows. Surrogate models are used to substitute expensive high-fidelity
simulations by mathematical approximations in order to reduce overall computation cost and to provide a
data-driven approach.
In this thesis, we propose two developments: (i) machine learning-based surrogate models capable of
approximating aerodynamic experiments and (ii) integrating more classical surrogate models into industrial
aerothermal process. The first approach mitigates aerodynamic issues by separating solutions with very
different shapes into several subsets using machine learning algorithms. Moreover, a resampling technique
takes advantage of the subdomain decomposition by adding extra information in relevant regions. The second
development focuses on pylon sizing by building surrogate models substituting aerothermal simulations. The
two approaches are applied to aircraft configurations in order to bridge the gap between academic methods
and real-world applications. Significant improvements are highlighted in terms of accuracy and cost gains.
Keywords: Surrogate model, Machine Learning, Reduced-order model, Local method, Aerodynamics,
Aerothermal analysis.
