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We present a new high-order finite volume reconstruction method for hyper-
bolic conservation laws. The method is based on a piecewise cubic polynomial
which provides its solutions a fifth-order accuracy in space. The spatially recon-
structed solutions are evolved in time with a fourth-order accuracy by tracing
the characteristics of the cubic polynomials. As a result, our temporal update
scheme provides a significantly simpler and computationally more efficient ap-
proach in achieving fourth order accuracy in time, relative to the comparable
fourth-order Runge-Kutta method. We demonstrate that the solutions of PCM
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servation laws. We test the new scheme in a range of numerical experiments,
including both gas dynamics and magnetohydrodynamics applications in mul-
tiple spatial dimensions.
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1. Introduction
In this paper we are interested in solving multidimensional conservation laws
of the Euler equations and the ideal MHD equations, written as
∂U
∂t
+∇ · F(U) = 0, (1)
where U is the vector of the conservative variables, and
F(U) = [F (U), G(U), H(U)]T = [F,G,H]T (2)
is the flux vector.
We present a new high-order piecewise cubic method (PCM) algorithm that
is extended from the classical PPM and WENO schemes [1, 2]. These two
algorithms, by far, have been extremely successful in various scientific fields
where there are challenging computational needs for both high-order accuracy
in smooth flows and well-resolved solutions in shock/discontinuous flows. With
the advent of high-performance computing (HPC) in recent years, such needs
have been more and more desired, and have become a necessary requirement in
conducting large scale, cutting edge simulations of gas dynamics and magneto-
hydrodynamics (MHD) [3, 4, 5, 6].
As observed in the success stories of the PPM and WENO methods, discrete
algorithms of data interpolation and reconstruction play a key role in numer-
ical methods for PDE approximations [7, 8, 9] within the broad framework
of finite difference and finite volume discretization methods. In view of this,
computational improvements of such interpolation and reconstruction schemes,
particularly focused on the high-order property with great shock-capturing ca-
pability, take their positions at the center of HPC in modern computational
fluid dynamics.
The properties of enhanced solution accuracy with lower numerical errors
on a given grid resolution and faster convergence-to-solution rates are the key
advantages in high-order schemes. The advantage of using high-order methods
in HPC is therefore clear: one can obtain reproducible, admissible, and highly
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accurate numerical solutions in a faster computational time at the expense of
increased rate of floating point operations, while at the same time, with the use
of smaller size of grid resolutions. This is by no means exceedingly efficient in
high-performance computing (HPC), in view of the fact that the increase of grid
resolutions has a direct impact to an increase of memory footprints which are
bounded in all modern computing architecture.
In this regards, our goal in this paper is to lay down a mathematical founda-
tion in designing a new high-order method using piecewise cubic polynomials.
We mainly focus on describing the detailed PCM algorithm in 1D finite vol-
ume framework for the scope of the current paper. For multidimensional prob-
lems, we adopt the classical “dimension-by-dimension” approach for simplicity.
Although this approach has an advantage in its simplicity, it unfortunately
fails to retain the high-order accurate property of the 1D baseline algorithm
in multidimensional problems. Instead, it provides only a second-order accu-
racy in multidimensional nonlinear advection in finite volume method due to
the lack of accuracy in approximating a face-averaged flux function as a re-
sult of mis-using an averaged quantity in place of a pointwise quantity, or vice
versa [10, 11, 12, 13]. Although the baseline 1D PCM scheme can be extended
to multiple spatial dimensions preserving its high-order accuracy by following
more sophisticated treatments [10, 11, 12, 13], more careful work is needed to
carry out the detailed design, and this will be considered in our future research.
For a finite volume scheme in 1D we take the spatial average of Eq. (1) over
the cell Ii = [xi−1/2, xi+1/2], yielding a semi-discrete form,
∂Ui
∂t
= − 1
∆x
(Fi+1/2 − Fi−1/2) (3)
to get an equation for the evolution of the volume averaged variables, Ui =
1
∆x
∫
Ii
U(x, t)dx. Typically to achieve high-order accuracy in time the tempo-
ral update is done using a TVD Runge-Kutta scheme in method-of-lines form
[14, 13]. In this approach the high-order accuracy comes from taking the multiple
Euler stages of the RK time discretizations, which require repeated reconstruc-
tions in a single time step, increasing the computational cost.
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Instead, as will be fully described in Section 2, one of the novel ideas in PCM
is to employ the simple single stage predictor-corrector type temporal update
formulation in which we take the time-average of Eq. (3)
U
n+1
i = U
n
i −
∆t
∆x
(F
n+1/2
i+1/2 − Fn+1/2i−1/2 ). (4)
Here U
n
i = Ui(t
n) is the volume averaged quantity at tn, and F
n+1/2
i±1/2 =
1
∆t
∫ tn+1
tn
Fi±1/2(t)dt is the time average of the interface flux from tn to tn+1.
In this way high-order in space and time is accomplished with a single recon-
struction in contrast to the multiple Euler stages of the RK time discretizations,
providing significant benefits in computational efficiency per solution accuracy.
The organization of the paper is as follows: Section 2 describes the fifth-order
accurate spatial reconstruction algorithm of PCM in 1D. We highlight several
desirable properties of the PCM scheme in terms of computational efficiency
and solution accuracy. Section 3 introduces the fourth-order accurate temporal
updating scheme of PCM using a predictor-corrector type characteristic tracing,
which is much simpler than the typical high-order Runge-Kutta ODE updates.
In Section 5 we discuss how to extend the 1D scheme in Section 2 to multiple
spatial dimensions following the dimension-by-dimension approach ‡ [11, 12].
In Section 6 we test the PCM scheme on a wide spectrum of benchmark
problems in 1D, 2D and 3D, both for hydrodynamics and magnetohydrody-
namics (MHD) applications. We also compare the PCM solutions with PPM
and WENO solutions in order to examine numerical accuracy, capability and
efficiency in both smooth and shock flow regimes. We conclude our paper in
Section 7 with a brief summary.
‡This approach is the same as the Class A approach in [12], and should not be confused
with the so-called dimensionally split approach. Our spatial integration scheme in this paper
is directionally unsplit.
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2. The One-Dimensional Piecewise Cubic Method (PCM) Spatial Re-
construction
In this section we describe a new PCM scheme in a one-dimensional finite
volume formulation for solving hyperbolic conservation laws of hydrodynamics
and magnetohydrodynamics. The new PCM scheme is a higher-order extension
of Godunov’s method [15], bearing its key components in the reconstruction
algorithm on the relevant ideas of its high-order predecessors, the PPM scheme
[1], the WENO schemes [2, 16, 17, 18], and Hermite-WENO schemes [19, 20,
21, 22].
For the purpose of this section, we take the 3 × 3 hyperbolic system of
conservation laws of the 1D Euler equations
∂U
∂t
+
∂F (U)
∂x
= 0. (5)
The notations used are the vector of the conservative variables U and fluxes
F (U), respectively, defined as
U =

ρ
ρu
E
 , F (U) =

ρu
ρu2 + p
u(E + p)
 . (6)
Here ρ is the fluid density, u is the fluid velocity in x-direction, and E is the
total energy as the sum of the internal energy  = p/(γ − 1) and the kinetic
energy obeying the ideal gas law,
E =
p
γ − 1 +
ρu2
2
, (7)
where p is the gas pressure, with the ratio of specific heats denoted as γ. We
denote the cells in x-direction by Ii = [xi−1/2, xi+1/2]. We assume our grid is
configured on an equidistant uniform grid for simplicity.
In addition to the system of the Euler equations in the conserved variables
U as given in Eq. (5), we often use the two other equivalent system of equations
each of which can be written either in the primitive variables V = [ρ, u, p]T or in
the characteristic variables W. The characteristic variable W is readily obtained
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from U or V by multiplying the left eigenvectors corresponding to either U or
V, for instance, W = LU. In the latter L (≡ R−1) represents the 3× 3 matrix
obtained from diagonalizing the coefficient matrix A = ∂F/∂U = RΛR−1,
whose rows are the k-th left eigenvectors `(k), k = 1, 2, 3. The representation
of the system in W furnishes a completely linearly decoupled 1D system of
equations,
∂W
∂t
+ Λ
∂W
∂x
= 0. (8)
The above system in the characteristic variables W is therefore very handy for
analyses, and also is a preferred choice of variable in order to furnish numerical
solutions more accurate than third-order especially with better non-oscillatory
controls, in particular when considering wave-by-wave propagations in a system
of equations [10]. In this reason the characteristic variable W is taken as our
default variable choice in the 1D PCM reconstruction steps via characteristic
decompositions, albeit with an increased computational cost, among the other
two choices of the primitive V or the conservative variables U.
The methodology presented below can be similarly applied to the 1D ideal
MHD equations (see for instance, [23]).
2.1. Piecewise Cubic Profile
To begin with we first define a cubic polynomial pi(x) to approximate a k-th
characteristic variable q ∈W on each interval Ii by
pi(x) = c0 + c1(x− xi) + c2(x− xi)2 + c3(x− xi)3. (9)
The goal is now to determine the four coefficients ci, i ∈ Z, 0 ≤ i ≤ 3, which
can be achieved by imposing the following four conditions:
1
∆x
∫
Ii
pi(x)dx = qi, (10)
pi(xi−1/2) = qL,i, (11)
pi(xi+1/2) = qR,i, (12)
p′i(xi) = q
′
C,i, (13)
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where
qi =
1
∆x
∫
Ii
q(x, tn)dx (14)
is the cell-averaged quantity at tn on Ii which is given as an initial condition;
qL,i = q(xi−1/2, tn) +O(∆xp), qR,i = q(xi+1/2, tn) +O(∆xp) (15)
are respectively the p-th order accurate pointwise left and the right Riemann
states at tn on the cell Ii that are unknown yet but are to be determined as
described below; and lastly
q′C,i = q
′(xi, tn) +O(∆xr) (16)
is the r-th order accurate approximation to the slope of q at tn evaluated at xi,
which is again unknown at this point but is to be determined as below.
For the moment let us assume that all four quantities qi, qL,i, qR,i and q
′
C,i
are known. It can be shown that the system of relations in Eqs. (10) ∼ (13) is
equivalent to a system given as:
c0 + c2
∆x2
12
= qi, (17)
c0 − c1 ∆x
2
+ c2
∆x2
4
− c3 ∆x
3
8
= qL,i, (18)
c0 + c1
∆x
2
+ c2
∆x2
4
+ c3
∆x3
8
= qR,i, (19)
c1 = q
′
C,i, (20)
which, in turn, can be solved for all four ci, i = 1, . . . , 4. The final expressions
of the coefficients in terms of qi, qL,i, qR,i, and q
′
C,i are given as:
c0 =
1
4
(
− qR,i − qL,i + 6qi
)
, (21)
c1 = q
′
C,i, (22)
c2 =
3
∆x2
(
qR,i + qL,i − 2qi
)
, (23)
c3 =
4
∆x3
(
qR,i − qL,i −∆xq′C,i
)
. (24)
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Therefore once we figure out the three unknowns, qL,i, qR,i, and q
′
C,i, the
cubic profile pi(x) in Eq. (9) can be completely determined and is ready to
approximate q on each Ii.
We now devote the following sections to describe how to determine qL,i, qR,i,
and q′C,i so that the resulting PCM approximation to the variable q lend its
accuracy a fifth-order in space (Sections 2.2 and 2.3) and a fourth-order in time
(Section 3).
2.2. Reconstruction of the Riemann States qL,i and qR,i
We follow the fifth-order finite volume WENO approach, either of the clas-
sical WENO-JS [2] or WENO-Z [17, 18], in order to reconstruct the left and
right Riemann states, qL,i and qR,i, on each cell Ii. For the sake of providing
a full self-contained description of the PCM scheme, we briefly present the two
WENO Riemann state reconstruction strategies here.
The main idea in WENO is to employ its reconstruction procedure according
to the nonlinear smoothness measurements on three ENO sub-stencils, S`, ` =
1, 2, 3, each of which consisting three cells Ii, i = i1, i2, i3. Let us first define
S1 = {Ii−2, Ii−1, Ii}, (25)
S2 = {Ii−1, Ii, Ii+1}, (26)
S3 = {Ii, Ii+1, Ii+2}. (27)
Formulating the WENO reconstruction consists of the following three steps:
Step 1: ENO-Build. We begin with building a second degree polynomial for
each ` = 1, 2, 3,
p`(x) =
2∑
k=0
a`,k(x− xi)k, (28)
each of which is defined on S`, satisfying
1
∆x
∫
Ik
p`(x) dx = q¯k, (29)
for k = i+ `− 3, . . . , i+ `− 1. After a bit of algebra, we obtain the coefficients
a`,k that determine p`(x) in Eq. (28).
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For ` = 1,
a1,0 =
(
− 1
24
q¯i−2 +
1
12
q¯i−1 +
23
24
q¯i
)
, (30)
a1,1 =
(
1
2
q¯i−2 − 2q¯i−1 + 3
2
q¯i
)
1
∆x
, (31)
a1,2 =
(
1
2
q¯i−2 − q¯i−1 + 1
2
q¯i
)
1
∆x2
, (32)
and for ` = 2,
a2,0 =
(
− 1
24
q¯i−1 +
13
12
q¯i − 1
24
q¯i+1
)
, (33)
a2,1 =
(
−1
2
q¯i−1 +
1
2
q¯i+1
)
1
∆x
, (34)
a2,2 =
(
1
2
q¯i−1 − q¯i + 1
2
q¯i+1
)
1
∆x2
. (35)
Lastly, for ` = 3, we get
a3,0 =
(
23
24
q¯i +
1
12
q¯i+1 − 1
24
q¯i+2
)
, (36)
a3,1 =
(
−3
2
q¯i + 2q¯i+1 − 1
2
q¯i+2
)
1
∆x
, (37)
a3,2 =
(
1
2
q¯i − q¯i+1 + 1
2
q¯i+2
)
1
∆x2
. (38)
Then the three sets of left and right states follow as
{p1(xi−1/2), p2(xi−1/2), p3(xi−1/2)}, and {p1(xi+1/2), p2(xi+1/2), p3(xi+1/2)},
(39)
where each of p`(xi±1/2) is the ENO approximation and is given by, first for p1,
p1(xi−1/2) = −1
6
q¯i−2 +
5
6
q¯i−1 +
1
3
q¯i, (40)
p1(xi+1/2) =
1
3
q¯i−2 − 7
6
q¯i−1 +
11
6
q¯i, (41)
and for p2,
p2(xi−1/2) =
1
3
q¯i−1 +
5
6
q¯i − 1
6
q¯i+1, (42)
p2(xi+1/2) = −1
6
q¯i−1 +
5
6
q¯i +
1
3
q¯i+1, (43)
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and finally for p3,
p3(xi−1/2) =
11
6
q¯i − 7
6
q¯i+1 +
1
3
q¯i+2, (44)
p3(xi+1/2) =
1
3
q¯i +
5
6
q¯i+1 − 1
6
q¯i+2. (45)
These left and right states respectively approximate the pointwise values at
the interfaces q(xi±1/2) with third-order accuracy, i.e., p`(xi±1/2)− q(xi±1/2) =
O(∆x3) (see [2]) by using the given cell-averaged quantities q¯k.
Step 2: Linear Constant Weights. The next step is to construct a fourth-degree
polynomial
φ(x) =
4∑
k=0
bk(x− xi)k (46)
over the entire stencil S = ∪3`=1S` which satisfies
1
∆x
∫
Ik
φ(x)dx = q¯k, (47)
for k = i− 2, . . . , i+ 2. We can show that the coefficients bk are given as
b0 =
3
640
q¯i−2 − 29
480
q¯i−1 +
1067
960
q¯i − 29
480
q¯i+1 +
3
640
q¯i+2, (48)
b1 =
( 5
48
q¯i−2 − 17
24
q¯i−1 +
17
24
q¯i+1 − 5
48
q¯i+2
) 1
∆x
, (49)
b2 =
(
− 1
16
q¯i−2 +
3
4
q¯i−1 − 11
8
q¯i +
3
4
q¯i+1 − 1
16
q¯i+2
) 1
∆x2
, (50)
b3 =
(
− 1
12
q¯i−2 +
1
6
q¯i−1 − 1
6
q¯i+1 +
1
12
q¯i+2
) 1
∆x3
, (51)
b4 =
( 1
24
q¯i−2 − 1
6
q¯i−1 +
1
4
q¯i − 1
6
q¯i+1 +
1
24
q¯i+2
) 1
∆x4
. (52)
WENO uses φ(x) to determine three linear constant weights γ±` , ` = 1, 2, 3,
with
∑
` γ
±
` = 1, such that
φ(xi±1/2) =
3∑
`=1
γ±` p`(xi±1/2). (53)
The values on the left-hand side become
φ(xi−1/2) = − 1
20
q¯i−2 +
9
20
q¯i−1 +
47
60
q¯i − 13
60
q¯i+1 +
1
30
q¯i+2, (54)
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and
φ(xi+1/2) =
1
30
q¯i−2 − 13
60
q¯i−1 +
47
60
q¯i +
9
20
q¯i+1 − 1
20
q¯i+2. (55)
Now, by inspection, we obtain a set of linear weights for the left state,
γ−1 =
3
10
, γ−2 =
6
10
, γ−3 =
1
10
, (56)
and for the right state,
γ+1 =
1
10
, γ+2 =
6
10
, γ+3 =
3
10
. (57)
Step 3: Nonlinear Weights. The last step that imposes the non-oscillatory fea-
ture in the WENO approximations is to measure how smoothly the three poly-
nomials p`(x) vary on Ii. This is done by determining non-constant, nonlinear
weights ω±` (three of them for each± state) that rely on the so-called smoothness
indicator β`, defined by
β` =
2∑
s=1
(
∆x2s−1
∫
Ii
[ ds
dxs
p`(x)
]2
dx
)
. (58)
With this definition β` becomes small for smooth flows, and large for discontin-
uous flows.
For explicit expressions, we attain
β1 =
13
12
(q¯i−2 − 2q¯i−1 + q¯i)2 + 1
4
(q¯i−2 − 4q¯i−1 + 3q¯i)2 , (59)
β2 =
13
12
(q¯i−1 − 2q¯i + q¯i+1)2 + 1
4
(q¯i−1 − q¯i+1)2 , (60)
β3 =
13
12
(q¯i − 2q¯i+1 + q¯i+2)2 + 1
4
(3q¯i − 4q¯i+1 + q¯i+2)2 . (61)
Equipped with these β`, the nonlinear weights ω
±
` ≥ 0 are defined as:
• For WENO-JS:
ω±` =
ω˜±`∑
s ω˜
±
s
, where ω˜±` =
γ±`
(+ β`)m
, (62)
• For WENO-Z:
ω±` =
ω˜±`∑
s ω˜
±
s
, where ω˜±` = γ
±
`
(
1 +
( |β0 − β2|
+ β`
)m)
. (63)
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Here  is any arbitrarily small positive number that prevents division by zero,
for which we choose  = 10−36. One of the classical choice of  in many WENO
literatures is found to be  = 10−6 [2, 16]; however, it was suggested in [17]
that  should be chosen to be much smaller in order to force this parameter to
play only its original role of avoiding division by zero in the definitions of the
weights, Eqs. (62) and (63).
Another closely related point of discussion is with the value of m, the power
in the denominators in Eqs. (62) and (63). The parameter m determines the
rate of changes in β`, and most of the WENO literatures use m = 2. However,
we observe that using m = 1 resolves discontinuities sharper in most of our
numerical simulations without exhibiting any numerical instability, so became
the default value in our implementation. For more detailed discussions on the
choices of  and m, see [17, 18].
Using these nonlinear weights, we complete the WENO reconstruction pro-
cedure of producing the fifth-order spatially accurate, non-oscillatorily recon-
structed values at each cell interface at each time step tn [2, 10],
qL;R,i =
3∑
`=1
ω±` p`(xi±1/2). (64)
2.3. Reconstruction of the Derivative q′C,i
The spatial reconstruction part of PCM proceeds to the next final step to
obtain the derivative q′C,i in Eq. (13). The approach is again to take the WENO-
type reconstruction as before, but this time, to approximate a first derivative of
a function [10], i.e., q′(xi, tn).
For this, we might consider using the same ENO-build strategy in Section 2.2
in which the three second degree ENO polynomials in Eq. (28) are constructed
over the five-point stencil S = ∪3`=1S`. However, this setup will provide only a
third-order accurate approximation q′C,i to the exact derivative q
′(xi). To see
this, we first observe that the smoothness indicators β` with this setup will be
including only a single term,
β` = ∆x
3
∫
Ii
[
p′′` (x)
]2
dx, ` = 1, 2, 3. (65)
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Through a Taylor expansion analysis on Eq. (65) we see
β` = D(1 +O(∆x)), (66)
where D = (q′′∆x2)2 is a nonzero quantity independent of ` but may depend
on ∆x, assuming q′′ 6= 0 on S. This results in a set of three nonlinear weights
ω`, ` = 1, 2, 3, obtained either by Eq. (62) or Eq. (63), satisfying
ω` = γ` +O(∆x), (67)
where the linear constant weights γ` are assumed to exist, when q
′(x, tn) is
smooth in S, such that
q′C,i =
3∑
`=1
γ`p
′
`(xi) = q
′(xi, tn) +O(∆x3). (68)
This finally implies the accuracy of q′C,i is found out to be third-order,
q′C,i =
3∑
`=1
ω`p
′
`(xi) = q
′(xi, tn) +O(∆x3), (69)
because
3∑
`=1
ω`p
′
`(xi)−
3∑
`=1
γ`p
′
`(xi) =
3∑
`=1
(
ω` − γ`
)(
p′`(xi)− q′(xi, tn)
)
=
3∑
`=1
O(∆x)O(∆x2) = O(∆x3). (70)
In the last equality, we used the fact that, for each `, p′`(x) is only a first degree
polynomial which is accurate up to second-order when approximating q′(x, tn).
For this reason, we want a better strategy to obtain an approximation q′C,i
at least fourth-order accurate in order that the overall nominal accuracy of the
1D PCM scheme achieves at least fourth-order accurate in both space and time.
Step 1: PPM-Build. An alternate strategy for this goal therefore would be to
use a set of third degree polynomials instead. This can be designed using the
two third degree polynomials, φ±(x), from the PPM algorithm [1],
φ±(x) =
3∑
k=0
a±k (x− xi±1/2)k. (71)
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Following the description of PPM, we carry out to determine the coefficients a±k
by imposing the following constraints on φ±(x) that are essential to keeping the
volume averages on each cell Ii:
1
∆x
∫
Ik
φ−(x) dx = q¯nk , for i− 2 ≤ k ≤ i+ 1, (72)
and
1
∆x
∫
Ik
φ+(x) dx = q¯
n
k , for i− 1 ≤ k ≤ i+ 2. (73)
After a bit of algebra we obtain the coefficients a±k , with s = 1 for a
+
k , while
s = 0 for a−k :
a±0 =
1
12
(
− q¯i−2+s + 7q¯i−1+s + 7q¯i+s − q¯i+1+s
)
, (74)
a±1 =
1
12∆x
(
q¯i−2+s − 15q¯i−1+s + 15q¯i+s − q¯i+1+s
)
, (75)
a±2 =
1
4∆x2
(
q¯i−2+s − q¯i−1+s − q¯i+s + q¯i+1+s
)
, (76)
a±3 =
1
6∆x3
(
− q¯i−2+s + 3q¯i−1+s − 3q¯i+s + q¯i+1+s
)
. (77)
Step 2: Linear Constant Weights. Now that the polynomials are determined
over the stencil S = ∪3`=1S`, we use their first derivatives φ′± to obtain a convex
combination with two linear weights γ− and γ+,
q′C,i = γ−φ
′
−(xi) + γ+φ
′
+(xi). (78)
The two linear weights can be determined by comparing Eq. (78) with φ′(xi)
in Eq. (46),
γ−φ′−(xi) + γ+φ
′
+(xi) = φ
′(xi) (79)
This gives us
γ−
(
a−1 + a
−
2 ∆x+ 3a
−
3
∆x2
4
)
+ γ+
(
a+1 − a+2 ∆x+ 3a+3
∆x2
4
)
= b1 (80)
where b1 is defined in Eq. (49). By inspection, we obtain
γ− = γ+ =
1
2
. (81)
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Step 3: Nonlinear Weights. The smoothness indicators β± are now constructed
using φ±(x) as
β± =
3∑
s=2
(
∆x2s−1
∫
Ii
[ ds
dxs
φ±(x)
]2
dx
)
. (82)
They can be written explicitly as
β− = 4(a−2 )
2∆x4 + 12(a−2 )(a
−
3 )∆x
5 + 48(a−3 )
2∆x6 (83)
=
1
4
(
q¯i−2 − q¯i−1 − q¯i + q¯i+1
)2
+
1
2
(
q¯i−2 − q¯i−1 − q¯i + q¯i+1
)(
− q¯i−2 + 3q¯i−1 − 3q¯i + q¯i+1
)
+
4
3
(
− q¯i−2 + 3q¯i−1 − 3q¯i + q¯i+1
)2
, (84)
and
β+ = 4(a
+
2 )
2∆x4 − 12(a+2 )(a+3 )∆x5 + 48(a+3 )2∆x6 (85)
=
1
4
(
q¯i−1 − q¯i − q¯i+1 + q¯i+2
)2
+
1
2
(
q¯i−1 − q¯i − q¯i+1 + q¯i+2
)(
− q¯i−1 + 3q¯i − 3q¯i+1 + q¯i+2
)
+
4
3
(
− q¯i−1 + 3q¯i − 3q¯i+1 + q¯i+2
)2
. (86)
Upon conducting Taylor series expansion analysis on β±, we can see that
β± = D(1 +O(∆x)), (87)
where D = (q′′∆x2)2 is a nonzero quantity independent of ± but might depend
on ∆x, assuming q′′ 6= 0 on S.
The remaining procedure is to obtain the two nonlinear weights ω± in the
similar way done in the edge reconstructions in Eqs. (62) – (63),
• For WENO-JS:
ω± =
ω˜±
ω˜− + ω˜+
, where ω˜± =
γ±
(+ β±)m
, (88)
• For WENO-Z:
ω± =
ω˜±
ω˜− + ω˜+
, where ω˜± = γ±
(
1 +
( |β+ − β−|
+ β±
)m)
. (89)
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The final representation of the approximation q′C,i becomes
q′C,i = ω−φ
′
−(xi) + ω+φ
′
+(xi). (90)
Let us now verify that this approximation is fourth-order accurate after all, that
is,
q′C,i = ω−φ−(xi) + ω+φ+(xi) = q
′(xi, tn) +O(∆x4). (91)
Similarly as before, using Eqs. (87), (88), and (89), we can see that, with the
help of the binomial series expansion,
ω± = γ± +O(∆x). (92)
Therefore, the desired accuracy claimed in Eq. (91) is readily verified by re-
peating the similar relationship in Eq. (70):∑
`=−,+
ω`φ
′
`(xi)−
∑
`=−,+
γ`φ
′
`(xi) =
∑
`=−,+
(
ω` − γ`
)(
φ′`(xi)− q′(xi, tn)
)
=
∑
`=−,+
O(∆x)O(∆x3) = O(∆x4). (93)
Comparing Eq. (93) with Eq. (70), we now see that it is fourth-order accurate
due to the improved third-order accuracy in calculating φ′`(xi)− q′(xi, tn). This
is a result of using the third degree PPM polynomials φ±(x), with which q′(x, tn)
can be accurately approximated by the second degree polynomials φ′±(x) up to
third-order.
We notice that there are some cases when q′C,i in Eq. (91) differs from
(qR,i − qL,i)/∆x by an order of magnitude. This may happen in two different
cases: (i) they both are very small, approximating zero slopes, or (ii) one is
larger (or smaller) than the other in regions where q′(x, tn) becomes singular at
discontinuities or kinks at which the derivatives q′(xi, tn) are not well defined.
The first is simply due to the level of machine accuracy (e.g., one being 10−16
and the other being 10−15) and does not affect the overall spatial approximation
of PCM. However, the latter needs to be taken with some spacial care because,
at those singular points, any over/under predictions of q′C,i will result in un-
desirable oscillations, which can yield negative states in approximating density
16
or pressure. To prevent this situation, we limit both q′C,i and (qR,i − qL,i)/∆x
using the MC slope limiter when it is detected there is an order of magnitude
difference between the two, that is,
c1 = MC limiter
(
q′C,i,
qR,i − qL,i
∆x
)
(94)
if
∣∣∣ ∆xq′C,iqR,i−qL,i ∣∣∣ > 10 or ∣∣∣ ∆xq′C,iqR,i−qL,i ∣∣∣ < 0.1. This limiting does not get activated on
smooth flows in general and does not affect the overall fifth-order accuracy of
PCM (see Section 6.1.1). However, in case the limiting is fully turned on and is
activated on smooth flows, the accuracy is reduced to third-order because the
solution accuracy is limited by the third-order dissipation of the MC limiter in
smooth regions (see [24]). In what follows we call Eq. (94) the PCM flattening.
On a separate note, the PCM scheme reduces to a PPM-like algorithm when
setting
q′C,i =
qR,i − qL,i
∆x
, (95)
because, in this case, we have c3 = 0 in Eq. (24) so that pi(x) in Eq. (9) loses its
highest term, becoming a piecewise parabolic polynomial at most. The solution
accuracy becomes third-order accurate, similar to the solution accuracy of PPM
on 1D smooth flows.
This completes the PCM spatial reconstruction steps that provide the fifth-
order accurate Riemann states qL;R,i, and the fourth-order accurate derivative
q′C,i in space.
The remaining task includes conducting a temporal updating step via tracing
the characteristic lines using the piecewise cubic polynomials in Eq. (9). This
step produces the Riemann states (qL, qR) = (q
n+1/2
R,i , q
n+1/2
L,i+1 ) as predictor. We
will show in the next section that these predictors are at least fourth-order
accurate in time, and they are provided as the initial value problems for the
Godunov fluxes at each interface xi+1/2.
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3. The PCM Characteristic Tracing for Temporal Updates
The PCM proceeds to the last step which advances the pointwise Riemann
interface states at tn
qL;R,i = pi(xi±1/2), (96)
where pi(x) is the piecewise cubic polynomial in Eq. (9), to the half-time up-
dated predictor states
q
n+1/2
L;R,i (97)
by tracing characteristics. The idea is same as how the PPM characteristic
tracing is performed [1], in which we seek a time averaged state. For instance,
at the interface xi+1/2, we consider
q
n+1/2
x+1/2 =
1
∆t
∫ tn+1
tn
q(xi+1/2, t)dt. (98)
The initial condition at tn of a generalized Riemann problem is given as
q(xi+1/2, t
n) =
 pi(xi+1/2), x ∈ Iipi+1(xi+1/2), x ∈ Ii+1. (99)
Given a linear characteristic equation as in Eq. (8), and for t > tn we then have
q(xi+1/2, t) =
 pi(xi+1/2 − λi(t− tn)), x ∈ Ii, λi > 0,pi+1(xi+1/2 − λi+1(t− tn)), x ∈ Ii+1, λi+1 < 0. (100)
Here ξ(t) = xi+1/2−λ(t−tn) is a characteristic line for an eigenvalue λ, assuming
t− tn < ∆t.
We argue that the characteristically traced solution in Eq. (100) is almost
exact, provided the stability condition t− tn < ∆t is satisfied (which is always
true), inheriting all the desirable high-order accurate properties built in to the
initial conditions which are, in this case, given by the piecewise cubic polyno-
mial pi(x) (see [8]). Therefore, the spatial accuracy designed in pi(x) naturally
gets transferred to the evaluation of the time averaged state in Eq. (100). In
particular, for our case, the expected accuracy of the characteristic tracing us-
ing our cubic polynomial pi(x) for predicting a future state at t > t
n, satisfying
t− tn < ∆t, is to be at least fourth-order accurate.
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We now illustrate, for exposition purpose, the case with x ∈ Ii with λi > 0
first. Using ↑ to denote the state from the left of xi+1/2,
q
n+1/2
R,i = q
n+1/2
x+1/2,↑ =
1
∆t
∫ tn+1
tn
q(xi+1/2, t)dt (101)
=
1
λi∆t
∫ xi+1/2
xi+1/2−λi∆t
pi(x)dx. (102)
Again, as seen in Eqs. (101) and (102), the half-time advancement of the spa-
tially reconstructed state is given by the average of the reconstructed variable
pi(x) over the domain of dependence [xi+1/2−λi∆t, xi+1/2] of the interface xi+1/2.
Therefore the accuracy of q
n+1/2
R,i is inherited from that of the reconstruction al-
gorithm of pi(x).
The outcome of the integration yields
q
n+1/2
x+1/2,↑ = c0 +
c1
2
(
1− λi∆t
∆x
)
∆x+
c2
4
(
1− 2λi∆t
∆x
+
4
3
(λi∆t
∆x
)2)
∆x2
+
c3
8
(
1− 3λi∆t
∆x
+ 4
(λi∆t
∆x
)2
− 2
(λi∆t
∆x
)3)
∆x3. (103)
The case for x ∈ Ii+1 with λi+1 < 0 can be obtained similarly,
q
n+1/2
L,i+1 = q
n+1/2
x+1/2,↓
= c0 +
c1
2
(
−1− λi+1∆t
∆x
)
∆x+
c2
4
(
1 + 2
λi+1∆t
∆x
+
4
3
(λi+1∆t
∆x
)2)
∆x2
+
c3
8
(
−1− 3λi+1∆t
∆x
− 4
(λi+1∆t
∆x
)2
− 2
(λi+1∆t
∆x
)3)
∆x3. (104)
In the general case of a system of Euler equations, the above treatment is to
be extended to include multiple characteristic waves correspondingly depending
on the sign of each k-th eigenvalue λ
(k)
i . This gives us, for the two predictor
states V
n+1/2
L;R,i on each cell Ii in primitive form,
V
n+1/2
R,i = C0 +
1
2
∑
k;λ
(k)
i >0
(
1− λ
(k)
i ∆t
∆x
)
r(k)∆C
(k)
1
+
1
4
∑
k;λ
(k)
i >0
(
1− 2λ
(k)
i ∆t
∆x
+
4
3
(λ(k)i ∆t
∆x
)2)
r(k)∆C
(k)
2 ,
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+
1
8
∑
k;λ
(k)
i >0
(
1− 3λ
(k)
i ∆t
∆x
+ 4
(λ(k)i ∆t
∆x
)2
− 2
(λ(k)i ∆t
∆x
)3)
r(k)∆C
(k)
3 ,
(105)
and
V
n+1/2
L,i = C0 +
1
2
∑
k;λ
(k)
i <0
(
− 1− λ
(k)
i ∆t
∆x
)
r(k)∆C
(k)
1
+
1
4
∑
k;λ
(k)
i <0
(
1 + 2
λ
(k)
i ∆t
∆x
+
4
3
(λ(k)i ∆t
∆x
)2)
r(k)∆C
(k)
2 ,
+
1
8
∑
k;λ
(k)
i <0
(
−1− 3λ
(k)
i ∆t
∆x
− 4
(λ(k)i ∆t
∆x
)2
− 2
(λ(k)i ∆t
∆x
)3)
r(k)∆C
(k)
3 .
(106)
Those new notations introduced in Eqs. (105) and (106) represent the k-th right
eigenvector r(k), k = 1, 2, 3, which is the k-th column vector of the 3× 3 matrix
R evaluated at Ii,
R =
[
r(1)|r(2)|r(3)
]
, (107)
and the k-th characteristic variable vector ∆C
(k)
m given as
∆C(k)m = ∆x
m`(k) ·Cm, (108)
where, for m = 0, . . . , 3,
Cm =
[
c(1)m |c(2)m |c(3)m
]T
, (109)
in which c
(k)
m is the m-th coefficient in Eqs. (21) ∼ (24) of the piecewise cubic
polynomial in Eq. (9) applied to each of the k-th characteristic variable q¯i.
It is worth mentioning that, unlike the characteristic tracing of PPM (see
[1]), the PCM scheme does not necessarily require any extra monotonicity en-
forcements on V
n+1/2
L;R,i . First of all, this is because the use of the WENO recon-
struction algorithms provides qL;R,i and q
′
C,i, all of which are, by design, non-
oscillatory. Secondly, such monotonicity enforcements on the PPM’s parabolic
polynomials are now redundant in PCM, since our building block polynomials
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are piecewise cubic. Compared to the parabolic polynomials, the cubic poly-
nomials can easily adapt to fit qL;R,i, q
′
C,i, and q¯i uniquely on each Ii, without
needing to preserve such monotonicity constraints as in PPM, by readily varying
its rate of change p′i(x) at an inflection point if needed, taking an advantage of
an extra degree of freedom by being cubic.
4. Final Update Step in 1D
The only remaining task at this point is the final update to evolve U
n
i
to U
n+1
i . We proceed this using the high-order Godunov fluxes F
n+1/2
i+1/2 =
RP(UL,UR) = RP(Un+1/2R,i ,Un+1/2L,i+1 ) as corrector, whereRP implies a solution
of the Riemann problem. Note that the Riemann states in conservative vari-
ables U
n+1/2
R,i ,U
n+1/2
L,i+1 are obtained either by conversions from V
n+1/2
R,i ,V
n+1/2
L,i+1
in Eq. (105) and Eq. (106), or projecting the characteristic variables directly
to the conservative variables in Eq. (105) and Eq. (106). We note that the first
needs to be processed using high-order approximation [13], in particular for
multidimensonal problems, while such a high-order conversion is not required
in 1D. In this regards the latter could be a better choice in multi spatial dimen-
sions, because there is no need for any high-order conversion from the primitive
Riemann states to the conservative Riemann states, knowing the fact that the
conservative states variables are the type of inputs for the Riemann problems.
5. Multidimensional Extension of the 1D PCM Scheme
Our primary purpose in the current paper is to focus on laying down the key
algorithmic components of PCM in 1D. As described, the 1D PCM algorithm
is formally fifth-order in space and fourth-order in time. Our test problems of
one-dimensional smooth flows in Section 6.1.1 show that the algorithm delivers
nominally a fifth-order accurate convergence rate, particularly with smaller L1
errors than WENO-JS with RK4.
Although possible, extending such a high-order 1D algorithm to multiple
spatial dimensions in a way to preserve the same order of convergence in 1D is
21
an attentive task that requires some extra cares and attentions [10, 11, 12, 13] in
the finite volume formulation. On the other hand, one of the simplest and easiest
multidimensional extensions that has been widely adopted in many algorithmic
choices [25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35] is to use the dimension-by-
dimension formalism in which the baseline 1D algorithm is extended in each
normal sweep direction, requiring a very minimal effort for extension. However,
the order of convergence from the resulting multidimensional extension is lim-
ited to be at most second-order due to the lack of accuracies that may arise in
a couple of places in code implementations: (i) mis-using averaged quantities in
place of pointwise quantities for Riemann states, (ii) using low-order approxi-
mations in converting between primitive and conservative variables, (iii) and ap-
plying low-order quadrature rules in flux function estimations [10, 11, 12, 13]. In
our case, it takes more coding efforts, practically because the multidimensional
PCM results we demonstrate in this paper have been obtained by integrating
the PCM algorithm in the FLASH code framework [29, 30, 36]; hence carrying
out the above-mentioned code changes in a large code such as FLASH requires
extra efforts that are not the main points of the current paper. We leave such
a high-order, multidimensional extension in our future work, and instead, we
adopt the simple dimension-by-dimension formalism for our multidimensional
extension of the 1D PCM algorithm.
Additionally, for our choice of multidimensional extension we use the com-
putationally efficient unsplit corner transport upwind (CTU) formulation in
FLASH [31, 32], which requires smaller number of Riemann solves in both 2D
and 3D than the conventional CTU approaches [37, 38, 39], while achieving the
maximum Courant condition of CFL ≈ 1 [31, 32].
6. Results
In this section we present numerical results of PCM in 1D, 2D and 3D for
hydrodynamics and magnetohydrodynamics. The PCM results are compared
with numerical solutions of other popular choices of reconstruction schemes
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including the second-order PLM [40], the third-order PPM [1] and the fifth-
order WENO methods [2, 17, 18]. As mentioned, the second-order accurate
dimension-by-dimension approach has been adopted to extend all of the above
baseline 1D reconstruction algorithms to multiple spatial dimensions. As this is
the case, for multidimensional problems we have chosen the predictor-corrector
type of characteristic tracing methods (charTr) for PLM, PPM, and WENO†,
not to mention PCM by design. In 1D problems, however, we treat WENO
differently and integrate its spatial reconstruction with RK4 in consideration of
fully demonstrating its orders of accuracy due from both space (i.e., O(∆x5))
and time (i.e., O(∆t4)). It should also be noted that the orders of WENO
+ RK4 in 1D are to be well comparable to those of PCM. Hence the choice
provides a set of good informative comparisons between PCM and WENO +
RK4 in particular, in which we will illuminate the advantages of PCM. In what
follows, unless otherwise mentioned, we set the WENO-JS approach in Eq. (88)
as the default choice for q′C,i in our PCM results. This default setting will be
referred to as PCM-JS (or simply PCM), while the choice with the WENO-Z
approach in Eq. (89) will be referred to as PCM-Z.
6.1. 1D Tests
6.1.1. 1D Convergence and Performance Tests
Gaussian and Sinusoidal Wave Advections. In our first test we consider two
configurations of 1D passive advection of smooth flows, involving initial den-
sity profiles of Gaussian and sinusoidal waves. We initialize the both problems
on a computational box on [0,1] with periodic boundary conditions. The initial
density profile of the Gaussian advection is defined by ρ(x) = 1 + e−100(x−x0)
2
,
with x0 = 0.5, whereas for the sinusoidal advection the density is initialized by
†To implement a characteristic tracing for WENO we first reconstruct the fifth-order Rie-
mann states, qweno,nS,i , S = L,R, using WENO. They are then temporally evolved by ∆t/2 to
get q
weno,n+1/2
S,i by integrating over each corresponding domain of dependence the piecewise
parabolic polynomials defined by qweno,nL,i , q
weno,n
R,i and q¯i [36].
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(a) (b)
Figure 1: Convergence test of (a) 1D Gaussian pulse advection, and (b) 1D sinusoidal wave
advection.
ρ(x) = 1.5 − 0.5 sin(2pix). In both cases, we set constant velocity, u = 1, and
pressure, P = 1/γ, and the specific heat ratio, γ = 5/3.
The resulting profiles are propagated for one period through the boundaries,
reaching t = 1. At this point, both profiles return to its initial positions at which
we conduct the L1 error convergence tests compared with the initial conditions
on the grid resolutions of Nx = 16, 32, 64, 128, 256, 512 and 1024. Since the
nature of the problem is a pure advection in both, any deformation of the initial
profile is due to either phase errors or numerical diffusion. For stability we use a
fixed Courant number, Ccfl = 0.8 for both tests. We choose the HLLC Riemann
solver [41] in all cases.
The results of this study are shown in Fig. 1. From these numerical experi-
ments, the PCM reconstruction shows the fifth-order convergence rates in both
tests. Although both PCM and WENO-JS + RK4 demonstrate the same fifth-
order of convergence rate, the L1 errors of PCM are more than twice smaller
than those of WENO-JS + RK4. The solutions of PPM converge with the rate
of 2.5 which is the slowest among the three. Parameter choices for the PPM runs
include the use of the MC slope limiter applied to characteristic variables, no
flattening, no contact discontinuity steepening, and no artificial viscosity (this
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setting for PPM remains the same in what follows).
Scheme Speedup
PPM 0.65
PCM 1.00
WENO-JS + RK4 1.71
Table 1: Relative speedup of the PPM and WENO schemes compared to the PCM scheme
for the 1D Gaussian and sine advection problems. The comparisons have been obtained from
a serial calculation on a single CPU.
In Table 1 we compare the relative performance speedups of PCM, PPM
and WENO-JS + RK4, all testing the Gaussian and sinusoidal advection prob-
lems. We can clearly see that there is a big performance advantage in PCM
over WENO-JS + RK4 in delivering the target fifth-order accuracy. The major
gain in PCM lies in its predictor-corrector type of characteristic tracing which
affords not only the accuracy but also the computational efficiency. Such a rel-
ative computational efficiency of PCM in 1D is expected to grow much larger in
multidimensional problems, considering that there have to be added algorith-
mic complexities in achieving high-order accurate solutions in multidimensional
finite volume reconstruction [10, 11, 12, 13] from the perspectives of balanc-
ing optimal numerical stability and accuracy. We will report our strategies of
multidimensional extension of PCM in our future work.
6.1.2. 1D Discontinuous Tests
In this section we test PCM on a series of well-benchmarked shock-tube
problems of one dimensional hydrodynamics and MHD that involve discontinu-
ities and shocks. As all the tests here have already been well discussed in various
literatures, we will describe their setups only briefly and put our emphasis more
on discussing the code performance of PCM. Readers are encouraged to refer to
the cited references in the texts for more detailed descriptions on each setup.
(a) Sod Shock Tube. The Sod’s problem [42] has been one of the most widely
chosen popular tests in 1D to assess a code’s capability to handle shocks and
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(a) (b)
(c) (d)
Figure 2: The Sod shock tube problem at t = 0.2. (a) PMC without flattening, (b) PCM
with flattening, (c) PPM with MC slope limiter, and (d) WENO-JS + RK4.
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contact discontinuities. The initial condition is consist of the left and the right
states given as
(ρ, u, p) =
 (1, 0, 1) x < 0.5,(0.125, 0, 0.1) x > 0.5, (110)
with the ratio of specific heats γ = 1.4 on the entire domain [0, 1]. The outflow
boundary conditions are imposed at x = 0 and x = 1. Shown in Fig. 2 include
two numerical solutions of PCM, with and without the use of the PCM flattening
given by Eq. (94); and two solutions of using PPM and WENO-JS + RK4. The
Roe Riemann solver [43] was used in all cases. The test cases (denoted in
symbols) are resolved on the grid size of Nx = 128, and are compared with the
reference solutions (denoted in solid curves) computed using WENO-JS + RK4
on the grid resolution of Nx = 1024. A fixed value of Ccfl = 0.8 was used for
all tests.
The result in Fig. 2(a) shows that the solutions of PCM without using the
flattening well predict all nonlinear flow characteristics of the rarefaction wave,
the contact discontinuity, and the shock. A notable thing in PCM is the number
of points at the shock. We see in Fig. 2(a) that at the shock there is only one
single point in all flow variables, whereas in all other cases, there are two points
spread over the shock width.
We also tested the PCM flattening in in Fig. 2(b). We observe that the
switch introduces some level of noisy oscillations, easily seen in the region be-
tween the rarefaction tail and the shock. As anticipated, the solution looks very
similar to that of PPM in Fig. 2(c) because, in the limit of Eq. (95), the PCM
flattening reduces the PCM scheme to a PPM-like algorithm.
(b) The Shu-Osher Test. The second test is the Shu-Osher problem [44]. In this
problem we test PCM’s ability to resolve both small-scale smooth flow features
and the shock. On [-4.5, 4.5], the initial condition launches a nominally Mach
3 shock wave at x = −4.0 propagating into a region (x > −4.0) of a constant
density field with sinusoidal perturbations. As the shock advances, two sets of
density features appear behind the shock. The first set has the same spatial
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(a)
(b)
Figure 3: The Shu-Osher Riemann problem at t = 1.8. (a) All four reconstruction schemes
on Nx = 256 are compared with WENO-JS + RK4 on Nx = 1024. For PPM, the MC slope
limiter is used. (b) A close-up view to demonstrate the schemes’ numerical diffusivity.
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frequency as the un-shocked perturbations, whereas and the second set behind
the shock involves the frequency that is doubled. The important point of the
test is to see how well a code can accurately resolve strengths of the oscillations
behind the shock, as well as the shock itself.
The results of this test are shown for PLM, PPM, WENO-JS + RK4, and
PCM in Fig. 3. The solutions are calculated at t = 1.8 using a resolution of
Nx = 256 and are compared to a reference solution resolved on Nx = 1024.
All methods were solved using the Roe Riemann solver, with Ccfl = 0.8. It is
evident in Fig. 3(b) that the PCM solution exhibits the least diffusive solution
among the tested methods, producing a very-high order accurate solution that
is more quickly approaching to the high resolution reference solution.
(c) The Einfeldt Strong Rarefaction Test. First described by Einfeldt et al. [45]
the main test point in this problem is to see how satisfactorily a code can
compute physical variables, p, u, ρ, , etc. in the low density region. Among the
variables the internal energy  = p/(ρ(γ − 1)), where γ = 1.4, is the hardest to
get it right due to the ratio of the pressure and density that are both close to
zero. The ratio of the two small quantities will amplify any small errors in each,
hence making the error in  appear to be the largest in general [9].
The large errors in  are indeed observed in Fig. 4(b) ∼ Fig. 4(d) in that the
error is the largest at or around x = 0.5 in the presence of sudden increase of its
peak values. On the contrary, the internal energy computed using PCM shown
in Fig. 4(a) behaves in a uniquely different way such that the value continues to
drop when approaching x = 0.5. From this viewpoint, and with the help of the
exact solution available in [9], it’s fair to say that the PCM solution in Fig. 4(a)
appears to predict the internal energy most accurately. It is seen that there are
two slight bumps produced in Fig. 4(a), at x ≈ 0.08 and x ≈ 0.92 in ρ, which
disappear by turning on the PCM flattening as shown in Fig. 4(b).
(d) Two-Blast. This problem was introduced by Woodward and Colella [46]
and was designed to test a code performance particularly on interactions of
strong shocks and discontinuities. We follow the original setup to test PCM,
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(a) (b)
(c) (d)
Figure 4: The Einfeldt strong rarefaction test at t = 0.15. All tests used the HLLC Rie-
mann solver on Nx = 128 with Ccfl = 0.8. The solid curves represent the reference solution
computed using WENO-JS + RK4 on Nx = 1024.
and compare its solution with those of PPM and WENO-JS + RK4, using 128
grid points to resolve the domain [0, 1]. In Fig. 5 the three density profiles at
t = 0.038 are plotted against the high-resolution solution of WENO-JS + RK4
on 1024 grid points. Overall, all methods we tested here produce an acceptable
quality of solutions as illustrated in Fig. 5(a). Note however that, among the
three methods, the PCM solution in Fig. 5(b) demonstrates the highest peak
heights, following more closely the high-resolution solutions. As reported in [28]
we see that all methods also smear out the contact discontinuity at x ≈ 0.6
pretty much the same amount.
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(a)
(b)
Figure 5: Two blast problem at t = 0.038. (a) All three reconstruction schemes on Nx = 128
are compared with WENO-JS + RK4 on Nx = 1024. For PPM, the MC slope limiter is used.
(b) A close-up view to demonstrate the schemes’ numerical accuracy. In all tests we used the
HLLC Riemann solver with Ccfl = 0.8.
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(a) (b)
(c) (d)
Figure 6: The Brio-Wu MHD shock tube problem. The Roe Riemann solver is consistently
used for all methods. The test problems are computed on Nx = 128, while the high-resolution
reference solution is obtained using PLM on Nx = 2048 with the MC slope limiter. The same
slope limiter was used in PPM too. The Courant number is fixed as 0.8 in all runs.
(e) Brio-Wu MHD Shock Tube. An MHD version of the Sod’s shock tube prob-
lem was first studied by Brio and Wu [23], and it has become a must-to-do test
for MHD codes. Since then, the problem has revealed a couple of interesting
findings including not only the discovery of the compound wave [23], but also
the existence of non-unique solutions [47, 48]. More recently, Lee [49] realized
that there are unphysical numerical oscillations in using PPM and studied an
approach to suppress the level of oscillations based on the upwind slope limiter.
The presence of such oscillations in PPM has been also briefly reported in [28].
The study reported in [49] shows that the origin of the oscillations arise from
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the numerical nature of a slowly moving shock as a function of the magnetic
strength of tangential component. The slowly moving shock was first identified
in [46], and the oscillatory behaviors have been studied by many researchers for
more than 30 years, yet there is no ultimate resolution [50, 51, 52, 53, 54, 55].
In this test, as just mentioned, there are observable numerical oscillations
found in all methods, PPM, PCM and WENO-JS + charTr. The results in
Fig. 6 show that the oscillations are the largest in PPM, consistent with the
findings in [49], and there are less amount in PCM and WENO-JS + charTr.
The PPM solutions are suffering from significant amount of spurious oscillations
in all four variables, ρ, u, p and By, as shown in Fig. 6(c). Such behaviors are
less significant in PCM and WENO-JS + charTr, respectively illustrated in Fig.
6(a) and Fig. 6(d), in that, the oscillations in ρ, p,By are much more controlled
now, while the most outstanding oscillations are found in u near x ≈ 0.8. Again,
Fig. 6(b) shows that the PCM flattening makes PCM to perform very similar
to PPM. It is worth mentioning that the oscillatory behaviors remain to be
consistent regardless of the choice of Riemann solvers such as HLL [56], HLLC
[57], HLLD [58], or Roe [43] (tested here).
(f) RJ2a MHD Shock Tube. Ryu et al. [59] studied a class of one dimensional
MHD shock tube problems that are informative to run as a code verification
test. We have chosen one of their setups, introduced in their figure 2a. In what
follows the problem is referred to be as the RJ2a test. The viewpoint of this
test is to monitor if all three dimensional MHD waves are successfully captured.
We see that in Fig. 7 all structures of left- and right-going fast shocks, left-
and right-going slow shocks, and a contact discontinuity are well captured in all
methods tested, including PCM.
6.2. 2D Tests
We present two dimensional tests of hydrodynamics and MHD in this section.
All test cases are computed using the second-order dimension-by-dimension ex-
tension of the baseline 1D algorithms, including PCM.
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(a) (b)
(c) (d)
Figure 7: The RJ2a MHD shock tube problem. All runs used the HLLD Riemann solver,
computed on Nx = 128 with Ccfl = 0.8. The reference solution was obtained using PLM on
Nx = 2048. The PLM and PPM methods used the MC slope limiter.
6.2.1. 2D Convergence Test of the Isentropic Vortex Advection
The first 2D test problem, considered in [60], consists of the advection of
an isentropic vortex along the diagonal of a cartesian computational box. The
dynamics of the problem allows to quantify a code’s dissipative properties and
the correct discretization balance of multidimensional terms through monitoring
the preservation of the initial circular shape of the vortex. At t = 10 the vortex
finishes one periodic advection over the domain and returns to the initial posi-
tion, where we can measure the solution accuracy against the initial condition.
As such we have chosen this problem particularly to access the PCM’s order of
convergence rate in 2D. We omit the details of the initial problem setup which
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Figure 8: Convergence test of the 2D isentropic vortex advection problem. The errors in ρ, u,
and v are calculated in L1 sense against the initial conditions. The tested PCM solutions are
solved on Nx × Ny , where Nx = Ny = 32, 64, 128, 256 and 512. All runs reached to t = 10
using the HLLC Riemann solver with Ccfl = 0.8.
can be found in [60].
As expected, the results presented in Fig. 8 clearly confirm that, when
PCM is extended to 2D using the simple dimension-by-dimension formulation,
the overall numerical solution accuracy converges in second-order, regardless of
its inherent fifth-order property in 1D.
6.2.2. 2D Discontinuous Tests
(a) Sedov. We consider the Sedov blast test [61] to check PCM’s ability to
handle a spherical symmetry of the strong hydrodynamical shock explosion. The
problem studies a self-similar evolution of a spherical shock wave propagation
due to an initial point-source of a highly pressurized perturbation. The test has
been used widely in various literatures, and we follow the same setup found in
[29]. Panels in Fig. 9 show the density field in linear scale at t = 0.05 resolved
on a grid size of 256 × 256 for the domain [0, 1] × [0, 1]. The HLLC Riemann
solver was used in all runs with Ccfl = 0.8. The range of the plotted densities
in colors in all four panels is 0.01 ≤ ρ ≤ 4.9, the same is also used for the 30
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levels of density contour lines that are plotted in logarithmic scale.
As can be seen, the PCM solution in Fig. 9(a) is superior not only in
preserving a great deal of the spherical symmetry at the outermost shock front,
but also in revealing more flow structures in the central low density region, again
in the most spherical manner. This great ability of preserving the spherical
symmetry in PCM is also found in Fig. 10(a) where the two curves are the two
section cuts of density fields along y = 0.5 (black) and y = x (cyan), respectively.
We see that the two peak values of each section cut are matching each other
very closely in terms of both their locations and their magnitudes. In the other
schemes there are clearly much larger disagreements in the magnitude of the
peak density values.
It is also interesting to note that the PCM flattening makes the symmetry
worse, as illustrated in Fig. 9(a) and Fig. 9(b). For this reason, as well as for
the observations we have collected in our 1D results, the default choice in PCM
is to keep the flattening off, unless otherwise stated in what follows.
(b) 2D Riemann Problems. Next we test PCM for a family of well-known bench-
marked Riemann problems whose mathematical classification was originally put
forward by Zhang and Zheng [62], in which the original 16 of admissible con-
figurations were conjectured on polytropic gas. This claim was corrected by
Schultz-Rinne [63] that one of them was impossible, and the numerical testings
for such 15 configurations were studied in [64]. Later, Lax and Liu showed that
there are total of 19 genuinely different configurations available, providing nu-
merical solutions of all 19 cases too [65]. See also [66]. Until today, this family
of 2D Riemann problems has been chosen by many people to demonstrate that
their numerical algorithms can predict these 19 configurations successfully in
pursuance of code verification purposes [11, 67, 68, 69].
We follow the setup as described in [68] in the following two verification
tests, Configuration 3 and Configuration 5. In both cases the calculations show
numerical solutions on [0, 1]× [0, 1] using outflow boundary conditions.
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(a) (b)
(c) (d)
Figure 9: The Sedov explosion test. (a) PCM without flattening, (b) PCM with flattening on,
(c) PPM, and (d) WENO-JS + charTr. All calculations are done on 256× 256 cells with the
HLLC Riemann solver and with Ccfl = 0.8. PPM is computed using the MC slope limiter.
30 equally spaced levels of density contour lines are shown in logarithmic scale.
(b) – Configuration 3. Panels in Fig. 11 show numerical solutions of density at
t = 0.8 resolved on 400× 400 using the HLLC Riemann solvers with Ccfl = 0.8.
Also shown are the 40 contour lines of ρ. The range of ρ is fixed as 0.1 ≤ ρ ≤ 1.8
in both the pseudo-color figures and the contour lines. For the PCM method
we employed both approaches of WENO-JS (see Eq. (88)) and WENO-Z (see
Eq. (89)) for the calculations of the smoothness stencils. The figures can be
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(a) (b)
(c) (d)
Figure 10: Two section cuts of ρ from the Sedov test in Fig. 9. The two lines represent section
cuts of densities along y = 0.5 (black curves) and y = x (cyan curves). (a) PCM without
flattening, (b) PCM with flattening on, (c) PPM, and (d) WENO-JS + charTr.
directly compared with Fig. 6 in [68] where they used the same grid resolution
for their hybrid compact-WENO scheme. First of all, including the two PCM
solutions, we see that all calculations have produced their solutions successfully,
in particular, without suffering unphysical oscillations near shocks and contact
discontinuities. This test confirms that the PCM results are well comparable to
the other solutions, except for some expected minor discrepancies.
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(a) (b)
(c) (d)
(e) (f)
Figure 11: 2D Riemann Problem – Configuration 3. (a) PLM, (b) PPM, (c) WENO-JS +
CharTr, (d) WENO-Z + CharTr, (e) PCM-JS, and (f) PCM-Z. Each panel shows the density
values at t = 0.8 between [0.1, 1.8] in linear scale, calculated using 400 × 400 grid cells. The
total of 40 contour lines are over-plotted. The MC slope limiter is used in (a) and (b).
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One thing to notice is that the PPM solution in Fig. 11(b) has interestingly
much more formations of Kelvin-Helmholtz instabilities, identified as vortical
rollups along the slip lines (shown as the interface boundaries between the green
triangular regions and the sky blue areas surrounding the mushroom-shaped jet).
This feature is also often found in a test known as “Double Mach reflection”
[46], where the similar pattern of rollups are detected along the slip line. As
found in various studies [12, 20, 25] it is conventional to say that the amount of
such vortical rollups at slip lines is one of the key factors to measure inherent
numerical dissipations in a code. If we follow this approach, it then leads us
to say that the PPM method is the least dissipative method among the six
methods we tested. However, we find that this conclusion is somewhat arguable
considering the nominal order of accuracy of PPM is lower than those of WENO-
JS + CharTr, WENO-Z + CharTr and PCM. We think that there is to be more
accurate assessment regarding this type of conclusion. Readers can find a very
similar numerical comparison between PPM and WENO-JS in [25].
(b) – Configuration 5. As a second 2D Riemann problem we consider Configura-
tion 5 to test PCM and compare its solution with three other solutions of PLM,
PPM and WENO-JS + CharTr. The WENO-JS approaches in Eqs. (62) and
(88) are adopted for PCM for the calculations of the smoothness stencils. The
choice of grid resolution is 1024× 1024 in this test in order to directly compare
our results with the results reported in Fig. 4 and Fig. 5 of [11]. As obtained
in Fig. 12, the PCM solution satisfactorily compares well with the solutions
of PPM and WENO-JS + CharTr, as well as with the high-resolution results
in [11]. As also reported in [11, 12], when considering discontinuous flows in
multiple space dimensions, the dimension-by-dimension approach works just as
fine in terms of producing comparably accurate solutions. Likewise, the results
in Fig. 12 show that we observe the same qualitative performances in all the
methods we tested here, including PCM.
Although all the solutions are comparably admissible, there are few distinc-
tive features in the PCM solution, displayed in Fig. 12 (d). We note that the
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(a) (b)
(c) (d)
Figure 12: 2D Riemann Problem – Configuration 5. (a) PLM, (b) PPM, (c) WENO-JS +
CharTr., and (d) PCM-JS. Each panel shows the density values at t = 0.23 between [0.69, 4.2]
in linear scale, resolved on 1024 × 1024 grid cells. The total of 40 contour lines are over-
plotted. The MC slope limiter is used in (a) and (b). All runs used the Roe Riemann solver
with Ccfl = 0.8.
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minimum and maximum values of the computed density are respectively the
smallest and the largest among the four results. This trend is consistent with
the increasing order of accuracy in the four panels here. The same observation
can be found also in Fig. 11 too. We consider this as an indication that the
small scale features are better resolved in PCM with less amount of numerical
diffusion.
(c) MHD Rotor. Next, we consider the MHD rotor problem [70, 71]. As the
problem has been discussed by various people we rather focus on discussing the
solution of PCM here. We use the same setup conditions as described in [31].
Exhibited in Fig. 13(e) and Fig. 13(f) are respectively the density and the 30
contour lines of the Mach number on 400 × 400 cells, both at t = 0.15. With
minor discrepancies, we see that the PCM solution successfully demonstrates
its ability to solve MHD flows in multiple space dimensions. To test PCM for
multidimensional MHD flows, we integrated the PCM algorithm in the MHD
scheme [31, 32] of the FLASH code [29, 30, 36]. Of noteworthy point is that the
contour lines of the Mach number in Fig. 13(f) remain concentric in the central
region without any distortion from the near-perfect symmetry. In all runs the
HLLD Riemann solver [58] was used with a fixed value Ccfl = 0.8. The PPM
run used the MC slope limiter for monotonicity.
6.3. 3D Tests
Lastly, for 3D cases, we have selected three test problems in MHD in such
a way that we can fully quantify the performance of PCM both for assessing
its convergence rate in 3D and for verifying its code capability in discontinuous
flows.
6.3.1. 3D Convergence Test
Alfve´n Wave Convergence Test – UG. We solve the circularly polarized Alfve´n
Wave propagation problem [32, 38] as our first 3D test problem to quantify the
PCM’s order of accuracy in full 3D. The computational domain is resolved on
2Nx × Ny × Nz grid cells, where we choose Nx = Ny = Nz = 8, 16, 32 and 64
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(a) (b)
(c) (d)
(e) (f)
Figure 13: 2D MHD Rotor problem. The panels on the left column show the density at
t = 0.15, and the panels on the right show the 30 contour lines of the Mach number at the
same time. (a) ρ using PPM, (b) Mach number using PPM, (c) ρ using WENO-JS + CharTr,
(d) Mach number using WENO-JS + CharTr, (e) ρ using PCM, and (f) Mach number using
PCM.
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for the grid convergence study. As in [32] we ran the same two configurations of
the wave mode that are the standing wave mode and the traveling wave mode
until t = 1. In both we choose the Roe Riemann solver with Ccfl = 0.95.
Respectively, Fig. 14(a) and Fig. 14(b) are the L1 numerical errors on a
logarithmic scale for the standing wave case and the traveling wave case. We
observe that the rate of PCM convergence in 3D is second-order as expected,
which agrees with the results reported in [32]. One difference is noted in the
standing wave case in Fig. 14(a) that PCM’s L1 error in each grid resolution is
much lower than those obtained with PPM + HLLD + F-CTU with Ccfl = 0.95
in [32]. However, the magnitudes of the PCM error in the traveling wave case
in Fig. 14(b) look pretty much similar to the equivalent run in [32].
(a) (b)
Figure 14: The circularly polarized Alfve´n wave convergence rate for both the standing and
traveling wave problems using PCM combined with the Roe Riemann solver.
6.3.2. 3D Discontinuous Tests
(a) 3D MHD Blast – UG. We consider the 3D variant of the MHD blast prob-
lem by adopting the setup conditions in [32] to demonstrate the three-dimensional
propagation of strong MHD shocks using the PCM algorithm. The original 2D
version of the spherical blast wave problem was studied in [72], and later various
people adopted the similar setup conditions [28, 31, 32, 70, 73, 74, 75, 76, 77,
78, 79] for their code verifications in strongly magnetized shock flows.
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(a) (b)
(c)
Figure 15: The 3D MHD blast problem. All results used the PCM scheme with the hybrid
Riemann solver using Ccfl = 0.8. (a) Bx = 0, (b) Bx =
50√
4pi
, and (c) Bx =
100√
4pi
. In
each panel, we show four different plasma quantities, gas pressure in the top right quadrant,
density in top left, total velocity in bottom left, and magnetic pressure in bottom right. Each
corresponding color bar is shown immediately next to the corresponding quantity.
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We display four different fluid variables in each panel in Fig. 15. From the
top right quadrant to the bottom right quadrant in counter clockwise direction,
we show the gas pressure p, the density ρ, the total velocity U =
√
u2 + v2 + w2,
and the magnetic pressure Bp, all plotted at t = 0.01. The grid resolution
128× 128× 128 as well as all other parameters are chosen as same as in [32] in
order to provide a direct comparison.
We tested PCM in three different plasma conditions defined by the three
different strengths of Bx = 0,
50√
4pi
, and 100√
4pi
, as displayed in Fig. 15(a) ∼ Fig.
15 (c). Of particular interest to note is with the initial low plasma β conditions
in the last two cases, β = 1× 10−3 and 2.513× 10−4, respectively. On the other
hand, the first setup in Fig. 15(a) produces the non-magnetized plasma flow,
hence it allows us to test the PCM algorithm in the pure hydrodynamical limit in
3D. As clearly seen, all results have produced confidently accurate solutions. We
also note that PCM has produced larger values of extrema in each variable than
those reported in [32], without exhibiting any unphysical oscillations. This test
demonstrate that the PCM algorithm is well-suited for simulating low-β flows
in full 3D.
(b) Magnetic Field Loop Advection – UG. Since this problem was originally stud-
ied and reported in [80], the problem has become a popular benchmark case
among various code developers to demonstrate their MHD algorithms’ capabil-
ities in advecting the initial field loop which is weakly magnetized with a very
high plasma β = 2 × 106. The problem is known to be challenging [38, 80],
however, many have demonstrated that their codes can successfully produced
comparable results [31, 32, 69, 77, 81, 82, 83]. In addition to the two original
setups [38, 80] where the initial field loops advect with the angle diagonal to
the domain, Lee [32] recently reported that a small-angle advection is much
more challenging. As an example, Lee adopted the advection angle θ ≈ 0.573◦
relative to the x-axis for the small-angle advection case in both 2D and 3D. The
study found that a proper amount of multidimensional numerical dissipation
plays a key role in maintaining the clean small-angle advection, and designed
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(a) (b)
(c)
Figure 16: The 3D field loop advection using PCM. (a) the small angle advection with θ ≈
0.537◦ at t = 2, (b) the large angle advection at t = 2 using U = (1, 1, 2)T , and (c) the
standard Gardiner-Stone advection at t = 1. All runs were calculated on 64 × 64 × 128 cells
using the upwind-MEC.
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the algorithm called upwind-MEC. Here we repeat all three configurations (two
large-angle advection cases and one small-angle advection case) by following the
same setups in [32]. All the results in Fig. 16 were obtained using PCM and
the Roe Riemann solver with Ccfl = 0.8 on 64× 64× 128 cells.
First, Fig. 16(a) shows the small-angle advection with θ ≈ 0.573◦ relative to
the x-axis with the velocity fields given by U = (cos θ, sin θ, 2)T . Compared to
this, in Fig. 16(b), we use U = (1, 1, 2)T which yields the large-angle advection.
In both cases the tilt angle ω (see [32] for details) is set to be same as θ.
As manifested, both runs cleanly preserve the initial geometry of the field loop,
convincing us that the PCM algorithm is robust and accurate in this challenging
problem. As a final test we also perform the standard field loop advection setup
of Gardiner and Stone [38]. The result is shown in Fig. 16(c). We see clearly
that the PCM algorithm has produced well-behaving, accurate and confident
solutions in this test. The results in Fig. 16 can be directly compared to the
results reported in [32].
7. Conclusions
We summarize key features of the PCM algorithm studied in this paper.
• We have presented a new high-order finite volume scheme for the solu-
tions of the compressible gas dynamics and ideal MHD equations in 1D.
This baseline 1D algorithm uses piecewise cubic polynomials for spatial
reconstruction by adopting the non-oscillatory approximations of the fifth
order WENO schemes to determine the unique piecewise cubic polyno-
mial on each cell. To provide the nominal fifth-order accuracy in space,
we have developed a new non-oscillatory WENO-type reconstruction for
q′C,i approximation. The new approach makes use of the two parabolic
polynomials, termed as PPM-Build, to achieve fourth-order accuracy in
establishing q′C,i approximation.
• We have formulated a new fourth-order temporal updating scheme, all in-
tegrated in PCM by design, based on the simple predictor-corrector type
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characteristic tracing approach. The overall solution accuracy of the base-
line 1D PCM scheme, combining both spatially and temporally, seemingly
converges with fifth-order. We show the PCM scheme compares greatly
with the spatially fifth-order WENO integrated with RK4, demonstrating
even smaller L1 errors in PCM.
• A comparison of the computational expenses of PCM, PPM and WENO-
JS + RK4 in 1D reveals that PCM has a superior advantage over the
fifth-order counterpart WENO-JS + RK4 by a factor of 1.71.
• We have integrated the baseline 1D PCM algorithm for multidimensional
cases by adopting the simple dimension-by-dimension approach. As an-
ticipated, this approach yields at most second-order accurate solutions in
multidimensional simulations of smooth flows. In the presence of flow dis-
continuities and shocks, however, the results obtained with the present
simple multidimensional PCM extension shows a great level of confidence
in predicting numerical solutions of hydrodynamics and MHD. An ap-
proach to extend the fifth-order property of the baseline 1D PCM to mul-
tiple spatial dimensions will be further investigated in our future work.
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