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In this paper we generalize some basic parts of the projective theory of 
linear homogeneous differential equations of order m, m > 2, from the 
scalar to the matrix case. In Section 1 we define the (m - l)-dimensional 
left-projective space over the real n x n matrices P = P, ~ [(M,(R)) and, 
relying on a previous paper [7] and on standard methods of linear 
algebra, we state the basic properties of this space. In Section 2 the 
geometry of the matrix differential systems is described. To each basis of 
matrix solutions of a given system there corresponds a curve in P and a 
change of basis corresponds to a projective mapping of this curve. A given 
curve, together with its projective maps, corresponds to a class of differen- 
tial systems having projectively equivalent solutions. Some simple proper- 
ties of these curves are established and a new kind of disconjugacy is 
defined for the matrix differential systems. 
1. THE REAL PROJECTIVE MATRIX SPACE 
Real n x n matrices are denoted by capital letters Y = ( yik);. Y’ = ( y,Jl; is 
the transpose of Y, and ) YI = 1 y, 1; denotes the determinant of Y. Real 
n x mn matrices, m > 2, and later on also sn x tn matrices, s+ t 2 3, are 
denoted by capital script letters. We write the n x mn matrix g usually in 
block form: 9 = ( Y, . . . Y,), where each Y,, i = l,..., m, is an n x n matrix. 
The set of the real n xmn matrices g of rank p(g) =n is denoted by 
R,(mn*). R,(mn2) is a topological space and its topology is defined by any 
generalized matrix norm. The space of the real invertible n x n matrices is 
not connected but-for m B 2-the following holds. 
PROPOSITION 1.1. The space R,,(mn2), m32, na 1, is connected. 
Proof Let CP and CV be in R,(mn’). Let Y’ be an n x n submatrix of &/’ 
built by columns j ,,..., j,, 1 <j, . ..j., < mn, such that 1 Y’l # 0. Let k, ,..., k, 
be such that l<k,...k,<mn and that {j ,,..., j,}n(k, ,..., k,}=@. Let 
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9’ E R,(mn’) have the elements 1 at the (i, kJ spots, i= l,..., n, while all 
other elements are zero. Then g’(t)=(l--t)?V’+t#‘, O<t<l, is a 
segment in R,(mn2) connecting g’ to X’. Similarly we connect 03” by a 
segment o a “unit” matrix .a”. If 3’ # 9” then we need a third segment in 
R,(mn2), g(t) = (1 - t) 9’ + W’, 0 6 t < 1, connecting 9’ to .a“. R,(mn’) 
is thus, for m b 2, arcwise connected and hence connected. 
Two matrices g = ( Y, Y,) and ull = (U, . . U,) of R,(mn’), m > 2, are 
left- or row-equivalent if there exists an invertible real n x n matrix S such 
that 
~=(u,'.'u,)=(sY,"'sY,)=s~, ISI #O. (1.1) 
This relation partitions R,Jmn’) into equivalence classes of row-equivalent 
matrices. These equivalence classes are the points of the (m - l)-dimen- 
sional left-projective space over the real n x n matrices P,,- *(M,,(R)), m 2 2. 
We shall often denote this space simply by P and call it, for n 3 2, the pro- 
jective matrix space. For n = 1 this is the ordinary real (m - 1 )-dimensional 
projective space P, , (R). 
The point of P corresponding to the matrix ??/ = ( Y, Y,) E R,(mn’) is 
denoted by Y. We write 
Y=f(SV)=f(Y,... Y,), “Y=(Y,“.Y,)Ef-‘[Y], (1.2) 
and call f the standard map (projection) from R,(mn’) to P. We define the 
topology of P to be the quotient topology relative to f and the topology of 
R,(mn2). Then the following holds true. 
THEOREM 1.2. The projective space P = P, *(M,,(R)), m 2 2, is a con- 
nected and compact Hausdorff space whose topology has a countable base. 
This assertion was proved in [7] for the complex projective matrix line, 
i.e., for the space P,(M,(C)). All the proofs generalize immediately to the 
higher-dimensional complex case P, ~ , (M,( C)), m > 2. The connectedness 
in the real case considered here, i.e., for P = P, _ ,(M,(R)), m 3 2, relies on 
Proposition 1.1. All the other steps of the proof of the theorem are easily 
modified from the complex to the real case. 
We add the following remark. The assumption that all matrices % are in 
R,(mn2), i.e., are of rank n, is used in proving that the projective space P is 
Hausdorff. Indeed, if-for n > 2- we use all the n x mn matrices ?V/, ?V # 0, 
that is, if we assume only p(g) > 1 instead of p(g) = n, and if we define the 
equivalence classes as before, and if we let again the topology of this space 
P be the quotient topology relative to the standard map f and the topology 
of the n x mn matrices, then this topological space P will be TO but not T,. 
To illustrate the last assertion. we choose the reduced echelon matrix @ as 
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the canonical matrix corresponding to the point Y. (This differs slightly 
from the canonical matrices used in [7].) Let m =n=2 and set 
as for arbitrary E, E # 0, 
it follows that the point 
Q=f 
is in every neighborhood of P =f(@). For every point P, with p(P) <n, 
and for every rank p, , p(P) < p, d n, we can find a point Q with p(Q) = p,, 
such that Q is in every neighborhood of P. However, for every pair of dis- 
tinct points (P, Q), satisfying p(P) 6 p(Q), there exists a neighborhood of 
Q to which P does not belong. 
To define the projective mappings of the space P = P, _ ,(&f,(R)), m k 2, 
onto itself, we consider first linear maps of the space R,(mn’) onto itself. 
Let % be a real, invertible mn x mn matrix. We write %? in block form 
Cl, ..’ Cl, 
$g= f ; ) 
t i 
WI f 0, (1.3) 
c cnl, ml ... 
where each block Cik, i, k = l,..., m, is an n x n matrix. For the given 
(constant) matrix V and for any y E R,(mn’) we define the transformation 
@ = C(Y) by 
47 = C(Y) = Y/v. 
In greater detail (1.4) is written as follows: 
(1.4) 
Cl1 . . . Cl, 
&(j+ F,)=C(Y)=(Y,-. Y,) I ; 
i i 
= YW. (1.4’) 
c cm ml ... 
JVJ # 0 and p(g) = n imply p(@) = n. Equation (1.4) is thus a transfor- 
mation of R,(mn’) onto itself. 
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If (B = 333, ISI ~0, then 4 = %% = XV&? = S@; so row-equivalent 
matrices have row-equivalent ransforms. The transformation (1.4) induces 
thus a transformation of P onto itself. Using the standard map Y =f(??I) 
from R,(mn’) onto P, we define the projectivity Y = C(Y) of P onto itself 
by 
P = C(Y) =,f[C[f- ‘[Y]]]. (1.5) 
For these projectivities the following holds. 
THEOREM 1.3. Each projectivity of‘ P = P, ,(M,(R)) is a homeo- 
morphism of P onto itselJ: These projectivities ,form a group under com- 
position and this group is isomorphic to the quotient group GL(mn, R)IR*.F, 
where the numerator denotes the group of real invertible mn x mn matrices 
and R*9, is the group of real nonzero scalar mn x mn matrices. 
The proof is analogous to the one given in [7] for the space P, (M,( C)). 
We mention the following consequence. 
COROLLARY 1.4. Two real invertible mn x mn matrices +ZI and $$ corres- 
pond to the same projectivity qf P lf and only if there exists a scalar s, s # 0, 
such that Q?, = .f&. 
In Section 2 we shall use hyperplanes of P = P,,- ,(M,(R)) and it thus 
seems worthwhile to give here a brief survey of linear subspaces of 
arbitrary dimension d, 0 < d < m - 1, of this given projective space (cf. 
[3, 51). We state most results informally and we shall give no proofs. 
Indeed all the proofs are straightforward consequences of linear algebra. 
These results may be generalized to a larger class of rings (see [4]). 
We say that s points Y, ,..., Y,, of P are linearly dependent if and only if, 
for any given s matrices 9, ~,f -‘[Y,], there exist n x n matrices L,, 
i= l,..., s, not all zero, such that 
i: Liq.=o. (1.6) 
,=I 
If Eq. (1.6) holds only for L, = 0, i= l,..., s, then the points are linearly 
independent. This notion depends only on the points Y, ,..., Y,, and not on 
the choice of the corresponding matrices gie R,(mn2), i = I,..., s. Linear 
dependence and independence are invariant under projective mappings of 
P. Using the matrices gi= (Y,, ... Y,,)ofP’[Yi], i= l,..., s, we define the 
sn x mn matrix 9 by 
T= (Yik) (i= l,..., s; k= l,..., m). (1.7) 
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We also define the n x sn matrix 2 by 
Y=(L,...L,). 
With this notation (1.6) may be written as 
~2r=O. 
(1.7’) 
(1.6’) 
It follows that s points Yi are linearly independent if and only if 
p(b)=sn. (1.8) 
Hence every single point of P,_ ,(M,(R)) is linearly independent, for n 2 2 
two points may be distinct and dependent, and m + 1 points are always 
dependent. (In [7] we called a pair of linearly independent points of 
P,(M,(C)) a regular pair.) 
We now assume that the points Y, ,..., Y, are linearly independent and 
we choose s corresponding matrices gj and use these matrices to build 3. 
Then for this, fixed, 3 the equality 
Y=YZ= i Liq (1.9) 
/=I 
defines a one-to-one mapping Y = g( 9) of the n x sn matrices .JZ into the 
n x mn matrices Y. (This mapping depends on the choice of the s matrices 
3. which correspond to the given, linearly independent, points Y, ,..., Y, .) 
Equations (1.8) and (1.9) imply that p(Y) = n, i.e., Y E R,(mn*), if and 
only if p(y) = n. In this case we call the point V =f(v) E P a linear com- 
bination of the s given, linearly independent, points. 
Linear spaces L of P,,- ,(M,(R)) of dimension s- 1, s= l,..., m, are 
defined as being spanned by s linearly independent points Y, . . . . Y,. Let 
q.EEfel[Yi], i= l,..., s, and let %” and 2 be defined as before. Then 
L = (V: v =f(“f), v = YZT”, p(Y) = n}. (1.10) 
The spaces L of dimension 0 are the points of P= P,- ,(M,(R)); the 
spaces of dimension 1 are the lines, those of dimension m - 2 are the hyper- 
planes, and the only space of dimension m - 1 in P is P itself. 
We use the above defined map Y =g(Y) from R,(sn*) into R,(mn*) to 
write V=f(v) =f(g(Z’))=f,(g). f,(3) maps R,(sn’) onto L. As row- 
equivalent matrices of R,(sn*), and only they, yield the same point V of L, 
it follows that every (s - 1)-dimensional subspace L of P,,- ,(44,(R)), 
2 < s < m, is itself a projective matrix space P, _ ,(M,(R)). The relative 
topology of L = P, _ ,(M,( R)) as subset of P, ~ 1( M,( R)) is the quotient 
topology relative tof, and the topology of R,(sn*). 
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Let L be a linear space of dimension s - 1 of P. Every set of s + 1 points 
of L is linearly dependent. If L is defined by the s linearly independent 
points Y, ,..., Y,s and if the points V, ,..., V, of L are linearly independent, 
then L is also spanned by V, ,..., V,s. If “y;= g 3, where %~f- ‘[Vi], and 
SC: = ( Li, . . L,,), i = I,..., s, then the points V, ,..., V,y are linearly indepen- 
dent if and only if the sn x sn matrix (Ljk)j is invertible. We also note that 
every projectivity of P onto itself carries linear subspaces into linear sub- 
spaces and keeps their dimension invariant. 
Let s, 1 < s 6 m - 1, linearly independent points Y, of P = P, , (M,( R)) 
be given and set again I = ( Ylk) (i = l,..., s; k = l,..., m), where 
“Y,,=(Y,,... Y,,) E f ’ [Y i], i = l,..., s. Let A be a variable point in P and 
.F9=(A1... A,) E-f ~’ [A]. The set of points A of P, for which .d is a 
solution of 
b&d = 0, (1.11) 
is a linear subspace L of dimension m -s - 1 of P and L depends only on 
the given points Y ,. This solution space of (1 .I 1) is spanned by m -s 
linearly independent points Ai. We choose matrices 4 Ef ‘[A,], 
d.= (A iI ... Ai,), i= l,..., m-s, and define the (m-s) n x mn matrix B by 
B=(Aik) (i= l,..., m-s; k = I,..., m). Then it follows that 3@= 0, 
p(3) = sn, p(B) = (m -s) n. 
We are interested in the dual situation. Let the linearly independent 
points A,,...,A,y, 1 <s<m-1, be given and choose JzJ=((A,,...A~,)E 
f ‘[Ail, i= 1 ,..., s, and set 93 = (A,,) (i= l,..., s; k = l,..., m). The points Y 
satisfying 
Y.w = 0, y Ef - ’ PI, (1.12) 
fill a linear subspace of dimension m -s - 1. We close with a formal 
statement for the case s = 1. 
THEOREM 1.5. Let A be a given point in P = P, _ ,(M,( R)) and choose 
&=((A,... A,,,)ef --‘[A]. The set of all points Y of P such that for any 
Y = (Y, ... Y,) cf ~ ’ [Y] the equality 
Yd’= Y,A; + ... + Y,A;=O (1.13) 
holds, depends only on the point A and is a hyperplane of P. Conversely, 
given m - 1 linearly independent points Yi of P, there exists a unique point A 
in P such that for each point Y in the hyperplane spanned by 
Y y,-I, 1 ,a.., (1.13) holds (for any Ycf-‘[Y] and any &Ef-‘[A]). 
Finally, if the m - 1 points Y, ,..., Y, ~ , are linearly dependent, then there 
exist many hyperplanes containing these m - 1 points. 
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(Hint: If the m - 1 points Yi are dependent hen p(T) < (m - 1) n, hence 
the nullity v(T)> n, and it follows that not all n x mn matrices 
&=(A, . . . A,) satisfying T”d’ = 0 are row-equivalent.) 
2. MATRIX DIFFERENTIAL SYSTEMS 
For the scalar differential equation of order m, m > 2, 
y'"'(x)+p,(x)y'"-l'(x)+ ... +p,(x)y(x)=O, (2.1) 
with sufliciently smooth real coefficients p,(x), there exists a beautiful and 
extensive theory, based on the interpretation of an ordered m-tuple 
(y,(x),..., y,(x)) of linearly independent solutions as a point y(x) in the 
real (m - l)-dimensional projective space P,,- ,(R). (See the classical book 
of Wilczynski [9], and also the well-known paper of G. D. Birkhoff Cl].) 
Here we generalize a part of the geometric interpretation of the scalar 
equation, as given in [9, Chap. II, Sect. 61, to differential systems of higher 
dimension. We assume m 2 2, n > 2, and consider the matrix differential 
equation 
Y'"'(x)+ P,(x) Y@+') (x)+ ". +P,(x) Y(x)=O, (2.2) 
where the real n x n matrices P,(x), i = I,..., m, are continuous on an inter- 
val I: P,(x) E M,(C(Z)). Y(X) denotes a real n x n matrix solution and it 
follows that Y(x) has m continuous derivatives: Y(x)EM,(C"(Z)). At the 
beginning of this section we do not state explicitly the scalar properties 
which we generalize, and it is understood that whenever n 3 2 is replaced 
by n = l-and capital letters by small ones, and P,,-. ,(M,(R)) by 
P, ~ ,(R)-one obtains known statements referring to equation (2.1). 
Let (Y,(X),..., Y,(x)) be an ordered m-tuple of matrix solutions Y,(x) of 
(2.2) and let g(x) = (Y,(x). . . Y,(x)) be the corresponding n x mn matrix. 
g(x) is a basis of solutions if the corresponding Wronskian w(x) does not 
vanish in I: 
w(x) = 
Y,(x) ..* Y,(x) 
z 0, x E I. 
yy7’yx)... ypqx) 
We denote the corresponding mn x mn matrix by w(x): 
(2.3) 
(2.4) 
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If Y(x)= (Y,(X).., Y,,,(x)) is a basis of (2.2) then every matrix solution 
Y(x) of this equation is uniquely given as a linear combination of the form 
Y(x)= Y,(x)A;+ .” + Y,(x)A:,=+Y(x)d’, x E I, (2.5) 
where d = (A 1 ... A,) is a constant real n x mn matrix, not necessarily of 
rank n. 
Let g(x) = (Y,(x) ... Y,(x)), XE Z, be a given basis of Eq. (2.2). We 
denote by Y(x) the point in the space P= P,~,(M,(R)) which 
corresponds to the n x mn matrix g(x), x E I: 
Y(x)=f(Yl(x)) =f(Y,b)... Y,(x)), x E I. (2.6) 
Herefis the standard map from R,(mn’) to P. Equation (2.3) implies that 
p( Y,(x)... Y,,,(x))=n, x~l; hence the matrix (Y,(X)... Y,(x)) is indeed in 
R,(mn2). As x moves on the segment Z, the point Y(x) describes a curve 
f(Y) in P. We call T(Y) an integral curve of the equation (2.2). Note that 
this curve is given in parametric form; each point Y(x) on T(Y) carries its 
parameter x. No changes of the independent variable x, leading to a dif- 
ferent parametrization of r(Y) will be considered in this paper (cf. 
[9, p. 521). A curve r(Y), given by q(x) = (Y,(x)... Y,(x)), for which the 
inequality (2.3) holds, is called a regular curue [ 1, p. 1071. 
Let V be a constant mn x mn matrix, V = (C,);, and assume, as in (1.3) 
that V is invertible. We set 
c?(x)= (P,(x)- FJX)) 
Cl, “. c,l?l 
= (Y,(x)... Y,(x)) f 
i ) 
; = “y(x) 59, x E I, (2.7) 
cm, . . . cm 
where g(x) = ( Yl(x). . Y,(x)) is the given basis of (2.2). As I%:( #O it 
follows that B(x) = ( F,(x). . . p,(x)) is also a basis of (2.2) and the 
corresponding regular curve f (%‘) is a projective map of I(Y). As the 
invertible mn x mn matrix % is arbitrary, we obtain in this way all the pro- 
jective maps of the given curve r(Y). We thus proved the following. 
PROPOSITION 2.1. The mth order differential equation (2.2), m>2, of 
dimension n, n > 2, defines a class of projectively equivalent regular curves in 
pm- ,(M,(W). 
Assume now that the n x n matrices Y,(x), i = l,..., m, are solutions of the 
mth order matrix system (2.2). This is equivalent to the assumption that 
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the mn xmn matrix w(x) given by (2.4) is a solution of the first order 
system 
W’(x) = X(x) W(x), (2.8) 
where X(x) is the mn x mn companion matrix 
,x(x)= (-i;l-!;‘.;; i,.a (2.9) 
On the other hand, let us start with given matrices Y,(x)EM,(C”‘(Z)), 
i = l,..., m, and assume that their Wronskian w(x) does not vanish in I: 
w(x)= IW(x)l= IY”-“(x)J”#o k 1 7 x E z. (2.3’) 
The coefficient matrix .X(x) of the first order system of dimension mn for 
which the given matrix w(x) = ( Yf- ‘)(x));t is a fundamental solution is 
uniquely given by X(x) = V’(x) %‘-‘(x). The first m - 1 block rows of 
X(x) are necessarily as on the right-hand side of (2.9) and the last block 
row is defined by 
(-P,(x)*.. -P,(x))=(Y{“‘(x)- Yp(x))w-yx), XEZ. (2.10) 
By the equivalence of the equation (2.2) and the system (2.8) it follows that 
the given m matrices Y,(x) form a basis g(x) = (Y,(x) .*. Y,(x)) for a dif- 
ferential equation (2.2) and that the coefficients P,(x), i= l,..., m, of this 
equation are given by (2.10). Every projective map g(x) = 
(y,(x) ... y,,,(x)) = g(x) %, I%‘] #O, of g(x) yields clearly the same coef- 
ficients, and is thus a basis for the same equation. We have proved the 
following proposition. 
PROPOSITION 2.2. Let the matrices Yi(x) EM,(C”‘(Z)), i= l,..., m, be 
given and assume that the inequality (2.3) holds. Then there exists a uniquely 
defined differential equation (2.2) which has @l(x) = ( Y,(x). . . Y,,,(x)) and all 
itsprojective maps @(x)=(~~(x)... t,(x))=g(x)%?, I%71 #O, us buses. 
The matrices g = ( Y, . . . Y,)ER0(mn2) and +?=(Y,... Y,)=Sg, 
IS( # 0, define the same point in P. Hence if the matrix S(x) is invertible for 
all x in Z, we obtain that g(x) = (Y,(x) ... Y,(x)) and 
Q(x) = (E,(x) *.. Qx)) = S(x) 9(x), IS(x)1 #O, XEZ, (2.11) 
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define the same curve f(Y) in P. Let us also assume that S(X) E M,( C?(Z)). 
Then (2.1 I) implies that the Wronskian A(x) = ) I?!- ‘)(x)1; satisfies 
S(x) = IS(x)l”w(x). The regularity of the curve f(Y), i.e., 
w(x)= ) Yr~- “(x)1? #O, XEZ, is thus preserved if we replace the matrix 
“Y(x) by the row-equivalent matrix @(x) = S(x) g(x), S(X) E M,(C?(Z)), 
IS(x)] #O. It follows from Proposition 2.2 that, if g(x) = (Y,(x) ... Y,(X)) 
is a basis for the equation (2.2) then the row-equivalent matrix 
@(x)=(Pl(x)-~ E,(x))=S(x)cq ) x is a basis for a related differential 
equation 
Y’“‘(x) + B,(x) Ytm ” (x) + .‘. + B,(x) Y(x) =o. (2.12) 
Using all invertible matrices S(x), S(x) E M,(C?(Z)), we thus partition the 
set of all differential equations of given order m and dimension n, m, n > 2, 
on the given interval Z, into classes of equations having row-equivalent 
bases. We summarize the results, reached up to now, as follows. 
THEOREM 2.3. For every m > 2, n > 2 and x-interval Z, there exists a one- 
to-one mapping between the set of classes of mth order equations (2.2), of 
dimension n defined on I, having row-equivalent bases, and the set of classes 
of projectively equivalent regular curves, parametrized by x, x E I, in 
P, _ ,(&f,(R)). This map is defined by (2.6) and, in the other direction, by 
(2.10). 
We now mention briefly some properties of the scalar equation (2.1), 
with coefficients p,(x) E C(Z), i = l,..., m, which we then generalize to the 
multidimensional case. Let ( y,(x) . . . y,(x)) be a basis of (2.1); every 
solution y(x) is a unique linear combination of these solutions: 
Y(X) = aI yl(x) + ... + amy,( x E I. (2.5’) 
This equation can also be written as a scalar product 
y(x)=(y,(x)...~,(x))(a,...a,)‘, x E I. (2.5”) 
y(x) = 0, for all x in Z, implies a1 = ... = a,,, = 0 and it follows that no 
integral curve Z(y) of Eq. (2.1) IS contained in a hyperplane of P,_ ,(R) 
[9, p. 513. On the other hand, given m - 1 values xi in Z, there always exists 
a nontrivial solution y(x) of (2.1) such that y(x,)=O, i= l,..., m- 1. This 
corresponds to the assertion that the corresponding m - 1 points of Z(y) lie 
in, at least, one hyperplane of P, _ r(R). The equation (2.1) is called discon- 
jugate on the interval Z, if every nontrivial solution y(x) has less than m 
zeros on I. (Here, and in the sequel, multiple zeros are counted according 
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to their multiplicity (cf. [2 
plane 
).) Geometrically this means that every hyper- 
alh + ... +a,y,=O, f a: >O, (1.13’) 
i= 1 
meets T(y) in less than m points. Disconjugacy is a projective notion: if 
every hyperplane meets T(y) in less than m points, then the same holds 
true for all projective maps Z(j) of T(y) (cf. (2.7)). Disconjugacy also 
applies to classes of equations having row-equivalent bases (cf. (2.11)). 
We return to the matrix equation (2.2). Let (Y,(x) ... Y,(x)) be a given 
basis for this equation on I. Every matrix solution Y(x) is uniquely given as 
a sum of the form (2.5): Y(x)= Y,(x) A’, + ... + Y,(x) Af,,. Y(x)=O, for 
all x in Z, implies d = (A, . . . A,) = 0, and we thus obtain by Theorem 1.5 
the following assertion. 
THEOREM 2.4. No integral curve I’(Y) of the equation (2.2) is contained 
in a hyperpfane of the projective space P, ~ ,(M,(R)). 
Eq. (2.5) implies 
Y(x) 
i : 1 
= 
y(m-yx) 
(2.13) 
The rank of the mn x n matrix on the left-hand side satisfies 
p( Y’(x). . . Y’“- “(Xy) = p(d), &=(A,...A,), (2.14) 
and it follows that this rank is independent of x. We denote this rank by 
p[ Y] and call it the solution rank of the matrix solution Y(x). We consider 
here only solutions Y(x) of full solution rank: p[ Y] = n, and we call these 
matrix solutions regular solutions. These are the matrix solutions which 
may be completed to a basis. The corresponding equality p(d) = n implies 
that 
Yd’= Y,A;+ ... + Y,A;=O (1.13) 
is a hyperplane in P.- If Y(x) = S(x) Y(x), where S(X)EM,(P(Z)), 
(S(x)1 # 0 on Z, then p[ Y] = p[ Y]; so if Y(x) is a regular solution of Eq. 
(2.2) then Y(x) is a regular solution of Eq. (2.12). 
Theorem 1.5 implies the following result. 
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THEOREM 2.5. Let m - 1 points xi be given in I. Then there exists a 
regular solution Y(x) of Eq. (2.2) such that Y(x;) = 0, i = l,..., m - 1. 
If Y(x) is a regular solution which vanishes at the given m - 1 values xi, 
then the same holds true for any solution Y,(x) = Y(x) R, IRJ # 0. This 
corresponds to the assertion that the hyperplane (1.13) may be written as 
fY9f= Y,D; + ..’ + Y,& = 0, where 9 = R’d, 1 RI # 0. If and only if the 
given m - 1 points on the curve Z’(Y) are linearly independent, then these 
are all the matrix solutions of (2.2) which vanish for the prescribed m - 1 
values xi. 
The following seems to be the natural generalization of the notion of dis- 
conjugacy from the scalar to the matrix case. The mth order, m > 2, matrix 
differential system (2.2) is called matrix- or M-disconjugate on the interval 
Z, if every regular matrix solution Y(x) vanishes less than m times on Z. The 
geometric meaning is immediate. 
THEOREM 2.6. The mth order equation (2.2) of dimension n, m, n 3 2, is 
M-disconjugate on the interval Z if and only if every hyperplane of 
P,- ,(44,(R)) meets the curve Z(Y) in less than m points. 
As in the scalar case this is a projective property, and if Eq. (2.2) is M- 
disconjugate on Z, then so is the class of equations whose bases are row- 
equivalent to the bases of (2.2). 
The matrix differential system (2.2) is closely related to the 
corresponding vector differential system 
y’“‘(x) + P,(x) y’” ‘) (x) + . . . + P,(x) y(x) = 0, (2.15) 
where y(x) is an n-dimensional column vector. Such a system is usually 
called disconjugate on an interval Z, if every nontrivial vector solution y(x) 
vanishes less than m times on Z [6, S]. Let us in this case call the matrix 
system (2.2) vector or v-disconjugate on I. If Eq. (2.2) is v-disconjugate on Z, 
then it is necessarily M-disconjugate there. The converse is, in general, not 
true. To give a geometric interpretation of v-disconjugacy, we would have 
to consider generalized hyperplanes (1.13) corresponding to all nonzero 
nxmn matrices &=(A,... A,) and, as shown in Section 1, the resulting 
space P would not be Hausdorff. 
In conclusion we note that all the considerations of this paper apply also 
to the complex case, i.e., to the space P,,- ,(M,(C)) and to matrix differen- 
tial systems of the form 
W’“‘(z) + P,(z) w- l’(z) + ... + P,(z) W(z) = 0, 
where the n x n matrices P,(z), i = l,..., m, are holomorphic in a simply con- 
nected domain of the z plane. 
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