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i
Abstract
The holographic computation of extremal correlators is often frustrated by divergences. The inter-
pretation of these divergences is incomplete. The primary goal of this study is to develop a better
understanding of these divergences. Towards this end, working within the AdS/CFT correspon-
dence we review the computation of correlators. In the field theory we review well known matrix
model techniques useful to study the planar limit, as well as methods exploiting group representa-
tion theory that are useful for the computation of correlators in large N but non-planar limits. On
the gravity side of the correspondence, we describe in detail the computation of two- and three point
functions of a scalar field coupled to gravity on the Euclidian AdSd+1 space, three-point functions
of two giant gravitons and one pointlike graviton as well as correlators of Kaluza-Klein gravitons.
A key observation of this study is that extremal correlators are mapped to scattering amplitudes of
particles with parallel momenta. These are naturally accompanied by involve collinear divergences.
Therefore, we suggest that the divergences in the computation of extremal correlators are linked
to collinear divergences. A lot more work is needed to establish this connection.
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1. Introduction
Correlation functions are the basic observables of interest in quantum field theory (QFT) and in
string theory. They are often divergent. These divergences must be interpreted before the corre-
lation functions can be computed. Further, computing correlators is usually only possible at weak
coupling. The holographic principle [1], as realized in the Anti-de Sitter/Conformal Field Theory
(AdS/CFT) correspondence [2], [3] and [4], computes correlators at strong coupling in the CFT
using weakly coupled string theory. However, the weak coupling string theory computations still
have divergences. The goal of this dissertation is to take the first steps towards a general under-
standing of the subtleties arising as a result of these divergences, in the holographic computations
of extremal correlation functions. These divergences were found for extremal correlators involving
giant gravitons and Kaluza-Klein gravitons.
We start this dissertation by reviewing the relevant background materials that we will use to
compute correlators in matrix field theories. First we introduce, in Chapter 2, the dynamics of
matrix models with one Hermitian N × N matrix. We introduce a number of different methods
to compute correlators. First, the generating function for correlators is defined in the free matrix
model. This can be evaluated exactly by performing a Gaussian integral and it forms the foundation
for weak coupling computations. Next, we show how the Schwinger-Dyson equations can be used to
compute correlators. The next thing we consider is a weak coupling expansion of correlators, using
Feynman diagrams. These diagrams are called ribbon graphs in matrix models and they naturally
link the matrix model with a topological structure and ultimately, with the dynamics of strings.
The basic idea is simply that ribbon graphs triangulate a surface and the N dependence of the
Feynman diagram is determined by a topological invariant associated with the surface, called the
Euler characteristic. The connection to string theory arises because we can interpret the surface
that is triangulate by the ribbon graph as the worldsheet of a string. Developing this connection,
we argue that the large N limit of the matrix model corresponds to the classical limit of the string
theory.
In the limit that N →∞, the only contribution to correlators of operators built using order O(1)
fields comes from the planar diagrams. We can also consider operators constructed with a number of
fields that scale as order N as we take the limit. In this case, the number of ribbon graphs explodes
and correlation functions of this class of operators are not well approximated by the planar limit.
Indeed, huge combinatoric factors over power the usual 1
N2
suppression and higher genus ribbon
graphs can no longer be neglected. We call this a large N but non-planar limit. To make progress
in this limit, a new approach must be developed. The new approach that we pursue makes use of
the group representation theory of the symmetric group, the unitary group and their relation.
In Chapter 3, we review some basic concepts and the relevant techniques from group representation
theory, that will allow us to solve the problems that were encountered in large N but non-planar
limits. A basis for the local gauge invariant operators of the theory are called Schur polynomials
operators. These operators will dramatically simplify the computation of correlators. The con-
struction of these operators makes use of projection operators in group theory. To develop these
ideas, we describe the matrix representation of the symmetric group and of the unitary group. The
extension of the theory to multi-matrix models is also possible. Towards this end, we introduce the
Restricted Schur Polynomials.
In the later chapters of this dissertation, making use of the mathematical background we have de-
veloped, we study different types of correlators to get some insight into the divergences that appear
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in extremal correlators. Since we are matching gauge theory computations and the string theory
computations, we start by demonstrating how the correlation functions in gauge theory can be re-
covered from supergravity computations using holography. This is achieved in the simplest setting
in chapter 4 and the basic holographic dictionary is introduced. We describe the computation of
two- and three-point functions of a scalar field coupled to gravity on the Euclidian AdSd+1 space.
We demonstrate that the computation of the two-point function from the supergravity path integral
is subtle. It contains divergences that must be regularized and the answer obtained depends on
the details that go into this regularization. As a clear demonstration of this point, we compute the
two-point function [5], [6] in position space and in momentum space and show that one obtains dif-
ferent answers, because they have a different regularization prescriptions. The correct result can be
determined by employing a Ward identity, which relates the two point function (which suffers from
divergences) to a three point function (which does not). In this way we obtain a result from the
gravitational computation that is in prefect agreement with the gauge theory result. It is pleasing
that the gravity computation on the Euclidean AdSd+1 space recovers the spacetime dependence
required by conformal invariance in the gauge theory in d-dimensions.
In Chapter 5, we consider operators that have a scaling dimension of the order of the gauge
parameter N . The threepoint function of giant gravitons is computed both in the gauge theory
and in the string theory. We employ Schur Polynomials to carry out the computation on the gauge
theory side [7], and we consider the variation of the D3-brane action on the gravity side, following
[8], [9] and [10]. Here again, we find that there are divergences in the computation of correlators
using holography. An apparent mismatch between results from the gravity side and the gauge
theory side was reported, but this subtlety can be traced back to the divergence that arises as a
consequence of the fact that we are considering extremal correlators. We have not managed to
develop an argument that employs a Ward identity in this case. However, the mismatch can be
resolved by the regularization introduced by Lin [11]. This regularization procedure is motivated
by showing it gives the gauge theory result. It is desirable to have a better understanding of
the divergences and how they arise, since this may allow one to choose the correct regularization
without comparing to the gauge theory.
In Chapter 6, we consider the three-point function of Kaluza-Klein gravitons, of the 10-dimensional
supergravity. These states are dual to chiral primary operators in the field theory [12], [13]. We
perform a dimensional reduction of the 10-dimensional theory using harmonic expansions. Extremal
and non-extremal correlators are then computed. The computation of the extremal three-point
function is carried out using two different methods. First, we perform the analytic continuation
from the non-extremal correlator [12]. The result obtained from analytic continuation agrees with
the field theory result, but again, we can not justify why this is the correct prescription. Second,
we regulate the divergences with a spacetime cutoff [12]. The result that is obtained depends
on the details of the regulator. These results demonstrate that the divergence that appears in
the computation of extremal correlators is a general feature of the theory. The discussion of the
associated divergences deserves a general explanation.
In Chapter 7, we explore the idea that the divergences that appear in extremal correlators are
related to collinear divergences. This proposal is motivated by the connection between R-charge of
operators in gauge theory and the angular momentum of the dual particle states in string theory.
This connection is potentially very useful since, as we explain, the cancellation of IR- and collinear-
divergences is known to be achieved by summing over degenerate states. The same idea may be
useful for understanding the divergences in extremal correlators. We conclude this work in Chapter
8.
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Appendices A and B show how to derive the Ward identity used in Chapter 4 and discuss the
integrals of spherical harmonics considered in Chapter 6.
2. Matrix Models in 0-dimension
We study the Anti-de Sitter/Conformal Field Theory (AdS/CFT) duality, which claims that N = 4
super Yang-Mills (SYM) theory is equivalent to string theory on the AdS5 × S5 background in
negatively curved spacetime [2], [3], [5]. With this motivation we start by studying matrix models
in zero dimensions, which provide a nice toy model for N = 4 super Yang-Mills. In fact, many
aspects that need to be realized in N = 4 SYM theory can be formulated as questions in a zero
dimensional matrix model. In this chapter we explain how to construct the correlation functions
of gauge invariant operators and construct the large N limit of a matrix model [14] ,[15]. This is
the key object to develop our understanding for what string theory is.
We start by discussing the path integral formalism to compute correlation functions. Then we
reproduce these correlators using the Schwinger-Dyson equations to make the discussion more
concrete. Next we develop the techniques which allow us to introduce Feynman diagrams to simplify
the computations of correlators. These diagrams are called ribbon graphs and naturally link the
matrix model with a topological structure. We will simply state the rules of these diagrams and
then demonstrate their use. Further we introduce large N factorization and the ’t Hooft expansion
as a classical limit [16]. Finally we conclude our discussion in this chapter with a summary of our
interpretation for the string theory matrix/model relation.
2.1 Correlation Functions
Correlation functions of fields are the natural objects to study in the path integral formulation.
They are extremely important because they contain all the physical information about the dynamics
of the system and have a simple expansion in terms of Feynman diagrams in the free theory.
To compute the correlation function it is useful to introduce the generating functional which takes
the following form for a free scalar field
Z =
∫
[dφ] eiS+
∫
d4xJ(x)φ(x). (2.1.1)
The functional derivative, δδJ(y)J(x), can be defined as follows
δ
δJ(y)
J(x) = δ(x− y) or δ
δJ(y)
∫
d4xJ(x)φ(x) = φ(y). (2.1.2)
This implies
δ
δJ(y)
Z =
∫
[dφ]eiS+
∫
d4xJ(x)φ(x)φ(y). (2.1.3)
Then the correlation function is simply defined as follows
〈0|T (φ(x1) . . . φ(xn)) |0〉 = ∫ [dφ] eiSφ(x1) . . . φ(xn) (2.1.4)
=
δ
δJ(x1)
. . .
δ
δJ(xn)
Z[J ]
∣∣
J=0
. (2.1.5)
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Our goal in this section is to motivate a connection between Yang-Mills theory and string theory.
We will choose the simplest setting in which this argument can be made: matrix models in zero
dimension. To do this we will modify our discussion in three important ways:
i. Move to Euclidean space which replaces iS → −S. With this modification (2.1.1) becomes
Z =
∫
[dφ]e−S+
∫
d4xJ(x)φ(x). (2.1.6)
ii. Consider a matrix valued field. In this case we modify [dφ] → [dM ] where M is an N × N
hermitian matrix so that Mij = M
∗
ji i, j = 1, . . . , N . We mean by the measure [dM ] that the
integral is over all possible hermitian matrices. Thus, we need to integrate over all possible
diagonal elements mii, giving N real integrals. We also need to integrate over the real parts
mrij√
2
and the imaginary parts
miij√
2
of the matrix elements above the diagonal, giving 12N(N−1)
integrals for each. In total, this is N2 real integrals. So, we have
[dM ] =
N∏
i
dmii
N∏
i<j
dmrijdm
i
ij and Tr(M
2) =
∑
i
M2ii +
∑
i<j
(
(M rij)
2 + (M iij)
2
)
.
(2.1.7)
iii. Move to 0-dimension so that the universe has a single event (a point in spacetime), implying
that φ takes a single value. In this situation the path integral over a field becomes a usual
integral.
With these three modifications, the generating functional for a free theory is given by the integral
Z[J ] =
∫
[dM ] e−
ω
2
Tr(M2)+Tr(JM). (2.1.8)
By using this generating function and the functional derivative
dZ[J ]
dJij
=
∫
[dM ] e−
ω
2
Tr(M2)+Tr(JM)Mji, (2.1.9)
the correlation function in our particular case takes the following form
〈MijMkl . . .Mxy〉 =
∫
[dM ] e−
ω
2
Tr(M2)MijMkl...Mxy (2.1.10)
=
d
dJji
d
dJlk
. . .
d
dJyx
Z[J ]
∣∣∣
J=0
. (2.1.11)
To fix the normalization of the measure, we set
Z[J ]
∣∣
J=0
=
∫
[dM ] e−
ω
2
Tr(M2) = 〈1〉 = 1. (2.1.12)
We need to evaluate the generating function Z[J ] to compute correlators. Correlators are then
obtained by taking derivatives of Z[J ] and setting J = 0. We complete the square to do this
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integral
ω
2
Tr
(
M2
)− Tr (JM) = ω
2
Tr
(
M2 − 2
ω
JM
)
=
ω
2
Tr
(
M2 − JM
ω
− JM
ω
)
=
ω
2
Tr
(
M2 − JM
ω
− JM
ω
+
J2
ω
− J
2
ω
)
=
ω
2
Tr
([
M − J
ω
]2)
− 1
2ω
Tr
(
J2
)
.
The integral takes the simpler form
Z[J ] =
∫
[dM ] e
−ω
2
Tr
(
[M− Jω ]
2
)
+ 1
2ω
Tr(J2)
.
We introduce a new integration variable M ′ = M − Jω , where J is a fixed constant matrix and ω is
a number. Therefore [dM ] = [dM ′], and
Z[J ] = e
1
2ω
Tr(J2)
∫ [
dM ′
]
e−
ω
2
Tr(M ′2)
=⇒ Z[J ] = e 12ωTr(J2) . (2.1.13)
To compute correlators using the generating function it is useful to bear in mind following the
properties of derivatives
d
dJij
eTr(JM) =
[
d
dJij
Tr (JM)
]
eTr(JM)
= Mjie
Tr(JM), (2.1.14)
and
d
dJij
Tr
(
J2
)
= 2Jji . (2.1.15)
2.2 Computation of Correlators using the Generating Function
i. 〈MijMkl〉:
〈MijMkl〉 = d
dJji
d
dJlk
Z[J ]
∣∣∣
J=0
=
d
dJji
d
dJlk
e
1
2ω
Tr(J2)
∣∣∣
J=0
=
d
dJji
(
1
ω
Jkle
1
2ω
Tr(J2)
) ∣∣∣
J=0
=
1
ω
(
δilδjk +
1
ω
JklJij
)
e
1
2ω
Tr(J2)
∣∣∣
J=0
=
1
ω
δilδjk .
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ii. 〈MijMklMmn〉:
〈MijMklMmn〉 = d
dJji
d
dJlk
d
dJnm
e
1
2ω
Tr(J2)
∣∣∣
J=0
.
We use the result of the differentiations in the previous example to obtain
=
1
ω
d
dJnm
[(
δilδjk +
1
ω
JklJij
)
e
1
2ω
Tr(J2)
] ∣∣∣
J=0
=
1
ω2
(
δilδjkJmn + δnkδmlJij + Jklδniδmj +
1
ω
JmnJklJij
)
e
1
2ω
Tr(J2)
∣∣∣
J=0
.
When J = 0, all the terms vanish, so we have
〈MijMklMmn〉 = 0 . (2.2.1)
iii. 〈MijMklMmnMpq〉:
By using the same procedure and the results of the previous calculations we find
〈MijMklMmnMpq〉 = 1
ω2
d
dJqp
[(
δilδjkJmn + δnkδmlJij + Jklδniδmj +
1
ω
JmnJklJij
)
e
1
2ω
Tr(J2)
] ∣∣
J=0
=
1
ω2
(
δqmδpnδilδjk + δqiδpjδnkδml + δqkδplδniδmj
)
. (2.2.2)
The basic gauge invariant observables of the zero dimensional model are given as traces of products
of M . We will compute three examples of gauge invariant observables
〈
Tr
(
M2
)〉
,
〈
Tr (M)2
〉
and〈
Tr
(
M4
)〉
using the results found above. We have
i.
〈
Tr (M)2
〉
:
〈
Tr (M)2
〉
= 〈MiiMjj〉 = 1
ω
δijδij
=
1
ω
δjj
=
1
ω
N . (2.2.3)
ii.
〈
Tr
(
M2
)〉
: 〈
Tr
(
M2
)〉
= 〈MijMji〉
=
1
ω
δiiδjj
=
1
ω
N2 . (2.2.4)
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iii.
〈
Tr
(
M4
)〉
: 〈
Tr
(
M4
)〉
=
1
ω2
(
δilδjjδilδkk + δkjδllδiiδkj + δijδklδkiδlj
)
=
1
ω2
(
δilδilN
2 + δkjδkjN
2 + δijδklδkiδlj
)
=
1
ω2
(
N3 +N3 + δklδkjδlj
)
=
1
ω2
(
2N3 + δljδlj
)
=
1
ω2
(
2N3 +N
)
. (2.2.5)
In these calculations the factors of N come from performing the sum δii =
∑N
i=1 = N . We also
notice that the answer for the correlator is just a polynomial in N .
2.3 Computation of Correlators using Schwinger-Dyson Equations
The Schwinger-Dyson equation is determined from the statement that the path integral measure
[dM ] is invariant under the deformation M ′ij →Mij + δMij . Consider the correlator
〈O〉 =
∫
[dM ] e−
ω
2
Tr(M2)O =
∫
[dM ]F (M), (2.3.1)
where O is an arbitrary observable and
F (M) = e−
ω
2
Tr(M2)O. (2.3.2)
Now, let us change variables to M ′ij = Mij + δMij . The measure is unchanged under this transfor-
mation, so that [dM ] = [dM ′]. Therefore
〈O〉 =
∫ [
dM ′
]
F (M ′ − δM) . (2.3.3)
If we take δM to be very small we only need the first order in δM when we expand F (M ′ − δM)
as a Taylor series. In this way we find
〈O〉 =
∫ [
dM ′
] [
F (M ′)− δMij ∂F (M
′)
∂M ′ij
]
=
∫ [
dM ′
]
F (M ′)− δMij
∫ [
dM ′
] ∂F (M ′)
∂M ′ij
= 〈O〉 − δMij
∫ [
dM ′
] ∂F (M ′)
∂M ′ij
=⇒ 0 =
∫ [
dM ′
] ∂F (M ′)
∂M ′ij
. (2.3.4)
The expression in (2.3.4) is the Schwinger-Dyson equation.
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We will work out a few Schwinger-Dyson equations which will be useful for computing correlators.
From
0 =
∫
[dM ]
∂
∂Mij
[
Mije
−ω
2
Tr(M2)
]
=
∫
[dM ]
[
∂Mij
∂Mij
− ω
2
∂
∂Mij
Tr
(
M2
)]
e−
ω
2
Tr(M2)
=
∫
[dM ]
[
N2 − ωTr (M2)] e−ω2 Tr(M2) , (2.3.5)
we find that
〈
Tr
(
M2
)〉
= 1ωN
2 in agreement with what we found in (2.2.4). We give examples of
more correlators to cement the logic of this method
• 〈Tr (M4)〉
0 =
∫
[dM ]
∂
∂Mij
[
(M3)ije
−ω
2
Tr(M2)
]
=
∫
[dM ]
[
2NTr
(
M2
)
+ Tr (M)2 − ωTr (M4)] e−ω2 Tr(M2)
=⇒ 〈Tr (M4)〉 = 1
ω
[
2N
〈
Tr
(
M2
)〉
+
〈
Tr (M)2
〉]
=
1
ω2
[2N3 +N ] . (2.3.6)
• 〈Tr (M2)Tr (M2)〉
0 =
∫
[dM ]
∂
∂Mij
[
Tr
(
M2
)
Mije
−ω
2
Tr(M2)
]
=
∫
[dM ]
[
Tr
(
M2
)
(−ωMijMji + δiiδjj) + 2MijMji
]
e−
ω
2
Tr(M2)
=
∫
[dM ]
[−ωTr (M2)Tr (M2)+N2Tr (M2)+ 2Tr (M2)] e−ω2 Tr(M2)
=⇒ 〈Tr (M2)Tr (M2)〉 = 1
ω
[
N2
〈
Tr
(
M2
)〉
+ 2
〈
Tr
(
M2
)〉]
=
1
ω2
[N4 + 2N2] . (2.3.7)
• 〈Tr (M2)Tr (M4)〉
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0 =
∫
[dM ]
∂
∂Mij
[
Tr
(
M4
)
Mije
−ω
2
Tr(M2)
]
=
∫
[dM ]
[
Tr
(
M4
)
(−ωMijMji + δiiδjj) + 4Tr
(
M4
)]
e−
ω
2
Tr(M2)
=
∫
[dM ]
[−ωTr (M4)Tr (M2)+N2Tr (M4)+ 4Tr (M4)] e−ω2 Tr(M2)
=⇒ 〈Tr (M2)Tr (M4)〉 = 1
ω
[
N2
〈
Tr
(
M4
)〉
+ 4
〈
Tr
(
M4
)〉]
=
1
ω3
[2N5 + 9N3 + 4N ] . (2.3.8)
• 〈Tr (M6)〉
0 =
∫
[dM ]
∂
∂Mij
[
(M5)ije
−ω
2
Tr(M2)
]
=
∫
[dM ]
[
2NTr
(
M4
)
+ Tr
(
M2
)2
+ 2Tr (M) Tr
(
M3
)− ωTr (M6)] e−ω2 Tr(M2)
=⇒ 〈Tr (M6)〉 = 1
ω
[
2N
〈
Tr
(
M4
)〉
+
〈
Tr
(
M2
)2〉
+ 2
〈
Tr (M) Tr
(
M3
)〉]
. (2.3.9)
We need to compute
〈
Tr (M) Tr
(
M3
)〉
0 =
∫
[dM ]
∂
∂Mii
[
Tr
(
M3
)
e−
ω
2
Tr(M2)
]
=
∫
[dM ]
[−ωTr (M3)Mii + 3Tr (M2)] e−ω2 Tr(M2)
=
∫
[dM ]
[−ωTr (M3)Tr (M) + 3Tr (M2)] e−ω2 Tr(M2) .
=⇒ 〈Tr (M3)Tr (M)〉 = 1
ω
〈
3Tr
(
M2
)〉
=
3
ω2
N2 , (2.3.10)
=⇒ 〈Tr (M6)〉 = 1
ω3
[5N4 + 10N2] , (2.3.11)
which are the correct results.
2.4 Computation of Correlators using Ribbon Graphs
Ribbon graphs are Feynman diagrams that are used to simplify the computation of the correlators
in matrix models. To draw the ribbon graphs that must summed to reproduce a given correlator,
we use the following rules
• Each matrix element Mij becomes a pair of dots, one labeled with i and one labeled with j.
• Place the labeled pairs of dots on a line and join pairs of pairs of dots with a pair of lines
(ribbon), without crossing the line on which pairs live.
• Each ribbon edge becomes a Kronecker delta with indices given by the line’s endpoint labels
and each ribbon becomes 1ω .
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As an example lets repeat the computation of 〈MijMklMmnMpq〉 using the ribbon graph method.
All possible ribbon graphs for this correlator are shown in the Figure (2.1). Summing the diagrams
we find
〈MijMklMmnMpq〉 = 1
ω2
(
δilδjkδmqδnp + δqiδpjδnkδml + δniδmjδqkδpl
)
. (2.4.1)
This is exactly in agreement with what we found in (2.2.2).
Figure 2.1: There are three ribbbon graphs contributing to (2.4.1).
For gauge invariant observables which are given by traces of products of M , the answer for the
correlators are just polynomials in N . In this case we do not need to record matrix indices, so we
can streamline our ribbon graph notation. In the new streamlined notation, we link dots that are
labeled by the same index with a solid line. Repeated indices are summed, they don’t take a value.
In this situation, a closed solid loop translates into a sum over an index giving a factor of N and
each ribbon gives a factor of 1ω .
Lets reproduce the values for
〈
Tr
(
M2
)〉
,
〈
Tr (M)2
〉
and
〈
Tr
(
M4
)〉
using the new streamlined
ribbon graph notation. The results and the ribbon graphs of this computation of correlators are
shown in the Figure (2.2).
N3N
3
N
N N2
〈
Tr(M)2
〉
= Nω .
〈
Tr(M2)
〉
= N
2
ω .
+ +
〈
Tr(M4)
〉
= 1
ω2
(2N2 +N)
N N2
〈
Tr(M)2
〉
= Nω .
〈
Tr(M2)
〉
= N
2
ω
+ +
〈
Tr(M4)
〉
= 1
ω2
(2N2 +N).
N3N N3
Figure 2.2: The new streamlined ribbon graph notation contributing to
〈
Tr(M)2
〉
,
〈
Tr(M2)
〉
and〈
Tr(M4)
〉
.
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N4
N2
N4
N2
N2
N4
N2
N2
N2
N4
N2
N3
N4
N2
N2
〈
Tr(M6)
〉
= 1
ω3
(5N4 + 10N2).
Figure 2.3: The new streamlined ribbon graph notation contributing to
〈
Tr(M6)
〉
2.4.1 The Interacting Theory. Our discussion so far has been for the theory with a quadratic
action 12Tr
(
M2
)
. To obtain an interacting model we can add a term quartic in M . The interacting
theory is defined by
Z[J ] =
∫
[dM ]e−
ω
2
Tr(M2)−gTr(M4)+Tr(JM) (2.4.2)
. When g = 0 (the free theory), we have Z(J = 0) = 1 and when g 6= 0, Z(J = 0) 6= 1. To compute
the generating function (2.4.2), we can do a perturbative expansion in the parameter g. We obtain
Z[J ] =
∫
[dM ]
∞∑
n=0
1
n!
(−gTr (M4))ne−ω2 Tr(M2)+Tr(JM)
=
∞∑
n=0
(−g)n
n!
∫
[dM ](Tr
(
M4
)
)ne−
ω
2
Tr(M2)+Tr(JM)
=
∞∑
n=0
(−g)n
n!
∫
[dM ]
(
d
dJab
d
dJbc
d
dJcd
d
dJda
)n
e−
ω
2
Tr(M2)+Tr(JM) . (2.4.3)
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To evaluate (2.4.3) we need to complete the square and change variables to do the Gaussian integral
Z[J ] =
∞∑
n=0
(−g)n
n!
(
d
dJab
d
dJbc
d
dJcd
d
dJda
)n
e
1
2ω
Tr(J2)
∫
[dM ′]e−
ω
2
Tr(M ′2)
=
∞∑
n=0
(−g)n
n!
(
d
dJab
d
dJbc
d
dJcd
d
dJda
)n
e
1
2ω
Tr(J2). (2.4.4)
We compute Z(J = 0) to order O(g) using the computation of
〈
Tr
(
M4
)〉
described above.
Z(J = 0) =
∞∑
n=0
(−g)n
n!
〈
(Tr
(
M4
)
)n
〉
=
1
ω2
[
1− g(2N3 +N)]+ g2
2ω4
[4N6 + 40N4 + 61N2] +O(g3) . (2.4.5)
In the free theory, we normalized the generating function of correlators so that Z(J = 0) = 1. We
have deserted this convention in the study of the interacting model and indeed, as (2.4.5) shows,
Z(J = 0) 6= 1. We find it convenient to change our normalization conventions, so that our new
generating function Z˜(J), obeys Z˜(J = 0) = 1. This is achieved by setting
Z˜[J ] =
Z[J ]
Z(J = 0)
. (2.4.6)
We will refer to Z˜[J ] as the normalized generating function. Now we compute the correlator〈
Tr
(
M2
)〉
to O(g) using Z(J)〈
Tr
(
M2
)〉
=
d
dJji
d
dJlk
Z[J ]
∣∣
J=0
=
d
dJji
d
dJlk
[(
1− g d
dJab
d
dJbc
d
dJcd
d
dJda
)
e
1
2ω
Tr(J2)
]
J=0
=
[
1− g
(
2N3
ω2
+
N
ω2
)]
N2
ω
− g8N
3
ω3
− g4N
ω2
(2.4.7)
Now, using the normalized generating function, we find〈
Tr
(
M2
)〉
normalized
=
1
Z(J = 0)
([
1− g
(
2N3
ω2
+
N
ω2
)]
N2
ω
− g8N
3
ω3
− g4N
ω2
)
=
N2
ω
− g8N
3
ω3
− g4N
ω2
(2.4.8)
To check these answers we need to extend our ribbon graph rules.
2.4.2 The New Ribbon Graphs Rules.
• Each matrix element Mij becomes a pair of dots. Indices that are summed are connected by
a line.
• To compute the order gn contribution to the correlator, include n vertices that allow four
ribbons to meet at a point, as shown in the Figure below.
• Join pairs of dots, as well as the open ends of the vertices, with ribbon’s without twisting the
ribbon. Each ribbon contributes a facter of 1ω .
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Figure 2.4: Ribbon vertex: four ribbons meet in loop.
• Each diagram becomes a power of N , with the power equal to the number of closed lines in
the graph.
Lets use the above ribbon graph rules to repeat the computation of
〈
Tr
(
M2
)〉
. The ribbon graphs
are shown in Figure (2.5).
4(−g)N
ω3
4(−g)N3
ω3
4(−g)N3
ω3
+
+
+ +
−gN5
ω3
−gN5
ω3
−gN3
ω3
N2
ω +
g0
g1
+
Figure 2.5: The new ribbon graphs contributing to
〈
Tr
(
M2
)〉
.
To obtain the normalized correlator, you must drop all terms that have a vacuum graph component,
that is, which are not connected to any pair of dots representing matrix elements. We have
〈
Tr
(
M2
)〉
normalized
=
N2
ω
− g8N
3
ω3
− g4N
ω2
. (2.4.9)
This example shows that the ribbon graph language is useful.
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2.5 Factorization and the Large N Limit as a Classical Limit
In the free theory, we have done the computation of several correlators, including〈
Tr
(
M2
)〉
=
1
ω
N2 ,〈
Tr
(
M4
)〉
=
1
ω2
[2N3 +N ] ,〈
Tr
(
M2
)
Tr
(
M2
)〉
=
1
ω2
[N4 + 2N2] ,〈
Tr
(
M2
)
Tr
(
M4
)〉
=
1
ω3
[2N5 + 9N3 + 4N ] ,〈
Tr
(
M4
)
Tr
(
M4
)〉
=
1
ω3
[4N6 + 40N4 + 61N2] .
Using these results we will now point out a very important property of these correlators. Consider
the N −→∞ limit. It is simple to verify that, after ignoring the sub-leading terms, we find〈
Tr
(
M4
)〉
=
2N3
ω2
,〈
Tr
(
M2
)
Tr
(
M2
)〉
=
N4
ω2
=
〈
Tr
(
M2
)〉 〈
Tr
(
M2
)〉
,〈
Tr
(
M2
)
Tr
(
M4
)〉
=
2N5
ω3
=
〈
Tr
(
M2
)〉 〈
Tr
(
M4
)〉
,〈
Tr
(
M4
)
Tr
(
M4
)〉
=
4N6
ω4
=
〈
Tr
(
M4
)〉 〈
Tr
(
M4
)〉
.
It is a general result that, at large N , we have
〈
∏
i
Tr (Mni)〉 =
∏
i
〈Tr (Mni)〉 . (2.5.1)
This says that the expectation value of the product is the product of expectation values. This
property, called factorization, is valid for the large N limit of any matrix model. This is the
important property of these correlators that we wanted to point out. We will now develop a
physical interpretion of factorization.
Consider a system which can be in a number of states labeled by i. The probability for the system
to be in state i is µi, such that ∑
i
µi = 1 µi ≥ 0 ∀i.
Our theory will have a set of observables OI . The value of OI in state i is denoted OI(i). The
expectation value of OI is given by
〈OI〉 =
∑
i
µiOI(i).
In terms of this language, factorization says
〈O1O2 . . .On〉 =
∑
i
µiO1(i)O2(i) . . .On(i)
= 〈O1〉 〈O2〉 . . . 〈On〉
=
∑
i1
µi1O1(i1)
∑
i2
µi2O2(i2) · · ·
∑
in
µinOn(in)
Section 2.6. The ’t Hooft Limit Page 16
This implies
µi =
{
1 for i = i∗
0 for i 6= i∗
Thus factorization is an indication that, in the large N limit, only a single configuration, which we
call the classical configuration contributes to the path integral.
The AdS/CFT correspondence is a concrete realization of this idea. The correspondence tells us
exactly what the classical configuration that determines the large N correlation functions is. The
large N limit of N = 4SYM theory is given by the classical limit of IIB string theory on AdS5×S5.
~ of the string theory is set by 1
N2
of the matrix model.
2.6 The ’t Hooft Limit
We have seen that the correlators of the free field theory exhibit factorization In this section we
would like to consider the correlators of the interacting theory, to see if factorization survives when
interactions are turned on.
If we look at (2.4.5), with each increasing power of g we have an increasing power of N . The
expansion looks doomed. We can rescue the perturbative expansion if we consider the double
scaling limit in which we scale N and g as follows
N −→∞ g −→ 0 λ = gN = fixed (2.6.1)
λ, called the ’t Hooft coupling, can be fixed to be small, so that we can do a perturbative expansion
in λ. The general form of the expansion, for any observable O is
〈O〉 =
∞∑
n=0
fn(λ)N
2−2n. (2.6.2)
We get a contribution at every order in perturbation theory, i.e. the term of order N2 is a non
trivial function of λ. There is also a term of order N0 and terms of order N−2n with n = 1, 2, 3, . . . .
Ribbon diagrams have been an extremely useful tool with which we can compute correlators. The
true power of ribbon graphs however, only becomes evident when we understand how they determine
the N dependence we see in correlators. To determine the N dependence of each ribbon diagram,
it proves useful to rescale our field variable. Instead of M , we will work with the field M =
√
NM ′.
The generating function of correlators is.
Z[J ] =
∫
[dM ′]e−N(
ω
2
Tr(M ′2)+λTr(M ′4))+Tr(J ′M ′) . (2.6.3)
For any given Feynman diagram, the ribbon rules that follow from this generating function have
a factor of Nλ for each vertex, a factor of N−1 for each ribbon and a factor of N for each closed
loop. We denote the numbers of ribbons, vertices and the number of closed loops by E, V and F
respectively. A given Feynman diagram will contribute
NV−E+FλV .
We will now give the quantity χ = V − E + F (called the Euler characteristic) a topological
interpretation. In this way we will see that the ribbon graphs can be viewed as a triangulation of
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a surface. Each closed loop can be viewed as the boundary of a piece of rubber. These pieces are
then glued together to form the surface. For an example, see Figure (2.6).
Figure 2.6: The ribbon graph that is a triangulation of the sphere.
The pieces of rubber are the gray shaded regions in this Figure. The outer sheet may be considered
an infinite sheet, so that gluing the pieces we have above produces the infinite plane. The ribbon
graph therefore performs a triangulation of a two dimensional surface. For anther example see
Figure (2.7).
Figure 2.7: Ribbon graph together with the surface it triangulates.
The number of closed loops in the ribbon graph is the number of faces in the triangulation. The
number of ribbons in the ribbon graph is the number of edges in the triangulation that the sheets
of rubber are joined on. The number of vertices in the ribbon graph is the number of vertices in
the triangulation.
Every two dimensional oriented surface is topologically equivalent to a sphere with some number of
holes cut out of it or some number of handles stuck onto it. For example, a torus is a sphere with
one handle and a cylinder is a sphere with two holes. The Euler characteristic of the surface is
χ = 2− 2H −B , (2.6.4)
where H is the number of handles glued onto the sphere and B is the number of boundaries (the
holes cut out of the sphere). The quantity F−E+V is a topological invariant, that is, it is invariant
under smooth deformations of the two dimensional surface that the ribbon graph triangulates. To
prove that we consider first a deformation that shrinks an edge to nothing, as shown in Figure
(2.8a).
It is clear that the number of faces, edges and vertices (F,E, V ) before the shrink are related to
the number of faces, edges and vertices (F ′, E′, V ′) after the shrink by
F ′ − E′ + V ′ = F − (E − 1) + (V − 1) = F − E + V . (2.6.5)
Then consider a deformation given by shrinking a face to nothing, as shown in Figure (2.8b). From
this figure we see that under the operation of shrinking the face we have
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(a) Shrinking an edge to nothing. (b) Shrinking a face to nothing.
Figure 2.8: Smooth deformation in the triangulation.
F ′ − E′ + V ′ = (F − 1)− (E − 4) + (V − 3) = F − E + V . (2.6.6)
In general assume there are m edges bounding a face. We will lose all the edges bounding the face
when we shrink the face to nothing, so that E′ = E − m and V ′ = V − m + 1 (the m vertices
between edges get grouped into one vertex). Thus,
F ′ − E′ + V ′ = (F − 1)− (E −m) + (V −m+ 1) = F − E + V . (2.6.7)
From (2.6.5) and (2.6.7) it is easy to see that χ is invariant under shrinking an edge or shrinking
a face to nothing. This would imply that χ is also invariant under growing an edge or growing a
face out of nothing.
Now we introduce the ribbon diagrams which always come with a power of Nχ. In Figure (2.8), the
sphere triangulated by the ribbon graph which has three closed loops (F = 3), one vertex (V = 1;
the vertex is the point where 4 ribbons meet) and two edges E = 2. The sphere has no handles and
no holes in it so that χ = 2. Planar diagrams for the sphere come with N dependence Nχ = N2
If we cut a hole in the surface, we remove a face. Under this operation, F is decreased by 1 and
E, V are changed by the same amount. This implies that each time we add a handle, we lose 2,
because we cut two holes and glue the resulting boundaries. For the torus for example
χtorus = χsphere − 2 = 0,
so that the diagrams that triangulate a torus multiply N0 .
To summarize our discussion, we have developed ribbon graphs as a method to compute correlators
in matrix models. We have seen that these ribbon graphs triangulate a two dimensional surface
and further, that the topology of the underlying two dimensional surface determines the power of
N of the ribbon graph. The fact that summing ribbon graphs clearly has something to do with
summing over surfaces suggests that perhaps this matrix model is equivalent to a string theory.
Further, the large N limit of the matrix model is related to the classical limit of the string theory.
3. Group Representation Theory
In the previous chapter we have reviewed matrix models and ribbon graphs. They provide useful
techniques for studying correlation functions of operators built using order 1 fields. In the limit
that N −→ ∞ the theory simplifies, because only planar diagrams need to be summed. Now
however, we want to study correlators of operators built from order N fields. In this case the
ribbon graph techniques are no longer useful because we need to sum much more than just the
planar diagrams. Therefore, in this chapter we will explain that group representation theory can
be employed to study this class of correlation functions. We review the relevant aspects of group
representation theory that we will need in this study. These include the group representation
theory of the symmetric group and the unitary group. We also review techniques include Schur
polynomials and the restricted Schur polynomials that are labeled by irreducible representation
of the symmetric group. We will see in later chapters that the language of group representation
theory provides a very useful way to study giant gravitons.
3.1 Group Definition and Axioms
A group is a set G, together with a map “·” (called the group composition law) that combines any
two elements to form another element, such that the following axioms are satisfied [17], [18]
• The group composition law is closed (i.e. g1 · g2 ∈ G ∀g1, g2 ∈ G).
• The group composition law is associative, (g1 · g2) · g3 = g1 · (g2 · g3) ∀g1, g2, g3 ∈ G.
• There is an identity element e ∈ G which obeys, e · g1 = g1 · e = g1 ∀g1 ∈ G.
• For every g ∈ G there exists an inverse element of g denoted g−1 ∈ G, such that g · g−1 =
g−1 · g = e.
The number of elements in the set G is called the order of the group and is usually denoted |G|. If
the order of a group is finite, we say we have a finite group.
3.2 Permutations
A permutation rearranges the members of a set. The number of permutations of n distinct objects is
n!. The set of permutations of n objects together with the composition law obtained by performing
two given rearrangements in succession, is a group known as the symmetric group Sn. We can
think of permutations of a set S = {1, 2, · · ·n} as the bijections from S to itself. In this case,
permutations are functions and so, can be composed with each other. We need some notation to
denote the permutations which are elemenst of the group Sn. Consider S4. One way of writing a
permutation σ is
σ =
[
1 2 3 4
3 1 2 4
]
. (3.2.1)
As a function σ(1) = 3, σ(2) = 1, σ(3) = 2, σ(4) = 4.
A much better notation is given by the so called cycle notation. It expresses the permutation as
a product of cycles which are the orbits of the permutation. For the example given in equation
19
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(3.2.1) we have σ = (132)(4). This permutation is composed of 2 orbits, each called a cycle. An
orbit of length k is called a k−cycle. The 1-cycles are fixed points of the permutation. To simplify
cycle notation, we do not write the 1-cycles explicitly.
The product of two permutations is given by using the first row of the first permutation and the
second row of the “aligned” second permutation. For example
σ1 =
[
1 2 3 4 5 6
2 4 1 3 5 6
]
, σ2 =
[
1 2 3 4 5 6
5 4 3 2 1 6
]
,
so that
σ1σ2 =
[
1 2 3 4 5 6
4 2 5 3 1 6
]
. (3.2.2)
In cycle notation σ1 = (1243), σ2 = (15)(24) and σ1σ2 = (1435). This called the left action of a
group. In the right action, the product σ1σ2 can be obtained by applying the rightmost permutation
σ2 first. Therefore, using cycle notation and the right action of group we have σ1σ2 = (1523).
The inverse of a permutation σ(x) = y obeys σ−1(y) = x. In cycle notation, reverse the order of
the elements in each cycle. Thus, σ1 = (1243) and σ
−1 = (3421).
A permutation composed of 1-cycles and a single 2-cycle is called a transposition. If the 2-cycle is
of the form (i, i+ 1), the permutation is called an adjacent transposition. Every permutation can
be written as a product of transpositions. This rewriting is not unique. In fact, it is always possible
to write any permutation as a product of adjacent permutations. For example, in cycle notation
(123) = (12)(23) = (14)(42)(23)(14) = · · ·
3.3 Representations of the Symmetric Group
3.3.1 Matrix Representations. A matrix representation of a symmetric group is a map from
the elements of the symmetric group to some matrix algebra, such that this map preserves the
structure of the group. In general, we can write
Γ(·) : G −→ GL(n,R) or Γ(·) : G −→ GL(n,C)
where GL(n,R) is the general linear group of (n × n) real matrices and GL(n,C) is the general
linear group of (n× n) complex matrices. The map must respect the group composition law
Γ(g1)Γ(g2) = Γ(g1 · g2) ∀g1, g2 ∈ G . (3.3.1)
In this equation, the product on the right hand side is the group composition for permutations
while on the left hand side it is matrix multiplication. From (3.3.1) we can prove that the identity
element of the group maps into the identity matrix. Since e · e = e we know that
ΓR(e)ΓR(e) =ΓR(e)
=⇒ ΓR(e)ΓR(e)− ΓR(e) =ΓR(e)(ΓR(e)− 1) = 0 (3.3.2)
which since ΓR(e) is invertible, implies that ΓR(e) = 1. Note also that
ΓR(g)ΓR(g
−1) =ΓR(g · g−1) = ΓR(e) = 1 . (3.3.3)
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This implies that the matrix representing the element g−1 is the matrix inverse of the matrix
representing g
Γ(g−1) = Γ(g)−1 . (3.3.4)
If ΓR(g1) = ΓR(g2) =⇒ g1 = g2 (i.e. the map from the abstract group to the matrix group is
one-to-one), we say the representation is faithful.
3.3.2 Equivalent Representations. There are an infinite number of representations of any group
G. Given a representation, that is a set of matrices ΓR(g) obeying [19]
ΓR(g1)ΓR(g2) = ΓR(g1 · g2) ∀g1, g2 ∈ G , (3.3.5)
we can construct another representation
Γ˜R(g) = M
−1ΓR(g)M ∀g ∈ G , (3.3.6)
where M is any invertible matrix. Indeed, it is clear that
Γ˜R(g1)Γ˜R(g2) =M
−1ΓR(g1)MM−1ΓR(g2)M
=M−1ΓR(g1)ΓR(g2)M
=M−1ΓR(g1g2)M
=Γ˜R(g1g2) . (3.3.7)
When two representations ΓR(·) and Γ˜R(·) are related as in (3.3.6), we say the two representations
are equivalent. There are an infinite number of different invertible matrices M . This means there
are an infinite number of different representations equivalent to ΓR(·). We will only list the set of
inequivalent representations of the group. For (3.3.6) to hold, it is necessary that ΓR(·) and Γ˜R(·)
have the same eigenvalues. If |v〉 is an eigenvector of ΓR(g) with eigenvalue λ
ΓR(g)Γ |v〉 = λ |v〉 (3.3.8)
then
Γ˜R(g)(M |v〉) = M ΓR(g)M−1M |v〉 = M ΓR(g) |v〉 = λ(M |v〉) . (3.3.9)
Thus, the eigenvalues ΓR(g) and Γ˜R(g) are equal. Further, if ΓR(g) has eigenvector |v〉 then M |v〉
is an eigenvector of Γ˜R(g).
If ΓR(·) and Γ˜R(·) are large matrices, computing their eigenvalues is not easy. For a more efficient
but still sufficient condition, we consider traces of ΓR(·). It is a simple operation to compute the
trace of a matrix. Denote the d eigenvalues of ΓR(·) by λi i = 1, · · · d. We can write
Tr (ΓR(g)
n) =
d∑
i=1
λni . (3.3.10)
Thus, instead of computing the eigenvalues and requiring that they agree we can rather require
Tr
(
ΓR(g)
n
)
= Tr
(
Γ˜R(g)
n
)
n = 1, · · · , d (3.3.11)
Section 3.3. Representations of the Symmetric Group Page 22
using the fact that we have a representation of the group and so we may freely use as the group
composition law, we can write
ΓR(g1)ΓR(g2)ΓR(g3) · · · =ΓR(g1 · g2 · g3 · · · ) ,
Γ˜R(g1)Γ˜R(g2)Γ˜R(g3) · · · =Γ˜R(g1 · g2 · g3 · · · ) .
Since any product of matrices in the representation is another matrix in the representation
Tr (ΓR(g)) = Tr
(
Γ˜R(g)
)
∀g ∈ G , (3.3.12)
is a necessary and sufficient condition for two representations ΓR(·) and Γ˜R(·) to be equivalent.
The trace of the group element is denoted
χR(g) = Tr (ΓR(g)) , (3.3.13)
and is called the character of group element g in representationR. In conclusion, two representations
are equivalent if they have the same characters.
We now want to figure out when two group elements will have the same characters. If two group
elements are related as
g1 = g
−1g2 g, (3.3.14)
it follows that
ΓR(g1) = ΓR(g
−1g2g) = ΓR(g−1)ΓR(g2)ΓR(g) = ΓR(g)−1ΓR(g2)ΓR(g) . (3.3.15)
Then
χR(g1) =Tr (ΓR(g1))
=Tr
(
ΓR(g)
−1ΓR(g2)ΓR(g)
)
.
Using cyclicity of the trace we have
χR(g1) =Tr
(
ΓR(g2)ΓR(g)ΓR(g)
−1)
=Tr (ΓR(g2))
=χR(g2) . (3.3.16)
We say that two elements g1 and g2 obeying (3.3.16) are conjugate to each other. The relation
is written as g1 ∼ g2 g1, g2 ∈ G. It is simple to prove that the “conjugate to” is an equivalence
relation. Indeed
g1 = e
−1g1e (3.3.17)
with e the identity element of the group, so that conjugate to is reflexive. Since
g1 = g
−1g2g =⇒ g2 = (g−1)−1g1g−1 (3.3.18)
this shows that if g1 is conjugate to g2, g2 is conjugate to g1 so that conjugate to is symmetric.
Finally, if
g2 = g
−1g1g g3 = (g˜)−1g2g˜ (3.3.19)
then we have
g3 = (gg˜)
−1g1gg˜ (3.3.20)
so that conjugate to is transitive. This proves that conjugate to is an equivalence relation. We will
use “conjugate to” to partition the group into conjugacy classes. It is clear that all elements in a
given conjugacy class have the same character.
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3.3.3 Inequivalent Irreducible Representations. Above we found that, starting from a given
representation and making use of an invertible matrix M , we easily construct another representation
using (3.3.6). There is a second way that we can construct new representations out of old ones.
Consider two representations: a set of d× d matrices, {Γ(g)} and, {Γ˜(g)} a set of d˜× d˜ matrices.
Using the fact that {Γ(g)} and {Γ˜(g)} are representations, as well as the standard rules of matrix
multiplication, we can verify that (0a×b is a zero matrix with a rows and b columns).
Γ′(g) =
[
Γ(g) 0d×d˜
0d˜×d Γ˜(g)
]
= Γ˜(g)⊕ Γ(g) (3.3.21)
is another representation of the group.
We say that Γ′(g) is the direct sum of Γ(g) and Γ˜(g). This means the matrix representations of the
group elements are block diagonal. The Γ′(g) has at least two invariant subspaces (W1 and W2).
W1 is denoted to be the subspace of all vectors whose last d˜ components vanish while W2 is the
subspace of all vectors whose first d components vanish

∗
∗
∗
0
0
0

 d d˜
∈ W1

0
0
0
∗
∗
∗

 d d˜
∈ W2
Acting on a vector in W1 with any group element, we have
Γ′(g) |w1〉 =
[
Γ(g) 0d×d˜
0d˜×d Γ˜(g)
] [ |v〉
0d˜×1
]
=
[
Γ(g) |v〉
0d˜×1
]
∈W1 . (3.3.22)
A similar result holds for W2. We say that the representation Γ(g) is reducible. Any representa-
tion that is equivalent to a block diagonal representation has at least two invariant subspaces and
is called a reducible representation. An irreducible representation is one that has no non-trivial
invariant subspaces under the action of the group and hence is not equivalent to a block diagonal
representation. Any representation can be built up using only the inequivalent irreducible repre-
sentations. For any finite group there are a finite number of them, and the number of inequivalent
irreducible representations is equal to the number of conjugacy classes.
To describe the group representations of the symmetric group and give the matrices representing
group elements, we will introduce Young diagrams.
3.3.4 Young Diagrams. A Young diagram is a finite collection of n boxes arranged in left-justified
rows, such that each row has the same or shorter length than its predecessor. A complete set of
irreducible inequivalent representations of the symmetric group Sn are labeled by all possible Young
diagrams with n boxes [20]. For example, the complete set of Young diagrams for n = 4 is
(3.3.23)
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so that S4 has 5 inequivalent irreducible representations. Listing the number of boxes in each row
of Young diagram R gives a partition of n. We write “R is a partition of n” in symbols as R ` n.
The Young diagram contains the same information as that partition. The conjugate or transpose
partition of R, written as RT , can be obtained by listing the number of boxes in each column of a
Young diagram or reflecting R along its main diagonal.
We can obtain labels for the elements of a complete basis of V SnR by decorating the Young diagram
of a particular irreducible representation. This is called a Young-Yamanouchi symbol, which we
will denote with ket |Y Y 〉. To obtain a Young-Yamanouchi symbol, we fill boxes of the Young
diagram with the integers 1, 2, 3, ..., n. Each box gets a unique integer. The entries in each row
and each column are decreasing as we move to the right or bottom of the page. As an example,
the irreducible representation labeled by leads to three distinct Young-Yamanouchi symbols
4 2 1
3
4 3 1
2
4 3 2
1 . (3.3.24)
To determine the dimensions of a symmetric group irreducible representation labeled by the Young
diagram R, we need to use a formula that makes use of the notion of a hook length. The hook
length of a box x in Young diagram R is the number of boxes that are in the same row to the right
of x plus the number of boxes in the same column below x plus one (for x itself). To determine
the hook length we draw a line from below the bottom of R to x and then continue that line to the
right until you exit R. The hook length is equal to the number of boxes this line passes through.
This is illustrated in Figure (3.1).
Figure 3.1: The hook associated to the first box in the second row has a length of 5 as illustrated.
Here is an example of a Young diagram with the hook lengths filled in
5 3 1
3 1
1 . (3.3.25)
The dimension of an irreducible representation labeled by Young diagram R is n! divided by the
product of hook lengths. We will write this as
dR =
n!∏
x∈R hook(x)
=
n!
hooksR
(3.3.26)
where R ` n. The Young diagram in (3.3.25) labels an irreducible representation of S6 with
dimension
d =
6!
5 · 3 · 1 · 3 · 1 · 1 = 16 . (3.3.27)
Thus, there would be 16 valid Young-Yamanouchi symbols that you could draw.
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Now, we will give the matrices representing the elements of the symmetric group. It is enough to
give a matrix representation of the adjacent transpositions. Towards this end we need to introduce
the content of a box in a Young diagram. A box x in row i and column j of R has content j − i.
Here is an example of a Young diagram with the content filled in
0 1 2 3 4
-1 0 1
-2 . (3.3.28)
Given a Young-Yamanouchi symbol, each box in the Young diagram is labeled by a unique integer i
with 1 ≤ i ≤ n. The content of the box labeled i is ci . Let |R(i,i+1)〉 denote the Young-Yamanouchi
symbol that is obtained from |R〉 by swapping the labels of boxes i and i+ 1. We only ever swap
boxes whose labels differ by 1. For example,
|Γ〉 =
3 2
1 |Γ(12)〉 =
3 1
2 |Γ(23)〉 =
2 3
1 . (3.3.29)
Note that |Γ(23)〉 above is not a valid Young-Yamanouchi diagram. The matrix elements of the
adjacent transpositions are now specified by
Γ((i, i+ 1)) |R〉 = 1
ci − ci+1 |R〉+
√
1− 1
(ci − ci+1)2 |R(ci, ci+1)〉 . (3.3.30)
Any illegal Young-Yamanouchi symbols, (for example |R(23)〉), in the end, will be multiplied by
zero so we need not worry about this. Here is an example using this formula
Γ ((12))
∣∣∣∣ 3 21 〉 =− 12
∣∣∣∣ 3 21 〉+ √32
∣∣∣∣ 3 12 〉 (3.3.31)
Γ ((12))
∣∣∣∣ 3 12 〉 =12
∣∣∣∣ 3 12 〉+ √32
∣∣∣∣ 3 21 〉 . (3.3.32)
Choosing ∣∣∣∣ 3 21 〉 = [10
]
,
∣∣∣∣ 3 12 〉 = [01
]
(3.3.33)
we find the following matrix representation for the permutation (12)
Γ ((12)) =
[
−12
√
3
2√
3
2
1
2
]
. (3.3.34)
This result obeys [
−12
√
3
2√
3
2
1
2
][
−12
√
3
2√
3
2
1
2
]
=
[
1 0
0 1
]
, (3.3.35)
which is the statement (12)(12)=e. We have seen that, the symmetric group Sn is a group of finite
order n!. The states in the space of a representation R can be labelled by Young-Yamanouchi
symbols, which are constructed using the Young diagram R labelling the representation. Finally
the Young-Yamanouchi symbol have been a very useful tool with which to construct the matrices
of the representation.
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3.4 Representations of the Unitary Group
Consider the group GL(N,C), given by all complex N×N invertible matrices, with the group com-
position law given by matrix multiplication. The unitary group U(N) is a subgroup of GL(N,C).
The restriction of any irreducible representation of GL(N,C) to the subgroup U(N) is also irre-
ducible. Thus, the vector spaces carrying the irreducible representations of U(N) can be identified
with the vector spaces carrying the irreducible representations of GL(N,C).
The irreducible representations of the unitary group U(N) are labelled by Young diagrams with
number of rows ≤ N . The dimension of a U(N) representation also can be computed using Young
diagrams that label the irreducible representation. To write an explicit formula for the dimension
of a U(N) irreducible representation, we need to associate a number to each box in the Young
diagram called a factor, which is given by N plus the content of the box. Here is a Young diagram
with the factors filled in
.
The formula for the dimension of a U(N) irreducible representation is
DimR =
fR∏
x∈R hook(x)
, (3.4.1)
where fR denotes the product of the factors of Young diagram R. For example, consider the U(3)
representation described the Young diagram , we find
Dim =
N(N + 1)(N − 1)
3 · 1 · 1 =
N3 −N
3
= 8. (3.4.2)
States in the space of the U(N) representation R can be labelled by a Gelfand-Tsetlin pattern,
which is constructed out of the Young diagram R.
We will now describe how the Gelfand-Tsetlin patterns are constructed. Everything we will say
about GL(N,C) can be applied, without any change, to U(N). An inequivalent irreducible rep-
resentation for GL(N,C) (which is identified by the row lengths of a Young diagram R that has
number of rows ≤ N) is given by the sequence of N integers
m = (m1N ,m2N , · · · ,mNN ), (3.4.3)
satisfying miN ≥ mi+1,N , for 1 ≤ i ≤ N−1. The sequence (3.4.3) define the weight of the irreducible
representation. The restriction of this irreducible representation onto the subgroup GL(N − 1,C)
is reducible. It decomposes into a direct sum of irreducible representations with weights
m′ = (m1,N−1,m2,N−1, · · · ,mN−1,N−1), (3.4.4)
satisfying the the “betweenness” conditions: mkN ≥ mk,N−1 ≥ mk+1,N for 1 ≤ k ≤ N − 1. We can
repeat this procedure until we get to GL(1,C) which has one-dimensional spaces. The Gelfand-
Tsetlin labelling assembles this sequence of representations of the subgroups into a Gelfand-Tsetlin
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pattern. There is a unique pattern for each state in the basis of the space of the original irreducible
representation of GL(N−1,C) . The pattern can be written as a triangular arrangement of integers,
denoted by M , with the structure
M =

m1N m2N · · · mN−1,N mNN
m1,N−1 m2,N− · · · mN−1,N−1
· · · · · · · · ·
m12 m22
m11
 . (3.4.5)
The top row contains the weight that specifies the irreducible representation of the state and the
entries of the lower rows are subject to the betweenness condition. The total number of the Gelfand-
Tsetlin patterns give the dimension of the irreducible representation. Return to the example we
discussed above, which considered an U(3) representation, described the Young diagram . We
already found that this representation is 8 dimensional. Thus, there are 8 vectors in the state space
of this representation. The corresponding Gelfand-Tsetlin patterns are
2 1 02 1
2
 2 1 02 0
2
 2 1 02 0
1
 2 1 02 1
1
 ,
2 1 02 0
0
 2 1 01 1
1
 2 1 01 0
1
 2 1 02 1
1
 .
In this case the total number of these patterns is 8 which is exactly the dimension of the irreducible
representation [21].
Denote the N−dimensional space by VN . We are interested in taking the tensor product of n copies
of VN , denoted by V
⊗n
N . We can define both an action of Sn on V
⊗n
N and an action of U(N) on
V ⊗nN . Towards this end, introduce a basis for V
⊗n defined by
V (i1)⊗ V (i2)⊗ · · · ⊗ V (in) (3.4.6)
where V (i)i = 1, ·, N is a set of N vectors, providing a basis for VN . In terms of this basis, we
define the action of Sn on V
⊗n
N as follows
σ : V (i1)⊗ V (i2)⊗ · · · ⊗ V (in) −→ V (iσ(1))⊗ V (iσ(2))⊗ · · · ⊗ V (iσ(n)) (3.4.7)
and we define an action of U(N) on V ⊗nN as
U : V (i1)⊗ V (i2)⊗ · · · ⊗ V (in) −→ D(U)V (i1)⊗D(U)V (i2)⊗ · · · ⊗D(U)V (in) (3.4.8)
where D(U) is the N ×N matrix representing U ∈ U(N) in the fundamental representation. These
two actions commute
σU
(
V (i1)⊗ V (i2)⊗ · · · ⊗ V (in)
)
= σ
(
D(U)V (i1)⊗D(U)V (i2)⊗ · · · ⊗D(U)V (in)
)
= D(U)V (iσ(1))⊗D(U)V (iσ(2))⊗ · · · ⊗D(U)V (iσ(n))
= U
(
V (iσ(1))⊗ V (iσ(2))⊗ · · · ⊗ V (iσ(n))
)
= Uσ
(
V (i1)⊗ V (i2)⊗ · · · ⊗ V (in)
)
.
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Since these actions commute they can be simultaneously diagonalized. This is called Schur-Weyl
duality.
Our goal is to show the space V ⊗n reduces into subspaces labeled by Young diagrams, with each
subspace carrying both an irreducible representation of the symmetric group and an irreducible
representation of the unitary group, that correspond to the Young diagram labeling the subspace.
In this way, every state in the space can be labeled by a symmetric group label and unitary group
label. The symmetric group label is a Young-Yamanouchi symbol (Y Y ) and the unitary group
label is a Gelfand-Tsetlin pattern (GT ), so that the state takes the form
∣∣Y Y,GT〉. Therefore, the
total number of states in subspace labeled by Young diagram R is given by the total number of
Young-Yamanouchi symbols times the total number of Gelfand-Tsetlin patterns. Thus the total
number of states in the space is given by
Nstates =
∑
R
dRDimR. (3.4.9)
We will not prove that this is the case. We will be happy to verify this counting in a specific
non-trivial example. Consider V ⊗3N . There are three possible subspaces
R = dR = 1 DimR =
N(N + 1)(N + 2)
6
,
R = dR = 2 DimR =
N(N + 1)(N − 1)
3
,
R = dR = 1 DimR =
N(N − 1)(N − 2)
6
.
Summing over all subspaces we do indeed find that the total number of states is N3.
3.5 Schur’s Lemmas
In our application of representation theory to matrix models, we will make extensive use of the
Fundamental Orthogonality Theorem. This theorem is proved using Schur’s Lemmas, we state,
without proof, these lemmas in this section [18], [19].
Lemma 1: A non-zero matrix which commutes with all of the matrices of an irreducible repre-
sentation is a constant multiple of the unit matrix. We have
ΓR(g)A =AΓR(g) ∀g ∈ G =⇒ A = λ · I (3.5.1)
with R an irreducible representation, I is the unit matrix.
Lemma 2: Given two inequivalent irreducible representations R and S. The only solution to the
equation
ΓR(g)A =AΓS(g) ∀g ∈ G is A = 0 . (3.5.2)
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3.6 The Fundamental Orthogonality Relation; Character Orthog-
onality
Consider the quantity
[A(R,S, b, α)]aβ =
∑
g∈G
ΓR(g
−1)abΓS(g)αβ. (3.6.1)
R and S run over the possible irreducible representations of the group. We denote the dimensions of
R,S by dR, dS respectively. a, b = 1, · · · , dR are indices for the representation R. α, β = 1, · · · , dS
are indices for the representation S. A is a collection of matrices with row index a and column
index β. The matrices in this collection are indexed by the values of R,S, b and α. We want to
study these matrices. Notice that
[A(R,S, b, α)]aβΓS(g)βγ =
∑
g∈G
ΓR(g
−1)abΓS(g)αβΓS(g)βγ
=
∑
g∈G
ΓR(g
−1)abΓS(gg1)αγ . (3.6.2)
The sum over g is a sum over |G| terms i.e. a sum over the whole group. We change summation
variables in the above sum, from g to g = gg1. The terms are distinct, so that the sum over g is a
sum over the whole group. Thus, we find
[A(R,S, b, α)]aβΓS(g)βγ =
∑
g∈G
ΓR(g1g
−1)abΓS(g)αγ
=
∑
g∈G
ΓR(g1)acΓR(g
−1)cbΓS(g)αγ
=ΓR(g1)ac
∑
g∈G
ΓR(g
−1)cbΓS(g)αγ
=ΓR(g1)ac[A(R,S, b, α)]cγ .
From Schur’s Lemmas, we know that
[A(R,S, b, α)]αβ = δRSδαβλ(b, α,R) (3.6.3)
where λ(·, ·, ·) is to be determined. To that end, return to the definition of [A(R,S, b, α)]αβ and
compute
Tr (A(R,R, b, c)) =
∑
a
∑
g∈G
ΓR(g
−1)abΓR(g)ca =
∑
g∈G
[ΓR(g)ΓR(g
−1)]cb
=
∑
g∈G
[ΓR(gg
−1)]cb =
∑
g∈G
δcb = |G|δcb .
In terms of the form we deduced above
Tr (A(R,R, b, c)) =
dR∑
a=1
A(R,R, b, c)aa =
dR∑
a=1
δaaλ(b, c, R) = dRλ(b, c, R) . (3.6.4)
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Comparing these two expressions we have
λ(b, c, R) =
|G|
dR
δbc . (3.6.5)
Therefore, ∑
g∈G
ΓR(g
−1)abΓS(g)αβ =
|G|
dR
δRSδaβδbα . (3.6.6)
This is the fundamental orthogonality relation [19].
We can use the fundamental orthogonality relation to define an orthogonality relation for characters.
We know that χR(g) = Tr (ΓR(g)). From (3.6.6), we find that∑
g∈G
χR(g
−1)aaχS(g)αα =
∑
a
∑
α
∑
g∈G
ΓR(g
−1)aaΓS(g)αα
=
|G|
dR
δRS
∑
a,α
δaαδαa
=|G|δRS . (3.6.7)
This is the character orthogonality relation. When we apply this formula to the symmetric group,
we will freely make use of the fact that χR(g
−1) = χR(g).
Every representation of a finite group is equivalent to a unitary representation. This means
that without any loss of generality we can assume that our representation is unitary. A uni-
tary transformation is a transformation that preserves the inner product. Define a set of vectors
|S, α, β〉g = ΓS(g)αβ, and
ΓR(g
−1)ab = (ΓR(g))−1ab = Γ
†
R(g)ab . (3.6.8)
Then
〈R, b, a|S, α, β〉 =
∑
g∈G
Γ†R(g)abΓS(g)αβ
=
∑
g∈G
ΓR(g
−1)abΓS(g)αβ
=
|G|
dR
δRSδaβδbα . (3.6.9)
This means the vectors are orthogonal. They live in a |G| dimensional space. Thus, we learn that∑
R d
2
R ≤ |G|.
Finally, lets specialize the character orthogonality relation to unitary representations and to or-
thogonal representations:
• For a unitary representation where: Γ(g−1) = Γ(g)−1 = Γ†(g), the character orthogonality is
given by ∑
g∈G
χR(g
−1)χS(g) = δRS |G| . (3.6.10)
Section 3.7. Projection Operators Page 31
• For an orthogonal representation where: Γ(g−1) = Γ(g)T = Γ(g), the character orthogonality
is given by ∑
g∈G
χR(g)χS(g) = δRS |G| (3.6.11)
where T denotes the matrix transpose and † denotes conjugate transpose of the matrix.
3.7 Projection Operators
Projection operators will play a fundamental role when we construct a basis for the local gauge
invariant operators. In this section we introduce the relevent projection operators. A projection
operator is an operator that obeys Pˆ 2i = Pˆi. The collection of operators
(PˆR)
I
J =
dR
n!
∑
σ∈Sn
χR(σ)(σ)
I
J , (3.7.1)
obey PˆRPˆS = δRSPˆS so that they are projection operators. To prove this, note that
PˆRPˆS =
dR
n!
∑
σ1∈Sn
χR(σ1)σ1
dS
n!
∑
σ2∈Sn
χS(σ2)σ2 ,
=
dRdS
(n!)2
∑
σ1∈Sn
∑
σ2∈Sn
χS(σ2)χR(σ1)σ1σ2 .
Now, change variables from σ1, σ2 to σ1, ψ = σ1 · σ2,
PˆRPˆS =
dRdS
(n!)2
∑
ψ∈Sn
∑
σ1∈Sn
χR(σ1)χS(ψσ
−1
1 )ψ ,
=
dRdS
(n!)2
∑
ψ∈Sn
∑
σ1∈Sn
ΓR(σ1)iiΓS(ψ)jkΓ(σ
−1
1 )kjψ .
We use the fundamental orthogonality relation (3.6.6), to obtain
PˆRPˆS =δRS
dS
n!
∑
ψ∈Sn
χS(ψ)ψ = δRSPˆS . (3.7.2)
This proves that the PˆR are projectors. Then the character of an element U of the group U(N), in
irreducible representation R, is given by acting on U⊗n with PˆR and then tracing. We find
χR(U) =
1
dR
Tr
(
PˆRU
⊗n
)
=
1
n!
∑
σ∈Sn
χR(σ)Tr
(
σU⊗n
)
=
1
n!
∑
σ∈Sn
χR(σ)U
i1
iσ(1)
U i2iσ(2) · · · U
in
iσ(n)
This gives a concrete relation between the characters of the symmetric and the unitary groups.
The value of the trace of the projection operator PˆR is the dimension of the subspace we project to
Tr
(
PˆR
)
= dRDimR (3.7.3)
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3.8 Schur Polynomials
It is natural to obtain an operator Z⊗n ≡ Z ⊗ Z ⊗ · · · ⊗ Z, by tensoring n copies of the complex
matrix Zij . This operator acts on V
⊗n
N obtain by tensoring n copies of an N dimensional vector
space VN . Z is in the set of endomorphisms of the vector space VN [22], [23]
Z : VN −→ VN . (3.8.1)
We will use the the following index notations
(Z⊗n)IJ = Z
i1
j1
Zi2j2 · · ·Zinjn . (3.8.2)
For σ belonging to the symmetric group Sn we have
(σ)IJ = (σ)
ii,i2,···in
j1,j2,···jn = δ
i1
jσ(1)
δi2jσ(2) · · · δ
in
jσ(n)
. (3.8.3)
Recall that the action of σ ∈ Sn on V ⊗nN is given by interchanging the order of the vectors in the
tensor product of any given vector, as follows
σ
(
~v(i1)⊗ ~v(i2)⊗ · · · ⊗ ~v(in)
)
= ~v(iσ(1))⊗ ~v(iσ(2))⊗ · · · ⊗ ~v(iσ(n)) (3.8.4)
Using this action, any observable can be written as a single trace in V ⊗nN as follows
Tr
(
σZ⊗n
)
= (σ)JI (Z
⊗n)IJ = Z
i1
iσ(1)
Zi2iσ(2) · · ·Z
in
iσ(n)
(3.8.5)
As an example, for n = 4 and for permutation σ = (1)(2)(34) in cycle notation, we have
Tr
(
(1)(2)(34)Z⊗n
)
= Tr (Z)2 Tr
(
Z2
)
(3.8.6)
We can write any multi-trace operator involving n fields as a single trace in the bigger space V ⊗nN .
We want to sum the free field Wick contractions in correlators of operators, each built with n fields.
Consider the free field expectation value〈
Zi1j1Z
i2
j2
· · ·Zinjn(Z†)k1l1 (Z†)
k2
l2
· · · (Z†)knln
〉
. (3.8.7)
There are a total of n! Wick contractions that must be summed. To motivate the formula that
follows, consider a total of three matrices. We can think of each contraction as a permutation. The
Wick contraction below
Zi1j1Z
i2
j2
Zi3j3(Z
†)k1l1 (Z
†)k2l2 (Z
†)k3l3 = δ
i1
l2
δi2l3 δ
i3
l1
δk1j3 δ
k2
j1
δk3j2 .
corresponds to the permutation σ = (123). By summing over all possible permutations in S3, we
will precisely sum over the complete set of Wick contractions. Notice that the right hand side is
(321)IL(123)
K
J and that the permutation (132) is the inverse of (123). It is now simple to see that〈
Zi1j1Z
i2
j2
· · ·Zinjn(Z†)k1l1 (Z†)
k2
l2
· · · (Z†)knln
〉
=
∑
σ∈G
(σ)IL(σ
−1)KJ . (3.8.8)
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Now, we seek to provide an exactly orthogonal basis for our operators. We emphasize the fact that
all ribbon diagrams are summed, not just the planar diagrams. Recall the projection operators PˆR,
acting on V ⊗nN such that
PˆR =
dR
n!
∑
σ∈Sn
χR(σ)σ. (3.8.9)
PˆRPˆS =δRSPˆS (3.8.10)
PˆRψ =ψPˆR ∀ψ ∈ Sn . (3.8.11)
We can check that, Pˆ †R = PˆR. In terms of these projectors introduce a set of operators, the Schur
polynomials
χR(Z
⊗n) = Tr
(
PˆRZ
⊗n
N
)
= (PˆR)
J
IZ
⊗nI
J
=
dR
n!
∑
σ∈Sn
χR(σ)σ
J
I Z
⊗nI
J
=
dR
n!
∑
σ∈Sn
χR(σ)Z
i1
iσ(1)
Zi2iσ(2) · · ·Z
in
iσ(n)
=
dR
n!
∑
σ∈Sn
χR(σ)Tr
(
σZ⊗nN
)
. (3.8.12)
To obtain an explicit formula for the two point correlation function of these operators, argue as
follows 〈
χR(Z)χS(Z)
†
〉
=
1
dRdS
(PˆR)
I
J(PˆS)
K
L
〈
(Z⊗n)IJ(Z
†⊗n)KL
〉
=
1
dRdS
∑
σ∈Sn
Tr
(
PˆRσ
−1PˆSσ
)
=
n!
dRdS
Tr
(
PˆRPˆS
)
=
δRSn!
dRdS
Tr
(
PˆR
)
=
δRSn!
dR
DimR = δRSfR . (3.8.13)
To obtain the last line we have used the explicit expressions for dR and DimR, equations (3.3.26)
and (3.4.1) respectively. It is clear that, the Schur polynomials diagonalize the two point function.
As an example of the application of this result is〈
χ (Z)χ† (Z)
〉
= N(N + 1)(N + 2). (3.8.14)
This answer is obtained by summing all ribbon graphs, not just the planar ones.
Schur polynomials are complete, we can invert the relation between traces and Schur polynomials
using the character orthogonality relations (3.8.13)
Tr
(
σZ⊗n
)
=
∑
R`n
χR(σ)χR(Z) . (3.8.15)
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3.9 Restricted Schur Polynomials
We now consider two complex matrices, Z and Y as operators acting on N dimensional vector
space VN . Focus on the case of n Z matrices and m Y matrices [24]. We again use the compact
index notation
(Y ⊗m ⊗ Z⊗n)IJ = Y i1j1 Y i2j2 · · ·Y imjm Z
im+1
jm+1
Z
im+2
jm+2
· · ·Zim+njm+n . (3.9.1)
Permutations again provide a consistent way to label multitrace structures of the theory. Indeed
the general set of observables built out of Z and Y , with σ ∈ Sn+m can be written as
Tr
(
σY ⊗m ⊗ Z⊗n)I
J
= Y i1jσ(1)Y
i2
jσ(2)
· · ·Y imjσ(m)Z
im+1
jσ(m+1)
Z
im+2
jσ(m+2)
· · ·Zim+njσ(m+n). (3.9.2)
Permutations which can be related by conjugation with respect to the Sn × Sm subgroup,
ρ−1σ1ρ = σ2 ρ ∈ Sn × Sm, (3.9.3)
lead to the same physical observable. To describe the multimatrix structures we need to generalize
the Schur polynomials to the restricted Schur polynomials. Toward this end, we need to obtain the
restricted character. We know that the characters are just the trace of the matrix representing a
group element in a given irreducible representation. In this case, after restricting to a subgroup,
a given irreducible representation of the group will decompose into a number of irreducible repre-
sentations of the subgroup. More than one copy of a representation of the subgroup may appear,
so we need to introduce a multiplicity label α and β to keep track of these copies. To label an
irreducible representation of Sn+m, we need a Young diagram with m + n boxes R ` m + n. To
label an irreducible representation of Sn × Sm we need a Young diagram with m boxes for Sm and
a Young diagram with n boxes for Sn. We label a representation of the subgroup Sn × Sm of the
group Sn+m by (r, s), where r ` n and s ` m. States in the carrier space of the subgroup (r, s)α
are denoted by R, (r, s)α;β.
To compute the restricted character χR,(r,s)αβ(σ) we need to take the restricted trace of the matrix
representing group element σ in a given irreducible representation. We can take the trace of the
row index over the subspace associated to the α-th copy of (r, s) and the column index over the
subspace associated to the β-th copy of (r, s). In this way, we obtain the restricted character defined
by [25]
χR,(r,s)αβ(σ) =TrR,(r,s)αβ(Γ(σ))
=
∑
β
〈R, (r, s)α;β|Γ(σ)|R, (r, s)α;β〉 . (3.9.4)
We introduce a set of operators PR,(r,s)αβ acting on the space V
n+m as follow
PR,(r,s)αβ =
1
n!m!
∑
σ∈Sn+m
χR,(r,s)αβ(σ)σ . (3.9.5)
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Finally, the restricted Schur polynomial can be written as
χR,(r,s)αβ(Z, Y ) =Tr
(
PR,(r,s)αβY
⊗m ⊗ Z⊗n)
=
1
n!m!
∑
σ∈Sn+m
χR,(r,s)αβ(σ)Tr
(
σY ⊗m ⊗ Z⊗n)
=
1
n!m!
∑
σ∈Sn+m
χR,(r,s)αβ(σ)Y
i1
σj1
Y i2σj2 · · ·Y imσjmZ
im+1
σjm+1
Z
im+2
σjm+2
· · ·Zim+nσjm+n . (3.9.6)
The restricted Schur polynomials diagonalize the two point function in the free theory, exactly〈
χR, (r, s)αβ(Y,Z)χT,(t,u)γξ(Y,Z)
†
〉
∝ δRT δrtδsuδβξδαγ . (3.9.7)
To summarize, we have managed to give methods for computing correlation functions built from
order N fields by using group theory. We have also computed exactly the two point function
using Schur polynomials, i.e. all the ribbon graphs were summed. Including the non-planar ribbon
graphs is summing string quantum corrections. These correlators should tell us about quantum
effects in string theory. Further, we have seen that orthogonality of the Schur operators simplifies
the computations.
4. Holographic Computation of CFT
Correlators
Correlation functions of the fields in any quantum field theory are among the most interesting
quantities we can evaluate. In this chapter we will study correlation functions of primary fields
in the boundary CFT from the bulk theory in AdS. We will adopt the Euclidean formulation of
quantum theory in anti-de Sitter AdS spacetime. We will consider two and three-point correlation
functions. The recipe and the tools that would be needful for computing this class of correlation
functions are presented in the following section [6].
4.1 The Holographic Dictionary
According to the AdS/CFT correspondence [2], [3] and [4], correlators in CFT can be computed
using a dual string theory description. For every CFT operator O there is a corresponding gravity
(or string) theory field φ and a corresponding boundary condition φ0 [5]. The mass of a field in
the gravity theory is related to the scale dimension of the corresponding operator in CFT. In the
string theory side of the correspondence, the generating functional ZAdS is given by
ZAdS(φ0) =
∫
[Dφ]e−SAdS , (4.1.1)
where [Dφ] is the measure for the fields in string theory (there are an infinite number of them) and
S
AdS
is the classical gravity action. This integral is the path integral of string theory on spacetimes
which are asymptotically AdS5×S5, performed with the boundary condition that φ −→ φ0 on the
boundary of AdS5.
On the other side the generating functional for the conformal boundary of the (d+1)–dimensional
AdS spacetime, ZCFT, with a field theory operators O, can be represented in terms of a source
fields φ0. Thehe AdS/CFT conjecture therefore equates
ZCFT(O) =
〈
e
∫
ddxφ0(x)O(x)
〉
CFT
= ZAdS(φ0) (4.1.2)
where 〈 · · · 〉
CFT
means the path integral in the conformal field theory and φ0 is the boundary value
of the bulk field acting as a source for the CFT operator O [26]. Thus we may approximate the
string generating functional Z
AdS
(φ0) by using the saddle point approximation. To this order only
the classical contribution remains
Z
AdS
(φ0) ≈ e−SAdS (φ0). (4.1.3)
where SAdS(φ0) is the action for the gravity subject to the boundary condition φ0 for the field φ. In
the gravity description, we are neglecting quantum corrections. This corresponds to studying the
N → ∞ limit of the CFT. Finally, correlation functions of CFT primary fields can be computed
by functionally differentiating Z
AdS
(φ0) and setting the source φ0 equal to zero:
〈O(x1) · · · O(xn)〉CFT =
δ
δφ0(x1)
· · · δ
δφ0(xn)
Z
AdS
(φ0)
∣∣∣∣
φ0=0
. (4.1.4)
36
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In order to compute these correlation functions, we need to compute the classical action in AdS as
a functional of the boundary conditions. Towards this end we will start with the Eculidean action
for a massive scalar field in AdSd+1 spacetime. Using this action, we will derive the supergravity
equations of motion for a field φ with boundary condition φ0 and solve them [6]. Finally, we will
insert the solution into the action and use it to compute correlation functions in the form of (4.1.4).
In this chapter and before we proceed to compute correlators we will recall some of the key features
of the Euclidean AdSd+1 spacetime.
4.2 The Euclidean Version of AdSd+1 Spacetime
In this section we will start with the Euclidean AdSd+1 metric and obtain the induced metric in the
form of the Lobaschevsky upper half-space. Then we introduce a conformal inversion, to enable
us to exploit the conformal symmetry. This conformal inversion will play an important role in
our method of calculating the correlators. This is partly because inversion is a conformal isometry
and a symmetry of CFTd. The Euclidean signature version of (d+1)–dimensional Anti-de Sitter
spacetime, AdSd+1, can be represented by taking the upper sheet Y−1 > 0 of the hyperboloid [27],
[6], [5]
−(Y−1)2 + (Y0)2 +
d∑
i=1
(Yi)
2 = − 1
a2
, (4.2.1)
with curvature R = −d(d + 1)a2. The intrinsic geometry of the surface is determined by the
Euclidean AdSd+1 metric
ds2 = −(dY−1)2 + (dY0)2 +
d∑
i=1
(dYi)
2 . (4.2.2)
We may map this metric onto the upper half space Hd+1 by changing the coordinates as
zi =
Yi
a(Y−1 + Y0)
(4.2.3)
z0 =
1
a2(Y−1 + Y0)
(4.2.4)
=⇒ zi
z0
= aYi for i 6= 0 . (4.2.5)
Then we differentiate the last equation and sum over i to find
d∑
i=1
(
dYi
)2
=
1
a2z20
d∑
i=1
dz2i +
dz20
a2z40
d∑
i=1
z2i −
dz0
a2z30
d
( d∑
i=1
z2i
)
, (4.2.6)
Now, we use (4.2.1) to find a relation among these different coordinates, so that we have
d∑
i=1
z2i = a
2z20
d∑
i=1
(Yi)
2 = a2z20
[− 1
a2
+ (Y−1)2 − (Y0)2
]
, (4.2.7)
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and
d
( d∑
i=1
z2i
)
= 2a2z20
[
Y−1dY−1 − Y0dY0
]
+ 2a2z0dz0
[− 1
a2
+ (Y−1)2 − (Y0)2
]
. (4.2.8)
We substitute these into (4.2.6) to find
d∑
i=1
dY 2i =
1
a2z20
d∑
i=1
dz2i −
2dz0
z0
[
Y−1dY−1 − Y0dY0
]− dz20
z20
[− 1
a2
+ (Y−1)2 − (Y0)2
]
. (4.2.9)
Using (4.2.4) we find
d∑
i=1
(dYi)
2 =
1
a2z20
d∑
i=1
dz2i +
dz20
a2z20
+ 2
[
dY−1 + dY0
(Y−1 + Y0)
][
Y−1dY−1 − Y0dY0
]− [(dY−1 + dY0)2
(Y−1 + Y0)2
][
(Y−1)2 − (Y0)2
]
=
1
a2z20
d∑
µ=0
dz2µ +
1
(Y−1 + Y0)2
[[
Y 2−1 + Y
2
0 + 2Y−1Y0
]
(dY−1)
2 − [Y 2−1 + Y 20 + 2Y−1Y0](dY0)2]
=
1
a2z20
d∑
µ=0
dz2µ + (dY−1)
2 − (dY0)2 ,
which brings the induced metric to the form of the Lobaschevsky upper half–space
ds2 =
1
a2z20
( d∑
µ=0
dz2µ
)
. (4.2.10)
We set the parameter a = 1. Therefore, the inversion symmetry of Euclidean AdS which is an
isometry of (4.2.10), can be expressed as the following coordinate transformation
z′µ =
zµ
z2
, z′2 =
1
z2
. (4.2.11)
The Jacobian associated to inversion is
∂z′µ
∂zν
= (z′)2
(
δµν − 2
z′µz′ν
(z′)2
)
= (z′)2Jµν(z′) = (z′)2Jµν(z) . (4.2.12)
The Jacobian tensor Jµν obeys a number of identities that will be useful for the computations in
this chapter. These include the pretty property
Jµν(x− y) = Jµρ(x′)Jρσ(x′ − y′)Jσν(y′), (4.2.13)
and the orthogonality relation
Jµν(x)Jµρ(x) = δµρ . (4.2.14)
The Euclidean metric tensor gµν , with coordinate z = (z0, zµ) = (z0, z1, · · · zd), can be written as
gµν = z−20 δµν , where δµν is the Kronecker delta and µ, ν = 0, 1, · · · , d. We define the contraction
of the indices using the AdS metric tensor as e.g. gµν∂µφ∂νφ.
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4.3 The wave equation and its solution
The action for a massive scalar field in d+1 dimensional Minkowski spacetime is given by
S =
∫
dd+1xL(φ, ∂µφ) (4.3.1)
where L is given by
L = 1
2
ηµν∂µφ∂νφ+
1
2
m2φ2. (4.3.2)
To find the covariant Klein-Gordon equation from this Lagrangian density, we replace the flat space
metric ηµν by the curved space metric gµν . Also use the co-ordinate reparametrization invariant
measure in curved spacetime. Therefore, after a Wick rotation we write the Euclidean action for a
massive scalar field in a curved spacetime as follows [6]
SE [φ] =
1
2
∫
dd+1x
√
gL = 1
2
∫
dd+1x
√
g
[
gµν∂µφ∂νφ+m
2φ2
]
. (4.3.3)
Upon requiring that δS = 0 we obtain the Euler-Lagrange equation in the curved spacetime
∂ρ
(
∂
√
gL
∂(∂ρφ)
)
− ∂
√
gL
∂φ
= 0 . (4.3.4)
Using the explicit expression for the Lagrangian density L we obtain
∂ρ
(
∂
√
gL
∂(∂ρφ)
)
= ∂ρ
(
∂
∂(∂ρφ)
√
g
2
[
gµν∂µφ∂νφ+m
2φ2
])
= ∂ρ
(√
g
2
gµν [δµρ∂νφ+ δνρ∂µφ]
)
= ∂ρ
(√
g
2
[gρν∂νφ+ g
ρµ∂µφ]
)
= ∂ρ [
√
ggµν∂νφ] , (4.3.5)
and
∂
√
gL
∂φ
=
∂
∂φ
√
g
2
[
gµν∂µφ∂νφ+m
2φ2
]
=
√
gm2φ .
The equation of motion can now be written as
1√
g
∂µ [
√
ggµν∂νφ]−m2φ = 0 . (4.3.6)
This is the Klein-Gordon equation. Now use the metric of the AdS spacetime gµν = z
−2
0 δµν and its
determinant which is given by
g = det(gµν) = det(z
−2
0 δµν) =
d∏
µ=0
z−20 δµµ = z
−2(d+1)
0 . (4.3.7)
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Applying the inversion (4.2.11), the equation of motion (4.3.6) can be written in the form
zd+10
∂
∂z0
[
z−d+10
∂
∂z0
φ(z0, ~z)
]
+ z20
∂2
∂~z2
φ(z0, ~z)−m2φ(z0, ~z) = 0, (4.3.8)
and the action S in the form
SE =
1
2
∫
ddz dz0
zd+10
[
∂µφz
2
0∂µφ+m
2φ2
]
. (4.3.9)
Since AdSd+1 has a conformal boundary, a solution of the wave equation requires the specification of
boundary data. Taking as an ansatz: φ(z0, ~z) −→ zd−∆0 φ0(~z) as z0 −→ 0 and φ(z0, ~z) = 0 as z0 −→
∞, with ∆ a constant. The roots of the indicial equation of (4.3.8) are ∆± = 12(d ±
√
d2 + 4m2),
where the largest root is ∆ = ∆+. A Green’s function solution to this boundary value problem has
been constructed by Witten in [5]. This Green’s function relates the field φ(z0, ~z) in the bulk and
the boundary configuration φ0(~x).
The bulk-to-boundary Green’s function associated to the Klein-Gordon equation is given by
K∆(z0, ~z, ~x) = C∆
(
z0
z20 + (~z − ~x)2
)∆
, C∆ =
Γ(∆)
pi
d
2 Γ(∆− d2)
, (4.3.10)
for ∆ > d2 [28] [29]. This solution has the correct singular behaviour as z0 −→ 0, viz:
z∆−d0 K∆(z0, ~z, ~x) −→ δ(~z − ~x) . (4.3.11)
To prove this we will first need to demonstrate that
lim
z0→0
z∆−d0 K∆(z0, ~z, ~x) =
{ ∞ if ~z = ~x
0 otherwise
. (4.3.12)
This follows by noting that
• For ~z = ~x:
lim
z0→0
z∆−d0 K∆(z0, ~z, ~x) = limz0→0
Γ(∆)
pi
d
2 Γ(∆− d2)
1
zd0
=∞. (4.3.13)
• For ~z 6= ~x:
lim
z0→0
z∆−d0 K∆(z0, ~z, ~x) = limz0→0
Γ(∆)
pi
d
2 Γ(∆− d2)
z2∆−d0
[z20 − (~z − ~x)2]∆
= 0. (4.3.14)
To compete the demonstration of (4.3.11) we need to show that∫
d~zz∆−d0 K∆(z0, ~z, ~x) = 1. (4.3.15)
Our starting point is to shift the integration variable in (4.3.15)
~z−→~z ′ = ~z − ~x . (4.3.16)
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The measure is invariant so that we obtain∫
d~zz∆−d0 K∆(z0, ~z, ~x) = C∆
∫
d~z
z2∆−d0
(z20 + ~z
2)∆
. (4.3.17)
To evaluate this integral change from Cartesian co-ordinates into hyper-spherical coordinates. In
d-dimensions, we write
z2 = z21 + z
2
2 + · · ·+ z2d = r2, (4.3.18)
d~z = dz1dz2 · · · dzd = dΩd−1rd−1dr, (4.3.19)
where dΩd−1 contains the angular measure. Integration over the angles gives∫
dΩd−1 =
dpi
d
2
Γ(1 + d2)
. (4.3.20)
After the change of coordinates∫
d~zz∆−d0 K∆(z0, ~z, ~x) = C∆
∫
Ωd−1
dΩd−1
∫ +∞
0
drz2∆−d0
rd−1
(r2 + z20)
∆
. (4.3.21)
Now, we again change variables from r to u = r
2
r2+z20
, to find
r =
√
z20u
1− u ⇒ dr = du
(r2 + z20)
2
2rz20
. (4.3.22)
Upon substitution we get∫
d~zz∆−d0 K∆(z0, ~z, ~x) = C∆
2pi
d
2
Γ(d2)
· 1
2
∫ 1
0
du u
d
2
−1(1− u)∆− d2−1 (4.3.23)
= C∆
pi
d
2
Γ(d2)
Γ(d2)Γ(∆− d2)
Γ(∆)
. (4.3.24)
Finally, insert the value of C∆ into this equation to find
∫
d~zz∆−d0 K∆(z0, ~z, ~x) = 1. In the last step
we have used the integral representation of the beta function and the connection between the beta
function and the gamma function, as follows
B(a, b)=
Γ(a)Γ(b)
Γ(a+ b)
=
∫ 1
0
dtta−1(1− t)v−1. (4.3.25)
The solution to (4.3.8) with the boundary condition φ(z0, ~z) −→ φ0(~x) as z0 −→ 0 can be written
in terms of the bulk-to-boundary Green’s function follows
φ(z0, ~z) =
∫
ddxK∆(z0, ~z, ~x)φ0(~x) (4.3.26)
=
Γ(∆)
pi
d
2 Γ(∆− d2)
∫
ddx
(
z0
z20 + (~z − ~x)2
)∆
φ0(~x). (4.3.27)
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To verify this, rearrange the wave equation (4.3.8) as follows
(−d+ 1)z0 ∂
∂z0
φ(z0, ~z) + z
2
0
∂2
∂z20
φ(z0, ~z) + z
2
0
∂2
∂~z2
φ(z0, ~z)−m2φ(z0, ~z) = 0, (4.3.28)
and use the expression (4.3.26). The LHS of (4.3.28) is∫
ddx
[
(−d+ 1)z0 ∂
∂z0
K∆(z0, ~z, ~x) + z
2
0
∂2
∂z20
K∆(z0, ~z, ~x) + z
2
0
∂2
∂~z2
K∆(z0, ~z, ~x)−m2K∆(z0, ~z, ~x)
]
φ0(~x) .
(4.3.29)
We need to evaluate the following derivatives
∂
∂z0
K∆(z0, ~z, ~x) = K∆(z0, ~z, ~x)
[
∆
[
(~z − ~x)2 − z20
]
z0
[
z20 + (~z − ~x)2
]] . (4.3.30)
∂2
∂z20
K∆(z0, ~z, ~x) = K∆(z0, ~z, ~x)
[
∆
[
z40 − 4z20(~z − ~x)2 − (~z − ~x)4
]
+ ∆2
[
z40 − 2z20(~z − ~x)2 + (~z − ~x)4
]
z20
[
z20 + (~z − ~x)2
]2
]
.
(4.3.31)
∂2
∂z2i
K∆(z0, ~z, ~x) = K∆(z0, ~z, ~x)
[
∆
[− 2z20 − 2(~z − ~x)2 + 4(zi − xi)2]+ ∆2[4(zi − xi)2][
z20 + (~z − ~x)2
]2
]
.
∂2
∂~z2
K∆(z0, ~z, ~x) =
d∑
i=1
∂2
∂z2i
K∆(z0, ~z, ~x) (4.3.32)
= K∆(z0, ~z, ~x)
[
∆
[− 2d(z20 + (~z − ~x)2) + 4(~z − ~x)2]+ ∆2[4(zi − xi)2][
z20 + (~z − ~x)2
]2
]
.
(4.3.33)
Upon substitution, (4.3.29) becomes∫
ddx
K∆(z0, ~z, ~x)[
z20 + (~z − ~x)2
]2[z40[−∆(−d+ 1)∆ + ∆2 − 2d∆−m2]+ z20(~z − ~x)2[2∆2 − 2d∆− 2m2]
+ (~z − ~x)4[∆(−d+ 1)−∆ + ∆2 −m2]]φ0(~x) . (4.3.34)
These coefficients all vanish when we replace m2 = ∆2 − d∆. This concludes the demonstration
that (4.3.26) is the solution of the wave equation (4.3.8).
4.4 The two-point Function
In this section we follow the procedure developed in [5] and [6]. We will explicitly calculate the
two-point correlation function 〈O(~x)O(~y)〉, for a CFTd scalar operator of dimension ∆. We will
compute this correlator using two different methods. The first method is a direct computation in
position space, while the second method is an indirect computation in Fourier space. The reason
why we compute the two-point function twice and obtain different results is that both the kinetic
and the mass terms produce divergent integrals. These combine in the form ∞−∞, if one uses
the Feynman parameter method. We will decide which one is the correct result using the Ward
identity for R-symmetry that relates the two-point correlator with the 3-point correlator. This is
a good example for how subtleties arise in the computation of correlators.
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4.4.1 The 2-point Correlation Function in Position Space. As we have reviewed above,
AdS/CFT correspondence implies that we can compute the two-point correlation function in CFT
as follows 〈
O( ~X)O(~Y )
〉
=
δ
δφ0( ~X)
δ
δφ0(~Y )
e−S(φ0)
∣∣∣∣∣
φ0=0
.
This computation uses the holographic dictionary summarized in (4.1.3). Note that from now on
we will use z to denote z0, ~z. With φ(z0, ~z) =
∫
ddxK∆(z, ~x)φ0(~x) we have
SE [φ0] =
1
2
∫
ddz dz0
zd+10
[
∂µ
(∫
ddxK∆(z, ~x)φ0(~x)
)
z20∂µ
(∫
ddyK∆(z, ~y)φ0(~y)
)
+m2∂µ
∫
ddxK∆(z, ~x)φ0(~x)
∫
ddyK∆(z, ~y)φ0(~y)
]
. (4.4.1)
To obtain the two point correlator we need to compute the following derivatives
δ
δφ0( ~X)
δ
δφ0(~Y )
e−S(φ0) =
[
δ
δφ0(~Y )
S(φ0)
δ
δφ0( ~X)
S(φ0)− δ
δφ0( ~X)
δ
δφ0(~Y )
S(φ0)
]
e−S(φ0) , (4.4.2)
and
δ
δφ0(~Y )
S(φ0) =
1
2
∫
ddz dz0
zd+10
[
∂µK∆(z, ~Y )
(
z20∂µ
∫
ddyK∆(z, ~y)φ0(~y) + ∂µz
2
0
∫
ddxK∆(z, ~x)φ0(~x)
)
+m2K∆(z, ~Y )
(∫
ddyK∆(z, ~y)φ0(~y) +
∫
ddxK∆(z, ~x)φ0(~x)
)]
.
It is clear that when we set φ0 = 0, the first term of the RHS of equation (4.4.2) vanishes. Therefore,
we only need to consider the first term
δ
δφ0( ~X)
δ
δφ0(~Y )
S(φ0) =
1
2
∫
ddz dz0
zd+10
[
2∂µK∆(z, ~X)z
2
0∂µK∆(z, ~Y ) + 2m
2K∆(z, ~X)K∆(z, ~Y )
]
.
Making use of this result the 2-point function can be written as
〈O(~x)O(~y)〉 = −
∫
ddz dz0
zd+10
(
∂µK∆(z, ~x)z
2
0∂µK∆(z, ~y) +m
2K∆(z, ~x)K∆(z, ~y)
)
.
= −
∫
ddz dz0z
−d−1
0
[
∂0K∆(z, ~x)z
2
0∂0K∆(z, ~y)
+
d∑
i=1
∂iK∆(z, ~x)z
2
0∂iK∆(z, ~y) +m
2K∆(z, ~x)K∆(z, ~y)
]
. (4.4.3)
To evaluate the two contributions to the action perform an integration by parts, to obtain∫
ddz dz0z
−d−1
0 ∂0K∆(z, ~x)z
2
0∂0K∆(z, ~y)
=
∫
ddz
[
K∆(z, ~x)z
−d+1
0 ∂0K∆(z, ~y)
]∞
z0=→0
−
∫
ddz dz0K∆(z, ~x)∂0
[
z−d+10 ∂0K∆(z, ~y)
]
, (4.4.4)
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and ∫
ddz dz0z
−d−1
0 ∂iK∆(z, ~x)z
2
0∂iK∆(z, ~y)
=
∫
dd−1z dz0
[
K∆(z, ~x)z
−d+1
0 ∂iK∆(z, ~y)
]+∞
zi=−∞
−
∫
ddz dz0z
−d+1
0 K∆(z, ~x)∂i∂iK∆(z, ~y)
= −
∫
ddz dz0K∆(z, ~x)z
−d+1
0 ∂i∂iK∆(z, ~y). (4.4.5)
Inserting (4.4.4) and (4.4.5) into (4.4.3), we get
〈O(~x)O(~y)〉
= −
∫
ddz
[
K∆(z, ~x)z
−d+1
0 ∂0K∆(z, ~y)
]∞
z0=→0
(4.4.6)
−
∫
ddz dz0K∆(z, ~x)
(
−∂0
[
z−d+10 ∂0K∆(z, ~y)
]
−
d∑
i=1
z−d+10 ∂i∂iK∆(z, ~y) +m
2z−d−10 K∆(z, ~y)
)
= lim
→0
∫
ddz1−dK∆(, ~z, ~x)
∂
∂z0
K∆(z0, ~z, ~y)
∣∣∣
z0=
−
∫
ddz dz0 z
−d−1
0 K∆(z, ~x)
(
−zd+10
∂
∂z0
[
z−d+10
∂
∂z0
K∆(z, ~y)
]
− z20
∂2
∂~z2
K∆(z, ~y) +m
2K∆(z, ~y)
)
.
Using the free equation of motion obeyed by K∆ we obtain
〈O(~x)O(~y)〉 = lim
→0
∫
ddz1−dK∆(, ~z, ~x)
∂
∂z0
K∆(z0, ~z, ~y)
∣∣∣
z0=
=
Γ(∆ + 1)
pi
d
2 Γ(∆− d2)
lim
→0
∫
ddz1−dK∆(, ~z, ~x)
(
(~z − ~y)2 − 2
[2 + (~z − ~y)2]2
)(

2 + (~z − ~y)2
)∆−1
=
Γ(∆ + 1)
pi
d
2 Γ(∆− d2)
lim
→0
∫
ddz∆−dK∆(, ~z, ~x)
(
(~z − ~y)2 − 2
[2 + (~z − ~y)2]2
)(
1
2 + (~z − ~y)2
)∆−1
.
Finally, use the fact that z∆−d0 K∆(z0, ~z, ~x) −→ δ(~z − ~x) as z0 −→ 0, to find
〈O(~x)O(~y)〉 = Γ(∆ + 1)
pi
d
2 Γ(∆− d2)
lim
→0
∫
ddzδ(~z − ~x)
(
(~z − ~y)2 − 2
[2 + (~z − ~y)2]2
)(
1
2 + (~z − ~y)2
)∆−1
=
Γ(∆ + 1)
pi
d
2 Γ(∆− d2)
lim
→0
(
(~x− ~y)2 − 2
[2 + (~x− ~y)2]2
)(
1
2 + (~x− ~y)2
)∆−1
=
Γ(∆ + 1)
pi
d
2 Γ(∆− d2)
1
|~x− ~y|2∆ . (4.4.7)
This is precisely of the form expected to describe the two-point function of scalar primary operators
of dimension ∆ in CFT.
4.4.2 The 2-point Correlation Function in Momentum Space. As presented in the Appendix
of [6], we first, Fourier transform the variable ~z in (4.3.8). Our conventions are specified by
φ(z0, ~z) =
1
(2pi)
d
2
∫
d~k ei
~k·~zφ(z0,~k). (4.4.8)
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Inserting this into the free wave equation (4.3.8) we obtain
1
(2pi)
d
2
∫
d~k ei
~k·~z
[
zd+10
∂
∂z0
z−d+10
∂
∂z0
φ(z0,~k)− z20k2φ(z0,~k)−m2φ(z0,~k)
]
= 0 .
This implies
zd+10
∂
∂z0
[
z−d+10
∂
∂z0
φ(z0,~k)
]
− (z20k2 +m2)φ(z0,~k) = 0. (4.4.9)
We will argue that the solution of this equation is given by
φ(z0,~k) = z
d
2
0 Fν(ik z0), (4.4.10)
where Fν is the solution of the Bessel equation of index
ν =
√
d2
4
+m2 = ∆− d
2
. (4.4.11)
We can rewrite (4.4.9) as follows
zd+10
[
(−d+ 1)z−d0
∂
∂z0
φ(z0,~k) + z
−d+1
0
∂2
∂z20
φ(z0,~k)
]
− (z20k2 +m2)φ(z0,~k) = 0. (4.4.12)
To verify that we have a solution, we first compute
∂
∂z0
φ(z0,~k) =
d
2
z
d
2
−1
0 Fν(ik z0) + ik z
d
2
0
∂
∂(ikz0)
Fν(ik z0) (4.4.13)
∂2
∂(ikz0)2
φ(z0,~k) =
d
2
(
d
2
− 1
)
z
d
2
−2
0 Fν(ik z0) + 2ik
d
2
z
d
2
−1
0
∂
∂(ikz0)
Fν(ik z0)
+ (ik)2 z
d
2
0
∂2
∂(ikz0)2
Fν(ik z0). (4.4.14)
Therefore (4.4.12) becomes
zd+10
(
(−d+ 1)z−d0
[
d
2
z
d
2
−1
0 Fν(ik z0) + ik z
d
2
0
∂
∂(ikz0)
Fν(ik z0)
]
+ z−d+10
[
d
2
(
d
2
− 1
)
z
d
2
−2
0 Fν(ik z0) + 2ik
d
2
z
d
2
−1
0
∂
∂(ikz0)
Fν(ik z0)
+ (ik)2 z
d
2
0
∂2
∂(ikz0)2
Fν(ik z0)
])
− (z20k2 +m2)z
d
2
0 Fν(ik z0), (4.4.15)
which gives
d
2
(−d+ 1)z
d
2
0 Fν(ik z0) + ik (−d+ 1)z
d
2
+1
0
∂
∂(ikz0)
Fν(ik z0)
+
[
d
2
(
d
2
− 1
)
z
d
2
0 Fν(ik z0)+ik d z
d
2
+1
0
∂
∂(ikz0)
Fν(ik z0)
+ (ik)2 z
d
2
+2
0
∂2
∂(ikz0)2
Fν(ik z0)
]
− (z20k2 +m2)z
d
2
0 Fν(ik z0). (4.4.16)
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Finally, regroup all of the terms in the expression above and factor out z
d
2
0 to get
(ikz0)
2 ∂
2
∂(ikz0)2
Fν(ik z0) + (ikz0)
∂
∂(ikz0)
Fν(ik z0) +
[
(ikz0)
2 −
(
d2
4
+m2
)]
Fν(ik z0) . (4.4.17)
Using the Bessel equation of index ν =
√
d2
4 +m
2 = ∆ − d2 , we see that the above expression
vanishes which completes the demonstration that (4.4.10) does indeed solve the equation of motion
in momentum space. Now, writing the action (4.3.9) in terms of Fourier components, we have
S =
1
2(2pi)d
∫
d~k d~k′
ddz dz0
zd+10
ei(
~k+~k′)·~z
[
z20
∂
∂z0
φ(z0,~k)
∂
∂z0
φ(z0,~k
′) + (−z20kik′i +m2)φ(z0,~k)φ(z0,~k′)
]
=
1
2
∫
dz0 d~k d~k
′z−d+10 δ(~k + ~k
′)
[
∂
∂z0
φ(z0,~k)
∂
∂z0
φ(z0,~k
′) +
(
k2 +
m2
z20
)
φ(z0,~k)φ(z0,~k
′)
]
.
Integrate by parts with respect to z0 and use the fact that we have a solution of the wave equation
to obtain
S =
1
2
∫
d~k d~k′δ(~k + ~k′) lim
z0→
z−d+10
[
φ(z0,~k)
∂
∂z0
φ(z0,~k
′)
]
. (4.4.18)
We can write the solution to the wave equation (4.4.17) as
φ(z0,~k)=K
(z0,~k)φp(~k), (4.4.19)
which is the one-shell bulk field, with φp(~k) = φ(,~k), where the boundary to the bulk propagator
obeys
lim
z0−→
K(z0,~k)=1, lim
z0−→∞
K(z0,~k) = 0. (4.4.20)
We need to evaluate the action on a solution to the equation of motion. We choose the solution
z
d/2
0 Kν(kz0), where k = |~k| and ν = ∆ − d/2. This solution decreases exponentially as z0 −→ ∞
and behaves as zd−∆0 as z0 −→ 0. The other possible solution zd/20 Iν(kz0) behaves as z∆ at the
boundary, and we discard it because it increases exponentially as z0 −→∞. We therefore write
K(z0,~k) = (
z0

)d/2
Kν(kz0)
Kν(k) . (4.4.21)
The two-point correlation function in Fourier space is given by〈
O(~k)O(~k′)
〉
= −−d+1δ(~k + ~k′) lim
z0→
∂z0K
(z0,~k), (4.4.22)
where Kν is the modified Bessel function. For non-integer ν, Kν has the following expansion
Kν(kz0) = (kz0)−ν(a0 + a1(kz0)2 + · · · ) + (kz0)ν(b0 + b1(kz0)2 + · · · ) (4.4.23)
a0 = 2
ν−1Γ(ν) b0 = −2−ν−1Γ(1− ν)/ν. (4.4.24)
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Then (4.4.22) gives
〈
O(~k)O(~k′)
〉
= −−d+1δ(~k + ~k′) lim
z0→
∂
∂z0
z
d
2
0
[
1 + a1a0 (kz0)
2 + · · · ]+ b0a0 (kz0)2ν[1 + b1b0 (kz0)2 + · · · ][
1 + a1a0 (k)
2 + · · · ]+ b0a0 (k)2ν[1 + b1b0 (k)2] · · ·
= −−d+1δ(~k + ~k′) lim
z0→
z
d
2
−1
0
[
d
2 − ν + c1(kz0)2 + · · ·
]
+ b0a0 (kz0)
2ν
[
d
2 + ν + c2(kz0)
2 + · · · ][
1 + d1(k)2 + · · ·
]
+ b0a0 (k)
2ν
[
1 + d2(k)2
] · · ·
= −d
[(d
2
− ν + c3(k)2 + · · ·
)
+
b0
a0
(k)2ν
(
2ν + d3(k)
2 + · · ·
)]
Here in the last line we have dropped terms that are positive integer powers of (kz0)
2. These terms
produce contact terms in the correlator after transforming to x−space, and since we only consider
correlators of separated operators, they will not contribute. Thus, we find〈
O(~k)O(~k′)
〉
= −−d(k)2νδ(~k + ~k′)2ν b0
a0
= 2(∆−d)δ(~k + ~k′)
(
k
2
)2ν Γ(1− ν)
Γ(1 + ν)
(2ν) . (4.4.25)
where we have only kept the leading terms as  −→ 0. To return to position space, we need to
apply the inverse Fourier transform to this equation. We have
〈O(~x)O(~y)〉 = 1
(2pi)d
∫
d~k
∫
d~k′ei~k~xei~k′~y
〈
O(~k)O(~k′)
〉
= 2(∆−d)(2ν)2−2ν
Γ(1− ν)
Γ(1 + ν)
1
(2pi)d
∫
d~kei
~k(~x−~y)k2ν .
Now we use the fact that ν = ∆− d/2, and the power transform law
1
(2pi)d
∫
d~kei
~k ~Xk2ν =
22ν
pid/2
Γ(ν + d2)
Γ(−ν)
1
| ~X|2ν+d , (4.4.26)
to obtain the 2–point correlation function in the final following form
〈O(~x)O(~y)〉 = 1
pid/2
2(∆−d)
(2∆− d)
∆
Γ(∆ + 1)
Γ(∆− d2)
1
|~x− ~y|2∆ . (4.4.27)
The power of  indicates the rate of growth of this correlation function as we approach the boundary
of the AdS spacetime. The value of the 2–point correlation functions in the momentum space is
exactly a factor of 2∆−d∆ times that of (4.4.7) in the position space. This discrepancy between the
two results is a clear indication that the computation of the two-point function is subtle.
4.5 Correct Value of the Two-point Correlation Functions
Our discussion is restricted to the AdSd+1 background, and has presented two ways of calculating
the two-point correlation functions. The two methods give different values for the correlator. We
see that the computation of two-point correlation functions is subtle because it is necessary to
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introduce a cutoff near the boundary [6]. We will decide what the correct result for the two-point
function is by making sure it obeys the Ward identity for the three–point correlator of conserved
current Jai (~z) with scalar operators O∆(~x) and O∆(~y), where ∆ is the scale dimension. The Ward
identity relates the three and two point correlation functions as follows〈
∂iJ
a
i (z)φ
I(x)φJ(y)
〉
= (T a)kIδ(x− z) 〈φK(x)φJ(y)〉+ (T a)kJδ(y − z) 〈φI(x)φK(y)〉 . (4.5.1)
For the three–point correlation function
〈
Jai (x)OI(x)OJ(y)
〉
there is a unique CFT form, for every
dimension d, given by〈
Jai OI(~x)OJ(~y)
〉
= −ξ(d− 2)(T a)IJ 1
(x− y)2δ−d+2
1
(x− y)d−2(y − z)d−2
[
(x− z)i
(x− z)2 −
(y − z)i
(y − z)2
]
, (4.5.2)
where ξ is a constant and (T a)IJ are the Lie algebra generators. The generators are imaginary
antisymmetric matrices.
In order to use the Ward identity (4.5.21), we need to obtain the flavor current three–point correla-
tion function
〈
Jai (x)OI(x)OJ(y)
〉
from the gravity side of the correspondence. To do so we extend
the Euclidean AdSd+1 action (4.3.3), to include the gauge fields A
a
µ(x0, ~x) which are the sources of
the conserved flavor currents Jai (~x). The gauge–invariant extension of the action (4.3.3) is
S[φI , Aaµ] =
1
2
∫
ddzdz0
√
g
[
gµνDµφ
IDνφ
I +m2φIφI
]
(4.5.3)
Dµ = ∂µφ
I − iAaµ(T a)IJφJ , (4.5.4)
where (T a)IJ are the generators of the vector representation of the SO(6) flavor group. To evaluate
flavor-current correlators in the boundary CFT from the gravvity side, we need a Green’s function
Gµi(z, ~x) to construct the gauge field A
a
µ(z) from its boundary value A
a
µ(~x). The relevant Green’s
function is
Gµi(z, ~x) = Cd z
d−2
0
[z20 + (~z − ~x)2]d−1
Jµi(z − ~x) (4.5.5)
= Cd
(
zd−20
z20 + (~z − ~x)2
)d−2
∂µ
(
(z − ~x)i
z20 + (~z − ~x)2
)
, (4.5.6)
where Cd is normalization constant which is determined to be
Cd =
Γ(d)
2pi
d
2 Γ(d2)
. (4.5.7)
The flavor-current correlator in the boundary CFT obtained from the AdS supergravity action is
given by 〈
Jai OI(~x)OJ(~y)
〉
=
δ
δAai (~z)
δ
δφI0(~x)
δ
δφJ0 (~y)
e−S
∣∣∣∣
Aai =φ0=0
, (4.5.8)
where φI(~x) is a real scalar field corresponding to OI(~x), and
Aaµ(z) =
∫
ddxGµi(z, ~x)A
a
i (~x). (4.5.9)
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The cubic vertex of the action (4.5.3) leads to the AdS integral representation for the flavor-current
correlator in the gauge theory. The result is
〈
Jai OI(~x)OJ(~y)
〉
= (T a)IJ
∫
ddωdω0
ωd+10
Gµi(ω, ~z)ω
2
0
(
K∆(ω, ~x)
∂
∂ωµ
K∆(ω, ~y)−K∆(ω, ~y) ∂
∂ωµ
K∆(ω, ~x)
)
.
(4.5.10)
To evaluate this integral, set ~z = 0, and apply the inversion (4.2.11). This gives
〈
Jai OI(~x)OJ(~y)
〉
= Cd(T a)IJ~x ′2∆~y ′2∆
∫
ddω′dω′0
ω′d+10
ω′d−10
ω′0
ω′2
Jµi(ω
′)
×
(
K∆(ω
′, ~x′)
∂ω′ρ
∂ωµ
∂
∂ω′ρ
K∆(ω
′, ~y′)−K∆(ω′, ~y′)
∂ω′ρ
∂ωµ
∂
∂ω′ρ
K∆(ω
′, ~x′)
)
. (4.5.11)
Using (4.2.12) and then (4.2.14) we find〈
Jai OI(~x)OJ(~y)
〉
=
Cd(T a)IJ
~x2∆~y2∆
∫
ddω′dω′0
ω′0
(
K∆(ω
′, ~x′)
∂
∂ω′i
K∆(ω
′, ~y′)−K∆(ω′, ~y′) ∂
∂ω′i
K∆(ω
′, ~x′)
)
.
Integrate by parts and make use of the following identity
∂
∂zi
K∆(z, ~x) = − ∂
∂xi
K∆(z, ~x), (4.5.12)
to obtain〈
Jai OI(~x)OJ(~y)
〉
= 2
Cd(T a)IJ
|~x|2∆|~y|2∆
∂
∂x′i
∫
ddω′dω′0
ω′0
K∆(ω
′, ~x′)K∆(ω′, ~y′)
= 2
CdC2∆(T
a)IJ
|~x|2∆|~y|2∆
∂
∂x′i
∫
ddω′dω′0
ω′2∆−10
[ω′20 + (~ω′ − ~x′)]2∆[ω′20 + (~ω′ − ~y′)]2∆
= 2
CdC2∆(T
a)IJ
|~x|2∆|~y|2∆ I(∆, d)
∂
∂x′i
|~x− ~y|2∆−d
= 2
CdC2∆(T
a)IJ
|~x|2∆|~y|2∆ I(∆, d)(2∆− d)|~x− ~y|
2∆−d−2(xi − yi) . (4.5.13)
In the last line we have used the Feynman parameter representation of the integral, which is defined
as ∫
ddzdz0
za0
[z20 − (~z − ~x)2]b[z20 − (~z − ~y)2]c
= I[a, b, c, d]|~x− ~y|1+a+d−2b−2c , (4.5.14)
I[a, b, c, d] =
pid/2Γ(a2 +
1
2)Γ(b+ c− d2 − a2 − 12)
2Γ(b)Γ(c)
Γ(12 +
d
2 +
a
2 − b)Γ(12 + d2 + a2 − c)
Γ(1 + a+ d− b− c) . (4.5.15)
Now use the following identity
1
(~x′ − ~y′)2
=
~x2~y2
(~x− ~y)2 , (4.5.16)
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to obtain〈
Jai OI(~x)OJ(~y)
〉
= 2CdC2∆(T
a)IJI(∆, d)
(
1
~xd−2~yd−2(~x− ~y)2∆−d+2
)(
xi
~x
− yi
~y
)
. (4.5.17)
Now substitute the constants into this expression and perform the following coordinate transfor-
mations
~x −→ ~x− ~z, ~y −→ ~y − ~z (4.5.18)
to find
〈
Jai OI(~x)OJ(~y)
〉
=
(∆− d2)Γ(d2)Γ(∆)
pid(d− 2)Γ(∆− d2)
(T a)IJ
× 1
(~x− ~y)2∆−d+2
1
(~x− ~z)d−2(~y − ~z)d−2
[
(x− z)i
(~x− ~z) −
(y − z)i
(~y − ~z)
]
. (4.5.19)
Comparing this result with the CFTd form (4.5.2) gives
ξ =
(∆− d2)Γ(d2)Γ(∆)
pid(d− 2)Γ(∆− d2)
. (4.5.20)
This correlator satisfies the Ward identity which relates it to the two-point function
〈OI(x)OJ(y)〉
∂
∂zi
〈
∂iJ
a
i (z)φ
I(x)φJ(y)
〉
= ξ
(d− 2)2pi d2
Γ(d2)
(T a)IJ
(
δd(x− z)− δ(y − z)
) 1
(x− y)2∆
= δd(x− z)(T a)IK 〈OK(x)OJ(y)〉+ δd(y − z)(T a)JK 〈OI(x)OK(y)〉 .
(4.5.21)
The value of the 2–point function (4.4.27) is consistent with this Ward identity.
4.6 The Three-point Function
As we see above the computation of the 2–point functions in position space is delicate, because
of the divergence that arises. We now apply the AdS/CFT correspondence to compute 3–point
correlators in the boundary CFTd [6]. We will evaluate the integrals in AdSd+1 by using a cer-
tain conformal method. The result will be needed in the supergravity calculation of the 3–point
correlation functions, which is the subject of Chapter 6.
Consider three scalar fields φI(z), I = 1, 2, 3 in the supergravity theory with mass mI and inter-
action vertices of the form L1 = φ1φ2φ3 and L2 = φ1gµν∂µφ2∂νφ3. The corresponding three-point
amplitudes are
A1(~x, ~y, ~z) = −
∫
ddw dw0
wd+10
K∆1(w, ~x)K∆2(w, ~y)K∆3(w, ~z) (4.6.1)
A2(~x, ~y, ~z) = −
∫
ddw dw0
wd+10
K∆1(w, ~x)∂µK∆2(w, ~y)w
2
0∂µK∆3(w, ~z), (4.6.2)
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where K∆I (w, ~x) is the Green’s function in (4.3.10). These correlators are conformally covariant
and are of the form required by conformal symmetry
Ai(~x, ~y, ~z) =
ai
|~x− ~y|∆1+∆2−∆3 |~y − ~z|∆2+∆3−∆1 |~z − ~x|∆3+∆1−∆2 . (4.6.3)
We need to obtain the coefficients a1 and a2. Use inversion w
′
µ =
wµ
w2
as a change of variables. Then
we use the following inversion property(
w0
w20 + (~w − ~x)2
)∆
=
(
w′0
w
′ 2
0 + (~w
′ − ~x′)2
)∆
|~x′|2∆ . (4.6.4)
In order to simplify the integral we apply a translation to place one boundary point at the origin
0, say ~z = 0. With this choice and the inversion (4.6.9), we obtain
A1(~x, ~y, 0) = −|~x′|∆1 |~y′|∆2C∆3
∫
ddw′ dw′0
w′d+10
K∆1(w
′, ~x′)K∆2(w
′, ~y′)w′∆30
= −|~x′|∆1 |~y′|∆2C∆3C∆1C∆2
∫
ddw′ dw0′ w
′∆3+∆1+∆2−d−1
0[
w′20 + (~w′ − ~x′)2
]∆1[w′20 + (~w′ − ~y′)2]∆2
= −|~x′|∆1 |~y′|∆2C∆3C∆1C∆2I(∆1,∆2∆3, d)|~x′ − ~y′|∆3−∆1−∆2 , (4.6.5)
where the measure in the integral is invariant under translations and inversions. We now substitute
the expression for I(∆1,∆2∆3, d) and apply an inversion, under which [6], [27]
1
|~x′ − ~y′|2 =
|~x|2|~y|2
|~x− ~y|2 , |~x′|
2 =
1
|~x|2 , |~y′|
2 =
1
|~y|2 . (4.6.6)
After a translation ~x −→ (~x − ~z), ~y −→ (~y − ~z), we obtain the three-point amplitude A1(~x, ~y, ~z),
with the coefficient a1 as follows
a1 = −
Γ
(
1
2 [∆1 + ∆2 −∆3]
)
Γ
(
1
2 [∆2 + ∆3 −∆1]
)
Γ
(
1
2 [∆3 + ∆1 −∆2]
)
2pidΓ(∆1 − d2)Γ(∆2 − d2)Γ(∆3 − d2)
Γ
(1
2
[∆1 + ∆2 + ∆3 − d]
)
.
(4.6.7)
To compute A2(~x, ~y, ~z) we can proceed similarly by knowing that ∂µK∆2(w, ~y)w
2
0∂µK∆3(w, ~z) is an
invariant contraction under inversion. Using (4.6.9), we have
∂µK∆2(w, ~y)w
2
0∂µK∆3(w, 0) = |~y′|2∆2∂µ′K∆2(w′, ~y′)w′20 ∂µ′K∆3(w′, 0)
= |~y′|2∆2C∆2C∆3
∂
∂w′0
[
w′0
w′20 + (~w′ − ~y′)2
]∆2
w′20
∂
∂w′0
w′∆30
= ∆2∆3|~y′|2∆2C∆2C∆3w′∆+∆30
[
1
[w′20 + (~w′ − ~y′)2]∆2
− 2w
′
0
[w′20 + (~w′ − ~y′)2]∆2+1
]
. (4.6.8)
We then find two integrals of the form I(∆1,∆2,∆3, d). The result implies
a2 = a1
[
∆2∆3 +
1
2
(
d−∆1 −∆2 −∆3
)(
∆2 + ∆3 −∆1
)]
. (4.6.9)
In summary, the holographic dictionary is used to compute correlators in the strong coupling limit
of the CFT from the bulk theory in AdS. We have demonstrated that the computation of the two
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point function from the gravity side is subtle due to divergences. These divergences required a
cut off at the boundary. Because of the divergences the result of our computation is ambiguous.
We have determined the correct result using a Ward Identity. Its clear that we do not have an
understanding of these divergences. If we could understand them, we might be able to explain what
regularization procedure we should use.
5. Three-point Correlation Functions of
Giant Gravitons
In the previous chapter, a divergence was found in the two-point function of operators built using
order 1 fields. In this chapter, we will see that there are also divergences in correlators of operators
with order N field. We will employ the AdS/CFT correspondence to calculate the three-point
function of two giant gravitons “heavy states” and one point like graviton “light state”. On the
string theory side of the correspondence, we will consider either S5 or AdS5 giant gravitons as our
heavy states, and a chiral primary operator dual to an AdS scalar field of dimension ∆ = J <<
√
N
as the light state. On the gauge theory side, our heavy operators corresponding to the giant
gravitons are Schur polynomials with dimension k of order N , and the light state is again a chiral
primary operator. In the first section we introduce the operators that we will consider on the gauge
theory side and compute the three-point functions using Schur polynomial techniques. Then, in
section 2 we calculate the holographic three-point functions of giant graviton operators following
[7]. Three–point functions on the gauge theory side of the correspondence are not in agreement
with the dual string theory results. Lin [11] has presented a regularization procedure under which
the string theory results are exactly match with the results from the gauge theory side. This
regularization procedure will be subject of the last section of this chapter.
5.1 Gauge Theory Computation
The methods we use in this section have been reviewed in Chapter 3.
5.1.1 Correlators of Chiral Primary Operators. Let us consider the composite operator
constructed using a single complex scalar field Z,
OJ(x) = Tr (ZJ(x)) . (5.1.1)
This single trace chiral primary operator is dual to a point-like string moving along an equator of
S5 with angular momentum J . The two and three point functions of a chiral primary operator of
the type Tr
(
ZJ
)
can be evaluated using matrix model techniques in the free theory. We calculate
it using the technique presented in [30].
Consider the unitary group characters χR(Z) and χS(Z¯) labeled by Young diagrams R,S. Even
though the matrices are complex instead of unitary, we write〈
χR(Z)χS(Z¯)
〉
= δR,SΩR (5.1.2)
where ΩR is the product of the factors of R. Our observables Tr
(
ZJ
)
are a functions on the
conjugacy classes of J–cycles, they are given in (3.8.14). Therefore, we can write〈
TrZJTrZ¯J
〉
=
∑
R`J
(
χR(σ)
)2
ΩR . (5.1.3)
The J–cycle character χR(σ) is non-zero only for Young diagrams consisting of a single hook of
boxes with row length k and column length J − k, for k = 1, · · · , J . For the hooks the J–cycle
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character χR(σ) is either positive or negative one. Thus,
∑
R becomes a sum over the J possible
hooks 〈
Tr ZJTr Z¯J
〉
=
J∑
k=1
k∏
i=1
(N − 1 + i)
J−k∏
m=1
(N −m)
=
1
J + 1
[
Γ(N + J + 1)
Γ(N)
− Γ(N + 1)
Γ(N − J)
]
= JNJ
[
1 +
(
J + 1
4
)
1
N2
+ · · ·
]
. (5.1.4)
In a similar way we find
〈
Tr ZJTr ZKTr Z¯J+K
〉
=
(
J+K∑
k=K+1
−
J∑
k=1
)
k∏
i=1
(N − 1 + i)
J−k∏
m=1
(N −m)
=
1
J +K + 1
[
Γ(N + J +K + 1)
Γ(N)
− Γ(N + J + 1)
Γ(N −K) +
Γ(N + 1)
Γ(N − J −K) −
Γ(N +K + 1)
Γ(N − J)
]
= NJ+K−1JK(J +K)
[
1 +
1
3!N2
(
K + J − 1
2
)[(K
2
)
+
(
J
2
)
− 1
]
+ · · ·
]
. (5.1.5)
Here we ignored the dependence on the spacetime coordinates and the ’t Hooft coupling constant.
These are completely determined by conformal invariance and can easily be reinstated if needed.
Then we get the CFT structure constant for the three-point function
CJ,K,K+J =
〈OJOKO¯J+K〉√〈OJO¯J〉 〈OKO¯K〉 〈OJ+KO¯J+K〉 (5.1.6)
=
1
N
√
JK(J +K
[
1 +O
(
1
N2
)]
. (5.1.7)
5.1.2 Correlators of Schur Polynomials. Consider a representation R described in terms of
a Young tableau with n boxes. This Young tableau labels both a representation of U(N) and a
representation of Sn. The Schur Polynomial χR(Z) of a complex matrix Z is defined as
χRn(Z) =
1
n!
∑
σ∈Sn
χRn(σ)Z
iσ(1)
i1
· · ·Ziσ(n)in (5.1.8)
where the sum is over all elements σ in the symmetric group Sn. Notice that there is no limit in
which the Schur polynomial reduces to a chiral primary operator. Schur polynomials are 1/2-BPS
operators in N = 4SYM . They have protected two– and three–point functions [23]. The two-point
function was calculated in section (3.8) and reads〈
χR(Z)χS(Z¯)
〉
= δR,SfR = δR,S
∏
i,j∈R
(N − i+ j) . (5.1.9)
The product
∏
i,j∈R goes over all boxes of the Young tableau of the representation R with i
indexing rows and j indexing columns. To compute the three-point correlation function we need
to use the following product rule for two Schur polynomials [23] [31],
χR(Z)χS(Z) =
∑
E
g(R,S;E)χE(Z) , (5.1.10)
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where g(R,S;T ) is the Littlewood-Richardson coefficient, a positive integer which counts the mul-
tiplicity with which the representation T appears in the tensor product of the representations R
and S. Using the product rule above we get〈
χR(Z)χS(Z)χT (Z¯)
〉
=
∑
E
g(R,S;E) 〈χE(Z)χT (Z)〉
=
∑
E
g(R,S;E)δE,T fE
= g(R,S;T )
∏
i,j∈T
(N − i+ j) . (5.1.11)
The string theory duals of Schur polynomials are collections of giant gravitons, i.e. D3-branes
which wrap an S3 of either S5 or AdS5. Thus, it is natural to identify Schur polynomials for
the antisymmetric representations with k boxes as the operator dual to a giant graviton on S5.
Another class of Schur polynomials are those corresponding to symmetric representations with k
boxes. They are naturally identified as operators dual to AdS giant gravitons. The antisymmetric
representations correspond to Young diagrams with one column of length k [32], while the symmetric
representations correspond to to Young diagrams with one row of length k [23].
Let us denote the Schur polynomial for the antisymmetric representation with k boxes as χAk (Z)
and the Schur polynomial for the symmetric representation with k boxes as χSk (Z). We take k 6 N
for the antisymmetric case while in the symmetric case k is unbounded. Since g(R,S;T ) = 1 for
these cases as computed in [33], we find the following results
〈
χSk (Z¯)χ
S
k (Z)
〉
=
k∏
j=1
(N − 1 + j) , (5.1.12)
〈
χAk (Z¯)χ
A
k (Z)
〉
=
k∏
i=1
(N − i+ 1) , (5.1.13)
〈
χSk (Z¯)χ
S
k−j(Z)χ
S
j (Z)
〉
=
k∏
j=1
(N − 1 + j) , (5.1.14)
〈
χAk (Z¯)χ
A
k−j(Z)χ
A
j (Z)
〉
=
k∏
i=1
(N − i+ 1) . (5.1.15)
5.1.3 Three-point Functions of 2 Schur Polynomials and one Single Trace Operator.
We study three–point correlation functions involving two massive string states, which are giant
gravitons and one light string dual to a chiral primary operator of the type TrZJ [34]. In the
symmetric representation the normalized three-point functions are
CSk,k−J,J =
〈
χSk (Z¯)χ
S
k−j(Z)TrZ
J
〉
√〈
χSk (Z¯)χ
S
k (Z)
〉 〈
χSk−j(Z¯)
〉
χSk−j(Z)
〈
TrZ¯JTrZJ
〉 , (5.1.16)
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and similarly for the antisymmetric representation case CAk,k−J,J . To calculate the expectation value
in the numerator, we use (3.8.15). We have〈
χSk (Z¯)χ
S
k−J(Z)Trz
J
〉
=
∑
R`J
χR(σ)
〈
χR(Z)χ
S
k (Z¯)χ
S
k−J(Z)
〉
, (5.1.17)
〈
χAk (Z¯)χ
A
k−J(Z)TrZ
J
〉
=
∑
R`J
χR(σ)
〈
χR(Z)χ
A
k (Z¯)χ
A
k−J(Z)
〉
. (5.1.18)
It is clear that, only the completely symmetric representation contributes in the first case and only
the antisymmetric representation contributes in the later. The character χR(σ) can be written as
follows
χSJ (σ) = 1, χ
A
J (σ) = (−1)J−1 . (5.1.19)
This implies
〈
χSJ (Z¯)χ
S
k−J(Z)TrZ
J
〉
=
k∏
j=1
(N − 1 + j) , (5.1.20)
〈
χAJ (Z¯)χ
A
k−J(Z)TrZ
J
〉
= (−1)J−1
k∏
i=1
(N − i+ 1) . (5.1.21)
Using these results and the expressions (5.1.4) and (5.1.9), we find the structure constants
CSk,k−J,J =
√∏k
j=k−J+1(N + j − 1)√
JNJ(1 + c(J) 1
N2
+ · · · )
, (5.1.22)
CAk,k−J,J = (−1)(J−1)
√∏k
i=k−J+1(N − i+ 1)√
JNJ(1 + c(J) 1
N2
+ · · · )
. (5.1.23)
Now, we are interested in the situation that the chiral primary is a small operator and the Schur
polynomials correspond to large Young tableaux, i.e. the limit
N →∞, k →∞, k
N
finite, J  k, (5.1.24)
and in particular J  N . In this limit we find for the structure constants
CSk,k−J,J =
1√
J
(
1 +
k
N
)J/2
, (5.1.25)
CAk,k−J,J = (−1)(J−1)
1√
J
(
1− k
N
)J/2
. (5.1.26)
Furthermore, we note that for the antisymmetric representation we have the constraint k ≤ N
while for the symmetric case k is unbounded.
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5.2 Holographic Computation
5.2.1 Giant Graviton on S5. For this giant graviton, the worldvolume is along R(⊂ AdS5)×S3(⊂
S5) [8][9]. The geometry of AdS5 × S5 in global coordinates can be described as:
ds2 = − cosh2 ρ dt2 + dρ2 + sinh2 ρ dΩ˜23 + dθ + sin2 θ dφ2 + cos2 θ dΩ23 (5.2.1)
where we have taken the radius of curvature of AdS5 and S
5 equal to one. The round metric on
the three sphere in the hyper-spherical coordinates given by
dΩ23 = dχ
2
1 + sin
2 χ1dχ
2
2 + sin
2 χ1 sin
2 χ2dχ
2
3 , (5.2.2)
where χ1, χ2 run from 0 to pi, and χ3 runs from 0 to 2pi. The D3-brane action which describes the
dynamics of our giant graviton, consists of Dirac-Born-Infeld (DBI) and Wess-Zumino (WZ) terms:
SD3 = SDBI + SWZ (5.2.3)
= − N
2pi2
∫
d4σ(
√−g − P [C4]) (5.2.4)
where N/2pi2 is the tension of the brane and, σa where a = 0, · · · , 3 label the world-volume
coordinates. g = det(gab) where gab is the induced world-volume metric on the D3-brane, which is
defined as
gab = gµν∂ax
µ∂bx
ν . (5.2.5)
xµ describe the embedding of the D3-brane in ten-dimensional spacetime, such that
xµ ≡ (t, ρ, χ˜i, θ, φ, χi), µ = 0, 1, 2, · · · , 9, i = 1, · · · , 3 (5.2.6)
P (C4) denotes the pull-back of the the four-form potential C4, which will pullback the spacetime
form into the world-volume of the brane. C4 is proportional to the volume form on the unit 3-sphere
described by (5.2.2), and may be taken as
Cφχ1χ2χ3 = cos
4 θV ol(Ω3) . (5.2.7)
The pull-back of this four-form potential is given by
P (C(4)) =
1
4!
σ
0···σ3∂σ0Xµ0 · · · ∂σ3Xµ3C(4)µ0···µ3dσ0 ∧ · · · ∧ dσ3
=d4σφ˙ cos4 θVol(Ω3)
=d4σφ˙ cos4 θ
√
g(Ω3)
=d4σφ˙ cos4 θ sin2 χ1 sinχ2 (5.2.8)
where χi are the angles covering the S
3 ⊂ S5 and Vol(Ω3) denotes its volume element. σ0···σ3 is
the totally antisymmetric symbol.
Let us now specify the gauge we will use for our computation. We identify the world-volume
coordinates σa with the appropriate space-time coordinates:
σ0 = t, σi = χi, i = 1, 2, 3. (5.2.9)
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Our ansatz for the anti-D3-brane giant graviton on AdS5 × S5 takes the form
ρ = 0, φ = φ(t). (5.2.10)
For the particular embedding coordinates of the D3-brane in equations (5.2.9) and (5.2.10) the
induced metric (5.2.5) can be written as
gab = Diag(−1 + sin2 φ˙2, cos2 θ, cos2 θ sin2 χ1, cos2 θ sin2 χ1 sin2 χ2) , (5.2.11)
and
g = det(gab) = (−1 + sin2 θ) cos6 θ sin4 χ1 sin2 χ2 . (5.2.12)
Substituting (5.2.8) and (5.2.12) into the D3-brane action (5.2.4) and then integrating over the
angular coordinates, yields the following action
S = − N
2pi2
∫ −∞
+∞
dt
∫ pi
0
dχ1
∫ pi
0
dχ2
∫ 2pi
0
dχ3
[√
1− φ˙2 sin2 θ cos3 θ sin2 χ1 sinχ2 − cos4 θ V ol(Ω3)
]
= −N
∫
dt
[
cos3 θ
√
1− φ˙2 sin2 θ − φ˙ cos4 θ]. (5.2.13)
The R-charge/angular momentum conjugate to φ of the giant is fixed
k =
δL
δφ˙
=
Nφ˙ sin2 θ cos3 θ√
1− φ˙2 sin2 θ
+N cos4 , (5.2.14)
where L is the Lagrangian for the giant, We can invert this relation to write
φ˙ =
l − cos4 θ
sin θ
√
(l − cos4 θ)2 + sin2 θ cos6 θ
. (5.2.15)
where l ≡ k/N . The action may be rewritten in terms of k, to give
S = N
∫
dt
cos2θ
sin θ
l − cos2 θ√
(l − cos4 θ)2 + sin2 θ cos6 θ . (5.2.16)
The corresponding energy is defined by
E = φ˙k − L = N
sin θ
√
(l − cos4 θ)2 sin2 θ cos6 θ . (5.2.17)
It is independent of φ. By fixing l = cos2 θ, we find that the energy is minimized
φ˙ = 1 , (5.2.18)
and the action vanishes. The energy E of the giant graviton at this minimum is
Emin = k . (5.2.19)
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5.2.2 Giant Graviton on AdS5. We now consider the giant graviton with world-volume R× S3
embedded in AdS5 [10] [9]. The metric of AdS5×S5 can be taken as in (5.2.5). The action for the
anti-D3-brane is
SD3 = − N
2pi2
∫
d4σ(
√−g + P [C4]). (5.2.20)
Here the four-form potential C4 may be taken as
Cφχ˜1χ˜2χ˜3 = − sinh4 ρV ol(Ω˜3) , (5.2.21)
where χ˜i are the angles covering the S
3 ⊂ AdS5 and V ol(Ω˜3) denotes its volume element. We
identify the world-volume coordinates σa with the spacetime coordinates:
σ0 = t, σi = χ˜i, i = 1, 2, 3. (5.2.22)
Our ansatz for the anti-D3-brane giant graviton on AdS5 × S5 takes the form
ρ = constant, φ = φ(t), θ =
pi
2
. (5.2.23)
For the particular embedding of the D3-brane in equations (5.2.22) and (5.2.23) the induced metric
gab = gµν∂ax
µ∂bx
ν can be written as
gab = Diag(− cosh2 ρ+ φ˙2, sinh2 ρ, sinh2 ρ sin2 χ˜1, sinh2 ρ sin2 χ˜1 sin2 χ˜2) (5.2.24)
and
g = det(gab) = (cosh
2 ρ+ φ˙2) sinh6 ρ sin4 χ˜1 sin
2 χ˜6 . (5.2.25)
These yield the following action
S =
∫
dt L = −N
∫
dt
[
sinh3 ρ
√
cosh2 ρ− φ˙2 − sinh4 ρ]. (5.2.26)
The R-charge/angular momentum conjugate to φ of the anti-giant is fixed
k˜ ≡ δL
δφ˙
=
Nφ˙ sinh3 ρ√
cosh2 ρ− φ˙2
, (5.2.27)
where L is the Lagrangian for the anti-giant. We can invert this relation to write
φ˙ =
l˜ cosh ρ√
sinh6 ρ+ l˜
(5.2.28)
where l˜ = k˜/N . The action may be rewritten in terms of k˜, to obtain
S = −N
∫
dt sinh4 ρ
[
cosh2 ρ cosh ρ
√
1
sinh6 ρ+ l˜
− 1
]
. (5.2.29)
The corresponding energy defined by
E = φ˙k˜ − L = N
∫ [
cosh ρ
√
sinh6 ρ+ l2 − sinh4 ρ
]
, (5.2.30)
it is independent of φ. By fixing l˜ = sinh2 ρ, we minimize the energy,
φ˙ = 1, (5.2.31)
and the action vanishes. The energy E of the anti-giant graviton at this minimum is
Emin = k˜ (5.2.32)
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5.2.3 The Co-ordinate System. It turns out to be convenient to use a new set of coordinates
obtained by mapping the global coordinates (5.2.5) into the Poincare patch [35] [23]
(z, x0, x1) =
R
cosh ρ cos t− sinh ρ cosψ (1, cosh ρ sin t, sinh ρ sinψ) . (5.2.33)
To illustrate the change of coordinates in the simplest setting we have performed the discussion for
the case of AdS3 in which case dΩ˜
2
3 simplifies to dψ
2. The metric of the Poincare patch is
ds2 =
−(dx0)2 + (dx1)2 + dz
z2
. (5.2.34)
We have ρ = 0 for the giant graviton path on S5. Continuing to the Euclidean AdS, so that
t −→ tE = −it and x0 −→ x0E = −ix0 we find
z =
R
cosh tE
, x0E = R tanh tE , x
1 = 0. (5.2.35)
In the case of the AdS5 giant graviton, use the generalization of the coordinate transformations to
AdS5
(z, x0, ~x) =
R
cosh ρ cos t− n0 sinh ρ (1, cosh ρ sin t, ~n sinh ρ) (5.2.36)
where the S3 ⊂ AdS5 is given by the embedding coordinates nI = (n0, ~n), nInI = 1.
5.2.4 Supergravity Fluctuations. The supergravity modes that we are interested in are fluc-
tuations of the spacetime metric and the 4-form potential, which correspond to a chiral primary
operator with R-charge ∆ in N = 4 SYM [36] [37] [38]. The fluctuations are
δgµν =
[
− 6∆
5
gµν +
4
∆ + 1
∇(µ∇ν)
]
s∆(X)Y∆(Ω) , (5.2.37)
δgαβ = 2∆gαβs
∆(X)Y∆(Ω) , (5.2.38)
δCµ1µ2µ3µ4 = −4µ1µ2µ3µ4µ5s∆(X)Y∆(Ω) , (5.2.39)
δCα1α2α3α4 = 4α1α2α3α4α5s
∆(X)Y∆(Ω) , (5.2.40)
where µ, ν are indices refer to AdS5 coordinates X, while α, β are indices refer to S
5 coordinates
Ω. The Y∆(Ω) represent the spherical harmonics on S
5, while s∆(X) represent a scalar field
propagating on AdS5 space with mass-squared=∆(∆ − 4), where ∆ labels the representation of
SO(6) and must be an integer greater than or equal 2.
The symmetric traceless double covariant derivative ∇(µ∇ν) is defined as
∇(µ∇ν) =
1
2
(∇µ∇ν +∇ν∇µ)− 1
5
gµνg
ρσ∇ρ∇σ (5.2.41)
and, when acting on a scalar field
∇µ∇ν = ∂µ∂ν − Γσµν∂σ . (5.2.42)
The Christoffel symbol Γσµν is given by
Γσµν =
1
2
gσα (∂µgνα + ∂νgµα − ∂αgµν) . (5.2.43)
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The bulk to boundary propagator for s∆ is given by√
α0
B∆
z∆
((x− xB)2 + z2)∆ '
√
α0
B∆
z∆
(x2B)
∆
. (5.2.44)
The normalization is given by
α0 =
∆− 1
2pi2
, B∆ =
23−∆N2∆(∆− 1)
pi2(∆ + 1)2
. (5.2.45)
5.2.5 Antisymmetric Giant Graviton. The Euclidean form of the D3-brane action is given by
SED3 =
N
2pi2
∫
d4σ (
√
g − ip[C4]) . (5.2.46)
Under Wick rotation, the four-form potential with legs in the AdS5 part of the geometry transforms
as CAdS4 → −iCAdS4 since the potential has a leg in the temporal direction, while the potential on
S5 is unaffected.
The DBI part is given by
SDBI =
N
2pi2
∫
d4σ
√
g , (5.2.47)
where g = det(gab) and gab = gµν
∂xµ
∂σa
∂xν
∂σb
, where a, b = 0, · · · 3 and µν = 0, · · · 9. To find the
variation of this action, we need to vary
√
g as follows
δg = δ det(gab) = g g
abδgab . (5.2.48)
Using this we get
δ
√
g = − 1
2
√
g
δg =
1
2
√
ggabδgab (5.2.49)
=
1
2
√
ggab
∂xµ
∂σa
∂xν
∂σb
δgµν . (5.2.50)
These give the following variation
δSDBI =
N
4pi2
∫
d4σ
√
ggab
∂xµ
∂σa
∂xν
∂σb
δgµν . (5.2.51)
On the path of the S5 giant graviton we have ρ = 0 and φ˙ = 1. Continue to Euclidean AdS, so
that t −→ tE = −it. The induced metric (5.2.12) becomes
gab = diag
(
cos2 θ, cos2 θ, cos2 θ sin2 χ1, cos
2 θ sin2 χ1 sin
2 χ2
)
. (5.2.52)
Inserting this into (5.2.51) we find
δSDBI =
N
4pi2
∫
d4σ
√
g
(
g00 (δgtt − δgφφ) + g11δgχ1χ1 + g22δgχ2χ2 + g33δgχ3χ3
)
Y∆(Ω)s
∆(X).
(5.2.53)
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Using the supergravity fluctuations (5.2.37) and (5.2.38) and integrating over the angles we find
δSDBI =
N
2pi2
∫ −∞
+∞
dt
∫ pi
0
dχ1
∫ pi
0
dχ2
∫ 2pi
0
dχ3 cos
2 θ sin2 χ1 sinχ2Y∆(Ω)
×
([
− 6∆
5
gtt +
4
∆ + 1
∇(t∇t) − 2∆ sin2 θ
]
+ 6∆ cos2 θ
)
s∆(X)
=
N
2
cos2 θ
∫
dt Y∆(Ω)
([
− 6∆
5
gtt +
4
∆ + 1
∇(t∇t)
]
− 8∆ sin2 θ + 6∆
)
s∆(X).
(5.2.54)
To compute the double traceless symmetric covariant derivative∇(µ∇µ) we use the Euclidean metric
on AdS5 in terms of the coordinates introduced in section 5.2.3
ds2EAdS5 =
(dx0)2 + (dx1)2 + (dx2)2 + (dx3)2 + dz2
z2
. (5.2.55)
From the formula (5.2.41), we have
∇(µ∇µ)s∆ =
(
∇µ∇µ − 1
5
gµµg
σσ∇σ∇σ
)
s∆. (5.2.56)
Using this metric and the fact that s∆(X) depends only on z, we find
gx
ixi∇xi∇xis∆ = gx
ixi(∂2xi − Γzxixi)s∆ = z2
(
∂2xi −
1
z
∂z
)
s∆ ,
where i = 0, · · · , 3. Thus
gzz∇z∇z = gzz(∂2z − Γzzz) = z2(∂2z +
1
z
∂z)s
∆.
With the bulk to boundary propagator (5.2.44), the double covariant derivative (5.2.56) becomes
∇(µ∇µ)s∆ = ∂2µs∆ −
1
5
gµµ
(−3z∂z + z2∂2z) s∆
= ∂2µ −
1
5
(∆(∆− 1)− 3∆)s∆ . (5.2.57)
Thus
∇(t∇t)s∆ = ∂2t −
1
5
(∆(∆− 1)− 3∆)s∆ . (5.2.58)
The variation of the DBI part of the action can be written as follows
δSDBI =
N
2
cos2 θ
∫
dt Y∆(Ω)
(
4
∆ + 1
∂2t −
2∆(∆− 1)
∆ + 1
− 8∆ sin2 θ + 6∆
)
s∆. (5.2.59)
We will be interested in the spherical harmonic
Y∆(Ω) =
sin∆ θei∆φ
2
∆
2
=
sin∆ θe∆t
2
∆
2
. (5.2.60)
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Consider the Euclidean geodesic φ = φ(t) = t −→ −it, z = Rcosh t , x = R tanh t. We also replace
the field s∆ with the bulk to the boundary propagator (5.2.44), namely
s∆ −→ ∆ + 1
N
√
∆22−
∆
2
z∆
x2∆B
= a∆
z∆
x2∆B
. (5.2.61)
We finally obtain
δSDBI =
cos2 θ sin∆ θ(∆ + 1)
√
∆
2
∫
dt
R∆e∆t
cosh∆ t
(
2 cos2 θ − 1
cosh2 t
)
, (5.2.62)
where R = R/x2B. We now turn our attention to the Wess-Zumino coupling. Because the relevant
legs of C4 are in S
5 we require only the fluctuation δCφχ1χ2χ3
δCφχ1χ2χ3 = 4θφχ1χ2χ3s
∆∇θY∆(Ω)
= 2−
∆
2
+2θφχ1χ2χ3∆s
∆(sin θ)∆−1 cos θe∆t. (5.2.63)
Therefore the variation of the Wess-Zumino part is given by
δSWZ = i
N
2pi2
∫
d4σ P [δC4]
= i
N
2pi2
∫ −∞
+∞
dt
∫ pi
0
dχ1
∫ pi
0
dχ2
∫ 2pi
0
dχ3
√
gR×S3 iφ˙δ(Cφχ1χ2χ3)
= − N
2pi2
∫ −∞
+∞
dt
∫ pi
0
dχ1
∫ pi
0
dχ2
∫ 2pi
0
dχ3 δCφχ1χ2χ3 sin θ cos
3 θ sin2 χ1 sinχ2
= −N
∫ −∞
+∞
dt δ(Cφχ1χ2χ3) sin θ cos
3 θ . (5.2.64)
Now we use (5.2.63), to obtain
δSWZ = −2−∆2 +2N∆
∫
dt e∆t sin∆ θ cos4 θs∆
= − cos4 θ sin∆ θ(∆ + 1)
√
∆
∫
dt
R∆e∆t
cosh∆ t
. (5.2.65)
Adding the variation of the of DBI and Wess-Zumino terms we find
δS =
cos2 θ sin∆ θ(∆ + 1)
√
∆
2
∫ ∞
−∞
dt
R∆e∆t
cosh∆+2 t
=
cos2 θ sin∆ θ(∆ + 1)
√
∆
2
R∆2∆+2
∫ ∞
−∞
dt
1
e2t
(
e2t
1− e2t
)∆+2
= (2R)∆ cos2 θ sin∆ θ(∆ + 1)
√
∆
∫ 1
0
duu∆
= −(2R)∆
√
∆ cos2 sin∆ θ. (5.2.66)
We have changed variables from t to u = e2t/(1 + e2t). Recalling that, in terms of the gauge theory
quantities, cos2 θ = k/N , ∆ = J . The structure constant of the three-point function can now be
read from (5.2.66). It is
CAk,k−J,J =
√
J
k
N
(
1− k
N
)J
2
. (5.2.67)
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5.2.6 Symmetric Giant Graviton. We consider the Euclidean action (5.2.46), in which t →
tE = it. The metric on S
3 ⊂ AdS5 can be written as
dΩ˜23 = dϑ
2 + cos2 ϑdφ21 + sin
2 ϑdφ22. (5.2.68)
We can write the Euclidean AdS metric as
ds2EAdS5 = cosh
ρ dt2 + dρ2 + sinh2 ρ(dϑ2 + cos2 ϑdφ21 + sin
2 ϑdφ22) . (5.2.69)
The world-volume coordinates of the D3-brane are
σ0 = t, σ1 = ϑ, σ2 = φ1, σ
3 = φ2 . (5.2.70)
The induced metric gab is given by
gab = Diag
(
sinh2 ρ, sinh2 ρ, sinh2 ρ cos2 ϑ, sinh2 ρ sin2 ϑ
)
. (5.2.71)
From (5.2.51) and using this metric, the variation of the SDBI part is
SDBI =
N
4pi2
∫
d4σ
√
g
(
g00 (δgtt − δgφφ) + g11δgϑϑ + g22δgφ1φ1 + g33δgφ2φ2
)
Y∆(Ω)s
∆(X)
=
N
4pi2
∫
d4σ
√
g
1
sinh2 ρ
(
δgtt − δgφφ + δgϑϑ + 1
cos2 ϑ
δgφ1φ1 +
1
sin2 ϑ
δgφ2φ2
)
Y∆(Ω)s
∆(X) .
(5.2.72)
Since t, ϑ, φ1, and φ2 are sitting inside the AdS5 spacetime, we use the fluctuations (5.2.37) and
(5.2.57), to find
δgµµ = hµµ =
2
∆ + 1
[
2∇µ∇µ −∆(∆− 1)gµµ
]
s , (5.2.73)
while φ is sitting inside S5, so we use the fluctuation defined in (5.2.38), to find
δgφφ = 2∆gφφs = 2∆s , (5.2.74)
where s = s∆(x)Y∆(Ω). Then the variation of SDBI part of the action can be written as
δSDBI =
N
4pi2
∫ ∞
−∞
dt
∫ pi
0
dφ1
∫ pi
0
dφ2
∫ 2pi
0
dϑ sinh2 ρ cosϑ sinϑ
[
− 2∆s+ htt + hϑϑ + hφ1φ1
cos2 ϑ
+
hφ2φ2
sin2 ϑ
]
.
(5.2.75)
The variation of the WZ part is given by
δSWZ = −i N
2pi2
∫
d4σ P [δC4]
= −i N
2pi2
∫ −∞
+∞
dt
∫ pi
0
dφ1
∫ pi
0
dφ2
∫ 2pi
0
dϑ (−i4∇ρs∆(X)Y∆(Ω)) cosh ρ sinh3 ρ cosϑ sinϑ
= −2N
pi2
∫ ∞
−∞
dt
∫ pi
0
dφ1
∫ pi
0
dφ2
∫ 2pi
0
dϑ sinh3 ρ cosh ρ cosϑ∂ρ s . (5.2.76)
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Adding the variations of the DBI and Wess-Zumino terms we find
δS =
N
4pi2
∫ ∞
−∞
dt
∫ pi
0
dφ1
∫ pi
0
dφ2
∫ 2pi
0
dϑ sinh2 ρ cosϑ sinϑ
×
([
− 2∆s+ htt + hϑϑ + hφ1φ1
cos2 ϑ
+
hφ2φ2
sin2 ϑ
]
− 8 cosh ρ sinh ρ∂ρ
)
s. (5.2.77)
In order to simplify this equation we need to compute the following covariant derivatives, in the
metric (5.2.71)
∇t∇ts = (∂2t + cosh ρ sinh ρ∂ρ)s ,
∇ϑ∇ϑ = (∂2ϑ + cosh ρ sinh ρ∂ρ)s ,
∇φ1∇φ1 = (∂2φ1 + cos2 ϑ cosh ρ sinh ρ∂ρ − cosϑ sinϑ∂ϑ)s ,
∇φ2∇φ2 = (∂2φ2 + sin2 ϑ cosh ρ sinh ρ∂ρ + cosϑ sinϑ∂ϑ)s .
We replace the field s with the bulk-to-boundary propagator
s = Y∆(Ω)s
∆(X) (5.2.78)
Y∆(Ω) =
e∆t
2
∆
2
, s∆(X) =
∆ + 1√
∆N22
R∆z∆ (5.2.79)
where R ≡ R/x2B, and z = 1/(cosh ρ cosh t− cosϑ sinφ1 sinh ρ). We then compute to following
derivatives
∂t s
∆ = −∆s∆ cosh ρ sin tz ,
∂2t s
∆ = ∆s∆
(
(∆ + 1)(cosh ρ sinh t z)2 − cosh ρ cosh t z) ,
∂ϑ s
∆ = −∆s∆ sinϑ sinφ1 sinh ρ z ,
∂2ϑ s
∆ = ∆s∆
(
(∆ + 1)(sinϑ sinφ1 sinh ρ z)
2 − cosϑ sinφ1 sinh ρ z
)
,
∂ρ s
∆ = ∆s∆(cosϑ sinhφ1 cosh ρ z − sinh ρ cosh t z)
∂φ1 s
∆ = ∆s∆ cosϑ cosφ1 sinh ρ z ,
∂2φ1 s
∆ = ∆s∆
(
(∆ + 1)(cosϑ cosφ1 sinh ρ z)
2 − cosϑ sinφ1 sinh ρ z
)
,
∂2φ2 s
∆ = 0 .
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Then we obtain
htt =
2
∆ + 1
[
2∆
[
(∆ + 1)(cosh ρ cosh t z)2 − (∆ + 1)(cosh ρ z)2 − cosh ρ cosh t z]
+ 2 cosh ρ sinh ρ ∂ρ −∆(∆− 1) cosh2 ρ
]
s , (5.2.80)
hϑϑ =
2
∆ + 1
[
2∆
[
(∆ + 1)(sinφ1 sinh ρ z)
2 − (∆ + 1)(cosϑ sinφ1 sinh ρ z)2 − cosϑ sinφ1 sinh ρ z
]
+ 2 cosh ρ sinh ρ ∂ρ −∆(∆− 1) sinh2 ρ
]
s , (5.2.81)
hφ1φ1
cos2 ϑ
=
2
∆ + 1
[
2∆
[
(∆ + 1)(cosφ1 sinh ρ z)
2 − sinφ1 sinh ρ z
cosϑ
]
− 2 sinϑ
cosϑ
∂ϑ
+ 2 cosh ρ sinh ρ ∂ρ −∆(∆− 1) sinh2 ρ
]
s , (5.2.82)
hφ2φ2
sin2 ϑ
=
2
∆ + 1
[
2 cosh ρ sinh ρ ∂ρ + 2
cosϑ
sinϑ
∂ϑ −∆(∆− 1) sinh ρ2
]
s . (5.2.83)
Upon substitutions, and performing some algebra, we find
− 2∆s+ htt + hϑϑ + hφ1φ1
cos2 ϑ
+
hφ2φ2
sin2 ϑ
=
2
∆ + 1
[
2∆
[
2(∆− 2) cosϑ sinφ1 sinh ρz − (∆ + 1)z2
]
+ 8 cosh ρ sinh ρ∂ρ − 4∆(∆− 1) sinh2 ρ
]
s ,
where we have used the fact that z = 1/(cosh ρ cosh t− cosϑ sinφ1 sinh ρ). Therefore, equation
(5.2.77) becomes
δS =−
√
∆(∆ + 1)
4pi2
∫ ∞
−∞
dt
∫ 2pi
0
dφ1
∫ 2pi
0
dφ2
∫ 2pi
0
dϑ
× sinh2 ρ cosϑ sinϑ R
∆e∆t
(cosh ρ cosh t− cosϑ sinφ1 sinh ρ)∆+2 . (5.2.84)
Introducing the new variable λ = cosϑ, we may recast the integral as follows
δS = −
√
∆(∆ + 1)
2pi
sinh2 ρ
cosh∆+2 ρ
∫ ∞
−∞
dt
∫ 2pi
0
dφ1
R∆e∆t
cosh∆+2 t
∫ 1
0
dλλ
[
1− λ sinφ1 tanh ρ
cosh t
]−(∆+2)
(5.2.85)
= −
√
∆(∆ + 1)
2pi
sinh2 ρ
cosh∆+2 ρ
∫ ∞
−∞
dt
∫ 2pi
0
dφ1
R∆e∆t
cosh∆+2 t
∫ 1
0
dλ .
Now we use the following negative binomial series
(1− x)−α =
∞∑
k=0
Γ(α+ k)
Γ(α)Γ(k + 1)
xk , (5.2.86)
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to obtain
δS = −
√
∆(∆ + 1)
2pi
sinh2 ρ
cosh∆+2 ρ
∫ ∞
−∞
dt
∫ 2pi
0
dφ1
R∆e∆t
cosh∆+2 t
∫ 1
0
dλ
× λ
∞∑
k=0
(
λ sinφ1 tanh ρ
cosh t
)k Γ(∆ + k + 1)
Γ(k + 1)Γ(∆ + 2)
= −
√
∆
2piΓ(∆ + 1)
sinh2 ρ
cosh∆+2
∫ ∞
−∞
dt
R∆e∆t
cosh∆+2 t
∫ 2pi
0
dφ1
×
∞∑
k=0
1
k + 2
(
sinφ1 tanh ρ
cosh t
)k Γ(∆ + k + 1)
Γ(k + 1)
. (5.2.87)
We now integrate with respect to φ1 using the following integral formula∫ 2pi
0
dθ sinp θ =
{
0 if p = 2n+ 1
pi(2n)!
22n(n!)2
if p = 2n
(5.2.88)
which gives
δS = −
√
∆
2piΓ(∆ + 1)
1
cosh∆ ρ
∞∑
k=0
∫ ∞
−∞
dt
R∆e∆t
cosh∆+2k+2 t
1
22k
Γ(∆ + 2k + 2)
Γ(k + 2)Γ(k + 1)
tanh2k+2 ρ . (5.2.89)
Then, integrate with respect to t, as follows∫ ∞
−∞
dt
emt
coshk+2n t
= 2k+2n
∫ ∞
−∞
dt
emt
(et + e−t)k+2n
= 2k+2n
∫ ∞
−∞
dt
1
e−t(k+2n−m)
(
e2t
e2t + 1
)k+2n
= 2k+2n−1
∫ 1
0
duu
1
2
(k+m)+n−1(1− u) 12 (k−m)+n−1
= 2k+2n−1
Γ(12(k +m) + n)Γ(
1
2(k −m) + n)
Γ(k + 2n)
. (5.2.90)
Above we have changed variables from t to u as follows
u =
e2t
e2t + 1
⇒ et =
( u
1− u
) 1
2
, dt =
1
2u(1− u)du .
This leads to
δS = − (2R)
2
√
∆Γ(∆)
1
cosh∆ ρ
∞∑
k=0
tanh2k+2 ρ
Γ(∆ + k + 1)
Γ(k + 2)
. (5.2.91)
This last expression can be simplified by noting
cosh2∆ ρ =
1
(1− tanh2 ρ)∆ =
∞∑
k=0
Γ(∆ + k)
Γ(∆)Γ(k + 1)
tanh2k ρ ,
⇒ cosh2∆ ρ− 1 =
∞∑
k=0
Γ(∆ + k + 1)
Γ(∆)Γ(k + 2)
tanh2(k+1) ρ .
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Finally, the variation of the action becomes
δS = −(2R)
2
√
∆
(
cosh∆ ρ− cosh−∆ ρ) . (5.2.92)
The three-point function structure constant can now be read from this result. We find
CSk,k−J,J =
1√
J
((
1 +
k
N
)J/2
−
(
1 +
k
N
)−J/2)
. (5.2.93)
We find that the gauge and string theory results have structural similarities but do not match
perfectly. In the case where the two giant gravitons were wrapping an S3 ⊂ AdS5, we find that
at large angular momentum of the giant gravitons, i.e. kN → ∞, the three-point function (5.2.93)
agrees with the gauge theory result. In the next section we will point out a divergence in the gravity
computation. Once this subtlety is correctly dealt with, we will find complete agrment with the
gauge theory.
5.3 Regularization Procedure for the 3-point Function of Giant
Graviton on S5
In this section we closely follow [11]. We compute the three-point function for the anti-symmetric
giant gravitons. Start by rewriting the variations of the DBI and WZ parts of the Euclidean D-brane
action in (5.2.59) and (5.2.64) as computed in [7]
δSDBI =N cos
2 θ
∫
dt Y∆
(
2
∆ + 1
(∂2t −∆2) + 4∆ cos2 θ
)
s∆ , (5.3.1)
and
δSWZ = N cos
2 θ
∫
dt
((− 4 sin θ cos θ∂θ)Y∆s∆) . (5.3.2)
Now we can use the expression for the spherical harmonics (5.2.60) and replace the field s∆ with
the bulk to boundary propagator (5.2.61). We also use the notation Y∆ = Y˜∆e
ijφ. Therefore the
variations are:
δSDBI =
a∆R
∆
x2∆B
N cos2 θ
(
4∆ cos2 θY˜∆ ·
∫ +∞
−∞
dt
ejt
cosh∆+2n t
∣∣∣∣
n→ 0
− 2∆Y˜∆ ·
∫ +∞
−∞
dt
eji
cosh∆+2 t
)
,
(5.3.3)
and
δSWZ =
a∆R
∆
x2∆B
N cos2 θ
(
− 4( sin θ cos θ∂θ)Y˜∆) · ∫ +∞
−∞
dt
ejt
cosh∆+2n t
∣∣∣∣
n→ 0
. (5.3.4)
Thus, the total variation is
δS =
a∆R
∆
x2∆B
N cos2 θ
(
4
(
∆ cos2 θ − sin θ cos θ) Y˜∆ · ∫ +∞
−∞
dt
ejt
cosh∆+2n t
∣∣∣∣
n→ 0
− 2∆Y˜∆ ·
∫ +∞
−∞
dt
ejt
cosh∆+2n t
∣∣∣∣
n→ 0
)
, (5.3.5)
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where ∆ = j + 2l. For the extremal correlator
−(sin θ cos2 θ)Y˜∆ = −∆ cos2 θY˜∆ and
∫ +∞
−∞
dt
ejt
cosh∆+2 t
∣∣∣
n→0
→∞ . (5.3.6)
We find that the first piece of the integral in (5.3.5) has the form 0 · ∞. Therefore we introduce
a regularization procedure, in which we calculate for a nonexteremal correlator, and then take
the limit l → 0. With this regularization procedure, one can see that the piece ∆ cos2 θY˜∆ −
(sin θ cos2 θ)Y˜∆ is not completely canceled, and there is a finite piece when l→ 0.
We now define the spherical harmonics as introduced in [39]
Y∆,j(θ, φ) = C(l, j) sin
j θei(jφ)2F1(−l, j + l + 2, j + 1; sin2 θ) (5.3.7)
where C(l, j) is a normalization constant which is given by
C(l, j) =
Γ(j + l + 1)
√
(j + l + 1)(l + 1)2−j/2
Γ(l + 2)Γ(j + 1)
√
j + 2l + 12l
, (5.3.8)
and 1F2 is the hypergeometric function which is generally defined as follows
pFq(a1 · · · ap; b1 · · · bq; z) =
∞∑
m=0
(a1)n · · · (ap)n
(b1)n · · · (bq)n
zn
n!
. (5.3.9)
The rising factorial (a)n is defined as
(a)n =
{
a(a+ 1)(a+ 2) · · · (a+ n− 1) if n ≥ 1
1 if n = 0
. (5.3.10)
Let’s define 2F1 for |z| < 1
2F1(a, b, c; z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
, (5.3.11)
which converges if c is not a negative integer. This hypergeometric function reduces to a finite
polynomial if either a or b is a nonpositive integer
2F1(a, b, c; z) =
∞∑
n=0
(−1)n
(
m
n
)
(b)n
(c)n
zn . (5.3.12)
We will need the derivative of the hypergeometric function, which is given by
∂z2F1(a, b, c; z) =
ab
c
2F1(a+ 1, b+ 1, c+ 1; z) . (5.3.13)
Now let’s define
F∆,j = sin
j θ 2F1(−l, j + l + 2, j + 1; sin2 θ) . (5.3.14)
Note that
2F1(−l, j + l + 2, j + 1; sin2 θ)|l=0 = 1 (5.3.15)
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and
∆ cos2 θF∆,j = j cos
2 θF∆,j + 2l cos
2 θF∆,j (5.3.16)
− sin θ cos θ∂θF∆,j = − sin θ cos θ
[
j cos θ sinj−1 θ 2F1(−l, j + l + 2, j + 1; sin2 θ)
+ sinj θ ∂θ sin
2 θ
∂
∂ sin2 θ
2F1(−l, j + l + 2, j + 1; sin2 θ)
]
= −j cos2 θF∆,j + 2l cos2 θ sinj+2 θ j + l + 2
j + 1
× 2F1(1− l, j + l + 3, j + 2; sin2 θ) . (5.3.17)
Therefore
∆ cos2 θF∆,j − sin θ cos θ∂θF∆,j =
2l cos2 θ
(
sinj θ + sinj+2 θ
j + l + 2
j + 1
2F1(1− l, j + l + 3, j + 2; sin2 θ)
)
. (5.3.18)
On the other hand if we look at the integral in (5.3.5), using the formula given in (5.2.90), we get∫ +∞
−∞
dt
ejt
coshj+2l t
= 2j+2l−1
Γ(j + l)
Γ(j + 2l)
Γ(l) . (5.3.19)
This integral has a factor of Γ(l), and is divergent at l = 0, If we multiply (5.3.19) with (5.3.17) we
find a factor of lΓ(l) = Γ(l+1) which is equal to one at l = 0. However we still need to evaluate the
hypergeometric function in (5.3.17), in order to simplify the total variation of the D–brane action
(5.3.5). We use the representation of the hypergeometric function as follows
2F1(a, b, c; z) =
Γ(c)
Γ(a)Γ(b)
∞∑
n=0
Γ(a+ n)Γ(b+ n)
Γ(c+ n)
zn
n!
. (5.3.20)
Using this formula, and replacing sin2 θ by x, we obtain
2F1(1− l, j + l + 3, j + 2;x)
=
Γ(j + 2)
Γ(1− l)Γ(j + l + 3)
∞∑
n=0
Γ(j + l + n+ 3)Γ(1− l + n)
Γ(j + n+ 2)
xn
n!
=
1
j + 2
∞∑
n=0
(j + n+ 2)xn =
1
j + 2
∞∑
n=0
[
(j + 1)xn + (n+ 1)x2
]
. (5.3.21)
Now we need the expression of the geometric series
m∑
n=0
xn =
1− xm+1
1− x , (5.3.22)
so that for |x| < 1 we have
∞∑
n=0
xn =
1
1− x . (5.3.23)
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This implies
2F1(1− l, j + l + 3, j + 2;x) = 1
j + 2
[ j + 1
1− x +
1
(1− x)2
]
. (5.3.24)
Using this we find
cos2 θ
(
sinj θ + sinj+2 θ
j + l + 2
j + 1
2F1(1− l, j + l + 3, j + 2; sin2 θ)
)∣∣∣∣
l=0
=
sinj θ
cos2 θ
1
j + 1
(1 + j cos2 θ)
(5.3.25)
and the first line in (5.3.5) becomes
a∆R
∆
x2∆B
N cos2 θ4
(
∆ cos2 θ − sin θ cos θ) Y˜∆ · ∫ +∞
−∞
dt
ejt
coshj+2l t
∣∣∣∣
l→ 0
= (2R)∆ 1√
j
(
1 +
k
N
j
)(
1 +
k
N
) j
2
(5.3.26)
where cos2 θ = kN . The two divergent terms in the first line of (5.3.5), therefore do not cancel
completely and yield a finite piece. The other piece is
a∆R
∆
x2∆B
N cos2 θ
(
−2∆Y˜∆ ·
∫ +∞
−∞
ejt
cosh∆+2 t
)
= (2R)∆ k
N
√
j
(
1− k
N
) j
2
. (5.3.27)
Adding all the pieces together from (5.3.26) and (5.3.27), we find that the three-point function
structure constant is
(−1)j−1
(
1− k
N
) j
2
(5.3.28)
where we reinstated the factor (−1)j , which depends on normalization conventions. This result
exactly agrees with the gauge theory computation. Therefore the above computation indicates the
mismatch in the previous discussion, and shows that the disagreement of the computation between
the gauge theory and the string theory is related to the subtleties of the extremal correlators. This
also shows that Schur Polynomials are indeed the operators dual to the giant gravitons.
In this chapter we have seen that divergences are also found in the case of extremal correlators
containing giant gravitons. The regularization that was chosen entails the analytic continuation of
the non-extremal correlators to the extremal cases. This regularization enabled us to extract the
finite parts of the divergent integrals and we verified that gauge theory and gravity agree. It is
however still desirable to have a deeper understanding of the origin of these divergences.
6. Correlation Functions of Kaluza-Klein
Gravitons
In this chapter, we consider the three-point function of Kaluza-Klein gravitons, of the scalar gravity
field dual to the chiral primary operators in gauge theory. We will find divergences in higher point
functions which again suggests that these divergences are a general feature of the theory.
6.1 Supergravity computation of 〈Ok1t,sOk2φ Ok3φ 〉
In this chapter we describe in detail the computation of the correlation function 〈Ok1t Ok2φ Ok3φ 〉 where
Okt and Okφ are the SYM operators that couple respectively to the Kaluza– Klein (KK) modes of
the dilaton φk and supergravity scalar field tk (coming from the scalar KK modes arising from the
4-form and the trace of the graviton with indices on the sphere). We will give particular emphasis
to the extremal values k1 = k2 + k3.
We use the dimensional reduction procedure to compactify the 10–dimensional supergravity action
from ten to five dimensions on AdS5. The dimensional reduction is obtained using the expansion
of the fluctuations of the background fields in terms of spherical harmonics. In this computation
we first expand the fields on S5 in scalar spherical harmonics, and choose covariant gauge condi-
tions which reduce these harmonic expansions to a very simple form. Next we insert these simple
harmonic expansions into the kinetic term for the dilaton in the 10–dimensional action, thus obtain-
ing the dimensionally reduced action. Then we manipulate the interaction Lagrangian by partial
integration and use the linearized equations of motion.
We then compute 3-point correlation functions using the two methods of analytic continuation and
space–time cutoff, as introduced in [12].
6.1.1 Set up. We will work with Euclidean signature. We use latin indices i, j, k, · · · for the whole
10-dimensional manifold. Indices µ, ν, λ, · · · are AdS5 indices, while α, β, γ, · · · are S5 indices. We
use Gmn to indicate the 10-dimensional metric, gmn and hmn to indicate the background metric
and the fluctuation respectively. We also set the S5 and AdS5 scales to 1.
Following [38] and [13], the fluctuations of the metric and the gravitational field are parametrized
as follows
Gmn = gmn + hmn , (6.1.1)
hαβ = h(αβ) +
h2
5
gαβ; g
αβh(αβ) = 0, (6.1.2)
hµν = h
′
µν −
h2
3
gµν , h
′
µν = h
′
(µν) +
h′
5
gµν ; g
µνh′(µν) = 0, (6.1.3)
F = F¯ + δF, δFijklm = 5∇[iajklm]. (6.1.4)
Here F¯ is the background value of the F -field and we choose the Donder gauge conditions
∇αhαβ = ∇αhµα = ∇αaαµ1m2m3m4 = 0. (6.1.5)
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With this choice, the general expansion of the fluctuations in terms of harmonics of the sphere, are
given by
h′µν =
∑
Y kh′kµν , (6.1.6)
h2 =
∑
Y kh′k2 , (6.1.7)
aα1α2α3α4 = D
ααα1α2α3α4b
k , (6.1.8)
φ =
∑
Y kφk . (6.1.9)
We have introduced a complete orthonormal set of scalar spherical harmonics Y k satisfying
∇α∇αY k = −k(k + 4)Y k , (6.1.10)
where k is a nonnegative integer. We are interested in the linearized field equations which imply
the following three constraint equations [38]
0 =
(
1
2
h′k − 8
15
hk2
)
∇(α∇β)Y k , (6.1.11)
0 =
[
∇µh′kµν −∇ν
(
h′k − 8
15
hk2 + 8b
k
)
− 8
4!
νµ1µ2µ3µ4akµ1µ2µ3µ4
]
∇αY k , (6.1.12)
0 =
[
akµ1µ2µ3µ4 + µ1µ2µ3µ4µ5∇µ5bk
]
∇αY k . (6.1.13)
The modes hk2 and b
k are coupled and obey the following linearized equations of motion [13]
0 =
[
∇m∇mbk +
(
1
2
h′k − 4
3
hk2
)]
Y k , (6.1.14)
0 =
[
(∇m∇m − 32)hk2 + 80∇α∇αbk +∇α∇α
(
h′k − 16
15
hk2
)]
Y k . (6.1.15)
We can rewrite (6.1.11) as follow
h′k =
16
15
hk2, (6.1.16)
to find
∇m∇mb− 4
5
h2 = 0 (6.1.17)
(∇m∇mb− 32)h2 + 80∇α∇αb = 0. (6.1.18)
Using the property of the spherical harmonics Y k given in (6.1.10), the equations of motion for the
modes hk2 and b
k are given by
∇µ∇µbk = k(k + 4)bk + 4
5
hk2 , (6.1.19)
∇µ∇µhk2 = k(k + 4)
[
80bk + hk2
]
+ 32hk2 . (6.1.20)
These equations can easily be diagonalized. The diagonal linear combinations are
sk =
1
20(k + 2)
[hk2 − 10(k + 4)bk] , (6.1.21)
tk =
1
20(k + 2)
[hk2 + 10kb
k] . (6.1.22)
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Now we apply ∇µ∇µ on sk and bk. Using (6.1.20) and (6.1.19), we have
∇µ∇µsk = 1
20(k + 2)
[
∇µ∇µhk2 − 10(k + 4)∇µ∇µbk
]
=
1
20(k + 2)
([
k(k + 4)
[
80bk + hk2
]
+ 32hk2
]
− 10(k + 4)
[
k(k + 4)bk +
4
5
hk2
])
= k(k − 4) 1
20(k + 2)
[
− 10k(k + 4)bk + hk2
]
= k(k − 4)sk , (6.1.23)
and
∇µ∇µtk = 1
20(k + 2)
[
∇µ∇µhk2 + 10k∇µ∇µbk
]
=
1
20(k + 2)
([
k(k + 4)
[
80bk + hk2
]
+ 32hk2
]
+ 10k
[
k(k + 4)bk +
4
5
hk2
])
= (k + 4)(k + 8)
1
20(k + 2)
[
hk2 + 10kb
k
]
= (k + 4)(k + 8)tk . (6.1.24)
The equations of motion (6.1.24) and (6.1.23) which follow from supergravity yield constraints
between the modes defined above [13]. These constraints involve the traceless part and the trace
part of the h′µν field are determined as follows
h′(µν) = ∇(µ∇ν)
(
2
5(k + 1)(k + 3)
(hk2 − 30bk)
)
(6.1.25)
h′k =
16
15
hk2 . (6.1.26)
6.1.2 Cubic Action. The kinetic term for the dilaton in the 10-dimensional supergravity action
on AdS5 × S5 is given by
S =
1
2κ210
∫
d10x
√
G
1
2
Gmn ∂mφ∂nφ . (6.1.27)
We can also set
hµα ≡ 0 h(αβ) ≡ 0. (6.1.28)
Then, expand the determinant of the metric Gmn as follows
G = det(Gmn) = det(gmn + hmn) = det(gmn) det(1 + g
mnhmn) . (6.1.29)
There is an identity, which states
ln(detM) = Tr(lnM) . (6.1.30)
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Taking the square root of G and applying this identity, we find
√
G =
√
det gmn exp
[1
2
ln det(1 + gmnhmn)
]
=
√
g exp
[1
2
Tr ln(1 + gmnhmn)
]
. (6.1.31)
Now use the power series of ln(1 + x) and of exp(x), to the first order, to find
√
G =
√
g
[
1 +
1
2
gmnhmn + · · ·
]
. (6.1.32)
We know that gmnhmn = g
µνhµν+g
αβhαβ and
√
g =
√
g1
√
g2, where g1, g2 indicate the determinant
of the background metric on AdS5 and S
5 respectively. Thus, we have
√
G =
√
g1
√
g2
[
1 +
1
2
gµνhµν +
1
2
gαβhαβ + · · ·
]
=
√
g1
√
g2
[
1 +
1
2
gµν
(
h′(µν) +
h′2
5
gµν − h2
3
gµν
)
+
1
2
gαβ
(
h(αβ) +
h2
5
gαβ
)
+ · · ·
]
=
√
g1
√
g2
[
1− 1
3
h2 +
1
2
h′ + · · ·
]
, (6.1.33)
where we have used (6.1.2), (6.1.3) and (6.1.28), and here d is the dimension of the boundary of
AdSd+1. (We will specialize to d = 4). We obtain, for the dilaton kinetic term, the expansion (to
cubic order in the fluctuations)
S =
1
2κ210
∫
d10x
√
g
1
2
(
1− 1
3
h2 +
1
2
h′
)(
gmn − hmn
)
∇mφ∇nφ
=
1
2κ210
∫
d10x
√
g
1
2
(
1− 1
3
h2 +
1
2
h′
)(
∇µφ∇µφ+∇αφ∇αφ− hµν∇µφ∇νφ− hαβ∇αφ∇βφ
)
.
(6.1.34)
Again use (6.1.2) and (6.1.3), to find
S =
1
2κ210
∫
d10x
√
g
1
2
(
1− 1
3
h2 +
1
2
h′
)
×
(
∇µφ∇µφ+∇αφ∇αφ− h′µν∇µφ∇νφ+
h2
3
∇µφ∇νφ− h2
5
∇αφ∇αφ
)
=
1
2κ210
∫
d10x
√
g
[
1
2
∇µφ∇µφ+ 1
2
∇αφ∇αφ
+
(
1
4
h′ − 4
15
h2
)
∇αφ∇αφ+ 1
4
h′∇µφ∇µφ− 1
2
h′µν∇µφ∇νφ
]
. (6.1.35)
In the last line we only kept the linear terms in the fluctuations and we have used ∇ to denote the
covariant derivative.
6.1.3 Dimensional Reduction. We will consider only scalar fields on the S5, and we expand
these fields in scalar spherical harmonics. The spherical harmonics are normalized, as shown in
Appendix B, such that ∫
Y k1Y k2 = z(k)δk1k2 , (6.1.36)∫
Y k1Y k2Y k3 = a(k1, k2, k3)〈Ck1Ck2Ck3〉 , (6.1.37)
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where
z(k) =
1
2k−1(k + 1)(k + 2)
, (6.1.38)
a(k1, k2, k3) =
ω5
(Σ + 2)!2Σ−1α1!α2!α3!
, (6.1.39)
with α1 =
1
2(k2 + k3 − k1), α2 = 12(k1 + k3 − k2), α3 = 12(k1 + k2 − k3),
∑
= 12(k1 + k2 − k3) and
ω5 = pi
3 is the area of a unit 5– sphere. To compute the 3–point functions 〈Ok1t Ok2φ Ok3φ 〉 we need
to consider excitations with the fields sk set to zero. Then, from the definition (6.1.21) of sk and
the constraints, we find
hk2 = 10(k + 4)b
k . (6.1.40)
From this equation and (6.1.22), we find
hk2 = 10(k + 4)t
k . (6.1.41)
Then we obtain
h′kµν = h
′k
(µν) +
h′k
5
gµν
= ∇(µ∇ν)
[ 2
5(k + 1)(k + 3)
(hk2 − 30bk) +
16
15
hk2
5
gµν
]
= ∇(µ∇ν)
[ 2
5(k + 1)(k + 3)
(
hk2 −
30
10(k + 4)
hk2
)]
+
16
15
hk2
5
gµν
=
[ 2
5(k + 3)(k + 4)
]
∇(µ∇ν)hk2 +
16
15
hk2
5
gµν . (6.1.42)
The traceless double covariant derivative for the field hk2 is given by
∇(µ∇ν)hk2 = ∇µ∇νhk2 −
1
5
gµν∇ρ∇ρhk2
= ∇µ∇νhk2 −
1
5
gµν10(k + 4)∇ρ∇ρtk . (6.1.43)
Using (6.1.24) and (6.1.41), we find
h′kµν =
2
5(k + 3)(k + 4)
∇µ∇νhk2 −
2(k + 8)
25(k + 3)
gµνh
k
2 +
16
15
hk2
5
gµν
=
2
5(k + 3)(k + 4)
∇µ∇νhk2 +
2
15
k
k + 3
hk2gµν . (6.1.44)
To get the dimensionally reduced form of the action (6.1.35), we need to insert the harmonic
expansions (6.1.6), (6.1.7) and (6.1.9), into the action (6.1.35) and evaluate this action, term by
term.
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• The first term gives ∫
d10x
√
g1
√
g2
1
2
∇µφ∇µφ
=
∫
d10x
√
g1
√
g2
1
2
∑
k1k2
Y k1Y k2∇µφk1∇µφk2
=
∫
d5x
√
g1
1
2
∑
k1k2
z(k)δk1k2∇µφk1∇µφk2
=
∫
d5x
√
g1
z(k)
2
∇µφk∇µφk . (6.1.45)
• The second term becomes∫
d10x
√
g1
√
g2
1
2
∇µφ∇µφ
=
∫
d10x
√
g1
√
g2
1
2
∑
k1k2
∇αY k1∇αY k2φk1φk2 (6.1.46)
This can be evaluated by performing an integration by parts as follows∫
S5
∇αY k1∇αY k2 = −
∫
S5
Y k1∇α∇αY k2 , (6.1.47)
and using the fact that
∇α∇αY k = −k(k + 4)Y k . (6.1.48)
The term (6.1.46) then becomes∫
d10x
√
g1
√
g2
1
2
∇µφ∇µφ
=
∫
d10x
√
g1
√
g2
1
2
∑
k1k2
k2(k2 + 4)Y
k1Y k2φk1φk2
=
∫
d5x
√
g1
1
2
∑
k1k2
k2(k2 + 4)z(k)δk1k2φ
k1φk2
=
∫
d5x
√
g1
z(k)
2
k2(k2 + 4)φ
kφk . (6.1.49)
• The third term
(
1
4h
′ − 415h2
)
vanishes by the constraint equation (6.1.26). Thus, we only
have an indirect coupling to h2 given through the excitation of the field h
′
µν .
• The fourth term gives∫
d10x
√
g1
√
g2
1
4
h′∇µφ∇µφ
=
∫
d10x
√
g1
√
g2
1
4
∑
k1
16
15
Y k1hk12
∑
k2
Y k2∇µφk2
∑
k3
Y k3∇µφk3
=
∫
d10x
√
g1
√
g2
4
15
∑
k1,k2,k3
Y k1Y k2Y k310(k1 + 4)t
k1∇µφk2∇µφk3
= a(k1, k2, k3)
∫
d5x
√
g1
8
3
(k1 + 4)t
k1∇µφk2∇µφk3 . (6.1.50)
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• The last term evaluates to∫
d10x
√
g1
√
g2
(
−1
2
)
h′µν∇µφ∇νφ
=
∫
d10x
√
g1
√
g2
(
−1
2
)∑
k1
Y k1
[
2
5(k1 + 3)(k1 + 4)
∇µ∇νhk12 +
2
15
k1
k1 + 3
hk12 gµν
]
×
∑
k2
Y k2∇µφk2
∑
k3
Y k3∇νφk3
=
∫
d10x
√
g1
√
g2
(
−1
2
) ∑
k1,k2,k3
[
4
(k1 + 3)
∇µ∇νtk1 + 2
15
k1
k1 + 3
10(k1 + 4)t
k1gµν
]
× Y k1Y k2Y k3∇µφk2∇νφk3
= a(k1, k2, k3)
∫
d5x
√
g1
(
−1
2
)[
4
(k1 + 3)
∇µ∇νtk1∇µφk2∇νφk3
+
2
15
k1
k1 + 3
10(k1 + 4)t
k1∇µφk2∇µφk3
]
. (6.1.51)
Combining all of these terms we find the dimensionally reduced form of the action (6.1.35) is
S =
1
2κ25
∫
d5x
√
g1
[
z(k)
2
(∇µφk∇µφk − k(k + 4)φkφk)
+ a(k1, k2, k3)
(
2
(k1 + 4)
2
(k1 + 3)
tk1∇µφk2∇µφk3 − 2
k1 + 3
∇µ∇νtk1∇µφk2∇νφk3
)]
. (6.1.52)
The gravitational coupling constant in (6.1.52) is related to the SYM parameter N by
2κ25 =
8pi2
N2
. (6.1.53)
6.1.4 Evaluation of the Action. The interaction Lagrangian can be manipulated by partial
integration and by using the linearized equations of motion for the fields. We again evaluate the
relevant terms in (6.1.52) one by one, as follows
• The first cubic term yields∫
AdS5
tk1∇µφk2∇µφk3
=
∫
(AdS5)
tk1
1
2
∇µ∇µ(φk2φk3)−
∫
(AdS5)
1
2
tk1
(
(∇µ∇µφk1)φk2 + (∇µ∇µφk2)
)
φk1
=
∫
(AdS5)
tk1
1
2
∇µ∇µ(φk2φk3)−
∫
(AdS5)
1
2
tk1
(
m2φ(k2) +m
2
φ(k3)
)
φk2φk3 . (6.1.54)
To evaluate the first term in this equation we consider the usual upper half-plane metric for
the AdS spacetime as introduced in Chapter 4. In this case, the Laplacian is defined in the
coordinates z0, z, where i = 1 · · · d
∇µ∇µ = 1√
g
∂µ(
√
ggµν∂ν) = z
d+1∂µ
(
z−d+10 ∂µ
)
. (6.1.55)
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Using this we find∫
(AdS5)
tk1
1
2
∇µ∇µ(φk2φk3)
=
1
2
∫
ddzdz0
zd+10
tk1zd+1∂µ
(
z−d+10 ∂µφ
k2φk3
)
=
1
2
∫
ddzdz0 t
k1∂µ
(
z−d+10 ∂µφ
k2φk3
)
=
1
2
∫
ddzdz0 t
k1∂z0
(
z−d+10 ∂z0φ
k2φk3
)
+
1
2
∫
ddzdz0 t
k1∂zi
(
z−d+10 ∂ziφ
k2φk3
)
. (6.1.56)
Lets integrate, by parts, the last term in this equation to find
1
2
∫
ddzdz0 t
k1∂zi
(
z−d+10 ∂ziφ
k2φk3
)
=
1
2
∫
ddzdz0
(
∂ziz
−d+1
0 ∂zit
k1
)
φk2φk3
=
1
2
∫
∇µ∇µtk1φk2φk3 − 1
2
∫
AdS5
zd+1∂z0
(
z−d10 ∂z0t
k1
)
φk2φk3 . (6.1.57)
Substituting this back into (6.1.56) we find∫
(AdS5)
tk1
1
2
∇µ∇µ(φk2φk3) = 1
2
∫
AdS5
∇µ∇µtk1φk2φk3 (6.1.58)
− 1
2
∫
AdS5
zd+1∂z0
(
z−d10 ∂z0t
k1
)
φk2φk3 +
1
2
∫
ddzdz0 t
k1∂z0
(
z−d+10 ∂z0φ
k2φk3
)
=
1
2
∫
AdS5
∇µ∇µtk1φk2φk3 + 1
2
∫
ddztk1z−d+10 ∂z0φ
k2φk3 +
1
2
∫
ddzz−d+10 ∂z0t
k1φk2φk3
(6.1.59)
Using this result the first cubic term in (6.1.54) becomes∫
AdS5
tk1∇µφk2∇µφk3 =
∫
(AdS5)
1
2
(m2t (k1)−m2φ(k2)−m2φ(k3))tk1φk2φk3
+
1
2
∫
∂(AdS5)
tk1∇n(φk2φk3)− 1
2
∫
∂(AdS5)
φk2φk3∇ntk1 (6.1.60)
where ∇n indicates the outward normal derivative to the boundary and we have introduced
the symbols m2φ(k) and m
2
t (k) to denote the masses of the fields φk
m2φ(k) ≡ k(k + 4), m2t (k) ≡ (k + 4)(k + 8) . (6.1.61)
The boundary integrals in the last step in (6.1.60) cannot contribute to the 3–point function
if all the three points are disjoint. This is the case because∫
∂(AdS5)
tk1∇n(φk2φk3) =
∫ ∫
∂(AdS5)
tk1(x)
∂
∂zn
K(z, x′)φk2(x′)φk3(x)dxdx′ (6.1.62)
where K is the propagator from a boundary point x′ to a bulk point z, and it is assumed in
the above equation that we take the limit z −→ x. Thus terms of the form of the boundary
integrals in (6.1.60) can always be dropped.
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• To analyse the second term in (6.1.52) we carry out the following steps. First define
Pµν = (∇µφk2∇νφk3 +∇νφk2∇µφk3)− 1
2
gµν∇λφk2∇λφk3 (6.1.63)
which satisfies the relation
∇µPµν = 1
2
(
m2φ(k3)φ
k3∇νφk2 +m2φ(k2)φk2∇νφk3
)
. (6.1.64)
Then consider∫
AdS5
∇µ∇νtk1∇µφk2∇νφk3
=
∫
AdS5
∇µ∇νtk1
[
Pµν +
1
2
gµν∇λφk2∇λφk3
]
= −
∫
AdS5
[
∇µtk1∇νPµν + 1
2
∇µ∇νtk1gµν∇λφk2∇λφk3)
]
+
∫
AdS5
∇ν(∇µtk1Pµν)
=
1
2
∫
AdS5
[
m2t (k1)t
k1∇λφk2∇λφk3 −∇µtk1
(
m2φ(k3)φ
k3∇µφk2 +m2φ(k2)φk2∇µφk3
)]
+
∫
AdS5
∇ν(∇µtk1Pµν) . (6.1.65)
The cubic couplings in the last line of this equation are total derivatives. We use the diver-
gence theorem to perform the integral of this term. This produces the following boundary
interactions∫
AdS5
∇µ∇νtk1∇µφk2∇νφk3
=
1
2
∫
AdS5
[
m2t (k1)t
k1∇λφk2∇λφk3 −∇µtk1
(
m2φ(k3)φ
k3∇µφk2 +m2φ(k2)φk2∇µφk3
)]
+
∫
∂(AdS5)
∇µtk1Pµn . (6.1.66)
Collecting all contributions, we find
2κ25Scubic =
∫
AdS5
a(k1, k2, k3)t
k1φk2φk3
×
[(k1 + 4)2
k1 + 3
(
m2t (k1)−m2φ(k2)−m2φ(k3)
)
+
1
2(k1 + 3)
(
m2φ(k2)−m2φ(k3)−m2t (k1)
)
+∫
∂(AdS5)
a(k1, k2, k3)
k1 + 3
(
−∇nφk3∇µφk1∇µφk2 −∇nφk2∇µφk1∇µφk3 +∇nφk1∇λφk2∇λφk3
)]
.
(6.1.67)
Using the explicit expressions for the masses of the fields (6.1.61) we finally obtain
2κ25Scubic = −8
(Σ + 4)α1(α2 + 2)(α3 + 2)
k1 + 3
∫
AdS5
a(k1, k2, k3)t
k1φk2φk3+∫
∂(AdS5)
a(k1, k2, k3)
k1 + 3
(
−∇nφk3∇µφk1∇µφk2 −∇nφk2∇µφk1∇µφk3 +∇nφk1∇λφk2∇λφk3
)
.
(6.1.68)
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6.1.5 Three–point Function for k1 < k2 + k3. In this case the boundary integral vanishes as we
take the size of the AdS region to infinity. The contribution comes from the integral of the bulk
vertex term in (6.1.68). The contribution of this term to the 3–point function is given by
Ai(~x, ~y, ~z) =
ai
|~x− ~y|∆1+∆2−∆3 |~y − ~z|∆2+∆3−∆1 |~z − ~x|∆3+∆1−∆2 , (6.1.69)
with
a1 = −
Γ
(
1
2 [∆1 + ∆2 −∆3]
)
Γ
(
1
2 [∆2 + ∆3 −∆1]
)
Γ
(
1
2 [∆3 + ∆1 −∆2]
)
2pidΓ(∆1 − d2)Γ(∆2 − d2)Γ(∆3 − d2)
Γ
(
1
2
[∆1 + ∆2 + ∆3 − d]
)
.
Now use ∆ = 12(d +
√
d2 + 4m2) and (6.1.61) to determine the conformal dimensions ∆i of t
k1 ,
φk2 and φk3 in terms of the KK levels ki as follows
∆1 = k1 + 8 ∆2 = k2 + 4 ∆3 = k3 + 4 . (6.1.70)
Then, the three–point function is〈
Ok1t (x1)Ok2φ (x2)Ok3φ (x3)
〉
=
1
2κ25
4
pi4
a(k1, k2, k3)
x8+2α312 x
8+2α2
13 x
2α1
23
× (Σ + 4)(α2 + 2)(α3 + 2)
k1 + 3
Γ(α1 + 1)Γ(α3 + 4)Γ(α2 + 4)Γ(Σ + 6)
Γ(k1 + 6)Γ(k2 + 6)Γ(k3 + 2)
. (6.1.71)
Although the above calculation is strictly valid only for the range k1 < k2 + k3 , we observe that
there is a smooth k1 −→ k2 + k3 limit
lim
k1−→k2+k3
〈
Ok1t (x1)Ok2φ (x2)Ok3φ (x3)
〉
=
1
2κ25
4
pi4
a(k2 + k3, k2, k3)
x8+2α312 x
8+2α2
13
× (k2 + 3)(k2 + 2)
2(k3 + 3)(k3 + 2)
2(k2 + k3 + 4)
(k2 + k3 + 3)
. (6.1.72)
6.1.6 The Extremal Case k1 = k2 +k3. In this case the coefficient of the bulk integral in (6.1.67)
vanishes. The contribution comes entirely from the boundary term. We introduce a cutoff at
z0 = , where z0, zi are the coordinates of the usual upper half-plane metric for AdS and require
that bulk fields satisfy a Dirichlet boundary value problem there. This is a geometrically well
defined prescription, and leads to the solution
tk(z) =
∫
d4xK∆(z, x)t¯
k(x) (6.1.73)
where K∆(z, x) is the Poisson/Dirichlet kernel for the cutoff space-time and t¯(x) is the boundary
source for tk(z). A similar equation holds for φk(z). It is not easy to compute the 3–point function
in position space. Instead, use the Fourier transform. The Fourier transform of K∆(z, x) is given
by
K∆(p) =
z
d
2
0 K∆− d
2
(pz0)

d
2K∆− d
2
(p)
(6.1.74)
where Kν is the modified Bessel function of index ν, and d is the dimension of the boundary of
AdSd+1. We will specialize to d = 4 in our final result for the correlator.
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The power series expansion of the modified Bessel function for integer n has the form
Kn(x) = (−1)n+1In(x) ln x
2
+
1
2
n−1∑
m=0
(x
2
)−n+2m (n−m− 1)!
m!
+ (−1)n+1 1
2
∞∑
m=0
(x/2)n+2m
m!(n+m)!
[
2C −
m+n∑
k=1
1
k
−
m∑
k=1
1
k
]
(6.1.75)
where
In(x) =
∞∑
m=0
(x/2)2m+n
m!(n+m+ 1)!
. (6.1.76)
Applying this we obtain
K∆− d
2
(pz0)
= (−1)∆− d2 +1
∞∑
m=0
(pz0/2)
2m+∆− d
2
m!(∆− d2 +m+ 1)!
ln
pz0
2
+
1
2
∆− d
2
−1∑
m=0
(pz0
2
)−∆+ d
2
+2m (∆− d2 −m− 1)!
m!
+ (−1)∆− d2 +1 1
2
∞∑
m=0
(pz0/2)
∆− d
2
+2m
m!(∆− d2 +m)!
2C − m+∆− d2∑
k=1
1
k
−
m∑
k=1
1
k

=
∞∑
m=0
am(
pz0
2
)2m+∆−
d
2 ln
pz0
2
+
∆− d
2
−1∑
m=0
bm
(pz0
2
)−∆+ d
2
+2m
+
∞∑
m=0
cm(
pz0
2
)∆−
d
2
+2m
where we introduce the coefficients
am =
(−1)∆− d2 +1
m!(∆− d2 +m+ 1)!
, (6.1.77)
bm =
1
2
(∆− d2 −m− 1)!
m!
, (6.1.78)
cm =
1
2
(−1)∆− d2 +1
m!(∆− d2 +m)!
2C − m+∆− d2∑
k=1
1
k
−
m∑
k=1
1
k
 . (6.1.79)
In terms of these coefficients
K∆− d
2
(pz0) =
(pz0
2
)∆− d
2
∞∑
m=0
[
am ln
pz0
2
+ cm
] (pz0
2
)2m
+
(pz0
2
)−(∆− d
2
) ∆− d
2
−1∑
m=0
bm
(pz0
2
)2m
,
(6.1.80)
and
K∆− d
2
(p) =
(p
2
)∆− d
2
∞∑
m=0
[
am ln
p
2
+ cm
] (p
2
)2m
+
(p
2
)−(∆− d
2
) ∆− d
2
−1∑
m=0
bm
(p
2
)2m
. (6.1.81)
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We see that K∆(p) admits derivatives of arbitrary order with respect to z0 which have smooth
limits as we approach to the boundary at z0 = 
z0
∂
∂z0
K∆(p)
∣∣∣∣
z0=
=
d
2z
d
2
0 K∆− d
2
(pz0) + z
d
2
0 (pz0)
∂
∂(pz0)
K∆− d
2
(pz0)

d
2K∆− d
2
∣∣∣∣
z0=
=
d
2
+
z
d
2
0 (pz0)
∂
∂(pz0)
K∆− d
2
(pz0)

d
2K∆− d
2
∣∣∣∣
z0=
. (6.1.82)
We now need to evaluate the following derivative
d
d(pz0)
K∆− d
2
(pz0)
=
1
2
(
∆− d
2
)(pz0
2
)∆− d
2
−1 ∞∑
m=0
[
am ln
pz0
2
+ cm
] (pz0
2
)2m − (pz0
2
)−(∆− d
2
)
−1 ∆−
d
2
−1∑
m=0
bm
(pz0
2
)2m
+
(pz0
2
)∆− d
2
−1 ∞∑
m=0
[
mam ln
pz0
2
+mcm + 2am
] (pz0
2
)2m
+
(pz0
2
)−(∆− d
2
)
−1 ∆−
d
2
−1∑
m=0
mbm
(pz0
2
)2m
=
(pz0
2
)∆− d
2
−1 ∞∑
m=0
([
m+
1
2
(
∆− d
2
)]
am ln
pz0
2
+
[
m+
1
2
(
∆− d
2
)]
cm + 2am
)(pz0
2
)2m
+
(pz0
2
)∆− d
2
−1 ∞∑
m=0
[
m− 1
2
(
∆− d
2
)]
bm
(pz0
2
)2m
. (6.1.83)
Using these results (6.1.82) becomes
z0
∂
∂z0
K∆(p)
∣∣∣∣
z0=
=
d
2
+
2
[ (pz0
2
)2(∆+ d2 )∑m=0∞ Am (pz02 )2m +∑∆+ d2−1m=0 Bm (pz02 )2m ](pz0
2
)2(∆+ d2 )∑m=0∞ Cm (pz02 )2m +∑∆+ d2−1m=0 Dm (pz02 )2m (6.1.84)
where we have again introduced a set of coefficients
Am =
[
m+
1
2
(
∆− d
2
)]
am ln
pz0
2
+
[
m+
1
2
(
∆− d
2
)]
cm + 2am , (6.1.85)
Bm =
[
m− 1
2
(
∆− d
2
)]
bm , (6.1.86)
Cm =
(p
2
)2(∆− d
2
) [
am ln
p
2
+ cm
]
, (6.1.87)
Dm = bm . (6.1.88)
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Consider the expansion
z0
∂
∂z0
K∆(p)
∣∣∣∣
z0=
=
d
2
+ 2
[(pz0
2
)2(∆+ d2 ) (A0 +A1 (pz02 )2m + · · · ) + (B0 +B1 (pz02 )2m + · · · )(pz0
2
)2(∆+ d2 ) (C0 + C1 (pz02 )2m + · · · ) + (D0 +D1 (pz02 )2m + · · · )
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and keep only the dominant terms
z0
∂
∂z0
K∆(p) =
d
2
+ 2
B0
D0
+ · · ·+
(p
2
)2(∆+ d2 ) A0
D0
+ · · ·
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d
2
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2
) + · · · − 2
(p
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)2(∆+ d2 ) (−1)∆− d2 ln p2
1
2Γ
(
∆− d2
)2 + · · ·
= (d−∆) + · · · a∆(p)2(∆− d2 ) ln(p) + · · · (6.1.89)
with
a∆ =
(−1)∆− d2 +1
22(∆−
d
2 )−2Γ
(
∆− d2
)2 (6.1.90)
where the first · · · refer to positive integer powers of p and the second · · · to terms containing ln(p)
times higher powers of p. We recall that a∆(p)
2(∆− d
2
) is the Fourier transform of the correctly
normalized expression for the 2–point function
1
(x− y)2∆
(2∆− d)Γ(∆)
pi
d
2 Γ(∆− d2)
. (6.1.91)
The relevant term in the product of three propagators is
DnK

∆2+∆3(p1)DnK

∆2(p2)DnK

∆3(p3)
=
[
(d−∆2 −∆3) + · · · a∆2+∆3(p1)2(∆2+∆3−
d
2
) ln(p1) + · · ·
]
× [(d−∆2) + · · · a∆2(p2)2(∆2− d2 ) ln(p2) + · · · ][(d−∆3) + · · · a∆3(p3)2(∆3− d2 ) ln(p3) + · · · ]
= · · ·+ 2∆2+2∆3−2d(d−∆2 −∆3)a∆2a∆3p
2(∆2− d2 )
2 ln(p2)p
2(∆3− d2 )
3 ln(p3) + · · · (6.1.92)
From (6.1.91) and (6.1.92), we finally get the 3–point function〈
Ok1t (x1)Ok2φ (x2)Ok3φ (x3)
〉
= − 1
2κ25
a(k1, k2, k3)
k1 + 3
(d−∆2 −∆3)(
1
|~x1 − ~x2|2∆2
(2∆2 − d)Γ(∆2)
pi
d
2 Γ(∆2 − d2)
)(
1
|~x1 − ~x3|2∆3
(2∆3 − d)Γ(∆3)
pi
d
2 Γ(∆3 − d2)
)
. (6.1.93)
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Now replace k1 by k2 + k3 and use the formula (6.1.70) for the ∆i. With d = 4, we obtain〈
Ok2+k3t (x1)Ok2φ (x2)Ok3φ (x3)
〉
=
1
2κ25
4
pi4
a(k2 + k3, k2, k3)
x8+2k212 x
8+2k3
13
× (k2 + 3)(k2 + 2)
2(k3 + 3)(k3 + 2)
2(k2 + k3 + 4)
(k2 + k3 + 3)
. (6.1.94)
Comparison with the expression (6.1.72) shows exact agreement.
6.2 The Gauge Theory Correlators in the Large N Limit
We consider N = 4 super Yang-Mills theory with the gauge group U(N). We use the conventions
of [13]. Denote the single trace chiral primary operator CPO of SYM4 by
OI = CIi1···ikTr
(
φi1 · · ·φik) (6.2.1)
where i1, · · · ik are SO(6) vector indices and φi are six N ×N hermitian traceless matrices trans-
forming in the adjoint of U(N). The trace in this formula is over the U(N) indices and CIi1···ik are
totally symmetric traceless rank k tensors of SO(6). The traceless symmetric tensors CIi1,··· ,ki are
related to the spherical harmonics (see Appendix C).
The normalized action is given by
S =
∫
d4x
1
2g2YM
Tr
(
F 2
)
+ · · · = −
∫
d4x
1
4g2YM
F aµνF
aµν + · · · . (6.2.2)
where µ = 0, · · · , 3 and F aµν are the field strength of the gauge field Aaµ. The Yang-Mills coupling
gYM the string coupling gs are related by g
2
YM = 4pigs. In this theory, the propagator is given by〈
φia(x1)φ
j
b(x2)
〉
=
g2YMδabδ
ij
(2pi)2|x− y|2 , (6.2.3)
where a, b, · · · are U(N) color indices.
The correlators are computed by performing Wick contractions. In the large N limit we need only
sum planar diagrams. For the correlator of a product of two traces, planar diagrams correspond to
contracting i’s and j’s in the same cyclic order, which gives〈
Tr
(
φi1(x1) · · ·φik(x1)
)
Tr
(
φj1(x2) · · ·φjk(x2)
)〉
=
Nkg2kYM
(
δi1j1δi2j2 · · · δikjk + cyclic)
(2pi)2k|x− y|2k . (6.2.4)
Let OI1 and OI2 be two CPO specified by the tensors CI1i1···ik and C
I2
j1···jk . The correlator of the
product of these two operators is nonzero only if their scaling dimensions are equal. For k1 = k2 = k,
we have 〈OI1(x1)OI2(x2)〉
= CI1i1···ikC
I2
j1···jk
〈
Tr
(
φi1(x1) · · ·φik(x1)
)
Tr
(
φj1(x2) · · ·φjk(x2)
)〉
= CI1i1···ikC
I2
j1···jk
Nkg2kYM
(
δi1j1δi2j2 · · · δikjk + cyclic)
(2pi)2k|x− y|2k
= CI1i1···ikC
I2
i1···ik
Nkg2kYM k
(2pi)2k|x− y|2k . (6.2.5)
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Using the orthonormality of the C coefficients we have
〈OI1(x1)OI2(x2)〉 = 〈CI1CI2〉 λk k
(2pi)2k|x− y|2k ,
where the t’Hooft coupling is given by λ = Ng2YM . The factor k denotes the number of the possible
cyclic permutations with k pairs of indices.
The 3-point function of CPOs specified by three tensors of rank k1, k2 and k3 is given by〈OI1(x1)OI2(x2)OI2(x3)〉 =
CI1i1···ik1C
I2
j1···jk2C
I3
l1···lk3
〈
Tr
(
φi1(x1) · · ·φik1 (x1)
)
Tr
(
φj1(x2) · · ·φjk2 (x2)
)
Tr
(
φl1(x3) · · ·φlk3 (x3)
)〉
=
〈
CI1CI2CI3
〉 λΣ/2 k1k2k3
N(2pi)Σ|x− y|2α3 |y − z|2α1 |z − x|2α2 . (6.2.6)
where Σ = k1 + k2 + k3. The factor k1k2k3 is the number of planar diagrams, and〈
CI1CI2CI3
〉
= CI1i1···iα3j1···jα2C
I2
i1···iα3 l1···lα1C
I3
j1···jα2 l1···lα1 . (6.2.7)
We rescale the CPOs OI = OI (2pi)k√
λ k
, such that the normalized 2-point functions are
〈OI1(x1)OI2(x2)〉 = 〈CI1CI2〉 1
x2k12
. (6.2.8)
The 3-point function is given by
〈OI1(x1)OI2(x2)OI2(x3)〉 = 〈CI1CI2CI3〉 √k1k2k3
Nx2α312 x
2α1
23 x
2α2
31
. (6.2.9)
In summary, we ave computed the extremal three-point function in the gravity theory using to
methods. Both result were in agreement. We also fond that the gravity and CFT results have the
same conformal structure but do not agree. We have also demonstrated that higher point functions
are subject to the same subtley known for 2-point functions, i.e. they are also divergent. Again a
deeper understanding of the origin of these divergences is missing.
7. Some Remarks on Extremal correlators
The main goal of this chapter is to consider the divergences that appear in the computation of
extremal correlators. By exploring the connection between extremal correlators and the dual grav-
ity description of these correlators, we will see a possible connection between the divergences in
extremal correlators to divergences in collinear amplitudes, in quantum field theory. This is useful
because collinear divergences have been studied and are well understood. The remarks we make in
this chapter are preliminary since we have not had time to pursue them to their logical conclusion.
7.1 R-charge and Angular Momentum
In this section we want to review the connection between R-charge and and angular momenta. This
connection explains why we expect that extremal correlators are related to amplitudes involving
collinear particles, that is, particles with momenta that are parallel. One of the basic features the
AdS/CFT correspondence, is the fact that global symmetries in the CFT are dual to isometries in
the dual gravity. This is an extremely important aspect of the AdS/CFT correspondence because
it allows us to match the conserved charges of the two dual theories. Since these conserved charges
can be used to label states, this allows us to match states between the two sides. Of course, if
there are degenerate values for the charges, we don’t quite get a 1-to-1 mapping. As an example
of this matching, the SO(4, 2) conformal symmetry of the CFT maps to the isometry group of
the AdS5 spacetime. The matching of most interest to us connects the SU(4) R-symmetry of the
CFT with the isometry group of the S5 in the dual gravity. More specifically, the SU(4) is a
double cover of the special orthogonal group SO(6), which is an isometry of S5. This means that
SU(4) has spinor representations but SO(6) does not. Thus, when there are fermions in the dual
gravity, we should really use SU(4) as the symmetry group and not SO(6). The conserved charge
associated with the isometry of the sphere is angular momentum. We conclude that the R-charge
of an operator in the CFT maps to angular momentum of a state in the dual string theory. This
correspondence puts the modes arising from an expansion in spherical harmonics on the S5 into
one-to-one correspondence with operators of definite R-charge. Of course, if there are degeneracies
this will complicate things. A nice example of this matching is provided by the map chiral primary
operators on the gauge theory side and the modes coming from an expansion in terms of spherical
harmonics, from a Klein-Kaluza reduction of the gravity theory. This correspondence between
chiral primary operators and spherical harmonics was already used in Chapters 5 and 6 of this
dissertation, where we computed correlators involving giant gravitons and Klein-Kaluza gravitons.
With this picture in mind, we can now explain why we think extremal correlators are linked to
the scattering of particle states, when the particles in the state have parallel momenta. First, we
can define three complex matrices using the six scalars φi, with i = 1, · · · 6, of the SYM theory,
transforming in the vector representation of the SO(6) R symmetry group. These matrices, from
which chiral primary operators can be formed, are given by
Z = φ1 + iφ2, Z
† = φ1 − iφ2,
Y = φ3 + iφ4, Y
† = φ3 − iφ4
X = φ5 + iφ6, X
† = φ5 − iφ6 (7.1.1)
The generators of SO(6) are the angular momenta. We can label the generators of SO(6) as Lij
with i, j = 1, 2, · · · , 6. Recall that the generator Lij = −Lji performs an infinitesimal rotation in
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the ij-plane. These generators close the SO(6) Lie algebra[
Lij , Lkl
]
= iδjkLil − iδikLjl − iδjlLik + iδilLjk (7.1.2)
There is a basis of states in which L12, L34 and L56 are simultaneously diagonal. Indeed, this
follows because [
L12, L34] = 0 = [L12, L56] = [L34, L56] (7.1.3)
In what follows, we collect these three quantum numbers into a vector ~L = (L12, L34, L56). We will
now compute the ~L quantum numbers of X, Y and Z. Under a rotation in the 12-plane we have
φi → φ′i where
φ′1 = cos θ φ1 + sin θφ2, φ
′
2 = cos θ φ2 − sin θφ1,
φ′3 = φ3, φ
′
4 = φ4,
φ′5 = φ5, φ
′
6 = φ6 . (7.1.4)
Consequently, we find
Z = φ1 + iφ2 → Z ′ = φ′1 + iφ′2 = e−iθZ, Y → Y ′ = Y X → X ′ = X (7.1.5)
Similarly, under a rotation in the 34-plane we have
Z ′ = Z, Y ′ = e−iθY, X ′ = X, (7.1.6)
and under a rotation in the 56-plane we have
Z ′ = Z, Y ′ = Y, X ′ = e−iθX. (7.1.7)
From this we read off ~L = (1, 0, 0) for Z, ~L = (0, 1, 0) for Y and ~L = (0, 0, 1) for X.
We now come the main observation of our analysis. An operator such as Tr(Zn1)Tr(Y n2)Tr(Xn3) is
mapped to a three-particle state with the momenta of the three particles given by (n1, 0, 0),(0, n2, 0)
and (0, 0, n3). The three particles are clearly moving in different directions. The multi-trace opera-
tor of the form Tr(Zn1)Tr(Zn2)Tr(Zn3), which participates in extremal correlators, corresponds to
a three-particle state with momenta, (n1, 0, 0), (n2, 0, 0) and (n3, 0, 0). Thus, the particles in this
state are moving collinearly. Clearly then, extremal correlators, for example〈
Tr(Zn1)Tr(Zn2)Tr(Zn3)Tr(Z†n1+n2+n3)
〉
(7.1.8)
map to processes with collinear particles. Non-extremal correlators〈
Tr(Zn1)Tr(Y n2)Tr(Xn3)Tr(Z†n1Y †n2X†n3)
〉
(7.1.9)
are not related to states with collinear amplitudes. Having establish this connection, we will now
explore properties of collinear amplitudes in QFT. In particular, we want to understand how the
divergences in collinear amplitudes are treated.
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7.2 Collinear and Soft Divergences
We have just argued that extremal correlators are closely related to collinear amplitudes. These
amplitudes are associated to processes where the momentum of the particles that are being described
are parallel. In fact, it is well known that there are divergences associated with collinear amplitudes.
This suggests the very attractive possibility that perhaps the divergences associated with extremal
correlators can be interpreted as collinear singularities.
Collinear singularities are usually accompanied by soft or IR divergences. In this section our goal
is to give a brief description of these divergences, how they are interpreted and how they are cured.
We hope that a similar approach to extremal correlators will resolve the subtleties we are studying
in this dissertation.
Feynman diagrams are known to produce various divergent (infinite) expressions. What do they
mean? Here, it is important to note that there are different sources of divergences and their
meaning is very different for the different sources. ”Infrared divergences” is the name for the
infinities that emerge because we have to integrate over arbitrarily long-wavelength (or low-energy)
virtual particles (or quanta). They are produced when we send the minimum allowed momentum
or energy of virtual particles to zero. In this case, loop diagrams are infinite. What does it mean?
To answer this question it is helpful to start by recalling that ultraviolet (short-distance or high-
energy) divergences usually imply that a quantum field theory is incomplete and should be thought
of as a limit of a more accurate theory. Infrared divergences are quite different. The asymmetry
between the two kinds of divergences arises because physics at long distances is derived from the
physics at short distances.
How should we interpret infrared divergences? It is important to recognize that quantum field
theory has two kinds of questions (with a whole continuum in between): questions that are are
directly linked to the results of measurements, that are easily interpreted experimentally as well as
questions that are natural and simple from a theoretical viewpoint, questions that are connected
with fundamental concepts and quantities in the theory. It is the second type of question that
suggests calculations that may produce infrared divergences.
A classic example in which IR divergences enter is in Quantum Electrodynamics, when we calculate
the cross section for the scattering of two charged particles. Perturbative quantum field theory will
produce a cross section that is a Taylor expansion in the fine-structure constant (or the electric
charge). The first term in this expansion comes from a tree diagram. The particles simply exchange
one virtual photon and it reproduces the predictions you could make using classical physics. Loop
corrections provide quantum corrections to the classical prediction. Already the one-loop correc-
tions suffers from infrared divergences. The amplitude includes a term proportional to ln(Emin)
where Emin is the minimum allowed energy of a virtual photon in the loop. We should set this
limit, Emin, to zero which produces a divergence. Remarkably, this divergences is canceled if we
do the computation carefully.
The quantity that will be compared with experiment is the cross section of an observable process,
which is obtained by squaring the amplitude the Feynman diagram computes. The squared am-
plitude,
[
finite + ln(Emin)
]2
, will produce terms of the form (finite2 + 2finiteln(Emin) + · · · ). The
dots contain higher powers of the fine-structure constant. To see how the term proportional to
ln(Emin) be canceled, note that a real experiment can’t observe photons of arbitrarily low energies.
We must actually compute the inclusive cross section in which we allow an arbitrary number of
low energy photons, that are invisible to the experiment’s detectors. These photons have such a
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low energy that they can never be observed by an detector. Thus, we must include diagrams with
extra external low-energy (soft) photons. It’s so soft that your device cannot see it. This extra
diagram is also infrared divergent but, remarkably the sum is finite. This method of dealing with
soft divergences is called the Bloch and Nordsieck Theorem [40]. It says that as long as you sum
over degenerate final states (this means you sum over the final state plus other versions of it in
which soft photons are included), the answer you get for any physical quantity is free of infrared
divergences.
The collinear divergences are a new effect, in which infinities are produced as a consequence of
the fact that the momenta of particles in the amplitude are parallel. The treatment of these
divergences is very similar to the treatment of soft divergences. Again by summing the correct
classes of Feynman diagrams one obtains a result that is free of any divergences. The theorem
stating the result is due to Kinoshita [41], Lee and Nauenberg [42]. The theorem proves that if you
sum over both degenerate final and initial states, the answer you get for any physical quantity is
free of infrared divergences.
To summarize the discussion, all the divergences ultimately cancel as long as you properly calculate
quantities that can be observed. In the cases we considered here, there are many degenerate states
that can’t be resolved and so to get a physical quantity you must sum over these degenerate
possibilities.
7.3 Extremal Correlators and Collinear Divergences
To summarize our discussion in this chapter, we have established a close correspondence between
collinear amplitudes and extremal correlators. Further, we have reviewed the fact that collinear
amplitudes display extra divergences, intimately related to the fact that the particles participating
are collinear. This immediately suggests that the singularities present in extremal correlators
may be related to collinear singularities. Assuming this is the case, what do we learn about the
divergences in extremal correlators?
The divergences in collinear amplitudes are eliminated once one sums over degenerate initial and
final states. One possible approach to the divergences in extremal correlators would entail exploring
precisely what degenerate states are relevant for the correlator, and then exploring the sum over
these. What effect would these sums have? An aspect that one would need to explore here would be
the existence or nonexistence of threshold bound states, which would definitely have implications
for the precise nature of the sets of degenerate states. Sadly, due to a lack of time, these interesting
questions must be left for the future.
8. Conclusions
The dissertation started by motivating the AdS/CFT correspondence by exploring the planar limit
of matrix models in Chapter 2. This analysis was all in a large N limit that is correctly captured
by summing the planar diagrams. In Chapter 3 we have extended this analysis to explore the
correlation functions of operators with a dimension of order N in the matrix model. For these
operators, the large N limit is more complicated and non-planar diagrams need to be summed.
This was achieved by employing techniques that exploit group representation theory, effectively
allowing a study of finite N effects in the CFT. These operators are constructed by building certain
projection operators and their properties are connected properties of these projectors. In Chapter 4,
holographic methods for computing correlation functions, in the strong coupling and large N limit
of the conformal field theory, have been introduced. As has been reviewed, there are divergences
that appear in the holographic evaluation of correlators, for the case of two point functions. These
require the introduction of a regulator and the value of the correlators is sensitive to the details of
this regulator.
For extremal correlators the divergences are more severe, as has been review in Chapter 5 and
6. As reviewed in these chapters, the correct values for the extremal correlators are obtained by
performing an analytic continuation of the non-extremal correlators to the extremal case. In this
way it is possible to obtain a perfect match of the gauge theory and gravity results. This is however,
far from a satisfactory understanding of the physics that is involved in these divergences. Indeed,
we have not understood the origin of these divergences and without this, it is impossible to motivate
the analytic continuation that has been used. The key question we have explored in this MSc is an
attempt to develop an understanding of these divergences in order that we can provide a complete
understanding of these divergences.
In Chapter 7, exploiting the identification of R-charge in the CFT with angular momentum in
the string theory, we have suggested that extremal correlators are mapped to amplitudes involving
particles with parallel momenta. It is well known that collinear particles give rise to divergences so
it is somewhat natural to identify these divergences with the divergences in extremal correlators.
The Kinoshita-Lee-Nauenberg Theorem [41], [42] states that all collinear divergences are removed
by summing over degenerate initial and final states. Our identification suggests that, perhaps, by
summing over degenerate initial and final states we can remove the divergences that appear in the
extremal correlators. Future work should explore these preliminary ideas to establish if a corre-
spondence between the divergences that appear in extremal correlators and collinear divergences
does in fact exist.
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Appendix A. Ward Identity
Consider the two-point function〈
φI(x)φJ(y)
〉
=
∫
Dφ eiS[φ] φI(x)φJ(y) . (A.0.1)
Under a field transformation we have
0 =
∫
Dφ eiS[φ]φI(x)φJ(y)−
∫
Dφ′ eiS[φ′]φ′I(x)φ′J(y) (A.0.2)
where we have used primes to denote quantities after transformation. Explicitly, the transformation
is infintesimally given by
φI 7→ φ′I = φI + δφI (A.0.3)
S[φI ] 7→ S[φ′I ] = S[φI ] + δS[φI ] (A.0.4)
Assuming that the integration measure is invariant, i.e Dφ = Dφ′, we can write
0 =
∫
Dφ eiS[φ]
[
φI(x)φJ(y)− eδS[φ](φI(x) + δφI(x))(φJ(y) + δφJ(y))] . (A.0.5)
Now we expand exp (δS[φ]) to the first order to obtain
0 =
∫
Dφ eiS[φ]
[
iδS[φ]φI(x)φJ(y) + δφI(x)φJ(y) + φI(x)δφJ(y)
]
. (A.0.6)
We are interested in the conformal Ward identity, so we perform the global symmetry transforma-
tion, with a local parameter a(x). The fact that this is symmetry when a(x) is a constant implies
that
δS[φ] =
∫
ddx ∂ia(x)J
a
i (x) = −
∫
ddx a(x)∂iJ
a
i (x) , (A.0.7)
and
δφ(x) = ia(x)(T
a)kIφI(x) , (A.0.8)
where Jai (x) are the Noether currents, and T
a are the generators of the transformation. Therefore
we can write (A.0.6) as〈∫
ddw a(w)∂iJ
a
i (x)φ
I(x)φJ(y)
〉
= (T a)kI
〈
a(x)φ
K(x)φJ(y)
〉
+ (T a)kJ
〈
φI(x)a(y)φ
K(y)
〉
.
(A.0.9)
For a(x) = αa(x)δ(x− z),〈
∂iJ
a
i (z)φ
I(x)φJ(y)
〉
= (T a)kIδ(x− z) 〈φK(x)φJ(y)〉+ (T a)kJδ(y − z) 〈φI(x)φK(y)〉 . (A.0.10)
These are precisely the Ward identities that relate the three and two point correlation functions.
92
Appendix B. Spherical Harmonics on the
Five-sphere
B.1 Integrals of polynomials on the five-sphere
Describe the 5−sphere of radius ρ by Sn ≡ {~y2 = ρ2|~x ∈ R6}. Let ~x = (x1, · · · , x6) be coordinates
on R6. let dΩ5 be a volume form of the 5-sphere. The area of the unit 5-sphere is
ω5 =
∫
S5
dΩ5 =
∫
dθ1 · · · dθ5
√
det gS5 = pi
3. , (B.1.1)
where θn parametrize the 5-dimensional sphere as follows
x1 = cos θ1 ,
x2 = sin θ1 cos θ2 ,
...
x5 = sin θ1 sin θ2 sin θ3 sin θ4 cos θ5 ,
x6 = sin θ1 sin θ2 sin θ3 sin θ4 sin θ5 ,
with θ1, · · · , θ4 ∈ [0, pi] and θ5 ∈ [0, 2pi]. These coordinates satisfy
6∑
k=1
(xk)2 = 1 . (B.1.2)
The metric on the 5-sphere is induced from the metric of the 6-dimensional Euclidean space. It is
given by
ds2Sn =
∂xµ
∂θi
∂xµ
∂θj
dθidθj = gijdθidθj (B.1.3)
such that
gij = diag(1, sin
2 θ1, sin
2 θ1 sin
2 θ2, · · · , sin2 θ1 sin2 θ2 · · · sin2 θ5) (B.1.4)
We want to point out that any rotations are symmetries of the sphere. The measure dΩ5 in (B.1.1)
is invariant under these transformations. Any permutation of the coordinates (x1, · · · , x6) also
leaves dΩ5 invariant. Using the following formula [13]∫
S5
dΩ5x
i1 · · ·xi2m = δ
2m
δJi1 · · · δJi2m
∫
S5
dΩ5 e
J ·x , (B.1.5)
one can use recursion to prove
1
Ω5
∫
S5
dΩ5x
i1 · · ·xi2m = 1
2m−1(m+ 2)!
[all possible contractions] , (B.1.6)
where all possible contractions means δi1i2 for m = 1, δi1i2δi3i4+δi1i3δi2i4+δi1i4δi2i3 for m = 2 and
analogous objects for higher m.
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B.2 Integrals of Spherical Harmonics on S5
The spherical harmonics restricted to a unit n-sphere are homogeneous harmonic polynomials of
the (n+ 1)-dimensional Euclidean space. Thus defined by any polynomial of the form
Y I,k = CIi1···ikx
i1 · · ·xik (B.2.1)
where CIi1···ik is a traceless symmetric tensor of rank k, defines a spherical harmonic on the n-sphere.
We need to evaluate the integral of the product of two or three spherical harmonics over S5. First
we evaluate the integral of Y I1,k1 and Y I3,k2 as follows∫
S5
dΩ5 Y
I1,k1Y I2,k2 = CI1i1···ik1C
I2
j1···jk2
∫
S5
dΩ5 x
i1 · · ·xik1xj1 · · ·xjk1 . (B.2.2)
We perform this integral using (B.1.6). We obtain zero if the two tensors are not of the same rank
i.e. if k1 6= k2. This is because the contractions of two indices belonging to the same tensor will
vanish. Thus, we only consider the case where k1 = k2 = k. In this case we have∫
S5
dΩ5 Y
I1,kY I2,k = CI1i1···ikC
I2
j1···jk
∫
S5
dΩ5 x
i1 · · ·xikxj1 · · ·xjk (B.2.3)
= CI1i1···ikC
I2
j1···jk
1
2k−1(k + 2)!
Ω5
[
all possible contractions of i1, · · · , ik, j1, · · · , jk
]
(B.2.4)
=
〈
CI1CI2
〉 1
2k−1(k + 1)(k + 2)
Ω5, (B.2.5)
where we have used the fact that the tensors CI1 and CI2 are symmetric and traceless. We have
introduced the notation 〈
CI1CI2
〉
= CI1i1···ikC
I2
i1···ik . (B.2.6)
In the same fashion we evaluate the integral of three spherical harmonics Y I1,k1 , Y I2,k2 and Y I3,k3 .
We find∫
S5
dΩ5 Y
I1,k1Y I2,k2Y I3,k3 = CI1i1···ik2C
I2
j1···jk2C
I3
l1···lk3
∫
S5
dΩ5 x
i1 · · ·xik1xj1 · · ·xjk2xl1 · · ·xlk3 .
(B.2.7)
We will use (B.1.6) with m defined by Σ = k1 + k2 + k3 = 2m. Thus, we have∫
S5
dΩ5 Y
I1,k1Y I2,k2Y I3,k3
= CI1i1···ik1C
I2
j1···jk2C
I3
l1···lk3
1
2
1
2
Σ−1 (1
2Σ + 2
)
!
[
all possible constractions of i1 · · · ik2j1 · · · jk2jl · · · lk3
]
.
(B.2.8)
Let npq be the number of indices of the tensor C
Ip of rank kp contracted with the indices of C
Iq of
rank kq. These numbers satisfy the relations
npq = nqp , (B.2.9)
npp = 0 , (B.2.10)
np1 + np2 + · · · = kp. (B.2.11)
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For three tensors, we have the following constraints
n12 + n13 = k1, n12 + n23 = k2, n13 + n23 = k3 . (B.2.12)
These equations have a unique solution given by
n12 = n21 =
1
2
(k1 + k2 − k3) = α3 , (B.2.13)
n13 = n31 =
1
2
(k3 + k1 − k2) = α2 , (B.2.14)
n23 = n32 =
1
2
(k2 + k3 − k1) = α1 . (B.2.15)
The value
〈
CI1CI2CI3
〉
denotes the unique SO(6) scalar contraction of three tensors, defined by〈
CI1CI2CI3
〉
= CI1i1···iα3j1···jα2C
I2
i1···iα3 l1···lα1C
I3
j1···jα2 l1···lα1 . (B.2.16)
Therefore, the integral of three spherical harmonics is given by∫
S5
dΩ5 Y
I1,k1Y I2,k2Y I3,k3 =
〈
CI1CI1CI1
〉 k1!k2!k3!
α1!α2!α3!
1
2
1
2
Σ−1 (1
2Σ + 2
)
!
Ω5. (B.2.17)
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