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Abstract
We propose a way to construct fiducial distributions for a multidimensional pa-
rameter using a step-by-step conditional procedure related to the inferential impor-
tance of the components of the parameter. For discrete models, in which the non-
uniqueness of the fiducial distribution is well known, we propose to use the geometric
mean of the “extreme cases” and show its good behavior with respect to the more
traditional arithmetic mean. Connections with the generalized fiducial inference ap-
proach developed by Hannig and with confidence distributions are also analyzed. The
suggested procedure strongly simplifies when the statistical model belongs to a sub-
class of the natural exponential family, called conditionally reducible, which includes
the multinomial and the negative-multinomial models. Furthermore, because fiducial
inference and objective Bayesian analysis are both attempts to derive distributions
for an unknown parameter without any prior information, it is natural to discuss
their relationships. In particular, the reference posteriors, which also depend on the
importance ordering of the parameters are the natural terms of comparison. We
show that fiducial and reference posterior distributions coincide in the location-scale
models, and we characterize the conditionally reducible natural exponential families
for which this happens. The discussion of some classical examples closes the paper.
Keywords: Confidence distribution, Jeffreys prior, Location-scale parameter model,
Multinomial model, Natural exponential family, Reference prior.
1 Introduction
Fiducial distributions, after having been introduced by Fisher (1930, 1935) and widely
discussed (and criticized) in the subsequent years, have been de facto brushed aside for a
long time and only recently they have obtained new vitality. The original idea of Fisher
was to construct a distribution for a parameter which includes all the information given
by the data, without resorting to the Bayes theorem. This is obtained by transferring the
randomness from the observed quantity given by the statistical model to the parameter.
Originally Fisher considered a continuous sufficient statistic S with distribution function
Fθ, depending on a real parameter θ. Let qα(θ) denote the quantile of order α of Fθ and
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let s be a realization of S. If qα(θ) is increasing in θ (i.e., Fθ is decreasing in θ), the
statement s < qα(θ) is equivalent to θ > q
−1
α (s) and thus Fisher assumes q
−1
α (s) as the
quantile of order 1−α of a distribution which he names fiducial. The set of all quantiles
q−1α (s), α ∈ (0, 1), establishes the fiducial distribution function Hs(θ) so that
Hs(θ) = 1− Fθ(s) and hs(θ) = ∂
∂θ
Hs(θ) = − ∂
∂θ
Fθ(s). (1)
Of course Hs, and its density hs, must be properly modified if Fθ is increasing in θ.
Fisher (1973, cap.VI) also provides some examples of multivariate fiducial distri-
butions obtained by a “step-by-step” procedure, but he never develops a general and
rigorous theory. This fact, along with the problem to cover discrete models, the presence
of some inconsistencies of the fiducial distribution (e.g. the marginalization paradox, see
Dawid & Stone, 1982), and the difficulties in its interpretation, gave rise to a quite strong
negative attitude towards Fisher proposal.
In the renewed interest for the fiducial approach a relevant role is played by the
generalized fiducial inference introduced and developed by Hannig (2009, 2013), see also
Hannig et al. (2016) for a review. He provides a formal and mathematically rigorous
definition which has a quite general applicability. The crucial element of his definition is
a data-generating equation X = G(U,θ), which links the unknown parameter θ and the
observed data X through a random element U having a known distribution. Roughly
speaking, by shifting the randomness of U from X to θ (inverting G with respect to
θ after having fixed X = x), the distribution given by the statistical model leads to a
distribution for the parameter θ. Contrary to the original idea of Fisher, the generalized
fiducial distribution is non-unique and Hannig widely discusses this point. Applica-
tions to different statistical models can be found for instance in Hannig et al. (2007),
Hannig & Iyer (2008) and Wandler & Hannig (2012).
Other recent contributions to the topic of fiducial distributions are given by Taraldsen & Lindqvist
(2013), Martin & Liu (2013) and Veronese & Melilli (2015), henceforth V&M (2015). In
this last paper the authors derive fiducial distributions for a parameter in a discrete or
continuous real natural exponential family (NEF), and discuss some of their properties
with particular emphasis on the frequentist coverage of the fiducial intervals.
In the past fiducial distributions have often been associated with confidence distri-
butions even if these latter have a different meaning. A modern definition of confidence
distribution is given in Schweder & Hjort (2002) and Singh et al. (2005), see the book by
Schweder & Hjort (2016) for a complete and updated review on confidence distributions
and their connections with fiducial inference. It is important to emphasize that a confi-
dence distribution must be regarded as a function of the data with reasonable properties
from a purely frequentist point of view. A confidence distribution is conceptually similar
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to a point estimator: as there exist several unbiased estimators, several confidence distri-
butions can be provided for the same parameter and choosing among them can be done
resorting to further optimality criteria. Thus the confidence distribution theory allows
to compare, in a quite general setting, formal distributions for the parameter derived by
different statistical procedures.
In this paper we suggest a way to construct a unique distribution for a multidi-
mensional parameter, indexing discrete and continuous models, following a step-by-step
procedure similar to that used by Fisher (1973) in some examples. We call it fiducial dis-
tribution, but we look at it simply as a distribution on the parameter space in the spirit
of the confidence distribution theory. The key-point of the construction is the procedure
by conditioning: the distribution of the data is factorized as a product of one-dimensional
laws and, for each of these, the fiducial density for a real parameter component, possibly
conditional on other components, is obtained. The joint fiducial density for the parame-
ter is then defined as the product of the (conditional) one-dimensional fiducial densities.
It is well known that Fisher’s fiducial argument presents several drawbacks in higher
dimensions, essentially because one cannot recover the fiducial distribution for a func-
tion of the parameters starting from the joint fiducial distribution, see Schweder & Hjort
(2016, Ch. 6 and 9). Our approach, when it can be applied, presents the advantage
to construct sequentially the fiducial distribution directly on the parameters of inter-
est and different fiducial distributions can be obtained focusing on different parameters
of interest. Also, it should be noticed that a general definition of confidence distribu-
tion for a multidimensional parameter does not exist and more attention is given to the
construction of approximate confidence curves for specific nested families of regions, see
Schweder & Hjort (2016, Ch. 9 and Sec. 15.4).
Interestingly, our joint fiducial distribution coincides in many cases with the Bayesian
posterior obtained using the reference prior. This fact motivates the second goal of the
paper: to investigate the relationships between the objective Bayesian posteriors and
the suggested fiducial distributions. Objective Bayesian analysis, see e.g. Berger (2006),
essentially studies how to perform a good Bayesian inference, especially for moderate
sample size, when one is unwilling or unable to assess a subjective prior. Under this
approach, the prior distribution is derived directly from the model and thus it is la-
beled as objective. The reference prior, introduced by Bernardo (1979) and developed by
Berger & Bernardo (1992), is the most successful default prior proposed in the litera-
ture. For a multidimensional parameter the reference prior depends on the grouping and
ordering of its components and, in general, no longer coincides with the Jeffreys prior.
This is the reference prior only for a real parameter and it is unsatisfactory otherwise, as
well known.
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Lindley (1958) was the first to discuss the connections between fiducial and posterior
distributions for a real parameter, when a real continuous sufficient statistic exists. V&M
(2015) extend this result to real discrete NEFs, characterizing all families admitting a
fiducial prior, i.e. a prior leading to a posterior coinciding with the fiducial distribution.
This prior is strictly related to the Jeffreys prior. We show here that when the parameter
is multidimensional this relationship no longer holds and a new one is established with
the reference prior. In particular we prove results for location-scale parameter models
and conditionally reducible NEFs, a subclass of NEFs defined in Consonni & Veronese
(2001).
The paper is structured as follows. Section 2 reviews some basic facts on fiducial
and confidence distributions for real NEFs and on generalized fiducial distributions. The
proposal for constructing a step-by-step multivariate fiducial distribution is presented in
Section 3, which also discusses: the relationships with confidence distributions (Section
3.1), the use of the geometric mean of fiducial densities for solving the non-uniqueness
problem in discrete models (Section 3.2), the connections with the generalized fiducial
inference and the consistency with the sufficiency principle (Section 3.3). Section 3.4 stud-
ies the fiducial distributions for conditionally reducible NEFs and provides their explicit
expression for a particular subclass which includes the multinomial and the negative-
multinomial model. Section 4 analyzes the relationships between the fiducial distributions
and the reference posteriors, in particular for location-scale parameter models (Section
4.1) and NEFs (Section 4.2), characterizing those which admit the fiducial prior. Section
5 discusses further examples in which fiducial and reference posteriors coincide. Section 6
concludes the paper presenting some possible asymptotic extensions. Finally, Appendix
A1 collects some useful technical results on conditionally reducible NEFs, while Appendix
A2 includes the proofs of all the results stated in the paper.
2 Preliminary results
The modern definition of confidence distribution for a real parameter φ of interest, see
Schweder & Hjort (2002, 2016) and Singh et al. (2005), can be formulated as follows:
Definition 1. Let {Fφ,λ, φ ∈ Φ ⊆ R,λ ∈ Λ} be a parametric model for data X ∈ X ; here
φ is the parameter of interest and λ is a nuisance parameter. A function C : X ×Φ→ R
is a confidence distribution for φ if C(x, ·) is a distribution function for each x ∈ X
and C(X, φ0) has a uniform distribution in (0, 1) under Fφ0,λ0 , where (φ0,λ0) is the true
parameter value.
The relevant requirement in the previous definition is the uniformity of the distribu-
tion, which ensures the correct coverage of the confidence intervals. As seen in Section
4
1, the confidence distribution theory must be placed in a purely frequentist context
and allows to compare distributions on the parameter space, obtained using different ap-
proaches. Finally, the definition of confidence distribution can be generalized by requiring
that the uniformity assumption holds only asymptotically.
Strictly linked to the notion of confidence distribution is that of confidence curve,
defined, for each observed X = x, as the function φ → cc(φ) = |1 − 2C(x, φ)|; see
Schweder & Hjort (2016). This function gives the extremes of equal-tail confidence inter-
vals for any level 1− α, allowing a fast and clear comparison of confidence distributions
with respect to their interval length. When the parameter of interest is multidimensional,
how to extend the definitions of confidence distribution and confidence curve is much less
clear and various proposals have been made, see Schweder & Hjort (2002, 2016) and
Singh et al. (2005).
As detailed in Section 1, Hannig (2009) has proposed the notion of generalized fiducial
distribution, which is based on a data-generating equation X =G(θ,U). Because several
functions G can generate the same statistical model, and not all the resulting fiducial
distributions are reasonable in terms of properties or computational tractability, Hannig
(2013, Sec. 5) gives some hints on the choice of a default function G. In particular, if
X = (X1, . . . ,Xn) is an independent identically distributed (i.i.d.) random sample from
an (absolutely) continuous distribution function Fθ, with density fθ, θ ∈ Rd, he suggests
to use Xi = F
−1
θ (Ui), i = 1, . . . , n, where Ui are i.i.d. uniform random variables on (0, 1)
and F−1θ is the inverse (or generalized inverse) of Fθ. If other regularity assumptions are
satisfied, the generalized fiducial distribution for θ can be written as
r(θ) =
fθ(x)J(x,θ)∫
Θ
fθ(x)J(x,θ)dθ
, (2)
where the expression of J(x,θ), given in Hannig (2013, formula (3.7)), is
J(x,θ) =
∑
{(i1,...,id):1≤i1<···<id≤n}
∣∣∣∣∣det
(
d
dθ (Fθ(xi1), . . . , Fθ(xid))
)∏d
j=1 fθ(xij )
∣∣∣∣∣ . (3)
In (3) the numerator of the ratio is the determinant of the matrix whose kj-entry is
∂Fθ(xij )/∂θk. This procedure leads to the Fisher definition of fiducial density (1) when
n = d = 1.
Hannig (2013, Example 4) explicitly recognizes the advise of Wilkinson (1977) that
the choice of a fiducial distribution should depend on the parameter of interest and uses
the well known example of d independent normal distributions N(µi, 1), in which the
parameter of interest is θ = (
∑d
i=1 µ
2
i )
1/2. He shows that the default data-generating
equations Xi = µi + Ui, i = 1, . . . , d, lead to a fiducial distribution which has good
frequentist properties for inference on the µ’s, but very bad ones when the interest is on
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θ, as already recognized by Stein (1959). Thus Hannig suggests an ad hoc alternative
equation, which leads to a better solution. Notice that our general procedure, suggested
in the next section, constructs a fiducial distribution starting directly from the parameter
of interest and do not required the choice a priori of a data generating function.
Fiducial distributions and their properties, with particular emphasis on the frequentist
coverage of the fiducial intervals, for a discrete or a continuous real regular NEF, are
discussed in V&M (2015). More specifically, consider the sufficient statistic S associated
with a sample of size n and denote by S its support. Let Fθ(s) be the distribution
function of S and pθ(s) = exp {θs− nM(θ)} the corresponding density (with respect to
a measure ν). Let a = inf S, b = supS and define S∗ = [a, b) if ν(a) > 0, otherwise
S∗ = (a, b). Then, for s ∈ S∗, Petrone & Veronese (2010) have proved that
Hs(θ) =

0 θ ≤ inf Θ
1− Fθ(s) inf Θ < θ < supΘ
1 θ ≥ supΘ
(4)
is a fiducial distribution function for the natural parameter θ. It follows that the fiducial
density of θ is
hs(θ) =
∂
∂θ
Hs(θ) = − ∂
∂θ
Fθ(s) =
∫
(−∞,s]
(nM ′(θ)− t)pθ(t)dν(t). (5)
It is important to underline, and simple to verify, that the distribution function Hs is
also a confidence distribution (only asymptotically, in the discrete case), according to
Definition 1.
Notice that, for discrete NEFs, Fθ(s) = Prθ{S ≤ s} and Prθ{S < s} do not coincide
and thus, besides Hs in (4), one could define a left fiducial distribution as
Hℓs(θ) = 1− Prθ{S < s}. (6)
For convenience, sometimes Hs will be called right fiducial distribution. A standard way
to overcome this non-uniqueness is referring to the half-correction device (see Schweder & Hjort,
2016, pag. 62) which amounts to consider the mixture HAs (θ) = (Hs(θ) + H
ℓ
s(θ))/2 =
Prθ{S > s} + Prθ{S = s}/2, whose density is the arithmetic mean of hs(θ) and hℓs(θ).
Instead, we will suggest to average hs and h
ℓ
s using their geometric mean h
G
s (suitably
normalized) and show that it presents better properties than hAs (Section 3.2) and a more
direct connection with objective Bayesian inference (Section 4.2), even if, operationally,
the difference is usually not particularly big.
Table 1 provides the fiducial distributions obtained in V&M (2015) for some important
discrete and continuous NEFs, which will be used in the forthcoming examples. It also
establishes the abbreviations used in the paper for the standard distributions.
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Table 1: Fiducial distributions for some real NEFs
Sufficient Fiducial
statistic distributions
N(µ, σ2) S =
∑
i
Xi Hs(µ) : N(s/n, σ
2/n)
(σ2 known)
N(µ, σ2) S =
∑
i
(Xi − µ)
2 Hs(σ
2): In-Ga(n/2, s/2)
(µ known)
Ga(α, λ) S =
∑
i
Xi Hs(λ) : Ga(nα, s)
(α known)
Pa(λ, x0) S =
∑
i
log(Xi/x0) Hs(λ) : Ga(n, s)
(x0 known)
We(λ, c) S =
∑
i
Xci Hs(λ) : Ga(n, s)
(c known)
Bi(m, p) S =
∑
i
Xi Hs(p) : Be(s+ 1, nm − s)
(m known) Hℓs(p) : Be(s, nm− s+ 1)
HGs (p) : Be(s+ 1/2, nm− s+ 1/2)
Po(µ) S =
∑
i
Xi Hs(µ) : Ga(s+ 1, n)
Hℓs(µ) : Ga(s, n)
HGs (µ) : Ga(s+ 1/2, n)
Ne-Bi(m, p) S =
∑
i
Xi Hs(p) : Be(nm, s+ 1)
(m known) Hℓs(p) : Be(nm, s)
HGs (p) : Be(nm, s+ 1/2)
The following notations are used: Ga(α, λ) for a gamma distribution with shape α and mean α/λ;
In-Ga(α, λ) for an inverse-gamma distribution (if X ∼ Ga(α, λ) then 1/X ∼ In-Ga(α, λ)); Be(α, β) for
a beta distribution with parameters α and β; Bi(m, p) for a binomial distribution with m trials and suc-
cess probability p; Ne-Bi(m,p) for a negative-binomial with m successes and success probability p; Po(µ)
for the Poisson distribuition with mean µ; Pa(λ, x0) for a Pareto distribution with density λx
λ
0x
−λ−1,
x > x0 > 0, λ > 0; We(λ, c) for a Weibull distribution with density cλx
c−1 exp(−λxc), x, λ, c > 0.
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3 Fiducial distributions for multidimensional parameters
A natural way to construct a suitable fiducial distribution for a multidimensional param-
eter is to follow the step-by-step procedure used by Fisher (1973) in some examples. The
key-point of our proposal stems on the factorization of the sampling distribution as a
product of one-dimensional conditional laws. For each of these the fiducial density for a
real component of the parameter, possibly conditional on other components, is defined. It
is well known that different factorizations of sampling distributions can produce different
joint fiducial distributions, see e.g. Dempster (1963). However, we do not consider this
aspect a drawback of the procedure if it is linked to the inferential importance ordering
of the parameter components implied by the factorization. For example, if a parame-
ter θ ∈ R2 is transformed in such a way that φ is the parameter of interest and λ the
nuisance, the obvious ordering is (φ, λ) and a suitable factorization must be defined ac-
cordingly, see Example 4 (ctd.) in this section for an illustration. The crucial role played
by the ordering of the parameters accordingly to their inferential importance is widely
acknowledged by objective Bayesian inference, in which reference priors are different for
different orderings, see Section 4.
In order to construct a fiducial distribution, we consider two basic transformations:
one involving the sample data X = (X1, . . . ,Xn), having a distribution parameter-
ized by θ = (θ1, . . . , θd), d ≤ n, and one involving θ. Given X, consider a statistic
T = (T1, . . . , Tm), d ≤ m ≤ n, with density pθ(t), which summarizes X without losing
information on θ. T can be a sufficient statistic or a one-to-one transformation of X.
Split T in (T[d],T−[d]), where T[d] = (T1, . . . , Td) and T−[d] = (Td+1, . . . , Tm), and sup-
pose that T−[d] is ancillary for θ. As a consequence pθ(t) = pθ(t[d]|t−[d])p(t−[d]) and all
the information on θ provided by X are included in the conditional distribution of T[d]
given T−[d].
Assume now that there exists a one-to-one smooth reparameterization from θ to φ,
with φ1, . . . , φd ordered with respect to their importance, such that
pφ(t[d]|t−[d]) =
d∏
k=1
pφd−k+1(tk|t[k−1], t−[d];φ[d−k]). (7)
The density pφd−k+1(tk|t[k−1], t−[d];φ[d−k]), with the corresponding distribution function
Fφd−k+1(tk|t[k−1], t−[d];φ[d−k]), must be interpreted as the conditional distribution of Tk
given (T[k−1] = t[k−1],T−[d] = t−[d]), parameterized by φd−k+1, assuming φ[d−k] known.
In the following, we will always assume that all the one-dimensional conditional distri-
bution functions Fφj ’s involved in the analysis are monotone and differentiable in φj and
have limits 0 and 1 when φj tends to the boundaries of its domain. Notice that this is
always true if Fφj belongs to a NEF, see (4). Under these assumptions, the joint fiducial
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density of φ is obtained as
ht(φ) =
d∏
k=1
ht[k],t−[d](φd−k+1|φ[d−k]), (8)
and
ht[k],t−[d](φd−k+1|φ[d−k]) =
∣∣∣∣ ∂∂φd−k+1Fφd−k+1(tk|t[k−1], t−[d];φ[d−k])
∣∣∣∣ . (9)
Several applications of this procedure to well known models will be provided in Section
5. Here we illustrate some interesting features of the fiducial distribution (8).
i) The existence of an ancillary statistic is not necessary if there exists a sufficient statistic
with the same dimension of the parameter (m = d). An important case is m = d = 1 so
that formula (8) and (9) reduce to ht(φ) = |∂Fφ(t)/∂φ|, the original formula suggested
by Fisher (1930).
ii) If one is only interested in φ1, it follows from (7) that it is enough to consider
ht(φ1) =
∣∣∣∣ ∂∂φ1Fφ1(td|t[d−1], t−[d])
∣∣∣∣ ,
which, depending on all observations, does not lose any sample information. A typical
choice for Td is given by the maximum likelihood estimator φ̂1 of φ1 and thus, when φ̂1 is
not sufficient, we have to consider the distribution of φ̂1 given the ancillary statistic t−[d].
Similarly, if one is interested in φ1, φ2, it is enough to consider ht(φ1) ·ht[d−1],t−[d](φ2|φ1),
and so on.
iii) When an ancillary statistic T−[d] is needed, the fiducial distribution (8) is invariant
with respect to any one-to-one transformation of T−[d]. All the sampling distributions
are conditional on it and thus any transformation establishes the same constraints; see
Section 4.1 for an example.
iv) The construction by successive conditioning makes the fiducial distribution invari-
ant under the so called one-to-one lower triangular transformation of T[d], for fixed
T−[d]. More precisely, we consider a transformation T
∗ = (T∗[d],T−[d]) such that T
∗
k =
gk(T[k],T−[d]), for k = 1, . . . , d. To see this, assuming for instance t
∗
k = gk(t[k], t−[d])
increasing in tk, it is sufficient to show that
Prφd−k+1(T
∗
k ≤ t∗k | T∗[k−1] = t∗[k−1],T−[d] = t−[d];φ[d−k])
= Prφd−k+1(gk(T[k],T−[d]) ≤ gk(t[k], t−[d]) | T∗[k−1] = t∗[k−1],T−[d] = t−[d];φ[d−k])
= Prφd−k+1(Tk ≤ tk | T[k−1] = t[k−1],T−[d] = t−[d];φ[d−k]).
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It follows immediately that T and T∗ lead to the same fiducial distribution.
v) If (T[k−1],T−[d]) is sufficient for φ[d−k], for each k, then the conditional distribution
of Tk given (T[k−1] = t[k−1],T−[d] = t−[d]) does not depend on φ[d−k] and the fiducial
distribution (8) becomes the product of the “marginal” fiducial distributions of the φk’s.
As a consequence, (9) can be used alone to make inference on φd−k+1 and the fiducial
distribution does not depend on the inferential ordering of the parameters. An important
case in which this happens will be discussed in Section 3.4.
We close this section establishing the invariance property of the fiducial distribution
ht(φ) under a lower triangular transformation, i.e. a transformation from φ to λ =
(λ1, . . . , λd), say, which maintains the same decreasing ordering of importance in the
components of the two vectors.
Proposition 1. If φ = φ(λ) is a one-to-one lower triangular continuously differentiable
function from Λ to Φ, then the fiducial distribution hφ
t
(φ), obtained applying (8) to
the model pφ(t), and the fiducial distribution h
λ
t
(λ), obtained applying (8) to the model
pλ(t) = pφ(λ)(t), are such that, for each measurable A ⊂ Φ,∫
A
hφ
t
(φ)dφ =
∫
λ−1(A)
hλt (λ)dλ. (10)
3.1 Relationships with confidence distributions
Given a real NEF, Hs(θ) in (4) is an exact or approximate confidence distribution if
the observations are continuous or discrete, respectively. It is possible to verify that the
same is true for the marginal fiducial distribution of the main parameter of interest φ1 in
the more general definition (8). Indeed, the distribution function of φ1 is Ht(φ1) = 1 −
Fφ1(td|t[d−1], t−[d]), so that the first requirement in Definition 1 is clearly satisfied, thanks
to the assumption on the distribution function given after formula (7). For what concerns
the uniformity condition, assuming that Fφ1 is decreasing in φ1 (if it is increasing, replace
1− Fφ1 with Fφ1), we have, for u ∈ (0, 1) and arbitrary φ,
Prφ
(
Ht[d],t−[d](φ1) ≤ u
)
= 1− Prφ
(
Fφ1(td|T[d−1],T−[d]) < 1− u
)
=
= 1−
∫
Prφ
{
Fφ1(td|t[d−1], t−[d]) < 1− u
}
dFφ(t[d−1], t−[d]) = u
because, by construction, the integrand is equal to 1− u for all fixed (t[d−1], t−[d]).
3.2 The discrete case: the geometric mean of the left and right fiducial
densities
As mentioned in Section 2, for a discrete statistic S with distribution depending on a
real parameter θ, we suggest to use the geometric mean of the right and left fiducial
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densities, hGs (θ) = c
−1(hs(θ)h
ℓ
s(θ))
1/2, where c is the normalizing constant, instead of
their arithmetic mean hAs (θ).
A first justification of the use of the geometric mean of densities is suggested by
Berger et al. (2015) who mention its property to be the density “closest” to hs and
hℓs with respect to the the Kullback-Leibler divergence, as specified in the following
proposition. We give a simple proof of this fact, without resorting to the calculus of
variations. Recall that, given two densities p and q, having the same support and the
same dominating measure ν, the Kullback-Leibler divergence of p from q is defined as
KL(q|p) = ∫ q(x) log(q(x)/p(x))dν(x).
Proposition 2. Consider two densities p1 and p2 with the same support. The density
q which minimizes KL(q|p1) + KL(q|p2) is given by q = pG ∝ (p1p2)1/2, which is the
(normalized) geometric mean of p1 and p2.
Furthermore, Krishnamoorthy & Lee (2010) observe that a distribution for θ, whose
aim is to give a synthesis of two fiducial distributions, should “stochastically” lie between
them. In our setting, the extreme distributions are Hs and H
ℓ
s. This property is surely
satisfied by the arithmetic mean, becauseHs(θ) < H
A
s (θ) < H
ℓ
s(θ) uniformly with respect
to θ, for each s belonging to the set S0 for which both Hs and Hℓs can be defined. The
same inequalities are true for HGs under mild assumptions. As usual, here we assume
that Hs(θ) is defined as 1− Fθ(s).
Proposition 3. Let pθ, θ ∈ Θ ⊆ R, be the probability mass function of a real observation
S, having a continuous derivative with respect to θ. For each s ∈ S0, assume that the
function
γs(θ) =
(
∂pθ(s)
∂θ
)
/
(
−∂Fθ(s)
∂θ
)
=
(
∂pθ(s)
∂θ
)
/hs(θ)
is decreasing on Θ. Then Hs(θ) < H
G
s (θ) < H
ℓ
s(θ) uniformly on Θ.
The assumptions required in the previous proposition are satisfied by many important
models. For example we have the following
Corollary 1. If pθ is the probability mass function of a real NEF, then Hs(θ) < H
G
s (θ) <
Hℓs(θ) uniformly on Θ.
We now discuss the relationship between HGs and H
A
s .
Proposition 4. Let pθ, θ ∈ Θ ⊆ R, be the probability mass function of a real observation
S, satisfying the following assumptions in addition to those stated in Proposition 3:
lim
θ→inf Θ
γs(θ) = +∞; lim
θ→supΘ
γs(θ) = −1.
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Then, for each s ∈ S0, there exists θ∗ ∈ Θ (depending on s) such that HGs (θ) < HAs (θ)
for θ < θ∗ and HGs (θ) > H
A
s (θ) for θ ≥ θ∗.
The result in Proposition 4 is important in connection with confidence intervals,
because it shows that HGs gives, for a fixed level, a confidence interval smaller than that
obtained from HAs (θ); see Figure 1 (graph 2) for an example.
Notice that the assumptions on γs(θ) in Proposition 4 are fulfilled by a real NEF
with natural parameter space Θ = R, as it occurs in the binomial and Poisson models.
However, these assumptions are not necessary to ensure the stated behavior of HGs and
HAs , that we conjecture to be quite general, as the following example shows.
Example 1. Consider an i.i.d. sample of size n from a logarithmic distribution with
parameter θ ∈ (0, 1) with probability mass function
pθ(x) =
θx
−x log(1− θ)I{1,2,...}(x).
The sufficient statistic T =
∑n
i=1Xi is distributed as
pθ(t) =
n!|s(t, n)|θt
t!(− log(1− θ))n I{n,n+1,...}(t),
where s(t, n) is the Stirling number of the first kind with arguments t and n, see
Johnson et al. (2005). The distribution of T belongs to a real NEF with Fθ(t) decreasing
in θ, so that the fiducial distribution function Ht, for t = n, n+ 1, . . . and θ ∈ (0, 1), is
Ht(θ) = 1− Fθ(t) = 1−
t∑
j=n
n!|s(j, n)|θj
j!(− log(1− θ))n .
For this model
γt(θ) = −
(
∂pθ(s)
∂θ
)
/
(
∂Fθ(s)
∂θ
)
= − |s(t, n)|θ
t−1(nθ + t(1− θ) log(1− θ))
t!
∑t
j=n |s(j, n)|θj−1(nθ + j(1 − θ) log(1− θ))/j!
.
It can be seen that, for each t ≥ n, γt is decreasing in θ and
lim
θ→0+
γt(θ) = +∞, lim
θ→1−
γt(θ) = −
 t∑
j=n
|s(j, n)|
|s(t, n)|
t!
j!
−1 ∈ (−1, 0).
Nevertheless, the fiducial distributions HGt and H
A
t behave as stated in Proposition 4,
see Figure 1 (graph 1).
Finally, we justify our preference for HGs versus H
A
s showing that its confidence risk
under quadratic penalty, as defined in Schweder & Hjort (2016, Sec. 5.3), is uniformly
better for all the important discrete models reported in Table 1. The confidence risk
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Figure 1: Graph 1: Fiducial distributions for a sample from the logarithmic distribution
(n = 10, t = 12): hℓt(θ) (red), h
A
t (θ) (green), h
G
t (θ) (yellow), ht(θ) (blue). Graph 2:
Confidence curves for hAt (θ) (green) and h
G
t (θ) (yellow)).
R(µ,Hs) for the mean parameter µ and a confidence (or fiducial) distribution Hs under
quadratic penalty is
R(µ,Hs) =
∫
(µ′ − µ)2dHs(µ′) = Eµ(VarHs(µ)) + Eµ(µˆ− µ)2,
where VarHs(µ) denotes the variance of µ under Hs, Eµ the expected value with respect
to the distribution of S and µˆ = EHs(µ) is the mean of µ under Hs. Now, recalling
that for the binomial and the negative-binomial distribution in Table 1, assuming m = 1
for simplicity, we have µ = p and µ = (1 − p)/p, it is easy to verify that for both
these models and the Poisson model µˆ is the same under HGs and H
A
s . As a consequence,
R(µ,HAs )−R(µ,HGs ) = Eµ(VarH
A
s (µ))−Eµ(VarHGs (µ)) which becomes (4(n+1)(n+2))−1,
(4(n−1)(n−2)−1 and (4n2)−1, for the three models above, respectively. All these values
are strictly positive for each n uniformly in µ.
Let us now consider the fiducial distribution for a multivariate parameter defined in
(8). For each discrete component of the product, starting from Prφd−k+1{Tk ≤ tk|T[k−1] =
t[k−1],T−[d] = t−[d];φ[d−k]} = Fφd−k+1(tk|t[k−1], t−[d];φ[d−k]) and Prφd−k+1{Tk < tk|T[k−1] =
t[k−1],T−[d] = t−[d];φ[d−k]}, it is possible to define a right and a left fiducial distribution,
respectively, and hence their geometric and arithmetic means. Notice that each compo-
nent of (8) involves a one-dimensional parameter and a real observation (the remaining
quantities being fixed), so that the Propositions 3 and 4 can be applied. Multivariate fidu-
cial distributions for discrete observations can thus be obtained combining in the various
possible way these univariate distributions. In particular, we will consider Ht(φ), ob-
tained as the product of all the right univariate conditional fiducial distributions, Hℓt(φ),
obtained as the product of all the left univariate conditional fiducial distributions, HAt (φ),
defined as the product of the d mixtures HAt[k],t−[d] = (Ht[k],t−[d] +H
ℓ
t[k],t−[d]
)/2 and finally
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HGt (φ), corresponding to the density h
G
t (φ) obtained as the product of the d geometric
means hGt[k],t−[d] ∝ (ht[k],t−[d] ·hℓt[k],t−[d])1/2. Notice that hGt (φ) coincides with the geometric
mean of all the 2d fiducial densities derived as described above.
3.3 Fiducial inference and the sufficiency principle
The step-by-step procedure introduced at the beginning of Section 3 gives a generalized
fiducial distribution, according to Hannig (2009), if one considers as data-generating
equation T = G(φ,U) with
Tk =
{
Gk(φ,U[k],U−[d]) k = 1, . . . , d
Uk k = d+ 1, . . . ,m
,
where U is a random vector with a completely known distribution. The functions Gk
can be explicitly obtained iteratively as follows:
T1 = G1
(
φ, U1,U−[d]
)
= F−1φd
(
U1|,U−[d];φ[d−1]
)
T2 = G2
(
φ, U1, U2,U−[d]
)
= F−1φd−1
(
U2|G1(φ, U1,U−[d]),U−[d];φ[d−2]
)
and so on.
It is interesting to observe that the generalized fiducial distribution r(θ) given in (2)
does not necessarily satisfy the sufficiency principle. This can be verified immediately
looking at the Example 2 in Hannig (2013), in which a uniform distribution on (θ, θ2)
is considered and r(θ) does not depend on the Xi’s only through the sufficient statistic
S = (X(1),X(n)), where X(i) denotes the i-th order statistic. Despite its simple form,
this model is highly irregular, but the inconsistency with the sufficiency principle of
the generalized fiducial distribution r(θ) can also occur for more standard models. In
particular, if a real continuous sufficient statistic S for a real parameter exists, one could
derive two different fiducial distributions starting from S or from the whole sample. A
simple example of this issue can be easily constructed considering a beta model with
parameters 2 and θ. Another interesting example is the following.
Example 2. Let X = (X1, . . . ,Xn) be an i.i.d. sample from a truncated exponential
density pθ(x) = θe
−θx/(1− e−θ), 0 < x < 1, θ ∈ R− {0}. This density is not defined for
θ = 0, but it can be completed by continuity setting p0(x) = 1. The distribution function
of Xi is Fθ(xi) = (1− e−θxi)/(1 − e−θ), 0 < xi < 1, so that from (3) we have
J(x, θ) =
s
θ
+
e−θ
θ(1− e−θ)
n∑
i=1
(1− e−θxi),
where s =
∑n
i=1 xi. Thus, using (2), we obtain
r(θ) ∝ θ
n−1
(1− e−θ)n+1 e
−θs
(
s(1− e−θ) + e−θ
n∑
i=1
(1− e−θxi)
)
, θ ∈ R, (11)
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Figure 2: Graph 1: Fiducial densities: r(θ;x1 = 0.05, x2 = 0.95) (red); r(θ;x1 = 0.5, x2 =
0.5) (green); h(θ; s = 1) (blue). Graph 2: Fiducial densities r(θ;x1 = 0.02, x2 = 0.48) (red);
r(θ;x1 = 0.2, x2 = 0.3) (green); h(θ; s = 0.5) (blue).
Figure 3: Confidence curves for r(θ;x1 = 0.5, x2 = 0.5) (red) and h(θ; s = 1) (blue).
which depends on the values of the specific xi’s. Consider now the sufficient statistic
S =
∑n
i=1Xi and, for simplicity, assume n = 2. The density of S is
pθ(s) =

θ2
(1−e−θ)2
e−tss 0 < s ≤ 1
θ2
(1−e−θ)2
e−ts(2− s) 1 < s < 2 .
and the generalized fiducial density (11) reduces to hs(θ) = ∂Fθ(s)/∂θ. In Figure 2 we
report the fiducial densities r and hs for different values of (x1, x2) and s = x1 + x2. For
s = 1 all densities are symmetric with the mode in 0, while the dispersion is increasing
in |x1−x2|, so that the more concentrated fiducial density is obtained for x1 = x2 = 0.5.
However, for s 6= 1, the densities have different modes and are shifted to the left when x1
increases. In all cases the fiducial density hs is in the middle of the various cases. Notice
that hs has all the good properties discussed in V&M (2015) and, in particular, it is a
confidence distribution because the model belongs to a NEF. The confidence intervals
corresponding to hs(θ) are slightly smaller than those corresponding to r(θ), as can be
seen from the confidence curves reported in Figure 3. For instance, when x1 = x2 = 0.5,
the 95% confidence intervals are (-4.191,4.191) and (-4.399,4.399), for hs(θ) and r(θ),
respectively.
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The computation of the fiducial distribution Ht defined in (8) is greatly simplified
starting with the sufficient statistic instead of the whole sample. However, when both
the alternatives are feasible, they seem to lead to the same result. In particular, the
following proposition states that the sufficiency principle is always satisfied by Ht when
there exists a complete sufficient statistic for the parameter.
Proposition 5. Consider the fiducial distribution Ht(φ), defined in (8) and (9), with
T a one-to-one transformation of the data X = (X1, . . . ,Xn). If S = S(T) is a complete
and sufficient statistic of dimension d for φ, such that S = g(T[d],T−[d]) is a one-to-
one lower triangular transformation of T[d] for fixed T−[d], then the fiducial distribution
Hs(φ) for φ, obtained using S instead of T in (8) and (9), coincides with Ht(φ).
Notice that the completeness of S is not necessary to satisfy the sufficiency principle,
as the following example shows.
Example 3. Given an i.i.d. sample X of size n from a uniform distribution on (θ, θ + 1),
it is immediate to verify that the sufficient statistic S = (X(1),X(n)) is not complete.
Because θ is a location parameter, Z = X(n) − X(1) is an ancillary statistic and the
fiducial distribution for θ can be obtained starting from the distribution function of X(n)
given Z, which is Fθ(x(n)|z) = (x(n)− z− θ)/(1− z), x(n)−1 < θ < x(n)− z = x(1). Thus
hs(θ) = − ∂
∂θ
Fθ(x(n)|z) = −
∂
∂θ
x(n) − z − θ
1− z =
1
1− z , x(n) − 1 < θ < x(n) − z = x(1).(12)
If we start directly with X, we can consider the distribution function of Xn given Z =
(Z1, . . . , Zn−1), where Zi = Xn −Xi. Omitting tedious calculations, we have
Fθ(xn | z) = xn − θ −max(zi, 0)
1 + min(zi, 0) −max(zi, 0) , θ +max(zi, 0) < xn < θ + 1 +min(zi, 0),
and thus, for xn − 1−min(zi, 0) < θ < xn −max(zi, 0),
hx(θ) = − ∂
∂θ
Fθ(xn|z) = 1
1 + min(zi, 0) −max(zi, 0) .
Observing that min(zi, 0) = zi unless xn = x(n) and recalling that zi = xn − xi, i =
1, . . . , n−1, it follows that xn−1−min(zi, 0) = x(n)−1 and similarly xn−max(zi, 0) = x(1),
so that hx(θ) coincides with hs(θ) given in (12).
3.4 Conditionally reducible natural exponential families
Consider a multivariate natural exponential family whose density, with respect to a fixed
σ-finite positive measure ν, is given by
pθ(x) = exp
{
d∑
k=1
θkxk −M(θ)
}
, θ = (θ1 . . . , θd) ∈ Θ, x = (x1, . . . , xd) ∈ Rd. (13)
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A NEF is d-conditionally reducible (in the sequel cr-NEF) if its joint density (13) can
be factorized as a product of d conditional densities each belonging to a real exponential
family. More precisely if
pφ(x|φ(θ)) =
d∏
k=1
pφk(xk|x[k−1];φk(θ)) =
d∏
k=1
exp
{
φk(θ)xk −Mk(φk(θ);x[k−1])
}
, (14)
where φ = (φ1, . . . , φd) is a one-to-one function from Θ onto φ(Θ) = Φ. Furthermore,
it can be shown that Φ = Φ1 × · · · ×Φd, with φk ∈ Φk, k = 1, . . . , d, so that the φk’s are
variation independent. Notice that φk is the natural parameter of the k-th conditional
distribution. For details on these families, with emphasis on enriched conjugate priors
and on reference Bayesian analysis, see Consonni & Veronese (2001) and Consonni et al.
(2004), respectively. Both these papers deal in particular with the families having sim-
ple quadratic variance function, named NEF-SQVFs, which include, as most interesting
cases, the multinomial and negative-multinomial models, see Casalis (1996) and Ap-
pendix A1.
Example 4 (Multinomial model). Consider a random vector X distributed according to
a multinomial distribution and denote by pk the probability of the k-th outcome Xk, k =
1, . . . , d, with
∑d
k=1 xk ≤ N , and
∑d
k=1 pk ≤ 1. It is well know that the conditional dis-
tribution of Xk given X[k−1] = x[k−1], k = 2, . . . , d, is Bi(N−
∑k−1
j=1 xj, pk/(1−
∑k−1
j=1 pj)),
whereas the marginal distribution of X1 is Bi(N, p1). Since a binomial distribution is a
real NEF, one can factorize the multinomial distribution as in (14) with
φk = log
pk
1−∑kj=1 pj , Mk(φk;x[k−1]) =
N − k−1∑
j=1
xj
 log(1 + eφk), φk ∈ R. (15)
For models belonging to a cr-NEF, the construction of the fiducial distribution pro-
posed in Section 3 drastically simplifies. The existence of a sufficient statistic of the
same dimension of the parameter makes the ancillary statistic not necessary, while the
φ-parameterization, indexing each conditional distribution with a real parameter, implies
the independence of the φk’s under the fiducial distribution.
Proposition 6. Let S be the sufficient statistic distributed according to a regular cr-
NEF on Rd, parameterized by φ ∈ Φ = Φ1 × · · · × Φd, with Φk coinciding with the
natural parameter space of the k-th conditional distribution. Then, for S = s, with sk,
k = 1, . . . , d, satisfying conditions similar to those given before (4),
Hs(φ) =
d∏
k=1
Hs[k](φk) =
d∏
k=1
(1− Fφk(sk|s[k−1]) (16)
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is a fiducial distribution function on φ with density
hs(φ) =
d∏
k=1
hs[k](φk), where hs[k](φk) =
∂
∂φ
Hs[k](φk) = −
∂
∂φk
Fφk(sk|s[k−1]). (17)
The φk’s are independent under Hs(φ) and thus their importance ordering is irrel-
evant. This fact also justifies the simplification in the index notation adopted in (16).
Notice, however, that the definition and the interpretation of the φk’s depend on the
particular ordering considered for the Xk’s, as seen in Example 4.
As recalled in Section 2, a general definition of multi-dimensional confidence distri-
bution does not exist. However, in our context, since Hs(φ) is constructed as a product
of marginal confidence distributions, it can be considered as a multivariate (possibly
asymptotic) confidence distribution for φ.
Some of the examples of Section 5 can be reconnected with this framework, but here
we consider in specific the NEF-SQVFs, whose variance function is given in (35). For
this class, with the exclusion of the negative-multinomial/hyperbolic secant distribution,
it is possible to give a simple explicit expression of the fiducial density of φ, recalling the
definition of Bk(φk) given in (31) and setting zk = zkk in (35). The specifications of zkk
and q, appearing in (35), and of Bk(φk) can be found in Appendix A1.
Proposition 7. Consider a sample of size n from a Poisson/normal, a multinomial, or
a negative-multinomial family on Rd. If S denotes the sufficient statistic, then the (right)
fiducial distribution for φ has density
hs(φ) =
d∏
k=1
hs[k](φk) ∝
d∏
k=1
exp
φk (sk + zk)−
n+ q
k−1∑
j=1
sj − 1
Bk(φk)
 , (18)
while for the negative-multinomial/gamma/normal family, with an m dimensional nega-
tive multinomial component, the (right) fiducial distribution is given by
hs(φ) =
d∏
k=1
h[sk](φk) ∝
m∏
k=1
exp{φk(sk + 1)}(1 − exp(φk))n/q+
∑k−1
j=1 sj−1
× exp {φm+1sm+1} (−φm+1)n/q+
∑m
j=1 sj−1
×
d∏
k=m+2
exp
{
φksk − n sm+1 φ2k/2
}
. (19)
Notice that the discrete components of a basic NEF-SQVF are integer-valued with
zk = 1, so that the left fiducial distribution is obtained by the previous formulas replacing
the term (sk + 1) by sk in (18) and (19). Thus it follows that the geometric mean h
G
s
has the same structure in (18) and (19) with (sk + 1/2) instead of (sk + 1).
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Example 4 (ctd.). For the multinomial family, because q = −1/N , zk = 1 and Bk(φk) =
N log(1 + eφk), k = 1, . . . , d, it easily follows from formula (18) that
hGs (φ) =
d∏
k=1
hGs[k](φk) =
d∏
k=1
{
1
B(sk +
1
2 , nN −
∑k
j=1 sj +
1
2)
eφk(sk+
1
2
)
(1 + eφk)nN−
∑k−1
j=1 sj+1
}
,(20)
where B(·, ·) denotes the beta function.
The fiducial distribution for φ not always is of particular interest in itself, but it can
be used as a starting point for the construction of the fiducial distribution for alternative
and more relevant parameters. We consider here the mean-parameter µ, which is a lower
triangular transformation of φ, see (32), so that its fiducial distribution can be directly
obtained from that of φ thanks to Proposition 1.
Corollary 2. The (right) fiducial distribution for the mean parameter µ, relative to the
ordering µ1, . . . , µd, for the following NEF-SQVFs on R
d, has density:
• Poisson/normal family (with m Poisson components)
hs(µ) ∝
m∏
k=1
µ
sk−1
k exp(−nµk)
d∏
k=m+1
exp
{
− n
2σ2
(µ2 − 2µksk/n)
}
, (21)
which corresponds to the product of m densities Ga(sk, n), k = 1, . . . ,m and (d−m)
densities N(sk/n, σ
2/n), k = m+ 1, . . . , d.
• Multinomial family
hs(µ) ∝
d∏
k=1
µskk
N − k∑
j=1
µj
γk , (22)
where γk = −1 for k = 1, . . . , d− 1 and γd = Nn− 1−
∑d
j=1 sj.
• Negative-multinomial family, with R occurrences in the (d+ 1)-th cell
hs(µ) ∝
d∏
k=1
µskk
R+ k∑
j=1
µj
γk , (23)
where γk = −1 for k = 1, . . . , d− 1 and γd = −Rn− 1−
∑d
j=1 sj.
• Negative-multinomial/gamma/normal family (with an m-dimensional negative -
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multinomial component with R occurrences in the (m+ 1)-th cell)
hs(µ) ∝
m∏
k=1
µskk
R+ k∑
j=1
µj
γk (24)
×
R+ m∑
j=1
µj
Rn+
∑m
j=1 sj
µ
−(Rn+
∑m
j=1 sj)−1
m+1 exp
−sm+1
(
R+
∑m
j=1 µj
)
µm+1

×
d∏
k=m+2
µ
−(d−m−1)
m+1 exp
{
−nsm+1
2µ2m+1
(
µ2k − 2µkµm+1
sk
n
)}
,
where γk = −1 for k = 1, . . . ,m− 1 and γm = −Rn− 1−
∑m
j=1 sj. Notice that the
density of µm+1 given µ[m] is an In-Ga(Rn+
∑m
j=1 sj, sm+1(R+
∑m
j=1 µj)), while
the density of µk given µ[k−1], k = m+ 2, . . . , d, is a N(µm+1sk/n, µ
2
m+1/(nsm+1))
depending only on µm+1.
Example 4 (ctd.). Inference for the multinomial distribution is usually performed for the
cell-probabilities parameter p = (p1 . . . , pd). Since pk = µk/N , the fiducial distribution
hG for p is easily derived from (22), noting that the left fiducial density can be obtained
replacing (sk + 1) by sk in (18), (and not in (22), which is derived aggregating the
hyperparameters). It follows that the geometric mean hGs (p) is given by
hGs (p) ∝
d∏
k=1
p
sk−1/2
k
1− k∑
j=1
pj
γk , d∑
k=1
pk = 1, 0 < pk < 1, (25)
with γk = −1/2 for k = 1, . . . , d− 1 and γd = Nn− 1/2−
∑d
j=1 sj. This is a generalized
Dirichlet distribution. Clearly, hGs (p) in (25) refers to the specific order of importance
p1, p2, . . . , pd. If we change this order, the fiducial distribution will change accordingly.
Similarly, for the negative-multinomial model, with R occurrences in the (d + 1)-
th cell, hGs (φ) can be easily computed from (18) observing that zk = 1, q = 1/R and
Bk(φk) = −R log(1− exp(φk)).
4 Connections with objective Bayesian inference
As mentioned in Section 1, if we look at fiducial inference as a way to obtain a distribution
on the parameter space of the model without any prior information, it appears natural
to compare it with objective Bayesian inference. Recall that when a fiducial distribution
coincides with a posterior, the corresponding prior is called fiducial prior.
The step-by-step construction of the fiducial distribution ht(φ) defined in (8) is
based on the inferential importance ordering of the parameter components φ1, . . . , φd.
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This aspect is also crucial in the procedure adopted to construct reference priors, see
Bernardo & Smith (1994, Sec. 5.4.5). The reference prior piR for a parameter φ is gen-
erated by successive conditioning, established by the importance ordering of its compo-
nents, as piR(φ) =
∏d
k=1 pi
R(φd−k+1|φ[d−k]). It is widely recognized that the dependence
of the reference prior on the choice of the parameter of interest is necessary to obtain good
frequentist properties such as coverage and consistency. For a one-dimensional param-
eter φ the reference prior coincides with the Jeffreys prior piJ(φ) ∝ I(φ)1/2, where I(φ)
denotes the Fisher information. While the Jeffreys prior is invariant under a reparame-
terization of the model, the reference prior (and thus the reference posterior) is generally
not invariant unless the transformation from φ to λ = (λ1, . . . , λd) is lower triangular, see
Datta & Ghosh (1996). Thus the reference posterior has the same invariance property
of the fiducial distribution proved in Proposition 1.
Recently Berger et al. (2015) recognize the existence of situations in which one is
interested simultaneously in all the parameter components of the model, or in none
of them but a prior (and thus a posterior) distribution is necessary to perform other
inferences such as predictions. In these cases an overall prior is needed. Its determination
is an open problem but, as they highlight, when there exists a “common reference prior
for all parameters”, this is the natural choice for the overall prior. A similar problem
occurs in our context and we will comment on this aspect in the following sections. Notice
that here the fiducial distribution (2) suggested by Hannig can be a good choice.
4.1 Location-scale parameter models
For location-scale parameter models the fiducial prior exists and coincides with the refer-
ence prior. Assume first that only one parameter, θ, is unknown. In this case the model
admits an ancillary statistic Z and, in particular, we take Zi = Xi −X1 or Zi = Xi/X1,
i = 2, . . . , n, if θ is a location or a scale parameter, respectively.
Proposition 8. Let X = (X1, . . . ,Xn) be an i.i.d. sample from a density pθ, θ ∈
Θ ⊆ R. If θ is a location or a scale parameter, then the fiducial distribution coincides
with the Bayesian posterior obtained with the Jeffreys prior piJ(θ) ∝ 1 or piJ(θ) ∝ 1/θ,
respectively.
Example 5. Let X be an i.i.d. sample from the uniform distribution on (0, θ), θ > 0, so
that θ is a scale parameter. First notice that S = X(n) is a sufficient statistic for θ and
thus we can obtain directly the fiducial distribution
hs(θ) =
∂
∂θ
Hs(θ) = − ∂
∂θ
Fθ(s) = − ∂
∂θ
(s
θ
)n
=
nsn
θn+1
, θ > s. (26)
However the same result can be obtained without resorting to the sufficient statistic.
Set w = max(z2, . . . , zn) and consider the distribution function of X1 given the ancillary
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statistic Z = (X2/X1, . . . , Xn/X1)
Fθ(x1|z) =
{ (
x1
θ
)n
0 < x1 < θ, 0 < w ≤ 1(
x1w
θ
)n
0 < x1 < θ, w > 1
. (27)
Now, because w ≤ 1 means x1 = max(x1, . . . , xn), while for w > 1 we have x1w =
max(x2, . . . , xn), expression (27), as a function of θ, is equivalent to Fθ(s) appearing in
(26) and thus provides the same fiducial distribution. It is immediate to verify that it
coincides with the Jeffreys posterior.
A case in which the sufficient statistic is not one-dimensional and thus it is necessary
to use an ancillary statistic can be found in the previous Example 3. Trivially hs(θ) given
in (12) coincides with the Bayesian posterior obtained by piJ(θ) ∝ 1.
Consider now a model with a location parameter θ and a scale parameter σ, both
unknown. Given an i.i.d. sample of size n, an ancillary statistic is, for example, Z =
(Z3, . . . , Zn), with Zj = (Xj −X1)/Z2, j = 3, . . . , n, where Z2 = X2 −X1 is marginally
ancillary for θ. Then, the one-to-one transformation fromX to (X1, Z2,Z) allows to write
the sampling distribution as pσ(z2|z)pθ(x1|z2, z;σ)p(z). Note that in specific contexts
other transformations could be more appropriate. For example, in a normal model one
could use (X¯ =
∑n
i=1Xi/n, S
2 =
∑n
i=1(Xi−X¯)2,Z) with Zj = (Xj−X¯)/S, j = 3, . . . , n,
so that the factorization becomes pσ(s
2|z)pθ(x¯|s2, z;σ)p(z).
Proposition 9. Let X = (X1, . . . ,Xn) be an i.i.d. sample from a density pθ,σ, where θ
and σ are a location and a scale parameter, respectively. Then the fiducial distribution
hx(σ, θ) for (σ, θ) coincides with the Bayesian posterior obtained with the reference prior
piRσ,θ(σ, θ) ∝ 1/σ.
Notice that piR(σ, θ) ∝ 1/σ is different from piJ(σ, θ) ∝ 1/σ2 obtained by the Jeffreys
rule which, as already recalled, is not suitable for multidimensional parameters. Further-
more, while piR does not depend on the ordering of θ and σ, the step-by-step fiducial
distribution is in general not allowable if the ordering is reversed. However, hx(σ, θ)
coincides with the fiducial distribution obtained through other “symmetric” approaches,
see Hannig (2009) and Fraser (1961). Thus the inferential ordering of importance seems
irrelevant for this model and hx(σ, θ) can be assumed as an overall fiducial distribution.
4.2 Exponential families
Lindley (1958) was the first to study the existence of a fiducial prior, analyzing in par-
ticular the case of continuous real NEFs and proving that it exists only for gaussian
(with known variance) and gamma (with known shape) models. A full characterization
of the real NEFs which admit a fiducial prior is given in V&M (2015). The following
proposition summarizes their results.
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Proposition 10. Let F be a real NEF with natural parameter θ.
i) A fiducial prior exists if and only if F is an affine transformation of one of the
following families: normal with known variance, gamma with known shape param-
eter, binomial, Poisson and negative-binomial. For the three discrete families, the
fiducial prior exists for all Hs, H
ℓ
s and H
G
s .
ii) When a fiducial prior exists, it belongs to the family of conjugate distributions.
Moreover, it coincides with the Jeffreys prior for continuous NEFs and for discrete
NEFs too if we choose HGs as the fiducial distribution.
iii) The fiducial distribution Hs (or H
A
s in the discrete case) and the Bayesian pos-
terior distribution corresponding to the Jeffreys prior have the same Edgeworth’s
expansion up to the term of order n−1.
The previous results establish a strong connections between Jeffreys posteriors and
fiducial distributions for real NEFs, and thus the two different approaches lead, in some
sense, to the same objective inference. A discussion about the coverage of the fiducial and
the Jeffreys intervals and their good frequentist properties, in particular when compared
with the standard Wald intervals, is given in V&M (2015, Section 5).
Consider now a cr-NEF. It is easy to verify that the fiducial distribution hs(φ) in (18)
belongs to the enriched conjugate family defined in Consonni & Veronese (2001, Section
4.3). This fact is the key-point to prove the following proposition.
Proposition 11. Let S be a sufficient statistic distributed according to a cr-NEF on Rd,
parameterized by φ = (φ1, . . . , φd). Then a fiducial prior for φ exists if and only if the
conditional distribution of Sk given S[k−1] = s[k−1] is an affine transformation of one of
the following families: normal with known variance, gamma with known shape parameter,
binomial, Poisson and negative-binomial.
In particular, all basic NEF-SQVFs, with the exclusion of the Negative-multinomial/
hyperbolic secant, admit a fiducial prior, which belongs to the enriched conjugate family.
Moreover, if for the discrete components of these models we consider the geometric mean
hGs[k] , then the product of the Jeffreys priors computed from the conditional distribution
of Sk given S[k−1] = s[k−1], the reference prior and the fiducial prior are all equal.
Example 4 (ctd.). The multinomial distribution is a basic NEF-SQVF and thus from
Proposition 11, setting sk = n = 0 in h
G
s (φ) given in (20), we obtain the fiducial prior
pi(φ) ∝
d∏
k=1
eφk/2/(1 + eφk/2), (28)
23
which coincides with the reference prior and with the product of the Jeffreys priors for
φk, k = 1, . . . , d, computed on the distribution of Xk given X[k−1] = x[k−1].
Finally, we observe that the fiducial distribution (17) is always an overall fiducial
distribution for φ. However, the φ-parameterization is often not interesting in itself
even if in some cases it is strictly related with a more relevant one. For example, fol-
lowing Berger et al. (2015), consider a multinomial model applied to directional data,
as it happens for outcomes from an attitude survey. In this case the cells are naturally
ordered, so that it is meaningful to reparameterize the model in terms of the conditional
probabilities p∗k = exp(φk)/(1 + exp(φk)), k = 1, . . . , d. Then pi(φ) in (28) induces on
p∗ = (p∗1, . . . , p
∗
d) an overall fiducial prior which is a product of independent Be(1/2,1/2)
distributions coinciding with the overall reference prior.
5 Further examples
5.1 Examples concerning normal models
i) Difference of means. Consider two independent normal i.i.d. samples, each of size
n, with known common variance σ2 and means µ1 and µ2, respectively. The sufficient
statistics are the sample sums S1 and S2, with Si ∼ N(nµi, nσ2), i = 1, 2. If the parameter
of interest is φ1 = µ2 − µ1, we can reparameterize the joint density of (S1, S2) in (φ1 =
µ2−µ1, φ2 = µ1), so that the conditional distribution of S2 given S1+S2, being N((nφ1+
s1+ s2)/2, nσ
2/2), depends only on φ1. From Table 1, the fiducial distribution of φ1/2+
(s1 + s2)/(2n) is N(s2/n, σ
2/(2n)), and thus φ1 is N(x¯2 − x¯1, 2σ2/n), where x¯i = si/n.
Because S1 + S2 is N(φ1 + 2φ2, 2nσ), arguing as before, the fiducial distribution of φ2
given φ1 is N((x¯1+x¯2−φ1)/2, σ2/(2n)), so that hS1,S2(φ1, φ2) = hS1,S2(φ1)hS1+S2(φ2|φ1).
Notice that the same joint fiducial distribution is obtained if we consider the ordering
(φ2, φ1) or even if we compute the (marginal) fiducial distributions of µ1 and µ2 and
obtain that of (φ1, φ2) through the change-of-variable rule. Thus the ordering of the
parameter is irrelevant and hS1,S2(φ1, φ2) is an overall fiducial distribution. Furthermore,
it coincides with the reference posterior obtained with a constant prior and the marginal
distribution of φ1 and φ2 are both confidence distributions.
ii) Many normal means (Neyman Scott Problem). Consider n samples of size two
(Xi1,Xi2), with each Xij independently distributed according to a N(µi, σ
2), i = 1, . . . , n
and let X¯i = (Xi1 +Xi2)/2 and W =
∑n
i=1(Xi1 −Xi2)2. The aim is to make inference
on the common variance σ2, with nuisance parameter µ = (µ1, . . . , µn). This well known
example is used to show that the maximum likelihood estimator σˆ2 = W/(4n) of σ2 is
inconsistent, because W/(4n) → σ2/2, n → ∞. To obtain the fiducial distribution of
σ2, first notice that the joint distribution of the sufficient statistics X¯ = (X¯1, . . . , X¯n)
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and W can be factorized as
(∏n
i=1 pµi,σ2(x¯i)
)
pσ2(w), for the independence of X¯ and
W , with W ∼ Ga(n/2, 1/(4σ2)). Using Table 1 one can easily obtain from pσ2(w)
the fiducial distribution for 1/(4σ2), and hence that for σ2 which is In-Ga(n/2, w/4),
while that of each µi given σ
2, derived from pµi,σ2(x¯i), is N(x¯i, σ
2/2). As a consequence
hx¯,w(σ
2,µ) =
(∏n
i=1 hx¯i(µi|σ2)
)
hw(σ
2). This distribution coincides with the posterior
obtained from the order invariant reference prior piR(σ2, µ1, . . . , µn) ∝ 1/σ2 and does
not present the inconsistency of the likelihood estimator, which instead occurs for the
posterior distribution obtained from the Jeffreys prior piJ (σ2, µ1, . . . , µn) ∝ 1/σn+2.
5.2 Comparison of two Poisson rates
The comparison of Poisson rates µ1 and µ2 is a classical problem arising in many contexts,
see for example Lehmann & Romano (2005) for a discussion on an unbiased uniformly
most powerful test for the ratio φ1 = µ2/µ1. Given two i.i.d. samples of size n from
two independent Poisson distributions, the sufficient statistics are the sample sums S1
and S2, with Si ∼ Po(nµi), i = 1, 2. Reparameterizing the joint density of (S1, S2) in
(φ1 = µ2/µ1, φ2 = µ1+µ2), we have that the conditional distribution of S2 given S1+S2
is Bi(s1+ s2, φ1/(1 + φ1)) and the marginal distribution of S1+S2 is Po(nφ2). Thus the
sampling distribution is a cr-NEF and we can apply (16). Using Table 1, the fiducial
density for φ1/(1 + φ1), derived from the conditional distribution of S2 given S1 + S2 is
Be(s2 + 1/2, s1 + 1/2) which implies
hGs1,s2(φ1) =
1
B(s2 + 1/2, s1 + 1/2)
φ
s2−1/2
1 (1 + φ1)
−s1−s2−1, φ1 > 0. (29)
From the marginal distribution of S1 + S2 and using again Table 1, it follows that
hGs1+s2(φ2) is Ga(s1+s2+1/2, n) and thus h
G
s1,s2(φ1, φ2) = h
G
s1,s2(φ1)h
G
s1+s2(φ2). This joint
fiducial distribution is order-invariant, coincides with the reference posterior according
to Proposition 11, and is an overall distribution for (φ1, φ2). Notice that h
G
s1,s2(φ1) is a
confidence distribution and that it differs from the fiducial distribution induced on φ1 by
the two independent marginal fiducial densities for µ1 and µ2.
5.3 Bivariate binomial
A Bayesian analysis for the bivariate binomial model has been discussed by Crowder & Sweeting
(1989) in connection with a microbiological application. Consider m spores, each with a
probability p to germinate, and denote by R the random number of germinating spores, so
that R is Bi(m, p). If q is the probability that one of the latter spores bends in a particu-
lar direction and S is the random number of them, the probability distribution of S given
R = r is Bi(r, q). The joint distribution of R and S is called bivariate binomial. Crowder
and Sweeting observe that the Jeffreys prior piJ(p, q) ∝ p−1(1 − p)−1/2q−1/2(1 − q)−1/2
25
is not satisfactory for its asymmetry in p and 1 − p, while Polson & Wasserman (1990)
show that this fact does not occur using the order-invariant reference prior piR(p, q) ∝
p−1/2(1 − p)−1/2q−1/2(1 − q)−1/2 which is the product of the two independent Jeffreys
priors.
The joint fiducial density hGr,s(q, p) can be obtained as the product of h
G
r,s(q), derived
from the conditional model Bi(r, q) of S given R = r, and hGr (p|q), derived from the
marginal model Bi(m, p) of R, which does not depend on q. Thus p and q are independent
under hGr,s so that it is an overall fiducial distribution. Because for the binomial model
the fiducial prior is equal to the Jeffreys prior, see Proposition 10, it follows immediately
that hGr,s(q, p) coincides with the reference posterior. All previous conclusions hold even
if we consider the alternative parametrization (η = pq, λ = p(1− q)/(1 − pq)).
5.4 Ratio of parameters of a trinomial distribution
Bernardo & Ramon (1998) perform the Bayesian reference analysis for the ratio of two
multinomial parameters presenting some applications. In particular they discuss the
case of (X1,X2) distributed according to a trinomial distribution with parameters n and
p = (p1, p2), and provide the joint reference prior for (φ1 = p1/p2, φ2 = p2), with φ1 the
parameter of interest. Then they derive the marginal reference posterior for φ1 which is
piR(φ1|x1, x2) ∝ φx1−1/21 (1 + φ1)−x1−x2−1. (30)
To find the fiducial distribution of φ1, we reparameterize the trinomial model in (φ1, φ2).
The conditional distribution of X1 given T = X1 +X2 = t is Bi(t;φ1/(1 + φ1)), so that,
by Table 1, the fiducial density for φ1/(1+φ1) is Be(x1+1/2, t−x1+1/2) and hGx1,t(φ1)
coincides with (30). From the marginal distribution of T , which is Bi(n;φ2(1 + φ1)), it
is possible to derive the fiducial density
hGt (φ2|φ1) =
Γ(n+ 1)
Γ(t+ 1/2)Γ(n − t+ 1/2) (1 + φ1)
t+1/2φ
t−1/2
2 (1− (1 + φ1)φ2)n−t−1/2
so that the joint fiducial density is hGx1,x2(φ1, φ2) = h
G
x1,t(φ1)h
G
t (φ2|φ1) which coincides
with the joint reference posterior.
6 Conclusions and final remarks
We have suggested a way to construct a fiducial distribution which depends on the
inferential importance ordering of the parameter components. Our proposal appears
to be quite simple to apply and, even if it is not so general as the theory suggested
by Hannig, has some advantages in connection with the modern confidence distribution
theory and it is strictly related to objective Bayesian analysis.
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In complex models an exact analysis is generally not possible, but approximate results
can be derived working with asymptotic distributions. In V&M (2015), starting from the
sufficient statistic, an expansion up to the first order of the fiducial distribution for the
mean parameter of a real NEF is provided. This result can be extended to arbitrary
regular models starting from the maximum likelihood estimator of the parameter. When
the maximum likelihood estimator is not sufficient a better fiducial distribution can
be obtained using an ancillary statistic, as suggested in Section 3. To this aim the
magic formula p∗ given by Barndorff-Nielsen (1983), which provides an approximation
of the conditional distribution of the maximum likelihood estimator given an ancillary
statistic, can be fruitfully adopted. Furthermore, these asymptotic results appear to be
strictly connected with the theory of matching priors, i.e. priors that ensure approximate
frequentist validity of posterior credible set. Notice that also these priors crucially depend
on the inferential ordering of the parameters, see Tibshirani (1989) and Datta & Mukerjee
(2004). However, a normal approximation of the fiducial distribution, when it can be
established and is enough for the analysis, can be proved to be order-invariant. These
type of results will be discussed in a forthcoming paper.
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Appendix
A1: Useful results on cr-NEFs
Some technical aspects related to cr-NEFs are the following.
1. A NEF is a cr-NEF if and only if the principal k×k matrix of the variance function
does not depend on µk+1, . . . µd, for k = 1, . . . , d− 1.
2. The Fisher information matrix relative to the φ-parametrization is diagonal with
the kk-th element depending only on φ[k].
3. The cumulant transform Mk(φk;x[k−1]) of the k-th conditional density is given by
Mk(φk;x[k−1]) =
k−1∑
j=1
Akj(φk)xj +Bk(φk), (31)
for some functions Akj and Bk.
4. The conditional expectation of Xk given X[k−1] = x[k−1] is linear in x[k−1], because
it is the gradient of (31).
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5. The parameter µk depends on φ only through φ[k], because from (31)
µk =
k−1∑
j=1
∂Akj(φk)
∂φk
µj +
∂Bk(φk)
∂φk
. (32)
6. Using (14) and (31), it can be checked that
θk = φk −
d∑
u=k+1
Auk(φu), and M(θ) =
d∑
k=1
Bk(φk(θ)). (33)
As a consequence of the first part of (33), there exists a function gk such that
φk = θk + gk(θk+1, . . . , θd). (34)
Of course all the previous formulas hold for k = 1, . . . , d, with the understanding that
components that lose meaning for a specific k are set to zero.
A NEF has a simple quadratic variance function (SQVF) if the ij-th element of its
variance-covariance matrix, seen as a function of the mean parameter µ = (µ1, . . . , µd),
can be written as Vij(µ) = qµiµj +
∑d
k=1 µkL
(k)
ij + Cij , where q is a real constant and
L(k), k = 1, . . . , d and C are constant d×d symmetric matrices. Any NEF-SQVF can be
obtained, via a nonsingular affine transformation, from one of the basic families: Pois-
son/normal (q = 0), multinomial (q = −1/N , N positive integer), negative-multinomial
(q = 1/R, R positive integer), negative-multinomial/gamma/normal (q = 1/R) and
negative-multinomial/hyperbolic-secant (q = 1/R), see Casalis (1996) for a detailed de-
scription of these distributions. The ij-th element of the variance function V (µ) of a
basic NEF-SQVF is
Vij(µ) = qµiµj +
d∑
k=1
zikµk + Cij , (35)
where zij = zji, i, j ∈ {1, . . . , d}, are constants. The values of zii for the basic NEF-
SQVFs, together with other technical details, are given in the proof of Corollary 2.
A2: Proofs
Proof of Proposition 1.
By the standard change-of-variable rule applied to the first integral in (10), it is enough
to show that
hφ
t
(φ(λ))|Jφ(λ)| = hλt (λ), (36)
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where Jφ(λ) is the Jacobian of the transformation from φ to λ. Now, from (8) we have
hφ
t
(φ(λ)) =
d∏
k=1
ht[k],t−[d](φd−k+1(λ[d−k+1])|φ[d−k](λ[d−k]))
=
d∏
k=1
∣∣∣∣ ∂∂φd−k+1Fφd−k+1(tk|t[k−1], t−[d];φ[d−k])
∣∣∣∣∣∣∣∣
φ[d−k+1]=φ[d−k+1](λ[d−k+1])
while
Jφ(λ) =
d∏
k=1
∂φd−k+1(λ[d−k+1])
∂λd−k+1
,
because the transformation from φ to λ is lower triangular. It follows from the last two
formulas and the chain rule that
hφ
t
(φ(λ))|Jφ(λ)| =
d∏
k=1
∣∣∣∣ ∂∂λd−k+1Fλd−k+1(tk|t[k−1], t−[d];λ[d−k])
∣∣∣∣ ,
where Fλd−k+1 is the distribution function of Tk given (T[k−1] = t[k−1],T[−d] = t[−d])
in the λ parameterization. The equality (36) follows by applying (9) to the model
parameterized by λ. ⋄
Proof of Proposition 2.
Let pG(x) = c−1(p1(x)p2(x))
1/2, where c =
∫
(p1(x)p2(x))
1/2dν(x) is the normalizing
constant. Then
KL(q|p1) + KL(q|p2) =
∫ (
log
q(x)
p1(x)
)
q(x)dν(x) +
∫ (
log
q(x)
p2(x)
)
q(x)dν(x)
=
∫ (
log
q2(x)
p1(x)p2(x)
)
q(x)dν(x) = 2
∫ (
log
q(x)
CpG(x)
)
q(x)dν(x)
= 2
∫ (
log
q(x)
pG(x)
)
q(x)dν(x)− 2 log c = 2KL(q|pG)− 2 log c. (37)
Because c does not depend on q, it follows that the functional in (37) achieves its minimum
(equal to −2 log c) if and only if KL(q|pG) = 0, i.e. q = pG. ⋄
Proof of Proposition 3.
We only prove that Hs(θ) < H
G
s (θ); the other inequality can be shown in the same way.
Using (5) and (6), we can write
hGs (θ)
hs(θ)
=
1
c
√
hs(θ)hℓs(θ)
hs(θ)
=
1
c
√
hs(θ)(hs(θ) +
∂
∂θpθ(s))
hs(θ)
=
1
c
√
1 +
∂
∂θpθ(s)
hs(θ)
=
1
c
√
1 + γs(θ). (38)
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By hypothesis γs(θ) is decreasing and thus, from (38), h
G
s (θ)/hs(θ) is also decreasing on
Θ. This is a sufficient condition for Hs(θ) < H
G
s (θ), see Shaked & Shanthikumar (2007,
Theorem 1.C.1). ⋄
Proof of Corollary 1.
Let pθ(s) = exp(θs−nM(θ) be the probability mass function (with respect to a measure
ν) of a real NEF, with θ the natural parameter. Fixing s ∈ S0, we can write
γs(θ) =
(
∂pθ(s)
∂θ
)
/
(
∂
∂θ
(1− Fθ(s))
)
=
(s− nM ′(θ)) exp(θs− nM(θ))∑+∞
t=s+1(t− nM ′(θ)) exp(θt− nM(θ))
=
(
+∞∑
t=s+1
t− nM ′(θ)
s− nM ′(θ) exp{(t− s)θ}
)−1
. (39)
The elements in the sum (39) are continuous and increasing functions of θ in both intervals
for which θ < θ̂s and θ > θ̂s, where θ̂s = (M
′)−1(s/n). Thus γs(θ) is decreasing in these
intervals. Moreover, γs(θ) is equal to zero for θ = θ̂s, positive for θ < θ̂s and negative
for θ > θ̂s, because the denominator of γs(θ) is hs(θ), which is positive. Then γs(θ) is
decreasing over all Θ and from Proposition 3 the result follows. ⋄
Proof of Proposition 4.
In order to prove the proposition, it is sufficient to show that there exist θ1 and θ2 in Θ,
θ1 < θ2, such that h
A
s (θi) = h
G
s (θi), i = 1, 2, with h
A
s (θ) < h
G
s (θ) for θ1 < θ < θ2 and
hAs (θ) > h
G
s (θ) otherwise, see Shaked & Shanthikumar (2007, proof of Theorem 3.A.44).
Thus we analyze the sign of hAs (θ)− hGs (θ). We can write
hAs (θ)− hGs (θ) =
1
2
(hs(θ) + h
ℓ
s(θ))−
1
c
√
hs(θ)hℓs(θ)
= hs(θ)
(
1
2
(2 + γs(θ))− 1
c
√
1 + γs(θ)
)
,
so that the sign of the difference hAs (θ)−hGs (θ) is a function of γs(θ) only. First notice that,
by a standard property of the arithmetic and geometric means, c =
∫ √
hs(θ)hℓs(θ)dθ <∫
(hs(θ) + h
ℓ
s(θ))/2 dθ = 1 for all θ. After some straightforward algebra, it can be seen
that hAs (θ)− hGs (θ) = 0 when (and only when) γs(θ) = 2c−2((1− c2)−
√
1− c2) = k1 or
γs(θ) = 2c
−2((1− c2) +√1− c2) = k2, with k1 ∈ (−1, 0) and k2 > 0. Moreover we have
hAs (θ) < h
G
s (θ) for k1 < γs(θ) < k2 and h
A
s (θ) > h
G
s (θ) for γs(θ) < k1 or γs(θ) > k2. By
assumption, γs(θ) is decreasing on Θ from +∞ to -1, so that there exist θ1 and θ2, with
γs(θ1) = k2 and γs(θ2) = k1, satisfying the sufficient condition stated at the beginning of
the proof. ⋄
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Proof of Proposition 5.
First notice that if we use for constructing the fiducial distribution the sufficient statistic
S, which has the same dimension of the parameter, we do not need an ancillary statistic.
Furthermore, T is a one-to-one transformation of X, and thus S is a function of T =
(T [d],T−[d]) but, since S is complete, it is stochastically independent of T−[d] by Basu’s
Theorem. As a consequence, S[k] is also independent of T−[d] and thus
Prφd−k+1(Sk ≤ sk | S[k−1] = s[k−1];φ[d−k]) =
Prφd−k+1(Sk ≤ sk | S[k−1] = s[k−1],T−[d] = t−[d];φ[d−k]). (40)
From the one-to-one lower triangular transformation s = g(t[d], t−[d]), we have that
sk = gk(tk, t[k−1], t−[d]), with gk invertible with respect to tk, so that (assuming gk
increasing) (40) becomes
Prφd−k+1(gk(Tk,T[k−1],T−[d]) ≤ sk | T[k−1] = t[k−1],T−[d] = t−[d];φ[d−k]) =
Prφd−k+1(Tk ≤ g−1k (sk,T[k−1],T−[d]) | T[k−1] = t[k−1],T−[d] = t−[d];φ[d−k]) =
Prφd−k+1(Tk ≤ tk | T[k−1] = t[k−1],T−[d] = t−[d];φ[d−k]),
which proves the proposition. ⋄
Proof of Proposition 6.
Because each conditional distribution of Xk given X[k−1] = x[k−1] belongs to a NEF with
natural parameter φk, using (4) we have that Hs[k](φk) is a distribution function for φk.
The result follows from the postulated independence among the φk’s. ⋄
Proof of Proposition 7.
Formulas (18) and (19) derive by a direct application of (17) to the conditional distri-
butions of the different families. For a detailed description of the cr-NEFs involved, see
Consonni & Veronese (2001, proof of Theorem 3). ⋄
Proof of Corollary 2.
First notice that the fiducial distribution hs(µ) can be more easily obtained via a double
transformation, namely
hµs (µ) = h
θ
s (θ(µ))|Jφ(θ(µ))||Jθ(µ)|,
where the Jacobian |Jφ(θ)| = 1 for (34), and
|Jθ(µ)| ∝ det{V (µ)}−1 = exp
{
−
d∑
k=1
θk(µ)zk − q(d+ 1)M(θ(µ))
}
, (41)
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see Gutie´rrez-Pen˜a & Smith (1997, pag. 34) for the proportionality relationship and
Consonni et al. (2004, Prop. 1) for the equality. We consider now each family.
Poisson/normal family with m Poisson components. We have q = 0, φk = θk; zk = 1,
θk = log(µk) and Bk(φk) = exp(φk) for k = 1, . . . ,m, while zk = 0, θk = µk/σ
2 and
Bk(φk) = σ
2φ2k/2 for k = m + 1, . . . , d, where σ
2 is the known variance of the normal
components. Then from (41), it follows that |Jφ(θ(µ))| =
∏m
k=1 µ
−1
k , and thus using
(18), the result (21) follows.
Multinomial family. Using the relationships in Example 1, (41) gives |Jφ(θ(µ))| = (N −∑d
k=1 µk)
−1
∏d
k=1 µ
−1
k and using (8) we obtain (22).
Negative-multinomial family. We have q = 1/R, R > 0, zk = 1, φk(θ) = θk − log(1 −∑d
u=k+1 e
θu), θk = log(µk) − log(R +
∑d
j=1 µj), and Bk(φk) = −R log(1 − eφk) for k =
1, . . . , d. Then from (41), it follows that |Jφ(θ(µ))| = (R +
∑d
k=1 µk)
−1
∏d
k=1 µ
−1
k , and
thus using (18), the result (23) follows.
Negative-multinomial/gamma/normal family (with anm dimensional negative-multinomial
component). We have q = 1/R, R > 0; zk = 1 and φk = log(µk/(R +
∑k
j=1 µj)),
k = 1, . . . ,m; zm+1 = 0 and φm+1 = −(R +
∑m
j=1 µj)/µm+1; zk = 0 and φk = µk/µm+1,
k = m+2, . . . , d. In this case it is convenient to compute the fiducial density of µ directly
from (19). Observing that the Jacobian of the transformation from φ to µ is
|Jφ(µ)| =
(
R+
m∑
k=1
µk
)−1( m∏
k=1
µ−1k
)R+ m∑
j=1
µj
µ−2m+1 µ−d+m+1m+1
and using the previous expression of φk, the density (24) follows. ⋄
Proof of Proposition 8.
Let X be an i.i.d. sample of size n, with Xi ∼ pθ(xi) = f(xi − θ), i.e. θ is a location
parameter, and consider the transformation Z1 = X1, Zi = Xi −X1, i = 2, . . . , n, whose
Jacobian is one. Then, setting z = (z1, . . . , zn)
Hx(θ) = Hz(θ) = 1− Fθ(z1|z2, . . . , zn) =
∫ +∞
z1
f(t− θ)∏ni=2 f(t+ zi − θ)dt∫ +∞
−∞ f(t− θ)
∏n
i=2 f(t+ zi − θ)dt
.
Using now the substitution m = −t+ θ + z1 in the previous two integrals, and recalling
that piJ(θ) ∝ 1 we obtain∫ θ
−∞ f(z1 −m)
∏n
i=2 f(z1 + zi −m)dm∫ +∞
−∞ f(z1 −m)
∏n
i=2 f(z1 + zi −m)dm
=
∫ θ
−∞
∏n
i=1 f(xi −m)piJ(m)dm∫ +∞
−∞
∏n
i=1 f(x1 − w)piJ (m)dm
=
∫ θ
−∞
piJ(m|x)dm.
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The result relative to the scale parameter follows recalling that the model pθ(x) =
f(x/θ)/θ can be transformed in a model with location parameter µ setting y = log(x) and
µ = log(θ). In this case a constant prior on µ is equivalent to a prior on θ proportional
to 1/θ. ⋄
Proof of Proposition 9.
Let X be an i.i.d. sample of size n, with Xi ∼ pθ,σ(xi) = f((xi − θ)/σ)/σ, i = 1, . . . , n
and notice that the absolute value of the Jacobian of the transformation from x to
(x1, z2, z), with z2 = x2 − x1, z = (z3, . . . , zn) and zj = (xj − x1)/z2, j = 3, . . . , n, is
|z2|n−2. Furthermore, the reference prior piR(θ, σ) is order-invariant and can be written
as piR(θ|σ)piR(σ), where piR(θ|σ) ∝ 1 and pi(σ) ∝ 1/σ, see Ferna´ndez & Steel (1999).
Working conditionally on σ we can thus apply Proposition 8 to conclude that the reference
posterior and the fiducial distribution for θ given σ coincide. It remains to show that
piR(σ|x) = piR(σ|x1, z2, z) ∝
∫ ∞
−∞
p θ,σ(x1, z2, z)pi
R(θ|σ)piR(σ)dθ (42)
∝
∫ ∞
−∞
1
σn+1
f
(
x1 − θ
σ
)
f
(
z2 + x1 − θ
σ
) n∏
i=3
f
(
z2zi + x1 − θ
σ
)
dθ
corresponds to the fiducial density hz2,z(σ).
We have
Hz2,z(σ) = 1− Fσ(z2|z) =
∫ +∞
z2
∫ +∞
−∞
p
X1,Z2|Z
θ,σ (t, w|z)/pZ(z)dtdw (43)
=
∫ +∞
z2
∫ +∞
−∞
|w|n−2
σn f
(
t−θ
σ
)
f
(
w+t−θ
σ
)∏n
i=3 f
(
wzi+t−θ
σ
)
dtdw
pZ(z)
,
where the density of pZ(z) does not depend on the parameters because z is ancillary.
Assuming z2 > 0, and using the transformation m = x1 − v(t− θ)/σ, v = z2σ/w, which
implies t = σ(x1−m)/v+ θ,w = z2σ/v, with Jacobian z2σ2/v3, the fiducial distribution
Hz2,z(σ) in (43) becomes∫ σ
0
∫ +∞
−∞
zn−12
vn+1
f
(
x1−m
v
)
f
(
z2+x1−m
v
)∏n
i=3 f
(
z2zi+x1−m
v
)
dmdv
pZ(z)
.
Taking the derivative with respect to σ, it is immediate to see that the fiducial density
for σ coincides with the posterior distribution given in (42).
If z2 < 0, and applying to the integral the same transformation used in the previous
case, we have
Fσ(z2|z) =
∫ z2
−∞
∫ +∞
−∞
|w|n−2
σn f
(
t−θ
σ
)
f
(
w+t−θ
σ
)∏n
i=3 f
(
wzi+t−θ
σ
)
dtdw
pZ(z)
= −
∫ σ
0
∫ +∞
−∞
(−z2)n−1
vn+1
f
(
x1−m
v
)
f
(
z2+x1−m
v
)∏n
i=3 f
(
z2zi+x1−m
v
)
dmdv
pZ(z)
,
33
so that again the derivative with respect to σ of Hz2,z(σ) = 1− Fσ(z2|z) leads to (42). ⋄
The following lemma will be used in the proof of Proposition 11.
Lemma 1. Consider a cr-NEF on Rd, with the k-th diagonal element in the Fisher infor-
mation matrix given by Ikk(φ) = ak(φk)bk(φ[k−1]). Then the d-group (order-invariant)
reference prior piR for φ = (φ1, . . . , φd) is
piR(φ) =
d∏
k=1
piJk (φk) ∝
d∏
k=1
(ak(φk))
1/2, (44)
where piJk (φk) is the Jeffreys prior obtained from the conditional distribution of Xk given
X[k−1] = x[k−1].
Proof of Lemma 1
First observe that µ[k] is a one-to-one transformation of φ[k] and that the information
matrix I(φ) of a cr-NEF is diagonal, see Appendix A1 (points 2 and 5). From (14) and
(31), the kk-th element of I is
Ikk(φ[k]) = −EXφ
(
∂2
∂φ2k
log pφk(xk|x[k−1];φk)
)
= −EXφ (M ′′k (φk;x[k−1]))
=
k−1∑
j=1
A′′kj(φk)µj(φ[j]) +B
′′
k(φk).
Under the assumption in the proposition, we can write Ikk(φ[k]) = ak(φk)b
∗
k(µ[k−1](φ[k−1])).
From Datta & Ghosh (1995), it follows that the reference prior on φ is order-invariant
and is given by the last product in (44).
Consider now the Jeffreys prior on φk obtained from pφk(xk|x[k−1]). This is propor-
tional to the square root of
−EXk |x[k−1](M ′′k (φk;x[k−1])) =
k−1∑
j=1
A′′kj(φk)xj +B
′′
k(φk) = ak(φk)b
∗
k(x[k−1]),
where again the last equality holds by the assumption in the proposition. Thus the
product of the d Jeffreys priors is equal to (44) and the result holds. ⋄
Proof of Proposition 11.
Due to the independence of the φk’s, a fiducial prior for φ exists if and only if there
exists a fiducial prior for each φk. Because the conditional distribution of Sk given
S[k−1] = s[k−1] belongs to a real NEF with natural parameter φk, the result of the first
part of the proposition follows from Proposition 10.
The first statement of the second part of the proposition follows checking directly the
form of the conditional distributions of the basic NEF-SQVFs and using again Proposition
10. The second statement follows from the remark stated before the proposition and from
Lemma 1. ⋄
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