Abstract. We prove fractional Sobolev-Poincaré inequalities in unbounded John domains and we characterize fractional Hardy inequalities there.
Introduction
Let D be a bounded c-John domain in R n , n ≥ 2. Let numbers δ, τ ∈ (0, 1) and exponents p, q ∈ [1, ∞) be given such that 1/p−1/q = δ/n. Then there is a constant C = C(δ, τ, p, n, c) such that the fractional Sobolev-Poincaré inequality holds for all functions u ∈ L 1 (D). For a proof we refer the reader to [11, Theorem 4 .10] when 1 < p < n/δ and to [4] when p = 1.
We prove the inequality corresponding to (1) holds for all u ∈ L 1 p (D) = {u ∈ D ′ (D) : ∇u ∈ L p (D)}; here 1 ≤ p < n. We obtain the fractional Sobolev inequalities (10) in unbounded John domains too, Theorem 5.2.
As an application of the fractional Sobolev inequalities we characterize the fractional Hardy inequalities in unbounded John domains D whenever δ ∈ (0, 1) and exponents p, q ∈ [1, ∞) are given such that p < n/δ and 0 ≤ 1/p − 1/q ≤ δ/n and the constant C does not depend on u ∈ C 0 (D), Theorem 6.1. We also give sufficient geometric conditions for the fractional Hardy inequalities in Corollary 6.3.
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Notation and preliminaries
Throughout the paper we assume that D is a domain and G is an open set in the Euclidean n-space R n , n ≥ 2. The open ball centered at x ∈ R n and with radius r > 0 is B n (x, r). The Euclidean distance from x ∈ G to the boundary of G is written as dist(x, ∂G). The diameter of a set A in R n is diam(A). The Lebesgue n-measure of a measurable set A is denoted by |A|. For a measurable set A with finite and positive measure and for an integrable function u on A the integral average is written as
We write χ A for the characteristic function of a set A.
For a proper open set G in R n we fix a Whitney decomposition W(G). The construction and the properties of Whitney cubes can be found in [16, VI 1] . The family C 0 (G) consists of all continuous functions u : G → R with a compact support in G. We let C( * , · · · , * ) denote a constant which depends on the quantities appearing in the parentheses only.
We define the c-John domains so that unbounded domains are allowed, too. For other equivalent definitions we refer the reader to [17] and [9] . Examples of unbounded John domains are the Euclidean n-space R n and the infinite cone
For more examples we refer the reader to [9, 4. 
The following engulfing property is in [17, Theorem 4.6] .
We define the upper and lower Assouad dimension of a given set E = ∅ in R n . The upper Assouad dimension measures how thin a given set is and the lower Assouad dimension measures its fatness. For further discussion on these dimensions we refer to [13, §1] . Definition 2.4. The upper Assouad dimension of E, written as dim A (E), is defined as the infimum of all numbers λ ≥ 0 as follows: There exists a constant C = C(E, λ) > 0 such that for every x ∈ E and for all 0 < r < R < 2diam(E) the set E ∩ B n (x, R) can be covered by at most C(R/r) λ balls that are centered in E and have radius r.
Definition 2.5. The lower Assouad dimension of E, written as dim A (E), is defined as the supremum of all numbers λ ≥ 0 as follows: There exists a constant C = C(E, λ) > 0 such that for every x ∈ E and for all 0 < r < R < 2 diam(E) at least C(R/r) λ balls centered in E and with radius r are needed to cover the set B n (x, R) ∩ E.
Let G be an open set in R n . Let 0 < p < ∞ and 0 < τ, δ < 1 be given. We write
for appropriate measurable functions u on G. When G = R n both of the integrals in the latter form are taken over the whole space. The homogeneous fractional Sobolev spacė W δ,p τ (G) consists of all measurable functions u :
The following lemma tells that the functions u ∈Ẇ 
Proof. We may assume that G = R n . If G = R n , then we just remove one point from G \ K. By covering K with a finite number of balls B such that B ⊂ G we may assume that K is the closure of such a ball. Let us fix ε > 0 such that ετ /(1 − ετ ) < τ . We obtain
Let us fix x ∈ K and 0 < r x < ετ dist(x, ∂G). Since K is the closure of some ball, we have the inequality |K ∩B n (x, r x )| > 0. By our estimates in (2) there is a point z x ∈ K ∩B n (x, r x ) so that (3)
By the choice of ε we have x ∈ B n (z x , τ dist(z x , ∂G)) for each x ∈ K. Thus,
By the compactness of the set K there are points x 1 , . . . , x N in K such that K is contained in the union of the balls B n (z i , τ dist(z i , ∂G)), where z i = z x i for each i. Hence, by inequality (3) we obtain
This concludes the proof.
The following definition is from [8, §1] . It arises from generalized Poincaré inequalities that are studied in [7, §7] . Let us fix κ ≥ 1 and an open set
, where the supremum is taken over all families of cubes Q κ (G) such that κQ ⊂ G for every Q ∈ Q κ (G) and Q ∩ R = ∅ if Q and R belong to Q κ (G) and Q = R.
Lemma 2.7. Suppose that G is an open set in R
n . Let 0 < τ, δ < 1 and 1 ≤ p < ∞ be given. Then there is a constant κ = κ(n, τ ) ≥ 1 such that inequality
holds for every u ∈ L 1 (G).
Proof. Let us choose
. Then we fix a family of cubes Q := Q κ (G). By Jensen's inequality we obtain
By using Jensen's inequality again
.
Taking supremum over all families Q k (G) gives inequality (4).
Inequalities in bounded John domains
We give the following fractional Sobolev-Poincaré inequality in bounded John domains. The inequality for p > 1 is already in [11, Theorem 4 .10], but we need a better control over the dependencies of the constant C.
holds for every u ∈ L 1 (D).
Theorem 3.1 follows from Proposition 3.2 and Proposition 3.3. The following result from [4] , based upon the Maz'ya truncation method [15] adapted to the fractional setting, shows that it is enough to prove a weak fractional Sobolev-Poincaré inequality.
Proposition 3.2. Suppose that G is an open set in R
n with |G| < ∞. Let 0 < δ, τ < 1 and 0 < p ≤ q < ∞ be given. Then the following conditions are equivalent.
(A) There is a constant
In the implication from (A) to (B)
The weak fractional Sobolev-Poincaré inequalities hold in bounded John domains by the following proposition.
Proposition 3.3. Suppose that D is a bounded c-John domain in R
n . Let τ, δ ∈ (0, 1) and 1 ≤ p < n/δ be given. Then there is a constant C = C(δ, τ, p, n, c) > 0 such that the weak fractional Sobolev-Poincaré inequality
For a simple proof of Proposition 3.3 we refer to [11, Theorem 4.10] . The dependencies of the constants appearing in [11, Theorem 4.10] can be tracked more explicitly in order to obtain Proposition 3.3. In the present paper, we give a more general argument that might be of independent interest.
The following Theorem 3.4 is the key result for proving Proposition 3.3.
We give the proof of Theorem 3.4 in Section 4. By using Theorem 3.4 the claim of Proposition 3.3 follows easily.
Proof of Proposition 3.3. By Lemma 2.7 it is enough to prove that there is a constant C = C(δ, τ, p, n, c) such that the inequality
holds for all u ∈ L ∞ (D). This inequality follows from Theorem 3.4.
Proof of Theorem 3.4
We start to build up the proof for Lemma 4.1. Let 1 ≤ p, q < ∞ be given such that 1/p − 1/q = δ/n with δ ∈ [0, 1]. Then there is a constant C = C(n, p, δ) > 0 such that inequality
Inequality (7) follows from the generalized Poincaré inequality theorem [7, Theorem 7.2(a)] as soon as we prove inequalities (8) and (9) . The inequality
holds for every cube Q in R n . Namely,
because 1 − p/q − δp/n = 0. We need to show that the inequality (9)
holds for all cubes Q in R n and all families Q 1 (Q) of pairwise disjoint cubes inside Q. In order to prove inequality (9) let us fix a cube Q and its family Q 1 (Q). For each P ∈ Q 1 (Q) we fix its family Q 1 (P ) such that
Since q/p ≥ 1,
Then writing Q := ∪ P ∈Q 1 (Q) Q 1 (P ) allows us to estimate
This implies inequality (9).
For a bounded c-John domain D we let W κ (D) be its modified Whitney decomposition with a fixed κ ≥ 1 such that κQ
. This decomposition is obtained by dividing each Whitney cube Q ∈ W(D) into sufficiently small dyadic subcubes, their number depending on κ and n only. The family of cubes in W κ (D) with side length
. Let us suppose that we are given a chain C(Q) ⊂ W κ (D) of cubes
joining a fixed cube Q 0 ∈ W κ (D) to Q k = Q such that there exists a constant C(n, κ) so that the inequality 
The following key lemma is a straightforward modification of [10 
holds. The constants σ and ρ depend on κ, n, q, and the John constant c only.
We are ready for the proof of Theorem 3.4.
Proof of Theorem 3.4.
Let us denote q = np/(n − δp). We need to show that there is a constant C(n, κ, p, δ, c) such that the inequality inf a∈R sup t>0 |{x ∈ D : |u(x) − a| > t}|t q ≤ C(n, κ, p, δ, c)|u|
holds for each u ∈ L 1 (D). Let Q 0 be the fixed cube in the chain decomposition of D given by Lemma 4.2. By the triangle inequality we obtain
for almost every x ∈ D. We write
for x ∈ D. For a fixed t > 0 we estimate
The local term g 1 is estimated by Lemma 4.1 and the inequality p ≤ q:
Let us note that κR ⊂ κQ * ⊂ D if R ∈ Q 1 (Q * ) and Q ∈ W κ (D). We divide the family {Q * : Q ∈ W κ (D)} of cubes into C(n, κ) families so that each of them consists of pairwise disjoint cubes. As in the proof of Lemma 4.1 we obtain
We start to estimate the chaining term g 2 :
By property (1) of the chain decomposition in Lemma 4.2 we obtain
Property (2) in Lemma 4.2 and the equation
Thus, Hölder's inequality and property (3) in Lemma 4.2 imply that
The theorem is proved.
Sobolev-Poincaré inequalities in unbounded John domains
We prove a fractional Sobolev-Poincaré inequality in unbounded John domains. 
. By Lemma 2.6 with K = D i we obtain that u ∈ L p (D i ) and hence u ∈ L 1 (D i ) for each i. Therefore we may write
The sequence (u i ) is bounded. Namely, by the triangle inequality
By Hölder's inequality with exponents (np/(np − n + δp), np/(n − δp)) and by Theorem 3.1 applied in a bounded c 1 -John domain D i we obtain τ, p, n, c 1 ) .
The bounded sequence (u i ) has a convergent subsequence (u i j ) and hence there is a constant a ∈ R such that lim j→∞ u i j = a. By Fatou's lemma and Theorem 3.1 applied with the function u ∈ L p (D j ) we obtain
, where C = C(δ, τ, p, n, c 1 ). The claim follows.
A fractional Sobolev inequality holds in unbounded John domains. 
Corollary 5.3. Suppose that D in R
n is a c-John domain and that τ, δ ∈ (0, 1) are given. Let 1 ≤ p < n/δ and q = np/(n − δp). Then there is a nonlinear bounded operator
whose norm is bounded by a constant C = C(δ, τ, p, n, c); here a u ∈ R for each u ∈Ẇ
whose support is a compact set in D.
Fractional Hardy inequalities in unbounded John domains
We characterize certain fractional Hardy inequalities in unbounded John domains as an application of Theorem 5.2. The following definition is motivated by the fractional Hardy inequalities from [6] . The classical (q, p)-Hardy inequalities are studied in [5] .
We say that a fractional (δ, q, p)-Hardy inequality with 0 < δ < 1 and 0 < p, q < ∞ holds in a proper open set G in R n , if there is a constant C > 0 such that the inequality
holds for all functions u ∈ C 0 (G). The fractional Sobolev inequality (10) is obtained when 1/p − 1/q = δ/n. The usual fractional (δ, p, p)-Hardy inequality is obtained when q = p. Our characterization of fractional Hardy inequalities is given in terms of Whitney cubes from W(G) and the (δ, p)-capacities
of compact sets K in G, where the infimum is taken over all u ∈ C 0 (G) such that u(x) ≥ 1 for each point x ∈ K. 
holds for every compact set K in D.
The proof of Theorem 6.1 is based on the fractional Sobolev inequalities and the Maz'ya type characterization for the validity of a fractional (δ, q, p)-Hardy inequality, Theorem 6.5. Before the proof of Theorem 6.1 we give some remarks, corollaries and auxiliary results. Now we start to build up our proof for Theorem 6.1. First we give a characterization which is an extension of [3, Proposition 5] where the special case of p = q is considered. This type of characterizations go back to Vl. Maz'ya, [15] . (A) There is a constant C 1 > 0 such that the inequality
holds for every compact set K in G. 
In the implication from (A) to (B)
holds for every compact set K in G.
The proof for Theorem 6.4 is a simple modification of the proof of [3, Proposition 5], but we give the proof in the general case for the convenience of the reader.
Proof of Theorem 6.4. Let us first assume that condition (A) holds. Let u ∈ C 0 (G) be such that u(x) ≥ 1 for every point x ∈ K. By condition (A) we obtain
Taking infimum over all such functions u we obtain condition (B) with C 2 = C 1 . Now let us assume that condition (B) holds and let u ∈ C 0 (G). We write
Let us note that
Then u k ∈ C 0 (G) and u k (x) = 1 if x ∈ E k+1 . We note that A k+1 ⊂ E k+1 . Thus we may take u k as a test function for the capacity. Let us write F = {x ∈ G : u(x) = 0}. By (13),
The inequality
By proceeding in a similar way as before we obtain that
Using the sum of the geometric series Proof. If Q ∈ W(G) we write Q = 17 16 Q and Q * = 9 8 Q. We recall that the side lengths of these cubes are comparable to their distances from ∂G.
Let us fix a compact set K in G and u ∈ C 0 (G) such that u(x) ≥ 1 for each x ∈ K. For every Q ∈ W(G) we let ϕ Q be a smooth function such that |∇ϕ Q | ≤ Cℓ(Q) −1 and χ Q ≤ ϕ Q ≤ χ Q . Then, u Q := uϕ Q is an admissible test function for cap δ,p (K ∩ Q, G). Hence, we can estimate the left hand side of inequality (14) by Inequality (17) follows when we take the infimum over all admissible functions u for the capacity cap δ,p (K ∩ Q, D).
We may now finish the proof by using inequality (17) where C = C(δ, p, n, c). The proof is complete.
