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 4We call a sequence x in Hilbert space ``spherical'' if there exists u such thatn
5 5lim x y u exists and is finite. If moreover u is a weak accumulation point of then
sequence, we call the sequence ``spherically convergent.''
Ž .We demonstrate that for large classes of nonexpansive possibly nonstationary
discrete-time processes in Hilbert space the iterates are spherically convergent.
Basic identities and orthogonality relations pertinent to this type of convergence
are exhibited. Sufficient conditions for weak and spherical convergence, in terms of
the ``fullness'' of the set of fixed points of the process, are established and
compared. Spherical convergence of the general block iterative projection scheme
in Hilbert space is established. Q 1998 Academic Press
Key Words: projection methods; convex and affine sets; hyperplanes; weak
convergence; nonexpansive mappings; fixed points.
I. INTRODUCTION
While weak convergence plays an important role in Hilbert space
theory, its geometrical interpretation has remained relatively obscure.
5 5  4Some authors have considered lim inf x y u , where x convergesn n
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w x 5 5weakly to u 29, 30 . The special case where the full limit lim x y un
exists did not receive special attention. It turns out, however, that this
special case is pertinent to the majority of nonexpansive processes consid-
ered in the literature. It is therefore of interest to develop a general theory
of convergence of this type.
To fix our terminology, we shall refer to the above mode of convergence
Ž . 5 5as spherical con¤ergence; and we shall call r u [ lim x y u the shelln
Ž .value of u. In general, it can happen that r u exists without u being a
 4weak limit of x . For example, every fixed point u of a nonexpansiven
process has a shell value w.r.t. the iterates of the process, due to the Fejer
monotonicity property, whether or not u is a weak limit point. In this case
 4we merely refer to x as a spherical sequence, and setn
Q s u g H : r u exists and is finite . 1 4Ž . Ž .
The study of sphericity leads to certain asymptotic norm identities,
which we investigate in Section II. Using these identities, it is seen that the
set Q just defined is a closed affine set, which is orthogonal to the set W
of weak accumulation points of the sequence. This ``duality relation''
between the two sets, and its consequences, are discussed in Sections III
and IV. Orthogonality dictates a fundamental dimension constraint which
is instrumental in investigating the convergence type of general sequences.
For example, it is shown in Proposition 5 that if Q is not empty, every
Ž .point u g W is ``spherical,'' i.e., has a single shell value r u . We also
establish the following central result:
 4THEOREM 1. Let x be the sequence of iterates generated by a nonexpan-n
si¤e process; denote by F the set of common fixed points of the process. Then:
Ž .  4i If F is nonempty and x con¤erges weakly, then in fact itn
con¤erges spherically.
Ž .ii If F does not lie on a hyperplane, spherical con¤ergence is assured.
Here, a nonexpansive process is any sequence T of nonexpansiven
mappings in H, and the sequence x is generated by the rule x s T x .n nq1 n n
F consists of the common fixed points of all the mappings T . It is welln
known that F is convex and closed and F ; Q.
Ž .In Theorem 1, item i follows from our general analysis in Section II,
and applies to a large variety of processes used in numerous applications.
Ž .In item ii of Theorem 1, the hyperplane condition should be inter-
preted as indicating ``fullness'' of F. In finite dimension, and assuming
convexity, it is equivalent to F having nonempty interior. In Section V, a
comparison is made between the hyperplane condition and other fullness
conditions found in the literature. In particular, it is shown that Theorem
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Ž . w x1 ii improves upon a result of Mizoguchi 27 , stated in terms of the
so-called directional interior of the set F.
For a general convex set F in infinite dimension, there are several
nonequivalent known definitions for fullness. However, in certain convex
situations all the different definitions reduce to just two: either having
nonempty interior or having nonempty relati¤e interior. In Section V we
Ž . Ž . Ž .identify two such situations: 1 dim H - ‘; 2 F is affine. We also
remark on the nonequivalence of the various definitions of fullness in the
general case. In particular, we show by example that our hyperplane
condition on F is weaker than Mizoguchi's.
Besides F and Q, there is also the set QX, the set of points q for which
5 5x y q is nonincreasing. This set is associated with the Fejer monotonic-n
w xity property 1 . It is closed and convex, and satisfies the inclusion
F ; QX ; Q .
Although the mere nonvanishing of QX does not guarantee weak conver-
Ž w x.gence, it is often the starting point in establishing it see, e.g., 29 . What
Žemerges from our analysis is the possibility to obtain similar results plus
.spherical behavior under the weaker condition that Q is nonempty.
To back up this vague statement, we included in the concluding section
a convergence result for one of the central classes of nonexpansive
Žprocesses: the class of block iterative projection algorithms known as
.BIP . In fact, it was this convergence result which originally prompted our
interest in spherical behavior. Projection-based algorithms are used in
numerous applications, such as image recovery, tomography, filter design,
and pattern recognition, to name a few; their study occupies a vast
w xliterature. For a general survey see, e.g., 6, 9, 23 .
The modern BIP formulation, adopted in the last decade, is a general
formulation which contains all the classical projection algorithms found in
w x w xthe literature. See 1, 2, 4, 8 and, in particular, the Introduction of 12 . A
BIP process in H has the general form x s T x , wherenq1 n n
N
T x s w i P x q l x y P x . 2Ž . Ž . Ž . Ž . Ž .Ž .Ýn n i n , i i
is1
Ž .Each map P is a closest point projection onto a constraint subseti
w Ž . Ž .xC ; H, which is assumed to be closed and convex; w s w 1 , . . . , w Ni n n n
Ž . N Ž .is a weighting vector: w i G 0 and Ý w i s 1; and l g R is an is1 n n, i
< <relaxation parameter, l - 1.n, i
Ž .Let the block size of T be defined as the number of weights w i whichn n
are nonzero. The flexibility of the BIP formulation, relative to the older,
more specific, classical formulations, lies in the fact that the block size is
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allowed to vary with n, conforming with available computing resources.
This makes the BIP formulation an ideal tool for the parallel processing of
very large problems.
The closed convex set C s FC is contained in F, and often the twoi
sets are equal. In any event, the ``consistency condition'' C / B guaran-
tees that F is nonempty, hence results such as Theorem 1 are applicable.
However, spherical convergence can be proved here even without the
Ž .hyperplane condition in Theorem 1 ii . In Section VI we prove the follow-
w xing convergence result, which generalizes the Aharoni]Censor result 1
from the euclidean case:
 4THEOREM 2. In any Hilbert space H, assume that the operators T aren
Ž . < <gi¤en by 2 , where the relaxation parameters fulfill lim sup l - 1 for all i.n n, i
Ž .Also assume that for each k the number of nonzero weights w k is infiniten
 4and that C [ FC is nonempty. Then the sequence x generated by thei n
Ã N process x s T x con¤erges spherically to a point in C [ F C :nq1 n n ks1 k
Ž . 4Ý w k s q‘ .n n
Weak convergence for BIP processes has been established before only
Ž .under an additional assumption on the weights w k , i.e., the so-calledn
w xalmost simultaneous BIP 4, 5 . In Theorem 2, this assumption is removed
and the convergence is shown to be spherical.
II. BASIC NORM IDENTITIES FOR Q
Ž .Throughout this paper, H will denote a fixed real or complex separable
 4Hilbert space, and x will denote a fixed sequence in H. We restate ourn
basic definitions.
Ž .DEFINITION 3. i Let W denote the set of weak accumulation points
 4of x .n
Ž . Ž . 5 5ii Let Q denote the set of all u g H for which r u [ lim x y un
Ž . Ž  4.exists and is finite. We call r u the shell value of u w.r.t. x .n
Ž .  4iii We say that x is spherical if Q is not the empty set.n
Ž .iv If u g W is such that every subsequence which converges weakly
to u converges spherically to u, we say that u is a spherical accumulation
 4point of x .n
Ž . Ž .  4v If moreover u g Q is the only weak limit point of x , we sayn
 4that x converges spherically to u.n
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Spherical convergence with zero shell value amounts to strong conver-
gence. In euclidean space, the notions of weak, spherical, and strong
convergence are the same. We shall therefore concentrate on the infinite
dimensional case.
Ž .  4LEMMA 4. i For all h g H and u g W , and for all subsequence xni
con¤erging spherically to u with shell ¤alue r, we ha¤e the asymptotic
pythagorean relation
5 5 2 5 5 2 2lim x y h s u y h q r . 3Ž .ni
Ž . X Xii If q, q g Q and u, u g W we ha¤e
5 X 5 2 5 X 5 2 5 5 2 5 X X 5 2u y q q u y q s u y q q u y q , 4Ž .
or equi¤alently the orthogonality relation
² X X:Re u y u , q y q s 0. 5Ž .
Ž .Proof. i Let h g H. We can use the inner product expansion
22 2 25 5 5 5 5 5x y h s x y u q u y h s x y u q u y h q f ,Ž . Ž .n n n n
² : Ž .where f s 2 Re x y u, u y h . Spherical hence weak convergence ofn n
 4x to u forces lim f s 0.n ni i
Ž . 5 5 5 X 5  4  4ii Let a s lim x y q , b s lim x y q . Let x and x ben n n mi i
two subsequences which converge weakly to u and uX, respectively. Apply-
Ž .  4  4 Xing 3 to the weakly convergent sequences x and x w.r.t. q and q ,n mi i
we easily get
2 2 5 X 5 2 5 5 2 5 X X 5 2 5 X 5 2b y a s u y q y u y q s u y q y u y q .
Ž . Ž . Ž .Rearranging terms, we obtain 4 . The equivalence between 4 and 5
becomes evident if all inner products in both equations are expanded in
full.
Ž . wIdentity 3 implies, and strengthens, the obvious inequality 29, Lem-
xma 1
5 5 5 5lim inf x y h G u y h ,n
 4which hold for all h g H whenever u is the weak limit of x . We nown
arrive at the central observation of this section:
PROPOSITION 5. Assume that Q is not empty. Then:
Ž .i E¤ery weakly con¤ergent subsequence is spherically con¤ergent.
Ž .ii Q consists of all the points q g H for which the ¤alue
225 5D q , u [ q y u q r uŽ . Ž .
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Ž . Ž .is independent of u g W , and in this case D q, u s r q . See also Lemma
Ž .4 i .
Ž . 5 5Proof. i Assume that for some u g W the sequence x y u hasn
 4  4two different accumulation points, say r and r . Let x and x be two1 2 n mi i
subsequences converging spherically to u with these shell values. Choose
Ž .q g Q. By Lemma 4 i we get
22 2 2 22 25 5 5 5 5 5 5 5q y u q r s lim x y q s r q s lim x y q s q y u q r ,Ž .1 n m 2i i
Ž . Ž .implying that r s r [ r u . Now, r u - ‘ since the assumption is that1 2
Ž .r q - ‘.
Ž . X Ž .ii If u and u are two weak limit points, then by Lemma 4 i we
Ž . Ž .2 Ž X. Ž .have for all q g Q that D q, u s r q s D q, u . Thus, the value D q, u
Ž .is independent on u g W . By Proposition 3 i , this value is finite.
Ž .Conversely, let q g H be a point for which D q, u is finite and
Ž . 2 5 5independent of u g W , say D q, u s c . Then we claim that lim q y xn
Žs c, and in particular q g Q. Indeed, if this is not the case and assuming
 4 . X Ž .the sequence x is bounded , there must be a value c / D q, u , and an
 4 5 5 Xsubsequence x , such that lim q y x s c . This subsequence mustn ni i
Ž . Ž . 5have a weak limit point, u g W . Now, by Lemma 4 i , D q, u s lim x yni2 X 25q s c , contradicting the assumption.
Ž . Ž .Proposition 5 i implies Theorem 1 i , stated in the Introduction. Indeed,
 4if T is a nonexpansive process with a common fixed point q, then by then
Fejer property q g Q; and so if weak convergence is assumed, Proposition
Ž .5 i implies spherical convergence.
III. ORTHOGONALITY RELATION BETWEEN Q AND W
A priori, not much can be said about W , or Q, except that Q is affine
and closed, and W is weakly closed. In this section we study a ``duality
relation'' between these two sets. In a sense which we shall make clear, Q
is a special affine orthogonal complement of W . The process of determining
Q, given W , is described as follows.
To avoid trivialities, assume that Q is nonempty. According to Proposi-
Ž .tion 5 i , we can associate a single shell value with any weak accumulation
point u g W . Given two such points, it is shown that Q must lie on a
hyperplane separating these points. In fact, Q is the intersection of all
these hyperplanes; this implies, as a bonus, that Q is an affine set.
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The set Q will thus be determined uniquely from the points of W and
their shell values. It will become clear that mere knowledge of the set W
does not, in general, suffice even to determine whether Q is empty or not.
We start with some standard definitions.
Ž .DEFINITION 6. i Two sets X , Y ; H are called orthogonal if every
difference of the form x y xX, x, xX g X , is orthogonal to every difference
X X ² X X:of the form y y y , y, y g Y , i.e., Re y y y , x y x s 0.
Ž . Ž Ž ..ii The dimension of an arbitrary set X ; H dim X is the maxi-
mal number k such that there exist vector pairs x , xX g X , i s 1, . . . , k,i i
X Žsuch that the vectors x y x are linearly independent k may be infinite;i i
.the vectors need not be all distinct .
Ž . Ž Ž ..iii The codimension of X in H cod X is the maximal dimension
Ž .of a subset of H orthogonal to X it may be infinite .
Ž . Živ An affine set is a set A ; H for which u, ¤ g A implies tu q 1
.y t ¤ g A for all t g R. The affine hull of a set X is the smallest closed
Ž .affine set containing X . A hyperplane is a closed affine set of codimen-
sion 1.
Remarks. I. If H is a real Hilbert space, our definition of dimension
and codimension, applied to a linear subspace or affine subset, coincides
with the usual definitions. The dimension or codimension of an arbitrary
subset coincides with the dimension or codimension of its affine hull. If H
is a complex Hilbert space, our definitions conform with the real, not
complex, sense of dimension.
II. Two sets are orthogonal if and only if their affine hulls are
orthogonal. Thereupon, the dimension inequality
dim X q dim Y F dim HŽ . Ž . Ž .
holds. If H is infinite dimensional, this inequality should be replaced by
the two inequalities
dim X F cod Y and dim Y F cod X .Ž . Ž . Ž . Ž .
Note that two perpendicular planes in R3 are not orthogonal, since they
Ž .have a line in common; i.e., Definition 6 i is not satisfied and the
dimension inequality is violated. More generally, the intersection of two
mutually orthogonal sets is either void or a singleton.
 4We now return to the sequence x and the construction of Q fromn
hyperplanes.
X Ž X.LEMMA 7. Gi¤en two distinct points u, u g W , the set Q u, u of points
Ž . Ž X.q g H for which D q, u s D q, u is a hyperplane which is orthogonal to
 X4 Xthe set u, u . This hyperplane is equidistant from u and u if and only if
Ž . Ž X.r u s r u .
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Ž . Ž X.Proof. One can easily rewrite the equation D q, u s D q, u in the
² X:form Re q, u y u s Const, which is the equation of a hyperplane per-
pendicular to the vector u y uX.
Ž .The equidistancy statement follows immediately from Proposition 5 ii :
Ž . Ž X. 5 5 5 X 5under the equality D q, u s D q, u , the statements q y u s q y u
XŽ . Ž .and r u s r u are equivalent.
To illustrate the lack of equidistancy, consider the sequence y definedn
by
y s e , y s 3e q 2 e , k s 1, 2, . . . .2 k k 2 kq1 1 k
The sequence has two weak accumulation points, the origin and 3e ; Q lies1
on the hyperplane of vectors with first coordinate 2, which is not equidis-
tant from the two limit points.
We can now describe the precise relationship between the sets Q
and W .
Ž .COROLLARY 8. i The set Q is a closed affine subset of H and is
orthogonal to W .
Ž . Ž . Ž . Ž . Ž .ii dim W F cod Q , dim Q F cod W .
Ž .iii Q and W ha¤e at most one point in common.
Ž .  4iv If x con¤erges weakly then Q s H or Q s B, depending onn
whether the con¤ergence is spherical or not.
Ž . Ž .v Suppose q g Q. Then W is contained in a ball of radius r q
around q. Strong accumulation points are the intersection of W with the
boundary of this ball.
Ž . Ž .Proof. Concerning i , if Q is not empty then, by Proposition 5 ii and
Ž X . XLemma 7, Q is the intersection of all sets Q u, u over all pairs u, u g W .
As an intersection of hyperplanes, which are closed and affine, Q is also
Ž .closed and affine. Orthogonality is obvious from Lemma 4 ii . Corollary
Ž . Ž .8 ii ] iii follows from orthogonality; see Definition 6 and subsequent
Ž .remarks. Concerning iv , if the convergence is not spherical, by Proposi-
Ž . Ž .tion 5 i we get Q s B. Otherwise, from Lemma 4 i we deduce that
Ž . Ž . Ž . 5 5 2Q s H. Concerning v , by Lemma 5 ii we know that r q G q y u for
Ž .all u g W , and moreover if u is a strong accumulation point then r q s
25 5q y u .
ÃIV. ORTHOGONALITY RELATION BETWEEN Q AND S
Within the framework of the last section, the S of strong accumulation
 4points of the sequence x is of special importance, since for this set then
shell values need not be specified: they are all zero. In fact, in finite
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dimension Q is uniquely determined from S alone, via Lemma 7 with
Ž . Ž .equidistance. Prompted by Proposition 5 ii and Corollary 8 v , we define in
Ãthis case the auxiliary closed affine set Q via
Ã 5 5 4Q [ q g H : q y u is independent of u g S ,
i.e., the locus of all points having equal distance from all points of S . Note
Ã ÃŽ Ž ..that S ; W , and by Corollary 8 v Q ; Q. The two sets Q, Q need not
be equal even for a bounded sequence. For example, let x s e , x s3n 1 3nq1
 4  40, and x s e . We get S s e , 0 , W s e , 0 . Note that u s 0 g W3nq2 n 1 1
Ãhas two shell values: 0 and 1. In this case Q is a hyperplane but Q is
empty.
Lemma 7 with equidistance may be invoked to establish a ``duality
Ãrelation'' between S and Q similar to the one discussed in the previous
section.
ÃŽ .COROLLARY 9. i Q is closed and affine, and is orthogonal to S .
Ã ÃŽ . Ž . Ž . Ž . Ž .ii dim S F cod Q , dim Q F cod S .
Ž . Ž . Ž . Ž . Ž .iii dim S F cod Q , dim Q F cod S .
ÃŽ .  4iv If x con¤erges strongly then Q s Q s H.n
ÃŽ .v Q s Q s B if S contains three collinear points or four coplanar
points not on a circle.
Ž . Ž . Ž .Proof. i ] iv Part i follows from Lemma 7, modified to accommo-
Ž .date the equidistant case. ii follows directly from the orthogonality of S
Ã Ã Ž . Ž .and Q. Since Q ; Q, iii follows. iv is clear from the definitions. It also
Ž .follows directly from Corollary 9 iii .
ÃŽ .v Q is defined as the intersection of equidistant hyperplanes per-
pendicular to point differences in S . If there are three collinear points,
they define three parallel and distinct hyperplanes, having zero intersec-
Ãtion, hence Q is empty.
Next assume that S contains four coplanar points u through u not on1 4
a circle. A simple application of the pythagorean law shows that the six
Žhyperplanes defining equidistancy from the respective pairs u , u i, j gi j
Ã 4.1, 2, 3, 4 have empty intersection. Since both Q and Q are contained in
this intersection, they are both empty.
V. FULLNESS CRITERIA AND SPHERICAL CONVERGENCE
 4Throughout this section, let T be a nonexpansive process. In thisn
section we discuss several sufficient conditions for weak and spherical
convergence of the iterates x for any given initial point x , based on then 0
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``fullness'' of the set F of common fixed points of the mappings T . Inn
comparing these conditions, we make several interesting observations
about the distinction between different characterizations of fullness for
convex and affine sets.
The most intuitive, and strongest, criterion for ``fullness'' is having
nonempty interior. In some situations, one has to consider the relati¤e
interior instead. We recall that the relative interior of X is the interior of
X considered as a subset of its closed affine hull, rather than a subset of
the full space H. For a closed convex set in finite dimension, the relative
interior is never empty, and so the criterion cannot be used; this is not so
in infinite dimension. For an affine set in any dimension, the relative
interior coincides with the set itself.
In the context of a general nonexpansive process, it is well known that
weak convergence is guaranteed if the set F of common fixed points has
w xnonempty interior. The paper 15 reports on two refinements of this
result, based on the following definitions of ``fullness'':
Ž .DEFINITION 10. i We say that a set X has nonempty direction-
al interior if for all h g H there exist f g X and a ) 0 such that f qh h
ah g X .
Ž .ii A point c g X is said to be a weak internal point if for all h g X
Ž .there exists a ) 0 such that c q a c y h g X .
Neither property implies the other, but both are weaker than having
nonempty interior. Note that weak internal points are more akin to relati¤e
interior, since only points in the affine hull of X are involved in the
definition.
w xTwo of the relevant results mentioned in 15 , restricted to nonexpansive
mappings in Hilbert space, may be restated as follows:
Ž . w xTHEOREM 11. i 15, 27 Assume that F has nonempty directional
 4interior. Then x con¤erges weakly.n
Ž . w xii 17 Assume that the samples T are chosen at random from a finitei
 4pool of mappings. Then if F contains a weak internal point then xn
con¤erges weakly.
Ž .In the present section we improve Theorem 11 i as follows:
 4THEOREM 12. Let T be any sequence of nonexpansi¤e mappings. Then:n
Ž .i The codimension of F is an upper bound for the dimension of W .
Ž .  4ii x con¤erges spherically if F does not lie on a hyperplane.n
Ž . Ž .Theorem 12 ii is a restatement of Theorem 1 ii in the Introduction. It
Ž .differs from Theorem 11 i in two aspects. First, spherical convergence
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rather than weak convergence is assured. Furthermore, the directional
interior condition is replaced by the hyperplane condition. While in
euclidean space these two conditions are equivalent, it is shown that in
infinite dimension the hyperplane condition is weaker.
For closed affine sets in any dimension, ``fullness trivializes,'' in the
sense that all the known fullness criteria reduce to having nonempty
interior or nonempty relative interior.
LEMMA 13. Let Q be a closed affine set in Hilbert space. Then e¤ery point
in Q is a weak internal point and belongs to the relati¤e interior. Moreo¤er,
the following are equi¤alent:
Ž .a Q s H.
Ž .b Q has nonempty interior.
Ž .c Q has nonempty directional interior.
Ž . Ž .d cod Q s 0.
Ž .e Q does not lie on a hyperplane.
Ž . Ž . Ž . Ž . Ž .Proof. The implications a « b « c « d « e follow directly
from the definitions; see also Lemma 14. The assertion about weak
internal points follows immediately from Definitions 6 and 10. Here we
Ž . Ž .only prove the implication e « a , arguing by contradiction.
Ž .Assume that a does not hold. Choose any h g H _ Q. Since Q is closed
and convex, the projection of h onto Q is a well-defined, unique point
X ² X :q / h. By convexity, for all q g Q the inequality Re h y q, q y q F 0
Ž X. ² X :must hold. Now, F q [ Re h y q, q y q F 0 is an affine functional;
Ž . w . Ž .  4hence F Q is an affine subset of 0, ‘ , so F Q s 0 . Thus Q is a subset
of the kernel of F, which is a hyperplane.
Ž . Ž .The proof of Theorem 12 follows easily from the implication e « a
of Lemma 13.
Ž .Proof of Theorem 12. Having observed earlier that F ; Q, item i in
Ž .the theorem is a trivial consequence of Corollary 8 ii . Considering item
Ž .ii in the theorem, since Q contains F, Q does not lie on a hyperplane;
Ž .hence, by Lemma 13, Q s H. By Corollary 7 ii , and since the sequence xn
is bounded, W is a singleton, proving weak convergence. By Proposition
Ž .5 i , we get spherical convergence.
The hyperplane condition in Theorem 12 is strictly weaker than the
Ž .directional interior condition in Theorem 11 i . This will be shown in
Example 15 below, as part of a more general comparison of fullness
criteria. Our aim now is a generalization of Lemma 13 to nonaffine sets.
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LEMMA 14. For any closed con¤ex set X in Hilbert space, the set of weak
internal points contains the relati¤e interior, and the two sets coincide when-
e¤er the latter set is nonempty, e. g., in euclidean space. Moreo¤er, the
Ž . Ž . Ž . Ž . Ž .implications a « b « c « d m e in Lemma 13 hold for closed
Ž . Ž . Ž . Ž .con¤ex sets. In finite dimension, conditions b , c , d , and e are equi¤a-
lent.
Proof. Let Y be the closed affine hull of X . If c is in the relative
interior of X , it means that X contains the intersection of Y with a small
ball around c, from which it can easily be deduced that c is a weak
internal point.
Now, assuming nonempty relative interior, the converse is argued as
follows. Assume that c is not in the relative interior of X . By restricting
attention to the affine hull of X , we may assume that X has nonempty
interior, and c is on its boundary. Take any point h at the interior of X ,
and construct any supporting hyperplane to X at c. Since h cannot be on
Ž .this hyperplane, it becomes obvious that c q a c y h f X for any a ) 0,
hence c is not a weak internal point.
Ž . Ž . Ž . Ž . Ž .The implications a « b « c m d m e follow directly from the
Ž . Ž .definitions. The implication e « b in finite dimension is well known.
The case of nonaffine sets in infinite dimension is nontrivial indeed, and
merits the following comments:
Ž . Ž . Ž .I The following example shows that the implication d « c
does not hold in general. This example also shows that the premises of
Ž . Ž .Theorem 12 ii are weaker than those of Theorem 11 i .
EXAMPLE 15. Consider the Hilbert space H s l 2 of square-summableq
 4one-sided sequences x s x , x , . . . . Let X be the subset of sequences x1 2
< < yifor which x F 2 for all i G 1. X is obviously closed and convex.i
Moreover, X contains only vectors of exponential decay. If h in Definition
Ž . y110 i is chosen to be of slower decay, say h s Ýn e g H, then for alln
x g X and a ) 0 also h q ax is slowly decaying, hence does not belong to
X . Thus, X has empty directional interior. On the other hand, X does not
 yi 4lie on a hyperplane. Indeed, X contains the basis 2 e , hence itsi
codimension is 0.
Ž . Ž .II In infinite dimension unlike the finite case the relative inte-
rior may be empty. In such a case, the set of weak internal points may be
nonempty. Indeed, the set X defined in Example 15 has empty directional
interior, hence also empty interior. On the other hand, the weak internal
i < <points are precisely those sequences x for which sup 2 x - 1.i i
Ž . w xIII Example 2 in 16 shows that the set of weak internal points of
X may be empty.
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Ž . Ž . Ž .IV We do not known whether the implication c « b holds in
general.
Ž . Ž .V Our approach, which yields an improvement of Theorem 11 i ,
Ž .is not adequate for the treatment of Theorem 11 ii . The point is that in
finite dimension, the weak internal point condition is weaker, not stronger,
than the hyperplane condition. This follows from Lemma 14. We do not
Ž .know whether spherical convergence can be established in Theorem 11 ii .
The inclusion F ; Q cannot be invoked to prove such a statement, since
the embedding of F into a closed affine set trivializes the set of weak
internal points, due to Lemma 13.
VI. THE BIP ALGORITHM AND SPHERICAL CONVERGENCE
Ž .A block iterative algorithm or BIP for short is a discrete-time process
 4T of a special form. At time n we haven
N
T x s w i P x q l x y P x . 6Ž . Ž . Ž . Ž . Ž .Ž .Ýn n i n , i i
is1
Each P is a closed point projection onto a given closed convex set C . wi i n
Ž . N Ž . Ž .is a convex weighting, i.e., w i G 0 and Ý w i s 1. l is a realn is1 n n, i
relaxation parameter, included for convergence acceleration and smooth-
ing purposes. We limit the discussion to the standard assumptions N - ‘
< <and l F 1.n, i
The classical, and most heavily used, BIP variants are the sequential one,
Ž . Ž .characterized by w i s d i , i , where i is a control sequence, typicallyn n n
Ž .i s n mod N ; and the simultaneous one, where for all i we haven
Ž . Ž .w i [ w i ) 0. Sequential processes have been used in image recoveryn
w x w x Ž31, 32, 33 , signal analysis and synthesis 34, 20 , pattern recognition see
w x . Ž w x.26, 21 and references therein , and other applications see 28 . Simulta-
w xneous algorithms are treated in, e.g., 6, 9, 24 . More general BIP is
w xconsidered in 1, 2, 4, 12 .
Throughout our analysis, we shall assume that for each i the weight
Ž .w i is nonzero for an infinite number of iterations. This assumption isn
w xreferred to as ``fairness'' in 1 and is added in order to discard trivialities.
Define the sets
N ‘
ÃC [ C , C [ C : w i s ‘ .Ž .F F Ýi i t½ 5
is1 ts1
ÃNote that C ; C and C ; F. The usual consistency assumption is that C is
not empty. Under this assumption, the goal is to establish weak conver-
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gence of the iterates. In fact, spherical convergence will be shown. Strong
convergence was established only under very strict additional conditions
and will not be considered here.
Ideally, the weak limit point should be in C; however, it is easy to see
that by playing with the weights one can sometimes steer the iterates away
from a set C for which the weighting is summable; thus, the aim will be toi
Ãshow that the weak limit point belongs to the larger set C. In most
Ãpractical situations we shall have C s C.
In proving convergence for general processes, the standard procedure
Ž w x.see, e.g., 1, 2 requires two major properties: nonexpansivity of the
process, and the existence of a common fixed point. For any consistent BIP
Ž .process, nonexpansivity is guaranteed directly from 6 , while common
fixed points are guaranteed by the consistency assumption. Whether these
are the only common fixed points depends on the particular process and is
Ãdifficult to analyze. In general, it is clear that not any point in C is a fixed
point. In a sequential BIP process, and assuming fairness, we have F s C
Ãs C. In contrast, a simultaneous process often has a fixed point even when
C s B, e.g., whenever one of the sets C is bounded.i
For convergence results concerning the sequential and simultaneous
w x w xvariants, see 6, 15, 18, 19 and 35, Theorem 3 . For the simultaneous
w x wvariant, see 2, 9, 12, 23, 11 . Relevant references also include 3, 13,
x16, 17 .
The precise convergence result for BIP processes, given by Theorem 2 in
the Introduction, is restated below.
 4THEOREM 16. In any Hilbert space H, assume that the operators T aren
Ž .gi¤en by 6 . Assume that the relaxation parameters fulfill m [ max m0 igw1, N x i
< <- 1, where m [ lim sup l . Assume that C / B, and assume that eachi n n, i
Ž .P appears in an infinite number of T , in the sense that w i / 0. Then thei n n
Ã 4sequence of iterates x con¤erges spherically to a point u g C.n
In the euclidean case, and assuming a somewhat more restrictive relax-
w xation control, Theorem 16 is due to 1 . In that case, naturally, the issue
was strong convergence. In infinite dimension, a special case of Theorem
w x16 was proved in 4, 5 . There, a more restrictive control rule for the
Ž .weights the so-called ``almost simultaneous'' control was assumed. In
addition, only weak convergence was established there.
w xThe proof of Theorem 16 is based on the approach taken by 1 , but the
details are quite different. In the first step we simplify and strengthen
w xProposition 4 in 1 in order to avoid compactness issues.
Ž .PROPOSITION 17. Let P i s 1, . . . , N be gi¤en orthogonal projectionsi
w x Ž . Ž .into the closed con¤ex sets C . Fix k g 1, N . Let T, w i , and l be as in 6i i
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Ž .suppressing dependence on n . Then for any x g H and g g C the inequalityk
5 5 5 5T x y q F x y q y w k f x , q 7Ž . Ž . Ž . Ž .k
Ž . Ž 2 .5 Ž .5 2 5 5holds, where f x, q [ 1 y l x y P x r x y q .k k k
Proof. First we show that
5 5P x q l x y P x y q F f x , q . 8Ž . Ž . Ž . Ž .Ž .k k k k
Ž . X Ž .Indeed, define y s P x , y [ T x . Note that x, q, y belong to a planek
L . Let qX g L be the projection of q on the line xy. Note that x, y, yX, qX
w xare collinear. Whether l g y1, 1 is positive or negative, we always havek
5 X X 5 5 X 5 5 Ž .5on this line y y q F q y y q l x y y . This follows from thek
triangle inequality. Hence by the pythagorean theorem applied on L ,
22 2 2 2X X X X5 5 5 5 5 5 5 5 5 5 5 5x y q s q y q q q y x s q y q q q y y q x y y ,Ž .
5 X 5 2 5 X 5 2 5 X X 5 2y y q s q y q q q y y
22X X5 5 5 5 < < 5 5F q y q q q y y q l x y y .Ž .k
Subtracting, we get
5 5 2 5 X 5 2 < < 5 5 < < 5 5 5 X 5x y q y y y q G 1 y l x y y 1 q l x y y q 2 q y y .Ž . Ž .Ž .k k
5 5 5 X 5As x y q G y y q , a simple estimate gives
5 5 5 5 5 X 5 2 5 5 22 x y q x y q y y y q G 1 y l x y y .Ž . Ž .k
Ž .Now, with some algebra, 8 is obtained.
Ž .Next consider T as in 6 . By the triangle inequality, Fejer monotonicity
X Ž . Ž . Ž . Xof P [ P q l I y P for i / k and 8 for P , we geti i i i k
X X5 5T x y q s w i P x y q q w k P x y qŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ý i k
i/k
5 X 5 5 X 5F w i P x y q q w k P x y qŽ . Ž . Ž . Ž .Ý i k
i/k
5 5 5 5F w i x y q q w k x y q y f x , qŽ . Ž . Ž .Ž .Ý k
i/k
5 5s x y q y w k f x , q ,Ž . Ž .k
Ž .completing the proof of 7 .
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We shall actually use the following variant of Proposition 17:
COROLLARY 18. Let T, q be as in Proposition 17. Assume that d ) 0
and that B is a bounded set such that
5 5inf x y P x G d . 9Ž . Ž .k
xgB
Ž .Then for all q g C there exists a q, d ) 0 such thatk k
5 5 5 5T x y q F x y q y w k a q , d 10Ž . Ž . Ž . Ž .k
holds.
Indeed, following Proposition 17 we may choose
1 y l2 d 2Ž .k
a q , d [ .Ž .k 5 5sup x y qx g B
Ž .Note that 9 is not automatically implied in infinite dimension, even when
B and C are disjoint, closed, convex, and bounded. Besides Corollary 18,k
we shall also need the following simple and well-known facts:
Ž . 5 5OBSERVATION 19. i If x con¤erge weakly to u and x y y con-n n n
¤erge to zero, then y con¤erge weakly to u.n
Ž .ii If moreo¤er y g K for some closed con¤ex set K then u g K.n
Ž .iii The set W is weakly closed; i.e., e¤ery weak accumulation point u
 4of a sequence in W is also a weak accumulation point of x .n
Ž . Ž .Proof. Item i is trivial. For item ii , assume by contradiction that
Ž .u f K, and let L be the supporting hyperplane to K at P u , whoseK
Ž . ² : 5 5 2normal is ¤ [ u y P u . Then u y y , ¤ G ¤ , contradicting weakK n
Ž .  4convergence. For item iii , let f be a basis for X . Then one can select byk
 4  4 Žinduction a subsequence x and a subsequence u both strictlybin-n mi i
. ² : yiykcreasing , so that, for all k, x y u , f F 2 . Now, for all f g H,n m ki i
expanded in terms of the given basis,
<² : < <² : < ² : <x y u , f s x y u , f q u y u , fn n m ni i i i
and weak convergence follows easily.
Ž .Note that iii uses the separability of H. We finally turn to the proof of
Theorem 16. For ease of reference, the proof is divided into several claims.
vŽ .The end of the proof of each claim is marked with a bullet .
Proof of Theorem 16. Let q g C be arbitrary. By Fejer monotonicity
 4w.r.t. q, the sequence x is bounded, hence W is nonempty. By Proposi-n
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Ž . Ž .tion 5 i , every u g W has a single shell value r u . By the boundedness of
Ž .  4the sequence, r u is finite, and there exists a subsequence of xn
converging weakly to u.
Ž .  4  4Fix u g W , r [ r u , and a subsequence y of x converging weaklyn n
to u. For e ) 0, define the sphere
5 5 2 2 2B u , e [ x g H : x y u F r q e . 11 4Ž . Ž .
 4 Ž .Note that y Is essentially inside B u, e ; i.e., there exists k such thatk 0
Ž .for all k ) k we have y g B u, e . Also define the half-space0 k
² : 4K u [ ¤ g H : ¤ y u , q y u F 0 . 12Ž . Ž .
Ž .Note that ¤ g K u iff
5 5 2 5 5 2 5 5 2u y q q ¤ y u F ¤ y q , 13Ž .
Ž . 5 5 5 5and ¤ f K u if ¤ y q F u y q .
Ž .  4  4Claim 1. If ¤ g W _ K u and z is a subsequence of x convergingn n
 4weakly to ¤ , then there is an e small enough so that z is essentiallyn
Ž .outside B u, e .
Ž . Ž .Indeed, using Lemma 4 i and Proposition 5 ii , we have
2 22 2 2 25 5 5 5 5 5 5 5lim z y u s ¤ y u q r ¤ s ¤ y u q r q y ¤ y qŽ . Ž .k
2 5 5 2 5 5 2 5 5 2s r q u y q q ¤ y u y ¤ y q .
Ž . Ž .Now, since ¤ f K u , the inequality in 13 is reversed, and the claim
vfollows.
Ž .For d ) 0, let C d denote the d-dilation of C , i.e., all points whosei i
distance from C is at most d . Define the intersectioni
 4G [ G i , u , e , d [ B u , e l C d l x . 14Ž . Ž . Ž . Ž .i n
Claim 2. Let u g W , e ) 0. Assume that for all d ) 0 the set G is
X Ž . 5 X 5 2 5infinite. Then there exists u g W l C l K u satisfying u y q G ui
5 2 5 Ž .5 2y q q u y P u .i
Ž .Indeed, for any positive integer m choose a point y g G i, u, e , 1rm .m
 4 XThe sequence y is bounded and converges in norm to C . Let u be anym i
Ž .of the weak accumulation points of this sequence. By Observation 19 ii ,
X 5 X 5 5 Ž .5 X Ž .u g C . In particular, u y u G u y P u . Next, by Claim 1, u g K u .i i
Ž . 5 X 5 2 5 5 2 5 X 5 2By 13 , q y u G q y u q u y u , which together with the previ-
vous inequality, completes the proof.
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Claim 3. If u g W _C for some i, not empty, and moreover for somei
Ž .  4 Ž .e , d ) 0 the set G in 14 is finite, then x is essentially inside B u, e .n
Ž . Ž .By the assumptions, for n large x either belongs to B u, e _C d or isn i
Ž . Xoutside B u, e altogether. Choose e ) 0 so small that
1r22 2 2r q e g gŽ .
X 2 X 4 2e 1 q q e F e . 15Ž .ž /r q a q , d 4 r q a q , dŽ . Ž . Ž . Ž .i i
Ž .Here, a q, d and g are the constants appearing in Corollary 18 abovei
w xand in Proposition 3 of 1 , respectively. Choose k large enough so that
Ž X.x g B u, e , i.e.,k
5 5 2 X 2x y u F r q e . 16Ž .k
Ž .We shall show that there is no m ) k such that x is outside B u, e .m
Assume by contradiction that such an m exists, and choose the smallest
m ) k with this property. x through x belong to the set B [k my1
Ž . Ž .B u, e _C d , which satisfies the premises of Corollary 18. Repeated usei
of this corollary yields the inequality
5 5 5 5x y q F x y q y a q , d s , 17Ž . Ž .m k i
my 1 Ž . Ž .where s [ Ý w i and m g m , 1 , with m as defined in Theoremtsk t 0 0
Ž . Ž .16. Due to Proposition 5 ii , Fejer montonicity, and 17 , we have
1r22 X 25 5 5 5r q qa q , d sF x yq qa q , d sF x yq F r q qe .Ž . Ž . Ž . Ž .Ž .i m i k
By squaring this equation we get
2 r q a q , d s - e X 2 . 18Ž . Ž . Ž .i
w x 5 5 5 5Using repeatedly Proposition 3 in 1 , we get that x y u F x y u qm k
Ž . Ž . Ž . 5 5 2 2 2gs . Using 18 , 16 , and 15 , it follows that x y u F r q e , i.e.,m
vŽ .x g B u, e .m
Claim 4. If W is not a singleton then there exists w g W l C such that
Ž .W _ K w / B.
Assuming W is not a singleton, we shall construct by induction a
sequence of points u g W , j s y1, 0, . . . , J, with 0 F J F ‘, such thatj
Ž .u g W _ K u for all j. Simultaneously, we shall construct a sequencej jq1
Ž . Ž . Ž . Ž .e ) 0 j s 0, . . . , J and define B [ B u , e and K [ K u as in 11j j j j j j
Ž .and 12 .
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Since W is not a singleton, it contains two distinct points, say u andy1
5 5 5 5u . We may assume that u y q F u y q , so w l W _ K .0 y1 0 y1 0
Ž . 5 Ž .5Next, for each j G 0 we choose i s i j to be such that u y P u Gj i j
5 Ž .5 w xu y P u for all k g 1, N . Given d ) 0 small, we construct G [j k j j j
Ž Ž . . Ž .G i j , u , e , d according to 14 . If u g C, or if some e , d ) 0 the setj j j j j j
G is finite, we stop. Otherwise, u is chosen w.r.t. u in the samej jq1 j
manner that uX is chosen w.r.t. u in Claim 2. There are three possibilities
to consider.
Ž .1 It may happen that the process stops at u g C for some j finite.j
Then choose w s u and Claim 4 is complete.j
Ž .2 Or the process may stop at u for some j finite but u f C. Wej j
Ž .set i s i j and we note that u f C . By our stopping rule, the premises ofj i
 4Claim 3 are fulfilled, and so the sequence x is essentially inside B . Byn j
Claim 2, W _ K is empty. This is a contradiction, since by constructionj
Ž .W _ K contains u for all j G 0. So, possibility 2 never occurs.j jy1
Ž .3 Consider the third possibility, i.e., the sequence u is infinite.j
Using Claim 2 it follows that
jy1
2 2 25 5 5 5 5 5X X Xq y u F q y u q u y P u ,Ž .Ýj 0 j iŽ j . j
Xj s0
Ž X. w xwhere i j g 1, N is as constructed by the induction step. By the special
Ž X.choice of i j we can write
jy1
2 2 25 5 5 5 5 5X Xq y u F q y u q max u y P u .Ž .Ýj 1 j i j
X ij s0
5 Ž .5Boundedness of W implies that max u y P u decreases to zero as jk j k j
increases. In other words, u converges in norm to C , for all k. Byj k
Ž .  4Observation 19 ii , any weak accumulation point u of u must belong to‘ j
Ž .C for all k, hence u g C. Now, by Observation 19 iii , u g W , andk ‘ ‘
vŽ .W _ K u contains any u . So, w s u fulfills Claim 4.‘ j ‘
Claim 5. W is a singleton.
Indeed, assume that W is not a singleton. Then by Claim 4 there exists
Ž .w g W l C such that W _ K w is not empty. Choose e ) 0. Since w g C,
 4w enjoys the Fejer montonicity property w.r.t. the entire sequence x . So,n
 4 Ž . Ž .x must be essentially inside B u, e . By Claim 2, W _ K w is empty,n
vcontradicting Claim 4. Thus, W must be a singleton.
Ž .  4So, let u be the weak in fact, spherical limit point of the sequence x .n
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ÃClaim 6. u g C.
Ž . Ž .Indeed, assume that u f C for some i. Let B be the ball B u, e in 11i
 5 5 5 Ž .54  4intersected with the half-space x g H : x y u F x y P u . Then xi n
is essentially in B, and Corollary 18 can be applied repeatedly to give, for
all m ) k c 0,
my1
5 5 5 5r q F x y q F x y q y a q , d w i ,Ž . Ž . Ž .Ým k i n
nsk
5 Ž .5where d s x y P x r2. By the relaxation assumption in Theorem 16,i
Ž .the value a q, d is essentially bounded away from zero. Moreover,i
Ž . ‘ Ž .r q - ‘. Hence Ý w i must be finite.ns0 n
ÃThis argument implies that u must be in C.
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