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Abstract
An explicit solution for a growth fragmentation equation with constant dislocation measure is obtained. In this
example the necessary condition for the general results in [5] about the existence of global solutions in the so
called self similar case is not satisfied. The solution is local and blows up in finite time.
1. Introduction
The purpose of this note is to present an explicit solution that blows up in finite time to the growth
fragmentation equation
∂u
∂t
(t, x) +
∂
∂x
(
x1+γu(t, x)
)
+ xγu(t, x) =
∞∫
x
1
y
k0
(
x
y
)
yγu(t, y)dy, t > 0, x > 0 (1)
γ > 0, k0(x) = θH(1− x), θ > 1, H : Heaviside’s function, (2)
Motivated by the study of growth-fragmentation stochastic processes [3], this type of equation was
considered recently by J. Bertoin and A. R. Watson in [5], with the initial data
u(0, x) = δ(x− 1), (3)
for γ ∈ R and k0 a measure’s density, with support contained in [0, 1], that satisfies:
k0(x)dx = k0(1 − x)dx, ∀x ∈ [1/2, 1);
∫
[1/2,1)
(1− x)2k0(x)dx = 1. (4)
These equations have proved to be interesting for mathematical reasons (cf. [5], [7]) and also because
of the great variety of their applications in mathematical modeling (cf. [2], [8]).
Email address: miguel.escobedo@ehu.es (M. Escobedo).
1
For γ = 0, existence and uniqueness of non negative solution to (1),(3) is proved in [5] under conditions
(4) only. When γ 6= 0 the existence of a global solution in [5] is proved with the supplementary hypothesis
inf
s≥0
Φ(s) < 0, where: (5)
Φ(s) = (K(s) + s− 2) , K(s) =
∫ ∞
0
xs−1k0(s)ds. (6)
After the results in [5] and [4], the importance of condition (5),(6) is well established for growth
fragmentation processes, but it remains to be better understood for the growth fragmentation equation.
We are considering in this note the simplest possible choice for k0, given in (2). It satisfies the condition
(4), and is such that:
K(s) =
θ
s
and Φ(s) =
θ
s
+ s− 2 ≡ (s− σ1)(s− σ2)
s
, ∀s ∈ C; ℜe(s) > 0, (7)
σ1 = 1−
√
1− θ, σ2 = 1 +
√
1− θ. (8)
For θ ∈ (0, 1) the two roots of Φ(s) are positive real numbers and then condition (5) is satisfied. But, for
θ > 1, σ1 and σ2 are complex conjugated, then infs>0 Φ(s) = 2(
√
θ − 1) and (5) is not satisfied.
Our main result is the following Theorem, where D ′1 denotes the set of distributions of order one.
Theorem 1.1 For all γ > 0 the measure on
(
0, γ−1
)× (0,∞), defined by:
u(t, x) = uS(t, x) + uR(t, x) (9)
uS(t, x) = (1− γt) 1γ δ
(
x− (1− γt)− 1γ
)
(10)
uR(t, x) = θ (1− γt) 2γ tF
(
1 +
σ1
γ
, 1 +
σ2
γ
, 2, γt (1 + (γt− 1)xγ)
)
H
(
1− (1− γt) 1γ x
)
, (11)
is non negative and satisfies, the equation(1),(2) in D ′1
((
0, γ−1
)× (0,∞)). It also satisfies u(t)⇀ δ(x−1)
in the weak sense of measures as t→ 0.
As a Corollary we deduce the following
Corollary 1.2 The solution u defined in (9),(11) satisfies:
lim
γt→1−
u(t, x) =
γΓ
(
2
γ
)
Γ
(
σ1
γ
)
Γ
(
σ2
γ
)(1 + xγ)− 2γ , ∀x > 0 (12)
and it blows up in finite time in the following sense:
∀r > 1 : lim
t→γ−1
(1− γt) r−1γ
∫ ∞
0
xru(t, x)dx=
Γ
(
r+1
γ
)
Γ
(
r−1
γ
)
Γ
(
r+1−σ1
γ
)
Γ
(
r+1−σ2
γ
) , (13)
lim
t→γ−1
−1
log(1 − γt)
∫ ∞
0
xu(t, x)dx=
Γ
(
r
γ
)
Γ
(
σ1
γ
)
Γ
(
σ2
γ
) , (14)
∀r ∈ (0, 1) : lim
t→γ−1
∫ ∞
0
xru(t, x)dx=
Γ
(
r+1
γ
)
Γ
(
1−r
γ
)
Γ
(
σ1
γ
)
Γ
(
σ2
γ
) . (15)
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The question of the possible extension for t > γ−1 is beyond the scope of this note. More general
dislocation measures like km(x) = (x
m + (1 − x)m)H(1 − x) for m = 1, 2, 3, · · · may also be considered
(cf. [9]), although the solutions are not always so explicit.
2. Mellin variables.
If u were a suitable solution of (1),(3), applying the Mellin transform to both sides of (1) and (3), we
would obtain for Mu, the Mellin transform of u:
∂
∂t
Mu(t, s) = (K(s) + s− 2)Mu(t, s+ γ) (16)
Mu(0, s) = 1. (17)
Solutions to (16),(17) may be obtained by a general method, based on Wiener Hopf arguments (cf. [9]
for details). For a description and applications of that method the reader may consult [6]. However in our
case the problem (16),(17) has a particularly simple explicit solution.
If F (a, b, c, z) denotes the Gauss hypergeometric function 2F1(a, b, c, z) (see for exemple [1]), it follows
from the identities 15.2.1 and 15.3.3 in [1], that the function:
Ω(t, s) = F
(
s− σ1
γ
,
s− σ2
γ
,
s
γ
, γt
)
≡ (1− γt) 2−sγ F
(
σ1
γ
,
σ2
γ
,
s
γ
, γt
)
(18)
satisfies (16),(17) for t and s in the domain of analyticity of F
(
s−σ1
γ ,
s−σ2
γ ,
s
γ , γt
)
such that t 6= γ−1.
Our purpose is to define the fonction u as the inverse Mellin transform of Ω, to prove that the Mellin
transform of u is Ω and then to prove that u solves (1),(3).
3. The inverse Mellin transform of Ω(t, s).
We first show the following Proposition, where M (0,∞) denotes the space of non negative locally
bounded measures on (0,∞).
Proposition 3.1 For all t ∈ (0, γ−1) the function Ω(t, s) defined in (18) has an inverse Mellin transform
that belongs to M (0,∞), that we denote u(t, x) =M−1(Ω), and that satisfies
Mu(t, s) = Ω(t, s), ∀s ∈ C; ℜe(s) > 0, t ∈
(
0, γ−1
)
. (19)
Proof. For 0 < t < γ−1 fixed, the hypergeometric function F
(
σ1
γ ,
σ2
γ ,
s
γ , γt
)
is analytic in the domain
D = {s ∈ C;ℜe(s) > 0} and by 15.7.1 in [1]∣∣∣∣F
(
σ1
γ
,
σ2
γ
,
s
γ
, γt
)
− 1− 2t
s
∣∣∣∣ ≤ C(1 + |s|)−2, ∀s ∈ D.
for some constant C = C(t, σ1, σ2, γ). Then, by Theorem 11.10.1 in [10], for all t ∈
(
0, γ−1
)
, the function
Ω(t) has an inverse Mellin transform u(t) ∈ M (0,∞), given by
u(t, x) =
1
2iπ
∫
ℜe(s)=s0
x−sΩ(t, s)ds,
for an arbitrary s0 > 0, and such that for all s ∈ D, Mu(t)(s) = Ω(t, s). ✷
We may obtain now the explicit expression of u. Let us prove first the following Proposition.
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Proposition 3.2 Suppose σ1 ∈ C, σ2 ∈ C, γ > 0 and t ∈
(
0, γ−1
)
and define the function
v(t, x) = F
(
1 +
σ1
γ
, 1 +
σ2
γ
, 2, γt (1 + (γt− 1)xγ)
)
H
(
1− (1 − γt) 1γ x
)
(20)
for x > 0. Then, for all t ∈ (0, γ−1), the Mellin transform of v is:
Mv(t, s) = (1 − γt)−
s
γ
F
(
σ1
γ ,
σ2
γ ,
s
γ , γt
)
− 1
θt
, ∀s ∈ C; ℜe(s) > 0. (21)
Proof. Since γ > 0 and 1− γt > 0 it follows that for all x > 0, (1 + (γt− 1)xγ) < 1. Then:
F
(
1 +
σ1
γ
, 1 +
σ2
γ
, 2, γt (1 + (γt− 1)xγ)
)
=
∞∑
n=0
Γ
(
1 + σ1γ + n
)
Γ
(
1 + σ2γ + n
)
Γ (2) (γt)n
Γ
(
1 + σ1γ
)
Γ
(
1 + σ2γ
)
Γ (2 + n) Γ (n+ 1)
×
×(1 + (γt− 1)xγ)n, (22)
Mv(t, s) =
∫ ∞
0
v(t, x)xs−1dx =
∞∑
n=0
Γ
(
1 + σ1γ + n
)
Γ
(
1 + σ2γ + n
)
Γ (2) (γt)n
Γ
(
1 + σ1γ
)
Γ
(
1 + σ2γ
)
Γ (2 + n) Γ (n+ 1)
×
×
∫ (1−γt)− 1γ
0
(1 + (γt− 1)xγ)nxs−1dx.
A straightforward calculation gives, using γ > 0:
∫ (1−γt)− 1γ
0
(1 + (γt− 1)xγ)nxs−1dx = (1− γt)− sγ
Γ(n+ 1)Γ
(
s
γ
)
γΓ
(
1 + sγ + n
) .
and then, for all s ∈ C such that −s/γ 6∈ N:
Mv(t, s) = (1 − γt)−
s
γ
∞∑
n=0
Γ
(
1 + σ1γ + n
)
Γ
(
1 + σ2γ + n
)
Γ (2) (γt)n
Γ
(
1 + σ1γ
)
Γ
(
1 + σ2γ
)
Γ (2 + n) Γ (n+ 1)
Γ(n+ 1)Γ
(
s
γ
)
γΓ
(
1 + sγ + n
)
= (1 − γt)− sγ
F
(
σ1
γ ,
σ2
γ ,
s
γ , γt
)
− 1
σ1σ2t
.
✷
The next Corollary follows from Proposition 3.2 and Theorem 11.10.1 in [10] on the uniqueness of the
inverse Mellin transform:
Corollary 3.1 For all σ1 ∈ C, σ2 ∈ C, suppose that γ > 0, 0 < γt < 1 and let ω be the measure:
ω(t, x) = (1 − γt) 1γ δ
(
x− (1− γt)− 1γ
)
+ σ1σ2t(1− γt)
2
γ v(t, x).
Then, for all t ∈ (0, γ−1):
Mω(t, s) = Ω(t, s) for all s ∈ C, ℜe(s)s > 0
and u(t) = ω(t) for all t ∈ (0, γ−1).
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We may prove now our main result.
Proof of Theorem 1.1. It is easy to check that u(t) ⇀ δ(x− 1) as t→ 0 in the wek sense of measures.
We already know that Ω(t, s) = Mu(t, s) solves the problem (16), (17). Applying the inverse Mellin
tranform to both sides of the equation (16) we deduce the following equation in D ′
((
0, γ−1
)× (0,∞))
∂u
∂t
(t, x) =
1
2iπ
∫
ℜes=σ0
(
θ
s
+ (s− 1)− 1
)
Mu(t, s+ γ)x−sds. (23)
We consider now each of the terms in the right and side separately. Since σ0 > 0, γ > 0, using that
Mu(t, s) = Ω(t, s) for all ℜe(s) > 0 we write γ > 0:
1
2iπ
∫
ℜes=σ0
Mu(t, s+ γ)x−sds= 1
2iπ
∫
ℜes=σ0
∫ ∞
0
u(t, y)ys+γ−1dyx−sds
=
∫ ∞
0
u(t, y)yγ−1
(
1
2iπ
∫
ℜes=σ0
(
x
y
)−s
ds
)
= xγu(t, x). (24)
The second term in the right hand side of (23) is given by the classical formula
1
2iπ
∫
ℜes=σ0
(s− 1)Mu(t, s+ γ)x−sds = ∂
∂x
(
1
2iπ
∫
ℜes=σ0
Mu(t, s+ γ)x1−sds
)
(25)
In the las term in the right hand side of (23) we write as above:
1
2iπ
∫
ℜes=σ0
θ
s
Mu(t, s+ γ)x−sds =
∫ ∞
0
u(t, y)
(
1
2iπ
∫
ℜes=σ0
θ
s
ys+γ−1x−sds
)
dy.
Using that for σ0 > 0:
1
2iπ
∫
ℜes=σ0
1
s
ys+γ−1x−sds =
{
0, if y < x
yγ−1, if y > x
we deduce
1
2iπ
∫
ℜes=σ0
θ
s
Mu(t, s+ γ)x−sds = θ
∫ ∞
x
u(t, y)yγ−1dy. (26)
Since u ∈ C ([0, γ−1) ;M (0,∞)) ∩ C1 ((0, γ−1) ;D ′1(0,∞)) it follows from (23)–(26) that both sides of
the equation (1) are equal in C
((
0, γ−1
)
;D ′1(0,∞)
)
and then, for all ϕ ∈ C1c
((
0, 1γ
)
× (0,∞)
)
:
〈
ut(t) +
∂
∂x
(
xγ+1u(t)
)
+ xγu(t), ϕ(t)
〉
= θ
〈∫ ∞
x
yγ−1u(t, y)dy, ϕ(t)
〉
(27)
where 〈·, ·〉 is the duality bracket between D ′1
((
0, γ−1
)× (0,∞)) and C1c ((0, γ−1)× (0,∞)).
Since σ1 = σ2, Γ
(
1 + σ1γ + n
)
= Γ
(
1 + σ2γ + n
)
for all n ∈ N, and the positivity of u follows. ✷
Proof of Corollary 1.2. Properties (13)–(15) follow from the explicit expressions of Ω(t, s) and uR
in (11), (18), and formulas 15.4 (ii) in [11]. ✷
Remark 1 Due to the particular form of the measure u, it is easy to check that (27) is satisfied for all
ϕ ∈ C1c
([
0, 1γ
)
× (0,∞)
)
. We also deduce from (27) that uS and uR satisfy:
5
∂uS
∂t
+
∂
∂x
(
xγ+1uS
)
+ xγuS = 0, in D ′1(0,∞) (28)
and for all t > 0 and a.e. x > 0:
∂uR
∂t
(t, x) +
∂
∂x
(
xγ+1uR
)
(t, x) + xγuR(t, x) = θ(1 − γt)−γ−1γ H
(
1− (1− γt) 1γ x
)
+
+θ
∫ ∞
x
uR(t, y)yγ−1dy. (29)
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