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Summary
The initial code acquisition techniques for direct sequence code division multiple 
access (DS/CDMA) communication networks are investigated in this thesis.
Conventional methods of code acquisition, which aie basically based on the auto 
correlation and cross coiTelation properties of spreading codes, fail in the presence of 
multiple access interference (MAI) and the near-far effect. This fact motivates the 
study for interference resistant acquisition algorithms in the hostile channel 
environment. Training-based acquisition is investigated and the effect of training 
sequence stincture on acquisition performance is discussed. A new tiaining sequence 
ai’chitecture is proposed which results in a shorter acquisition time.
Demands for high bit rate services and needs for more efficient exploitation of
resources lead to the study of acquisition algorithms that do not need the preamble or 
training sequences. In this context, blind adaptive algorithms for code acquisition are 
investigated. The mismatch problem of blind algorithms is addressed and a novel 
method of mismatch problem handling for Constraint Minimum Output Energy (C- 
MOE) is proposed. The algorithm results in good acquisition perfomiance under 
different channel conditions and system loadings.
The idea of joint acquisition and demodulation of data, where the outcome of the 
acquisition mode is an interference suppressor filter, is also discussed. It is shown 
that in this class of receivers, a one-step constraint acquisition process is not 
sufficient for handling both the mismatch problem and exploiting the multi-path
diversity. Therefore, a novel receiver is proposed which is able to handle the
mismatch problem as well as the channel diversity. This receiver is based on a two- 
step constraint minimum output energy algorithm and comparatively provides a good 
acquisition and demodulation performance.
Keywords-. Code acquisition, interference cancellation, joint acquisition and 
demodulation
Dedicated To
Maryam & Negar
11
Acknowledgments
I thank my supervisors, Prof. R. Tafazolli and Prof. B, Evans, without whose help this 
thesis could not have been finished.
Ill
Table of Contents
Table of Contents
Summary..................................................................................................................................... i
Dedicated To ......................  it
Acknowledement,.................................................................................................................. . in
Table o f Contents........................................................................     iv
List o f F igures ........................................................................................................................vii
Acronym s...................................................................................................................................x
Notations................................................................................................................................xiii
1 Introduction........................................................................................................   1
1.1 Wireless network...............................................................................................................1
1.2 CDMA-receiver structure................................................................................................2
1.3 Code synchronisation; the motivation..........................................................................3
1.4 Outline of the thesis and novel achievements............................................................ 4
2 Time delay acquisition principles......................................................................................9
2.1 Basic acquisition principles..........................................................................................11
2.2 Parameter definition for a general acquisition system ...........................................12
2.3 Spreading codes and their characteristics.................................................................13
2.4 Classification of code acquisition schemes...............................................................16
2.4.1 Serial cell search...................................................................................................... 16
2.4.2 Parallel cell search...................................................................................................18
2.4.3 Hybrid cell search....................................................................................................18
2.4.4 Fixed and variable dwell tim e...............................................................................19
2.5 MAI and conventional receivers................................................................................. 21
2.5.1 BER performance of conventional receivers....................................................21
2.5.1.1 Numerical exam ple.......................................................................................... 23
iv
Table of Contents
2.5.2 Acquisition-based capacity of conventional receivers....................................25
2.6 Maximum likelihood code acquisition......................................................................30
2.6.1 Interference resistant delay acquisition algorithms..........................................37
2.7 Generalised transfer function.......................................................................................37
2.8 Summary............................................................................................................................41
3 Adaptive interference suppression receivers in fading channel.............................. 42
3.1 Overview o f multiuser receivers................................................................................. 43
3.2 Joint time delay acquisition and demodulation o f data......................................... 45
3.3 Adaptive pre-combining LMMSE single user receiver........................................ 46
3.4 Adaptive post-combining LMMSE single user receiver...................................... 48
3.5 Channel m od el.................................................................................................................50
3.6 Signal m odel..................................................................................................................... 54
3.7 Summaiy............................................................................................................................ 57
4 Interference resistant tiine-delay acquisition................................................................58
4.1 Chip and bit levels time uncertainty...........................................................................59
4.1.1 Effect of chip level uncertainty on power o f signal.........................................61
4.2 Training approach for JA D ................................................................  63
4.2.1 Training sequence structure................................................................................... 65
4.3 Simulation results and discussion............................................................................... 67
4.4 Blind reception of CDMA signals.............................................................................. 74
4.4.1 Classification of blind receivers.......................................................................... 74
4.4.2 Blind C-MOE algorithm for time delay acquisition....................................... 75
4.4.3 The array signal processing application................................................................ 79
4.4.4 The mismatch problem in blind approaches..................................................... 81
4.4.5 Delay estimation refinement................................................................................. 85
4.4.6 Automatic selection of V .......................................................................................87
4.4.6.1 Numerical example...........................................................................................88
4.4.7 Simulation results and discussion........................................................................ 90
4.4.8 Acquisition performance in multi-path fading channel.................................. 95
Table of Contents
4.4.9 UMTS RACH structure & process......................................................................97
4.4.10Simulation results and discussion......................................................................... 99
4.5 Acquisition time analysis............................................................................................106
4.6 Summary..........................................................................................................................108
5 Enhanced receiver fo r  jo in t acquisition and demodulation o f  da ta ......................110
5.1 Near-far resistant characteristic of JAD receiver.................................................I l l
5.2 Conventional receiver’s exploitation of time diversity.......................................113
5.3 JAD receiver’s exploitation of time diversity........................................................115
5.4 Mismatch handling and receiver refinement.........................................................118
5.4.1 Pilot channel aided receiver................................................................................. 120
5.5 Simulation results and discussions.............................................................................. 121
5.6 Complexity discussion..............................   130
5.6.1 Numerical examples and discussions....................................................................132
5.7 Summary.......................................................................................................................... 134
6 Conclusions and future work.........................................................................................135
6.1 Conclusions....................................      135
6.2 Future work..................................................................................................................... 137
References............................................................................................................................. 139
VI
List of Figures
List of Figures
Figure 1.1: An uplink multi-path channel ti'ansmission in a mobile.............................................3
Figure 2.1: Two-dimensional uncertainty region  ......  11
Figure 2.2: Block diagram of a basic time delay search system [Pete95]................................... 12
Figure 2.3: A general M-sequence generator................................................................................ 14
Figure 2.4: A general Gold code generator [Dina98]...................................................................15
Figure 2.5: Non-coherent partial parallel PN code acquisition block diagram..........................19
Figure 2.6: A multiple dwell time acquisition system................................................................. 20
Figure 2.7: BER of single user receiver vs. SNR for two different numbers of....................... 24
Figure 2.8: BER of single user receiver vs. SNR for two different numbers..................................24
Figure 2.9: Upper bound of the probability of false alarm.............  30
Figure 2.10: In-phase / Quadrature phase non-coherent detector.................     31
Figure 2.11: A general example of access slot structure................................................................. 32
Figure 2.12: The layout of the cell of interest and the first layer of interfering cells..................... 34
Figure 2.13: State transition diagram for a specific code phase...................................................... 38
Figure 2.14: The general transition diagram for acquisition process...............................................40
Figure 3.1: (a) Post-combining (b) Pre-combining interference suppression receivers.......... 43
Figure 3.2: An adaptive pre-combining LMMSE receiver structuie............................................... 47
Figure 3.3: An adaptive post-combining LMMSE receiver structure.............................................48
Figure 3.4: Spreading of the signal in time, angle and frequency..............................................53
Figure 4.1: Structure of the received signal in a chip and bit level asynchronous system...........59
Figure 4.2: A possible sti ncture of modulating symbols for signals in......................................66
Figure 4.3: Probability of acquisition error vs. Eb/No (dB)....................................................... 71
Figure 4.4: Probability of acquisition error vs. Eb/No (dB).......................   71
Figure 4.5: Near-far resistance of the acquisition process in multi-path....................................72
Figure 4.6: Near-far resistance of the demodulation process in multi-path...............................72
Figure 4.7: Comparison of the acquisition performance in Rayleigh flat fading..................... 73
Figure 4.8: The geometry of the MOE algorithm.........................................................................78
Figure 4.9: Mean value of D = mean{ || / /  ||} in a wrong hypothesis vs. Eb/No.............................89
Figure 4.10: Semi-analytic approximation of the probability o f ................................................. 92
Vll
List of Figures
Figure 4.11: Semi-analytic approximation of the probability o f ..........................................92
Figure 4.12: Semi-analytic approximation of the probability of acquisition....................... 93
Figure 4.13: Semi-analytic approximation of the probability of acquisition....................... 93
Figure 4.14: RACH power ramping and message transmission..................................................... 98
Figure 4.15: Access slots for different random access bursts...........................................................98
Figure 4.16: Probability of acquisition error in an UL scenario for the MOE algorithm using
equation {4.18} (No mismatch handling). Three paths Rayleigh fading channel (Table 4.1).
 102
Figure 4.17: Probability of acquisition error in an UL scenar io for the MOE algorithm using
equation (4.18} (No mismatch handling). One path Rayleigh fading channel.....................102
Figure 4.18: Probability of acquisition error in an UL scenario for the MOE algorithm using
equation {4.27}. Three Paths Rayleigh fading channel (Table 4.1)..................................... 103
Figure 4.19: Probability of acquisition error in an UL scenario for the MOE algorithm using
equation {4.27}. One path Rayleigh fading channel, Number of symbols in acquisition mode
.................................................................................................................................................. 103
Figure 4.20: Probability of acquisition error vs. near-far ratio in an UL scenario. The MOE
algorithm using equation {4.27}, Three Paths Rayleigh fading channel (Table 4.1),....... 104
Figure 4.21: Probability of acquisition error vs. near-far ratio in an UL scenario. Three Paths
Rayleigh fading channel (Table 4.1), Conventional receiver...............................................104
Figure 4.22: Probability of acquisition error vs. near-fai" ratio in an UL scenario. Three Paths
Rayleigh fading channel (Table 4.1), Conventional receiver,............................................. 105
Figure 4.23: State diagram of the acquisition algorithm.................................................................106
Figure 4.24: Average acquisition time of the training algorithm in a single path and............ 107
Figure 4.25: Average acquisition time of the C-MOE algorithm in a single path and................. 108
Figure 5.1: SIR of the blind JAD algorithm vs. number of symbols used for acquisition
process. 10 MAI users in a 3-path UL fading channel (Table 4.1) were considered......112
Figure 5.2: The Rake receiver combiner and the synchronisation block..................................114
Figure 5.3: Block diagram of the E-JAD receiver..................................    120
Figure 5.4: BER vs. PMAI(offset) dB. MAI =15 users...................................................... 123
Figure 5.5: BER vs. PMAI(offset) dB. MAI =15 user........................................................ 123
Figure 5.6: BER vs. PMAI(offset) dB. MAI =5 users........................................................ 124
Figure 5.7: BER vs. PMAI(offset) dB. MAI =5 users........................................................ 124
Figure 5.8: BER vs. PMAI(offset) dB. MAI =10 users...................................................... 125
Vlll
List of Figures
Figure 5.9; BER vs. PMAI(offset) dB. MAI =10 users.................................................................. 125
Figure 5.10: BER vs. PMAI(offset) dB. MAI =15 users................................................................ 126
Figure 5.11: BER vs. PMAI(offset) dB. MAI =15 users................................................................ 126
Figure 5.12: BER vs. acquisition window size. MAI=10 users......................................................127
Figure 5.13: Mean and variance of channel phase detection error vs.............................................127
Figure 5.14: The Histogram of error energy in detection of the channel amplitudes................... 128
Figure 5.15: F-N of error in calculating the inverse matrix (using {5.12})................................... 133
Figure 5.16: F-N of error in calculating the inverse matrix (using {5.14})...................................133
IX
Acronyms
Acronyms
3G Third Generation Mobile Systems
ACQ Acquisition
AICH Acquisition Indicator Channel
ASIC Application Specific Integrated Circuit
AWGN Additive White Gaussian Noise
BCH Broadcast Channel
BER Bit Error Rate
B-MOE Basic Minimum Output Energy
BPSK Binary Phase Shift Keying
CDMA Code Division Multiple Access
CFAR Constant False Alarm Rate
C-MOE Constr aint Minimum Output Energy
DL Downlink
DOA Direction Of Arrival
DS Direct Sequence
DS/CDMA Direct Sequence CDMA
DS/SS Direct Sequence Spread Spectr um
Eb/No Energy of Bit/(2*Noise Vai'iance)
E-JAD Enhanced JAD
ETSI European Telecommunication Standards Institute
FA False Alarm
FDD Frequency Division Duplex
Acronyms
FDMA Frequency Division Multiple Access
FH/CDMA Frequency Hopping CDMA
FIR Finite Impulse Response
F-N Frobenius Norm
GWSSUS Gaussian Wide Sense Stationary Uncorrelated Scattering
ICI Inter Chip Interference
IS95 Industry Standard 95
ISI Inter Symbol Interference
ITU International Telecommunication Union
JAD Joint Acquisition and Demodulation
LFSR Linear Feedback Shift Register
LMMSE Linear Minimum Mean Square Error
LMS Least Mean Squares
LOS Line of Sight
LS Least Squares
MAI Multiple Access Interference
MC-CDMA Multi Carrier CDMA
MHz Mega Hertz
ML Maximum Likelihood
MOE Minimum Output Energy
MSE Mean Square Error
M-Sequence Maximal Length Sequence
MUSIC Multiple Signal Classification
MVDR Minimum Variance Distortion-less Response
NLOS None Line Of Sight
XI
Acronyms
OVSF Orthogonal Variable Spreading Factor
PDF Probability Density Function
PE Polynomial Expansion
PMAI(offset) Power of MAI Relative to the Desired User
PN Pseudo Noise
QoS Quality of Service
RACH Random Access Channel
RES Recursive Least Square
SD/CA Signal Detection / Code Acquisition
SIR Signal to Interference Ratio
SNR Signal to Noise Ratio
SPRT Sequential Probability Ratio Test
TDD Time Division Duplex
TDMA Time Division Multiple Access
UL Uplink
UMTS Universal Mobile Telecommunication System
UTRA UMTS Terrestrial Radio Access
VLSI Very Lar ge Scale Integrated Circuit
WCDMA Wideband CDMA
Xll
Notations
Notations
ük\j] jth element of the spreading sequence of Lh user
Steering vector relating to the kü, direction of arrival
^  Multi-path code signature matrix
bk,i iüi symbol of kn, user
bk,n nth bit of kth user
b' Estimation of the desired symbol
f   ^ ^ Vector of information symbols and its estimation, respectively
5(1,z) Path function (in a Markov chain) relating to the Im path
c(t) Time invariant channel impulse response
c(to,t) Time variant channel impulse response
Co Speed of light
cjt,p Channel coefficient of the kth user in pth path
Cl Complex channel coefficient of the desired user in l,h path
Cp_k{t) Time invariant channel pulse response relating to the kth user
c Multi-path channel coefficient vector
c Estimation of the channel coefficient vector cop
C Number of total acquisition states in a Markov chain
E(n,j,k) Event function relating to detection of the coiTect cell where Uti, cell is
the correct one and “j” miss and “k” false alarm have been counted 
before detecting the nth cell
f{D) Characteristic polynomial function of a code generator
Xlll
Notations
f c
Tel max 
/
fm e - o p  
f îioe
I
go(D)
G
HO
H1
Hq{z)
H,n{z)
/o(.)
h i t )
U t)
Kr
l
L
La
Lp
Ls
M
Carrier frequency (Hz)
Maximum Doppler frequency 
Receiver FIR filter vector
Optimum receiver vector based on the MSE criterion
Receiver FIR filter, calculated based on the MOE criterion
Beam-former fker
General polynomial function 
Processing gain
False acquisition-state hypothesis 
Correct acquisition-state hypothesis
Transfer func:; m for advancing from incorrect cell to another incorrect 
cell
Transfer function for advancing from coiTect cell to acquisition state
Transfer function for advancing from conect cell to incorrect cell
Zero order Bessel function of the first kind
Intra-cell interference
Inter-cell interference
Rician factor
Distance between the base station and the mobile terminal 
Number of transmission paths 
Number of elements in an antenna array structure 
Path loss in dB
Power loss caused by delay Ô , J  e  [0,1)
Ratio of the spreading code period to the symbol time duration
XIV
Notations
no{t)
nk.i
N
Ni
P
P(n,j,k)
Pacq-error
Pd
P f
Pfa
P fa J J
Pu
Pm
P op
p a s
PR(.)
P r iQ
p.(.)
4 / 0
U t)
U t)
U t)
Additive white Gaussian noise
Integer number of chips delay relating to the kth user’s signal in 7th path 
Period of a code sequence (chips)
Uncertainty region cause., by distance I (in chips)
Samp: i ra t e  at the recei.er side 
Probe !,;■ y function reh. . • to E {n ,j,k )
Probability of acquisition error
Probability of detection
Probability of acquisition failure
ProbnJ lib y of false alarri
Upper i •' und of the prob; bility of false alarm
Probe ■ V of transition b . m state “i” to state “j” on a Markov chain
Probability of miss
Probablliiy of error of the optimum receiver (Single user, AWGN 
channel)
Probability of eiTor of the optimum receiver (Multiple users, AWGN 
channel, synchronous case)
Probability of error of the optimum receiver (Multiple users, AWGN 
channel, asynchronous case)
Rayleigh PDF
Rician PDF
PDF of shadowing
Chip shape waveform of duration
Auto-correlation function of a Rayleigh fading process 
Received signal of Ku, user.
Received signal of the desired user
XV
' i d
Notations
Cross correlation vector between received vector F and data sequence d
Sampled received vector falling in the nu, observation window
jr(A) Sampled received vector of kth user in the nth observation window
Raa{k) Auto correlation function of sequence {a}
p  , Cross correlation function of sequences a and a
p  Autocorrelation mati’ix of the received signal vector F
D Estimated autocorrelation matrix of the received signal vector FiV,.^
p  General Autoconelation matrix
F  Initial state of autocorrelation matrix in recursive estimation.
Sc(-) Jakes power spectral density
SgQ  Power spectral density of a Gaussian process
Sk{t) Continuous time signature waveform, spreading sequence of k^ , user
t[n] nth bit of the ti aining sequence
T Time duration of information symbol
T(n,j,k) Acquisition time relating to the E {n ,j,k )
Tacq_av Average acquisition time
Tc Time duration of code chips
T(i Dwell time
Td_av Average dwell time
Tfa False alarm recovery time
Ti Evaluation time of ith cell of uncertainty region
T,n Time duration of message part
Tp Total processing time for a preamble ai’chitecture
XVI
Notations
p^re
Tr
Tu
U/  ^ , Uf. , Uf^
wrong
V^c
X
a
Œt
àk.i
AT
An
Oa,k
Ok
K j
^e_nin.x
Xk
m^oe
F
Fe
V
Time duration of preamble part 
Reset time
Time interval between two random access slots
kth user signature waveform related to the current, previous and the 
next symbols, which are falling into the observation window
Estimate of the desired user signature waveform 
A pre-known wrong hypothesis 
Mobile speed
Carrier frequency (Radian/s)
Summation index 
Decision threshold
Constant coefficient used for the Taylor series expansion of R
A fraction of a chip delay relating to the kth user’s signal in Ah path
Time uncertainty interval
Frequency uncertainty interval
Direction of arrival of kth user
Random phase of kth user
it], eigen-value of the coirelation mati'ix
Maximum eigen-value of the correlation matrix
Power control eiror of kth user
Lagrangian multiplier used for the C-MOE criterion
Step size in a LMS algorithm
Mean of a Gaussian random variable
Penalty factor in the C-MOE algorithm
x v i i
Notations
k^.o> Shadowing random vaiiables of k,}, user observed from desired user
cell and its own cell respectively.
pjf. Cross correlation between jti, and kti, users
p'. k&'P'k j Left hand and right hand sides, partial cross correlations between jth
and kth users
a Standard deviation of a Gaussian random variable
Vai'iance of acquisition time
To Delay of the desired user in comparison with the sampling time at the
receiver
Tj^ k Relative delay (Delay of ko, user in comparison with jth user)
(Pk Voice activity of kth user
Oi Probability of stailing the cell search process from io, cell
V(.) Gradient
( J* Complex Conjugate
( Matrix/Vector transpose
( Complex conjugate transpose
II. II Euclidian norm
trace{.) Sum of the main diagonal elements of a matrix
<x: , y>  Inner product of two vectors x and ÿ
(.) ® (.) Convolution
I^ .J The nearest integer value, smaller than the operand
} Union of events X„, « e  [0,
T" {x) Left hand shift. Shifts vector x  , n times
X V l l l II
Notations II
(J) Right hand shift. Shifts vector x , n times
In this thesis the following applies:
Matrixes are denoted using uppercase letters with a bar (e.g. A ), or with a hat (e.g. À ). 
Vectors are denoted using lowercase letters with a bar (e.g. a ), or with a hat (e.g. â ). 
All other variables and parameters are scalar.
XIX
Chapter 1: Introduction
Chapter 1
1 Introduction
1.1 Wireless network
The wireless communication idea goes back to 1895 by G. Marconi who used radio 
waves over long distance. However its rapid growth started after Bell laboratories, in 
1960, proposed the cellular* concept. Communication networks are now faced with 
explosive growth in number of subscribers, as well as increasing demands for higher 
bit rate services. As a result, the ability to support larger frequency bandwidth and to 
provide better quality of services (QoS) to the end user becomes more prominent. 
Furthermore, the limitation on available frequency bandwidth is already a problem in 
metropolitan areas, therefore the demand for new bandwidth efficient multiple access 
schemes, as well as advanced receiver architectures, is essential in providing low cost 
communications solutions for next generation systems.
Frequency division multiple access (FDMA), and time division multiple access 
(TDMA), are two traditional ways of allocating frequency spectrum resources to 
separate users. The FDMA and TDMA rely on paititioning the users in the available 
Aequency and time domains and hence the maximum number of active users depends 
on the available slots o f frequency and time.
i
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However, in code division multiple access technology, known as CDMA, all users 
transmit their information bits at the same time and occupy the same frequency band 
using different spreading codes. The capacity o f network in CDMA mainly depends 
on the number of available orthogonal or nearly orthogonal signature sequences 
(spreading codes) that are used for sepaiating the users’ transmissions.
There are two most commonly used spread spectrum techniques that provide the code 
division multiple access schemes. These are known as direct sequence CDMA  
(DS/CDMA) and frequency hopping CDMA (FH/CDMA) [Pete95] [Pras98] 
[Qjan98-a].
Generally speaking in a DS/CDMA the stream of infoimation bits are multiplied by a 
user specific high rate spreading code to generate the spread spectium signal. 
Alternatively, FH/CDMA scheme spreads the information bits by changing their 
transmission frequency regularly according to a user specific spreading code.
The FH scheme has been mostly used for military applications, while the DS/CDMA  
has attracted most interest in commercial systems. IS-95 was the first commercial 
system to adopt CDMA as an air-interface in North America; this latter scheme 
(DS/CDMA) is considered in this thesis.
Based on- the standardisation process conducted by the International 
Telecommunication Union (ITU) and its European co-ordinator, the European 
Telecommunication Standards Institute (ETSI), the Wideband CDMA (WCDMA) 
has been selected for the UMTS, Universal Mobile Telephone System, TeiTestrial 
Radio Access (UTRA) for services which are using frequency division duplex 
(FDD), where TDMA-CDMA was selected for time division duplex (TDD) services 
[Gjan98-b].
1.2 CDMA-receiver structure
The type of multiple access scheme and characteristics of mobile wireless channel 
have a direct influence on the design and parameters of the receiver.
The transmission channel in mobile wireless network is an open area. The WCDMA
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transmitted signal arrives to the receiver through different transmission paths with 
different delays, phases, attenuations and different direction of arrivals. It also suffers 
from Doppler frequency shifts, which depends on the relative velocity of transmitter 
and receiver. Hence the transmitted signal is spread in time, space and frequency. The 
combination of the above problems and the fact that many users are sending their 
information at the same time and in the same frequency band with unique power 
profiles, have suggested the need for a new receiver design that can suppress multiple 
access interference, and that can exploit the multi-path characteristic of channel. 
Figure 1.1 shows an uplink (mobile to base station) multi-path channel.
#(mi
• * rftn — . . . .
M obile 1
M obile 2
M obile k
Figure 1.1: An uplink multi-path channel transmission in a mobile 
telecommunication network
1.3 Code synchronisation; the motivation
The previous section has defined the key requirements of a CDMA receiver design. 
To remove the multiple access interference, MAI, and inter symbol interference (ISI), 
the spreading codes should have a very low cross-correlation and very sharp auto-
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correlation characteristic. Exploiting these characteristics on the other hand needs a 
good level o f synchronisation between the transmitted code sequence and its locally 
generated replica at the receiver.
This suggests that code synchronisation is an essential part o f any CDMA receiver. It 
is also discussed in the next chapter that the code acquisition process is more 
sensitive to MAI, ISI and the near-far effect than the demodulation process is.
This motivates the study of interference resistant and near-far resistant code delay 
acquisition algorithms. In addition, the concept of joint signal acquisition and 
demodulation, where the output of the acquisition mode is an interference resistant 
demodulator, can also provide an efficient solution.
Code synchronisation process is usually implemented in two stages: Code 
Acquisition (coarse alignment) and Tracking (fine alignment).
First stage is used to bring the delay offset between the incoming spread signal and 
the locally generated replica of spreading code to within the pull-in range of the 
tracking loop. This range is usually less than one chip time duration. The second 
stage is initiated to minimise the delay offset and to track the slow  variations of 
channel such as instantaneous power and phase of the propagation paths, delays etc... 
[Pete95].
Interference resistant coarse alignment schemes are the subject of this thesis. Their 
extension to interference resistant receivers for joint CDMA signal acquisition and 
demodulation is also investigated.
1.4 Outline of the thesis and novel achievements
Adaptive interference suppression algorithms for joint code time delay acquisition and 
demodulation of direct sequence CDMA signal are studied in this thesis.
It is explained that the acquisition capacity of CDMA networks is more sensitive to 
multiple access interference and the near-far effect than demodulation, and thus 
interference resistant algorithms for the acquisition step will be more essential than the
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demodulation process.
Conventional acquisition algorithms show a poor performance in highly loaded networks 
and especially in the presence of strong near-fai’ effect. Also the overhead introduced by 
power control schemes, which is essential for conventional receivers, could be excessive 
for the future high data rate services. All of these factors strongly motivate the study of 
interference resistance acquisition algorithms.
On the other hand, the MAI suppressor algorithms have already attracted great deal of 
interest for the demodulation process. These algorithms introduce a considerable level of 
complexity to the receiver structure, thus the idea of joint signal acquisition and 
demodulation (JAD), where the output of acquisition mode is an interference resistant 
demodulator, is an interesting approach.
The training-based JAD scheme is studied in this thesis. Particularly the structure of the 
training sequence and its effect on overall acquisition performance is investigated. It is 
shown that by using a novel training sequence structure, faster acquisition time without 
increasing complexity can be achieved.
In packet radio networks, code acquisition or time synchronisation may be necessary for 
every packet session. The acquisition algorithms that are based on preamble structure or 
training sequences can impose a large amount of overhead to the network and reduce the 
efficiency of scheme. In this context, blind interference resistant code acquisition 
algorithms are studied. In the blind acquisition approach the only available information 
about desired user is its spreading code and no training information is used.
The minimum output energy (MOE) is a linear algorithm, which is suitable for applying 
the idea of joint acquisition and demodulation of data. This algorithm is studied in 
presence of multi-path fading, strong multiple access interference and unknown 
modulated information bits. Both uplink and downlink scenarios will be considered. For 
this class of receivers and in a multi-path mobile environment, a new set of important 
problems will be raised. One of the most critical issues is the mismatch between the best 
receiver hypothesis and the actual desired user signature waveform. In practice, the 
mismatch can significantly degrade the performance of the receiver from both acquisition
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and a demodulation perspective.
A novel and practical algorithm for handling the mismatch is proposed that significantly 
improves the peifonnance of the acquisition process.
It is also explained that the final receiver, which is the outcome of the acquisition mode, 
in practice, cannot exploit the diversity of channel effectively. The reason behind this is 
studied and a proper method of channel estimation is applied. By applying the method of 
mismatch handling used for the acquisition process, a new formula for calculation of the 
final demodulator filter is proposed. The channel estimation step only uses the available 
information at the output of acquisition mode; it does not need any new collection of data 
and is based on the new MOE optimisation process for refinement of the receiver.
The thesis is organised as follows:
Chapter 2 studies the principles of the acquisition process for CDMA multiple access 
technology. Conventional acquisition algorithms and their related concepts are 
introduced. As an important and practical conventional acquisition approach, the 
maximum likelihood scheme is studied.
The concept of acquisition capacity as well as the generalised transfer function for 
modelling the acquisition process is explained. Also, the limitation of conventional 
receivers for both acquisition and demodulation is addressed in this section.
Chapter 3 introduces the adaptive receiver systems and the mobile channel model. This 
model is to capture the interesting characteristics of the channel according to the time 
delay acquisition. Some of these characteristics are chip level and symbol level 
uncertainty as well as inter-symbol interference (ISI), and inter-chip interference (ICI).
It is also explained that for an adaptive JAD receiver, the structure of interference should 
be stationary. As the result, the class of short spreading codes is introduced and 
considered in all part of this thesis.
Chapter 4 focuses on interference resistance linear acquisition algorithms and their related 
issues that should be solved in a practical system.
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Training algorithm and MOE are two most interesting approaches, which are studied in 
the presence of a mobile fading channel. Novel training stmcture as well as novel method 
of mismatch handling are introduced for these two methods respectively.
Proper construction of acquisition hypothesis as well as the effect of multi-path diversity 
on acquisition performance is also addressed. Finally, a time delay analysis is carried out, 
which is based on the general transfer function introduced in chapter 2  and the simulation 
results of chapter 4.
Chapter 5 studies the performance of the final JAD receiver and addresses the BER 
performance improvements.
Proper channel estimation without increasing the complexity, and compatible with the 
structure of the acquisition process is introduced in this section, to exploit the diversity of 
channel, which cannot be captured during the acquisition mode efficiently.
Also by combining the idea of mismatch handling proposed in chapter 4, and output of 
the channel estimation mode, a novel enhanced JAD receiver (E-JAD) structure is 
proposed. Performance of the E-JAD and effectiveness of channel estimation algorithm is 
studied in detail for an uplink and downlink multi-path channel, where simulation results 
show a significant improvement in comparison to the fundamental JAD, basic MOE (B- 
MOE) for demodulation (with perfect knowledge of multi-path delay) and conventional 
demodulator (the Rake receiver with perfect knowledge of delays and channel 
coefficients)
The novel achievements o f  this research are listed as follows:
• Adaptive algorithms for joint acquisition and demodulation of data were studied 
for the first time in multi-path channel environments.
• Effect of Training sequence structure on joint signal acquisition and demodulation 
performance for an LS based JAD algorithm was studied, and a new training 
structure, which results in a faster acquisition time is proposed.
• Blind constraint minimum output energy version of JAD algorithm was studied 
and the effect of mismatch, in a multi-path channel was considered. A novel and
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practical method of adaptive handling of mismatch in a mobile multi-path channel 
is proposed.
Performances of the modified Training and the proposed blind adaptive C-MOE 
version of JAD were evaluated for both uplink and downlink of a mobile Rayleigh 
fading channel. Evaluation also compares the effect of flat and frequency selective 
fading channel conditions on acquisition performance. MAI suppression, near-far 
resistance, acquisition window size and effect of chip level uncertainty on 
acquisition performance were also considered for performance evaluations.
Problem of effective multi-path combining based on JAD algorithm, which has a 
prominent influence on initial BER performance of the receiver (but not on 
acquisition performance), was addressed for the first time. To solve this problem, 
a new structure of JAD receiver, which benefits from a suitable channel estimation 
and receiver refinement, is proposed. The integrated channel estimation does not 
need new collection of the received signal and uses the conelation matrix and 
information, available after the acquisition mode.
By combining the idea of mismatch handling (based on adaptive calculation of 
fictitious noise) used in the acquisition step, with the receiver refinement 
algorithm, a novel JAD receiver structure is proposed. In addition to the structure 
itself, a novel formula for calculation of the final demodulation vector is 
introduced as well.
BER performance of the proposed receiver was extensively evaluated in a multi- 
path Rayleigh mobile channel for both uplink and downlink scenarios. This was 
done in the presence of MAI and the near-far effect. Also, the effect of the 
acquisition performance on the BER performance was considered by evaluating 
the results using different acquisition window sizes.
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2 Time delay acquisition principles
In direct sequence code division multiple access (DS/CDMA) communication 
networks, the information-bearing signal of each user is multiplied by a unique code 
sequence. This code sequence is to provide orthogonality between different users and 
is chosen to have special properties, which facilitate demodulation o f the transmitted 
signal by the intended receiver. Additionally, it should also make demodulation of 
the transmitted signal by an unintended receiver as difficult as possible. Since the 
spreading signal has a bandwidth much larger than the data bandwidth, the spread- 
spectrum transmission bandwidth is dominated by the spreading signal and actually is 
independent of the data signal.
Direct sequence (DS) modulation spreads the power of the original signal over a 
much wider spectrum simply by multiplying the spreading sequence by the original 
infoiination bits in the time domain. This results in a lower spectral density and 
generally satisfies the two following conditions that are attiibuted to spread spectrum 
techniques [Pete95].
1) The ti'ansmission bandwidth must be much larger than the infoimation bandwidth.
2) The transmission bandwidth should be independent of the information signal.
In the demodulation process, a conventional DS/CDMA receiver will conelate the
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received signal with a locally generated replica of the user spreading code. Based on 
the characteristics o f spreading codes, which will be elaborated later, the conelating 
process de-spreads the energy of desired user into a smaller bandwidth (i.e. data 
bandwidth). Furthermore, the energy of the undesired users remains spread in the 
frequency domain, and hence the desired user can be detected effectively. This 
process assumes that the receiver has perfect knowledge of the desired user spreading 
code. In addition, successful detection of the desired signal depends on the available 
information surrounding the correct time delay of desired signal or alternatively the 
phase of the spreading code.
In practical systems, this information is not available before call set-up, and must be 
estimated so as to support coherent demodulation.
Estimation o f desired signal time delay generally known as coarse synchronisation; 
this process becomes more challenging if  we consider the time varying characteristics 
of the tr ansmission medium in mobile networks, and the presence of interfering users 
that transmit in the same frequency, and time interval. These interfering users, usually 
referred to as multiple access interference, can be much stronger than the desired one, 
affecting the performance o f the detector [Pete95] [Vite95].
Also, due to the time varying nature of the mobile channel, the coarse 
synchronisation must be followed by a tracking system, typically known as fine 
alignment.
Different code structures have been proposed and used for different CDMA systems. 
Existing IS-95B standard, which is based on synchronous narrowband CDMA radio 
access, uses maximum length sequences, known as M-Sequences, to provide multiple 
access technique. On the other hand wide band CDMA, WCDMA, for universal 
mobile telecommunication services, UMTS, rely on asynchronous network scenario 
using a bandwidth o f 5 MHz.
Thus, for UMTS communication network, instead of using different phase shifts o f  
the same M-sequences for each cell, (which provides a good auto-correlation 
characteristics) different codes with good cross-coraelation and auto correlation
1 0
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characteristics has been proposed. Most common families of these codes are Gold 
and Kasami codes.
The code structure further impacts on how the code synchronisation, cell acquisition 
and handover synchronisation aie performed [Dina98],
2.1 Basic acquisition principles
Generally, both the phase and frequency of the received spread spectrum signal is 
unknown to the receiver. Although the uncertainty region of both parameters is 
continuous, however it is usually segmented into the discrete parts, generally referred 
to as cells. During the acquisition process each cell should be checked individually. 
Figure 2.1 shows an example of two-dimensional segmentation of the uncertainty 
region, where each square represents a cell in time and frequency domain.
AT (time)
A ^  (frequency)
Figure 2.1; Two-dimensional uncertainty region
AT and AU in Figure 2.1 show the uncertainty domains o f the received signal 
associated with the time delay and carrier frequency respectively. The maximum size 
of each time domain’s cell can be one chip time duration or less. Block diagram of a 
basic acquisition system is shown in Figure 2.2 [Pete95]. In this general method of 
acquisition, the received signal is multiplied by a locally generated replica of its 
pseudo noise (PN), code sequence. An energy detector calculates the energy of the 
dispread signal in a specific frequency band. Of course this PN sequence should be 
the same as the one used in the transmitter for spreading the information signal. By
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shifting the earner frequency and code timing of the local PN generator, we can move 
within the cell space defined in the Figure 2.1, and using a specified decision rule, the 
decision device can decide on the coiTect/incorrect cells. Sometimes the coiTect and 
incorrect decision cells are referred to as hypothesis 1 (HI) and hypothesis 0 (HO). In 
the conect cell, the de-spreading process is done effectively and the energy o f the 
received signal is compressed into the desired band of frequency and maximum 
energy is detected. In this thesis, we look at the time delay acquisition and always 
assume that we have perfect knowledge of the canier frequency.
Received Signal^
AT
Energy Detector
Logic ControlCell Sweeper
Band Pass Filter Decision Device
Local PN Generator & 
Carrier modulator
Figure 2.2: Block diagram of a basic time delay search system [Pete95]
2.2 Parameter definition for a general acquisition system
Functionality of the acquisition system in Figure 2.2, which was explained in previous 
section, shows the importance of the auto-correlation and cross-conelation 
characteristics o f spreading codes. Before studying these conelation functions 
characteristics, some important parameters related to the context of the acquisition 
process aie listed as follows.
a) Probability of detection (P j^): this value represents the probability of selecting 
a cell, as a conect cell while it is actually the conect one.
b) Probability of missing (P^): this value represents the probability of missing 
the conect cell during complete seaieh over the entire uncertainty area. It is
12
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clear that p^ = l-p d  •
c) Probability of false alarm (Pfa ): this value states the probability of selecting a 
wrong cell instead o f the correct one (false alaim) and has a sever effect on 
overall acquisition time. Rejecting a falsely selected cell, generally, is more 
time consuming than missing the conect one during a complete search of the 
uncertainty region.
d) Overall acquisition time (Tg^ ^^ )^: overall acquisition time represents the
average time of acquisition. A practical acquisition system tries to keep this 
paiameter as low as possible.
Good autoconelation property of spreading codes is essential to maximise the 
probability of detection, P ,^ while low cross conelation is essential for effectively 
rejecting the multiple access interference. Therefore in a conventional acquisition 
block, the cross conelation chaiacteristics of codes have a significant impact on Pf^  
and consequently on the overall acquisition timeT^^q^ .^
2.3 Spreading codes and their characteristics
It was already mentioned that in CDMA multiple access systems, for ease of both 
generation of codes and synchronization processes, the spreading waveform should 
be a pseudorandom sequence. This means that it can be generated as a deteiministic 
signal that statistically satisfies the requirements of a random sequence [Vite95]. 
Generation and chaiacteristics of four types of pseudorandom sequences are recalled 
here.
Maximal Length Sequences: Maximal length sequences, M-sequences, are the largest 
code sequences that can be generated by a linear shift register such as one presented 
in Figure 2.3. The generating function is given by equation {2.1}. In equation {2.1} 
/(D ) is called the chaiacteristic polynomial o f the linear feedback shift register, 
LFSR, and specify the main characteristics of the code generator. The polynomial 
goiD) depends on the initial condition of the shift register and determines the phase
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shift of the generated sequence.
{2.1}/=o
Such a characteristic polynomial that can generate the maximal length sequence is 
called the primitive polynomial. Primitive polynomials exist for all degree n > 1. 
Tables of primitive polynomials can be found in [Fan96] and [Stah73] for < 40.
As was explained above, the autoconelation of spreading codes is very important 
according to the probability o f false alaim. Autocorrelation function of M-sequences 
is a two-value parameter that can be shown as:
«=1
[ 1  k = 0 
U N {2.2}
j - n
Figure 2.3: A general M-sequence generator
where e {1,-1} and N = 2" -1 is the period of M-sequence. The cross-correlation of
two different codes are of similar importance. Unfortunately the M-sequences are not 
immune to cross-conelation and may have large cross-correlation values. Welch 
introduced a lower bound on this value for a sequence of period N  in a set o f Q 
different sequences [Welc74] as:
R^.(.k)>N k s [ 0 , N - l ]y {2.3}
Gold Sequences: Gold codes are quiet important because of their proper cross- 
conelation characteristics and the large number of codes that one Gold generator can 
supply. The cross-conelation between these sequences are uniform and bounded 
[Gold67][Gold68]. Gold sequences have a three valued cross-conelation as:
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{ - t ( n ) , - \ j ( n ) - 2 }  where n is the number of delay elements in Figure 2.3
and:
t(n) = {2.4}
Two special M-sequences a,a can be used to generate Gold codes. These sequences 
should satisfy some rules [Dina98] and are called the preferred pairs. Figure 2.4 
[Dina98] shows a Gold generator of period N=31. By adding (in module 2) the output 
of one of the preferred sequence generators with different phases of the output o f the 
second generator, different members of the Gold code family are obtained. In practice 
different phases of the second pair are achieved by loading the related shift register 
with different initial states. For codes of period N, N+2 family members are 
available.
Kasami Sequences: Kasami code sequences are known to have vei-y low cross- 
coiTelation [Fan96]. Basically, adding an M-sequence a , with different shifts of 
another M-sequence a or M-sequences (a  ,a") will generate the small or large set of
Kasami codes. Sequences a , a’ are formed by appropriately decimation of sequence 
a [Dina98].
/,(D) = 1 + D" + D*
/j(D)«1 +DHD’ + D'‘ + D’
Figure 2.4: A general Gold code generator [Dina98]
In this way the set of {a,a ) generates the small set of Kasami codes with Q = 2 “^^  
family members of period N = 2 " - 1  where n is the period of a and should be even.
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The auto correlation and cross correlation of these sequences, take on the values from 
the set { - 1 , - ( 2 "'^+l), 2 ”^^-l}. Comparing with the Welch lower bound, it can be 
seen that the small set o f Kasami sequences is optimal.
On the other hand the set of {a ,a ,a }  generates a large set of Kasami codes. Such a
set of Kasami codes consists of sequences of period N = 2" -1 ,  for n even, and 
contains both the Gold and small set of Kasami sequences. Cross conelation and auto 
conelation of members of large Kasami set take on the values horn the set 
{-1, - 1 ±  2"' ,^ - 1 ±  . Comparing with the Welch lower bound it is seen that the
set of long Kasami codes is not optimal.
Orthogonal codes: Fixed length and variable length orthogonal codes, such as Walsh 
Hadamard and OVSF codes (orthogonal variable spreading factor codes) are also 
available. These codes only provide the orthogonality between synchronous channels. 
For detailed specification and their usage in practical systems, e.g. in downlink and 
uplink of UMTS (Universal Mobile Telecommunication System) see reference 
[Holm02].
2.4 Classification of code acquisition schemes
The process of code acquisition and delay estimation can be classified from different 
point o f views. These are defined in the following subsection.
2,4.1 Serial cell search
In a serial cell search, the receiver evaluates the cells of uncertainty region (e.g. cells 
in Figure 2.1) one by one and by comparing the output statistics with a predefined 
threshold, decides whether it is a correct or false cell (HI/HO). This method has a low  
complexity but results in a long average acquisition time, .
Three important parameters can be defined: mean and variance of acquisition time, as 
well as its cumulative probability density function.
Mean and variance of acquisition time can be calculated by relating an event function
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E(nJ,k) leading to a correct synchronisation with each possible conect cell. In event 
function E(n,j,k), “n” indicates the position of correct cell (assuming that search starts 
from cell number 1 ), “j” represents the number of missed detections and k is the 
number of evaluated false alarms related to this events. Then an acquisition time 
function T(n,j,k) and probability function P(n,j,k) can be calculated for each event. 
These acquisition time function, related probability and final average acquisition time 
were calculated in [Pete95] and aie presented respectively as follow:
T (n, j,k) = nTi + jCT^  + k T {2,5} 
P(n, ;, /:) = 1  p/ 1  -  " jp ‘ ( 1  -  P^_ {2 .6 )
= Y n n ,j \k )P (n .J ,k )  = ( C - D T , _ „ ? ^  + ^ -  {2.7}
where = l]+Tj.^Pj^ and C is the total number of cells. 7] denotes the evaluation
time o f every cell and depends on the evaluation strategy. In this calculation it was 
assumed that all cells have equal probability of being correct, and there is no 
uncertainty in frequency domain. Acquisition time is generally a random vaiiable.
Sometimes the vaiiance of this variable is also important for investigating the
reliability of acquisition system design. For the above acquisition system, the 
variance was also calculated in [Pete95] and [Chen77] and is shown by Equation 
{2 .8 }.
Dicaiio [Dica77] and [DicaSS] have also calculated the cumulative probability 
density function of acquisition time for the fixed integration time serial search 
strategy. However we don’t pursue these concepts here.
= F.(T^  )~(T Ÿ =acq-' ^~acq_av^a: d ^ av
+ 2{C -1) + 2(C -  l)^-^7).Tji,P,
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{2.8}
where the operator E{.) is the expectation operator.
2.4.2 Parallel cell search
Parallel cell search is optimum in the sense that it provides minimum possible 
acquisition time with a given probability of detection, . But this scheme requires 
high hardware complexity because it uses the same architecture for all cells of the 
uncertainty region, simultaneously (e.g. a bank of matched filters). In most cases the 
maximum output shows the correct cell and therefore, this acquisition strategy uses 
the maximum-likelihood estimation.
The complexity consideration is now partially suppressed by advances in digital 
signal processing techniques and very large-scale-integration (VLSI) technologies. 
These advances have made low-cost implementations feasible and practical. For 
example in [Gaud98] a non-coherent parallel SD/CA (signal detection/code 
acquisition) algorithm, which is suitable for implementation in an application-specific 
integrated circuit (ASIC) was proposed, and its performance was investigated. Some 
other practical issues were addressed in reference [Fanu96]. References [Rick97], 
[Sour92], and [Rick94] provide a good background about parallel acquisition for the 
reverse link of mobile CDMA systems. In these references the acquisition 
performance of parallel systems is investigated under some practical assumptions and 
the acquisition capacity is addressed based on simulation results.
2.4.3 Hybrid cell search
Hybrid schemes have been developed to test a group o f cells (less than total cells) 
simultaneously and to provide tradeoffs between hardware complexity and 
acquisition time. Different hybrid scenarios are reported in the literature. In [Zhua96] 
a non-coherent hybrid parallel PN code acquisition is proposed and the effect of MAI 
on performance is analysed. It can be understood that the scheme provides the 
flexibility in trade-off between the mean acquisition time and system complexity, in
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the absence of MAI. Figure 2.5 demonstrates the concept in [Zhua96].
H,->
verificationyes
H g ->  repeat 
search mode
>E,'llireshok
PN code 
sequence 
genera tor
Non-coherent 
Partial 
Correlator 2
Sjnc. Control 
scheme
Non-coherent 
Partial • 
Correlator 1
Non-coherent 
Partial 
Correlator n
a) Store m*n 
samples
b) Choose 
max{c}
Figure 2.5: Non coherent partial parallel PN code acquisition block diagram.
2.4.4 Fixed and variable dwell time
Dwell time (T^ , ), is the time that the acquisition algorithm needs to finish one step of 
the evaluation o f every cell. Average dwell time in correct cell is Tj = Tj, while its 
average in incorrect cells can be represented as -1 ]  + Tj„Pf^.
The evaluation of each cell (HO/Hl) can be peiformed in one step (single dwell time) 
or in some sequential steps (multiple dwell times). The idea behind the multiple dwell 
times is that there is always one coiTect cell and many incorrect cells. The receiver 
uses a short duration of time for evaluation (e.g. integration) in the first step, and only 
if it detects the current cell as the correct (HI) one, it will evaluate the cell again with 
longer evaluation time. This is to avoid false alarm that its rejection always takes 
relatively long period of time. In this way the overall dwell time will be variable and
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depends on the condition of the received signal.
Variable dwell time also can be achieved through a sequential detection method. A 
sequential probability ratio test system (SPRT), which actually implements a variable 
dwell time detection has been studied in [Pete95] [Chaw94] and [Ward65]. Studies 
suiTOunding mean acquisition time of serial search using multiple dwell times, and 
adaptive threshold setting for double dwell architecture can be found in 
[Sims97][Vejl00] respectively.
A comparison study o f a two-dwell time acquisition system, which uses different 
threshold settings (e.g. fixed threshold, constant false alarm rate (CFAR) criterion 
and optimum threshold), is presented in [Iina97]. Reference [WangOO] introduces a 
novel method for evaluation of mean acquisition time of a non-coherent serial search 
acquisition system based on vaiiable dwell time. In reference [WangOO], two cases of 
multiple-dwell and sequential linear tests, which can provide variable overall dwell 
time, aie investigated. Sequential probability ratio test (SPRT), which is actually a 
member of variable dwell time detectors, has been proven to be optimum in the sense 
that it yields the minimum average detection time for a specified and
[Pete95][Wald48]. Figure 2.6 shows a typical logic flow diagram for a multiple-dwell 
detector.
change ti
Sian f r f
phase J n  .V, J J T , , V ,
m i s s m i s s
leceli
tracking
r e j e c t m i s s
Figure 2.6: A m ultiple dwell tim e acquisition system
In Figure 2,6, each integrator coiresponds to one energy detector and one decision 
device as in Figure 2.2 but with different integration timeTj and different threshold v .
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If the output statistic is lower than the threshold in a conect phase, a miss happens 
and the system rejects the current phase and repeats the test for a new code phase or 
equivalently a new cell. However, if the cunent cell was detected as the correct cell, 
then the integration is repeated with longer integration time. In this block diagram, 
tracking mode starts after three successful integration steps. Block (T4 , V4 ) shows the 
tracking mode, where the cell is checked repeatedly until the correct phase is missed. 
In this case, control is transfened to the block (T5 , vg) for a more precise decision. If 
this block confirms the loss of conect cell, then the cell search is staited again, 
otherwise the cunent cell is still the conect one and conti'ol is passed to block
(T4 , V4 ) .
2.5 MAI and conventional receivers
Conventional CDMA systems deal with multiple access interference (MAI), just as 
an additional source o f AW GN noise. These receivers either ignore the near far 
problem or try to limit it with power control. Neai-far problem occurs when CDMA  
receiver is to detect a weak-desired signal in presence of stiong interfering signals, 
which is a common phenomenon in mobile environment. Standard single user 
techniques such as the matched filter, active correlators and methods described in this 
chapter, can be classified as conventional receivers.
2.5.1 BER performance of conventional receivers
It is well known that in an AWGN channel the optimum receiver for single-user case 
using BPSK modulation is obtained by applying the following decision rule,
h' = sgn( ^  y{t)s{t)dt) {2 .9 }
where h' e  {1 , - 1 } is the estimated bit and y(t) and s(t) show the received continuous 
signal and the desired user signature waveform respectively. Obviously the above 
optimum receiver assumes that the signature waveform and delay o f desired user are 
known perfectly. The decision rule is generally implemented using an active or
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passive matched filter. The bit eiTor rate, BER, performance of this receiver can be 
shown as: = Q(-JSNR) \
When there are other users in the cell, the optimum receiver performance is limited 
by MAI as well as near-fai’ problem. To see these issues in more detail, BER of the 
optimum receiver in presence of MAI is studied in the following par agraphs.
Synchronous case:
When there are “K” synchronous multiple access users in the cell (e.g. in downlink 
scenario) the probability of eiTor, P^ , for km user can be written as [Verd98]
S ’” Z ” ’ + {2 .1 0 }
j e k
The main assumptions in equation {2.10} ar e the equal probable BPSK modulation in 
AW GN channel and independent infomiation bit streams. In equation {2.10} Ak, a  
and Pj  ^are the amplitude o f km user, standard deviation of noise and cross conelation
between signature waveforms of jm and km users respectively. Cj is the information 
bit of jm user. An interesting characteristic is the peifoiTnance of the receiver when 
the noise level goes to zero. In this case the P/ will vanish if  and only if  the ar gument 
of each of the Q-functions is positive, that is, if
A  > E  A I  Pjt I ( 2  " )
j * k
Condition {2.11} for enor-free decisions in the absence of background noise is 
commonly refened to as the open-eye condition [Verd98].
Asynchronous case:
The main difference between synchronous and asynchronous cases in terms of BER 
calculation is the number of effective interferences. In asynchronous case there are 
actually two adjacent bits o f every interfering user that contribute to detection of one
bit o f the desired user. The probability of error and open-eye condition for km user in
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the asynchronous case is presented by equations {2.12} and {2.13} respectively 
[Verd98]:
Z ” Z ' ” Z ” 2 ( ^  + Zi -—( j^P'jk+djP'kj) {2.12}^ " j^ k ^
j i k
A > E A 0 p # 1 + 1 p«I) {2.13}j^ k
where and show the left and right hand partial autocorrelation functions
between signature waveforms of kth and jm users. These functions aie defined in 
equation {2.14}. In equation {2.14}, Tj ,. represents the relative delay of km user in
comparison with jm user. T is the time duration of information bits, ej and show
two consecutive bits of jm user that contribute in detection of one bit of desired user 
(km user in this case) and j  < k .
T
Ht
p ' ,j=  +  {2.14}
0
2.5.1.1 Numerical example
To illustrate the behaviour o f conventional receivers in the presence of multiple 
access interference, a synchronous CDMA system using Gold codes of duration 31 is 
considered. We consider a synchronous system, so that we can apply the pre-known 
values of cross correlations, which in this case are -0.29, -0.03 and 0.22. In the case 
of asynchronous system the behaviour will be worst because it is obvious that 
\pjk\'^\p'jk\ + \Pkj\ ^nd thus if  the condition {2.11} is not valid then the condition
{2.13} cannot be valid as well. The cross-correlations of interfering users were 
selected randomly and results were averaged over several runs. Figure 2.7 shows the 
BER of the single user receiver for the specified conditions.
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Figure 2.7; BER  o f single user receiver vs. SN R  for two different num bers of 
m uitiple-access interfering users. (Equal power scenario)
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Figure 2.8: BER of single user receiver vs. SNR for two different numbers 
of multiple access interference users and near-far ratio.
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In this example, all signals are equal power; the BER floor and effect of MAI are also 
seen. Figure 2.8 illustrates the same results, but in the presence of the near-far effect, 
where signal of interfering users are 5 dB and 10 dB stronger than the desired user at 
the receiver side.
In both figures, P(offset) denotes the difference between the power o f MAI users and 
desire user in dB, assuming that all MAI users have the same power.
2.5.2 Acquisition-based capacity of conventional receivers
Acquisition based capacity is defined as the maximum number of simultaneous 
ti'ansmissions supported by the network, while providing acceptable acquisition 
peifoiTnance. For conventional acquisition systems this is a function of acquisition 
window length. Acquisition window length of the conventional receivers is defined 
as the number o f received signal’s samples that are used to make one output 
acquisition statistic. Then the maximum size of acquisition window is the period of  
spreading code, N.
Usually bit error rate (BER), or signal to noise ratio (SNR), is considered as a 
measure of peifoiTnance in the analysis of DS/SS schemes while the processing gain 
(G), or bandwidth expansion is referred as a measure of complexity.
The BER based capacity is known to be lineaidy dependent on the processing gain or 
complexity. This is based on the assumption that the knowledge of the propagation 
delay of the desired user’s signature wavefoims is available at the receiver. The 
following discussion, introduced in reference [Madh93], shows that if  the acquisition 
window size, N, is a linear function of processing gain, G (which is generally an 
acceptable assumption) then the acquisition based capacity is lower than the BER  
based capacity.
In [Madh93] an asymptotic analysis of acquisition capacity for DS/SS systems has 
been introduced. This analysis is based on using a passive matched filter for 
acquisition and is the subject of this section. In this study, the acquisition window 
size, which is the length of a matched filter, defines the complexity of the acquisition
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process.
Assume that the desired user is sending only its signature sequence { a: ] where there
are no modulating information bits, and that the spreading sequences of other users
are modulated by random bits. Thus the kth interfering user’s signal can be modelled
as independent random sequence The desired user and kth interfering user signal 
is shown by equations {2.15} and {2.16} respectively.
+ {2.15}jm~^
n ( 0  = X  k^jPr^  -  JTc -T^k^c) {2.16}
3 = -
where (.) represents a rectangular' pulse of duration Tc. Uj and jc^  denote the jth 
signature sequence of the desired user and random sequence of kth user, respectively. 
Delay Tq was restricted to [0 ... N-1]. n^it) is the additive noise added to the desired 
user signal. For interfering users with random chips, it is sufficient to assume that r,. 
is restricted to the range 0<T,.<1. Now we can apply a chip-matched filter at the 
front end o f the receiver to gather the statistics, as shown in equation {2.17}. For 
simplicity it was assumed that Tq is an integer number and that the receiver can acquire 
the cai'rier frequency and the phase of the target transmission perfectly.
(J+Dje
Zj = \r{t)dt = {2.17}
JTc
where r(t) = + and the additive interference X j is given by:k
K
X; + (2.18)
*=1
All delays are measured relative to the sampling time of the receiver. Now the 
acquisition problem consists of estimating based on the sequence of statistics Z j .
A discrete-time filter, which is matched to a section of the desired signature sequence
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of length N, calculates the output Wn from input sequence Z,i. This output sequence is 
used to detect the coiTect delay.
Acquisition may be achieved by detecting the discrete time, when the matched filter 
output crosses a threshold. An alternative scheme is to collect the output of matched 
filter for a time interval, and to select the discrete delay time associated with the 
maximum sample as the coiTect delay of the strongest path.
In reference [Madh93], the probability o f acquisition failure is defined as the 
probability o f threshold crossing at an inconect delay, or if  no threshold crossing 
happens at all. A  false alarm happens if the threshold is exceeded before the conect 
time shift, and a miss occurs if the threshold is not exceeded at the conect time. To 
simplify the calculations it is also assumed that the desired user contribute to the 
output of the matched filter only at the conect delay. The matched filter output at the 
other time delays is only constructed by the interfering users’ signal and noise.
Assume that ¥„ shows the interference and noise section of the matched filter output, 
Wn, at time “n”. Thus = T„, n < Tq and = T,, + N , n =
Based on the above assumptions the probability of false alarm is given by
P r . = P [ U X ^ { Y J N > a ) ]  {2.19}
where, UII~q {X„ } shows the union o f events X». The probability of miss is given by
P,n =  P \X J N  <  a  - 1 ] ,  72 =  To {2 .2 0 }
The paiameter a  is the threshold level and its selection provides a trade-off between 7^ 
and . It should be selected based on the PDF of , size of uncertainty region and
effect of false alarm and the miss events on the overall acquisition time of the systems. 
For more details about different methods of threshold setting for a conventional 
acquisition system, see [Sims97][Vejl00].
The probability of acquisition failure is defined [Madh93] as the probability of the 
union of the events considered in equations {2.19} and {2.20}. It is bounded as:
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p ,„ < p ,< p ,„ + p „ , .
An evaluation of capacity consist of finding the maximum permissible number of
interfering signals “K” as a function of the acquisition window length N, subject to
the constraint that the probability of acquisition failure tends to zero as A —> .
The capacity is mainly deteimined by the probability of false alarm. For a 
synchronous and equal power case, the matched filter input cased by interfering 
users, is a sequence o f independent and identical distiibuted symmetric binomial 
random vaiiables with parameter K. The upper and lower bounds on the false alarm 
probability can be presented as [Madh93]:
P^^^T^P{YJN>a]
Pf„ > T , P [ Y , / N > a ] ~ Y ^  g P { Y , „ I N > a , Y J N > a \  {2.21}
;i=0 wi=H+l
The matched filter output at a specific time delay, e.g. Yo, is the sum of NK  
independent and identically distributed symmetric Bernoulli random variables. By 
using the central limit theorem and for large values o f NK, the disti'ibution function 
of the random variable {NKy^'^Y^ can be modelled as a standard Gaussian function. 
Thus for large values o f NK and after averaging over delay variable the upper 
bound for probability of false alaim is calculated as:
Pfa_u = { {N~\ ) l2 ) Q{ a{ Nl k)^' ^]  {2.22}
Tq is unifoimly distributed in the range of [0 ... N-1]. By approximating the equation 
{2.22}, the maximum allowable K as a function of N, which allows  ^ tend to
zero as was calculated in [Madh93]. This was shown as K  < 0 . 5 a ^{ N! \ n N)
where 0 < o : ^ l .  According to the acquisition based capacity concept, the most 
important point in this inequality is the non-linear relation between maximum number 
of users, K, and the matched filter window size N, which is in the foim  of (7/ / In N ) .
It was also addressed in the same reference, that for an asynchronous case, the lower
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bound on capacity remains unchanged. It is clear that by increasing a  from 0 to 1, the 
asymptotic acquisition based capacity for synchronous case tends to 0.5(A ^/ln //).
However this also increases the probability of miss. An asymptotic analysis of 
t h e i n  [Madh93] shows that the required condition is, a —>l in such a way that
[( l-a )^ ln  ;
I
These lead to the following conclusions: [
For large number of interfering users, the acquisition window size that gives a good i
acquisition performance becomes relatively large. As a result, the matched filter !Ischeme becomes impractical, since its size is currently limited by both cost and ]
technology. Acquisition preamble increases the transmission overhead, reducing 
overall system throughput particularly in packet-based systems. This drawback ;
motivates the need to study alternative acquisition schemes. The most important point j
is that the acquisition-based capacity (upper bound) is a non-linear ( N / \ n N )  i
function of complexity. This is in contrast to the BER based capacity, which is generally a i
linear' function of processing gain. Consequently the acquisition performance is more •
limited by multiple access interference than BER performance. If, for a target BER t
performance, the receiver needs sophisticated algorithms to combat multiple access 
interference, then the same applies for time delay acquisition as well. Alter'natively these 
problems could be solved by tight control o f network timing, and reducing the 
dimension of time delay uncertainty. However in this thesis we investigate the 
problem, only from points o f view of the interference resistance acquisition schemes.
Figure 2.9 illustrates the upper bound of the probability o f false alarm calculated 
from equation {2.22} (CK = 1). The upper bound is plotted for large values of KN, 
which is essential for validity of the Gaussian assumption. Also, it is worth noting 
that equation { 2 .2 2 } is only useful for low probability of false alarms, where the 
probability of common false alarm events in different cells can be neglected (see 
equation {2.21}). One can observe from Figure 2.9 that by increasing the number of 
users, for example from 6  to 2 1 , and for a fixed upper bound probability o f false 
alarm 0.05, how dramatically the size of matched filter should be increased.
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II
I
Figure 2.9: Upper bound of the probability of false alarm 
issued from equation {2.22} vs. acquisition window size. 
K denotes the number of active users.
2.6 Maximum likelihood code acquisition
The maximum likelihood code acquisition system is classified as a common conventional 
code acquisition method. It is practical for cuiTent mobile communication systems as in 
IS-95 and UMTS. In these systems the acquisition process is basically based on slotted 
mode preamble search in the reverse link (mobile terminal to the base station) and pilot 
search in the forward link (base station to the mobile teiminal).
This section specifies the method as well as statistical characteristics of appropriate 
statistical decision variables. The performance of maximum likelihood, ML code 
acquisition technique for slotted-mode in a frequency selective Rayleigh fading channel 
was studied in [Rick97] and [Park98]. In this context the HI region is defined as a group 
of HI cells, which is the case assumes the multi-path fading condition is present.
In this scenario, the mobile terminal transmits an un-modulated PN sequence (the 
preamble) in a short duration of time. The preamble has been aligned with a pilot signal 
transmitted in the downlink. Thus the uncertainty about the phase of the received 
preamble at the receiver side depends on the maximum distance between the base station
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and the edges of the cell.
For random access slots, and as a figure of merit for acquisition algorithm, the probability 
of detection is more desirable than the mean acquisition time. Thus the ML technique, 
which is optimum from the probability of detection point of view, is considered. 
However, it is well known that for the forward link, where the mean acquisition time is 
more important, serial search algorithms provide better performance. Figure 2.5 illustrates 
the block diagram of a conventional ML detector. The decision rule can be based on 
comparing the largest correlation output with a threshold or simply just selecting the 
largest correlation output without any comparison. Of course the distribution of decision 
statistics will be slightly different.
In this section, ML selection without any threshold setting will be considered. In 
reference [Park98] a parallel search system similar to Figure 2.5, which is based on 
threshold setting is analysed. Reference [Zhua96] shows a hybrid technique where 
uncertainty region is divided into M blocks of N phases while M different phases are 
searched simultaneously. However there is always a trade-off between hardware 
complexity and processing time. Figure 2.10 illustrates one branch of non-coherent 
detector shown in Figure 2.5. In Figure 2.10, represents the chip sequence of locally
generated spreading code, where “r” represents the delay of r,h branch relative to the first 
branch of the detector (branch “0 ”).
V Z c o s  (w  j )
H:(w)
t = iL N.lI (■Ÿj=0
VZsin (w O
- (g )-*
J - r
t  =  j L i N 1
h ; ( w ) s ( ) :
j=0
branch r
Figure 2.10: In-phase / Quadrature phase non-coherent detector 
(One of the branches in figure 2.5)
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Figure 2.11 presents the structure of desired signal in slotted mode preamble search. In 
this figure and denote the preamble time, message time and window time
between every two random access slots respectively. 7} is the reset time for a miss 
detection. Although there is a penalty time for false alarm events, however in this 
structure it is assumed that any false alarm is recovered before the next random access 
slot arrives and thus the penalty time and reset time are the same.
preamble message message
Figure 2.11: A general example of access slot structure
It is worth noting that generally T^is a random variable and thus the reset time 7} . On the
other hand, time duration 7^, which denotes the processing time, should be smaller than
the preamble time. Most conventional time delay acquisition algorithms apply the 
verification mode to confirm whether the Hi decision in the search mode was true 
[Rick97]. However only a single dwell system is considered here, and it is assumed that 
some error handling techniques, e.g. cyclic redundancy check, verify the decision before 
the next slot arrives. The number of search phases in the reverse link, is determined by the 
maximum distance between the transmitter and receiver as:
N ,= 2 //CoT,
where /, Cq and Tc denote the distance between the base station and mobile terminal, 
speed of light and chip duration, respectively.
In the reverse link, there are K users per cell, which their transmissions arrive with 
independent random carrier phases and independent time delays. Before considering the
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effects of fading, shadowing and power control error, the complex signal of the kth user 
can be written as:
it) = S exp(;(wk + % )) Z  h A ,  ~ ) {2.23}
/ = -
Of. and Tf. represent the random carrier phase and time delay of kth user respectively,
where k=l...K . 7^  (f) is the chip shape waveform. The 6 ^ shows the ith chip of kth user.
The period of chip sequence generally assumed to be larger than the acquisition time 
interval. It was shown [Park98], [Rick97] that the performance of long sequences is 
significantly better than the performance of short sequences. We assume un-modulated 
spreading sequence for desired user and random modulating bit sequences for other users. 
This assumption results in a deterministic sequence b^  | for the desired one, and random
sequence with equal probability of +1 and -1  for the remaining users. In this case, we
can also assume that the delay of all interfering users compared to the desired one, is 
restricted to the duration of one chip, and the delay of the first path of desired user is zero. 
This means, with reference to the desired user signal, the system is chip synchronous. In 
chapter 4, it is shown that chip asynchronous effect can be modelled as loss of power. For 
BPSK modulation maximum loss of 3 dB would be expected.
The fading processes for different users are modelled, as independent processes. This is a 
reasonable assumption if we assume that the distance between every two users is more 
than one wavelength of the earner frequency. Finally the received signal can be presented 
as: r{t) = (t) + 7, ( 0  + 7^ ,(t) + iig (?)
where r^it)is the desired signal. /,.(?) and 7 (^?) represent the intra-cell and inter-cell 
interference respectively and 7Zo(?) is the additive white Gaussian noise. By considering 
the effect of power control eiTorA, voice activity ç? and multi-path effect, these teims 
can be rewritten as:
 L-l
n>(0 = ^ p5,(? -  pTJ  {2.24}
p=0
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4  ( 0  — k ^  ,p P^c / {2,25}
^ • * 2  p= 0
  y -^1
/ . ( ( )  =  Z  {2.26)
L is the maximum number of paths, is the channel coefficient of kth user in pth path.
P  and ^are power of interfering users and desired user respectively. and show 
the shadowing random variables of kth user related to the desired user cell and kth user cell 
respectively (see Figure 2.12). Power control error of km user, A ^, is modelled as a log-
noiTnally distributed random variable with standard deviations o, and a. for desired and 
interférer users, respectively. However this error is constant over acquisition observation 
interval. The reason behind choosing different variances for power control eiTor is that the 
desired user, which is in acquisition mode, cannot benefit from closed loop power control 
and its power control error statistics is different from other users. Voice activity is also a 
random variable and its variance is defined by .
The shadowing teiins for the km user ai*e modelled as log noimally distributed random 
variables. Thus and 4k.m Gaussian random variables with standai'd deviation .
The shadowing variables are generally conelated but for simplicity they aie considered 
uncorrelated.
Figure 2.12 shows the geometry of desired user cell and its first layer of surrounding 
cells.
i,o
Figure 2.12: The layout of the cell of Interest and the first layer of interfering cells
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After base band conversion and assuming the ideal shape for chip pulse (no inter chip 
interference) the in phase and quadrature phase sequence of signal component can be 
presented by;
L-l
5(<-t; ) = a ,v ^ X k ,p=Q
'c o s# /  ^ sin^i ^+ C: ,,‘ >P ^-cos^i^ {2.27}
Sampling rate in {2.27} is the same as chip rate (see Figure 2.10). By passing the signal 
of equation {2.27} through paiallel matched filters, the following statistics in each branch 
is obtained, where it was assumed that the desired signal contributes only at the output of 
the first “L” branches.
S (m) =
1—  ^
y=o
^ c o s ^ /
^sin<9i^
 ^ sin^ i ^
0
if m < L
if m > L
{2.28}
where q  and c, represent the real and imaginary parts of fading coefficients of the m^
path of the first user. In reference [Rick97] these statistics have been derived for in cell 
and other cell interference as well.
In summary, the output of each branch of the receiver can be written as:
yI = (*^ c M  On) + /q., (m) + q  (?n))  ^+ (5, (m) + (m) + /q.. On) + q  {m )f  {2.29}
where the indexes “c” and “s” represent the in-phase (cosine) and quadrature phase 
(Sine) lines of the mm branch. We see that all the in-phases and quadrature phases, as well 
as the in-cell and out-of-cell interference terms in equation {2.29} aie independent 
random variables. By applying the central limit theorem, it is straightforward to see that 
in the right hand side of equation {2.29}, the square of two independent Gaussian random 
valuables are added together. Therefore, for a known power control error value and fading 
coefficients of the desired user (this assumption results in a deteiministic term for the 
desired user’s signal), is a chi-square distributed random variable with two degree of
freedom [Papo91]. Based on the assumptions that were already made, the signal part in 
equation {2.29} exists, only while “m” belongs to the Hi region, and in the other cases 
this term vanishes. False alarm happens if the output of one of the branches where
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m > L becomes bigger than the output of the branches belong to the HI region, m < L . 
Finally, the probability of false alarm is calculated as equation {2.30}. The detail of these 
calculations can be found in reference [Rick97]. For calculating equation {2.30} the 
power control error of desired user, A ,, is  still assumed constant value.
/ > a , )  = ( W ,- L ) |x e x p ( ~ )
X l - < 2 2 E K, 1I 2 À  t - -
L - l
x n/=i I
Xl - e x p ( - y )
M - L - 1
dx {2.30}
Definitions of the parameters in the above equation are as follows.
Ni ; Number of parallel branches or equivalently the number of chip phase uncertainty.
L: Number of multi-path (separated by one chip delay)
X , : Power control enor for desired user. A ,= 1 shows perfect power control according to 
the path loss and shadowing only.
E: Desired user bit energy
I: Total power of interference (intra cell and inter cell interference) plus power of noise. 
Accuracy of this parameter depends on the accuracy of models that were considered for 
parameters such as voice activity, cell sectoring, shadowing, interfering users and chip 
shaping. The reference [Rick97] provides a good vision for these parameters but here we 
just limit ourselves to the overall vision.
; For Rician channel model, where there is a line of sight path, denotes the ratio of 
direct line’s power to total diffuse power. For a Rayleigh channel K/is  zero.
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Oj : Some indication of the desired user energy to the total interference and noise power
over jth path. This parameter is given by [Rick97] as aj = 1 + A ^yA  p , , where parameter
A, represents the effect of averaging over observation window N, on the variance of 
fading. In many practical cases, where the acquisition observation window is very short 
in compaiison with the coherency time of the channel, this parameter can be set to one.
Also, the parameter Pj represents the variance of fading in the jm path, where it was 
assumed that the total variance of fading over all multi paths is unit. Clearly Pj depends 
on the power delay profile of the channel.
2.6.1 Interference resistant delay acquisition algorithms
Recently some methods o f code acquisition have been proposed that try to suppress 
the effect of interference by using training sequences or exploiting the structure of 
interference etc. These algorithms can be classified as interference resistant and near- 
far resistant methods and are subject of this thesis. Most of these methods are trying 
to adjust the coefficients of a finite impulse response, H R , filter to minimise the 
effect of interference at the output. FIR filters can be adapted by using linear 
algorithms such as least mean square, LMS, recursive least square, RLS [Tarh98] 
[Miya97] [Mura97] or non-linear algorithms like MUSIC (Multiple Signal 
Classification) [Bens96][Stro96]. These methods can be implemented using training 
sequences [Madh98] or through blind approaches, where the only available 
infoiTnation at the receiver side, regarding to the desired user, is its spreading code 
[DerT98][Madh97], A detail literature survey of these methods will come in the next 
chapter.
2.7 Generalised transfer function
Serial, parallel or hybrid cell-searches can be modelled as a Markov chain. A  
transition from one state to another, during evaluation of every cell (e.g. transition 
between blocks of Figure 2.6 or transition between different cells of Figure 2.1)
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happens with specific probability and takes a specific duration of time.
These quantities are related to the method of evaluation, system parameters as well as 
communication environment characteristics. Figure 2.13 shows the chain for a two 
dwells cell-search scenario, where cell evaluation starts from state number one.
If, after phase evaluation in state “1”, the cunent cell is detected as correct one, 
control is passed to the state “2 ”. Pjj shows the probability of this transition and Tj is 
the corresponding time. P^Q = 1 -Pi2 is the probability of miss in state “ 1 ” if we assume 
that the cell, which is under test is actually the correct one. In this figure, state “3” 
represents the tracking state where P2 3  is the probability of detection in state “2 ” that 
leads the system to the tracking mode. Blocks “0” and “4” represent boundary states 
and their related probabilities, Pqq and P4 4  are equal to one. Other probabilities and 
times aie understood by comparing Figure 2.6 and Figure 2.13. Of course two 
different state diagrams should be calculated related to the false and true cells.
In the following diagram, a path-factor is associated to each path (e.g. ) and a
path-function BQ, z) is defined as the product of all path-factors on a specific path I , 
between two states. Path-function, clearly, is a function of I and z.
A transition function between two states is defined as sum of all possible path- 
functions between these two states.
Figure 2.13; State transition diagram for a specific code phase
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Thus the overall transfer function can be written as [Pete95]:
H {z)=  {2.31}
l e L
In {2.31} L shows the number of possible paths between two specified states and B is 
the related path transfer function. The average transition time between two states “ i ” 
and “j ” can be presented as:
leL “ Z
Please note that if the transition diagram is designed to shows the evaluation of 
correct cell, then T] j is the average time required to evaluate the correct cell and
corresponds to %, where “ i ” and “j” are start and tiacking states respectively. On the 
other hand if  the diagram is designed to show a false cell and the probability values 
and associated times are set accordingly, then the same T, j , where “ i ” and “j” are the
star t and boundary states, shows the average time necessaiy to reject an incorrect cell. 
Also the probability o f detection, , can be easily shown as:
Pd = ( E W , z ) ) | z = i  {2.33}
l & L
where the transfer function is calculated between the start and the tracking states in a 
correct phase cell. By using this method, the average acquisition time of a linear cell 
search, such as one explained in section 2 .6 , can be easily investigated.
This concept has been generalised by Dicaiio, Weber and Polydoros [Dica77], 
[Poly83], [Poly84] and is applicable to any method that can be shown by a general 
diagram like Figure 2.11.
Figure 2.14 illustrates a state transition diagram representing the entire direct- 
sequence code synchronisation process. For a CDMA receiver, having “C” cells in 
code phase uncertainty region, there is “C+2” states in the transition diagram, where 
“C-1” of these states coiTespond to “C-1” incoiTect code phases and one state 
represents the conect phase (state “C”). Also one state shows the acquisition state
(state “Acq”) and one state is dedicated to starting point. Receiver starts from a
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randomly selected code phase with probability of . The
synchronisation/acquisition block uses one of the detection techniques to evaluate the 
current cell. The transfer function between each pair of cells is calculated as 
explained before.
It is easy to investigate that the transfer function H;(z) between ith cell and 
acquisition state can be represented as follows,
1c-i {2.34}
The desired function H(z) is sum of H /z)  and can be summarized as equation 
{2.35}.
i=l l-H^(zKH„(z)r' i t  
Having found the function H(z), the average acquisition time is calculated as
= [4 - «
{2.35}
{2.36}
These results are applicable to any search system, which can be represented by a 
state-transition diagram like what is illustrated in Figure 2.14.
acq
C-2
c - 1
start
Figure 2.14: The general transition diagram for acquisition process
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The transfer functions in the above figure are defined as:
Hq{z) -  Transfer function from incorrect cell to another incoiiect cell,
H^{z) = Transfer function from conect cell to acquisition state.
H,„{z) = Transfer function from conect cell to inconect cell.
2.8 Summary
The principals of time delay acquisition for DS/CDMA signal have been studied in this 
chapter. The key role of time acquisition and effective parameters on its performance 
were addressed. Different methodologies for coarse alignment were considered and a 
common strategy of code acquisition based on access slot structure, known as parallel 
Maximum likelihood acquisition, was presented in more detail.
Limitation of conventional receivers according to the both acquisition based capacity and 
BER based capacity was studied and it was shown that code acquisition capacity is more 
sensitive to MAI and the near-far effect than BER based capacity. This motivates the 
study for interference suppression receivers for joint acquisition and demodulation of 
CDMA signal (JAD), approach. In a JAD algorithm, the output of acquisition mode, 
which should be an interference resistant process, is an interference suppression 
demodulator.
Also, the concept of general transition diagram for calculating the average acquisition 
time was elaborated in this section. This transition diagram will be later used for time 
delay analysis of the studied approaches.
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Chapter 3
3 Adaptive interference suppression 
receivers in fading channel
In the previous chapter it was discussed that the conventional methods of CDMA  
signal reception, neglect multiple access interference (MAI), and near-fai' effect. As a 
result, both the BER capacity and the acquisition capacity o f CDMA communication 
systems is effectively limited.
To overcome these issues, the cuirent CDMA standard (IS-95), and third generation 
universal mobile telecommunication systems, known as 3G standard for UMTS, use 
closed loop power control, which has several drawbacks; the overhead associated 
with the closed loop power control may become too much for the future packet-based 
CDMA systems. Furthermore, in ad-hoc wireless networks with time varying 
topologies it could be difficult to satisfy the closed loop power control requirements 
due to need for proper coordination between transmitter and receiver. Therefore this 
has motivated study into interference resistant algorithms for joint acquisition and 
demodulation of data.
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3.1 Overview of multiuser receivers
The effective way o f reception of CDMA signal in terms o f tackling the near-far 
problem and MAI issue is based on multi-user detection. Maximal likelihood multi­
user receiver is an optimal receiver proposed by Verdu [Verd8 6 ], which requires joint 
channel and data symbol estimation, and consequently is far too complex to be 
implemented in a real system. Other sub-optimal receivers such as [Lupa89], 
[Vara90], [Duel93] and [Xie90] have lower complexity, typically linear in relation to 
the number o f active users, but all of them aie centralized. In these schemes, the 
receiver front end is a bank of filters, which are matched to the signature waveforms 
of active users. The matched filter outputs collectively provide sufficient statistics for 
making joint decision about all the users’ symbols.
Multiuser detection receivers can be implemented as standard post-combining or pre­
combining receivers.
In a post-combining receiver, the multiuser detector is implemented after multi-path 
combining while in a pre-combining receiver the multiuser detection is implements 
before multi-path combining.
Figure 3.1 illustrates general post-combining and pre-combining receiver structures.
r(n)
Mf»Mf„ M ulti-path
Combining• Mf„Mfu.
M ultiuser
Detector
• r(n) . M ultiuser
• D etector
Mr„, Mf„. M ulti-path
Mf^ i. • Combining Mfa. -->
M ulti-path
Combining
M ulti-path
Combining
(a) (b)
Figure 3.1: (a) Post-combining (b) Pre-combining interference suppression receivers.
On the other hand whenever we aie interested in reception of only one user (desired 
user), centialised multiuser detectors will be too complex in teims of both
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implementation and processing of filters outputs. By using adaptive implementation 
of multiuser detectors for a certain class of DS-CDMA signals, which is based on 
short spreading codes, single user interference suppression receivers can be obtained.
The following: [Abdu94] [Madh94] [Mill95] and [Rapa94] have done extensive 
work, which are all based on Minimum Mean Square Enor (MMSE) criterion. All 
these methods use initial tiaining sequence for initial adaptation and assume that 
knowledge about the coarse timing of the desired user is available.
However, using a training sequence has its own disadvantage that leads to the 
concept of “blind adaptive receivers for joint acquisition and demodulation”. The 
following provides scenarios where blind acquisition techniques could have useful 
application:
>  Sudden channel variations', in mobile environments with fast channel 
variations, caused by transition of interference pattern or while multi-path 
components experience rapid and independent deep fades, connection failure 
becomes very probable. Recovery from tracking failure may need a high level 
of preamble overhead for attaining new coarse delay estimation and receiver 
adaptation.
>  Packet-based CDMA networks', in packet based CDMA networks with high 
mobility, it is possible that time delay and channel conditions change 
effectively between two successive groups of packets. It might be impossible 
for tiacking methods to follow these stepwise transitions. In addition, the 
preamble section, which is necessary for adaptation or delay estimation of 
every single packet group, results in huge overhead.
^  Highly frequency selective channels', where there are a lai'ge number of 
unconelated multi-paths, even in the downlink and in presence of perfect 
power control, the received signal of the desired user suffers from the neai-far 
effect. This near-fai' effect is caused by the interference signals coming from 
different paths with different delays.
The linear minimum mean squaie error (LMMSB), receiver, is one option that can be
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implemented adaptively. Similar to other interference suppression receivers in fading 
channels, an LMMSE post-combining receiver actually tries to minimize the cost
function E { |b -b p } , where vector b and b represent the data bit vector of users
number “1” to “k”, and their estimation respectively. Estimated vector b can be 
provided using either a tiaining sequence or detected bits, which are available at the 
output of receiver. Post-combining LMMSE receiver in fading channel depends on 
the complex coefficients of the channel [Latv98] and should be changed while 
channel coefficients are changing. This suggests that the adaptive version of the post­
combining LMMSE receiver has convergence problems in fast fading channels.
By changing the optimisation criterion to minimise the E { |h -h p }  instead of
E{| b - b 1^ }, the pre-combining LMMSE receiver is achieved. Vector h represents the 
active users symbol vector, coming from different paths and affected by fading
channel coefficients, and h is the local estimation of vector h . In this scenario, the 
effect o f multi-path channel is taken into account in the optimisation criterion, and 
the final receiver depends on the average power profiles o f the channel, and not on 
instantaneous values of the channel coefficients [Latv98].
3.2 Joint time delay acquisition and demodulation of data
The acquisition capacity and its effect on the overall capacity of a system were 
discussed in chapter 2. Its clear that acquisition process suffer from the same issues as 
demodulation process, and thus the ability of joint acquisition and demodulation of 
CDMA signal by adaptive interference suppression receivers is an interesting 
concepts that needs to be investigated in a mobile multi-path fading environment.
Joint acquisition and demodulation, means that the output o f the acquisition mode 
should provide an interference resistant receiver vector, which is ready to be used for 
detection of, tiansmitted symbols. This receiver should also be near far resistant. On 
the other hand, the acquisition process itself should be resistant against the MAI and 
the neai' far-effect.
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In this thesis we are interested in an interference suppression single user receiver, 
where the desired signal is subject to synchronisation and demodulation. Thus the 
idea of joint acquisition and demodulation of CDMA signal will be studied hereafter.
3.3 Adaptive pre-combining LMMSE single user receiver.
In a pre-combining single user receiver, the optimisation criterion can be
implemented for each path o f the desired user, separately. It means that the criterion
for the ith path is:
M S E  =  E { |h i ( n ) - h ; ( n ) p }  {3.1}
where hj(n) = C;b(n), c^  is the complex channel coefficient for iu,path of the desired 
user and b(n) is the n^  ^symbol. Please note that the effects o f path loss and fading 
have been considered in Cj. It is clear that we need one adaptive filter for each Rake 
finger. Also the receiver should know the multi-path delays and spreading code of the 
desired user. However in a joint acquisition and demodulation scenario we have to 
lift the assumption relative to the known multi-path delays. Figure 3.2 illustrates a 
general pre-combining LMMSE receiver where, L is the number o f resolvable paths 
according to the channel model.
The FIR filter is a taped-delay line filter specified by its coefficient vector f where 
f  =[fQ,f,,---f^Y_j]^ and “W ” is the number of filter taps, or the length of the received 
signal block f(n) that contributes to every loop of the adaptation algorithm. The 
operator (.)  ^ denotes the transpose operation. Using the MSE criterion {3-1}, it is 
well known that the optimum filter vector f can be calculated as [Hayk85]:
L e - o p = % d ,  GC''""' . {3.2}
R „ = E[r(n) f^  (n)]e is the autocorrelation matrix of sampled vector r(n)6 C"'"'*.
= E[r(n)dj*(n)] is the cross correlation between received vector f(n) and the desired 
response d(n) over i^ path. The operators (.)" and (.)* denote the Hermitian
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transposition and complex conjugation respectively. In figure 3.2 we have 
di(n) = hj(n) = C jb (n), where “ i ” is the channel path index and “n” is the iteration 
index. Also r(n) is represented as f(n) = [r[nW],r[nW + 1],- • *,r[nW 4-
In an adaptive calculation of the filter vector , the filter weights are updated
from the initial conditions, by moving in the negative direction on the enor surface of 
the gradient vector. This is called the steepest decent and is shown as:
{3.3}
where the gradient of M SE is calculated as:
The steepest descent algorithm is based on perfect knowledge of the gradient vector, 
which in turn assumes that we have knowledge o f the expectation of the auto- 
conelation matrix and cross-conelation vector. In practical systems, there is a need to 
estimate these values based on instantaneous values of the received signal.
The least mean squares (LMS) algorithm uses the approximation in equation {3.4} 
resulting in {3.5},
= -2r(n)  +  2 r ( n ) r ^ ( n ) ^ .(n )
fi (n + 1 ) = ^ (n) + ju 6 i {iï)r{iï)
{3.4}
{3.5}
h,(n)h,(n)
e,(n)
i(n)
l>L(n)
et(n)
LMMS
FIR Filter
LMMS
FIR Fitter
Figure 3.2: An adaptive pre-combining LMMSE receiver structure.
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3.4 Adaptive post-combining LMMSE single user receiver.
In a single user adaptive post-combining LMMSE receiver, the interference 
suppression algorithms are applied after channel combining. Therefore only one 
interference suppression filter is necessary and the MSB criterion is changed from 
equation {3-1} to
MSE = E{|b(n)-b'(n)p} {3.6}
Figure 3.3 illustrates the block diagram of the post-combining receiver. Also, in the 
forthcoming sections we will see that in contrast to the pre-combining receivers, post­
combining receivers can be used when there is no knowledge of desired user time 
delay and thus are applicable for joint acquisition and demodulation of CDMA  
signals.
The optimum filter coefficients, and the different adaptive algorithms follow the 
same relations as defined in {3.3} and {3.5}. However the error e(n) is now defined 
as e(n) = b(n) - b'(n).
Two other important parameters of an LMMSE algorithm aie step size, p, and the 
final MSE. Large step size increases the convergence speed, but also increases the 
final MSE, in addition to the probability of algorithm instability. Alternatively, a 
small step size requires a long training bit sequence to obtain a reasonable level of 
convergence.
r(n)
m
b(.n)e(n)
TsTs Ts
Adaptive algorithm
Figure 3.3; An adaptive post-combining LMMSE receiver structure
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To guarantee the stability of LMS algorithm, p should be selected to satisfy the 
condition 0  < p < — - — , where is the largest eigen-value of correlation
^ e_niax
matrix, R^. In mobile channel, X^ _^  ^ is time varying. A tighter limit on p to 
guarantee the stability, is 0 < p  —  where =trace(R^). The MSE after “n”
iteration is given as:
MSE(n) = MSE„p, + MSE,, (n) {3.7}
where MSE„p, = 1-1 ;; f,p, and MSE,, (n) = traceg^E[(f,p, -  f(n))(f,p, -  f(n))" ]).
The relation between, MSE,pj and the final enor (n  ^ MSE^, is as follows 
[Hayk85]
The effect of step size on the steady state mean squaie enor is clear from equation 
{3.8}. In equation {3.8} A, denotes the ith eigen-value o f auto conelation
matrix R ^.
The LMMSE receiver adaptation process can be implemented by using a known 
training sequence or by blind receiver adaptation. Moreover, both methods can be 
implemented without pre-knowledge of the delay spread of the channel, to achieve 
the interference suppression receiver through the acquisition mode. These concepts 
will be introduced and investigated in detail during the next chapter. The LMMSE 
algorithm and its derivations belong to the family of linear" adaptation algorithms.
In a mobile multiuser channel, an adaptive algorithm converges if the statistics of 
multiple access interference don’t change, at least during the adaptation process. This 
assumption is satisfied, if  we assume short spreading codes. The following sections 
speak about the chai'acteristics of mobile channel, and the structure of the CDMA  
signal based on the short spreading code assumption.
49
Chapter 3: Adaptive interference suppression receivers in fading channel
3.5 Channel model
Power fluctuations and signal spread are two important phenomenons that radio 
signal experience during propagation through the mobile channel. The received signal 
power consists of three main components:
\-Path loss: the mean received signal power is a function of distance, “ d ”, between 
transmitter and receiver. This loss is a function of d", where “n” is dependent on the 
type of environment. For free-space n = 2 , increasing the number of obstructions as 
well as the operating frequency, will increase the path loss and the value of “n”. In 
the following signal model for the acquisition purpose, this effect is represented just 
by a constant multiplicative factor, because acquisition is a short-term scenario and 
the path loss can be assumed to be invariant over this time interval.
For different environments and carrier frequencies, practical path loss models are 
available in literatures that mainly aie used to calculate the coverage range for 
specific services. As an example, the Okumura-Hata propagation model for an urban 
macro cell with base station antenna height at 30 m, mobile antenna height at 1.5 m 
and earner frequency 1950 MHz, [Holm02] [Saun99] proposed:
Lp = 137.4 + 35.2 logio (d) dB { 3.9}
where Lp is the path loss in dB and “d” is the distance in km. For suburban aiea, the
same model with 8  dB conection factor is assumed [Holm02]. This results in the
following path loss:
Lp = 129.4 + 35.2 logio (d) dB {3.10}
2-slow fading: slow fading or shadowing is caused when the signal is obstructed by 
terrain configuration and man-made stinctures around the receiver. A lognormal 
probability distribution function (PDF) is mostly accepted to model the shadowing, 
with a mean as a function of path loss and its standard deviation, typically in the 
range of 5-12 dB.
The PDF of the slow fading process and the related power spectral density function 
can be shown as follows [Patz94][Kran90]:
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= {3.11}
Sg U )  = -IZ   {3.12}
In equation {3.11}, Pq{i') shows the probability density function of a Gaussian 
process with zero mean and unit variance. The parameters “m” and “s” are to set the 
mean and variance of the final lognormal process. 5q (/) denotes the power spectral
density of the Gaussian process Pa{r) and is its standard deviation.
3- fast fading: fast fading is caused when multiple copies of the signal aiiive at the 
receiver from different paths, and with different amplitudes and phases. The resultant 
signal may add up constructively or destmctively, which can cause a wide range of 
power fluctuations within a few wavelengths. According to the study of acquisition 
perfoiTnance, this is the most important effect o f channel that should be considered in 
signal modelling and simulation results. The effect of fast fading over each resolvable 
path is generally represented by a complex coefficient, whose real and imaginary 
parts are two uncoiTelated real normal processes with zero mean. Thus the envelope 
of this process has a Rayleigh distribution, when there is no line of sight (LOS) 
component, and its phase is a uniformly distributed random variable in domain 
[0...2tc]. In presence of LOS component, the PDF of the amplitude of the fading 
process has a Ricean distribution. The equation {3.13} and {3.14} represent the 
Rayleigh and Ricean PDF respectively [Holm02].
^ (r )  = (3.13}
0 r <0
r > 0  , 3 „ )
0 r < 0
In equations {3.13} and {3.14}, <r^  and b f  denote the average power of scattered 
component and LOS component respectively, (x) is the zero order Bessel function
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of the first kind.
In addition, we need the power spectral density of the complex Gaussian process to 
be able to model the time variant characteristics of the channel, which is caused by 
mobility of receiver/transmitter. The Jakes power spectral density function [Jake74] 
is widely accepted to represent the desired spectral of the Rayleigh channel (NLOS) 
and is given as follows:
s A n «3.1S)0 l/ /^.™x
Inverse Fourier transform of equation {3.15} gives the coiTesponding autocoiTelation 
function of the fast fading process as:
=  {3.16}
Signal spread is also classified in three categories.
1-Delay spread: impulse response of multi-path propagation channel is an expanded 
signal over time. The delay spread is usually represented by a power delay profile and 
depends on the type o f propagation environment (i.e. macro cell, micro cell or Pico 
cell) [Holm02].
2-Angle spread: due to the multi-path (caused by reflection, diffraction and 
scattering), different copies of the transmitted signal arrive at the receiver from 
different angles. This is known as the angular spread of channel. Generally speaking, 
angular spread is more significant at the mobile terminal in comparison to the base 
station.
?>- frequency spread (Doppler shifts): when the mobile terminal or its surrounding 
objects are moving, arriving signals from different paths see different relative 
velocities and consequently, their carrier frequencies are shifted according to their 
relative speeds. Therefore a transmitted signal tone, will have a frequency bandwidth 
(fdnmx)» at the receiver side, where denotes the maximum frequency spread of 
the channel.
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Although the mobile channel can be represented by different types of models, i.e. 
geometrical or statistical models [Jake74], in this thesis w e  only use the GWSSUS 
(Gaussian Wide Sense Stationary Uncorrelated Scattering) model, which is quiet 
acceptable for hilly or urban environments.
Delay Spread
0
Angle Spread Frequency Spread
Figure 3.4: Spreading of the signal in time, angle and frequency
This model assumes that the channel consists o f a few distinct dominant paths, while 
the signal aiTiving from each path is a superposition of many scattered signals. 
Different paths see independent random attenuations, phase changes and time delays. 
According to each scattering object, the delays are not resolvable and it means that 
the signal coming from different scattering objects, in comparison to the channel 
bandwidth, is naiTowband. Therefore the overall signal, coming from one scattering 
object, will observe flat fading, while the channel itself is a frequency selective 
fading channel.
It is well known that for a GWSSUS channel, the time invariant channel impulse 
response can be presented as:
1=1 {3.17}
where L is the maximum number of resolvable paths and c, and represent the 
random complex coefficients of fading and time delay of the /th path, respectively. 
Average power o f c, and time delay x, aie defined by discrete form of channel power 
delay profile.
Considering a mobile environment, path coefficients c, aie actually time variant. This
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means that for a longer period of time, the channel should be considered as a linear 
time variant filter [ProaOl]:
lit)) {3.18}
3.6 Signal model
For the purpose of this thesis, we consider an asynchronous DS/CDM A system with 
“K” simultaneous antipodal users over a multi-path GWSSUS channel. To be able to 
follow the interference suppression approaches for time delay acquisition, we only 
consider short spreading codes, which means that the period of spreading codes 
equals the time duration o f one or a few modulating symbols. In other words, we can 
write MT = NTp, where T, Tc and N denote symbol’s time duration, chip’s time 
duration and number of chips in one period of the spreading code, respectively. M is 
a small integer indicating the number of information symbols that are covered by one 
period of the spreading code. The exact value of M depends on the available 
technology for implementing the tap delay line FIR filters. Also, from the above 
explanation, it is easy to see that the ratio N/M = T/T^  gets an integer value. Spreading 
code waveform of user can be stated as:
iV—1 M ( , G + l ) N /M —I M —l
Sk(t) =  ' E a k U ] P n ( . t - j T J  =  Y ,  Z  =  {3.19};=0 G=0 j ^ G N I M  G=0
where a&[;l is thej^ element of spreading sequence for user, is a chip
shaping waveform to satisfy the Nyquist criterion for no ICI (Inter Chip Interference) 
and usually is selected from the family of raised cosine pulses. Therefore the 
transmitted signal of k^ ,, user can be presented as:
so  W - 1
« , ( 0 =  Z  = : Z  h . i „kO ,S l ( f -nT )  (3.20)ni=-oo G=0 
ii^Afrn
In equation {3.20}, T is the time period of information symbols, b,. / is symbol of 
k(h transmission and al is its amplitude. The received signal o f k^  ^user is the result
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of convolution between the transmitted signal and the channel impulse response.
(0  = ts,. it) <8 ) , t) + it) {3.21}
where n jt)  represents the additive white Gaussian noise and “ (8 )” denotes the 
convolution operator. When the processing time, in comparison to the coherence time 
of the channel, is small, (this case is applicable for code acquisition process) the time- 
invariant model of channel is sufficient, andr .^(?) is stated as:
L M-l/t(0 = E%:f E E -r,j) + nM ^^-22}
/=! »i=0 G -0
n=Mm
In equation {3.22}, is the acquisition time, which generally is a short period of 
time at the start of each data session. According to the BER performance evaluation, 
c i^ is time-variant and should be hacked using a tracking algorithm. The
instantaneous amount of , in comparison to its average power, changes very 
rapidly. The average power of c ,^ is defined by the statistical characteristics of the 
channel. When there is a power control mechanism, the power of transmitted signal, 
and thus a{. , is changing during this time, and should be considered especially for 
evaluating the BER performance.
Moreover, to attain a distinct perspective of the received signal, let us assume, 
without loss of generality, that M = l. This means that the time duration of the 
spreading code is the same as the symbol duration. By combining equations {3.20} 
and {3.22}, and reananging the order of summations, we can represent the received 
signal of user as:
N-\Z  Z  n j t )  {3.23}#1 = 0 j=l
where channel pulse response according to the user k
/=!
and df.  ^= , show the effect of bit of user and its related power.
At the receiver side, the signal is passed through a chip matched filter and is sampled,
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generally at time steps n% where n'=  0, 1/p, 2/p, ... (X^cq/TJ-1/p. Parameter “p”
denotes the sampling rate (e.g. p=l indicates that the sampling rate is the same as the 
chip rate). For the case of rectangular chip pulses, the effect of the chip matched filter 
will be simply an integration over duration o f T /^p. In the case o f a synchronised 
network at the chip level, (just for simplicity o f following notation) a sampling device 
replaces the integration. In this case, the discrete version of received signal can be 
shown as:
'^ a cq  A^ -1
= E  Z  J K - n T )  +  n^(,t) (3.24}11=0 j=l
In practical scenario, or pulse response of channel has a limited duration L^ T^ . 
(assume that it can be presented by its samples of distance T )^ and it is 
straightforward to represent the combined received signal of all users as:
r { i i T J = ' Z  Z  i  + {3.25}
The above presentation of the received signal shows the effect of inter-chip 
interference (ICI) as well as inter-symbol interference (ISI), and multiple access 
interference (MAI). The operator |_.J represents the nearest integer value, which is 
smaller than its operand.
The receiver collects the transmitted samples in blocks of length “W ”. Based on the 
idea of joint delay acquisition and data demodulation, the output of acquisition mode 
should actually be an interference suppression vector, which is used to extract the 
energy of desired user. Then the receiver filter should be able to cover, at least one 
complete period of the data symbol. However, using periodic short spreading codes 
means that our uncertainty about the start time/sample of the code sequence can be 
reduced to the period of the spreading codes, N. Therefore, just for simplicity, we 
assume that the period of the signature sequence is the same as the symbol duration. 
In this case, a receiver filter of length (2 x N  + L )xp  samples is sufficient to cover 
one complete symbol as well as its delayed versions, even if there is uncertainty 
surrounding the start time/sample of the symbol, where L is the delay spread of the
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channel. Longer receiving blocks can be used when the period of the spreading codes 
is more than a symbol duration T, i.e. M >1. Also for the purpose of simulation 
results, in the next sections, we always assume the sampling rate to be the same as the 
chip rate (i.e. p = 1 ).
Furtheimore, the received sampled vector r„ during the n^ , observation interval (for 
M=1 and p=l), is given by:
=(r[;2A ],r[ 7zA^ + l],....,r[/îA + 2A/ + L - i] )^ , which covers as many as 2 x N  + L 
samples of the received signal.
3.7 Summary
Adaptive pre and post combining receivers were studied in this chapter. It was discussed 
that the post combining receivers can be used, when there is no knowledge of the desired 
user time delay, and therefore this concept can be applicable to joint CDMA signal 
acquisition and demodulation.
The multi-path mobile channel model and the asynchronous nature of the CDMA signal 
model, which are suitable for modelling the important characteristics of the acquisition 
process (such as chip and symbol level uncertainty), was derived. It was discussed that 
the concept of short spreading codes, is a necessary assumption for calculating 
interference resistant receivers according to both time delay acquisition and data 
demodulation.
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Chapter 4
4 Interference resistant time-delay 
acquisition
In this chapter the concept of time delay acquisition for CDMA signals, using short 
spreading codes, is studied. Firstly, the adaptive MMSE receiver is investigated. It is 
discussed that this type of receiver can be used to implement the near-far resistant 
interference suppression algorithm for joint acquisition and demodulation of data. In 
[Xie90] the application of the MMSE criterion to centialized multiuser detection was 
suggested. Due to the fact that for short spreading-code class of CDMA signals, the 
received signal is statistically cyclostationary, decentralised implementation of the 
algorithm is possible. This type of receiver, which does not use any explicit 
knowledge of the interference pammeters was suggested in [Abdu90], [Madh94] and 
[Rapa94]. All of these schemes are based on assumption that a perfect knowledge 
about the multipath delays of the desired user is available. In reference [Madh98], an 
adaptive LMMSE receiver, which actually does not need to know the delay 
infoimation, was proposed for the AWGN channel. In [Smit94] the idea was 
extended to blind reception and again for the AWGN channel.
In this chapter we extend the method introduced in [Madh98] to the mobile fading 
channel as a reference approach, and in particular we study the effect of training
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sequence structure on the acquisition time. This concept is also extended to MMSE 
blind receivers in a mobile multipath fading channel, where we propose a practical 
method of mismatch handling that obtains a good acquisition performance, even in 
the presence of strong MAI and near-far effect.
In a blind acquisition scheme, mismatch is caused because of unavoidable uncertainty 
suiTounding the received signature vector o f the desired user. This concept is also 
defined and investigated in this chapter. Finally, we study the effect of multi-path 
diversity on the acquisition performance, complexity of the algorithm and acquisition 
time analysis.
4.1 Chip and bit levels time uncertainty
In equation {3.24} we assumed a chip level synchronised system to provide a simpler 
notation. However as far as the synchronisation process is concerned, there is always 
some ambiguity about the start time of spreading chips. In other words, it is always 
possible for the receiver to be asynchronous with the received signal at both chip and 
symbol level. Although it is straightforward to account for this effect in equations 
{3.24} and {3.25}, it is better to look at this problem and its effect on the received 
signal from a distinct perspective. Let us consider the observation vector f„ as
2 x N  + L {4.1}
J
r!"
i n
K n \ n + \
:
K n *^.#1+1
Figure 4.1: Structure of the received signal in a chip and bit level asynchronous system
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where, rj*") denotes the n^ , vector of user’s received signal and 7 2 0 (7 2 ) is the n^ ,
sampled vector of a white Gaussian noise process. “L” in equation {4.1} denotes the 
channel delay spread in chips and N is the number of chips in one period of spreading 
code. The sampling rate “p” is also considered as chip rate and period of spreading 
code is the same as symbol duration, M=1 (see section 3.6 for the definition o f “M” 
and “p”).
Figure 4.1 shows the structure of r„, where there are some ambiguities about both bit 
and chip levels. If the sampling rate is at the chip rate and there are N chips in every 
symbol interval, then the size of the vector f„ is 2 x N  + L , where L is assumed small 
in comparison to the spreading factor N. Therefore the observation vector r„ covers 
two complete symbols o f the received signal. However, because the start time of a 
symbol is unknown, generally, three symbols of every user contribute to one 
observation vector f„ . In Figure 4.1, denotes the nth bit of kth user. (For
simplicity of illustration, effect of multi-path has been neglected in this figure). 
Vertical arrows in Figure 4.1 show the start times of the integration process. It is also 
seen that because o f chip level uncertainty, two adjacent chips o f each user in each 
path contribute to the output of integration process. This intioduces an unavoidable 
inter chip interference (ICI).
The delay Tj. i in Figure 4.1, is presented as x k,i= ("k.) + 5 ,^)T ,^ where n ,^ is an integer 
value between 0 and N-1 and 6  j.,e[0 ,l) . Without loss of generality, we assume that
there is no over sampling. To be able to show the effect of chip level and bit level 
uncertainties, let denote a vector of length 2N+L, consisting of N  elements of 
spreading code of k^ , user followed by N+L zeros; 
\  . Let T"(X) and T (^%) denote left hand and right
hand shifts operator, which shifts vector x , “n” times in the left or right direction, 
respectively. Considering the effect of a multi-path fading channel, the following 
equations can be derived directly fi'om equation {4.1}, Figure 4.1 and based on the 
previous discussion.
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K'"' +dk.n«° +dk,„kfil  (4.2)
= t c , j i a - S , j ) T r " " ( . ï ï , )  + ô , j  {4.3}/=!
ü!  {4.4}1=1
nî = i q , [ ( l - ^ , , ) r ^ ^ ^ â , )  + ^ , ,  {4.5}
The definitions of pai'ameters d,. „, q ,, , and aie the same as were given in
section 3.6. Clearly, shows the effect of chip asynchronicity, while 
represents the symbol asynchronous effect. Now, it is easy to show the received 
signal {4.1} as a synchronous model:
r„ = dQ [n]«o + Z d, + n„ (n) =  [/ijoq Mq + Z 4  W«? «/ + (») {4.6}1=1 r=I
where bo[n] = bi^ is the desired user’s symbol in nth observation window and Uq is its 
signature vector, which is representing the effect of multi-path and chip level and 
symbol level asynchronous effects (see equation {4.4}). bj[n],i^i^O are interference 
symbols due to inter symbol interference and multiple access interference and ïïj are 
their relating signature vectors. It is easy to see thatïïo=ïïf in equation {4.4}, and 
vector ïïj is one o f three possible interference signatures {ïï? ü| ü\^}. The summation 
at the right hand side of equation {4.6} is performed over all inter symbol 
interference and multiple access interference, where I = 3K-1 and K is the number of 
active users.
4.1.1 Effect of chip level uncertainty on power of signal
For chip asynchronous systems, using chip rate sampling, equation {4.4} denotes the 
desired signature vector of kth user, where k = 1 represents the desired user. It is seen 
that the delay , results in a loss of desired signal energy, coming through the Zth
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path. Assume that the adjacent shifts of the spreading sequences are approximately 
orthogonal and the multi-path fading coefficients are independent random variables. 
Therefore, the average power of desired signal in chip asynchronous and chip 
synchronous systems is calculated in equations {4.7} and {4.8} respectively.
Pn, {4.7}I
P.S ~ E   ^ {4.8}
/
The loss of signal energy, due to the relative delay less than a chip, is defined as 
Lg =101ogio(p^j/pJ dB. From equations {4.7} and {4.8}, it is clear that Lg depends 
on the channel power delay profile, as well as on chip level time delay uncertainty. 
For example, when there is only one dominant path, or there are multi-paths but the 
delay of every path, relative to the sampling time of the receiver, is modelled as an 
integer multiple o f chip duration, in equation {4.7} is a constant value (i.e.
) and the loss is shown as: Lg = 1 0 1 og,o((l-(^J^ .
For Si = 0.5, which is the worst case when there is only one sample per chip, a loss of 
3 dB in comparison to the chip synchronous system is obtained.
One possible way to overcome this loss of energy is to over sample the received 
signal and apply the acquisition algorithm over the extended received vector 
(extension o f order “p”, where “p” is the over sampling rate). Another simpler way in 
terms of computational complexity is to run the acquisition algorithm for “p” 
different sub-streams in parallel, where the sampling rate of each process is the same 
as chip rate. Based on the outcomes of these parallel runs, the final decision is made.
Note that the standard feedback-based delay tracking [Vite95] does not work for chip 
timing recoveiy in this type of receiver, since even a small adjustment of the chip 
sample times results in a completely different interference structure and coiTelation 
matrix. Therefore, an interference suppression receiver that works well for a set of 
relative delays typically does not work if the sampling times are adjusted (e.g. by a 
feedback loop) [Madh98]. This problem does not happen for the conventional
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receiver, because this type of receiver does not care about the interference structure.
4.2 Training approach for JAD
In chapter 3, the LMMSE receivers were presented. It was explained that some type 
of known sequences could be used to adapt the receiver’s FIR filter. The same 
approach can be used to perform joint acquisition and demodulation (JAD) of the 
received signal, where the output of acquisition mode is also an interference 
suppression receiver suitable for demodulation. In a linearly modulated CDMA  
system, assuming short spreading codes, the sampled blocks r„ of the received signal 
are cyclo-stationary. This means that the statistical characteristics of the received 
signal vector r„ over the observation window hg [0 ..n ^ J , remain unchanged during a 
sufficient period of time. Therefore an adaptive algorithm can exploit the cyclo- 
stationaiy char acteristic of the received signal and adapt itself to the received signal.
In acquisition mode the receiver is still asynchronous with the network, and in 
contrast with a synchronous system, the receiver neither knows the time/sample delay 
of the /th path of the desired symbol (shown as x j. , in Figure 4.1 where k= l) nor the
cuiTent symbol of the periodic training sequence that falls within the observation 
interval.
The idea, which was originally proposed in [Madh95] for an AWGN channel, is 
based on running the adaptation algorithm during the acquisition mode for different 
phases of the training sequence. This will give a set of different FIR receiver filters. 
The decision process would be based on a defined criterion that the final receiver 
should satisfy; the MMSE (minimum mean square eiTor) is a well-known criterion, 
which is suitable for adaptive implementation.
A possible candidate for the training sequence is an all-one sequence [Smit94], but in 
this case only one user can be in acquisition mode at each time. This is unacceptable 
for scenarios such as dense traffic network, or where the users send their information 
as data packets and may need to repeat the acquisition process for every packet 
session. Another scenario is an ad-hoc environment where the structure of network
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may change very fast and acquisition should be repeated frequently.
Another possibility for selecting the training sequence can be based on application of 
a specific pseudo noise (PN), codes with proper correlation properties. The cross­
correlation property is used to remove the effect of multiple access interference and 
auto correlation is used to give the correct time delay (code phase). For an efficient 
use of resources (here the number of codes), users that are in acquisition mode can 
use the same training symbols as their spreading codes.
If t(n)shows the n^bit o f the training sequence and if  there is “ i ” symbols delay 
between the transmitted training sequence and its locally generated replica at the 
receiver side, then bo[n] = t[n + i]. Because “ i ” is unknown during the acquisition 
mode, the adaptation algorithm is running in serial or parallel for N different 
hypotheses. The i^ , hypothesis H. is defined as follows:
H.. : = /[72 + z ] /  = 0 ,...,A -1
Assuming that the training sequence is unconelated with the bits of interfering users, 
the best MMSE solution for “ i ” hypothesis is the Wiener filter f ‘ solution.
Referring to equation {4.2} and {4.6} the cross-conelation Ç is calculated as:
F; = E{t[n  + n?;,} = R„ (i -  i') + R„ (z - 1  - 1 ) + R,, (/ +1 - 1 ) {4 .9 }
and
R„ {k -  Ï) = E{t[n + k]t [n + /]} {4 .1 0 }
(z - 2  ) is the auto-correlation function of sequence t[.]. If we assume a perfect auto 
correlation characteristic for the training sequence, there is a zero correlation result 
under all hypothesis except the hypothesis, and thus Ç is zero, which leads to 
MSE = 1. Therefore the criterion for selection of the best hypothesis is: 
i min = arg min^.{MMSE..} and [MMSE.. = 1 -  (Ç™" )  ^ f ]
64
Chapter 4: Interference resistant time-delay acquisition
In practice, R^and r^  are replaced by their empirical averages as follows:
=  i ; , = ( l / X ) X # [ n  +  i]F„ {4.11}
;i=l n=5
In equation {4.11}, X denotes the total number of received blocks, which contribute 
to the delay estimation process and is a key factor for the acquisition time.
It is seen from equations {4.2}-{4 .5} that the effect of multi-path fading and chip 
level uncertainty are included in the structure of Uq . Here we do not need to have an 
assumption about this combined vector at the receiver side, because the receiver filter 
converges to this structure automatically during the adaptation period. This suggests 
that the training algorithm can benefits from the multi-path characteristic of the 
channel without suffering from mismatch problem.
Mismatch is defined as uncertainty about the structure (not just delay o f the first path) 
of the desired signature wavefonn ÏÏq (see equation {4.3}, {4.4} and {4.5}), which is 
caused by time delay uncertainty, multi-path characteristic and fading effect. 
Mismatch is a source of performance degradation in blind algorithms, where a 
training sequence is not available. Therefore it is very important for blind receivers to 
handle the mismatch properly.
4.2.1 Training sequence structure
The structure of the training sequence is an important issue. The length of the 
spreading codes has a direct influence on the acquisition time, as well as number of 
users that can be supported in the acquisition process simultaneously and without 
collision. High spreading factor is needed to support a large number of users at the 
same time. However, using the same training sequence as the dedicated spreading 
code for each user can unnecessarily increase the acquisition time. This effect can be 
explained in the following manner:
While there are usually many active users in the network, a few percent of these users 
are in acquisition mode and most of them aie in the communication process. Random 
bits modulate the spreading codes of the users in communication mode and are
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unconelated with the periodic training sequences.
Therefore, as far as the acquisition process is concerned, it makes sense that a user in 
acquisition mode uses a periodic code sequences from the same family of its 
spreading code, but with shorter period. Figure 4.2 shows the structure of CDMA  
signal in this case, while its acquisition performance is investigated through the 
simulation results in the next section.
Actually we will see that although shorter spreading codes have poorer cross 
conelation characteristics, give a better acquisition perfoimance if  the acquisition 
time, which is an important parameter, is also considered.
GOLD 7
GOLD 31
User in acquisition mode
GOLD 31
Random bits
User in communication mode
Figure 4.2; A possible structure of modulating symbols for signals in 
delay acquisition (training algorithm) and communication modes.
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4.3 Simulation results and discussion
The following simulations assess the performance o f the training algorithm. We 
assume a downlink scenario, where a family of Gold 31 are used as spreading codes 
for all users in the network. For the users in acquisition mode, Gold-31 and Gold-7 
are used as training sequences in two different scenarios. The periods of spreading 
codes are selected to be the same as the symbol duration, M = 1, although other 
integer values of M can be used at a cost of longer acquisition time. A mobile fading 
channel using carrier frequency, f^=l GHz, mobile speed v^^=110km/h and chip rate 
1/Tg=3.84 MHz is considered. Complex fading channel coefficients are generated 
using a deterministic model proposed in [Patz94] where the fading channel is a 
Rayleigh channel with Jakes power spectral density.
Table 4.1 shows the statistical parameters of the multi-path channel model.
Tap Rel. Delay 
(Chips)
Rel. Av. Power 
(dB)
Doppler
Spectrum
1 0 . 0 0 . 0 CLASSIC
2 3 -3.0 CLASSIC
3 7 -3.0 CLASSIC
Table 4.1: Multi-path fading channel parameters, used for simulation runs.
The outcome of this acquisition algorithm is actually an interference suppression 
demodulator; therefore the receiver performance is tested according to the probability 
of acquisition error, as well as the demodulator BER. The BER performance is 
evaluated and averaged over successful acquisition steps.
For the evaluation of acquisition perfoimance, the algorithm is run 100000 times and 
for each run the channel is initialised to different conditions (with a uniform 
distribution). In this way we are able to see the effect of time vaiying multi-path
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channel on the acquisition performance, which is a very short-term process. Delay of 
the first path of the desired user, , ,  start phase of the training sequence and
information bits of all other users ai*e selected randomly at the start of each “Monte 
Carlo” simulation run.
Figure 4.3 illustrates the probability of acquisition error, where received samples are 
collected over 100, 200 and 300 observation intervals. To see the effect of SNR and 
collection length, one path flat fading channel has been considered for this case, 
where there are 1 0  multiple access users with the same power in communication 
mode and only one user in training mode.
Figure 4.4 shows the same scenaiio as Figure 4.3, except that Gold 7 was used as 
training sequence of the desired user. It is seen that with the same load percentage, 
the shorter Gold sequence results in a same perfoimance for fewer symbols. As a 
result, faster acquisition process is obtained with shorter training sequence. The 
reason can be explained as follows.
For a good empirical estimation {4.11}, a reasonable number o f observation windows 
“X ” is necessary. A proper value of “X ” (as it was understood through many 
simulations for different scenarios) depends on the number of periods of training 
sequence that contribute to our estimation. Therefore, by using a shorter spreading 
code as training sequence, the same complete periods of training sequence can be 
seen for fewer observation symbols “X ”. As a result, a faster acquisition is obtained 
at a cost of being able to support smaller number of users in acquisition mode at the 
same time.
However, decreasing the period of the training sequence degrades the cross- 
coiTelation characteristic of the codes. This chaiacteristic is necessary for removing 
the effect of other users that are in acquisition mode at tlie same time and use training 
sequences as modulating symbols. For a specific channel, these pai'ameters should be 
optimised to give a good overall acquisition performance, as well as acquisition 
capacity. Therefore it makes sense to use the proposed structure in Figure 4.2 
because there are usually more users in communication in comparison with
68
Chapter 4: Interference resistant time-delay acquisition
acquisition mode. It is also worth mentioning that during the training process, the 
interference part in equation {4.6} is suppressed because of the randomness of their 
modulating bits, and not because of the cross congélation characteristics between their 
spreading codes and the training sequence. This fact again suggests that training bits 
and spreading codes can have different periods without loss of performance.
The effect of number of users, which are in the training mode instantaneously, is also 
illustrated in Figure 4.4. By increasing the number o f users in acquisition mode, the 
cross correlation property of the training codes (In this case Gold 7) is taken into 
account. These periodic cross conelations are not zero and increasing the averaging 
time X  in equation {4.11} does not cancel out them. This is because of periodic 
characteristic of training sequences. This effect is important especially in high Eb/No 
and high acquisition load, where the effect of interference caused by the other users’ 
signals, which are in acquisition mode, becomes the dominant issue.
Near-fai* resistant and interference suppression performance of acquisition process, 
using the three-path fading channel intioduced in Table 4.1, is illustrated in Figure 
4.5. “Pmai” in Figure 4.5 represents the offset power o f MAI users in comparison to 
the desired user in dB.
Figure 4.6 shows the near-fai* resistant characteristic of the calculated receiver in the 
best acquisition hypothesis, according to the demodulation performance. Both figures 
suggest a good performance even in highly loaded scenarios and in the presence of 
near-far effect. The only disadvantage of this algorithm is its training sequence that 
increases the redundancy of the system especially in packet radio networks where a 
new acquisition for every packet session may be necessary. The large overhead 
introduced by the training sequences motivates the study of blind receivers, where the 
only available information about the desired user is its spreading code.
Figure 4.7 illustrates the performance of the acquisition process in multi-path 
frequency selective fading channel (Table 4.1), as well as for flat fading channel. 
Significant improvement of the acquisition performance is obtaining for the 
frequency selective channel compared to the flat fading case. This gain is obtained
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because of multi-path diversity.
As explained before, in a training algorithm it is not necessary to have a good 
assumption about the structure of received spreading waveform Üq . Actually during 
the training mode, copies o f the transmitted signal, which are coming through the 
multi-paths, are combined automatically. As a result, ûg usually has reasonable
energy to obtain a good estimation of demodulator filter f .
On the other hand it is shown that according to the blind algorithms, one important 
problem is how to make a good assumption about signature vector üg and how to 
handle the enor on consti'uction of üq.
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Figure 4.3: Probability of acquisition error vs. Eb/No (dB). 
Gold 31 as training sequence
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Figure 4.4: Probability of acquisition error vs. Eb/No (dB). 
Gold 7 as training sequence
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1 0
- O -  5  M A I users  
2 0  M A I users
Eb^-10 700 symbols
1 0
1 0
1 0
15
P m a i (d B )
Figure 4.5: Near-far resistance of the acquisition process in multi-path 
fading scenario. Time delay acquisition error less than half a chip 
in one path, has been assumed as a correct delay estimation
§
10
20  M A I
□ 2 A 6 a 10 12 14 16 18 2 0
P m a i (d B )
Figure 4.6; Near-far resistance of the demodulation process in multi-path 
fading scenario (Table 4.1)
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Figure 4.7: Comparison of the acquisition performance in Rayleigh flat fading 
and frequency selective fading (Table 4.1)
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4.4 Blind reception of CDMA signals
Blind reception of a desired user signal enables the receiver to asynchronously tune 
into the transmission of interest at any time, which is desirable in a mobile wireless 
network supporting broadcast or multicast services. Also in packet-based systems, 
using a training sequence for time acquisition of each transmitted packet would 
require significant overhead. In these cases, blind reception is an interesting concept.
Moreover, any adaptive receiver architecture needs continuous adaptation to follow  
the channel variations; decision-directed mechanism is an interesting method. In this 
algorithm, demodulated bits act like a training sequence and adaptively refine the 
receiver to be able to follow the channel transitions. Decision directed adaptation 
works well when the demodulator is working with BER less than lOe-2. However, it 
is still sensitive to fast variations of channel such as appearance or disappearance a 
sti'ong multi-path or interfering user. In these cases, the blind adaptive mechanism  
can be an interesting option. Blind algorithms can be used to recover the connection 
to the network without sending a new training sequence. Recovery a connection 
means obtaining a new time delay acquisition and setting a new interference 
suppression receiver filter. Again, this motivates the idea of blind receivers for joint 
acquisition and demodulation of data.
4.4.1 ClassiBcation of blind receivers
Blind algorithms are classified according to the available knowledge at the receiver 
side into the three categories [Madh97]. These are as follows;
■ The receiver knows the propagation channel and spreading sequence of 
desired user/users.
■ The receiver only knows the spreading sequence of desired user.
■ The only infoimation about the desired user, which is available by the 
receiver, is the fact that it is digitally modulated at a given symbol rate.
According to the time delay acquisition, the first category is out of our interest and
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the third one simply doesn’t use the available information in a mobile communication 
network at least for a serial reception case. Works published in [Madh97] cover the 
third category and it was concluded that by using the additional available information 
such as spreading waveform of the desired user, a simpler implementation as well as 
better performance is achievable. Through the following section we extend the 
constraint minimum output energy, C-MOE, version of the MMSE algorithm to the 
time delay acquisition over multi-path channels. We also look at different important 
concepts, which are relating to this approach. A practical method of handling the 
available uncertainty, refened to as “mismatch”, is introduced in section 4.4.5. 
Mismatch handling is an important issue according to the blind acquisitions,
4.4.2 Blind C-MOE algorithm for time delay acquisition
It is seen from equation {4.6} that what is finally calculated through the cross- 
conelation {4.10} in a MMSE receiver, is the signature waveform Uq . Therefore if  at 
the receiver side, some estimate of this signature waveform was available, the 
training sequence, which was needed for empirical calculation of the cross corrélation 
in equation {4.10}, becomes unnecessary. Also it is worth noting that the auto­
correlation matrix, introduced in equation {4.9}, does not need any training sequence.
Of course there is always some uncertainty in terms of time delay, at both chip and 
symbol level at the receiver side. We have to add to the above problem the 
instantaneous multi-path characteristic of the mobile channel, which is an unknown 
quantity during the acquisition mode. Therefore due to these facts, a correct 
assumption about the desired signature waveform, Ug, at the receiver side is 
impossible.
Therefore, we have to make a hypotheses set over discrete area of uncertainty (Fig. 
2.1). By running the acquisition algorithm over these different hypotheses and testing 
the results against a predefined figure o f merit, it is possible to achieve a sense of the 
best hypothesis and accordingly the best estimation of ïïo. On the other hand, this
estimation is used to make an interference suppression receiver vector f . In MMSE
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criterion the receiver filterf is calculated as:
/  = . {4.12}
where N and L are the spreading factor and the delay spread of the channel in number 
of chips. Now the problem is how to select the best hypothesis among all hypotheses.
A constrained minimum output energy (C-MOE) receiver tries to minimise the 
average output energy, but freezes the contribution of the desired user’s vector to the 
output. Cleaily this receiver is calculated to suppress the sum of the noise and 
interference energies at the output, and only extract the energy of the desired user.
This optimisation problem is shown by equation {4.13}.
min E{ (< >)^} Subject to < , w, > = 1 {4.13}
In {4.13}, E {.)  denotes the statistical expectation and m. is the estimation of the 
desired signature vector at the receiver side. is the receiver filter that is
calculated based on MOE criterion and operator denotes the inner product of
two vectors (i.e. < x.y >= ÿ  ).
Therefore, if û.^  is a correct estimate of the signature vector of interest and if the 
signature o f the desired user (see chapter 3 and equations {4.2}-{4.6} for the notation 
of CDMA signal) is nearly orthogonal to the interference signal space, then the effect 
of the undesired signals (MAI and noise) would be minimised. At the same time a 
constant energy relating to the desired user is guaranteed at the output of the receiver. 
In other words, the receiver vector is constructed from two orthogonal vectors. 
One is in the direction o f Üq , which is fixed, and the other one is orthogonal to the . 
The latter component is actually calculated to minimise the energy of undesired 
signals at the output o f the receiver filter.
However, in a mobile environment, where different users am ve with different delays 
and see different channel conditions (in uplink), or just because of the multi-path 
effect (in downlink), the desired signature vector is not actually orthogonal to the
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interference signal space. In this case, the varying part of , should become large 
to be almost orthogonal to the interference space and reject the interference properly 
(see Figure 4.8). As a result, the contribution of noise to the output energy would be 
gained. Then the constraint optimisation {4.13} provides a trade-off between 
augmenting the noise and interference suppression.
If M; is not the correct hypothesis, the behaviour of the algorithm is the same as 
before, except that in this case the calculated filter suppresses both the desired and 
interference signals. This is because now, freezes the contribution of a wrong vector
to the output, while its relating signature vector actually does not exist in the received 
signal and its energy can’t be extracted by the receiver. Therefore by comparing the 
output energies relating to the different hypothesis, the coiTect hypothesis can be selected.
Figure 4.8 illustrates the geometry of the algorithm. In this figure w. shows a nominal 
signature vector, where it is assumed that || w,. ||= 1. If the noise can be neglected, , is
the ideal constructed vector based on the MOE criterion. In the presence of the noise, less 
interference rejection is obtained to avoid gaining the energy of the noise at the output. In 
this case the solution changes to a vector such as  ^ (with smaller norm value in
comparison to the to provide a trade-off between the noise boosting and
interference suppression.
Using a Lagrange multiplier technique, the constraint problem {4.13} is changed to 
an unconstrained one as follows.
> - 1 )  (4.14)
where is a real valued scalar' and denoted the Lagrange multiplier. is the 
desired receiver vector that minimises equation {4.14}. Desired filter is 
calculated by setting the gradient of equation {4.14} to zero and is derived as follows:
9
9 /. [^ {<  t;, > > -1 )] =  0 {4.15}
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9/,
^  moe p - 1  
J m o e  -  % ^ r r {4.16}
The constant multiplier is calculated by applying the constraint < > = 1 on
equation {4.16} as:
1 _ ~ 2 {4.17}
By substituting the equation {4.17} into the {4.16} it is straightforward to find out that:
{4.18}r :}ü.f  = " ‘J m o .
Therefore, the minimum output energy (using m, as the signature vector) is calculated 
as in equation {4.19}.
{4.19}
L
Jrnot_l \
Interference Sub-Space, SI.
Figure 4.8: The geometry of the MOE algorithm
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4.4.3 The array signal processing application
In array signal processing context, one interesting problem is the estimation of the 
direction of arrival (DOA), of a desired signal e{t), impinging on a receiving airay. This is
performed by using a finite data set {e(0} observed over duration t =  Assume
that sit) denotes the base-band part of the received signal at time “t” with direction of 
aiiival 0^  . Also assume that all array sensors see the same base-band signal at time “t”.
In the array processing literature, this is referred to as the narrowband assumption 
[Kar*i96]. For an antenna array of size “La” and with arbitrary geometry, the base-band 
array’s output vector at time “t” is obtained as:
r(t) = a ( e j s ( t ) ^ C ‘--’" {4.20}
where, a % ) = is referred to as steering vector and depends on the
pattern of array sensors as well as array geometry, is the direction of arrival of s{t). If 
“K” different signals impinging on the array from distinct DOAs <9^ ,,....,(9^^, the output 
vector at time “t” is written in the form
?«=i
Also assume that r in )e  represents the nth sample vector of the received vector r(?) 
at nth observation interval. In beam-forming techniques, which belong to the class of 
spectral-based methods in array signal processing [Kari96], the array response is steered 
by forming a linear combination of the array outputs. Therefore we can write
y (n )  =  f t ^ r i n )  {4.22}
w h e r e e  denotes the beam-former vector. The average output power is also given 
as: p(/^) = fb^rrfb  » where 7?^  ^is the correlation matrix of the received vector r(n), 
defined in equation {4.11}
In comparison to the concept of time delay acquisition and the notations used in the 
previous section, one can see from {4.21} and {4.22} that the steering vector ,
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acts like a signature vector for the mth user and the beam-former is actually the 
receiver filter. Now the interested problem can be defined as follows.
We are interested to form the array antenna beam so as to receive the signal of interest 
(coming from the direction 6^^) and to suppress the effect of other signals coming from
other direction at the same time. A well-known method of computing the beam-former 
, which was proposed by Capon [Capo69], (also known as the Minimum Variance 
Distortion-less Response filter (MVDR), in the acoustics literature) is as follow
fb = (min /? (/J ) subject to J  = 1 {4.23}
According to the demodulation concept in equation {4.18}, where the signature vector 
«0 or similarly in equation {4.23} is known, {4.23} and {4.13} are exactly the
same. The optimum solution to {4.23}, /^and its relating minimum output energy
/?(/^)ai*e easily calculated by substituting the signature vector Ûq with steering vector
ïï(0„ q) in equations (4.18) and {4.19}, respectively.
A situation similar to the time delay acquisition occurs when there is some uncertainty 
about the direction of arrival of the desired user, 2z(^^q). However, in this case, one
cannot construct a set of hypothesis just based on different states of the desired signature 
vector as . This is because some of the signature vectors in this hypothesis set
would be the same as steering vectors relating to the other users (the same direction of 
arrival). Therefore the hypotheses set cannot be constructed just by spatial signature 
vector one needs to introduce and exploit some other types of orthogonality
between the users to construct a proper hypotheses set at the receiver for the desired 
signal. Ideally, all of these hypotheses should be orthogonal (or nearly orthogonal) to the 
signature vectors of the other users. If this orthogonality is provided by time domain 
spreading, then the receiver should be also synchronised with the desired user to exploit 
this chaiucteristic. Otherwise it needs to run the acquisition process as well. Due to this 
similaiity between these two concepts, it is also interesting to study the C-MOE algorithm 
for joint time delay acquisition and direction of amval estimation in a WCDMA system
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using anay antenna. However, this is out of scope of this thesis and is considered as 
possible future work.
4.4.4 The mismatch problem in blind approaches
In CDMA networks, spreading codes are used to ensure that the signature vectors of 
different users are nearly orthogonal. However in a real environment, mainly due to 
the asynchronous structure of the network in the uplink (where different users 
experience different channel conditions and delays) and multi-path characteristics of 
the channel in downlink, there is always an amount of inter-symbol interference (ISI) 
and inter chip interference (ICI). These effects reduce the orthogonality of the 
signature vectors. Consequently, The received signature vector o f the desired user 
cannot be assumed orthogonal to the space of interfering users (see Figure 4.8). This 
issue and its effect on the receiver vector were explained already in section 4.4.2.
On the other hand, in acquisition mode there is always some uncertainty about the 
coiTect signature vector iTq. As explained before, this uncertainty arises because of  
the unknown time delays and channel conditions. Although the receiver runs the 
acquisition algorithm over different hypothesis, none of these hypothesis matches the 
conect signature vector ÏÏq perfectly. Consequently, there is always a distance 
between the best hypothesis vector and desired signature vector Mq . Referring to the 
Figure 4.8, one can see that in this case, desired signal is actually located in the 
interference space, where our best hypothesis is relatively close to the desired 
signature vector.
As a result the receiver vector try to suppress both the interference signal and the 
desired user’s signal. It was explained during the section 4.4.2 that in the presence of 
noise, the MOE receiver is calculated to provide a trade-off between the energy of 
interference and noise at the receiver output. Therefore in low interference conditions 
and in the presence of mismatch, the trade-off is obtained by effectively rejecting the 
desired signal and unnecessary noise gain. The same effect is seen under low noise 
condition, where there is no effective continuing paiameter to control the norm of the
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received vector and to prevent the algorithm to reject the desired signal.
In all of these cases, and because our best hypothesis is relatively very close to the 
desired signature, the norm of , should become too much (in comparison with the 
case that there is no mismatch) to reject the desired signal.
What was explained in above paragraphs suggest that the mismatch between the 
nominal signal vector Uq and the corr ect vector iTq is a very important issue according 
to the acquisition process.
The constraint minimum output energy receiver (C-MOE), was proposed in 
[Madh94][Honi94] and [Honi95] for a known propagation channel scenario. In 
[Madh97] the known delay assumption was removed for an AWGN channel, and 
noise enhancement problem was explained as well. The work in [Madh97] is based 
on setting a constr aint on the length of the interference suppressor vector . But no 
practical method for automatically handling the mismatch was proposed. This 
constraint is to control the effect of mismatch by controlling the length of 
Therefore, the unconstraint optimisation problem {4.14} can be modified by adding a 
penalty factor on the norm of This gives equation {4.24}. The desired vector 
should minimise equation {4.24} and at the same time keeps the contribution of 
the desired signature vector to the output energy, constant.
fmoe » + m^oe (< fmoe, «,• > ~1) + ^ || f  {4.24}
The solution steps are the same as what explained for {4.14}
>") + A„„(< > -1) +1/ II in  = 0 {4.25}J moe
2/,1 k„ + a ,„„a " + 2v 7.1 =o
f l  = i K + v  /)-■ {4.26}
By applying the condition < > = 1, the desired receiver vector is calculated as
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-f _  W 2yV+/.)xl ,  .  !
I
G is the auto coiTelation matrix of the received sample vector r„. I is the '
identity matrix. Also, it is easy to see that v in equation {4.27} acts the role of 
fictitious noise power, which is added to the diagonal elements of matrix .
It was explained already that proper selection of v , depends on the condition of MAI 
and noise in the channel and has an important effect to prevent the suppression o f the 
desired user.
A large values of v cause less signal loss, because it sets a bigger penalty factor on 
the length o f This results in a better tolerance against the mismatch at the 
expense of lower interference suppression. On the other hand, a small value of v 
creates more interference suppression, and is more suitable for lai'ge MAI scenarios.
However in low noise conditions, this can also cause the suppression of the desired 
signal as well as increasing the power of noise at the output of the demodulator.
Therefore, proper selection of v is an important issue. The simulation results in 
section 4.4.7 show the effect of v on the acquisition peifoimance of the C-MOE 
algorithm in the AWGN channel.
A simple and practical algorithm for automatic selection of y is proposed in section 
4.4.6 and its peifoimance is studied in section 4.4.10.
Let us first assume a single path channel condition. For this simplified case, list 4.1 
represents the acquisition algorithm. For general fading channel the algorithm is the 
same but the structure of hypothesis can be different. This is addiessed in section 
4.4.8.
List 4.1
Hypothesis constructioji: for i = 0 ,1 , . . . ,N - 1 , N  hypotheses aie constructed, which 
correspond to N different chip delays. N  represents the spreading factor. For 
hypothesis H, corresponding to the delay tJ, = iT^, the nominal vector «q is
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constructed as Mq =E^(^o)/||Ti(«o)|| > where the shift operator 7^(ôq) and signature 
vector Üq were defined in section 4.1 (page 61). By proper combining of the adjacent 
hypotheses, a more precise set of hypotheses can be achieved. Delays less than half a 
chip can be captured by increasing the sampling rate. However, this increases the 
dimension of collected vectors and results in a more processing time and complexity.
The best hypothesis selection: In the i^ , hypothesis, is calculated as {4.27}, 
where u' is replaced by Ûq . The relating output energy is calculated as
MOE  ^ = E[< >'} = ( f L f L  fLe •
The best hypothesis is the one that maximise its related MOE, W e use a normalised 
version of the MOE' to compare the hypotheses. This is to compare the hypotheses 
according to the amount of received signal energy that contribute to the receiver 
output. Therefore the best hypothesis is selected as follows
MOE'
J mW  -  (4.28}' oe J  moe
Hypotheses combining: In the case that a better delay estimation, (less than half a 
chip) is needed, two adjacent hypotheses, which relatively maximise the equation 
{4.28} can be combined. For example, a linear combination can be performed as
Ûq ( x )  = X ûJr + (1 -  x )  ûô"'", where the parameter % is calculated to properly combine
the two hypotheses and give a better estimation of the signature waveform.
In [Madh97] a normalised output energy function was introduced in AWGN channel 
for the refinement step, which is a function of the parameter % (Uq(%) used as the
desired signature vector). The desired paiumeter % is the argument that maximises the 
conesponding function. In this reference, % is calculated analytically by solving a 
quadratic equation.
However, for a coarse acquisition block an analytically calculation of % , introduces 
unnecessary computational complexity. In the next section a linear approach for
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refinement of the delay is proposed that can obtain an approximate estimation of the 
delays less than a chip, which its accuracy is enough according to a coarse acquisition 
block.
After calculating the parameter % , the refined version of the receiver and its relating 
delays can be obtained from equations {4.29} and {4.30}.
Although the calculated values of n, and 6 ; are not used explicitly here, they are 
useful information that may be passed to the tracking algorithms to start the tr acking 
of channel transitions after successful acquisition.
Inoe = %  f t e  + (X ~ Z  ) / î '  {4.29}
T 1=% T ; -  + (1 -  {4.30}
4.4.5 Delay estimation refinement
In digital implementation of a receiver, the input chip matched filter samples the 
received signal by a specified sampling rate. This means that the receiver has a 
limited time resolution and it is not necessary to evaluate the delay, x ,, analytically.
A simple and practical method, according to the result and complexity is as follows.
After coarse timing acquisition, the receiver makes a set of new hypotheses. This is 
perfonned by linear combination of the selected adjacent hypotheses i^ ,^  and . 
The number of these new hypotheses depends on the actual resolution that the 
receiver (e.g. the tracking block) expects. For example if  the resolution of %25 of 
chip duration is enough, the receiver needs to make just a set of 4 new hypotheses. 
Equation {4.31} shows a general member of the new set, where signature-vectors 
and ûq"«' are related to the selected adjacent hypotheses i^^ and i„^ j^, 
respectively.
Ûq(X) = X  iÛÎT" +  (1 -  X i )  ûo"“' where 0<%. <1. {4.31}
The C-MOE algorithm, described by list 4.1, is implemented again using this new set.
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Because this second step actually needs a very few hypotheses, the added complexity 
is negligible.
It is worth noting that generally, the false alarm rejection is performed (e.g. by testing 
the received infoimation bit sequence) after the acquisition step, where there is 
always a possibility that the initial selected hypotheses ûô"”" and ûq"“' are actually 
wrong (false alanu). Therefore the coarse acquisition should be fast and does not 
need to be very accurate. Tracking loop, which is closed after successful coarse 
acquisition, is responsible for carrying out fine alignment and is out of scope of this 
thesis.
Furthermore, some simulation studies show that the simple refinement approach 
proposed in this section generally works properly, while the mentioned analytical 
approach can go wrong especially when the correct delay is exactly equal to one of 
the first step hypotheses. For example Table 4.2 compares the percentage of 
successful refinements between [Madh97] and the simple approach proposed in this 
section for an AW GN channel, where the coarse acquisition has been already 
performed successfully. In our discrete simulator, the delays less than a chip were set 
as Ô, G [0,0.25,0.5,0.75], where ôj denotes a fraction of one chip duration delay. Also for 
the analytical selection of x  > the coiTesponding 5, was rounded to the nearest 
expected value of 5, (ô^G [0,0.25,0.5,0.75]). The results were averaged over 100 tries. 
10 users with the same power and Eb_No=10 dB were considered in this comparison.
[M adh97] Second set o f  hypotheses
S uccessfu l
selections
%65 %73
Table 4.2: Percentage of successful selections in two compared approaches
Therefore the desired value of % can be selected using maximisation problem {4.32}. 
Equation {4.32} is the same as {4.28} but uses the new set o f hypotheses.
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( f '  ( r ) ) ^ R  f'= ai-g(max^(- T  f  »ULÀX )) f L À x )
where
fL e  = and 0 <%,.<! , i = l...h {4.33}
In equation {4.33}, “h” is the number of new hypotheses, which depends on the 
desired resolution.
4.4.6 Automatic selection of v
It was already explained during section 4.4.4 that the selection o f vi n  equation 
{4.24} has a significant effect on the trade-off between interference suppression, 
noise enhancement and desired user's signal rejection. It was also concluded that the 
proper selection of v  depends on the level of noise and interference. Therefore, 
dynamical and practical selection of v  is an important task for the receiver. This fact, 
which is also studied through the simulation results in section 4.4.7, insists that 
inserted fictitious noise should be adjusted for different conditions of the channel, 
MAI and noise power to obtain a desirable acquisition-eiTor performance. In this 
section we propose a practical method for automatic selection o f v  that is assumed as 
a pre-acquisition step.
Let us assume a zero value for fictitious noise factor v in equation {4.24}. Following 
this assumption and in a wrong hypothesis Ûq = , the first and second tenus of
equation {4.24} become independent (especially when the wrong hypothesis vector 
« 0  = is orthogonal to all o f the signature vectors üj that have contributed to the
received signal). As a result, the algorithm tries to minimise both the desired signal 
and interference signal terms. Thus the receiver vector calculated to be
orthogonal or nearly orthogonal to the signal space, which is near to the direction of 
• Noise is the most effective term that can control the length o f effectively
and its contribution to the output energy is proportional to the || | | , Increasing the
power of the noise, decreases the j| j| and vice-versa because this norm is directly
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related to the receiver output energy.
On the other hand, as the wrong hypothesis is not exactly orthogonal to the space of 
the received signal, MAI always has a minor contribution to the output energy or 
equivalently has a minor effect on the || ||.
The behaviour becomes very important in low noise conditions where during 
interference suppression a significant amount of desired user signal is also rejected. 
This happens because the mismatch is present and enough power of noise does not 
exist to control the length of receiver vector • What was mentioned in the last 
paragraphs, initiates this idea that the norm of in a known wrong hypothesis can 
provide a valid measure for selection o f v .
Now, consider a unique spreading code that is not used for communication by any of  
the users in the network. This code and its different shifts can provide a known set of 
wrong hypotheses {ïÇ}. All active receivers in the network use this known code 
before the coaise acquisition step, where v = 0 , and calculate the / /  = RLK  ■ Then the 
mean value of the normalised norm of / /  (i.e. D = mean{\\ / /  ||} ) is used as a measure 
for the instant power of noise and MAI in the system. Based on the calculated value 
of “D ” and an available lookup table (optimised for cuirent traffic zone and other cell 
specifications) the receiver can select the value of v bom  the available options. The 
simulation results in section 4.4.6.1 illustrate the appropriate characteristics of “D ” 
for different conditions of noise and MAI.
4.4.6.1 Numerical example
Figure 4.9 presents the mean and standaid deviation (shown by sigma) of “D ” 
obtained from 400 simulation runs for near-fai* ratios of -2 0  dB and +20 dB. The 3 
path channel model, presented in table 4.1, is used. The first path delays and 
spreading codes of users are selected randomly. There was no attempt to optimise 
vector ïi^  over the available resource of spreading codes in the network. All spreading 
codes are selected randomly and remain constant during the simulation runs for each
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point. PMAI(offset) in Figure 4.9 denotes the offset power of the interfering users 
over the desired one in dB.
It is seen from Figure 4.9 that “Z)” increases as the Eb/No is increased, which results 
in a larger value ofv  . This is necessary to limit the signal suppression, particularly in 
low noise conditions, where in the absence of noise, both the interference and desired 
signal can be rejected because o f mismatch. On the other hand, in low noise 
condition, the effect o f MAI is more significant and “D ” decreases as the MAI 
increases. This results in a smaller value of v , which is again desirable and helps 
more interference suppression in strong MAI conditions. Generally, the characteristic 
of “D ” in all situations is desirable and can be used for dynamic selection of y .
3.5 vfPMAI (offset)- 20 dB  
—t— PMAI (offset)a-20 dB
II
□
LU
§u
iÎ
1.18
0.85
0.7
0.43
5 6 7 11 128 9 10 13 14 15
Eb/NQ dB
Figure 4.9: Mean value of D  = mean{ || ||} in a wrong hypothesis vs. Eb/No.
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4.4.7 Simulation results and discussion
To investigate the sensitivity of the interference suppression algorithm to the 
selection of v , the probability of acquisition eiTor is calculated in different conditions 
of noise and MAI.
One thousand least squaie (LS) simulation runs give the mean and variance of the 
acquisition eiTor in each hypothesis. Using the Gaussian approximation, suggested in 
[Madh98] and [Madh97] the probability of acquisition eiTor is calculated semi 
analytically as equation {4.34}.
' Z  Q ( ^ )  {4.34}
where and <7 , denote the mean and standard deviation of the random variable
Z = ( N _ M O E ' ) - { N  _ M O E ' ) where / is the conect hypothesis and N _ M O E ' = 
M O É- . To evaluate the equation (4 .34 ), the summation is applied over all
J m oeJ moe
hypotheses except the selected ones. In all simulation runs, 10 interfering users with 
Gold spreading codes of length 31 in the AWGN channel are considered. Delays
were selected randomly and v  = alfaxtrace{R^^)y/h&re denotes the estimation of 
the received signal covariance matrix and was defined by equation {4.11}. trace{R^^)
gives the summation of the main diagonal elements of the correlation matrix l?^ a^s a 
measure for power of noise and interference. Parameter “zzZ/a” is used to map the 
value o f traceiR^^) io a proper value of v  . This parameter is changed in following 
figures to show how the selection of v  could affect the acquisition performance in 
different conditions.
In Figure 4.10 a low interference power and good Eb/No condition are considered. 
However ô  results in a chip level asynchronous system and introduces the 
mismatch between the signature waveform of the desired user and the best 
hypothesis. The parameter<5^ denotes a fraction of one chip delay relating to the
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desired user signal and in the general case was defined in section 4.1. As a result, the 
algorithm suppresses the desired signal if the penalty factor v is not selected properly. 
In this case the probability of acquisition error will be high if  the value of ''alfa” is 
under-estimated. Increasing "alfa” limits the length of and limits the suppression 
of desired signal effectively. For example we see that alfa = l.OE-1 makes a very low  
probability of acquisition enor. In Figure 4.11 there is no mismatch between the 
conect hypothesis and actual received signature waveform. This is because S = 0 and 
system is chip level (but not bit level) synchronous.
The plots in Figure 4.11 are relatively more compressed and a better acquisition 
performance for fewer bits is obtained. This results in a faster time delay acquisition 
process.
Figure 4.12 shows a scenario where there is a high level of MAI in the system. All 10 
interfering users send their information bits with the same power, which is 20 dB 
stronger than the desired user’s signal. As was expected, in this case the best 
performance is achieved by using smaller value of "alfa” (i.e. alfa =1.0E-4) in 
comparison to the last two figures. Also Figure 4.13 illustrates the results for the 
same conditions as Figure 4.12, except that Eb/No =7. In this case the only effective 
way to obtain a low probability of error is increasing the number of information bits, 
“X ” used for the acquisition process.
These figures generally illustrate the degree of sensitivity of the acquisition 
performance to the selection of parameter v . It is worth noting that in the presence of 
fading channel, the mismatch problem becomes worse and dynamic selection of 
V becomes increasingly important.
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M O E  A lg o rith m
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Figure 4.10: Semi-analytic approximation of the probability of 
acquisition error vs. “X” (See equation {4.11}). 0 .
M oe A lgorithm  (AZ)
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1 0 '
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N o. B its in L S  a ig o rith m
Figure 4.11: Semi-analytic approximation of the probability of 
acquisition error vs. “X”. (See equation {4.11}). ^  =  0 .
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M oe A lgorithm  (A3)
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Figure 4.12: Sem i-analytic approxim ation o f the probability o f acquisition  
error vs. “X” . in presence o f strong M AI power. Eb/N o=10
M OE A lgorithm  (A4)
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Figure 4.13: Semi-analytic approximation of the probability of acquisition 
error vs. “X”. in presence of strong MAI power. Eb/No=7
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Table 4.3 illustrates the simulation results of the probability of acquisition error and 
also investigates the effectiveness of the proposed method of refinement, proposed in 
section 4.4.5. In total, 200,000 simulation runs in each case were performed for an 
AW GN channel. The parameter v  is selected dynamically from a pre-defined lookup 
table, based on the measuring method proposed in 4.4.6. In each run all delays are 
selected randomly and any error more than half a chip between the estimated and 
collect delay is considered as an acquisition eiTor. The number of received blocks 
X=50 (see equation {4.11}), Eb/No=15 and other simulation parameters remain the 
same as mentioned previously. The mean and standard deviation of error are also 
presented in Table 4.3. These values show a good performance according to the fine 
acquisition ability of the algorithm. This suggests that the information provided by 
the acquisition mode can also be reliable for the tracking process. Table 4.4 presents 
the same information as Table 4.3 for Eb/No=7.
A (PMAI) -20dB OdB 20dB
Pacq _ error 0.00 3X10'^ 5 X 1 0 '’
- 0 .0017 10'^
0.094 0.019
Table 4.3: Probability of acquisition error, mean and standard deviation 
of error for different near-far conditions. Eb/No=15.
A (PMAI) -20dB OdB 20dB
pacq _  error 0.00 10'^ 2 X 1 0 ’^
4 - 0 .006 0.003
^ A , 0.25 0.05
Table 4.4: Probability of acquisition error, mean and standard deviation 
of error for different near-far conditions. Eb/No=7.
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4.4.8 Acquisition performance in multi-path fading channel
The results presented in the previous section, show the effect of MAI and mismatch 
on the acquisition performance. The only source of mismatch, which was considered 
for the simulation results of section 4.4.7, was the chip level uncertainty according to 
the time delay of the received signal.
The multi-path characteristic of channel is another important source of mismatch. 
Because the acquisition is performed before any channel estimation, there is no pre­
known information about the instantaneous condition of the fading channel. This 
means that the mismatch cannot be overcome effectively just by increasing the 
number of hypotheses or equivalently increasing the resolution o f the delay estimator.
Equations {4.2} to {4.6} show that in the presence of multi-path fading channel, we 
are faced with a more complicated signature waveform. As a result, it is very difficult 
to perform an appropriate set of hypotheses at the receiver. Furthermore, because of 
mismatch, the receiver filter suppresses the desired signal and the BER performance 
of JAD receiver is degraded, even if the acquisition was obtained correctly.
The next chapter addresses the BER improvement of the final JAD receiver. In this 
section we are just interested in the acquisition performance.
Different methods of constructing an appropriate set of hypotheses, {H i}, are 
possible and are as follows.
Statistically based hypotheses:
Usually in a communication networks, some pre-defined statistical model o f the 
channel is available. This model generally specifies the statistical characteristics of 
the channel in terms of relative average power of paths, relative delays and so on. 
Statistical model can be used to provide some information about average behaviour 
of the channel, especially when a long-term process is considered. However we 
should note that, because time delay acquisition is a short-term process, the 
instantaneous behaviour of channel could be too far from its statistical characteristics.
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For example, the main path may be completely under fade for the whole duration of 
the acquisition process, while a weak transmission path dominates the power of the 
received signal effectively. Therefore using statistical infoimation of the channel can 
cause a large amount of mismatch and significant performance degradation.
Single path hypotheses:
Another way of performing an appropriate set of hypotheses is to consider different 
hypotheses for different copies of the desired user’s signature waveform coming from 
different paths (assuming that the relative delays are known). In this way the 
dimension o f {Hi} increases from N  to L x N , where L is the maximum number of 
paths and is defined by the channel model. Mismatch is still a problem. In 
comparison to the statistical based method o f combining (that is not realistic in a real 
system), complexity increases because of increasing the dimension of the hypotheses 
set.
Equal gain combining hypotheses:
{Hi} can also be constructed by combining the important paths (in terms of their 
relative powers) presented in the channel model with equal gain coefficients. In this 
way, a general member of the hypotheses set is denoted as.
«  =  E  K1 -  C '  (« 0 )  +  S ,  (4.35)/£(/;)
where vector Ôq is presented as a^  = [ao[0],....,ao[7/--l],0 ,....0 f  2 xw+l and was defined
in section 4.1. The summation is performed over selected paths of the channel model. 
Equation {4.35} is obtained from equation {4.4} by just considering the selected 
paths and neglecting the channel fading coefficients that are unknown during the 
acquisition mode. In this way we only need “A” hypotheses, assuming the channel 
model is reliable (in terms of relative delays of multi-paths). In comparison to the 
previous one, this method uses a smaller hypotheses set. Naturally, in this way the 
acquisition algorithm would benefit from time diversity characteristic of the channel, 
because in each hypothesis the effect of the all-important paths are considered
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resulting in better acquisition performance.
4.4.9 UMTS RACH structure & process
In the cuiTent standard of the UMTS network, the reverse link (uplink) synchronisation is 
perfonned using the random access channel (RACH). The random access channel is 
typically used for signalling pmposes. It is used for registration of the terminal after 
power on, or to update the location because of mobility or to initiate a call.
In UTRA the RACH procedure has the following phases [ETSI98] [Holm02][3GPP03]
• The terminal decodes the BCH (Broadcast Channel) to find out the available 
RACH sub-channels and their scrambling code and signature
• The terminal selects randomly one of these sub-channels. The signature is also 
selected randomly from among the available signatures.
• Downlink power is measured and initial RACH power level is set accordingly.
• A 1 ms. RACH preamble is sent with the selected signature.
• The terminal decodes AICH (Acquisition Indicator channel) to find out if the base 
station has detected the preamble.
• If there is no acquisition acknowledgement, the teiminal will increase its 
transmission power and send a new preamble signal.
• When an acquisition was acknowledged by AICH, the terminal transmits the 10 
ms message part of the RACH.
Figure 4.14 shows the RACH procedure where the terminal transmits the preamble and 
listens to the AICH for acknowledge indication.
The mobile terminal can start the transmission on the random access channel at a number 
of well-defined time offsets, relative to the frame boundary of the received broadcasting 
control channel of its cell.
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message
Preamble
RACH
AICH
Time
Figure 4.14: RACH power ramping and message transmission
These time offsets are known as access slots. The method is based on a slotted ALOHA 
approach as is illustrated in Figure 5.14 [3GPP03].
Access slot #1
Access slot #m
Start time
Message part
Preambk Message part
Preambk Message part
Figure 4.15: Access slots for different random access bursts.
There are 16 signature bits in every preamble, which modulate the spreading codes of 
period 256. This means that there are in total 4096 chips in each preamble.
The essential method of uplink synchronisation is based on matched filter correlator, as 
shown in Figure 2.10. In the next section the acquisition performance of this conventional 
receiver is compared with the interference resistant algorithm, C-MOE, using the same 
number of chips. Therefore, the evaluation time is the same, but the structure of data is 
different in these two approaches. It is seen that for the same evaluation time, significant 
improvement is achieved in terms of acquisition error probability, by using the 
interference resistant approach instead of the conventional receiver.
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4.4.10 Simulation results and discussion
To investigate the perfoimance of the C-MOE combined with the dynamic selection 
of V , some simulations were peiformed and the results are reported in this section. 
The channel is a Rayleigh fading channel and in fiequency selective scenarios, the 
channel model, presented in Table 4.1, is used. Spreading factor is always 31. The 
complex fading channel is modelled using the deterministic approach (Equal Area) 
inti'oduced by [Patz94]. The canier frequency, velocity of mobile and chip rate are set 
to IGHz, 70 Km/h and 3.84 Mc/s respectively. Acquisition error is counted when 
none of the propagation paths was captured coirectly, and the results were averaged 
over 10000-simulation runs. All interference users have the same “PMAI(offset)” in 
each case, where “PMAI(offset) dB” is defined as . In all cases
relating to the blind C-MOE approach, equal gain combination of multi-paths is used 
to construct the hypotheses set {Hi}.
Figures 4.16 and 4.17 show the probability o f acquisition error vs. near-far ration. In 
both cases, equation {4.18} is used to calculate the receiver filter and there is no 
mismatch handling. Figure 4.16 illustrates the results in a frequency selective UL  
channel (Table 4.1), while a flat fading channel is used for Figure 4.17. Eb/No=10 dB 
for both cases. The main source of mismatch in Figure 4.16 is the multi-path effect, 
while in the flat fading case the uncertainty about the start of chips is the only source 
of mismatch. It is seen from these figures that the acquisition algorithm is an 
interference resistant algorithm. However it is interesting to note that the results in 
the fiequency selective channel are worse than the flat fading results. This is because 
the level of mismatch in ûequency selective channel is greater than flat fading and 
therefore the desired signal suppression is more probable.
Figure 4.18 shows the near-far resistant characteristic of the C-MOE algorithm as 
well as its interference suppression performance, where equation {4.27} is used to 
calculate the receiver filter. Eb/No=10 dB and the channel is a frequency selective 
fading channel as shown by Table 4.1. Delay error less than half a chip (for at least 
one path) is considered as conect acquisition. From Figure 4.18, it is seen that in 
terms of near-far resistant characteristic and for a specific number of multiple access
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interférer users, the algorithm behaves very well. However, increasing the number of 
interfering users does not have the same effect as increasing the power. This can be 
explained by referring to Figure 4.8. Increasing the number of interfering users 
increases the dimension of MAI space. Therefore it becomes more possible that the 
desired user signature vector has a significant power in the direction of MAI space. 
As a result, this increases the risk of desired signal rejection and degradation of the 
acquisition performance.
Comparison between Figure 4.18 and 4.16 shows that a considerable gain according 
to the acquisition performance is obtained by handling the mismatch as explained in 
sections 4.4.4 and 4.4.6.
Figure 4.19 illustrates the probability of acquisition error for the same conditions, as 
Figure 4.18, except that the channel is a flat fading. By comparing this figure with 
Figure 4.18, we see that in a frequency selective multi path fading, better 
performance is achievable. However in a blind approach there is always a trade-off 
between diversity and mismatch. Increasing the number of paths increases the 
diversity, but also increases the mismatch. Therefore, the improvement is not too 
significant. We already saw (Figure 4.7) that the diversity has a considerable effect 
on the acquisition performance of the training algorithm. This is because in a training 
approach there is no mismatch problem. Therefore as far as the maximum delay 
spread of the channel is not comparable with symbol time duration, an appropriate 
combination of multi-path is directly obtained during the training mode. This 
desirable characteristic of the training algorithm is achieved at the expense of training 
preamble and greater acquisition time.
Also, comparing Figures 4.17 and 4.19 shows that even in a flat fading conditions, 
handling the mismatch improve the acquisition performance. However this 
improvement is not as significant as multi-path fading scenario.
Effect of Eb/No is shown in Figure 4.20. Although it is known that the performance 
of blind reception algorithms degrades in low Eb/No, still the figure shows that the 
dynamical selection of v can still limit the noise power amplification.
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Figures 4.21 and 4.22 illustrate the performance of a conventional acquisition system  
using the preamble structure of Figure 4.15. In comparison to the previous figures, 
the conventional receiver uses the same number of chips as interference suppression 
receivers, which is approximately the same as the standard size of the preamble part 
of RACH for UMTS. The number o f preamble symbols in Figure 4.21 is 127 and the 
spreading factor is 31, while in figure 4.20, 31 preamble symbols are used and the 
spreading factor is 127. Other simulation conditions aie the same as in Figure 4.18.
Both figures show how much the conventional acquisition receivers suffer from MAI 
and near-far effect, and confirm that in the presence o f these hostile effects, 
interference resistant acquisition algorithms aie promising. In these simulations, a 
fixed power of preamble section is used.
Also it is worth noting that using longer spreading codes and smaller signature 
sequences, while the total number of chips is fixed, increases the acquisition 
perfoimance in low MAI conditions. However, it still provides poor performance 
when MAI and near-far effect are increased.
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Figure 4.16; Probability of acquisition error in an UL scenario for the M OE algorithm using equation  
{4,18} (No mismatch handling). Three paths Rayleigh fading channel (Table 4.1).
Number of symbols in acquisition mode X=100
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Figure 4.17: Probability of acquisition error in an UL scenario for the M OE algorithm using equation 
{4.18} (No mismatch handling). One path Rayleigh fading channel
Number o f symbols in acquisition mode X=100
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Figure 4.18: Probability of acquisition error in an UL scenario for the MOE algorithm using equation 
{4.27}. Three Paths Rayleigh fading channel (Table 4.1)
Number of symbols in acquisition mode X= 100.
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Figure 4.19: Probability of acquisition error in an UL scenario for the MOE algorithm using equation 
{4.27}. One path Rayleigh fading channel, Number of symbols in acquisition mode
X = 100
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Figure 4.20: Probability of acquisition error vs. near-far ratio in an UL scenario. The MOE 
algorithm using equation {4.27}, Three Paths Rayleigh fading channel (Table 4.1),
X=100
1 0
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Figure 4.21: Probability of acquisition error vs. near-far ratio in an UL scenario. Three Paths 
Rayleigh fading channel (Table 4.1), Conventional receiver,
127 symbols & spreading factor 31
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Figure 4.22: Probability of acquisition error vs. near-far ratio in an UL scenario. Three Paths 
Rayleigh fading channel (Table 4.1), Conventional receiver,
31 symbols & spreading factor 127
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4.5 Acquisition time analysis
The algorithms presented in this chapter can be considered as parallel acquisition 
algorithms according to the classification introduced in chapter 2. The flow diagram 
of this kind of algorithm is shown in Figure 4.23.
XNT^Start >______________________ ' AG O ,
J^ZXNT,*T, +
Figure 4.23: State diagram of the acquisition algorithm
Refeixing to section 2,7 and the access slot illustrated in Figure 2.11, it is 
straightforward to find out that the number o f cells, C, for these parallel methods is 1, 
and we have:
H d { z ) =  {4.36}
= +7^2^^'+"^ {4.37}
{4.38}
where X, N and T^  represent the number o f symbols used for acquisition algorithm, 
spreading factor and reset time, respectively. The latter is the time that receiver has to 
wait until the next access slot is aixived (Figure 2.11). In these cases T i^s equivalent 
to the penalty time, which is the necessaiy time for rejecting the false alarm and 
returning to the acquisition mode. The false alarm recovery time depends on the 
structure of receiver. However for the time slotted mode, this recovery time should be 
shorter than time interval between two consecutive slots. Also, for these paiallel 
sti'uctures we have: = ( 1  -  .
Substituting {4.36}, {4.37} and {4.38} in {2.35} and using {2.36} the average
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acquisition time is obtained as follows:
T;c,.„v = ( z ) U  = /  F . + (1 -  P a K  /  P, {4.39}
where is the probability of correct acquisition, denotes the chip time interval 
and = {l -  p^) for these parallel algorithms.
Figure 4.23 and Figure 4.24 use the derived formula in equation {4.39} to illustrate 
the average acquisition time of the training and C-MOE algorithms, respectively. The 
reset time Tr, which in this case is the same as penalty time, is selected 1 0 0 0  symbols, 
which is less than 10 ms. (For example in UMTS scenar io, the frame length of RACK 
is 10 ms). Of course the actual acquisition time performance depends on the actual 
values of penalty time, reset time, evaluation time and so on. Therefore the Figures 
4.24 and 4.25 are valid just for the scenario assumed in this section.
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Figure 4.24: Average acquisition time of the training algorithm in a single path and 
multi-path fading channel (Table 4.1) vs. number of symbols “X”.
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Figure 4,25; Average acquisition time of the C-MOE algorithm in a single path and 
multi-path fading channel (Table 4.1) vs. number of symbols “X”.
4.6 Summary
In this chapter adaptive algorithms for time delay acquisition were studied. When there is 
the possibility of transmitting a training sequence, training algorithm can be used for joint 
acquisition and demodulation of a CDMA signal. Acquisition time can be adjusted by 
proper selection of training sequence structure, using different period of Gold codes for 
training and spreading puiposes.
It was also shown that a training algorithm does not suffer from the mismatch and exploit 
the time diversity much better than a blind approach.
However, the application of training sequences for packet-based networks will not be 
feasible. The usage of training sequences, and reacquisition for every packet service will 
result in unacceptable overhead. Therefore this has motivated interest into blind 
techniques.
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Blind adaptive receivers for joint acquisition and demodulation were studied here; in 
paiticular we focused on the constraint minimum output energy (C-MOE) scheme. The 
mismatch problem was addressed and its effect on the acquisition perfoimance was 
investigated. A novel method for adaptive selection of the optimisation constraint, which 
results in adaptive handling of the mismatch, was proposed.
Perfonnance evaluation of the algorithm for the uplink and downlink of a mobile channel 
shows a good near far resistant, as well as interference suppression characteristic of the 
acquisition process.
Simulation results show that the method of handling the mismatch improves the 
acquisition perfonnance in both frequency-selective and flat fading channels in 
comparison with a MOE receiver without handling the mismatch. However the 
perfonnance improvement for a flat fading channel is not as much as a frequency 
selective condition.
Also the acquisition performance of a conventional acquisition system in the presence of 
MAI and near-fai* effect was evaluated and finally the acquisition time analysis was 
addressed.
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Chapter 5
5 Enhanced receiver for joint acquisition 
and demodulation of data
In chapter 4, the acquisition characteristic of a practical blind adaptive CDMA 
receiver, which is based on constraint minimum output energy (C-MOE), was 
studied. According to the time delay acquisition, receiver performance in a multi-path 
fading mobile channel was investigated and the problem of mismatch handling was 
discussed. In this section we discuss that for any practical blind receiver based on the 
idea of joint acquisition and demodulation of data (JAD), a single step constraint is 
not sufficient especially if  a multi-path channel is considered. In this case, multiple 
constraints are necessary. In other words, an acceptable acquisition performance of 
this type of receivers, does not guarantee to give a good multi-path-combining 
characteristic for the final demodulator.
This is mainly because the acquisition process is a short-teim process, and any further 
information about instantaneous conditions o f the channel is not available during this 
stage. Note that the traditional channel estimation algorithms exploit the timing 
infoimation, and could be implemented only after a successful synchronisation step.
It is worth noting that regaiding a JAD receiver, it is very important to have an
1 1 0
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acceptable initial BER. In this way, the receiver is able to perfoim the demodulation 
of data immediately after the acquisition, or initiate some adaptive algorithms, such 
decision-directed techniques, to refine itself during time.
The idea of integrating an interference suppression channel estimation step, which 
uses the same constraint minimum output energy structure and the same collected 
data as acquisition mode, is the main motivation behind this chapter. To achieve this 
goal, a new optimisation problem is defined, which uses the infoimation provided by 
the acquisition mode. This gives enhanced knowledge sunounding the channel 
condition and results in a better receiver filter.
However, it is clear* that after acquisition mode, mismatch still exists due to unknown 
channel coefficients and imperfect multi-path combining by the acquisition step. It is 
shown in this chapter that by extending the method of mismatch handling used for the 
acquisition process to this refinement step, a considerable improvement in terms of 
starting BER performance is obtained.
5.1 Near-far resistant characteristic of JAD receiver
It was explained in the previous chapter that the output o f acquisition mode in a JAD 
algorithm is a near-far resistant demodulator. Here we show this chaiacteristic using 
simulation results. However, in the next section it is explained that because of lack of 
time diversity due to poor combining, this chaiacteristic does not necessarily result in 
an acceptable BER performance in a multi-path-fading channel.
Figure 5.1 illustrates the near-far resistant characteristic of the receiver FIR filter.
The SIR (Signal to Interference-Noise Ratio) o f the resulting demodulator, which is 
obtained through the successful acquisition process, is calculated analytically using 
equation {5.1}. The results are averaged over 100 simulation runs. In this calculation 
it is assumed that the receiver rejects the false alarm (FA), immediately and thus the 
averaging is performed over 1 0 0  successful acquisition steps relating to 1 0 0  different 
channel conditions.
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In equation {5.1}, denotes the general receive filter and is equivalent to for 
the problem in hand, Mq and ïïj are the signature vectors of the desired user and
interfering signals respectively, is the variance of noise and J shows the number of 
inteifering signals that for this case is 10. It is seen from Figure 5.1 that increasing the 
power of the interfering users by 20 dB over the desired signal, results in a maximum 
3dB loss of SIR, where 50 symbols have been used for simulations. However, 
increasing the number of symbols that are contributing to the acquisition process (see 
“X ” in equation {4.11}) can decrease the loss of SIR, effectively. Although this is a 
desirable characteristic, this does not mean that the calculated receiver provides good 
multi-path combining and gives a good BER performance.
SIR =
7=1
{5.1}
M O E  (S IR )
8
PMAI (offset)»0 dB PMA!(offset)-20 dB
6
A
2
0
2
A
E b -N o -1 7
6 50 100 150
No. bits in LS iteration
200 250 300
Figure 5.1; SIR of the blind JAD algorithm vs. number of symbols used for acquisition process. 
10 MAI users in a 3-path UL fading channel (Table 4.1) were considered.
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5.2 Conventional receiver’s exploitation of time diversity
In transmission of wideband CDMA signals, the chip rate is much larger than the 
coherency bandwidth of the channel. The channel acts as a frequency selective 
environment, where its delay spread can provide time diversity. In this case, we 
assume uncoiTelated (in an ideal case) versions of the transmitted signal, the coherent 
combination o f which can provide improved detection of data. In addition, an 
important characteristic of wideband CDMA is exploiting this diversity to increase 
the system capacity in channel fading conditions.
A conventional WCDMA receiver uses a Rake structure to benefit from this 
phenomenon. Figure 5.2 represents a Rake structure. There are different possibilities 
to select the combining coefficients, , presented by equation {5.2}.
^  ^  {5.2}
i
For example, the maximum ratio combining (MRC) is a well-known method of 
combining, which is optimal when the effect of multiple access interference can be 
neglected or assumed as AWGN noise.
Now, remember that a blind interference resistant acquisition algorithm generally 
starts by constructing a set of hypotheses about the signature waveform of the desired 
signal. Therefore the final interference suppression receiver, calculated during the 
acquisition mode, completely depends on this construction.
Refening to section 4.4.8, it is seen that each type of hypothesis construction results 
in a different combination of multi-paths in the final receiver vector.
For example, assume that the selected hypothesis according to the acquisition mode is 
a member of single path hypotheses set as described in section 4.4.8. Therefore, the 
receiver vector , actually does not exploit the available time diversity, while the
acquisition algorithm may benefit from this diversity. As a result, the BER 
performance of the JAD receiver may be degraded effectively.
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Figure 5.2: The Rake receiver combiner and the synchronisation block
However, even by using equal gain combining hypotheses set for the acquisition 
process, an appropriate exploitation of multi-path effect cannot be achieved. This is 
mainly because the dimension of ambiguity during the coarse acquisition mode is too 
high (uncertainty about chip level and symbol level timing, as well as the unknown 
channel coefficients and even un-detected paths). Therefore, even the best hypothesis 
suffers from considerable amount of mismatch with the instantaneous desired signature 
waveform.
It is possible to start from an available channel profile, but this just reflects the average 
characteristic of the channel not the instantaneous situation of the multi-path.
The idea of handling the mismatch by inserting the fictitious noise can prevent the 
complete signal rejection, and can provide conect time delay acquisition on most 
occasions. However, the receive filter generally becomes matched, as closely as 
possible, to the weakest path to decrease the output energy. This also results in a 
degraded BER performance.
Furthermore, it is well known that a conventional receiver, as illustrated in Figure 
5.2, suffers from MAI floor and is highly near-far and MAI limited.
The facts mentioned in the previous paragraphs, initiates a study of the integration of 
interference suppression channel estimation with the acquisition step.
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It is worth noting that we are interested to do this refinement, without any new  
collection of data or increasing overall complexity excessively. It is well known that 
in this type of receiver, re-adjustment o f the sampling time (compensating the first 
path delay) after acquisition process is not applicable because any shift in sampling 
time changes the structure of the multiple access interference and hence the receiver 
does not remain an interference suppression detector any more. This means that the 
receiver needs to collect a new block of data and calculate a new correlation matrix 
(to construct a new receiver filter) if  it adjusts its sampling time according to the 
acquisition outcomes [Smith99].
Therefore, the interference resistant algorithms for demodulation o f data and channel 
estimation, which generally assume a known multi-path delay and synchronised 
receiver, need to collect a new set o f symbols to estimate some statistical 
characteristics of the channel such as its covariance matrix . Some types of these 
methods were studied in references [Tsat97] [VeenOO].
5.3 JAD receiver’s exploitation of time diversity
In chapter 4, it was shown that in a multi-path fading channel the received signal 
could be represented as:
I I
K =  ^ 0  W “o + 2 ]  di [«]«; + (n) =  Mq + 2  4  M^'i ^  (») {5.3}
1=1 (= 1
where b^M is the desired symbol and Uq denotes its signature vector, assuming the 
effect o f a multi-path channel and chip and symbol level asynchronous conditions.
It is deal' that in a linear solution, we aie going to find a receiver vector /  that:
=^oW ==^()W  {5.4}
If the acquisition mode is completed successfully, then some ambiguity surrounding 
the signature vector îTq can be removed using the infoi'mation provided by the 
acquisition step. This is observed by rewriting the signature vector Mq as, Wq = 4^^  xc^.
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A) =
âo(0 )
âo(Af-l)
0
«o(0 )
â , ( N - ï )
0
{5.5}
{2xN+LyxL
Vector Cq g represents the multi-path channel coefficient vector, and still remains 
unknown after acquisition mode. Matrix \  shows the code signature wavefonu of the 
desired user, where each column represents the related shifted version of its spreading 
code. 0 o(7z) denotes nth chip of the desired user’s spreading code sequence. Now the 
vector Cq is the new unknown vector to be found.
In equation {5.4}, the number of zeros in the first column and before ôo(0) equals the
sample delay of the first path; this is the case when generally the strongest path, 
which is captured during the acquisition mode, is the first one.
For a g e n e r a l c a s e  is  s h o w n  by e q u a tio n  {5.6}. In th is  e q u a t io n , th e  a iT ow  p o in ts
to the column that represents the strongest path and its time delay estimation has the 
maximum certainty.
A) =
0
âo(0 )
âoiN-l)
0
0
. 0 ,( 0 )
âo(N~ï)
. .0
0
T
Gn(0 )
â,iN-ï)
0
{5.6}
(2XN+L)X2L
In this case, the number of columns of is increased to capture the highest possible 
number of paths (according to the delay spread) on either side of the strongest path.
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Now, the ambiguity in the MOE optimisation problem is reduced to the unknown 
channel coefficients. As a result the optimisation criterion =1 in equation
{5.7}
miiy fZe Kr Inoa Subject to Wq =1 , {5.7}
which is the same as equation {4.13}, can be changed to Cq.
Therefore, another minimum output energy optimisation can be applied, searching for 
the channel estimation where Aq is known. The new optimisation problem and its 
relating solution are presented as follows.
mii^ Subject to = c„ {5.8}
û = K % ( Â " R ; ' 'Â ,r '£ o  fs.9)
It is worth noting that in this case, we do not use the constiaint on the noiTn of the 
receiver filter or the penalty factor in the unconstraint form, as was considered in 
section 4.4.4. This is because we assume the delays, which were estimated during the 
acquisition mode, are conect and also we like to use the well-known analytic solution 
to the optimisation problem {5,8}. Therefore a finite number of hypotheses aie not 
used in this case.
The best solution for c , according to the minimum output energy criterion, is such a 
complex vector that its corresponding receiver filter {5.9} (i.e. the answer to the
optimisation problem {5.8}) maximises its output energy. Therefore is the solution 
to the maximisation problem presented by equation {5.10}.
Cpp = max,, /(|| c, f )  {5.10}
I I  0^ I I
T h e  a n a ly t ic  s o lu t io n  to  th is  p r o b le m  is  s im p ly  th e  e ig e n -v e c t o r  o f  m a tr ix  
E = Aq) , c o iT e sp o n d in g  to  its  m in im u m  e ig e n -v a lu e  [HaykS5]. It is  w o rth
n o tin g  th at R^ ~^  a n d  A^  a re  k n o w n  a fter  th e  a c q u is it io n  m o d e . T h e r e fo r e , th is  s te p  
u s e s  th e  s a m e  c o l le c t e d  in fo im a t io n  b its , co iT e la tio n  m a t i ix  a n d  its  in v e r s e  as th e
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acquisition mode, and there is no need for more collection of data or inverse 
calculation of the autocorrelation matrix. The dimensions o f matrix E g are 
defined by number o f paths, which are much smaller than the dimensions o f the 
autoconelation matrix .
5.4 Mismatch handling and receiver refinement
Although the calculated in the previous section can be used to give the receiver
vector, using equation {5.9}, still mismatch between the estimated signature vector of 
the desired user and its actual value exists. This is due to error in the multi-path 
delay estimation (i.e. error in A,), as well as enror in channel estimation. In [Tsat97],
a receiver with full knowledge of all the multi path delays uses this approach to 
obtain an estimate of the channel coefficients, where mismatch handling is not 
considered.
We propose to use the same idea of mismatch handling as acquisition mode, using the 
technique of fictitious noise presented in equation {4.27}. The idea is explained as 
follows.
The channel estimation step uses the same received signal structure as acquisition 
mode, to obtain a better estimation of the signature vector. This new version (refined 
version) is applied to equation {4.27} that benefits from the mismatch handling 
technique to prevent the desired signal rejection. Therefore, the final receiver filter is 
calculated as equation {5.11}. This equation is obtained by replacing in equation 
{4.27} with the new version In following simulation results, the receiver
presented by equation {5.11} is referred to as enhanced receiver for joint acquisition 
and demodulation o f data, E-JAD, while the receiver proposed in the previous 
chapter (Equation {4.27}) is referred to as JAD receiver.
The parameter v  has the same value as was calculated during the first step of the
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delay acquisition process.
Simulation results in the next section show that using the proposed equation {5.11} 
instead of standard fonn (presented by equation {5.9}) improves the BER 
perfonnance, even in comparison with a receiver with full knowledge of the multi- 
path delays, but without considering the effect of mismatch [Tsat97], The receiver in 
equation {5.9}, which assumes that the multi-path time delays are known, and was 
compensated after acquisition mode, is referred to as basic minimum output energy, 
B-MOE receiver. By adjusting the estimated delays the structure o f interference is 
completely changed [Smitt99] and a new estimation of the autocorrelation matrix for 
the demodulation step becomes necessary.
Equation {5.11} also outperforms the receiver calculated by equation {4.27}, which 
tides to handle the mismatch but doesn’t exploit the multi-path diversity.
In summary, the proposed modified algorithm for joint acquisition and demodulation 
of CDMA signal consists of the following steps;
List: 5.1
1- Compute the fictitious noise factor v  as explained in section 4.4.6.
2- Estimate the delay of the first arrival path or the strongest path.
3- Calculate the vector which obtains a more realistic model o f the 
channel, using {5.10} and its associated eigen-value problem.
4- Compute the receiver filter , as proposed in equation {5.11}
Figure 5.3 illustrates the block diagram of the final E-JAD receiver. It is worth noting 
that the refinement process uses the available information after acquisition mode such 
as the auto-conelation matrix and its inverse.
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Figure 5,3: Block diagram of the E-JAD receiver
5.4.1 Pilot channel aided receiver
The eigen-value decomposition of matrix E , gives with a multiplicative complex
coefficient. This effect can rotate the detected complex bits and resulting in incoiTect 
detection, especially for higher order modulations.
In the down link channel, a reasonable assumption that can be used for many 
different purposes is pilot channel assumption.
One interesting characteristic of blind algorithms for joint acquisition and detection 
of data is that it supports data modulation during the synchronisation phase. Hence, 
we may have a modulated pilot channel, while the proposed receiver can use a veiy  
short duration of this pilot signal for phase collection. In the downlink, this pilot 
comes through the same channel as the desired user and experiences the same delay 
and fading.
Furthermore, because the algorithm is near-far resistant and effectively suppress the 
MAI, it can recover the pilot channel even in presence of strong interfering signals. 
The acquisition process, as well as the channel refinement is performed using this
1 2 0
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pilot channel. This pilot is common between all users in downlink, and therefore the 
receiver actually does not need to know even the spreading code o f the desired user 
for the acquisition purpose. Finally the calculated receiver vector in equation {5-11} 
is passed to the reception block for demodulation of data.
The same receiver can be used in the uplink, where the uplink pilot channel is 
considered, or equivalently a few  preamble symbols at the start of each packet 
session are used to conect the phase. This preamble section is very shorter than what 
is necessary for acquisition, according to a conventional acquisition approach. 
Simulation results in the next section show that generally four or five symbols are 
enough to average out the effect of noise and conect the phase.
5.5 Simulation results and discussions
To investigate the BER performance of the enhanced blind CMOE receiver for joint 
acquisition and demodulation of data (illustrated in Figure 5.3), E-JAD, a Mont Carlo 
simulation was set for a mobile fading channel. A three-path WSSUS channel is 
considered, where Doppler frequency is 120 Hz and relative powers and delays of 
multi-paths are fixed as [0, -3, -3] dB and [0, 3, 10] chips, respectively.
After every successful delay acquisitions, the BER of the receiver in equation {5.11} 
is calculated (over 2 0 0 0 0  information bits) and results were averaged over 500 
different fading channel conditions (500 successful acquisition with different quality 
of calculated receiver). Mobile velocity was set to 80km/h and Eb/No=15dB.
The results are also compared with the basic MOE receiver of equation {5.9} (B- 
MOE) proposed in [Tsat97], where it was assumed that perfect knowledge of all 
path-delays is available (time delay acquisition was performed) and delays are 
already adjusted. Therefore a new collection o f data after acquisition is necessary. 
Also the mismatch handling has not been considered in their approach.
To see how much gain is obtained through the refinement, the BER performance of 
the basic CMOE for joint acquisition and demodulation of data (B-JAD) is also 
presented (based on equation {4.27}). For the downlink channel, these results are also
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compared with a Rake receiver, where it is assumed that the delays and channel 
coefficients are completely known and thus the simulation is biased in favour o f the 
Rake receiver. In all simulations the spreading factor is 31 and delays of users as well 
as channel conditions are selected randomly at the start of every simulation run. It is 
worth noting that the presented BER in following figures is the initial BER just after 
the acquisition mode.
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Figure 5.4: BER vs. PMAI(offset) dB. MAI =15 users. 
Acquisition window size = 100 symbols. DL scenario.
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Figure 5.5: BER vs. PMAI(offset) dB. MAI =15 user.
Acquisition window size= 200 symbols. DL scenario.
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Figure 5,6: BER vs. PMAI(offset) dB. MAI =5 users. 
Acquisition window size = 100 symbols. UL scenario
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Figure 5.7; BER vs. PMAI(offset) dB. MAI =5 users.
Acquisition window size = 200 symbols. UL scenario.
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Figure 5.8: BER vs. PMAI(offset) dB. MAI =10 users. 
Acquisition window size = 100 symbols. UL scenario.
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Figure 5.9: BER vs. PMAI(offset) dB. MAI =10 users.
Acquisition window size = 200 symbols. UL scenario.
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Figure 5.10; BER vs. PMAI(offset) dB. MAI =15 users. 
Acquisition window size = 100 symbols. UL scenario.
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Figure 5.11: BER vs. PMAI(offset) dB. MAI =15 users.
Acquisition window size = 200 symbols. UL scenario.
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Figure 5.12; BER vs. acquisition window size. MAI=10 users. 
UL scenario.
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Figure 5.13: Mean and variance of channel phase detection error vs. 
PMAI(offset) dB. UL scenario.
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Figure 5.14: The Histogram of error energy in detection of the channel amplitudes.
UL scenario.
The BER performance of the Rake receiver, basic MOE (B-MOE), basic joint acquisition 
and demodulation (B-JAD) and enhanced receiver for joint acquisition and demodulation 
(E-JAD) were compared in Figure 5.4 for a DL channel scenario where there are 15 
active users in the network. E-JAD clearly outperforms the other algorithms, even in the 
presence of strong MAI. Although it is not significant, B-JAD still works better than B- 
MOE. This shows the effectiveness of the joint acquisition and demodulation approach.
Figure 5.5 illustrates the same results as Figure 5.4, except that 200 symbols are used for 
the acquisition process. Increasing the number of symbols clearly improves the BER 
perfoimance, but at a cost of longer acquisition time. It is seen from this figure that by 
increasing the power of interference, the BER of B-MOE and E-JAD degrade relatively 
faster in comparison to Figure 5.4. This happens because the channel estimation 
perfoimance degrades. Although, using 200 symbols improves the acquisition
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performance, the starting point BER suffers more from channel variations during the 
collection of data. In this case, the autoconelation function actually presents the average 
channel conditions, and therefore the degradation is a result of channel refinement error. 
It is also seen that the B-JAD that does not use the channel refinement step, has a 
relatively flat performance.
Figure 5.6 shows that in the UL scenario, the perfoimance improvement by B-JAD and E- 
JAD is more significant than DL, where both outperform the B-MOE algorithm.
Figure 5.7 illustrates the same results as Figure 5.6, except that 200 symbols are used for 
acquisition. Increasing the acquisition time improves the BER perfoimance. We see that 
the perfoimance of B-JAD and B-MOE converge together, and it shows that the 
mismatch handling of B-JAD and the channel refinement of B-MOE are balanced in this 
case.
Figures 5-8 to 5-11 compare the BER perfoimances in an UL scenaiio, where the system 
load is increased. It is seen that by increasing the system load and in the presence of 
strong neai-far effect, BER of E-JAD and B-MOE are increased relatively faster than 
BER of B-JAD. Again, this is due to poor channel estimation perfoimance for this highly 
loaded case.
Figure 5.12 illustrates the BER perfoimance of the receiver, presented in Figure 5.3 vs. 
the number of symbols used for the acquisition process. Number of MAI users is 10 and 
PMAI was set to 10 dB. It is seen that until we reach a given point (round 250 symbols in 
this case), BER decreases as the acquisition window size or, equivalently, the 
autoconelation estimation length is increased. For B-JAD and E-JAD, this is obtained at 
the expense of longer acquisition time, and for B_MOE this means collection of more 
received signal vectors. On the other hand after some point, the BER increases by 
increasing the number of received symbols. This is due to the time varying characteristic 
of mobile channel that can’t be assumed constant during the acquisition mode; also it 
clarifies the necessity of a tracking algorithm after the short interval acquisition process. 
Tracking algorithms aien’t considered in this thesis.
Mean and variance of phase estimation eiTor for different paths of UL channel is
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illustrated in Figures 5.13.
Also, the histogram in Figure 5.14 shows the energy of eiTor in the detection of multi-path 
amplitudes.
5.6 Complexity discussion
One important issue about blind adaptive algorithms is their implementation 
complexity. The most part of the computational complexity is due to the need to 
invert a large autoconelation matrix R . Different techniques of approximate low  
complexity matrix inversion are proposed in literature, two of these are presented 
here.
Polynomial expansions (PE) are one group of approximately matrix inversion 
methods.
One characteristic of these methods, according to our problem in hand, is that we 
need to know the autoconelation matrix R , or at least a reliable estimate of this 
matrix. When this knowledge is available, some expansions such as the Taylor series, 
presented in following paragraphs, can be used to obtain the inverse matrix. This does 
not need any new collection of data.
For more infonmation on expansions with different convergence rates and complexity 
see [Helm96] and [Lei98].
Taylor series:
Using the Taylor series, the expansion o f R‘* is expressed as:
a^R ’  ^ = % ] ( ï - a^R)' {5.12}
i=0
where 11 - (a  ^R) |< 1 is the convergence condition of equation {5.12}.^gj(a.j. R) 
denotes the ith eigen-value of matrix a^R . For positive semi-definite matrix R the
2above condition can be expressed as: 0  < a.. < -------- — .
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2In a simpler way, can be selected as = ------- — . Also this is a practicaltrace(R)
constraint, when the calculations of eigen-values of R are not desirable in terms of 
time and complexity.
Some discussion about rate of convergence, and some modifications can be found in 
[MozaOO]. Here we just address the fact that complexity reduction is possible by 
using the approximate polynomial expansions.
The other different approach of calculating the inverse of autocorrelation matrix is 
based on a lemma presented by equation 5.13.
In this approach the inverse matrix is calculated during the collection of data. The 
simulation results, which are presented at the end of this section, show that this 
method is faster and more practical than the polynomial expansion. On the other 
hand, before applying the acquisition process, the receiver needs to wait until it 
receives enough information blocks. Therefore it is more convenient for the receiver 
to adaptively estimate the inverse of the autoconelation matrix during this waiting 
time. The following section addresses the matrix inversion lemma [Scha91].
Matrix inversion lemma:
One approach to avoid explicit matrix inversion is based on the matrix inversion 
lemma in equation {5.13} [S cha91 ].
(A + B C D r  = A"^-A"'B(DA"*B + C' ' r DA- '  {5.13}
By replacing the matrixes A , B , C and D in equation {5.13} with autocorrelation 
matrix R , received vector ij in ith iteration, unitary matrix Î and r“ , respectively, a
recursive solution for inverse matrix R ' is obtained. This is shown by equation 
{5.14}. Index i in this equation represents the number of iteration steps, which is the 
same as the number of collected symbols during the acquisition process.
- h  _  m  _  r s - - .  1
l + r« [R'^],t r,[R-li = [Rw +f,Tr = [R■*],i - -  , / = 0,1.... {5,14}
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If there is no initial assumption, it is sufficient to start from identity matrix (i.e. 
R-‘ = ï ) .
5.6.1 Numerical examples and discussions
To show the effectiveness of the inverse algorithms explained in the previous section, 
some simulations were run for an uplink communication link. We consider 10 users in the 
network where the near-fai* ratio is 5dB; the other simulation paiameters are the same as 
section 5.5. A measure of convergence is the Frobenius norm ,^ F-N, of the enor between 
matrixes R'^xR and identity matrix Ï . This norm is also noimalised to the F-N of
identity matrix Ï .
For the Taylor series the autoconelation matrix is first estimated based on 100 received 
symbols and then the inversion is applied for a different number of polynomial terms in 
equation 5.12.
Moreover, for the lemma presented in equation {5.13}, the inversion is earned out 
adaptively during the collection of information blocks. It is seen that by increasing the 
number of symbols, the error norm decreases rapidly. For example, it is observed that 100 
symbols (necessary for reliable acquisition performance) can provide a good 
approximation of the inverse matrix.
Figures 5.15 and 5.16 illustrate the simulation results for the error norm of the two 
different approaches that have been mentioned here. It is seen that the lemma of equation 
{5.13} provide a good approximation of the inverse of autoconelation matrix and, does 
not need further delay for additional calculation after collection of symbols. This is also 
desirable for a faster acquisition process.
_  132Frobenius-norm( X )=Sqrt(Trace( X x X ))
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Figure 5.15: F-N of error in calculating the inverse matrix (using {5.12}) 
vs. the number of polynomial terms . “alfa” denotes the convergence
parameter in equation {5.12}.
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Figure 5.16: F-N of error in calculating the inverse matrix (using {5.14}) 
vs. the number of iterations in equation {5.14}
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5.7 Summary
The BER performance of the JAD algorithm was studied in this section. It was shown that 
although the JAD algorithm can give a good acquisition performance and the calculated 
FIR filter coefficients from the acquisition mode is a near-far resistant receiver, it does 
not exploit the channel diversity appropriately. Therefore this class of receiver does not 
provide acceptable BER peifoimance.
By combining an appropriate method of channel estimation, which is compatible with the 
structure of acquisition mode, and does not need any further collection of data, a novel 
receiver stmcture was proposed in Figure 5.3.
The idea of mismatch handling proposed in chapter 4, was also combined with the 
channel refinement procedure. As a result a novel foimula for calculation of final receiver 
vector was proposed and presented by equation {5.11}.
Simulation results for different channel conditions were used to investigate the 
effectiveness of the proposed algorithm, as well as the behaviour of the receiver by 
changing the acquisition time length, level of MAI and the near-far effect. These results 
show that the E-JAD approach outperfoims the B-MOE receiver presented by equation 
{5.9}. This is mainly because this receiver does not consider the effect of mismatch. Also 
the E-JAD algorithm clearly outperforms the B-JAD and the Rake receiver in terms of 
BER performance.
Finally, an approximate matrix inversion scheme and its effectiveness in a mobile channel 
environment were studied. It was discussed that the acquisition time length is enough for 
adaptively calculating the inverse of the autoconelation matrix using the lemma presented 
by equation {5.13}.
This lemma can also be used for tracking the autoconelation matrix or, in other words, 
tracking the mobile channel.
134
Chapter 6: Conclusions and future work
Chapter 6
6 Conclusions and future work
6.1 Conclusions
In this dissertation the concept of interference resistant algorithms for joint acquisition 
and demodulation of CDMA signal was studied.
The limitations of conventional receivers, which are based on the matched filter structure, 
for acquisition of time delays in a CDMA communication network were studied. It was 
concluded that the acquisition-based capacity of the mobile communication network 
could be a bottleneck for the CDMA system design. This motivated the study for 
interference resistant algorithms for time delay acquisition in an attempt to maximise 
system throughput.
Furtheimore, the hostile problems such as multiple access interference, near-far effect, 
multi-path channel characteristics and the mobile environment are common issues for 
both the acquisition and demodulation processes. Therefore the idea of adaptive 
interference suppression algorithms for joint acquisition and demodulation of CDMA 
signal (JAD) is another interesting concept. In this regai'd, the training algorithm and the 
C-MOE algorithm for performing the JAD approach were studied.
It was shown that the training algorithm could provide good acquisition performance as
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well as perform an interference resistant receiver. It does not suffer from mismatch and 
therefore can exploit the multi-path diversity to improve the acquisition performance, 
effectively. Also by proper selection of the training sequence, shorter acquisition time is 
possible, at the expense of smaller number of possible transmissions in simultaneous 
acquisition mode.
In addition, new systems such as packet-based radio access networks, ad-hoc networks 
and high mobility environments are strong initiative behind the study of blind adaptive 
algorithms for time delay acquisition. In these scenarios, it is very important to remove 
the preamble part from every packet session. This results in a considerable reduction of 
redundancy in comparison to the conventional approaches that exploit preamble symbols 
for acquisition purpose.
In this thesis a linear blind interference resistant receiver, based on the C-MOE algorithm 
was studied, and a novel structure of such a receiver was proposed that is capable to cope 
with the variable characteristics of the mobile channel. The proposed structure was also 
evaluated in teims of both code acquisition and demodulation perfoimance.
The JAD receiver shortcoming was due to inability to exploit the multipath diversity 
properly. This drawback can degrade the demodulation performance. Therefore this 
motivated the concept of joint application of a low additive complexity channel
estimation algorithm with the acquisition process. This was investigated
comprehensively.
By applying the idea of mismatch handling to the process of channel estimation, 
considerable improvement is achieved in the BER perfoimance of the final JAD receiver. 
Therefore it is concluded that the blind C-MOE JAD receiver is an interesting and 
practical type of receiver that can improve the acquisition and demodulation perfoimance, 
effectively.
Based on the work accomplished in this thesis the following publications have been 
provided.
• N. Neda, R.TafazoIIi, “Simplified near-fai- resistant technique for joint time
acquisition and demodulation of CDMA signals”, lEE, Electronics Letters
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Journal. January 2001, Vol. 37, No. 1. pp. 65-66
• N. Neda, R. Tafazolli, “Enhanced C-MOE receiver for joint acquisition and 
demodulation of CDMA signals,” 14^  ^ IEEE International Symposium on 
Personal, Indoor and Mobile Radio Communications, PIMRC, September 2003, 
Beijing China.
6.2 Future work
Mobile wireless communication systems are facing the new demands for higher bit rate 
services, large-scale mobility and more efficient use of network resources (e.g. the 
spectrum). These already initiated considerable research amongst the communication 
community. Two different approaches for satisfying these demands ai-e; designing more 
sophisticated CDMA receivers and using new multiple access techniques.
On the receiver sub-system, as was shown in this thesis the acquisition step could act as a 
potential bottleneck to the system capacity if not designed properly.
Further reseaich is needed to extend the work which has been carried out in this thesis to 
the interested multiple access technologies as well as more sophisticated receivers.
More sophisticated receivers:
a) In section 4.4.3, it was mentioned that the MCE stmcture has also been considered 
in aiTay signal processing area as a beam-foiming algorithm, where the direction 
of aiiival is the parameter to be detected. The similarity between the fundamental 
approaches means that it would be interesting to combine these two concepts in a 
CDMA system, which uses anay antenna facility, for joint blind estimation of 
time delays and angle of arrivals.
b) Delays and channel tracking processes were not considered in this thesis. Based 
on the algorithms investigated in this research, tracking process can be viewed as 
tracking the coirelation matrix (or its inverse) and the corcesponding eigen-values 
(e.g. see [Cham94]), Studying the practical algorithms related to these concepts 
and combining them with the structure of receiver for joint acquisition and
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demodulation (Figure 5.3) is another interesting issue to be considered.
Systems beyond the 3G\
Multi-carrier CDMA (MC-CDMA) already has attracted lots of interest among the 
worldwide communications community and is considered as a promising candidate for 
the systems beyond the 3G (Third Generation of Mobile Systems) or 4G. Extending the 
blind MCE acquisition algorithm to this multiple access scheme would be an interesting 
area of research.
Moreover, MC-CDMA systems use many earner frequencies, known as sub-carriers, to 
transmit the infoimation symbols. Therefore, the frequency offset is an important issue in 
these systems. CuiTent methods of earner synchronisation proposed for the orthogonal 
frequency division multiple access or OFDM (OFDM is a base technology for the MC- 
CDMA air-inteiface), usually use the preamble symbols [Heis02], Extending the C-MOE 
approach and other blind estimation schemes to perform joint time delay and frequency 
offset estimation for MC-CDMA systems, is another interesting work to be considered.
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