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Abstract 
In the last years, optimal power flow has attracted many researchers in terms of developing new optimisation algorithms. Currently, 
the mathematics model for optimal power flow analysis solved as nonlinear optimisation problems contain a large number of 
constraints. These can be difficult to understand and remember. It is therefore important to explain it clearly. But what is most 
important is to present specific examples for practical applications. The aim of this study is to analyse students' performance 
and undertake concentration degree analysis in the case of solving a nonlinear programming problem. The study took place 
during a two hours laboratory session, and is based on solving the laboratory application. The study covers four university 
years. Participants are students of Politehnica University Timisoara, Romania. The information is analyzed by the authors. 
Participants are asked to obtain the new objective function value consisting of three computing steps. Two methods will be used 
by students: the Simple Gradient method and the Conjugate Gradient method. Through specific examples, the authors are 
presenting in detail the two methods used to perform the laboratory application. The computing volume is relatively large and 
requires a high degree of student concentration. This may negatively affect students' performance. The authors recommend that 
students perform a preliminary study of laboratory applications and the theoretical aspect. 
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of Academic World Education and Research Center. 
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1. Introduction 
There are many optimization problems in power system operation and planning which require real-time solutions. 
One of these solutions determines optimal resource requirements at minimum cost, taking into account a set of 
constraints (Momoh, 2008). The planning is performed during a period of time (minutes, hours, days, etc.). There is 
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more information of interest in analyzing the optimization problem. Objective function, equality and inequality type 
constraints must be satisfied from the point of view of economic terms.  
Existing methods for solving economic allocation problem use mathematical techniques such as linear programming, 
optimization techniques without constraints (using Lagrange multipliers) and nonlinear programming, including 
constraints. Dynamic programming, the Lagrange relaxation technique, and Bender’s decomposition algorithm, are 
used to solve the optimization problem. Other methods from power system operation and control, refers to maintaining 
optimal generation groups. Finally, it mentions the optimal power flow (OPF), which includes active power generated 
and consumed, module and phase of voltage, transformer and autotransformer transformation tap and vectors of 
module and phases respectively in the case of a transformation tap. Optimal power flow has been extended and  
includes objective functions and constraints. Currently, optimal power flow is used to solve nonlinear optimization 
problems, being followed by numerical optimization and computer technology (Jizhong Zhu, 2009). 
The discipline entitled power system optimization techniques is one of the specialized courses taught at the Department 
of Electrical Power Engineering at the University Politehnica Timisoara. The discipline is primarily aimed at familiarizing 
students with optimization methods, specifically with regard to operational research, used to solve applications in 
the electrical power engineering area correlated with the use of appropriate computational techniques (Kilyeni, 2009). 
It contains both algorithms already considered to be classic, and those of a relatively recent date. Also, it focuses on 
the development of an orderly and algorithmic mind, in understanding mechanistic of optimization methods, and on 
their implementation in solving concrete specialized problems (including transposing them on computer).  
The curriculum of this discipline includes a theoretical part, presented during class hours and practical application, 
the latter being divided in laboratory works (Kilyeni & Barbulescu, 2011). Among the subject dealing with discipline 
power system optimization techniques, the following themes are dealt with: graph theory, linear programming problems, 
determining the optimal configuration of electricity transmission networks presented as a transmission type optimization 
problem, and transient optimization operation of power systems presented as a linear programming problem. 
All technical universities which educate engineers in "Power Engineering", "Electrical Power Engineering", “Power 
Systems" or "Electrical Power Systems" specializations have a similar discipline as part of their curriculum. In this 
subject, an area of interest is represented by the optimization of power systems transient operations, addressed as a linear 
programming problem. The practical part includes a numerical application which is solved using the following iterative 
methods: the Lagrange multipliers method, the simple gradient method and the conjugate gradient method. 
2. Research 
The study is based on one of the laboratory aspects of the discipline Power System Optimization Techniques 
entitled the optimal distribution of power between plants groups solved as a nonlinear programming problem.  
The work contains a theoretical and a practical part respectively. The latter can be solved both on the computer and by 
manual calculation. The theoretical part contains a large number of account relationships. This was presented during the 
time spent in the classroom. The assessment itself will include only students’ manual calculations and, in this case, the 
authors’ use of two methods: the simple gradient method without taking into account inequality type constraints, and the 
conjugate gradient method respecting inequality type constraints. 
The analysis aims to answer the following questions:  
1. How many students have completely solved the application?  
2. How many students have half-solved the application?  
3. How many students were unable to solve the application and require further questions?  
4. How many students have interpreted the results of each step and given other explanations? 
2.1. The aim of the research 
The aim of this research is to analyze the impact of different understanding of methods to solve a nonlinear programming 
problem. In this study, the authors analyze the students’ performance obtained using the gradient method in terms of 
hourly conventional fuel cost minimizing, coverage of consumer’s power and in respect to the limits related to the 
power generated. Also, the way in which the teacher presents the course, laboratory work, and course and laboratory 
materials, may influence the degree of understanding and the performance of the students. 
2.2. Participants 
The research refers to a case study applied to fourth-year students of the Politehnica University Timisoara, 
Romania, in the Department of Electrical Power Engineering. Participants in the study are 223 students: 52 students 
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2010-2011 university year students, 47 2011-2012 university year students, 72 2012-2013 university year students 
and 52 2013-2014 university year students. The average age is 22 years. 
2.3. Instruments 
Students use course notes, laboratory tutor, A4 paper, writing instruments and a calculator. Also, the blackboard 
and calculators are used during the laboratory sessions. 
2.4. Question used in research 
Let us consider a plant with 4 power generating groups which supplies a consumer. Active power losses are 
considered to be constant. Conventional fuel hourly cost characteristics are of a quadratic form: 
 2( )i gi i gi i gi iB p a P b P c    (1) 
Coefficient values of fuel consumption characteristics and upper and lower limits of power generated are given in 
the following table1.  The power consumed is 315 MW. 
 
    Tablo1. Coefficient values of fuel consumption characteristics and upper and lower limits of power generated are given. 
Group ai [tcc/MW ·MW·h]  bi [tcc/MW · h]  ci [tcc/h]  Pimin [MW]  Pimax [MW]  
1 0.0024 0.27 0 20 50 
2 0.0014 0.16 0 50 100 
3 0.001 0.15 0 100 200 
4 0.0012 0.18 0 100 200 
 
It is necessary to determine the power generated by the four groups, while minimizing the hourly conventional fuel 
costs, covering the consumer’s power and respecting the limits relating to power generation. 
3. Procedure 
At the beginning of the laboratory sessions, the teacher presents theoretical notions which will be used in dealing 
with the question. Then, the enunciation and requirement of the paper are presented, being written on the blackboard. 
In the first step, the application will be solved by computer using the Gradient_P program. In this case, students 
perform the calculations under the guidance of the teacher. Some misunderstandings will be clarified. The teacher 
will write a number of useful results on the blackboard, extracted after the computer calculation. Students are asked 
to solve the application manually, using one of the two methods. Students have 2 hours to perform the calculations. 
The methods that the students use are presented below. These are extracted from the laboratory guide.  
Method 1: Solving the application by manual calculation using the simple gradient method without inequality  constraints. 
Method 2. Solving the application by manual calculation using the conjugate gradient method taking into account 
inequality type constraints. 
4. Results and interpretation 
Table 1 shows the situation solving application used in each university year. It can be seen that from the total of 
223 students, 139 students have completely solved the application as follows: 30 university year 2010-2011 
students, 31 university year 2011-2012 students, 44 university year 2012-2013 students and 34 university year 2013-
2014 students. Studying Table 2, it is noted that 58 students have solved only half the application. 
       Table 2. Students’ performance. 
 University year 2010-2011 2011-2012 2012-2013 2013-2014 
Solved the application completely 30 31 44 34 
Half-solved 14 14 18 12 
Unable to solve 8 2 10 6 
Total 52 47 72 52 
 
In this case, the authors consider the application is half-solved if step 1 is fully completed and a part of step 2. Analyzing 
the problem, in this case in terms of percentages, the situation is as follows: 27% (2010-2011 university year), 30% (2011-
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2012 university year), 25% (2012-2013 university year) 23% (2013-2014 university year). For the third question, students 
were unable to solve the application, if they had not completed step 1. In this case the total number of students is 26. The 
high number of students who have completely solved the application demonstrates the that they have the necessary 
knowledge to solve the application. This is due the concrete presentation of the manual calculation for the two methods. 
The number of students who haven’t completed step 1 will be reduced after the teacher provides the necessary 
explanation. Also the explanation will help the students who have solved only half the application. Therefore, the 
situation will change significantly (Table 3). Overall, the number of students who have completed the application 
increases to 181 students (82%). Analyzing the problem in the case of each university year, it was found that the number 
of students who solved only half the application was reduced to 50 % in the case of university years 2010-2011, 
2012-2013 and 2013-2014, excepting university year 2011-2012. According to Table 2, the number of students who could 
not complete the application was significantly reduced. If in university years 2010-2011 and 2013-2014, only 3 and 
2 students remained respectively, in university year 2011-2012 there is no student who cannot solve the application. 
      Table 3. Students’ performance after teacher’s intervention. 
 University year 2010-2011 2011-2012 2012-2013 2013-2014 
Solved the application completely 42 37 58 44 
Half-solved 7 10 9 6 
Unable to solve 3 0 5 2 
Total 52 47 72 52 
 
A final analysis performed by the authors refers to the interpretation of the results obtained, and another explanation 
during the calculation process. The students’ performance in terms of result interpretation and explanation is also 
presented in detail for each university year (Table 4).  
Studying the overall situation, it can be seen that only a few students gave explanations and interpreted all the results. 
There are 50 students: 13 students (university year 2010-2011), 18 students (university year 2011-2012), 11 students 
(university year 2012-2013) and 8 students (university year 2013-2014). According to Table 3, between 53% (25 students 
in university year 2011-2012) and 70% (36 students in university year 2013-2014) of students have interpreted only a part 
of the results obtained. In the case of the third situation, when no explanations and no interpretation were provided, the 
number of students for each university year is as follows: 10 students, 4 students, 13 students and 8 students.  
Table 4 Students’ performance in results interpretation and explanations. 
 University year 2010-2011 2011-2012 2012-2013 2013-2014 
Provided explanations and interpreted all results 13 18 11 8 
Provided explanations and interpreted only a part of results 29 25 48 36 
No explanations and no interpreted results 10 4 13 8 
Total 52 47 72 52 
5. Conclusion 
This analysis confirms the hypothesis that the performance and degree of understanding of students is influenced 
by how the learning material used is structured and presented, together with the learning methods used by the teacher 
during the laboratory session. Nonlinear programming problem solving methods are easy to understand, but require 
a large amount of calculation. The interpretation of the results is not difficult, but it is necessary for the students to 
carry out a preliminary reading before the laboratory session. This reading should include both theoretical, presented 
during course hours, but also laboratory work. Studying the results it is found that although students had access to 
all the information for solving the application, not everyone recorded the same performance. Therefore, the degree of 
concentration during classes or laboratory sessions is crucial. 
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