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Quasisymmetry and omnigeneity of an equilibrium magnetic field are two distinct properties proposed to en-
sure radial localization of collisionless trapped particles in any stellarator. These constraints are incompletely
explored, but have stringent restrictions on a magnetic geometry. This work employs an analytic approach
to understand the implications of the constraints. The particles move in an intrinsically three dimensional
equilibrium whose representation is given by earlier work of Weitzner and its extension here. For deeply
trapped particles a local equilibrium expansion around a minimum of the magnetic field strength along a
magnetic line suffices. This analytical non-symmetric equilibrium solution, enables explicit representation of
the constraints. The results show that it is far easier to satisfy the omnigeneity condition than the quasisym-
metry requirement. Correspondingly, there exists a large class of equilibrium close to quasisymmetry that
remain omnigeneous while allowing inclusion of error fields, which may destroy quasisymmetry.
I. INTRODUCTION
Stellarators offer the attractive paradigm of intrinsic
steady state operation. Unlike tokamaks, they neither
rely on toroidal currents to provide the rotation trans-
form nor do they appear to suffer from disruptions. Non-
axisymmetry and hence full three-dimensional nature of
magnetic fields then follows. While the three-dimensional
nature of the magnetic geometry allows a wide range of
design choices for stellarators, it also has a major disad-
vantage: in the absence of symmetry there is no guar-
antee that trapped particles will remain near a given
flux surface and thus be confined. To avoid such ra-
dial drifts of particles, properties of the magnetic field
such as quasisymmetry1,2 and omnigeneity3,4 have been
proposed. A stellarator with either of these properties is
expected to have confinement properties comparable to
those of a tokamak. A good understanding of the nature
of these particle confinement schemes is therefore very
much needed.
Guiding center theory for single particle motion
demonstrates that radial drifts do not destroy confine-
ment provided the second adiabatic invariant J|| =
∮
v||dl
be independent of the magnetic field line label on a given
flux surface. Thus omnigeneity can be defined as con-
figurations where surfaces of constant J|| are also flux
surfaces. Quasisymmetry (QS) has been shown5 to be
a special case of omnigeneity. It requires more strin-
gently that the strength of magnetic field be independent
of the field line label in an appropriate coordinate sys-
tem. However attractive these ideas might be, there are
some negative results in the literature regarding these op-
timization schemes. According to Garren6 and Boozer,
the QS constraint can be satisfied exactly only on one flux
surface and not in a given volume. According to Cary-
Shasharina4,7 an analytic omnigeneous magnetic field has
to be QS. Until very recently8, it was also assumed5,7
that omnigeneous magnetic fields do not allow magnetic
wells of varying depth. These results clearly indicate how
stringent the constraints are and motivates further ex-
ploration. However, analytical progress is hindered by
the inherent complications arising from the lack of ad-
equate representations of the intrinsically three dimen-
sional equilibrium.
In this paper, we study analytically the general ques-
tion of radial localization of trapped particles in a non-
symmetric magnetohydrodyanmic (MHD) equilibrium.
Our main objective is to obtain an analytical understand-
ing of the constraints arising from omnigeneity and QS.
We begin by analyzing the second adiabatic integral as
an Abel integral as noted earlier by Hall-McNamara3. In
section II, we derive the well established results on omni-
geneity through the explicit solution of an Abel integral
equation. Abel inversion technique has been discussed
in details in many excellent textbooks9–11 and articles12.
Using Abel inversion one solves the inverse problem of
determining a potential given the time period of a par-
ticle as a function of energy in that potential. Since the
J|| integral is of the form of an Abel integral3 we show
that such an inversion is possible to obtain the magnetic
well width measured along a field line. We present the
Abel inversion results for a single and multiple wells in
(II A,II B) respectively, analyzing the possibility of hav-
ing an omnigeneous magnetic field with variable well
depths in II C.
Next, we turn to the question of evaluating the afore-
mentioned constraints on an actual nonsymmetric MHD
equilibrium. In section III, we discuss the basic frame-
work to solve for three-dimensional MHD equilibrium
based on an extension of the formulation developed ear-
lier by Weitzner13. We look for a local equilibrium expan-
sion around the minima of a magnetic well in section IV.
The assumption of locality not only simplifies the analy-
sis from the geometrical point of view but also allows a
study the physics of the deeply trapped particles.
In sections V and VI, we evaluate the omnigeneity
and QS constraints and compare them in VII. The con-
straints manifest themselves as algebraic equations that
ar
X
iv
:1
71
1.
00
05
9v
1 
 [p
hy
sic
s.p
las
m-
ph
]  
31
 O
ct 
20
17
2connect various coefficients in the local expansion of the
magnetic field strength. We find that there is a redun-
dancy in the constraint equations and the actual number
of independent equations to be satisfied is significantly
smaller than what is implied by a simple count of the
number of constraints. We also find that within the con-
text of a local analytic expansion, omnigeneity and QS
are significantly different. The QS constraint starts at a
lower order in the local expansion scheme and at each or-
der it is more restrictive than the omnigeneity condition.
Finally, we summarize our findings and discuss future
directions in section VIII.
II. RECONSTRUCTION OF |B| GIVEN J|| USING ABEL
INTEGRAL INVERSION
Let us consider the motion of a particle of charge e
and mass m, trapped in a strong magnetic field B and
an electrostatic potential ϕ in a typical stellarator. The
larmor radius is typically orders of magnitude smaller
than the system size length. All of the particle con-
finement schemes are based on the lowest order guiding
center description of such trapped particles and ignore
any finite larmor radius effects. In the zero Larmor ra-
dius limit, the particle sees an effective potential given
by V = µB+(e/m)ϕ, µ being the magnetic moment and
B = |B| is the strength of the magnetic field. One can
use the conservation14 of the longitudinal invariant, J||,
given by an integral of the form
J|| =
∮
v|| ds =
∮ √
2(E − µB(s)− (e/m)ϕ)ds,
where E is the total energy of the particle. The inte-
gral is done along a field line on a given flux surface
(γ =constant) and a given field line label (Ψ = constant)
and s measures length along B. In equilibrium, the elec-
trostatic potential is a flux function i.e ϕ = ϕ(γ), which
does not change along the path of the integral and there-
fore can be absorbed in the total energy E. This allows
us to define a normalized kinetic energy E so that the
magnetic moment µ and the electrostatic potential do
not explicitly appear in J|| resulting in:
J||(E ,Ψ, γ) =
∮
Ψ,γ
√
2(E −B(s))ds. (1)
The bounce time τ can be formally obtained by differen-
tiating J|| with respect to E
τ(E ,Ψ, γ) = ∂J||
∂E =
∮
Ψ,γ
ds√
2(E −B(s)) . (2)
Provided the derivative of J|| with respect to E is con-
tinuous, the above equation is formally of an Abel type
and we can use the Abel inversion machinery to obtain
s(B). However, continuity and differentiability of J|| as
a function of E is a suspect near bounce points. Fur-
thermore, in a multiple magnetic well system, there is a
discontinuous jump in bounce points across separatrices.
Therefore, we proceed to analyze first the single well and
then the multiple well system.
A. Abel inversion in a single magnetic well system
Let us consider the bounce points
(
s−, s+
)
where E =
B. In between the bounce points we have smin where the
magnetic well has its minima Bmin. In evaluating J|| we
split the region of integration into
(
s−, smin
)∪(smin, s+).
At this stage it is useful to change integration variable
from s to B to obtain
J|| =
∫ E
Bmin
dB
√
2(E −B)D, (3)
where
D =
∑
σ
∣∣∣∣ dsdB
∣∣∣∣
±
=
∑
σ=±1
1
|∇||B|
∣∣∣∣
±
, σ = sign
(
ds
dB
)
(4)
The subscript ± is used to indicate that the quantity
is evaluated at the bounce points. The sum is done at
the bounce points where E = B. The discrete variable
σ = ±1 characterizes the bounce points.
To investigate the behavior near a bounce point, let us
consider a series expansion of B(s) around the minima
at s = 0
B = Bmin +
s2
2
B′′ +O(s3) , B′′ > 0. (5)
To this order of approximation the system behaves like a
simple harmonic oscillator with J|| ∝ E and τ ≈ constant.
Thus the J||, τ integrals are convergent, differentiable and
well behaved.
At the minimum E = Bmin, the right side of (3) van-
ishes. The left side is also zero since the bounce points co-
alesce at the minima. We can therefore define the bounce
function τ(E) as
τ(E ,Ψ, γ) ≡ ∂J||
∂E =
∫ E
Bmin
dB√
2(E −B)D, (6)
which is itself a continuous and differentiable function
of E . Following the standard Abel integral procedure as
outlined in Appendix A, we obtain
D(B) = 2
pi
d
dB
∫ B
Bmin
dE 1√
2(B − E)
∂J||
∂E . (7)
Abel inversion guarantees continuity of D. Since the left
side of (7) is a derivative one can integrate D with respect
to B. This gives us the width of the well equal to s+−s−
as can be checked from (4).
3FIG. 1. Multiple magnetic well
B. Abel inversion in a multiple magnetic well system
Let us now consider a generic non-monotonic magnetic
well with multiple wells as shown in Fig 1. For simplic-
ity, we consider only two wells, however, the final results
are completely general. Let us consider a particle with
sufficient energy so that it can bounce back and forth
between the two wells. We shall use the following no-
tation: (s−, s+) denotes the bounce points with B = E ,
(s
(i)
min, s
(i)
max) denotes the location of the ith minima/ max-
ima B = (B
(i)
min, B
(i)
max), (s
(i)
− , s
(i)
+ ) denotes the locations
where B = B
(i)
max adjacent to the local maxima B
(i)
max. In
evaluating J||, we shall split the interval (s
(i)
min, s
(i)
max) into
the following sub intervals,(
s−, s
(i)
−
)
∪
(
s
(i)
− , s
(i)
min
)
∪(
s
(i)
min, s
(i)
+ = s
(i)
max
)
∪
(
s(i)max = s
(i+1)
− , s
(i+1)
min
)
∪(
s
(i+1)
min , s
(i+1)
+
)
∪
(
s
(i+1)
+ , s+
)
.
Since, near the separatrix the bounce points vary dis-
continuously, we define a modified J|| by subtracting out
from J|| the sum of the individual contributions from each
well:
J(E) =J||(E)−
i+1∑
j=i
∫ B(i)max
B
(j)
min
dB
√
2(E − B)D(j)
=
∫ E
B
(i)
max
dB
√
2(E − B)D.
This is done to ensure that at E = B(i)max, J vanishes just
like J|| vanished at the minimum in a single well. By
restricting the inversion on the J integral we avoid all
points where 1/B′ is unbounded except for the maxima
at s
(i)
max. To ensure continuity at this point and around
the separatrix, we shall assume the functions being sub-
tracted are multiplied with suitable mollifiers.
Now, let us test differentiability. The only points where
the function J(E) could be non-differentiable are the
bounce points near the separatrix. Let us consider the
integral between bounce points (s−, s+) where E = B.
The integral with s ≥ s− is
J =
∫ s
s−
ds
√
2(E −B) =
∫ B
E
dB
√
2(E − B) ds
dB
Let us now consider a series expansion of B(s) around
the maxima at s = 0 (choosing s
(i)
max = 0)
B = Bmax − s
2
2
B′′ +
s3
3!
B′′′ +O(s4) , B′′ > 0. (8)
From B′(s) = −sB′′ + O(s2) we obtain s2 ≈ (Bmax −
B)/B′′ and therefore
J '
∫ B
E
dB√
Bmax − B
√
(Bmax − B)− (Bmax − E).
Changing variables from B to t = (Bmax−E)/(Bmax−B)
we can simplify the J integral to be approximately
J ∝
∫ 1−x
1
√
1− t ≈ x3/2 (9)
with x = 1 − t ∼ (E − B) in the upper limit, being
only slightly different from zero. This integral and its
derivative is convergent and well behaved as required.
Now, that we have ensured continuity and differentia-
bility of J we can differentiate J with respect to E to
obtain
∂J
∂E =
∫ E
B
(i)
max
dB 1√
2(E − B) D
=
∂J||
∂E −
i+1∑
j=i
∫ B(i)max
B
(j)
min
dB 1√
2(E − B) D
(j), (10)
where D(j) is D for the jth well. The first term in (10)
is analogous to Eq. (2) although the lower bound is the
local maxima instead of the minima as in (2). The second
term in (10) is the sum of the contributions to the bounce
time from the individual wells. Following the standard
Abel integral inversion, the details of which are described
briefly in Appendix A, we obtain
4D = 2
pi
d
dB
∫ B
B
(i)
max
dE 1√
2(B − E)
∂J||
∂E + (11)
2
pi
d
dB
i+1∑
j=1
∫ B(i)max
B
(j)
min
dB D(j) sin−1
√
B
(i)
max − B
B − B .
In the limit of a single well, B
(i)
max → B(j)min for all j,(11)
implies that the second term is zero, and we recover the
single well result (7). The second term is therefore a
contribution from all the local magnetic wells. We can
calculate w = s+ − s− by integrating (11) with respect
to B.
C. Abel inversion and omnigeneity
In an omnigeneous system, J|| is independent of the
field line label Ψ. Abel inversion allows us to calculate
D in terms of J||. Therefore, in an omnigeneous system,
D must also be independent of Ψ and the omnigeneity
constraint can be written as
∂ΨD = ∂Ψ
∑
σ=±1
1
|∇||B|
∣∣∣∣
±
= 0. (12)
In the literature5,14, this is also known as the “Cary-
Shasharina theorem”. Note that this statement is equiv-
alent to the requirement that the distance between the
bounce points w = s+ − s−, be independent of the field
line label.
Let us now ask if the “Cary-Shasharina theorem” (12)
is valid for magnetic wells with varying well depths. It
is well known that the bounce time of a particle diverges
logarithmically near a separatrix. Expanding B slightly
below a local maxima (at s = 0), as given by (8) and
using (10), we get
w = wmax −
√
2(Bmax −B)/B′′ (13a)
D = dw
dB ' +
1√
2B′′(Bmax − B)
(13b)
τ(E) = ∂J||
∂E '
1
2
√
B′′
log |E −Bmax|, (13c)
where wmax is the well width at the local maxima. We
recover the same scaling of the well width from the Abel
inversion formulas (7-11), as can be seen by substituting
(13c) into (11) and evaluating the E and B integrals.
It might seem from (13b) that the omnigeneity con-
straint is singular near a separatrix since D diverges.
But this is misleading since we can also interpret Cary-
Shasharina theorem as the requirement that the distance
between the bounce points s+−s− be independent of the
field line label. This distance approaches a finite value
near the separatrix and hence the omnigeneity criteria
still holds near a separatrix.
Previously5,7, it was assumed that having magnetic
wells of different depths would imply lack of omnigene-
ity. The argument was based on the fact that near the
separatrix the bounce time diverges logarithmically and
a trapped particle on an average gains a large radial step
size within one bounce time. Therefore, it was assumed
that for omnigeneity there should be just one group of
trapped particles. This restriction was later relaxed8.
Our results are in agreement with these recent8 clarifica-
tions.
III. 3D MHD EQUILIBRIUM FORMULATION
We begin our study of local 3D magnetohydrodynamic
equilibrium to understand deeply trapped particle local-
ization. In this section, we shall briefly review the ba-
sic nonsymmetric MHD equilibrium formulation as dis-
cussed in Weitzner13 and collect all the relevant equa-
tions. We recall that the representation applies generally
in the neighbourhood of any point and may be extended
into the full equilibrium domain.
The equilibrium is determined from the fundamental
ideal MHD equations
J ×B =∇p, J =∇×B, ∇ ·B = 0. (14)
We shall assume that the 3 D magnetic field B possesses
nested flux surfaces γ(x, y, z). A general coordinate sys-
tem (α, β, γ) with α(x, y, z) and β(x, y, z) denoting the
“poloidal” and “toroidal” angles, can be constructed such
that
J =∇α×∇β ·∇γ = ∂(α, β, γ)
∂(x, y, z)
> 0. (15)
Pressure is assumed to be only a function of γ , i.e, p =
p(γ) as in the axisymmetric case. We shall make use of
the Grad-Boozer as well as the Clebsch representation
for the magnetic fields
B =∇Φ + ζ∇γ, B =∇Ψ×∇γ. (16)
(Φ,Ψ) can be thought of as components of scalar and
vector potential for B. They are harmonic conjugates
when the current J is identically zero. From the Grad-
Boozer representation ofB we obtain current J by taking
the curl of B and ζ by dotting with ∇α×∇β. Thus,
J =∇ζ ×∇γ (17a)
ζ = −Φ,γ +J −1B · (∇α×∇β) . (17b)
Alternatively, using the fact that B ·∇p = J ·∇p = 0
we obtain,
ζ = −(∇Φ ·∇γ)/|∇γ|2 (18a)
B =∇γ × (∇Φ×∇γ)/|∇γ|2. (18b)
5Note that Eq.(18b) implies
B ·∇Φ = B2. (19)
We can relate (Φ,Ψ) by equating the two expressions for
B as given in (16,18b) to obtain
∇Ψ×∇γ =∇γ × (∇Φ×∇γ)/|∇γ|2. (20)
Taking components of (20) with respect to (α, β) results
in (
Φ,α
Φ,β
)
=J
(
gαα − gαβ
gαβ − gββ
)(
Ψ,β
Ψ,α
)
, (21)
where
gαα =
1
J 2
|∇β ×∇γ|2, gββ = 1
J 2
|∇γ ×∇α|2 (22a)
gαβ =
1
J 2
(∇β ×∇γ) · (∇γ ×∇α) (22b)
g = gααgββ − g2αβ =
|∇γ|2
J 2
(22c)
are the metric elements of the magnetic flux surface.
Finally, substituting the expression of J from (17a)
into the equilibrium equation (14) we obtain the non-
symmetric generalized “Grad-Shafranov” equation
B ·∇ζ = p′(γ), B ·∇ =J (Ψ,β∂α −Ψ,α∂β), (23)
where ζ can be obtained either from (17b) or (18a).
In the following, we shall specialize to a topological
torus with α = y, β = z. This would simplify the equa-
tions considerably while still retaining the major diffi-
culties associated with finding a generic nonsymmetric
equilibrium.
A. Equilibrium formulation I
Following Weitzner13,15, we shall do an inversion from
γ(x, y, z) to x(y, z; γ). Note that, γ is now being treated
as a parameter and the angle derivatives will now be at
fixed γ. In this system, the metric coefficients are given
by
J −1 = x,γ , gαβ = x,yx,z (24a)
gαα = 1 + x
2
,y, gββ = 1 + x
2
,z (24b)
g = x2,γ |∇γ|2 = 1 + x2,y + x2,z. (24c)
Thus, Eq.(21) and (17b) yields
x,γ
(
Φ,y
Φ,z
)
=
(
1 + x2,y − x,yx,z
x,yx,z − (1 + x2,z)
)(
Ψ,z
Ψ,y
)
(25)
and
−ζ = Φ,γ + (x,zΨ,y − x,yΨ,z) (26a)
x,γB ·∇ = (Ψ,z∂y −Ψ,y∂z). (26b)
The “Grad-Shafranov” (23) equation can be shown to be
−x,γp′(γ) = (Ψ,z∂y −Ψ,y∂z) (Φ,γ + (x,zΨ,y − x,yΨ,z)) .
(27)
B. Equilibrium formulation II
Alternatively, we could do a double inversion and treat
both γ and Ψ as parameters. We shall regard x, y,Φ as
functions of (γ,Ψ, z). It can be shown that
(Ψ,x,Ψ,y,Ψ,z) =J (y,γ ,−x,γ , (x,γ y,z − y,γ x,z))
(γ,x, γ,y, γ,z) =J (−y,Ψ, x,Ψ, (x,z y,Ψ − y,z x,Ψ)) ,
where the Jacobian J is given by,
J −1 = {x, y}(Ψ,γ) = x,Ψy,γ − y,Ψx,γ . (28)
The main equations in this formulation are given by,
Φ,z =J (1 + x
2
,z + y
2
,z) (29a)
Φ,Ψ =J (x,zx,Ψ + y,zy,Ψ) (29b)
ζ + Φ,γ =J (x,zx,γ + y,zy,γ). (29c)
The expression of B ·∇ is particularly simple in this
formalism:
B ·∇ =J ∂z. (30)
The non-axisymmetric “Grad-Shafranov” equation is
now given by
−p′(γ)J −1 = ∂z (Φ,γ −J (x,zx,γ + y,zy,γ)) . (31)
We can eliminate Φ completely using Eqs.(29a), (29b)
and (29c) to obtain a coupled set of equations for (x, y)
as functions of (Ψ, γ, z)
∂ψ(J (1 + x
2
,z + y
2
,z)) = ∂z(J (x,zx,Ψ + y,zy,Ψ))
(32a)
∂γ
(
J (1 + x2,z + y
2
,z)
)
= ∂z (J (x,zx,γ + y,zy,γ)) (32b)
− p′(γ)J −1.
The magnetic field and its strength are given by
B =J (zˆ + x,z xˆ+ y,z yˆ) (33a)
B =J (1 + x2,z + y
2
,z)
1/2. (33b)
In this formulation for fixed (γ,Ψ), z varies along field
lines. Thus, this is particularly suited to describe trapped
particles, which to lowest order in Larmor radius expan-
sion, follow field lines between successive bounces. In the
6following we shall use this formalism to obtain a local
equilibrium expansion.
IV. LOCAL NON-SYMMETRIC EQUILIBRIUM
EXPANSION
We are ultimately interested in studying the confine-
ment of deeply trapped particles in a nonsymmetric MHD
equilibrium and therefore, a local expansion around a lo-
cal minima of the magnetic well is sufficient. Further the
results apply whether or not the field lines are ergodic
and flux surfaces exist. As the expansion is local about a
point, a power series expansion in the variables (Ψ, γ, z)
is adequate. We seek expansions of the generic form
A(Ψ, γ, z) =
∑
n
nA(n)(Ψ, γ, z)
A(n)(Ψ, γ, z) =
∑
i+j+k=n
Aijkγ
iΨjzk,
where Aijk are constant coefficients and  has been in-
serted to keep track of the terms. Expanding the relevant
quantities about (0, 0, 0), we obtain
x(Ψ, γ, z) =γ + 2(x200γ
2 + x110γΨ + x101γz
+ x011zΨ + x020Ψ
2 + x002z
2) +O(3)
(34a)
y(Ψ, γ, z) =− Ψ + 2(y200γ2 + y110γΨ + y101γz
+ y011zΨ + y020Ψ
2 + y002z
2) +O(3)
(34b)
Φ(Ψ, γ, z) =z + 2(Φ200γ
2 + Φ110γΨ + Φ101γz
+ Φ011zΨ + y020Ψ
2 + Φ002z
2) +O(3)
(34c)
p(γ) =p0 + p1γ + 
2p2γ
2 +O(3). (34d)
The lowest order terms are normalized such that x = γ
denotes a flux surface, y = −Ψ denotes a field line on
γ and the lowest order magnetic field is given by B =
zˆ. Using these expansions, we shall perturbatively solve
the equation set (32a-32b) around a local minima of the
magnetic field strength along a field line.
Before proceeding to solve the MHD equilibrium equa-
tions order by order, we note that we can eliminate all
terms of the form (xn00γ
n, y0n0Ψ
n) by redefining γ and
Ψ respectively. We can also eliminate terms of the form
Φn00γ
n through a redefinition of ζ, see (16). In order to
understand which coefficients are independent we solve
the MHD equations for the coefficients (xijk,Φijk) in
terms of yijk. Those not expressable in terms of the yijk
and the yijk themselves are therefore independent.
The magnetic field and its strength can be evaluated
from (33a-33b). |B| thus obtained is of the form
B(Ψ, γ, z) = 1 + (B100γ +B010Ψ +B001z)
+ 2(B200γ
2 +B110γΨ +B101γz +B011zΨ
+B020Ψ
2 +B002z
2) +O(3), (35)
where the coefficients Bijk are polynomial functions of
the coefficients (xijk, yijk).
Next, we give a systematic analysis of the nonsymmet-
ric equilibrium expansion calculation. The calculations
are straightforward but tedious. We have found it useful
to use Mathematica.
To first order in , expanding B using (35,33b) and
J = 1 +O(), we get
B001 = (x101 − y011), B100 = − y110, B010 = x110.
Using B ·∇ =J ∂z, we obtain,
∇||B ∝ B001 +O(2).
Thus, B001 = 0 i.e x101 = y011 so that z = 0 is a mini-
mum along B. From (29a) we get Φ101 = y110 so that B
is
B = 1 + (B100γ +B010Ψ) +O(
2)
with B100 = −γ y110, B010 = −2 y002. (36)
The parallel derivative vanishes to first order by construc-
tion. To second order it is given by
∇||B = 2(B101γ +B011Ψ + 2B002z) +O(3). (37)
The minimum at z = 0 occurs on a given filed line Ψ =
constant on the surface γ = constant and is not a global
minima. Finally, equations (32a,32b) to first order, imply
x110 = 2y002, x002 =
1
2
(p1 + y110).
The Φ equations (29a,29b) to this order yields
Φ002 = 0, Φ011 = −2y002, 2Φ020 = −y011, (38)
Φ110 = −y101, Φ101 = y110.
The independent coefficients to this order are two
from xijk and five yijk, namely (x011, x020) and
{y200, y110, y101, y011, y002}.
The expansions can be carried to higher order
without any difficulty and we present the results in
Appendix B. The next order independent coeffi-
cients are three x’s {x030, x003, x021} and nine y’s
{y300, y003, y210, y201, y120, y102, y111, y012, y021}. Simi-
larly we obtain {x301, x040, x031} as the three indepen-
dent coefficients of fourth order.
Now that we have a local MHD equilibrium expansion,
we proceed to evaluate the omnigeneity and QS condi-
tions in the next sections.
7V. OMNIGENEITY CONSTRAINT
The omnigeneity constraint, unlike QS, is not a local
constraint. It is clear from the Cary-Shasharina theo-
rem (12), that the constraint involves the parallel deriva-
tive of B evaluated at the two bounce points of the
trapped particles. Therefore, we first need to obtain ex-
pressions for the bounce points. The advantage of us-
ing the field line following coordinates (Ψ, γ, z) now be-
comes obvious since, the bounce points are simply given
by z = z¯, B(Ψ, γ, z¯) = B¯ on a given field line (Ψ = con-
stant) and on a given flux surface (γ = constant). We
further expand z¯ and B¯ in 
z¯ = z¯0 +  z¯1 + 
2 z¯2 + .. (39a)
B¯ = B¯0 +  B¯1 + 
2 B¯2 + .. (39b)
Using (39a,39b) and (35) for B¯, we can algebraically
obtain the lowest order bounce point z = z¯0 and higher
order corrections z¯1, z¯2 etc. Note that Ψ and γ will enter
z and B as parameters. Thus, the omnigeneity condition
can be obtained by equating the Ψ derivative of the quan-
tity D (as defined in (4)) to zero. From (4), we observe
that 2D ∼ 2(∇||B)−1 ∼ O(1).
In the next sections, we shall obtain expressions for the
bounce point and some useful identities before calculat-
ing the omnigeneity constraint explicitly.
A. Calculation of bounce points
Equating Eq. (39b,35) using (39a), we obtain up to
O(2)
B¯0 = 1, B¯1 = −2 Ψy002 + γ y110 (40a)
B002 z¯
2
0 + (ΨB011 + γ B101) z¯0 (40b)
+ (γ2 B200 + γ ΨB110 + Ψ
2 B020 − B¯2) = 0
Since Eq. (40b) is a quadratic equation for the lowest
order bounce point z¯0 we have two solutions z¯
+
0 , z¯
−
0 de-
noting the left and right bounce points. Using the dis-
crete variable σ(= ±1), as defined in Eq.(4) we have from
(40b)∑
σ=±1
z¯
(σ)
0 = z¯
(+)
0 + z¯
(−)
0 = −
1
B002
(ΨB011 + γ B101)
(41a)
z¯
(+)
0 z¯
(−)
0 =
1
B002
(γ2 B200 + γ ΨB110 + Ψ
2 B020 − B¯2)
(41b)
σ|z¯(+)0 − z¯(−)0 |B002 = 2B002 z¯(σ)0 +B101 γ +B011 Ψ.
(41c)
Going to next order, we obtain an equation for z¯
(σ)
1
B¯3 =
(
2B002z¯
(σ)
0 + ΨB011 + γ B101
)
z¯
(σ)
1
+B003(z¯
(σ)
0 )
3 + (ΨB012 + γB102)(z¯
(σ)
0 )
2 (42)
+ (B201γ
2 +B111γΨ +B021Ψ
2)z¯
(σ)
0
+
(
γ3B300 +B210γ
2 Ψ +B120γΨ2 +B030Ψ
3
)
Using the bounce point equations for z¯0 the following
useful identity can be derived (details given in Appendix
C)
− |∆z¯0|2
(
B002
∆z¯1
∆z¯0
+ (ΨB012 + γ B101)
)
(43)
=
(∑
σ
z¯
(σ)
0
)(
(B201γ
2 +B111γΨ +B021Ψ
2)
+B003
((
z¯
(+)
0 + z¯
(−)
0
)2
− 3z¯(+)0 z¯(−)0
))
+ 2z¯
(+)
0 z¯
(−)
0 (B102γ +B012Ψ)
+ 2
(−B¯3 + γ3B300 +B210γ2 Ψ +B120γΨ2 +B030Ψ3)
where ∆z¯n = z¯
(+)
n − z¯(−)n for n = 0, 1.
B. Omnigeneity criteria
We are finally in a position to evaluate the omnigeneity
criteria. Since we have expanded about a minima of the
magnetic well, ∇||B is O(2). To O(1)
2 (∇||B)−1
∣∣
± =
1
α
(σ)
1
+O(1) (44a)
2D =
∑
σ=±1
σ (∇||B)−1
∣∣
± =
∑
σ
(σ ασ1 )
−1 +O(1),
(44b)
where
α
(σ)
1 = 2B002 z¯
(σ)
0 +B101 γ +B011 Ψ (45)
= σ|z¯(+)0 − z¯(−)0 |B002 = σB002∆z¯0
In the last equation we have used (41c). Summing over
σ we obtain
2D = 2
B002 ∆z¯0
+O(1).
We can calculate ∆z¯0 from (40b) and (41a,41b)
∆z¯20 =(z¯
(+) + z¯(−))2 − 4z¯(+)z¯(−)
∂ψ∆z¯
2
0 =2
(
B2011 − 4B002B020
)
Ψ (46)
− 2 (2B002B110 −B011B101) γ.
8Omnigeneity condition (12) requires D to be independent
of Ψ. Hence, to this order, the well width ∆z¯0 needs to
be independent of Ψ to ensure that the system is om-
nigeneous. Since ∂ΨD furnished us a linear polynomial
in (γ,Ψ) we expect two equations. From (46) we indeed
obtain two equations
4B002B020 = B
2
011
2B002B110 = B011B101. (47)
From Appendix B, we find that these equations translate
into nonlinear low order polynomial equations for the two
independent coefficients {x020, x011}.
To next order,
2 (∇||B)−1
∣∣
± =
1
σα1
− α
(σ)
2
α21
+O(2) (48a)
2D = 2
∑
σ=±1
σ (∇||B)−1
∣∣
± =
2
α1
− 
α21
∑
σ
σ ασ2 +O(
2),
(48b)
where
α1 = |α(σ)1 | = B002|z¯(+)0 − z¯(−)0 | = B002∆z¯0 (49a)
α
(σ)
2 = 3B003 (z¯
(+)
0 )
2 + 2B002 z¯
(σ)
1 (49b)
+ 2(ΨB012 + γ B102)z¯
(σ)
0
+ (γ2 B201 + γ ΨB111 + Ψ
2 B021 − B¯2).
Using (41a,43) and (49a,49b), it can be shown (details
in Appendix C) that∑
σ
σα
(σ)
2 = (α
(+)
2 − α(−)2 ) = (50a)
∆z¯0
(
3B003
∑
σ
z¯0 + 2
(
B002
∆z¯1
∆z¯0
+ ΨB012 + γ B102
))
,
which can be evaluated using the expressions given in
(41a,43). Beyond this expression the calculation is labo-
rious and is basically collecting terms with similar powers
of (γ,Ψ). Since the lowest order well width ∆z¯0 and
α1 are independent of Ψ, the omnigeneity constraint,
DΨ = 0 is equivalent to the expression given in equa-
tion (50a) being independent of Ψ.
Evaluating ∂ΨD = 0, we obtain a polynomial equation
spanned by {1,Ψ2,Ψγ, γ2}. Equating the coefficients of
this quadratic polynomial to zero we get the following
four equations that can be solved for the third order co-
efficients {B012, B030, B210, B120},
2B002 B012 =3B003B011
4B3002B030 =−B003B3011 + 2B2002B011B021) (51)
2B2002B210 =B101B111B002 −B011(B101B102 −B002B201)
4B3002B120 =− 4B2002(B021B101 +B011B111)
−B2011((3B003B101) + 2B002B102).
They determine the set {B012, B030, B210, B120}.
These equations can be used to determine the indepen-
dent coefficients {x003, x030, y110, y101}. Note that we
still have many more independent coefficients left un-
constrained by omnigeneity to this order. In the next
section, we shall evaluate the QS constraints, and then
compare them with the results of this section.
VI. QUASISYMMETRY CONSTRAINT
In the literature, there are many different forms of QS.
The fundamental quasisymmetry requirement is that the
parallel gradient of |B| on a given flux surface γ, must
be a function of only γ and |B|, and independent of the
field line label Ψ, i.e
∇||B = f(γ,B) ⇔ ∂′Ψ(∇||B) = 0, (52)
where the prime on ∂′Ψ indicates that (γ,B) is held fixed
instead of (γ, z). Furthermore, if the MHD equilibrium
equations (14) together with the above constraint (52)
are satisfied, then it can be shown14 that
B ·∇
(
B ×∇γ ·∇B
B ·∇B
)
= 0. (53)
For general ergodic field lines, (53) implies that
B ×∇γ ·∇B
B ·∇B = BΨ(γ) (54)
i.e Bψ must be a function of γ alone with
∂ΨBΨ = 0, ∂zBΨ = 0. (55)
Note that BΨ is singular at the magnetic minima unless
the numerator also vanishes simultaneously along with
the denominator. This suggests that the function BΨ can
be discontinuous across the magnetic minima. However,
in the case of ergodic field lines, we can continue on a
given line that crosses the minima several times and since
BΨ can not vary across field lines (from (53)), the only
possible solution to (53) is (54).
In our local analysis, there is no way of determining
whether a field line is ergodic or not, and BΨ can be Ψ
dependent. The constraints (53) and (55) are therefore
different from a local analysis point of view. Since mag-
netic field lines in general are ergodic, (55) is the most
common and relevant form of the QS constraint. We shall
9now explore the different forms of the QS constraints,
(52,53) and (55), and compare them with omnigeneity
constraints.
A. QS as a special case of omnigeneity
Comparing (52) with the omnigeneity condition (12),
we find that any QS system must be omnigeneous but
there is no guarantee that an omnigeneous system will
be QS.
We can express the partial derivative ∂′Ψ in terms of
the usual ∂Ψ at fixed (γ, z) through
∂′Ψ = ∂Ψ + z
′
Ψ∂z, (56)
where z′Ψ = ∂
′
Ψz. Before we can evaluate the QS con-
straints we need an expression for z′Ψ. Operating ∂
′
Ψ on
the series expansion of B (Eq. 35), we obtain an equation
for z′Ψ
B010 + ((B110γ +B011z + 2B020Ψ)
+(B101γ +B011Ψ + 2B002z)z
′
Ψ +O(
2) = 0, (57)
which can be solved perturbatively to obtain z′Ψ. Since
z′Ψ ∼ O(1), we find from the above equation that B010
must vanish. Thus, we see that the lowest order QS con-
straint is given by
B010 = −2y002 = 0. (58)
Equations (58) and (35) show that quasisymmetry con-
strains even the first order term in |B|. The series ex-
pansion for z′Ψ now takes the form
z′Ψ = (z
′
Ψ)
(0) + (z′Ψ)
(1)+O(2),
which can be solved to obtain
z′Ψ = −
2B020Ψ +B110γ +B011z
B011Ψ +B101γ + 2B002z
+O(). (59)
Let us now evaluate the QS constraint (52) order by
order. From (37), we find that to lowest order the Ψ
and z derivatives of ∇||B are given by 2(B011, 2B002)
respectively. The QS constraint (52) therefore takes the
form
B011 + 2B002(z
′
Ψ) = 0. (60)
From (60) we find that z′Ψ should be a constant to
lowest order. Substituting the expression of z′Ψ from (59)
into equation (58) we obtain to lowest order
(z′Ψ)
(0) = −2B020Ψ +B110γ +B011z
B011Ψ +B101γ + 2B002z
= − B011
2B002
. (61)
Equating the coefficients of (γ,Ψ, z), we obtain the fol-
lowing two equations that determine {B020, B011}.
4B002B020 = B
2
011
2B002B110 = B011B101 , (62)
exactly the same as the omnigeneity conditions (47).
However y002 is not required to be zero in omnigeneity.
From (36) we find that unlike omnigeneity, QS constraint
(y002 = 0), affects the O() term in the expansion of |B|.
Thus, the QS constraint starts at a lower order than om-
nigeneity.
Note that instead of obtaining three equations from
the three coefficients of (γ,Ψ, z) in (61), we get only two
because the coefficient of z vanishes identically. This fea-
ture repeats in higher orders.
The next order corrections to the relevant quantities
are
B(3) =
∑
i+j+k=3
Bijk γ
iΨjzk (63a)
J = 1 + (B100γ) +O(
2) (63b)
(∇||B)(3) = (3B003z2 +B201γ2 + 2B012zΨ
+B021Ψ
2 + 2B102zγ +B111γΨ) (63c)
(z′Ψ)
(1) = − B011
2B002
(−Z1 + Z2) , (63d)
where
Z1 = (3z
2B003 + 2zΨB012 + Ψ
2B021 + 2zγB102
+γΨB111 + γ
2B201)/(B011Ψ +B101γ + 2B002z)
Z2 = (z
2B012 + 2zΨB021 + 3Ψ
2B030 + zγB111
+2γΨB120 + γ
2B210)/(2B020Ψ +B110γ +B011z).
The QS criteria (52) is now given by
2(z′Ψ)
(0)(3B003z +B012Ψ +B102γ) + 2B002(z
′
Ψ)
(1)
+(2B012z + 2B021Ψ +B111γ) = 0. (64)
Substituting the expressions for ((z′Ψ)
(0), (z′Ψ)
(1))
from (61,63d) we get a quadratic polynomial equa-
tion in (γ,Ψ, z). Equating the coefficients of
{γ2,Ψ2, z2, zγ, zΨ,Ψγ} in the quadratic polynomial
equation to zero we get six equations, of which
the four that are linearly independent completely
matches the omnigeneity set (51). They determine
{B012, B030, B210, B120}.
B. QS with ergodic field lines
Now let us evaluate and compare the constraints (53)
and (55) with (52). We will show that (52) is indeed
equivalent to (53) but is less stringent than (55). We shall
start with (53) and evaluate BΨ in the process. Then we
shall impose (55) by insisting that the obtained BΨ be
just a function of γ.
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Using (29a,29b) and (19), we obtain the following ex-
pression for the ratio BΨ
BΨ = Φ,Ψ − Φ,z
B,z
B,Ψ. (65)
Since ∂zB = O(
2) and ∂ΨB = O(), BΨ is an O(1)
quantity and
BΨ =
2y002
(2B002z +B011ψ +B101γ)
+O().
The QS constraints can be satisfied iff
y002 = 0.
This constraint, equivalent to (58), ensures QS up to first
order in the expansion of B. The next order terms in BΨ
simplifies to
BΨ = −2B020Ψ +B110γ +B011z
B011Ψ +B101γ + 2B002z
+O(). (66)
We note that (BΨ)
(0) = (z′Ψ)
(0) and therefore demand-
ing it to be independent of z for arbitrary (γ,Ψ) requires
(BΨ)
(0) to be a constant to lowest order. This yields
the two independent equations for {B020, B110} derived
earlier in omnigeneity (47) and QS (62). Here we note
that BΨ has a denominator which vanishes at the mag-
netic well minima. The {B020, B110} constraints make
BΨ finite. This is true for omnigeneous systems as well.
Note also, that by requiring BΨ to be independent of Ψ
instead of z gives the exact same result. This shows the
redundancy in the QS constraint.
Proceeding to the next order, we find that imposing
(53) leads to the exact same set as (51). Simplifying the
expression of BΨ with the help of these equations, we get
BΨ =− B011
2B002
+ (67)
+ 
(
B011B102
2B2002
− B111
2B002
− y101 − B011y110
2B002
)
γ
+ 
(
3B003B
2
011
4B3002
− B021
B002
− y011
)
Ψ.
BΨ is manifestly constant along a field line, but is not
quasisymmetric according to (55) since the last term in
(67) is field line label dependent. We can eliminate the
Ψ dependence by fixing y011. Alternatively, we can fix
B021,
4B2002B021 = 3B003B
2
011 − 4B3002y011. (68)
Therefore, to this order (55) consists of (68) in addi-
tion to the set (51). This can also be verified through a
direct and straightforward implementation of (55). We
obtain ten equations by equating to zero the coefficients
of {z2, z γ, z Ψ,Ψ γ,Ψ2} in the expansions of the two
derivatives of BΨ. We find repetitions and only five
out of ten equations are actually independent. These
equations determine the third order coefficients of B,
{B012, B030, B210, B120, B021}. The first four satisfy (51)
and B021 satisfy (68). Note that there are still many free
parameters to this order, which can be utilized to enforce
QS to higher orders.
VII. A COMPARISON OF OMNIGENEITY AND QS
CONSTRAINTS
In our local expansion about a magnetic minima, we
have evaluated the omnigeneity constraint (12) and the
QS constraints (52,53) and (55) systematically up to 3rd
order in the distance from the minima. In this section, we
compare and summarize the similarities and differences
between all the different constraints.
In section V, we have shown that the omnigeneity con-
straint (12) does not constrain the magnetic field up to
first order in . To second and third order, it leads
to the constraint (47) and (51) respectively. The con-
straints manifest as nonlinear algebraic equations for var-
ious MHD equilibrium expansion coefficients given in Ap-
pendix B.
In section VI, we have explored the different forms
of QS constraints: (52,53) and (55), which are all well
known in the literature. The last constraint, (55),is the
only appropriate constraint when the magnetic field lines
are ergodic and is the most general case since ergodic field
lines are ubiquitous. The constraints (52,53) are equiv-
alent but are different from (55) because the latter does
not allow field line label dependence of BΨ. We have
shown that (55) is much more stringent than (52) and
adds additional restrictions at each order.
Compared to omnigeneity, QS constrains the first or-
der magnetic field by requiring B010 = 0, which is not re-
quired in omnigeneity. We have shown that (55) imposes
additional constraints in order that BΨ be independent
of Ψ. To third order, (55) requires (68) to be satisfied.
Omnigeneity is a nonlocal constraint and the constraints
involve only field line averaged quantities while QS is a
local constraint and involves all three spatial variables.
Thus, in a local analysis omnigeneity constraints involve
equating coefficients of polynomials involving only (γ,Ψ)
to zero, while QS involve z as well. Ignoring the re-
dundancies in QS constraints, we see that this nonlocal
aspect of omnigeneity leads to fewer omnigeneous con-
straints compared to QS at any given order.
We found that at each order there are redundancies in
the evaluation of the QS constraints. Simply counting the
number of equations (based on equating coefficients of
various monomials in (γ,Ψ, z) to zero) would suggest too
many constraints, whereas the actual number of indepen-
dent equations is significantly smaller. This redundancy
seems to be inherent in the structure of the constraints
and might also persist in a global analysis.
Besides the above mentioned differences, some of the
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QS and omnigeneity constraints are quite similar up to
third order. We find that the set (47,51) appear in both
omnigeneity and QS. The constraints also make BΨ fi-
nite across the magnetic minima. According to Cary-
Shasharina7, a perfectly analytic omnigeneous MHD
equilibrium needs to be QS. However, by explicit calcu-
lation based on our analytic MHD expansions, we have
shown that even analytic omnigeneous equilibrium con-
straints are still much more relaxed than QS especially
(55). We have also shown that in our local non-symmetric
MHD equilibrium expansion, we have sufficient indepen-
dent parameters to satisfy the omnigeneity as well as QS
constraints completely to third and possibly higher or-
ders in our local expansion.
VIII. CONCLUSION
In this work, we have explored the QS and omnigene-
ity constraints analytically. We have shown that at the
heart of the omnigeneity constraint lies the requirement
that the magnetic well width measured along a field line
be independent of the field line label. This is best seen
through Abel inversion of the J|| integral. This inverse
problem approach also clarifies that the magnetic wells
do not have to be of the same depth.
We have then explored the consequences of these con-
straints on a local 3D MHD equilibrium expansion valid
near a magnetic well minima. Instead of assuming an
ad-hoc MHD equilibrium we have actually solved for the
non-symmetric non-linear MHD equations as derived in
Weitzner13. The expansions can be carried up to arbi-
trary high order. Based on this expansion, we have eval-
uated the QS and omnigeneity constraints explicitly. We
have shown that omnigeneity is less restrictive than QS.
Since we have assumed analyticity in our expansion, the
difference in omnigeneity and QS is interesting in its own
right in the light of Cary-Shasharina’s work7. This im-
plies, that within the context of a local expansion, there
exists a large class of equilibrium close to quasisymme-
try, which are still omnigeneous (non-analytic as well as
analytic) but allow inclusion of quasisymmetry breaking
error fields.
Finally, we have shown that a straightforward estimate
of the number of equations constraining a QS MHD equi-
librium, based on counting the degree of independent
monomials in a power series expansion, overestimates the
actual number of independent equations to a large extent
since there are significant redundancies. Although, we
have not presented a global analysis, we expect that the
redundancy in the equation system should still persist
in a more global setting. In a future work, we shall ad-
dress this point in details by carrying out the calculation
globally near the magnetic axis.
APPENDIX
A. DERIVATION OF ABEL INVERSIONS
Let us first consider the single well case. Differentiating
(3) with respect to energy we obtain the bounce time as
given in (6). Next, we divide τ(E) by √2(B − E) and
integrate over E between (Bmin, B). Changing the order
of integration, we obtain∫ B
Bmin
dE τ(E)√
2(B − E) = (A.1)∫ B
Bmin
dB dw
dB
∫ B
B
dE 1
2
√
(B − E)(E − B)
Using,∫ B
b
dE 1
2
√
(B − E)(E − B) =
pi
2
− sin−1
√
b− B
B − B (A.2)
the integral over E gives a factor of (pi/2) and the integral
over B gives the width of the well w(B). Using the fact
that the width vanishes at the minima i.e w(Bmin) = 0,
we get (7). The analysis for multiple well is very similar
to the single well case. We proceed as before and inte-
grate τ(E)/√2(B − E) with respect to E from (B(i)max, B).
Let us now consider the first term in τ(E) from Eq.(10).
Changing the order of integration and integrating over E
first, we obtain
pi
2
w(B)− i+1∑
j=i
w(j)

Using A.2, the second term in (10) yields
+
pi
2
i+1∑
j=i
w(j) −
i+1∑
j=1
∫ B(i)max
B
(j)
min
dB dw
dB
(j)
sin−1
√
B
(i)
max − B
B − B
Adding these two and rearranging we obtain (11).
B. EXPRESSION FOR VARIOUS COEFFICIENTS
MHD equilibrium expansion coefficients
Let us summarize the results of the local MHD equi-
librium expansion. We have used Mathematica to carry
out the algebra. Through O(), we have
x101 = y011, x110 = 2y002, 2x002 = p1 + y110 (B.1)
Φ002 = 0,Φ011 = −2y002, 2Φ020 = −y011
Φ110 = −y101,Φ101 = y110. (B.2)
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{x011, x020} are independent. Proceeding to O(2) we
obtain,
2x210 =− 2p1y002 + x011y011 + y011y101 + 2y102
−6y002 y110 + 2y120 − 4x020 y200
2x120 =x
2
011 − 2p1x020 + 4y2002 + y2011
+ 2y012 − 6x020 y110 (B.3)
x111 =6y003 + 2y002y011 + 2y021
− 2x020 y101 − x011y110
2x102 =2p2 + y
2
011 + y
2
101 − 2p1y110 + y2110
− 12y002y200 + 2y210
x012 =2p1y002 − y102
2x201 =− 6x003 − 2y002y101 + y011y110+
+ y111 − 2x011y200
6Φ003 =2p
2
1 − 2p2 + 8y2002 + y2011 + 2y012 − 2x011y101
− y2101 + 6p1y110 + y2110 + 12y002y200 − 2y210
Φ012 =p1x011 − 3y003 + 2y002y011 + x011y110
Φ102 =3x003 + p1y011 + 2y002y101 + y011y110 (B.4)
2Φ021 =x
2
011 + 2p1x020 + 4y
2
002 + y
2
011 − 2y012 + 2x020y110
Φ111 =2p1y002 + x011y011 + y011y101 − 2y102 + 2y002y110
Φ201 =y
2
011 + y
2
101 + y
2
110 − 4y002y200 + y210
3Φ030 =2x011x020 + 2y002y011 + 2y011y020 − y021
Φ120 =x011y002 + x020y011 + y002y101 − y111/2
Φ210 =2y002y011 − y201
To this order {x030, x003, x021} are independent.
Coefficients of B
The Bijk coefficients through second order are given
by
B100 =y110, B001 = −2y002
B002 =(p
2
1 + y
2
011 − y2101)/2− p2 − y210 + 2y2002 + y012
− x011y101 + 2p1y110 + 6y002y200
B020 =(p1 + y110)x020 + y
2
002 − y012 (B.5)
B200 =(y
2
011 + y
2
101)/2 + y
2
110 + y210 − 4y002y200
B110 =2y002(p1 + y110)− 2y102
B011 =x011(p1 + y110) + 2y002y011 − 6y003.
Some of the third order coefficients are
B012 =6x003x011 − 12y004 + 6y003y011 − p1y102 − y102y110
B030 =(p1 + y110)x030 + 2y003y011 − 2y022/3− 4x020y102/3
B210 =(p1 + y110)((1/2)y011(x011 + y101) (B.6)
+ (y102 + y120 − 2x020y200))− 2(3x003y101 + y202)
B120 =1/2(x
2
011 + y
2
011)(p1 + y110)− p21x020 − 3x003y011
+ 3y003y101 + y012y110 + p1(y012 − 5x020y110)
− y112 + x020(2p2 + y2011 + y2101 − y2110 + 2y210)
B021 =N1 −N2(p1 + y110)/(2y101)
N1 =− ((p21y011)/2)− 3y013 − x011y102 + y011(y210
− x020y110 + (1/2)y011(2p2 − y2011 + 2x011y101 + y2101)
+ 3x003(2x020 + y110) + p1(3x003 − y011(x020 + 2y110)))
N2 =− 12y004 + p1x011y011 − 4y011y021 + 3p1y102
+ 2x011y011y110 + y102y110 + x011y111
+ 2x020y102 − 2(y022 + y012y200 + y202)
C. DERIVATIONS OF OMNIGENEITY RELATED
IDENTITIES
Derivation of (43)
We rewrite (42) using (41c) as follows
− σ|z¯(+)0 − z¯(−)0 |B002 z¯(σ)1 =
(B003 (z¯
(σ)
0 )
3 + (B102γ +B012Ψ) (z¯
(σ)
0 )
2 (C.1)
+ (B201γ
2 +B111γΨ +B021Ψ
2) z¯
(σ)
0 +
(−B¯3 +B300γ3 +B210γ2Ψ +B120γΨ2 +B030Ψ3)
Summing (C.1) over σ we obtain
−∆z¯0(z¯(+)1 − z¯(−)1 ) =
B003
(
(z¯
(+)
0 )
3 + (z¯
(−)
0 )
3
)
+ (B102γ +B012Ψ)
(
(z¯
(+)
0 )
2 + (z¯
(−)
0 )
2
)
(C.2)
+ (B201γ
2 +B111γΨ +B021Ψ
2)
(
z¯
(+)
0 + z¯
(−)
0
)
+ 2(−B¯3 +B300γ3 +B210γ2Ψ +B120γΨ2 +B030Ψ3).
Making use of the following identities
(z¯
(+)
0 )
3 + (z¯
(−)
0 )
3 =
(z¯
(+)
0 + z¯
(−)
0 )
(
(z¯
(+)
0 )
2 + (z¯
(−)
0 )
2 − z¯(+)0 z¯(−)0
)
(z¯
(+)
0 )
2 + (z¯
(−)
0 )
2 = (z¯
(+)
0 + z¯
(−)
0 )
2 − 2z¯(+)0 z¯(−)0
to rewrite the first two terms of the right hand side of
(C.2) and collecting terms with |∆z¯0|2 terms we obtain
(43).
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Derivation of (50a)
From (49b) we have
(α+2 − α+2 )
= 3B003
(
(z¯
(+)
0 )
2 − (z¯(−)0 )2
)
+ (C.3)
+ 2B002(z¯
(+)
1 − z¯(−)1 ) + 2(ΨB012 + γ B102)∆z¯0
= ∆z¯0
(
3B002
∑
z¯(σ) + 2B002
∆z¯1
∆z¯0
+ 2(ΨB012 + γ B102)
)
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