CARDIO-VENTILATORY COUPLING (CVC) can refer to several concepts. Specifically, CVC can refer to an increase in heart rate during inspiration (5, 10, 20, 21, 26, 40) , as well as to a tendency for heartbeats to occur at particular times relative to the onsets of inspiration (I) or expiration (E). In this report, we use the term CVC in this latter sense and use the term respiratory sinus arrhythmia (RSA) to refer to CVC in the former sense.
Coleman (6) noted that animals tend to have a stable number of heartbeats in each breath, i.e., a whole number ratio. Galli (14) noted the same thing in patients with heart failure. Weiss and Salzano (41) also reported whole number ratios between heartbeats and the respiratory cycle in anesthetized dogs. More recently, this basic relationship between heartbeats and breaths has been observed in healthy athletes (32) and anesthetized patients undergoing elective surgery (25) .
The presence of whole number ratios between heartbeats and breaths implies CVC in the context of heartbeats occurring at specific times in the respiratory cycle. Indeed, as early as the late 1960s, several German researchers identified CVC in that a heartbeat occurred preferentially before I-onset in anesthetized as well as awake, healthy subjects (11, 18, 19) . These observations were confirmed and extended in the 1990s and 2000s by Galletly, Larsen, and coworkers (12, 38) . Typically, these researchers defined the time of a heartbeat from the R-wave peak in the electrocardiogram (ECG) and found that heartbeats have a tendency to occur ϳ500 ms before I-onset (12, 38) .
Prior reports have not compared CVC for all four of the following intervals: R-wave occurrence to I-onset (R-to-I), R-wave to E-onset (R-to-E), I-onset to R-wave (I-to-R), and E-onset to R-wave (E-to-R). We assessed and quantified CVC with respect to I-onset and E-onset, determining the strength of CVC for intervals before and after respiratory phase transitions. These comparisons may provide further insight into the nature, interpretation, and implications of CVC.
We note that there is no universally agreed on definition of coupling. In the present manuscript we use the term coupling as it has been used by Galletly, Larsen, and coworkers. In this sense, evidence for coupling emerges out of an analysis of histograms for various intervals between heartbeats and I-and E-onsets. Evidence of a statistically significant departure from chance in these histograms is evidence of coupling by this definition. As such, this definition makes no claims of causality. Causality, i.e., does the heartbeat facilitate respiratory phase transition, would be addressed in a study with a different design.
We hypothesized that CVC is a phenotypic trait in normal, healthy human subjects. The concept is that the presence and strength of CVC will vary from individual to individual but will be consistent within an individual. The test-retest reliability of CVC intensity will provide insight into the extent to which CVC is a subject trait or is influenced by occasion variance.
Finally, we were also interested in relating the intensity of CVC to the strength of RSA. Although others have indicated no correlation (22, 23, 32, 38) , this is a fundamental issue because both RSA and CVC have been proposed to support a common goal of efficient gas exchange.
Thus, in the present report, we describe analytical tools for quantifying CVC, determine the test-retest reliability and the strength of CVC for all four types of intervals (R-to-I, R-to-E, I-to-R, E-to-R), and compare the relationship between CVC intensity and RSA strength in young, healthy subjects at rest.
METHODS

Subjects
Young, adult (Ͻ45 yr), healthy subjects were recruited from laboratory personnel, medical staff, and/or their relatives and associates (n ϭ 26). Of these, only 19 subjects were included because one did not have 200 breaths in the recording period (minimum 200 breaths required for our analysis); one had premature ventricular contractions during the recording period; one had poor recording quality; and four did not return for a second study (see below). The final group of 19 subjects (8 men, 11 women) had a mean age of 28.5 yr (range: 17-43 yr), no history of major medical illness, and no current prescription medications. Subjects were studied on two occasions (from 5 to 27 days apart, median: 7 days). Each subject's visit was considered a study. The median height and weight of the subjects was 170.2 cm (range: 154.9 -185.4 cm) and 72.6 kg (range: 45.4 -97.5 kg). The median body mass index (BMI) of the subjects was 23 (28) .
The study was approved by the Institutional Review Board of the Louis Stokes Veterans Affairs Medical Center and all subjects gave written informed consent.
Data Acquisition
Studies were conducted during the day in a quiet room at the Cleveland Veterans Affairs Medical Center at Wade Park, Cleveland, OH. Each study lasted ϳ20 min (median, range: 9.6 to 24.9 min). To measure respiratory flow, a pneumotachograph (Validyne) attached to a conventional plastic mouthpiece plus filter was suspended on a swing arm over the hospital bed and the subject adjusted the bed and swing arm so that the fit of the breathing device was comfortable in a semi-reclining position. The output of the Validyne demodulator was filtered (low-pass cutoff frequency of 300 Hz) and amplified (model USBPGF-S1, Alligator Technologies, Costa Mesa, CA). The ECG was recorded using a modified V5 lead placement, with band-pass filtering (0.3 to 300 Hz) and amplification (Grass model QP-511, West Warwick, RI). The respiratory flow and ECG signals were sampled at 2,000 Hz using LabView software and a National Instruments A/D board (Austin, TX). The signals were stored for offline analysis.
Digital Signal Preprocessing
Both the flow and ECG signals were low-pass filtered with a zero-phase (forward-reverse) digital filter (using the MATLAB "filtfilt" function, MathWorks, Natick, MA) with a 3-dB cutoff at 34 Hz. The signals were then decimated to 1 kHz. Careful visual inspection of the signals before and after digital filtering revealed that the essential components of each signal were preserved after digital filtering without phase shifts. The amplitude of the ECG signal at the R-wave peak was slightly reduced by the digital filter, but the time of the peak was preserved within 1 sample (1 ms). Furthermore, in cases with 60-Hz noise, the filtered signal was an improvement over the raw signal as a basis for detection of the peak of the R-wave.
Event Detection
Custom algorithms were created in MATLAB for event detection. For the detection of I-and E-onsets, the flow signal obtained from the pneumotachograph was integrated to obtain volume. The troughs and peaks of the volume curve were then used as indicators of the onsets of inspiration and expiration, respectively. However, each mark for the I-and E-onsets was inspected visually. This labor-intensive step was especially important because the minimum volume point may or may not be the start of I and the maximum volume point may or may not be the start of E. Both the volume and flow signals were inspected for every breath to ensure that the chosen point was either the start of inspiration or the start of expiration. The placement of each could be edited manually based on this assessment. The detection of the peak of each R-wave was based on both velocity (1st derivative) and amplitude criteria. We employed software for evaluating the accuracy of R-wave detection, with user-editable event times and examination of short or long R-to-R intervals.
Assessment of CVC
As a result of the abovementioned event detection steps, the times, in seconds (ms resolution) for each I-onset, E-onset, and R-wave peak were used as inputs to the coupling analysis. To achieve uniformity of statistical power for each subject and each visit, exactly 200 consecutive breaths were selected for analysis. These breaths were either the set that had the lowest variability for the I-to-I time intervals or the set that had the highest variability for the I-to-I time intervals. For each subject (n ϭ 19), for each visit (n ϭ 2), the following four intervals were evaluated: 1) R-to-I: the time from I-onset to the previous R-wave; 2) I-to-R: the time from I-onset to the next R-wave; 3) R-to-E: the time from E-onset to the previous R-wave; and 4) E-to-R: the time from each E-onset to the next R-wave.
Assessment of Temporal Autocorrelation of Event Intervals
For each subject (n ϭ 19), for each visit (n ϭ 2), there were 200 each of R-to-I, I-to-R, R-to-E, and E-to-R intervals. Interval length was regressed onto interval number (1ѧ200), and the residuals from this regression were tested for temporal autocorrelation using the Durbin-Watson (DW) test. A DW statistic of 2.0 indicates the absence of temporal autocorrelation. In the present case, a DW statistic Ͻ1.758 indicated positive temporal autocorrelation, and Ͼ2.242 indicated negative temporal autocorrelation.
Histograms
Histograms of the four interval types were constructed. The assumption of serial independence of observations was met because temporal autocorrelation was absent in these intervals. We employed two binning schemes (Fig. 1) , one for each of the two coupling measures: 1) transformed relative Shannon entropy (tRSE); (2) Ϫlog 10(P) from a 2 test. We computed the histograms expected by chance. For tRSE, Shannon entropy was computed for each histogram for only the portion of the chance distribution that was flat (up to the lower 0.25% of the R-R distribution; Fig. 1A ). This portion was divided into 20 bins (Fig. 1C) . Shannon entropy was converted to relative Shannon entropy (RSE) by dividing by the maximum Shannon entropy [Ϫlog(1/k), where k ϭ number of bins]. Because this measure is censored at 1.0, has values clustered very close to 1.0, and decreases as coupling strength increases, RSE was transformed to tRSE as tRSE ϭ (Ϫ100*RSE)ϩ100; tRSE ranges from 0 to 100, with 0 indicating no coupling and 100 indicating extreme coupling.
An RSE of 0.95 would yield a tRSE of 5 and an RSE of 0.9 would yield a tRSE of 10. This measure had a gamma distribution that was amenable to parametric statistical analysis using a generalized linear model. This measure was based on a subset of the entire potential chance distribution (the flat part), so only a subset of the available 200 intervals was used in the analysis (n Յ 200 intervals). The number of intervals varied slightly from subject to subject.
The second coupling measure was based on a 2 goodness-of-fit test, using all the data (up to 99.75% of the R-R distribution). This full data range was divided into 27 bins (Fig. 1D) . However, to keep the expected counts Ͼ5, bins 23-27 were combined into a single 23rd bin for 2 analysis. The negative log (base 10) of the P value from the 2 goodness-of-fit test was computed and will be referred to as Ϫlog 10(P). A P value of 0.01 would yield a Ϫlog10(P) of 2, and a P value of 0.0001 would yield a Ϫlog10(P) value of 4. Thus, a large value for Ϫlog10(P) is strong evidence for coupling. This analysis used all of the 200 intervals.
Assessment of Respiratory Sinus Arrhythmia
Direct respiratory sinus arrhythmia. For each I-onset, we measured the two preceding R-to-R intervals (RR-2, RR-1), the two following R-to-R intervals (RRϩ1, RRϩ2), and the R-to-R interval that spanned I-onset (RR_Insp). The means for each of these intervals were calculated and used to create an index of the magnitude of respiratory sinus arrhythmia (RSA) consisting of the average of RRϩ1 and RRϩ2 divided by the average of RR-1 and RR_Insp.
Fourier-based RSA. To compute a Fourier measure of RSA from the R-to-R intervals, we followed the general guidelines from the Task Force of the European Society of Cardiology and the North American Society of Pacing Electrophysiology (36) and the specific approach outlined by Singh et al. (34) . We took exactly 8 min of ECG data. The R-to-R time series was interpolated to 4-Hz resolution. Next, we subtracted the mean of the time series and divided the time series by the mean. The data were then windowed using a Hann Window and then calibrated so that total power in the spectrum would equal the total variance in the time series. Our measure of RSA was the total power in the high frequency (HF-RSA) bin that ranged from 0.15 to 0.40 Hz (9 to 24 breaths/min).
Statistical Analysis
The distributions of tRSE values were non-normal and were best approximated by a gamma distribution. Similarly, the distributions of Ϫlog 10(P) values were generally skewed and were best approximated by a negative binomial distribution. All ANOVA models involving these dependent variables were analyzed with generalized linear mixed model ANOVAs (Proc GLIMMIX, SAS, Cary, NC) using the base distributions noted above. These ANOVA models produce mean estimates for each coupling measure and tests that these mean estimates were non-zero. These tests will be referred to as "tests for non-zero mean estimates". Post hoc tests were based on the "analysis of means" concept and employed a "Nelson-Hsu" adjustment for multiple comparisons (SAS). All correlation analyses involved either Pearson coefficients or Spearman rank order correlation coefficients. Autocorrelation analysis involved detrending the time series and Fig. 1 . Illustration of the steps involved in setting up the binning schemes. The first step is to create an R-to-R interval histogram (A). Next, a cumulative density distribution is created from 0 to the 99.75 percentile of the R-to-R interval histogram (B). Then this distribution was inverted and normalized to a maximum of 1.0 (C). This final distribution is the expected distribution of R-to-I intervals (or any interval between an R wave and the immediately following or preceding I-or E-onset) assuming no coupling (chance). For transformed Relative Shannon Entropy (tRSE), the distribution from 0 to the 0.25 percentile of the R-R distribution (the flat part of the chance distribution) was divided into 20 bins (C). For the Ϫlog10(P) analysis, almost the entire distribution (up to 99.75 percentile of the R-R distribution) was divided into 27 equal bins (D). Because the sum of the expected counts in bins 23-27 was often quite small, these bins were combined into a single 23rd bin.
computing the DW statistic on the residuals. Test-retest reliability was assessed with intraclass correlation coefficients (ICC) that were estimated directly from an analysis of variance table (33) . The ICC is a number that ranges from 0.0 to 1.0, and Shrout and Fleiss (33) define six types. We employed type ICC(1,1) for an assessment of test-retest reliability in the absence of visit effects and type ICC (3, 1) in the presence of visit effects. Cicchetti and Sparrow (3, 4) presented guidelines for interpretation of ICCs as follows: poor (below 0.40), fair (0.41-0.59), good (0.60 -0.74), and excellent (above 0.75). Rto-R intervals for the RSA analysis were evaluated using a mixedmodel repeated-measures ANCOVA (SAS Proc Mixed, SAS) with subjects treated as random and interval type and visit treated as fixed effects. Median heart rate was a covariate in this analysis.
RESULTS
Comparison of the Least to Most Variable 200 I-to-I Intervals
Coupling measures for the set of 200 consecutive breaths with the least variable respiratory rate were compared with the measures with the most variable respiratory rate. For our data set, respiratory rate variability did not affect the tRSE and Ϫlog 10 (P) coupling measures [tRSE: F ϭ 0.04, df ϭ 1,18, P ϭ 0.8360; Ϫlog 10 (P): F ϭ 0.17, df ϭ 1, 18, P ϭ 0.68]. Henceforth, all results will be reported for the least variable 200 consecutive breaths.
Temporal Autocorrelation of Intervals
The proportions of significant values for positive and negative autocorrelation (DW statistics) were calculated and compared with the proportion expected by chance. This was done for each interval type separately as well as all intervals taken together. In no case did the proportion of significant DW statistics differ significantly from that which would be expected by chance (0.05). Therefore, temporal autocorrelation was not present in these intervals.
Comparison of the Two Coupling Measures
tRSE and Ϫlog 10 (P) were significantly correlated to a modest degree (Pearson r ϭ 0.66, n ϭ 152, P Ͻ 0.001; Spearman r ϭ 0.60, n ϭ 152, P Ͻ 0.001). Although these two coupling measures were correlated, one measure could not replace the other because at best one accounted for only ϳ45% of the other's variance.
Sample Interval Histograms
To illustrate our analysis, histograms for two subjects (#12 and #20) with strong CVC are presented in Fig. 2. (Results from the analysis of the full dataset are given below.) Table 1 contains the tRSE values for the data in Fig. 2 . Table 2 contains the Ϫlog 10 (P) measures, and Table 3 , the median heart rate and respiratory rate for the data presented in Fig. 2 . The heart and respiratory rates were within normal limits. However, respiratory rates appeared to have increased slightly on visit 2. This was found in the complete data set as well and is discussed below.
For subject #12, visit 1, the R-to-I histogram had a maximal value at the bin centered at 116 ms (Fig. 2, arrow a) and a secondary peak at 347 ms (Fig. 2, arrow b) . The tRSE and the Ϫlog 10 (P) for this histogram were robust (Tables 1 and 2 , respectively). The tRSE was greatest for the R-to-I interval compared with the other intervals, although the Ϫlog 10 (P) indicated significant coupling at several other intervals.
On visit 2, coupling for the R-to-I interval was again strong for both measures [tRSE and Ϫlog 10 (P)]. Furthermore, the primary peak in the R-to-I histogram also occurred in the bin centered at 116 ms (Fig. 2, arrow c) . There was a second peak at 429 ms (not marked) and another at 611 ms (Fig. 2, arrow  d) . Thus, for subject 12, the R-to-I interval showed robust coupling on both test days.
For subject 20, for the R-to-I interval, the coupling measures were modest on visit 1 but were very strong on visit 2. Nonetheless, the R-to-I interval histograms had similar peaks on visits 1 and 2. On visit 1, peaks occurred at 118 ms (Fig. 2 , arrow e) and ϳ588 ms (Fig. 2, arrow f) before inspiration. On visit 2, the primary peak occurred at 118 ms again (Fig. 2,  arrow g ), but the later peak occurred around 878 ms (Fig. 2,  arrow h ).
Composite 27-Bin Histograms
Composite (or cumulative) 27-bin histograms for the four intervals were based on a sum across all subjects and visits (Fig. 3) . All histograms, regardless of statistical significance, contributed to this composite. The most striking features were a peak at 138.5 ms and a trough at 217.7 ms before I-onset (Fig. 3, top) . For the I-to-R histogram, a peak appeared at ϳ811 ms. The time from the main peak in the R-to-I histogram to the late peak in the I-to-R histogram (811ϩ138.5 ϭ 949 ms) was almost exactly the same as the mean R-R interval spanning inspiration (945 ms, see below). Both of the expiration-related histograms (R-to-E and E-to-R) began to roll off toward zero more quickly than the inspiration-related intervals. This indicates that long R-to-E and E-to-R intervals occurred less frequently than for R-to-I or I-to-R intervals. There does seem to be a small increased likelihood of a heartbeat immediately following the phase transition to expiration as well. 
Visit Effects
There were no statistically significant differences between visits for heart rate (F ϭ 1.48, df ϭ 1,18, P ϭ 0.24, 2-tailed). However, respiratory rate increased slightly from visit 1 to 2 (mean: from 15.9 to 17.3 breaths/min) (F ϭ 6.6, dfϭ 1,18, P ϭ 0.02). For the coupling measures [tRSE and Ϫlog 10 (P)], visit effects were tested as part of larger models including interval type and the interaction between visit and interval type. There were no statistically significant visit effects or visit-by-interval type interactions for the two coupling measures (smallest P value was 0.15).
tRSE by Interval Type
Histograms of tRSE values and gamma distribution fits are displayed by interval type in Fig. 4 . The highest mean tRSE was for the R-to-I interval followed by the I-to-R interval. The mean tRSE for the E-onset-related intervals was lower than the mean tRSE for the I-onset-related intervals. The F-test for the interval effect from the generalized linear mixed model ANOVA was statistically significant (F ϭ 7.84, dfϭ3, 54, P ϭ 0.0002). Table 4 provides the tests for non-zero mean estimates, as well as effect size estimates for each test. Only the mean estimate for the R-to-I interval was significantly different from zero, and this effect size was large. Post hoc analysis of means indicated that the R-to-I interval was statistically larger (more coupled) than the overall mean across intervals (P value, adjusted for multiple comparisons ϭ 0.0019) and that the R-to-E interval was significantly smaller (less coupled, P value, adjusted for multiple comparisons ϭ 0.0094) than the overall mean.
Ϫlog 10 (P) by Interval Type
Histograms of Ϫlog 10 (P) values and negative binomial fits are displayed by interval type in Fig. 5 . The highest mean Ϫlog 10 (P) was for the R-to-I interval followed by the I-to-R interval. The F-test for the interval effect from the generalized linear mixed model ANOVA was statistically significant (F ϭ 3.01, df ϭ 3,54, P Ͻ 0.04). Table 4 provides the tests for non-zero mean estimates, as well as effect size estimates for each test. All of the mean estimates were significantly larger than 0, indicating significant coupling for all intervals. The largest mean, with the largest effect size, was for the R-to-I interval. Post hoc analysis of means indicated that the R-to-I interval was statistically larger (more coupled) than the overall mean across intervals (P value, adjusted for multiple comparisons Ͻ0.03). At the P ϭ 0.05 level [Ϫlog 10 (0.05)Ͼ1.301], for the R-to-I, I-to-R, R-to-E, and E-to-R intervals, respectively, the number of statistically significant 2 were 18, 20, 17, and 13 (of a total of 38). At the P ϭ 0.001 level, the numbers of significant coupling studies was 9, 5, 3, and 4, respectively.
Test-Retest Reliability of tRSE
The intra-class correlation coefficients (ICCs) were determined for each of the four intervals for both coupling measures. The ICC for tRSE for the R-to-I interval was in the "good" range (0.69) and was significantly greater than zero (95% confidence limits do not include 0). The ICC for tRSE for the I-to-R interval was in the "fair" range (0.49) and was also significantly greater than 0. The ICCs for the expiration-related intervals were not significantly different from 0.
For Ϫlog 10 (P) measures, the ICC for the R-to-I interval was in the "excellent" (0.83) range and significantly greater than zero and significantly larger than the other interval types. The ICCs for the remaining intervals were not statistically significantly different from 0.
Test-Retest Reliability of Heart Rate and Respiration Rate
The ICC for median heart rate was 0.65 (good). For the respiration rate, we used ICC(3,1) rather than ICC(1,1) (see above) due to the presence of a visit effect for this measure. This ICC was 0.73 (top of the good range).
Correlations Between Coupling Measures and Heart Rate or Respiratory Rate
Spearman correlation coefficients were calculated, relating the mean tRSE and mean Ϫlog 10 (P) (across visits) for interval types and either mean heart rate or mean respiratory rate (2*4*2 ϭ 16 correlation coefficients). Two correlations were statistically significant before but not after correction for multiple comparisons. These are mean tRSE for the E-to-R interval was positively correlated with the median respiratory rate (0.46, P Ͻ 0.04) and mean Ϫlog 10 (P) measure for the E-to-R Table 1 . tRSE and subject ranks across interval types for the histograms displayed in Fig. 2 Subject #
Visit 1
Visit 2 R-to-I I-to-R R-to-E E-to-R R-to-I I-to-R R-to-E E-to-R Rank within the set of 19 subjects per visit shown in parentheses. A high rank means a high transformed relative Shannon entropy (tRSE). Table 2 . Ϫlog 10 (P) and subject ranks across interval types for the histograms displayed in Fig. 2 Subject #
Visit 1 Visit 2
R-to-I I-to-R R-to-E E-to-R R-to-I I-to-R R-to-E E-to-R interval was positively correlated with the median heart rate (0.49, P Ͻ 0.04). Thus, the coupling of R-to-I intervals was not dependent on heart or respiratory rates.
Relationship Between Coupling and Demographic Measures
Mean tRSE for the R-to-I interval was highly correlated with height, weight, and especially BSA (Table 5 ; Fig. 6 ). Coupling was stronger for larger subjects (taller, heavier, and larger BSA). Coupling strength was not correlated with BMI. Body size was confounded with sex: of 9 subjects in the small group (Fig. 6 , bottom left), 8 were women. Given differences in height and weight, sex differences would have to be compared after controlling for height or weight, but this analysis was not conducted given the modest sample size (and low statistical power) to detect an effect. Other correlations with the other intervals were not statistically significant (Table 5 ). There was no correlation between age and either coupling measure for this age-restricted (Ͻ45 yr) sample.
Direct RSA Analysis
The means and standard errors for the five R-to-R interval types (RR-2, RR-1, RR_Insp, RRϩ1, and RRϩ2) were calculated across subjects and visits (Fig. 7) . These R-to-R intervals were significantly different (F ϭ 49.8, df ϭ 4, 144, P Ͻ 0.0001). RSA consisted of shorter RR intervals in inspiration (RRϩ1 and RRϩ2) relative to the RR intervals beginning during expiration (RR-1 and RR_Insp). The difference between the means of these two sets of intervals was 149.5 ms and was statistically significant (t ϭ 12.9, df ϭ 144, P Ͻ 0.0001). (RR_Insp was 170 ms and RR-1 was 130 ms longer than the mean of RRϩ1 and RRϩ2.) The mean of our direct measure of RSA intensity across subjects and visits was 0.92 (Ϯ 0.05 SD) and was significantly lower than 1.0 (t ϭ Ϫ7.26, df ϭ 18, P Ͻ 0.0001). Our measure was also very reliable (ICC ϭ 0.90) across visits.
Relationship Between Direct RSA and HF Power
To validate our direct measure of RSA, we compared the rank order of direct RSA with the rank order of high-frequency power from a traditional fast Fourier transform analysis of heart rate variability. As expected, these RSA measures were very highly and positively correlated (Spearman r ϭ 0.84, P Ͻ 0.0001).
Relationship Between RSA and Coupling
The relationship between both measures of RSA (direct RSA and HF power) and both measures of coupling [tRSE and Ϫlog 10 (P)] was assessed for the R-to-I interval. The rank of each measure of coupling was treated as a dependent variable and regressed onto the rank of each measure of RSA, with visit effects also in the model. The F-values for the regression were very low (0.0, 0.01, 0.15, 0.36) and do not support the hypothesis that RSA and CVC [tRSE and Ϫlog 10 (P)] for the R-to-I interval are correlated.
Relationship Between RSA and Demographic Measures
Mean direct RSA and mean HF power were not correlated with height, weight, or BMI (largest magnitude Spearman r ϭ 0.12, 0.23, respectively).
DISCUSSION
CVC in awake, resting, supine, healthy subjects is strongest and most consistent for the interval between I-onset and the previous R-wave (R-to-I interval). For both coupling measures [tRSE, Ϫlog 10 (P)], the R-to-I interval had the largest mean and was the only interval that was significantly larger than the mean across intervals. For tRSE, the mean estimate was significantly larger than 0 only for the R-to-I interval. Although the pattern of CVC could vary across subjects, the R-wave occurred preferentially at 138 ms before I-onset. The test-retest reliability of both CVC measures was significantly greater than zero for the R-to-I interval, whereas the coupling measures for the expiratory-related intervals were unreliable. These data support the hypothesis that CVC strength for the R-to-I interval is a subject trait under these conditions. Furthermore, CVC for the R-to-I interval only (as indexed by tRSE) was strongly related to the size (height, weight, and BSA) of the subjects. Finally, CVC was unrelated to the two measures of RSA (direct RSA and HF power).
CVC has been observed in intact awake (6) and anesthetized animals (24) , in clinical populations (14, 22) , and in healthy awake and anesthetized subjects (11, 12, 18, 19, 38) . These studies identified CVC for the R-to-I interval, whereas our study compared each interval (R-to-I, I-to-R, Fig. 3 . Composite 27-bin histograms for all four intervals based on a sum across subjects and visits. All histograms, regardless of statistical significance, are included in these composites. The numbers below each bar represent the average bin center, in ms, across subjects and visits. The average bin width was 39.58 ms. R-to-E, and E-to-R) systematically and statistically. We verified that the R-to-I interval is the key interval. As noted above, the R-to-I interval was the only interval significantly larger than the mean interval for both CVC measures. Our findings are consistent with Hildebrandt (17) who reported much stronger CVC in R-to-I than R-to-E intervals and with Larsen et al. (25) who identified stronger coupling in the R-to-I than I-to-R intervals.
The time between the R-wave and I-onset varies from that reported recently but is consistent with that reported in the 1960s. We found an increased probability of R-waves occurring ϳ138 ms prior to I-onset. Larsen and coworkers (12, 38) reported this interval as 510 ms in anesthetized subjects (12) and 670 ms in healthy awake supine subjects (38) . Although individual subjects had peaks in this time range (e.g., Fig. 2 ), the peaks were not sufficiently synchronous at these earlier time points to be apparent in the group average (Fig. 3) . In contrast, the peak at ϳ150 ms is consistent with reports by German researchers in the 1960s (11, 17, 18, 19, 31) .
Differences in the method of assessing respiration and determining I-onset may account for these differences in R-to-I interval duration. Previous methodologies include the opening and closing of a Ruben nonreturn (one-way) valve (12) , nasal pressure (38), a "thorakometer" (an instantaneous measure of chest circumference; 19), a pneumatic inflatable cuff around the chest (18) , and a thermistor (11) . All found CVC of R-I intervals in most subjects. Whether one or another provides the best or most consistent result remains to be determined and comparison of methods might be useful. This is the first report that has evaluated the test-retest reliability CVC [tRSE: 0.69, Ϫlog 10 (P): 0.83]. The ICCs, in the good and excellent range, respectively, suggest that these measures are reasonably similar when assessed in the same subject 5-27 days apart. This is particularly noteworthy in light of the evidence for waxing and waning of CVC during a single recording session (38) . Our findings suggest that a single estimate of CVC based on 200 breaths is a reliable characteristic of an individual, when tested under comparable conditions. In our resting, awake, supine subjects, RSA consisted of a relative decrease in R-to-R intervals following I-onset (the RRϩ1 and RRϩ2). The average of these two intervals was ϳ150 ms shorter than the two R-to-R intervals at the end of expiration. Our measure of RSA (average of RRϩ1 and RRϩ2 divided by the average of RR-1 and RR_Insp) was significantly less than 1.0 (0.92 Ϯ 0.05 SD) and was the most reliable (test-retest ICC ϭ 0.90) subject characteristic in this study. Furthermore, our measure of RSA was not related to either CVC measure for the R-to-I interval. This is consistent with several previous reports (13, 23, 24, 32) .
The strong relationship noted between the strength of CVC (tRSE) and height, weight, and BSA has not been reported previously. However, cardiovascular measures have been correlated to height, weight, and BSA. Chirinos et al. (2) measured 11 aspects of arterial load and ventricular-arterial coupling and reported that all these measures were positively correlated with height, weight, and body size. The largest correlations were between height or weight or BSA, and stroke volume, total arterial compliance, arterial load, and end-systolic left ventricular elastance. In other studies, height was positively correlated with skin microvascular resistance in adult women (15) and with blood pressure in children, including 17 year olds (29) . Two papers have reported that small vessel elasticity was positively correlated with height and/or weight (9, 43). Perhaps these correlations, including our correlation between CVC and 
Significance
We used the R-wave peak of the ECG signal because this is the largest and most salient component and the R-wave occurred ϳ138 ms before inspiratory flow. In future studies that examine cause and effect, determining the cardio-ventilatory variables will impact the latency measure. The R-wave occurs just prior to ventricular contraction. However, other cardiacrelated events occur earlier; the P-wave, which indicates atrial depolarization, occurs between 120 and 200 ms before the R-wave, and sino-atrial node depolarization occurs slightly earlier. Regarding the I-onset, diaphragmatic activity begins before air volume changes at the mouth (37) , and upper airway muscles contract well before diaphragmatic activity (1, 30, 35, 42) . Thus, determining CVC based on onset of EMG activity in upper-airway muscles, the diaphragm and air flow at the mouth and nose may provide substantial insight into the mechanisms and effects of CVC.
As noted above, our definition of coupling does not include the concept of causality. With the methodology we presented we cannot determine if the presence of a heartbeat just before onset of I facilitates I-onset. We can say that our data are consistent with this interpretation but we can go no further. Proof of causality requires an experiment in which one of the variables (R-wave timing or arterial pulse pressure) is manipulated and the effect on I-onset observed. This is hard to imagine doing in human subjects but could be attempted in animal studies. However, several analytical methods examine causality (for review, see 16) . Perhaps the application of such methods in the future can provide additional clues to the causal relationships.
Although neural control of cardio-ventilatory functions appears to be integrated at the brain stem, integration at a systems level (typically focused on the efficiency of gas exchange) needs to be defined. At a brain stem level, although expiratory neural activity can be primarily pulse modulated (7, 8) , baroreceptor input only weakly resets the respiratory rhythm (27) . Both the magnitude and the direction of resetting vary, modulated by the afferent radiation of inputs from the lungs and chest wall and interdependence of medullary and pontine networks. However, in humans, chest wall activation patterns controlling tidal volume are primarily inspiratory with passive expiration during quiet wakefulness. Furthermore, the activation of upper airway, or flow modulating muscles, may occur before the diaphragm. Hence, CVC as we describe it from cardiac activation and inspiratory flow is an example where systems are modulated at a level beyond that explained currently by conceptual models based on reduced preparations. Speculation as to whether CVC is a primary or secondary controlled variable is beyond the scope of this paper yet this begs further investigation. Where and how this develops may be an important element to determine, in addition to its physiological importance. . Scatter plot relating rank body surface area (BSA) to rank tRSE for the R-to-I interval. &Female subjects. Fig. 7 . R-to-R intervals before, after and spanning I-onset. Values are means (ϮSE) for all subjects and visits, after controlling for differences in median heart rate.
