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Abstract
In this paper we study the controllability problem for a symmetric-top molecule, both for
its classical and quantum rotational dynamics. As controlled fields we consider three orthog-
onally polarized electric fields which interact with the electric dipole of the molecule. We
characterize the controllability in terms of the dipole position: when it lies along the symme-
try axis of the molecule neither the classical nor the quantum dynamics are controllable, due
to the presence of a conserved quantity, the third component of the total angular momentum;
when it lies in the orthogonal plane to the symmetry axis, a quantum symmetry arises, due
to the superposition of symmetric states, which has no classical counterpart. If the dipole is
neither along the symmetry axis nor orthogonal to it, controllability for the classical dynamics
and approximate controllability for the quantum dynamics are proved to hold. The control-
lability properties of the classical rotational dynamics are analyzed by applying geometric
control theory techniques. To establish the approximate controllability of the symmetric-top
Schrödinger equation we use a Lie-Galerkin method, based on block-wise approximations of
the infinite dimensional systems.
Key words: Quantum control, Schrödinger equation, rotational dynamics, symmetric
molecule, bilinear control systems
AMS Classification: 68Q25, 68R10,68U05
Introduction
The control of molecular dynamics takes an important role in quantum physics and chemistry
because of the variety of its applications, starting from well-established ones such as rotational
state-selective excitation of chiral molecules ([15, 14]), and going further to applications in quan-
tum information ([25]). For a general overview of controlled molecular dynamics one can see,
for example, [19].
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Rotations can, in general, couple to vibrations in the so-called ro-vibrational states. In
our mathematical analysis, however, we shall restrict ourselves to the rotational states of the
molecule. Due to its discrete quantization, molecular dynamics perfectly fits the mathemati-
cal quantum control theory which has been established until now. In fact, the control of the
Schrödinger equation has attracted substantial interest in the last 15 years. See, for instance,
[8, 7, 10, 9, 11, 13, 21, 5, 2, 18] for the state of the art.
The problem of controlling the rotational dynamics of a planar molecule has been analyzed
in [7] by means of two orthogonally polarized electric fields; in particular, approximate con-
trollability has been proved using non-resonant connectedness chains in the spectrum of the
rotational Hamiltonian. In [8] the approximate controllability of a linear-top controlled by three
orthogonally polarized electric fields has been established. There, a new sufficient condition for
controllability, called the Lie–Galerkin tracking condition, has been introduced in an abstract
framework, and applied to the linear-top system.
Here, we study the symmetric-top as a generalization of the linear one, characterizing its
controllability in terms of the position of its dipole moment in Theorems 6, 7, 9. While for the
linear-top two quantum numbers j,m are needed to describe the motion, the main and more
evident difference here is the presence of a third quantum number k, which classically repre-
sents the projection of the total angular momentum on the symmetry axis of the molecule. This
should not be a surprise, since the configuration space of a linear-top is the 2-sphere S2, while
the symmetric-top evolves in the Lie group SO(3), a three-dimensional manifold. As a matter
of fact, by fixing k = 0, one recovers the linear-top as a subsystem inside the symmetric-top. It
is worth mentioning that the general theory developed in [11, 7, 21] is based on non-resonance
conditions on the spectrum of the internal Hamiltonian. A major difficulty in studying the con-
trollability properties of the rotational dynamics is that, even in the case of the linear-top, the
spectrum of the rotational Hamiltonian has severe degeneracies at the so-called m-levels. The
symmetric-top is even more degenerate, due to the additional presence of the so-called k-levels.





ψ(R, t) = Hψ(R, t) +
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l=1













is the rotational Hamiltonian, I1, I2, I3 are the moments of inertia
of the molecule, P1, P2, P3 are the angular momentum differential operators, and Bi(R, δ) =
−〈Rδ, ei〉 is the interaction Hamiltonian between the dipole moment δ of the molecule and the
direction ei, i = 1, 2, 3. Finally, R ∈ SO(3) is the matrix which describes the configuration of the
molecule in the space.
We shall study the symmetric-top, that is, the case I1 = I2. In this case, closed expression for
the spectrum and the eigenfunctions of H are known. The case of the asymmetric-top, which
goes beyond the scope of this paper, could be tackled either by a perturbative approach or with
a further computational effort. Here, the position of the dipole moment plays a decisive role:
when it is neither along the symmetry axis, nor orthogonal to it, as in the above Figure (b),
then approximate controllability holds, under some non-resonance conditions, as it is stated
in Theorem 7. To prove it, we introduce in Section 2.1 a block-wise Lie–Galerkin condition,
closely related to the Lie–Galerkin tracking condition, which is shown to provide a general
controllability test for the multi-input Schrödinger equation (Theorem 5). We then apply this
result to the symmetric-top system. The control strategy is based on the excitation of the system




spectral gaps. One frequency is used to overcome the m-degeneracy in the spectrum, and this
step is quite similar to the proof of the linear-top’s approximate controllability (Appendix A).
The other two frequencies are used in a next step to break the k-degeneracy, in a three-wave
mixing scheme (Appendix B) typically used in quantum chemistry to obtain enantio- and state-
selectivity for chiral molecules ([16],[24],[3]).
The two dipole configurations to which the Theorem 7 does not apply are extremely rel-
evant from the physical point of view. Indeed, the dipole moment of a symmetric-top lies
usually along its symmetry axis (Figure (a)), and if not, for accidentally symmetric-top, it is
often found in the orthogonal plane (Figure (c)). Here two different symmetries arise, implying
the non-controllability of these systems, as we prove, respectively, in Theorems 6 and 9. These
two conserved quantities stimulated and motivated the study of the classical dynamics of the
symmetric-top, presented in the first part of the paper: the first conserved quantity, appearing
in Theorem 6, corresponds to a classical observable, that is, the component of the angular mo-
mentum along the symmetry axis, and it turns out to be a prime integral also for the classical
controlled dynamics, as remarked in Theorem 2. The second conserved quantity, appearing in
Theorem 9, is more challenging, because it does not have a counterpart in the classical dynam-
ics, being mainly due to the superposition of k and −k states in the quantum dynamics. We
show that this position of the dipole still correspond to a controllable system for the classical-
top, while it does not for the quantum-top. Thus, the latter is an example of a system whose
quantum dynamics are not controllable even though the classical dynamics are. The possi-
ble discrepancy between quantum and classical controllability has been already noticed, for
example, in the harmonic oscillator dynamics ([20]). It should be noticed that the classical con-
trollability of a rigid body has been analyzed in several works like [1, Section 6.4], [17, Section
4.6] using internal controls; nevertheless here we adopt as control fields three external forces, a
strategy which has never been considered, as far as we know, in the previous literature.
The paper is organized as follows: in Section 1 we study the controllability of the classi-
cal Hamilton equations for a symmetric-top. The main results are summarized in Theorems
2 and 3, where we prove, respectively, the non-controllability when the dipole lies along the
symmetry axis of the body and the controllability in any other case. In Section 2 we study the
controllability of the Schrödinger equation for a symmetric-top. The main controllability result
is Theorem 7, where we prove the approximate controllability when the dipole is neither along
the symmetry axis, nor orthogonal to it. In the two cases left, we prove the non-controllability
in Theorems 6 and 9.
3
1 Classical symmetric-top molecule
1.1 Controllability of control-affine systems with recurrent drift
We recall in this section some useful results on the controllability properties of (finite-dimensional)
control-affine systems.
Let M be an n-dimensional manifold, X0, X1, . . . , Xm a family of smooth (i.e., C∞) vector
fields on M , U ⊂ Rm a set of control values which contains a neighbourhood of the origin. We
consider the controlled system
q̇ = X0(q) +
m∑
i=1
ui(t)Xi(q), q ∈M, (1)
where the control functions u are taken in L∞(R, U). The vector field X0 is called the drift.
• The reachable set from q0 ∈M is
Reach(q0) :={q ∈M | ∃ u, T s.t. the solution to (1) with q(0) = q0
satisfies q(T ) = q}.
• The system (1) is said to be controllable if Reach(q0) = M for all q0 ∈M .
• The family of vector fields X0, X1, . . . , Xm is said to be Lie bracket generating if
dim(Lieq{X0, X1, . . . , Xm}) = n
for all q ∈ M , where Lieq{X0, X1, . . . , Xm} denotes the evaluation of q of the Lie algebra
generated by X0, X1, . . . , Xm.
• Let X be a complete vector field on M and φt its flow at time t, t ∈ R. Then X is said to
be recurrent if for every open nonempty subset V of M and every time t > 0, there exists
t̃ > t such that φt̃(V ) ∩ V 6= ∅.
The following is a basic result in geometric control theory (see, for example, [17, Section
4.6]).
Theorem 1. If X0 is recurrent and the family X0, X1, . . . , Xm is Lie bracket generating, then system
(1) is controllable.
Using the Orbit Theorem (see, e.g., [1, Chapter 5]) and assuming the analyticity of the vec-
tor fields, one proves the following result, which is useful to verify the Lie bracket generating
condition.
Lemma 1. If the family of analytic vector fields X0, X1, . . . , Xm is Lie bracket generating on the com-
plement of a sub-manifold N ⊂ M and Reach(q) 6⊂ N , for all q ∈ N , then the family is Lie bracket
generating on M .
1.2 Hamilton equations on a Lie group
The dynamics on a Lie groupG, relative to a Hamiltonian functionH on T ∗G ∼= G×g∗, where g
is the Lie algebra of G, can be described in terms of the Hamiltonian field ~H , defined as a vector
field on T ∗G by dH(V ) = ω( ~H, V ), V ∈ T (T ∗G), where ω is the canonical symplectic 2-form on
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T ∗G. We briefly describe this classical approach to dynamical systems on Lie groups (see, for
instance, [17, Chapter 12]). First we identify
T (T ∗G) ∼= T (G× g∗) ∼= TG× Tg∗ ∼= (G× g)× (g∗ × g∗),
that is, an element of T (T ∗G) can be seen as ((g,X), (p, Y ∗)) where (X,Y ∗) is a tangent vector
with base (g, p) and X(g, p) ∈ g, Y ∗(g, p) ∈ g∗, for all (g, p) ∈ G× g∗.
If V is a vector field on T ∗G, we write V = (X,Y ∗) as before, and f is a function on T ∗G, V
acts as a derivation on f by the formula

















∈ T ∗p g∗ ∼= g∗∗ ∼= g.
Notice that V1 = (X1, Y ∗1 ), V2 = (X2, Y ∗2 ) are tangent vectors at (q, p), then we have ω(V1, V2) =
Y ∗2 (X1) − Y ∗1 (X2) − ((adX1)∗p)X2. As a consequence the expression of the Hamiltonian field


































These are the equations of motion on G.






= 0. Thus one recovers the classical Hamiltonian equations.
If H is left-invariant, then
∂H
∂g
= 0. Thus one obtains the so-called equations in vertical coordinates.
1.3 The classical dynamics of a molecule subject to electric fields
Since the molecule is a rigid body that can just rotate, the configuration space is the Lie group
SO(3). We now apply the machinery just developed for a general Lie group to G = SO(3).
Consider the basis
Â1 =
0 0 00 0 −1
0 1 0
 , Â2 =
 0 0 10 0 0
−1 0 0
 , Â3 =
0 −1 01 0 0
0 0 0
 ,
of g = so(3). Let A1,A2,A3 be the corresponding left-invariant vector fields. Denoting by
e1, e2, e3 a fixed orthonormal frame on R3 and by a1, a2, a3 a fixed orthonormal frame on the
rigid body with the same orientation, the configuration of the molecule is identified with the
unique g ∈ SO(3) such that gai = ei, for i = 1, 2, 3.
5
As external forces on the system we consider the three electric fields with intensities u1(t), u2(t), u3(t)
and directions e1, e2, e3. Denoting by δ the dipole of the molecule written in the moving frame,
the three potential energies due to the interaction with the electric fields are
Vi = −ui(t)〈gδ, ei〉, i = 1, 2, 3.
Set V :=
∑3
i=1 Vi the total potential energy. Finally let Hi, for i = 1, 2, 3, be the (left-invariant)
Hamiltonian function relative to the left-invariant vector field Ai (that is, Hi(p) := p(Âi),∀p ∈
so(3)














defined on SO(3) × so(3)∗, where I1, I2, I3 are the moments of inertia of the rigid body in a
moving frame made by principal axes of inertia.
Remark 2. H is not left-invariant since V = V (g).



















Now using the isomorphism so(3)∗ → so(3), p 7→ P̂ , defined by K(P̂ , Â) = p(Â), where
K(·, ·) is the scalar product on so(3) given by K(Â, B̂) = −1
2
tr(ÂB̂),∀Â, B̂ ∈ so(3), and the
classical identification of Lie algebras
(so(3), [·, ·])→ (R3,×), Â =
 0 −a3 a2a3 0 −a1
−a2 a1 0















These are the Euler equations for a charged rigid body subject to three orthogonal electric fields.
We shall also use the notation S(A) for the anti-symmetric matrix Â.
System (5) can be seen as a control-affine system with three controlled fields: by computing




















= X(g, P ) +
3∑
i=1
ui(t)Yi(g, P ), (g, P ) ∈ SO(3)× R3, (6)
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where
X(g, P ) :=
(
gS(βP )
P × (βP )
)





, i = 1, 2, 3. (7)
Rotating molecule dynamics can also be represented in terms of quaternions. The 3-sphere S3
(seen as a double covering space of SO(3)) inherits a Lie group structure from the quaternions
H and its elements act as rotations on R3. Let us now reformulate Euler equations (5) in this
formalism.
We identify S3 = {q0 + iq1 + jq2 + kq3 | (q0, q1, q2, q3) ∈ R4, q20 + q21 + q22 + q23 = 1} ⊂ H and
T1S
3 = R3 = {iP1 + jP2 + kP3 | (0, P1, P2, P3) ∈ R4} ⊂ H. Thus, if q ∈ S3 and P ∈ R3, q rotates
P by the formula qPq as a quaternions multiplication. Via this identification, the vector product



























This description will be useful for computations.
1.4 Non-controllability of the classical genuine symmetric-top
In most cases of physical interest, the electric dipole δ of a symmetric-top molecule lies along




, δ3 6= 0, in the body frame. The corresponding molecule is called a genuine
symmetric-top.
Theorem 2. The third angular momentum P3 is a conserved quantity for the controlled motion (6) of
the genuine symmetry-top molecule.
Proof. In order to compute the equation satisfied by P3 in (6), notice that



























 .Hence, for a genuine symmetric-




As a consequence, the controlled dynamics live in the hypersurfaces {P3 = const} and hence
system (6) is not controllable in the 6-dimensional manifold SO(3)× R3.
7
1.5 Controllability of the classical accidentally symmetric-top
In Theorem 2 we proved that P3 is a prime integral for equations (5), using both the symmetry of
the mass and the symmetry of the charge, meaning that I1 = I2 and δ = (0, 0, δ3)t. We consider
now a symmetric-top molecule with electric dipole δ not along the symmetry axis of the body,
that is, δ =
δ1δ2
δ3
 , with δ1 6= 0 or δ2 6= 0. This system is usually called accidentally symmetric-top.
Theorem 3. For an accidentally symmetric-top molecule system (6) is controllable.
Proof. The driftX is recurrent, as observed in [1, Section 8.4]. Thus, by Theorem 1, to prove con-
trollability it suffices to show that, for any (g, P ) ∈ SO(3)×R3, dim
(
Lie(g,P ){X,Y1, Y2, Y3}
)
= 6.
Actually, we will find six vector fields on SO(3)×R3 such that their span is six-dimensional ev-















the control vector fields commute: [Yi, Yj ] = 0, for i, j = 1, 2, 3. Moreover,





. Denote by ΠSO(3) the projection onto the SO(3) part of
the tangent bundle, that is,
ΠSO(3) : T(g,P )(SO(3)× R3) = TgSO(3)× TPR3 → TgSO(3).
Then we have






Hence, if 〈P, δ〉 6= 0, we have
dim
(




To go further in the analysis, it is convenient to use the quaternionic parametrization (8)
in which every field is polynomial. We have, in coordinates q = (q0, q1, q2, q3) ∈ S3, P =
(P1, P2, P3) ∈ R3,








































































(q1q2 − q0q3)δ3 − (q1q3 + q0q2)δ2










1 − q22 − q23)δ2 − (q1q2 − q0q3)δ1

,















(q20 − q21 + q22 − q23)δ3 − (q2q3 − q0q1)δ2
(q2q3 − q0q1)δ1 − (q1q2 + q0q3)δ3
(q1q2 + q0q3)δ2 −
1
2
(q20 − q21 + q22 − q23)δ1

.
Let us consider the six vector fields X,Y1, Y2, [X,Y1], [X,Y2], [[X,Y1], Y1]: we have that a 6 × 6
minor of the matrix
(X(q, P ), Y1(q, P ), Y2(q, P ), [X,Y1](q, P ), [X,Y2](q, P ), [[X,Y1], Y1](q, P ))







S2(q) := (−2q1q2δ1 + 2q0q3δ1 + q20δ2 + q21δ2 − (q22 + q23)δ2),
S3(q) := (q0(−2q2δ1 + 2q1δ2) + 2q3(q1δ1 + q2δ2) + (q20 − q21 − q22 + q23)δ3)2,
S4(q) := (−2(q0q2 + q1q3)(δ21 + δ22) + ((q20 + q21 − q22 − q23)δ1 + 2(q1q2 − q0q3)δ2)δ3),
S5(P ) := P1δ1 + P2δ2 + P3δ3 = 〈P, δ〉.
Hence, for all (q, P ) such that S(q, P ) 6= 0,
dim
(
span{X(q, P ), Y1(q, P ), Y2(q, P ), [X,Y1](q, P ), [X,Y2](q, P ),
[[X,Y1], Y1](q, P )}
)
= 6,
that is, outside the hypersurface V (S) := {(q, P ) ∈ S3 × R3 | S(q, P ) = 0} the family X,Y1, Y2
is Lie bracket generating.
Now we are left to prove that
Reach(q, P ) 6⊂ V (S), ∀(q, P ) ∈ V (S),
and then to apply Lemma 1. Let us start by considering the factor S5 of S and notice that, for
any fixed q ∈ S3, V (S5) defines a surface inside R3. Denote by ΠR3 the projection onto the R3
part of the tangent bundle, that is,
ΠR3 : T(q,P )(S
3 × R3) = TqS3 × TPR3 → TPR3 = R3.
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The vector field ΠR3X is tangent to V (S5) when
〈∇PS5,ΠR3X〉 = 〈δ, [P, βP ]〉 = 0,
that is, if and only ifP3 = 0 orP2δ1−P1δ2 = 0. Notice that one vector between ΠR3Y1,ΠR3Y2,ΠR3Y3
is not tangent to V (P3), otherwise






which would imply that δ is collinear to (0, 0, 1)t, which is impossible since the molecule is
accidentally symmetric.
Concerning the hypersurface V (P2δ1 − P1δ2), we consider again ΠR3X , which is tangent
when 〈∇P (P2δ1 − P1δ2),ΠR3X〉 = 0, that is, if and only if P3 = 0 or P1δ1 + P2δ2 = 0. We treat
the second case, being P3 = 0 already treated. Hence, we consider the intersection{
P2δ1 − P1δ2 = 0,
P1δ1 + P2δ2 = 0.
The only solution of the system is P1 = P2 = 0, because the molecule is accidentally symmetric.
Finally, whenP1 = P2 = 0, we consider the two-dimensional distribution span{ΠR3Y1,ΠR3Y2,ΠR3Y3},
which cannot be tangent to the P3 axis.
Summarizing, if δ is not collinear to (0, 0, 1)t, we have
Reach(q, P ) 6⊂ V (S5), ∀(q, P ) ∈ V (S5).
To conclude, if (q, P ) ∈ V (Si), i = 1, . . . , 4, then we fix P and we get a two-dimensional man-
ifold {q ∈ S3 | Si(q) = 0} ⊂ S3. Now the projections of the vector fieldsX, [X,Y1], [X,Y2], [X,Y3]
on the base part of the bundle span a three-dimensional vector space if 〈P, δ〉 6= 0, as observed
in (9). So, by possibly steering P until 〈P, δ〉 6= 0, it is possible to exit from V (Si). This concludes
the proof of the theorem.
1.6 Reachable sets of the classical genuine symmetric-top
Theorem 2 states that the hypersurfaces {P3 = const} are invariant for the controlled motion.
Next we prove that the restriction of system (5) to any such hypersurface is controllable.
Theorem 4. Let I1 = I2 and δ = (0, 0, δ3)t, δ3 6= 0. Then for (g, P ) ∈ SO(3)×R3, P = (P1, P2, P3),
one has
Reach(g, P ) = {(g, P ) ∈ SO(3)× R3 | P3 = P3}.
Proof. From Theorem 2 we know that {P3 = const} is invariant. Since the drift X is recurrent,
it suffices to prove that system (5) is Lie bracket generating on the 5-dimensional manifold
{P3 = const}.
We recall from (9) that, if 〈P, δ〉 6= 0, that is, if P3 6= 0, we have
dim
(





Moreover, taking the projections of the control fields on the R3 part of the bundle ΠR3Yi(q, P ) =






everywhere. Thus, if P3 6= 0, we have that
dim
(




So the system is Lie bracket generating on the manifold {P3 = const 6= 0}.
We are left to consider the caseP3 = 0. Notice that ΠR3Y1,ΠR3Y2,ΠR3Y3 give a two-dimensional
distribution for any value of P3. So we consider in the quaternionic parametrization the projec-
tions of X, [X,Y1], [X,Y2], [[X,Y1], X] on the S3 part of the bundle and we obtain
dim
(
span{ΠS3X(q, P ),ΠS3 [X,Y1](q, P ),ΠS3 [X,Y2](q, P ),
ΠS3 [[X,Y1], X](q, P )}
)
= 3,
for P3 = 0, except when q3[2P2(q1q2 − q0q3) + P1(q20 + q21 − q22 − q23)] = 0. This equation defines
the union of two surfaces inside S3. (Notice that we can assume P1 6= 0 and P2 6= 0 because (10)
gives local controllability in (P1, P2)). On {q3 = 0}, we have that ΠS3X is tangent if and only if
q1P2 − q2P1 = 0. On the curve γ ⊂ S3 of equation{
q3 = 0,
q1P2 − q2P1 = 0,
we can consider the two-dimensional distribution spanned by ΠS3 [X,Y1],ΠS3 [X,Y2], ΠS3 [X,Y3],
which is clearly not tangent to γ. Following Lemma 1, the system is Lie bracket generating also
on {q3 = 0}.
Analogously, on {2P2(q1q2 − q0q3) + P1(q20 + q21 − q22 − q23) = 0}we consider the vector field
ΠS3 [[[X,Y1], X], Y2] which is tangent if and only if (q0q2 + q1q3)(P1q0q1 + P2q0q2 − P2q1q3 +
P1q2q3) = 0. Again, since the distribution spanned by ΠS3 [X,Y1],ΠS3 [X,Y2], ΠS3 [X,Y3] is two-
dimensional, we can exit from the set of equation{
2P2(q1q2 − q0q3) + P1(q20 + q21 − q22 − q23) = 0,
(q0q2 + q1q3)(P1q0q1 + P2q0q2 − P2q1q3 + P1q2q3) = 0,
whose strata have dimension at most one. Thus, applying again Lemma 1, we can conclude
that the restriction of the system on the manifold {P3 = 0} is Lie bracket generating.
2 Quantum symmetric-top molecule
2.1 Controllability of the multi-input Schrödinger equation
Let ` ∈ N, a > 0 and U := [−a, a]`. Let H be an infinite-dimensional Hilbert space with
scalar product 〈·, ·〉 (linear in the first entry and conjugate linear in the second), H,B1, . . . , B` be
11
(possibly unbounded) self-adjoint operators on H, with domains D(H), D(B1), . . . , D(B`). We







uj(t)Bj)ψ(t), ψ(t) ∈ H, u(t) ∈ U. (11)
Definition 1. • We say that the operator H satisfies (A1) if it has discrete spectrum with infinitely
many distinct eigenvalues (possibly degenerate).
Denote by B a Hilbert basis (φk)k∈N of H made of eigenvectors of H associated with the family of
eigenvalues (λk)k∈N and let L be the set of finite linear combination of eigenstates, that is,
L = span{φk | k ∈ N}.
• We say that (H,B1, . . . , B`,B) satisfies (A2) if φk ∈ D(Bj) for every k ∈ N, j = 1, . . . , `.




ujBj : L → H
is essentially self-adjoint for every u ∈ U .
• We say that (H,B1, . . . , B`,B) satisfies (A) if H satisfies (A1) and
(H,B1, . . . , B`,B) satisfies (A2) and (A3).





j=1 ujBj) of the group of unitary operators U(H). It is therefore possible to
define the propagator ΓuT at time T of system (11) associated with a piecewise constant control
law u(·) = (u1(·), . . . , u`(·)) by composition of flows of the type e−it(H+
∑`
j=1 ujBj). If, moreover,
B1, . . . , B` are bounded operators then the definition can be extended by continuity to every
L∞ control law (see [4]).
Definition 2. Let (H,B1, . . . , B`,B) satisfy (A).
• Given ψ0, ψ1 in the unit sphere S of H, we say that ψ1 is reachable from ψ0 if there exist a time
T > 0 and a piecewise constant control law u : [0, T ]→ U such that ψ1 = ΓuT (ψ0). We denote by
Reach(ψ0) the set of reachable points from ψ0.
• We say that (11) is approximately controllable if for every ψ0 ∈ S the set Reach(ψ0) is dense in S.
We introduce the notion of module-tracker (m-tracker, for brevity) that is, a system for which
any given curve can be tracked up to (relative) phases. The identification up to phases of ele-
ments ofH in the basis B = (φk)k∈N can be accomplished by the projection




Definition 3. Let (H,B1, . . . , B`,B) satisfy (A). We say that system (11) is an m-tracker if, for
every r ∈ N, ψ1, . . . , ψr in H, Γ̂ : [0, T ] → U(H) continuous with Γ̂0 = IdH, and ε > 0, there
exists an invertible increasing continuous function τ : [0, T ]→ [0, Tτ ] and a piecewise constant control
u : [0, Tτ ]→ U such that
‖M(Γ̂tψk)−M(Γuτ(t)ψk)‖ < ε, k = 1, . . . , r,
for every t ∈ [0, Tτ ].
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Remark 3. We recall that if system (11) is an m-tracker, then it is also approximately controllable, as
noticed in [8, Remark 2.9].
We now introduce some objects in order to state a new sufficient condition for a system to
be m-tracker, based on the controllability results in [8].
Let {Ij}j∈N be a family of subsets of N such that
∪j∈NIj = N and nj := |Ij | <∞,∀j ∈ N,
where |Ij | denotes the cardinality of Ij . Consider the subspaces
Mj := span{φn | n ∈ Ij} ⊂ H.
Let us denote by Σj := {|λl− λl′ | | l, l′ ∈ Ij} the spectral gaps inMj , and define the orthogonal
projections
ΠMj : H 3 ψ 7→
∑
n∈Ij
〈φn, ψ〉φn ∈ H.
Given a linear operator Q on H we identify the linear operator ΠMjQΠMj preserving Mj
with its complex matrix representations with respect to the basis (φn)n∈Ij . We define B
(j)
i :=
ΠMjBiΠMj for every i = 1, . . . , `.
We define
Ξ0j = {(σ, i) ∈ Σj × {1, . . . , `} | (Bi)l,k = 0 for every l ∈ N, k ∈ N \ Ij
such that |λl − λk| = σ},
and
Ξ1j = {(σ, i) ∈ Σj × {1, . . . , `} | (Bi)l,k = 0 for every l ∈ Ij , k ∈ N \ Ij
such that |λl − λk| = σ}.
While the set Ξ0j is made by totally non-resonant gaps, in Ξ
1
j the resonances corresponding
to pairs of eigenstates outside Ij are allowed.
For every σ ≥ 0, and every square matrix M of dimension m, let
Eσ(M) = (Ml,kδσ,|λl−λk|)l,k=1,...,m,
where δl,k is the Kronecker delta. The square matrix Eσ(B(j)i ) of dimension nj , i = 1, . . . , `,
corresponds to the activation in B(j)i of the spectral gap σ ∈ Σj : every element is 0 except the
(l, k)-elements such that |λl − λk| = σ. Moreover, for every ξ ∈ S1 ⊂ C, we consider the matrix
operator Wξ such that
(Wξ(M))l,k =

ξMl,k, λl < λk,
0, λl = λk,
ξ̄Ml,k, λl > λk.
(12)
Next, we consider the sets of excited modes
νsj := {Wξ(Eσ(iB
(j)
i )) | (σ, i) ∈ Ξ
s
j , σ 6= 0, ξ ∈ S1}, s = 0, 1. (13)
Notice that ν0j ⊂ ν1j ⊂ su(nj). We denote by Lie(νsj ) the Lie algebra generated by the matrices in
νsj , s = 0, 1, with respect to the bracket of su(nj), and define Tj as the minimal ideal of Lie(ν1j )
containing ν0j .
Finally, we introduce the graph G with vertices V = {Ij}j∈N and edges E = {(Ij , Ik) | j, k ∈
N, Ij ∩ Ik 6= ∅}. We are now in a position to state a sufficient condition for a system to be an
m-tracker, and thus, approximately controllable.
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Theorem 5. Assume that (A) holds true. If the graph G is connected and Tj = su(nj), for every j ∈ N,
then (11) is an m-tracker.
Proof. We shall prove that the assumptions of the theorem imply that system (11) satisfies the
Lie–Galerkin tracking condition ([8, Definition 2.7]) and hence that (11) is an m-tracker ([8,
Theorem 2.8]).
Up to reordering the sets Ij , we can assume that
Ij+1 ∩ (∪jk=1Ik) 6= ∅, ∀j ∈ N. (14)
Let us fix n0 ∈ N and consider m ∈ N such that {φ1, . . . , φn0} ⊂
∑m
j=1Mj . Then, according









j=1Mj )) | (σ, i) ∈ Ξ
s
j , σ 6= 0, ξ ∈ S1}, s = 0, 1.
We proceed by induction on m. For m = 1, (15) is true, since we have that Lie(T1) = T1 =
su(n1) = su(dim(M1)). Assume now that (15) is true for m, and consider the vertex Im+1.
Consider t, p ∈ ∪m+1j=1 Ij and let us prove that Et,p := et,p − ep,t is in Lie(∪
m+1
j=1 T̃j), where ea,b is
the matrix with entries all 0 except for the one in row a and column b, which is equal to 1 (and
the indices in ∪m+1j=1 Ij are identified with the elements of {1, . . . ,dim(
∑m+1
j=1 Mj)}). Notice that,
by definition of Ξ0j , Ξ
1




, Q ∈ su(nm+1),
where the upper-left square matrix has dimension dim(
∑m+1
j=1 Mj)− nm+1. Similarly, a matrix













If t, p ∈ ∪mj=1Ij or t, p ∈ Im+1 the conclusion follows from the induction hypothesis and
the identity Tm+1 = su(nm+1). Let then t ∈ Im+1 \ (∪mj=1Ij) and p ∈ ∪mj=1Ij . Fix, moreover,
r ∈ Im+1 ∩ (∪mj=1Ij), whose existence is guaranteed by (14). Again by the induction hypothesis
and the identity Tm+1 = su(nm+1), we have that Ep,r and Er,t are in Lie(∪m+1j=1 T̃j). The bracket
[Ep,r, Er,t] = Ep,t is therefore also in Lie(∪m+1j=1 T̃j). By similar arguments, we deduce that every
basis element of su(dim(
∑m+1
j=1 Mj)) is in Lie(∪
m+1
j=1 T̃j).
2.2 The Schrödinger equation of a symmetric-top subject to electric fields
We recall in this section some general facts about Wigner functions and the theory of angular
momentum in quantum mechanics (see, for instance, [6, 23, 12]).
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We use Euler’s angles (α, β, γ) ∈ [0, 2π)× [0, π]× [0, 2π) to describe the configuration space
SO(3) of the molecule. More precisely, the coordinates of a vector change from the body fixed









where (x, y, z)t are the coordinates of the vector in the body fixed frame, (X,Y, Z)t are the
coordinates of the vector in the space fixed frame and Rei(θ) ∈ SO(3) is a rotation of angle θ
around the axis ei. The explicit expression of the matrix R(α, β, γ) ∈ SO(3) is
R =
cosα cosβ cos γ − sinα sin γ − cosα cosβ sin γ − sinα cos γ cosα sinβsinα cosβ cos γ + cosα sin γ − sinα cosβ sin γ + cosα cos γ sinα sinβ
− sinβ cos γ sinβ sin γ cosβ
 . (17)
In Euler coordinates, the angular momentum operators are given by











J2 = i sinα cotβ
∂
∂α

























where R = (Rij)3i,j=1 is given in (17).
In the same way we define P1 =
∑3
i=1Ri1(α, β, γ)Ji, P2 =
∑3
i=1Ri2(α, β, γ)Ji. The opera-
tors Ji and Pi, i = 1, 2, 3, are the angular momentum operators expressed in the fixed and in the
body frame, respectively. Finally, we consider the square norm operator J2 := J21 + J22 + J23 =




3 . Now, J2, J3, P3 can be considered as the three commuting observables needed
to describe the quantum motion of a molecule. Indeed, [J2, J3] = [J2, P3] = [J3, P3] = 0, and
hence there exists an orthonormal Hilbert basis of L2(SO(3)) which diagonalizes simultane-
ously J2, J3 and P3. In terms of Euler coordinates, this basis is made by the so-called Wigner
functions ([23, Chapter 4], [6, Section 3.8,3.9])
Djk,m(α, β, γ) := e
i(mα+kγ)djk,m(β), j ∈ N, k,m = −j, . . . , j, (19)
where





















is an hypergeometric series and nj,k,m is a normalizing factor.
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Summarizing, the family of Wigner functions {Djk,m | j ∈ N, k,m = −j, . . . , j} forms an
orthonormal Hilbert basis for L2(SO(3)). Moreover,













Thus, m and k are the quantum numbers which correspond respectively to the projections
of the angular momentum on the third axis of the fixed and the body frame.
Remark 4. The level k = 0 corresponds to the vanishing of the third angle γ. Then the system becomes
a linear molecule which can be described by the spherical harmonics {Y jm | j ∈ N,m = −j, . . . , j} ([23,
Chapter 5], [6, Section 3.10]). Indeed, Y jm(α, β) = D
j
0,m(α, β, γ).












, which is seen here
as a self-adjoint operator acting on the Hilbert space L2(SO(3)). From now on, we impose the



























Hence, the Wigner functions are the eigenfunctions of H , i.e., the rotational states of the sym-
metric top and its eigenvalues Ejk, j ∈ N, k = −j, . . . , j, are the rotational energies of the
molecule. Since the eigenvalues of H do not depend on m, the energy level Ejk is (2j + 1)-
degenerate with respect to m. This property is common to every molecule in nature: the
spectrum σ(H) does not depend on m, just like in classical mechanics kinetic energy does not
depend on the direction of the angular momentum. Moreover, the energy level Ejk is also 2-
degenerate with respect to k, when k 6= 0. This extra degeneracy is actually a characterizing
property of every symmetric molecule, which is not verified by asymmetric ones. Breaking this
k-symmetry will be one important feature of our controllability analysis.
The interaction Hamiltonian between the dipole δ inside the molecule and the external elec-
tric field in the direction ei, i = 1, 2, 3, is given by the Stark effect ([12, Chapter 10])
Bi(α, β, γ) = −〈R(α, β, γ)δ, ei〉,
seen as a multiplicative self-adjoint operator acting onL2(SO(3)). Thus, the rotational Schrödinger





ψ(α, β, γ; t) = Hψ(α, β, γ; t) +
3∑
l=1
ul(t)Bl(α, β, γ)ψ(α, β, γ; t), ψ(t) ∈ L2(SO(3)), (21)
u(t) ∈ [−a, a]3, a > 0.
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2.3 Non-controllability of the quantum genuine symmetric-top
We recall that the genuine symmetric-top molecule is a symmetric rigid body with electric
dipole δ along the symmetry axis: δ =
 00
δ3
 in the principal axis frame on the body. We
then introduce the subspaces Sk := span{Djk,m | j ∈ N,m = −j, . . . , j}, where span denotes the
closure of the linear hull in L2(SO(3)).
Theorem 6. The quantum number k is invariant in the controlled motion of the genuine symmetric-top
molecule. That is, if I1 = I2 and δ =
 00
δ3
, the subspaces Sk are invariant for any propagator of the
Schrödinger equation (21).
Proof. We have to show that H and Bl, for l = 1, 2, 3, do not couple different levels of k, that is,{
〈Djk,m, iHD
j′
k′,m′〉L2(SO(3)) = 0, k 6= k′,
〈Djk,m, iBlD
j′
k′,m′〉L2(SO(3)) = 0, k 6= k′, l = 1, 2, 3.
(22)
The first equation of (22) is obvious since the orthonormal basis {Djk,m} diagonalizes H . Under
the genuine symmetric-top assumption, the second equation of (22) is also true: for l = 1 and































using the orthogonality of the functions eikγ and the explicit form (17) of the matrix R, which
yields
B1(α, β, γ) = −〈
 00
δ3
 , R−1(α, β, γ)
10
0
〉 = −δ3 sinβ cosα.
The computations for l = 2, 3 are analogous, since the multiplicative potentials Bl do not de-
pend on γ.
Remark 5. Equation (22) also shows that, for a genuine symmetric-top, the third component of the
angular momentum P3 commutes with Bl, i.e.,
[P3, Bl] = 0, l = 1, 2, 3.
Thus, by Noether Theorem ([22, Theorem 8.1]), we have that 〈ψ(t), P3ψ(t)〉 is a conserved quantity,
where ψ is the solution of (21).
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2.4 Controllability of the quantum accidentally symmetric-top
So far we have studied the dynamics of a symmetric-top molecule with electric dipole moment
along its symmetry axis and we have proven that its dynamics are trapped in the eigenspaces
of P3.
Nevertheless, for applications to molecules charged in the laboratory, or to particular molecules
present in nature such as D2S2 (Figure 2.6) or H2S2, it is interesting to consider also the case
in which the dipole has non-zero components outside the symmetry axis: this case is called the
accidentally symmetric molecule.
Under a non-resonance condition, we are going to prove that, if the dipole moment is not
orthogonal to the symmetry axis of the molecule, the rotational dynamics of an accidentally
symmetric-top are approximately controllable. To prove this statement, we are going to show
that the hypothesis of Theorem 5 are satisfied by (21).
Theorem 7. Let I1 = I2,
I2
I3
/∈ Q. If δ = (δ1, δ2, δ3)t is such that δ 6=
 00
δ3




Schrödinger equation (21) is an m-tracker.




k′,m′〉 = 0, (23)
when |j′−j| > 1, or |k′−k| > 1 or |m′−m| > 1, for every l = 1, 2, 3. Equation (23) is the general
form of the so-called selection rules.
We then define for every j ∈ N the set Ij := {ρ(l, k,m) | l = j, j + 1, k,m = −l, . . . , l} ⊂ N,
where ρ : {(l, k,m) | l ∈ N, k,m = −l, . . . , l} → N is the lexicographic ordering. The graph G
whose vertices are the sets Ij and whose edges are {(Ij , Ij′) | Ij ∩ Ij′ 6= ∅} = {(Ij , Ij+1) | j ∈ N}
is therefore linear. In order to apply Theorem 5 we shall then consider the projection of (21)
onto each spaceMj := Hj ⊕Hj+1, where Hl := span{Dlk,m | k,m = −l, . . . , l}. The dimension
ofMj is (2j + 1)2 + (2(j + 1) + 1)2, and we identify su(Mj) with su((2j + 1)2 + (2(j + 1) + 1)2).















∣∣∣, k = −j, . . . , j, (24)
corresponding to pairings for which both j and k move (see Figure 2),









∣∣∣, k = −j, . . . , j, (25)
and






for which, respectively, only k or j moves (see, Figures 3(a) and 3(b)).
Having introduced the spectral gaps needed in our analysis, we now classify them with
respect to the sets Ξ0j and Ξ
1
j introduced in Section 2.1.
Lemma 2 (External resonances). Let I2/I3 /∈ Q. Then (λjk, l), (σj , l) ∈ Ξ0j , and (ηk, l) ∈ Ξ1j , for all
k = −j, . . . , j, l = 1, 2, 3.
18
Figure 2: Graph of the transitions associated with the frequency λjk between eigenstates |j, k〉 =
|j, k,m〉 := Djk,m (m fixed). Same-shaped arrows correspond to equal spectral gaps.
(a) (b)
Figure 3: Transitions between states: (a) at frequency ηk; (b) at frequency σj . Same-shaped
arrows correspond to equal spectral gaps.
Proof. Because of the selection rules (23), we only need to check if there are common spectral
gaps in the spacesMj andMj′ for j′ 6= j.
We start by proving that (λjk, l), (σ
j , l) ∈ Ξ0j by showing that a spectral gap of the type λ
j
k
(respectively, σj) is different from any spectral gap of the type λj
′
k′ , σ





and (k, j) = (k′, j′) (respectively, σj = σj
′
and j = j′).
Using the explicit structure of the spectrum (20), any spectral gap of the type λj
′
k′ , σ
j′ , or ηk′







)∣∣∣, q1, q2 ∈ Q.






are Q-linearly independent, one easily deduces that, indeed,
(λjk, l), (σ
j , l) ∈ Ξ0j .
Notice that the gaps of the type ηk correspond to internal pairings in the spaces Hj . Hence-
forth, in order to prove that (ηk, l) ∈ Ξ1j it is enough to check that ηk is different to any gap of
the type λjk′ , σ
j . This fact has already been noticed in the proof of the first part of the statement.
The proof of the lemma is then concluded.
Next, we introduce the family of excited modes at the frequencies λjk,
Fj := {Eλjk(iBl),Wi(Eλjk(iBl)) | l = 1, 2, 3, k = −j, . . . , j},
where the operators Eµ and Wξ are defined in Section 2.1, and where, with a slight abuse of
notation, we write Bl instead of ΠMjBlΠMj . Notice that Fj ⊂ ν0j as it follows from Lemma 2,
where ν0j is defined as in (13).
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Denote by Lj := Lie(Fj) the Lie algebra generated by the matrices in Fj . Let us introduce
the generalized Pauli matrices
Ej,k = ej,k − ek,j , Fj,k = iej,k + iek,j , Dj,k = iej,j − iek,k,
where ej,k denotes the (2j + 1)2 + (2(j + 1) + 1)2-square matrix whose entries are all zero,
except the one at row j and column k, which is equal to 1. Consider again the lexicographic
ordering ρ : {(l, k,m) | l = j, j + 1, k,m = −l, . . . , l} → N. By a slight abuse of notation,
also set e(l,k,m),(l′,k′,m′) = eρ(l,k,m),ρ(l′,k′,m′). The analogous identification can be used to de-
fine E(l,k,m),(l′,k′,m′), F(l,k,m),(l′,k′,m′), D(l,k,m),(l′,k′,m′). The next proposition tells us how the el-
ements in Lj look like. For a detailed proof, see Appendix A.
Proposition 1. The matricesX(j,k,m),(j+1,k+1,m)−X(j,−k,m),(j+1,−k−1,m) andX(j,k,m),(j+1,k+1,m±1)+
X(j,−k,m),(j+1,−k−1,m±1) are in Lj for all m = −j, . . . , j and k = −j, . . . , j, k 6= 0, where X ∈
{E,F}.
To break the degeneracy between k and −k which appears in the elementary matrices that
we found in Proposition 1, and obtain all the elementary matrices that one needs to generate
su(Mj), we need to exploit the other two types of spectral gaps that we have introduced in (25)
and (26) (see Figure 3).
Let us introduce the family of excited modes at the frequencies σj and ηk,
Pj := {Eσj (iBl),Wi(Eσj (iBl)), Eηk(iBl),Wi(Eηk(iBl)) | l = 1, 2, 3, k = −j, . . . , j},
and notice that, by Lemma 2, Pj ⊂ ν1j (cf. (13)). Therefore,
P̃j := {A, [B,C] | A,B ∈ Lj , C ∈ Pj} ⊂ Tj ,
where we recall that Tj is the minimal ideal of Lie(ν1j ) containing ν0j .
The following proposition concludes the proof of Theorem 7.
Proposition 2. Lie(P̃j) = su(Mj).
For a proof of Proposition 2, see Appendix B.
Remark 6. The assumption I2/I3 /∈ Q on the moments of inertia appearing in Theorem 7 is technical,
and prevents the system from having both external resonances (as we saw in Lemma 2) and internal ones
(as we will see in Lemma 3). Anyway, we have not proven that controllability fails if the ratio I2/I3 is
rational.
2.5 Reachable sets of the quantum genuine symmetric-top
In (22) we see that, when δ = (0, 0, δ3)t, transitions k → k′ are forbidden if k 6= k′. Thus, if the
quantum system is prepared in the initial state ψ(0) with P3ψ(0) = kψ(0), the wave function ψ
evolves in the subspaces Sk = span{Djk,m | j ∈ N,m = −j, . . . , j}. The next theorem tells us
that the restriction of (21) to this subspace is controllable.
Theorem 8. Let I1 = I2 and fix k ∈ Z. If δ =
 00
δ3
, δ3 6= 0, then the Schrödinger equation (21) is an
m-tracker in the Hilbert space Sk. In particular, Reach(ψ) is dense in Sk ∩ S for all ψ ∈ Sk ∩ S .
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Proof. For every integer j ≥ |k|, let Ij,k := {ρ(l,m) | l = j, j + 1, m = −l, . . . , l}, where
ρ : {(l,m) | l ≥ |k|, m = −l, . . . , l} → N is the lexicographic ordering. Then the graph Gk with
vertices {Ij,k}∞j=|k| and edges {(Ij,k, Ij′,k) | Ij,k ∩ Ij′,k 6= ∅} is linear.
In order to apply Theorem 5 to the restriction of (21) to Sk, we should consider the projected
dynamics onto Nj,k := Lj,k ⊕ Lj+1,k, where Ll,k := span{Dlk,m | m = −l, . . . , l}. The only





, j ≥ |k|. Notice that (σj , l) ∈ Ξ0j .













having used the explicit pairings (39), which can be found in Appendix B, and which describe
the transitions excited by the frequency σj . Note that here the sum does not run over k since
we are considering the dynamics restricted to Sk. We consider the family of excited modes
Fj,k = {Eσj (iBl),Wi(Eσj (iBl)) | l = 1, 2, 3} ⊂ ν0j .
We claim that the Lie algebra generated by Fj,k, seen as a subset of su((2j + 1)2 + (2(j +
1) + 1)2), is equal to su((2j + 1)2 + (2(j + 1) + 1)2). Such an identity has been proved in [8,
Section 3.3], since the projection to Nj,k is isomorphic to an analogous projection for the linear
molecule. Hence, we conclude that the system (21) is an m-tracker in Sk.
2.6 Non-controllability of the quantum orthogonal accidentally symmetric
top
Let us consider separately the case where δ = (δ1, δ2, 0)t, left out by Theorem 7. The situation in
which the dipole lies in the plane orthogonal to the symmetry axis of the molecule (that is, the
orthogonal accidentally symmetric-top) is interesting from the point of view of chemistry, since
the accidentally symmetric-top molecules present in nature are usually of that kind (see Figure







−k,m), k = 1, . . . , j,
Sj0,m,0 = D
j
0,m, k = 0,
for j ∈ N,m = −j, . . . , j, and γ = 0, 1. Due to the k-degeneracyEjk = E
j
−k in the spectrum of the
rotational Hamiltonian H , the functions Sjk,m,γ still form an orthogonal basis of eigenfunctions
of H . Then we consider the change of basis Djk,m → e−ikθD
j
k,m, and we choose θ ∈ [0, 2π) such
that {











System (27) describes a rotation in the complex plane of the vector δ2 ± iδ1, by the angle ∓θ.











Figure 4: Diagram of the orthogonal accidentally symmetric molecule D2S2. The electric dipole
δ lies in the orthogonal plane to the symmetry axis.
In the next theorem we express in this new basis a symmetry which prevents the system
from being controllable.
Theorem 9. Let I1 = I2 and δ =
δ1δ2
0
, with δ1 6= 0 or δ2 6= 0. Then the parity of j + γ + k is
conserved.
Proof. We need to prove that the pairings allowed by the controlled vector fields B1, B2 and B3














−iθ(δ2 + iδ1)− cj,k,meiθ(δ2 − iδ1)
= 0, γ 6= γ′,
having used the expression of the Wang functions as linear combinations of Wigner functions,
the explicit pairings (31) which can be found in Appendix A, and the choice we made of θ in










2 , γ 6= γ′,
(29)
having used this time the pairings (38), which can be found in Appendix B. From (28) and (29)
we can see that the allowed transitions only depend on the parity of j+γ and k, in fact we have
either transitions between states of the form{




j′ + γ′ odd
k′ odd,
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or transitions between states of the form{




j′ + γ′ odd
k′ even.
The same happens if we replace m+ 1 with m− 1 and k+ 1 with k− 1 in (28) and (29). Because
of the selection rules (23), these are the only transitions allowed by the field B1. One can easily
check, in the same way, that every transition induced by B2, B3 also conserves the parity of
j + γ + k.
Appendix
A Proof of Proposition 1
In order to write down the matrices in Fj , we need to study the resonances between the spectral
gaps inside Mj . First notice that the degeneracy Ejk = E
j
−k characterizes a symmetric-top
molecule and we cannot remove it. We claim that there are no other internal resonances except
those due to such a degeneracy. Indeed, we have already noticed in Lemma 2 that a spectral
gap of the type λjk (respectively, σ
j) is different from any spectral gap of the type λj
′
k′ , σ
j′ , or ηk′
unless λjk = λ
j′
k′ and (k, j) = (k
′, j′) (respectively, σj = σj
′
and j = j′). Moreover, ηk 6= ηk′ if
k 6= k′.
Hence we have the following.
Lemma 3 (Internal resonances). Let I2/I3 /∈ Q. Then







s |, j ≤ j′ ≤ j′′ ≤ j + 1, −j′ ≤ s ≤ j′, h ∈ {−1, 0, 1},
implies that j′ = j, j′′ = j + 1, s = ±k, s+ h = ±(k + 1);







s |, j ≤ j′ ≤ j′′ ≤ j + 1, −j′ ≤ s ≤ j′, h ∈ {−1, 0, 1},
implies that j′ = j′′ = j or j′ = j′′ = j + 1 and s = ±k, s+ h = ±(k + 1);







s |, j ≤ j′ ≤ j′′ ≤ j + 1, −j′ ≤ s ≤ j′, h ∈ {−1, 0, 1},
implies that j′ = j, j′′ = j + 1, h = 0, s = ±k.
As a consequence of Lemma 3, part 1, if I2/I3 /∈ Q, the only transitions driven by the fields
iBl, l = 1, 2, 3, excited at frequency λ
j
k, are the ones corresponding to the following matrix
elements (written in the basis of Mj given by the Wigner functions) and can be computed
using, e.g., [12, Table 2.1]:
〈Djk,m, iB1D
j+1
k+1,m±1〉 = −cj,k,±m(δ2 + iδ1),
〈Djk,m, iB1D
j+1
k−1,m±1〉 = cj,−k,±m(δ2 − iδ1),
〈Djk,m, iB2D
j+1
k+1,m±1〉 = ∓icj,k,±m(δ2 + iδ1),
〈Djk,m, iB2D
j+1
k−1,m±1〉 = ±icj,−k,±m(δ2 − iδ1),
〈Djk,m, iB3D
j+1





[(j + k + 1)(j + k + 2)]1/2[(j +m+ 1)(j +m+ 2)]1/2




[(j + k + 1)(j + k + 2)]1/2[(j + 1)2 −m2]1/2
2(j + 1)[(2j + 1)(2j + 3)]1/2
.
Now, using a symmetry agrument, we explain how to get rid of one electric dipole com-
ponent between δ1 and δ2. Indeed, we shall explain in detail the meaning of the rotation (27)
which we have already used in the proof of Theorem 9.
By the very definition of the Euler angles, one has that the rotation of angle θ around the sym-
metry axis a3 is given by γ 7→ γ + θ. This rotation acts on the Wigner functions in the following
way
Djk,m(α, β, γ) 7→ D
j
k,m(α, β, γ + θ) = e
ikθDjk,m(α, β, γ) =: D
j
k,m(θ)(α, β, γ),
having used the explicit expression of the symmetric states (19). Note that these rotated Wigner
functions form again an orthogonal basis for L2(SO(3)) of eigenfunctions of the rotational
Hamiltonian H , so we can also analyze the controllability problem in this new basis. In other
words, the inertia ellipsoid of a symmetric-top molecule admits the circle S1 as symmetry
group. This is again a characterizing property of symmetric-top, which is no longer true for
asymmetric-top molecules. In this new basis the matrix elements (corresponding to the fre-
quency λjk) of the controlled fields are{
〈Djk,m(θ), iB1D
j+1
k+1,m+1(θ)〉 = −cj,k,me−iθ(δ2 + iδ1),
〈Djk,m(θ), iB1D
j+1
k−1,m+1(θ)〉 = cj,−k,meiθ(δ2 − iδ1),
(31)
and the same happens for all the other transitions described in (30). So, the effect of this change
of basis is that we are actually rotating the first two components of the dipole moment, by the
angle θ. We can now choose θ ∈ [0, 2π) such that






In other words, with this change of basis, we can assume without loss of generality that δ1 = 0,
since we can rotate the vector δ2 ± iδ1 and get rid of its imaginary part (note that in (27) and in
the proof of Theorem 9 we were rotating the vector δ2 ± iδ1 in the other sense, i.e., to get rid of
its real part). This will simplify the expression of the controlled fields. Clearly, we could have




depending on whether I2 is greater or smaller than I3. We shall assume
Wi(E(j,k,m),(j+1,k+1,n)) = −F(j,k,m),(j+1,k+1,n),
Wi(F(j,k,m),(j+1,k+1,n)) = E(j,k,m),(j+1,k+1,n),
since the computations in the two cases are completely analogous.
From the identity [ej,k, en,m] = δknej,m − δjmen,k we get the useful bracket relations
[Ej,k, Ek,n] = Ej,n, [Fj,k, Fk,n] = −Ej,n, [Ej,k, Fk,n] = Fj,n,
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[Ej,k, Fj,k] = 2Dj,k, [Fj,k, Dj,k] = 2Ej,k.
Moreover, two operators coupling no common states commute, that is,
[Yj,k, Zj′,k′ ] = 0 if {j, k} ∩ {j′, k′} = ∅,
with Y, Z ∈ {E,F,D}.
Finally, we can conveniently represent the matrices corresponding to the controlled vector
field (projected ontoMj) in the rotated basis found with the symmetry argument. So, for each














dj,k,mδ2F(j,k,m),(j+1,k+1,m) − dj,k,mδ2F(j,−k,m),(j+1,−k−1,m), (34)
where, with a slight abuse of notation, we write Bl instead of ΠMjBlΠMj .
Now we show how the sum over m in (32), (33) and (34) can be decomposed, in order
to obtain that all the elementary matrices X(j,k,m),(j+1,k+1,m±1) + X(j,−k,m),(j+1,−k−1,m±1) and
X(j,k,m),(j+1,k+1,m) − X(j,−k,m),(j+1,−k−1,m) are in Lj , for any m, k = −j, . . . , j, where X ∈
{E,F}.


















for s ∈ N, where adA(B) = [A,B] and adn+1A (B) = [A, ad
n
A(B)]. Since dj,k,m = dj,k,−m, the
invertibility of the Vandermonde matrix gives that
E(j,k,m),(j+1,k+1,m) + E(j,k,−m),(j+1,k+1,−m)+
− E(j,−k,m),(j+1,−k−1,m) − E(j,−k,−m),(j+1,−k−1,−m) ∈ Lj , (35)
for m = 0, . . . , j. In particular, E(j,k,0),(j+1,k+1,0) − E(j,−k,0),(j+1,−k−1,0) is in Lj . Hence,[[Eλk(iB1)−Wi(Eλk(iB2))
2






− cj,k,−1δ2E(j,k,1),(j+1,k+1,0) − cj,k,0δ2E(j,−k,0),(j+1,−k−1,−1)
− cj,k,−1δ2E(j,−k,1),(j+1,−k−1,0)
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is also in Lj . Define
Q0 =− cj,k,0δ2E(j,k,0),(j+1,k+1,−1) − cj,k,−1δ2E(j,k,1),(j+1,k+1,0)
− cj,k,0δ2E(j,−k,0),(j+1,−k−1,−1) − cj,k,−1δ2E(j,−k,1),(j+1,−k−1,0),
Qm =− cj,k,−mδ2E(j,k,−m),(j+1,k+1,−m−1) − cj,k,−m−1δ2E(j,k,m+1),(j+1,k+1,m)
− cj,k,−mδ2E(j,−k,−m),(j+1,−k−1,−m−1) − cj,k,−m−1δ2E(j,−k,m+1),(j+1,−k−1,m),
if 0 < m < j, and
Qj = −cj,k,−jδ2E(j,k,−j),(j+1,k+1,−j−1) − cj,k,−jδ2E(j,−k,−j),(j+1,−k−1,−j−1).
We have[[ ∑
m=s,...,j
Qm, E(j,k,s),(j+1,k+1,s) + E(j,k,−s),(j+1,k+1,−s) − E(j,−k,s),(j+1,−k−1,s)
− E(j,−k,−s),(j+1,−k−1,−s)
]
, E(j,k,s),(j+1,k+1,s) + E(j,k,−s),(j+1,k+1,−s)
− E(j,−k,s),(j+1,−k−1,s) − E(j,−k,−s),(j+1,−k−1,−s)
]
= Qs,
for s = 1, . . . , j. By iteration on s and because of (35), it follows that Qs ∈ Lj for every s =
0, . . . , j. Now, since
Qj
−cj,k,−jδ2
= E(j,k,−j),(j+1,k+1,−j−1) + E(j,−k,−j),(j+1,−k−1,−j−1) ∈ Lj ,
then
ad2E(j,k,−j),(j+1,k+1,−j−1)+E(j,−k,−j),(j+1,−k−1,−j−1)(E(j,k,j),(j+1,k+1,j)
+ E(j,k,−j),(j+1,k+1,−j) − E(j,−k,j),(j+1,−k−1,j) − E(j,−k,−j),(j+1,−k−1,−j))
= E(j,k,−j),(j+1,k+1,−j) − E(j,−k,−j),(j+1,−k−1,−j) ∈ Lj ,
which, in turns, implies that
ad2E(j,k,−j),(j+1,k+1,−j)−E(j,−k,−j),(j+1,−k−1,−j)(Qj−1)
= −cj,k,−j+1E(j,k,−j+1),(j+1,k+1,−j) − cj,k,−j+1E(j,−k,−j+1),(j+1,−k−1,−j) ∈ Lj .
Iterating the argument,
E(j,k,m),(j+1,k+1,m) − E(j,−k,m),(j+1,−k−1,m) ∈ Lj , m = −j, . . . , j (37)
and E(j,k,m),(j+1,k+1,m−1) + E(j,−k,m),(j+1,−k−1,m−1) are in Lj for m = −j, . . . , j.











in (36) we also have that E(j,k,m),(j+1,k+1,m+1) + E(j,−k,m),(j+1,−k−1,m+1) is in Lj for all m =
−j, . . . , j.
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the arguments above prove that bothF(j,k,m),(j+1,k+1,m)−F(j,−k,m),(j+1,−k−1,m) andF(j,k,m),(j+1,k+1,m±1)+
F(j,−k,m),(j+1,−k−1,m±1) are in Lj for all m = −j, . . . , j.
B Proof of Proposition 2
Using again [12, Table 2.1] we write the pairings
〈Djk,m, iB1D
j
k+1,m±1〉 = ∓hj,k,±m(δ2 + iδ1),
〈Djk,m, iB1D
j
k−1,m±1〉 = ∓hj,−k,±m(δ2 − iδ1),
〈Djk,m, iB2D
j
k+1,m±1〉 = −ihj,k,±m(δ2 + iδ1),
〈Djk,m, iB2D
j
k−1,m±1〉 = −ihj,−k,±m(δ2 − iδ1),
〈Djk,m, iB3D
j
























[(j + 1)2 − k2]1/2[(j +m+ 1)(j +m+ 2)]1/2
2(j + 1)[(2j + 1)(2j + 3)]1/2
,
bj,k,m :=
[(j + 1)2 − k2]1/2[(j + 1)2 −m2]1/2
(j + 1)[(2j + 1)(2j + 3)]1/2
.
Note that the k → k transitions are driven by δ3. Since we are still assuming that δ1 = 0,
and because of Lemma 3, parts 2 and 3, the expression of the controlled fields excited at the
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Note that in Eηk(−iB3) the term for m = 0 vanishes, since qj,k,0 = 0 for every j, k.
To decouple all the m-degeneracies in the excited modes, we just make double brackets
with the elementary matrices that we have obtained above. As an example, using (37) we can
decouple the m→ m transitions corresponding to the frequency σj by considering
[[Wi(Eσj (iB3)), E(j,k,m),(j+1,k+1,m) − E(j,−k,m),(j+1,−k−1,m)],
E(j,k,m),(j+1,k+1,m) − E(j,−k,m),(j+1,−k−1,m)]
= E(j,k,m),(j+1,k,m) − E(j,−k,m),(j+1,−k,m) ∈ Lie(P̃j).
Making every possible double brackets as above, we obtain, for X ∈ {E,F}, that
X(j,k,m),(j+1,k,m±h) +X(j,−k,m),(j+1,−k,m±h) ∈ Lie(P̃j), k 6= 0, (44)
when we start from the matrices in (43), and that
X(l,k,m),(l,k+1,m) +X(l,−k,m),(l,−k−1,m), X(l,k,m),(l,k+1,m±1) +X(l,−k,m),(j,−k−1,m±1)
are in Lie(P̃j), l = j, j + 1, m, k 6= 0, when we start from the matrices in (40), (41), (42). Now
we can also generate the missing k = 0 elements of (37) by making double brackets with
X(j+1,1,m),(j+1,2,m) +X(j+1,−1,m),(j+1,−2,m) ∈ Lie(P̃j). As an example, we have that
[[Eλj0(iB3), F(j+1,1,m),(j+1,2,m) + F(j+1,−1,m),(j+1,−2,m)],
F(j+1,1,m),(j+1,2,m) + F(j+1,−1,m),(j+1,−2,m)]
= F(j,0,m),(j+1,1,m) + F(j,0,m),(j+1,−1,m) ∈ Lie(P̃j).
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Moreover, also the m = 0 elements in the transitions (42) are in Lie(P̃j), as one can check by
making a bracket between two transitions obtained in (37) and (44). For example,
[E(j,k,0),(j+1,k+1,0) − E(j,−k,0),(j+1,−k−1,0), E(j+1,k+1,0),(j,k+1,0)
+ E(j+1,−k−1,0),(j,−k−1,0)] = E(j,k,0),(j,k+1,0) − E(j,−k,0),(j,−k−1,0) ∈ Lie(P̃j).
Finally, we apply a three-waves mixing argument (Figure B) in order to decouple the sum over
k and−k in every elementary matrices: consider the bracket between the following elements in
Lie(P̃j)
Figure 5: Three-waves mixing around k = 1,−1. The same-shaped arrows correspond to equal
spectral gaps, and thus, coupled transitions. The goal of the three-waves mixing is to decouple
those arrows.
[E(j,k+1,m),(j,k,m) + E(j,−k−1,m),(j,−k,m), E(j,k,m),(j+1,k,m) + E(j,−k,m),(j+1,−k,m)]
= E(j,k+1,m),(j+1,k,m) + E(j,−k−1,m),(j+1,−k,m) ∈ Lie(P̃j), k 6= 0,
and notice that from (37) we already have that
E(j,k+1,m),(j+1,k,m) − E(j,−k−1,m),(j+1,−k,m)
is in Lie(P̃j), and henceE(j,k+1,m),(j+1,k,m) andE(j,−k−1,m),(j+1,−k,m) are in Lie(P̃j). In this way
we can break every k-degeneracy, and finally obtain that Lie(P̃j) = su(Mj), which concludes
the proof.
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