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We provide a successful approach towards the solution of the longstanding problem of the large
overestimation of the static polarizability of conjugated oligomers obtained using the local density
approximation within density-functional theory. The local approximation is unable to describe the
highly nonlocal exchange and correlation effects found in these quasi-one-dimensional systems.
Time-dependent current-density-functional theory enables us to describe ultranonlocal
exchange-correlation effects within a local current description. Recently a brief account was given
of the application of the Vignale–Kohn current-functional @G. Vignale and W. Kohn, Phys. Rev.
Lett. 77, 2037 ~1996!# to the axial polarizability of oligomer chains @M. van Faassen, P. L. de Boeij,
R. van Leeuwen, J. A. Berger, and J. G. Snijders, Phys. Rev. Lett. 88, 186401 ~2002!#. With the
exception of the model hydrogen chain, our results were in excellent agreement with best available
wavefunction methods. In the present work we further outline the underlying theory and describe
how the Vignale–Kohn functional was implemented. We elaborate on earlier results and present
new results for the oligomers of polyethylene, polysilane, polysilene, polymethineimine, and
polybutatriene. The adiabatic local density approximation gave good results for polyethylene, which
were slightly modified by the Vignale–Kohn functional. In all other cases the Vignale–Kohn
functional gave large improvements upon the adiabatic local density approximation. The Vignale–
Kohn results were in agreement with best available data from wave function methods. We further
analyze the hydrogen chain model for different bond length alternations. In all these cases the
Vignale–Kohn correction upon the adiabatic local density approximation was too small. Arguments
are given that further improvements of the functional are needed. © 2003 American Institute of
Physics. @DOI: 10.1063/1.1529679#I. INTRODUCTION
Time-dependent density-functional theory ~TDDFT! is a
promising method that can handle large systems and is com-
petitive in accuracy with other methods.1–3 So far TDDFT
has been applied mainly within the adiabatic local density
approximation ~ALDA! in which the exchange-correlation
~xc! potential vxc is simply a local functional of the electron
density. However, this approximation was shown to fail dra-
matically for the case of long molecular chains. For this case
large overestimations of the polarizabilities and hyperpolar-
izabilities have been observed.4–6 The reason of the failure
of the ALDA is precisely its locality. In this approximation
the potential depends only on the local density. Therefore the
potential in the center of the molecular chain is insensitive to
changes in the charges at the endpoints of the chain. For the
exact exchange-correlation potential, however, these end-
point charges turn out to have important global effects. In
particular it gives rise to a counteracting xc-field, i.e., an
xc-potential that increases linearly along the molecular
chain.5,7,8 The induced density does not show an increase
along the chain. Therefore such a counteracting term cannot
be reproduced by a simple local approximation for vxc ,
which causes the overestimation of the polarizability by the
ALDA. To obtain such global changes in vxc as a functional
of the electron density, the functional must be nonlocal.91040021-9606/2003/118(3)/1044/10/$20.00
Downloaded 27 Jan 2006 to 129.125.25.39. Redistribution subject toNonlocal density functionals that do describe the coun-
teracting field are, for example, the exchange-only Krieger–
Li–Iafrate ~KLI!10 approximation and the common energy
denominator approximation ~CEDA!.11,12 The orbital depen-
dent KLI potential already improves the polarizability of the
much discussed hydrogen chain model H2n ~see, for ex-
ample, Refs. 13, 14, and references therein! compared to the
local density approximation ~LDA! and generalized gradient
approximations ~GGAs!.5,11 The CEDA is based on the com-
mon energy denominator approximation for the static orbital
Green’s function. The polarizabilities obtained for the hydro-
gen chain model using the CEDA improve the KLI results.11
Basis of the success of these exchange-only potentials is
their explicit dependence on the orbitals, which allows for a
nonlocal dependence on the density. Currently these ap-
proaches are restricted to the exchange-only approximation
on one hand, and on the other hand by the fact that they can
only treat longitudinal fields.
Another way to include nonlocality, which, in addition,
allows for transverse external fields, is by the use of current
functionals. The current j can be used as a local indicator of
global changes in the system. This is essential for the calcu-
lation of the macroscopic polarization of solids,15–18 which is
impossible to obtain from an infinite system calculation
based on pure density functional theory.9,19–21 The variable4 © 2003 American Institute of Physics
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analogy with the scalar potential being conjugate to the elec-
tron density. In the Kohn–Sham approach to time-dependent
current-density functional theory ~TDCDFT! this vector po-
tential also has an xc-component Axc . This xc-vector poten-
tial is needed to satisfy the constraint that not only the true
density is obtained in the noninteracting Kohn–Sham sys-
tem, but now also the true current density. The longitudinal
part of the current is completely determined by the density
through the continuity equation. Therefore Axc is needed to
fix the transverse part of the current. Once an approximation
is given for Axc , the Kohn–Sham equations can be solved
self-consistently. However, few approximations are known.
Vignale and Kohn ~VK! were the first to propose such an
approximation.22,23 Their motivation was to develop an xc-
functional that is nonlocal in time, but still local in space. It
was found that nonlocality in time implies ultranonlocality in
space, if one insists on using the density as the basic vari-
able. However, a dynamical xc-functional that is nonlocal in
time but local in space, can be constructed in terms of the
current density. They did a careful analysis of the weakly
inhomogeneous electron gas and arrived at an
expression22–25 for the induced xc-electric field. This expres-
sion has already been applied successfully to plasmon line-
widths in quantum wells26,27 and in simplified form to calcu-
late optical spectra of solids.28
In a previous study we showed that the VK functional
proved to be very successful for the calculation of the polar-
izability for a number of conjugated oligomers.6 In the same
work some arguments were given for the applicability of the
VK functional to these systems. A much smaller improve-
ment was obtained for the hydrogen chain model. In this
work we will extend our study and investigate the perfor-
mance of this functional by calculating the axial polarizabil-
ity for various other oligomers.
The main question that remained unanswered in previ-
ous work is why the VK functional for the model hydrogen
chain gave such a small correction to the ALDA. In contrast,
the corrections for the p-conjugated oligomers were large
and in agreement with best available wave function methods.
This may suggest that the VK functional only performs well
for p-conjugated systems. In a conjugated system the in-
duced current is carried by the p-bonds that are delocalized
over the entire molecule. In hydrogen, on the other hand, the
dominant contributions arise from polarized s-bonds within
the H2 units. For the two types of systems the functional
therefore probes different density regions. To investigate this
point further we will study several additional systems that
are either nonconjugated ~polyethylene!, s-conjugated ~pol-
ysilane!, or p-conjugated oligomers ~polymethineimine, pol-
ysilene, and polybutatriene!.
II. THEORY
Time-dependent density-functional-theory is based on
the theorem by Runge and Gross1 which states that for a
finite system and a given initial state a one-to-one correspon-
dence exists between the time dependent external scalar
potential v(r,t) ~modulo a purely time-dependent function!
and the time-dependent density r(r,t). Under a v-represent-Downloaded 27 Jan 2006 to 129.125.25.39. Redistribution subject toability assumption they have shown that the time-dependent
Kohn–Sham equations can be derived for a system of inde-
pendent particles in an effective potential veff(r,t),
F2 12 „21veff~r,t !Gck~r,t !5i ]]t ck~r,t !. ~1!
Ghosh and Dhara29,30 adapted the time-dependent density-
functional formalism to many-electron systems subjected to
external electromagnetic fields with arbitrary time-
dependence. They showed that, for a given initial state, the
single-particle current density j(r,t) uniquely determines the
external scalar potential v(r,t) and vector potential A(r,t)
up to an arbitrary gauge transformation.31 Within this ex-
tended formalism the time-dependent Kohn–Sham equa-
tions, Eq. ~1!, become
S 12 @2i„1Aeff~r,t !#21veff~r,t ! Dck~r,t !5i ]]t ck~r,t !.
~2!
The time-dependent effective potentials veff(r,t) and
Aeff(r,t) are uniquely determined by the exact time-
dependent density and current density. These densities can be
obtained from the orbitals of Eq. ~2!, ck(r,t), by,
r~r,t !5(
k








2ck~r,t !„ck*~r,t !#1r~r,t !Aeff~r,t !. ~4!
Here f k are the occupation numbers, which for the spin-
restricted case are 2 for the occupied states and 0 for the
unoccupied states. Equation ~4! denotes the physical current
density, that is, the sum of the diamagnetic and paramagnetic
contributions. This physical current density is gauge invari-
ant. For purely longitudinal vector potentials ~which can be
gauge transformed into scalar potentials!, the density calcu-
lated from Eq. ~3! is identical to that calculated from the
time-dependent Kohn–Sham equations of pure density func-
tional theory.
We want to calculate the response of our system, initially
in the ground state, to an externally applied electric field.
Since we use linear response theory, it will be convenient to
work in the frequency domain from now on. The Fourier
transform is given by
A~ t !5E A~v!e2ivtdv . ~5!
We will only consider induced quantities to first order in the
external field. For the induced effective scalar and vector





Eext~r,v!1dAxc~r,v!, ~7! AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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tree potential and dvxc(r,v) the first order change in the
scalar xc-potential. Here Eext(r,v)5ivAext(r,v) is the ap-
plied external electric field and dAxc(r,v) is the xc-vector
potential. Of course all scalar potentials can be absorbed into
the longitudinal part of the vector potential by a simple
gauge transformation.22,23 However, our choice has the ad-
vantage that in the case Axc50 our approach reduces to the
standard TDDFT approach. The first order xc-contributions
have the general form,
dvxc~r,v!5E f xc~r,r8,v!dr~r8,v!dr8, ~8!
dAxc,i~r,v!5(
k
E f xc,ik~r,r8,v!djk~r8,v!dr8. ~9!
These equations define the f xc(r,r8,v) and f xc,ik(r,r8,v) xc-
kernels. For the homogeneous electron gas, f xc(r,r8,v) and
f xc,ik(r,r8,v) merely depend on the separation ur2r8u. If we
Fourier transform f xc,ik(r,r8,v) with respect to r2r8 one
arrives at the following form:
f xc,i j~k ,v!5
1
v2
@ f xcL~k ,v!kik j
1 f xcT~k ,v!~k2d i j2kik j!# . ~10!
This defines the longitudinal and transverse xc-kernels
f xcL(k ,v) and f xcT(k ,v).
In the original TDDFT formulation, a formally exact
representation of the linear density response of an interacting
many-electron system can be derived in terms of the re-
sponse function of the corresponding noninteracting Kohn–
Sham system and an xc-kernel.32 This derivation can be ex-
tended to time-dependent current-density functional theory.
In this case the induced density and the induced current-




dj~r,v!5E ~$x jjs ~r,r8,v!2x jjs ~r,r8,0!%dAeff~r8,v!
1x jr
s ~r,r8,v!dveff~r8,v!!dr8, ~12!
where the effective potentials are given by Eq. ~7!. Equation
~12! gives an expression for the total induced current, con-
taining the paramagnetic and diamagnetic term. The diamag-
netic term was included using the conductivity sum rule,
@x jj
s ~r,r8,0!# i j1r0~r!d i jd~r2r8!50. ~13!
The Kohn–Sham response functions can be expressed in









. ~14!Downloaded 27 Jan 2006 to 129.125.25.39. Redistribution subject toIn this equation the density operator rˆ51 and the paramag-
netic current operator jˆ52i(„2„†)/2 can be substituted
for the operators aˆ and bˆ , en are the Kohn–Sham eigenval-
ues, and f n are the occupation numbers of the Kohn–Sham
orbitals. The infinitesimal h ensures that the response func-
tion has the correct causal ~retarded! structure. Once an ap-
proximation for the xc-potentials vxc(r,v) and Axc(r,v) @or
the xc kernels f xc(r,r8,v) and f xc,ik(r,r8,v)] is known in
terms of the density and current, Eqs. ~11! and ~12! can be
solved self-consistently.
The property we want to obtain in this paper is the linear
polarizability. When a molecule is placed in an electric field
it acquires an induced dipole moment given by the following
relationship:
dm~v!52E rdr~r,v!dr. ~15!
Using the continuity equation we can write the induced di-
pole moment in terms of the induced current density,
dm~v!5
i
v E dj~r,v!dr. ~16!
In linear response the dipole moment and the polarizability
are related by
m i~v!5m i
~0 !d~v!1(j a i j~v!Eext, j~v!, ~17!
where m (0) is the static dipole moment, and a i j(v) are the
elements of the polarizability tensor. From Eq. ~16! we see
that the polarizability tensor can be calculated once we have
obtained dj~r,v! for a given external field Eext(v). The static
polarizability can be obtained by taking the limit v→0.
The general structure of TDCDFT has been explained.
We now consider a particular form for the xc-current func-
tional derived by Vignale and Kohn. They considered an
electron gas in a periodic perturbing potential with wave
vector q. The VK-functional was derived by an expansion to
second order in wave vectors k and q, which characterize the
Fourier component of the current–current response function
and the wavelength of the inhomogeneity, respectively. Since
the expansion was carried out to second order, we only need
second derivatives of the current in real space. This expan-
sion was shown to be valid in the regime k ,q!kF , v/vF ,
where kF and vF are the Fermi momentum and velocity. This
is the region above the particle–hole continuum. The VK-
functional satisfies two important constraints which are valid
for systems with arbitrary time-dependence and inhomoge-
neity ~such as molecules in external fields!, stating that in
linear response the xc-electric field does not exert any forces
or torques on the system. Another exact property, which is
satisfied for any system, is that under rigid translation of the
center of mass, described by position vector x~v! also the
xc-potential is translated over this vector. This immediately
implies that the VK-functional satisfies the so-called har-
monic potential theorem.33,34
It has been shown by Vignale, Ullrich, and Conti24,27 that
the VK expression can be written in the form of a viscoelas-
tic field, AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp







(j ] jsxc,i j~r,v!. ~19!
The VK expression gives a relation between first order quan-
tities only. In fact this expression is an approximation for the
f xc,ik(r,r8,v) kernel from Eq. ~9!. The VK functional is to
be used in conjunction with the local density approximation
for the ground-state calculation. The scalar potential is given





in which exc(r) is the exchange-correlation energy per unit
volume of the homogeneous electron gas. The tensor
sxc(r,v) has the structure of a viscoelastic stress tensor,
sxc,i j~r,v!5h˜ xc~r0~r!,v!@] jui~r,v!1] iu j~r,v!
2 23d i j„u~r,v!#
1z˜ xc~r0~r!,v!d i j„u~r,v!. ~21!
In this expression u(r,v)5dj(r,v)/r0(r) is the velocity
field, in which dj~r,v! is the induced current density and
r0(r) is the ground state density. The coefficients
h˜ xc(r0(r),v) and z˜ xc(r0(r),v) are frequency dependent
functions of the ground state density and represent complex
bulk and shear viscosities. They are determined by the k
→0 limit of the longitudinal and transverse response kernels
f xcL(k ,v) and f xcT(k ,v) of the homogeneous electron gas of
Eq. ~10!,
f xcL~T !~v!5 lim
k→0
f xcL~T !~k ,v!. ~22!









iv S f xcL~v!2 43 f xcT~v!2 d2excdr02 D , ~24!
where exc(r0) is the xc-energy per unit volume of the homo-
geneous electron gas of density r0 . The transverse kernel
appears because in general we will not only have longitudi-
nal currents but also transverse ones. Equation ~21! is analo-
gous to an expression that describes forces in an elastic me-
dium, in which case u is a displacement field.
Vignale, Ullrich, and Conti24 have shown that vz˜ xc(v)
vanishes in the limit v→0, whereas only the imaginary part
of vh˜ xc(v) remains finite in this limit. The strange fact that
the shear modulus does not vanish in the limit of v→0 ~un-
like in ordinary liquids! comes ultimately from the fact that
the limit k→0 @see Eq. ~22!# is taken before the limit v→0
~i.e., above the particle hole continuum!. Thus the system
remains ‘‘dynamical’’ down to zero frequency. By contrast,
the bulk modulus is already entirely accounted for by the
ALDA.Downloaded 27 Jan 2006 to 129.125.25.39. Redistribution subject toIII. IMPLEMENTATION
We have implemented the current-response theory out-
lined in the previous section in the Amsterdam density-
functional program package ~ADF!.40–45 Our implementation
is analogous to the implementation of TDDFT response
theory by van Gisbergen, Snijders, and Baerends.46 The most
important new feature is the way in which the matrix ele-
ments of the xc-field need to be evaluated. By combining
Eqs. ~11! and ~12! with Eq. ~14! we see that we only need to
calculate the matrix elements between the Kohn–Sham or-
bitals and the perturbation to obtain the induced density and
the induced current-density. In turn these densities are used
to update the approximations for the effective potentials us-
ing Eqs. ~6! and ~7!. We choose a gauge in which the ALDA
contribution is part of the scalar potential. The matrix ele-





with jˆ52i(„2„†)/2, where „† acts on all terms to the left.
In order to evaluate Eq. ~25! it is convenient to define the









*~r!„f i~r!2f i~r!„fa*~r!!. ~27!
Using some vector identities, integration by parts and the
fact that total differentials integrate to zero due to Gauss’
integral theorem, the contribution to the interaction contain-











12via~r!„h˜ xc~r0~r!,v!~„u~r,v!!G . ~28!




v E ~„via~r!!z˜ xc~r0~r!,v!~„u~r,v!!dr.
~29!
From these expressions we see that we only need to
evaluate the velocity fields via and u as well as their diver-
gence and curl. Moreover we need to calculate the first and AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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z˜ xc(r0(r),v). Since they are simple functions of the density
these derivatives can be evaluated once we know the first and
second derivatives of the ground state density. We obtain the
following equations for the divergence and curl of via :












3jia~r! D , ~31!
where we have explicitly used that the orbitals are eigen-
states of the ground state Kohn–Sham Hamiltonian. These
expressions only involve first order derivatives of the orbit-
als. For the divergence and curl of u we obtain
"u~r,v!5 1
r0~r!





S dm~r,v!1dj~r,v!3„r0~r!r0~r! D ,
~33!
where we used the continuity equation to relate the diver-
gence of the induced current to the induced density,
„dj~r,v!2ivdr~r,v!50, ~34!
and where the curl of the current, dm~r,v!5„3dj~r,v!, is
obtained from an equation similar to Eq. ~12!,
dm~r,v!5E ~$xmjs ~r,r8,v!2xmjs ~r,r8,0!%
dAeff~r8,v!1xmrs ~r,r8,v!
3dveff~r8,v!!dr8. ~35!
Here the response functions xmj
s (r,v) and xmrs (r,v) can be
obtained from Eq. ~14! by substituting the operator mˆ5
2i(„†3„). From the previous discussion we see that we
can evaluate the matrix elements of the VK functional once
we have the induced density dr, the induced current dj, and
its curl dm. Equations ~11!, ~12!, and ~35! become a coupled
set. Note that in this way we have avoided the explicit evalu-
ation of orbital derivatives higher than first order. By includ-
ing the ALDA in the scalar potential instead of in the vector
potential we also avoid evaluation of the gradient of dr and
conform to standard implementations of TDDFT.
The transverse and longitudinal response kernels
f xcL(v) and f xcT(v) have been investigated for the electron
gas.35–38 They are smooth functions for small frequencies.39
In the limit v→0 the contribution of f xcL(v) drops out iden-
tically. In order to implement the VK functional in this limit
we only need to obtain the values of the exchange correlation
kernel f xcT(0) as a function of r0 . To obtain values forDownloaded 27 Jan 2006 to 129.125.25.39. Redistribution subject tof xcT(0) at arbitrary r0 , Eq. ~19! of Ref. 36 is used together
with the values in Table I of the same reference. In this table
the exchange correlation kernel is only given at certain
rs(4prs3/351/r0) values. Not all values of this table can be
used, only the values for rs<5 are realistic. To obtain the
values for f xcT(0) a cubic spline interpolation has been used
in the range 0–5 for the rs values, where the exact quadratic
behavior for small rs is taken into account.38 For values rs
.5 we keep f xcT(0) constant and equal to its value at rs
55. We checked that changing the behavior of f xcT(0) for
rs.5 did not influence our results. In Fig. 1 the values for
f xcT(0) are plotted against rs for rs<5.
Within the ADF the exact ground state density, ex-
pressed as one and two-center products of basis functions, is
represented by an expansion in one-center functions only.47
This is done to facilitate the calculation of the Coulomb po-
tential, but also to evaluate the first and second order deriva-
tives of the density. A drawback, however, is that this fitted
density can become zero or negative, which is unphysical.
This poses problems for the evaluation of terms of the form,
„r0 /r0 and „„r0 /r0 . To prevent this problem, the abso-
lute value of the fitted density is used and a small offset is
introduced. The fitted density is replaced by r0
safe5ur0
fitu
1D , where D51.01023. We checked that the value of D
did not have any notable influence on the results while en-
suring the stability of the calculation.
The external electric field in our implementation of the
response equations is expressed as Eext(v)52iv eˆj . One
TABLE I. The axial polarizabilities per oligomer unit in atomic units ~a.u.!
of the monomer and dimer of PDA and PBT at different levels of theory.
ALDA VK HFa CCSD~T!b
PDA monomer 78.71 67.32 66.71 65.03
dimer 129.13 94.30 97.36 92.5
PBT monomer 102.94 85.21 100.31 92.06
dimer 172.96 117.13 162.19 136.1
aReference 52.
bReference 62.
FIG. 1. Values of the transverse response kernel f xcT(0) for values of
rs,5. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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tensor:
a i j~v!5H 21v E d j i~r,v!drJ E~v!52iv eˆj. ~36!
We calculate the polarizability at several frequencies close to
zero and extrapolate the result to the static limit.
IV. COMPUTATIONAL DETAILS
All calculations were performed with our modified ver-
sion of ADF.40–45 In these calculations we used the standard
ADF basis set V, which is a triple zeta Slater-type basis set
augmented with two polarization functions. Cores were kept
frozen for carbon and nitrogen up to 1s and the silicon core
up to 2p . These basis sets are sufficiently large for our pur-
pose of comparison. All integrals have been evaluated with
at least three significant figures. The ground state has been
calculated with the LDA functional in the VWN
parameterization.48
We compare our VK results to other existing ~ab initio!
calculations from the literature. Therefore we attempted in
all cases to use a geometry equal or at least very close to the
geometries used in the reference calculations. In each case
we used a fixed monomer geometry for all oligomers of a
specific type. These monomer geometries are equal to the
converged geometries ~with respect to chain length! from the
references. Note that in some references geometries have
been optimized per oligomer. The monomer geometries we
used are depicted in the insets of Figs. 2–6 for polyethylene
~PE!,49 polysilane ~PSi!,49 polysilene ~PSi2!,50 polymethine-
imine ~PMI!,51 and polybutatriene ~PBT!.52 For computa-
tional details and results on the systems, polyacetylene ~PA!,
polydiacetylene ~PDA!, polyyne ~PY!, polythiophene ~PT!
and the hydrogen chain model, we refer to Ref. 6. The poly-
methineimine geometry was obtained from Ref. 51, where
we used their type A trans-transoı¨d polymethineimine geom-
etry for the monomer. The PSi2 geometry was obtained from
Ref. 50, where we chose the geometry of the central units
and a value of 1.500 Å for the Si–H bond length. The equi-
librium bond length of the diatomic silylidyne molecule
~HSi! is 1.5201 Å,53 the Si–H bond length in several other
silicon compounds is about 1.48 Å.53 The polarizability dif-
fers less than 0.5% by changing the Si–H distance from
1.500 to 1.480 Å.
The axial polarizability per oligomer unit can be ob-
tained with several methods, for example by simply dividing
the axial polarizability by the number of units or by subtract-
ing the polarizability of the oligomer with N21 units from
that with N units. The results for these methods are not iden-
tical. We divided the axial polarizability by the number of
units. In cases from literature where originally other methods
were used, the results were recalculated to be in accordance
with our method.
V. RESULTS
In a previous paper6 we studied polyacetylene ~PA!, one
of the prototypes of the p-conjugated oligomers. We showed
that the VK results are close to the best available resultsDownloaded 27 Jan 2006 to 129.125.25.39. Redistribution subject toobtained with Møller–Plesset second order perturbation
theory ~MP2!.54 The same was observed for the other conju-
gated systems polyyne ~PY!, polythiophene ~PT!, and poly-
diacetylene ~PDA!. The VK functional thus seems to have an
important effect for conjugated systems. The classical inter-
pretation of conjugation is that there is a special distinction
between delocalized systems of electrons in conjugated mol-
ecules and localized two center bonds in nonconjugated
molecules.55 However, more important for the behavior of
the polarization of polymers is not the conjugation but the
electron delocalization or mobility, which is measured by the
polarizability.
To study the effect of conjugation we first study polyeth-
ylene ~PE!, a system that is generally considered to be non-
conjugated. As examples of conjugated oligomers we discuss
the s-conjugated polysilane ~PSi! and p-conjugated pol-
ysilene ~PSi2! and polymethineimine ~PMI!. We have dis-
cussed PDA in Ref. 6. Here we will discuss its tautomer
polybutatriene ~PBT! for which large differences in polariz-
ability have been found with the Hartree–Fock ~HF! method.
Finally we discuss the hydrogen chain model for which VK
only shows small improvements.
We studied polyethylene ~PE! in its linear zig–zag form.
The ALDA and VK results are depicted in Fig. 2 and com-
pared with coupled perturbed Hartree–Fock ~CPHF! 3-21G
results.49 Unlike in the case of conjugated polymers we see
that ALDA, VK, and HF curves run almost parallel. Remark-
able is that ALDA does not give a large overestimation of the
polarizability for the longer oligomers. VK only gives a
small and reasonably constant correction to the ALDA re-
sults. The experimental average polarizability for the mono-
mer is 29.62 a.u.56 This is close to the ALDA result with a
very large basis set @30.74 a.u. ~Ref. 57!#. Our VK value for
the average polarizability of the monomer is 26.69 a.u. These
values for the average polarizability are already considerably
larger than the HF value of 21.49 a.u. Polarizabilities ob-
tained with more accurate methods are therefore expected to
be closer to the experimental as well as ALDA and VK val-
ues. Since VK gives a small correction on the ALDA, appar-
FIG. 2. ALDA and VK static axial polarizability of polyethylene compared
with coupled HF ~Ref. 49! results. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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this system. This is consistent with low electron mobility in
PE. The silicon analog of PE is polysilane ~PSi!. Unlike in
PE there is experimental and theoretical evidence for
s-conjugation in PSi ~see, for example, Refs. 49 and 50, and
references therein!. Our results are displayed in Fig. 3. The
polarizability per unit increases more steeply with chain
length for ALDA than for HF, although the overestimation is
not as severe as in the p-conjugated systems. In contrast to
what we observed for PE, VK gives a large correction in PSi,
which brings the results closer to the available CPHF
results.49 Apparently nonlocal effects described by VK are
important for this system.
The silicon analog of PA is polysilene ~PSi2!. Because
PSi already has a high polarizability the PSi2 molecule is
expected to be even more polarizable. CPHF calculations
confirm this assertion.50 In Fig. 4 these HF results are com-
pared with our ALDA and VK results. As expected the
ALDA strongly overestimates the polarizability per unit and
FIG. 3. ALDA and VK static axial polarizability of polysilane compared
with coupled HF ~Ref. 49! results.
FIG. 4. ALDA and VK static axial polarizability of polysilene compared
with coupled HF ~Ref. 50! results.Downloaded 27 Jan 2006 to 129.125.25.39. Redistribution subject toincreases steeply with chain length ~more than linearly!. In
this case VK drastically modifies the results, which is indica-
tive of very large nonlocal effects. Going from PE, via PA
and PSi, to PSi2 we see an increase in the polarizability.
Within this series we also observe the trend that the ALDA
overestimation increases and the VK corrections become
larger. It therefore seems that high electron mobility and non-
local effects are connected.
A system that is isoelectronic with PA is polymethine-
imine ~PMI!. Our ALDA and VK results are depicted in Fig.
5 and compared with CPHF 6-31G results,51 we also com-
pare to MP2 6-31G results with a slightly different
geometry.58 The VK results are on top of these MP2 results
and give a large correction to ALDA. This is very similar to
the results we observed for PA.
The MP2 results were obtained with a somewhat differ-
ent geometry, namely the type B geometry from Ref. 51. We
did calculations on PMI oligomers of the type B geometry
with 5 and 10 units and found a reduction in the axial polar-
izability of 3.9% and 5.7%, respectively, compared to type A.
In case of HF the changes are larger, with percentages of
8.1% and 12.8%, respectively. This shows that, at least for
this system, VK is less sensitive to geometry changes than
HF. From this we conclude that it is justified to compare our
VK results with the MP2 results.
Systems in which HF is even more sensitive to the
geometry, whereas VK is not, are the polydiacetylenes.
Depending on the nature of their sidegroups, polydiacety-
lenes can occur in a structure ranging from the
acetylenic @CRvCR8– CwC#N to the butatrienic
@CRvCvCvCR8#N form. PDA and polybutatriene ~PBT!
with RvR8vH are interesting systems to compare. These
systems are tautomers of which PDA turns out to be the
stable configuration. We already discussed PDA in Ref. 6.
Here we present results for PBT. In Fig. 6 we compare our
ALDA and VK results for PBT with CPHF 6-31G results.52
The ALDA results again severely overestimate the polariz-
ability. Again VK gives a huge reduction of this polarizabil-
ity but the results are much smaller than the HF results.
FIG. 5. ALDA and VK static axial polarizability of polymethineimine com-
pared with coupled HF ~Ref. 51! and MP2 ~Ref. 58! results. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
1051J. Chem. Phys., Vol. 118, No. 3, 15 January 2003 Exchange-correlation effects in polymersApparently the ultranonlocal effects treated by VK are very
important in this system.
The difference between the axial polarizabilities for VK
and HF in PBT is very different from what we observed for
PDA, where the VK and HF results are in close agreement.
In Fig. 7 the results for PDA and PBT are compared for VK
and HF.52 The VK results for PBT and PDA are very similar,
the values for PBT being somewhat bigger. Note that the HF
results for PBT give a surprisingly large value for the axial
polarizability compared with the HF results for PDA. The
disagreement between HF and VK for PBT raises the ques-
tion which method gives the most accurate results. Other HF
results are available for infinite chains59 and for the average
polarizability of small oligomers.60 Champagne and O¨ hrn59
did CPHF calculations on the infinite PDA and PBT systems.
The values for the axial polarizability per oligomer unit are
134.4 a.u. for PDA and 626.4 a.u. for PBT with HF using the
minimal STO-3G basis. Again the PBT value is much higher
than the PDA value. These values are smaller than found by
Perpe`te et al.52 for the longer oligomers. It should be noted
that the infinite chain calculations were done in a minimal
FIG. 6. ALDA and VK static axial polarizability of polybutatriene com-
pared with coupled HF ~Ref. 52! results.
FIG. 7. Results for the static axial polarizability of polydiacetylene and
polybutatriene are compared for VK and coupled HF ~Ref. 52!.Downloaded 27 Jan 2006 to 129.125.25.39. Redistribution subject toSTO-3G basis set. These results are in disagreement with the
results for PBT of Bodart et al.60 for the average polarizabil-
ity ^a&5(axx1ayy1azz)/3, obtained with finite-field HF
within the minimal STO-3G basis set. Since for these poly-
meric systems the dominant contribution to the average po-
larizability is in the axial direction, we may compare these
values with the value for the axial polarizability. The value
of the average polarizability we obtained with VK ~63.49 a.u.
per unit! for the three unit oligomer agrees with their value
~61.61 a.u. per unit!. Accurate benchmark results61,62 ob-
tained with the coupled-cluster ~CCSD~T!! method in a
double zeta basis set with one polarization function, are
available for the monomer and dimer of PDA and PBT in the
same geometry as used by us. These results are presented in
Table I. From this table it is clear that the PDA results for
VK, CPHF, and CCSD~T! are close to each other. Much
larger differences are found for the PBT case, where the
CCSD~T! values are in between the HF and VK values. Un-
fortunately no accurate results are available for the longer
oligomers. This does not allow us to make further conclu-
sions on the accuracy of the VK versus HF results in case of
PBT. No direct experimental results are available for this
system. Perpe`te et al.52 estimated the polarizabilities of PDA
and PBT using the experimental values for the polydiacety-
lenes PTS (RvR8vCH2 – OvSO2 – C6H4 – CH3) and
TDCU (RvR85(CH2)4 – O–CO–NH–C6H5). They de-
rived a value of 383 a.u. for PDA and 402 a.u. for PBT for
the axial polarizability per oligomer unit for infinite chains.
These values indicate that the PBT values are only slightly
bigger than the PDA results. They are in the same range as
our VK results and much smaller than the HF results for
PBT. More insight in this issue can be obtained from accu-
rate correlated ab initio methods applied to longer oligomers,
which leaves an interesting future challenge.
A clear picture emerges from the systems studied so far.
For all systems where ALDA overestimates the polarizabil-
ity, the VK correction is large. For the systems PA and PMI
where MP2 results are available we see that VK is in excel-
lent agreement. For these cases we also observe that the MP2
values give a large correction on available HF results. The
general trend observed in hydrocarbons, is that the static po-
larizability decreases as one goes beyond the HF
approximation.13,54,63 We find the same trend for VK in rela-
tion to HF, which may indicate that the VK results are in
general close to MP2.
An important exception to this observation seems to be
the hydrogen chain model, H2n .6 In this system the ALDA
overestimates the polarizability considerably and VK gives
only a slight correction. This calls for an explanation. We
observe that the induced current is too large since the same is
true for the VK polarizability. Hence the counteracting xc-
electric field that is introduced by VK is not large enough to
get the correct polarizability as obtained from CCSD~T! and
MP4. From Eq. ~18! we see that the counteracting field is
proportional to the induced current. If the VK is able to
incorporate all nonlocal effects then we can conclude that the
proportionality coefficient f xcT(0) is too small for this sys-
tem. To investigate the dependence of VK on the size of the AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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the bond length alternation ~BLA!. By increasing the bond-
length alternation of the hydrogen chain, the system ranges
from a metallic one-dimensional chain ~BLA50! to a Peierls
distorted semiconductor or insulator ~BLA@1!. For the case
BLA50 we expect large induced currents and hence a large
counteracting field. However, even in this case we only
found a reduction in the order of 30% for 15 H2 units. We
suggest two possible reasons for the failure of VK for hydro-
gen chain model. It is possible that the VK functional has the
right form but that the density behavior of the coefficients is
insufficient. On the other hand, it could be that the form of
the VK functional is too restricted to treat all xc-effects that
affect the polarizability.
VI. DISCUSSION
Until now we have discussed all systems separately. For
the purpose of an overall comparison of the performance of
the VK functional, it is desirable to classify the systems ac-
cording to their polarizability. We found that the polarizabil-
ity as a function of the chain length can be very well de-
scribed by the following power law:
a~N !5ANz, ~1<z<3 !, ~37!
where N is the number of monomer units. The same power
law has been used before in the fitting of the polarizability of
oligomer chains.50 We determined the exponent by a least
squares fitting procedure to a straight line for a log–log plot,
thereby weighing the Nth data point by N. This power law
has been derived on the basis of Hu¨ckel,64,65 electron gas,66
and Hubbard models.67 The exponent z53 corresponds to the
limit of free electrons on a rod, whereas the exponent z51 is
derived for a Hubbard model with infinite on-site repulsion,
i.e., the limit of localized electrons. We can therefore con-
sider the parameter z as a measure for the degree of delocal-
ization, and order the systems accordingly. Of course our
molecules differ from these idealized model systems and one
may argue that for example an offset is needed to account for
the endgroups. We do not expect that such modifications of
the power law will substantially change the value found for
the exponents, especially since endgroup effects become
small for the long chains.
As a first example we can look at the hydrogen chain
model with different BLAs. The exponents we found are
presented in Table II. For BLA50 we find a value of z52.37
for the ALDA, which is close to the free electron limit. For
the other extreme, BLA52, we find z51.17 for the ALDA,
which is close to the limit of localized electrons. For the
TABLE II. Exponents z for the hydrogen chain model H2n with different
bond length alternations ~BLAs!. Exponents are calculated from the values
found in the figure in Ref. 6. Here ALDA-VK denotes the difference be-
tween the ALDA and VK exponents.
BLA ~a.u.! ALDA VK ALDA-VK CHF MP4 CCSD~T!
0 2.37 2.12 0.25
0.5 1.73 1.66 0.07 1.49 1.50 1.48
2 1.17 1.16 0.01 1.10 1.09 1.09Downloaded 27 Jan 2006 to 129.125.25.39. Redistribution subject tohydrogen chain model the VK turns out to reduce this expo-
nent only slightly. It is clear that, at least for BLA50.5 and
BLA52, the VK is unable to introduce a sufficient amount
of localization in H2n . The HF exponents, on the other hand,
agree well with MP4 and CCSD~T!.
In Table III we give the exponents for the other systems
studied here and in previous work,6 together with the values
obtained from the cited reference data. We observe that VK
in general gives a reduction of the exponent in agreement
with the HF values, except for PBT and PSi2. Note, how-
ever, that for PSi2 the HF exponent is only based on 4 data
points. Where comparative data are available, both the VK
and HF exponents are in good agreement with correlated
wave function methods. The HF values for the polarizability
itself are, however, larger than those of the correlated meth-
ods due to a larger prefactor A in Eq. ~37!.
Earlier we observed the trend in the polarizabilities in
going from PE, via PA and PSi, to PSi2, that the ALDA
overestimation increases and the VK correction becomes
larger. However the exponents reveal that with growing
chain length the PA chains will ultimately be more polariz-
able than the PSi chains. In view of this, the correct order for
the polarizability in the very long chain limit should be PE–
PSi–PA–PSi2. The same order is observed as we look at the
reduction of the ALDA exponents by VK. According to our
definition of localization by means of the exponents of the
power law, we can state that the electron delocalization is
most prominent in PSi2 and nearly absent in PE, which is in
accordance with intuitive views.
In summary we can say that the ALDA exponents are
more reduced by the VK if they are larger. The VK expo-
nents are in good agreement with HF methods and beyond,
except for the hydrogen chain model.
VII. CONCLUSIONS
We have applied TDCDFT to a range of finite oligomers.
By treating the xc-effects using the current functional de-
rived by Vignale and Kohn we were able to obtain polariz-
abilities in good agreement with accurate wave function
methods. The VK functional achieves large corrections to the
ALDA that was known to overestimate the polarizability
considerably for conjugated oligomers. Moreover the large N
behavior of VK as described by a power law was found to be
TABLE III. Exponents z for various oligomers. Exponents are calculated
from the values found in the figures in this article and in Ref. 6. Here
ALDA-VK denotes the difference between the ALDA and VK exponents.
System ALDA VK ALDA-VK HF MP2/SOPPAa
PE 1.09 1.07 0.02 1.09
PSi 1.31 1.14 0.17 1.23
PY 1.75 1.50 0.25 1.41 1.43
PA 1.94 1.41 0.53 1.52 1.52
PMI 1.81 1.35 0.46 1.36 1.39
PT 1.76 1.39 0.37 1.44
PDA 1.85 1.40 0.45 1.43
PBT 2.19 1.27 0.92 1.70
PSi2 2.23 1.48 0.75 1.68b
aMP2 results for PA and PMI, SOPPA results for PY.
bThis value is based on only 4 data points. AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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chain model we indicated that further improvements are
probably needed in the VK functional, in particular with re-
gard to the density dependence of f xcT(0).
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