Statistical methods for medical studies by 남정모 & 정수연
대한의사협회지  573
c  Korean Medical Association
This is an Open Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons. 
org/licenses/by-nc/3.0) which permits unrestricted non-commercial use, distribution, and reproduction in any medium, provided the original work is 
properly cited.
Continuing Education Column
J Korean Med Assoc 2012 June; 55(6): 573-581
J Korean Med Assoc 2012 June; 55(6): 573-581
http://dx.doi.org/10.5124/jkma.2012.55.6.573
pISSN: 1975-8456   eISSN: 2093-5951
http://jkma.org












Statistical methods for medical studies
Chung Mo Nam, PhD
1.2*




Preventive Medicine and 
2
Biostatistics, College of Medicine, 
3
Graduate School of Public Health, Yonsei University, Seoul, Korea 
*Corresponding author: Chung Mo Nam, E-mail: cmnam@yuhs.ac 
Received April 18, 2012·Accepted May 2, 2012
Most textbooks for biostatistics only explain each individual statistical test with its mathematical formula. However, it is crucial to understand the relationships among the statistical methods 
and to properly integrate the individual methods to effectively apply them to real clinical research 
settings. The choice for valid statistical tests greatly depends on the dependency of the sample 
and the number of independent variables in the analyses as well as the measurement scale of 
dependent variables and independent variables. In this report, many statistical tests such as the 
two sample t-test, ANOVA, non-parametric tests, chi-square test, log-rank test, multiple linear 
regression, logistic regression, mixed model, and Cox regression model are addressed through 
hypothetical examples. The key for a successful analysis of a clinical experiment is to adopt 
suitable statistical tests. This study presents a guideline to clinical researchers for selecting valid 
and powerful statistical tests in their study design. The choice of suitable statistical tests increases 
the reliability of analytical results and therefore the possibility of accepting a researcher's clinical 
hypothesis. The proposed flowchart of appropriate tests of statistical inference will be of help to 
many clinical researchers to their study.
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서    론
대부분 의학연구의 의사결정 과정은 통계학적 방법을 사용한다. “현재 사용하고 있는 당뇨 치료약 A와 B중 어
떤 치료약의 효과가 좋은가?”라는 물음을 생각해 보자. 임상
연구자는 위의 의문을 풀기 위해 다양한 방법으로 자료를 수
집할 수 있을 것이다. 본 논문은 의학연구에서 빈번히 사용
하고 있는 많은 통계적 방법들을 이론 중심으로 설명하기 보
다는 가상적 예제의 연구설계나 자료형태를 통해 이들의 관
계를 서로 연결하고, 단순한 분석으로부터 복잡한 분석방법
까지 어떤 과정을 거쳐 실제 연구자료에 적용할 수 있는지, 
임상 연구자 관점과 통계상담자 관점에서 문제를 풀어가는 
과정에 초점을 두어 설명하고자 한다. 
본 논문에서 다루고자 하는 통계적 의사결정 방법은 의학
연구에서 빈번히 사용되고 있는 t-검정, 분산분석(analysis 
of variance), 여러 가지 비모수적 방법(nonparametric 
method), 카이제곱 검정(Χ
2-test), 다중 회귀분석(multiple 
regression), 로지스틱 회귀분석(logistic regression), 혼합
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모형(mixed model), 로그-순위 검정(log-rank test), 콕스 
회귀모형(Cox regression model) 등이다. 
본 논문은 임상연구 상황에 좀 더 가까이 다가가기 위해 가
상적으로 임상연구자 Dr. P와 통계상담자 Dr. S를 등장시키
고, 대화과정을 통해 임상연구를 수행하면서 느낀 어려움을 
풀어가는 방향으로 설명하고자 한다.   
통계방법 선택에 대한 가이드라인
Dr. P가 밝히고자 하는 가설은 “현재 사용하고 있는 여러 
가지 당뇨병 치료제 중 어떤 치료약의 효과가 좋은가?”이다. 
치료의 효과는 다양한 방법으로 측정할 수가 있으며, 다음 치
료약의 효과를 어떻게 측정하였는가에 따른 상황별로 여러 가
지 분석방법을 생각하고, 이들을 연계, 확장해 보도록 하자.   
1.  치료약의 효과를 HbA1c 농도로 측정한 경우
1) 상황 1
Dr. P는 치료약의 효과를 치료 12주 후 HbA1c 농도(%)
를 통해 평가하고자 한다. 수집한 자료는 치료제 A를 투여 
받은 30명과 치료제 B를 투여 받은 30명이다.  
Dr. P는 두 집단에서의 HbA1c의 평균 농도를 각각 구한 
다음 이를 비교하는 것이 좋을 것이라 생각하였다. 즉, 만약 
두 표본 평균의 차이가 크면 이러한 차이는 두 모집단의 평균
에 차이가 있기 때문에 발생한 것으로 생각이 되고, 만약 두 
군의 표본 평균의 차이가 작으면 두 모집단의 평균이 같은 상
황에서 표본을 뽑는 과정에서 발생할 수 있는 우연한 차이라
고 생각할 수 있다. “그럼 두 표본 평균의 차이가 어느 정도 
되어야 두 모집단의 평균 차이가 있다고 할 수 있을까?” 이는 
통계를 전공으로 하지 않는 사람에게는 참 어려운 질문이다. 
(1) Dr. S의 설명
두 모집단에서 각각 동일한 크기의 표본을 뽑아 두 표본 
평균의 차이(통계량)를 계산하면 어떨까? 아마 이 값들은 계
속 다른 값들이 나올 것이다. 이와 같이 통계량은 표본을 뽑
을 때의 표본의 변동성으로 분포를 가지고 있고, 우리는 통
계량의 표준편차를 표준오차(standard error)라고 정의한
다[1]. 일반적으로 통계적 의사결정에는 위의 예와 같이 두 
모집단의 평균 차이를 잘 추측할 수 있는 통계량(두 표본 평
균의 차이)을 이의 표준오차로 나눈 형태를 많이 사용한다.
독립된 두 모집단의 평균에 차이가 있는가를 검정할 때 
두 표본평균의 차이를 이의 표준오차로 나눈 독립된 두 집단
의 t-검정(independent two-sample t-test)을 많이 사용한
다. 상황 1에서는 우선적으로 독립된 두 집단의 t-검정을 사
용할 수 있다. 한편, 독립된 두 집단의 t-검정 통계량은 두 모
집단의 분산이 같은 경우(등분산인 경우)와 다른 경우(이분
산인 경우)에 사용하는 검정 통계량의 형태가 다르므로 연
구자는 두 모집단의 분산이 같은가를 먼저 검정한 후 이에 
따라 적합한 통계량을 선택하여야 한다[1]. 많이 사용하는 
통계 프로그램들에서는 모두 이러한 과정들의 결과를 제시
하여 주므로 사용하는데 큰 어려움이 없다.
(2) Dr. P의 의문
“만약에 표본 평균이 모집단의 평균을 잘 대표하지 못하
는 상황에서 t-test를 사용하는 것은 타당한가?” 아마 많은 
관측 값들에 비해 소수의 관측 값들이 매우 큰 값(이상치)이 
있는 경우, 표본 평균은 이들 소수 관측 값들의 영향을 크게 
받아 모집단의 대푯값 역할을 하는데 무리가 있을 것이고, 또
한 표본의 크기가 작을수록 이러한 이상치의 영향은 점점 커
질 것이다. 따라서 이러한 상황에서 이상치의 영향을 적게 받
는 통계량을 사용하여 의사 결정하는 것이 좋을 것 같다. 
(3) Dr. S의 설명
일반적으로 모집단의 분포가 정규분포를 따르는 경우에
는 표본 평균을 이용하여 의사 결정하는 것이 좋은 선택(통
계적 검정력이 높다는 의미)이다. 모집단의 분포를 가정하
고 검정하는 방법을 모수적(parametric) 방법이라 한다. 반
면 모집단의 분포가 한쪽으로 치우쳐 이상치가 있거나, 특정
한 분포를 가정할 수 없는 경우에는 모집단의 분포를 가정하
지 않고 자료의 순위(rank)를 이용하여 의사 결정하는 비모
수적 방법이 있다[1].
독립된 두 집단의 t-검정에 대응하는 비모수적 방법으로 
윌콕슨 순위합(Wilcoxon rank sum) 또는 동일한 결과를 
주는 맨-휘트니(Mann-Whitney) 방법이 있다[1]. 따라서 우
리는 두 모집단의 평균을 비교할 때 모집단의 정규분포를 검
토한 후, 모수적 방법을 사용할지 비모수적 방법을 사용할지
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를 먼저 선택하여야 한다. 특히 한 방향으로 치우친 자료에서, 
만약 표본의 크기까지 작다면(일반적으로 각 군당 15미만이
면 작다고 할 수 있음) 비모수적 방법을 사용하는 것이 좋다.
2) 상황 2
Dr. P는 세 가지 서로 다른 치료약 A, B, C의 효과를 치료 
12주 후 HbA1c 농도(%)를 통해 평가하고자 한다. 수집한 
자료는 각 군당 30명이다.  
Dr. P는 두 모집단이 아니라 모집단의 개수가 3개이므로, 
번거롭지만 두 집단씩 짝을 만들어서(치료약 A와 치료약 B, 
치료약 A와 치료약 C, 그리고 치료약 B와 치료약 C와 같이) 
독립된 두 집단의 t-검정을 3번 반복하는 것을 생각해 보았
다. Dr. P의 임상적 가설은 무엇일까? 아마 연구를 통해 “세 
치료약의 효과가 모두 같지는 않을 것이다”는 증거를 제시
하고 싶을 것이다. 이러한 연구자의 가설(대립가설이라 함)
에 반대되는 가설(귀무가설이라 함)은 무엇일까? “세 치료군
의 효과가 모두 같다”일 것이다. 
(1) 돌발 질문
독립된 두 집단의 t-검정을 반복적으로 3번 시행하자. 만
약 3번의 t-검정에서 어느 하나라도 P<0.05 이면, 세 치료약
의 효과는 모두 같다는 귀무가설을 기각한다면 어떤 문제가 
있을까?
(2) Dr. S의 설명
이 질문의 핵심은 임상 의학연구에서 많이 범하는 오류 
중 하나인 제 1종 오류의 증가와 관련된 매우 중요한 문제이
다[1]. 만약 3개 집단의 모평균에 차이가 없다고 가정하자. 
이 경우 각각의 t-검정에서 유의수준을 5%로 한 경우, 귀무
가설을 기각할 확률은 0.05임을 알 수 있다. 따라서 해당하
는 두 모집단의 평균이 같다는 귀무가설을 기각하지 못할 확
률은 0.95이다. 만약 3번의 각 검정들이 독립이라고 가정하
면, 3개의 t-검정 모두 두 모평균에 차이가 없다는 귀무가설
을 기각하지 못할 확률은 (0.95)3 즉, 0.86 정도가 된다. 따
라서 3개 집단의 모평균에 차이가 없다는 귀무가설이 사실
일 때, 이러한 귀무가설을 기각할 확률(이를 제 1종의 오류
라 함)은 0.14이고, 이 값이 일반적으로 사용하는 유의수준 
0.05 보다 큰 값이다. 따라서 유의수준 0.05로 t-검정을 반
복적으로 시행하여 통계적 결론을 도출할 때 실제로는 제 1종 
오류가 0.05 보다 훨씬 크게 되는 잘못을 범하게 된다. 3개 
이상의 모집단 평균을 비교할 때는 분산분석을 통해 이러한 
문제를 해결하여야 한다. 위의 예제와 같이 HbA1c에 관련된 
요인(이 경우는 3종류의 당뇨치료군)이 1개인 경우를 1요인 
분산분석이라 한다. 물론 요인의 개수에 따라 2요인 분산분
석, 3요인 분산분석 등이 있지만, 많은 의학연구에서는 2요인 
분산분석 내에서 자료를 분석한다. 요인이 많은 경우는 다른 
분석방법, 예를 들면 회귀분석과 같은 방법을 사용하는 것이 
편리하다.
결론적으로 1요인 분산분석은 집단 간의 표본평균의 차
이에 따른 변동을 집단 간 변동, 그리고 동일 집단 내에서 환
자들 자료의 변동을 집단 내 변동이라 정의하고, 집단 내 변
동에 비해 집단 간 변동의 크기를 비교하여 의사 결정하는 
방법이다[1]. 이 방법은 앞에서 설명한 대로 모집단의 분포
가 정규분포를 따른다는 가정과 모든 집단의 모분산이 같다
는 가정이 만족될 때 좋은 특성을 갖는 모수적 방법이다[1].
(3) Dr. P의 의문
첫째, 1요인 분산분석에 대응하는 비모수적 방법은 무엇
일까? 둘째, 1요인 분산분석 결과, 귀무가설이 기각되었을 
때 어떤 집단 간에 모 평균 차이가 있는지를 어떻게 알 수 있
을까? 마지막으로 모집단의 분산이 모두 같다는 가정을 할 
수 없는 경우에는 어떤 방법을 사용할 수 있을까?
(4) Dr. S의 설명
만일 비모수적 방법을 사용하여야 하는 경우에는 1요인 
분산분석에 대응하는 비모수적 방법으로 크루스칼-왈리스 검
정(Kruskal-Wallis test)이 있다. 그리고 1요인 분산분석에서 
귀무가설이 기각된 경우, 다중비교(multiple comparison)
를 통해 모집단들의 모평균 구조를 검정할 수가 있다[1].
의학 분야에서 자주 사용하는 다중 비교 방법으로는 
Tukey 검정, Scheffé 검정 그리고 Duncan 검정 등이 있다. 
또한 가장 보수적인 방법이지만, 유의수준을 조정하는 것으
로 손쉽게 계산할 수 있는 Bonferroni 방법이 있다[1]. 한편 
비모수 방법인 크루스칼-왈리스 검정에 대응되는 다중비교
로는 Dunn 방법이 있다[2]. 마지막으로 1요인 분산분석에
서 등분산 가정이 만족되지 않는 경우에는 Welch 방법을 사
용하여 이 문제를 해결할 수가 있다[3].
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3) 상황 3
Dr. P는 치료약 A의 효과를 치료 전에 비해 치료 12주 후 
HbA1c 농도(%)의 변화를 통해 평가하고자 한다. 수집한 자
료는 치료약 A를 투여 받은 30명의 치료 전과 치료 12주 후
의 HbA1c이다.
Dr. P는 상황 1은 비교하고자 하는 집단이 독립된 두 집
단이지만, 상황 2는 동일한 환자의 치료 전과 치료 12주 후 
반복 측정된 형태임을 알 수 있다. 따라서 동일인의 치료 전 
HbA1c와 치료 12주 HbA1c의 차이를 생각할 수 있다는 점
이 독립된 두 집단의 t-검정자료와 다른 점임을 알 수 있다. 
(1) Dr. S의 설명
만약 이러한 차이의 표본 평균이 0과 차이가 크다면, 치료 
전, 후 모평균의 차이가 있다고 할 수 있을 것이며, 이런 원
리로 만들어진 방법이 모수적 방법으로 paired t-검정, 비모
수적 방법으로 윌콕슨 부호순위(Wilcoxon signed rank) 
검정이 있다[1]. 
(2) 돌발 질문
만약 Dr. P가 이와 같은 반복 측정된 자료의 특성을 무시
하고 독립된 두 집단의 t-검정을 사용하였다면 어떤 문제가 
있을까? 
(3) Dr. S의 설명
일반적으로 동일인의 치료 전, 후 자료는 서로 상관되어 
있다. 따라서 치료 전, 후 HbA1c 차이의 표본 평균에 대한 
표준오차는 독립을 가정한 경우보다 일반적으로 작게 된다. 
따라서 독립된 두 집단의 t-검정을 사용하면 유의확률이 
paired t-검정을 사용한 경우보다 커지게 되므로, 치료 전, 후 
HbA1c 평균 변화가 있음에도 그 차이를 통계학적으로 인정
하지 못하는 오류, 즉 제 2종의 오류가 증가한다. 따라서 이러
한 자료구조에는 반복 측정된 자료의 특성을 반영한 방법을 
이용하여야 한다.
4) 상황 4  
Dr. P는 치료약 A와 B의 효과 차이를 알기 위해, 투약 전
(t0)에 HbA1c 농도(%)를 측정하고 투약 후 16(t1)주에 
HbA1c 농도(%)를 조사하였다.
Dr. P는 다음을 유추할 수가 있다. 만약, 관심 있는 가설
이 치료 전에 비해 치료 16주 후의 변화가 두 군 간에 차이 
있는 것이라면, 각 연구대상자의 치료 전, 후 HbA1c 농도(%)
의 차이를 계산할 수가 있다. 따라서 이러한 차이의 평균이 두 
치료군 간에 차이가 있는지를 독립된 두 집단의 t-검정, 경우
에 따라서는 윌콕슨 순위합 검정을 통해 의사결정 할 수 있다. 
그러나 치료 전 시점에서 두 치료군의 HbA1c 평균 차이
가 있는지를 독립된 두 집단의 t-검정을 한 결과, 두 군 간에
는 통계학적으로 유의한 차이가 있음을 발견하였다. 일반적
으로 환자를 랜덤하게 두 치료군에 배정하는 임상시험인 경
우에는 두 군 간에 특성의 차이가 거의 없게 되므로, 단순히 
독립된 두 집단의 t-검정을 통해 가설을 검정할 수가 있다. 
그렇지만, 많은 관찰연구에서는 두 치료군의 특성에 차이가 
있을 수 있다.
(1) 돌발 질문
HbA1c에 영향을 미치는 중요한 변수가 두 치료군 간에 
차이가 있다면 반드시 이 변수의 영향을 통제하여야 한다. 
어떤 통계적 방법이 가능할까?
(2) Dr. S의 설명
결론적으로 공분산분석(analysis of covariance) 또는 
다중회귀분석(multiple regression)을 사용할 수가 있다. 
공분산분석은 다중회귀분석과 동일한 결과를 주므로 다중
회귀분석에 대해서만 간단히 알아보자[1].
먼저 변수들을 설명관계에 따라 독립변수와 종속변수로 
구분한다. 다음으로 종속변수와 독립변수들의 함수적 관계
를 설정하고, 이를 통해 독립변수로서 종속변수를 예측하거
나 또는 종속변수와 통계학적으로 유의하게 관련된 독립변
수들을 찾는 목적으로 회귀분석 방법이 많이 시행된다[4]. 
이와 같은 다중회귀분석의 가장 큰 장점은 특정 독립변수와 
종속변수의 관련성은 분석모형에 포함된 다른 독립변수들
의 영향을 통제한 두 변수의 관련성 결과라는 것이다.  
Dr. P는 다음을 유추할 수 있다. 상황 4에서 종속변수를 치
료 전과 치료 16주 후의 HbA1c 차이(Y), 그리고 두 치료군을 
구분하는 변수(X)와 치료 전 시점의 HbA1c (Z)를 독립변수
로 하여 다음과 같은 다중 회귀분석모형을 구축할 수가 있다.
여기서, α,  β1,  β2 는 회귀계수(regression coefficient), 
Y = α +β1X+β2Z+  
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은 정규분포를 따르는 오차항, X는 0이면 치료군 A, 1이면 
치료군 B를 의미한다. 따라서 회귀계수 β1의 의미는 치료 전 
HbA1c를 통제한 후, 치료군 A(기준집단)에 비해 치료군 B의 
HbA1c 변화의 평균이 β1 만큼 더 높다이다. 그리고 β2는 치
료 군을 통제한 후(즉, 동일 치료 군 내에서) 치료 전 HbA1c
가 1% 증가하면 치료 전, 후 HbA1c의 평균 변화는 β2 만큼 증
가한다는 것을 의미한다. 따라서 H0 : β1 = 0을 검정함으로써 
치료 전 HbA1c를 통제한 후, 두 군 간에 HbA1c의 평균 변
화에 통계학적으로 유의한 차이가 있는가를 검정할 수 있다.
(3) Dr. P의 의문
첫째, 다중 회귀분석에서 종속변수의 측정수준은 연속형, 
범주형 모두 사용가능한가? 둘째, 독립변수의 측정수준은 
연속형, 범주형 모두 사용가능한가? 셋째, 모형에 포함된 독
립변수들 간에 관련성이 높은 경우 어떤 문제가 있는가?
(4) Dr. S의 설명
다중 회귀분석에서 종속변수는 정규분포를 따르는 연속
형 변수이어야 한다. 만약 범주형 자료이면 뒤에서 다시 설
명할 로지스틱 회귀분석, 생존형 자료이면 콕스회귀모형 등
을 사용할 수 있다. 그렇지만 독립변수는 연속형과 범주형 
모두 가능하다. 
단, 만약 독립변수가 범주형 변수이면 반드시 가변수
(dummy variable)로 바꾸어 회귀분석 모형에 포함하여야 
한다. 만약 범주의 수가 k개이면 가변수는 (k-1)개를 만들어
야 한다. 위의 모형에 포함된 두 치료군을 구분하는 변수 X
는 범주형 변수이고 범주의 수가 2개이므로 가변수를 만들
면 1개, 즉 X 변수 자체가 가변수가 된다. 만약 치료 군이 A, 
B, C 3군이면, 가변수는 2개를 만들어야 한다. 예를 들면, 치
료군 A에 대한 치료군 B, 치료군 A에 대한 치료군 C를 비교
하는 가변수 2개를 만들 수 있다[1,4].
또한, 다중공선성(multicollinearity)에 대한 확인이 필요
하다. 다중공선성이란 모형에 포함된 독립변수들 간의 강한 
선형적 관계를 의미하며, 만약 구축한 회귀모형에 다중공선
성이 있으면 추정된 회귀계수의 표준오차는 상당히 커지게 
되므로 회귀계수의 유의성 검정은 그 의미를 잃는다. 다중공
선성의 존재를 알아보는 방법에는 분산확대인자(variance 
inflation factor)를 확인하여 이 값이 10 이상이면 해당 독
립변수는 다중공선성의 문제가 있다고 판단할 수 있다[1,4].
좋은 회귀모형을 만들기 위해서는 오차항의 등분산성과 
독립성 등의 기본 가정을 검토하여야 한다. 또한 모형에 포
함된 독립변수 수가 표본자료의 수에 비해 너무 많지는 않는
지 그리고 독립변수와 종속변수의 함수적 관계는 적합한지 
등을 검토하여야 한다. 
5) 상황 5
Dr. P는 치료약 A (30명)와 B (30명)의 효과 차이를 알기 
위해, 투약 전(t0)에 HbA1c 농도(%)를 측정하고 투약 후 4
주(t1), 8주(t2), 12주(t3), 16(t4)주에 각각 HbA1c 농도(%)를 
조사하였다.
Dr. P는 다음을 구체적으로 알아보고자 한다. 두 군 간에 
HbA1c 변화에 차이가 있는가? 또한 시간에 따른 변화가 있
는가? 그리고 시간에 따른 변화가 두 치료군 간에 차이(교호
작용)가 있는가?
Dr. P는 상황 4는 동일 환자에서 치료 전, 후 차이를 의미
하는 종속변수가 1개이지만, 상황 5는 4개, 즉 Y1 (t1과 t0의 
HbA1c 차이), Y2 (t2와 t0의 HbA1c 차이), Y3 (t3와 t0의 
HbA1c 차이), 그리고 Y4 (t4와 t0의 HbA1c 차이)이다. 그런
데 이들 4개의 종속변수들 간에는 상관성이 존재하는 독립
된 자료가 아님을 알 수 있다. 
(1) Dr. S의 설명
먼저 논의를 간단히 하기 위해, 시간에 따른 변화가 두 치료
군 간에 차이는 없다고 하자. 즉 교호작용은 없다고 가정하자. 
일단 다음과 같이 자료구조를 바꾸면, 자료의 형태로는 
다중 회귀분석을 할 수 있을 것 같다. 먼저, 각 환자마다 수
평으로 입력된 4개의 종속변수 Y1,Y2,Y3,Y4 값을 수직으로 
변환하자. 변환된 자료구조는, 치료 전과 특정 시점에 대한 
HbA1c 차이(Y), 두 치료군을 구분하는 변수(X), 치료 전 시
점의 HbA1c (Z), 그리고 시점에 대한 시간변수(T)로 구성
할 수 있다. 따라서 전체 240건(60명×4)의 관찰치가 수직 
형태로 위의 변수들로 구성할 수 있다. 수직으로 변환된 구
조에서 다음과 같은 회귀모형을 일단 생각해보자.
다중회귀분석에서 오차항 은 독립성을 가정하였지만, 위
Y = α +β1X+β2Z+ β3T+  
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의 자료에서는 동일한 환자가 4개의 값을 가지므로 이들 간
에는 독립성을 가정할 수가 없고 서로 상관성이 있을 것이
다. 따라서 동일한 환자에 해당하는 자료 간에 적절한 형태
의 상관성(또는 분산-공분산) 구조를 가정하고 분석하면 이
러한 문제를 해결할 수 있지 않을까? 이것이 일종의 혼합모
형(mixed model)을 이용한 분석방법 중 하나이다[5]. 보조
적으로 위의 모형에서 시점독립변수 T는 연속형이 아닌 범
주형으로 간주하여, 가변수로 처리할 수도 있다. 
따라서 상황 5는 선형혼합모형(linear mixed model)을 
이용하여 분석할 수 있다. 우리가 많이 사용하는 통계 프로
그램에서는 설명한 것과 같이 자료 구조를 쉽게 바꿀 수가 
있고 그리고 다양한 분산-공분산 행렬의 구조를 가정할 수
가 있다. 
2.  치료약의 효과를 혈당 조절 여부로 측정한 경우
1) 상황 6  
Dr. P는 치료의 효과를 치료 12주 후 혈당 조절 여부로 평
가하고자 한다. 수집한 자료는 치료제 A를 투여 받은 50명
과 치료제 B를 투여 받은 50명이다.  
Dr. P는 변수 Y의 자료 입력을 혈당이 조절된 사람을 ‘1’ 
(HbA1c<6.5%), 조절되지 않은 사람을 ‘2’ (HbA1c≥
6.5%)로 입력하였다. 또한 변수 X를 A 치료군은 ‘1’, B 치료
군은 ‘2’로 입력하였다. 기초 자료를 분석한 결과 치료약 A를 
투여한 군에는 50명 중 30명(60%), B를 투여한 군에는 50
명 중 40명(80%)의 혈당이 조절되었다. 자료의 형태로 보면 
모집단의 평균비교가 아니라 두 모집단의 혈당 조절 확률
(백분율)에 차이가 있는가를 검정하면 된다.
(1) Dr. S의 설명
범주형으로 측정된 변수들 사이의 관련성을 분석하는 방
법으로 카이제곱 검정이 있다[1,6]. 위의 자료는 각각 2개의 
범주를 갖는 치료군 변수(X)와 혈당조절 여부를 나타내는 
변수(Y)를 서로 교차하여  분할표를 구성할 수 있다. 카이제
곱 검정의 기본 원리는 4개의 칸에서 관측된 실제 관측빈도수
와 귀무가설(위의 예제에서는 두 치료군의 혈당 조절률이 같
다)이 사실이라는 가정 하에서 계산된 기대빈도수의 차이를 
이용하여 분석하는 방법이다. 예를 들어 분할표의 (1행, 1열), 
즉, 치료군 A에 속한 환자 중에서 혈당이 조절된 관측빈도수
는 30명이다. 두 치료군의 조절률에 차이가 없다는 가정에
서, 전체 혈당 조절률은 0.7(70/100)이고, 따라서 치료군 A
에 속한 50명에서 혈당이 조절되는 기대빈도수는 35명(0.7
×50)으로 추정할 수 있고, 나머지 분할표의 칸에서도 기대
빈도수를 동일한 방법으로 계산할 수 있다.
(2) Dr. P의 의문
첫째, 기대빈도수가 작은 경우에도 카이제곱 검정을 사용
할 수 있는가? 둘째, 독립된 두 집단의 t-검정과 짝을 이룬 
paired t-검정의 관계와 같이 두 독립된 집단의 확률을 비교
할 때 카이제곱 검정을 사용한다면 독립이 아니고 짝을 이룬 
경우에는 어떤 방법을 사용할 수 있는가? 마지막으로 혈당
조절에 영향을 미치는 중요한 변수가 있는 경우, 이 변수의 
영향을 통제하면서 두 치료군의 혈당 조절률에 차이가 있는
지를 알아보는 방법은 무엇인가?
(3) Dr. S의 설명 
만약 기대빈도수가 작은(일반적으로 5 미만) 칸이 있다면 
피셔의 정확도(Fisher’s exact test) 검정을 하는 것이 좋다
[1,6]. 그리고 같은 환자 내에서 일정기간 동안 A 치료약으로 
치료한 후 혈당 조절 여부를 측정하고, 그리고 휴약기를 가
진 다음 A 치료약을 투여하기 전과 같은 상황에서 다시 B 치
료약으로 치료한 후 혈당 조절 여부를 측정한 경우에는 동일
인 내에서 얻어진 자료이므로 카이제곱 검정 대신 멕네머
(McNemar) 검정을 통하여 두 치료군의 혈당 조절 확률의 
차이를 검정하여야 한다[6].
마지막으로, 다른 변수의 영향을 통제하기 위해서는 회귀분
석 기법을 사용하여야 한다. 다중회귀분석은 종속변수가 정규
분포를 따르는 경우에 사용하지만, 만약 위의 상황과 같이 종
속변수가 범주형인 경우에는 로지스틱(logistic regression) 
회귀분석을 사용할 수 있다. 일반적으로 종속변수의 범주의 
수가 2개인 경우, 이분형(binary) 로지스틱 회귀모형, 범주의 
수가 3개 이상인 경우에는 다항 로짓 모형(multinomial logit 
model)이나 누적로짓 모형(cumulative logit model)을 사
용할 수 있다[1,4].
예를 들어 종속변수를 치료 후 반응이라 하고, 1=완전반
응, 2=부분 반응, 3=비반응으로 측정하였다고 하자. 일단 
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범주의 수가 3개이므로, 다항 로짓 모형이나 누적 로짓 모형
을 적용할 수 있다. 만약 위의 예와 같이 범주의 특성에 순서
(order)가 있는 경우(즉, 값이 커질수록 반응이 좋지 않다)에
는 두 모형 모두 사용하는 것이 가능하지만, 순서가 없다면 
다항 로짓 모형을 사용하여야 한다. 하지만 범주 간에 순서가 
있다 할지라도 비례오즈(proportional odds)라는 가정을 
만족하지 못하면 다항 로짓을 사용하여야 한다. 비례오즈 가
정에 대한 검토는 스코어 통계량을 이용하여 검정할 수 있다. 
앞서 말한 다중회귀분석과 같이 독립변수가 범주형이면 
가변수 처리를 하여야 하고, 독립변수들 간에 높은 선형적 
관련성이 있으면 다중공선성 문제가 발생할 수 있으므로 가
급적 독립변수의 수는 적으면서 모형의 설명력이 높은 모형
을 만드는 것이 중요하다[4].
3.   치료약의 효과를 심혈관계 질환 사망위험으로 
비교하는 경우
1) 상황 7
Dr. P는 치료의 효과를 치료시작 후 5년간 환자들을 추적
하면서 심혈관계 질환으로 인한 사망의 위험을 비교하고자 
한다. 수집한 자료는 치료제 A를 투여 받은 1,000명과 치료
제 B를 투여 받은 1,000명이다.  
Dr. P는 상황 6과 비교하여 다음과 같은 자료의 차이점을 
발견할 수 있다. 앞의 자료는 환자들의 12주 후 혈당조절 여
부만을 조사하였고, 모든 환자들은 동일하게 12주를 관찰하
였다. 하지만 상황 7은 심혈관계 질환으로 인한 사망이 발생
할 때까지의 시간을 추적 관찰하며, 이런 경우 불완전한 자
료가 발생할 수 있다.
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(1) 돌발 질문
어떤 환자가 치료 시작 후 3년 동안 심혈관계 질환으로 사
망하지 않았으나, 그 이후는 추적관찰 할 수 없어 사망여부
를 판단할 수 없었다. 이런 경우 카이제곱 분석방법은 할 수
가 없으므로 이런 대상자들을 분석에서 제외하면 어떨까?
(2) Dr. S의 설명
다음과 같은 이유로 이런 환자들을 제외하는 것은 문제가 
있다. 만약 첫 번째 환자는 1년 시점에서 관심 있는 사건이 
발생하였고, 두 번째 환자는 2년 시점까지는 사건이 없었으
나 그 이후는 추적할 수가 없었고, 세 번째 환자는 3년 시점
에서 관심 있는 사건이 발생하였다면, 두 번째 환자는 사건발
생 시간에 대한 자료가 불완전하지만, 정보가 전혀 없는 것은 
아니다. 첫 번째 환자보다는 사건발생 시간이 길고, 2년까지
는 사건이 발생하지 않았으며, 2년이 지난 시점부터는 정보
가 불완전하므로 세 번째 환자와는 누가 사건발생 시간이 긴
지를 비교할 수가 없다. 어떤 관심 있는 사건이 발생할 때까
지 시간을 생존시간(survival time)이라 정의한다. 연구 대
상들의 생존시간을 관측할 때, 위의 두 번째 환자와 같이 더 
이상 추적을 할 수 없거나, 또는 5년이 경과한 연구종료 시
점에서도 사건이 발생하지 않은 대상자가 있다. 이와 같이 
어떤 관심 있는 사건이 발생할 때까지를 추적 관찰하는 경
우, 여러 가지 이유로 사건 발생여부에 대해 불확실한 자료
가 발생할 수 있으며, 이를 중도절단(censored)된 자료라 
한다. 생존분석은 중도 절단된 자료의 정보를 최대한 활용
하여 분석하는 방법이다. 시간이 경과함에 따라 사건이 계
속 발생하므로, 시간에 대한 생존함수 S(t)를 t 시간까지 사
건이 발생하지 않을 확률로 정의하자.
따라서 상황 7은 두 치료군의 생존함수를 각각 그려보고, 이
를 비교하는 통계적 방법을 적용할 수가 있다. 임상연구에서 
생존함수를 추정할 때 가장 많이 사용하는 방법으로 Kaplan-
Meier 방법이 있고, 여러 치료군들의 생존함수를 비교할 때는 
로그-순위 검정 또는 Breslow 검정을 사용할 수 있다[1,7].
이들 검정법의 절차는 먼저 모든 시점에서 위험집단(risk 
set)을 구성한다. t-시점에서의 위험집단은 t-시점까지 사건
이 발생하지 않았거나 중도절단 되지 않은, 앞으로 사건이 
발생할 가능성이 있는 대상자 집합이다. 다음으로 사건이 
발생한 각 시점마다 그 시점에서 위험집단에 속한 대상자 중 
어떤 치료군에서 사건이 발생하였는지 분할표를 구성한다. 
이와 같은 방법으로 분할표를 구성하면 중도절단된 자료의 
정보가 충분히 반영됨을 알 수 있다. 마지막으로 각 시점에서
의 분할표를, 로그-순위 검정은 동일한 가중치, Breslow 방
법은 초기 시점에 큰 가중치를 두고 병합하는 방법이다[7].
생존형 자료에서 회귀분석 방법으로는 콕스 회귀모형을 
많이 사용한다. 콕스 회귀모형은 비례위험(proportional 
hazard)을 가정하고 있다. 즉 두 군의 위험함수 비가 시간에 
따라 변하지 않는다는 비례위험 가정을 검토한 후 사용하여
야 한다. 비례위험 가정은 두 군의 log(-log(S(t)) 함수가 시
간에 따라 평행하다는 것을 보임으로써 검토할 수 있다[7].
결    론
모든 연구자는 본인의 연구 가설이 지지되기를 희망할 것
이며, 잘 계획된 연구설계를 통해 얻어진 결과는 좀 더 진실
된 관계를 제시할 것이다. 임상연구에서 가장 중요한 것은 
연구가설에 적합한 좋은 연구설계를 하는 것이다. 본 논문
은 연구설계에 초점을 두기 보다는 연구설계에 따라 자료를 
수집한 후 어떤 통계학적 검정방법을 사용하는 것이 좋을지
에 초점을 두어 설명하였다. 즉, 자료의 특성에 따른 여러 가
지 상황을 설정하고, 각 상황별 어떤 통계학적 검정들을 사
용하는 것이 좋을지를 비교, 설명하였다. 본 논문에서 언급
한 여러 가지 통계적 방법들을 정리한 Figure 1의 순서도가 
이 글을 읽는 임상, 의학연구자 분들에게 조금이라도 도움이 
되기를 희망하며 두 연구자의 대화를 마치고자 한다.
핵심용어: 생물통계학; 임상연구; 비모수통계학; 회귀분석
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본 논문은 의학연구 특히, 임상연구에서 연구결과 도출과정에 필수적인 통계학적 의사결정 방법을 다루었다. 필자의 충만
한 이론적 지식을 바탕으로 풍부한 임상연구 통계상담 경험에서 비롯된 분석방법의 선정이 돋보이며 다소 거리감을 느낄 
의학자들에게 친근감 있게 대화체로 기술 한 점이 높이 평가되고 결론의 도표는 통계분석법 선택에 많은 도움이 될 것으로 
보인다. 대한의사협회지가 국제적 공신력을 높혀 가는 단계에서 통계분석법을 간단명료하게 다룬 것은 시의 적절하다고 판
단되며 학회지에 연구결과를 투고하고자 하는 연구자들에게 많은 도움이 될 것으로 기대 된다.
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