The OpenLB project aims at setting up an open source implementation of lattice Boltzmann methods in an object oriented framework. The code, which is written in C++, is intended to be used both by application programmers and by developers who may add their own particular dynamics. It supports advanced data structures that take into account complex geometries and parallel program executions. The programming concepts rely strongly on dynamic genericity through the use of object oriented interfaces as well as static genericity by means of templates. This design allows a straightforward and intuitive implementation of lattice Boltzmann models with almost no loss of efficiency. The aim of this paper is to introduce the OpenLB project and to depict the underlying structure leading to a powerful development tool for lattice Boltzmann methods.
Introduction
OpenLB is an effort to set up a lattice Boltzmann (LB) code for the simulation of fluid flows. The code is intended to be used both by application programmers who simply want to run a simulation with a given flow geometry, and by developers who implement their own particular dynamics. The code offers a simple interface through which it is possible to set up a simulation in an almost straightforward way. Furthermore, the implementation of the code is kept as simple as possible. That is, it implements the LB dynamics based on clear concepts, without getting lost in too many technical ramifications. The idea behind this approach is that the code can be used as a framework for programmers to develop pieces of reusable code that can be readily shared in the community.
One key aspect of the OpenLB code is genericity in its many facets. Basically, generic programming is intended to offer a single code that can serve many purposes. On the one hand, the code implements dynamic genericity through the use of object-oriented interfaces. One effect of this approach is that the behavior of lattice sites can be modified during program execution. This allows e.g. to distinguish between bulk and boundary cells, to modify the fluid viscosity or the value of a body force dynamically. On the other hand, the use of C++ templates leads to static genericity of the code. As a result, it is sufficient to write one single generic code that implements the various 3D lattice topologies, such as those of the D2Q9, D3Q15, D3Q19 and D3Q27 lattices.
The aim of this paper is to introduce the OpenLB project and to present the underlying software design. This article is organized as follows. Section 2 is dedicated to the formulation of prototypical LB algorithms. In Section 3 we present the programming concepts used for the design the OpenLB code and show how they relate to common paradigms of the LB theory. Based on a 3D flow in a channel past a backward facing step, implementation issues for the application programmers are addressed in Section 4. In Section 5, current developments and further perspectives in the framework of the OpenLB project are discussed.
Basics of the lattice Boltzmann method
A lattice Boltzmann numerical model simulates the dynamics of particle distribution functions in phase space. These techniques find their application, among others, in the simulation of the kinetic equations for fluids. An exhaustive derivation of the LB equations can be found in the literature 1,2,3 . Our goal in this Section is to introduce the needed notations and concepts related to the LB methods.
The dynamics of the distribution functions is governed by the Boltzmann equation, a balance equation equation between particle transport and collisions in phase space:
In the BGK model, the fluid is taken to be close to its local equilibrium, and is governed by a relaxation dynamics towards this equilibrium:
where ω is a fluid specific relaxation frequency. In the numerical LB method, the continuous phase space is replaced by a discrete space with a spacing δr for the positions and a spacing δt for time. To begin with, the continuous space of positions r is represented by a discrete set of points, which in 2D we label as r xy by two indexes, and in 3D as r xyz by three indexes. Those points are displayed on a regular grid with the same constant spacing δr in all space directions: r xy = r 0 + (x δr, y δr) and r xyz = r 0 + (x δr, y δr, z δr). The space of velocities is similarly represented by a discrete set of q vectors v i , i = 0 · · · q − 1. They are chosen in such a way that every vector v i connects a grid point r xy at a time t with some other grid point r x y at the next time step t + δt : x x y (t + 1) = r xy (t) + v i . The resulting discrete phase space is called the lattice and is labeled by the term DdQq by the numbers of space dimensions d and the number of discrete velocities q. To reflect the discretization of velocity space, the continuous distribution function f is replaced by a set of q distribution functions f i , representing an average value of f in the vicinity of the velocity v i .
Assuming adequate scaling, the iterative process to be solved in the LB algorithm is written as follows: (3) where
The t i and c i are lattice dependent constants. This LB framework, based on a BGK approximation of the collision, has been consistently discussed in the Ref. 4 . It is shown that the LB dynamics is asymptotically equivalent to the dynamics of the Navier-Stokes equation, and that the fluid viscosity ν is directly related to the relaxation parameter ω.
Programming concept
A main goal with respect to the design of the OpenLB code is to obtain a straightforward and intuitive implementation of LB models with almost no loss of efficiency.
In the design of OpenLB a main emphasis is given to genericity in its many facets. Generic programming allows to develop a single code than can serve many purposes. The full code is written in C++ and take advantage both of dynamic and static genericity. In this Section, we discuss in more details three important structures which are crucial in the design of the OpenLB code: BlockLattice data structure, local properties for the cell dynamics and LatticeDescriptor structures. The OpenLB source code is publicly available on the project web site 11 . It is cross-verified for software quality by several reviewers and is presented along with a user guide. To the knowledge of the authors, the OpenLB project is the first attempt to produce a generic platform for LB programming and to share it with the community via a system of open source contributions. However, implementation details and performance issues related to the LB method have been discussed previously in the literature, as e.g. in Refs. 5, 6, 7, 8 , and it has also been suggested previously to use object-oriented techniques for the implementation of LB code 9 .
BlockLattice data structure
The lattice Boltzmann method, in its most widely accepted formulation, is executed on a regular, homogeneous lattice with equal grid spacing in all directions. When numerical constraints require that a given problem is solved on an inhomogeneous grid, it is common to adopt a so-called multi-block approach: the computational domain is partitioned into subgrids with different levels of resolution, and the interface between those subgrids is handled appropriately. This approach appears to respect the spirit of LB method well and leads to implementation that are both elegant and efficient. Furthermore, it encourages a particularly efficient form of data parallelism, in which an array is cut into regular pieces and distributed over the nodes of a parallel machine. As a result, LB applications can be run even on large parallel machines with a particularly satisfying gain of speed. The same spirit is adopted in the OpenLB package, in which the basic data structure is a BlockLattice, a simple and efficient array-like construct. This data structure on its turn is encapsulated by a higher level, object-oriented layer. The purpose of this layer is to handle groups of BlockLattice, and to build higher level software constructs in a relatively transparent way. Those constructs include multi-block, grid refined lattices as well as parallelized lattices.
Local properties for the cell dynamics
It is very usual to store the data of a BlockLattice in a regular array, a data structure that can be processed efficiently by common computers. The OpenLB code adopts the same approach. Additionally to the raw data defined by the particle distribution functions f i , a lattice cell stores however an object that specifies the nature of the dynamics on this cell. Someone unfamiliar with object-oriented programming can view this object as a list of pointers to functions that specify how to execute the following tasks:
• compute the local density ρ • compute the local velocity u • compute the local stress tensor Π • execute the collision step
The object-oriented way to implement this approach is however more general and more efficient than the traditional approach via pointers-to-functions.
The ability to specify locally how the density and velocity is computed can be exploited for example to distinguish bulk cells from boundary cells. Indeed, those macroscopic variables are calculated in the fluid bulk by taking the moments of the distribution functions. On the boundary cells, on the other hand, some of the distribution functions are unknown and an appropriate strategy must be devised. Similarly, one might want to adapt the nature of the collision step from cell to cell to implement an inhomogeneous fluid. A case in point are non-Newtonian fluids, in which the fluid viscosity, and thus the relaxation parameter, is locally adapted.
Concept of LatticeDescriptor
An important feature of OpenLB is the ability to define the dynamics of the cell independently from the lattice. The instantiation occurs then on the needed lattice. This ability leads to a high flexibility of the software and allows to easily extend OpenLB by means of specific models. This step can be attained without any loss of efficiency since it relies on template metaprogramming 10 . In other words, the LatticeDescriptors lay out an implementation policy that is applied by the programming system to generate new code with the required functionality. The advantage of this approach is that the user-defined computation needed for the model definition occurs at translation time and can be correspondingly optimized away. Furthermore, this technique allows the design of dynamics functions which can be optimized for specific hardware. The developer can easily include highly tuned routines for the dynamics which e.g. take into account the memory arrangement and prefetch data chunks into the cache, thus avoiding cache-misses.
Performance analysis
With the programming paradigms described in the previous sections, an interesting tradeoff between software genericity and efficiency is obtained. In general, the efficiency of OpenLB applications is comparable to the one of LB implementations that neglect advanced software features in favor of execution speed. A benchmark application is presented and discussed on the web page 12 . To get an idea of the execution speed, a regular 2D problem is executed on a AMD Athlon PC with a 1.6 GHz clock rate and 256 kb of l2 cache memory. On this already somewhat outdated machine, the code reaches a speed of more than 3 million site updates per second.
Example code: Backward facing step in 3D
In this Section we present a simple numerical application that illustrates the concepts and the use of the OpenLB library. The geometry of the problem is defined by a 3D backward facing step. The flow enters on the left hand side of a rectangular channel, passes over a step and exits on the right hand side. This flow is visualized on Fig. 1 . One observes in particular the formation of a vortex in the wake of the step. We will now sketch the main ingredients of a code that simulates this problem. A full sample program is contained in the OpenLB package and can be downloaded from the Internet 11 . To begin with, a regular lattice is instantiated, as well as an object that represents the wished dynamics: Instruction −1− allocates the memory for a N x × N y × N z lattice, on which every node contains 19 distribution functions, as well as an objects representing the local dynamics. Instruction −2− instantiates an object for the local dynamics that yields a BGK collision with relaxation parameter ω. The additional parameters to the construction of this object specify how the macroscopic variables are to be computed (a default strategy is adopted presently), and how the lattice cell is to gather statistics on the average density and velocity during the time evolution of the simulation. Finally, all lattice cells are initialized with the dynamics object in instruction −4−.
In the next step, the geometry of the problem is defined by means of a boundary condition. This step can be somewhat tricky, particularly in 3D problems, because many types of boundaries must be identified, depending on their orientation (x, y or z) and their position (are they on a plane wall, or on an edge between two planes, or on a corner between edges and planes?). A part of this initialization is reproduced in the following code:
BoundaryCondition3D<T,D3Q19Descriptor>* boundaryCondition = createLocalBoundaryCondition3D(lattice); /* -5-*/ bc.addVelocityBoundary0N( 0, 0,Ny1+1, Ny-2, 1,Nz-2); /* -6-*/ bc.addVelocityBoundary0N( Nx1, Nx1, 1,Ny1-1, 1,Nz-2); bc.addVelocityBoundary0P(Nx-1 , Nx-1, 1, Ny-2, 1,Nz-2); bc.addVelocityBoundary1N( 1,Nx1-1, ny1, Ny1, 1,Nz-2);
... bc.addInternalVelocityEdge2NN(Nx1, Nx1, Ny1, Ny1, 1, Nz-2); /* -7-*/ ...
To begin with, the algorithm for the implementation of boundary conditions is specified in instruction −5−. In the present example, a local boundary condition is chosen that acts, just like the usual LB dynamics, locally on a cell. Other choices are possible, and OpenLB offers for example an algorithm in which the boundaries are implemented in terms of finite difference extrapolation over nearby cells. In instruction −6− the left-most surface (the inlet) of the channel is initialized. It would have been possible to do this manually by instantiating a dynamics object like the one in instruction −3−, corresponding to a left-most, planar boundary cell. In that case, it would be necessary to initialize the corresponding cells with this object, as in instruction −4−. The objects boundaryCondition encapsulates all those operations and offers a simplified interface to doing this. In instruction −7− finally, a boundary edge is instantiated for the purpose of illustration, corresponding to the upper edge of the backward facing step.
Once the geometry is defined, the simulation can be run in terms of successive LB iterations:
for (int iT=0; iT<maxT; ++iT) { lattice.collideAndStream(); /* -8-*/ } Instruction −8− executes the collision and the streaming step synchronously. In this way, the algorithm steps through the memory only once per iteration, by which the memory caching mechanism on typical computing platforms is optimized.
Perspectives
The OpenLB project has reached a stable state, in which a full-featured, crosschecked library is available on the web page 11 . Most efforts have been invested in providing a solid basic structure, in which fundamental theoretical concepts of the LB method are directly reflected by the data structures in the code. The library has been designed for extensibility by different means, and is the core of a more comprehensive software framework, which is intended to be created in a near future. The following topics are currently investigated and are planned to be integrated in a future release Parallel data structure. On top of the BlockLattice data structure, a framework is devised that encourages domain partitioning in view of parallelization. High Performance Computing. The code is parallelized for shared memory machines, via OpenMP directives, and for distributed memory environments, via the MPI standard.
SIMD Hardware. Adaptation to modern, dedicated parallel hardware. Currently, the cell and clearspead technologies are investigated. Coupling with FEM. The OpenLB source code is coupled with the code of the Finite Element Method (FEM) library HiFlow 13 . Such a coupling is possible because both libraries are written in a similar spirit. This encourages the execution of simulations on a partitioned domain, of which some parts are solved by a LB method, and some parts by a FEM approach.
