Abstract. The aim of this work is to solve hyperbolic conservation laws by means of a finite volume method for both spatial and time discretization. We extend the ideas developed in [X.-D. Liu and S. Osher, SIAM J. Numer. Anal., 33 (1996), pp. 760-779; X.-D. Liu and E. Tadmor, Numer. Math., 79 (1998), pp. 397-425] to fourth-order upwind and central schemes. In order to do this, once we know the cell-averages of the solution, u n j , in cells I j at time T = t n , we define a new three-degree reconstruction polynomial that in each cell, I j , presents the same shape as the cellaverages {u n j−1 , u n j , u n j+1 }. By combining this reconstruction with the nonoscillatory property and the maximum principle requirement described in [X.-D. Liu and S. Osher, SIAM J. Numer. Anal., 33 (1996), pp. 760-779] we obtain a fourth-order scheme that satisfies the total variation bounded (TVB) property. Extension to systems is carried out by componentwise application of the scalar framework. Numerical experiments confirm the order of the schemes presented in this paper and their nonoscillatory behavior in different test problems.
Introduction.
In this paper we present three fourth-order numerical schemes in order to solve one-dimensional hyperbolic conservation laws ∂u ∂t + ∂f (u) ∂x = 0, u(x, 0) = u 0 (x), (1.1) where u 0 (x) is a known bounded function.
Many of the high-order methods used to solve this problem employ an interpolating polynomial that reconstructs the pointvalues of the solution in terms of the cell-averages. There are two main types of schemes: upwind schemes and central schemes. Godunov-type schemes [7] are the forerunner for upwind schemes, which compute the cell-averages of the solution in the same spatial cells at all time steps. Similarly, Van Leer [25] presented a scheme with second-order accuracy in space and time. Later, Colella and Woodward [5] used two-degree polynomials, although their scheme satisfies the total variation diminishing (TVD) property, and, hence, it is limited to second order of accuracy in the L 1 norm. Harten et al. [8] introduced the essentially nonoscillatory (ENO) schemes, with an order of accuracy higher than two and able to capture sharp shocks without introducing oscillations. Similarly, different high-order numerical schemes have been developed, such as the weighted ENO (WENO) schemes (see Liu, Osher, and Chan [18] , Jiang and Shu [10] , or Balsara and Shu [2] ). Extensions to multidimensional systems can also be found in Casper and Atkins [4] or Balaguer et al. [1] . The schemes found in the latter references use the high-order Runge-Kutta schemes developed in Shu and Osher [23] for time integration, which maintain the spatial operator stability properties.
Although the first-order Lax-Friedrich scheme (see [6] ) is probably the forerunner for central schemes, the central scheme of Nessyahu and Tadmor [21] has generated a significant number of works on high-resolution schemes that maintain the simplicity of the Riemann solver-free approach. The scheme developed in Nessyahu and Tadmor [21] has been extended to accuracy orders higher than 2 (see Liu and Tadmor [20] , Jiang et al. [11] , or Qiu and Shu [22] ) and to several spatial dimensions (see Levy and Tadmor [15] and Jiang and Tadmor [12] ). High-order central WENO schemes are described in Levy, Puppo, and Russo [16] , [17] .
We have focused our attention on the upwind scheme developed in Liu and Osher [19] and the central scheme described in Liu and Tadmor [20] , which are third-order schemes, in the sense of local truncation error in regions without discontinuities. The algorithm developed in Liu and Osher [19] leads to a conservative scheme that satisfies the local maximum principle and guarantees that the number of extrema in the solution does not exceed the number of extrema of the initial condition u 0 (x). These properties allow achieving the total variation bounded (TVB) property. The approach used in that reference uses a simple centered stencil with quadratic reconstruction.
Liu and Tadmor [20] apply the procedure described in Liu and Osher [19] to central schemes and show the results obtained when solving differential equation systems. The resulting scheme is third-order accurate in space and time. In both references ( [19] and [20] ), time integration is performed using a finite volume method, approximating the resulting integrals with respect to time by a Gauss [19] or a Simpson [20] quadrature rule. The values of the solution at half time steps are approximated using a Taylor expansion. Jiang et al. [11] present a procedure to convert schemes which are based on staggered spatial grids into nonstaggered schemes, which are simpler to implement in frameworks which involve complex geometries and boundary conditions. However, it has been in some cases superseded by the semidiscrete central schemes (see Kurganov and Tadmor [13] ) and their high-order extensions.
This paper presents an extension of the schemes developed in Liu and Osher [19] and Liu and Tadmor [20] . In contrast to them, our scheme is a fourth-order scheme in the sense of local truncation error. To this end, we will use a finite volume method with a conservative degree-three polynomial reconstruction that calculates the pointvalues of the solution from the cell-averages, by avoiding the increase in the number of solution extrema at the interior of each cell. This condition, together with the nonoscillatory property and the maximum principle requirement described in Liu and Osher [19] , avoids spurious numerical oscillations in the computed solution.
The integrals respecting the two variables, space and time, are evaluated by means of a two-point Gauss quadrature. The values of the solution at half-time steps are calculated using a Taylor expansion with a fourth-order error, using the local CauchyKowalewski procedure (see [8] ) to approximate the time derivatives of the solution as a function of the derivatives with respect to x. We also present an extension to systems of equations, where the computed solution at quadrature nodes is obtained by the so called natural continuous extension of Runge-Kutta schemes (see Zennaro [26] , Bianco, Puppo, and Russo [3] , or Levy, Puppo, and Russo [16] ).
In this paper, first, we present the equations that define the upwind and central schemes for solving the problem (1.1). Next, the fourth-order nonoscillatory reconstruction procedure is described. It guarantees that the resulting numerical scheme satisfies the properties that generate its nonoscillatory behavior. Finally, some problems with known analytical solution are solved to verify the order of the schemes presented here and to compare their behavior with the schemes developed in Liu and Osher [19] and Liu and Tadmor [20] .
Upwind and central schemes.
Let us suppose that the time interval is discretized uniformly into the values t n = n · Δt, n = 0, 1, 2, . . . , NT . We assume that the grid points {x j } are distributed uniformly at the spatial domain at which (1.1) will be defined, verifying that x j = x j−1 + Δx ∀j = 1, . . . , NX, where Δx is a known constant. Given a point (x j , t n ), we consider the control volume defined by
, where x j± 1 2 = x j ± Δx/2. By integrating (1.1) over this control volume, we obtain
where the cell average u n j is defined as
In (2.1) there is a relationship between the average values of the solution at the limit of the time interval, u n j , u n+1 j , and its pointvalues at the boundary of the space interval, u(x j± 1 2 , τ). The steps to follow in the implementation of numerical schemes can be described as follows.
(1) For each time value t n , n ∈ {0, 1, . . . , NT − 1}, we have an approximation of the cell-averages of the solution w n j ∼ = u n j ∀j ∈ {0, 1, . . . , NX}, at the nodes x j . The approximation will be of order O((Δx) 4 ). (2) The pointvalues of w(x, t n ) ∀x ∈ {x 0 − Δx/2, . . . , x NX + Δx/2} are reconstructed using a piecewise polynomial interpolation,
where R j (x; w n ) is a polynomial that reconstructs the pointvalues of the solution using the discrete values w n i , i ∈ {0, 1, . . . , NX}, verifying 1 Δx
In the case of the central schemes, the average values w n j+ 1 2 are calculated using the approximation given in (2.3):
The integrals in (2.1) are evaluated in an exact way taking into account that R j (x; w n ) and R j+1 (x; w n ) are degree-three polynomials.
(4) The integrals with respect to the time variable are approximated using a two-point Gauss quadrature. Thus,
, t n + β 1 )) (2.6)
In order to approximate the pointvalues of w at the time steps that appear in (2.6), we may use a Taylor expansion with an error O((Δx 4 )). This technique is used, for example, in Liu and Osher [19] and Liu and Tadmor [20] . Another efficient method would be the natural continuous extension of Runge-Kutta methods advocated by Bianco, Puppo, and Russo [3] and Levy, Puppo, and Russo [16] . We will use this method in the resolution of systems of equations which achieve the same accuracy with much lower computational effort.
(5) In order to calculate the cell-averages of w at t n+1 , we distinguish two cases. (5a) Upwind schemes. The cells are intervals centered at each x j (equation (2.1), after replacing the function u-in that equation-for the function w). In order to calculate the value of f (w(x j± 1 2 , t n + β k )) in expression (2.6), we will use the Roe flux with entropy fix, although other fluxes can also be used, as those described in Liu and Osher [19] .
(5b) Central schemes. The cells are intervals centered at each x j+ 1 2 .
The terms on the right-hand side in (2.1) and (2.8) are calculated using the approximations (2.5)-(2.7).
(6) We go back to step (1) and restart the procedure until calculating w 3. Fourth-order nonoscillatory reconstruction. This section presents the reconstruction procedure used to obtain each R j (x; w n ) from the cell averages w n k , k ∈ {j − 2, j − 1, j, j + 1, j + 2}.
Fourth order and conservation.
Initially, we will consider the degreethree polynomial that verifies these conditions:
This polynomial can be expressed as
the conservative polynomial, q j (x; w n ) that verifies the conditions in (2.4) can be defined as
In case that
q j (x; w n ) coincides with the centered polynomial, defined as the average value between two conservative piecewise polynomials: the conservative polynomial which uses w 
3.2. Shape-preserving when the cell-averages form a monotone sequence. We will define d n j in (3.5) so that if the cell-averages {w
} form a monotone sequence, then q j (x; w n ) is monotone on I j . We will denote as shape-preserving properties the following:
. To simplify the notation, first we define
2 , then according to (3.5) q j (x; w n ) coincides with a quadratic polynomial. In this case,
Δx
, and therefore the shape-preserving properties are verified.
Observation 2. In the case at which d n j = ds n j (defined in (3.6)), the following hold.
and thus
achieves the minimum value at the endpoints of the interval under consideration. Since
, has a minimum at point
In this way, if W R
Thus, the minimum Min{
∀x ∈ I j } is achieved at one of these boundary points, x = x j ± Δx 2 . However, in this case we cannot ensure that the inequalities given in (3.9) are always verified.
, then we can prove that q * j (x; w n ) is monotonically decreasing in I j .
If 2 · W C
, then the derivative of q j (x; w n ), defined in (3.5), has a minimum at point
In addition,
This is a function that depends on d n j and coincides with a hyperbola. In it, the value of d 
10
, ds2
and define d n j in the following way:
, then the following hold: 
A similar argument allows us to prove that q j (x; w n ) is monotonically decreasing in I j when w
. We will consider all the possible cases.
Case (A1). S 
Since in this case d
2 , it follows that q j (x; w n ) coincides with a quadratic polynomial, which is monotonically increasing in I j , as we have seen in Observation 1. Therefore, we can suppose that 0
On the other hand, applying Observations 2 and 3,
In this way, because of d n j ≥ ds n j we deduce the following:
Thus, the minimum, Min{
∀x ∈ I j }, is achieved at one of the boundary points x = x j ± Δx 2 . By derivating in formula (3.5), we get that
The definition of d n j allows us to state that Min{
∀x ∈ I j } ≥ 0, and thus we conclude that q j (x; w n ) is monotonically increasing in I j .
, and W R . In this situation, dqj (x;w n ) dx reaches a minimum at point
On the other hand,
, then d n j verifies the latter inequalities, and thus q j (x; w n ) is monotonically increasing in I j .
Conditions in cells with extrema points.
In order to guarantee that q j (x; w n ) has the same shape as the cell-averages w n j in the domain I j , we add these requirements to those used in the previous section:
1. q j (x; w n ) has a maximum in I j if and only if w , verifying these two relations:
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Similarly, if we suppose that w 
Removing the spurious extrema of w(x, t
n ) at points x j + Δx/2. To obtain a nonoscillatory reconstruction we will add some additional requirements for the calculation of R j (x, w n ):
These properties together to those viewed in sections 3.2 and 3.3 have been defined so that the resulting reconstruction polynomial w(x, t n ), defined in (2.3), presents a nonoscillatory nature in the sense that the number of extrema of w(x, t n ) does not exceed the number shown in the function NX j=1 w n j χ j (x). The nonincreasing number of extrema implies convergence along the lines of Liu and Tadmor [20] .
To verify (3.12), Liu and Osher [19] consider the modification of the form
where θ n j ∈ [0, 1]. The algorithm that allows us to obtain θ n j is described in detail in Liu and Osher [19] , although in that reference it is only used when q j (x; w n ) is a conservative parabola. Notice that the value of θ n j that appears in formula (3.13) takes a value equal to 1 in all the cells with extrema points (see Liu and Osher [19] ). Conditions given in section 3.3 avoid the development of spurious extrema of R j (x; w n ) in the endpoints of an interval with a local maximum or a local minimum. Remark 1. Parameter θ n j used in (3.13) is defined in Liu and Osher [19] so that (1 − θ 3.6) ), then the reconstruction is fourth-order accurate. As a consequence of the fourth-order accuracy in polynomials q j (x; w n ) and q j+1 (x; w n ), the size of the interface jump, and consequently of (1 − θ n j ), is of order O((Δx) 4 ). In this way, the definition of R j (x; w n ) given in (3.13) still verifies the properties in (2.4). Δx) 3 ) on smooth solutions. Remark 2. R j (x; w n ) defined in (3.13), with q j (x : w n ) described in subsections 3.1, 3.2, and 3.3, has the same shape as the cell-averages {w j ) which is needed in the Runge-Kutta method with natural continuous extension described in Levy, Puppo, and Russo [16] . According to (3.2) the degree-three polynomial from the pointvalues f n k , k ∈ {j − 2, j − 1, j, j + 1, j + 2}, is given by
To ensure that p j (x; f n ) fulfills the requirements of sections 3.2 and 3.3, we define d n j in the same way as in those sections with the exceptions that (3.16) and cell-averages w , where θ n j is defined as in Liu and Osher [19] . Thus, we maintain high accuracy and control over oscillations.
Numerical experiments.
In order to verify the behavior and accuracy of the numerical schemes that are presented in this paper, several test-type problems with known analytical solution are solved next. Time integrals are performed by a Taylor expansion (Taylor-upwind and Taylor-central schemes) or by the fourth-order Runge-Kutta method with natural continuous extensions developed in Levy, Puppo, and Russo [16] (RK-NCE-central scheme). In this last case the reconstruction defined in section 3.5 will also be used. Problem 1. We solve the linear transport equation
subject to 2-periodic initial data, u(x, 0) = u 0 (x). To verify the accuracy of the numerical schemes, different u 0 (x) functions have been used. The first function is u 0 (x) = sin(π x). Table 4 .1 shows the errors and the experimental order of accuracy in L 1 and L ∞ norms at time T = 10. NX indicates the total number of cells so that the step size Δx = 2/N X. Using a Taylor expansion for the time evolution, we have selected a time step so that Δt = 0.8Δx in the upwind scheme, whereas in the central scheme Δt = 0.4Δx. When we use a RK-NCE-central scheme, Δt = 0.25Δx as in Levy, Puppo, and Russo [16] . Table 4 .1 shows that numerical schemes described in this paper are about fourth-order accuracy in L 1 and L ∞ norms, which is an improvement over the schemes described in Liu and Osher [19] and Liu and Tadmor [20] , which are third-order schemes.
The second initial condition chosen is u 0 (x) = sin 4 (π x). Table 4 .2 shows the errors in L 1 and L ∞ norms at time T = 10. The schemes presented here maintain the fourth-order accuracy, even with finer grids, without the need of satisfying the local maximum principle described in Liu and Osher [19] . The nonconsideration of that local maximum principle implies that the θ j that appear in formula (3.13) take a value equal to 1 in all the cells with extrema points (see Liu and Osher [19] ). To improve the accuracy of the numerical schemes presented in this paper, in the results shown in Table 4 .2 we have added two additional requirements (see Remark 1):
Thus, we avoid the slope d n j taking a value close to W C n j /2 in the neighboring cells to those containing the extrema points of the solution. Remember that with such a slope, q j (x; w n ) coincides with a conservative quadratic polynomial. As mentioned in Remark 1, parameter θ n j is defined in such a way that (1 − θ n j ) is proportional to the interface jump of the cell centered in x j . Conditions (4.2) cause the interface jump to be lower at the boundary of cells with extrema points.
The third initial condition is a discontinuous 2-periodic function that was used in Balsara and Shu [2] . This is a severe problem since it consists of a combination of functions that are not smooth, with other ones, which are smooth, but with a high gradient in zones close to the peaks. The initial condition is given by
The constants that appear in (4.3) and (4. [2] , here we have considered a coarser grid with NX = 500. This shows the greater accuracy of our scheme, in comparison with the conservative quadratic polynomial developed in Liu and Osher [19] , in particular at the peaks of the Gaussian curve and in the triangle. In addition, the profiles are more symmetrical than those computed in Levy, Puppo, and Russo [16] , and the values of the numerical solution are bounded by the maximum and minimum of the initial condition despite not using the maximum principle property given in Liu and Osher [19] . This is a condition that is not fulfilled when q j (x; w n ) is replaced by the two-degree polynomial used in this reference. Previous remarks for the Taylor-central scheme are also valid for the Taylor-upwind and RK-NCE-central schemes.
The last initial condition is given by [19] and Liu and Tadmor [20] .
supposing that it extends to the entire 2-period domain.
Condition (4.6) consists of a function highly discontinuous, used in the numerical experiments developed in Harten [9] . Figure 4 .2 shows the results obtained at T = 2, with NX = 120, comparing the results obtained with our Taylor-central scheme and those in which q j (x; w n ) is the conservative two-degree polynomial used in Liu and Osher [19] and Liu and Tadmor [20] . It can be observed that the greater accuracy of our schemes is especially noted around the discontinuities. On the other hand, the numerical solution is delimited by the maximum and minimum of the initial condition without the need of satisfying the local maximum principle of Liu and Osher [19] . Problem 2. Burgers' equation is solved with 2-periodic initial data:
Recall that the analytical solution of this problem is smooth up to the critical time T = 2/π. Liu and Osher [19] and Liu and Tadmor [20] show the results obtained using a parabolic reconstruction at T = 0.3. Table 4 .3 presents the numerical errors obtained with our schemes, together with the experimental order of accuracy at T = 0.3. Our schemes (upwind and central) have an order of accuracy which is about 4 in both L 1 and L ∞ norms. However, the maximum order obtained with the schemes described by Liu and Osher [19] (Taylor-upwind scheme, Δt = 0.6Δx) and Liu and Tadmor [20] (Taylor-central scheme, Δt = 0.33Δx) is lower than 2.3 in the L ∞ norm and lower than 2.87 in the L 1 norm. In the RK-NCE-central scheme we have chosen Δt = 0.18Δx as in Levy, Puppo, and Russo [16] .
At T = 1.1 the analytical solution of problem (4.7) develops a discontinuity. Our numerical scheme maintains an order of accuracy of about 4 when the errors are calculated at a distance equal to 0.1 away from the discontinuity. Figure 4.3(a) shows the result obtained with our Taylor-central scheme. Like in the scheme developed in Liu and Tadmor [20] , the numerical solution is not bounded by the maximum and minimum of the analytical solution. In order to obtain this property it is necessary to add the maximum principle requirement described in Liu and Osher [19] , as we can see in Figure 4 .3(b). However, without the condition of maximum principle, the numerical solution retains results of the same quality as the analytical solution. Previous remarks are also valid for the Taylor-upwind and RK-NCE-central schemes.
Problem 3. Here we apply the schemes developed in this paper to Buckley- Leverett's problem, whose flux is nonconvex: Similarly to Liu and Osher [19] and Jiang et al. [11] , we have computed the solution at T = 0.4 with our Taylor-upwind and central schemes. Figure 4 .4 shows the results obtained with NX = 80. In contrast to the scheme described in Liu and Osher [19] , our Taylor-upwind scheme presents instabilities in the solution of the problem (4.8)-(4.9) for Δt = 0.3Δx. However, it presents very accurate solutions when Δt = 0.25Δx. Moreover, the condition of the local maximum principle described in Liu and Osher [19] has not been necessary, as shown in Figure 4 .4(a). The central schemes described in this paper provide smoother solutions than the upwind scheme for the resolution of the problem under study (Figures 4.4(a)-4.4(b) ), although the three schemes present a similar behavior.
Euler equations of gas dynamics. We test our schemes on the system of Euler equations of gas dynamics for a gas with γ = 1.4. We consider a problem with smooth analytical solution and the two Riemann problems studied in Liu and Tadmor [20] . The variables ρ, m, E denote the density, momentum, and total energy per unit volume, respectively. Moreover, p denotes the pressure and v denotes the velocity.
Problem 4. The initial condition is set to be ρ(x, 0) = 1 + 0.2 sin(πx), v(x, 0) = 1, p(x, 0) = 1, with 2-periodic boundary conditions, −1 ≤ x ≤ 1. The exact solution is ρ(x, t) = 1 + 0.2 sin(π(x − t)), v = 1, p = 1. We compute the solution at T = 2 as in Qiu and Shu [22] , using our RK-NCE-central scheme with the componentwise reconstruction described in this paper. Table 4 .4 shows the results obtained considering Δt = 0.1Δx. We can see that our scheme achieves its designed order of accuracy. In Problems 5 and 6 the computational domain is [0, 1]. We integrate the equations to T = 0.16, i.e., before the perturbations reach the boundary of the computational region (free flow boundary conditions). We compute the numerical solution with our RK-NCE-central scheme, using the componentwise reconstruction described in this paper. In Figure 4 .5 we plot the computed solution with NX = 200 grid points as in Liu and Tadmor [20] . We observe the improved resolution in comparison to the corresponding third-order central results of that reference. However, our solutions present more oscillations, which is in agreement with what is commented on in [22] . Qiu and Shu [22] conclude that the componentwise central WENO scheme will become more oscillatory when the order of accuracy increases. Qiu and Shu [22] also observe that the oscillations disappear when the reconstruction is performed on characteristic variables. It is conceivable to expect that the same thing will happen with the new reconstruction proposed in this paper. This will be explored in some future work. 
5.
Conclusions. This paper presents a new fourth-order nonoscillatory reconstruction procedure for upwind and central schemes that solves hyperbolic conservation laws in one spatial dimension, improving the accuracy of the schemes developed in Liu and Osher [19] and Liu and Tadmor [20] . We have proved that our schemes are number of extrema decreasing and this implies convergence along the lines of Liu and Tadmor [20] . Numerical experiments have shown that our schemes are fourth-order accurate, conservative, and nonoscillatory, presenting good behavior without the need of satisfying the local maximum principle described in Liu and Osher [19] . Future research will extend these schemes to several spatial variables. We also may study the linear stability of these schemes by a procedure similar to that developed in Bianco, Puppo, and Russo [3] .
