Emission Computed Tomography (ECT) is widely applied in medical diagnostic imaging, especially to determine physiological function. The available set of measurements is, however, often incomplete and corrupted, and the quality of image reconstruction is enhanced by the computation of a statistically optimal estimate. Most formulations of the estimation problem use the Poisson model to measure fidelity to data.
Introduction
Statistical methods of reconstruction are widely applicable in emission tomography and other photonlimited imaging problems. Unlike the relatively rigid, deterministically-based methods such as filtered back-projection (FBP), they can be used without modification to data with missing projections or low signalto-noise ratios. The Poisson processes in emission and transmission tomography invite the application of maximum-likelihood (ML) estimation. However, due to the typical limits in fidelity of data, ML estimates are usually unstable, and have been improved upon by methods such as regularization, or maximum a posteriori (MAP) probability estimation [1] . With the choice of convex potential functions for Markov random field (MRF) style a priori image models, both ML and MAP reconstructions may be formulated as large scale convex optimization problems. Many approaches to this challenge have been proposed, among which popular alternatives have been variants of expectation-maximization (EM) [2] , an approach derived from indirect optimization through the introduction of the notion of an unobservable complete data set whose expectation forms the algorithmic basis. EM and related methods are called on primarily due to the Poisson likelihood function, while earlier work on least-squares solutions resorted to a variety of more classical numerical methods [3, 4, 5, 6] ; the motivation for formulating such problems in least-squares seems often to have been this availability of simple optimization tools. Linearity of the resulting estimator also opens the problem to more analytical scrutiny. Some previous work [7, 8, 9] has considered the differences between the Poisson and least-squares formulations in terms of image qualities in final estimates, but most current work follows the Poisson model.
We study here the visual and quantitative difference between MAP emission tomographic estimates under the Poisson model and under quadratic approximations to the log likelihood. The quadratics are derived from Taylor series expansions of the Poisson log likelihood. As a first goal, we revisit the issue of the viability of a single, fixed approximation based on an expansion before any iterative optimization takes place. Although the diagnostic cost of any loss of quality is not clear from our work, one can observe that the simplest of quadratics does not always yield a result indistinguishable from the Poisson. We therefore propose a generalization in the form of a short sequence of global quadratic approximations whose minima can be made convergent to the minimum of the Poisson log-likelihood. In its limiting case, this technique is a form of Newton iterations in the dimension of the image, and we therefore call the method global Newton (GN). However, as experimental results show, after only a few updates, the approximation yields final image estimates very close to those of the Poisson model. Thus we expect in practice to be able to freeze the approximation after, at most, a handful of updates. Between the refinements of the global quadratic likelihood model, any form of optimization appropriate for the highly coupled equations for the image pixels may be used. This view of, and computational approach to the MAP reconstruction does not necessarily promise great computational savings, since optimization techniques are already in place which converge in few iterations, and which have per-iteration costs similar to those possible within GN. Rather, we hope to show that the likelihood is in practice sufficiently close to good quadratic approximations that choices of numerical methods to solve the Bayesian tomographic inversion problem may be made viewing the optimization as one of solving a large system of linear equations. Should a user have available software packages for quadratic problems, this may allow its application to the emission problem with negligible loss of quality.
While Newton's method would require that the problem formed by each successive approximation be solved exactly before updating the global quadratic, we suggest that a single update of all image pixels suffices to capture most of the per-iteration gain if a relatively fast-converging algorithm is applied. Various enhanced gradient methods, for example, may be well-suited to the problem [10, 11] . Because it is itself based on local quadratic approximations to the Poisson log-likelihood and has demonstrated relatively rapid convergence, we apply a form of iterative coordinate descent (ICD) to the pixel optimization phase. Thus we will discuss two cases of quadratic approximation below; the first is global and forms the basis of GN; the second is one-dimensional, iteratively solving functions of single pixel values. The latter is used both to compute the exact MAP estimates below and to optimize under the global quadratics of GN.
A Global Newton Algorithm for the MAP Reconstruction Problem

Formulation of the MAP Objective
Statistical image reconstruction requires the evaluation and/or optimization of functionals viewing the probabilistic link between observations and the unknown parameters through the log-likelihood function. For the emission problem, Ü is the AE -dimensional vector of emission rates, is the Å -dimensional vector of projection data (Poisson distributed photon counts). According to the standard emission tomographic model, the observed photon counts Ý for projection follow a Poisson distribution with parameter £ Ü, where £ is the Ø row of the projection matrix . Using the convention that Ô £ Ü, the log-likelihood may be expressed as the sum of strictly convex continuous and differentiable functions ÐÓ È´ Ý Üµ ´Ý ÐÓ Ô Ô ÐÓ ´Ý µµ (1) A variety of system non-idealities, such as varying detector sensitivity, scatter under linearized approximations, and attenuation and random coincidences in positron emission tomography (PET) can easily be included in this model with minor modifications. The first three above may typically be incorporated into the transform matrix , while pre-estimated random coincidence rates are a simple addition to the mean.
Maximum-likelihood (ML) estimation methods are by consensus poor for most emission problems, since high spatial frequency noise tends to dominate ML reconstructions [12] . These high frequencies converge slowly under EM methods of optimization, well after basic image structure is visible. Some ML estimators are therefore "regularized" by a uniform initial image estimate and an early termination of the optimization [13] . We formulate the reconstruction instead from the Bayesian point of view, with an explicit a priori image model stabilizing the estimator, and optimization methods which are designed to approach the unique maximum of the a posteriori probability density as rapidly as possible. Iterations are terminated only when the estimate has stopped evolving more than negligible amounts visually or quantitatively.
We will use throughout this paper the generalized Gaussian MRF (GGMRF) [14] as prior model to illustrate our methods. The GGMRF model has a density function with the form
where is the set of all neighboring pixel pairs, is the coefficient linking pixels and , represents the variance of the prior image, and ½ Õ ¾ is a parameter which controls the smoothness of the reconstruction. This model includes a Gaussian MRF for Õ ¾, and an absolute-value potential function with Õ ½. In general, smaller values of Õ allow sharper edges to form in reconstructed images. Prior information may also be available in the form of constraints on the reconstructed solution. We will assume that the set of feasible reconstructions ª is convex, and in all experiments we will choose ª to be the set of positive reconstructions. Combining this prior model with the log-likelihood expression of (1) yields the expression of the MAP estimate [16] , generalized to the MAP problem [17] , reformulated as a faster sequential algorithm [18] , and greatly speeded (at the cost of reliable convergence)
A Global Newton method for Poisson log-likelihood
in the ordered subsets EM approach [19] , its derivation and even definition are less well understood by most users than the principles of optimizing a quadratic or, equivalently, solving systems of linear equations. It is our hope that freedom to cogitate on this optimization as a quadratic problem may lead to greater insight into, and greater exploitation of the unique characteristics of the tomographic inverse problem.
Because edge-preserving a priori models may have highly non-quadratic cost functionals, all the work below includes the exact log priors. Most MRF image models add relatively little to the per-iteration computational cost in the tomographic problem, which is dominated by the log-likelihood component. They also serve as stabilizing functionals for the MAP estimator, and will therefore tend to mute, not amplify, the error due to use of the likelihood approximation. In the case of the popular Gaussian MRF, of course, the problem remains entirely quadratic. Though the edge-preserving priors have quantitative advantages, the linearity of the reconstruction as a function of the data in the Gaussian case still may facilitate easier interpretation of errors than the nonlinear case, and we expect that the Gaussian will remain a common choice as prior.
We first compute the leading two terms of a Taylor series expansion of the log-likelihood function in the sinogram domain, where independence of the Poisson photon counts simplifies analysis. Using (1), the gradient and the diagonal Hessian evaluated at Ô Ô have entries
Different approaches may be used to take advantage of this approximation. We may evaluate it once before any pixel update at Ô Ý, using the raw measurement data, and keep this approximation fixed during the convergence process [15] . In this case, an approximation to the log-likelihood is
where
Since this approximation converges to the exact log likelihood as
, we expect the error in the approximation to be far less problematic in high-count data than in low. The FBP image is perhaps the most practical, low-cost starting point for MAP estimation. Therefore one may also profit from an approximation at the point Ô Ü È .
A potentially more broadly applicable method involves updating the point of expansion after solving the given quadratic problem, in the manner of Newton's method in N dimensions. Newton search takes a quadratic approximation to the objective function at each step to compute the next element of the sequential series:
The computationally impractical inversion of the Hessian is often approximated through methods such as preconditioning [20] . Convergence is also locally quadratic but generally not assured for non-convex objective functions, and improvements on the original idea have been developed to make Newton's method globally robust [21, 22] . Applying a similar methodology to the MAP estimation problem in (2), we may use the previous estimates to globally approximate the log-likelihood as quadratic for the next image iteration. The parameters of the Taylor series expansion are then evaluated from the forward projection of the current image estimate. Due to its relation to Newton's method in the dimension of the image, we refer to this algorithm as global Newton (GN). Let Ô be the forward projection of the image estimate obtained after optimization on the approximate objective. The expansion point Ô is kept fixed for all pixel updates in a stage of GN, then is updated to form the next quadratic likelihood approximation. It is computed from the initial image (typically the FBP reconstruction) for the first iteration. Evaluating (3) and (4) at Ô Ô , we obtain a new approximation to (1)
To best exploit the nearly quadratic form of the log-likelihood, we seek to update only to a point where the final GN reconstructed image will show no substantial difference from the exact MAP estimate, terminating the iterations of GN early in the sequence. In Newton's method, the members of this series of quadratic problems each in theory pose a computational load similar to the original estimator in (2) . Therefore, the complexity of a precise realization of GN appears to be the product of the number of necessary updates of the global quadratic and the cost of each solution. As discussed below, however, a single iteration of an efficient method on a global quadratic appears sufficient to warrant the next step in GN, eliminating this additional cost. Though our implementation does not exactly solve each global quadratic before computing a new expansion, the updates rapidly bring the minimum of the approximate objective close to the exact MAP solution point. The projection estimate Ô may then be fixed, and the solution to the final problem form may be refined to essentially complete convergence if desired. The necessary number of updates of Ô may be determined by off-line training appropriate to the signal-to-noise ratios typical of the given setting.
Computation of estimates via ICD
Under formulations such as (2) or (7) Using the exact expression of the emission log-likelihood in the MAP estimator, the ICD update of the
where AE is the set of pixels neighboring Ü . In this case Ü Ò and Ü Ò·½ differ at a single pixel, so a full update of the image requires that (8) be applied sequentially at each pixel. Following each pixel update, the forward projections Ü Ò are corrected for the difference Ü Ò·½ Ü Ò . Since Ò indexes single pixel updates applied to optimization under a fixed index for GN approximations, Ü could be written as a subsequence of
Rather than solving the exact equation for each pixel resulting from (2), the ICD/NR algorithm [15] exploits the approximately quadratic nature of the log-likelihood to reduce computation time. It uses a technique similar to Newton-Raphson search by locally applying a second order Taylor series expansion of the log-likelihood as a function of the single pixel value. We retain, however, the exact expression for the prior distribution, because the prior term is often not well approximated by a quadratic function.
Should this function be quadratic, we find the exact solution in a single step. We emphasize that this local quadratic approximation for each pixel update is a separate process from the global approximation to the log-likelihood of the GN approach. Let ½ and ¾ be the first and second derivatives of the log-likelihood evaluated for the current pixel value Ü Ò . Using the Newton-Raphson type update, the new pixel value is
This equation may be solved by analytically calculating the derivative and then numerically computing the derivative's root. With Ô Ò as the current forward projections, the parameters for the update equations for emission data are then
We simply choose a half-interval search to solve (9) since the function being rooted is monotone decreasing.
A full iteration consists of applying a single Newton-Raphson update to each pixel in Ü. We have observed that in all cases, the convergence of ICD/NR is stable. In fact, we have shown that a small modification in the computation of ¾ guarantees the global convergence of the method with any strictly convex prior [23] .
Using an approximation such as GN, with (7) in place of the exact Poisson log-likelihood in equation (2), the computation of the update of the Ø pixel is realized as in (9) 
We label this form of coordinate descent ICD/GN. Updating this quadratic approximation at each pixel (replacing Ô with Ô Ò ) would reduce to the exact solution case of (10) and (11), which means that ICD/GN reduces to ICD/NR in this case. In the present ICD/GN, we keep this approximation fixed for a whole iteration through the image before updating it. Powell [20] proved the global convergence of an algorithm of this type when the Hessian is positive definite everywhere in an open convex set. This corresponds geometrically to strict convexity as in our case, and we have observed stable convergence in all experiments.
Computation time is dominated by the multiplies and divides required to compute ½ and ¾ . Both in ICD/NR of Section 2.3, and in equations (12) and (13) The optimal scan pattern for the sequential pixel updates of the greedy ICD algorithm is not obvious, since nothing in the information carried by the sinogram dictates the best order in which the image pixels should be visited. The order of pixel updates affects convergence speed, and therefore may warrant study to determine the best method. Lexicographic scans which iterate in horizontal, then vertical coordinates every other iteration have advantages analytically [24] , but in our experiments here, simple repeated horizontal scans performed slightly better. Improved convergence speed seems also to be achieved using a random scan pattern [25] . Unless otherwise noted, all results presented here are from random patterns which visit each pixel once per scan. We present below comparisons in objective convergence between a simple lexicographic pattern and a random pattern.
Experimental Performances
Three different sets of data have been used to test the performance of MAP-type estimation with the ICD/GN algorithm. We first realized simulations with a synthetic head phantom in a ¾¼¼ ¢ ¾¼¼ mm field with a total photon count ¿ ¼ ¢ ½¼ . The original, with the FBP reconstruction, is shown in Figure 1 . In addition, real medical SPECT data of a human thorax from T99 sestamibi heart perfusion was used to illustrate a medical application. Reconstructions cover approximately ¿¾¼ ¢ ¾ mm, with a total photon count ½ ¢ ½¼ in this case. Finally, we considered a section of the Derenzo phantom from PET data to study the performance of the algorithm in a low SNR case ( ¢ ½¼ counts). The Derenzo estimates were corrected for attenuation and detector sensitivity by means of a map of correction factors included in the Bayesian model. The attenuation image itself was a MAP transmission image estimate for the phantom.
The projection matrix was subsequently modified to incorporate the corrections as multiplicative factors.
We also included a simple additive model to correct for random coincidences by adding an estimated bias of the emission counts. In addition to correcting photon statistics for random coincidences, this additive factor helps stabilize the convergence of the objective by moving the unbounded points of the likelihood function outside the constraint region. We chose an eight-point neighborhood system with normalized weights for the GGMRF, and investigated results for both Gaussian and non-Gaussian prior models. ML parameter estimation [26] provided the values of in the first two cases, while the last was chosen manually for best visual appearance. All reconstructions were initialized with the FBP image, and all estimates labeled "exact MAP" are computed via ICD/NR with random pixel scans for at least 100 iterations. Independently of the chosen number of updates of the global quadratic approximations, ICD/GN ran 30 and 40 iterations for the PET data, and the head and heart data, respectively.
In each case, we have terminated the GN updates by fixing the quadratic approximation at a point we label Ô. Following arrival at Ô Ô , where Ô corresponds to the forward projection of the image estimate obtained after iterations of the ICD/GN algorithm, the expansion point of the quadratic approximation is kept fixed for the remaining number of iterations. Referring to the two cases presented in 2.2, the parameters of the quadratic approximation may be computed directly from the measurement data ( Ô Ý) and kept fixed, as in (5), or from the forward projection of the FBP image and updated at each iteration ( Ô Ô Ü ), as in (7), until the decision is made to stop the updates. In Figures 2 to 7 , we can see small but perceptible differences between the exact image and its approximation for Ô Ý (a, b), whereas those differences are not visible after updating the quadratic approximation only a small number of times (a, c). It is interesting to determine the smallest number of evaluations of the point of expansion that is required to yield negligible difference between the images computed with ICD/NR and ICD/GN. Keeping the approximation fixed thereafter allows for solving the simple quadratic problem for the remaining iterations. A set of reconstructions with changing Ô Ô showed that after only two iterations (three evaluations of the expansion point, Ô Ü ¾ ), the resulting final images show essentially no difference from the exact estimate (a, c, e). For low SNR cases as in our SPECT and PET data, the algorithm uses a minimum pixel value exponentially decreasing to zero with iterations, in order to avoid frequently hitting the positivity constraint during the first iterations. Table 1 shows error measures relative to the original image, to provide context for the magnitude of differences between the MAP and ICD/GN estimates of the head phantom appearing in Table 2 . The magnitudes of the differences displayed in Table 2 for different numbers of expansion updates show that the results are sufficiently accurate after one or two updates of the expansion first computed from the FBP image for ICD/GN to be very similar to an exact MAP reconstruction. It also indicates that with updating the expansion once per iteration during the complete reconstruction process, the ICD/GN image appears to asymptotically converge to the exact estimate. Detailed study shows that the largest differences occur about the high frequency regions of the image, at the boundaries and outside the object, and especially in the regions where the photon counts are low. This relates to the studies in [15, 8] showing that the larger the photon counts, the better the quadratic approximation to the log-likelihood . This does not, however, visibly affect the quality of the reconstruction. In fact, differences computed only in the region of the object drop by a factor 10 compared with the computation on the whole image. In the low SNR PET example of Figure   8 , we see similarly that after a total of 3 evaluations of the Taylor series for the log-likelihood, we achieve a result nearly indistinguishable from the true MAP estimate computed by ICD/NR.
Expansion point With the exception of the plots in Figure 9 , all the figures presented thus far result from ICD pixel updates in random order. The patterns analyzed in [24] were regular, by lines or by columns, but recent results have shown a potential for improvement in convergence speed with these randomly ordered scans [25] . Figure 10 presents the improvement in convergence speed that a random update pattern offers over a regular lexicographic scan in the case of the Derenzo phantom. A simple linear congruential random number generator guarantees that each pixel in the image is visited once and only once per iteration. The gain here is significant, since after only two iterations the objective has almost converged when the random scan is used, whereas six iterations are necessary when using the lexicographic scan. In addition, it is interesting to study the influence of the scan pattern on the ICD/GN results. Figures 10 and 11 compare the image estimates for Ô Ô ¾ when using the lexicographic or random update pattern. The magnitude plots show that the random pattern eliminates some of the differences between the GN estimate and the exact MAP image. With a sequential update of the pixels, the first pixels in the image tend to be overcorrected since the objective function is greedily optimized at each step. A lexicographic scan, such as in 10 (b) and 11 (a), therefore creates more low frequency artifacts in the image and tends to concentrate those pixels on whichever side of the object is updated first, whereas a random pattern scatters them. The differences in the above figures appear in fact to be the superposition of both the overcorrection discussed above, and the low frequency components which take longer to converge with ICD. Thus the random pattern may offer faster convergence of both the global approximations of GN, and the sweeps of the image under ICD. A potentially interesting variation on the random update would involve a non-uniform spatial distribution of updates dependent on the current image estimate.
These results suggest that any algorithm which converges rapidly for the first few iterations might quickly supply a final global quadratic likelihood approximation, which could then be attacked by any numerical algorithm well suited to quadratic objectives. An initially quite rapid, though non-convergent, form of EM which cycles among subsets of data, known as ordered subsets EM (OSEM) [19] , might be used for the initial estimates, and another, e.g. conjugate gradient or ICD, might be applied to convergence of the resulting fixed quadratic problem [25] .
Conclusion
In 
