Abstract In this study, a copula-based particle filter (CopPF) approach was developed for sequential hydrological data assimilation by considering parameter correlation structures. In CopPF, multivariate copulas are proposed to reflect parameter interdependence before the resampling procedure with new particles then being sampled from the obtained copulas. Such a process can overcome both particle degeneration and sample impoverishment. The applicability of CopPF is illustrated with three case studies using a twoparameter simplified model and two conceptual hydrologic models. The results for the simplified model indicate that model parameters are highly correlated in the data assimilation process, suggesting a demand for full description of their dependence structure. Synthetic experiments on hydrologic data assimilation indicate that CopPF can rejuvenate particle evolution in large spaces and thus achieve good performances with low sample size scenarios. The applicability of CopPF is further illustrated through two real-case studies. It is shown that, compared with traditional particle filter (PF) and particle Markov chain Monte Carlo (PMCMC) approaches, the proposed method can provide more accurate results for both deterministic and probabilistic prediction with a sample size of 100. Furthermore, the sample size would not significantly influence the performance of CopPF. Also, the copula resampling approach dominates parameter evolution in CopPF, with more than 50% of particles sampled by copulas in most sample size scenarios.
Introduction
Hydrologic models are widely used for many water resource management applications such as water allocation, reservoir operation, risk assessment [e.g., Mateo et al., 2014; Fan et al., 2015a; Ma et al., 2016] . In such models, simplified equations are often used to describe a variety of temporally dynamic and spatially distributed processes in watershed systems. Such descriptions may lead to uncertainties existing in model parameters and structures, which further result in randomness in the resulting model predictions. It is of great importance to deal with various uncertainty sources in hydrologic models in order to provide reliable hydrologic predictions [e.g., Li et al., 2013; DeChant and Moradkhani, 2014; Fan et al., 2015b Fan et al., , 2015c Yan et al., 2015; Fan et al., 2016a] .
In the past decade, a large number of approaches have been proposed to quantify uncertainties in hydrologic predictions, among which sequential data assimilation has been widely used for real-time hydrologic prediction. Sequential data assimilation characterizes uncertainties associated with inputs, states, parameters, and outputs of a given model through incorporating available observations of the system, state, or output into prediction process . This kind of method continuously assimilates available measurements to update states and parameters to improve model forecasts [Vrugt et al., 2005] . Ensemble Kalman filter (EnKF) and its variants (e.g., ensemble square root filter, iterative ensemble Kalman filter), as well as particle-based filters (e.g., particle filter (PF), particle Markov chain Monte Carlo) are two typical sequential data assimilation categories. The EnKF and its variants use ensembles to approximate state covariance matrices to achieve suboptimal state estimations in which the error statistics are predicted by solving the Fokker-Planck equation using the Monte Carlo method [Evensen, 2003; Shen and Tang, 2015] .problems with EnKF resulting from its inherent assumptions [Moradkhani et al., 2005a; Montzka et al., 2011; Plaza-Guingla et al., 2012; DeChant and Moradkhani, 2012] .
The particle filter (PF) method, as an example of sequential Monte Carlo (SMC) methods, has been suggested to be applicable for those cases violating the assumption of Gaussian errors in the EnKF approach [Moradkhani et al., 2005b; Weerts and EI Serafy, 2006; Noh et al., 2014; Plaza-Guingla et al., 2013; Fan et al., 2016 Fan et al., , 2017 . PF evolves the sample sets of state variables forward using the SMC method to approximate the predictive distributions [Liu et al., 2012] . The PF and its variants update particle weights instead of the original values for state variables, which can reduce numerical instability especially in physically based or process-based models [Liu et al., 2012] . The implementation of PF is based on the sequential importance sampling (SIS) algorithm [Liu et al., 2001; Moradkhani et al., 2012] . However, SIS generally leads to severe deterioration for particles, which means several particles are merely available with significant weight values. Therefore, a resampling procedure is usually used in PF to replace insignificant particles with those with significant weights. Such a procedure can mitigate sample deterioration in PF and maintain the effective sample size. Resampling techniques mainly include residual resampling, multinomial resampling, and systematic resampling methods. Details for resampling implementation can be found in Li et al. [2015] . Resampling algorithms are able to eliminate weight degeneration in PF, but they may lead to sample impoverishment, in which the diversity of particles is small and cannot sufficiently characterize posterior distributional information for states and parameters. Recent studies proposed particle Markov chain Monte Carlo (PMCMC) approaches by combining the strengths of SMC and MCMC to allow more sufficient representation of the posterior distribution, reduce the chance of sample impoverishment, and lead to a more accurate streamflow forecast with manageable ensemble sizes Yan et al., 2015; Yan and Moradkhani, 2016] .
It is common that unknown parameters in hydrologic models are correlated with each other. Studies have demonstrated that parameter correlation can have crucial effects on both parameter estimation and uncertainties in model predictions [Pohlmann et al., 2002; Lemke et al., 2004; Xu and Gertner, 2008; Manache and Melching, 2008; Rojas et al., 2009; Pan et al., 2011] . Full consideration of parameter interdependence in data assimilation may be an alternative to improve posterior sampling procedure and mitigate particle impoverishment. Therefore, as an extension of previous research, a copula-based particle filter (CopPF) method is proposed in this study. In CopPF, multivariate copulas are introduced into the resampling procedure to reveal the multidimensional correlation structure of model parameters, and the new particles are resampled based on the obtained copulas. Copula approaches have been widely used for multivariate hydrologic modeling [e.g., Kong et al., 2015; Fan et al., 2016b Fan et al., , 2016c Xu et al., 2017] . Recently B ardossy and H€ orning [2016] introduced a copula-based method for Gaussian and non-Gaussian inverse modeling of groundwater flow. Nevertheless, no previous research has been reported to introduce copulas into PF for particle rejuvenation. The developed CopPF approach is the first attempt to improve the resampling procedure in PF by a 
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full characterization of parameter multidimensional correlation structures. The applicability of CopPF is illustrated through two case studies by using a two-parameter regression problem and a hydrologic data assimilation problem.
Methodology 2.1. Particle Filter Method
In a sequential data assimilation process, the state variable in a hydrologic model can be evolved forward as follows:
where g is a nonlinear function expressing states transition in the hydrologic model; x t;i is a set of sample for model states (expressed as x t ); u t,i represents the forcing data; h t , i is a sample set of model parameter vector h t ; and x t;i is the process noise in the model prediction. The model outputỹ t related to real measurements (e.g., streamflow) can be obtained through the measurement operator h(.), subject to model states and parameters as follows:
whereỹ t;i is the simulated value for the observation (e.g., streamflow); v t,i indicates the observation noise .
The essence of the parameter and state estimation problem in the Bayesian filtering framework is to construct the posterior probability density functions (PDFs) of parameters and states conditioned on all previous observations (y 1:t-1 ) and current available observation (y t ) [Gordon et al., 1993 , Fan et al., 2016a . Based on equation (1), the transition probability p(x t , h t | x t-1 , h t-1 ) can be obtained to describe evolution of model states and parameters, while the likelihood (denoted as p(y t |x t , h t )) of y t given estimate for x t , h t can be obtained from equation (2) [Shen and Tang, 2015] . Based on Bayesian law, the posterior of state x t , and parameter h t can be obtained as follows: 
where p(x t , h t | y 1:t-1 ) represent the prior information. When the model is assumed to be Markovian, the prior distribution can be estimated via the Chapman-Kolmogorov equation expressed as follows : where pðx t21 ; h t21 jy 1:t21 Þ is the posterior distribution at previous time step. The optimal Bayesian solution (i.e., equations (3) and (4)) is difficult to determine since the evaluation of the integrals may be intractable [Plaza-Guingla et al., 2013] . Consequently, approximation methods are applied to address the above issues, and particle filter (PF) is one of the most attractable methods.
The PF method is a sequential Monte Carlo method that calculates the posterior distribution of states and parameters by a set of random samples. In PF, the posterior distribution of state variable x t and model parameter h t , given observations y at previous t steps, can be expressed as a weighted function [Arulampalam et al., 2002; Moradkhani et al., 2005b Moradkhani et al., , 2012 :
where {x t;i ; h t;i } is a particle set for model states and parameters with posterior weight values of w 1 t;i ; d is the Dirac delta function which is equal to 1 when x t 5 x t,i and h t 5 h t,i , and equal to 0 otherwise; and N is the sample size.
Assuming the system state to be a Markov process, the posterior weight w 1 t;i in equation (3) can be obtained through a Bayesian recursive expression as follows Yan and Moradkhani, 2016] where w 2 t;i is the prior weight for particle i. pðy t jx t;i ; h t;i Þ can be obtained through the likelihood function Lðy t jx t;i ; h t;i Þ. Equation (6) holds when the transition prior is chosen as the proposal distribution in PF. Moreover, in the data assimilation process through PF, the Gaussian likelihood is widely used in a number of fields [Moradkhani et al., 2005b; Weerts and EI Serafy, 2006; Salamon and Feyen, 2010; Fan et al., 2016a; Yan and Moradkhani, 2016] , which is expressed as Lðy t jx t;i ; h t;i Þ5 1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi ð2pÞ m jR t j p exp ð2 1 2R t ½y t;i 2ỹ t;i 2 Þ
In hydrologic data assimilation through PF, a major challenge is the depletion of a particle set, which means that, after a few iterations (time steps), all particles except one are discarded because their importance weights are insignificant [Doucet et al., 2001; Moradkhani et al., 2005b] . To address the above issue, sampling importance resampling (SIR) algorithms are usually applied to eliminate the particles with small importance weights and replace them with particles with large importance weights.
Modeling Multiple Dependence Through Copulas
A copula functions is a multivariate distribution function with uniform margins on the interval [0, 1]. Sklar's Theorem states that any n-dimensional distribution function F can be formulated through a copula and its marginal distributions [Nelsen, 2006] . Consider one a random vector (X 5 (X 1 , X 2 , . . ., X d )) with the marginal distributions denoted as F 1 (x 1 |c 1 ), F 2 (x 2 |c 2 ), . . .,
, where c 1 , c 2 , . . ., c d are parameters in probability distributions. The joint probability distribution of X 1 , X 2 , . . ., X d can be expressed as
where C(.) is a copula function and h is the parameter in the copula function describing dependence among those correlated variables. If these marginal distributions are continuous, a single copula function C exists, which can be written as [Nelsen, 2006; Aas et al., 2009] 
Based on equations (8) and (9), the corresponding probability density function of random vector X can be formulated as [Nelsen, 2006; Aas et al., 2009] Water Resources Research
where f i ðx i jc i Þ is the probability density function of X i and c(.) is the density function of copula expressed as [Nelsen, 2006; Aas et al., 2009] 
One of most attractable advantages of copulas is that modeling of the marginal distributions can be conveniently separated from the dependence modeling, leading to flexibility in selection of both the marginal and dependent models [Brechmann and Schepsmeier, 2013; Fan et al., 2016b Fan et al., , 2016c . A great number of bivariate copulas have been developed and investigated for bivariate cases such as Gaussian, Student's t, and Archimedean copulas [Nelsen, 2006] . However, for random variables larger than three, the available copula families are rather limited and the standard multivariate copulas may not model their interdependence [Brechmann and Schepsmeier, 2013] .
The pair-copula approach constructs the joint distribution of a d-dimensional multivariate random variable through d(d -1)/2 bivariate copulas [Aas et al., 2009] . There are a great number of possible pair-copula constructions, among which are the canonical vine (C-vine) and D-vine as two widely used decomposition structures [Aas et al., 2009; Xiong et al., 2015] . Figure 1 shows the structures of C-vine and Dvine for four random variables.
Consider a random vector (X 1 , X 2 , . . ., X d ) with F k ðx k Þ and f k ðx k Þ being the CDF and PDF for random variable X k , the joint PDF 
where c k denotes the parameters in marginal distributions and h i;i1jji11;...;i1j21 represents the parameters in copulas. The pair-copula constructions decompose a multivariate probability density into bivariate copulas, with each pair-copula chosen independently from the others, which allows for an enormous flexibility in dependence modeling [Brechmann and Schepsmeier, 2013] .
Copula-Based Particle Filter
Resampling steps are essential for particle filters to mitigate the particle degeneracy effect. Resampling is a process in which a new random measure v . In this process, particles with large weights are duplicated to replace those particles with small weights. A number of resampling approaches have been developed, such as multinomial resampling, systematic resampling, residual resampling, and grouping-based resampling approaches . However, traditional resampling methods may also lead to undesired effects. One of them is sample impoverishment, which means the diversity of the particles is reduced due to the removal of the low-weighted particles [Gordon et al., 1993; Beadle and Djuric, 1997; Bolic et al., 2004; Li et al., 2015] . For example, if only a few particles of v t have significant weights, many of the resampled particles will be the same, i.e., the number of different particles in v Ã t will be small . Recently, some research works have investigated sample impoverishment in the resampling process through combining the strengths of sequential Monte Carlo sampling and Markov chain Monte Carlo simulation Yan and Moradkhani, 2016] . However, the presence of parameter correlation and interaction is not efficiently considered in previous resampling methods, which may reduce the reliability of those algorithms. Consequently, this study aims to propose a copula-based particle filter (CopPF) method by incorporating multivariate copulas in the resampling procedure to reveal the multidimensional correlation structure of model parameters and then rejuvenate particle evolution in a more reasonable way.
In CopPF, the dependence structure of model parameters is quantified through copulas, and the resampled particles are then generated based on the obtained copulas. In general, a hydrologic model has several unknown parameters larger than two, leading to dependence structure of multidimensional. Consequently, the pair-copula method is employed in this study to quantify the multidimensional correlation structure of model parameters. The CopPF method improves upon previous PF methods through resampling new particles based on the joint probability function of the parameters obtained by the paircopula method. This copula-based resampling process can evolve parameter samples by considering their correlation structure, which can lead to new particles located in the high probability density region. Such new particles are also different from the old one, which can keep diversity of particles, Figure 4 . The dependence between a 1 and a 2 during the data assimilation process measured by the Kendall's s. The results suggest highly correlation between a 1 and a 2 in the data assimilation process after a short warm-up period (p < 0.05).
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1. The initial state variables and parameters are sampled from their corresponding uniform distributions:
where h (h 5 {h (1) , . . ., h (d) }) denotes the model parameter vector, x denotes the state variable vector, and ne means the sample size in data assimilation process. x L and x U denote the predefined lower and upper bounds of state variable x and h L and h U denote the predefined lower and upper bounds of parameter h.
2. Assign a prior weight for each particle. In general, the prior weights are assigned uniformly, with each one being equal to 1/ne. 3. At any time step t, the model states for the current step can be forecasted based on the posterior states in step t -1 and the prior parameters in the current step, as expressed by equation (1). The simulated observations are then obtained through equation (2). 4. The particle weights for model states and parameters are updated through equations (6) and (7). . Parameter dependence during the data assimilation process. The first row indicates the posterior distribution for a 1 under different time step, the second row shows posterior distribution for a 2 , and all marginal distributions are obtained by kernel smoothing approach. The last row shows the joint probability distribution for a 1 and a 2 , which indicate significant dependence between these two parameters.
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5. The particles with insignificant weights are removed through a sampling importance resample (SIR) process. In this work, the multinomial resampling scheme proposed by Moradkhani et al. [2005b] is employed. 6. Based on the resampled particles h t112resamp;i , the marginal distribution is constructed for each parameter expressed as h ðiÞ $ G i ðhjc i Þ, where c i are the unknown parameters in marginal distributions. For h t112resamp;i , their distributions can hardly be quantified by some specific distributions (e.g., normal, lognormal) since h t112resamp;i represent the posterior distributions of model parameters at time step t 1 1. Consequently, the nonparametric kernel density estimator is employed to approximate the distributions of h t112resamp;i . For a set of random sample {x 1 , x 2 , . . ., x n } from a distribution with unknown density of f(x), the associated kernel density estimator can be expressed as [Malec and Schienle, 2014] 
where b is a smoothing bandwidth with b ! 0 and nb ! 1 and K is a kernel function with its integral equal to 1, i.e.,
KðuÞdu51. 
, where the superscript i denotes the ith parameter in the original hydrologic model, and G i (i 5 1, 2, . . ., d) represent the CDF of the sample marginal for h t11-resamp obtained by the kernel estimation method in Step 6. This step is required because construction of a copula need to its margins on the interval [0, 1] . In this step, the original samples of model parameters are converted to the corresponding probabilities (denoted as u (i) ) through their estimated probability functions (G i ). These probability values are used for determining the multivariate copula function in the next step. 8. Based on {u (i) }, fit the joint probability density with a D-vine structure expressed as
ÞjgÞ (16) and the joint density function for parameter h can be expressed as
9. Generate new samples forũ through the obtained copula function c 1.
A number of approaches have been proposed to generate samples from multivariate copulas.
In this study, the R package ''CDVine'' [Brechmann and Schepsmeier, 2013 ] is adopted to generate new samples from a multivariate copula with a D-vine structure. 10. Generation of the original sample value for h (i) can be obtained by
11. Generate alternative particles through parameter perturbation by adding small stochastic errors around the sample: (19) where g is a hyperparameter indicating the radius near each sample being explored. This hyperparameter is identified artificially [Moradkhani et al., 2005b; DeChant and Moradkhani, 2012] and set to be 0.1 in this study. Also, such a parameter can be adjusted in data assimilation process through the variance multiplier approach proposed by Leisenring and Moradkhani [2012] . Sðh ðiÞ t11;i Þ is the standard deviation of particle values.
12. Based on Steps 6-11, two sets of samples are available for model parameters in the next time step. One set is generated through copula resampling method described by equations (15-18), and the other set is obtained by stochastic perturbation method described by equation (19). The question is which set of samples will be used for the next time step. A data mismatch index is employed to evaluate the performance of the two sets of resampled particles, which is formulated as
Such an index has been adopted in several data assimilation literatures [e.g., Gu and Oliver, 2007; Chen and Oliver, 2013; Zhang et al., 2014] to evaluate history-matching results. In this study, this index is used for two purposes: (i) it can ensure that the better parameter estimations are chosen in each step and (ii) it can help avoid divergence of the resampled particles in the data assimilation process. Assume that h ðcopÞ t11 are the particles generated through copula resampling method and h 
Case Study I: Simplified Model
A regression model with two unknown parameters, expressed as y t 5 a 1 x 1 a 2 is employed to illustrate the CopPF approach. This simplified model is similar to the one proposed by Vrugt and Sadegh [2013] .
The purpose of this model is to explore the correlation of model parameters during the data assimilation process. Since only two parameters are involved in this simplified model, the joint probability of model parameters can be easily visualized. Synthetic observations are first generated from this model with x 2 ½0; 10, and a 1 5 0.5 and a 2 5 5.0. A total number of 100 observations are generated which are denoted as Y 5 {y 1 , y 2 , . . ., y n } for n 5 100. The proposed CopPF approach is then employed to identify the posterior distributions for a 1 and a 2 from their initial prior distributions, in which a 1 is uniformly distributed within [0, 1] and a 2 has a uniform prior of [-10, 10] . Three indices including root-mean-square error (RMSE), the Nash-Sutcliffe efficiency (NSE) coefficient, and continuous ranked probability score (CRPS) are used for the evaluation of the performance of data assimilation approaches. RMSE and NSE are based on the ensemble average, which are expressed as
where N is the total number of streamflow measurements (or predictions), Qobs i are the observations, Qsim i are the predictions from the hydrologic model, and Qobs is the mean of observations. The CRPS is a measurement of error for probabilistic prediction and defined as the integrated squared difference between the CDF of forecasts and observations [Murphy and Winkler, 1987; Hersbach, 2000; Huang et al., 2017] :
where F f and F8 are CDFs for forecasts and observations, respectively. A small CRPS value indicates a better model performance, with the value of zero suggesting a perfect accuracy for model prediction.
Figure 3 presents the performance of the proposed CopPF approach for the simplified model. Since the model is quite basic, the CopPF can provide accurate predictions. Comparison among the proposed CopPF method, traditional particle filter (PF) method as well as particle Markov chain Monte Carlo (PMCMC) proposed by Moradkhani et al. [2012] is also presented in Figure 3 . The results suggest that CopPF lead to narrower predictive intervals than PF and PMCMC. Table 1 shows the performance evaluation of CopPF, PF, and PMCMC on the toy model, which indicates the good performances of the three methods on such a basic model. However, the developed CopPF approach can achieve a slightly better performance in both deterministic and probabilistic predictions than PF and PMCMC.
To explore the dependence between the two parameters in the model, the values of Kendall's s are generated in each data assimilation step, as plotted in Figure 4 . The results exhibit that after a short warm-up period, the two parameters show statistically significant (p < 0.05) correlation. Moreover, such correlation is negative with the associated Kendall's s value reaching 20.7. This negative correlation can be easily explained from the structure of the simplified model. Both the true values of a 1 and a 2 in the simplified model are positive, which suggests that, once one parameter is overestimated, the other one would get an underestimated value to balance the associated overestimation resulting from the former parameter. Furthermore, the results from Figure 4 suggest a demand to fully consider the correlated relationship between a 1 and a 2 to rejuvenate their evolution in a more reliable way. Figure 5 shows the posterior distributions for a 1 and a 2 , and their joint probability density function obtained by copulas. The above two rows indicate the posterior PDFs for a 1 and a 2 at different time steps, which are obtained by the kernel smoothing approach. The last row shows the joint PDF for a 1 and a 2 . For this toy model, the most appropriate copula for modeling dependence between a 1 and a 2 is automatically selected through the R package ''CDVine'' [Brechmann and Schepsmeier, 2013] by using the Akaike information criterion (AIC). For instance, the joint PDF for a 1 and a 2 at time steps of 20, 50, 80, and 100 are plotted in Figure  4 , in which the corresponding copulas are the rotated Joe copula (908), the rotated BB7 copula (2708), the rotated BB1 copula (2708), and the rotated BB1 copula (2708), respectively. 
. Synthetic Experiment of Hymod
To further illustrate the applicability of the CopPF approach, CopPF is applied to a hydrologic data assimilation problem through the conceptual model Hymod, as shown in Figure 6a . Hymod is a probabilitydistributed model running for several time steps (e.g., minute, hour, daily) [Moore, 1985] . This model is composed of three components representing water storage and routing process in a catchment, in which a Pareto distribution is employed to reflect soil storage capacity, a slow-flow tank is used to route groundwater flow, and three identical quick flow tanks are used to route surface flow. This model has five unknown parameters, including the maximum storage capacity (C max ), spatial variability of soil moisture capacity (b exp ), partitioning factor between the two series of reservoir tanks (a), residence time quick flow tank (R q ), and residence time of slow-tank (R s ), as well as two inputs including precipitation (P (mm/d)) and potential evapotranspiration (ET (mm/d)) [Vrugt et al., 2005; Remesan et al., 2014; Fan et al., 2015b Fan et al., , 2016a . The structure of Hymod is described in Figure 5 . More details about Hymod can be found in a number of sources [Boyle, 2000; Moore, 2007; Gharari et al., 2013] .
A synthetic experiment is initially adopted to test the ability of the CopPF approach. Table 2 provides the ''true'' model parameters predefined before the synthetic experiment. This table also presents the initial fluctuation ranges for the five parameters before data assimilation. Stochastic perturbations are required in a data assimilation framework to account for the uncertainties in model inputs, parameters, and structures. In the synthetic experiment, uncertainties in the measurement of precipitation, potential evapotranspiration 
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as well as streamflow observations are accounted for by adding random perturbations. For potential evapotranspiration and streamflow observations, Gaussian noise is recommended by a number of sources [e.g., DeChant and Moradkhani et al., 2012; Rasmussen et al., 2015] . For precipitation, some previous studies have applied Gaussian noise [e.g., Rasmussen et al., 2015] , while others have concluded that lognormal noise may perform better [e.g., DeChant and Moradkhani et al., 2012] . In this study, the lognormal noise is adopted for the synthetic experiment. The proportionality factors are assumed to be 0.2 for all measurements in the synthetic experiment.
In the synthetic experiment, the initial particle values for model parameters are randomly sampled from their uniform distributions as predefined in Table 2 . The sample size for this experiment was initially set to be 100 and 1 year synthetic observations were used for assimilation into the hydrologic prediction process through the proposed CopPF method. Figure 7 shows the comparison of synthetic observations and predictions from CopPF, PF, and PMCMC. The results demonstrate that the 90% predictive intervals (consisting of 5% and 95% quantiles) from the three data assimilation schemes can generally bracket the synthetic observations and the associated predictive mean values can well track the fluctuation in the synthetic discharges. Figure 8 presents temporal evolution of the five parameters in Hymod (i.e., C max , b exp , alpha, R s , R q ) in the data assimilation process through CopPF, PF, and PMCMC. The results indicate that all five parameters in Hymod are identified well after a number of data assimilation steps. A discharge series larger than 200 days appears to be sufficient to quantify parameter distributions with limited ranges. As shown in Figure 8 , the proposed CopPF can rejuvenate particle evolution in wider fluctuation ranges than those obtained by PF and PMCMC, which suggests the potential of CopPF in mitigating sample impoverishment. However, in all the three data assimilation schemes, some parameters may not converge to their true values (e.g., R s for CopPF, Rq for PF), and the estimations from PMCMC show apparent bias in this experiment.
In hydrologic models, their parameters are generally interrelated, and thus the optimal value of one parameter is dependent upon the values of other parameters. Similarly, such interrelationships among parameters exist in the data assimilation process. Figure 9 presents the interrelationships among different pairs of parameters (denoted as C max -b exp , C max -a, C max -R s , C max -R q , b exp -a, b exp -R s , b exp -R q , a-R s , a-R q , and R s -R q ) measured through Kendall s values. As shown in Figure 9a , the correlation among different parameters is varied in the data assimilation process. Taking the interdependence of C max -b exp as an example, these two parameters are generally positivecorrelated in the former data assimilation steps, then develop a negative correlation structure in the middle period, and then return to a positive correlation structure.
The correlation among other parameters also shows similar characteristics. This suggests that the five parameters in Hymod may be depending on each other, but the dependence structures of one pair of parameters are varied in data assimilation process. Figure 9b presents the p-values associated with the Kendall's s in Figure 9a , in which the p-value less than 0.05 suggests the dependence of two parameters is significant. The results indicate that the interdependence of the five parameters in Hymod is not always significant. In some data assimilation periods, all the five parameters are independent. However, the developed CopPF can also handle such conditions since resampling procedure through stochastic perturbation (expressed by equation (19)) is also involved in CopPF. When the interdependence among parameters is not significant, the particles would be rejuvenated by the stochastic perturbation method, which would be determined by equation (20) . In this experiment, the values of Kendall's s for C max -b exp , C max -a, C max -R s , C max -R q , b exp -a, b exp -R s , b exp -R q , a-R s , a-R q , and R s -R q would be 0. 04, 20.11, 0.06, 20.01, 20.06, 20.01, 0.09, 20.07, 20.09, and 20.06 , respectively, at t 5 62, which shows independent structures among those parameters with all p-values larger than 0.05. At this time step, the particles resampled by the stochastic perturbation method lead to a data mismatch index value of 258.81, while the particles resampled by copulas generate a value of 884.60 for such an index. This indicates that the particles resampled by the stochastic perturbation method would be chosen at this time step.
To further demonstrate the robustness of the proposed method, all the three data assimilation schemes were tested for the synthetic experiment under a number of sample size scenarios. In detail, six sample size scenarios, {50, 100, 200, 300, 400, 500}, were selected, in which 30 replicates were conducted under each sample size scenario. Figure 10 presents the boxplot exhibiting the variations of NSE, RMSE, and CRPS values under different sample size scenarios. It indicates that the performance of CopPF is generally much reliable with limited fluctuating ranges for all the three indices when the sample size is larger than a few hundred values. For instance, as presented in Figure 10 , the generated NSE values are approximately larger than 0.8 for all replicates when the sample size is greater than one hundred. For the probabilistic forecasts obtained from CopPF, the associated CRPS would be less than 4.5 for all replicates when the sample size is equal or larger than 100. For PF and PMCMC, they generally provide better forecasts when the sample size increases. However, the performance of PF and PMCMC shows significant variation for low sample size scenarios, as presented in Figure 10 . Figure 15 . The resampling ratio through copula approach for Hymod: in all sample size scenarios, the copula resampling scheme makes a major contribution in the CopPF for the real-case study.
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10.1002/2016WR020144 Table 3 gives the minimum, maximum, and mean values of NSE, RMSE and CRPS for CopPF, PF, and PMCMC performance under different sample size scenarios. The results suggest that reliable predictions can be generated through CopPF with a sample size larger than 100. Moreover, optimal performance can be achieved by CopPF with relatively modest sample sizes. As shown in Table 3 , CopPF can reach an optimal performance for the synthetic experiment with a sample size over 100, reaching mean values of NSE, RMSE, and CRPS of 0.883, 10.757, and 3.144, respectively. Such a performance will not change significantly as the sample size increases. For instance, the mean NSE values are 0.889, 0.893, 0.894, and 0.897 for the sample size of 200, 300, 400, and 500, respectively. Furthermore, compared with PF and PMCMC, the proposed CopPF can achieve lowest mean values in NSE, RMSE, and CRPS for all sample scenarios, which suggests the best predictions for both deterministic and probabilistic cases.
In CopPF, there are two potential resampling schemes, namely the traditional SIR (i.e., stochastic perturbation expressed by equation (19)) approach and the copula sampling method. At each time step, the particles are resampled through these two schemes and the better sample set is chosen as the posterior estimation for the current stage. The proportion of time steps using the copula sampling scheme is plotted in Figure 11 . It is indicated that more than 52% of the time steps (approximately 190 days) used the copula resampling scheme in the synthetic experiment under a sample size of 50. Such a proportion decreases as the sample size increases. In the extreme scenario with a sample size of 500, the copula resampling scheme contributes less than 2% in the data assimilation process. This means that the copula resampling scheme is more applicable for limited sample size scenarios in which serious sample impoverishment occurs. In terms of this synthetic experiment, the SIR scheme is sufficient to keep considerable sample diversity when 500 samples are adopted and only a few steps are needed for the copula resampling procedure.
Real-World Application for a Small-Scale Watershed
The developed CopPF approach is first tested for hydrologic data assimilation in a catchment located in the north part of the Jing River basin in China. Figure 12b shows the location of the studied catchment, which has a drainage area of 4640 km 2 and two main tributaries converging together at Hongde station (107.198E, 36.768N). In general, the Jing River basin (shown in Figure 12a ) has a semiarid and subhumid continental monsoon climate, resulting in considerable temporal-spatial variations in precipitation [Xu et al., 2017] . From the north to south part of the basin, the annual precipitation ranges from 240 to 710 mm, with approximate 50-60% precipitation occurring in the Summer and Fall seasons. In particular, the studied catchment in this case is located in the northern part of the Jing River basin, and the annual precipitation there fluctuates from 240 to 350 mm with a mean annual precipitation of approximately 309 mm. The areal precipitation data for Hymod were interpolated from site precipitation (denoted as P) measurements distributed over the catchment, and the areal potential evapotranspiration (denoted as ET) data were interpolated from the ET data at the national meteorological stations in the Jing River basin. The streamflow observations at Hongde station were used in this case study.
In this real-world case study, Gaussian noise with a mean value of 0 and 20% relative error was introduced into the potential evapotranspiration to account for uncertainties in this kind of forcing data. Random perturbation was also added to the precipitation, which is assumed to be lognormally distributed with a 20% relative error. Also, Gaussian noise was added to the streamflow observations with a relative error of 20% of the actual observations. The sample size for this case study was set at 100. Figure 13a presents the comparison between 90% predictive intervals from the CopPF method and realworld streamflow discharge data. It can be observed that the obtained predictive intervals can generally match the observations, except for some underestimations in high-flow periods. Moreover, traditional PF with SIR and particle Markov chain Monte Carlo (PMCMC) methods proposed by Moradkhani et al. [2012] are applied to this case study and the results are plotted in Figures 13b and 13c . The results indicate that the predictions from PF and PMCMC can also fit observations well under low flow periods. At high-flow periods, both PF and PMCMC provide underestimations. Even though all three data assimilation schemes provide underestimations at high-flow periods, the proposed CopPF can generally provide better predictions than the PF and PMCMC approaches. To further compare performances of CopPF, PF, and PMCMC, all the three approaches would be run under different sample size scenarios. In detail, the sample size changes from 110 to 490 with an increasing value of 20 in each time and 20 replicates are run for each Figure 16 . Parameter evolution in the data assimilation process through CopPF, PF, and PMCMC for the SAC-SMA model: the cyan region exhibits the 90% predictive uncertain ranges (bracketed by the 5% and 95% quantiles). The black line denotes the predictive means and the blue triangles at the right-hand side suggest the actual parameter values.
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sample scenario with the first 250 steps being the spin-up period. Also, these replicates are run based on similar initial conditions. The corresponding minimum, maximum, and quantile values for NSE, RMSE, and CRPS are generated based on those replicates and plotted in Figure 14 . The results show that the performance of CopPF is generally better than PF and PMCMC for nearly all sample size scenarios. Moreover, the CopPF approach will generate more reliable predictions than PF and PMCMC in this case, with the corresponding NSE values larger than 0.5, RMSE values less than 14 and CRPS values less than 4 for all sample size scenarios. In comparison, the performances of PF and PMCMC vary significantly even under large sample size scenarios.
In the previous synthetic experiment, most particles were evolved through the traditional SIR approach with about 53% particles being generated through the copula sampling method for the sample size of 50. In comparison, most particles were resampled through the copula sampling approach in the real-world case study, as presented in Figure 15 . In all sample size scenarios, parameter evolution was mainly conducted through the copula resampling algorithm, evolving more than 65% time steps for low sample size scenarios. As the sample size increases, the SIR algorithm makes a greater contribution in CopPF, but the copula resampling approach still dominates parameter evolution. For instance, in those scenarios with sample sizes larger than 400, more than 50% of the parameter evolution steps are still performed by the copula resampling method except for the sample size of 450. Compared with the results from the synthetic experiment, the copula resampling method makes greater contributions in the real-world case study. This phenomenon happens mainly because, for the real-case application, a large discrepancy between particle ensembles and the respective observations may frequently occur. The traditional SIR procedure can merely evolve each parameter in its adjacent area separately, which may not lead to preferred particles with better matching observations. The copula resampling approach infers a new set of parameters by considering interrelationships among these parameters and offers greater opportunity to access new samples that lead to a better match between predictions and observations.
5. Case Study III: Sacramento Soil Moisture Accounting Model (SAC-SMA)
Synthetic Experiment of SAC-SMA
The SAC-SMA model will be further applied for testing the applicability of the proposed CopPF approach.
The SAC-SMA model, introduced by Burnash et al. [1973] , is a physically based conceptual model and is used by the National Weather Service (NWS) for streamflow prediction in U.S. As presented in Figure 6b , this model conceptualizes water storage with two vertical zones: (i) the upper zone accounting for the short-term storage of water in soil and (ii) the lower zone representing the longer-term groundwater storage . Each zone has free water and tension water components, in which free water is dominantly driven by gravitation forces but may also be depleted by evapotranspiration, percolation, and horizontal flow, while the tension water (slow-flow component) is driven by evapotranspiration and diffusion [Hirpa, 2013] . This model has six state variable, including the upper zone tension water content (UZTWC), the upper zone free water content (UZFWC), the lower zone tension water content (LZTWC), the lower zone free primary content (LZFPC), the lower zone free supplemental content (LZFSC), and the total tension water content including impervious area (ADIMC). Sixteen parameters are involved in the SAC-SMA model and Table 4 summarizes the description, variation range as well as the synthetic true value to generate the synthetic streamflow and soil moisture for each parameter. Thirteen parameters are considered for data assimilation with the other three ones fixed at prespecified values according to some literates [Gan et al., 2014; Wang et al., 2016] . Similar to the synthetic experiment of Hymod, Gaussian noise is employed to account for uncertainties in evapotranspiration and the synthetic ''true'' observations, while lognormal noise is used for precipitation. A proportionality factor value of 0.2 is used for all measurements in the synthetic experiment.
In this synthetic case, the initial particles for the parameters of SAC-SMA are sampled uniformly from their prespecified intervals presented in Table 4 . The sample size for this experiment is set to be 100. One year synthetic observations are used for data assimilation with the first 50 step used as the spin-up period. Figure  16 compares temporal evolutions of UZTWM, UZFWM, LZTWM, LZFSM, and LZFPM in the data assimilation process by CopPF, PMCMC, and PF. It can be observed that the CopPF can rejuvenate particle evolution in wider fluctuation ranges than those obtained by PF and PMCMC, which can lead to less opportunities for sample impoverishment. Such a conclusion is consistent with that obtained by the synthetic experiment of Hymod. The comparison between ensemble predictions and synthetic observations is shown in Figure 17 . The results conclude that CopPF would produce 90% predictive intervals with larger uncertainties than those from PMCMC and PF. This is mainly due to the wider spread ranges for model parameters as shown in Figure 16 . However, as shown in Table 5 , the results of NSE, RMSE, and CRPS reveal that the proposed CopPF can provide better results for both probabilistic and deterministic predictions than PMCMC and PF.
Real-World Case for a Large-Scale Watershed
The applicability of the developed CopPF approach is further demonstrated through hydrologic data assimilation in a large-scale watershed by SAC-SMA model. As presented by Figure 12a , the Jing River Figure 12a ), while the streamflow measurements at Zhangjiashan station (108.608E and 34.638N) are used for data assimilation by CopPF, PMCMC, and PF approaches. Similar to its catchment in the northern part, Gaussian noise with a mean value of 0 and 20% relative error was introduced into the potential evapotranspiration and streamflow observations to account for their inherent uncertainties in this kind of forcing data, while the precipitation is assumed to be lognormally distributed with a 20% relative error. The sample size for this case study is set at 100 and observations of 3 years are employed with the first 250 iterations used for spin-up of the data assimilation methods. Figure 19 . The resampling ratio through copula approach for SAC-SMA: in all sample size scenarios, the copula resampling scheme makes a major contribution for hydrological data assimilation in Jing River by SAC-SMA.
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10.1002/2016WR020144 Figure 18 shows performance of ensemble predictions from PF, PMCMC, and CopPF. It is noticed that for all three approaches provide accurate predictions during the low-flow periods. However, for high-flow periods, both PF and PMCMC generate underestimations, while the proposed CopPF approach can offer better predictions. Moreover, it is observed that 90% predictive intervals from CopPF are wider than those from PF and PMCMC, especially at high-flow periods. This is due to the fact that the wider spreads of parameter posterior distributions from CopPF, as presented in previous synthetic experiments. To further characterize the impacts of sample sizes on those three methods, three more sample scenarios are chosen, including 200, 300, and 400. As shown in Table 6 , the proposed CopPF can generate reliable results for both deterministic and probabilistic predictions at low sample size scenarios, and the sample size would not influence the performance of CopPF significantly. Such a conclusion is consistent with the one from the first real case by Hymod. In comparison, larger sample may be required for PF and PMCMC to achieve good estimations. Moreover, the particles are mainly rejuvenated by the copula resampling procedure for data assimilation by the SAC-SMA model for Jing River basin, as presented in Figure 19 . This is also consistent with the conclusion for Hymod in the small-scale watershed case.
Discussion
As illustrated in the case of toy model, the choice of copulas for describing the dependence among parameters may be varied during the data assimilation process. This is also true for the application of CopPF for hydrological data assimilation by Hymod and SAC-SMA models. Figure 20 presents copula options of CopPF on the two real cases. It can be found that the copula choosing patterns are quite similar between Hymod and SAC-SMA model. For both cases, Frank copula (i.e., x 5 5) would be chosen most frequently, followed by the Gaussian copula (i.e., x 5 1). This may because that the parameters in these two copulas have least restriction. For instance, the parameter in a Frank copula can be any value except zero, while the parameter in a Gaussian copula is described by a specific correlation coefficient varied in [-1, 1] . In comparison the parameter in a Gumbel (i.e., x 5 4) should larger than 1, which means that it can only be applicable for positive dependence structures (the parameter h in a Gumbel copula can be estimated by h 5 1/(1 -s), where s is the Kendall's correlation coefficient). . Copula options in the data assimilation by Hymod and SAC-SMA hydrological models: the correspondence between xlabel values and copulas can be found in Brechmann and Schepsmeier [2013] . In detail, for both Hymod and SAC-SMA models, Gaussian copula (i.e., x 5 1) and Frank copula (i.e., x 5 5) are used most frequently.
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One major issue of the proposed CopPF approach is its computation demand, since resampling by copulas need additional computation for parameter estimation for both marginal distributions and dependence structures. Such procedures would be extensive time consuming if the best copula combination is determined and then the associated model parameters are estimated by maximum likelihood estimation (MLE) method. For instance, if the above procedures (i.e., include copula selection and parameter estimation by MLE) are applied for Hymod, the computation demand would be about 1908.0 (s) for a sample size of 100, and this would increase to 5993.5 (s) for a sample size of 400. For the SAC-SMA model, much more time is required (about 1.2 3 10 4 (s) for a sample size of 100, and 4.2 3 10 4 (s) for a sample size of 400) since for SAC-SMA with 13 parameters, 78 bivariate copulas should be identified at each time step. Consequently, we recommend to use prespecified copula in the developed CopPF. The Frank copula is used in this study for three reasons: (i) as presented in Figure  20 , Frank copula is used frequently for both Hymod and SAC-SMA models and (ii) Frank copula can model both positive and negative structures; (iii) Frank copula is a kind of Archimedean copula and its parameter can be estimated by inversion of Kendall's s, which is much faster than MLE. Also, using specific copula is acceptable for CopPF, since particles can be rejuvenated by traditional SIR scheme if samples from the Frank copula are unreasonable. Figure 21 presents the computation demands for CopPF, PF, and PMCMC methods for different sample size scenarios, in which CopPF is implemented with the Frank copula. The results show that CopPF needs more computation time than PF and PMCMC. However, compared with CopPF including copula selection, using a specific copula can significantly reduce time consuming of CopPF, especially for the SAC-SMA model. Even though more computational demand is required for implementation of CopPF, it can still applicable since, as illustrated by the two real-case studies, the developed CopPF can improve particle impoverishment and achieve reliable predictions with low sample sizes. Moreover, the sample size does not influence the performance of CopPF significantly. This is meaningful for those models with limited parameters but extensive computational demand. 
Conclusions
In this study, a copula-based particle filter (CopPF) approach has been proposed to improve performance of particle filter (PF) in hydrological data assimilation by introducing copulas to describe parameter interdependence. In data assimilation through CopPF, two resampling schemes are used for particle rejuvenation, in which one set of samples is resampled by traditional sample importance resampling (SIR) procedure and the other set is generated by copula resampling method. A data mismatch index is then employed to determine which set is used for the posterior estimation for current step. The introduction of copula resampling method can generate new particles which are different from the old ones, and thus increase the diversity of the particles and mitigate sample impoverishment.
To demonstrate the applicability of the developed CopPF method, three kinds of models with different parameter dimensions have been considered for simple regression, as well as data assimilation in both small-scale and large-scale watersheds. Comparison with PF and particle Markov chain Monte Carlo (PMCMC) has also been performed through evaluation indices of root-mean-square error (RMSE), the NashSutcliffe efficiency (NSE) coefficient, and continuous ranked probability score (CRPS). Based on those case studies, some findings can be concluded:
1. In data assimilation, posterior estimations for parameters can be correlated among each other, and for one pair of parameters, their correlation structure would be varied and may be positive or negative in data assimilation process. 2. The proposed CopPF can rejuvenate particle evolution in wider fluctuation ranges than those obtained by PF and PMCMC, and thus lead to less chance for particle degeneracy and impoverishment. 3. The CopPF can provide more accurate results for both deterministic and probabilistic predictions than PF and PMCMC at low sample size scenarios. Moreover, the sample size does not influence the performance of CopPF significantly. 4. The computational time may be an issue for implementation of CopPF. But using prespecified copulas can dramatically reduce the computational demand of CopPF. We recommend to adopting the Frank copula in implementation of CopPF since it can describe both positive and negative correlation structures and has least restriction in its parameter estimation.
