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Abstract
We re-derive semi-shortening conditions for four-dimensional su-
perconformal field theory with a different approach. These conditions
have similar patterns that can be generalized to weaker constraints,
including all those of F. Dolan and H. Osborn. In particular, for the
case of N = 4 super Yang-Mills theory, formulated in projective su-
perspace, we find constraints for all BPS operators. We also give an
example how constraints can be found from known ones. These con-
straints are a subset of our maximal set of semi-shortening conditions.
1 Introduction
The AdS/CFT correspondence [1] provides a good way of understanding
N = 4 super Yang-Mills theories or supergravity qualitatively [2]. For a
superconformal theory to be a valid quantum theory, it has to satisfy some
unitarity bounds [3,4]. When the bound is saturated, i.e., when the inequal-
ity becomes equality, the primary field loses some degrees of freedom. This
implies the primary state can be annihilated by some combination of su-
per charge and vice versa (Bogomol’nyi-Prasad-Sommerfield conditions). A
supermultiplet satisfying a BPS condition will be truncated into a shorter
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supermultiplet [5–7], hence it is also called a shortening condition. Various
short and semi-short representations for N = 2 and N = 4 in four dimension
are discussed in [8].
In this paper, we first review how shortening conditions can be treated
as defining coset superspaces [9]. We then show how most semi-shortening
conditions in four dimensions can be obtained by superconformally trans-
forming the massless field equation. The remaining known (semi-)shortening
conditions can then be obtained by a simple generalization. Finally, we con-
sider the example of N = 4 SYM and apply the algorithm to find explicit
expression for semi-shortening constraints.
2 Coset superspace
In ordinary quantum mechanics, wave functions are defined as
φ(x) = 〈x|φ〉 .
〈x| in the above equation is the coordinate basis of Hilbert space, which can
be written as
〈x| ≡ 〈0|U−1(x) = 〈0| e−ixPˆ ,
where |0〉 is the ground state or the highest weight state.
In supersymmetric field theories, we can generalize the “propagator”
from U(x) = eixPˆ to U(x, θ) = e
i
(
xPˆ+θQˆ+θ¯ ˆ¯Q
)
, a general element of the su-
persymmetry group. The coordinate basis in the Hilbert space becomes
〈x, θ| = 〈0|U−1(x, θ, θ¯). Then the “field” of an arbitrary state in the Hilbert
space |φ〉 is again φ(x, θ) ≡ 〈x, θ| φ〉, which is called a superfield. This for-
mulation not only includes all the superpartner fields automatically but also
gives supersymmetry theory an interesting geometric meaning: Supersymme-
try can be treated as adding extra Grassmann coordinates to the ordinary
spacetime coordinates. This generalized space is called superspace. (More
details can be found in [10]).
With this superspace formulation, the generators can be written as deriva-
tives. As the simplest example, the generator of spacetime coordinate trans-
lations can be written as the derivative Pµ = i
∂
∂xµ
. We can check by acting
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Pµ on an arbitrary superfield φ(z), in which z = (x, θ, θ¯):
Pµφ(z) = i 〈0|
∂
∂xµ
e−i(xPˆ+θQˆ+θ¯
ˆ¯Q) |φ〉
= 〈0| e−i(xPˆ+θQˆ+θ¯
ˆ¯Q)Pˆµ |φ〉 .
By the same token, we can also construct other generators as derivatives.
Not all the generators commute with the propagator, therefore, the ordering
matters. We define symmetry generators, G, on superfields as
Gφ(z) = 〈0|U−1(z)Gˆ |φ〉 ,
and the covariant derivatives, g, as
gφ(z) = 〈0|
(
−Gˆ
)
U−1(z) |φ〉 ,
where Gˆ can be any generator of superspace [11]. Thus symmetry and co-
variant derivatives correspond to right and left multiplication, respectively,
on the group element represented by the propagator. Since left and right
multiplication commute, the covariant derivatives are actually invariant un-
der symmetry transformations. (This invariance becomes only covariance if
the coset constraints are used to fix a “gauge” where some of the constrained
coordinates vanish: See below.) In the usual supersymmetry theory, the
generators are {Pˆ , Qˆ, ˆ¯Q, Mˆ, ˆ¯M, Rˆ} which correspond to translation, super-
symmetry, rotation, and R-symmetry.
In superconformal field theory, in addition to the usual generators, there
are also {Kˆ, Sˆ, ˆ¯S, Dˆ}, known as the generators of special conformal trans-
formations, superconformal transformations, and dilatation. In D = 4, the
superconformal group is (P )SU(2, 2|N ). We can wick rotate to (P )SL(4|N )
and treat not only “projective” (P ) but also “special” (S) as gauge invari-
ances. Then the group before gauge fixing is GL(4|N ). The coordinates of
the full superspace, z AM , can be ordered as follows
z AM =


α i α˙
β z αβ z
i
β z
α˙
β
j z αj z
i
j z
α˙
j
β˙ z α
β˙
z i
β˙
z α˙
β˙


=

 Lorentz+scale supersymmetry translationsuperconformal R-symmetry supersymmetry
special conformal superconformal Lorentz−scale

 . (2.1)
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Throughout this paper, all the Greek indices are spinor (fermionic) indices,
Latin indices stand for internal/R-symmetry (bosonic) indices, and calli-
graphic capital Latin indices can be both. The full superspace propagator
can be written as U(z) = exp
(
izGˆ
)
, where Gˆ is the corresponding symme-
try generator. If the ground state is invariant under some symmetries (with
corresponding symmetry generators Hˆι), we can divide symmetry generators
into two groups, Gˆ = {Tˆi, Hˆι}. Then the ground state propagates as
exp
(
izGˆ
)
|0〉 = exp
(
iz˜Tˆ
)
exp
(
iζHˆ
)
|0〉 = exp
(
iz˜Tˆ
)
|0〉
⇒ U˜(z˜) = exp
(
iz˜Tˆ
)
= exp
(
izGˆ
)
mod Hˆι = U(z) mod Hˆι.
In other words, the full superspace becomes a coset superspace. Therefore,
we can set the coordinates corresponding to H to zero. For example, to get
the usual superspace, we gauge away the lower-left triangle and the diagonal
parts of the coordinate matrix as
z AM → z˜
A
M =

1 θ iα′ x α˙α′0 1 θ¯ α˙i′
0 0 1

 .
We can also treat projective superspaces as coset superspaces by modding
out some coordinates. Rearranging the full coordinate matrix as
z AM =


α i i′ α˙
β z αβ z
i
β z
i′
β z
α˙
β
j z αj z
i
j z
i′
j z
α˙
j
j′ z αj′ z
i
j′ z
i′
j′ z
α˙
j′
β˙ z α
β˙
z i
β˙
z i
′
β˙
z α˙
β˙

,
(i runs from 1 to n and i′ from n+1 toN ), we again gauge away the lower-left
and the diagonal blocks
z AM →


1 0 θ i
′
β x
α˙
β
0 1 u i
′
j θ¯
α˙
j
0 0 1 0
0 0 0 1

 . (2.2)
This is a consequence of setting the ground state to be annihilated by Qˆi’s
and ˆ¯Qi
′
’s in full superspace.
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Take N = 4 SYM field strength in projective superspace as an example,
it can be expanded into component fields as follows:
ϕ =(φ+ u i
′
i φ
i
i′ +
1
2
u2φ¯) + θ i
′
α (λ
α
i′ + u
i
i′λ
α
i ) + θ¯
α˙
i (λ¯
i
α˙ + u
i
i′ λ¯
i′
α˙ )
+ θ2αβf
αβ + θ¯2α˙β˙ f¯α˙β˙ − iθ
i′
α θ¯
α˙
i ∂
α
α˙ (φ
i
i′ + u
i
i′φ¯)− iθ
2
αβ θ¯
α˙
i ∂
α
α˙ λ
iβ
− iθ¯2α˙β˙θ i
′
α ∂
α
α˙ λ¯β˙i′ − θ
2
αβ θ¯
2α˙β˙∂ αα˙ ∂
β
β˙
φ¯,
where we have used the internal SL(2)2 to raise and lower the indices. The
“incomplete” expansion of u’s and θ’s is explained at the beginning of sub-
section 7 (equation 7.1).
3 Shortening conditions as coset space
As in section 2, the covariant derivatives for superconformal symmetry
can be written as the following graded matrix:
g NM =


α i α˙
β g αβ g
i
β g
α˙
β
j g αj g
i
j g
α˙
j
β˙ g α
β˙
g i
β˙
g α˙
β˙


=


α i α˙
β m αβ − i
1
2
δ αβ d s
i
β k
α˙
β
j q αj r
i
j s¯
α˙
j
β˙ p α
β˙
q¯ i
β˙
m α˙
β˙
+ i1
2
δ α˙
β˙
d

 (3.1)
=

 Lorentz+scale superconformal special conformalsupersymmetry R-symmetry superconformal
translation supersymmetry Lorentz−scale


In our conventions, the (anti)commutation relations are[
g NM , g
Q
P
}
= δNP g
Q
M − (−1)
(M+N )(P+Q)
δQMg
N
P , (3.2)
where in the exponent of −1
A =
{
0 , A ∈ bosonic
1 , A ∈ fermionic
.
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The usual shortening conditions restrict some g αi φ = 0 or g
i
α˙ φ = 0 (“an-
tichiral” or “chiral”). Together with superconformal symmetry, the short-
ening conditions imply the superfield also vanishes under some R-symmetry
charges or Lorentz ± scale generators, by closure of the algebra. We can,
therefore, set the left-bottom of the coordinate matrix (special conformal
and superconformal coordinates) and some blocks at the right-top (“chiral”
or “antichiral” invariant and the symmetries induced) to zero.
It is worth mentioning that the shortening conditions obtained from
g αi φ = 0 (i.e., q
α
i φ = 0) form a closed set (as do g
i
α˙ φ = 0) that doesn’t
include other g βj or g
j
β˙
. Derivation details are in appendix B.
Take projective superspace as an example: We first divide R-symmetry
indices into two categories (i, i′). Some superspace coordinates vanish under
some supercharges, g αi φ = 0 and g
i′
α˙ φ = 0. These conditions set some
R-symmetry charges acting on the superfield to vanish (see appendix B).
Therefore this gives the coordinate matrix shown in equation (2.2).
We then consider the general case of superspaces with chiral, antichiral,
or “achiral” fermionic coordinates. R-symmetry indices can be split into
three parts (i, i′, i′′), where i is antichiral, i′ is achiral, and i′′ is chiral. Then
the generator matrix can be written as follows:
g NM =


α i i′ i′′ α˙
β g αβ g
i
β g
i′
β g
i′′
β g
α˙
β
j g αj g
i
j g
i′
j g
i′′
j g
α˙
j
j′ g αj′ g
i
j′ g
i′
j′ g
i′′
j′ g
α˙
j′
j′′ g αj′′ g
i
j′′ g
i′
j′′ g
i′′
j′′ g
α˙
j′′
β˙ g α
β˙
g i
β˙
g i
′
β˙
g i
′′
β˙
g α˙
β˙


=


α i i′ i′′ α˙
β × × × × ×
j × ⊗ ⊗ ⊗ ×
j′ q αj′ r
i
j′ r
i′
j′ ⊗ ×
j′′ q αj′′ r
i
j′′ r
i′
j′′ ⊗ ×
β˙ p α
β˙
q¯ i
β˙
q¯ i
′
β˙
× ×

,
where “×” mean it is zero by construction, “⊗” is “induced” to zero. And
6
therefore, the gauged coordinate matrix is
z NM =


α i i′ i′′ α˙
β 1 0 θ i
′
β θ
i′′
β x
α˙
β
j 0 1 u i
′
j u
i′′
j θ¯
α˙
j
j′ 0 0 u i
′
j′ u
i′′
j′ θ¯
α˙
j′
j′′ 0 0 0 1 0
β˙ 0 0 0 0 1


4 On-shell constraints
By definition, superconformal primary superfields must satisfy the condi-
tions
s iαφ(z) = 0 and s¯
α˙
i φ(z) = 0,
which also implies k αα˙ φ(z) = 0. Note that these are covariant derivatives,
not symmetry generators.
For a massless free field, the superfield has to satisfy the on-shell condition
p2φ(z) = 0. However, this condition is not invariant under superconformal
transformations. (These are not symmetry transformations, except on the
vacuum. On the superfield, they are transformations generated by the coset
constraints.) This can easily be seen from the following example:
0 = p2φ
⇒ 0 = s iα p
2φ
=
([
s iα , p
2
]
+ p2s αi
)
φ
=
[
s iα , p
2
]
φ
⇒ 0 = pα˙αq¯
i
α˙ φ. (4.1)
Therefore, a superconformal, massless, free field should also satisfy constraint
eq. (4.1). One can keep applying s or s¯ to get more constraints on the
massless superfield [12]. Since both s and s¯ are fermionic operators, the
number of constraints on the field is finite. The constraints can be represented
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diagrammatically as follows:
{0} p2φ = 0
ւ ց
sւ ց s¯
ւ ց
{1} {2}
ւ ց ւ ց
{3} {4} {5} {6}
ւ ց ւ ց ւ ց ւ ց
✚
✚❃
0
{7} {8} {9} {10} {11} {12} {13} ✟✟
✟✯0{14}
ւց ւց ւց ւց ւց ւց
✟
✟
✟✯0{15}{16}✟✟
✟✯0{17}{18}{19}✟✟
✟✯0{20}✟✟
✟✯0{21}{22}{23}✟✟
✟✯0{24}{25}✟✟
✟✯0{26}
✟
✟✟✯
0
{#} in the diagram means it is identically zero by the coset constraints s =
s¯ = k = 0, hence doesn’t imply any new constraints. All the semi-shortening
conditions in the diagram are compatible with p2 = 0. The full constraints
obtained from p2 = 0 are listed in appendix A. It is worth mentioning that
this formalism is very general in that it automatically includes all semi-
shortening conditions quadratic in covariant derivatives: Interacting cases
will simply lack some of the higher-dimension conditions (e.g., p2 = 0).
For example, we can translate the most well-known semi-shortening con-
ditions (Qˆi)2 |0〉α˙1···α˙2j¯ = 0 and ǫ
αβQˆiβ |0〉αα2···α2j ,α˙1···α˙2j¯ = 0 into superspace
language as (qi)2φα˙1···α˙2j¯ = 0 and ǫ
αβqiβφαα2···α2j ,α˙1···α˙2j¯ = 0 respectively. In
the paper by F. Dolan and H. Osborn [8], there is another semi-shortening
condition (Qi2 −
1
2j+1
Qi1) |j, j¯〉 = 0 which is, in fact, just another form of
ǫαβQˆiβ |0〉αα2···α2j ,α˙1···α˙2j¯ = 0. In terms of superfields, this condition is equiv-
alent to (
qiαm +α + jq
i+
)
φα1···α2j ,α˙1···α˙2j¯ = 0. (4.2)
Equation (4.2) is a special case of constraint {13}, which is
qkγ
[
δij
(
m αγ −
i
2
δ αγ (d− 2i)
)
− δαγr
i
j
]
+ (k ↔ i) = 0
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by taking k = i and α = +. These conditions all come from constraint
{6}, qjαqjα = 0. We can also obtain the complex conjugate semi-shortening
conditions by using constraint {3}.
To conclude this section, we claim that the full set of possible semi-
shortening conditions quadratic in covariant derivatives can be obtained by
just analyzing field equations without using the unitarity condition.
5 Semi-shortening conditions
We now generalize the method used in section 4. First we note that the
full set of constraints quadratic in covariant derivatives can be expressed in
manifestly covariant form as the equation [12]
g
(N
(M g
Q]
P] = 0, (5.1)
where ( ] means it is antisymmetric when interchanging two fermionic in-
dices and symmetric otherwise. We define the set g2 as the collection of
all quadratic generators of this form. This set includes the massless Klein-
Gordan equation p2 = 0 in 4D spacetime. Thus, the results of that section
could be obtained by looking for the covariant expression containing p2 = 0.
This covariance is under transformations generated by covariant derivatives.
(As for all covariant derivatives, these equations are invariant under super-
conformal symmetry transformations.) Thus, taking the (anti)commutator
of almost any one of g2 with g iα or g
α˙
i gives other constraints in this set. In
general,[
g NM , g
(Q
(P g
S]
R]
}
= δNP g
(Q
(M g
S]
R] + (−1)
κ((M+N )(P+Q))δNR g
(Q
(P g
S]
M]
−(−1)κ((M+N )(P+Q))δQMg
(N
(P g
S]
R]
−(−1)κ((M+N )(P+Q+R+S))δSMg
(Q
(P g
N ]
R] . (5.2)
For example, if we start with g
[α
(i g
β]
i) = 0 (i.e., (q
i)2 = 0) together with
superconformal generators leads to g
(γ
(i g
j)
i) = 0, g
(α
[i g
β]
γ] = 0, g
(k
(i g
ρ]
γ] = 0,
and g
(k
(i g
j)
i) = 0.
Of course, all the shortening conditions form a subset of the set of all
generators g1. Since the generators and the indices will increase rapidly as
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we go on and it is not important here to know what the indices and the coeffi-
cients are, we will only give qualitative expressions of the (anti)commutation
relations unless otherwise needed. For example, we will write equation (5.2)
as [
g, g2
}
∼ δg2.
The next thing to check is the (anti)commutation relation of any two
elements in g2. It can be easily found by using the following identity:[
g
(N
(M g
Q]
P] ,O
}
= 2g
(N
(M
[
g
Q]
P] ,O
}
−
[
g
(N
(M ,
[
g
Q]
P] ,O
}}
, (5.3)
where O is an arbitrary operator. Therefore, by substituting O with some
element in g2 together with equation (5.1) we get[
g2, g2
}
∼ δg
(
g2
)
+ δδg2. (5.4)
The g (g2) term means a symmetry generator “times” an element in g2
that cannot be combined into g3, the set of all cubic operator of the form
g
(N
(M g
Q
P g
S]
R] . Equation (5.4) tells us that a superfield under some con-
straints in g2 can only give constraints the same strength as or weaker than
g2, it never goes to g1. In other words, no matter how many semi-shortening
conditions there are, it won’t imply any shortening conditions.
From the discussion above, we found that g1 and g2 have some nice fea-
tures: They are closed under symmetry transformation and they don’t give
stronger constraints (g1 is the strongest set of constraints other than mak-
ing the field identically zero). The question now arises: Does g3 have these
properties? Before checking [g3, g3}, we first derive an “intermediate step”,
[g2, g3}, which is of the same importance as [g3, g3}. By using equation (5.3),
we have the following: [
g2, g3
}
∼ δg(g3) + δδ(g3). (5.5)
Since we are interested in [g3, g3} at the first place, we will come back to the
equation (5.5) later. With the aid of equation (5.5), we get the following:[
g3, g3
}
∼ δ(g2)(g3) + δδg(g3) + δδδ(g3). (5.6)
From the equation above, we can conclude that [g3, g3} won’t imply any
constraint stronger than g3.
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Back to the “intermediate step”, equation (5.5). One may notice that
the (anti)commutation relation between g2 and g3 gives constraints same as
or weaker than g3 (also g1 with g3 gives g3). This means weak constraints
always stay weak or even weaker, and it will not effect stronger constraints.
The above statements can be generalized to all gn with positive and finite
integer n, where
gn ≡
{
g
(N1
(M1
g N2M2 · · · g
Nn]
Mn]
}
The first thing to do is to find the (anti)commutation relations between
elements in two arbitrary sets, gn and gm. To find the (anti)commutation
relation between the elements of these sets, we first generalize equation (5.3)
to the nth power:
[gn,O} =
(
n
1
)
g
(B1
(A1
g B2A2 · · ·
[
g
Bn]
An]
,O
}
+ (−1)1
(
n
2
)
g
(B1
(A1
g B2A2 · · ·
[
g
Bn−1]
An−1]
,
[
g
Bn]
An]
,O
}}
+ · · ·
+ (−1)n−1
(
n
n
)[
g
(B1
(A1
,
[
g B2A2 , · · ·
[
g
Bn−1]
An−1]
,
[
g
Bn]
An]
,O
}}}}
=
n∑
i=1
(−1)i−1
(
n
i
)
g˜n−iadg˜
iO, (5.7)
where
g˜n−iadg˜
i = g
(B1
(A1
· · · g Bn−iAn−i
[
g
Bn−i+1
An−i+1
, · · ·
[
g
Bn−1
An−1
,
[
g
Bn]
An]
,O
}}}
.
The proof is in appendix C.
Without loss of generality, we assume m ≥ n and substitute O with gm.
By using equation (5.7), the (anti)commutation relation between gn and gm
is
[gn, gm} ∼ δgn−1gm + δδgn−2gm + · · ·+ δδ · · · δ︸ ︷︷ ︸
n
gm. (5.8)
From this relation, we conclude the stronger constraints transform weaker
constraints into some other weaker constraints but not the other way around.
6 Comparison with the “old” results
In this section, we show that the semi-shortening conditions in F. Dolan
and H. Osborn’s paper [8] can be reproduced by using g2 and g3 constraints.
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As has been discussed in section 4,
(qi)
2φα˙1···α˙2j¯ = 0 and q
α
i φαα2···α2j ,α˙1···α˙2j¯ = 0
(and the complex conjugate of that) are just special cases of g2 constraints.
The rest of the semi-shortening conditions in the paper are

pα˙αφαα2···α2j ,α˙α˙2···α˙2j¯ = 0 (with scale dimension ∆ = 2 + j + j¯)
pα˙αqiαφα˙α˙2···α˙2j¯ = 0 (with ∆ = 2 + j¯)
pα˙αq¯ iα˙ φαα2···α2j = 0 (with ∆ = 2 + j
pα˙α
[
qiα, q¯
j
α˙
]
φ = 0 (with r = 0)
in superspace language. These are actually special cases of g3-constraints
acting on different superfields.
Take pα˙α
[
qiα, q¯
j
α˙
]
φ = 0 as example. It can be written as g
(α
(α˙ g
β
β˙
g
j]
i] φ = 0
if φ satisfies r = 0. The detailed derivation is shown in the following:
0 = g
(α
(α˙ g
β
β˙
g
j]
i] φ
= −3
(
p
[α
[α˙ q
β]
|i| q¯
j
β˙]
− p [α[α˙ q¯
|j|
β˙]
q
β]
i − p
[α
[α˙ p
β]
β˙]
r
j
i
)
φ
= −3
(
p
[α
[α˙ q
β]
|i| q¯
j
β˙]
− p [α[α˙ q¯
|j|
β˙]
q
β]
i
)
φ
⇒ 0 = pα˙α
[
qiα, q¯jα˙
]
φ.
The relations between g3 constraints and the semi-shortening conditions in
their paper are listed in the following table:
g3 Dolan and Osborn Shortening conditions
g
(α
(α˙ g
β
β˙
g
j]
i] p
α˙α
[
qiα, q¯
j
α˙
]
φ = 0 R-symmetry eigenvalue = 0
g
(α
(α˙ g
β
β˙
g
γ˙]
i] p
α˙αqiαφα˙α˙2···α˙2j¯ = 0 ∆ = 2 + j¯, γ˙ = −
g
(β
(α g
γ
α˙g
i]
β˙]
pα˙αq¯ iα˙ φαα2···α2j = 0 ∆ = 2 + j, γ = +
g
(β
(α g
γ
α˙g
γ˙]
β˙]
pα˙αφαα2···α2j ,α˙α˙2···α˙2j¯ = 0 ∆ = 2 + j + j¯, β = +, γ˙ = −
In fact, we can get the whole list of constraints by starting with the first
constraint (g
(α
(α˙ g
β
β˙
g
j]
i] = 0) and repetitively taking (anti)commutators with
s or s¯. We can get the second constraint (g
(α
(α˙ g
β
β˙
g
γ˙]
i] = 0) or the third
constraint (g
(β
(α g
γ
α˙g
i]
β˙]
= 0) by applying an s or s¯ on the first constraint. By
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applying both s and s¯ once, one can get g
(β
(α g
γ
α˙g
γ˙]
β˙]
= 0. The full constraints
induced by g
(α
(α˙ g
β
β˙
g
j]
i] = 0 are listed in appendix D.
Here we should also mention that the constraints induced by g
(α
(α˙ g
β
β˙
g
j]
i] =
0 form a closed set. One might expect that some other constraints will
be induced by the (anti)commutation relation between two arbitrary g3-
constraints. However, according to equation (5.8), the (anti)commutation
relation between g3-constraints will be “proportional” to g3. In other words,
since g
(α
(α˙ g
β
β˙
g
j]
i] = 0 already induced all possible g
3-constraints, the (anti-)
commutation relation is “proportional” to some g3-constraint. Hence, it will
not give additional constraints.
As advertised, we have reproduced all the semi-shortening constraints
by using g2 and g3 constraints. To this day, only g2 and g3 constraints
have been considered in the literature. Our work shows that there can be
infinite numbers of semi-shortening constraints (i.e. gn’s) which we think
are complete, in the sense that any set of semi-shortening conditions must
be a subset of them. The following section is an explicit example of gn+1
constraints satisfied by trϕn. We expressed all the constraints on a multiplet,
including those on the Lorentz and SU(4) representations, as differential
equations on coset space.
7 N = 4 SYM in projective superspace
The generalized semi-shortening conditions (gn = 0) can be used on the
N = 4 SYM field strength in projective superspace. In general, the field
strength ϕ obeys semi-shortening conditions
r
(b
(a r
d)
c) ϕ = 0 (g
(b
(a g
d)
c) ϕ = 0). (7.1)
In the free theory, this generalizes to all the g2 constraints, but for the non-
abelian case the derivatives must be generalized to gauge-covariant deriva-
tives, and “nonminimal” field strength terms are needed. However, no non-
minimal terms are needed for the above equation, since the r derivatives have
dimension 0, whereas field strengths have dimension of at least 1. (Further-
more, a gauge can be chosen where the gauge potential for r vanishes.)
A direct consequence of this for the BPS operators is that
rn+1tr ϕn = r
(j1
(i1
· · · r jn+1)
in+1)
tr ϕn = 0
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since at least one of the ϕ’s will be hit by two r’s. Also, note the r deriva-
tives always reduce to ordinary derivatives outside the trace, since it’s a
gauge singlet. Since we are working with projective superspace, we divide
R-symmetry indices into two categories (i′, i′′) where the primed ones are
antichiral and the double primed ones are chiral. The field strength ϕ van-
ishes when hit with q αi′ and q¯
i′′
α˙ (g
α
i′ and g
i′′
α˙ ). However, the semi-shortening
condition above is not invariant under some supersymmetry transformations.
Therefore, we can apply the algorithm discussed in section 5 to find other
semi-shortening conditions.
Take n = 3 as an example,
0 = g αj′ g
(b
(a g
d
c g
f
e g
i)
h) tr ϕ
3
=
[
g αj′ , g
(b
(a g
d
c g
f
e g
i)
h)
]
tr ϕ3 + g
(b
(a g
d
c g
f
e g
i)
h) g
α
j′ tr ϕ
3
=
(
δ bj′ g
(α
(a g
d
c g
f
e g
i)
h) + δ
d
j′ g
(b
(a g
α
c g
f
e g
i)
h) + δ
f
j′ g
(b
(a g
d
c g
α
e g
i)
h) (7.2)
+δ ij′g
(b
(a g
d
c g
f
e g
α)
h)
)
tr ϕ3,
where the unprimed Latin indices are arbitrary numbers from 1 to 4. It is
obvious from equation (7.2) that g
(α
(a g
d
c g
f
e g
i)
h) tr ϕ
3 = 0. Repeatedly applying
[g αi′ , · },
[
g i
′′
α˙ , ·
}
, [g iα , · }, or
[
g α˙i , ·
}
to all the constraints, we get
the set of constraints induced by g
(b
(a g
d
c g
f
e g
i)
h) = 0, which is made of and
only of all the positive scale dimension g4 constraints.
One might expect that there are some weaker constraints implied by
taking the (anti)commutator of two arbitrary constraints above. However,
these weaker constraints can also be decomposed into three generators times
some positive scale dimension constraints, therefore no additional constraints.
For example, one of the constraints induced by
g
(b
(a g
d
c g
f
e g
i)
h) = 0 and g
(k
(j g
m
l g
o
n g
α)
p) = 0
is
0 = g
(α
(a g
c
b g
e)
d) g
(h
(f g
j
i g
l
k g
n)
m) tr(ϕ
3) = g
(α
(a g
c
b g
e)
d)
(
g
(h
(f g
j
i g
l
k g
n)
m) tr(ϕ
3)
)
which gives nothing but 0 = 0. Therefore, the shortening and semi-shortening
constraints in this case, g4, form a closed set.
A general rule for projective superspace: If there exists a particular con-
straint gmφ = 0, this would imply all the positive scale dimension elements in
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gm to be constraints on φ; unless this gm has at least one R-symmetry index
that is not arbitrary.
The n = 3 discussion above is an example of this rule.
Since the constraint rn+1tr ϕn = r
(j1
(i1
· · · r jn+1)
in+1)
tr ϕn = 0 is always true
for arbitrary i’s and j’s, by using the above mentioned rule,
all gn+1tr ϕn = 0. (7.3)
Therefore, we got constraints for tr ϕn by using semi-shortening con-
straints satisfied by ϕ. One can get the explicit form of the constraint by
simply expand it and rewrite everything in covariant derivatives.
We take n = 3 in equation (7.3) as an example. We can choose g4 to
be g
(α
(ρ˙ g
β
σ˙ g
j
i g
l]
k] , which can be expanded as follows (together with equation
(3.2)):
0 =g
(α
(ρ˙ g
β
σ˙ g
j
i g
l]
k] trϕ
3
=
[
g αρ˙ g
β
σ˙
(
6g ji g
l
k + δ
j
i δ
l
k
)
+ 12g αρ˙
[
g
j
σ˙ , g
β
i
]
g lk − 3
{
g
j
ρ˙ g
l
σ˙ , g
α
i g
β
k
}
+ (i↔ k) + (j ↔ l)− (ρ˙↔ σ˙)− (α↔ β)
]
trϕ3.
Rewrite g in terms of individual covariant derivatives (see equation (3.1)):
0 =
[
p αρ˙ p
β
σ˙
(
6r ji r
l
k + δ
j
i δ
l
k
)
+ 12p αρ˙
[
q¯
j
σ˙ , q
β
i
]
r lk − 3
{
q¯
j
ρ˙ q¯
l
σ˙ , q
α
i q
β
k
}
+ (i↔ k) + (j ↔ l)− (ρ˙↔ σ˙)− (α↔ β)
]
tr ϕ3
=− ǫαβǫρ˙σ˙
[
pγ˙δpγ˙δ
(
6r
(j
(i r
l)
k) + δ
(j
(i δ
l)
k)
)
+ 12pγ˙δ
[
q¯
(j
γ˙ , q(i|δ
]
r
l)
|k)
− 3
{
q¯γ˙(j q¯
l)
γ˙ , q
δ
(i qk)δ
}]
trϕ3.
Therefore, we found trϕ3 satisfies semi-shortening constraint:
0 =
[
pγ˙δpγ˙δ
(
6r
(j
(i r
l)
k) + δ
(j
(i δ
l)
k)
)
+ 12pγ˙δ
[
q¯
(j
γ˙ , q(i|δ
]
r
l)
|k)
− 3
{
q¯γ˙(j q¯
l)
γ˙ , q
δ
(i qk)δ
}]
trϕ3.
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We can also choose g5 semi-shortening constraints on trϕ4. Here we
choose g5 as follows:
g
(α
(ρ˙ g
β
σ˙ g
j
i g
l
k g
n]
m] = 10g
[α
[ρ˙ g
β]
σ˙] g
j
i g
l
k g
n
m − 60g
[α
[ρ˙| g
β]
i g
j
|σ˙]g
l
k g
n
m − 30g
[α
i g
β]
k g
j
[ρ˙ g
l
σ˙]g
n
m
+30g
[α
[ρ˙ g
β]
σ˙] g
j
i g
l
k δ
n
m − 60g
[α
[ρ˙| g
β]
i g
j
|σ˙]g
l
k δ
n
m + 35g
[α
[ρ˙ g
β]
σ˙] g
j
i δ
l
k δ
n
m
−30g [α[ρ˙| g
β]
i g
j
|σ˙]δ
l
k δ
n
m + 15g
[α
[ρ˙ g
β]
σ˙] δ
j
i δ
l
k δ
n
m + (i↔ k ↔ m)
+(j ↔ l ↔ n),
which indicates trϕ4 satisfies the following constraint:
0 =
[
pα˙αpα˙α
(
2r
(j
(i r
l
k r
n)
m) + 6r
(j
(i r
l
k δ
n)
m) + 7r
(j
(i δ
l
k rδ
n)
m) + 3δ
(j
(i δ
l
k δ
n)
m)
)
−6pα˙αq(i|αq¯
(j
α˙
(
2r l|kr
n)
m) + 2r
l
|kδ
n)
m) + δ
l
|kδ
n)
m)
)
− 6q α(i qk|αq¯
α˙(j q¯ lα˙ r
n)
|m)
]
trϕ4.
The two examples above are satisfied on BPS representations.
8 Conclusions
In section 5, we proved operators gn ≡
{
g
(N1
(M1
g N2M2 · · · g
Nn]
Mn]
}
transform
covariantly (up to an overall coefficient) under (P )SU(2, 2|N ) symmetry.
From the discussions in sections 3 and 6, we found that the most well-known
shortening and semi-shortening conditions form a subset of g1, g2, and g3.
Since the new method treat semi-shortening constraints as covariant oper-
ators gn (which are essentially derivatives), together with the algebras in
section 5, it is easier to manipulate with and write down the explicit expres-
sions of semi-shortening conditions. In particular, we found in subsection 7
for the case of N=4 SYM that the full set of gn+1 constraints apply to the
BPS operators tr ϕn and gave some examples with explicit forms.
A Appendix: Constraints from p2 = 0
{ 0 } p2 = 0
{ 1 } pα˙αq¯iα˙ = 0
{ 2 } pα˙αqiα = 0
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{ 3 } q¯ α˙i q¯jα˙ = 0
{ 4 } qjαq¯ α˙i + 2δ
j
ip
γ˙αmα˙γ˙ + iδ
j
ip
α˙αd− 2pα˙αrji = 0
{ 5 } −q¯ α˙j q
iα + 2δijp
α˙γm αγ − iδ
i
jp
α˙αd− 2pα˙αrij = 0
{ 6 } qiαqjα = 0
{ 7 } 0 = 0 (no new constraint)
{ 8 }
{
q¯ α˙i
[
δkj
(
m
β˙
γ˙ +
i
2
δ
β˙
γ˙(d− 2i)
)
− δβ˙γ˙r
k
j
]
+ (i↔ j)
}
= 0
{ 9 }
{
q¯ α˙i ǫ
αγ
[
δ
j
k
(
m βγ −
i
2
δ βγ d
)
− δβ˙γ˙r
j
k
]
+q¯ γ˙k ǫ
αβ
[
δ
j
i
(
mα˙γ˙ +
i
2
δα˙γ˙(d− 2i)
)
− δα˙γ˙r
j
i
]}
= 0
{ 10 } qjαǫα˙γ˙
[
δki
(
m
β˙
γ˙ +
i
2
δ
β˙
γ˙d
)
− δβ˙γ˙r
k
i
]
− (j, α˙↔ k, β˙) = 0
{ 11 }
{
q¯ α˙j ǫ
αγ
[
δik
(
m βγ −
i
2
δ βγ d
)
− δβ˙γ˙r
i
k
]
− (j, α↔ k, β) = 0
{ 12 } qiαǫα˙γ˙
[
δkj
(
m
β˙
γ˙ +
i
2
δ
β˙
γ˙d
)
− δβ˙γ˙r
k
j
]
+qkγǫα˙β˙
[
δij
(
m αγ −
i
2
δ αγ (d− 2i)
)
− δαγr
i
j
]
= 0
{ 13 } qkγ
[
δij
(
m αγ −
i
2
δ αγ (d− 2i)
)
− δαγr
i
j
]
+ (k ↔ i) = 0
{ 14 } 0 = 0 (no new constraint)
{ 15 } 0 = 0 (no new constraint)
{ 16 } ǫα˙γ˙
[
δℓi
(
m
ρ˙
α˙ +
i
2
δ
ρ˙
α˙d
)
− δρ˙α˙r
ℓ
i
] [
δkj
(
m
β˙
γ˙ +
i
2
δ
β˙
γ˙(d− 2i)
)
− δβ˙γ˙r
k
j
]
+(i↔ j)) = 0
{ 17 } 0 = 0 (no new constraint)
{ 18 }
[
δℓi
(
mρ˙α˙ + i
2
ǫρ˙α˙d
)
− ǫρ˙α˙rℓi
] [
δkj
(
mαβ − i
2
ǫαβd
)
− ǫαβrkl j
]
+ǫαβ
[
δℓk
(
mρ˙γ˙ + i
2
ǫγ˙ρ˙d
)
− ǫγ˙ρ˙rℓk
] [
δ
j
i
(
mα˙γ˙ +
i
2
δα˙γ˙(d− 2i)
)
− δα˙γ˙r
j
i
]
= 0
{ 19 } 0 = 0 (no new constraint)
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{ 20 }
[
δℓi
(
mρ˙α˙ + i
2
ǫρ˙α˙d
)
− ǫρ˙α˙rℓi
] [
δkj
(
mαβ − i
2
ǫαβd
)
− ǫαβrkj
]
−(ℓα˙↔ k, ρ˙) = 0
{ 21 }
[
δℓi
(
mρ˙α˙ + i
2
ǫρ˙α˙d
)
− ǫρ˙α˙rℓi
] [
δkj
(
mαβ − i
2
ǫαβd
)
− ǫαβrkj
]
−(i, α↔ j, β) = 0
{ 22 } 0 = 0 (no new constraint)
{ 23 }
[
δiℓ
(
mαρ − i
2
ǫαρd
)
− ǫαρriℓ
] [
δkj
(
mβ˙α˙ + i
2
ǫα˙β˙d
)
− ǫα˙β˙rkj
]
+ǫα˙β˙
[
δkℓ
(
mγρ + i
2
ǫγρd
)
− ǫγρrkℓ
] [
δij
(
m αγ −
i
2
δ αγ (d− 2i)
)
− δ αγ r
i
j
]
= 0
{ 24 }
[
δiℓ
(
m ρα −
i
2
δ ρα d
)
− δ ρα r
i
ℓ
] [
δ
j
k
(
mαβ + i
2
ǫαβ(d− 2i)
)
− ǫαβrjk
]
= 0
{ 25 } 0 = 0 (no new constraint)
B Appendix: Closure of shortening
In this appendix, we will use equation (3.2) to prove the closure of short-
ening conditions induced by setting g αi = 0. We let i and α be a fixed value,
and the remaining indices are arbitrary. The nontrivial (nonvanishing) com-
mutation relations are:
1. 0 = {g αi , g
j
β } = δ
α
βg
j
i + δ
j
i g
α
β . This implies g
j
i and g
α
β should also
vanish.
2. Since g ji = 0, then we have 0 = [g
j
i , g
α
i ] = δ
j
i g
α
i . g
α
i = 0 is our
starting point, therefore, this gives no new constraint.
3. 0 = [g kβ , g
j
i ] = δ
k
i g
j
β . This doesn’t give a new condition.
4. 0 = [g αi , g
α
β ] = δ
α
β g
α
i . This is again the starting point.
5. 0 = [g αβ , g
j
γ ] = δ
α
γ g
j
β . No new condition.
Therefore, the superfield vanishes under g αi , g
β˙
i , g
j
β , g
β˙
β , g
j
i , and g
α
β . It
won’t imply the vanishing of any other g βi or g
i
α˙ . The algebra of shortening
condition g iα˙ = 0 is the complex conjugate of the above ones.
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The consequence of this can be easily realized diagrammatically. We first
write down the generator matrix with superconformal and special conformal
generators vanishing:


α 1 2 · · · N α˙
β g αβ 0 0 0 0 0
1 g α1 g
1
1 g
2
1 · · · g
N
1 0
2 g α2 g
1
2 g
2
2 · · · g
N
2 0
...
...
. . .
...
N g αN g
1
N g
2
N · · · g
N
1 0
β˙ g α
β˙
g 1
β˙
g 2
β˙
· · · g N
β˙
g α˙
β˙


.
If we choose g αi = 0, then the whole row with such an element should
completely vanish (also g αβ ):


α 1 2 · · · N α˙
β 0 0 0 0 0 0
1 g α1 g
1
1 g
2
1 · · · g
N
1 0
2 g α2 g
1
2 g
2
2 · · · g
N
2 0
...
...
. . .
...
i 0 0 0 0 0 0
...
...
. . .
...
N g αN g
1
N g
2
N · · · g
N
1 0
β˙ g α
β˙
g 1
β˙
g 2
β˙
· · · g N
β˙
g α˙
β˙


.
For g iα˙ = 0, instead of row, it is the column with g
i
α˙ that vanishes (together
with g β˙α˙ ).
C Appendix: Proof of equation (5.7)
In this section, we are going to prove the identity:
[gn,O} =
n∑
i=1
(−1)i−1
(
n
i
)
g˜n−iadg˜
iO, (C.1)
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where

(
m
n
)
≡
(m+ n)!
m!n!
adxy ≡ [x, y]
g˜n−iadg˜
i = g
(B1
(A1
· · · g
Bn−i
An−i
[
g
Bn−i+1
An−i+1
· · ·
[
g
Bn−1
An−1
,
[
g
Bn]
An]
O
}}}
This identity can be proven by using mathematical induction. Before
starting this, it is useful to derive the equation:
adgnO =
[
g
(B1
(A1
· · · g Bn]An] ,O
}
= g
(B1
(A1
[
g B2A2 · · · g
Bn]
An]
,O
}
+(−1)κ(
∑n
i=2(Ai+Bi))κ(O)
[
g
(B1
(A1
,O
}
g B2A2 · · · g
Bn]
An]
= g
(B1
(A1
[
g B2A2 · · · g
Bn]
An]
,O
}
+(−1)κ(
∑n
i=2(Ai+Bi))κ(A1+B1)g
(B2
(A2
· · · g BnAn
[
g
(B1]
(A1]
,O
}
+(−1)κ(
∑n
i=2(Ai+Bi))κ(O)
[[
g
(B1
(A1
,O
}
, g B2A2 · · · g
Bn]
An]
}
= g
(B1
(A1
[
g B2A2 · · · g
Bn]
An]
,O
}
+ g
(B1
(A1
· · · g Bn−1An−1
[
g
(Bn]
(An]
,O
}
−
[
(B1
(A1
· · · g Bn−1An−1 ,
[
g
Bn]
An]
,O
}}
= g˜ adg˜n−1O + g˜
n−1adg˜O − adg˜n−1 (adg˜O) . (C.2)
Now we start the proof:
• For n = 2, equation (C.1) is obviously true since it is nothing but
equation (5.3). (This can also be seen by taking n = 2 in equation
(C.2).)
• Assume equation (C.1) is true for n = k. Then we can check if n = k+1
is also true by direct calculation:
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adgk+1O = g˜
kadg˜O + g˜ adg˜kO − adg˜k (adg˜O)
= g˜kadg˜O + g˜
[
k∑
i=1
(−1)i−1
(
k
i
)
g˜k−iadg˜
iO
]
−
[
k∑
i=1
(−1)i−1
(
k
i
)
g˜k−iadg˜
i (adg˜O)
]
=
(
k
0
)
g˜kadg˜O +
(
k
1
)
g˜kadg˜O
+
[
k∑
i=2
(−1)i−1
(
k
i
)
g˜k−i+1adg˜
iO
]
+
[
k+1∑
i=2
(−1)i−1
(
k
i− 1
)
g˜k−i+1adg˜
iO
]
=
(
k + 1
1
)
g˜kadg˜O +
[
k+1∑
i=2
(−1)i−1
(
k + 1
i
)
g˜k−i+1adg˜
iO
]
=
[
k+1∑
i=1
(−1)i−1
(
k + 1
i
)
g˜(k+1)−iadg˜
iO
]
where we have used equation (C.2) and
(
k + 1
i
)
=
(
k
i− 1
)
+
(
k
i
)
.
Hence, equation (C.1) is also true for n = k + 1.
• By mathematical induction, equation (C.1) is true for every integer
n ≥ 2.
D Appendix: Full set of g3-constraints.
This appendix is the list of all possible g3-constraints. This set can be
induced by the highest scale dimension constraint: g
(α
(α˙ g
β
β˙
g
j]
i] = 0. Since
negative scale dimension constraints always kill the superfield by construction
(sφ = 0, s¯φ = 0, or kφ = 0), we list only the constraints with non-negative
scale dimension in the table below.
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αβi αβα˙ αij αiα˙ ijk
ρ˙σ˙ℓ g
(α
(ρ˙ g
β
σ˙ g
i]
ℓ] g
(α
(ρ˙ g
β
σ˙ g
α˙]
ℓ] g
(α
(ρ˙ g
i
σ˙ g
j]
ℓ] g
(α
(ρ˙ g
i
σ˙ g
α˙]
ℓ] g
(i
(ρ˙ g
j
σ˙ g
k]
ℓ]
ρ˙σ˙ρ g
(α
(ρ˙ g
β
σ˙ g
i]
ρ] g
(α
(ρ˙ g
β
σ˙ g
α˙]
ρ] g
(α
(ρ˙ g
i
σ˙ g
j]
ρ] g
(α
(ρ˙ g
i
σ˙ g
α˙]
ρ] g
(i
(ρ˙ g
j
σ˙ g
k]
ρ]
ρ˙ℓm g
(α
(ρ˙ g
β
ℓ g
i]
m] g
(α
(ρ˙ g
β
ℓ g
α˙]
m] g
(α
(ρ˙ g
i
ℓ g
j]
m] g
(α
(ρ˙ g
i
ℓ g
α˙]
m] g
(i
(ρ˙ g
j
ℓ g
k]
m]
ρ˙ℓρ g
(α
(ρ˙ g
β
ℓ g
i]
ρ] g
(α
(ρ˙ g
β
ℓ g
α˙]
ρ] g
(α
(ρ˙ g
i
ℓ g
j]
ρ] g
(α
(ρ˙ g
i
ℓ g
α˙]
ρ] g
(i
(ρ˙ g
j
ℓ g
k]
ρ]
ℓmn g
(α
(ℓ g
β
mg
i]
n] g
(α
(ℓ g
β
mg
α˙]
n] g
(α
(ℓ g
i
mg
j]
n] g
(α
(ℓ g
i
mg
α˙]
n] g
(i
(ℓ g
j
mg
k]
n]
ρ˙ρσ g
(α
(ρ˙ g
β
ρ g
i]
σ] g
(α
(ρ˙ g
β
ρ g
α˙]
σ] g
(α
(ρ˙ g
i
ρg
j]
σ] 0 0
ℓmρ g
(α
(ℓ g
β
mg
i]
ρ] g
(α
ℓ g
β
mg
α˙]
ρ] g
(α
ℓ g
i
mg
j]
ρ] 0 0
ℓρσ g
(α
(ℓ g
β
ρ g
i]
σ] 0 0 0 0
αα˙β˙ α˙ij α˙β˙i
ρ˙σ˙ℓ g
(α
(ρ˙ g
α˙
σ˙ g
β˙]
ℓ] g
(α˙
(ρ˙ g
i
σ˙ g
j]
ℓ] g
(α˙
(ρ˙ g
β˙
σ˙ g
i]
ℓ]
ρ˙σ˙ρ g
(α
(ρ˙ g
α˙
σ˙ g
β˙]
ρ] g
(α˙
(ρ˙ g
i
σ˙ g
j]
ρ] 0
ρ˙ℓm g
(α
(ρ˙ g
α˙
ℓ g
β˙]
m] g
(α˙
(ρ˙ g
i
ℓ g
j]
m] 0
ρ˙ℓρ 0 0 0
ℓmn 0 0 0
ρ˙ρσ 0 0 0
ℓmρ 0 0 0
ℓρσ 0 0 0
0 means it is negative scale dimension constraint, therefore no additional
constraints.
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