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Introduction {#sec005}
============

Human bodies are composed of muscle, fat, inorganic salt, water and other components, each of which make up a percentage of the total mass of the human body. To a certain extent, changes in human body composition reflect physiological or pathological changes. Therefore, using body composition analysis in clinical practice may be beneficial for preventing disease as well as for treatment and rehabilitation \[[@pone.0235735.ref001]\]. However, many factors affect body composition. These include age, gender, height, weight, race, ethnicity, medical history, dietary intake, exercise status and so on \[[@pone.0235735.ref002]\]. Equally, prediction accuracy of body composition tends to be determined by the selection of the method. It is therefore clear that a reliable prediction method for human body composition which has high prediction accuracy, strong adaptability and better efficiency is necessary. To date, human body composition prediction methods have included both linear regression methods and intelligent prediction methods, from which many valuable results have been obtained.

Many researchers working with the linear regression prediction method for human body composition have utilized a bioelectrical impedance measurement (BIA), using gender, age, weight, height and bioelectrical impedance as independent variables for a regression prediction equation of human body composition. This equation is able to estimate fat-mass (FM), fat-free mass (FFM), body fat (BF), total body water (TBW) and so on. The commonly used equations for body composition prediction are those of Wang \[[@pone.0235735.ref003]\], Deurenberg \[[@pone.0235735.ref004]\] and Lukaski \[[@pone.0235735.ref005]\]. Chinese scholars have carried out similar work and proposed several human body composition prediction equations for differing groups of people (such as those of different ages, sex, race and so on). Zhang et al. \[[@pone.0235735.ref006]\] proposed a PBF prediction equation which made use of the skinfold thickness of female children with a bone age of between six and eight. However, the accuracy of these algorithms is not high. By using a magnetic resonance imaging method, Liu et al. \[[@pone.0235735.ref007]\] established a regression equation for predicting the visceral and subcutaneous fat of both male and female participants. However, this method is difficult to carry out correctly and is not cost effective. Yang et al. \[[@pone.0235735.ref008]\] proposed a prediction equation for total water, fat-free lean tissue and adipose tissue based on the BIA method, and measured its correlation using the isotope dilution method. Wang et al. \[[@pone.0235735.ref009]\] established a prediction equation--also based on BIA--for total water content and fat-free body weight which demonstrates high accuracy rates. These methods predict the model according to a regression equation. However, once the regression equation is determined, it becomes difficult to adjust it according to the situation, which means adaptability is poor. Moreover, the regression equation is established based on a certain range of statistical data, meaning errors tend to be significant.

A range of intelligent prediction methods for human body composition have been proposed by scholars worldwide. Kupusinac et al. \[[@pone.0235735.ref010]\] suggested an artificial neural network-based measurement method which can train many obtained sample sequence sets to establish an FM prediction model. However, training is slow and results do not always converge. Ferenci et al. \[[@pone.0235735.ref011]\] compared three differing approaches: linear regression, feed-forward neural networks and support vector machines. Simulation results indicated that support vector machines predict human body fat percentage slightly better than the other two approaches, meaning it has higher accuracy. Lu et al. \[[@pone.0235735.ref012]\] described an intelligent BF prediction method based on a 3D-shape. Here, a null shape descriptor was selected using a baseline regression model. This then uses visual cues as morphological priori to improve the prediction baseline, resulting in an improved prediction accuracy of BF. Shao et al. \[[@pone.0235735.ref013]\] proposed a BF prediction strategy which combines any two of the following four methods: multivariate regression (MR); artificial neural networks (ANN); multivariate adaptive regression splines (MARS); support vector regression (SVR). Their results demonstrated that a combined prediction model is better than an individual model. Zhu et al. \[[@pone.0235735.ref014]\] suggested a human visceral fat area (VFA) prediction model based on wavelet neural networks. When compared to regression models, this model demonstrated significantly improved prediction. Liu et al. \[[@pone.0235735.ref015]\] suggested an SVM-based bioelectrical resistance anti-human body fat measurement method to improve their model's generalization ability. However, this is only suitable for a small sample. Chen et al. \[[@pone.0235735.ref016]\] developed a body component prediction model using Akaike information criterion (AIC)-selected characteristic parameters and then used improved entropy to solve the model. This model's accuracy was improved; however, the algorithm is very complex. The common feature of these models is that they make predictions according to the learning mechanism of the intelligent algorithm, meaning the accuracy of the algorithm is significantly improved. However, their disadvantages are that algorithms are influenced by the sample and may converge prematurely, meaning adaptability is poor.

As discussed above, while linear regression is simple, accuracy is low. In contrast, intelligent prediction algorithm is complex, yet has a high accuracy rate. However, as with linear regression, the existing intelligent prediction approach is influenced by samples and adaptability is poor. Therefore, to obtain a better performance prediction model, we explored the intelligent algorithms of the genetic algorithm series. Genetic algorithms are used for optimization problems in many fields \[[@pone.0235735.ref017]\], although they have the disadvantages of being easily trapped in local optimization and poor optimization efficiency. To obtain better optimization results in diverse domains, genetic algorithms have been improved by many scholars. Sangaiah et al. \[[@pone.0235735.ref018]\] proposed a hybrid Taguchi-genetic learning Aagorithm (HTGLA), in which the Taguchi method is inserted between crossover and mutation operations. They found that the algorithm improved prediction accuracy. Rahmani Hosseinabadi et al. \[[@pone.0235735.ref019]\] described an extended genetic algorithm which reached better solutions in terms of computational times and objective values. The fast genetic algorithm suggested by Khanduzia et al. \[[@pone.0235735.ref020]\] has higher accuracy and faster running speed, and is the combination of a genetic algorithm and a fast branch and cut method. Additionally, adaptive genetic algorithms (AGAs) were developed to improve the ability to find the optimal solution. The AGA can be adjusted by adaptive genetic parameters to improve an algorithm's adaptability, thereby improving both convergence speed and accuracy. However, since AGAs still tend to achieve partial optimization, various modified adaptive genetic algorithms have been proposed.

Ravindran et al. \[[@pone.0235735.ref021]\] described an improved adaptive genetic algorithm (IAGA), in which they employed a new scaling technique to avoid premature convergence. In addition, they applied an adaptive crossover and mutation techniques to mask the concept and increase population diversity. Results demonstrate that this algorithm is better at finding global optimal solutions. Seong et al. \[[@pone.0235735.ref022]\] proposed an enhanced adaptive genetic algorithm which combines an adaptive genetic algorithm (AGA) with conventional invasive weeds optimization (IWO) technology. This combination improved search capability and convergence speed. Yan et al. \[[@pone.0235735.ref023]\] suggested an improved sparse adaptive genetic algorithm in which the parameters of adaptive crossover operator and the mutation operator were improved to achieve global optimization. Results showed that this algorithm has a higher accuracy, although its calculation is less efficient.

Zhang et al. \[[@pone.0235735.ref024]\] were able to improve the chaotic adaptive genetic algorithm. Based on the adaptive crossover operator and the mutation operator, chaotic sequences were introduced to initialize the population, while elite retention and mixed sorting operations were utilized to solve precocity. Simulation results suggested that this algorithm has a stronger global search ability, faster convergence speed and greater robustness. In the improved adaptive genetic algorithm described by Fu et al. \[[@pone.0235735.ref025]\], a restart strategy was used to solve the algorithm's premature convergence problem, while a greedy strategy was employed to improve optimal solution searching speed. These authors also utilized an adaptive crossover operator and a mutation operator to increase the algorithm's adaptability. Results demonstrated that this algorithm has a higher success rate and a faster solution solving speed than others. Yang et al. \[[@pone.0235735.ref026]\] suggested a solution for improving an adaptive genetic algorithm based on retention policy. In this model, individuals with a higher adaptability demonstrated a lower probability of crossover and mutation operator, while those with poor adaptability demonstrated adaptive crossover and mutation operator. This solution was found to have a faster convergence speed as well as to be more stable.

Following the above research, we found that modified adaptive genetic algorithms not only solve the problem of poor adaptability for these models, but also prevent falling into local optimum. Surprisingly, they also have stronger optimization capability and high convergence efficiency, although no attempts have been made to apply this to the prediction of human body composition. With the aim of obtaining higher prediction accuracy, stronger generalization ability and faster convergence speed, we developed a modified adaptive genetic algorithm for improving the prediction of human body composition. This algorithm improves the selection operator, accounting for the retention problem of the characteristic parameter (individual) with high adaptability in an initial evolution as well as the degradation of the algorithm in late evolution. More importantly, it can be used to find the optimal weight set for the prediction model, combining the advantages of both the roulette strategy and the optimal retention policies.

It is noteworthy that the fitting model should be built before solving the unknown weight of the prediction model and that the construction of the fitting model also has an important impact on prediction accuracy. Furthermore, its construction depends on the selection of the human characteristic parameters. Therefore, an improved human body composition feature selection algorithm was proposed in this paper. The related background information is discussed in the section 'Feature selection and establishment of the body composition fitting model'.

There are three novel contributions in this paper. The suggested feature selection algorithm was firstly used to select the correct feature parameters to build a fitting model. Secondly, we utilized the proposed modified adaptive genetic algorithm to solve the unknown weight set of the model. Finally, a series of simulations were designed to verify the performance of the proposed algorithms. The main details of these contributions are:

1.  We propose an improved RReliefF algorithm which combines sample distance metric with sample morphometry and develop a sample similarity distance model which combines human numerical parameter sample distance and sample morphological distance.

2.  Based on the improved human body composition feature selection algorithm which combines RReliefF and mRMR, the detailed flow of the algorithm's selected feature is designed to obtain the preferred feature set of human body composition.

3.  We propose an improved selection operator which combines both roulette selection and optimal retention strategies. This combined strategy retains the most adaptive individuals while removing the least suitable individuals, ensuring a diversity of individual choices.

4.  A flow chart of this human body composition prediction algorithm based on a modified adaptive genetic algorithm is developed, and the weight-solving problem of the human body component prediction model is solved.

5.  We designed algorithm simulations to analyse how to choose algorithm parameters, algorithm adaptability and efficiency as well as the proposed algorithm's prediction accuracy of the body composition model.

Materials and methods {#sec006}
=====================

Ethics statement {#sec007}
----------------

The study is consistent with the Helsinki Declaration. Dalian University granted ethical approval to carry out the study within its facilities. The body composition data that was tested in this study, such as height, weight and fat percentage and so on, were not ethically sensitive. We did not test people, but instead collected basic body composition data on the universal INBODY measurement device. The body composition tester (the universal INBODY measurement device) will not cause any harm to the human body. All participants were informed of the purposes of the study and the risks associated with the procedures. Written informed consent was obtained from all participants before the study commenced.

Feature selection and establishment of the body composition fitting model {#sec008}
-------------------------------------------------------------------------

Selecting the correct characteristic parameters related to body composition is a key part of the body composition fitting model. In this case, the eight-segment impedance model of the trunk subdivision \[[@pone.0235735.ref027]\] was used to obtain bioelectrical impedance parameters *R*~1~ \~ *R*~8~ of the human body. In addition to considering the eight-segment impedance values, this should also include other physiological parameters that affect body composition such as gender (*S*), age (*A*), height (*H*), weight (*W*), ethnicity (*N*) and other factors. Therefore, basic characteristic parameters such as *R*~1~ \~ *R*~8~, *S*, *A*, *H*, *W* and *R* are grouped as first characteristic parameters, while the square of the impedance value of each segment in addition to reciprocal and multiple products of every pair are grouped as second characteristic parameters: $R_{i}{}^{2}$, 1/*R*~*i*~, *R*~*i*~*R*~*j*~(1 ≤ *i* ≤ 8, 1 ≤ *j* ≤ 8). Combining both first and second characteristic parameters resulted in a candidate feature parameter set of human body composition: *R*~1~ \~ *R*~8~, *S*, *A*, *H*, *W*, *N*, *R*, $R_{i}{}^{2}$, 1/*R*~*i*~, *R*~*i*~*R*~*j*~(1 ≤ *i* ≤ 8, 1 ≤ *j* ≤ 8).

It is clear that there are many candidate feature parameters whose relationships can be correlation, nonlinearity or irrelevance. Therefore, it is necessary to design a functional feature parameter selection algorithm to remove both uncorrelated and redundant feature parameters. Commonly used feature selection algorithms are often divided into two types: filter and wrapper algorithms. While the initial group has a high computational efficiency, it fails to fully consider redundancy between features. In contrast, the latter group is good at identifying key features, but its calculation speed is slow and it cannot cope well with high-dimensional data sets.

Therefore, in order to obtain a better selection effect, these two types of algorithms--or similar algorithms--are often combined. Zhang et al. \[[@pone.0235735.ref028]\] proposed the filter-wrapper hybrid feature subset selection algorithm, also known as the maximum Spearman minimum covariance cuckoo search (MSMCCS). These authors adjusted both correlation and redundancy weights based on the MSMC algorithm and then used both the weighted combination and the cross-mutation strategy in the improved cuckoo search algorithm to obtain the optimal feature subset. This algorithm has a higher efficiency and strong classification accuracy. Chen et al. \[[@pone.0235735.ref029]\] suggested a human physiological feature selection algorithm based on filtering and improving clustering. A feature filtering method based on the Hilbert Schmidt-dependent criterion is utilized to eliminate irrelevant features, while the improved chameleon clustering method removes redundant features, efficiently removing uncorrelated and redundant features. Hu et al. \[[@pone.0235735.ref030]\] proposed a filtering plus encapsulation hybrid feature selection algorithm which utilizes the partial mutual information method to filter out most unrelated and redundant features while utilizing the FA-based wrapper method to further reduce such features. Use of this method can lead fewer parameters yet more effective features. In addition, this model has a high prediction accuracy.

Chhikara et al. \[[@pone.0235735.ref031]\] described a hybrid filter-wrapper feature selection algorithm based on improved particle swarm optimization. Multiple regression filtering techniques and t-tests were used to optimize the selection of key features. Improved PSO was used to further reduce the number of features, meaning this method has a higher classification accuracy. Solorio-Fernández et al. \[[@pone.0235735.ref032]\] proposed a new hybrid filter-package clustering method which categorizes features according to the correlation of features at the 'filter' stage. This method searches for the best feature subset by integrating an improved Calinski-Harabasz index at the wrapper stage as well as utilizing simple ordering and an inversed elimination approach. This algorithm has a higher operational efficiency and is suitable for large datasets. Wang et al. \[[@pone.0235735.ref033]\] proposed a feature selection algorithm which combined both the RReliefF and mRMR algorithms. The ReliefF is used to calculate the weight coefficients of each feature, while the mRMR algorithm has the optimal correlation within categories as well as minimal redundancy between each category. This algorithm can improve classification accuracy.

Based on the above analysis, it can be seen that the combined algorithms perform better. However, due to the particularity of human physiological characteristic parameters, the new combined selection algorithm should be considered. The physiological parameters of the human body include the impedance of each segment. However, samples of the left and right upper limbs as well as the left and right lower limbs are similar. The existing combination algorithm discussed above does not consider these similarities. Therefore, we suggest an improved RReliefF algorithm which takes advantage of the mRMR algorithm while also considering a sample distance measurement as well as a sample morphology measurement. This algorithm is tailored to the selection of human body component characteristics parameters.

### Improved RReliefF algorithm {#sec009}

Since human physiological parameters are unique, the bodily values of two people with different physiological parameters (such as impedance, height and weight) may be similar. In contrast, these values may differ for two people with similar physiological parameters. As shown in [Table 1](#pone.0235735.t001){ref-type="table"}, the distance metric (Euclidean distance) between sample 1 and sample 2 is smaller than that between sample 1 and sample 3, while PBF values of sample 1 and sample 3 are similar. This means that when using the RReliefF algorithm to calculate the distance between samples, errors will occur with the original distance metric, which in turn means that it cannot find a more accurate closest neighbor sample. This means that, in our algorithm, when calculating sample data distance, we also considered the sample morphological distance; that is, the combination of the sample distance metric and the sample morphological metric. Therefore, the RReliefF algorithm is further improved for selecting the parameters of human characteristics.
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###### The data of sample distance.

![](pone.0235735.t001){#pone.0235735.t001g}

  Sample   Height (cm)   Weight (kg)   PBF (%)
  -------- ------------- ------------- ---------
  1        175           65            21.2
  2        177           62            19.7
  3        180           68            20.9

The Euclidean distance between samples is calculated to find the nearest neighbor sample of the sample using the RRelief algorithm. [Eq 1.1](#pone.0235735.e003){ref-type="disp-formula"} is used to calculate Euclidean distance between sample *i* and sample *j*: $$d_{ij} = \sqrt{\sum\limits_{k = 1}^{m}{(x_{ik}^{} - x_{jk}^{})}^{2}}$$ where *x*~*ik*~ is the *k*-th body physiological parameter value of sample *i*, *x*~*jk*~ is the *k*-th body physiological parameter value of sample *j* and *m* is the total number of the physiological parameters of the human body. Since both the human body characteristic parameters and the Euclidean distance coefficient have different dimensions, the calculation result must be treated with caution. The relative Euclidean distance coefficient is used as a sample data distance coefficient to solve this. Quality indicators are both standardized and normalized: $$D_{\text{ij}} = \frac{d_{ij} - \text{min}(d_{ij})}{\text{max}(d_{ij}) - \text{min}(d_{ij})}$$ where min(*d*~*ij*~) is the minimum and max(*d*~*ij*~) is the maximum value of Euclidean distance. The above equation shows that the norm of the value is closer to 0, suggesting that the distance between the two samples is smaller; when the value is closer to 1, the sample distance is larger.

In order to measure the morphological distance of the sample, the Pearson correlation coefficient of the calculated sample is used. This calculation formula is: $$r_{ij} = \frac{\sum\limits_{k = 1}^{m}{(x_{ik} - {\overline{x}}_{i})(x_{jk} - {\overline{x}}_{j})}}{\sqrt{\sum\limits_{k = 1}^{m}{(x_{ik} - {\overline{x}}_{i})}^{2}}\sqrt{\sum\limits_{k = 1}^{m}{(x_{jk} - {\overline{x}}_{j})}^{2}}}$$ where ${\overline{x}}_{i},{\overline{x}}_{j}$ are the mean values of the human physiological parameters for samples *i* and *j*, respectively. Sample morphological distances can be indicated using the absolute value of the similarity coefficient; that is, R~ij~ = \|*r*~ij~\|(R~ij~ ∈ \[0,1\]). In order to ensure that the morphological distance coefficient and relative Euclidean distance coefficient have a synchronized significance, we used: $$S_{ij} = 1 - R_{\text{ij}}$$

The closer the value of the morphological distance coefficient to 0, the greater the similarity between samples. If the value is closer to 1, samples are less similar.

Once impact factors of the sample similarity degree had been normalized, the following sample similar distance model was defined to consider numerical distance of the human physiological parameter sample as well as sample morphological distance: $$C_{ij} = \alpha D_{ij} + \beta S_{ij}$$ where *α* and *β* are the coefficient weights and *α*+*β* = 1 and the range of sample similarity distances *C*~ij~ is \[0,1\]. The closer a value is to 0, the more similar the samples. In contrast, the closer a value is to 1, the larger the sample phase difference.

### A body composition feature parameter selection method combining improved RReliefF and mRMR {#sec010}

The human body feature selection algorithm flow can be seen in [Fig 1](#pone.0235735.g001){ref-type="fig"}. Firstly, human physiological information datasets *T* = (*O*, *F*, *C*) were collected by staff at the physical examination center of one hospital. *O* = {*o*~1~, *o*~2~,⋯,*o*~*n*~} represents the training sample data set; *F* = {*f*~1~, *f*~2~,⋯,*f*~*n*~} represents the original physiological parameter set; *C* = {*c*~1~, *c*~2~,⋯,*c*~*n*~} describes the target category set. Secondly, dataset *T* is used as the input for the improved RReliefF algorithm. The resulting weighted feature parameter set *F*′ = {*f*~1~, *f*~2~,⋯,*f*~*m*~} is then used as input dataset *T*′ for the mRMR algorithm. The final optimal feature set *F*″ = {*f*~1~, *f*~2~,⋯,*f*~*r*~} was obtained through a combination of improved RReliefF and mRMR methods.

![Selection process of human body physiological characteristic parameters.](pone.0235735.g001){#pone.0235735.g001}

Detailed algorithm flow:

1.  Step 1 Data collection and organization: constructing the training sample dataset *O*, feature parameter set *F* and target category set *C*; setting up the weighted feature set *F*′ and final target feature set *F*″, all with initial empty values.

2.  Step 2 Sample similarity distance *C*~*ij*~ of [Eq 1.5](#pone.0235735.e008){ref-type="disp-formula"} is substituted for sample neighbor distance *d*(*i*, *j*) in the RReliefF algorithm with the aim of improving that algorithm.

3.  Step 3 Training sample data set *O*, feature parameter set *F* and target category set *C* are entered into the improved RReliefF algorithm and the weight value of each feature parameter is obtained using formula [Eq 1.6](#pone.0235735.e009){ref-type="disp-formula"}, as follows: $$W\lbrack A\rbrack = \frac{N_{dC\& dA}\lbrack A\rbrack}{N_{\text{d}C}} - \frac{(N_{dA}\lbrack A\rbrack - N_{dC\& dA}\lbrack A\rbrack)}{\text{m} - N_{\text{d}C}}$$

    where *W*\[*A*\] is the weight value of the feature parameter; *N*~*dC*~ is the weight under various predictive conditions; *N*~*dA*~\[*A*\] is the weight under various feature conditions; *N*~*dC*&*dA*~\[*A*\] is the weight set under various predicted values and feature conditions; and *m* is the parameter set by the user.

4.  Step 4 Sorting the feature parameter set *F* = {*f*~1~, *f*~2~,⋯,*f*~*n*~} by the weighted weight, as calculated in Step 3.

5.  Step 5 Taking characteristic parameters with a weight value greater than a threshold of *σ* into *F*′, resulting in weighted human physiological parameters *F*′ = {*f*~1~, *f*~2~,⋯,*f*~*m*~}.

6.  Step 6 Using obtained weighted human physiological parameter set *F*′ = {*f*~1~, *f*~2~,⋯,*f*~*m*~} and the target category set *C* as inputs as well as maximum correlation value $\text{max}D(F\prime,c) = \frac{1}{\left| F\prime \right|}{\sum\limits_{f_{i} \in F\prime}{I(f_{i};c)}}$ in the mRMR algorithm to choose a feature with the highest correlation to the target label to join *F*″.

7.  Step 7 Selecting a new feature parameter from *F*′ to put into *F*″. Assuming that *q*−1 features have been chosen and the target feature set is *F*′~*q*-1~, the *q*-th feature is now chosen from the remaining feature set {*F*′−*F*′~*q*-1~}. This satisfies the following equation: $$\text{max}({\sum\limits_{f_{i} \in F\prime - F\prime_{q - 1}}{I(f_{i};c)}} - \frac{1}{q - 1^{}}{\sum\limits_{f_{j} \in F\prime_{q - 1}}{I(f_{i};f_{j})}})$$

8.  Step 8 Repeating Step 7 until the target feature set *F*″ contains *r* features and classification accuracy *S*~*r*~ ≥ *S*~*r*+1~. The result is the final feature set.

### Establishment of prediction model for human body composition prediction {#sec011}

Based on the algorithm described above, a final feature set of *F*″ = {*G*, *A*, *W*, *H*, *R*~1~*R*~2~, *R*~2~*R*~3~, *R*~4~*R*~5~, *R*~2~, *H*^2^/*R*~2~} is selected, while the fitting model of the obtained human body component PBF can be seen below, in [Eq 1.8](#pone.0235735.e012){ref-type="disp-formula"}. $$f = \omega_{1}G + \omega_{2}A + \omega_{3}W + \omega_{4}H + \omega_{5}R_{1}R_{2} + \omega_{6}R_{2}R_{3} + \omega_{7}R_{4}R_{5} + \omega_{8}R_{2} + \omega_{9}H^{2}/R_{2} + b$$ where *ω*~1~\~*ω*~9~ are the regression coefficients of the fitted model and *b* is the model's constant term.

If *X* = \[*x*~1~, *x*~2~, *x*~3~, *x*~4~, *x*~5~, *x*~6~, *x*~7~, *x*~8~, *x*~9~, 1\] = \[*G*, *A*, *W*, *H*, *R*~1~*R*~2~, *R*~2~*R*~3~, *R*~4~*R*~5~, *R*~2~, *H*^2^/*R*~2~, 1\] then the fitting model equation *f* is: $$f(\omega) = \omega X^{T}$$

In the above equation, variable *X* is known while weight *ω* is unknown. This modified adaptive genetic algorithm can be used to solve variables *ω*.

Human body composition prediction method based on improved adaptive genetic algorithm {#sec012}
-------------------------------------------------------------------------------------

### Roulette selection strategy {#sec013}

The working principal of the roulette selection strategy starts with a calculation of the fitness and selection probability for each individual, which then form a disc. Secondly, individuals are sorted and numbered in descending order according to selection probability, after which the cumulative probability of the individual can be calculated. Finally, a random number is generated in the interval \[1, 0\]. If this random number is either less than or equal to the cumulative probability of *i* individuals or greater than the cumulative probability of *i*−1 individuals, that individual is selected. The probability that any individual is selected is as follows: $$p(k) = \frac{fit(k)}{\sum\limits_{i = 1}^{M}{fit(i)}}$$ where *fit*(*k*) is the fitness degree of individual *k* and *m* is the population size.

However, there are obvious shortcomings to the roulette selection strategy \[[@pone.0235735.ref034]\]. In the early stage of the algorithm, individuals with higher fitness are more likely to be selected and copied into the next generation, resulting in a large number of the same individuals in the offspring. A compromised population diversity leads to premature convergence. In the later stage of the algorithm, as most individual differences are not large, each individual's fitness is similar. This means that the roulette selection strategy is likely to lose its ability to choose, and so selection becomes random.

### Optimal retention strategy {#sec014}

The optimal retention strategy skips crossover and mutation operations on the fittest individuals in the population, and then directly copies the fittest individual to the next generation. This can prevent the existing optimal solution from being destroyed and remove individuals with the worst adaptability from the next generation, ensuring a constant population size. When this strategy is used in a population's evolution and that population reaches a certain scale, the algorithm ensures that the final problem converges to the global optimal solution. However, the algorithm's efficiency is not much improved.

### Improved selection operator combining roulette selection strategy with optimal retention strategy {#sec015}

To improve adaptability and diversity of individual selection, we took the advantage of both the roulette selection and the optimal retention strategies. We propose an improved selection operator which combines the two strategies. The details of this operator can be seen in [Fig 2](#pone.0235735.g002){ref-type="fig"}. In this operator:

1.  All individuals are sorted in their population according to their level of fitness, from large to small, before being equally divided into *s* groups.

2.  The population size is set to *N*. By applying the optimal retention strategy, the $\frac{1}{s}N$ individuals from the group with the best fit are directly passed on to the next generation without crossover or mutation.

3.  Individuals from the second group to *s*−1 group were ranked by fitness degree, and [Eq 2.1](#pone.0235735.e014){ref-type="disp-formula"} was used to calculate the probability of each individual being selected. Following this, the individual's cumulative probability was also calculated. The selection operation was then conducted utilizing the roulette strategy.

4.  When using the roulette strategy selection, $\frac{s - 2}{s}N$ individuals were selected $\frac{s - 1}{s}N$ times to obtain $\frac{s - 1}{s}N$ individuals.

5.  $\frac{1}{s}N$ individuals from the group with the lowest levels of fitness are directly discharged.

![Improved selection operator strategy.](pone.0235735.g002){#pone.0235735.g002}

Here, differing values of the number of groups *s* produce differing optimal solutions for the population. See Section 3 for a specific analysis. The improved selection operator eliminates the group of individuals with the lowest fitness levels while preserving the highest fitness set. This prevents some possible problems (for example, reversed evolution) while accelerating convergence. When a population is too large and an experimental data sample is overwhelming, the improved algorithm has better efficiency and higher convergence speeds as compared to the optimal retention strategy. Additionally, our algorithm overcomes several disadvantages of the roulette selection strategy. Individuals with greater adaptability do not participate in roulette selection and are instead entered directly to the next generation, ensuring a diverse population. Retention of well-aligned individuals in the later stages ensures the algorithm does not degrade into random selection.

### The flow of the MAGA-based human body composition prediction algorithm {#sec016}

The principal of MAGA is to solve the unknown variable *ω* of the body composition prediction model as follows: the fitness function is set, following which decimal coding and initialized population are utilized. Subsequently, an adaptive selection operator, adaptive crossover operator and adaptive mutation operator are used in order. The optimal solution for the variable *ω* is then obtained. This algorithm flow is shown in [Fig 3](#pone.0235735.g003){ref-type="fig"}.

![The flow of the MAGA-based human body composition prediction algorithm.](pone.0235735.g003){#pone.0235735.g003}

(1) Encoding and initialization {#sec017}
-------------------------------

Since the model obtained here is a continuous function and visual representation of the body composition prediction problem, the unknown coefficient representation of this fitting model can be written as *ω* = \[*ω*~1~, *ω*~2~, *ω*~3~, *ω*~4~, *ω*~5~, *ω*~6~, *ω*~7~, *ω*~8~, *ω*~9~, *b*\]. The decimal real number coding method is used. A set of unknown coefficients *ω* = \[*ω*~1~, *ω*~2~, *ω*~3~, *ω*~4~, *ω*~5~, *ω*~6~, *ω*~7~, *ω*~8~, *ω*~9~, *b*\] represents the individuals in the population. Each individual's gene is a real number, the range of which is set to \[--100,100\]. When the population is initialized, M randomly generates groups of unknown parameters to constitute an initial subpopulation. The initial value of the evolution generation counter is set to 1 and the maximum genetic generation is set to 400.

(2) Fitness function {#sec018}
--------------------

Both benefits and drawbacks of body composition prediction can be measured using the degree of similarity between body composition predictions *f*~*k*~(*ω*)~*i*~ and real values *F*~*i*~. The closer these two values are, the more accurate the prediction result. Under this condition, the individual *ω* = \[*ω*~1~, *ω*~2~, *ω*~3~, *ω*~4~, *ω*~5~, *ω*~6~, *ω*~7~, *ω*~8~, *ω*~9~, *b*\] has the highest adaptability degree. We used the mean residuals of predicted and actual values as the objective function of the prediction method: $$object(k) = \frac{1}{m}{\sum\limits_{i = 1}^{m}\frac{\left| {f_{k}{(\omega)}_{i} - F_{i}} \right|}{F_{i}{}_{}}}$$ where *m* is the size of the training sample, *F*~*i*~ is the actual value of the i-th training sample and *f*~*k*~(*ω*)~*i*~ is the predicted value of the *i*-th training sample of the *k*-th individual. [Eq 2.2](#pone.0235735.e020){ref-type="disp-formula"} shows that the smaller the function value, the closer the predicted value is to the real value. In order to represent the optimal solution of the problem in a maximized form, the function is transformed, as can be seen below, while the final fitness function is obtained, as demonstrated in [Eq 2.3](#pone.0235735.e021){ref-type="disp-formula"}. $$fit(k) = \frac{1}{1 + object(k)}$$ where *object*(*k*) is the objective function of body composition prediction. This is another form of [Eq 2.2](#pone.0235735.e020){ref-type="disp-formula"}, while it is clear that *object*(*k*) ∈ \[0, +∞\] and that *fit*(*k*) ∈ \[0,1\].

(3) Genetic operator {#sec019}
--------------------

The genetic operator consists of three parts: selection operator, crossover operator and mutation operator. The improved method proposed in this article is used when selecting the operator execution. The construction of both the adaptive crossover operator and the adaptive mutation operator is the same as that utilized in several existing studies \[[@pone.0235735.ref035], [@pone.0235735.ref036], [@pone.0235735.ref037]\].

(4) Iterative termination condition {#sec020}
-----------------------------------

When the error between the predicted and actual values is less than or equal to 0.01, or when the number of iterations reaches a maximum value of 400, iteration is terminated, while the optimal individual in the current population becomes the solution output of the problem.

Results and discussion {#sec021}
======================

Experimental data {#sec022}
-----------------

The laboratory care committee of Dalian University granted ethical approval to carry out the study within its facilities. The dataset is the physiological characteristic parameters of 220 healthy Chinese participants, including 96 females and 124 males, who ranged in age from nine to 84 years, in height from 149 to 190cm, and in weight from 38.4 to 121.4kg from one hospital (the Haidian Maternal and Child Health Hospital) in Beijing, China. The parameters are *G*, *A*, *W*, *H*, PBF and *R*~1~ \~ *R*~8~, which respectively represent the variables of gender, age, weight, height, percentage of body fat and human body eight-segment impedance. Additionally, *R*~1~ \~ *R*~8~ represents the impedance of the human body's left upper limb, upper trunk, right upper limb, left trunk, right trunk, lower trunk, left lower limb and right lower limb respectively. A total of 200 samples were randomly selected as the training set, while the remaining 20 samples were used as test sets. Training set data can be seen in [Table 2](#pone.0235735.t002){ref-type="table"}, while test set data is shown in [Table 3](#pone.0235735.t003){ref-type="table"}. The modified adaptive genetic algorithm proposed in this paper was used for modeling training. The model was implemented and tested in Matlab R2016a using Python 3.5.4 software environment. The mean square error of the PBF prediction model can be seen below: $$MSE = \frac{1}{n}{\sum\limits_{i = 1}^{n}{(f_{k}{(x)}_{i} - \overline{f_{k}(x)})}^{2}}$$ where *n* is the test set size, *f*~*k*~(*x*)~*i*~ is the predicted value obtained each time from the model and $\overline{f_{k}(x)}$ is the mean of the predicted values.

10.1371/journal.pone.0235735.t002

###### Human physiological characteristics of training samples.

![](pone.0235735.t002){#pone.0235735.t002g}

              Human physiological characteristic parameters                                                                               
  ----- ----- ----------------------------------------------- ------- ------- ------- ------ ------- ------ ------ ------ ------- ------- ------
  1     M     28                                              82.0    175     253.9   20.1   264.7   21     21.7   26.1   212.5   212.0   27.8
  2     F     51                                              68.6    154     277.5   22.9   293.2   23.5   23.9   29.4   205.4   200.8   39.1
  3     M     23                                              109.5   182     235.3   20.4   250.9   20.7   21.3   25.9   166.8   164.9   35.1
  4     M     48                                              80.9    171     225.3   21.6   236.1   22     22.6   28.1   175.9   174.9   28.0
  5     F     74                                              54.9    150.5   327.9   23.1   336.5   23.5   24.2   26.3   264.8   274.6   37.7
  6     F     26                                              59.2    163     405.3   20.8   390.8   21.2   21.9   27.7   235.8   238.2   31.4
  7     M     23                                              109.5   182     232.1   21.9   247.1   22.3   23     28.7   166     167.6   34.6
  8     F     22                                              50.4    162.5   362.8   22.7   376.9   23.1   24.2   27.1   263     258.5   24.5
  9     M     52                                              92.4    180     240.3   20.6   236.7   21.2   21.9   27.6   179.9   190.6   26.2
  10    F     40                                              65      160     327.6   21.9   332.7   22.4   23.5   24.5   241.5   236.9   35.7
  11    F     34                                              42.8    155     340.9   21.1   356     21.9   22.2   29.5   216.4   220.5   18.3
  12    M     59                                              71      169     241.8   21.5   242.6   22.1   22.6   27.8   210.5   209.4   23.6
  13    F     57                                              65      153     264.4   22.2   266.3   22.6   23.5   29.4   219.3   222.3   37.3
  14    M     50                                              89      172     248.6   21.5   246     23.5   20.4   27.4   199.2   207.5   34.4
  15    F     84                                              63.8    151.5   276.4   23.2   291.2   23.8   25.4   33.2   194.1   199.9   38.4
  16    F     49                                              65      159.5   291.1   22.3   295.5   22.8   23.6   30.1   219.3   217.2   35.3
  17    M     61                                              79.3    169     265.1   21.9   286.4   22.4   22.2   28.3   211.6   206.3   34.3
  18    M     55                                              65.2    163     279.2   21.3   296.4   23.1   23.7   30.4   241.5   243.3   30.5
  19    F     45                                              49.7    152.5   367.7   21.5   377.1   22.1   21.9   25.8   261.5   267.7   32.3
  ...   ...   ...                                             ...     ...     ...     ...    ...                   ...    ...             ...
  200   M     22                                              77.5    183     279.7   21.3   291.3   21.7   22.9   29.4   224     231.9   20.5

10.1371/journal.pone.0235735.t003

###### Human physiological characteristics of the test samples.

![](pone.0235735.t003){#pone.0235735.t003g}

           Human physiological characteristic parameters                                                                            
  ---- --- ----------------------------------------------- ------ ----- ------- ------ ------- ------ ------ ------ ------- ------- ------
  1    F   60                                              59.5   162   307.0   23.4   297.6   23.9   24.4   30.5   261.9   217.7   31.1
  2    M   23                                              49.3   158   370.5   22.4   362.1   22.7   23.5   29.3   257.4   262.9   27.8
  3    M   28                                              58.5   180   307.3   24.5   312.3   25.4   26.4   32.3   261.8   255.7   12.6
  4    M   28                                              58.5   180   312.5   25.9   322.2   26.5   27.3   34.2   259.6   252.4   13.8
  5    F   51                                              56.9   161   341.1   23.6   340.6   25     27.2   34.4   230.1   227.7   29.6
  6    F   29                                              79.3   163   278.9   26.4   278.5   26.9   27.3   33.5   200.1   184.2   40.6
  7    M   59                                              77.2   176   244.8   22.2   260.4   22.5   22.8   29.1   192.7   190.7   22.9
  8    M   45                                              87.8   180   235.7   20.3   237     20.9   21.3   26.4   221.2   215.6   23.0
  9    M   57                                              75.0   163   235.4   20.6   244.9   21.2   21.5   28     192.6   192.7   32.2
  10   M   31                                              78.4   171   216.9   19.8   222.7   20.3   20.7   25.8   167.4   160.7   21.6
  11   F   42\.                                            55.8   152   282.8   26.6   291.5   27.4   28     33.4   216.2   212.7   31.4
  12   F   51                                              68.3   162   307.4   20     306.3   20.7   21.3   27.2   193.7   188.8   33.9
  13   F   54                                              70.5   168   290.0   28.1   296     28.7   29.1   35.2   208.6   203.3   30.2
  14   M   55                                              60.7   165   284.7   23.3   274.9   23.8   24.3   30     222.6   219.1   21.9
  15   M   50                                              79.7   166   241.6   26.7   241.9   27.3   27.6   33.7   193.0   199.4   30.7
  16   F   33                                              50.0   156   322.0   25.3   327.5   25.9   26.7   32.1   241.9   243.1   24.7
  17   M   43                                              64.2   170   292.4   23.1   283.7   23.8   24.3   29.8   236.6   245.9   21.7
  18   M   43                                              66.4   175   303.7   21.1   320     22.3   21.9   28.1   237.3   229.1   21.1
  19   M   51                                              63.5   168   255.3   26.1   259.1   26.7   27.5   32.1   304.4   206.0   27.6
  20   M   48                                              76.6   172   264.2   22.2   272.3   23.5   22.3   29.9   205.5   203.4   27.5

The correlation coefficient is calculated by comparing predicted results with actual values. The calculation method is: $$r(f_{k}{(x)}_{i},F_{i}) = \frac{C\text{ov}(f_{k}{(x)}_{i},F_{i})}{\sqrt{Var\lbrack f_{k}{(x)}_{i}\rbrack Var\lbrack F_{i}\rbrack}}$$ where *Cov*(*f*~*k*~(*x*), *F*~*i*~) is the covariance of *f*~*k*~(*x*)~i~ and *F*~*i*~, *Var*\[*f*~*k*~(*x*)~*i*~\] is the variance of *f*~*k*~(*x*)~*i*~, *Var*\[*F*~*i*~\] is the variance of *f*~*i*~, *f*~*k*~(*x*)~*i*~ is the predicted PBF value of the body composition model and *F*~*i*~ is the actual PBF value.

Experimental results and discussion {#sec023}
-----------------------------------

Experiments on algorithm parameter selection and model performance comparison are reported in this paper. The choice of algorithm parameters has a crucial impact on the prediction effect, so we firstly explored how to choose the important parameters of the feature selection algorithm and MAGA.

To explore the influence of different values of key parameters (*α* and *β*) on the prediction accuracy in the feature selection algorithm, the comparison experiment was set. [Fig 4](#pone.0235735.g004){ref-type="fig"} demonstrates how the different ratios of *α* to *β* affect PBF prediction errors and that the mean square error of the prediction model is the smallest when the ratio of *α* to *β* is 2: 1. In addition, according to formula 1.5, *α*+*β* = 1. Therefore, the value of *α* is set to one third and the value of *β* is set to two thirds in the feature selection algorithm, thus obtaining a more satisfying prediction accuracy.

![Mean square error of different ratios of *α* and *β*.](pone.0235735.g004){#pone.0235735.g004}

The setting of the parameter *s* in the MAGA has a great influence on fitness. It can be seen from [Fig 5](#pone.0235735.g005){ref-type="fig"} that when *s* is 8, the population fitness is the highest. If the value is either too large or too small, it is not conducive to finding the optimal solution for that population. If it is too small, the grouping is also too small while the optimal retention is too large and the population evolution is slow, meaning that better individuals may not be selected. However, if it is too large, the grouping is also too large, and the optimal individual retains too little to prevent the optimal solution being found. Hence, we set the parameter *s* to 8 for selecting the higher fitness individual.

![Relationship between grouping number *s* and population fitness.](pone.0235735.g005){#pone.0235735.g005}

To examine the performance of the proposed model, we compared the body composition prediction models based on genetic algorithm (GA), adaptive genetic algorithm (AGA), improved adaptive genetic algorithm (IAGA) \[[@pone.0235735.ref035], [@pone.0235735.ref036], [@pone.0235735.ref037]\], support vector regression algorithm (SVR) \[[@pone.0235735.ref013], [@pone.0235735.ref038]\], artificial neural network algorithm (ANN) \[[@pone.0235735.ref010]\], traditional regression method (TRM) and MAGA.

[Fig 6](#pone.0235735.g006){ref-type="fig"} demonstrates the comparative analysis results of the fitness of different models, while [Table 4](#pone.0235735.t004){ref-type="table"} is a comparison of the fitness and training time of differing models. Since TRM, SVR and ANN algorithms are not involved in the calculation of fitness function, there are no maximum fitness degrees in [Table 4](#pone.0235735.t004){ref-type="table"}. [Fig 6](#pone.0235735.g006){ref-type="fig"} shows that once a population has evolved 110 times, the MAGA model fitness, which is the largest among the compared models, reaches a maximum of 0.9921, meaning the value of the iterative evolutionary fitness no longer increases and the optimal solution is obtained. Furthermore, it is noteworthy that the MAGA model fitness has been increasing during population evolution, but the fitness of other models may occasionally decline, demonstrating a better robustness. With the use of both the adaptive crossover operator and the mutation operator, our improved selection operator is able to protect the optimal solution while ensuring diversity of choice. This means that, when compared to other algorithms, the MAGA improves the model's fitness and robustness. [Table 4](#pone.0235735.t004){ref-type="table"} shows that, when compared with the models based on IAGA, SVR and ANN, training time for the MAGA model is slightly shortened while there is no significant improvement for the MAGA model compared with the models based on GA, AGA and TRM. Since the premature problem of both GA and AGA is serious and the obtained population is not highly adapted, the models' training time is short. The MAGA's improved selection operator is superior to the selection operator of the IAGA and MAGA has a faster searching optimal solution speed compared with SVR and ANN, meaning that training time is shorter.

![Comparative analysis of the fitness of different models.\
The legend for Fig 6 is "GA, AGA, IAGA, MAGA".](pone.0235735.g006){#pone.0235735.g006}

10.1371/journal.pone.0235735.t004

###### Comparison of the training time for different models.

![](pone.0235735.t004){#pone.0235735.t004g}

  Model   Maximum fitness degree   Training time(s)
  ------- ------------------------ ------------------
  GA      0.5642                   26.82
  AGA     0.8074                   28.23
  LAGA    0.9532                   28.94
  MAGA    0.9921                   28.58
  SVR     \-                       30.67
  ANN     \-                       29.89
  TRM     \-                       25.46

[Fig 7](#pone.0235735.g007){ref-type="fig"} demonstrates the comparison of predicted values obtained by different models with their actual values. [Fig 8](#pone.0235735.g008){ref-type="fig"} shows the comparison of relative errors between predicted and actual values obtained by different models, while [Table 5](#pone.0235735.t005){ref-type="table"} shows a comparison of the indicators of different algorithms.

![Comparison of the actual values and predicted values obtained by different models.\
The legend for Fig 7-(a) is "actual value, MAGA, IAGA, AGA". The legend for Fig 7-(b) is "actual value, MAGA, SVR, ANN, TRM". (a) Comparison of the actual values and predicted values obtained by the MAGA, IAGA and AGA models. (b) Comparison of the actual values and predicted values obtained by the MAGA, SVR, ANN and TRM models.](pone.0235735.g007){#pone.0235735.g007}

![Comparison of relative errors between actual values and predicted values obtained by different models.\
The legend for Fig 8-(a) is "MAGA, IAGA, AGA". The legend for Fig 8-(b) is "MAGA, SVR, ANN, TRM". (a) Comparison of relative errors between the actual values and predicted values obtained by the MAGA, IAGA and AGA models. (b) Comparison of relative errors between the actual values and predicted values obtained by the MAGA, SVR, ANN and TRM models.](pone.0235735.g008){#pone.0235735.g008}

10.1371/journal.pone.0235735.t005

###### Comparison of the performance of different models.

![](pone.0235735.t005){#pone.0235735.t005g}

  Model   Mean relative error (%)   Mean square error   Correlation coefficient                       Running time(s)
  ------- ------------------------- ------------------- --------------------------------------------- -----------------
  AGA     0.2185                    6.27                0.684[^a^](#t005fn001){ref-type="table-fn"}   2.66
  LAGA    0.1045                    2.72                0.929[^b^](#t005fn002){ref-type="table-fn"}   2.97
  MAGA    0.0500                    1.30                0.982[^c^](#t005fn003){ref-type="table-fn"}   2.84
  SVR     0.0873                    2.56                0.927[^d^](#t005fn004){ref-type="table-fn"}   3.02
  ANN     0.1058                    2.85                0.920[^e^](#t005fn005){ref-type="table-fn"}   2.95
  TRM     0.2348                    6.73                0.596[^f^](#t005fn006){ref-type="table-fn"}   2.49

^a^. P value (significance level) is 0.001, which is far less than 0.01.

^b^. P value (significance level) is approximately 0, which is far less than 0.01.

^c^. P value (significance level) is approximately 0, which is far less than 0.01.

^d^. P value (significance level) is approximately 0, which is far less than 0.01.

^e^. P value (significance level) is approximately 0, which is far less than 0.01.

^f^. P value (significance level) is 0.006, which is far less than 0.01.

It can be seen from [Fig 7](#pone.0235735.g007){ref-type="fig"} that, when compared to other models, the predicted value curve generated by the MAGA model has the smallest difference from the actual value curve. As shown in [Fig 8](#pone.0235735.g008){ref-type="fig"}, when compared with other models, relative errors between predicted values generated by our MAGA model and actual values are the smallest. [Table 5](#pone.0235735.t005){ref-type="table"} shows that the mean relative error of the proposed model is 0.05% and the mean square error is 1.3. Additionally, the correlation coefficients between the predicted and true values of the six models are all greater than 0.5 and the P values are all far less than 0.01, which show that they are strongly correlated and the results are of statistical significance. In particular, the correlation coefficient of the proposed model is 0.98 and the P value is 0. In sum, this shows that the predicted value obtained by the proposed model is the closest to the real value and the overall error rate is the lowest of all models, meaning it has the highest prediction accuracy. Moreover, while the running time is slightly lower than the IAGA, SVR and ANN models in the same environment, it is a little more than the AGA and TRM models. However, although the AGA and TRM models have higher operating speeds, their prediction accuracy is very low.

Based on the above results, the MAGA model not only has better robustness and higher adaptability, but also can quickly find the optimal solution. What is more, the accuracy of the prediction model is more desirable. Accordingly, there are significant advantages for prediction of PBF using the suggested algorithm.

Conclusions {#sec024}
===========

Since existing methods of body composition prediction are impacted by the sample and demonstrate poor algorithm adaptability and low accuracy, we have proposed a new method for predicting body composition. In this method, preferred human body characteristic parameters were firstly obtained using a feature selection algorithm which combines RReliefF and mRMR. The body composition prediction fitting model was established based on this algorithm. Secondly, the roulette selection and optimal retention strategies were used for adaptation. The selection operator of the genetic algorithm was also improved, and this new algorithm was used to solve the unknown weight in the fitting model. Finally, an example sample was used to simulate the proposed method's effectiveness. Simulation results show that the method improved the accuracy of the body composition prediction model, while operation efficiency and model fitness degree were also improved. The advantages of this method may arise from the following aspects: 1) due to the appropriate feature selection algorithm, characteristic parameters with large correlations and small redundancy were selected; 2) the combination of roulette selection and optimal retention strategies ensured the diversity of selection; 3) the superiority of the proposed modified adaptive genetic algorithm means it can obtain the optimal solution for the problem faster and more accurately. We anticipate that this algorithm could provide a new model reference for human body composition prediction. We will conduct further research in the future based on the following five aspects: 1) we will consider how to more effectively reduce the time complexity of the algorithm; 2) cross-validation will be used to test model performance; 3) the influence of different sample sizes on the prediction effect will be considered; 4) we will explore the predictive effects of the proposed algorithm on more body components such as total body water and body fat; 5) the combination of the two intelligent algorithms will be considered to solve the unknown weights in the body composition fitting model.

Supporting information {#sec025}
======================

###### Data set.

(XLSX)

###### 

Click here for additional data file.
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<https://www.sciencedirect.com/science/article/abs/pii/S1568494618306422>

<https://link.springer.com/article/10.1007%2Fs00500-018-3177-y>

<https://www.sciencedirect.com/science/article/abs/pii/S1568494615001209>

<https://link.springer.com/article/10.1007/s11227-018-2279-8>

3.Open issues, limitations of the existing approaches or prevalent trend /issues of Predicting human body composition using a modified adaptive genetic algorithm can be elucidated.

4\. Add the contents in the abstract of the paper and highlight the impact of the proposed work.

5\. The method/approach in the context of proposed work should be write in detail.

6\. Real time case studies might be add more importance of this chapter. The authors should add the case study and its results.

7.Result and discussion should be rewritten to summarize the findings/significance of the work. Please discuss the research limitations and future works in the conclusion.

8\. To explore Comparative results with of existing approaches/methods with relate to the proposed work.

\[NOTE: If reviewer comments were submitted as an attachment file, they will be attached to this email and accessible via the submission site. Please log into your account, locate the manuscript record, and check for the action link \"View Attachments\". If this link does not appear, there are no attachment files to be viewed.\]

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com/>. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Registration is free. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>. Please note that Supporting Information files do not need this step.

10.1371/journal.pone.0235735.r002

Author response to Decision Letter 0

28 Jan 2020

Original Manuscript ID: PONE-D-19-20446

Original Article Title: "Predicting human body composition using a modified adaptive genetic algorithm "

To: PLOS ONE Editor

Re: Response to reviewers

Dear Editor,

Thank you for allowing a resubmission of our manuscript, with an opportunity to address the reviewers' comments.

We are uploading (a) our point-by-point response to the comments (below) (response to reviewers), (b) an updated manuscript with yellow highlighting indicating changes, and (c) a clean updated manuscript without highlights. In addition, we proofread the previous simulation results and updated the data in Table 5 and the ethics statement was added to the Method section of the manuscript.

We tried our best to improve the manuscript and made some changes in the manuscript.  These changes will not influence the content and framework of the paper. We appreciate for Editors/Reviewers' warm work earnestly, and hope that the correction will meet with approval.

Best regards,

\<Bo Chen\> et al.

###### 

Submitted filename: Response to Reviewers.docx

###### 

Click here for additional data file.
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Predicting human body composition using a modified adaptive genetic algorithm

PLOS ONE

Dear Mr. Chen,

Thank you for submitting your manuscript to PLOS ONE. After careful consideration, we feel that it has merit but does not fully meet PLOS ONE's publication criteria as it currently stands. Therefore, we invite you to submit a revised version of the manuscript that addresses the points raised during the review process.

We would appreciate receiving your revised manuscript by Apr 19 2020 11:59PM. When you are ready to submit your revision, log on to <https://www.editorialmanager.com/pone/> and select the \'Submissions Needing Revision\' folder to locate your manuscript file.

If you would like to make changes to your financial disclosure, please include your updated statement in your cover letter.

To enhance the reproducibility of your results, we recommend that if applicable you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see: <http://journals.plos.org/plosone/s/submission-guidelines#loc-laboratory-protocols>

Please include the following items when submitting your revised manuscript:

A rebuttal letter that responds to each point raised by the academic editor and reviewer(s). This letter should be uploaded as separate file and labeled \'Response to Reviewers\'.A marked-up copy of your manuscript that highlights changes made to the original version. This file should be uploaded as separate file and labeled \'Revised Manuscript with Track Changes\'.An unmarked version of your revised paper without tracked changes. This file should be uploaded as separate file and labeled \'Manuscript\'.

Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

We look forward to receiving your revised manuscript.

Kind regards,

Le Hoang Son, Ph.D

Academic Editor

PLOS ONE

**Comments to the Author**

1\. If the authors have adequately addressed your comments raised in a previous round of review and you feel that this manuscript is now acceptable for publication, you may indicate that here to bypass the "Comments to the Author" section, enter your conflict of interest statement in the "Confidential to Editor" section, and submit your \"Accept\" recommendation.

Reviewer \#1: All comments have been addressed

Reviewer \#2: All comments have been addressed

Reviewer \#3: All comments have been addressed

\*\*\*\*\*\*\*\*\*\*

2\. Is the manuscript technically sound, and do the data support the conclusions?

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Partly

\*\*\*\*\*\*\*\*\*\*

3\. Has the statistical analysis been performed appropriately and rigorously?

Reviewer \#1: No

Reviewer \#2: Yes

Reviewer \#3: No

\*\*\*\*\*\*\*\*\*\*

4\. Have the authors made all data underlying the findings in their manuscript fully available?

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: No

\*\*\*\*\*\*\*\*\*\*

5\. Is the manuscript presented in an intelligible fashion and written in standard English?

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

6\. Review Comments to the Author

**Reviewer \#1**: (No Response)

**Reviewer \#2**: (No Response)

**Reviewer \#3**:

1.Why the author has chosen the modified adaptive genetic algorithm Predicting 1 human body composition ?.As there are several algorithms available that can predict better results.

2.Needs more explanation of Table.1 as well as Table.2 parameters in the result and discussion section.

3.In Table.4 the authors present theComparison of the training time for different models but how actually derived the Maximum fitness degree and Training time(s) values are unclear.

Elaborate with suitable examples. Data seems to fabricate.

4.Very hard to find the novelty of this manuscript? The authors suggested highlighting their own contributions.

5.If possible explain briefly the dataset and parameters which have been used in this article.

\[NOTE: If reviewer comments were submitted as an attachment file, they will be attached to this email and accessible via the submission site. Please log into your account, locate the manuscript record, and check for the action link \"View Attachments\". If this link does not appear, there are no attachment files to be viewed.\]

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com/>. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Registration is free. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>. Please note that Supporting Information files do not need this step.
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To: PLOS ONE Editor

Re: Response to reviewers

Dear Editor,

Thank you for allowing a resubmission of our manuscript, with an opportunity to address the reviewers' comments.

We are uploading (a) our point-by-point response to the comments (response to reviewers), (b) an updated manuscript with yellow highlighting indicating changes, and (c) a clean updated manuscript without highlights.

We tried our best to improve the manuscript and made some changes in the manuscript. These changes will not influence the content and framework of the paper. We appreciate for Editors/Reviewers' warm work earnestly, and hope that the correction will meet with approval.

Best regards,

\<Bo Chen\> et al.
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10.1371/journal.pone.0235735.r005

Decision Letter 2

Son

Le Hoang

Academic Editor

© 2020 Le Hoang Son

2020

Le Hoang Son

This is an open access article distributed under the terms of the

Creative Commons Attribution License

, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

29 Apr 2020

PONE-D-19-20446R2

Predicting human body composition using a modified adaptive genetic algorithm

PLOS ONE

Dear Mr. Chen,

Thank you for submitting your manuscript to PLOS ONE. After careful consideration, we feel that it has merit but does not fully meet PLOS ONE's publication criteria as it currently stands. Therefore, we invite you to submit a revised version of the manuscript that addresses the points raised during the review process.

We would appreciate receiving your revised manuscript by Jun 13 2020 11:59PM. When you are ready to submit your revision, log on to <https://www.editorialmanager.com/pone/> and select the \'Submissions Needing Revision\' folder to locate your manuscript file.

If you would like to make changes to your financial disclosure, please include your updated statement in your cover letter.

To enhance the reproducibility of your results, we recommend that if applicable you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see: <http://journals.plos.org/plosone/s/submission-guidelines#loc-laboratory-protocols>

Please include the following items when submitting your revised manuscript:

A rebuttal letter that responds to each point raised by the academic editor and reviewer(s). This letter should be uploaded as separate file and labeled \'Response to Reviewers\'.A marked-up copy of your manuscript that highlights changes made to the original version. This file should be uploaded as separate file and labeled \'Revised Manuscript with Track Changes\'.An unmarked version of your revised paper without tracked changes. This file should be uploaded as separate file and labeled \'Manuscript\'.

Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

We look forward to receiving your revised manuscript.

Kind regards,

Le Hoang Son, Ph.D

Academic Editor

PLOS ONE

**Comments to the Author**

1\. If the authors have adequately addressed your comments raised in a previous round of review and you feel that this manuscript is now acceptable for publication, you may indicate that here to bypass the "Comments to the Author" section, enter your conflict of interest statement in the "Confidential to Editor" section, and submit your \"Accept\" recommendation.

Reviewer \#1: All comments have been addressed

Reviewer \#2: All comments have been addressed

Reviewer \#3: All comments have been addressed

\*\*\*\*\*\*\*\*\*\*

2\. Is the manuscript technically sound, and do the data support the conclusions?

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Partly

\*\*\*\*\*\*\*\*\*\*

3\. Has the statistical analysis been performed appropriately and rigorously?

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

4\. Have the authors made all data underlying the findings in their manuscript fully available?

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

5\. Is the manuscript presented in an intelligible fashion and written in standard English?

Reviewer \#1: Yes

Reviewer \#2: Yes

Reviewer \#3: No

\*\*\*\*\*\*\*\*\*\*

6\. Review Comments to the Author

**Editor: **We appreciate that the revised paper has been significantly improved, but still some problems remained:

1\> The authors should ask a native English speaker or consult a professional English editting service to proofread the paper. Please upload the certificate of language correction in the submission. Some examples, to name a few:

\-- Abstract: \"Background: Changes to human body composition reflect, to some extent, changes in health status\"  (Incomplete sentence).

\-- Introduction: \"However, once the regression equation is determined, 68 it becomes difficult to adjust it according to the situation, meaning adaptability is poor.\" (Incomplete sentence).

\-- Improved RReliefF algorithm: \"Where ik x is the k-th body physiological parameter value of sample \"   (where instead of Where).

..

2\) Equations need re-typed. The current version lacks of clear formulae and equations. All equations must be numberred.

3\) Please append statistical analysis for the experimental results in Tables 4-5 to prove the achieved results being statistically significance. 

4\) Future works must be appended by adding 3-5 more solid works from this sentence: \"In future research work, we will consider how to more effectively reduce the time complexity of the algorithm and cross-validation will be used to test model performance in future research.\"

5\) The coherence to PLOS ONE should be explained clearly in the Introduction and through recent related articles.

6\) The authors should consider to change the paper title to reflect more contribution and coherence to PLOS. 

\"Predicting human body composition using a modified adaptive genetic algorithm\"

What is modified here?

=================================================

**Reviewer \#1**: All the reviewers\' observations were addressed. This last version of the manuscript shows a remarkable improvement compared to its initial version.

=================================================

**Reviewer \#2**: All the comments are properly addressed

No further review is required.

The manuscript ready to be accepted

=================================================

**Reviewer \#3**:

1\. Author should highlight the contribution

2\. More emphasize on the dataset.Sources of dataset should required to mention

3\. More explanations on the Figures and Tables.

\[NOTE: If reviewer comments were submitted as an attachment file, they will be attached to this email and accessible via the submission site. Please log into your account, locate the manuscript record, and check for the action link \"View Attachments\". If this link does not appear, there are no attachment files to be viewed.\]

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com/>. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Registration is free. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>. Please note that Supporting Information files do not need this step.
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To: PLOS ONE Editor

Re: Response to reviewers

Dear Editor,

Thank you for allowing a resubmission of our manuscript with the opportunity to address the reviewers' comments.

We are uploading: (a) our point-by-point response to the comments from the reviewers and editor (below); (b) an updated manuscript, where yellow highlighting indicating changes; and (c) a clean, updated manuscript without highlights.

We have tried our best to improve the manuscript. The changes we have made will not influence the content or framework of the paper. We sincerely appreciate the work of the editor and reviewers and hope that our corrections will meet with approval.

Best regards,

\<Bo Chen\> et al.
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Dear Dr. Chen,

We're pleased to inform you that your manuscript has been judged scientifically suitable for publication and will be formally accepted for publication once it meets all outstanding technical requirements.

Within one week, you'll receive an e-mail detailing the required amendments. When these have been addressed, you'll receive a formal acceptance letter and your manuscript will be scheduled for publication.

An invoice for payment will follow shortly after the formal acceptance. To ensure an efficient process, please log into Editorial Manager at <http://www.editorialmanager.com/pone/>, click the \'Update My Information\' link at the top of the page, and double check that your user information is up-to-date. If you have any billing related questions, please contact our Author Billing department directly at <authorbilling@plos.org>.

If your institution or institutions have a press office, please notify them about your upcoming paper to help maximize its impact. If they'll be preparing press materials, please inform our press team as soon as possible \-- no later than 48 hours after receiving the formal acceptance. Your manuscript will remain under strict press embargo until 2 pm Eastern Time on the date of publication. For more information, please contact <onepress@plos.org>.

Kind regards,

**Le Hoang Son, Ph.D**

Academic Editor

PLOS ONE

**Comments to the Author**

1\. If the authors have adequately addressed your comments raised in a previous round of review and you feel that this manuscript is now acceptable for publication, you may indicate that here to bypass the "Comments to the Author" section, enter your conflict of interest statement in the "Confidential to Editor" section, and submit your \"Accept\" recommendation.

Reviewer \#2: All comments have been addressed

Reviewer \#3: All comments have been addressed

\*\*\*\*\*\*\*\*\*\*

2\. Is the manuscript technically sound, and do the data support the conclusions?

Reviewer \#2: Yes

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

3\. Has the statistical analysis been performed appropriately and rigorously?

Reviewer \#2: Yes

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

4\. Have the authors made all data underlying the findings in their manuscript fully available?

Reviewer \#2: Yes

Reviewer \#3: Yes

\*\*\*\*\*\*\*\*\*\*

5\. Is the manuscript presented in an intelligible fashion and written in standard English?

Reviewer \#2: Yes

Reviewer \#3: (No Response)

\*\*\*\*\*\*\*\*\*\*

6\. Review Comments to the Author

**Reviewer \#2**: Article is interesting and address the current research problem. All the comments are addressed. The organization of the paper is very good with different sections and paragraphs are clear, which makes the paper easy to follow. I encourage the authors to think more on the overall structure of the manuscript.

**Reviewer \#3**: (No Response)
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Dear Dr. Chen:

I\'m pleased to inform you that your manuscript has been deemed suitable for publication in PLOS ONE. Congratulations! Your manuscript is now with our production department.

If your institution or institutions have a press office, please let them know about your upcoming paper now to help maximize its impact. If they\'ll be preparing press materials, please inform our press team within the next 48 hours. Your manuscript will remain under strict press embargo until 2 pm Eastern Time on the date of publication. For more information please contact <onepress@plos.org>.

If we can help with anything else, please email us at <plosone@plos.org>.

Thank you for submitting your work to PLOS ONE and supporting open access.

Kind regards,

PLOS ONE Editorial Office Staff

on behalf of

Prof. Le Hoang Son

Academic Editor

PLOS ONE
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