Abstract. An original problem statement and solution algorithms are presented for an applied problem in the scheduling theory. The idea of the optimal fleet assignment and Flight Scheduling problem considered in this paper is to find a scheduling control method that minimizes the losses of the airline company from aircraft schedule disruptions. The problem is NP-complete and cannot be solved accurately for any real-life number of dimensions. An efficient parametric algorithm is proposed for finding an approximate solution of the problem. The proposed algorithm is an extension of the schedule optimization algorithm for a system of unrelated parallel machines with job release dates, which is based on the makespan criterion (Cmax). A substantial example is presented of applying the algorithm, as well as statistics of testing it on the data of a generating problem by the Cmax criterion.
Introduction
One of the areas where optimization methods are traditionally applied in practice is the planning of airline operations. In this case, planning involves several stages, the most important being aircraft scheduling, fleet assignment, routing, and crew planning. A detailed review on this topic was published, e.g., by Grönkvist (2005) [1] ; the formal problem statements and approaches to solving the basic problems were discussed by Sherali, Bish, and Zhu (2006) [2] and in the numerous publications following individual lines of applied research from among those listed above [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] .
For instance, the problems and algorithms of airline fleet assignment modeling (FAM) are examined in [3] [4] [5] [6] [7] . The main focus in [8] [9] [10] [11] [12] [13] [14] [15] [16] is on the aircraft routing problem (ARP). Simultaneous solving of both problems (FAM and ARP) is considered, e.g., in [17] [18] [19] . Finally, the studies closest to the subject of the present paper [1, 5, [20] [21] [22] consider the optimal scheduling problem, including route changes and fleet assignment.
Obviously, the above listed problems are closely related. All their relevant formal representations belong to the class of intractable problems of mixed programming. The approaches that are used to find their approximate solutions build on classical schemes such as the Lagrangian relaxation methods, column generation, and Benders decomposition and apply the well-known computational tools of combinatorial optimization, methods of cuts, and programming in constraints [1, 2] .
The core of this work is an original problem statement in the form of an optimal scheduling problem for a system of unrelated parallel machines (aircraft) with job release dates (flight delays), which is adapted to the airline flight scheduling problem proposed by the authors in [23, 24] , together with a special efficient parametric algorithm for its approximate solution [24] .
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Conceptual and Formal Statement for the Optimal Fleet Assignment and Flight Scheduling Problem
The input data are airline flight schedules, standard flight times for of all types of aircraft, and standard times for ground handling and flight preparations for all types of aircraft.
The real-time information is flight delays at any given time at all airports. Then, conceptually, the scheduling problem consists in finding, for the flights in the planning period, such an airline fleet assignment that will minimize the maximum total deviation from the initial schedule for the entire fleet while satisfying all the constraints of the initial schedule in terms of the passenger flow, number of flights, and flight standards.
We use the following notation: l is the airport number,
i is the flight number,
s is the type of aircraft, S s  ; j is the tail number, 
We need to find j i x , under the constraints:
(constraint (2) means that only one aircraft is assigned to flight i);
(constraint (3) means that aircraft with tail number j can be assigned to no less than j b and no more than
 is a possible delay in the departure of aircraft
 can be negative, which is taken into account in constraints (5) and (6))
(constraint (4) means that the delay of aircraft j at the current step (on flight i ) is a recursive function of the delays accumulated in the previous flights of this aircraft);
Constraints (5) and (6) 
min  
Relations (7) and (8) represent the minimax makespan criterion. The use of this criterion helps achieve a uniform distribution of load on the fleet by minimizing the maximum total downtime for any aircraft from the whole set of aircraft of the airline.
Another variant of constraint (7) is
Instead of, or together with (7), one can apply an additive criterion of minimization of the total delays  in all the i previous steps is associated with considerable difficulties because, first, due to the multiplicity of the variants of their formation with the subsequent choice of the best, and, second, the expansion of recursions and reduction of the statement (1) - (8) to the one-stage mixed programming problem leads to an increase in the number of Boolean variables and constraints in the problem by a factor of 2 I , where
The structural complexity of (1)- (8) is thereby reduced to the computational complexity of the resulting problem statement, which remains intractable given that the initial dimension increases by a large factor.
For more detail on the expansion of recursions for a statement identical to (1)- (8) with the formation of a one-step problem (which we call, for brevity, a direct reduction) and the subsequent formation of a simplified (relaxed) problem with two criteria (called a bicriteria relaxation), which allows one to find close-to-optimal schedules in terms of makespan, see [23, 24] . These works also provide experimental proof of inefficiency of using the direct reduction. Thus, e.g., finding even an approximate solution with no more than a six-percent deviation from the optimum for a problem instance with 20 flights and 5 aircraft took more than 16 hours of computing time using a 6-core processor and the latest version of the IBM ILOG CPLEX optimization studio. In [24] , one can also find the results of applying the bicriteria relaxation using CPLEX. Below we compare the accuracy and computing time in the approach developed in our publication with the results achieved through the application of the bicriteria relaxation (Table 9 ).
Parametric Algorithm for Finding Suboptimal Solutions
Since the problem contains recursions, DP is, most likely, the only computational method directly applicable to solving problem (1)- (8) . However, the direct application of DP is inefficient, partly because the problem in question is NP-complete. In attempts at finding an accurate solution of (1)- (8), DP leads to an exhaustive search through all possible options. It is easy to calculate the number N of these options.
For example, if k is the step number and we assume in (2) and
than the exponential one and is not applicable in its pure form to problems with an actual number of dimensions.
To construct an efficient approximate algorithm, we use a general DP scheme with the sifting of locally worst options at certain DP steps. We tested this approach previously in solving optimal scheduling problems for unrelated parallel machines with job start delays [24] ; the tests showed good results in terms of accuracy and speed.
We assume that all flights 
, and the conditional minimum time of completion of all flights at steps from 1 to
The recurrent Bellman relation for this problem is
To achieve the minimum makespan in (7)- (8), we should select in the last step the minimum value of ) , , ( , , ,
The total number of scheduling options that we need to find to ensure the best schedule is 2 ...
We can sift out intermediate schedules in DP in different ways. If we discard all intermediate schedules at step k except the locally best one, we have a greedy algo- Based on (14), we can estimate the total complexity of the parametric algorithm.
To this end, it is sufficient to determine the complexity of the step beginning from k , which directly depends on the number of combinations of the variables j i x , at step k .
If we denote this value as k P , then, obviously,
. In fact, this means that at each step beginning from k , the algorithm requires calculating k P variants of constrains (7) for all the possible values of
, . In total, we have at all steps:
In the above example, , and, considering (14), we obtain a high complexity for a problem with an actual number of dimensions. We can overcome this difficulty either by reducing k or by decomposition.
Below we describe the parametric DP algorithm with the sifting of the locally worst intermediate options. 7. Choose schedule options with the minimum length. Construct the final schedules using the inverse DP procedure. solving the subproblems of finding all the shortest paths in a graph composed of the possible connections between the airports. In general, one should find these estimates at each step because the delays can vary from step to step, depending on the previous local fleet assignments.
A note on the
Illustrative Example
Below is an illustrative fragment demonstrating the application of the proposed algorithm for constructing a close-to-initial flight schedule and fleet assignment for three aircraft (designated by their tail numbers 1, 2, and 3) of two different types.
The input data on the flights and time costs are given in Table 1 . In Table 1 , the Time column contains After the third step, both the aircraft locations and the current delays Tail  Number location  schedule  1  1  2  1т  5  1  1т  1  2  2  3  1т  3  2  1т  2  3  2  1  2т  4  3  2т  1  4  3  1  2т  2  1  5  1  3  1т  2  2  6  3  2  1т  4  2  7  1  2  2т  4  4  8  1  3  2т  2  4  9  3  1  1т  3  4  10  2  1  1т  5  4  11  2  3  1т  3  5   Table 2 . Algorithm:
Step One 

The change in the tail assignment is given in Table 4 , whose rows are arranged in the order of increasing j i,   , considering the current aircraft locations. Table 5 .
Step Four The calculations at the fourth step are given in Table 5 . Consistent with the parameter 1  k , we cross out the locally worst current schedule options (for 13 4 
The results of the calculations at the final eleventh step are summarized in Table 6 . The tail assignment options excluded from consideration are highlighted by filling.
The square brackets in the sums of the aircraft handling times highlight the options when the aircraft with the corresponding tail numbers are absent at the airport of departure. In this case, the aircraft needs to be delivered from another nearby airport.
The delivery time is indicated inside the square brackets. Thus, we have obtained four tail assignment options and flight schedules, equivalent in terms of criterion (7)- (8) Tables 7 and 8 show all the best aircraft assignment options and the corresponding flight schedules. The Start columns show the departure times, and the End columns show a total of the arrival time plus the time on ground handling and preparations for the next flight. 9  14  1  0  0  6  11  7  1  0  0  6  9  0  1  0  9  12  8  1  0  0  11  13  1  0  0  11  13  9  0  0  1  13  15  0  0  1  13  15  10  0  0  1  15  17  0  0  1  15  17  11  1  0  0  13  16  1  0  0  13  16 This example clearly demonstrates the universal applicability of the P A algorithm.
It is also suitable for solving both the FAM problem and the mixed FAM + ARP problem. The same feature allows finding for the target optimal scheduling problem a k -best solution that minimizes the airline company losses from disruptions in the initial aircraft flight schedules. 
Exchange-Based Improving Algorithm
The solution obtained by the parametric P A algorithm can be improved using a procedure based on an exchange of flights between aircraft. Below we describe this algorithm.
At the first step, we select an aircraft with the maximum total flight time and try reassigning one of its flights to another aircraft. If the exchange reduces the value of the objective function, we repeat the process; otherwise, we move to the next flight.
At the second step, we select an aircraft with the maximum total flight time and consistently review the flights assigned to this aircraft. In each case, we search for flights that this aircraft makes in less time yet assigned to another aircraft. Then, the flights are exchanged between the aircraft. If the exchange reduces the value of the objective function, we repeat the second step; otherwise, we cancel the exchange and search for another flight suitable for reassignment. We denote the general exchangebased algorithm, as well as the one implemented at step two, as С A . The application of the С A algorithm at step two can be detailed as follows: 
Results of Testing the Algorithms
A software implementation of the parametric P A and exchange-based С A algorithms allowed us to investigate their properties for instances with a close-to-actual number of dimensions. The algorithms were tested on the data of the optimal scheduling problem for a system of unrelated parallel machine with job start delays [23] . Table 9 contains the results of testing the instances of problem (1)- (8) Table 9 , da t and da  are, respectively, the solution time (hh:mm:ss) and the value of the efficiency criterion, which were obtained by applying the basic algorithm based on bicriteria relaxation and IBM ILOG CPLEX [24] .The values dp t , dp  , dp p , and dp  are, respectively, the solution time (in seconds); the value of the criterion; and the relative and absolute worsening (improvement at a negative value) of the criterion achieved by the P A algorithm, compared with the basic algorithm. The corresponding c dp  , c dp p , and c dp  values were obtained by the С A algorithm.
In general, there is an evident absolute gain in speed due to the efficiency of the Concerning the accuracy (i.e., closeness of the flight assignments and aircraft schedules generated by the P A and С A algorithms to the optimal ones) estimates, we note the following points. There are no a priori accuracy estimates for P A and for the combination P A + С A , but there are a posteriori ones at small dimensions, which are as follows [24] : in approximately 82% of cases, an accurate solution was obtained in the generated tests. In the other cases, the deviation from the optimum was no more than 6%. This conclusion was derived from a comparison of the P A + С A testing results with the solutions of the same tests in CPLEX by the expansion of recursions and the direct reduction of problem (1)- (8) in milp.
The dimensions of the tests (100 flights and 30 aircraft) and the solution time offer hope that the designed toolkit would be efficient in solving real-life problems of airline planning.
Conclusions
The results obtained demonstrate the efficiency of the proposed approaches in solving real-life problems of air transportation planning, including aircraft fleet assignment, routing, and, if necessary, flight scheduling. Thus, our approach would make a promising a contribution to the planning practice of an airline company of any size. A posteriori estimates for the accuracy and speed of the algorithms lead us to conclude that the developed toolkit has evident advantages over its analogs.
The testing confirms experimentally, in terms of computing time, the efficiency of the P A + С A pair. Noteworthy is the insignificant contribution of the С A algorithm to the total complexity. The use of this algorithm adds no more than a second to the total computing time dp t for the tests in Tables 9-11. 
