This article focuses on the Bohr radius problem for the derivatives of analytic functions, along with a technique of establishing Bohr inequalities in classical and generalized settings.
Introduction
Given any complex valued analytic function F (z) = ∞ n=0 A n z n defined in the open unit disk D, let the majorant series of F be M F (r) := ∞ n=0 |A n |r n , |z| = r < 1. Using this notation, we state the following remarkable result from [9] .
Theorem A. Let f (z) = ∞ n=0 a n z n be analytic in D and |f (z)| < 1 for all z ∈ D. Then M f (r) ≤ 1 for all z ∈ D with |z| = r ≤ 1/3. This radius 1/3 is the best possible.
This theorem was initially proved by Harald Bohr for r ≤ 1/6, and was refined thereafter by Wiener, Riesz and Schur independently. Problems of similar type are being extensively studied nowadays in different settings (see for instance [3, 8, 10, 15, 19, 20] and the references therein), and have gained popularity by the name Bohr phenomenon. In view of Theorem A, it is natural to ask if the derivative of an analytic self map f of D also has Bohr phenomenon. Taking f (z) = f a (z) = (z + a)/(1 + az), z ∈ D for each a ∈ [0, 1), we observe that f ′ a (z) = (1 −a 2 )/(1 + az) 2 , and hence M f ′ a (r) ≤ 1 if and only if |z| = r ≤ r ′ = a/(1 + √ 1 − a 2 ). Since r ′ → 0 as a → 0, it is impossible to obtain a Bohr radius independent of f for f ′ without additional assumption. In this article a study of the Bohr inequalities for derivatives is initiated. Namely, we prove that an analogue of Theorem A exists for f ′ if f : D → D is an analytic function with f (0) = 0.
We now introduce the concepts of subordination and majorization to facilitate our discussion. For two analytic functions f and g in D, we say g is subordinate to f if there exists a function φ, analytic in D with φ(0) = 0 and |φ(z)| < 1, satisfying g = f • φ. Throughout this article we denote g is subordinate to f by g ≺ f . Also the class of functions g subordinate to a fixed function f will be denoted by S(f ). Again, for two analytic functions f and g in D, g is said to be majorized by f if |g(z)| ≤ |f (z)| for all z ∈ D. Besides having wide application in Geometric function theory, these two concepts are closely connected to the very rich theory of composition and multiplication operators. A lot of research from function theoretic aspect has been devoted to establish "comparison theorems" between |g ′ (z)| and |f ′ (z)|, provided that g is subordinate to or majorized by f (see [11, pp. 206-210] and [16] ). However, the superordinate function f has always been chosen to be univalent or locally univalent in all such results. In fact, local univalence is necessary for such results to hold. To see this, let |g ′ (z)| ≤ |f ′ (z)| for all |z| ≤ α, α > 0 whenever g ≺ f , f not necessarily locally univalent on all of D. Now for any
Clearly g ′ (α 1 ) = 0, which is only possible if α 1 = 0 or 1. If the assumption g ≺ f is replaced by |g(z)| ≤ |f (z)| for all z ∈ D, then we need to choose g(z) = z 3 − 2α 1 z 2 and f (z) = z 2 − 2α 1 z (cf. [16, p. 95 ]), and argue as above. The second theorem of this paper shows that such comparison results will hold for M g ′ (r) and M f ′ (r) with g and f being merely analytic.
At this point, it should be mentioned that comparison results for M g (r) and M f (r) are already available in literature, provided that g ≺ f or g is majorized by f . One of them is the following lemma from [6] , which is extended to a more general case in [5, Theorem 2.1]. for each a ∈ [0, 1). From this we have M g (r) ≤ M f (r) for |z| = r ≤ 1/(1 + 2a), and hence letting a → 1− shows that the radius 1/3 in Lemma B cannot be improved in general. Now as an answer to the problem of determining the Bohr radius for the subordinating family of an odd analytic function, it was shown in [5, Theorem 2.4] that the conclusion of Lemma B holds for |z| = r ≤ 1/ √ 3 if f and g both are taken to be odd analytic. However, since f (z) = z is odd, the example we just provided shows that the radius 1/3 cannot be improved for g ∈ S(f ) if only f is odd analytic. The same example also shows that the radius 1/3 in [5, Corollary 2.3] cannot be improved if any analytic function g is majorized by an odd analytic function f . In this paper we have shown that an improvement on 1/3 is possible in this situation if f and g both are odd analytic. Further, we prove another comparison theorem between M g ′ (r) and M f ′ (r), assuming that f and g both are odd analytic, and that g ≺ f or g is majorized by f in D.
Now we discuss a different approach towards the Bohr inequality. In the single variable framework, it is a natural problem to find an appropriate form of the Bohr inequality for the functions which map D inside a domain in C other than D. To this end, a generalized treatment of the Bohr radius problem has been introduced in [1] , using the concept of subordination. According to [1] , we say that S(f ) has the Bohr phenomenon if for any
for |z| = r < r 0 . Here d(f (0), ∂f (D)) denotes the Euclidean distance between f (0) and the boundary of domain f (D). It is seen that whenever an analytic function g maps D into a domain Ω other than D, then in a general sense the Bohr inequality (1.1) can be established if g can be recognized as a member of S(f ), f being the covering map from D onto Ω satisfying f (0) = g(0). In particular, if we take Ω = D, then for any analytic g : D → Ω there exists a disk automorphism f such that g(0) = f (0) and g ∈ S(f ). In this case d(f (0), ∂D) = 1 − |f (0)|, and hence (1.1) reduces to the classical Bohr inequality M g (r) ≤ 1. The Bohr phenomenon has been researched by using the above definition in a number of articles (see for example [1, 2, 4, 6, 7] and their references). In view of this approach, it is often necessary to obtain an estimate on M g (r) in terms of M f (r) for establishing the Bohr inequality (1.1), and the aforesaid Lemma B is already seen to be useful for this purpose (cf. [6] ). Clearly, any comparison result of this type with a different radius might come in handy in several situations. We prove another lemma in this regard and discuss its interesting outcomes, which include a refinement of [5, Theorem 2.7], and the Bohr phenomena for spherically convex functions and convex functions of bounded type. These two concepts will be explained in due course.
Main results
We start by stating two important properties of the majorant series, which will be used frequently in a number of our proofs. Let f (z) = ∞ n=0 a n z n and g(z) = ∞ n=0 b n z n be two analytic functions defined in D. Then M f +g (r) ≤ M f (r)+M g (r) and M f g (r) ≤ M f (r)M g (r) for any |z| = r ∈ [0, 1). For the sake of completeness, we include the proofs for both of these properties. Indeed, it is easy to see that
To prove the other property, we only need to note the trivial facts M αf (r) = |α|M f (r) for any α ∈ C and
. We are now ready to establish the Bohr phenomenon for the derivative of an analytic self map w of D, where w(0) = 0.
As a result, a little computation reveals that M w ′ (r) ≤ 1 if 2(1/(1 − r) 2 − 1) ≤ 1, i.e. if r ≤ r 0 = 1 − 2/3. To see that r 0 is the best possible we consider the functions w(z) = ξ a (z), z ∈ D, where a ∈ [0, 1). For any fixed a ∈ [0, 1),
which holds if and only if r ≤ r 0 (a), r 0 (a) being a nonnegative real number. Now we observe that for each fixed a, M(a, r) is strictly increasing in r ∈ (0, 1), and that M(a, 0) = −1 < 0, M(a, 1) = (1 + 3a − 2a 2 )/(1 − a) 2 > 0. Hence the number r 0 (a) is the only real root of M(a, r) = 0 in (0, 1). Again, we observe that M(a, r) is strictly increasing in a ∈ [0, 1) for each fixed r ∈ (0, 1), and therefore for any a 1 , a 2 ∈ [0, 1), r 0 (a 1 ) < r 0 (a 2 ) whenever a 1 > a 2 . As a consequence, M(a, r) ≤ 0 for all a ∈ [0, 1) if and only if r ≤ inf a∈[0,1) r 0 (a), and inf a∈[0,1) r 0 (a) = lim a→1− r 0 (a) is the root of lim a→1− M(a, r) = 0. Noting that lim a→1− M(a, r) = 2(1/(1 − r) 2 − 1) − 1, we conclude inf a∈[0,1) r 0 (a) = 1 − 2/3 = r 0 . This completes the proof.
The above theorem allows us to derive the following result.
Theorem 2. Let f (z) = ∞ n=0 a n z n and g(z) = ∞ n=0 b n z n be two analytic functions defined in D. Then for |z| = r ≤ r
. The radius r 0 cannot be improved in either case.
If |g(z)| = |f (z)| for some z ∈ D, then by the maximum modulus principle, g(z) = cf (z) for some |c| = 1, which implies M g ′ (r) = M f ′ (r) for all r ∈ [0, 1). Therefore assuming |g(z)| < |f (z)| for all z ∈ D, there exists an analytic self map
r). Following similar lines of calculations as in the proof of Theorem 1 it could be shown that M zφ
To see that this r 0 is the best possible, one can choose the functions g(z) = ξ a (z), z ∈ D, where a ∈ [0, 1) and f (z) = z. Clearly ξ a ≺ f and |ξ a (z)| ≤ |f (z)| for all z ∈ D. Since f ′ (z) = 1, the argument used to establish the best possible part in the proof of Theorem 1 will also show that the radius r 0 cannot be improved in both (i) and (ii).
Remark. The condition f (0) = 0 is essential in Theorem 2(ii). For, if we consider f (z) = z + 1 and g(z) = z(z + 1), z ∈ D then |g(z)| ≤ |f (z)| in D, but M g ′ (r) = 2r + 1 > 1 = M f ′ (r) for all r = 0.
Our next result exhibits that M g (r) is dominated by M f (r) for |z| = r ≤ 1/ √ 3, provided that f and g both are odd analytic and g is majorized by f in D.
Proof. If |g(z)| = |f (z)| for any z ∈ D, then by the maximum modulus principle g(z) = cf (z) for some |c| = 1 and for all z ∈ D. This implies M g (r) = M f (r) for all |z| = r < 1. Therefore considering |g(z)| < |f (z)| for all z ∈ D, we see that there exists an analytic φ : D → D with a Taylor expansion φ(z) = ∞ n=0 c n z n , z ∈ D such that g(z) = φ(z)f (z) for all z ∈ D. As the coefficients for z 2n for any n ≥ 0 is zero for both f and g, it is immediately seen that
Using |c 2n | ≤ 1 − |c 0 | 2 for all n ≥ 1, we get that Mφ(r) ≤ 1 for r ≤ 1/ √ 3, and hence M g (r) ≤ M f (r) for r ≤ 1/ √ 3. To see that 1/ √ 3 is the best possible, we take Remark. Using the same functions g a and f from the proof of Theorem 3 one can show that the radius 1/ √ 3 is the best possible in [5, Theorem 2.4] as well.
The following theorem reveals that the radius 1 − 2/3 in Theorem 2 can also be improved if f and g both are taken to be odd analytic. 
This radiusr 0 cannot be improved in either case.
Proof. (i) We have g(z) = f (w(z)) where w is an analytic self map of D with w(0) = 0. As f, g both are odd analytic, comparing the coefficients from both sides of the
where φ n (z) = (w 2n+1 (z) − w 2n+1 (−z))/2z 2n+1 is an even analytic function satisfy-
Using the Wiener's estimates |φ k n | ≤ 1 − |φ 0 n | 2 for each k ≥ 1, a little calculation yields that rM φ ′ n (r) + M φn (r) = ∞ k=0 (2k + 1)|φ k n |r 2k ≤ 1 whenever 2 ∞ k=1 (2k + 1)r 2k ≤ 1, i.e. whenever r ≤r 0 . Thus M g ′ (r) ≤ ∞ n=0 (2n + 1)|a 2n+1 |r 2n = M f ′ (r) for r ≤r 0 . (ii) This part can be proved by adopting exactly the same lines of computations from the proof of Theorem 2(ii). We only need to note that φ can be assumed to be even analytic (see the proof of Theorem 3), and therefore proceeding like the proof of part (i), we can show that M zφ ′ (r) + M φ (r) = rM φ ′ (r) + M φ (r) ≤ 1 for r ≤r 0 .
To see thatr 0 is the best possible in both (i) and (ii), one can choose g(z) = g a (z), z ∈ D where a ∈ [0, 1) and f (z) = z. It has to be shown that M g ′ a (r) ≤ M f ′ (r) = 1 for all a ∈ [0, 1) if and only if r ≤r 0 . The argument hereafter is mostly similar to the corresponding part from the proof of Theorem 1.
We now prove a lemma which will be instrumental in proving the forthcoming results.
Proof. From the proof of [11, Theorem 6.3] it is easy to see that, whenever g ≺ f and m ∈ N, t n=m |b n | 2 |a n | r n ≤ t n=m |a n |r n if {r n /|a n |} t n=m is a monotonic decreasing sequence, i.e. if r ≤ |a n+1 /a n | for all n satisfying m ≤ n ≤ t. Therefore for r ≤ inf m≤n≤t |a n+1 /a n |, using the Cauchy-Schwarz inequality gives t n=m |b n |r n ≤ t n=m |b n | 2 |a n | r n t n=m |a n |r n ≤ t n=m |a n |r n .
Letting t → ∞, the proof for the first part is complete. For m = 0, the result follows from the fact that
Remark. It is evident that for f (z) = ∞ n=m a n z n , z ∈ D and m ∈ N, if {|a n |} t n=m is a monotonic increasing sequence with a m = 0, then for any g(z) = ∞ n=m b n z n ≺ f (z) we have t n=m |b n |r n ≤ t n=m |a n |r n for all |z| = r < 1. This can be taken as a majorant series analogue of the much esteemed result [21, Theorem VII(ii) ].
The following result recovers [5, Theorem 2.7] , with the constant 2 √ 3 − 3 ≈ 0.4641016 replaced by a much smaller number.
Theorem 5. Let f : D → D be an analytic function with Taylor expansion f (z) = ∞ n=0 a n z n . Then the inequality |f (z)|+M f (r)−|a 0 | ≤ 1 holds for all |z| = r ≤ r |a 0 | , where r |a 0 | := (1 + |a 0 |) 2 + |a 0 | 2 − (1 + |a 0 |) |a 0 | 2 and |a 0 | ≥ã ≈ 0.361103,ã being the only root in (0, 1) of the equation x 4 + 2x 2 + 2x − 1 = 0. This radius r |a 0 | is sharp.
Proof. We assume a 0 = 0 to begin with. Now using the fact that f (z) ≺ (z + a 0 )/(1 + a 0 z), z ∈ D, from Lemma 1 we get that 
Now since ψ 1 (0) = −1 < 0 and ψ 1 (1) = 4 > 0, ψ 1 has a root in (0, 1) which we choose to beã. Since ψ ′ 1 (x) > 0 for all x ∈ (0, 1), ψ 1 (x) ≥ 0 ⇐⇒ x ≥ã. Also,
Using Mathematica, one can see thatã ≈ 0.361103.
Before we proceed further we need to be familiar with the following two classes of functions. A meromorphic univalent (i.e. one-one) function f defined in D is called spherically convex if f (D) is a spherically convex domain in the Riemann sphereĈ, i.e. for any w 1 , w 2 ∈ f (D), the smaller arc of the greatest circle (spherical geodesic) between w 1 and w 2 lies in f (D). Let K s (α) be the class of all spherically convex functions in the normalized form f (z) = αz+a 2 z 2 +a 3 z 3 +· · · , 0 < α ≤ 1. The reader is referred to the articles [17, 18] and the references therein for a detailed study on spherically convex functions. Now for an analytic locally univalent function f in D the curvature of f ({z : |z| = r}) at the point f (z) is given by
, 0 < |z| = r < 1.
A convex analytic univalent function f defined in D is said to be in CV (R 1 , R 2 ) if f satisfies f (0) = f ′ (0) − 1 = 0 and 0 < R 1 ≤ lim |z|→1− (1/κ f (z)) ≤ lim |z|→1− (1/κ f (z)) ≤ R 2 < ∞.
The class CV (R 1 , R 2 ) was introduced in [13] and functions in this class are called convex functions of bounded type. More on CV (R 1 , R 2 ) can be found in [14, 22] . To the best of our knowledge, coefficient problem in any of these two classes is not It is worth noting that both r s and r c turn out to be bigger or equal to 1/3. As a result, Lemma B is not of much use in either case, while using Lemma 1 solves the Bohr radius problem to certain extent. 
