Abstract
Introduction
Biometric methods for identifying people based on their physiological/behavioral characteristics, such as face, speech, iris, fingerprints, hand-geometry and gait, have come to play an increasingly important role in human identification due primarily to their universality and uniqueness [1, 2] . Gait recognition is one of the behavioral biometric methods, used to signify the identity of individuals in image sequences 'by the way they walk' [3] . From a surveillance perspective, gait recognition is an attractive modality because it may be performed at a distance surreptitiously.
Boyd and Little [4] gave an overview of gait recognition, comparing and evaluating the research and tests up to date. The approaches to gait recognition can be regarded as 2D or 3D methods. A great majority of the proposed approaches are 2D methods based on analyzing video sequences captured by a single camera. These methods can be divided into feature/appearancebased methods [2, [5] [6] [7] [8] and model-based methods [1, [9] [10] [11] [12] . Appearance-based methods which have low requirements for video quality are simple to implement but often sensitive to the variations of viewpoint, shoes, and lighting. Model-based methods with rather complex model matching and tracking stages are often applied to high quality videos. The main disadvantages of 2D recognition are caused by the limitations of a single camera view, and occlusion. Some methods try to solve it based on 2D analysis. Ben-Abdelkader et al. [13] extract a subject's height, amplitude of height oscillations during gait, gait cadence, and stride length, and Johnson and Bobick [14] used four static body parameters for recognition, but the features extracted using these methods are simple, at the same time, they did not use any timing information from gait. Moreover, these methods require some camera calibration and knowledge of the distance from camera to subject. Lee and Elgammal [15] introduced a method, using higher-order singular value decomposition which decomposes view factors, body configuration factors and gait-style factors. Gait-style factors are view-invariant, time-invariant and speed invariant that can be used for recognition. But due to the limitation of 2D methods, they can not deal with drastic view variation substantially which was not included in learning for multi-linear analysis.
In 3D gait recognition, videos are captured by more than two cameras. The walking persons are tracked with the help of 3D human models. Then, the 3D human structure is reconstructed and dynamic features are extracted. Finally, the gait analysis or recognition is performed. Dockstader et al. introduced a complex method based on hard and soft kinematic constraints towards 3D tracking and extraction of gait patterns in human motion [16] . They only experimented with data from two persons, with an emphasis on constructing human models and tracking, but not recognition. Urtasun and Fua [17] proposed an approach based on matching 3D motion models to synthesized video, and on tracking and restoring motion parameters. They preformed tests on 4 people with nine speed variations, emphasizing robustness of speed changes.
In real-world environments, a 2D analysis will be easily affected by varying viewpoints, occlusion and surface variations, and cannot provide correct and accurate results.
In this paper, we propose a novel approach to 3D gait recognition. In our method gait sequences captured by multiple cameras are tracked, trajectories of key joints are extracted as dynamic features, and lengths of segments are used as static parameters to assist analysis, simulation and recognition.
Human model and initialization
To restore the 3D pose of a person, a 3D human model should firstly be defined, which includes the skeleton structure and appearance. Skeleton parameters define the pose, while the appearance model describes the shape, which can be used in the comparison of features from projected images. In our approach, a tree structure is applied to describe a human skeleton, and each node in the tree denotes a joint, as shown in Fig. 1 . A local coordinate system is attached to each joint, and this coordinate system can rotate around this joint according to the rotation parameters of the joint. The parameters of the joint include a rotation vector N(1x3) and a translation vector T(1x3) expressing the displacement relative to the father joint node. This displacement is achieved according to measurements obtained from the body. In tracking, the length of the skeleton remains unchanged, so the translation vector T is fixed. A skeleton model with 10 joints and 24 degrees of freedom (DOFs), which can be seen in Fig. 2 , is used in our implementation, Fig. 3(a) shows the appearance model(here a truncated conic model is applied) and (b) the projected image using our models. 
Fig.4. Manual initialization and stick figures of simulation data after initialization
The visual tracking is based on an initialized first frame. The radius and length of the truncated conic model, initial pose and the initial angular configuration of all views for the first time step have to be known. This step requires the user's interaction. A semiautomatic system was setup for this purpose. A user adjusts the parameters of the conic model, clicks on the 2D joint locations in all views at the first time step, as shown in Fig.4 (a). Given that, the 3D pose and the image projection of the matching angular configuration is found in minimizing the sum of squared differences between the projected model joint locations and the user supplied model joint locations. Symmetry constraints, that the left and right body lengths are the same, are enforced as well. Good results are achieved with a Quasi-Newton method. 
Tracking
The axis-angle is used to parameterize rotation. It describes rotation as rotating an angle || || a θ = round an axis direction of a ( a is an Axis-angle vector). The corresponding rotation matrix can be computed using Rodrigues formula:
where, × denotes an anti-symmetric matrix. On the basis of a and T, we can compute the relative rigid body transformation of the coordinate system to the father node coordinate
The Newton-Gauss algorithm is appropriate to solve non-linear least squares problems, and its objective function is with the formulation of the sum of squared residuals:
Suppose that J is the Jacobian matrix of residual vector 1 2 [ , ,..
., ]'
M r r r r = , M the number of visible points in the model surface, and x is the parameter including all the axis angles to be optimized.
Then the first derivative of the objective function is
Supposing the norm of residuals i r by optimal objective is small, a second order Hessian matrix can be approximated using the following formula:
According to the Newton optimized formula, the iterative formula solving the numerical value of the objective function ( ) f x is:
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Fig.5. (a) Edge features (b) Silhouette features (c) Matching of edge points from model projection and input image
In this paper, the objective function is built aimed at three different image features: luminance, edge and silhouette, as shown in Fig.5 . Edges and silhouette provide the limitation to the projected position of the human shape model, while luminance to the motion of two neighboring frames. Fig.6 demonstrates the framework, which can be summarized as follows: experiments, because of self-occlusion and interocclusion of upper limbs and body, tracking of upper limbs is not correct and reliable, and usually fails. This conclusion is the same as in [16, 17] ; 2) In walking, the poses of upper limbs are often changed, for example, taking suitcase, lifting some things, pulling the baggage, so inconstancy of upper limbs makes us "distrust" their parameters in recognition. Therefore, only motion parameters of lower limbs are applied as dynamic features in our recognition.
Intuitively, when recognizing a person at a distance, people firstly judge according to bodily form and/or proportion, then according to the way of walking. So we combine the static and dynamic features together for recognition. The static features here refer to the whole body information, such as height, length of leg, which do not change with the variation of mental state, for example drunk, while the dynamic features describe the motion of a human. Trajectories of positions of knee joints and ankle joints relative to the root node are extracted as dynamic features. These two kinds of features are combined together to recognize gait. In the CMU MoBo database, the data of each person include sequences from six cameras. In 3D tracking and analysis, at least two cameras are required, but because of occlusion, information from two or three cameras is not enough. Data from four cameras were selected for analysis, because six cameras did not provide any better tracking results in our experiments. The cameras marked as 03, 05, 07 and 13, as shown in Fig.8 , were used in our further experiments. Figs.9 and 10 present examples of volume and stick model images of gait simulation based on tracking. The rightmost figure in Fig. 9 shows the distance trajectories of left knee, right knee, left ankle, right ankle relative to the root node, and analyzed information such as the gait period. Fig.  10 demonstrates the key stick images simulating gait. Different persons have different walking speeds, and even for each person the speed often changes in different times and situations. Therefore, it is important to take into account these variations. They can be handled using time normalization. Time normalization can be implemented with linear or non-linear methods, such as the linear time normalization (LTN) process or dynamic time warping (DTW).
In LTN, suppose that there are R frames in the training data and T frames in the test sequence (usually T R ≠ ). In matching, every frame in the training data is compared to certain testing frames determined by linear measure change compensation. This method is appropriate for situations in which there is a linear or approximately linear relation between the times of the decomposed activity and the whole activity.
DTW is a method of dynamic programming, which is appropriate for the situation in which there are no rules for the decomposed and whole activity times, but just an order limitation of activities.
Experiments
Recently, Urtasun and Fua [17] proposed an approach based on matching 3D motion models to synthesized video and on tracking and restoring motion parameters. They preformed tests on 4 people and nine speed variations, with an emphasis on robustness of speed changes. For speed variation, however, a 2D analysis has already provided good results [6] , but it is sensitive to surface changes [6] [7] [8] 18] . For example, almost all methods have given poor results in the USF surface variation experiments, for example 29% in [8] and 34.3% in [7] . For the CMU database, to our knowledge, there are only few results dealing with walking on inclined surfaces. This is because such surface variations have drastic effects on human silhouettes, which are difficult to solve using 2D methods. We expect that a 3D method can help in this respect. For test this, we used the CMU slow walking data as the training set and inclined data (walking on an inclined surface) as the test set. Static parameters and dynamic features obtained by tracking are used for recognition.
Sequences from lateral, front oblique, front and back oblique views are used for tracking and recognition. The static features include the lengths of eight segments: upper arms, lower arms, shoulders, head, upper body, hips, upper legs and lower legs. These features can be achieved in motion initialization. To decrease the errors caused by marking joints manually, five independent initializations are done to get the mean lengths of the key segments as final static features. Dynamic features mainly use the trajectories of distances from two knees, two ankles to root, and the distances between two knees and between two ankles, respectively. The total trajectory number of dynamic features used to describe gait motion is six. Fig.11 . Alignment of key joints' trajectory of one subject's incline and slow in one period using LTN We define four key poses in gait similar to [19] : P1: two legs are together and the swinging right leg passes the planted left foot; P2: two legs are furthest apart and the right leg is in front, P3: the two legs are together and the swinging left leg just passes the planted right foot; P4: two legs are furthest apart and the left leg is in front. Considering that each period of walking will include these four key poses, and the time of two neighboring key poses has a linear or approximately linear relation to the whole time, LTN is applied to time normalization. In fact, in pose matching, we often think intuitively that P1 should match P1. If using DTW, the motion parameters of similar poses may be very different, and therefore cannot find this correspondence. Fig. 11 describes the alignment of key joints' trajectory of subject 04011_incline and 04011_slow in one period using LTN.
In time alignment, it is required that the start pose is the same. In our experiments, when extracting one period sequence, this period will start from pose P1. This makes alignment and matching easy and reliable. Fig.12 shows the trajectory of distance between two ankles(a) and distance between two knees(b) of 04011_incline with ten persons' slow sequences, relative distance of left ankle(c) and right ankle(d) of 04022_incline with ten persons' slow sequences (two lines with "*" describe the two different sequences of the same person, we can discriminate the person in this trajectory figure) Fig.13 . Similarity of incline and slow sequence Slow and inclined sequences of 10 persons were randomly selected to evaluate our algorithm. The similarity plot is shown in Fig.13 . The more similar the two sequences, the blacker the figure is. The diagonal describes the similarity of two different gaits of the same person, which is more similar, and so it can be used for recognition.
After the feature extraction and alignment, Euclidean distance and 1NN are applied for measurement. Static features reflect the body characteristics. The recognition accuracy obtained with the lengths of eight segments is 60%. Dynamic features describe the characteristics of motion. The time alignment keeps the motion parameters of the whole sequence, providing a recognition rate of 60%.
If we add the parameters of the upper limbs, there are 16 dynamic features in total. Besides the distance of left knee, right knee, left ankle, right ankle, distance between two knees, distance between to ankles, there are distances of left hip, right hip, head top, neck, left hand, right hand, left elbow, right elbow, left shoulder, right shoulder. All these distances refer to the distance relative to the root node (MidHip) in motion, except the distance between two knees and between two ankles. When combining the static features and dynamic features, and testing inclined walking in the slow dataset, a recognition rate of 70% was obtained. So the combination of these two features can describe gait in appearance and motion, increasing the efficiency and accuracy of analysis.
Conclusions
In this paper, an approach for gait tracking and recognition based on multi-cameras is proposed. A tracking method using a local optimized algorithm is presented, and the gait feature extraction and recognition are studied. The main advantage of the proposed method is that it can deal with the effects of viewpoint and surface variations, which are difficult to solve with 2D analysis. In recognition, static parameters and dynamic features are combined together to describe gait. Because in 2D recognition differences in surfaces have more effect on recognition accuracy, ten persons were randomly selected in our experiments to evaluate our method. A slow dataset is used as a training set, and inclined walking dataset as test set to be recognized in slow dataset. A result of 70% is achieved. Moreover, the results of experiments using different dynamic features show the efficiency of 3D analysis, importance of lower limbs motion, and low reliability of upper limbs. But initialization is still implemented manually, and the reliability of tracking also needs to be improved.
