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vRE´SUME´
La tomographie axiale calcule´e par ordinateur utilise ordinairement des techniques de
analytiques pour la reconstruction d’image, mais les me´thodes de reconstruction statistiques
ite´ratives peuvent eˆtre une bonne alternative a` ces techniques conventionnelles. Le principal
proble`me de ces me´thodes est qu’elles ne´cessitent une ame´lioration de leurs performances en
terme de temps de calcul et d’espace me´moire requis pour pouvoir eˆtre plus couramment
utilise´es.
Ce projet a pour but d’optimiser les performances globales des techniques ite´ratives de
reconstruction en 3D en utilisant une repre´sentation alternative de l’objet ainsi que d’e´tu-
dier l’impacte d’une telle repre´sentation sur la qualite´ des images reconstruites. L’utilisation
de la repre´sentation de l’objet en coordonne´es cylindriques a un impact significatif sur les
performances globales des techniques ite´ratives car elle permet une re´duction conside´rable
de la me´moire utilise´e mais ce mode`le est encore tre`s lent, son effet sur la qualite´ de l’image
me´connu et ses possibilite´s d’ame´lioration tre`s peu e´tudie´es. ce projet se concentre sur les
ame´liorations possibles avec cette repre´sentation cylindrique permettant l’augmentation de
la vitesse de calcul en utilisant la forme particulie`re de la matrice de projection en 3D.
Ce projet consiste dans un premier temps a` de´velopper une nouvelle technique de paralle´-
lisation efficace de la me´thode qui utilise la structure bloc-circulante de la matrice de projec-
tion, mais aussi a` ame´liorer la vitesse de convergence graˆce a` la cre´ation de pre´conditionneurs
utilisant la proprie´te´ diagonale-dominante de la matrice de projection bloc-diagonalise´e dans
le domaine de Fourier.
La deuxie`me partie de ce projet consiste en une e´tude pousse´e de la qualite´ des images re´-
sultant de l’utilisation de cette repre´sentation cylindrique de l’objet, une application d’un
mode`le polychromatique afin de re´duire les arte´facts me´talliques et la mise en oeuvre de la
me´thode pour la reconstruction de donne´es re´elles.
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ABSTRACT
Computed tomography usually uses analytical techniques for image reconstruction. But
Iterative, statistical reconstruction methods can be good alternative to this conventional ana-
lytical techniques. The main problm with these methods is that they require an improvement
in their performances in terms of amount of computation and memory footprint for wider
adoption of the approach.
This project aims to optimize the overall performance of iterative reconstruction tech-
niques in 3D using an alternative representation of the object and to study the impact of
such representation on the quality of the reconstructed images. The use of object represen-
tation in cylindrical coordinates has a strong impact on the overall performance of iterative
techniques because it allows a considerable reduction of the memory footprint but this model
is still very slow, its effect on the quality of the unknown image and opportunities for im-
provement aren’t really studied. This project focuses on possible improvements to increase
the speed of calculation using the special form of the projection matrix in 3D.
First, this project is to develop new techniques for efficient parallelization of the method
that uses block-circulating structure of the projection matrix, but also improve the speed of
convergence through the creation of preconditioners using the property diagonal-dominant
property of the block projection-diagonalized projection matrix in the Fourier domain.
The second part of this project consists of a detailed study of the image quality resulting
from the use of this cylindrical representation of the object, an application of a polychromatic
model to reduce metal artifacts and the implementation of the method for reconstruction of
real data.
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1CHAPITRE 1
INTRODUCTION
L’imagerie me´dicale regroupe un ensemble de techniques non-invasives permettant de vi-
sualiser l’inte´rieur du corps humain. Elle est utilise´e comme outil diagnostique en me´decine
ou dans la recherche biome´dicale afin d’ame´liorer la connaissance du corps humain. Parmi les
techniques d’imagerie, la tomodensitome´trie ou tomographie calcule´e par ordinateur (abre´ge´e
CT-scan avec CT : computed tomography), ou commune´ment appele´e tomographie, consiste
a` mesurer l’absorption des rayons X par les tissus de l’objet a` imager en faisant varier l’angle
de projection des rayons. Les images 2D ou 3D de l’objet sont ensuite reconstruites graˆce a`
un traitement informatique.
Cette technique d’imagerie est tre`s couramment utilise´e et ses applications sont nom-
breuses. Elle sert notamment a` de´tecter et suivre l’e´volution des tumeurs et he´morragies
dans la boˆıte craˆnienne, a` imager les arte`res coronaires et a` diagnostiquer les maladies abdo-
minales et le cancer. Le proble`me est que les rayons X sont cance´rige`nes, il est alors pre´fe´rable
de diminuer au maximum la dose de rayons X utilise´e a` chaque examen ce qui va diminuer la
qualite´ des mesures en augmentant le bruit. Une application plus re´cente de cette technique
est l’imagerie intra-ope´ratoire lors de chirurgies cardiaques, vasculaires et de la moelle epi-
nie`re. Pour cette dernie`re application, la qualite´ d’image et le temps de reconstruction sont
deux crite`res tre`s importants et ame´liorables.
Ces diverses applications de la tomodensitome´trie ne´cessitent donc d’avoir des me´thodes
de reconstruction rapides d’image de bonne qualite´ et efficaces dans la re´duction du bruit.
1.1 Reconstruction de l’image en tomographie
Pour obtenir des images a` partir des mesures d’atte´nuations de rayons X, il est ne´cessaire
d’effectuer un traitement informatique. Pour cela, il existe deux grands types de me´thodes :
les me´thodes analytiques, abre´ge´es FBP pour Filtered Back-Projection, et les me´thodes alge´-
briques, abre´ge´es ART pour Algebraic Reconstruction Technique.
Les scanners a` rayons X actuellement exploite´s pour des applications cliniques utilisent
les me´thodes analytiques ou des me´thodes semi-ite´ratives car elles sont rapides du fait de la
simplicite´ du mode`le utilise´ et de la me´thode de calcul ne´cessaire a` la reconstruction. Le prin-
2cipal proble`me de ces me´thodes est que le mode`le qu’elles utilisent ne prend pas en compte
le bruit. Cette approximation du mode`le va avoir un impact important sur la qualite´ des
images reconstruites a` partir de mesures tre`s bruite´es provenant de protocole expe´rimental
basse-dose.
Dans le cas de donne´es bruite´es, les me´thodes alge´briques ite´ratives sont de´sormais re-
connues pour avoir des re´sultats de reconstruction de meilleure qualite´ que les me´thodes
analytiques. Ces me´thodes permettent la prise en compte d’informations a` priori sur l’image
dans leur mode`le telles le spectre de la source de rayons X utilise´e et lors de la reconstruc-
tion telles le type de bruit ou de structure attendu. Ces informations permettent d’ame´liorer
conside´rablement la qualite´ des images reconstruites. En revanche la taille importante des
objets et donne´es a` manipuler pour une reconstruction en 3D rend le temps de calcul tre`s
long et l’espace me´moire requis tre`s important. Ces proprie´te´s des me´thodes alge´briques rend
irre´alisable leur utilisation dans le domaine clinique.
1.2 Objectifs de recherche
L’objectif ge´ne´ral de ce travail a e´te´ de de´velopper une me´thode alge´brique ite´rative
de reconstruction efficace permettant d’ame´liorer la vitesse d’exe´cution et l’espace me´moire
requis tout en conservant la qualite´ d’image supe´rieure des me´thodes alge´briques.
Pour cela, on a choisi de de´velopper une repre´sentation alternative de l’objet a` imager
en coordonne´es cylindriques afin de diminuer la taille des structures a` manipuler lors de la
reconstruction avec une me´thode alge´brique. De plus, on a cherche´ a` augmenter la vitesse de
la reconstruction ite´rative en diminuant le temps de calcul de chaque ite´ration et le nombre
d’ite´rations ne´cessaire.
1.3 Plan du me´moire
Ce me´moire est pre´sente´ de la manie`re suivante :
Dans le chapitre 2, on pre´sente les diffe´rents mode`les de formation de donne´es, on de´crit
plus en profondeur les deux grands types de me´thodes de reconstruction FBP et ART. On
pre´sente plus particulie`rement l’ART en coordonne´es cylindriques qui nous semble eˆtre la
solution la plus adapte´e pour re´pondre a` nos objectifs. Enfin, on pre´sente les techniques de
mesure qui permettront de tester l’impact du nouvel algorithme sur la qualite´ de l’image.
Dans le chapitre 3, on de´crit les me´thodes de´veloppe´es pour atteindre notre objectif et plus
3particulie`rement, la me´thode d’optimisation du calcul de chaque ite´ration mise en oeuvre, la
me´thode de diminution du nombre d’ite´rations utiles et les me´thodes pour calculer et ame´-
liorer la qualite´ de l’image.
Dans le chapitre 4, on de´crit d’abord les parame`tres (mode`le utilise´, ge´ome´trie et fantoˆme
utilise´s pour la ge´ne´ration des donne´es, parame`tres d’estimation) et le protocole expe´rimental
utilise´s pour la validation des me´thodes de´veloppe´es. Les re´sultats de ces expe´riences sont
ensuite pre´sente´s et interpre´te´s.
Les re´sultats du chapitre pre´ce´dent sont re´sume´s et discute´s dans le chapitre 5 et sont
suivis d’une conclusion sur le travail effectue´ et une esquisse des travaux restants a` faire.
4CHAPITRE 2
REVUE DE LITTE´RATURE
2.1 Mode`le de formation des donne´es
2.1.1 Acquisition des donne´es
La tomographie a` rayons X est une technique d’imagerie consistant a` reconstruire le
volume d’un objet a` partir d’une se´rie de mesures faites de l’exte´rieur de cet objet en utilisant
les proprie´te´s de pe´ne´tration de la matie`re des rayons X. Le montage d’acquisition classique
comprend une source de rayons X et un panneau de barrettes de de´tecteurs entre lesquels est
place´ l’objet a` imager. La source et le panneau sont place´s de part et d’autre de l’objet et se
de´placent conjointement dans le meˆme sens le long d’une trajectoire circulaire, e´mettant des
rayons X et effectuant des mesures a` incre´ments angulaires de´finis. (Fig. 2.1). On se restreint
au cadre de la tomographie axiale, on conside`re que l’ensemble source de´tecteur ne se de´place
pas le long de l’axe de rotation.
Les de´tecteurs mesurent le nombre de photons rec¸us pour chaque angle de projection de
Figure 2.1 Acquisition de donne´es en tomographie c©Goldman (2007)
rayons X, qui, soustrait au nombre de photons e´mis par la source, donne une mesure de
l’atte´nuation des rayon par les mate´riaux traverse´s. Cette atte´nuation des rayons X par un
mate´riau est de´finie par le coefficient d’atte´nuation de ce mate´riau et de´pend de l’e´nergie
des rayons. Les mesures sont appele´es mesures de projection et forment ce qui est appele´ le
sinogramme. Ces donne´es sont traite´es mathe´matiquement pour reconstituer des images ou
coupes bidimensionnelles de l’objet qui repre´sentent le coefficient d’atte´nuation de chaque
5point de l’espace suivant un plan donne´. Ce plan est choisi ge´ne´ralement perpendiculaire ou
paralle`le a` l’axe de rotation.
2.1.2 Mode´lisation de´terministe de la projection
Le traitement mathe´matique des donne´es recueillies utilise une simplification du phe´no-
me`ne physique responsable de l’atte´nuation des rayons afin de mode´liser ce que repre´sente
une mesure de projection.
Les mesures de projections d’un objet µ, de coordonne´es en trois dimensions (x1, x2, x3),
sont mode´lise´es par un ensemble d’inte´grales de lignes d’angles diffe´rents. Chaque inte´grale
de ligne repre´sente la propagation et l’atte´nuation d’un rayon de la source de rayons X a` un
de´tecteur a` travers l’objet pour un angle de projection donne´ et est la somme des coefficients
d’atte´nuations des mate´riaux traverse´s en ligne droite par les rayons. Les coefficients d’atte´-
nuation des mate´riaux de´pendent de l’e´nergie des rayons qui les traversent.
Les sources de rayons X des scanners CT sont polychromatiques donc e´mettent des pho-
tons dans un spectre continu d’e´nergies () entre 5 et 150 keV. On conside`re i une paire
angle de projection-de´tecteur. L’intensite´ photonique Ii mesure´e par ce de´tecteur a` l’angle de
projection associe´ suit la relation suivante (Elbakri et Fessler (2002)) :
Ii =
∫
I0() exp
(
−
∫
Li
µ(x1, x2, x3, )dl
)
d (2.1)
ou` Ii est l’intensite´ photonique mesure´e, I0 est l’intensite´ photonique e´mise, µ le coefficient
d’atte´nuation line´aire de l’objet, Li les trajectoires des rayons atteignant le de´tecteur a` travers
l’objet pour un angle de projection donne´ (couple angle de projection-de´tecteur i) et  l’e´nergie
des rayons X. On e´met l’hypothe`se que le coefficient en mesure´ en cm−1, on a donc µ ≥ 0.
On de´finit la projection comme la fonction y˜ : N −→ R telle que y˜ = Ii/
∫

I0()d, on a
alors :
y˜ =
∫
b() · exp
(
−
∫
Li
µ(x1, x2, x3, )dl
)
d (2.2)
avec b() le spectre d’e´mission de la source de rayons X.
lorsqu’on observe le spectre de la source de rayons X utilise´e par les scanners clinique,
on s’aperc¸oit que l’intensite´ des rayons X est beaucoup plus e´leve´e pour une e´nergie de 70
keV que pour le reste du spectre. Il est donc possible de simplifier les calculs en ne´gligeant
la polychromaticite´ de la source et en utilisant un mode`le monochromatique. le coefficient
d’atte´nuation ne de´pend plus de l’e´nergie. Dans ce cadre la loi de Beer-Lambert peut eˆtre
6applique´e et l’e´quation 2.1 peut eˆtre simplifie´e :
Ii = I0 exp
(
−
∫
Li
µ(x1, x2, x3)dl
)
(2.3)
En de´finissant la projection monochromatique comme la fonction y : N −→ R telle que
y(i) = − log(Ii/I0), on obtient :
y(i) =
∫
Li
µ(x1, x2, x3)dl (2.4)
2.1.3 Discre´tisation
En re´alite´, afin de pouvoir effectuer les calculs de reconstruction et repre´senter le re´sul-
tat nume´riquement, l’image est discre´tise´e en un nombre fini de voxels. Ceci implique une
discre´tisation de l’objet µ(x1, x2, x3) qu’on nommera µ.
L’inte´grale le long de la droite Li passant entre la source positionne´e selon l’angle et le
de´tecteur de la paire angle de projection-de´tecteur i peut eˆtre approxime´e par la somme des
contributions pij des voxels j de µ(x1, x2, x3) a` l’atte´nuation mesure´e Ii. Il existe plusieurs
me´thodes de calcul des pij qui seront de´taille´es dans la section suivante. On regroupe les
coefficients pij de cette somme dans un vecteur ligne pi de la taille de l’objet discre´tise´. Cette
approximation permet de repre´senter
∫
Li
µ(x1, x2, x3, )dl de la forme suivante : piµ().
Les vecteurs pi, associe´s respectivement a` chacune des paires angle de projection-de´tecteur,
sont rassemble´s en tant que lignes d’une matrice P appele´e matrice de projection, ce qui per-
met de repre´senter les intensite´s photoniques mesure´es par tous les de´tecteurs pour tous les
angles de projections de la manie`re suivante :
I() =
∫
I0() exp (−Pµ()) d (2.5)
ou` P est l’ope´rateur de projection discret compose´ de l’ensemble des pi.
Si on reprend la fonction de projection avec l’ope´rateur discret dans le cadre monochro-
matique, on obtient :
y = Pµ (2.6)
ou` y repre´sente le sinogramme
Et dans le cadre polychromatique, on obtient :
y˜ =
∫
b() · exp(−Pµ())d (2.7)
72.1.4 Calcul de la matrice de projection
L’ope´rateur de projection qui repre´sente la contribution de chaque pixel a` l’atte´nuation
mesure´e par chaque paire angle de projection-de´tecteur va conditionner le syste`me a` re´soudre.
Il est donc ne´cessaire de choisir la me´thode de calcul la plus adapte´e a` notre proble`me, c’est
a` dire ayant le meilleur compromis entre la facilite´ de manipulation de la de´composition et
le re´alisme du mode`le.
Afin de faciliter le calcul de l’ope´rateur de projection, on attribue un coefficient e´gal a`
ze´ro a` tous les pixels qui ne sont pas traverse´s par un des rayons conside´re´s.
Il existe diffe´rentes me´thodes de calcul de l’ope´rateur de projection. Parmis ces me´thodes
les plus courantes sont les me´thodes dites pixel-driven, ray-driven et distance-driven(Fig. 2.2).
La me´thode de calcul de l’ope´rateur de projection pixel-driven consiste a` faire passer une
Figure 2.2 (a) me´thode pixel-driven. (b) me´thode ray-driven. (c) me´thode distance-driven
c©De Man et Basu (2004)
ligne de la source a` rayons X vers le de´tecteur de telle sorte qu’elle passe par le centre du
pixel e´tudie´. La valeur du pixel sera alors calcule´e par interpolation line´aire et application
de facteurs de ponde´ration relatifs a` l’angle de projection de la ligne et au rapport entre
la taille des pixels et des de´tecteurs. L’inconve´nient de cette me´thode est que les de´tecteurs
doivent eˆtre re´gulie`rement espace´s. Cette me´thode provoque l’apparition d’arte´facts de hautes
fre´quences. Ces arte´facts peuvent eˆtre pre´venus en utilisant une ponde´ration plus sophistique´e
qui va augmenter la complexite´ de calcul de cette me´thode re´sultant a` un temps de calcul
rallonge´ (De Man et Basu (2004)).
La me´thode dite ray-driven consiste a` tracer une ligne reliant la source au centre du
8de´tecteur concerne´. L’ope´rateur est ensuite de´fini en calculant la contribution de chaque voxel
a` l’atte´nuation de chaque rayon. Cette me´thode est la plus facile a` utiliser car elle comporte
le moins de contraintes, mais introduit des arte´facts lors de la re´troprojection et ne´cessite un
acce`s a` la me´moire non se´quentiel qui augmente le temps de calcul. Ces arte´facts peuvent
eˆtre grandement atte´nue´s en utilisant la technique de rayons-multiples. L’augmentation du
temps de calcul peut eˆtre contourne´e en pre´-calculant et stockant l’ensemble de la matrice
de projection, mais cette solution est inadapte´e pour des jeux de donne´es de grande taille.
La troisie`me me´thode distance-driven est de´finie dans le cadre 2D par De Man et Basu
(2004). Elle consiste a` repre´senter sur un meˆme axe les de´tecteurs et les pixels pour ensuite
effectuer un ensemble d’ope´rations sur toutes les frontie`res. la boucle principale de calcul
est sur la ligne commune d’interceptions plutoˆt que sur les pixels ou les de´tecteurs, ce qui
rend les calculs rapides. De plus, De Man et Basu (2002) montrent aussi que cette me´thode
concilie les avantages des deux me´thodes pre´ce´dentes : un acce`s se´quentiel a` la me´moire et
une bonne vitesse de calcul. En outre, elle ne conside`re plus les de´tecteurs comme ponctuels,
ce qui permet une meilleure repre´sentation du phe´nome`ne de projection. Cette me´thode est
malheureusement plus complexe que les deux pre´ce´dentes et ne´cessite une grille de pixels
orthonorme´e afin de pouvoir e´tablir cet axe commun aux de´tecteurs et aux pixels.
En pratique, plus d’un rayon atteint chaque de´tecteur car ceux ci ne sont pas ponctuels.
Et l’inte´grale ligne utilise´e dans les formules 2.1 et 2.2 est une approximation qui peut faire
apparaˆıtre des arte´facts sur les images reconstruites. Afin de surmonter ce proble`me, on utilise
la technique dite de rayons-multiples qui conside`re que U rayons atteignent chaque de´tecteur
lors du calcul des coefficients de la matrice de projection. on utilisera alors la moyenne sur
les U rayons pour le calcul de chaque coefficient de la matrice de projection. Le nombre de
rayons U sera choisi en fonction du type de scanner utilise´ pour l’acquisition des donne´es.
Le principal proble`me qui se pose lors de cette e´tape est le temps de calcul de cette
matrice. Ce proble`me peut eˆtre contourne´ en pre´-calculant la matrice de projection. L’autre
proble`me qui se pose alors est la taille de cette matrice qui contient un nombre de valeurs e´gal
a` la taille de l’objet a` reconstruire multiplie´e par le nombre total de paires de´tecteur-angle
de projection. Ces valeur sont, pour la majorite´, des ze´ros. Il est donc ne´cessaire de trouver
un moyen de re´soudre ce proble`me en trouvant un format de stockage adapte´ et, si possible,
des me´thodes pour re´duire la taille de cette matrice.
Une fois la projection mode´lise´e, pour retrouver l’image a` partir des mesures de projection
obtenues, il est ne´cessaire d’utiliser une me´thode d’inversion afin de retrouver l’image a` partir
9des projections. Pour ce faire, il existe deux grands types de me´thodes : les me´thodes de
reconstruction analytiques et les me´thodes de reconstruction alge´briques.
2.2 Description des me´thodes de reconstruction analytiques
Les me´thodes de reconstruction actuelles les plus courantes sont adapte´es d’une repre´sen-
tation de´terministe et continue du proble`me. Les projections sont assimile´es a` des inte´grales
et peuvent eˆtre repre´sente´es par la transforme´e de Radon dans le cadre de rayons paralle`les.
Cette transforme´e de Radon est ensuite inverse´e pour effectuer le calcul de la re´troprojection.
Il est ensuite ne´cessaire de discre´tiser le proble`me pour pouvoir effectuer les calculs nume´-
riquement et l’adapter aux rayons en e´ventail. La me´thode analytique la plus fre´quemment
utilise´e est la re´troprojection filtre´e ou FBP (filtered backprojection). Cette me´thode est de´-
crite par Kak et Slaney (1987) et ne sera pas de´taille´e dans ce me´moire. Elle utilise une
mode´lisation monochromatique de la source et consiste a` reconstruire l’image en calculant
la re´troprojection du sinogramme filtre´ par un filtre rampe. Elle peut eˆtre de´crite avec la
formule suivante :
µˆ = PTFFBPy (2.8)
ou` µˆ est l’objet reconstruit, PT la transpose´e de la matrice de projection et FFBP le filtre
rampe.
Les avantages principaux de cette me´thode sont sa rapidite´ et le faible couˆt en me´moire.
En effet la transpose´e de la matrice de projection peut eˆtre calcule´e a` la vole´e car elle n’est
utilise´e qu’une fois lors de la reconstruction ce qui permet de minimiser au maximum l’espace
me´moire requis pour l’ope´rateur de re´troprojection.
Les inconve´nients de cette me´thode viennent de la mode´lisation des donne´es et sont :
– l’utilisation d’un mode`le de´terministe qui ne mode´lise pas le bruit, cette approche ne
conside`re pas la nature quantique de l’atte´nuation des rayons X ou le bruit introduit
par les appareils de mesure, ce qui la rend tre`s sensible au niveau de bruit des mesures ;
– l’approximation monochromatique de la source est inexacte. En effet, en re´alite´ la source
de rayons X est polychromatique et l’approximation monochromatique provoque notam-
ment l’apparition d’arte´facts me´talliques (Hamelin (2009)).
2.3 Description des algorithmes de reconstruction alge´briques
Ces algorithmes consistent a` re´soudre, a` l’aide de me´thodes nume´riques d’estimation ite´-
ratives, un syste`me base´ sur 2.7 ou 2.6, si on utilise l’hypothe`se de monochromaticite´, et un
mode`le stochastique des donne´es.
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2.3.1 Mode`le des donne´es
2.3.1.1 Mode´lisation monochromatique
Le mode`le le plus simple utilise´ par les algorithmes de reconstruction alge´brique est le
mode`le monochromatique. En discre´tisant la loi de Beer-Lambert (2.3), le mode`le s’e´crit :
y = Pµ (2.9)
Cette mode´lisation de la source a comme avantage de diminuer la complexite´ de calcul de
la reconstruction et donc de l’acce´le´rer. L’inconve´nient de ce mode`le est qu’il ne prend pas
en compte la de´pendance des coefficients d’atte´nuations au niveau d’e´nergie, ce qui provoque
la cre´ation d’arte´facts notamment lors de la reconstruction de mate´riaux de forts coefficients
d’atte´nuation tels les me´taux.
Le mode`le monochromatique est le plus utilise´ car il permet les reconstructions les plus
rapides et ne´cessite le moins d’espace me´moire.
2.3.1.2 Mode´lisation polychromatique
Il est possible de ne pas utiliser l’hypothe`se de monochromaticite´ des photons X capte´s
afin de garder un mode`le plus re´aliste qui permet entre autre une meilleure re´duction des
arte´facts me´talliques. On peut utiliser le mode`le de projection 2.7 qui tient compte du spectre
d’e´mission de la source et de la variation des coefficients d’atte´nuation selon l’e´nergie des
photons qui traversent l’objet. Un tel mode`le de projection est non line´aire et se preˆte mal a`
l’inversion analytique. Il convient donc mieux aux approches statistiques de reconstruction.
Ce type de mode`le est principalement utilise´ pour la re´duction d’arte´facts me´talliques.
Une des application de ce mode`le est l’imagerie par tomographie a` rayons X des vaisseaux
pe´riphe´riques traite´s par angioplastie avec implantation d’un tuteur endovasculaire me´tal-
lique ou stent. Cette application ne´cessite la reconstruction d’images de haute re´solution. La
pre´sence d’un stent me´tallique provoque l’apparition d’arte´facts me´talliques qui nuisent a` la
pre´cision de la mesure dans les images reconstruites, la re´duction de ces arte´facts devient
alors ne´cessaire. Dans ce cadre, l’utilisation d’un mode`le polychromatique peut s’ave´rer tre`s
utile pour remplacer les pre´traitements du sinogramme utilise´s habituellement par les scanner
cliniques qui restent peu efficaces pour re´duire les arte´facts me´talliques.
Pour construire un tel mode`le, il faut repartir de l’e´quation 2.7. Dans ce mode`le on
conside`re que la valeur des coefficients d’atte´nuation varie selon l’e´nergie des photons X.
Pour des raisons e´videntes d’imple´mentation du mode`le, il est obligatoire d’adopter un mode`le
discret du spectre repre´sente´ par un vecteur b = [b1, b2, . . . bK ]
t ∈ RK . Ce qui donne l’e´quation
11
2.7 discre´tise´e :
y˜ =
K∑
k=0
bk · exp(−Pµk) (2.10)
L’objet est alors repre´sente´ par K images correspondantes aux K niveaux d’e´nergie e´chan-
tillonne´s. Il est donc ne´cessaire de trouver une simplification pour avoir une seule image. Pour
cela la de´composition de Alvarez-Macovski est utilise´e. Celle-ci permet de de´crire la variation
de la valeur du coefficient d’atte´nuation en fonction du niveau d’e´nergie suivant deux effets :
l’effet photoe´lectrique et l’effet Compton. La de´composition s’e´crit :
µk = Φk · φ(µ0) + Θk · θ(µ0) (2.11)
ou` µ0 l’objet a` l’e´nergie de re´fe´rence E0 (e.g., E0 = 70keV ).
La contribution de l’effet photoe´lectrique est compose´e de :
1. Φk : constante photoe´lectrique a` l’e´nergie k, calcule´e avec la formule suivante : Φk =
1/Ek
1/E30
avec E0 e´nergie de re´fe´rence,
2. φ : coefficient photoe´lectrique.
Et la contribution de l’effet Compton est compose´e de :
1. Θk : constante de Compton a` l’e´nergie k, calcule´e avec la formule suivante : Θk =
fKN (Ek)
fKN (E0)
et fKN : fonction de Klein-Nishina,
2. θ : coefficient de Compton.
Le proble`me se situe maintenant dans l’e´valuation des coefficients φ et θ. Pour cela, il existe
deux me´thodes.
La premie`re me´thode, de´veloppe´e par De Man et al. (2001), utilise des tables de mesures
de µk, φ et θ en fonction de l’e´nergie des photons X, pour e´tablir de manie`re empirique les
fonctions non line´aires φ = f(µ70keV ) et θ = f(µ70keV ).
La deuxie`me me´thode, de´veloppe´e par Menvielle (2004), consiste a` de´finir : θ = α · φ + β et
calculer α et β en utilisant les donne´es de De Man et al. (2001).
Ce me´thodes permettent d’estimer la variation de l’effet photoe´lectrique et de Compton en
fonction de la valeur du coefficient a` l’e´nergie de re´fe´rence.
Le mode`le polychromatique a comme avantage de proposer une repre´sentation plus re´aliste
de la projection qui entraˆıne des images reconstruites de meilleure qualite´ (Hamelin et al.
(2008)), mais aux de´pens de la simplicite´ et du temps de calcul.
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2.3.2 Mode´lisation du bruit
En re´alite´, la nature quantique de l’atte´nuation du faisceau de rayons X, les limitations du
mate´riel de de´tection et l’inade´quation du mode`le de projection a` la nature du rayonnement
sont des sources d’incertitudes qui alte`rent les mesures d’atte´nuations en y ajoutant du bruit.
Le rapport signal a` bruit du sinogramme obtenu avec un scanner clinique actuel est d’environ
30 dB mais celui-ci varie ge´ne´ralement entre 20 et 40 dB suivant la dose de rayons X utilise´e,
l’objet a` imager et la qualite´ des de´tecteurs du scanner.
On pose l’hypothe`se que l’incertitude sur y˜ est principalement due aux effets quantiques
lie´s a` l’atte´nuation des rayons X dans l’objet (Guan et Gordon (1996)). Les mesures d’atte´-
nuations sont alors ade´quatement mode´lise´es par une loi de Poisson multivarie´e (Macovski
(1983)) de moyenne de´crite par y˜ = exp(−y) = exp(−Pµ) pour le monochromatique et 2.10
pour le polychromatique. Le lecteur peut se rapporter a` la section 1.1.4 de Hamelin (2009)
pour une explication de´taille´e de la mode´lisation.
Pour la suite de ce chapitre, afin de faciliter la compre´hension, on ne parlera que du
mode`le monochromatique.
On peut simplifier le proble`me en posant l’hypothe`se que de grands nombre de photons
ont e´te´ capte´s lors des mesures. Il est alors possible d’approximer la loi de Poisson par une
loi gaussienne multivarie´e (Bouman et Sauer (1993)), ce qui nous permet de poser :
y˜ = exp(−Pµ) + b˜ (2.12)
ou` b˜ ↪→ N(0, diag[exp(−Pµ)]). On de´veloppe alors :
log y˜ = exp(−Pµ) + log(1 + [exp(−Pµ)]−1b˜) (2.13)
Pourvu que b˜ soit petit par rapport a` exp(−Pµ), le dernier terme est ade´quatement approche´
par un de´veloppement de Taylor du premier ordre, d’ou` :
y = −log(y˜) = Pµ + b (2.14)
avec b ↪→ N(0,Σb).
On peut mode´liser ce bruit de plusieurs manie`re diffe´rentes :
– soit en utilisant une variance uniforme. On peut repre´senter la variance du bruit b de
l’e´quation 2.14 par Σb = σ
2I ou` σ2 est la variance du bruit,
– soit en utilisant une variance de´pendant du nombre de photons pour tenir compte de
la distribution poissonnienne du bruit. Pour cela, on utilise l’approximation de´veloppe´e
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par Sauer et Bouman (1993)
Σb = diag{exp(−y1), exp(−y2), . . . , exp(−yNY )} (2.15)
La deuxie`me source de bruit la plus importante est le bruit e´lectronique introduit par les
limitations du mate´riel de de´tection dans le sinogramme, ce bruit est mode´lise´ par un bruit
blanc gaussien qui peut eˆtre ne´glige´ pour des comptes de photons suffisamment importants
Ma et al. (2012).
2.3.3 Estimateur
Dans le cadre d’un mode`le stochastique, la reconstruction correspond a` l’estimation du
parame`tre µ du mode`le probabiliste des projections pre´sente´ dans la section pre´ce´dente. Il
est donc ne´cessaire d’e´tablir des estimateurs cohe´rents avec le mode`le statistique. En tomo-
graphie, les deux principaux estimateurs utilise´s sont : l’estimation par maximum de vrai-
semblance (ML) et l’estimation a posteriori (MAP) car ce sont les estimateurs ponctuels
les plus simples. La diffe´rence entre les deux est que l’estimateur MAP prend en compte les
informations connues de l’objet contrairement a` l’estimateur MV, l’avantage que pre´sente cet
ajout est de´taille´ dans 2.3.3.2.
Lors de l’estimation, on admet une contrainte de non-ne´gativite´, c’est a` dire que l’on
suppose qu’aucun mate´riau traverse´ durant les projection n’amplifie l’intensite´ des rayons X
ou ne produit de photon.
2.3.3.1 Maximum de vraisemblance
Le maximum de vraisemblance (ML) re´duit la reconstruction a` la maximisation de la
vraisemblance de la loi de Poisson dont la densite´ est :
f(y˜;µ) =
exp[−p(µ)]p(µ)y˜
y˜!
(2.16)
ou` p(µ) = exp(−Pµ). Ce qui revient a` re´soudre le proble`me d’optimisation non line´aire avec
contrainte de non-ne´gativite´ (Hamelin (2009)) :
µˆ = argmin
µ≥0
N∑
i=0
[pi(µ)− y˜i log pi(µ)] (2.17)
ou` N le nombre de paires de´tecteur-angle de projection.
Si on reprend l’approximation gaussienne de loi de Poisson de la section pre´ce´dente, la
reconstruction par maximum de vraisemblance revient alors a` maximiser la log-vraisemblance
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gaussienne, ce qui revient a` re´soudre le proble`me des moindres carre´s suivant(Sauer et Bou-
man (1993)) :
µˆ = argmin
µ≥0
1
2
‖ y −Pµ ‖2Σb (2.18)
2.3.3.2 Maximum a posteriori
L’estimateur du maximum a posteriori est une approche baye´sienne d’estimation qui
maximise la log-vraisemblance de l’objet conditionnellement aux donne´es. Ce type d’ap-
proche a comme avantage de produire des algorithmes de reconstruction plus robustes que
ceux obtenus par estimation de la ML dans le cas ou` les donne´es sont peu informatives car
l’apport d’une information a priori peut pallier le manque relatif d’information apporte´ par
les mesures.
La log-vraisemblance a` maximiser provient de la densite´ conditionnelle f(µ | y) propor-
tionelle au produit de la densite´ conditionnelle des donne´es f(y | µ) et de la densite´ a priori
f(µ) de l’objet. Cette densite´ a priori de´crit certaines proprie´te´s suppose´es de l’objet. On
pose l’hypothe`se que cette densite´ suit une loi exponentielle de la forme :
f(µ) = K exp
(
−λ
J∑
i=1
νiψ(δ
t
iµ)
)
(2.19)
ou` ψ(u) est une fonction de pe´nalisation, δi de´termine une proprie´te´ de l’image a` pe´naliser,
λνi ponde`re la pe´nalisation de cette proprie´te´ et K normalise la densite´. D’apre`s Idier (2001),
l’estimateur MAP s’e´crit :
µˆ = argmin
µ≥0
Φ(µ) + λR(µ) (2.20)
ou` Φ(µ) est la log-vraisemblance poissonienne 2.17 ou gaussienne 2.18 et λ est un scalaire
controˆlant l’e´quilibre entre la fide´lite´ de la solution aux donne´es mesure´es et l’information a
priori. λ est appele´ parame`tre de re´gularisation. R(µ) correspond a` la fonction de re´gulari-
sation (voir 2.3.3.3) et s’e´crit :
R(µ) =
J∑
i=1
νiψ(δ
t
iµ) (2.21)
2.3.3.3 Fonction de pe´nalisation
La fonction de pe´nalisation sert a` encourager les comportements de´sirables de l’image
reconstruite. Ces proprie´te´s sont de´termine´es par les hypothe`ses faites a` partir des connais-
sances a priori de l’objet.
En reconstruction tomographique, la plupart des fonction de re´gularisation peuvent eˆtre
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repre´sente´es sous la forme suivante (Fessler (2000)) :
R(µ) =
1
2
J∑
i=1
ψi([Dµ]i) (2.22)
ou` D est la matrice de pe´nalisation de taille J × N avec N le nombre d’e´le´ments de µ et
J ∈ N de´pend du type de pe´nalisation choisi. Cette forme est une version simplifie´e de 2.21.
La matrice D est de´finie en fonction ce que l’on veut pe´naliser. Par exemple, si on veut
pe´naliser la valeur des pixels directement on choisit D = I.
On verra dans la section suivante que les techniques de minimisation classiques convergent
vers une solution globale si et seulement si la fonction a` minimiser est de´rivable et convexe, ce
qui veut dire qu’on choisit la fonction de re´gularisation convexe et de´rivable afin de faciliter
la convergence.
En tomographie a` rayons X, on suppose que l’image est constitue´e de zones homoge`nes,
c’est a` dire des structures dont les coefficients d’atte´nuation intrinse`ques varient peu ou prou.
Ces zones sont se´pare´es par des frontie`res nettes ou des espaces vides.
On cherche d’abord a` pe´naliser les variations entre pixels voisins. Si on ne conside`re que
les diffe´rences premie`res entre pixels voisins horizontalement et verticalement, on de´finira D
de manie`re a` avoir ∀i ∈ N, [Dµ]i =
∑
k(µi − µk) avec k indice des pixels voisins de µi.
Une des fonctions de pe´nalisation la plus simple et la plus utilise´e en tomographie est la
pe´nalisation quadratique convexe : ψ(x) = x2/2 appele´e L2. l’avantage de cette fonction est
que dans le contexte du mode`le gaussien 2.18, l’estimateur devient un proble`me de moindres
carre´s line´aires de la forme :
argmin
µ≥0
1
2
‖ y −Pµ ‖2 +λ
2
µTDTDµ (2.23)
Il existe des me´thodes nume´riques rapides pour re´soudre ce proble`me 2.23 (Nocedal et Wright
(1999)). Si on ne´glige la contrainte de non-ne´gativite´, l’estimateur re´soud le syste`me line´aire
suivant :
(PTP + λDTD)µˆ = PTy (2.24)
La solution exacte de ce syste`me devient calculable meˆme si elle reste tre`s couˆteuse en temps
de calcul et espace me´moire.
L’inconve´nient majeur de cette pe´nalite´ L2 est qu’elle pe´nalise fortement les grandes
variations de valeurs entre pixels voisins, ce qui va conduire a` un lissage des limites des
diffe´rentes zones homoge`nes.
Ces limites sont mieux reconstruites avec l’utilisation d’une fonction de pe´nalite´ convexe
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asymptotiquement line´aire type L2L1 (Charbonnier et al. (1997)). Un exemple de fonction
L2L1 est une fonction qui correspond a` la branche supe´rieure d’une hyperbole verticale ψ(x) =√
x2 + δ2 − δ. δ controˆle le point de transition entre le comportement quadratique proche
de l’origine et le comportement line´aire de la fonction. Ce type de fonction va pe´naliser
quadratiquement les petites oscillations et line´airement les grosses diffe´rences d’atte´nuations.
Cette me´thode permet d’obtenir une solution ayant un meilleur e´quilibre entre correction du
bruit et perte de re´solution que L2 mais au prix d’une augmentation de la complexite´ de
calcul. Il n’existe alors plus de solution explicite ce qui va rendre impossible le calcul de la
solution exacte.
2.3.4 Algorithme d’optimisation
Maintenant qu’on a l’estimateur ou fonction de couˆt, il est ne´cessaire d’utiliser des algo-
rithmes d’optimisation pour trouver son minimum. Lors du choix de cet algorithme, il est
ne´cessaire de tenir compte de nos objectifs que sont la re´duction du temps de calcul et de
l’espace me´moire a` utiliser. On ne s’inte´resse dans cette section qu’aux algorithmes d’opti-
misation a` directions de descente car ce sont, de loin, les plus utilise´s en tomographie. On
ne de´crira pas l’algorithme espe´rance-maximisation (EM) (Dempster et al. (1977)) car il est
reconnu pour avoir un faible taux de convergence. De plus on ne pre´sentera que les algo-
rithmes travaillant sur l’ensemble de l’image plutoˆt que sur ceux qui conside`rent les pixels
se´pare´ment tels ICD (Sauer et Bouman (1993)) et OS-EM (Hudson et Larkin (1994)) qui ont
des proble`mes de convergence globale.
2.3.4.1 Ge´ne´ralite´s
On cherche a` re´soudre : argmin
x
f(x) avec f : Rn → R et f ∈ C1.
Les algorithmes a` directions de descente ge´ne`rent une suite d’ite´re´es d’e´quation suivante :
xk+1 = xk + αkdk (2.25)
Le de´placement est calcule´ en deux e´tapes :
– identification d’une direction de descente dk,
– recherche line´aire d’une longueur de pas αk dans cette direction.
Une direction de descente dk est une direction selon laquelle un de´placement au voisinage
imme´diat du point courant re´sulte en une diminution de la valeur de la fonction objectif. dk
est une direction de descente pour f en xk si et seulement si 5f(xk)Tdk < 0. Sauf si celle-ci
est nulle, ce qui indique un point stationnaire, la direction oppose´e au gradient est celle qui
re´sulte en la plus forte descente.
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L’e´tape de recherche line´aire consiste a trouver les suites de couples (αk,dk) qui permettent
d’atteindre le minimum de f . Pour cela, il est possible d’imposer une de´croissance minimum
de f en utilisant une recherche line´aire qui satisfasse la condition d’Armijo :
f(xk + αkdk) ≤ f(xk) + γArmijoαk∇f(xk)Tdk) (2.26)
ou` γArmijo ∈]0, 1[.
Un algorithme a` direction de descente utilisant la recherche line´aire d’Armijo converge
vers un minimum global ssi f ∈ C2 et f est convexe.
Cette e´tape peut revenir a` obtenir une solution αk au sous proble`me de minimisation
a` une variable en effectuant une recherche line´aire de αk le long de dk lorsque le calcul de
f(xk + αkdk) est possible :
αk = argmin
α
f(xk + αkdk) (2.27)
avec α > 0.
2.3.4.2 Me´thodes d’optimisation de la plus forte pente, de Newton et de quasi-
Newton
Ces me´thodes calculent une direction de descente dk en re´solvant un syste`me line´aire de
la forme :
Mkdk = −∇f(xk) (2.28)
avec Mk de´finie positive.
La direction calcule´e correspond a` une transformation line´aire de l’oppose´ du gradient :
dk = −M−1k ∇f(xk) (2.29)
Il existe trois principales me´thodes d’optimisation par descente de descente de gradient :
algorithmes d’optimisation de la plus forte pente, de Newton et de quasi-Newton.
Le premier et le plus simple est la me´thode de la plus forte descente. Elle utilise Mk = Id
dans 2.29. La descente est calcule´e avec la formule suivante :
dk = −∇f(xk) (2.30)
cette me´thode est utilise´e par les algorithmes type SPS (Erdogˇan et Fessler (1999)). Elle a
comme avantage d’avoir une complexite´ de calcul tre`s faible mais a comme inconve´nient une
vitesse de convergence line´aire.
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La deuxie`me me´thode est la me´thode dite de Newton. Cette me´thode utilise le de´velop-
pement en se´rie de Taylor du deuxie`me ordre pour approximer la fonction autour du point
courant. Ce qui donne l’e´quation suivante :
∇2f(xk)dk = −∇f(xk) (2.31)
Cette me´thode permet d’avoir une vitesse de convergence quadratique mais elle demande de
calculer et le gradient et l’inverse du hessien de f a` chaque ite´ration. Il est ne´cessaire d’avoir
un hessien inversible (i.e. de´fini positif vu qu’il s’agit d’un minimum) pour pouvoir appliquer
cette me´thode afin de pouvoir aise´ment de´terminer dk. Le calcul de dk a` chaque ite´ration
demande de nombreux et longs calculs ce qui augmente la complexite´ de calcul de la me´thode
et la rend inutilisable en pratique.
La troisie`me me´thode dite me´thode quasi-Newton, calcule la direction de descente de la
manie`re suivante :
dk = −B−1k ∇f(xk) (2.32)
ou` Bk est une approximation de´finie positive inversible du hessien. Cette approximation et
son inverse sont ge´ne´ralement mises a` jour a` chaque ite´ration. Bk est calcule´e de manie`re a`
satisfaire l’e´quation se´cante ou condition de quasi-Newton :
Bk(xk − xk−1) = ∇f(xk)−∇f(xk−1) (2.33)
Avec cette approximation du hessien, on n’a pas l’assurance que dk est une direction
de descente par recherche line´aire d’Armijo. Pour surmonter ce proble`me on remplace la
condition d’Armijo par la condition forte de Wolfe :
f(xk + αkdk) ≤ f(xk) + γArmijoBk∇f(xk)Tdk)
|f(xk + αkdk)Tdk| ≤ γWolfe|∇f(xk)Tdk|
(2.34)
ou` γWolfe ∈]γArmijo, 1[.
La me´thode de quasi-Newton propose un bon compromis entre les me´thodes de plus forte
pente et de Newton, c’est a` dire au prix d’une complexite´ de calcul moyenne : on ne calcule pas
l’inverse du hessien mais on effectue des calculs matriciels pour trouver une approximation
aise´ment inversible du hessien, elle permet d’avoir une vitesse de convergence super-line´aire.
Cette me´thode est notamment utilise´e par les algorithmes BFGS et L-BFGS (Nocedal et
Wright (1999)).
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Hamelin et al. (2011) montre que l’algorithme L-BFGS-B est une des meilleures me´thodes
d’optimisation dans le cadre d’une reconstruction de tomographie a` rayons X en terme de
vitesse de calcul et de qualite´ de l’image reconstruite.
2.3.4.3 Pre´conditionnement
En reprenant la fonction objectif a` minimiser 2.23, on peut la re´e´crire :
f(µ) =
1
2
µT (PTP + λDTD)µ − yTPµ (2.35)
On peut simplifier cette e´quation en :
f(µ) =
1
2
µTMµ − vµ (2.36)
avec M = PTP + λDTD et v = yTP.
En reprenant l’e´quation a` re´soudre 2.24, on observe qu’elle peut eˆtre re´e´crite sous la
forme :
Mµ = v (2.37)
re´duisant le proble`me a` un syste`me line´aire a` n e´quations avec M la matrice normale.
D’apre`s Nocedal et Wright (1999), la vitesse de convergence de la minimisation de f
avec M matrice de´finie positive par un algorithme de direction de descente de´pend de la
distribution des valeurs propres de M. En effet les valeurs propres de M conditionnent M
et donc f , moins les valeurs propres seront e´tale´es meilleure sera la direction de descente
calcule´e. Si le lecteur de´sire la de´monstration comple`te de cette affirmation, il pourra se
reporter au paragraphe 3.3 de Nocedal et Wright (1999).
Le nombre de condition d’une matrice est une bonne repre´sentation de la distribution des
valeurs propres d’une matrice et permet d’en e´valuer le conditionnement. Pour une matrice
M non-singulie`re il est de´fini tel que (Chen (2005)) :
κ(M) = ‖M‖‖M−1‖ (2.38)
Ou` ‖.‖ est la norme de la matrice.
Pour une matrice syme´trique, non-singulie`re cette relation est re´duite a` :
κ(M) =
| λ |max
| λ |min
ou` | λ |max et | λ |min correspondent respectivement a` la plus grande et la plus petite valeur
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propre de la matrice du syste`me. κ(M) ≥ 1 et ide´alement κ(M) = 1. Plus le nombre de
condition est proche de 1 et moins le spectre des valeurs propres est e´tendu.
En modifiant ou pre´conditionnant le syste`me 2.37, on peut rendre cette distribution de
valeurs propres plus favorable et ame´liorer significativement la vitesse de convergence des
me´thodes d’optimisation a` direction de descente. Le pre´conditionnement a pour but de re´duire
l’e´talement des valeurs propres de la matrice du syste`me et par conse´quent le nombre de
conditions. Cette ope´ration consiste en un changement de la variable µ dans la fonction f
de 2.36 en Cγ avec C une matrice inversible appele´e le pre´conditionneur. Cette ope´ration en
reprenant 2.36 et en effectuant le changement de variable µ = Cγ , f devient :
f(Cγ) =
1
2
γ tCtMCγ − bCγ (2.39)
L’estimateur re´sout alors le syste`me suivant :
Ct(PtP + λDtD)Cγˆ = CtPty (2.40)
Le but des pre´conditionneurs est de re´duire l’e´talement des valeurs propres de Ct(PtP +
λDtD)C ce qui e´quivaut a` se rapprocher le plus possible de l’inverse du hessien de f , ide´a-
lement : CtC = (PtP + λDtD)−1.
Il existe un grand nombre de pre´conditionneurs diffe´rents dont certains seront expose´s
dans 2.4.3.
2.4 Description de l’algorithme de reconstruction alge´brique en coordonne´es
cylindriques
A` chaque ite´ration k, on effectue le calcul de ∇f(xk) = Pt(y − Pxk) + λDtDxk qui
ne´cessite une projection et une re´troprojection pour la recherche de direction de descente et
on calcule la valeur de f(xk) =
1
2
‖ y−Pxk ‖2 +λ2xtkDtDxk qui ne´cessite une projection pour
la recherche line´aire du pas. On remarque qu’on effectue la meˆme projection pour le calcul de
∇f(xk) et f(xk). A` chaque ite´ration, on calcule donc une projection et une re´troprojection.
Les algorithmes de reconstruction alge´briques ite´ratifs effectuent plusieurs ite´rations lors
de l’utilisation d’un algorithme d’optimisation de descente du gradient avec une estimation
MV ou MAP. Le stockage en me´moire de la matrice de projection et sa transpose´e si-possible
peut limiter le temps de calcul.
On a mentionne´ dans la partie 2.1.4 qu’un des proble`mes de la matrice de projection
en tomographie a` rayon X est sa taille importante. Afin de surmonter ce proble`me on peut
utiliser un mode`le de repre´sentation de l’objet non pas en coordonne´es carte´siennes classiques
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mais en coordonne´es polaires en 2D et cylindriques ou sphe´riques en 3D avec une approche
base´e sur la rotation de l’objet (Zeng et Gullberg (1992) ; Zeng et al. (1994)) et non plus sur
la rotation de la source conjointement aux de´tecteurs.
On conside`re que la source est fixe et que l’objet tourne sur lui meˆme pour chaque angle
de projection. Si la repre´sentation de l’objet est invariante par rotation, alors, le projecteur
est compose´ d’une matrice de projection pour un seul angle de projection et d’ope´rateurs
de rotation de l’objet. L’objet est ensuite e´chantillonne´ sur une grille polaire suivant les
coordonne´es radiale ρ et tangentielle θ. Si on choisit un nombre d’e´chantillons tangentiels (θ)
proportionnel au nombre de projection, la repre´sentation polaire est invariante par rotation
et permet d’assimiler les ope´rateurs de rotation de l’objet a` de simples changements d’indices
en jouant sur les syme´tries naturelles de la repre´sentation. Ceci va conduire a` une diminution
significative de l’ope´rateur de projection constitue´ d’une matrice de projection pour un angle
projection et d’ope´rations de changements d’indices.
2.4.1 Repre´sentation de l’objet
La grille repre´sentant l’objet est en coordonne´es polaire en deux dimensions. Le proble`me
avec ce type de repre´sentation est le choix de la forme des voxels. En effet, contrairement a` la
repre´sentation carte´sienne les voxels ne sont plus cubiqueset sont de tailles diffe´rentes, il est
donc ne´cessaire de faire des compromis quand a` leur forme et leur taille afin de satisfaire au
mieux les objectifs recherche´s que sont la diminution de la taille de la matrice de projection a`
stocker et la limitation de la complexite´ de calcul. il existe plusieurs types de repre´sentation
polaire ou cylindrique dont la taille et la forme des pixels ou voxels sont diffe´rentes. On
pre´sente d’abord les repre´sentation en 2D qui ont e´te´ de´veloppe´es puis les repre´sentations en
3D
En deux dimensions, la repre´sentation la plus simple est celle de´crite par Jian et al. (2007)
et pre´sente´e par la Fig 2.3. les pixels sont de taille identiques sur un meˆme cercle mais leur
taille augmente avec leur distance au centre de l’image et le nombre de pixels tangentiels
est un multiple du nombre de projections. L’avantage de cette repre´sentation est que les
frontie`res des pixels sont tre`s simples a` calculer. L’inconve´nient de cette repre´sentation est
l’inhomoge´ne´ite´ des pixels qui va entraˆıner des difficulte´s de conditionnement du proble`me et
de re´gularisation.
Rodriguez-Alvarez et al. (2011) a pre´sente´ deux autres repre´sentations polaires qui ont
pour but de garder des pixels d’aires e´quivalentes afin de limiter les difficulte´s de re´gulari-
sation et de conditionnement. La premie`re (Fig 2.4-A) conside`re des pixels circulaires et la
deuxie`me (Fig 2.4-B) des pixels en trape`ze. Ces deux repre´sentations sont moins utiles car
elles compliquent le calcul du projecteur et augmentent sa taille. De plus la validite´ physique
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Figure 2.3 repre´sentation polaire en 2D c©Jian et al. (2007)
des pixels circulaires est discutable car ils ne recouvrent pas la totalite´ de l’objet.
Figure 2.4 repre´sentation polaire alternative en 2D c©Rodriguez-Alvarez et al. (2011)
Thibaudeau et al. (2013) a de´veloppe´ deux repre´sentations polaires en trois dimensions,
la premie`re consiste en une repre´sentation cylindrique de l’objet et la deuxie`me en une re-
pre´sentation sphe´rique de l’objet (Fig 2.5). Ces repre´sentation conservent l’avantage de la
repre´sentation polaire 2D de Jian et al. (2007), c’est a` dire qu’elles ne ne´cessitent le stockage
de la projection que pour un seul angle de projection. L’avantage de la repre´sentation cylin-
drique par rapport a` la repre´sentation sphe´rique est qu’elle correspond mieux aux objets a`
imager (corps humain) et permet une mode´lisation du de´calage de la source perpendiculai-
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Figure 2.5 repre´sentation cylindrique (a` gauche) et sphe´rique (a` droite) c©Thibaudeau et al.
(2013)
rement a` l’axe source-de´tecteur beaucoup plus aise´e.
2.4.2 Proprie´te´s de la matrice normale du syste`me line´aire
La repre´sentation de l’objet en coordonne´es polaires introduit un certain nombre de pro-
prie´te´s que ce soit au niveau de la matrice de projection ou de la multiplication matrice de
projection-vecteur (projection) ou bien encore la multiplication transpose´e de la matrice de
projection-vecteur (re´troprojection).
2.4.2.1 Proprie´te´s mathe´matiques
L’objet est repre´sente´ suivant les coordonne´es (ρ, θ, z) suivant la repre´sentation cylindrique
de la Fig.2.5 avec z l’axe de rotation de l’objet.
Soit Np le nombre de projections ou angles de projection. On reprend la repre´sentation
de Jian et al. (2007) e´tendue en trois dimensions avec la repre´sentation cylindrique de Thi-
baudeau et al. (2013). On choisit dans cette repre´sentation un nombre de voxels tangentiels
e´gal au nombre de projection Np et on admet que l’incre´mentation de l’angle de projection
est re´gulie`re. L’objet est donc discre´tise´ en Np secteurs circulaires e´gaux.
Soit yn les atte´nuations mesure´es pour l’angle de projection θn avec 0 ≤ n ≤ Np−1 et P0
la matrice de projection pour l’angle de re´fe´rence θ0. Le projecteur pour l’angle de projection
θn est obtenu en faisant tourner l’objet d’un angle −θn puis en le multipliant par P0 pour
obtenir yn. La rotation de l’objet avec cette repre´sentation cylindrique peut eˆtre effectue´e
par une manipulation d’index et ne ne´cessite pas de calcul complexe ou couˆteux en temps.
on appelle S−1µ , la rotation de l’objet d’un incre´ment d’angle. S
−1
µ est en fait un ope´rateur de
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de´calage circulaire de K e´chantillons avec K le nombre de voxels tangentiels multiplie´ par le
nombre de voxels dans la direction z.
La matrice de projection comple`te P peut eˆtre e´crite avec la relation suivante (Goussard
et al. (2013)) :
P =
[
PT0 | (P0S−1µ )T | . . . | (P0S−Np+1µ )T
]T
(2.41)
On peut repre´senter P0 de la manie`re suivante :
P0 =
[
P0,0 | P0,1 | . . . | P0,Np−1
]
(2.42)
Ou` chaque P0,n ; 0 ≤ n ≤ Np − 1 est un bloc (M,K) avec M le nombre total de de´tecteurs
c’est a` dire le nombre de de´tecteur par barrette multiplie´ par le nombre de barrettes et K le
nombre de voxels tangentiels multiplie´ par le nombre de voxels dans la direction z.
Si on reprend 2.41 et qu’on y inte`gre 2.42, on obtient la relation suivante :
P =

P0,0 P0,1 . . . P0,Np−1
P0,Np−1 P0,0 . . . P0,Np−2
...
. . .
P0,1 P0,2 . . . P0,0
 =

P0
P0S
−1
µ
...
P0S
−Np+1
µ
 (2.43)
La matrice de projection est donc bloc-circulante et a` un taux de remplissage tre`s faible,
en effet pour chaque ligne de P, c’est a` dire chaque couple angle de projection-de´tecteur, le
nombre de voxels contribuant a` l’atte´nuation mesure´ est tre`s faible. Par exemple pour une
matrice de projection 2D avec 672 de´tecteurs, 1160 projections et 256 pixels tangentiels c’est
a` dire la ge´ome´trie standard 2D d’un scanner Siemens SOMATOM, son taux de remplissage
est d’environ 3∗10−3. D’apre`s l’e´tude faite par Golkar (2013), PTP est de plus bloc-diagonale
dominante.
2.4.2.2 Proprie´te´s et simplification des ope´rations de projection et re´troprojec-
tion
Afin de diminuer le temps de calcul des ope´rations de projection et re´troprojection, on
effectue une paralle´lisation de ces ope´rations. Pour effectuer une paralle´lisation efficace, il est
ne´cessaire d’avoir des ope´rations inde´pendantes les unes des autres.
L’ope´ration de projection consiste en une simple multiplication de la matrice de projec-
tion P avec un vecteur objet. En regardant la de´composition 2.43 de P, on peut voir que les
projections (yn) aux diffe´rents angles de projection peuvent eˆtre calcule´es de manie`re inde´-
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pendante. En effet on peut appliquer, de manie`re inde´pendante l’ope´rateur de rotation (S−nµ ),
donc la manipulation d’index du vecteur a` multiplier, et la multiplication avec l’ope´rateur de
projection partiel, ou ligne de blocs de P, correspondant. Ce calcul peut donc eˆtre paralle´lise´
facilement.
La structure orthogonale de la matrice de rotation Sµ, i.e. : S
T
µ = S
−1
µ peut eˆtre utilise´e
pour exprimer la re´troprojection de y en µ(b) de la manie`re suivante (Goussard et al. (2013)) :
µ(b) =
N−1∑
n=0
SnµP
T
0 yn (2.44)
Cette formule est facile a` imple´menter mais elle ne permet aucune paralle´lisation. Pour sur-
monter cette difficulte´, on utilise la structure bloc-circulante de la matrice P en la partition-
nant en colonnes de blocs de la manie`re suivante :
P =
[
Q0 | S−1y Q0 | . . . | S−N+1y Q0
]
(2.45)
ou`,
Q0 =
[
PT0,0 | PT0,N−1 | PT0,N−2 | . . . | PT0,1
]T
(2.46)
et Sy l’ope´rateur de rotation inverse qui est en fait un ope´rateur de de´calage circulaire de M
e´chantillons. 2.46 peut eˆtre e´crite directement a` partir de la structure de´taille´e de l’ope´rateur
de projection 2.43.PT s’e´crit :
PT =

QT0
(S−1y Q0)
T
...
(S−N+1y Q0)
T
 =

QT0
QT0 Sy
...
QT0 S
N−1
y
 (2.47)
On observe dans 2.47 que PT a la meˆme structure que P dans 2.41 et donc la re´troprojection
peut eˆtre aussi aise´ment paralle´lise´e aux prix du stockage de Q0 en plus de P0.
2.4.2.3 Pre´sentation des types de repre´sentation de matrices creuses
D’apre`s la section 2.4.2.1, l’e´quation 2.41 montre que l’ensemble de la matrice de pro-
jection peut eˆtre retrouve´ a` partir de P0 . De plus cette matrice est creuse et a un taux de
remplissage proche de 3 ∗ 10−3. On ne stocke donc que la matrice P0 sous forme de matrice
creuse pour gagner de l’espace.
Il existe quatre principaux types de repre´sentation de matrice creuse qui permettent une
compression plus ou moins importante et dont les me´thodes de multiplication matrice creuse-
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vecteur sont diffe´rentes :
– triplet storage (TS) : la matrice creuse est stocke´e sous forme de trois vecteurs : le
premier vecteur contient les indices de colonne, le deuxie`me les indices de ligne et le
dernier les valeurs des coefficients non nuls de la matrice (Gendron (2008)) ;
– compressed row storage (CRS) : la matrice creuse est repre´sente´e par trois vecteurs. Le
premier contient les coefficients non nuls de la matrice obtenus en balayant la matrice
ligne par ligne. Pour chaque composante de ce vecteur, on stocke dans un deuxie`me
vecteur l’indice de colonne du coefficient. Le dernier vecteur est de la taille du nombre
de lignes plus un. Chacune des composantes de ce vecteur indique la position, dans
le premier vecteur, du coefficient de´butant la ligne concerne´e. La dernie`re composante
permet de de´tecter la fin du vecteur des coefficients et est de´finie comme le nombre de
coefficients non nuls plus un (Haase et al. (2007), Gendron (2008)) ;
– Hilbert-curve ordered triplet storage (HTS) : la matrice est stocke´e avec le meˆme type
de vecteurs que pour le TS mais est ordonne´e de manie`re spe´cifique, fractale suivant la
courbe d’Hilbert (Haase et al. (2007)) ;
– incremental compressed row storage (ICRS) : la matrice creuse est repre´sente´e par au
plus trois vecteurs. Les valeurs sont classe´es par ligne puis par colonne ensuite les trois
vecteurs sont construits comme suit (Koster (2002)) :
– le premier vecteur stocke les valeurs des coefficients non nuls ;
– le deuxie`me vecteur, nomme´ vecteur d’indices de colonne incre´mental ∆J , est construit
avec la formule suivante :
∆Jk = Jk−Jk−1 +
0 si Ik = Ik−1n sinon , avec Jk indice de la colonne du coefficient non
nul k et Ik son indice de ligne ;
– le troisie`me vecteur contient le nombre de ligne qu’il faut sauter pour passer d’une
ligne contenant des valeurs non nulles a` la suivante ne contenant pas que des ze´ros,
sa premie`re valeur est l’indice de la premie`re ligne ne contenant des coefficients non
nuls. Si toutes les lignes contiennent des valeurs des valeurs non nulle le vecteur sera
de la taille du nombre de lignes et ne contiendra que des uns, il n’est pas utile donc
il ne sera pas stocke´.
– bi-directional incremental compressed row storage (BICRS) : Ce syste`me de stockage
est le meˆme que le pre´ce´dent a` la diffe´rence pres que les deux derniers vecteurs peuvent
contenir des valeurs ne´gatives et les valeurs non nulles n’ont pas a` eˆtre classe´es au de´but
de l’ope´ration de stockage (Yzelman et Bisseling (2011)).
On stocke donc la matrice de projection avec un de ces formats, quand a` l’objet reconstruit
discre´tise´, il est stocke´ sous forme d’une matrice pleine dont chaque e´le´ment repre´sente un
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voxel de l’objet.
2.4.3 Preconditionnement
Golkar (2013) a montre´ que la repre´sentation en coordonne´es polaires va de´te´riorer consi-
de´rablement le conditionnement du syste`me line´aire a` re´soudre et par conse´quent va diminuer
la vitesse de convergence des me´thodes d’optimisation. Il est donc primordial de pre´condi-
tionner le syste`me line´aire afin de faciliter la convergence vers une solution satisfaisante.
2.4.3.1 Principe du pre´conditionnememnt
Le principe du pre´conditionnement pour un algorithme en coordonne´es polaire est expose´
dans 2.3.4.3. L’aspect deux dimensions du pre´conditionnement avec la repre´sentation polaire
est e´tudie´ en de´tails dans Golkar (2013). D’apre`s les travaux de Golkar (2013), la mode´lisation
du bruit avec le mode`le gaussien donne une meilleure approximation du hessien de f que la
mode´lisation poissonienne du bruit et simplifie les calculs.
On rappelle que le pre´conditionnement consiste a` trouver une matrice C qui diminuera
le nombre de conditions du syste`me 2.40. Pour cela, il s’agit d’approximer l’inverse de la
matrice normale du syste`me selon CTC ≈M−1 afin de trouver le meilleur compromis vitesse
de convergence, simplicite´ de calcul et donc temps de calcul par ite´ration. En tomographie
on sait que la matrice de projection est de grande taille donc la matrice normale est aussi
de grande taille ce qui ame`nera a` des pre´conditionneurs de grande taille. Afin de limiter au
maximum l’espace me´moire utilise´ et de rendre possible la reconstruction, il est ne´cessaire de
conside´rer en plus de la vitesse de convergence et de calcul, l’espace me´moire utilise´ par le
pre´conditionneur dans le choix de celui-ci.
2.4.3.2 Structure de la matrice normale
Dans le cadre d’une approximation gaussienne de la distribution poissonienne des pho-
tons, avec une estimation MAP utilisant une fonction de re´gularisation L2 (2.23), la matrice
normale du syste`me M est compose´e de deux sous matrices :
– la matrice des diffe´rences de la fonction de re´gularisation D, celle-ci est diagonale do-
minante et bloc-circulante (BC), sa transpose´e est aussi BC donc DtD est BC. On
renverra le lecteur vers l’annexe C de Golkar (2013) pour la de´monstration.
– la matrice de projection P qui est aussi BC tout comme sa transpose´e, la multiplication
des deux est aussi BC (Golkar (2013)).
La matrice normale est donc a` caracte`re BC. De plus cette matrice est diagonale domi-
nante, de´finie positive et hermitienne(Golkar (2013)). Cette proprie´te´ n’est vraie que pour un
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compte de photons suffisamment grand pour permettre la mode´lisation du bruit des donne´es
par un bruit blanc gaussien de variance Σ = I.
2.4.3.3 Preconditionnement dans le domaine spatial
Le pre´conditionnement est expose´ dans 2.3.4.3. L’utilisation d’une repre´sentation polaire
ne change en rien le principe : il s’agit de trouver le pre´conditonneur C tel que CtC soit le
plus proche possible de l’inverse de la matrice normale M−1.
2.4.3.3.a Pre´conditionneur diagonal
On a vu dans 2.4.3.2 que la matrice normale est diagonale dominante. Le choix de pre´-
conditionneur le plus simple est donc de faire une approximation diagonale de M. Le pre´con-
ditionneur C aura la forme :
C = (diag(PTP) + λdiag(DTD))−
1
2 (2.48)
Ce pre´conditionneur a comme avantage d’eˆtre tre`s simple a` calculer, ne´cessite peu d’espace
me´moire pour eˆtre stocke´ et sa multiplication avec un vecteur ou une matrice est tre`s rapide.
Par contre, il approxime pauvrement la matrice normale et donc augmentera vraisemblable-
ment peu la vitesse de convergence.
2.4.3.3.b Pre´conditionneur de Cholesky incomplet
La matrice normale M est creuse, de´finie-positive et hermitienne. On peut donc utiliser
la de´composition de Cholesky incomple`te. Cette me´thode consiste a` faire la de´composition
de Cholesky de la matrice creuse Mˆ suivante : Mˆ = LLT = RTR avec L matrice triangulaire
infe´rieure et R matrice triangulaire supe´rieure. Afin de simplifier les ope´ration et de diminuer
le temps de calcul il est ne´cessaire de faire une approximation de M.
La me´thode utilise´e par Golkar (2013) est d’approximer M par une matrice creuse blocs dia-
gonale dont on ne conserve que les diagonales de chaque bloc ainsi que les valeurs supe´rieures
a` une fraction spe´cifique de la valeur maximum de la diagonale pour chaque bloc. On calcul
ensuite la de´composition de la matrice normale approxime´e Mˆ = LLT . Le pre´conditionneur
est ensuite de´fini : C = L−1.
L’avantage de cette me´thode est qu’il y a moins d’approximations faites pour le calcul du
pre´conditionneur par rapport au pre´conditionneur diagonal simple. Le taux de remplissage
de l’approximation de M peut eˆtre controˆle´ par la valeur de la fraction de la valeur maximum
retenue pour la conservation des valeurs qui ne sont pas sur la diagonale. La diminution du
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nombre d’ite´ration peut eˆtre supe´rieure. Les inconve´nients de ce pre´conditionneur sont une
approximation pauvre de M−1, un espace de stockage du pre´conditionneur plus important et
un temps de multiplication, et donc de calcul, plus long.
2.4.3.4 Preconditionnement dans le domaine de Fourier
2.4.3.4.a Principe
On a montre´ que la matrice normale est bloc-circulante dans 2.4.3.2. Chen (2005) de´crit
une me´thode qui permet de transformer une matrice bloc-circulante en une matrice bloc-
diagonale en passant dans le domaine de Fourier. Soit la matrice normale M ou Hessien de
notre syste`me, blocs-circulante, on peut donc e´crire :
M = F−1n MbdFn (2.49)
avec Mbd de´finie positive, bloc-diagonale et Fn la matrice de la transforme´e de Fourier discre`te
par bloc. Une difficulte´ est que chaque bloc diagonal de Mbd correspond a` une fre´quence, il
n’est donc pas possible d’utiliser l’algorithme de FFT classique pour calculer Mbd.
Le pre´conditionnement dans le domaine de Fourier revient a` chercher une approximation
de Mbd aise´ment inversible de manie`re a` pouvoir construire le pre´conditionneur C tel que :
CTC = F−1n approx{M−1bd }Fn (2.50)
On suppose que C ∈ RN , cette hypothe`se a e´te´ ve´rifie´e empiriquement. On a F−1n = 1NF∗n
avec N le nombre d’e´le´ments de M et QTQ = approx{M−1bd }. On peut e´crire :
C∗C = CTC
=
1
N
F∗napprox{M−1bd }Fn
=
1
N
F∗nQ
TQFn
=
1
N
F∗nQ
TNF−∗n F
−1
n QFn
C∗C = (F−1n QFn)
∗(F−1n QFn)
d’ou` :
C = F−1n QFn (2.51)
avec Q telle que QTQ = approx{M−1bd }.
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2.4.3.4.b Pre´conditionneur diagonal
L’approximation la plus simple de Mbd est de ne garder que ses e´le´ments diagonaux. Cela
permet d’avoir une matrice aise´ment inversible. Le pre´conditionneur aura la forme :
C = F−1n diag{Mbd}−
1
2Fn (2.52)
avec diag{Mbd}− 12 la racine carre´e de l’inverse de la matrice diag{Mbd}. L’avantage de ce
pre´conditionneur est qu’il ne´cessite aussi peu d’espace de stockage que le pre´conditionneur
diagonal dans le domaine spatial mais qu’il y a moins d’approximations faites, au lieu d’ap-
proximer l’ensemble d’une matrice bloc-circulante, on approxime une matrice bloc-diagonale
dont les blocs sont a` diagonale dominante (cette proprie´te´ sera ve´rifie´e dans 3.3). Il devrait
donc avoir de meilleures performances. L’inconve´nient c’est qu’il ne´cessite un passage dans
le domaine de Fourier pour les calculs qui alourdit de manie`re significative la complexite´ et
donc le temps de calcul par ite´ration.
2.4.3.4.c Pre´conditionneur de Cholesky incomplet
On a Mbd de´finie positive, blocs-diagonale, dont les blocs diagonaux ne sont pas creux
mais ont un taux de remplissage infe´rieur a` 0.5 pour la ge´ome´trie 2D avec 672 de´tecteurs,
1160 projections et 256 pixels tangentiels. Il est donc ne´cessaire de faire une premie`re ap-
proximation des blocs diagonaux et les rendre creux pour pouvoir faire une de´composition
de Cholesky incomple`te de chaque bloc sur le meˆme mode`le que dans le domaine spatial.
C’est a` dire ne conserver que les diagonales de chaque bloc ainsi que les valeurs supe´rieures a`
une fraction spe´cifique de la valeur maximum de la diagonale pour chaque bloc. On effectue
ensuite la de´composition de Cholesky incomple`te sur la matrice Mbd ≈ LbdLTbd ce qui ame`ne
a` M−1bd ≈ L−Tbd L−1bd
Le pre´conditionneur aura donc la forme :
C = F−1n L
−1
bd Fn (2.53)
Avec Lbd matrice triangulaire infe´rieure re´sultant de la de´composition de Cholesky incom-
ple`te de Mbd.
L’avantage de ce pre´conditionneur est qu’il ne´cessite un nombre limite´ et controˆlable d’ap-
proximations via le nombre de valeurs garde´es pour l’approximation deMbd. Ceci va permettre
d’augmenter la vitesse de convergence par rapport au pre´conditionneur diagonal dans le do-
maine de Fourier. L’inconve´nient est qu’il prend plus d’espace me´moire et ne´cessite plus de
temps de calcul pour l’obtenir et l’utiliser.
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2.4.3.5 Adaptation a` la repre´sentation cylindrique
Tous les pre´conditionneurs pre´sente´s ont e´te´ teste´s pour des proble`mes de tomographie po-
laire en deux dimensions (Golkar (2013)) mais n’ont pas encore e´te´ teste´s en trois dimensions.
Il est donc ne´cessaire d’adapter ces pre´conditionneurs a` la 3D.
2.4.4 Avantages et inconve´nients de la repre´sentation cylindrique
Les avantages de la repre´sentation polaire ou cylindrique de l’objet sont :
– l’espace me´moire requis pour le stockage de la matrice de projection est environ Np/4
fois plus faible que celui requis pour les me´thodes alge´briques utilisant une repre´sen-
tation carte´sienne de l’objet. Ce facteur peut aller jusqu’a` Np, lorsque la me´thode
alge´brique n’est pas optimise´e en utilisation de l’espace me´moire ;
– la rotation de la source ou de l’objet demande des ope´rations tre`s simples et peu couˆ-
teuses en temps de calcul ;
– la projection et la re´troprojection sont facilement paralle´lisable.
Les inconve´nients de cette repre´sentation sont :
– les voxels d’une grille sphe´rique ou cylindrique ne sont pas tous de la meˆme taille, et c’est
l’inconve´nient principal. Il est donc ne´cessaire d’e´tudier l’impact de cette inhomoge´ne´ite´
de la repre´sentation sur la qualite´ de l’image reconstruite et sur la vitesse de convergence
des algorithmes d’optimisation utilise´s ;
– le stockage de la matrice de projection pour une seule projection ne´cessite l’application
d’un ope´rateur de rotation pour reconstruire la matrice de projection comple`te, ce qui
augmente la quantite´ d’ope´ration et donc le temps de calcul ;
– cette approche ne´cessite une interpolation de l’image reconstruite en coordonne´es po-
laires pour pouvoir l’afficher et l’utiliser en coordonne´es carte´siennes. Cette ope´ration
diminue la qualite´ de l’image et augmente tre`s le´ge`rement le temps de reconstruction.
2.5 Mesure de la qualite´ d’image
2.5.1 Rappel des enjeux
Afin de comparer l’efficacite´ de deux algorithmes, il est primordial de de´finir des crite`res
de qualite´ de l’image. En effet, le temps de convergence seul ne suffit pas car l’algorithme
de reconstruction peut converger vers une image de plus ou` moins bonne qualite´ selon le
mode`le utilise´, l’estimateur, la fonction de couˆt et les variables y e´tant lie´es. Donc, si on veut
comparer les performances de reconstruction avec les repre´sentations polaires et carte´siennes,
il est ne´cessaire d’avoir des crite`re de qualite´ d’image afin de de´finir le meˆme objectif a`
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atteindre pour chaque algorithme et pouvoir comparer leur rapidite´ et l’espace me´moire
utilise´ pour cela. La qualite´ d’une image reconstruite en tomographie peut eˆtre e´value´e selon
deux crite`res : sa re´solution et son contraste. On de´crira les diffe´rentes me´thodes existantes
pour e´valuer ces crite`res.
2.5.2 Me´thodes d’e´valuation the´orique de qualite´ d’image
Avec l’utilisation des ART avec des estimateurs comme le maximum de vraisemblance, il
est possible de pre´dire de manie`re the´orique certains parame`tres de la reconstruction comme
la variance (Fessler (1996)) ou la re´solution (Shi et Fessler (2009)) des images reconstruites.
L’inconve´nient de ces me´thodes d’e´valuation the´oriques de la qualite´ de l’image est qu’elles ne
prennent en compte que le mode`le the´orique utilise´ pour la reconstruction et par conse´quent,
les phe´nome`nes physiques non conside´re´s par le mode`le ne sont pas pris en compte. Ceci peut
provoquer des erreurs entre la qualite´ pre´dite et la qualite´ re´elle des images. L’avantage de
ces me´thodes est qu’elles ne´cessitent un temps d’exe´cution bien plus faible que les me´thodes
empiriques. Pour ce projet, on privile´giera la faible erreur des mesures a` la vitesse de calcul
e´leve´e de l’e´valuation the´orique de la qualite´ d’image, c’est pourquoi on ne de´taillera que les
me´thodes empiriques.
2.5.3 Mesure du contraste
Le contraste est la proprie´te´ intrinse`que de l’image qui quantifie la diffe´rence de coefficients
d’atte´nuation observable. Il est le crite`re de qualite´ d’image le plus utilise´ dans la litte´rature
pour des raisons de simplicite´ de calcul et de mise en oeuvre. L’approche la plus simple de
mesure de contraste consiste a` utiliser un fantoˆme contenant des zones homoge`nes voisines
de coefficients d’atte´nuation plus ou moins diffe´rents et ainsi e´tablir la diffe´rence minimale
de coefficients permettant l’observation de deux zones distinctes (Hamelin et al. (2011)).
La mesure du contraste peut aussi eˆtre associe´e a` la mesure du bruit re´siduel des images
reconstruites. Le calcul de ce crite`re est alors re´duit a` la mesure du rapport signal a` bruit
(SNR) (Bergner et al. (2012)). Cette mesure peut eˆtre perfectionne´e en prenant le rapport
contraste a` bruit (CNR) (Wang et al. (2013)). Une autre approche peut eˆtre de prendre
l’erreur quadratique moyenne (RMSE) d’une zone homoge`ne reconstruite (Champley et Martz
(2013)) par rapport au fantoˆme initial utilise´ pour l’acquisition des donne´es. On utilise une
zone homoge`ne afin de pouvoir ne´gliger l’impact de tout autre de´gradation de l’objet que le
bruit sur la valeur de la RMSE.
Cette dernie`re me´thode semble la plus utilise´e actuellement en tomographie a` rayons
X car elle est plus simple d’utilisation que la me´thode utilisant un fantoˆme contenant des
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zones homoge`nes de coefficients d’atte´nuation diffe´rents et donne une ide´e mieux de´finie de
la diffe´rence de coefficients d’atte´nuation discernable que le SNR ou CNR.
2.5.4 Mesure de la re´solution
La re´solution d’une image peut eˆtre de´finie de manie`re aussi simple que le contraste en
prenant un fantoˆme adapte´, c’est a` dire comportant des petites zones ayant un coefficient
d’atte´nuation tre`s diffe´rent de l’arrie`re plan. Ces zones sont de plus en plus rapproche´es. On
e´tablit alors la re´solution comme la plus petite distance entre deux petites zones de forte
atte´nuation discernables. Cette me´thode ne´cessite l’e´tablissement d’un crite`re de´finissant si
deux zones sont discernables et un fantoˆme avec des zones de forte atte´nuation assez proches
pour e´tablir ce seuil, ce qui n’est pas toujours aise´ lors de mesures de haute re´solution (Staude
et Goebbels (2011)).
Pour palier ces inconve´nients, il existe une autre approche avec la mesure de la fonction
de transfert de modulation (MTF) (Rossman (1969)) qui est calcule´e par la transforme´e de
Fourier de la fonction d’e´talement de point (PSF). Cette me´thode ne´cessite un fantoˆme avec
des impulsions de forte atte´nuation par rapport a` l’arrie`re plan pour permettre la mesure de
la PSF. La MTF est actuellement la me´thode la plus utilise´e pour le calcul de la re´solution en
tomographie (Ziegler et al. (2006)) et tomographie polaire (Thibaudeau et al. (2013), Soriano
et al. (2012)).
2.6 Objectifs de´taille´s
Par rapport aux algorithmes de reconstruction analytiques, les algorithmes de reconstruc-
tion alge´brique classiques permettent une meilleure mode´lisation du bruit. Ceci peut amener a`
une meilleure reconstruction de donne´es bruite´es. Les inconve´nients de ce type d’algorithmes
par rapport aux me´thodes analytiques sont une vitesse de reconstruction beaucoup plus lente
et un espace me´moire requis beaucoup plus important. En effet les algorithmes alge´briques
sont des me´thodes ite´ratives ne´cessitant un grand nombre d’ope´rations couˆteuses et un espace
me´moire tre`s important.
L’algorithme alge´brique avec repre´sentation polaire ou cylindrique permet de surmonter
le proble`me de l’espace me´moire requis pour une reconstruction mais garde comme inconve´-
nients : un long temps de calcul pour une reconstruction et une repre´sentation avec des voxels
de tailles diffe´rentes dont on ne connait pas pre´cise´ment l’impact sur la qualite´ de l’image
reconstruite.
Ce projet a comme objectifs :
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1. de diminuer le temps de calcul ne´cessaire a` une reconstruction avec l’algorithme alge´-
brique utilisant une repre´sentation cylindrique par rapport aux ART standard ;
2. d’e´valuer la qualite´ des images reconstruites toujours par rapport a` la qualite´ d’image
obtenue avec un ART standard et si-possible de l’ame´liorer ;
3. de limiter l’espace me´moire ne´cessaire a` la re´alisation des deux premiers objectifs ;
4. de garder un algorithme le plus transportable possible, c’est a` dire un algorithme adap-
table au plus grand nombre de scanners, ge´ome´tries et syste`mes.
Afin de diminuer le temps de calcul, on a utilise´ la paralle´lisation et le pre´conditionne-
ment. Il est ne´cessaire de tenir compte de la taille du pre´conditionneur lors de l’e´tude du
meilleur compromis diminution du temps de calcul-taille du pre´conditionneur afin de garder
un espace me´moire requis pour la reconstruction limite´. Afin d’e´valuer la qualite´ d’image des
reconstruction faites avec les me´thodes de´veloppe´es, on a e´tudie´ la re´solution et le contraste
des images reconstruites.
Lors des divers de´veloppement on a essaye´ de garder l’algorithme le plus transportable
possible en re´duisant au maximum le nombre de conditions a` l’application de notre me´thode,
ceci afin de permettre l’adaptation au mode`le polaire de techniques de reconstruction parti-
culie`res de´veloppe´es en coordonne´es carte´siennes telles qu’une mode´lisation polychromatique
de la source pour re´duire les arte´facts me´talliques.
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CHAPITRE 3
ME´THODOLOGIE
3.1 Estimation
On utilise pour ce projet le mode`le monochromatique suivant de´rive´ de 2.14 :
y = Pµ + b (3.1)
avec b ↪→ N(0,Σb). On conside`re le nombre de photons capte´s assez grand pour pouvoir
utiliser la mode´lisation du bruit par un bruit blanc gaussien, d’ou` Σb = I.
L’estimation de l’image est faite avec un estimateur du maximum a posteriori (MAP)
afin de pouvoir inte´grer les informations a priori qu’on a de l’objet et qui sont re´sume´s dans
la section 2.3.3.3. L’a priori est essentiel pour obtenir une reconstruction de bonne qualite´.
Afin de prendre en compte la pre´sence de grandes zones homoge`nes dans l’objet, la fonction
de pe´nalisation utilise une pe´nalisation quadratique L2 sur les diffe´rences premie`res des plus
proches voisins. Ce type de fonction de pe´nalisation couple´ au choix d’une variance uniforme
du bruit a comme avantage de rendre la matrice normale bloc-circulante, ce qui permet le
calcul du hessien et facilite le pre´conditionnement. On a vu dans 2.3.3.3 que l’estimateur
devient le proble`me des moindres carre´s line´arise´s 2.23.
Le choix d’une fonction de pe´nalisation L2 et d’une variance uniforme du bruit n’est pas
le choix le plus classique. Ge´ne´ralement, on utilise une pe´nalisation L2L1 avec une variance
non uniforme du bruit. En revanche, notre choix permet de garder un mode`le simple afin
d’avoir une bonne base de travail et un maximum d’outils pour l’e´tudier. Il sera par la suite
ne´cessaire d’e´tendre l’e´tude aux mode`les couramment utilise´s.
Pour l’optimisation, on choisit l’algorithme d’optimisation L-BFGS (Nocedal et Wright
(1999)) utilisant la me´thode quasi-Newton qui a comme avantage d’eˆtre tre`s rapide pour
re´soudre ce type de proble`me sans calculer directement l’inverse du hessien qui est impossible
avec nos moyens pour l’ART carte´sien. La me´thode de quasi-Newton est de´crite dans 2.3.4.
On rappelle qu’un algorithme de direction de descente ne´cessite, a` chaque ite´ration, le calcul
de la valeur de la fonction de couˆt et de son gradient, ce qui requiert une projection et une
re´troprojection.
Le crite`re d’arreˆt de l’algorithme choisi doit eˆtre inde´pendant du type de repre´sentation
de l’objet afin de pouvoir comparer les repre´sentations carte´sienne et polaire. On s’est aperc¸u
expe´rimentalement que la norme L∞ du gradient de la fonction de couˆt de l’estimateur MAP
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de´crit pre´ce´demment est de meˆme ordre de grandeur pour un objet repre´sente´ en coordonne´es
carte´siennes ou cylindriques. La recherche de minimum avec BFGS ne´cessite de faire tendre
la norme du gradient de la fonction de couˆt vers 0. On a donc de´fini une valeur minimum
de la norme L∞ du gradient comme crite`re d’arreˆt et, en cas de convergence trop lente ou
inexistante de l’algorithme, un nombre maximum d’ite´rations.
3.2 Paralle´lisation
Pour diminuer le temps de calcul d’une reconstruction avec l’algorithme alge´brique utili-
sant la repre´sentation cylindrique, on a commence´ par utiliser la paralle´lisation, une technique
qui a fait ses preuves dans de nombreux domaines.
Avec les ordinateur d’aujourd’hui posse´dant plusieurs coeurs, la paralle´lisation est une
manie`re simple et efficace d’acce´le´rer la vitesse de calcul. Encore faut-il avoir des calculs
paralle´lisable c’est a` dire inde´pendants les uns des autres et que ceux-ci ne´cessitent un temps
de calcul total important.
3.2.1 Possibilite´s de paralle´lisation
On cherche a` diminuer le temps d’une reconstruction avec l’algorithme alge´brique ite´ratif
utilisant la repre´sentation de l’objet en coordonne´es cylindriques et a` comparer ce temps de
calcul a` celui obtenu avec une repre´sentation de l’objet en coordonne´es carte´siennes. Il est
donc ne´cessaire de regarder les possibilite´s de paralle´lisation des deux approches. Dans les
deux cas, on s’inte´ressera uniquement a` la paralle´lisation des ope´rations ne´cessitant le plus
long temps de calcul et dont le gain potentiel en temps sera le plus grand. D’apre`s la Fig. 3.1
re´sultant d’expe´riences pre´liminaires, on a de´termine´ que pour l’algorithme utilisant la repre´-
sentation cylindrique de l’objet, lors d’une ite´ration, les deux ope´rations ne´cessitant le plus
long temps de calcul sont la projection et la re´troprojection. L’utilisation de la repre´sentation
en coordonne´e carte´sienne de l’objet donne le meˆme re´sultat.
Ces deux ope´rations sont des produits matriciels, ope´ration qui est aise´ment paralle´li-
sable. Le proble`me, dans le contexte e´tudie´, vient du fait que les matrices utilise´es sont de
trop grande taille pour eˆtre stocke´es entie`rement mais contiennent beaucoup de ze´ros. Donc
pour un gain d’espace me´moire, les matrices sont sauvegarde´es sous forme de matrice creuse
dont les diffe´rents types de stockage ont e´te´ de´crits dans 2.4.2.3. L’inconve´nient de cette
forme de stockage est qu’il rend le produit matriciel beaucoup plus difficilement paralle´li-
sable, il n’existe pas de bibliothe`que paralle´lise´e performante pour ce type d’ope´ration. Il est
donc ne´cessaire de trouver d’autres moyens simples de paralle´lisation adapte´s a` la forme de
repre´sentation de l’objet.
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Figure 3.1 Re´partition du temps de calcul moyen par ite´ration de l’estimation d’un objet en
coordonne´es cylindrique
3.2.1.1 Paralle´lisations possibles avec repre´sentation de l’objet en coordonne´es
carte´siennes
Avec la repre´sentation carte´sienne, on utilise une adaptation trois dimensions de la me´-
thode utilisant les syme´tries expose´es en deux dimensions par Gendron (2008). Gendron
(2008) montre qu’avec un nombre de projection N multiple de 4, on peut calculer l’ope´rateur
de projection partiel Ppi/2 pour les projections d’angle 0 a` pi/2 puis retrouver l’ope´rateur de
projection P par simple rotation d’angle −pi/2 de l’objet. On a donc l’ope´rateur de projection
suivant :
P =
[
PTpi/2 | (Ppi/2S−1pi/2)T | . . . | (Ppi/2S−3pi/2)T
]T
(3.2)
Avec Spi/2 l’ope´rateur de rotation d’angle pi/2. Cette me´thode permet de se´parer la projection
en quatre ope´rations inde´pendantes et paralle´lisables de la forme :
ykpi/2 = Ppi/2S
−k
pi/2µ (3.3)
ou` k ∈ [0, 3] et ykpi/2 le sinogramme pour les paires angles de projection-de´tecteurs avec un
angle de projection ∈ [kpi/2, (k + 1)pi/2[.
La re´troprojection est paralle´lisable de la meˆme manie`re en conside´rant l’e´quation de la
re´troprojection :
µ = PTy = (yTP)T (3.4)
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En re´utilisant 3.2 et la proprie´te´ STpi/2 = S
−1
pi/2, on peut de´composer l’ope´ration 3.4 en quatre
ope´rations inde´pendantes et paralle´lisables :
µ = (
3∑
k=0
yTkpi/2Ppi/2S
−k
pi/2)
T =
3∑
k=0
Skpi/2(y
T
kpi/2Ppi/2)
T (3.5)
En utilisant les syme´tries, on peut paralle´liser la projection et la re´troprojection en 4
ope´rations totalement inde´pendantes.
L’inconve´nient de cette me´thode, concernant la re´troprojection, est qu’il est obligatoire
d’effectuer une synchronisation des ope´rations dans un accumulateur. Cette ope´ration risque
de diminuer les performances de la paralle´lisation.
3.2.1.2 Paralle´lisations possibles avec repre´sentation de l’objet en coordonne´es
cylindriques
Avec la repre´sentation cylindrique, on utilise la me´thode de´veloppe´e par Goussard et al.
(2013) et expose´e dans 2.4.2.1. Cette me´thode ne´cessite d’utiliser la repre´sentation cylin-
drique de Thibaudeau et al. (2013) et d’avoir un nombre de voxels tangentiels (voxels dans la
direction θ) de la repre´sentation cylindrique e´gal au nombre de projections. Cette me´thode
utilise la formule 2.41 de l’ope´rateur de projection qui permet de diviser l’ope´ration de pro-
jection en Np ope´rations inde´pendantes et paralle´lisables, Np e´tant le nombre d’angles de
projection :
yi = P0S
−i
µ µ (3.6)
ou` i ∈ [0, Np−1] est l’indice de l’angle de projection, yi repre´sente le sinogramme pour l’angle
de projection d’indice i et S−1µ est l’ope´rateur de rotation de l’objet d’un incre´ment d’angle
2pi/Np.
Avec la repre´sentation polaire, contrairement a` la repre´sentation carte´sienne, comme P0
est de tre`s petite taille, il est possible de stocker explicitement P et PT ou plutoˆt P0 ou
PT0 et Q0 ou Q
T
0 . Ceci permet a` la re´troprojection d’eˆtre paralle´lisable de la meˆme manie`re
que la projection. En utilisant la formule 2.44 expose´e dans 2.4.2.2, on peut de´composer la
re´troprojection en Np ope´rations inde´pendantes et paralle´lisables :
µi = (S
−i
y Q0)
Ty (3.7)
avec i ∈ [0, Np− 1], l’indice de l’angle de projection, µi, la portion i de l’objet polaire et S−1y ,
l’ope´rateur de rotation d’un incre´ment d’angle 2pi/Np.
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On doit effectuer une multiplication matrice-vecteur en paralle`le. En passant par la forme
transpose´e des deux expressions, on peut transformer 3.6 en :
yTi = (S
−i
µ µ)
TPT0 (3.8)
ainsi que 3.7 en :
µTi = (S
−i
y y)
TQ0 (3.9)
Ceci permet de faire une multiplication vecteur-matrice plutoˆt que matrice-vecteur, ce qui
peut avoir un impact sur la vitesse de calcul de l’ope´ration.
Une paralle´lisation est donc possible au niveau de la projection et de la re´troprojection.
Contrairement a` la re´troprojection avec la repre´sentation carte´sienne, la paralle´lisation avec
la repre´sentation cylindrique ne va pas ne´cessiter de synchronisation dans un accumulateur
et devrait donc eˆtre beaucoup plus rapide.
3.2.2 Mise en oeuvre de la paralle´lisation
Une fois les possibilite´s de paralle´lisation cerne´es, s’est pose´e la question de l’imple´men-
tation de cette paralle´lisation. Le 4e objectif du projet (voir 2.6) e´tant d’optimiser un ART
pour la tomographie a` rayons X au sens large et non pas adapte´ a` un seul type de scanner,
de ge´ome´trie ou de syste`me, on choisit une me´thode de paralle´lisation simple et souple (donc
sans utilisation de GPU).
On a imple´mente´ les ope´rations de projection et re´troprojection en C++ selon les formules
mathe´matiques de´taille´es dans 3.2.1.1 pour la repre´sentation carte´sienne et dans 3.2.1.2 pour
la repre´sentation cylindrique. Par rapport aux autres langages de programmation, le C++
be´ne´ficie d’une meilleure gestion de l’allocation et de la gestion de la me´moire via les pointeurs
et les de´clarations de types de variables. Ceci permet d’optimiser l’espace me´moire utilise´ lors
de la reconstruction. De plus, il existe pour ce langage la librairie de paralle´lisation simple et
libre d’acce`s, OpenMP, adaptable a` un grand nombre de syste`mes.
Pour la paralle´lisation de la repre´sentation carte´sienne, on a utilise´ les formules 3.3 pour
la projection et 3.5.
La projection est faite en trois e´tapes paralle´lise´es :
1. rotation de l’objet : S−kpi/2µ, pour cette e´tape il est ne´cessaire de dupliquer et stocker
quatre fois l’objet afin de pouvoir effectuer les rotations simultane´ment ;
2. multiplication par la matrice de projection partielle Ppi/2 ;
3. assemblage de la solution dans un vecteur y.
La re´troprojection est faite en trois e´tapes aussi, seule la dernie`re e´tape n’est pas paralle´lise´e :
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1. multiplication du sinogramme partiel avec la matrice de projection partielle : yTkpi/2Ppi/2
avec k ∈ [0, 3], pour cette e´tape et la suivante, il est ne´ce´ssaire de stocker les re´sultats
de ces multiplications dans quatre vecteurs se´pare´s de la taille de µ qu’on appellera µi ;
2. rotation de chaque µk selon S
k
pi/2µk ;
3. synchronisation et accumulation des µi dans le vecteur µ.
La paralle´lisation de la repre´sentation carte´sienne ne´cessite donc l’augmentation de l’espace
me´moire utilise´ par quatre fois la taille de l’objet µ.
Pour la paralle´lisation de la repre´sentation cylindrique, on a utilise´ les formules 3.6 pour
la projection et 3.7 ou leurs transpose´es.
La projection est faite en trois e´tapes paralle´lise´es :
1. rotation de l’objet : S−iµ µ, avec S
−i
µ un de´calage circulaire de K e´chantillons. Afin de
faciliter ce de´calage circulaire, on stocke deux fois l’objet dans le meˆme vecteur µ2 =
[µT |µT ]T . Le de´calage circulaire devient alors juste un de´calage de K des indices de
µ dans µ2 pour obtenir le re´sultat de la rotation de µ ce qui permet de ne ne´cessiter
aucune recopie supple´mentaire. Cette technique a l’avantage de ne ne´cessiter qu’une
seule recopie de µ pour l’ensemble des de´calages d’indices ;
2. multiplication par la matrice de projection partielle P0 ;
3. assemblage de la solution dans un vecteur y.
La re´troprojection est faite de la meˆme manie`re :
1. rotation du sinogramme : Siyy, avec S
i
y un de´calage circulaire de M e´chantillons. Afin
de faciliter ce de´calage circulaire, on stocke deux fois l’objet dans le meˆme vecteur
y2 = [y
T |yT ]T . Le de´calage circulaire devient alors juste un de´calage de M des indices
de y dans y2 pour obtenir le re´sultat de la rotation de y ;
2. multiplication par la matrice de re´troprojection partielle QT0 ;
3. assemblage de la solution dans un vecteur µ.
La paralle´lisation de la repre´sentation cylindrique ne´cessite donc l’augmentation de l’espace
me´moire utilise´ par deux fois la taille maximale entre l’objet et le sinogramme.
La paralle´lisation avec la repre´sentation carte´sienne et cylindrique est effectue´e par une
imple´mentation en C++ des ope´rations de projection et de re´troprojection avec utilisation
de la librairie OpenMP. Mais elle a comme inconve´nient d’augmenter l’espace me´moire requis
de quatre fois la taille de l’objet avec la repre´sentation carte´sienne et de deux fois la taille
maximale entre l’objet et le sinogramme avec la repre´sentation cylindrique.
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3.3 Preconditionnement
La deuxie`me me´thode de´veloppe´e pour diminuer le temps de calcul d’une reconstruction
avec l’algorithme alge´brique utilisant la repre´sentation cylindrique est le pre´conditionnement.
Le pre´conditionnement permet de re´duire le nombre d’ite´rations mais augmente la dure´e de
chacune d’elles ainsi que l’espace me´moire ne´cessaire.
Pour une repre´sentation cylindrique de l’objet avec les conditions expe´rimentales qu’on
de´taille dans le chapitre suivant, il s’agˆıt donc de trouver le pre´conditionneur proposant
le meilleur compromis entre la diminution du temps de calcul global et l’augmentation de
l’espace me´moire requis. Il n’existe pas de pre´conditionneur simple et efficace pour une re-
pre´sentation carte´sienne, on a donc utilise´ les re´sultats obtenus en deux dimensions et en
coordonne´es polaires par Golkar (2013). Ceux-ci montrent que le passage dans le domaine de
Fourier permet d’avoir des pre´conditionneurs ayant une vitesse de convergence plus rapide en
nombre d’ite´rations mais aussi un temps total de calcul plus court pour atteindre une qualite´
d’image voulue.
On ne s’est donc inte´resse´ qu’aux pre´conditionneurs de´veloppe´s par Golkar (2013) en 2D
dans le domaine de Fourier : le pre´conditionneur diagonal et le pre´conditionneur de Cholesky
incomplet. Le passage a` la 3D ame`ne des changements au niveau de la structure et de la
taille de l’estimateur qu’il a fallu prendre en compte dans l’adaptation de la construction et
du calcul des pre´conditionneurs en 3D
On pre´sentera d’abord la structure de l’estimateur en 3D et les changements qu’on y
a apporte´s afin de rendre possible le pre´conditionnement dans le domaine de Fourier. On
de´crira ensuite les pre´conditionneurs diagonal et de Cholesky incomplet adapte´s a` la 3D.
3.3.1 Structure de l’estimateur en 3D
On cherche a` approximer l’inverse du Hessien de l’estimateur H = PTP + λDTD bloc-
diagonalise´ dans le domaine de Fourier avec D la matrice de pe´nalisation des diffe´rences
premie`res des plus proches voisins. Afin de permettre une bloc diagonalisation d’une matrice
dans le domaine de Fourier, elle doit eˆtre BC. On rappelle la structure 2D de la matrice de
projection, d’apre`s l’e´quation 2.43, on a :
P =

P0,0 P0,1 . . . P0,N−1
P0,N−1 P0,0 . . . P0,N−2
...
. . .
P0,1 P0,2 . . . P0,0
 =

P0
P0S
−1
µ
...
P0S
−N+1
µ

42
ou` chaque P0,n ; 0 ≤ n ≤ N − 1 est un bloc (M,K) avec M le nombre total de de´tecteurs et
K le nombre de voxels tangentiels (voxels dans la direction θ).
Telle que de´crite ci-dessus, P est BC. Traditionnellement, on stocke chaque tranche de
l’objet par un bloc conse´cutif en me´moire. Pour conserver l’invariance par rotation et donc la
proprie´te´ BC de la matrice, on stocke conse´cutivement en me´moire l’objet complet suivant une
direction θ pour chaque angle de projection, c’est a` dire qu’on repre´sente l’objet (Nr, Ns, Nt)
avec Nr, nombre de voxels radiaux, Ns, nombre de voxels axiaux et Nt le nombre de voxels
tangentiels plutoˆt que (Nr, Nt, Ns) qui est l’extension logique de la repre´sentation polaire
en 3D. Cette repre´sentation de l’objet permet de garder la meˆme forme de P que dans
l’e´quation 2.43 mais avec des P0,n ; 0 ≤ n ≤ Nt − 1 blocs (M,K) avec M le nombre de
de´tecteurs multiplie´ par le nombre de barrettes et K = Nr × Ns. Cette re´organisation de
l’estimateur permet de conserver la proprie´te´ BC de P.
Avec ce changement de repre´sentation de l’objet, on a D = [αrDr|αtDt|αzDz] avec Dr la
matrice de pe´nalisation des diffe´rences premie`res des plus proches voisins dans la direction
ρ, Dt la matrice de pe´nalisation dans la direction θ, Dz la matrice de pe´nalisationdans la
direction z et αr, αt, αz, les ponde´rations des diffe´rences dans chaque direction, on choisit
αr = αz = I car les centres des pixels compare´s sont toujours a` la meˆme distance et αt matrice
diagonale de ponde´ration en fonction de la distance entre les centres des pixels compare´s.
Golkar (2013) a montre´ que cette ponde´ration ame´liore le conditionnement de la matrice en
2D, on e´met l’hypothe`se que le meˆme effet est retrouve´ en 3D. Les sous matrices Dr,Dt et Dz
ont les formes suivantes :
43
Matrice des diffe´rences premie`res dans la direction radiale :
Dr =


1 −1
1 −1
. . .
. . . 1 −1
0

︸ ︷︷ ︸
K×K
0
. . .
0

1 −1 . . .
1 −1 . . .
. . .
. . . 1 −1
0

︸ ︷︷ ︸
K×K

︸ ︷︷ ︸
KNp×KNp
Matrice des diffe´rences premie`res dans la direction tangentielle :
Dt =


1
1
. . .
1

︸ ︷︷ ︸
K×K

−1
−1
. . .
−1

︸ ︷︷ ︸
K×K
0
. . . . . .
−1
−1
. . .
−1

︸ ︷︷ ︸
K×K
0

1
1
. . .
1

︸ ︷︷ ︸
K×K

︸ ︷︷ ︸
KNp×KNp
44Matrice des diffe´rences premie`res dans la direction z :
Dz =


1
Ns︷ ︸︸ ︷
0 . . . 0 −1
1 0 . . . 0 −1
. . .
1 0 . . . 0 −1
0
. . .
. . .
0︸ ︷︷ ︸
Ns

︸ ︷︷ ︸
K×K
0
. . .
0

1
Ns︷ ︸︸ ︷
0 . . . 0 −1
1 0 . . . 0 −1
. . .
1 0 . . . 0 −1
0
. . .
. . .
0︸ ︷︷ ︸
Ns

︸ ︷︷ ︸
K×K

︸ ︷︷ ︸
KNp×KNp
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On a Dr,Dt et Dz BC.
D’apre`s les expressions de Dr,Dt et Dz, on peut en de´duire que D
TD = αrD
T
r Dr +
DTt α
T
t αtDt + αzD
T
z Dz est BC. On rappelle que P
TP est aussi BC. Ceci implique que le
Hessien de l’estimateur est aussi BC, ce qui est la proprie´te´ fondamentale pour sa bloc-
diagonalisation et son pre´conditionnement dans le domaine de Fourier.
Lors du passage a` la 3D, d’autres difficulte´s apparaissent : l’augmentation de la taille de
l’estimateur va provoquer l’augmentation de la taille des pre´conditionneurs. Ceci va rendre
impossible, avec l’espace me´moire a` notre disposition, le calcul de la transforme´e de Fourier
de l’ensemble de la matrice normale ou le calcul de l’inverse de la matrice normale bloc-
diagonalise´e. Il est donc primordial de de´velopper des me´thodes pour surmonter ces proble`mes
et de modifier le compromis vitesse de l’estimation/taille du pre´conditionneur a` faire lors du
choix du pre´conditionneur en 3D.
3.3.2 Pre´conditionneur diagonal dans le domaine de Fourier
La figure Fig. 3.2 pre´sente le hessien de la matrice normale bloc diagonalise´ dans le
domaine de Fourier pour un proble`me 3D de tre`s petite taille avec une repre´sentation cy-
lindrique. On peut penser que chaque bloc de la diagonale du hessien dans le domaine de
Fourier, est a` diagonale dominante.
L’approximation la plus facile et rapide est la re´duction du hessien a` sa seule diagonale.
Figure 3.2 Matrice normale du proble`me d’optimisation bloc diagonalise´e pour un proble`me
en 3D de tre`s petite taille
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On emploie le meˆme type d’algorithme qu’en 2D dont l’e´quation est 2.52. On cherche a`
avoir C = F−1n diag{Mbd}−
1
2Fn avec diag{Mbd}− 12 la racine carre´e de l’inverse de la matrice
diag{Mbd}. On peut noter que l’inverse de diag{Mbd} est simplement l’inverse de chacun de
ses e´le´ments diagonaux.
Pour le passage dans le domaine de Fourier, on ne peut pas simplement utiliser l’algorithme
de FFT car chaque bloc du hessien bloc-diagonalise´ correspond a` une fre´quence. Avec la taille
importante des objets a` manipuler en 3D, les calculs de toutes les fre´quences et de l’inverse
du hessien sont impossibles avec l’espace me´moire a` notre disposition.
Pour surmonter les proble`mes de saturation de la me´moire lors du calcul de la transforme´e
de Fourier et de l’inverse de la matrice normale, on effectue le calcul du pre´conditionneur en
deux e´tapes :
1. calcul de la transforme´e de Fourier des e´le´ments diagonaux du hessien uniquement
(le calcul de la transforme´e de Fourier de la totalite´s des e´le´ments e´tant trop long et
ne´cessitant trop d’espace me´moire)
2. inversion de l’approximation diagonale du hessien dans le domaine fre´quentiel.
Ce pre´conditionneur a de bonnes performances en 2D du fait du faible nombre d’approxi-
mations, on espe`re un comportement similaire en 3D.
3.3.3 Pre´conditionneur de Cholesky incomplet dans le domaine de Fourier
L’objectif de ce pre´conditionneur est de re´duire le nombre d’approximations a` faire par
rapport au pre´conditionneur diagonal de la section pre´ce´dente, ce qui revient a` garder une
plus grande partie du hessien bloc-diagonalise´e pour construire le pre´conditionneur. Ceci a
pour but de mieux approcher l’inverse du hessien ce qui va amener a` une convergence ne´ces-
sitant moins d’ite´rations. A contrario, chaque ite´ration va ne´cessiter un temps de calcul plus
long.
Le pre´conditionneur est de´veloppe´ en utilisant une me´thode similaire a` celle pre´sente´e en
2.4.3.4.c et de´crite par Golkar (2013), mais se diffe´renciant sur deux points : une application
a` la 3D et une approche diffe´rente de l’approximation du hessien.
Afin de surmonter les proble`mes de saturation de me´moire expose´s dans la section pre´ce´dente,
le calcul du pre´conditionneur est fait en cinq e´tapes :
1. Calcul des Np blocs dans le domaine de Fourier.
Pour cette premie`re e´tape, pour effectuer une transformation de Fourier de l’ensemble
des e´le´ments de la matrice normale, il est impossible d’utiliser l’algorithme de FFT, on
compense en utilisant une transforme´e de Fourier discre`te particulie`re mise en oeuvre en
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C. on se´pare ces Np blocs en sous-ensembles et on effectue une transforme´e de Fourier
de chacun de ces sous-ensembles pris se´pare´ment afin de pouvoir construire le hessien
bloc diagonalise´ au complet avec l’espace me´moire dont on dispose.
2. Pour chacun des Np blocs du Hessien bloc diagonalise´ se´pare´ment : recherche des e´le´-
ments dont la valeur absolue est supe´rieure a` une fraction de la valeur absolue de la
valeur maximale du bloc.
Il faut se rappeler que ces blocs ne sont pas creux et de grande taille. Il est donc
ne´cessaire d’approximer ces blocs par des blocs creux dont on controˆle la taille via
le taux de remplissage afin de re´duire l’espace me´moire requis pour le stockage du
pre´conditionneur 3D.
3. Calcul du taux de remplissage total, s’il est en dessous du taux voulu, on diminue la
fraction utilise´e et on revient a` l’e´tape 2.
4. Calcul pour chaque bloc diagonal de sa de´composition de Cholesky incomple`te Bn ≈
RTnRn avec Rn la matrice triangulaire supe´rieure issue de la de´composition de Cholesky
incomple`te du bloc Bn. L’ensemble des Rn est regroupe´ dans la matrice bloc-diagonale
R, on obtient RTR ≈Mbd.
5. On de´finit ensuite le pre´conditionneur C = F−1n R
−TFn sans calculer explicitement
R−T ou R−1 car ce calcul n’est pas toujours faisable. Lors de la multiplication avec le
pre´conditionneur, on re´sout alors un syste`me triangulaire creux, ce qui est plus rapide
et moins couˆteux que le calcul et le stockage de la matrice pleine R−1.
Ce pre´conditionneur a de meilleures performances en 2D que le pre´conditionneur diagonal
du fait du moins grand nombre d’approximations, on espe`re un comportement similaire en
3D.
3.4 Mesure de qualite´ d’image
3.4.1 Rappel des enjeux
On utilise une nouvelle repre´sentation, des pre´conditionneurs et la paralle´lisation pour
augmenter les performances d’un algorithme alge´brique au niveau temps de calcul et espace
me´moire utilise´. Afin de valider les me´thodes de´veloppe´es pour diminuer le temps de calcul
et l’espace me´moire requis, il est ne´cessaire de trouver une me´thode de comparaison de deux
algorithmes de reconstruction ite´ratifs utilisant des repre´sentations de l’objet diffe´rentes.
Une difficulte´ se pose alors : le choix du crite`re d’arreˆt des deux algorithmes. En effet si
on veut comparer le temps de reconstruction, il est ne´cessaire de de´finir le meˆme objectif a`
atteindre pour les deux algorithmes. L’objectif doit donc eˆtre inde´pendant de la me´thode.
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La me´thode la plus simple est de de´finir un temps de calcul soit en nombre d’ite´rations, soit
en volume de calcul, puis de comparer la qualite´ des reconstructions correspondantes. Le
proble`me de cette me´thode est de savoir comment comparer ces reconstructions. Une autre
me´thode, plus usuelle, est de de´finir une qualite´ de reconstruction a` atteindre et de mesurer le
temps pris par chaque algorithme pour l’atteindre. Ceci pre´suppose d’eˆtre capable d’e´tablir un
lien entre le crite`re d’arreˆt de chaque algorithmes et la qualite´ d’image. On retrouve dans ces
deux me´thodes le meˆme proble`me de comparaison de qualite´ d’image de deux reconstructions
d’algorithmes avec des repre´sentations diffe´rentes.
La comparaison de deux reconstructions d’images se fait avec la mesure de la qualite´ de
celles-ci.
Le proble`me du choix de la me´thode de mesure de qualite´ d’image se pose alors. La pre-
mie`re difficulte´ est la diffe´rence de repre´sentation des images. Pour surmonter cette difficulte´,
on ne mesure la qualite´ d’image que sur les images en coordonne´es carte´siennes car ce sont
les seules images de scanner a` rayons X qu’on utilise re´ellement en radiologie. Les images
en coordonne´es polaires sont donc traduites en coordonne´es carte´sienne par interpolation
line´aire.
Les objets image´s en tomographie a` rayons X sont compose´s de grandes zones homoge`nes
se´pare´es pars des frontie`res nettes, une reconstruction de bonne qualite´ correspond a` une
image ayant un bruit tre`s faible, permettant de distinguer des faibles diffe´rences de coefficients
d’atte´nuation et d’observer la se´paration nette entre deux structures tre`s proches.
Le contraste est la proprie´te´ intrinse`que de l’image qui quantifie la diffe´rence de coefficients
d’atte´nuation observable. La re´solution est la distance minimale observable entre deux points.
On peut alors de´finir la qualite´ d’une image par son niveau de bruit, son contraste et son
intensite´. Le niveau de bruit et le contraste d’une reconstruction peuvent eˆtre e´value´s graˆce a`
la RMSE et la re´solution peut eˆtre mesure´e a` l’aide de la fonction de transfert de modulation
(MTF).
Les deux sections suivantes exposent les me´thodes de mesures pour les deux crite`res
retenus : la RMSE et la MTF. Ces mesures s’effectuent sur les images interpole´es en carte´sien
pour la me´thode en coordonne´es cylindrique car ce sont les seules images utilise´es en pratique.
Le mode`le en coordonne´es cylindrique a une grille non-homoge`ne avec des plus petits
voxels au centre de l’image qu’en pe´riphe´rie. Cette repre´sentation peut avoir un impact signi-
ficatif sur la qualite´ locale de l’image. Il est donc ne´cessaire d’e´tablir une me´thode de mesure
de la qualite´ d’image locale. Pour cette e´tude, on pre´suppose qu’il est possible d’obtenir
des reconstructions de qualite´ globale e´quivalentes et que les me´thodes de mesure de qua-
lite´ d’image sont applicable sur un petite portion de l’image. On choisit alors comme crite`re
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d’arreˆt un crite`re de qualite´ d’image globale de la reconstruction afin de pouvoir comparer
l’e´volution des valeurs de mesures de qualite´ d’image locale.
3.4.2 Calcul de la RMSE
La premie`re mesure de qualite´ d’image est la racine de l’erreur quadratique moyenne
(RMSE) de l’image par rapport au fantoˆme utilise´ pour obtenir le sinogramme.
Le calcul de la RMSE sur la globalite´ de l’image est tre`s simple. Il se fait en utilisant la
formule ci-dessous :
RMSE =
√√√√ 1
Ntot
Ntot∑
i=1
(µ˜i − µi)2 (3.10)
ou` Ntot le nombre total de voxels de l’image, µ˜ l’image reconstruite et µ le fantoˆme initial.
Le calcul local de la RMSE se fait en utilisant la meˆme formule 3.10 avec des petites zones
homoge`nes pre´de´finies de l’image globale dispose´es a` des distances diffe´rentes de son centre.
On utilise pour cela un fantoˆme constitue´ d’une seule zone homoge`ne afin de restreindre la
RMSE a` la mesure du niveau de bruit.
Cette technique a les inconve´nients suivants :
1. elle n’est applicable que si on connaˆıt l’objet a` reconstruire, ce qui est une limitation
pratique importante ;
2. la RMSE ne rend compte que tre`s partiellement de la qualite´ de l’image a` reconstruire.
3.4.3 Calcul de la MTF
Lors de la reconstruction d’un objet par tomographie, les discontinuite´s sont lisse´es. Pour
mesurer de manie`re simple la re´solution, on e´tudie donc la re´ponse impulsionnelle repre´sente´e
par la PSF que l’on repre´sente ge´ne´ralement dans le domaine fre´quentiel par la MTF qui est
en fait la transforme´e de Fourier de la PSF. Meilleure est la re´solution, plus la PSF est proche
d’un dirac et donc plus la MTF est plate.
La MTF est calcule´e localement sur des petites parties pre´de´finies de l’image. Ces parties
sont centre´es sur des le´sions circulaires quasi-ponctuelles de tre`s forte atte´nuation au milieu
d’une zone de faible atte´nuation. Elles sont situe´es a` des distances diffe´rentes du centre de
l’image. On a effectue´ le calcul de la MTF de la manie`re suivante :
1. estimation MAP de la fonction d’e´talement de point (PSF) ou re´ponse impulsionnelle
2D avec le mode`le direct suivant :
µ˜p = (µp ∗ PSF ) + b (3.11)
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ou` µp est la partie e´tudie´e du fantoˆme initial, µ˜p la partie e´tudie´e de l’image reconstruite
et b bruit blanc gaussien ;
2. calcul de la MTF a` partir de la PSF estime´e avec la formule suivante :
MTF =
1
2
|FFT (LSFx) + FFT (LSFy)| (3.12)
ou` LSFx est la fonction d’e´talement de ligne suivant l’axe des abscisses calcule´e suivant
la formule LSFx(j) =
∑
i PSF (j, i) et LSFy, la fonction d’e´talement de ligne suivant
l’axe des ordonne´es calcule´e LSFy(j) =
∑
i PSF (i, j). La fonction d’e´talement de ligne
correspond a` la projection de la re´ponse impulsionnelle sur l’axe x ou y.
3.4.4 Me´thode d’ame´lioration de la qualite´ de l’image : mode´lisation polychro-
matique
On a vu dans le chapitre 2 que la source de rayons X est naturellement polychromatique
et que l’approximation monochromatique entraˆıne des arte´facts en cas de pre´sence de ma-
te´riaux de coefficients d’atte´nuation e´leve´s tels des me´taux dans l’objet a` imager. L’objectif
de l’utilisation d’un mode`le polychromatique est de diminuer les arte´facts pre´sents lors de
la reconstruction d’objets me´talliques avec des donne´es re´elles afin d’ame´liorer la qualite´ des
images reconstruites.
Le passage au polychromatique augmente la complexite´ du calcul mais diminue le nombre
d’approximations faites donc va augmenter le temps d’estimation pour un gain e´ventuel en
qualite´ d’image reconstruite et en re´duction d’arte´facts me´talliques.
Les objectifs de cette partie sont de montrer :
1. qu’il est possible d’adapter, sans difficulte´, a` une repre´sentation cylindrique, les me´-
thodes polychromatiques de´veloppe´es ante´rieurement pour une repre´sentation carte´-
sienne ;
2. que le comportement des me´thodes de reconstruction est analogue a` celui du mode`le
monochromatique ;
3. que l’ame´lioration de la qualite´ d’image par rapport a` l’utilisation d’un mode`le mono-
chromatique reste significative.
On adapte le mode`le polychromatique de´crit dans 2.3.1.2 a` une repre´sentation cylindrique
de l’objet. On fait l’estimation de µ0 comme l’a faite Hamelin et al. (2008) dans le cadre d’une
repre´sentation carte´sienne de l’objet, avec le maximum a posteriori (MAP) d’un proble`me
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des moindres carre´s re´gularise´ qui s’e´crit tel que :
µˆ = argmin
µ0≥0
1
2
‖ y + ln p(µ0, b) ‖2 +λR(µ0) (3.13)
ou` p(µ0, b) =
∑K
k=0 bk · exp(−Pµk) et µk = Φk · φ(µ0) + Θk · θ(µ0).
L’adaptation de ces formule a` la repre´sentation cylindrique ne´cessite de prendre la matrice
de projection P calcule´e pour l’objet en coordonne´es cylindriques µ0 suivant la me´thode
pre´sente´e pre´ce´demment. Par rapport au monochromatique, l’utilisation du polychromatique
ne´cessite :
1. une fonction de couˆt spe´cifique a` la repre´sentation cylindrique,
2. une mode´lisation et un e´chantillonnage de la source de rayons X pour :
– calculer les bk qui permettent de quantifier la contribution de chaque e´nergie a` la
mesure d’atte´nuation du de´tecteur,
– calculer les constantes photoe´lectrique Φk et de Compton Θk pour chaque e´nergie
e´chantillonne´e,
3. la de´finition des fonctions non line´aires :φ = f(µ0) et θ = f(µ0).
On calcule µ0 a` l’e´nergie de re´fe´rence E0 = 70keV . Les fonctions φ = f(µ0) et θ = f(µ0)
sont mode´lise´es par, respectivement, une hyperbole verticale et une hyperbole horizontale
parame´tre´es pour passer par l’origine et correspondre au mieux aux tables de mesures de
De Man et al. (2001).
La principale difficulte´ de l’adaptation a` la repre´sentation cylindrique de la me´thode utili-
sant une repre´sentation carte´sienne est la taille inhomoge`ne des voxels. Cette proprie´te´ de la
repre´sentation cylindrique de´te´riore le conditionnement du proble`me et ne´cessite l’adaptation
de la fonction de pe´nalisation en conse´quence.
Pour ce faire, on choisit la meˆme fonction de pe´nalisation que le mode`le en coordonne´es
carte´siennes, c’est a` dire une fonction de pe´nalisation L2L1 sur les diffe´rences premie`res
avec les plus proches voisins. Afin de conside´rer les diffe´rences de taille de voxels, on utilise
une ponde´ration similaire a` celle utilise´e avec la fonction de re´gularisation L2 du mode`le
monochromatique en coordonne´es cylindriques.
Afin de contourner les proble`mes de convergence duˆs a` la de´te´rioration du conditionne-
ment, on choisit comme image de de´part pour l’algorithme de reconstruction le re´sultat de
la FBP. On s’est aperc¸u empiriquement que cette technique permettait de palier les pro-
ble`mes de convergence. Il sera ne´cessaire par la suite de de´velopper des pre´conditionneurs
adapte´s au mode`le polychromatique afin de proposer une solution rigoureuse a` ce proble`me
de conditionnement et permettre de diminuer le temps de reconstruction d’images de bonne
qualite´.
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CHAPITRE 4
RE´SULTATS
Le but de ce chapitre est de tester si les me´thodes de´veloppe´es dans le chapitre pre´ce´dent
permettent de remplir les objectifs initiaux. Ces objectifs sont :
1. de diminuer le temps de calcul ne´cessaire a` une reconstruction avec l’algorithme alge´-
brique utilisant une repre´sentation cylindrique par rapport aux ART standard ;
2. d’e´valuer la qualite´ des images reconstruites toujours par rapport a` la qualite´ d’image
obtenue avec un ART standard et si-possible de l’ame´liorer ;
3. de limiter l’espace me´moire ne´cessaire a` la re´alisation des deux premiers objectifs ;
4. de garder un algorithme le plus transportable possible, c’est a` dire un algorithme adap-
table au plus grand nombre de scanners, ge´ome´tries et syste`mes.
Afin d’effectuer les expe´riences de validation de nos objectifs, il est ne´cessaire de de´finir
un cadre de travail, c’est a` dire un mode`le de formation des donne´es et un protocole d’acqui-
sition des donne´es qui servent aux reconstructions.
L’objectif ge´ne´ral de ce projet est de de´velopper une me´thode de reconstruction alge´brique
compatible avec les scanner cliniques, ce qui implique qu’on de´finisse un cadre expe´rimental le
plus proche possible des conditions re´elles d’application de l’algorithme. On utilise essentiel-
lement des donne´es simule´es lors de la re´alisation de nos expe´riences. En plus d’une re´fe´rence
a` l’objet re´el, ceci a pour avantage de permettre d’avoir, tre`s rapidement et a` moindres frais,
des sinogrammes de fantoˆmes correspondant a` chaque protocole expe´rimental de´fini.
4.1 Mode`le
Cette partie a pour but de de´crire les diffe´rents mode`les utilise´s pour ce projet.
4.1.1 Mode´lisation de la source de rayons X
la source est mode´lise´e de deux fac¸ons suivant le but recherche´ :
Pour tester la diminution du temps de calcul et pour comparer la qualite´ d’image suivant
la repre´sentation de l’objet utilise´e, on re´duit a` une seule e´nergie le spectre d’e´mission afin
de simplifier le mode`le et d’augmenter la simplicite´ et la vitesse du calcul de la reconstruc-
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tion, la source est alors dite monochromatique. C’est le mode`le majoritairement utilise´ en
tomographie.
Une alternative utilise´e seulement pour des cas particuliers est la mode´lisation polychro-
matique de la source. Afin d’ame´liorer la qualite´ des images reconstruites avec le mode`le
utilisant une repre´sentation cylindrique de l’objet, on effectue un e´chantillonnage du spectre
d’e´mission des rayons X afin d’ame´liorer le re´alisme du mode`le et donc de mieux prendre en
compte les mate´riaux de forte atte´nuation ce qui permet de diminuer les arte´facts lors de la
reconstruction.
Pour re´sumer :
– source monochromatique : la source est re´duite a` un seul niveau d’e´nergie d’intensite´
e´gale a` l’ensemble des intensite´s pour tous les niveau d’e´nergie du spectre d’e´mission.
C’est le mode`le couramment utilise´, il permet l’acce´le´ration du temps de calcul ;
– source polychromatique : la mode´lisation de la source se fait par un e´chantillonnage du
spectre d’e´mission tous les KeV entre 20 et 120 KeV. Ce mode`le permet la re´duction
des arte´facts me´talliques.
4.1.2 Mode´lisation des rayons et de la ge´ome´trie du scanner
Les rayons sont mode´lise´s avec la me´thode ray-driven par des segments infiniment fins
allant de la source de rayons X au panneau de de´tecteurs afin de discre´tiser directement
l’inte´grale ligne d’une projection. Des me´thodes pre´sente´es dans 2.1.4, ce mode`le de rayon a
comme avantage d’eˆtre le plus simple a` calculer avec la repre´sentation cylindrique de l’objet.
Afin de re´duire l’impact sur la qualite´ de l’image reconstruite de l’approximation des de´-
tecteurs ponctuels faite avec cette me´thode, on utilise la technique de rayons multiples. On
choisit de mode´liser dix rayons fins par de´tecteurs espace´s re´gulie`rement sur la totalite´ de la
surface du de´tecteur.
On choisit comme ge´ome´trie du scanner, la ge´ome´trie d’un scanner clinique couramment
utilise´ et pour lequel nous avons des donne´es re´elles a` e´tudier, le scanner SOMATOM de
Siemens dont les caracte´ristiques sont de´taille´es ci dessous :
– panneau de de´tecteurs en arc de cercle de 16 barettes,
– 672 de´tecteurs de 1 mm de largeur et 0.75 mm de hauteur par barette,
– distance source de rayons X-centre de l’image : 570 mm,
– distance centre de l’image-panneau de de´tecteurs : 470 mm.
On choisit deux protocoles d’acquisition diffe´rents :
– un protocole basse-dose, c’est a` dire dont la dose de rayons X a` chaque projection est
faible ge´ne´rant un sinogramme bruite´ de SNR 25dB ;
– un protocole haute-dose, c’est a` dire dont la dose de rayons X a` chaque projection
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est e´leve´e afin de permettre l’obtention d’images de haute re´solution ge´ne´rant un sino-
gramme faiblement bruite´ de SNR 35dB.
On choisit de ne pas fixer le nombre de projection pour chaque protocole afin de garder un
certain controˆle sur la taille totale du sinogramme.
4.1.3 Mode´lisation de l’objet
On choisit de repre´senter l’objet par une grille cylindrique a` l’image du travail de Thi-
baudeau et al. (2013) plutoˆt qu’une repre´sentation alternative telle celles de´veloppe´es par
Rodriguez-Alvarez et al. (2011). Afin de pouvoir appliquer les me´thodes de´veloppe´es, on de´-
finit un nombre de voxels circulaires identique au nombre de mesures de projection effectue´es.
Pour ce qui est des re´sultats de l’approche carte´sienne, on utilise la repre´sentation en
coordonne´es carte´siennes de l’objet la plus courante. L’objet est mode´lise´ par une grille
homoge`ne de voxels cubiques. L’avantage de cette repre´sentation est la simplicite´ meˆme de
celle-ci facilitant le calcul de la matrice de projection.
4.2 Ge´ne´ration des donne´es simule´es
Le crime inverse se produit lorsque les donne´es pour un proble`me inverse sont ge´ne´re´es
avec le meˆme (ou presque le meˆme) mode`le que celui utilise´ lors du processus d’inversion.
Afin d’e´viter le crime inverse, on utilise pour la projection un simulateur de projections
inde´pendant de notre mode`le : CT Project (Segars et al. (2008)). Ce simulateur ne´cessite
la cre´ation d’un fantoˆme via le logiciel XCAT pour pouvoir produire le sinogramme re´aliste
correspondant.
4.2.1 Cre´ation du fantoˆme et erreur de repre´sentation
Des expe´riences pre´liminaires ont montre´ que la nature de l’objet a une influence signi-
ficative sur la vitesse de convergence. En particulier, la pre´sence d’inhomoge´ne´ite´s et leur
amplitude a un impact conse´quent sur la vitesse de convergence. Pour faire nos expe´riences,
on a pris un cadre ge´ne´rique qui repre´sente la majorite´ des applications
La ge´ne´ration des fantoˆmes initiaux est donc faite avec le programme XCAT. Afin de tra-
vailler sur la reconstruction d’image correspondant a` l’utilisation clinique de nos me´thodes, on
choisit un fantoˆme re´aliste d’une portion du tronc d’un individu maˆle sans les bras (Fig. 4.1)
pour toutes les expe´riences sauf pour la mesure de la qualite´ d’image par rapport au centre.
Le fantoˆme ge´ne´re´ par XCAT est continu et est de´coupe´ en 4 tranches d’e´paisseur 1.5 mm
repre´sentant des images de 384mm× 384mm
55
Pour les expe´riences de paralle´lisation et de pre´conditionnement, chaque tranche est dis-
cre´tise´e en une image de 256×256 pixels de taille 1.5 mm afin d’imager le tronc de l’individu
dans toute sa largeur tout en gardant un objet a` reconstruire et une matrice de projection
de taille suffisamment faible pour eˆtre utilise´s avec nos moyens et un ART en coordonne´es
carte´sienne simple.
Figure 4.1 Fantoˆme XCAT utilise´ pour le pre´conditionnement et la paralle´lisation
Pour la mesure de la qualite´ de l’image locale, on utilise un fantoˆme continu d’une tranche
de 1.5 mm d’e´paisseur repre´sentant une image de 384mm × 384mm. Le fantoˆme est com-
pose´ d’une re´gion circulaire de coefficient d’atte´nuation e´gal aux muscles du corps humain
contenant de multiples billes circulaires d’aluminium de 1.5 mm de diame`tre pour la mesure
de MTF afin de repre´senter des impulsions (Fig. 4.2) ou sans ces billes pour la mesure de la
RMSE pour ne pas biaiser cette mesure avec des phe´nome`nes d’e´talement. Les billes d’alu-
minium sont place´es a` 5 distances diffe´rentes au centre de l’image, espace´es d’au moins 37.5
mm dans le but de faciliter le calcul de la PSF et de pouvoir comparer la MTF en fonction
de la distance au centre pour plusieurs mesures.
Le fantoˆme est ensuite discre´tise´ en une image de 512× 512 pixels de 0.75 mm ×0.75 mm
en coordonne´es carte´siennes pour pouvoir mesurer la qualite´ de l’image sur une image de
re´solution nume´rique quatre fois plus grande que les images utilise´es pour la paralle´lisation
et le pre´conditionnement afin d’ame´liorer la pre´cision des mesures de qualite´ d’image. Lors
de l’utilisation de l’algorithme en coordonne´es cylindrique, on utilise une image de 256×1160
pixels allant de 0.0015 mm2 au centre a` 0.78 mm2 en pe´riphe´rie. On a donc des pixels polaires
375 fois plus petits que les pixels carte´siens au centre de l’image et 1.4 fois plus grands en
pe´riphe´rie.
Cette diffe´rence significative de taille des pixels avec la repre´sentation cylindrique est a`
l’origine de trois difficulte´s : une erreur de repre´sentation variable, un choix a` faire au niveau
de la re´gularisation et une de´te´rioration du conditionnement du proble`me qui va entraˆıner
des proble`mes de convergence.
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Un bon pre´conditionnement peut permettre de surmonter le proble`me de de´te´rioration du
conditionnement du proble`me et l’influence de la re´gularisation sera e´tudie´ avec les mesures
de qualite´ d’image.
L’aire couverte par les pixels polaires correspond a` 80 % de l’aire couverte par les pixels
carte´siens, les pixels polaires sont donc en moyenne plus petits. L’aire restante se situe dans
les coins de l’image et l’information qu’elle contient n’est ge´ne´ralement pas ne´cessaire car les
zones d’inte´reˆt se situent normalement au centre de l’image. Maintenant concernant la partie
de l’image couverte par les deux repre´sentations, on observe une meilleure repre´sentation donc
une discre´tisation avec des pixels plus petits sur 73 % de l’aire concerne´e avec la repre´sentation
cylindrique. La proportion de l’image qui est moins bien repre´sente´e se situe en pe´riphe´rie
de l’image, zone qui contient normalement de grandes zones homoge`nes et ou` il est moins
important d’avoir une bonne repre´sentation. Contrairement a` ce qu’on aurait pu penser,
la repre´sentation en coordonne´es cylindrique est donc meilleure que la repre´sentation en
coordonne´es carte´siennes en terme d’erreur de repre´sentation.
4.2.2 Ge´ne´ration du sinogramme
Le sinogramme est ge´ne´re´ avec le programme CT Project a` partir du fantoˆme cre´e´ avec
XCAT afin d’e´viter le crime inverse et de ge´ne´rer des donne´es re´aliste tenant compte du bruit
de Poisson introduit par la nature quantique des photons.
On choisit de prendre une ge´ome´trie re´aliste, c’est a` dire la meˆme taille de de´tecteur et
de barrette qu’un scanner Siemens Somatom qui a des de´tecteurs de taille 1.5 mm ×1.0 mm.
On ne garde que 4 barrettes et 580 projections afin de limiter le temps de calcul et l’espace
me´moire requis pour de pouvoir faire des reconstructions avec le mode`le carte´sien avec les
moyens a` notre disposition.
On effectue la mesure de la qualite´ de l’image dans un cadre 2D dans un premier temps
pour simplifier les mesures. Dans la troisie`me dimension, la taille des voxels ne changeant pas,
on peut supposer que la qualite´ de l’image a le meˆme comportement avec la repre´sentation
cylindrique et carte´sienne. La re´duction au cadre 2D permet aussi de diminuer le temps de
calcul et l’espace me´moire requis, ce qui facilite les expe´riences. On prend 1160 projections
et une seule barrette afin de garder un contexte correspondant au scan 2D d’un fantoˆme par
un scanner Siemens Somatom toujours dans l’esprit de se rapprocher le plus possible des
conditions d’utilisation re´elles.
Le bruit poissonien est introduit via CT Project, on choisit un SNR de 25 dB corres-
pondant a` un protocole de reconstruction basse dose de rayons X et un SNR de 35 dB
correspondant a` un protocole avec une dose classique de rayons X.
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Figure 4.2 Fantoˆme XCAT utilise´ pour la mesure de la MTF
4.3 Estimation
L’estimation est faite avec le logiciel MATLAB, en utilisant l’algorithme d’optimisation
L-BFGS-B tel que de´crit dans la section 3.1. On utilise un estimateur MAP et une fonction
de re´gularisation L2 sur les diffe´rences premie`res afin de re´duire l’impact du bruit sur la
qualite´ des images reconstruites et rendre applicables les pre´conditionneurs de´veloppe´s dans
le chapitre pre´ce´dent.
Le parame`tre λ de la fonction de re´gularisation a e´te´ fixe´ empiriquement de manie`re a`
avoir la meilleure qualite´ d’image au bout de 100 ite´rations sur un jeu de donne´es inde´pendant
de ceux utilise´s pour les comparaisons, car empiriquement on a observe´ que les changements
effectue´s sur l’estime´e passe´es 100 ite´rations sont indiscernables lors de l’observation des
images reconstruites. Une me´thode de comparaison des performances des deux algorithmes
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de reconstruction plus rigoureuse a e´te´ de´veloppe´e par Hamelin et al. (2011) mais cette
validation comple`te ne´cessite l’utilisation de techniques de type Monte-Carlo et de´passe le
cadre de ce travail.
L’initialisation de l’algorithme d’optimisation se fait avec une image nulle afin de traiter
de la convergence dans un cadre ge´ne´ral.
Dans le cadre de l’e´valuation de la paralle´lisation et du pre´conditionnement, l’estimation
se fait avec un maximum de 100 ite´rations pour la raison cite´e dans le paragraphe pre´ce´dent,
ou moins si l’algorithme a converge´, ce qui voudrait dire que le minimum de notre proble`me
de minimisation est atteint. Ceci a pour but de permettre de voir la re´duction maximale du
crite`re pour chaque me´thode.
Pour les mesures de qualite´ d’image, on utilise la solution exacte dans le cas de la repre´sen-
tation cylindrique de l’objet et la valeur de l’estime´e apre`s 100 ite´ration avec la repre´sentation
carte´sienne car on veut comparer les qualite´s maximales atteignables avec les deux types de
repre´sentations pour le meˆme algorithme et seule la repre´sentation cylindrique permet le
calcul de la solution exacte avec nos moyens.
4.4 Imple´mentation
Le script de l’estimation est code´ en MATLAB ce qui permet de profiter d’outils simples
d’utilisation de calcul alge´brique.
Afin d’optimiser les fonctions de projection et de re´troprojection, ces deux ope´ration
sont e´crites en C++ pour les raisons cite´es dans 3.2.2 et introduites dans le code MAT-
LAB via l’interface Mex. L’imple´mentation en C++ permet, en outre, d’utiliser la librairie
d’acce´le´ration de calcul avec des matrices creuses SparseLib (http://people.cs.kuleuven.
be/~albert-jan.yzelman/software.php#SL). Afin d’eˆtre aise´ment manipulable en C++,
les matrices de projection et de re´troprojection sont stocke´es dynamiquement apre`s leur
construction avec MATLAB.
Toutes les estimations sont faites sur un ordinateur Intel avec 12 coeurs d’1,5 GHz, 24 Go
de RAM, ayant un syste`me d’exploitation Linux.
4.5 Taille de la matrice de projection
L’objectif de cette section est de ve´rifier que la repre´sentation polaire nous permet bien
de diminuer l’espace me´moire requis pour le stockage de la matrice de projection.
Dans cette partie, on compare la taille des matrices de projections pour les ge´ome´tries
de´finie dans 4.2.
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Dans le cadre 2D, on a un objet de taille 512 × 512, avec Np = 1160 projections et un
scanner d’une barette de 672 de´tecteurs. Dans le cadre 3D, on a un objet de taille 256×256×4,
avec Np = 580 projections et un scanner de 4 barettes de 336 de´tecteurs. Pour faciliter nos
expe´riences, on a choisi un faible nombre de tranches et de barettes de de´tecteur pour tester
la 3D afin de diminuer la taille de chaque bloc de la matrice de projection sans changer la
structure de cette matrice, ce qui permet de garder la meˆme structure alge´brique du proble`me
et donc observer les meˆmes ame´liorations tout en diminuant l’espace me´moire requis pour
le stockage de la matrice de projection et le temps de calcul de chacune des sous ope´rations
inde´pendantes lors de la projection et de la re´troprojection sans en diminuer le nombre
qui de´pend du nombre de projections choisi, en outre, on utilise les syme´tries expose´es par
Gendron (2008) afin de diviser par quatre la taille des matrices de projection en coordonne´es
carte´sienne. Les tailles des matrices de projection sont pre´sente´es dans le tableau suivant :
repre´sentation cadre 2D cadre 3D
cylindrique 0.011 Go 0.013 Go
carte´sienne 3.497 Go 2.117 Go
On observe que la repre´sentation cylindrique permet de diminuer la taille de la matrice de
projection par Np/4. Ceci est conforme a` la the´orie car la repre´sentation cylindrique permet
de ne stocker la matrice de projection que pour un angle de projection en utilisant l’invariance
par rotation, alors que l’utilisation de la repre´sentation carte´sienne ne´cessite le stockage du
quart des angles de projection si on utilise l’invariance par rotation d’un angle pi/2 pour un
nombre de projections multiple de quatre.
On peut en conclure que la repre´sentation cylindrique est tre`s efficace pour diminuer
l’espace me´moire requis pour le stockage de la matrice de projection et donc pour la recons-
truction.
4.6 Paralle´lisation
L’objectif de cette section est de montrer l’impact de la paralle´lisation sur les repre´sen-
tations carte´sienne et cylindrique en terme de vitesse de calcul d’une estimation. D’apre`s
la figure 3.1 et des expe´riences pre´liminaires, on sait que les ope´rations de projection et de
re´troprojection sont a` l’origine de plus de 75% du temps de calcul de chaque ite´ration de
l’estimation que ce soit en coordonne´es carte´siennes ou polaires. On ne s’est donc inte´resse´
qu’a` ces deux ope´rations pour l’e´tude de l’impact de la paralle´lisation.
La me´thode de calcul de la multiplication matrice creuse-vecteur de´pend du sche´ma de
stockage de la matrice creuse de projection et de re´troprojection utilise´. Les diffe´rentes me´-
thodes mises en oeuvre ayant des complexite´s de calcul diffe´rentes, il est ne´cessaire de prendre
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en compte le sche´ma de stockage des matrice creuse utilise´es lors de l’e´valuation du temps
de calcul.
La taille de l’objet peut avoir un impact sur le temps ne´cessaire a` la re´partition des donne´es
sur les diffe´rents coeurs et sur le temps de calcul de la multiplication. Cette proprie´te´ doit
donc eˆtre e´tudie´e.
Cette e´tude se compose donc de deux expe´riences qui permettent de tester deux facteurs
qui peuvent influencer les performances de la paralle´lisation autres que le nombre de coeurs
utilise´s : le sche´ma de stockage de la matrice de projection et la taille de l’objet a` utiliser.
Avec la premie`re expe´rience, on e´tudie l’impact du sche´ma de stockage de la matrice
de projection et du nombre de coeurs utilise´s pour la projection et la re´tro-projection. La
seconde expe´rience consiste a` e´tudier l’impact de la taille de l’objet sur la paralle´lisation en
fonction du nombre de coeurs pour la projection et la re´troprojection.
Pour re´aliser les deux expe´riences, on utilise le fantoˆme et la ge´ome´trie de´crits dans 4.2.
Le temps de calcul de chaque ope´ration est mesure´ a` l’aide du logiciel MATLAB et de ses
fonctions tic-toc. La taille de l’objet a` reconstruire est de´finie comme le nombre d’e´le´ments
totaux de cet objet afin de s’affranchir du type de repre´sentation.
4.6.1 E´tude du nombre de coeurs et du sche´ma de stockage
Dans un premier temps, on e´tudie l’impact du nombre de coeurs utilise´s ainsi que du type
de stockage de la matrice de projection ou de re´troprojection sur les ope´rations de projection
et de re´troprojection. Pour chaque ope´ration, 30 re´pe´titions sont faites et seul le temps de
calcul moyen est garde´. Les donne´es utilise´es sont celles pre´sente´es dans 4.2. La projection est
en fait une multiplication matrice-vecteur quand a` la re´troprojection, c’est une multiplication
vecteur-matrice. Les re´sultats sont pre´sente´s sous forme de deux graphiques 4.3 et 4.4.
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Figure 4.3 Mode`le polaire
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Figure 4.4 Mode`le carte´sien
Les deux figures ci-dessus repre´sentent les moyennes du temps de calcul d’une projection (p-) et d’une
re´troprojection (rp-) en fonction du type de stockage de la matrice (TS, CRS, HTS, ICRS, BICRS) et du
nombre de coeurs utilise´s
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On observe avec la repre´sentation carte´sienne une diminution d’un facteur 2 a` 3,5 du
temps de calcul pour un nombre de coeurs utilise´s supe´rieur a` 3. De plus, on peut voir que le
sche´ma de stockage le plus rapide pour la multiplication est le sche´ma ICRS et le plus lent
est le HTS, et ce, quel que soit le nombre de coeurs utilise´s.
Pour la repre´sentation cylindrique, on observe une diminution du temps de calcul par un
facteur de 2.5 a` 4 suivant le sche´ma de stockage pour un nombre de coeurs utilise´s supe´rieur
a` 5. Comme pour le carte´sien, le sche´ma ICRS est le plus rapide et le sche´ma HTS le plus
lent.
La repre´sentation en coordonne´es cylindrique permet un meilleur gain avec la paralle´li-
sation que la repre´sentation carte´sienne, ce qui ame`ne a` une meilleure vitesse de calcul des
deux ope´rations e´tudie´es avec la repre´sentation cylindrique. Il est ne´cessaire de prendre en
compte dans l’interpre´tation de ces re´sultats le fait qu’un travail d’optimisation plus impor-
tant a e´te´ re´alise´ sur les ope´rations utilisant la repre´sentation cylindrique. Il est sans doute
possible d’ame´liorer la vitesse de calcul des ope´rations paralle´lise´es utilisant la repre´sentation
carte´sienne. La comparaison entre les deux repre´sentations ne peut donc eˆtre prise en compte
que dans le cadre de l’imple´mentation des deux ope´rations spe´cifique a` ce projet. On peut
tout de meˆme conclure que la paralle´lisation permet une augmentation significative de la
reconstruction avec le mode`le en coordonne´es cylindriques.
4.6.2 E´tude de la taille de l’image et de la nature de la multiplication
Avec l’expe´rience pre´ce´dente, on a vu qu’il e´tait possible de diminuer le temps de calcul
avec la repre´sentation cylindrique en utilisant la paralle´lisation. On a vu que cette dimi-
nution du temps de calcul de´pend du type de stockage de la matrice de projection et de
re´troprojection.
Cette deuxie`me expe´rience a pour but d’e´tudier l’impact de la taille de l’objet a` re-
construire ainsi que de la nature de la multiplication que constituent la projection et la
re´troprojection sur la diminution du temps de calcul avec l’utilisation de la paralle´listion.
On utilise les donne´es obtenues dans 4.2, redimensionne´es pour diviser la taille de l’objet a`
reconstruire par 4 et par 8. On doit aussi diviser le nombre de projections par 2 et par 4 pour
avoir une bonne e´quivalence entre les deux repre´sentations. On ne garde que le sche´ma le plus
rapide ICRS, le plus lent HTS et le plus simple TS. pour l’objet en coordonne´es cylindriques,
on calcule la projection et la re´troprojection en utilisant une multiplication matrice-vecteur
ou vecteur-matrice. La projection et la re´troprojection en coordonne´es carte´siennes sont res-
pectivement une multiplication matrice-vecteur et vecteur-matrice. Comme pour l’expe´rience
pre´ce´dente, on effectue une moyenne sur 30 ite´rations de chaque ope´ration que l’on pre´sente
sous forme des graphiques : Fig. 4.5 et Fig. 4.6 pour le mode`le carte´sien et Fig. 4.7, Fig. 4.8
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et Fig. 4.9 pour le mode`le polaire.
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Figure 4.5 avec 290 projections
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Figure 4.6 avec 146 projections
Les deux figures ci-dessus repre´sentent les moyennes du temps de calcul d’une projection (p) et d’une
re´troprojection (rp) en fonction du type de stockage de la matrice et du nombre de coeurs utilise´s avec le
mode`le carte´sien
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Les trois figures ci-contre pre´sentent les
moyennes du temps de calcul d’une projection
(p-) et d’une re´troprojection (rp-) en fonction
du type de stockage de la matrice, du nombre
de coeurs utilise´s et du type de multiplication
matrice-vecteur ou vecteur-matrice (-t) avec le
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Figure 4.7 avec 580 projections
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Figure 4.8 avec 290 projections
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Figure 4.9 avec 146 projections
Tout d’abord concernant la re´duction de la taille de l’objet, on observe que le sche´ma
ICRS est toujours le plus rapide et globalement HTS reste le plus lent sauf pour un nombre
de coeurs faible ou` TS peut eˆtre plus lent. Avec la repre´sentation cylindrique, quelle que
soit la taille de l’objet e´tudie´e, les gains maximaux de vitesse de calcul restent d’un facteur
2,5 a` 4. Contrairement a` la repre´sentation cylindrique, avec la repre´sentation carte´sienne et
des objets de moins grosse taille, il n’y a plus d’augmentation de vitesse de calcul avec la
paralle´lisation. A` premie`re vue, on peut penser que la distribution des donne´es entres les
coeurs compense le temps gagne´ par la paralle´lisation ce qui empeˆche tout gain de vitesse
de calcul, mais il faut se rappeler que les ope´rations usant la repre´sentation carte´sienne ont
e´te´ moins bien optimise´es. Ces re´sultats montrent que l’imple´mentation de l’ART avec une
65
repre´sentation carte´sienne peut eˆtre ame´liore´e.
Dans le cadre de ce projet, la repre´sentation cylindrique paralle´lise´e repre´sente un net
avantage par rapport a` la repre´sentation carte´sienne paralle´lise´e car elle permet de diminuer
le temps de calcul de la projection et de la re´troprojection meˆme pour de petits objets.
En comparant, au niveau de la repre´sentation cylindrique, la vitesse de calcul de la mul-
tiplication matrice-vecteur et vecteur-matrice, on s’aperc¸oit que la multiplication vecteur-
matrice est plus rapide que l’inverse autant au niveau de la projection que de la re´troprojec-
tion. Mais la diffe´rence entre les deux types de multiplication reste tre`s faible par rapport au
temps de calcul global de chacune des ope´rations.
4.6.3 Conclusion sur la paralle´lisation
Au vu de ces premiers re´sultats, pour la suite des expe´riences, on utilise un nombre de
coeurs supe´rieur a` 5 ainsi que les multiplications vecteur-matrice pour la projection et la
re´troprojection en coordonne´es cylindriques.
On a vu avec ces deux expe´riences que la paralle´lisation de l’algorithme utilisant la repre´-
sentation cylindrique permet de diminuer conside´rablement le temps de calcul par ite´ration
jusqu’a` atteindre une vitesse de projection et de re´troprojection supe´rieure a` celle obtenue
avec le meˆme algorithme mais en utilisant la repre´sentation carte´sienne de l’objet. De plus,
cette vitesse de calcul est affecte´e par le nombre de coeurs, la taille de l’objet et le type de
stockage des matrices de projection et re´troprojection.
Lorsque l’on compare nos re´sultats en 3D et les re´sultats obtenus pre´ce´demment en 2D
par Goussard et al. (2013), on observe que les matrices de projection et de re´troprojection
ont la meˆme proprie´te´ bloc-circulante avec le meˆme nombre de bloc pour un meˆme nombre de
projection Np. En effet, les matrices de projection 2D et 3D sont bloc-circulantes et chaque
ligne de blocs est compose´e de Np = Nt blocs ou` Nt est le nombre de pixels ou voxels
tangentiels. Ces blocs sont de taille (M,K). Dans le cas de la matrice 2D, M est le nombre
de de´tecteurs utilise´s et K = Nr avec Nr le nombre de pixels radiaux. Pour la matrice 3D, M
est le nombre de de´tecteur multiplie´ par le nombre de barrettes utilise´es et K = Nr ∗Ns avec
Nr le nombre de voxels radiaux et Ns le nombre de voxels axiaux, on a donc des blocs plus
grands. Or on a vu dans 2.4.2.2 que la paralle´lisation est faite en fonction du nombre de blocs,
ce qui explique que l’efficacite´ de cette paralle´lisation en 3D est la meˆme qu’en 2D. Il en va de
meˆme avec l’utilisation de la matrice de re´troprojection. Pour un meˆme scanner, le passage du
2D au 3D ne changera a priori pas l’efficacite´ de la paralle´lisation mais augmentera l’espace
me´moire utilise´ et le temps de calcul de par l’augmentation de la taille de chaque bloc des
matrices de projection et de re´troprojection.
Ces premie`res expe´riences permettent de remplir partiellement le premier objectif e´nonce´
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au de´but du chapitre en diminuant le temps de chaque ite´ration. Pour remplir totalement
l’objectif, il faut maintenant comparer le nombre d’ite´rations que ne´cessitent deux algorithmes
utilisant chacun un des deux types de repre´sentations expose´s pour reconstruire une image
de meˆme qualite´ et si possible le diminuer. Ce point est e´tudie´ avec le pre´conditionnement.
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4.7 Pre´conditionnement
L’objectif qu’on cherche a` atteindre avec le pre´conditionnement est le meˆme qu’avec la
paralle´lisation, c’est a` dire la diminution du temps de calcul de l’algorithme de reconstruction,
mais avec un approche diffe´rente. Au lieu de diminuer le temps de calcul de chaque ite´ration,
la me´thode consiste a` diminuer le nombre d’ite´rations au prix d’une le´ge`re augmentation
de la complexite´ et du temps de calcul de chaque ite´ration (cf 2.4.3). Il est donc ne´cessaire
d’e´tudier les compromis nombre d’ite´rations-temps de calcul par ite´ration pour chaque type
de pre´conditionneur afin de pouvoir de´terminer lequel permet la plus grande diminution du
temps de calcul. Ce n’est pas le seul objectif, on sait que, dans le cas de la repre´sentation
cylindrique, le proble`me est de´te´riore´ par les tailles variables des voxels. Ceci provoque des
proble`mes de convergence qui rendent le pre´conditionnement primordial.
Lors de cette e´tude il est aussi ne´cessaire de garder a` l’esprit l’objectif qui consiste a` limiter
l’espace me´moire utilise´ durant la reconstruction lors de l’e´tude des pre´conditionneurs.
Dans cette section, on e´tudie les capacite´s de diminution du temps de calcul des pre´con-
ditionneurs diagonal (PD) et de Cholesky incomplet (IC) dans le domaine de Fourier en trois
dimensions. On ne prend en compte que ces deux types de pre´conditionneurs car ce sont ceux
qui ont donne´s les meilleurs re´sultats en 2D.
Cette e´tude consiste donc d’une part a` e´valuer l’augmentation du temps de calcul par ite´-
ration et de l’espace me´moire utilise´ pour chaque pre´conditionneur et d’autre part a` e´tudier
l’augmentation de la vitesse de convergence (la diminution du nombre d’ite´rations) que peut
apporter chaque pre´conditionneur. Il n’existe pas a` ce jour de pre´conditionneur simple et
efficace pour la repre´sentation carte´sienne, on effectue alors a` titre indicatif une comparaison
des re´sultats avec la me´thode carte´sienne non-pre´conditionne´e afin de voir si, avec le pre´con-
ditionnement, on peut e´galer la vitesse de convergence et la vitesse de calcul de la me´thode
carte´sienne.
On sait que le niveau de bruit du sinogramme ou SNR affecte la vitesse de convergence
des ART, on peut donc supposer que l’efficacite´ des pre´conditionneurs en de´pend aussi. On
fait donc varier le SNR des donne´es lors de nos expe´riences.
Afin de limiter la taille me´moire des pre´conditionneurs IC, on a utilise´ plusieurs taux
de remplissage (1/5 et 1/100). Pour garder l’approximation creuse de la matrice normale
bloc-diagonalise´e de´finie positive afin de pouvoir appliquer la de´composition de Cholesky in-
comple`te, on a du ponde´rer sa diagonale par les valeurs α (2 et 10). On a teste´ ces deux
parame`tres avec deux valeurs afin d’eˆtre en mesure d’e´tudier leur impact sur les perfomance
du pre´conditionnement. Les crite`res de comparaison mesure´s sont le temps de calcul par ite´-
ration, la distance normalise´e par rapport a` la solution exacte et la RMSE globale normalise´e.
68
Les re´sultats sont repre´sente´s sous forme de graphiques.
Pour les expe´riences sur le pre´conditionnement, on a utilise´ la ge´ome´trie de´taille´s dans
4.2 et on a garde´ les parame`tres permettant la meilleure diminution du temps de calcul de la
projetion et re´troprojection paralle´lise´es, c’est a` dire un nombre de coeurs e´gal a` 12 ainsi que
les multiplications vecteur-matrice pour la projection et la re´troprojection en coordonne´es
cylindriques.
4.7.1 Mesure du temps par ite´ration
Le temps par ite´ration (Fig. 4.10 et Fig. 4.11) est mesure´ via les fonctions tic et toc de
MATLAB en secondes pour chaque ite´ration et chaque pre´conditionneur. On re´alise cette
expe´rience avec les pre´conditionneurs de´crits dans la section pre´ce´dente et un SNR de 25 dB
et de 35 dB.
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Figure 4.10 temps de calcul par ite´ration, SNR
= 25 dB
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Figure 4.11 temps de calcul par ite´ration, SNR
= 35 dB
PD FFT : pre´conditionneur diagonal dans le domaine de Fourier ; NPpol : sans pre´conditionneur, mode`le
polaire ; NPcart : sans pre´conditionneur, mode`le carte´sien ; IC : pre´conditionneur de Cholesky incomplet
dans le domaine de Fourier suivi de la valeur de α et du taux de remplissage
On observe que, quel que soit le rapport signal a` bruit (SNR), le temps par ite´ration ne
change pas ce qui est cohe´rent car le SNR n’agit que sur la difficulte´ de converger et non
pas la complexite´ de calcul par ite´ration. Au contraire, on observe que le temps par ite´ration
varie beaucoup suivant le pre´conditionneur. Le pre´conditionneur IC augmente le temps de
calcul par ite´ration de manie`re significative. On remarque que quels que soient les parame`tres
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de ce pre´conditionneur (choix de α et taux de remplissage)le temps par ite´ration varie tre`s
peu. Au contraire, le pre´conditionneur PD augmente tre`s peu voir pas du tout le temps de
calcul.
Cette augmentation du temps de calcul est due a` la diffe´rence de structure entre les
pre´conditionneurs. Le pre´conditionneur PD, moins complexe, est repre´sente´ sous forme d’un
seul vecteur alors que le pre´conditionneur de Cholesky incomplet est une matrice creuse bloc-
diagonale. Lors d’une ite´ration on effectue une multiplication pre´conditionneur-objet estime´
et une multiplication transpose´e du pre´conditionneur-gradient du crite`re a` minimiser. Avec
le pre´conditionneur PD ces deux ope´rations se re´sument a` la multiplication terme a` terme
de deux vecteurs qui est une ope´ration tre`s rapide, alors qu’avec le pre´conditionneur IC, ces
deux ope´rations repre´sentent deux syste`mes triangulaires a` re´soudre a` chaque ite´ration. Ces
deux ope´rations sont bien plus complexes et ont un temps de calcul beaucoup plus long, ce
qui naturellement va augmenter le temps de calcul d’une ite´ration.
Enfin, sans pre´conditionnement, une ite´ration avec le mode`le polaire est plus rapide
qu’avec le mode`le carte´sien. Cela confirme les re´sultats de temps de calcul de la projection
et la re´troprojection paralle´lise´es et la meilleure optimisation de l’ART polaire de´veloppe´ par
rapport au carte´sien e´tudie´.
4.7.2 Mesure de la distance a` la solution exacte
Pour cette deuxie`me expe´rience, on utilise les meˆme conditions expe´rimentales que l’expe´-
rience pre´ce´dente. On de´finit la vitesse de convergence comme le nombre d’ite´rations ne´ces-
saires a` la re´duction de la distance a` la solution exacte du proble`me a` optimiser, autrement
dit, moins un pre´conditionneur ne´cessite d’ite´rations pour se rapprocher de la solution exacte,
plus sa vitesse de convergence est rapide. Cette mesure de convergence a comme avantage
d’eˆtre tre`s simple, si on arrive a` calculer la solution exacte, et explicite. En effet, elle permet
de savoir si notre algorithme a converge´ et si non, s’il est proche de la solution exacte de
l’estimation.
L’inconve´nient majeur de ce crite`re est que la solution exacte ne peut eˆtre calcule´e qu’en
coordonne´es cylindriques en passant dans le domaine de Fourier. Ce dernier aspect permet
de calculer l’inverse de Np sous-matrices (les blocs de la diagonale) plutoˆt que l’inverse d’une
seule grande matrice qui est impossible a` faire avec les moyens a` notre disposition vu la taille
du Hessien de notre estimateur. La solution exacte est ensuite interpole´e en coordonne´es
carte´sienne pour eˆtre utilise´e avec le mode`le carte´sien. Ce crite`re n’est pas optimum pour
comparer le polaire et le carte´sien par contre il est tre`s efficace pour comparer l’efficacite´ des
diffe´rents pre´conditionneurs du mode`le polaire.
La mesure de la distance normalise´e a` la solution exacte a` chaque ite´ration (Fig. 4.12 et
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Fig. 4.13) met en e´vidence plusieurs proprie´te´s inte´ressantes des pre´conditionneurs.
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Figure 4.12 Distance normalise´e a` la solution
exacte, SNR = 25 dB
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Figure 4.13 Distance normalise´e a` la solution
exacte, SNR = 35 dB
PD FFT : pre´conditionneur diagonal dans le domaine de Fourier ; NPpol : sans pre´conditionneur, mode`le
polaire ; NPcart : sans pre´conditionneur, mode`le carte´sien ; IC : pre´conditionneur de Cholesky incomplet
dans le domaine de Fourier suivi de la valeur de α et du taux de remplissage
Tout d’abord on observe que sans pre´conditionneur la convergence du mode`le polaire
est beaucoup plus lente que celle du mode`le carte´sien et reste apre`s 100 ite´rations a` une
distance plus grande a` la solution exacte que le mode`le carte´sien, ceci montre encore que
le pre´conditionnement du mode`le polaire est obligatoire pour obtenir au moins les meˆmes
re´sultats que le mode`le carte´sien.
Ensuite on observe que le pre´conditionnement permet effectivement d’ame´liorer la vitesse
de convergence. Le pre´conditionneur PD diminue moins cette vitesse de convergence que le
pre´conditionneur IC.
Concernant le pre´conditionneur IC, on observe une augmentation de la vitesse de conver-
gence avec l’augmentation du taux de remplissage pour une ponde´ration α petite de la
diagonale de l’approximation creuse de la matrice de projection. De plus, cette vitesse de
convergence augmente avec le taux de remplissage, meˆme si l’augmentation est faible. Ceci
montre que lorsqu’on augmente le taux de remplissage, avec le mode`le et la ge´ome´trie utilise´s
pour cette e´tude, on multiplie par 20 la taille du pre´conditionneur en rajoutant des valeurs
qui n’auront que peu d’impact par rapport a` celles de´ja` pre´sentes. Il n’est donc pas ne´ces-
saire d’avoir un taux de remplissage e´leve´. Dans les conditions expe´rimentales, 1/100 suffit
a` avoir de bonnes performances du pre´conditionneur. Pour un α grand, c’est a` dire un poids
important de la diagonale par rapport au reste des valeurs, le pre´conditionneur IC tend a` se
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comporter comme le pre´conditionneur PD et la re´duction de la distance a` la solution exacte
est moins grande. En outre, dans cette configuration la diffe´rence de taux de remplissage aura
peu d’impact c’est a` dire que la diagonale aura un poids tre`s important par rapport au reste
des valeurs.
Comme pre´dit dans la section 3.3 : moins le pre´conditionneur ne´cessite d’approximations,
plus l’augmentation de la vitesse de convergence est importante.
Enfin, le SNR, pour les valeurs e´tudie´es, n’a pas d’influence significative sur les performances
des pre´conditionneurs a` s’approcher de la solution exacte.
4.7.3 Conclusions sur le pre´conditionnement
On peut conclure de ces expe´riences que quel que soit le SNR, le pre´conditionnement
augmente la vitesse de convergence et permet de diminuer le temps de calcul d’une estimation
par une distance voulue a` la solution exacte de l’estime´e suffisamment grande. Dans les
conditions expe´rimentales utilise´es, si la distance a` la solution exacte voulue de´passe 10−1, le
pre´conditionnement est efficace.
Quand on compare le pre´conditionneur PD avec le pre´conditionneur IC, on observe qu’une
ite´ration est approximativement quatre fois plus rapide, que l’espace me´moire ne´cessaire au
stockage de la matrice de pre´conditionnement est beaucoup plus faible (dans le cas pre´sent
entre 6 et 120 fois plus faible), et la vitesse de convergence en nombre d’ite´rations est seule-
ment 1.5 ou deux fois plus e´leve´e. Le pre´conditionneur PD ne´cessite donc un temps de calcul
moins long pour atteindre la meˆme qualite´ d’image en utilisant moins de me´moire. On peut
dire que le pre´conditionneur PD est plus efficace et rempli mieux les objectifs de diminution
du temps de calcul et d’espace me´moire que le pre´conditionneur IC.
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4.8 Qualite´ d’image
Avec l’utilisation de la repre´sentation cylindrique on a pu diminuer la taille de la matrice
de projection, avec le pre´conditionnement et la paralle´lisation, on a pu remplir les objectifs
qu’e´taient la diminution du temps de calcul avec l’algorithme utilisant cette repre´sentation.
L’objectif de cette partie est d’e´valuer l’impact de la repre´sentation cylindrique sur la
qualite´ de l’image globale et locale des reconstructions. Pour cela, on utilise comme re´fe´rence
la qualite´ d’image obtenue avec l’algorithme de reconstruction carte´sien.
Dans la partie 3.4, on de´finit la qualite´ d’image par sa re´solution et son contraste. De
plus, on voit que la re´solution peut eˆtre mesure´e a` l’aide de la MTF et que le contraste est lie´
au niveau de bruit de l’image qui peut eˆtre mesure´ par la RMSE sur un fantoˆme homoge`ne.
En outre, on ne mesure la qualite´ d’image que sur les images en coordonne´es carte´siennes car
ce sont les seules images de scanner a` rayons X qu’on utilise re´ellement en radiologie.
On sait que la qualite´ d’image de´pend du niveau de bruit des donne´es, c’est pourquoi on
e´tudie la qualite´ d’image pour deux niveaux de SNR du sinogramme, 25 dB et 35 dB, qui
correspondent a` une valeur basse et une valeur standard du SNR des donne´es obtenues avec
les scanners actuels.
On a d’abord e´tudie´ la qualite´ globale de l’image a` travers l’e´tude de la RMSE sur un
fantoˆme re´aliste.
4.8.1 Mesure de la RMSE avec un fantoˆme re´aliste
Pour cette partie, on utilise le meˆme fantoˆme et la meˆme ge´ome´trie que ceux utilise´s pour
l’e´tude des pre´conditionneurs.
La mesure de la RMSE a` chaque ite´ration (Fig. 4.14 et Fig. 4.15) montre que sans pre´-
conditionneur l’estime´e du mode`le polaire est de moins bonne qualite´ que celle du mode`le
carte´sien mais qu’avec pre´conditionneur, on obtient une meilleure RMSE globale de l’image
qu’avec la repre´sentation carte´sienne au bout de 100 ite´rations. Ceci est duˆ a` la diffe´rence de
vitesse de convergence beaucoup plus lente du mode`le carte´sien.
On observe que les pre´conditionneurs atteignent un seuil. Ce seuil correspond a` la distance
entre le fantoˆme et la solution exacte du mode`le et ne peut eˆtre de´passe´ sans changer les
parame`tres de l’estimateur. Le pre´conditionneur IC l’atteint plus vite que le pre´conditionneur
PD entre 10 et 20 ite´rations au lieu de 30 du fait de sa vitesse de convergence plus e´leve´e, ce
qui confirme les re´sultats de l’e´tude de vitesse de convergence.
Le SNR est corre´le´ avec la qualite´ de l’image globale atteinte, en effet plus le SNR est
important meilleure sera la qualite´ de l’image maximale atteinte, ce qui est conforme a` la
the´orie et a` nos attentes. De plus le SNR n’a pas d’impact sur les performances des deux
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pre´conditionneurs a` atteindre la qualite´ d’image maximale.
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Figure 4.14 RMSE, SNR = 25 dB
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Figure 4.15 RMSE, SNR = 35 dB
PD FFT : pre´conditionneur diagonal dans le domaine de Fourier ; NPpol : sans pre´conditionneur, mode`le
polaire ; NPcart : sans pre´conditionneur, mode`le carte´sien ; IC : pre´conditionneur de Cholesky incomplet
dans le domaine de Fourier suivi de la valeur de α et du taux de remplissage
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Cette expe´rience montre que l’utilisation de pre´conditionneur pour le mode`le polaire per-
met d’atteindre une RMSE globale de meˆme ordre de grandeur qu’avec le mode`le carte´sien.
4.8.2 Mesure de la qualite´ d’image avec un fantoˆme spe´cifique
Nos premie`res observations d’images reconstruites avec la repre´sentation cylindrique nous
ont fait penser que la qualite´ de l’image locale peut eˆtre affecte´e par la distance au centre de
l’image. De plus, la taille des voxels augmente avec cette distance au centre, ce qui de´te´riore
le conditionnement de l’image, il est possible que cette proprie´te´ rende la qualite´ de l’image
inhomoge`ne. C’est pourquoi la MTF et la RMSE sont mesure´es localement en prenant en
compte la distance au centre de l’image.
4.8.2.1 Mesure de la MTF
La MTF a e´te´ calcule´e en utilisant le fantoˆme pre´sente´ dans 4.2. Pour chaque impulsion
repre´sente´e par une bille me´tallique tre`s petite, la PSF a e´te´ estime´e localement par MAP
dans une feneˆtre de l’image reconstruite centre´e sur l’impulsion e´tudie´e. La MTF est ensuite
calcule´e suivant la formule pre´sente´e dans 3.4.
L’estime´e utilise´e est, pour le mode`le carte´sien, le re´sultat de l’estimation au bout de 100
ite´rations, seuil au dela` duquel les modifications apporte´es a` l’estime´e sont indiscernables,
et, pour le mode`le polaire, la solution exacte calcule´e avec l’inverse de la matrice normale du
syste`me.
La taille de la feneˆtre a e´te´ e´tablie empiriquement a` 50 × 50 pixels afin de recouvrir totale-
ment l’e´talement de l’impulsion ainsi qu’une partie de l’arrie`re-plan pour faciliter l’estimation
de la PSF.
Afin de tester l’impact du bruit sur la qualite´ des images reconstruites, on a ge´ne´re´ des
sinogrammes ayant un SNR de 25 et 35 dB qui sont une valeur basse et une valeur moyenne
du SNR des donne´es d’un scanner clinique actuel. Le parame`tre de re´gularisation est de´fini
empiriquement afin d’avoir la meilleure qualite´ d’image par rapport au niveau de bruit, c’est
a` dire 10 avec 35 dB et 100 avec 25 dB. Afin d’e´viter la singularite´ de la matrice normale du
syste`me et faciliter le calcul de son inverse, on a duˆ fixer un λ = 1 lors de l’estimation sans
bruit.
Les re´sultats sont pre´sente´s sous forme de graphiques repre´sentant la moyenne des MTF
calcule´es pour les huit impulsions a` la meˆme distance au centre pour les cinq distances choi-
sies : pour le mode`le polaire : 4.16, 4.17 et 4.18 et pour le mode`le carte´sien : 4.19, 4.20 et 4.21.
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Mesure de la MTF avec le mode`le polaire
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Figure 4.16 SNR=25dB
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Figure 4.17 SNR=35dB
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Figure 4.18 sans bruit
Mesure de la MTF avec le mode`le carte´sien
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Figure 4.19 SNR=25dB
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Figure 4.20 SNR=35dB
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Figure 4.21 sans bruit
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On observe que dans le cas du mode`le polaire, la MTF est la moins bonne au centre de
l’image (c’est a` dire qu’elle est la moins proche de l’horizontale d’e´quation y = 1 repre´sentant
la transforme´e de Fourier d’un dirac, la PSF ide´ale) et s’ame´liore plus on s’e´carte du centre
quel que soit le niveau de bruit. A` l’inverse, avec le mode`le carte´sien la MTF est la meilleure
au centre de l’image et varie tre`s peu avec la distance au centre. La re´solution de l’image
est diffe´rente selon le mode`le, elle est plutoˆt homoge`ne dans le cas du mode`le carte´sien alors
que dans le cas du mode`le polaire la re´solution est meilleure en pe´riphe´rie qu’au centre de
l’image. Avec l’estimateur utilise´, la taille variable des pixels de la repre´sentation polaire rend
la re´solution de l’image inhomoge`ne.
On a donc fait une deuxie`me expe´rience en prenant les meˆmes parame`tres que pre´ce´-
demment avec un sinogramme non bruite´ mais en diminuant λ a` 0.1, 0.01 et 0.001 afin de
diminuer l’effet de la re´gularisation de l’estimateur utilise´ donc le poids donne´ a` l’information
connue a priori.
Les re´sultats sont pre´sente´s sous forme de graphiques repre´sentant la moyenne des MTF
calcule´es pour les huit le´sions a` la meˆme distance au centre pour les cinq distances choisies :
4.22, 4.23 et 4.24 pour le mode`le polaire et 4.25, 4.26 et 4.27 pour le mode`le carte´sien.
On observe qu’avec un λ tre`s faible ce qui e´quivaut a` une absence de re´gularisation, la
MTF pour le mode`le polaire varie beaucoup avec la distance au centre contrairement au
carte´sien ou` la MTF est la meˆme quelle que soit cette distance. Ce premier re´sultat met
en e´vidence l’inhomoge´ne´ite´ de la qualite´ de l’image avec l’introduction de la repre´sentation
cylindrique du mode`le.
La deuxie`me observation est que, avec la repre´sentation cylindrique, plus on augmente le
poids de la re´gularisation λ, plus la MTF est mauvaise et plus la diminution de la qualite´
de la MTF avec la distance au centre est marque´e contrairement au mode`le carte´sien ou` c¸a
n’a aucune influence. On en de´duit que l’inhomoge´ne´ite´ de la re´solution de l’image de´pend
fortement de la re´gularisation. En effet avec la fonction de re´gularisation utilise´e, plus on
s’e´loigne du centre, moins l’image est lisse´e et donc meilleure est la re´solution. La fonction de
re´gularisation utilise´e est donc mieux adapte´e pour les grands pixels pe´riphe´riques que pour
les petits pixels centraux en terme de re´solution de l’image reconstruite. Il est donc ne´cessaire
de faire de´pendre la re´gularisation de la distance au centre et donc de la taille des voxels.
Lors du choix de la fonction de re´gularisation pour le mode`le polaire, on a utilise´ une for-
mulation purement discre`te du passage du carte´sien au cylindrique en ne´gligeant le jacobien
du passage des coordonne´es carte´siennes aux coordonne´es polaires. Les travaux comple´men-
taires de Morzadec (2014) montrent que l’inclusion du jacobien et donc d’une ponde´ration
radiale dans la fonction de re´gularisation permet de rendre la re´solution des images recons-
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truites avec la repre´sentation cylindrique uniforme.
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Figure 4.22 λ = 0.1
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Figure 4.23 λ = 0.01
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Figure 4.24 λ = 0.001
Mesure de la MTF pour la repre´sentation
carte´sienne sans bruit
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Figure 4.25 λ = 0.1
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Figure 4.26 λ = 0.01
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Figure 4.27 λ = 0.001
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4.8.2.2 Mesure de la RMSE locale
La RMSE a e´te´ mesure´e en utilisant les meˆmes parame`tres expe´rimentaux, les meˆmes
feneˆtres de 50 × 50 pixels et le meˆme fantoˆme mais sans impulsion que pour la MTF.
On rappelle qu’empiriquement, on a observe´ que les changements effectue´s sur l’estime´e
apre`s 100 ite´rations sont indiscernables lors de l’observation des images reconstruites que ce
soit avec le mode`le polaire ou carte´sien, c’est pourquoi, l’estime´e utilise´e est pour le mode`le
carte´sien le re´sultat de l’estimation au bout de 100 ite´rations. Pour le mode`le polaire, on
utilise soit la solution exacte calcule´e avec l’inverse de la matrice normale du syste`me, soit,
le re´sultat de l’estimation au bout de 100 ite´rations sans pre´conditionneur afin d’observer
l’impact des proble`mes de convergence sur le niveau de bruit de l’image reconstruite.
Les re´sultats sont pre´sente´s sous forme de graphiques repre´sentant la moyenne des RMSE
calcule´es pour les huit feneˆtres a` la meˆme distance au centre pour les cinq distances choisies
pour un SNR de 25 dB (4.28) et pour un SNR de 35 dB (4.29).
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Figure 4.28 RMSE, SNR = 25 dB
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Figure 4.29 RMSE, SNR = 35 dB
Solution Exacte : mesure avec la solution exacte du syste`me avec le mode`le polaire ; ARTpol NP : mesure
avec l’estime´e a` la 100e ite´ration, mode`le polaire sans pre´conditionnement ; ARTcart : mesure avec l’estime´e
a` la 100e ite´ration, mode`le carte´sien ; FBP : mesure avec le re´sultat de la re´troprojection filtre´e
On observe dans le cas du mode`le polaire sans pre´conditionnement, une RMSE presque
aussi e´leve´e que celle de la reconstruction par FBP et qui diminue avec la distance au centre.
On peut dans un premier temps penser a` un choix de coefficient de re´gularisation inadapte´
qui abouti a un mauvais compromis re´solution/bruit re´siduel. Dans le cas de la solution
exacte avec la repre´sentation cylindrique, la RMSE est beaucoup plus faible que dans le cas
pre´ce´dent, le choix du coefficient de re´gularisation n’est donc pas la cause de cette RMSE
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e´leve´e sans pre´conditionnement. Cette observation illustre les proble`mes de convergence du
mode`le au centre de l’image duˆs a` la taille variable des pixels qui alte`re le conditionnement du
syste`me. Sans pre´conditionnement, la me´thode alge´brique avec le mode`le polaire ne permet
pas d’avoir une re´duction significative du bruit par rapport a` la me´thode analytique.
Dans le cadre de la solution exacte, la RMSE augmente avec la distance au centre, c’est
a` dire, la capacite´ a` distinguer de faibles contrastes diminue avec la distance au centre.
Concernant le mode`le carte´sien, la RMSE a tendance a` diminuer avec la distance au centre,
le contraste est un peu moins e´leve´ au centre qu’en pe´riphe´rie de l’image. Ces tendances ne
sont pas modifie´es avec la modification du SNR.
Avec l’estimateur utilise´, la taille variable des pixels de la repre´sentation cylindrique rend
la re´duction du bruit non-uniforme. En effet, contrairement a` la re´solution, on a une meilleure
re´duction du niveau de bruit au centre de l’image avec de petits pixels qu’en pe´riphe´rie avec
de grands pixels, alors qu’avec le mode`le carte´sien la diffe´rence est beaucoup moins marque´e.
De la meˆme manie`re que pour la re´solution, il est ici aussi important de faire varier la
pe´nalisation en fonction de la taille des pixels, les travaux de Morzadec (2014) montrent que
l’ajout du jacobien du passage des coordonne´es carte´siennes aux coordonne´es polaires dans
la fonction de re´gularisation modifie ce comportement. Avec cette ponde´ration radiale, on
a une meilleure re´duction de bruit globale et la re´duction de bruit sera plus importante en
pe´riphe´rie qu’au centre.
4.8.2.3 Conclusion sur la mesure de qualite´ d’image
Lorsque l’on s’inte´resse a` la qualite´ d’image globale, on observe qu’avec la repre´sentation
cylindrique et l’utilisation d’un pre´conditionneur, on obtient une meilleure RMSE globale
qu’avec la repre´sentation carte´sienne. On peut alors supposer que la qualite´ de la reconstruc-
tion est meilleure avec le mode`le polaire pre´conditionne´. Cette hypothe`se est a` ve´rifier avec
une e´tude pre´cise des parame`tres d’estimation et de repre´sentation afin d’avoir la meilleure
qualite´ d’image dans les deux cas et d’e´viter toute erreur de repre´sentation.
L’e´tude de la qualite´ locale des reconstructions avec les deux types de repre´sentation
permet de mettre en e´vidence une diffe´rence tre`s importante entre le mode`le carte´sien et
polaire : la qualite´ de l’image avec le mode`le carte´sien est homoge`ne contrairement au mode`le
polaire ou` la qualite´ d’image varie beaucoup suivant la distance au centre.
Concernant la repre´sentation cylindrique, l’utilisation d’une grille inhomoge`ne de pixels
ne´cessite un pre´conditionement pour obtenir une qualite´ d’image fiable mais inhomoge`ne. En
effet, la mesure de la MTF permet d’observer une meilleure re´solution en pe´riphe´rie qu’au
centre de l’image. Les contours des formes image´es sont ine´galement lisse´s. Au contraire, la
mesure de la RMSE nous montre que la re´duction du bruit est plus importante au centre
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qu’en pe´riphe´rie. On a utilise´ pour cette e´tude une fonction de re´gularisation L2 ne´gligeant
le jacobien de la transformation carte´sien polaire. L’inclusion de ce jacobien comme l’a fait
Morzadec (2014) permet d’obtenir une qualite´ d’image beaucoup plus homoge`ne.
4.8.3 Ame´lioration de la qualite´ des images avec l’ART polaire : re´duction des
arte´facts me´talliques
Ces expe´riences ont deux objectifs :
– ve´rifier que le comportement qualitatif de l’approche de re´duction d’arte´facts me´tal-
liques avec la repre´sentation carte´sienne est bien conserve´ avec l’approche avec la re-
pre´sentation cylindrique lors de la reconstruction de donne´es re´elles avec l’utilisation
du mode`le polychromatique ;
– tester qualitativement la possibilite´ de reconstruction d’une image en 3D a` partir de
donne´es re´elles.
Pour cela on utilise des donne´es re´elles pre´-existantes re´sultant du scan d’un fantoˆme
contenant des billes de fer par un scanner SIEMENS Somatom utilisant le protocole expe´ri-
mental InnerEar. Ce dernier est un protocole haute re´solution de 1160 projections aboutissant
a` des donne´es de SNR d’environ 35 dB . Afin de diminuer le volume des donne´es, on ne consi-
de`re que 2 des 8 barrettes de 672 de´tecteurs pour effectuer la reconstruction.
On choisi des parame`tres re´aliste de l’objet, c’est a` dire deux tranches 512 × 512 pixels de
0.5 mm soit avec la repre´sentation cylindrique un nombre de pixels radiaux (dans la direction
ρ) e´gal a` 226 afin de couvrir l’ensemble du fantoˆme et garder une espace me´moire requis assez
bas pour que l’estimation soit calculable avec nos moyens.
L’estimation est faite avec l’algorithme L-BFGS-B en utilisant la repre´sentation cylin-
drique et la me´thode de´crite dans 3.4.4 sans pre´conditionnement ou le mode`le monochroma-
tique.
On mode´lise la source en utilisant le spectre d’e´mission donne´ par Siemens pour ce type
de scanner. L’intensite´ de la source de rayon X y est e´chantillonne´e entre 20 et 120 keV tout
les keV. Les fonctions φ = f(µ0) et θ = f(µ0) sont de´finies respectivement par une hyperbole
verticale et une hyperbole horizontale dont les parame`tres sont calcule´s pour mode´liser le
mieux possible les mesures des tables de De Man et al. (2001). L’e´nergie de re´fe´rence est
de´finie a` 70 keV qui est la valeur la plus commune´ment utilise´e pour les reconstructions
monochromatiques et correspond a` un pic de haute e´nergie.
On utilise une fonction de re´gularisation L2L1 plus complexe. Ceci permet de tester
la possibilite´ d’utiliser un autre type de fonction de re´gularisation que L2 avec le mode`le
cylindrique. Les parame`tres sont de´termine´s empiriquement afin d’avoir la meilleure re´duction
d’arte´facts possible sur l’image reconstruite.
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L’absence de pre´conditionneur de´veloppe´ pour le mode`le polychromatique nous empeˆche
de re´soudre le proble`me de convergence de l’algorithme. Afin de contourner ce proble`me,
on prend comme image de de´part pour l’estimation le re´sultat de la FBP. On s’est aperc¸u
empiriquement qu’avec cette image de de´part, les proble`mes de convergence n’apparaissent
pas sur l’image reconstruite.
Les re´sultats des reconstructions sont repre´sente´s sous forme d’image avec la FBP (Fig. 4.30),
le mode`le polaire monochromatique (Fig. 4.31) et le mode`le polaire polychromatique (Fig. 4.32).
Figure 4.30 re´troprojection
filtre´e
Figure 4.31 mode`le mono-
chromatique
Figure 4.32 mode`le polychro-
matique
Si l’on compare la reconstruction avec le mode`le monochromatique ou la FBP et la re-
construction avec le mode`le polychromatique repre´sente´es avec la meˆme e´chelle de gris, on
observe une re´duction des arte´facts me´talliques entre les billes de fer indique´s par les fle`ches
blanches et les contours des billes semblent plus nets, cette deuxie`me hypothe`se ne´cessite la
repre´sentation du profil 1D des diffe´rentes images reconstruites afin d’eˆtre valide´e mais ces
graphiques n’ont pus eˆtre construits faute de temps. En revanche, il y a une accentuation
d’autres arte´facts partant des billes et indique´s par les fle`ches rouges qui peut entraˆıner une
de´te´rioration de certaines parties de l’image. Ces re´sultats sont cohe´rents avec ceux obtenus
par Hamelin (2009) avec la me´thode utilisant la repre´sentation carte´sienne qu’on a adapte´e
a` notre mode`le polaire. Le mode`le polychromatique permet donc une diminution globale des
arte´facts me´talliques et par conse´quence, une augmentation de la qualite´ globale de la re-
construction. L’inconve´nient de ce mode`le est sa complexite´ qui va augmenter le temps de
calcul et l’espace me´moire supple´mentaire requis, c’est pourquoi on limite son utilisation a` la
reconstruction d’images d’objets contenant des mate´riaux de coefficient d’absorption forts,
comme les me´taux, provoquant des arte´facts de reconstruction.
Cette expe´rience a permis de montrer que le mode`le en coordonne´es cylindrique permet
de faire des reconstructions d’images a` partir de donne´es cliniques re´elles de petite taille et
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est compatible avec des me´thodes d’augmentation de qualite´ d’image de´veloppe´es pour la
repre´sentation carte´sienne de l’objet telle la mode´lisation polychromatique de la source.
84
CHAPITRE 5
CONCLUSION
5.1 Synthe`se des travaux
L’objectif de ce projet e´tait d’optimiser les performances, espace me´moire utilise´ et vitesse
de calcul d’une technique de reconstruction alge´brique ite´rative en tomographie a` rayons X
afin de pouvoir reconstruire efficacement des images a` partir de donne´es cliniques.
Afin de diminuer l’espace me´moire requis, on a utilise´ une repre´sentation de l’objet en co-
ordonne´es cylindriques, ce qui introduit une grande redondance des coefficients de la matrice
de projection. En jouant sur les syme´tries qui en re´sultent, en stockant la matrice sous forme
de matrice creuse et en usant de l’approche par rotation qui consiste a` conside´rer la rotation
de l’objet et non de la source, on a pu simplifier la matrice de projection a` une projection et
donc re´duire drastiquement la taille de celle-ci en me´moire.
Cette repre´sentation particulie`re a certaines proprie´te´s inte´ressantes et d’autres geˆnantes.
En effet, outre la re´duction importante de l’espace me´moire requis, la repre´sentation cylin-
drique de l’objet a comme avantage de rendre la matrice de projection bloc-circulante. Cette
structure remarquable de la matrice de projection ame`ne des possibilite´s de paralle´lisation
simple des ope´rations de projection et re´troprojection et des possibilite´s de calcul du hessien
sous certaines hypothe`ses, ce qui permet le calcul de la solution exacte. A contrario, l’incon-
ve´nient de cette repre´sentation est la forme inhabituelle et la taille variable des voxels. Ces
proprie´te´s provoquent des proble`mes de ponde´ration de la re´gularisation et de convergence
de l’algorithme d’optimisation. Afin de surmonter cette dernie`re difficulte´, il est primordial
de de´velopper des pre´conditionneurs efficaces pour la re´solution de ce syste`me.
Pour e´tudier tous ces e´le´ments, on s’est place´ dans un cadre tre`s simple. On a choisi
un estimateur MAP et une fonction de re´gularisation L2 qui permet d’obtenir un hessien
constant de la matrice normale du syste`me. On a mode´lise´ le bruit des donne´es par un bruit
blanc gaussien, ce qui a permis de ne pas appliquer de ponde´ration sur le terme des moindres
carre´s du proble`me a` re´soudre. Ce cadre restrictif a comme avantage de rendre la matrice
normale du syste`me et son hessien bloc-circulants et de permettre le calcul de la solution
exacte.
La paralle´lisation est un moyen simple et efficace d’ame´lioration de la vitesse de calcul
de chaque ite´ration. En utilisant la proprie´te´ bloc-circulante et la petite taille de la matrice
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de projection avec la repre´sentation cylindrique, on a pu diviser les deux ope´rations les plus
couˆteuses de chaque ite´ration : la projection et la re´troprojection, en N ope´rations inde´pen-
dantes, ou` N est le nombre total de projections. Avec la mise en oeuvre de´veloppe´e et les
moyens a` notre disposition, la paralle´lisation de ces ope´rations a` permis de re´duire le temps
de calcul d’un facteur 4 et d’avoir une vitesse de calcul plus rapide que celle obtenue avec
un ART carte´sien paralle´lise´ en utilisant les syme´tries. Ce re´sultat montre qu’il est possible
d’augmenter significativement la vitesse de calcul de la me´thode de´veloppe´e de manie`re tre`s
simple.
L’inconve´nient majeur de cette repre´sentation de l’objet est la forme inhabituelle et la
taille variable des voxels.
Ces proprie´te´s des voxels de la repre´sentation cylindrique de´te´riorent le conditionnement
du proble`me, ce qui entraˆıne des proble`mes de convergence de l’algorithme d’estimation. Afin
de rendre possible l’utilisation de notre mode`le, on a donc duˆ ame´liorer le conditionnement
du proble`me en de´veloppant des pre´conditionneurs. Pour cela, on a utilise´ les proprie´te´s du
hessien de la matrice normale du syste`me qui est constant et bloc circulant, afin d’e´tablir
des pre´conditionneurs simples adapte´s au proble`me. On a bloc-diagonalise´ le hessien dans
le domaine de Fourier. En utilisant la proprie´te´ diagonale dominante de chaque bloc de la
diagonale de cette matrice, on a ensuite construit deux pre´conditionneurs dans le domaine
de Fourier : un pre´conditionneur diagonal et un pre´conditionneur de Cholesky incomplet.
On a pu ainsi ame´liorer le conditionnement du proble`me et la vitesse de convergence de
l’estimation. Malgre´ une vitesse de convergence en nombre d’ite´rations plus rapide avec le
pre´conditioneur de Cholesky incomplet, le pre´conditionneur diagonal a le meilleur compromis
entre l’augmentation du volume de calculs, de la vitesse de convergence et de l’espace me´moire
utilise´. On a donc de´veloppe´ avec le pre´conditionneur diagonal, un moyen rapide, efficace et
n’augmentant que tre`s peu l’espace me´moire requis, pour diminuer le temps de calcul de
l’estimation et surmonter les proble`mes de convergence.
Outre la de´te´rioration du conditionnement du proble`me, la taille variable des voxels de
la repre´sentation cylindrique entraˆıne aussi des difficulte´s de re´gularisation notamment dans
la ponde´ration des diffe´rences entre pixels. Ceci rend la qualite´ de l’image reconstruite inho-
moge`ne. On a donc e´tudie´ la qualite´ des images obtenues afin de connaˆıtre l’impact re´el de
la repre´sentation cylindrique sur la qualite´ de la reconstruction. La distance au centre e´tant
proportionnelle a` la taille des voxels, l’e´valuation de la qualite´ des images reconstruites avec
notre approche a e´te´ faite suivant deux crite`res : le bruit re´siduel et la re´solution, en faisant
varier cette distance. On a observe´ que l’utilisation de notre mode`le entraˆıne des variations
de la qualite´ de l’image en fonction de la distance au centre. En effet, a` la diffe´rence de la
repre´sentation carte´sienne, avec la repre´sentation cylindrique, le bruit re´siduel et la re´solu-
86
tion augmentent avec la distance au centre. Cette augmentation est lie´e a` une ponde´ration
inadapte´e de la pe´nalisation des diffe´rences entre voxels voisins qu’on a choisi homoge`ne dans
les directions θ et z et de´pendante de la distance au centre dans la direction ρ. Avec la repre´-
sentation cylindrique, On a donc une image de qualite´ inhomoge`ne contrairement a` un ART
classique avec une repre´sentation carte´sienne de l’objet. Ce proble`me peut eˆtre surmonte´ en
incluant le jacobien de la transformation coordonne´es carte´siennes polaires dans la fonction
de re´gularisation.
On a termine´ notre e´tude par une expe´rience visant a` tester la possibilite´ de re´duire
les arte´facts me´talliques lors de la reconstruction d’images a` partir de donne´es re´elles en
utilisant la repre´sentation cylindrique. On a donc adapte´ la mode´lisation polychromatique
de la source aux coordonne´es cylindrique. On a pu observer que la reconstruction avec notre
mode`le avait le meˆme comportement concernant la re´duction des arte´facts que le mode`le
carte´sien classique.
On a montre´ que le mode`le en coordonne´es cylindrique permet de faire des reconstructions
d’images a` partir de donne´es cliniques re´elles et est compatible avec des me´thodes d’augmen-
tation de qualite´ d’image de´veloppe´es pour la repre´sentation carte´sienne de l’objet comme le
mode`le polychromatique de la source.
En conclusion, le mode`le de´veloppe´ a permis de remplir les objectifs initiaux qui e´taient
de diminuer l’espace me´moire, d’augmenter la vitesse de calcul requis a` l’utilisation d’un ART
et permettre la reconstruction d’images a` partir de donne´es cliniques mais aux de´pends de
l’homoge´ne´ite´ et du conditionnement du proble`me.
5.2 Limitations de la solution propose´e
Dans ce projet, on a vu qu’il e´tait possible de reconstruire des images a` partir de donne´es
re´elles en un temps acceptable mais l’algorithme reste plus lent et demande plus d’espace
me´moire que les algorithmes analytiques.
Le cadre utilise´ est tre`s restrictif. La repre´sentation cylindrique est pense´e pour une re-
construction tomographique axiale et n’est pas adapte´e a` une reconstruction he´lico¨ıdale. De
plus, on a mode´lise´ le bruit avec une variance uniforme et on a utilise´ une fonction de re´gu-
larisation L2 afin de faciliter le pre´conditionnement. Ceci a comme inconve´nient de ne pas
prendre en compte la de´pendance de la variance du bruit a` la valeur de l’atte´nuation lors de
l’assimilation de la distribution poissonnienne du bruit a` une distribution gaussienne.
Concernant la qualite´ des images reconstruites, on a une sur-re´gularisation au centre et
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une sous-re´gularisation en pe´riphe´rie qui nuit a` la qualite´ globale de l’image et de´pendent
du poids du terme de re´gularisation, de´pendance qui n’a pas e´te´ e´tudie´e. En outre, l’image
reconstruite en coordonne´es cylindriques doit eˆtre interpole´e en coordonne´es carte´sienne, cette
ope´ration peut de´te´riorer la qualite´ de l’image finale.
Finalement, l’impact de la mode´lisation polychromatique de la source reste a` eˆtre teste´e,
la qualite´ des images en re´sultant n’e´tant pas e´tudie´e et les pre´conditionneurs n’e´tant pas
bien adapte´s a` ce mode`le, l’application de me´thodes d’augmentation de qualite´ d’image de´-
veloppe´es pour la repre´sentation carte´sienne est possible mais ne´cessite des adaptations qui
peuvent eˆtre contraignantes.
5.3 Ame´liorations futures
Les re´sultats encourageants avec notre mode`le poussent a` perse´ve´rer dans cette direction
et a` trouver des solutions aux proble`mes de rapidite´ d’exe´cution et de qualite´ d’image afin
de rendre utilisable la me´thode de´veloppe´e pour la reconstruction d’image en tomographie
provenant de donne´es bruite´es ou sujettes a` la cre´ation d’arte´facts ou` les avantages d’un al-
gorithme ite´ratif rapide est un avantage.
En gardant le cadre restrictif qu’on a e´tabli, il reste des ame´liorations a` faire concernant
la paralle´lisation et la qualite´ de l’image reconstruite.
Il serait possible d’avoir une meilleure paralle´lisation en utilisant le Cloud computing ou la
paralle´lisation sur GPU, d’augmenter la vitesse de calcul en imple´mentant l’algorithme entier
en langage compile´ tel le C++. De plus, une e´tude pre´cise de l’impact du nombre de blocs
et de la taille de chaque bloc sur la diminution de la vitesse de calcul avec la paralle´lisation
serait utile.
Concernant la qualite´ ine´gale des images, l’objectif serait de de´velopper une fonction de
re´gularisation permettant d’homoge´ne´iser la qualite´ des reconstructions. De plus, une e´tude
rigoureuse de la qualite´ des reconstructions et du pre´conditionnement avec le mode`le po-
lychromatique pourrait eˆtre envisage´e afin de connaˆıtre pre´cise´ment les performances de ce
type de mode´lisation.
Il faudrait enfin e´tudier plus pre´cise´ment l’effet du relaˆchement des hypothe`ses utilise´es
dans notre projet, en particulier l’utilisation de fonctions diffe´rentes de pe´nalisation et la
ponde´ration du terme de moindres carre´s.
En effet, si on utilise la fonction de pe´nalisation L2L1 qui est la fonction la plus couram-
ment utilise´e au lieu de L2, le hessien n’est alors plus constant. Il devient alors ne´cessaire de
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l’approximer par une matrice constante bloc-circulante afin de rendre le pre´conditionnement
possible. L’essai d’un pre´conditionneur de´rive´ du hessien avec une solution uniforme nous a
permis de surmonter les proble`mes de convergence, meˆme si la vitesse de convergence reste
plus faible qu’avec L2. Il reste a` faire une e´tude rigoureuse de cette approche.
De meˆme, si on ponde`re le terme de moindres carre´s en utilisant une mode´lisation pois-
sonienne du bruit avec une variance Σb non-uniforme de´pendant de l’atte´nuation, le hessien
n’est alors plus bloc-circulant. Ici aussi, il faut de´finir une approximation bloc-circulante du
hessien pour le calcul de pre´conditionneurs. Ceci peut eˆtre fait avec une approximation cir-
culante du sinogramme afin d’uniformiser la ponde´ration du terme des moindres carre´s du
proble`me.
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