Introduction {#Sec1}
============

The discovery of the Higgs boson has accomplished one of the long awaited objectives of the LHC physics programme and confirmed our understanding of the fundamental laws of nature. However, the concrete realisation of the electroweak symmetry breaking mechanism remains unexplained and no evidence for physics beyond the Standard Model (SM), whose existence is motivated by the SM theoretical inconsistencies and limitations, has emerged from data. There are two classes of possible explanations as to why the associated new particles and/or interactions have escaped detection so far. The first one is that the new states are too heavy and/or the new interactions too feeble to be observed with present collider reaches. Alternatively, new particles may be hiding just around the corner, but lie in a specific configuration (like being organised in a compressed spectrum) that renders their discovery challenging. The possible observation of any new phenomena therefore is the foremost goal of the future LHC runs, including in particular the LHC Run 3, to be started in two years, and the high-luminosity operations planned to begin in half a decade.

In order to investigate whether new physics could be present in existing data, several groups have developed and maintained public software dedicated to the reinterpretation of the results at the LHC \[[@CR1]--[@CR5]\]. In practice, these tools rely on predictions detailing how the different signal regions of given LHC analyses are populated to derive the potential of these searches for its observation. However, signal uncertainties are in general ignored by users in this procedure, although they could sometimes lead to incorrect interpretations \[[@CR6]\]. With the limits on the masses of any hypothetical particle being pushed to higher and higher scales, the theoretical uncertainties related with the new physics signals can moreover sometimes be quite severe, in particular if the associated scale and Bjorken-*x* value lead to probing the parton densities in a regime in which they are poorly constrained \[[@CR7]\].

On the other hand, it would be valuable to get estimates of the capabilities of the future runs of the LHC with respect to a given signal, possibly on the basis of the interpretation of the results of existing analyses of current data. Predictions in which the signal and the background are naively scaled up could hence be useful to obtain an initial guidance on the reach of future collider setups within new physics parameter spaces.

In this paper, we address the above mentioned issues by presenting an extension of the recasting capabilities of the [MadAnalysis 5]{.smallcaps} platform \[[@CR3], [@CR8]\] so that signal theoretical and systematics uncertainties could be included in the recasting procedure. Moreover, we show how the reinterpretation results, with uncertainties included, could be correctly extrapolated to different luminosities to get insight on the sensitivity of the future LHC data on given signals.

As an illustration of these new features within concrete cases, we consider several classes of widely used simplified models. We first extract bounds on various model parameters from recent LHC results. Next, we study how those constraints are expected to evolve with the upcoming high-luminosity run of the LHC through a naive rescaling of the signal and background predictions. In practice, we make use of the recasting capabilities of [MadAnalysis 5]{.smallcaps} and pay a special attention to the theoretical uncertainties.

We begin with a simplified model inspired by the Minimal Supersymmetric Standard Model (MSSM) in which the SM is complemented by a gluino and a neutralino, all other superpartners being assumed heavy and decoupled \[[@CR9], [@CR10]\]. Such a particle spectrum leads to a signature comprised of jets and missing transverse energy originating from the gluino decays into an invisible neutralino and quarks. We reinterpret the results of corresponding ATLAS searches for the signal in 36 fb$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$^{-1}$$\end{document}$ \[[@CR11]\] and 139 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ \[[@CR12]\] of LHC data. We investigate the impact of the theory errors on the derived bounds at the nominal luminosity of the search, and extrapolate the findings to estimate the outcome of similar searches analysing 300 and 3000 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ of LHC data. Secondly, we make use of these recent LHC searches to perform an equivalent exercise in the context of a simplified model in which the SM is extended by a single species of first generation squarks and a neutralino \[[@CR9], [@CR10]\]. Such a spectrum also leads to a new physics signature made of jets and missing transverse energy, although the squark colour triplet nature yields a signal featuring a smaller jet multiplicity. As the considered ATLAS study includes a large set of signal regions each dedicated to a different jet multiplicity, it is sensitive to this simplified model that has moreover not been covered the result interpretations performed in the experimental publication.

As a last example, we study the phenomenology of a simplified dark matter model in which a Dirac fermion dark matter candidate couples to the SM via interactions with an *s*-channel spin-1 mediator \[[@CR13], [@CR14]\]. This model is known to be reachable via standard LHC monojet and multijet plus missing transverse energy searches for dark matter. We extract up-to-date bounds on the model by reinterpreting the results of the ATLAS search of Ref. \[[@CR12]\] that analyses the full Run 2 ATLAS dataset. This search includes signal regions dedicated to both the monojet and the multijet plus missing energy signatures, so that it consists in an excellent probe for dark matter models. We focus on two specific configurations of our generic simplified models in which the mediator couples with the same strength to the dark and SM sectors. In the first case, we consider mediator couplings of a vector nature, whilst in the second case, we focus on axial-vector mediator couplings. We investigate how the bounds evolve with the luminosity for various dark matter and mediator masses and the nature of the new physics couplings.

The rest of this paper is organised as follows. We discuss the details of the recasting capabilities of [MadAnalysis 5]{.smallcaps} in Sect. [2](#Sec2){ref-type="sec"}, focusing not only on the new features that have been implemented in the context of this work, but also on how the code should be used for LHC recasting. We then apply it to extracting gluino and neutralino mass limits in Sect. [3](#Sec7){ref-type="sec"} for various luminosities of LHC data. We analyse the squark/neutralino simplified model in Sect. [4](#Sec8){ref-type="sec"} and perform our dark matter analysis in Sect. [5](#Sec9){ref-type="sec"}. We summarise our work and conclude in Sect. [6](#Sec10){ref-type="sec"}.

LHC recasting with [MadAnalysis 5]{.smallcaps} {#Sec2}
==============================================

The [MadAnalysis 5]{.smallcaps} package \[[@CR15], [@CR16]\] is a framework dedicated to new physics phenomenology. Whilst the first aim of the programme was to facilitate the design and the implementation of analyses targeting a given collider signal of physics beyond the Standard Model, and how to unravel it from the background, more recently it has been extended by LHC reinterpretation capabilities \[[@CR3], [@CR8]\]. This feature allows the user to derive the sensitivity of the LHC to any collider signal obtained by matching hard-scattering matrix elements with parton showers, based on the ensemble of analyses that have implemented in the [MadAnalysis 5]{.smallcaps} Public Analysis database (PAD) \[[@CR3]\].[1](#Fn1){ref-type="fn"} For each of these analyses, the code simulates the experimental strategies (which includes both the simulation of the detector response and the selection) to predict the number of signal events that should populate the analysis signal regions. It then compares the results with both data and the SM expectation, so that conclusive statements could be drawn. As in all recasting codes relying on the same method \[[@CR2], [@CR4], [@CR5]\], the uncertainty on the signal is ignored although it could be relevant \[[@CR7]\].

With the release of [MadAnalysis 5]{.smallcaps} version v1.8, the user has now the possibility to deal with various classes of signal uncertainties and to extrapolate any reinterpretation result to higher luminosities. This section documents all these new functionalities. Section [2.1](#Sec3){ref-type="sec"} briefly summarises how to install [MadAnalysis 5]{.smallcaps}, get the code running and download a local copy of its public analysis database. Section [2.2](#Sec4){ref-type="sec"} details how the code can be used to reinterpret the results of a specific LHC analysis. A more extensive and longer version of this information on [MadAnalysis 5]{.smallcaps} installation and running procedures can be found in Ref. \[[@CR8]\]. Section [2.3](#Sec5){ref-type="sec"} is dedicated to the new methods that have been developed in the context of this work, and which are available from [MadAnalysis 5]{.smallcaps} version v1.8 onwards. We also introduce in this section several new optional features that can be used for the design of the analysis .info files. One such file accompanies each analysis of the database and contains information on the observation and the SM expectation of the different analysis signal regions. In Sect. [2.4](#Sec6){ref-type="sec"}, we describe the corresponding modifications of the output format relevant for a recasting run of [MadAnalysis 5]{.smallcaps}.

Prerequisites and installation {#Sec3}
------------------------------

[MadAnalysis 5]{.smallcaps} is compatible with most recent [Unix]{.smallcaps}-based operating systems, and requires the GNU [G++]{.smallcaps} or [CLang]{.smallcaps} compiler, a [Python]{.smallcaps} 2.7 installation (or more recent, but not a [Python]{.smallcaps} 3 one) and [GMake]{.smallcaps}. In order for the recasting functionalities to be enabled, the user must ensure that the [SciPy]{.smallcaps} library is present, as it allows for limit computations, and that the [Delphes 3]{.smallcaps} package \[[@CR17]\] is locally available within the [MadAnalysis 5]{.smallcaps} installation. The latter, which requires the [Root]{.smallcaps} framework \[[@CR18]\] and the [FastJet]{.smallcaps} programme \[[@CR19]\], is internally called by [MadAnalysis 5]{.smallcaps} to deal with the simulation of the response of the LHC detectors and to reconstruct the events. Moreover, reading compressed event files can only be performed if the [Zlib]{.smallcaps} library is available.

The latest version of [MadAnalysis 5]{.smallcaps} can be downloaded from [LaunchPad]{.smallcaps},[2](#Fn2){ref-type="fn"} where it is provided as a tarball named $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathtt{ma5\_v<xxx>.tgz}$$\end{document}$, that contains all [MadAnalysis 5]{.smallcaps} source files ($\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathtt{<xxx>}$$\end{document}$ standing for the version number). After unpacking the tarball, the code can be started by issuing in a shell where the -R options enforces the reco mode of [MadAnalysis 5]{.smallcaps}, that is relevant for LHC recasting. The programme begins with checking the presence of all mandatory packages and determining which of the optional packages are available. The [MadAnalysis 5]{.smallcaps} command-line interface is then initialised and the user is prompted to type in commands.

In the case where any of the [Zlib]{.smallcaps} or [Delphes 3]{.smallcaps} package would not be found by [MadAnalysis 5]{.smallcaps}, they can be installed locally by typing, directly in the [MadAnalysis 5]{.smallcaps} interpreter, Whilst [Root]{.smallcaps} can in principle be installed similarly, we recommend the user to handle this manually, following the instructions available on the [Root]{.smallcaps} website.[3](#Fn3){ref-type="fn"} Furthermore, all existing and validated recast LHC analyses in the [MadAnalysis 5]{.smallcaps} framework can be locally downloaded by typing in, The second command triggers the installation of older implemented analyses, that requires a (now disfavoured) MA5tune version of [Delphes 3]{.smallcaps}. The latter can be installed by typing, in the [MadAnalysis 5]{.smallcaps} shell,

Recasting LHC analyses with [MadAnalysis 5]{.smallcaps} {#Sec4}
-------------------------------------------------------

In this section, we rely on a generic example in which a user aims to estimate the sensitivity of a specific LHC analysis to a given signal with [MadAnalysis 5]{.smallcaps}. The analysis consists of one of the analyses available from the PAD and the signal is described by simulated events collected into a file that we call events.hepmc.gz. Such an event file includes the simulation of the considered hard-scattering process matched with parton showers, as well as the hadronisation of the final-state partons present in each of the showered events.

As mentioned above, [MadAnalysis 5]{.smallcaps} has to be started in the reco mode, In a first step, the recasting mode of the programme has to be enabled and the event file, physically located at $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<path-to-events.hepmc.gz>}$$\end{document}$ on the user system, has to be imported. This is achieved by issuing the commands The second command defines a dataset identified by the label $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<label>}$$\end{document}$ that here solely includes the imported sample. Several event files can be imported and collected either under a unique dataset (by using the same $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<label>}$$\end{document}$ for each call to the import command) or split into different datasets (by employing different labels). When studying the signal under consideration, [MadAnalysis 5]{.smallcaps} will run over all defined datasets and imported event files.

In addition, the user can activate the storage of the [Root]{.smallcaps} file(s) generated by [Delphes 3]{.smallcaps} by issuing the command, where $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathtt{<status>}$$\end{document}$ can take the True or False value, and directly provide a predefined recasting card (available on the system at $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathtt{<path-to-a-card>}$$\end{document}$), through In the case where no card is provided, [MadAnalysis 5]{.smallcaps} creates a consistent new card with one entry for each of the available analyses. Such an entry is of the formThe $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<tag>}$$\end{document}$ label corresponds to the filename of the C++ code associated with the considered analysis (located in the Build/SampleAnalyzer/User/Analyzer subdirectory of the PAD installation in tools/PAD), the $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<type>}$$\end{document}$ label indicates whether the PADForMA5tune (v1.1) or PAD (v1.2) recasting infrastructure should be used and the $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<switch>}$$\end{document}$ tag (to be set to on or off) drives whether the analysis has to be recast. The name of the [Delphes 3]{.smallcaps} card to use (see the Input/Cards subdirectory of the PAD installation) is passed as $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\texttt {<detector>}$$\end{document}$, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\texttt {<comment>}$$\end{document}$ consists of an optional comment (usually briefly describing the analysis).

The run is finally started by typing in the interpreter, Firstly, [MadAnalysis 5]{.smallcaps} simulates the detector impact on the input events, for each of the necessary [Delphes 3]{.smallcaps} cards according to the analyses that have been switched on in the recasting card. Next, the code derives how the different signal regions are populated by the signal events and finally computes, by means of the CL$\documentclass[12pt]{minimal}
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                \begin{document}$$_s$$\end{document}$ prescription \[[@CR20]\], the corresponding exclusion limits, signal region by signal region. This is achieved by a comparison of the results with the information on the SM background and data available from the different info files shipped with the PAD.

The output information is collected into a folder named ANALYSIS_X, where X stands for the next available positive integer (in terms of non-existing directories). On top of basic details about the run itself, this folder contains the recasting results that are located in the ANALYSIS_X/Output folder. The latter includes the CLs_output_summary.dat file that concisely summarises all the results of the run. A more extensive version of these results can be found in the set of subfolders named after the labels of the imported datasets. The CLs_output_summary.dat file contains one line for each signal region of each reinterpreted analysis, and this for each of the datasets under consideration. Each of these lines follows the format
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                \begin{document}$$\texttt {<tag>}$$\end{document}$ elements respectively consist in the names of the dataset and analysis relevant for the considered line of the output file. The $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<SR>}$$\end{document}$ entry relates to one of the analysis signal regions, the exact name being the one defined in the analysis C++ source code. The $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<obs>}$$\end{document}$ quantities are the expected and observed cross-section values for which the signal modelled by the events stored within the dataset $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<tag>}$$\end{document}$ at the 95% confidence level. In the former case, the code makes use of the SM expectation to predict the number of events populating the signal region $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<SR>}$$\end{document}$, whilst in the latter case, data is used. Finally, the $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<stat>}$$\end{document}$ entries respectively refer to the corresponding selection efficiency and the associated statistical error.

The user has the option to specify the cross section corresponding to the investigated signal by issuing, in the [MadAnalysis 5]{.smallcaps} interpreter, prior to the call to the submit command. Following this syntax, $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<value>}$$\end{document}$ for the associated cross-section value, in pb. In this case, the confidence level at which the analysed signal is excluded is included in the output summary file (before the double vertical line).

The Output folder additionally contains a specific subfolder for each of the defined datasets. Such a directory contains a file named CLs_output.dat that includes the same information as in the CLs_output_summary.dat file, following the same syntax, but restricted to a specific dataset. A second file encoded into the SAF format \[[@CR15]\] and named $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<label>}$$\end{document}$ being the dataset name) contains general information on the dataset organised according to an XML-like structure. The latter relies on three classes of elements, namely $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<SampleDetailedInfo>}$$\end{document}$. The first of these contains global information on the dataset, such as its cross section (xsec), the associated error (xsec_err), the number of events (nev) or the sum of the positive and negative event weights (sum_w and sum_w-). The corresponding entry in the output file would readwhere the numerical values have been omitted for clarity. The $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<SampleDetailedInfo>}$$\end{document}$ XML root element, in a similar manner as for the sample global information (with one line for each file).

Furthermore, the dataset output directory includes a RecoEvents folder dedicated to the storage of [Delphes 3]{.smallcaps} output files (one file for each considered detector parameterisation), provided that the corresponding option has been turned on (see above), as well as one folder for each of the recast analyses. Each of these folders contains one SAF file listing all signal regions implemented in the associated analysis, as well as two subfolders Cutflows and Histograms. The former includes one SAF file for each signal region, and the latter a single file named histos.saf.

A cutflow is organised through XML-like elements, $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<Counter>}$$\end{document}$ being used for the initial number of events and the results of each selection cut respectively. As depicted by the example below, in which all numbers have been omitted for clarity, any of such elements includes a cut name as defined in the analysis C++ file (first line), the number of events passing the cut (second line), the weighted number of events passing the cut (third line) and the sum of the squared weights of all events passing the cut (last line). Moreover, the first (second) column refers to the positively-weighted (negatively-weighted) events only.

Histograms are all collected into the file histos.saf, that is also organised according to an XML-like structure relying on several $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\texttt {<Histo>}$$\end{document}$ elements. Each of these corresponds to one of the histograms implemented in the analysis. A $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<Data>}$$\end{document}$ element). The description of a histogram schematically reads and is self-explanatory, all numbers having been replaced by dots. This moreover shows that a given histogram can be associated with several signal regions, provided they are indistinguishable at the moment the histogram is filled. Statistics are typically given aswhich include information about the number of entries, the weighted number of entries, the variance, *etc.* Moreover, the contributions of the positively-weighted and negatively-weighted events are again split and provided within the first and second column respectively. The values of each bin are finally available from the $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<Data>}$$\end{document}$ element, where all bin values are omitted and the two columns respectively refer to events with positive (first column) and negative (second column) weights. The underflow and overflow bins are also included.

To close this section, we detail below how limits on a given signal are derived by [MadAnalysis 5]{.smallcaps}, using the CL$\documentclass[12pt]{minimal}
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The signal-plus-background probability $\documentclass[12pt]{minimal}
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                \begin{document}$$n_s$$\end{document}$ is kept free. From the (derived) knowledge of the analysis selection efficiencies, [MadAnalysis 5]{.smallcaps} can extract the upper allowed cross section value for which the signal is not excluded, *i.e.* $\documentclass[12pt]{minimal}
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Including signal uncertainties and extrapolation to higher luminosities {#Sec5}
-----------------------------------------------------------------------

In the procedure described in the previous section, any error on the signal is ignored, both concerning the usual theory uncertainties (scale variations, parton densities) and the systematics, mostly stemming from more experimental aspects. In particular, with the constantly growing mass bounds on hypothetical new particles, the scale entering the relevant hard-scattering processes is larger and larger, so that theoretical errors could start to impact the derived limits in an important and non-negligible manner.

Starting from version v1.8 onwards, [MadAnalysis 5]{.smallcaps} offers the user a way to account for both the theoretical and systematical errors on the signal when a limit calculation is performed. The scale and parton density (PDF) uncertainties can be entered, within the [MadAnalysis 5]{.smallcaps} interpreter, similarly to the cross section associated with a given dataset (see Sect. [2.2](#Sec4){ref-type="sec"}),where $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<label>}$$\end{document}$ stands for the label defining the signal dataset. In this case, the signal cross section $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<pdf>}$$\end{document}$ in the above example) must be inputted as the absolute values of the relative errors on the cross section (*i.e.* as positive floating-point numbers). Asymmetric errors can also be provided, the upper and lower uncertainties being independently fixed by issuing, in the [MadAnalysis 5]{.smallcaps} interpreter,Each error is again provided as a positive floating-point number and refers to the relative error on the cross section, in absolute value. On top of the computation of the confidence level at which the signal is excluded, [MadAnalysis 5]{.smallcaps} additionally calculates the CL$\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<value>}$$\end{document}$ can be set either to quadratic (the theory errors are added quadratically) or linear (default, the theory errors are added linearly). The CL$\documentclass[12pt]{minimal}
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The user can also specify one or more values for the level of systematics on the signal. This is achieved by issuing, in the command line interface, This command can be reissued as many times as needed, [MadAnalysis 5]{.smallcaps} taking care of the limit calculation for each entered value independently. The level of systematics ($\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {<syst>}$$\end{document}$) has to be given either as a floating-point number lying in the \[0, 1\] range, or as a pair of floating-point numbers lying in the same interval. In the former case, the error is symmetric with respect to the central value $\documentclass[12pt]{minimal}
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In addition, we have also extended the code so that naive extrapolations for a different luminosity $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal{L}_\mathrm{new}$$\end{document}$ could be performed. This is achieved by typing, in the interpreter,Once again, the user has the possibility to reissue the command several times, so that the extrapolation will be performed for each luminosity $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\texttt {<lumi>}$$\end{document}$ independently (where the value has to be provided in fb$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$^{-1}$$\end{document}$). Those extrapolations assume that the signal and background selection efficiencies of a given region in a specific analysis are identical to those corresponding to the reference luminosity $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \varDelta n_b^\mathrm{new} = \varDelta _{b, \mathrm{syst}} \frac{\mathcal{L}_\mathrm{new}}{\mathcal{L}_0} \oplus \varDelta _{b, \mathrm{stat}} \sqrt{\frac{\mathcal{L}_\mathrm{new}}{\mathcal{L}_0}}, \end{aligned}$$\end{document}$$where the statistics and systematics components are added in quadrature. The systematics are extrapolated linearly, whilst the statistical uncertainties assume that the event counts follow a Poisson distribution. Such an extrapolation of the background error requires an access to the details of the background uncertainties. This is however not achievable within the XML info file format dedicated to the transfer of the background and data information to [MadAnalysis 5]{.smallcaps} \[[@CR3]\]. We therefore introduce two new XML elements to this format, namely deltanb_stat and deltanb_syst. These offer the user the option to implement his/her info file by either providing a unique combined value for the uncertainties (via the standard deltanb XML element) or by splitting them into their statistical and systematical components (via a joint use of the new deltanb_stat and deltanb_syst XML elements). In this way, a region element could be either implemented according to the old syntax, as in the schematic example below (with all numbers omitted), or following the new syntax, which would then read Whilst the usage of the new syntax is encouraged, this new possibility for embedding the error information strongly depends on how the background uncertainties are provided in the experimental analysis notes. For this reason, as well as for backward-compatibility, [MadAnalysis 5]{.smallcaps} supports both choices. If only a global error is provided, the user can freely choose how to scale the error (linearly or in a Poisson way), by typing in the interpreter, where $\documentclass[12pt]{minimal}
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Output format {#Sec6}
-------------

[MadAnalysis 5]{.smallcaps} propagates the information on the impact of the uncertainties all through the output file, which is then written in a format slightly extending the one presented in Sect. [2.2](#Sec4){ref-type="sec"}. Starting with the summary file CLs_output_summary.dat, each line (corresponding to a given signal region of a given analysis) is now followed by information schematically written asThe uncertainties on the exclusion stemming from scale variations are given in the first line, which is trivially omitted if the corresponding information on the signal cross section is not provided by the user. In the second line, [MadAnalysis 5]{.smallcaps} adds either quadratically or linearly (according to the choice of the user) all theory errors, such a line being written only if at least one source of theory uncertainties is provided by the user. Finally, if the user inputted one or more options for the level of systematics, [MadAnalysis 5]{.smallcaps} computes the band resulting from the combination of all errors and writes it into the output file (one line for each choice of level of systematics). In the above snippet, the user fixed an asymmetric level of systematics (for the sake of the example) indicated by the $\documentclass[12pt]{minimal}
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In cases where the band would have a vanishing size, the uncertainty information is not written to the output file. This could be due either to negligibly small uncertainties, to the fact that for the considered region, the signal is excluded regardless the level of systematics (at the 100% confidence level), or to the region not targeting the signal at all (the corresponding selection efficiency being close to zero).

The CLs_output.dat dataset-specific files present in the output subdirectory associated with each imported dataset all contain similar modifications. In case of extrapolations to different luminosities, copies of this file named $\documentclass[12pt]{minimal}
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Gluino and neutralino mass limits {#Sec7}
=================================

To illustrate the usage of the new functionalities of [MadAnalysis 5]{.smallcaps} introduced in the previous section, we perform several calculations in the context of a simplified model inspired by the MSSM. In this framework, all superpartners are heavy and decoupled, with the exception of the gluino $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{\chi }_1^0$$\end{document}$, taken to be bino-like. Any given benchmark is thus defined by two parameters, namely the gluino and the neutralino masses $\documentclass[12pt]{minimal}
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                \begin{document}$$m_{\tilde{\chi }_1^0}$$\end{document}$. Such a new physics setup can typically manifest itself at the LHC through a signature made of a large hadronic activity and missing transverse energy. As shown by the schematic Feynman diagram of Fig. [1](#Fig1){ref-type="fig"}, such a signature originates from the production of a pair of gluinos, each of them promptly decaying into two jets and a neutralino (via virtual squark contributions).

We study the sensitivity of the LHC and its higher-luminosity upgrades to this signal by analysing state-of-the-art Monte Carlo simulations achieved by means of the [MG5_aMC]{.smallcaps} framework (version 2.6.6) \[[@CR22]\], using the MSSM-NLO model implementation developed in Ref. \[[@CR7]\]. Hard-scattering matrix elements are generated at the next-to-leading-order (NLO) accuracy in QCD and convoluted with the NLO set of NNPDF 3.0 parton densities \[[@CR23]\], as provided by the [LHAPDF]{.smallcaps} interface \[[@CR24]\]. The gluino leading-order (LO) decays are handled with the [MadSpin]{.smallcaps} \[[@CR25]\] and [MadWidth]{.smallcaps} \[[@CR26]\] packages. The resulting NLO matrix elements are then matched with [Pythia]{.smallcaps} parton showers and hadronisation (version 8.240) \[[@CR27]\], following the MC\@NLO method \[[@CR28]\]. Our predictions include theoretical uncertainties stemming from the independent variations of the renormalisation and factorisation scales by a factor of two up and down relatively to the central scale, taken as half the sum of the transverse masses of the final-state particles, as well as from the parton densities extracted following the recommendations of Ref. \[[@CR29]\].Fig. 1Generic Feynman diagram associated with the production and decay of a pair of gluinos in the considered MSSM-inspired gluino simplified model. The figure has been produced with the help of the [JaxoDraw]{.smallcaps} package \[[@CR21]\] Fig. 2Total LO (red), NLO (blue) and NNLO$\documentclass[12pt]{minimal}
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                \begin{document}$$_\mathrm{approx}$$\end{document}$+NNLL (green) cross sections (upper panel) and *K*-factors (three lower panels, where the results are normalised to the LO central value) for gluino pair-production, at a centre-of-mass energy of $\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt{s}=13$$\end{document}$ TeV. In the upper panel, the error bands correspond to the quadratic sum of the scale and PDF uncertainties, whilst in the second and third panels, respectively, they refer to the scale uncertainties on the LO and NLO predictions. The last panel focuses on the PDF errors

In the upper panel of Fig. [2](#Fig2){ref-type="fig"}, we present the total LO (red) and NLO (blue) gluino pair-production cross section for gluino masses ranging from 1 to 3 TeV, the error bars being associated with the quadratic sum of the scale and PDF uncertainties. The cross section central value is found to vary within the 100--0.001 fb range when the gluino mass varies from 1 to 3 TeV, so that at least tens of gluino events could be expected even for a very heavy gluino benchmark at a high-luminosity upgrade of the LHC. We compare our predictions with the total rates traditionally employed by the ATLAS and CMS collaborations to extract gluino limits, as documented by the LHC Supersymmetry Cross Section Working Group \[[@CR30]\]. Hence we include, in the first panel of Fig. [2](#Fig2){ref-type="fig"}, total gluino-pair production cross sections matching approximate fixed-order results at next-to-next-to-leading order and threshold-resummed predictions at the next-to-next-to-leading logarithmic accuracy (NNLO$\documentclass[12pt]{minimal}
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                \begin{document}$$_\mathrm{approx}$$\end{document}$ + NNLL, in green). Following the PDF4LHC recommendations, those more accurate NNLO$\documentclass[12pt]{minimal}
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                \begin{document}$$_\mathrm{approx}$$\end{document}$+NNLL predictions are obtained by convoluting the partonic cross section with a combination of NLO CTEQ6.6M \[[@CR31]\] and MSTW2008 \[[@CR32]\] densities. This choice, together with the impact of the higher-order corrections, leads to NNLO$\documentclass[12pt]{minimal}
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                \begin{document}$$_\mathrm{approx}$$\end{document}$+NNLL results greater than our NLO predictions by a factor of about 2. While in the following we use NLO-accurate total rates (as the latter exist for any new physics model through a joint use of [FeynRules]{.smallcaps} \[[@CR33]\], [NLOCT]{.smallcaps} \[[@CR34]\] and [MG5_aMC]{.smallcaps}), we evaluate the impact of higher-order corrections whenever the relevant calculations exist, *i.e.* in this section and Sect. [4](#Sec8){ref-type="sec"}.

With the second and third panels of the figure, we emphasise the significant reduction of the scale uncertainties at NLO by depicting the LO and NLO scale uncertainty bands respectively, the $\documentclass[12pt]{minimal}
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                \begin{document}$$K_\mathrm{NLO}$$\end{document}$ quantities, presented in the two subfigures, these being the LO and NLO cross sections normalised to the LO central value. Such better control in the theoretical predictions is one of the main motivations for relying on NLO simulations instead of on LO ones. In the lower panel of Fig. [2](#Fig2){ref-type="fig"}, we focus on the PDF uncertainties associated with the total rates and present the $\documentclass[12pt]{minimal}
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                \begin{document}$$K_\mathrm{PDF}$$\end{document}$ quantity where the NLO result (with its PDF error band) is again shown relatively to the LO central result. We omit the corresponding LO curve, as it is similar to the NLO one, the same PDF set being used both at LO and NLO in order to avoid having to deal with the poor-quality LO NNPDF 3.0 fit \[[@CR23]\]. Whilst the uncertainties are under good control over most of the probed mass range, the poor PDF constraints in the large Bjorken-*x* regime lead to predictions plagued by sizeable uncertainties for gluino heavier than about 2.6--2.7 TeV. Finally, our results show that the NLO *K*-factor $\documentclass[12pt]{minimal}
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                \begin{document}$$K_\mathrm{NLO}$$\end{document}$ is of about 1.6--1.7, a typical value for a strong supersymmetric production process, and features a significant gluino mass dependence. The latter originates from the quark--antiquark contributions to the cross section that become relatively larger with respect to the gluon fusion ones with increasing Bjorken-*x* values \[[@CR35]\].Fig. 3Constraints on the gluino-neutralino simplified model under consideration, represented as 95% confidence level exclusion contours in the $\documentclass[12pt]{minimal}
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                \begin{document}$$(m_{\tilde{g}}, m_{\tilde{\chi }_1^0})$$\end{document}$ plane. We compare the exclusion obtained with the ATLAS-SUSY-2016-07 reimplementation in the [MadAnalysis 5]{.smallcaps} framework \[[@CR36]\] when normalising the signal to NLO (blue) and to NNLO$\documentclass[12pt]{minimal}
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                \begin{document}$$M_\mathrm{eff}$$\end{document}$ signal regions only \[[@CR11]\] (solid green). Moreover, we include the uncertainty band on the [MadAnalysis 5]{.smallcaps} results as originating from scale uncertainties (dotted) and from the quadratic combination of the scale and PDF uncertainties (dashed). The colour scheme represents the cross section value excluded at the 95% confidence level for each mass configuration
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                \begin{document}$$(m_{\tilde{g}},m_{\tilde{\chi }_1^0})$$\end{document}$ configurations, how the signal events would populate the different signal regions of the ATLAS-SUSY-2016-07 search for supersymmetry \[[@CR11]\]. In practice, we use the corresponding recast analysis as implemented in the [MadAnalysis 5]{.smallcaps} public database \[[@CR36]\], together with the appropriate [Delphes 3]{.smallcaps} configuration for the simulation of the detector response. In this analysis, the ATLAS collaboration investigates the potential of a signature featuring multiple jets and missing transverse energy through two approaches. The first one relies on the so-called effective mass $\documentclass[12pt]{minimal}
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                \begin{document}$$M_\mathrm{eff}(N)$$\end{document}$, a variable defined as the scalar sum of the transverse momenta of the *N* leading jets and the missing transverse energy. The second one is based on the recursive jigsaw reconstruction technique \[[@CR37]\]. Whilst all $\documentclass[12pt]{minimal}
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                \begin{document}$$M_\mathrm{eff}$$\end{document}$-based signal regions have been implemented in [MadAnalysis 5]{.smallcaps}, the recursive jigsaw reconstruction ones have been ignored due to the lack of information allowing for their proper recasting. They are thus ignored in the following study as well.

Our results are presented in Fig. [3](#Fig3){ref-type="fig"} in the form of exclusion contours in the $\documentclass[12pt]{minimal}
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                \begin{document}$$(m_{\tilde{g}},m_{\tilde{\chi }_1^0})$$\end{document}$ mass plane, to which we supplement the values of the signal cross section that are excluded at the 95% confidence level through a colour code. The exclusion contours and excluded cross sections at the 95% confidence level are extracted by means of Gaussian process regression with a conservative amount of data as implemented in the [Excursion]{.smallcaps} package \[[@CR38]\].

We compare our predictions (the solid blue line), obtained with the setup described above, with the official ATLAS limits (the green line) as originating from the $\documentclass[12pt]{minimal}
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                \begin{document}$$M_\mathrm{eff}$$\end{document}$-based signal region yielding the best expectation. ATLAS simulations are based on calculations at the LO accuracy in which samples of events describing final states featuring up to two extra jets are merged \[[@CR39]\]. Moreover, the ATLAS results are normalised to NLO cross sections matched with threshold resummation at the next-to-leading logarithmic accuracy (NLO+NLL) \[[@CR30]\]. The ATLAS setup therefore differs from ours both at the level of the differential distributions, as we model the properties of the second radiation jet solely at the level of the parton showers, and at the level of the total rates that are evaluated at the NLO matched with parton showers (NLO+PS) accuracy. This consequently results in [MadAnalysis 5]{.smallcaps} limits slightly weaker than the ATLAS ones by about 10%, especially in the light neutralino mass regime.Fig. 4Expected constraints on the gluino-neutralino simplified model under consideration, represented as 95% confidence level exclusion contours in the $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(m_{\tilde{g}}, m_{\tilde{\chi }_1^0})$$\end{document}$ plane. We present the exclusions derived by extrapolating with [MadAnalysis 5]{.smallcaps} the expectation of the ATLAS-SUSY-2016-07 analysis for 36 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ (lower). In the left panel, we extrapolate the uncertainties on the background linearly (*i.e.* the errors are assumed to be dominated by the systematics) while in the right panel, we extrapolate them proportionally to the square root of the luminosity (*i.e.* the errors are assumed to be dominated by statistics). The colour scheme represents the cross section value excluded at the 95% confidence level for each mass configuration

With the goal of assessing the importance of the signal normalisation, we extract bounds on the model by making use of NNLO$\documentclass[12pt]{minimal}
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                \begin{document}$$_\mathrm{approx}$$\end{document}$+NNLL rates (red contour) instead of NLO ones (blue contour), NNLO$\documentclass[12pt]{minimal}
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                \begin{document}$$_\mathrm{approx}$$\end{document}$+NNLL predictions being the most precise estimates for gluino-pair production to date. While still different from what has been used in the ATLAS study, NLO-NLL and NNLO$\documentclass[12pt]{minimal}
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                \begin{document}$$_\mathrm{approx}$$\end{document}$+ NNLL predictions are known to be consistent with each other when theory error bands are accounted for. This has been documented, in the case of a gluino simplified model in which all squarks are decoupled, by the LHC Supersymmetry Cross Section Working Group.[4](#Fn4){ref-type="fn"} We observe a better agreement with the ATLAS results, showing the important role played by the new physics signal normalisation in the limit setting procedure. Large differences of about 5% on the mass limits are nevertheless still noticeable, showing that not only the normalisation but also the shape of the distributions are important ingredients. The ATLAS-SUSY-2016-07 analysis indeed relies on the $\documentclass[12pt]{minimal}
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                \begin{document}$$M_\mathrm{eff}(N)$$\end{document}$ variable that is particularly sensitive to the modelling of the second jet, as $\documentclass[12pt]{minimal}
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                \begin{document}$$N\ge 2$$\end{document}$ for all the analysis signal regions. In our setup in which NLO matrix elements are matched with parton shower, the second jet properties are described at the leading-logarithmic accuracy, the presence of this jet in the event final state solely originating from parton showering. This contrasts with ATLAS simulations in which LO matrix-element corrections are included as well, their final merged Monte Carlo signal samples including the contributions of LO matrix elements for gluino pair-production in association with two jets. This should motivate the usage of merged NLO samples matched with parton showers, so that predictions for observables sensitive to the sub-leading jet activity could be precisely achieved both for the shapes and the rates. The investigation of the actual impact of such an NLO multipartonic matrix element merging however goes beyond the scope of this work.

We also estimate in Fig. [3](#Fig3){ref-type="fig"}, the impact of the scale and PDF errors on the exclusion contours. For both [MadAnalysis 5]{.smallcaps} predictions in which NLO (blue contour) and more precise NNLO$\documentclass[12pt]{minimal}
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                \begin{document}$$_\mathrm{approx}$$\end{document}$+NNLL (red contour) are used for the signal normalisation, we describe the effect of the scale uncertainties through dotted contours and the one of the combined scale and parton density uncertainties through dashed contour. It turns out that the uncertainties on the signal impacts the gluino mass limits by about 50 GeV in both cases, the effect being mostly dominated by scale variations. The reach of the considered ATLAS-SUSY-2016-07 analysis concerns gluino masses smaller than about 1.8 TeV. This corresponds to a mass range where the uncertainty on the predictions is dominated by the scale variations, as shown in Fig. [2](#Fig2){ref-type="fig"}. The latter indeed shows that the PDF errors (lower panel of the figure) are at the level of a few percents for $\documentclass[12pt]{minimal}
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                \begin{document}$$m_{\tilde{g}} < 1.8$$\end{document}$ TeV, the parton density fits being under a very good control for the corresponding Bjorken-*x* values.

In order to estimate the reach of this ATLAS supersymmetry search in the context of the future runs of the LHC, we make use of the framework detailed in Sect. [2.3](#Sec5){ref-type="sec"} to extrapolate the results to 300 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$. As the ATLAS note of Ref. \[[@CR11]\] does not include detailed and separate information on the systematical and statistical components of the uncertainties associated with the SM expectation in each signal region, we consider the two implemented options for their extrapolation to higher luminosities. More conservative, a linear extrapolation assumes that the error on the SM background is mostly dominated by its systematical component and scales proportionally to the luminosity (see the first term in Eq. ([6](#Equ6){ref-type=""})). More aggressive, an extrapolation in which the error scales proportionally to the square root of the luminosity (second term of Eq. ([6](#Equ6){ref-type=""})) considers that the background uncertainties are mainly of a statistical origin. The second option hence naively leads to a more important gain in sensitivity for higher luminosities, by definition. For all our predictions, we normalise the signal rates to NLO.

The results are presented in Fig. [4](#Fig4){ref-type="fig"}, first, by scaling the background uncertainties linearly to the luminosity (left panel, assuming that the background errors are dominated by the systematics), and second, by scaling them proportionally to the square root of the luminosity (right panel, assuming that the background errors are dominated by the statistical uncertainties). In all cases, we moreover assess the impact of the theory errors, the scale and PDF uncertainties being combined quadratically.
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                \begin{document}$$^{-1}$$\end{document}$ (upper subfigures), the gluino mass limits are pushed to 2.1--2.2 TeV for a light bino-like neutralino with $\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ exclusion is then found to be improved by about 15--20% (or 300--400 GeV). For such a mass range, the error on the theoretical predictions is still dominated by the scale variations (see Fig. [2](#Fig2){ref-type="fig"}) and only mildly impacts the exclusion, the effects reaching a level of about 5%. Such a small effect on a mass limit is related to the behaviour of the cross section with the increasing gluino mass, that is only reduced by a factor of a few. Comparing the left and right upper figures, one can assess the impact of the different treatment for the extrapolation of the background uncertainties. In the parameter space region under discussion, the impact is mild, reaching roughly a level of about 5% on the gluino mass limit. Such a small effect originates from the small resulting difference on the background error, that is 3 times smaller in the more aggressive case. Correspondingly, this allows us to gain a factor of a 3 in cross section, or equivalently a few hundreds of GeV in terms of a mass reach.

For more compressed scenarios in which the neutralino is heavier ($\documentclass[12pt]{minimal}
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                \begin{document}$$m_{\tilde{g}} \in [1, 1.7]$$\end{document}$ TeV), the treatment of the background extrapolation has a quite severe impact on the bounds on the neutralino mass. A more conservative linear extrapolation of the background error does not yield any significant change comparatively to the 36 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ case, neutralinos lighter than about 800 GeV being excluded. However, treating more aggressively the background uncertainties as being purely statistical, leads to an important increase in the bounds, neutralino masses ranging up to about 1 TeV becoming reachable. In those configurations, the spectra are more compressed and therefore more complicated to probe than for split configurations, consequently to the fact that the signal regions are less populated by the supersymmetry signals. A more precisely known background (with a relatively smaller uncertainty) is therefore crucial for being able to draw conclusive statements. As found in our results, any improvement, as little it is, can have a large impact.

In the lower subfigures, we present the results of an extrapolation to 3000 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$. All above-described effects are emphasised to a larger extent. The differences in the treatment of the background uncertainties corresponding to knowing the background more accurately indeed now involve a factor of 10 in precision. A more interesting aspect concerns the theoretical predictions themselves that turn out to be known less and less precisely consequently to large parton density uncertainties. The limits indeed enter a regime in which large Bjorken-*x* are probed, which corresponds to PDF uncertainties contributing significantly to the total theory error. A better knowledge of the parton densities at large *x* and large scale is thus mandatory to keep our capacity to probe new physics in this regime.Fig. 5Expected constraints on the gluino-neutralino simplified model under consideration, represented as 95% confidence level exclusion contours in the $\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ (right) of proton-proton collisions at a centre-of-mass energy of 13 TeV. We compare predictions obtained by recasting the results of the ATLAS-CONF-2019-140 analysis (blue lines), which we then extrapolate to 3000 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ (filled blue area), with those obtained by extrapolating the expectation of the ATLAS-SUSY-2016-07 analysis of 36 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ (solid red areas). The parameter space regions spanned by the various contours correspond to including both the PDF and scale uncertainties. The extrapolations are moreover performed conservatively (see the text)

We have verified that the obtained bounds were compatible with the naive extrapolations performed by the [Collider Reach]{.smallcaps}[5](#Fn5){ref-type="fn"} platform that extracts naive limits of a given collider setup with respect to the reach of a second collider setup, rescaling the results of the later by ratio of partonic luminosities. For instance, an 1.8 TeV gluino excluded with 36 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ of LHC collisions would correspond to a 2.4--2.7 TeV exclusion at 300 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$. This is in fair agreement with our findings, after accounting for the fact that [Collider Reach]{.smallcaps} uses the NNPDF 2.3 set of parton densities \[[@CR40]\], a set of parton distribution functions whose fit only includes 2010 and 2011 LHC data, so that important differences are expected, particularly for large *x*-values.

Whilst our extrapolations rely on the reinterpretation of an ATLAS analysis of 36 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ of LHC collisions, they are quite robust despite the small luminosity under consideration. Multijet plus missing transverse energy studies targeting a monojet-like topology (*i.e.* with a hard selection on the leading jet) are indeed limited by systematics \[[@CR41]\], so that only mild improvements could be expected with a higher luminosity. This is what has been found in the results of Fig. [4](#Fig4){ref-type="fig"}, the bounds being improved by at most 20% in mass when going from 300 to 3000 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$. This subsequently also implies that the expected sensitivity should be rather independent of the initially-analysed luminosity. We further demonstrate those considerations in Fig. [5](#Fig5){ref-type="fig"}.

In the left panel of the figure, we extrapolate the results of the ATLAS-SUSY-2016-07 analysis to the full Run 2 luminosity of 139 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$, the theory errors being combined quadratically. In our extrapolation procedure, we have considered both that the background uncertainties are dominated by the systematics (linear scaling) and by the statistics (scaling proportional to the square root of the luminosity). The two set of results have been merged and presented as the unique envelope of the exclusion bands derived from the two extrapolation procedures. They could hence be seen as a conservative theory estimate for the LHC sensitivity at 139 fb$\documentclass[12pt]{minimal}
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The ATLAS-SUSY-2016-07 analysis has been updated last summer as the ATLAS-CONF-2019-040 analysis \[[@CR12]\], so that the most recent and stringent ATLAS limits on the considered gluino simplified model now encompass the analysis of the full LHC Run 2 dataset. On the other hand, the updated analysis has been recently added to the PAD \[[@CR42]\], so that it can be used within the [MadAnalysis 5]{.smallcaps} framework for reinterpretation studies. The corresponding 95% confidence level contour is shown on the left panel of Fig. [5](#Fig5){ref-type="fig"} (solid blue line), together with the uncertainty band stemming from combining the scale and PDF uncertainties in quadrature. In addition, we also present predictions for the bounds as obtained from an extrapolations of early Run 2 results focusing on 36 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ of LHC data. After accounting for the error bands, the two sets of constraints are found in good agreement, as expected.

On the right panel of Fig. [5](#Fig5){ref-type="fig"}, we consider the two ATLAS multijet plus missing transverse energy analyses that have been above-mentioned, namely the early LHC Run 2 ATLAS-SUSY-2016-07 analysis (36 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$, red) and the full Run 2 ATLAS-CONF-2019-040 analysis (139 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$, blue). We reinterpret their results with [MadAnalysis 5]{.smallcaps}, and extrapolate the predictions that have been obtained for the nominal luminosities of the two analyses to 3000 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$. The contours shown on the figure are obtained as before, *i.e.* by considering independent scalings of the background assuming that it is either dominated by the systematical or by the statistical uncertainties. The envelopes of the two exclusion bands (including the theory errors) are then reported in the figure. The two solid areas presented on the figure are found to largely overlap and be consistent with each other.Fig. 6Luminosity necessary to exclude, at the 95% confidence level, a given gluino-neutralino new physics setup with the ATLAS-SUSY-16-07 analysis. We fix the neutralino mass to $\documentclass[12pt]{minimal}
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                \begin{document}$$m_{\tilde{\chi }_1^0}=50$$\end{document}$ GeV, assume that the uncertainties on the background are dominated by their statistical component, and include systematical uncertainties on the signal of 0% (solid line), 10% (dotted line) and 20% (dashed line)

In Fig. [6](#Fig6){ref-type="fig"}, we make use of the [MadAnalysis 5]{.smallcaps} infrastructure to estimate, for various benchmark points, the luminosity $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal{L}_{95}$$\end{document}$ that is required to exclude the scenario at the 95% confidence level. We still consider the ATLAS-SUS-2016-07 analysis, fix the neutralino mass to 50 GeV and let the gluino mass vary. We compute $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal{L}_{95}$$\end{document}$ for two choices of systematics on the signal (combined in both cases with the theory errors quadratically), namely 10% (dotted line) and 20% (dashed line), and compare the predictions with the central value where the signal is perfectly known (solid line). In those calculations, we scale the error on the background proportionally to the square root of the luminosity, as if it was mainly dominated by its statistical component. Our analysis first shows that light gluinos with masses smaller than about 1.5 TeV can be excluded with a luminosity $\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$, as confirmed by the early Run 2 ATLAS search of Ref. \[[@CR43]\] that consists of the 3.2 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ version of the ATLAS-SUSY-2016-07 analysis. The steep fall of the cross section with an increasing gluino mass moreover implies that the high-luminosity LHC reach of the analysis under consideration will be limited to gluinos of about 2.5 TeV, a bound that could be reduced by about 10% if the systematics on the signal are of about 10--20%. This order of magnitude has been found to agree with older ATLAS estimates \[[@CR12]\].Fig. 7Generic Feynman diagram associated with the production and decay of a pair of squarks in the considered MSSM-inspired squark simplified model. The figure has been produced with the help of the [JaxoDraw]{.smallcaps} package \[[@CR21]\]

Squark and neutralino mass limits {#Sec8}
=================================

In this section, we consider a second class of simplified models inspired by the MSSM that is widely studied in the context of the LHC searches for new physics. As in Sect. [3](#Sec7){ref-type="sec"}, all superpartners, except for two under investigation, are decoupled. This time, these are taken to be a squark and the lightest neutralino. In practice, we hence supplement the SM field content by one species of first generation squark $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{q}$$\end{document}$ and the lightest neutralino $\documentclass[12pt]{minimal}
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                \begin{document}$$\tilde{\chi }_1^0$$\end{document}$, assumed to be bino-like. In this configuration, squarks can be pair-produced through standard QCD interactions, and then each decays into the lightest neutralino and an up quark, as illustrated by the generic Feynman diagram of Fig. [7](#Fig7){ref-type="fig"}. Such a parton-level final state comprised of two quarks and two invisible neutralinos therefore manifests itself, after parton showering and hadronisation, as a multijet plus missing transverse energy topology.

The ATLAS analyses considered in Sect. [3](#Sec7){ref-type="sec"}, targeting multijet plus missing energy signs of new physics, are therefore appropriate to put constraints on the model under consideration. Those analyses indeed include not only signal regions dedicated to probe final state featuring a large jet multiplicity (that are thus ideal to target the previously considered gluino simplified model), but also include signal regions targeting signals exhibiting a smaller jet multiplicity (that are thus excellent probes for the present squark simplified model). In the following, we only make use of the most recent search, ATLAS-CONF-2019-140 \[[@CR12]\].Fig. 8Total NLO (blue) and approximate NNLO+NNLL (red) cross section (upper panel) for squark pair production in proton-proton collisions at a centre-of-mass energy of 13 TeV. The error bars represent the quadratic sum of the scale and PDF uncertainties. In the middle and lower panels of the figure, we report the NLO scale and PDF uncertainties respectively, after normalising the results to the central NLO cross section value Fig. 9Expected constraints on the squark-neutralino simplified model under consideration, represented as 95% confidence level exclusion contours in the $\documentclass[12pt]{minimal}
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                \begin{document}$$(m_{\tilde{q}}, m_{\tilde{\chi }_1^0})$$\end{document}$ plane for 139 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ (red) and 3000 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ (blue) of proton--proton collisions at a centre-of-mass energy of 13 TeV. We derive those bounds with the ATLAS-CONF-2019-140 implementation in [MadAnalysis 5]{.smallcaps} and extrapolate the uncertainties on the background as if they are systematically-dominated (left, scaling proportional to the luminosity ) or statistically-dominated (right, scaling proportional to the square root of the luminosity)

Making use of the same simulation setup as in Sect. [3](#Sec7){ref-type="sec"}, we study the LHC sensitivity to this model after the full Run 2 and present the expectation of its high-luminosity operation run. Our results are derived from simulations at the NLO+PS accuracy, so that our signal samples are normalised at the NLO accuracy. The rates that we employ in the following are depicted in the upper panel of Fig. [8](#Fig8){ref-type="fig"}, where we show total NLO-accurate squark-pair production cross sections as returned by [MG5_aMC]{.smallcaps} when using the MSSM implementation developed in Ref. \[[@CR7]\] and the NLO set of NNPDF 3.0 parton densities \[[@CR23]\] (blue). Predictions are given for squark masses ranging from 250 GeV to 2 TeV and include theory errors that we estimate by adding scale and PDF uncertainties in quadrature. Those uncertainties are further described more precisely in the middle and lower panels of the figure, where they are given after normalising the results to the central NLO cross section value for each mass point.

We obtain cross sections that vary from 10 pb for $\documentclass[12pt]{minimal}
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                \begin{document}$$m_{\tilde{q}}\sim 250$$\end{document}$ GeV to 0.01 fb for 2 TeV squarks. They are two orders of magnitude lower than in the gluino case for a specific mass value, as expected from the fact that squarks are scalars and are colour triplets and not octets. Scale uncertainties are found to be independent of the squark mass for the considered $\documentclass[12pt]{minimal}
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                \begin{document}$$m_{\tilde{q}}$$\end{document}$ range, and are of about 15% (middle panel of the figure). In contrast, the PDF errors strongly depend on the squark mass $\documentclass[12pt]{minimal}
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                \begin{document}$$m_{\tilde{q}}$$\end{document}$ (lower panel of the figure), as they are correlated with the associated Bjorken-*x* regime. They are of a few percents and thus subleading for small $\documentclass[12pt]{minimal}
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                \begin{document}$$m_{\tilde{q}}$$\end{document}$ values, and grow for increasing squark masses, eventually reaching 20% for $\documentclass[12pt]{minimal}
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                \begin{document}$$m_{\tilde{q}} = 2$$\end{document}$ TeV. For larger and larger *x*-values (and thus larger and larger $\documentclass[12pt]{minimal}
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                \begin{document}$$m_{\tilde{q}}$$\end{document}$), the quark-antiquark contributions to the cross section play a bigger and bigger role. Simultaneously, the impact of the Bjorken-*x* regime in which the PDF sets are more poorly constrained by data gets more important.

As in Sect. [3](#Sec7){ref-type="sec"}, we compare our predictions to the cross section values usually employed by the LHC collaborations (red curve), as reported by the LHC Supersymmetry Cross Section Working Group \[[@CR30]\]. The latter are however only provided for a simplified model in which all squarks except the two stop squarks are mass-degenerate. We therefore normalise the NNLO$\documentclass[12pt]{minimal}
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                \begin{document}$$_\mathrm{approx}$$\end{document}$+NNLL results by an extra factor of 1/10, which should be a fair enough approximation for small squark masses. Nevertheless, as both NLO and NNLO$\documentclass[12pt]{minimal}
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                \begin{document}$$_\mathrm{approx}$$\end{document}$+NNLL predictions are consistent, we consider (exact) NLO rates in the following.

In Fig. [9](#Fig9){ref-type="fig"}, we reinterpret the results of the ATLAS-CONF-2019-040 analysis with [MadAnalysis 5]{.smallcaps} and present the expected exclusion contours both at the nominal luminosity of 139 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$, after extrapolating the findings to 3000 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$, using for each point the region yielding the best expected sensitivity. Neutralino masses below about 300 GeV are currently (*i.e.* for a luminosity of 139 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$) excluded, for squark masses ranging up to about 900 GeV. This may seem to contrast by a factor of about 2 with the current bounds on this class of simplified model set by the ATLAS collaboration \[[@CR12]\]. This is however not surprising as the collaboration only interprets its results for a simplified model in which the superpartner spectrum exhibits 10 mass-degenerate left-handed and right-handed squarks (*i.e.* all squarks except the two stop squarks are degenerate). The corresponding signal cross sections are therefore about 10 times larger, so that much stronger limits could be extracted. In comparison with final Run 2 CMS results \[[@CR44], [@CR45]\] for which result interpretations both for eight mass-degenerate squarks and a single squark species are provided, we obtain more conservative bounds that are roughly 20% weaker in terms of excluded masses. When accounting for the uncertainty bands, our predictions agree with the experimental findings, as the uncertainty bands overlap.

Extrapolating the results to a luminosity of 3000 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$, *i.e.* expected luminosity of the high-luminosity phase of the LHC, we obtain expected bounds which are improved quite a bit. The magnitude of the improvement is found strongly related to how the background uncertainties will be controlled, as visible by comparing the curves corresponding to 3000 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ (blue) in the two panels of the figure. Assuming that the background is dominated by the systematics or the statistics change the results by more than 40%.

Sensitivity to simplified *s*-channel dark matter models {#Sec9}
========================================================

In this section, we investigate the sensitivity of the LHC to a simplified dark matter (DM) model. We assume that DM is described by a massive Dirac fermionic particle *X* that communicates with the Standard Model through the exchange of a spin-1 mediator *Y*. Motivated by models with an extended gauge group, we consider that the mediator couples only either to a pair of DM particles, or to a pair of SM fermions. Such a configuration is typical from the so-called *s*-channel dark matter models \[[@CR13], [@CR14]\]. In this class of scenarios, DM can only be pair-produced at colliders, from the scattering of a pair of SM quarks and through the *s*-channel exchange of the mediator.

The corresponding Lagrangian can generically be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \mathcal{L}= & {} \ \mathcal{L}_\mathrm{SM} + \mathcal{L}_\mathrm{kin} + \bar{X} \gamma _\mu \big [g^V_X + g^A_X \gamma _5 \big ] X\ Y^\mu \nonumber \\&\ \ + \sum _q \Big \{\bar{q} \gamma _\mu \big [ g^V_q + g^A_q \gamma _5 \big ] q \Big \} Y^\mu \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal{L}_\mathrm{SM}$$\end{document}$ refers to the SM Lagrangian and $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal{L}_\mathrm{kin}$$\end{document}$ contains gauge-invariant kinetic and mass terms for all new fields. The next term includes the vector and axial-vector interactions of the mediator with DM, their strength being denoted by $\documentclass[12pt]{minimal}
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                \begin{document}$$g^A_X$$\end{document}$ respectively, and the last term focus on the mediator interactions with the SM quarks. The latter are assumed universal and flavour-independent, their strength being $\documentclass[12pt]{minimal}
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In our analysis, we focus on two further simplified scenarios originating from that model. In a first case (that we label **S1**), the mediator couplings are taken as of a vectorial nature, whilst in the second case (that we label **S2**), they are taken as of an axial-vectorial nature. In other words, the two scenarios are defined as$$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ of LHC data at a centre-of-mass energy of 13 TeV, investigating events featuring at least two hard jets and a potential subleading jet activity.Fig. 10Generic Feynman diagram associated with the production of a pair of dark matter particles *X* in association with two hard jets. The figure has been produced with the help of the [JaxoDraw]{.smallcaps} package \[[@CR21]\]

As the analysis selection requires at least two very hard jets, we consider as a hard-scattering process the production of a pair of DM particles with two hard jets, as sketched in Fig. [10](#Fig10){ref-type="fig"}. Moreover, we impose two conservative (with respect to the ATLAS analysis) generator-level selections. We constrain the transverse momentum of the hardest of the jets to satisfy $\documentclass[12pt]{minimal}
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In the heavy-mediator regime, considering **S2** scenarios featuring axial-vector mediator couplings leads to very similar results. In this limit, the relevant matrix elements are insensitive to the mediator nature. On the contrary, when one approaches the resonant regime, significant changes arise: The cross section turns out to be suppressed relatively to the vector **S1** scenario. This originates from the impact of the threshold regime that plays a larger and larger role for smaller and smaller masses. At threshold, the pair of dark matter particles is organised into a $\documentclass[12pt]{minimal}
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                \begin{document}$$m_Y$$\end{document}$ values in the **S2** case hence stems from those threshold effects that are more and more tamed when one gets further from threshold, as well as from the cut on the leading jet of 150 GeV. As in the **S1** scenario, the entire mass range is excluded by the ATLAS-CONF-2019-040 analysis, which translates in the exclusion of couplings in the 0.4--0.7 ballpark for the considered mediator mass range.

Finally, those bounds are expected to only be sightly improved, by about 4--9%, after including 3000 fb$\documentclass[12pt]{minimal}
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In Table [2](#Tab2){ref-type="table"}, we consider a new class of scenarios. This time, the mediator mass $\documentclass[12pt]{minimal}
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We first consider scenarios with couplings satisfying Eqs. ([9](#Equ9){ref-type=""}) and ([10](#Equ10){ref-type=""}). We evaluate fiducial NLO cross sections for the different considered mass spectra (second and fifth columns of the table for the **S1** and **S2** cases respectively), after imposing the previously-mentioned cuts on the transverse momentum of the leading jet $\documentclass[12pt]{minimal}
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                \begin{document}$$m_Y>2m_X$$\end{document}$). Moreover, for given masses and couplings, **S1** cross sections (*i.e.* in the case of mediator vector couplings) are larger. This originates from the *p*-wave suppression of DM production through an axial-vector mediator (*i.e.* in the **S2** scenario), as already mentioned earlier in this section.

We then evaluate the cross section value $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma _{95}$$\end{document}$ that is excluded at the 95% confidence level (third and sixth columns of the table) by reinterpreting the results of the ATLAS-CONF-2019-040 analysis. We observe that small dark matter masses are excluded already with the full Run 2 dataset, cross sections as small as 100 fb being excluded regardless of the DM mass. Moving on with a scenario in which the couplings satisfy Eqs. ([9](#Equ9){ref-type=""}) and ([11](#Equ11){ref-type=""}), we translate the bounds that we have obtained into bounds on a universal coupling. The latter is found to be of at most in the 0.5--0.7 range once one lies in a configuration below threshold ($\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ will not improve the limits much, as the analysis being dominated by the systematics. We indeed expect an improvement on the bounds of at most 3--4%.

Conclusion {#Sec10}
==========

In this paper we showcased new features of the [MadAnalysis 5]{.smallcaps} package that improve the recasting functionalities of the programme. These features focus on two aspects.

First, we have designed a way to include the uncertainties on the signal when the code is used to reinterpret given LHC results in different theoretical contexts. Theory errors on the total signal production cross section induced by scale and PDF variations can be propagated through the reinterpretation procedure. This results in an uncertainty band attached to the confidence level at which a given signal is excluded. In addition, the user has the option to provide information on the systematic uncertainties on the signal. With the existence of new physics masses being pushed to higher and higher scales, keeping track of error information on the signal becomes mandatory, especially for what concerns the theoretical uncertainties, which can be significant for beyond the Standard Model physics signals involving heavy particles.

Second, we have implemented a new option allowing the user to extrapolate the constraining power of any specific analysis to a different luminosity, assuming a naive scaling of the signal and background selection efficiencies. Several options are available for the treatment of the background uncertainties, depending on the information provided by the experimental collaborations for the analyses under consideration. If information on the statistical and systematical components of the uncertainties is available separately, signal region by signal region, [MadAnalysis 5]{.smallcaps} can use it to scale them up accordingly, *i.e.* proportionally to the square root of the luminosity and linearly to the luminosity for the statistical and systematical uncertainties respectively. In contrast, if such a detailed information is absent, the user is offered the choice to treat the total error as being dominated either by statistics or by systematics, or in his/her preferred fashion.

We have illustrated the usage of these new [MadAnalysis 5]{.smallcaps} features in the framework of three simplified models for new physics.

First, we consider a signal that originates from the production of a pair of gluinos that each decay into two jets and missing transverse momentum. As an example, we make predictions in the context of a simplified model inspired by the MSSM, in which only the gluino and the lightest neutralino are light enough to be reachable at the LHC. We have investigated the potential of two ATLAS searches for supersymmetry in 36 fb$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$^{-1}$$\end{document}$ and 139 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ of LHC data. Those searches both rely on the effective mass variable and on the presence of a large amount of missing transverse energy, and include a large variety of signal regions featuring different jet multiplicity and hadronic activity. We have reproduced to a good approximation the ATLAS results at the nominal luminosity of the analysis and compared our extrapolations at higher luminosities with those obtained either through the more naive approach of the [Collider Reach]{.smallcaps} platform, or to publicly available ATLAS estimates for the high-luminosity runs of the LHC. Fair agreement has been found. We have moreover studied the differences in the expected sensitivity that arise when one considers, as a starting point, an analysis of 36 or 139 fb$\documentclass[12pt]{minimal}
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Second, we have focused on another MSSM-inspired simplified model in which the SM field content is supplemented by one species of first generation squark and one neutralino, all other supersymmetric states being decoupled. The spectrum configuration is therefore such that the squark is heavier than the neutralino and thus always decay into a light quark and a neutralino. This gives rise to a multijet plus missing transverse energy signatures stemming from squark pair production and decay. However, in contrast with the gluino case, a smaller signal jet multiplicity is expected. We have considered the same ATLAS supersymmetry search in 139 fb$\documentclass[12pt]{minimal}
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                \begin{document}$$^{-1}$$\end{document}$ of LHC data as above-mentioned, as it includes signal regions with a smaller jet multiplicity so that some sensitivity to the considered simplified model is expected. We have reinterpreted the results of the search and derived up-to-date constraints on the model. We have then extrapolated our findings to the high-luminosity LHC case.

Finally, we have considered an *s*-channel dark matter simplified model in which one extends the Standard Model by a single dark matter candidate and one mediator that connects the dark sector (made of the dark matter state) to the SM sector. We have considered a fermionic dark matter state and a spin-1 mediator that couples to a pair of SM quarks and a pair of dark matter particles. Typical dark matter signals hence arise from the production of a pair of dark matter particles (through an *s*-channel mediator exchange) in association with a hard visible object. The most common case involves the production of a jet with a pair of invisible dark matter particles, the signal being dubbed monojet in this case. As the above ATLAS search is sensitive to such a signature (by virtue of the properties of its low jet multiplicity signal regions), we reinterpret its results to constrain the simplified model under consideration. We focus on and compare two cases where the mediator couplings are of a vector and axial-vector nature respectively. We then extract the current limits on the model, and additionally project them at a higher-luminosity to get estimates for the LHC sensitivity to the two studied *s*-channel dark matter setups.

In all the models investigated , our results emphasise the importance of embedding the uncertainties on the signal. In one considered example, this could degrade the expected bounds by about 10--20%, especially as a consequence of the large theory errors originating from the poor PDF fit constraints at large Bjorken-*x*. Such a regime is indeed relevant for new physics configurations still allowed by current data and that involve the production of massive particles lying in the multi-TeV mass range.
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See the webpage <https://twiki.cern.ch/LHCPhysics/SUSYCrossSections13TeVgluglu>.

See the webpage <http://collider-reach.web.cern.ch>.

See the webpage <http://feynrules.irmp.ucl.ac.be/wiki/DMsimp>.
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