Absbwct -This paper introduces an approach of Weighted Data Normalization p D N ) for Radial Bash Function (RBF) type of neural networks. It presents also applications for medical decision support systems. The WDN method optimizes the data normalization ranges for the input variables of the neural network. A steepest descent algorithm (Lip) is used for the WDN-RBF learning. The derived weights have the meaning of feature importance and can be used to select a minimum set of variables (features) that can optimize the performance of the R3F network model. The WDN-RBF is illustrated on two case study predictionhdentification problems. The first one is prediction of the Mackey-Glass lime series and the second one is a real medical decision support problem of estimating the level of renal functions in patients The method can be applied to other distance-based, prototype learning neural network models.
I. INTRODUCTION
In many neural network models and applications, raw (not normalized) data is used. This is appropriate when all the input variables are measured in the same units.
Normalization, or standardization, is reasonable when the variables are in different units, or when the variance between them is substantial. However, a general normalization means that every variable is normalized in the same range, e.g. [O, I ] with the assumption that they all have same importance for the output of the system. For many practical problem, variables have different importance and make different contribution to the output. Therefore, it is necessary to find an optimal normalization and assign proper importance factors to the variables. Such a method can also be used for feature selection, or for reducing the size of the input vectors through keeping the most important ones. This is especially applicable to a special class of neural networks (NN) -the clustering based NN (or also: distance-based; prototype-based) such as RBF [ l , 2, 3, 41 and ECOS [5, 61. In such systems, distance between neurons or nodes and input vectors are usually measured as Euclidean distance, so that variables with a wider range will have more influence on the learning process and vice versa.
The paper is organized as follows: Section II reviews the previous work about weighted data normalization. Section I11 presents the structure and algorithm of WDN-RBF NN.
Sections N and V illustrate the approach on two case study problems. Conclusions are drawn in section VI.
REVIEW OF METHODS FOR WEIGHTED DATA NORMALIZATION

A. Using Correlation Coeflcients as Weights (Importance) for Input Variables
A correlation coefficient indicates the strength of the association between any two metric variables. Its value is from -1 to + I : the sign (+or -) indicates the direction of the relationship. The value can range from -1 to + I , with + I indicating a perfect positive relationship, 0 indicating no relationship, and -1 indicating a perfect negative or reverse relationship (as one variable grows larger, the other variable grows smaller) [7] .
Some researches have used correlation coefficients to obtain the importance of each variable for feature selection, so that the more important variables can be selected (81.
However, the association between two independent variables that a correlation coefficient represents is a linear relationship and it is difficult to use correlation coefficients for weighting nonlinear data, as in most cases there is only a weak linear relationship between two variables or the variables are not independent. In Section N and V, two experimental results with the use of the correlation coefficient method are shown.
B. CA for Weighted Data Normalization and Feature Selection in ECOS Systems
Evolving connectionist systems (ECOS) are multimodular, connectionist architectures that facilitate modelling of evolving processes and knowledge discovery. An ECOS may consist of many evolving connectionist modules.
An ECOS is a NN that operates continuously in time and adapts its structure and functionality through a continuous interaction with the environment and with other systems according to: (i) a set of parameters h a t are subject to change during the system operation; (ii) an incoming continuous flow of information with unknown distribution; (iii) a goal 0-7803-8359-1/04/$20.00 02004 IEEE(rationale) criteria (also subject to modification) that is applied to optimise the performance of the system over time.
One of the ECOS models is E F u " [6] (evolving fuzzy neural network) that consists of five layers: input nodes, representing input variables; input fuzzy membership nodes, representing the membership degrees of the input values to each of the defined membership functions; rule nodes, representing cluster centers of samples in the problem space and their associated output function; output fuzzy membership nodes, representing the membership degrees to which the output values belong to defmed membership functions; and output nodes, representing output variables. The EFuNN is usually used for solving on-line prediction problems.
The ECMC [9] (evolving clustering method for classification) is another ECOS models, which classifies a data set into a number of classes in the n-dimensional input space by evolving rule nodes. Each rule node is associated with a class through a constant. Its receptive field covers a part of the n-dimensional space around the rule node. Usually, such an influence field in the n-dimensional space is a hyper-sphere and a number of rule nodes may be associated to a same class.
A WDN method for ECOS is proposed in [9] that employs genetic algorithms (GA). A GA algorithm applies a multi-point, probabilistic search in the whole search space of all variable normalization ranges to discover a global optimum of normalization weights based on an objective (fitness) function that is the least classification (prediction) error. Using the GA-based WDN, the EFuNN obtained 11 % more accurate prediction than the EFuNN without WDN for the bench mark problem of Mackey Galss (used in this paper too), and the ECMC obtained 23% better results than the ECMC without WDN for a benchmark classification problem. Here, another algorithm for WDN based on gadient descent and particularly targeting the RBF class of NN is introduced.
UI. STRUCTURE AND LEARNING ALGORITHM OF WDN-RBF
The origin of the radial basis function (RBF) models is in the approximation theory and in the regularization theory [I].
They deal with the general approximation problem common to supervised learning neural networks. Standard RBF networks have three layers of neurons: input layer -that represents input variables; hidden layer -representing centers of clusters of data in the input space; and output layer -that represents the output variables. Although RBF networks usually need more neurons in their hidden layer than standard feed-forward back-propagation networks, such as M L F ' . they train much faster than MLP networks and can be used to extract meaningful rules based on clusters of data. RBF model work very well when there is enough training data.
A WDN-RBF network has one more layer -the WDN layer for weighted data normalization. Gaussian functions are used as activation functions for each neuron in the hidden layer. The WDN-RBF structure is shown in Fig.1 .
Consider the system having P inputs, one output, and M neurons in the hidden layer, the output value of the system can be calculated on input vector xi = [XI, x2. ... here. qh qfn, qe and qw are learning rates for updating the parameters b, m , a and w respectively.
In the approach, a clustering method, ECM (evolving clustering method) [IO], is used for clustering the training data to obtain the initial values of the network. Other clustering methods can also be used.
w. CASE STUDY EXAMPLE OF APPLYING THE WDN-RBF FOR A TIME-SERIES PREDICTION
In the present paper, the WDN-RBF network is applied to the time series prediction. The WDN-RBF learning is demonstrated on the Mackey-Glass (MG) time series prediction task [I I]. The MG time series is generated with a time-delay differential equation as follows: (9) To obtain this time series values at integer points, the fourfh-order Runge-Kutfa method was used to find the numerical solution to the above MG equation. Here we use the following parameter values: a time step of 0.1. x(0) = 1.2, f = 17 and x(t) = 0 for f < 0. From the input vector [x(r -18) x(f -12) d t -6) df)], the task is to predict the value x(t+6).
In the experiments, 1000 data points, from t = 118 to 1 117, were extracted for predicting the 6 steps ahead output value. The fust half of the data set was taken as a training data, and another half as the testing data.
For comparison, the WDN-RBF implements three times with different data weights on the same data and the results. including the values of weights, training RMSE and testing RMSE, are shown in TABLE I.
Experiment I: Set all initial values of weights to '1'; the learning rate for the weights is set to '0'. It is the RBF learning without weighted data normalization.
With the use of the proposed method, the prediction results are significantly better then the results obtained with the same network without WDN as the weights represent the different contribution of each input to the output. When correlation coefficients are taken as the weights the accuracy is significantly less. This is because the relationship between the input variables and output variable is non-linear and the correlation coefficients can not indicate such relationship correctly. Four experiments with RBF were conducted. The fust three are similar to the experiments I, 2 and 3 as explained in
V. CASE STUDY EXAMPLE
