Background
Science lives a crisis of reproducibility, one that is closely linked to misuse and misunderstanding of statistics, low sample sizes, insidious biases in experimental designs, and bad reporting of both experimental procedures and results. [1, 2] As a consequence, now more than ever, reading the scientific literature demands careful evaluation of the information presented there. To avoid placing too much faith in results that may not be reproducible, one must scrutinize the experimental design and the procedures, carefully evaluate the presented results, and contextualize the results of each paper, putting them in the light of the rest of the literature À which requires even more careful reading.
At the same time, the scientific literature is growing at an unprecedented pace. [3] Countless research papers are published every year, every month, every day. Papers are the currency for career progression, and the academic environment stimulates their mass production. In most areas of research, it is increasingly hard, if not impossible, to keep up with the literature, especially amidst teaching obligations, administrative duties and research labor. How, then, can we expect to improve the quality of scientific literature, when we do not even have time to read it properly?
Both the information overload in today's scientific literature and the current reproducibility crisis create, each on their own, challenges to the scientific practice. But things get much worse when information overload and the reproducibility crisis start synergizing to create whole new problems or worsen already existing ones. In the following, we use some examples to illustrate and discuss how the information overload À especially the poor reading habits associated with this overload À can aggravate the reproducibility crisis.
Making Inferences From Statistics
To see an example of how our inability to deal with the "paper avalanche" worsens our problems with reproducibility, consider the problem of statistics misuse and misinterpretation À a prominent part of the current crisis. Too much weight has been put on statistical significance tests, which are fickle and not very informative. [2, 4] Because of that, there has been much discussion about changing the statistical analyses commonly employed, increasing sample sizes and stimulating independent replication. [1, 5] Yet, it seems that a lot of the misuse and misinterpretation of statistics can be traced back to a bad relationship with data À one that is closely linked to the reasoning that we apply to results in the scientific literature. In these days, the process of gaining knowledge from data seems to work as follows: First, experiments are conducted and data are collected; then, the data are used to compute statistical measures; finally, those statistics are used to gain knowledge about the phenomenon under study. That seems reasonable, right? But wait a minute: Weren't the statistics supposed to aid us in gaining knowledge about the data, so that we could use the data to gain knowledge about the phenomenon? This distinction may seem too nuanced to matter, but its consequences are far from trivial. Computed statistics are usually employed to decide upon competing hypotheses, and when we have a gigantic pile of studies to read it is easy to dismiss all the details from each article and jump from statistics to decisions. And thus, we skim through all those places where the devil lies À from experimental details and assumptions of statistical models to the relationship between the assumptions implicit and explicit in the experimental design and the results obtained. The practice of reporting p-values per se does not lead to unreliable results, but not evaluating carefully the experiment easily leads to misinterpretation of the findings. To take a particularly simple example: how common it is to see researchers' surprise when their results cannot be replicated, or when they cannot reproduce the work of others, even though the sample size of the original study (and thus its statistical power) was low?
Too Much Published Data, Too Much Unpublished Data
Another context in which we can see an interaction between the reproducibility crisis and information overload is when analyzing the consequences of practices such as not providing experimental details and raw data or, even worse, cherry picking results. Such practices, along with other, milder, forms of misleading readers (see Box 1), limit reproducibility and, at the same time, make the challenge of producing knowledge from the vast sea of available information even harder. Although there are methods to help us critically synthesize the literature, such as those of systematic review and meta-analysis, [6] they can be significantly impaired when researchers only have access to part of the relevant data À especially when the data made available were chosen in a biased way. Moreover, those methods still demand careful, critical reading of the literature, so as to evaluate the quality of the data being included in the analysis. That part is also hard to do with limited information. The situation gets even worse when we need to combine evidence from different lines of investigation, for which there is no formal method to aid us. The problem discussed above perfectly illustrates of our point here: the reproducibility crisis and information overload cannot be solved separately, and many problems in today's scientific practice demand solutions on the two fronts simultaneously. Take the case of not providing raw data and cherry picking results, for example. We need to support initiatives to make raw data publicly available and to pre-register research protocols, allowing researchers full, unbiased access to the information. However, we also need methods to deal with that information, to convert data into knowledge, which requires not only that we synthesize data from different experiments addressing the same research question, but also that we combine information from different lines of research whose implications cross disciplinary borders. And dealing with the available information will, inevitably, require us to read, carefully and critically, each paper we come across. The first set of measures, dealing with the reproducibility crisis, has received considerable attention lately, while the second one À dealing with information overload À seems to be lagging behind. The problem is that neither of those measures, in isolation, will be enough to put science on the right tracks.
Solving the Reproducibility Crisis Requires More Than Changing Our Methods
Much of the discussion about ways of dealing with the current reproducibility crisis focuses on how to improve the quality of future research by changing the way we conduct our experiments, analyze data, and report results. But future research depends on earlier research. If we do not know how to deal with the literature available now, there will be little hope for improvement, even if we change some of our methods. If we do not reevaluate our relationship with the scientific literature and invest more time in enforcing good reading habits, small issues will continue to be amplified. Moreover, some issues, such as random fluctuation of statistical results, cannot be "solved" even by changing our methods: they will always be around, requiring us to be careful when interpreting results. [7] But a better appraisal of the literature demands a greater fraction of our time, and spending time on such "unproductive" activity goes against the tide of a scientific culture increasingly obsessed with outcome volumes and production efficiency. You need to publish a lot of papers to advance your career, you need to generate big data sets because, apparently, more data means more knowledge, and you need to produce knowledge as fast as possible to translate it into new technologies and therapeutic tools À after all, that is why they gave you all that tax-payers' money. This data-production frenzy creates an imperative to spend more time at the bench and less time in the library.
Yes, there are many urgent problems in the world that are in desperate need of some scientific light, problems for which we need new ideas and technologies as soon as possible. But being in a hurry impairs our capacity to properly appraise both the current evidence and the problem itself. Does it really make sense to think that a focus on producing data as fast as possible will increase our chances of solving such problems faster?
Henri Poincar e once said that a collection of facts is no more science than a pile of bricks is a house. Science is making more bricks than ever before, but are we building more houses? More importantly, are we building better houses? This is hard to measure objectively, but the prospect is not good as we continue to dedicate very little time to taking a good look at our bricks and evaluating their quality, even though this same issue was raised more than 50 years ago. [8] Better not count on those houses standing the huffing and puffing of the big bad wolf. . .
Poor Reading of the Literature Is Insidious
In the above discussion we showed a few instances where the poor reading of the scientific literature, stimulated by the excess of papers, interacts with issues associated with the reproducibility crisis. But all the instances discussed so far have focused on researchers conducting their work. At this point it is worth Box 1.
Spinning Results
Another example of superficial reading aggravating mild issues can be found in the case of spin À the practice of trying to mislead readers into perceiving the results as more significant than they actually are Chiu et al. [9] This practice could, in principle, make the reproducibility crisis seems worse than it is, because researchers may oversell results that were not really scientifically significant, and that, as a result, are not reproducible. Proposals to solve this problem focus on reducing speculation, imposing more strict rules for writing discussions, imposing even more structure to a literature that has already become too rigid in its style.
But how big a problem was spin in the first place? The answer: not very big. At the time when this issue was starting to attract attention, Trisha Greenhalgh wrote a commentary whose title summarizes well the reason why spin is not a big deal: "Scientific heads are not turned by rhetoric." [10] The problem is that this is only true if we can manage to evaluate every paper fully. If we do so, then speculations and new hypothesis over experimental results will be welcomed and may lead to progress, while attempts to oversell results will be easily spotted. But when a researcher has a ton of papers to read and too little time to do so, it is often seen as a good strategy to skim through the results section, or even just read the abstract of the papers that are deemed less important. And here is where spin raises its ugly head: if we do not fully evaluate each paper, what was a non-problem quickly becomes a serious issue, because incomplete information can easily mislead our scientific heads À thus turning a problem of poor reading into a problem that can affect reproducibility.
asking: do those considerations also apply to researchers or former-researchers working as editors and reviewers? This is a particularly serious point, because journal editors, along with reviewers, are the people who decide what is published and thus, to a certain extent, decide what we end up reading. Many of us have had the experience of having a paper rejected or accepted (although one may be more reluctant to admit the later!) due to sloppy editorial work or superficial reviews. It is common to dismiss such episodes as isolated incidents, but given the increasing number of papers being produced, the workload of editors (who in many cases work part-time and are not well remunerated) and reviewers (who are not remunerated at all) will only get heavier with time. Thus, instances of superficial evaluation of manuscripts are likely to become ever more common. Importantly, this situation shows how insidious the problem of poor reading of the literature is, as the pressures generated by the overflow of scientific literature fall not only on researchers doing research but also on everyone involved in the scientific enterprise. In all of those instances, the combination of the reproducibility crisis and the information overload, as well as the pressure of deadlines, create an environment where it is very easy to make wrong decisions based on superficial evaluations of the literature.
Supplanting the Crisis Demands Collaborative Efforts and Investment of Time
If we are to overcome this reproducibility crisis and if we are to convert this sea of data into knowledge, we need to shift our priorities. We already know that results of studies with low statistical power (which is the rule in most fields) are vulnerable to random fluctuations inherent in the sampling process, [4, 7] so the only way to make sure our findings are reliable À and not just statistical noise À is to take the time and put in the effort to replicate them. However, it is equally important that we also invest time and effort in properly reading published results. And let us emphasize that the point of invest more time in reading is not to read more papers, is to read papers better. Make no mistake, you cannot read everything that is relevant to your work. You likely cannot even find everything relevant to your work. None of us can. The best we can do is to make sure that we take the most out of what we read. Our peers will always know something that we do not, and, in the end, the best way to deal with information overload is by relying on the collaborative nature of science.
Confronting the Crisis on Two Fronts
Overcoming the reproducibility crisis requires us to fight in two fronts: we need to take measures not only to fight the crisis directly, but also to fight the poor relationship with the literature, and poor reading habits associated with it, that have been stimulated by the information overload. Those two problems are deeply intertwined, and it will be impossible to deal with one if we do not deal with the other as well.
