Abstract. We prove that every strong A∞-weight is a Muckenhoupt weight in Ahlfors-regular metric measure spaces that support a Poincaré inequality. We also explore the relations between various definitions for A∞-weights in this setting, since some of these characterizations are needed in the proof of the main result.
Introduction
The purpose of this paper is to study strong A ∞ -weights and A ∞ -weights in Ahlfors-regular metric measure spaces. In particular, we answer to a question proposed by Costea in [7] , and show that every strong A ∞ -weight is an A p -weight for some p < ∞ also in general metric setting. The space is assumed to be Ahlfors-regular and satisfy a weak (1, 1)-Poincaré inequality. We thus extend the result by Semmes [19] from R n to general metric spaces. The Euclidean proof used extensively the linear structure of R n , for example convolutions and lines parallel to the coordinate axes. These tools are naturally not available in the metric setting. However, they can be replaced by more general methods. This shows, in particular, that the geometry of R n is not crucial to the result.
Strong A ∞ -weights were first introduced in R n by David and Semmes in [9] and [19] when trying to characterize the subclass of A ∞ -weights that are comparable to the Jacobian determinants of quasiconformal mappings. Later they have studied strong A ∞ -weights, for example, in [20] . See also Bonk, Heinonen and Saksman [5] and [6] and Heinonen and Koskela [15] for further results concerning the quasiconformal Jacobian problem. Recently, strong A ∞ -weights have been studied, for example, by Costea in [7] and [8] . In [7] he studies connections between strong A ∞ -weights and Besov and Morrey spaces, and in [8] he extends the results to the metric setting. Strong A ∞ -weights turn out to be useful in various applications, such as in studying elliptic partial differential equations, weighted Sobolev inequalities and Mumford-Shah type functionals. See, for example, [1] , [4] , [10] , [11] , [12] , [16] and [17] .
In Euclidean spaces, there are several equivalent characterizations for A ∞ -weights. For example, a weight is an A ∞ -weight if and only if it satisfies the reverse Hölder inequality or belongs to the class A p for some finite p. Some of these relations are needed in proving that strong A ∞ -weights are A ∞ -weights. However, in more general spaces, all of these conditions are not necessarily equivalent, and, in particular, the class of A ∞ -weights can be strictly larger than the union of A p -classes, see Stromberg and Torchinsky [22] . In the last section of the paper, following [22] , we study the relations between five different conditions in general metric spaces, and, in particular, we show that strong A ∞ -weights satisfy all of them. Furthermore, we give some examples of weights that only satisfy some of the characterizations.
Preliminaries
2.1. Assumptions on the measure. Let (X, d, µ) be a metric measure space, where µ is Borel regular. We assume that the space is Ahlfors Qregular with Q ≥ 1, i.e. there exists c A ≥ 1 such that
for all x ∈ X and r > 0. Notice that such a measure is always doubling, that is, there exists a constant c D ≥ 1 such that
for all x ∈ X and r > 0. Later, λB denotes the ball with the same center as B but λ times its radius.
2.2.
Modulus of a curve family and Newtonian spaces. Let 1 ≤ p < ∞. For a given curve family Γ in X, we define the p-modulus of Γ by
where the infimum is taken over all nonnegative Borel functions ρ :
for all rectifiable curves γ ∈ Γ. We remind that a curve is rectifiable if its length is finite. Let u be a real-valued function on X. We recall that a nonnegative Borel measurable function g on X is said to be an upper gradient of u if for all rectifiable curves γ joining points x and y in X we have
If the above property fails only for a set of curves that is of zero p-modulus then g is said to be a p-weak upper gradient of u. Every function u that has a p-integrable p-weak upper gradient has a minimal p-integrable p-weak upper gradient denoted g u . Finally, we recall that the Newtonian space N 1,p (X) to is the collection of all p-integrable functions u on X that have a p-integrable p-weak upper gradient g on X. For the precise definition; see, for example, [21] .
2.3. Poincaré inequality. We assume that X satisfies a weak (1, 1)-Poincaré inequality, i.e. there exists constants c P , λ > 0 such that
The following estimate is a consequence of the Poincaré inequality; see for example Lemma 3.3 in [4] for a proof. Lemma 2.3. Let (X, d, µ) be a metric measure space, where µ is doubling and X supports a weak (1, 1)-Poincaré inequality. Let Γ be a curve family consisting of all rectifiable curves joining B(x 0 , r) and X \ B(x 0 , 2r). Then
The constant C > 0 depends only on c D and c P .
Next we define A p -and strong A ∞ -weights.
2.4.
A p -weights. Let 1 < p < ∞ and 1/p+1/q = 1. Let ω be a nonnegative function on X. We say that ω is an A p -weight, and write ω ∈ A p if there exists constant c ω > 0 such that
We say that ω is an A 1 -weight, and write ω ∈ A 1 if there exists a constant c ω > 0 such that
Finally, ω is an A ∞ -weight and we write ω ∈ A ∞ if there exists constants c ω > 0 and δ > 0 such that
δ for all balls B in X and all measurable subsets E of B.
We will discuss the relations between these definitions in Section 4.
2.5.
Strong A ∞ -weight. Let ν be a doubling measure on X. We associate to ν the quasi-distance δ ν (x, y) on X defined by
We say that ν is a metric doubling measure, if there exists a distance function
for all x, y ∈ X. Moreover, ω ∈ L 1 loc (X) is called a strong A ∞ -weight, ω ∈ SA ∞ , if it is a density of a metric doubling measure, i.e. dν = ω dµ.
Remark that the property (2.4) can be characterized in the following way, which will be useful later.
Lemma 2.5. The condition (2.4) holds if and only if there is a constant C > 0 such that for any finite sequence x 1 , x 2 , . . . , x k of points in X, we have
Proof. It is immediate that (2.4) implies (2.6). To prove the converse, define
where the infimum is taken over all finite sequences z 0 = x, z 1 , . . . , z N = y. Clearly δ(x, y) ≤ δ ν (x, y) for all x, y ∈ X, and (2.6) implies that δ ν (x, y) ≤ Cδ(x, y). It is also easy to check that δ(·, ·) is a distance function.
The following theorems give some examples of strong A ∞ -weights.
Proof. Notice first that the statement of Lemma 2.5 holds if and only if it holds with the additional restriction that
The proof is similar to the Euclidean case and can be found in [19] . Assume then, that ω ∈ A 1 and dν = ω dµ. Let x 1 , . . . , x k be given and assume, that
Notice also, that since ν is doubling, it readily follows from the definition of δ ν that for all x, y ∈ X, we have
where C depends only on the doubling constant. Then (2.8) implies that
Summing the above inequality over j = 1, . . . , k − 1 we get
where we used the triangle inequality and the Q-regularity of µ. Moreover, since ω is an A 1 -weight, and µ is doubling, we get ess inf
The proof follows now from Lemma 2.5.
be locally compact Q-regular metric measure spaces such that X supports a weak (1, p)-Poincaré inequality for some p < Q and let f : X → Y be a quasisymmetric mapping. Then the Jacobian of f is a strong A ∞ -weight.
Proof. We write
and recall that f is quasisymmetric, if it is homeomorphism with a positive and finite constant K such that L(x, r) ≤ K l(x, r) for all x ∈ X and r > 0. Moreover, remember that the generalized Jacobian is defined as , r) ) .
By the Lebesgue-Radon-Nikodym theorem, the limit exists almost everywhere, and
for all measurable E ⊂ X, since the measures are absolutely continuous.
Here we used the Q-regularity and quasisymmetricity. On the other hand,
) is a distance on X, the claim follows.
Main result
In this section, we prove that strong A ∞ -weights are A ∞ -weights in Ahlfors regular metric spaces. First, we recall the Gehring lemma. A proof can be found, for example, in [18] , [23] and [3] . Theorem 3.1. Let 1 < p < ∞ and assume that f ∈ L 1 loc (X) is nonnegative and defines a doubling measure. If there exists a constant c such that f satisfies the reverse Hölder inequality
for all balls B of X, then there exists positive constants ε and c ε such that
for all balls B of X. The constant c ε as well as ε depend only on the doubling constant, p, and on the constant in (3.2).
Now we are ready to state our main result.
Theorem 3.4. Every strong A ∞ -weight is an A ∞ -weight.
Proof. First, we construct a set of measures {ν t } t>0 that approximate ν. Then we show that the measures {ν t } t>0 satisfy a reverse Hölder inequality with uniform constants. Fix t > 0. Let
be a collection of balls such that
B(x i , t/5) ∩ B(x j , t/5) = ∅ for all i = j. Note that the doubling property of µ implies that
To construct a partition of unity, we define cut-off functions
x ∈ X \ 2B t i , and we set
Since both µ and ν are doubling, and 1
Finally, we define the measures ν t , t > 0 as
The doubling property of µ and ν together with (3.6) imply that for every x, y ∈ X such that d(x, y) ≤ 2t, we have
More precisely, we have
where C depends only on the doubling constants of µ and ν. Now fix a ball B(x 0 , r 0 ) in X. Let Γ be the set of all rectifiable curves γ : [0, L] → X parametrized by arc length such that γ(0) ∈ B(x 0 , r 0 /2) and γ(L) ∈ ∂B(x 0 , r 0 ). Fix γ ∈ Γ.
If t ≥ r 0 , then by (3.7),
for every s ∈ [0, L] and thus we have
Here we also used the doubling property of ν, the fact that
and Ahlfors Q-regularity of µ. Now condiser the case t < r 0 . Let k be the integer part of L/t. Using the previous estimate, Lemma 2.5 and the doubling property of ν, we obtain
Thus for every γ ∈ Γ we have
If we define
then ρ satisfies (2.1) for every γ ∈ Γ and consequently
This combined with Lemma 2.3 gives
where C is independent of t, x 0 and r 0 . The first two inequalities above follow from the definition of ν t and the doubling property of ν.
If we set f = ω 1/Q t , the Gehring lemma 3.1 now implies that there exists ε > 0 such that
with C independent of t, x 0 and r 0 . By Lemma 4.2 in the next section this implies that ω t is an A ∞ -weight, and there exist p > 1 and C > 0, independent on t, such that
for all balls B and measurable subsets E ⊂ B. Next, we show that ν t → ν weakly in the sense of measures as t → 0. In order to do that, fix an open set U ⊂ X. Denote
Since this holds for all open sets U ⊂ X, the claim follows. Next we show that (3.10) holds true for ν, and thus ω is an A ∞ weight. To this end, fix a ball B, a measurable set E ⊂ B and an open set V such that E ⊂ V ⊂ B. Note that the weak convergence of ν t implies that lim sup
for all closed sets S ⊂ X, and by the doubling property of ν we have
for all balls B ⊂ X. Consequently,
Since µ is Borel regular, taking infimum over all such V finishes the proof.
Characterizations for A ∞ -weights
There are several equivalent characterizations for A ∞ -weights in the Euclidean setting. However, all of them are not necessarily equivalent in general metric spaces. In this section, we study the relationship between these conditions in metric spaces that are only assumed to statisfy the doubling condition. Most of these results can be found in [22] , but for completeness, we have included the proofs here.
Recall the definitions of A p -weights from Section 2.4. It follows immediately from the definitions that for every 1 < p < q < ∞ we have
Moreover, in the Euclidean case,
Also in the metric setting, an A p -weight is always an A ∞ -weight, but there exist metric spaces, where the class of A ∞ -weights is strictly larger than the union; see [22] and Example 4.1.
Next, we state five conditions that are equivalent in the Euclidean setting. For more definitions and the Euclidean case; see [13] . We consider a slightly more general situation first. Let ν be an arbitrary measure on X. We say that ν is a weighted measure with respect to µ is there exists ω ∈ L 1 loc (X) such that for every µ-measurable set A ⊂ X we have
We define the conditions:
(1) There are 0 < ε, δ < 1 such that for each ball B and each measurable set E ⊆ B, we have ν(E) ≤ (1 − δ)ν(B) whenever µ(E) ≤ εµ(B). (2) There are constants c > 0 and p ≥ 1 such that
for each ball B and each measurable set E ⊆ B. (3) ν is a weighted measure with respect to µ, and there exist positive constants ε , C such that the weight ω satisfies the reverse Hölder inequality
for all balls B. (4) ν is a weighted measure with respect to µ, and there exist constants c > 0, p ≥ 1 such that
for each ball B and each measurable set E ⊆ B. (5) ν is a weighted measure with respect to µ, and the weight ω is in A p for some p > 1.
If only the measure µ is assumed to be doubling, we obtain the following relations between the conditions above in the metric setting:
First we make some immediate remarks. The condition (1) follows easily from (2), and, since (1) is symmetric with respect to ν and µ, it follows also from (4). Condition (4) follows from (5) by applying Hölder inequality on
In addition (4) implies that ν is doubling.
The following example shows that in general metric spaces, the conditions (3) and (4) are not necessarily equivalent:
and the onedimensional Lebesgue measure. Now let ω((1, x 2 )) = 0 ja ω((2, x 2 )) = 1. This weight clearly satisfies condition (2), but it cannot satisfy condition (4) since it is not doubling.
Lemma 4.2. (2) ⇔ (3)
Proof. We give a sketch of the proof. If we assume (2), the absolute continuity part in (3) is clear. We fix a ball B and write E λ = {x ∈ B : ω(x) > λ}. Then by (2), we have
On the other hand, (2) follows from (3) by applying first the Hölder and then the reverse Hölder inequality to ν(E) = B χ E ω dµ.
Notice, that the doubling property of µ is not needed here.
The proof of the following lemma is similar to the Euclidean case; see [13] .
The proof of the following theorem is based on ideas in [22] . However, the proof we present here is organized in a different way and contains more details. k=1 is a s-telescoping sequence of collections of balls,
The following lemma is a standard covering argument, see for example Theorem 1.2 in [14] . We have formulated it here to emphasize the fact that the cover can be chosen in such a way that every ball in F is included in 5B for some B ∈ G. In fact, every ball B from F meets a ball from G with radius at least half that of B.
Now we are ready to prove Theorem 4.4.
Proof of Theorem 4.4. We show that (1) implies (2) . Note that in this proof, c D denotes a constant that only depends on the doubling constants of µ and ν, but it is not necessarily exactly the doubling constant.
Fix a ball B 0 = B(x 0 , R) and a measurable set E ⊂ B 0 . To prove the assertion, we will construct a 5-telescoping sequence of collections of balls
and the following properties hold: If
then we have E ⊂ E 1 , E k 0 ⊂ 5B 0 , and
for all B ∈ F k . Here δ is as in (1) . Note that (4.7) implies that
We may assume that µ(E)/µ(B 0 ) is small enough so that k 0 is positive, because if µ(E)/µ(B 0 ) is bigger than any fixed constant, choosing c big enough makes the right-hand side of (2) bigger than one.
Once such a telescoping sequence of collections of balls has been constructed, the conclusion follows since
(4.11)
Here we used the fact that E k is a union of disjoint balls satisfying (4.9), E k−1 ⊂ E k , and that ν( E k ) ≤ c D ν(E k ). The last estimate above follows from the doubling property of ν. Iterating (4.11), we obtain
Then (2) follows by (4.10) with constants c and p depending only on δ, ε and the doubling constants of µ and ν. Now it remains to construct the F k 's. We start with F 1 . Let x ∈ E be a Lebesgue point of X. Then we have
and hence there exists r ε > 0 such that
On the other hand, for all r > 0,
where the right-hand side tends to zero as r tends to infinity since E is of finite measure. We set r x = 2 n r ε , where n is the smallest positive integer such that
By (4.13) such an n exists, and by the choice of r x and (4.12), it follows that
Now the doubling property of µ together with (4.14) and (4.15) implies that
Now let F 1 be a pairwise disjoint subfamily of the balls {B(x, r x )} x∈E given by the 5-covering Theorem 4.6. Note that we are actually only able to cover Lebesgue points of E but it is enough, since µ-almost every point is a Lebesgue point.
Now let E 1 and E 1 be defined by (4.8). Next, we replace E by E 1 and construct F 2 the same way as we constructed F 1 . Moreover, we repeat the procedure k 0 times and construct F k by replacing E above by E k−1 .
Since µ and ν satisfy condition (1), we conclude from (4.16) with E replaced by E k−1 that (4.9) holds for every k = 1, 2, . . . k 0 . This completes the proof of (1) ⇒ (2).
Since (1) is symmetric with respect to µ and ν, and (4) is (2) with the roles of µ and ν interchanged, we also get (1) ⇒ (4).
If the function r → µ (B(x, r) ) is continuous for every x ∈ X, then it is rather easy to show that the condition (1) implies that ν is doubling and consequently the conditions (1)-(5) are all equivalent, see Theorem 17 on page 9 in [22] . In particular if X is a geodesic space and µ doubling, the conditions are equivalent. However, the following example shows that there are doubling metric measure spaces supporting a (1, 1)-Poincaré inequality where r → µ(B(x, r)) is not always continuous. It would be interesting to know whether the conditions (1)-(5) are necessarily equivalent in this type of spaces.
Example 4.19. Let X = S ∪ H ⊂ R n , where S is a unit sphere centered at the origin and H is a (n − 1)-dimensional hyperplane that contains the origin. We endow the space with the (n − 1)-dimensional Lebesgue measure and the metric inherited from R n . Now the function r → µ(B(0, r)) has a discontinuity at r = 1.
A combination of the results in this section gives us the following: 
