Abstract-The Internet of Things (IoT) interconnects multiple physical devices in large-scale networks. When the 'things' coordinate decisions and act collectively on shared information, feedback is introduced between them. Multiple feedback loops are thus closed over a shared, general-purpose network. Traditional feedback control is unsuitable for design of IoT control because it relies on high-rate periodic communication and is ignorant of the shared network resource. Therefore, recent event-based estimation methods are applied herein for resource-aware IoT control allowing agents to decide online whether communication with other agents is needed, or not. While this can reduce network traffic significantly, a severe limitation of typical event-based approaches is the need for instantaneous triggering decisions that leave no time to reallocate freed resources (e.g., communication slots), which hence remain unused. To address this problem, novel predictive and self triggering protocols are proposed herein. From a unified Bayesian decision framework, two schemes are developed: self triggers that predict, at the current triggering instant, the next one; and predictive triggers that check at every time step, whether communication will be needed at a given prediction horizon. The suitability of these triggers for feedback control is demonstrated in hardware experiments on a cart-pole, and scalability is discussed with a multi-vehicle simulation.
I. INTRODUCTION
The Internet of Things (IoT) will connect large numbers of physical devices via local and global networks, [1] , [2] . While early IoT research concentrated on problems of data collection, communication, and analysis [3] , using the available data for actuation is vital for envisioned applications such as autonomous vehicles, building automation, or cooperative robotics. In these applications, the devices or 'things' are required to act intelligently based on data from local sensors and the network. For example, cars in a platoon need to react to other cars' maneuvers to keep a desired distance; and climate control units must coordinate their action for optimal ambience in a large building. IoT control thus refers to systems where data about the physical processes, collected via sensors and communicated over networks, are used to decide on actions. These actions in turn affect the physical processes, which is the core principle of closed-loop control or feedback. for decision making and commanding actuators (red arrows), one introduces feedback between the cyber and the physical world, [3] . Feedback loops can be closed on the level of a local object, but, more interestingly, also across agents and networks. Coordination among agents is vital, for example, when agents seek to achieve a global objective. IoT control aims at enabling coordinated action among multiple things. In contrast to traditional feedback control systems, where feedback loops are closed over dedicated communication lines (typically wires), feedback loops in IoT control are realized over a general purpose network such as the Internet or local networks. In typical IoT applications, these networks are wireless. While networked communication offers great advantages in terms of, inter alia, reduced installation costs, unprecedented flexibility, and availability of data, control over networks involves formidable challenges for system design and operation, for example, because of imperfect communication, variable network structure, and limited communication resources, [4] , [5] . Because the network bandwidth is shared by multiple entities, each agent should use the communication resource only when necessary. Developing such resource-aware control for the IoT is the focus of this work. This is in contrast to traditional feedback control, where data transmission typically happens periodically at a priori fixed update rates.
Owing to the shortcomings of traditional control, eventbased methods for state estimation and control have emerged since the pioneering work [6] , [7] . The key idea of eventbased approaches is to apply feedback only upon certain events indicating that transmission of new data is necessary (e.g., a control error passing a threshold level, or estimation uncertainty growing too large). Core research questions concerning the design of the event triggering laws, which decide when Fig. 1 . Agent i's control decision is based on local information (State Estimation) and predictions of all (or a subset of) other things (Prediction Thing 1 to N ). Each agent sends an update (Event Trigger) to all other agents whenever the prediction of its own state (Prediction Thing i) deviates too far from the truth, so that predictions can be reset (R).
to transmit data, and the associated estimation and control algorithms with stability and performance guarantees have been solved in recent years (see [8] - [11] for overviews).
This work builds on a framework for distributed event-based state estimation (DEBSE) developed in prior work [12] - [15] , which is applied herein to resource-aware IoT control as in Fig. 1 . The key idea of DEBSE is to employ model-based predictions of other things to avoid the need for continuous data transmission between the agents. Only when the model-based predictions become too inaccurate (e.g., due to a disturbance or accumulated error), an update is sent. Figure 2 represents one agent of the IoT control system in Fig. 1 and depicts the key components of the DEBSE architecture:
• Local control: Each agent makes local control decisions for its actuator; for coordinated action across the IoT, it also needs information from other agents in addition to its local sensors.
• Prediction of other agents: State estimators and predictors (e.g., of Kalman filter type) are used to predict the states of all, or a subset of agents based on agents' dynamics models; these predictions are reset (or updated) when new data is received from the other agents.
• Event trigger: Decides when an update is sent to all agents in the IoT. For this purpose, the local agent implements a copy of the predictor of its own behavior (Prediction Thing i) to replicate locally the information the other agents have about itself. The event trigger compares the prediction with the local state estimate: the current state estimate is transmitted to other agents only if the prediction is not sufficiently accurate.
Key benefits of this architecture are: each agent has all relevant information available for coordinated decision making, but inter-agent communication is limited to the necessary instants (whenever model-based predictions are not good enough). Experimental studies [12] , [14] demonstrated that DEBSE can achieve significant communication savings, which is inline with many other studies in event-based estimation and control. The research community has had remarkable success in showing that the number of samples in feedback loops can be reduced significantly as compared to traditional timetriggered designs. This can be translated into increased battery life [16] in wireless sensor systems, for example. Despite these successes, better utilization of shared communication resources has typically not been demonstrated. A fundamental problem of most event-triggered designs (incl. DEBSE) is that they make decisions about whether a communication is needed instantaneously. This means that the resource must be held available at all times in case of a positive triggering decision. Conversely, if a triggering decision is negative, the reserved slot remains unused because it cannot be reallocated to other users immediately.
In order to translate the reduction in average sampling rates to better actual resource utilization, it is vital that the eventbased system is able to predict resource usage ahead of time, rather than requesting resources instantaneously. This allows the processing or communication system to reconfigure and make unneeded resources available to other users or set to sleep for saving energy. Developing such predictive triggering laws for DEBSE and their use for resource-aware IoT control are the main objectives of this article.
Contributions: This article proposes a framework for resource-aware IoT control based on DEBSE. The main contributions are summarized as follows:
1) Proposal of a Bayesian decision framework for deriving predictive triggering mechanisms, which provides a new perspective on the triggering problem in estimation; 2) Derivation of two novel triggers from this framework:
the self trigger, which predicts the next triggering instant based on information available at a current triggering instant; and the predictive trigger, which predicts triggering for a given future horizon of M steps; 3) Demonstration and comparison of the proposed triggers in experiments on an inverted pendulum testbed; and 4) Simulation study of a multi-vehicle system. The Bayesian decision framework extends previous work [17] on event trigger design to the novel concept of predicting trigger instants. The proposed self trigger is related to the concept of variance-based triggering [13] , albeit this concept has not been used for self triggering before. To the best of the authors' knowledge, predictive triggering is a completely new concept in both event-based estimation and control. Predictive triggering is shown to reside between the known concepts of event triggering and self triggering.
A preliminary version of some results herein was previously published in the conference paper [18] . This article targets IoT control and has been restructured and extended accordingly. New results beyond [18] include the treatment of control inputs in the theoretical analysis (Sec. V), the discussion of multiple agents (Sec. VIII), hardware experiments (Sec. VII), and a new multi-vehicle application example (Sec. IX).
II. RELATED WORK
Because of the promise to achieve high-performance control on resource-limited systems, the area of event-based control and estimation has seen substantial growth in the last decades. For general overviews, see [4] , [8] - [10] for control and [8] , [11] , [17] , [19] for state estimation. This work mainly falls in the category of event-based state estimation (albeit state predictions and estimates are also used for feedback, cf. Fig. 2 ).
Various design methods have been proposed in literature for event-based state estimation and, in particular, its core components, the prediction/estimation algorithms and event triggers. For the former, different types of Kalman filters [12] , [13] , [20] , modified Luenberger-type observers [14] , [15] , and set-membership filters [21] , [22] have been used, for example. Variants of event triggers include triggering based on the innovation [12] , [23] , estimation variance [13] , [24] , or entire probability density functions (PDFs) [25] . Most of these event triggers make transmit decisions instantaneously, while the focus of this work is on predicting triggers.
The concept of self triggering has been proposed [26] to address the problem of predicting future sampling instants. In contrast to event triggering, which requires the continuous monitoring of a triggering signal, self-triggered approaches predict the next triggering instant already at the previous trigger. While several approaches to self-triggered control have been proposed in literature (e.g., [9] , [27] - [29] ), self triggering for state estimation has received considerably less attention. Some exceptions are discussed next.
Self triggering is considered for set-valued state estimation in [30] , and for high-gain continuous-discrete observers in [31] . In [30] , a new measurement is triggered when the uncertainty set about some part of the state vector becomes too large. In [31] , the triggering rule is designed so as to ensure convergence of the observer. The recent works [32] and [33] propose self triggering approaches, where transmission schedules for multiple sensors are optimized at a-priori fixed periodic time instants. While the re-computation of the schedule happens periodically, the transmission of sensor data does generally not. In [34] , a discrete-time observer is used as a component of a self-triggered output feedback control system. Therein, triggering instants are determined by the controller to ensure closed-loop stability.
Alternatives to the Bayesian decision framework herein for developing triggering schedules include dynamic programming approaches such as in [35] - [37] .
None of the mentioned references considers the approach taken herein, where triggering is formulated as a Bayesian decision problem under different information patterns. The concept of predictive triggering, which is derived from this, is novel. It is different from self triggering in that decisions are made continuously, but for a fixed prediction horizon.
III. FUNDAMENTAL TRIGGERING PROBLEM
In this section, we formulate the predictive triggering problem that each agent in Fig. 2 has to solve, namely predicting when local state estimates shall be transmitted to other agents of the IoT. We consider the setup in Fig. 3 , which has been reduced to the core components required for the analysis in subsequent sections. Agent i, called sensor agent, sporadically transmits data over the network to agent j. Agent j here stands representative for any of the agents in the IoT that require information from agent i. Because agent j can be at a different . The predictive trigger computes the triggering decisions (γ i k+M ∈ {0, 1}) M steps ahead of time. This information can be used by the network to allocate resources. Local control (cf. Fig. 2 ) is omitted here for clarity, but treated in the analysis. location, it is called remote agent. We next introduce the components of Fig. 3 and then make the predictive triggering problem precise.
A. Process dynamics
We consider each agent i to be governed by stochastic, linear dynamics with Gaussian noise, Equations (1) and (2) represent decoupled agents' dynamics, which we consider in this work (cf. Fig. 1 ). Agents will be coupled through their inputs (see Sec. III-C below). While the results are developed herein for the time-invariant dynamics (1), (2) to keep notation uncluttered, they readily extend to the linear time-variant case (i.e., A i , B i , H i , Q i , and R i being functions of time k). Such a problem is discussed in Sec. IX.
The sets of all measurements and inputs up to time k are denoted by Y 
B. State estimation
The local state estimator on agent i has access to all measurements Y i k and inputs U i k (cf. Fig. 3 ). The Kalman filter (KF) is the optimal Bayesian estimator in this setting, [38] ; it recursively computes the exact posterior PDF f (
The KF recursion iŝ
where 
, where '•' denotes composition. Finally, the error of the KF is defined asê
C. Control
Because we are considering coordination of multiple things, the i's control input may depend on the prediction of the other things in the IoT (cf. Fig. 2 ). We thus consider a control policy
where the local KF estimatex i k is combined with predictionš x j k of the other agents (to be made precise below), and N N denotes the set of all integers {1, . . . , N }. For coordination schemes where not all agents need to be coupled, some F j may be zero. Then, these states do not need to be predicted.
It will be convenient to introduce the auxiliary variable ξ
D. Communication network
Communication between agents occurs over a bus network that connects all things with each other. In particular, we assume that data (if transmitted) can be received by all agents that care about state information from the sending agent: Assumption 1. Data transmitted by one agent can be received by all other agents in the IoT.
Such bus-like networks are common, for example, in automation industry in form of wired fieldbus systems [39] , but have recently also been proposed for low-power multi-hop wireless networks [40] , [41] . For the purpose of developing the triggers, we further abstract communication to be ideal:
Assumption 2. Communication between agents is without delay and packet loss.
This assumption is dropped later in the multi-vehicle simulation.
E. State prediction
The sensor agent in Fig. 3 sporadically communicates its local estimatex i k to the remote estimator, which, at every step k, computes its own state estimatex i k from the available data via state prediction. We denote by γ i k ∈ {0, 1} the decision taken by the sensor about whether an update is sent (γ 
that is, at times when no update is received from the sensor, the estimator predicts its previous estimate according to the process model (1) and prediction of the input (11) by
Implementing (13) thus requires the remote agent to run predictions of the form (12) for all other things m that are relevant for computing ξ i k−1 . This is feasible as an agent can broadcast state updates (for γ i k = 1) to all other things via the bus network. We emphasize that ξ i k−1 , the part of the input u i k−1 that corresponds to all other agents, is known exactly on the remote estimator, since updates are sent to all agents connected to the network synchronously. Hence, the difference between the actual input (11) and predicted input (13) stems from a difference inx
With (13) , the prediction (12) then becomeš
whereĀ i := A i +B i F i denotes the closed-loop state transition matrix of agent i. The estimation error at the remote agent, we denote by e
A copy of the state predictor (14) is also implemented on the sensor agent to be used for the triggering decision (cf. Fig. 3 ).
Finally, we comment how local estimation quality can possibly be further improved in certain applications.
Remark 1.
In (14), agent j makes a pure state prediction about agent i's state in case of no communication from agent i (γ i k = 0). If agent j has additional local sensor information about agent i's state, it may employ this by combining the prediction step with a corresponding measurement update. This may help to improve estimation quality (e.g., obtain a lower error variance). In such a setting, the triggers developed herein can be interpreted as 'conservative' triggers that take only prediction into account.
Remark 2.
Under the assumption of perfect communication, the event of not receiving an update (γ i k = 0) may also contain information useful for state estimation (also known as negative information [21] ). Here, we disregard this information in the interest of a straightforward estimator implementation (see [17] for a more detailed discussion). (14) e i k KF estimation error (9) e i k Remote estimation error (15)
Collection of corresponding variables for all agents
Probability density fcn (PDF) of X 1 cond. on X 2
F. Problem formulation
The main objective of this article is the development of principled ways for predicting future triggering decisions. In particular, we shall develop two concepts: 1) predictive triggering: at every step k and for a fixed horizon M > 0, γ i k+M is predicted, i.e., whether or not communication is needed at M steps in future; and 2) self triggering: the next trigger is predicted at the time of the last trigger. In the next sections, we develop these triggers for agent i shown in Fig. 3 , which is representative for any one agent in Fig. 1 . Because we will thus discuss estimation, triggering, and prediction solely for agent i (cf. Fig. 3 ), we drop the index 'i' to simplify notation. Agent indices are re-introduced in Sec. VIII, when again multiple agents are considered.
For ease of reference, key variables from this and later sections are summarized in Table I. IV. TRIGGERING FRAMEWORK To develop a framework for making predictive triggering decisions, we extend the approach from [17] , where triggering is formulated as a one-step optimal decision problem trading off estimation and communication cost. While this framework was used in [17] to re-derive existing event triggers (summarized in Sec. IV-A), we extend the framework herein to yield predictive and self triggering (Sec. IV-B and IV-C).
A. Decision framework for event triggering
The sensor agent (cf. Fig. 3 ) makes a decision between using the communication channel (and thus paying a communication cost C k ) to improve the remote estimate, or to save communication, but pay a price in terms of a deteriorated estimation performance (captured by a suitable estimation cost E k ). The communication cost C k is application specific and may be associated with the use of bandwidth or energy, for example. We assume C k is known for all times k. The estimation cost E k is used to measure the discrepancy between the remote estimation error e k without update (γ k = 0), which we write as e k | γ k =0 , and with update, e k | γ k =1 . Here, we choose
comparing the difference in quadratic errors. Formally, the triggering decision can then be written as
Ideally, one would like to know e k | γ k =0 and e k | γ k =1 exactly when computing the estimation cost in order to determine whether it is worth paying the cost for communication. However, e k cannot be computed since the true state is generally unknown (otherwise we would not have to bother with state estimation in the first place). As is proposed in [17] , we consider instead the expectation of E k conditioned on the data D k that is available by the decision making agent. Formally,
which directly yields the triggering law
In [17] , this framework was used to re-derive common eventtriggering mechanisms such as innovation-based triggers [12] , [23] , or variance-based triggers [13] , [24] , depending on whether the current measurement y k is included in D k , or not.
Remark 3. The choice of quadratic errors in (16) is only one possibility for measuring the discrepancy between e k | γ k =0 and e k | γ k =1 and quantifying estimation cost. It is motivated from the objective of keeping the squared estimation error small, a common objective in estimation. The estimation cost in (16) is positive if the squared error e T k e k | γ k =0 (i.e., without communication) is larger than e T k e k | γ k =1 (with communication), which is to be expected on average. Moreover, the quadratic error is convenient for the following mathematical analysis. Finally, the scalar version of (16) was shown in [17] to yield common known event triggers. However, other choices than (16) are clearly conceivable, and the subsequent framework can be applied analogously.
B. Predictive triggers
This framework can directly be extended to derive a predictive trigger as formulated in Sec. III-F, which makes a communication decision M steps in advance, where M > 0 is fixed by the designer. Hence, we consider the future decision on γ k+M and condition the future estimation cost E k+M on D k = {Y k , U k }, the data available at the current time k.
which yields the predictive trigger (PT):
In Sec. V, we solveĒ k+M |k = E[E k+M |Y k , U k ] for the choice of error (16) to obtain an expression for the trigger (21) in terms of the problem parameters.
C. Self triggers
A self trigger computes the next triggering instant at the time when an update is sent. A self triggering law is thus obtained by solving (21) at time k = k for the smallest M such that γ k+M = 1. Here, k ≤ k denotes the last triggering time; in the following, we drop 'k' when clear from context and simply write k = . Formally, the self trigger (ST) is then given by:
While both the PT and the ST compute the next trigger ahead of time, they represent two different triggering concepts. The PT (21) is evaluated at every time step k with a given prediction horizon M , whereas the ST (22) needs to be evaluated at k = only and yields (potentially varying) M . That is, M is a fixed design parameter for the PT, and computed with the ST. Which of the two should be used depends on the application (e.g., whether continuous monitoring of the error signal is desirable). The two types of triggers will be compared in simulations and experiments in subsequent sections.
V. PREDICTIVE TRIGGER AND SELF TRIGGER Using the triggering framework of the previous section, we derive concrete instances of the self and predictive trigger for the squared estimation cost (16) . To this end, we first determine the PDF of the estimation errors.
A. Error distributions
In this section, we compute the conditional error PDF f (e k+M |Y k , U k ) for the cases γ k+M = 0 and γ k+M = 1, which characterize the distribution of the estimation cost E k+M in (16) . These results are used in the next section to solve for the triggers (21) and (22) .
Both triggers (21) and (22) predict the communication decisions M steps ahead of the current time k. Hence, in both cases, the set of triggering decisions Γ k+M can be computed from the data Y k , U k . In the following, it will be convenient to denote the time index of the last nonzero element in Γ k+M (i.e., the last planned triggering instant) by κ k ; for example, for Γ 10 = {. . . , γ 8 = 1, γ 9 = 1, γ 10 = 0}, k = 6, and M = 4, we have κ 6 = 9. It follows that κ k ≥ k , with equality κ k = k if no trigger is planned for the next M steps.
The following two lemmas state the sought error PDFs.
Lemma 1. For γ k+M = 1, the predicted error e k+M conditioned on Y k , U k is normally distributed with
Proof. See Appendix A.
Lemma 2. For γ k+M = 0, the predicted error e k+M condi-
with mean and variance given as follows. Case (i): k > κ k−1 (i.e., no trigger planned within prediction horizon)
where
L k is the KF gain (5), and P k+M |k is the KF prediction variance in (8) .
, trigger planned within horizon)
where κ is used as shorthand for κ k−1 , and
Proof. See Appendix B.
A simpler formula for Lemma 2 can be given for the case of an autonomous system (1) without input:
and for case (ii) withê
Proof. Taking B = 0 yieldsĀ = A and Ξ k,M = 0 and thus the result.
We thus conclude that the extra term Ξ k,M in the variance (26) stems from additional uncertainty about not exactly knowing future inputs.
B. Self trigger
The ST law (22) is stated for a general estimation error E +M | . With the preceding lemmas, we can now solve for E +M | and obtain the concrete self triggering rule for the quadratic error (16 
Proof. Applying Lemma 1 and Lemma 2 (for k = = κ k−1 ), we obtain
The self triggering rule is intuitive: a communication is triggered when the uncertainty of the open-loop estimator (prediction variance P +M | + Ξ ,M ) exceeds the closed-loop uncertainty (KF variance P +M ) by more than the cost of communication. The estimation mean does not play a role here, since it is zero in both cases for k = κ.
C. Predictive trigger
Similarly, we can employ lemmas 1 and 2 to compute the predictive trigger (21).
Proposition 2. For the quadratic error (16), the predictive trigger (PT) (21) becomes, for k > κ k−1 , (38) and, for k ≤ κ k−1 ,
with ∆ as defined in Lemma 2.
Proof. For k > κ k−1 (i.e., the last scheduled trigger occurred in the past), we obtain from lemmas 1 and 2
where we usedĀ k− x + k− m=1Ā k− −m Bξ +m−1 = Ax k−1 + Bξ k−1 , which follows from the definition of the remote estimator (14) with γ k = 0 for k > .
Similarly, for k ≤ κ k−1 , we obtainĒ k+M |k = trace P κ+∆|κ + Ξ κ,∆ − P κ+∆ . Similar to the ST (36), the second term in the PT (38) relates the M -step open-loop prediction variance P k+M |k + Ξ k,M to the closed-loop variance P k+M . However, now the reference time is the current time k, rather than the last transmission , because the PT exploits data until k. In contrast to the ST, the PT also includes a mean term (first term in (38) ). When conditioning on new measurements Y k (k > ), the remote estimator (which uses only data until ) is biased; that is, the mean (25) is non-zero. The bias term captures the difference in the mean estimates of the remote estimator (Ax k−1 + Bξ k−1 ) and the KF (x k ), both predicted forward by M steps. This bias contributes to the estimation cost (38) .
The rule (39) corresponds to the case where a trigger is already scheduled to happen at time κ in future (within the horizon M ). Hence, it is clear that the estimation error will be reset at κ, and from that point onward, variance predictions are used in analogy to the ST (36) ( replaced with κ, and the horizon M with ∆). This trigger is independent of the data Y k , U k because the error at the future reset time κ is fully determined by the distribution (23), independent of Y k , U k .
D. Discussion
To obtain insight into the derived PT and ST, we next analyze and compare their structure. To focus on the essential triggering behavior and simplify the discussion, we consider the case without inputs (B i u i k−1 = 0 in (1)). We also compare to an event trigger (ET), which is obtained from the PT (38) by setting M = 0:
The trigger directly compares the two options at the remote estimator,x k and Ax k−1 . To implement the ET, communication must be available instantaneously if needed. The derived rules for ST, PT, and ET have the same threshold structure
where the communication cost C k+M corresponds to the triggering threshold. The triggers differ in the expected estimation costĒ k+M |k . To shed light on this difference, we introducē
With this, the triggers ST (36), PT (38) , (39) , and ET (41) are given by (42) with
Hence, the trigger signals are generally a combination of the 'mean' signal (43) and the 'variance' signal (44) . Noting that the mean signal (43) depends on real-time measurement data Y k (throughx k ), while the variance signal (44) does not, we can characterize ET and PT as online triggers, while ST is an offline trigger. This reflects the intended design of the different triggers. ST is designed to predict the next trigger at the time of the last triggering, without seeing any data beyond . This allows the sensor to go to sleep in-between triggers, for example. ET and PT, on the other hand, continuously monitor the sensor data to make more informed transmit decisions (as shall be seen in the following comparisons).
While ET requires instantaneous communication, which is limiting for online allocation of communication resources, PT makes the transmit decision M ≥ 1 steps ahead of time. ET compares the mean estimates only (cf. (45)), while PT results in a combination of mean and variance signal (cf. (46)). If a transmission is already scheduled for κ k−1 ≥ k, PT resorts to the ST mechanism for predicting beyond κ k−1 ; that is, it relies on the variance signal only (cf. (47)).
While ST can be understood as an open-loop trigger ((48) can be computed without any measurement data), ET clearly is a closed-loop trigger requiring real-time data Y k for the decision on γ k . PT can be regarded as an intermediate scheme exploiting real-time data and variance-based predictions. Accordingly, the novel predictive triggering concept lies between the known concepts of event and self triggering.
The ST is similar to the variance-based triggers proposed in [13] . Therein, it was shown for a slightly different scenario (transmission of measurements instead of estimates) that event triggering decisions based on the variance are independent of any measurement data and can hence be computed offline. Similarly, when assuming that all problem parameters A, H, Q, R in (1), (2) are known a priori, (36) can be precomputed for all times. However, if some parameters only become available during operation (e.g., the sensor accuracy R k ), the ST also becomes an online trigger.
For the case with inputs (B i u i k−1 = 0 in (1)), the triggering behavior is qualitatively similar. The mean signal (43) will include the closed-loop dynamicsĀ and the input ξ k−1 corresponding to other agents, and the variance signal (44) will include the additional term Ξ k,M accounting for the additional uncertainty of not knowing the true input.
VI. ILLUSTRATIVE EXAMPLE
To illustrate the behavior of the obtained PT and ST, we present a numerical example. We study simulations of the stable, scalar, linear time-invariant (LTI) system (1), (2) with:
A. Self trigger
We first consider the self trigger (ST). Results of the numerical simulation of the event-based estimation system (cf. Fig. 3 ) consisting of the local state estimator (3)-(7), the remote state estimator (14) , and the ST (36) with constant cost C k = C = 0.6 are shown in Fig. 4 . The estimation errors of the local and remote estimator are compared in the first graph. As expected, the remote estimation error e k = x k −x k (orange) is larger than the local estimation errorê k = x k −x k (blue). Yet, the remote estimator only needs 14% of the samples.
The triggering behavior is illustrated in the second graph showing the triggering signalsĒ triggering decision γ. Obviously, the ST entirely depends on the variance signalĒ var (orange, identical withĒ in black), whileĒ mean = 0 (blue). This reflects the previous discussion about the ST being independent of online measurement data. The triggering behavior (the signalĒ and the decisions γ) is actually periodic, which can be deduced as follows: the variance P k of the KF (3)- (7) converges exponentially to a steady-state solutionP , [38] ; hence, the triggering law (36) asymptotically becomes trace(V M o (P ) −P ) ≥ C with V o (X) := AXA T + Q, and (36) thus has a unique solution M corresponding to the period seen in Fig. 4 .
Periodic transmit sequences are typical for variance-based triggering on time-invariant problems, which has also been found and formally proven for related scenarios in [13] , [24] .
B. Predictive trigger
The results of simulating Example 1, now with the PT (38), (39) , and prediction horizon M = 2, are presented in Fig. 5 for the cost C k = C = 0.6, and in Fig. 6 for C k = C = 0.25. Albeit using the same trigger, the two simulations show fundamentally different triggering behavior: while the triggering signalĒ and the decisions γ in Fig. 5 are irregular, they are periodic in Fig. 6 .
Apparently, the choice of the cost C k determines the different behavior of the PT. For C k = 0.6, the triggering decision depends on both, the mean signalĒ mean and the variance signal E var , as can be seen from Fig. 5 (middle graph). BecauseĒ mean is based on real-time measurements, which are themselves random variables (2), the triggering decision is a random variable. We also observe in Fig. 5 that the variance signalĒ var is alone not sufficient to trigger a communication. However, when lowering the cost of communication C k enough, the variance signal alone becomes sufficient to cause triggers. Essentially, triggering then happens according to (39) only, and (38) becomes irrelevant. Hence, the PT resorts to self triggering behavior for small enough communication cost C k . That is, the PT undergoes a phase transition for some value of C k from stochastic/online triggering to deterministic/offline triggering behavior.
C. Estimation versus communication trade-off
Following the approach from [17] , we evaluate the effectiveness of different triggers by comparing their trade-off curves of average estimation error E versus average communication C obtained from Monte Carlo simulations. In addition to the ST (36) and the PT (38) , (39) , M = 2, we also compare against the ET (41) . The latter is expected to yield the best trade-off because it makes the triggering decision at the latest possible time (ET decides at time k about communication at time k).
The estimation error E is measured as the squared error e Comparing the three different triggering schemes, we see that the ET is superior, as expected, because its curve is uniformly below the others. Also expected, the ST is the least effective since no real-time information is available and triggers are purely based on variance predictions. The novel concept of predictive triggering can be understood as an intermediate solution between these two extremes. For small communication cost C k (and thus relatively large communication C), the PT behaves like the ST, as was discussed in the previous section and is confirmed in Fig. 7 (orange and black curves essentially identical for large C). When the triggering threshold C k is relaxed (i.e., the cost increased), the PT also exploits real-time data for the triggering decision (through (43)), similar to the ET. Yet, the PT must predict the decision M steps in advance making its E-vs-C trade-off generally less effective than the ET. In Fig. 7 , the curve for PT is thus between ET and ST and approaches either one of them for small and large communication C.
VII. HARDWARE EXPERIMENTS: REMOTE ESTIMATION & FEEDBACK CONTROL
Experimental results of applying the proposed PT and ST on an inverted pendulum platform are presented in this section. We show that trade-off curves in practice are similar to those in simulation (cf. Fig. 7) , and that the triggers are suitable for feedback control (i.e., stabilizing the pendulum).
A. Experimental setup
The experimental platform used for the experiments of this section is the inverted pendulum system shown in Fig. 8 . Through appropriate horizontal motion, the cart can stabilize the pendulum in its upright position (θ = 0 rad). The system state is given by the position and velocity of the cart, and angle and angular velocity of the pole, i.e., x = (s,ṡ, θ,θ) T . The cart-pole system is widely used as a benchmark in control [42] because it has nonlinear, fast, and unstable dynamics.
The sensors and actuator of the pendulum hardware are connected through data acquisition devices to a standard laptop running Matlab/Simulink. Two encoders measure the angle θ k and cart position s k every 1 ms; and voltage u k is commanded to the motor with the same update interval. The full state x k θ s Fig. 8 . Picture and schematic of the cart-pole system used for the experiments.
can be constructed from the sensor measurements through finite differences. The triggers, estimators, and controllers are implemented in Simulink. The pendulum system thus represents one 'Thing i' of Fig. 1 .
As the upright equilibrium is unstable, a stabilizing feedback controller is needed. We employ a linear-quadratic regulator (LQR), which is a standard design for multivariate feedback control, [43] . Assuming linear dynamics (with a model as given in [44] ) and perfect state measurements, a linear statefeedback controller, u k = F x k , is obtained as the optimal feedback controller that minimizes a quadratic cost function
The positive definite matrices Q and R are design parameters, which represent the designer's trade-off in achieving a fast response (large Q) or low control energy (large R). Here, we chose Q = 30I and R = I with I the identity matrix, which leads to stable balancing with slight motion of the cart. Despite the true system being nonlinear and state measurements not perfect, LQR leads to good balancing performance, which has also been shown in previous work on this platform [45] . Characteristics of the communication network to be investigated are implemented in the Simulink model. The round time of the network is assumed to be 10 ms. For the PT, the prediction horizon is M = 2. Thus, the communication network has 20 ms to reconfigure, which is expected to be sufficient for fast protocols such as [40] .
B. Remote estimation
The first set of experiments investigates the remote estimation scenario as in Fig. 3 . For this purpose, the pendulum is stabilized locally via the above LQR, which runs at 1 ms and directly acts on the encoder measurements and their derivatives obtained from finite differences. The closed-loop system thus serves as the dynamic process in Fig. 3 (described by equation (1)), whose state is to be estimated and communicated via ET, PT, and ST to a remote location, which could represent another agent from Fig. 1 .
The local State Estimator in Fig. 3 is implemented as the KF (3)- (7) with properly tuned matrices and updated every 1 ms (at every sensor update). Triggering decisions are made at the round time of the network (10 ms). Accordingly, state predictions (14) are made every 10 ms (in Prediction Thing i in Fig. 3 ). Analogously to the numerical examples in Sec. VI, we investigate the estimation-versus-communication trade-off achieved by ET, PT, and ST. As can be seen in Fig. 9 , all three triggers lead to approximately the same curves. These results are qualitatively different from those of the numerical example in Fig. 7 , which showed notable differences between the triggers. Presumably, the reason for this lies in the lownoise environment of this experiment. The main source of disturbances is the encoder quantization, which is negligible. Therefore, the system is almost deterministic, and predictions are very accurate. Hence, in this setting, predicting future communication needs (PT, ST) does not involve any significant disadvantage compared to instantaneous decisions (ET).
To confirm these results, we added zero-mean Gaussian noise with variance 5 × 10 −6 to the position and angle measurements. This emulates analog angle sensors instead of digital encoders and is representative for many sensors in practice that involve stochastic noise. The results of this experiment are shown in Fig. 10 , which shows the same qualitative difference between the triggers as was observed in the numerical example in Fig. 7 .
C. Feedback control
The estimation errors obtained in Fig. 9 are fairly small even with low communication. Thus, we expect the estimates obtained with PT and ST also to be suitable for feedback control, which we investigate here. In contrast to the setting in Sec. VII-B, the LQR controller does not use the local state measurements at the fast update interval of 1 ms, but the state predictions (14) instead. This corresponds to the controller being implemented on a remote agent, which is relevant for IoT control as in Fig. 1 , where feedback loops are closed over a resource-limited network. Figures 11 and 12 show experimental results of using PT and ST for feedback control. For these experiments, the weights of the LQR approach were chosen as those suggested by the manufacturer in [44] , which leads to a slightly more robust controller. Both triggers are able to stabilize the pendulum well and save around 80 % of communication.
In addition to disturbances inherent in the system, the experiments also include impulsive disturbances on the input (impulse of 2 V amplitude and 500 ms duration every 10 s), which we added to study the triggers' behavior under deterministic disturbances. In addition to stochastic noise, such disturbances are relevant in many practical IoT scenarios (e.g., a car braking, a wind gust on a drone). Under these disturbances, a particular advantage of PT over ST becomes apparent. The ST is an offline trigger, which yields periodic communication (in this setting) and does not react to the external disturbances. The PT, on the other hand, takes the current error into account and is thus able to issue additional communication in case of disturbances. As a result, the maximum angle of the pendulum stays around 0.03 rad in magnitude for the PT, while it comes close to 0.04 rad for the ST.
VIII. IOT CONTROL WITH MULTIPLE AGENTS
In the preceding sections, we addressed the problem posed in Sec. III-F for the case of two agents. In this section, we discuss how these results can be used for the IoT scenario with multiple agents in Fig. 1 . Moreover, we sketch how the resulting closed-loop dynamics can be analyzed when remote estimates are used for feedback control.
Because we discuss multiple agents, we reintroduce the index 'i' to refer to an individual agent i from here onward. 
A. Multiple agents
The developments for a pair of agents as in Fig. 2 in the previous sections equally apply to the IoT scenario in Fig. 1 . Each agent implements the blocks from Fig. 2 : State Estimation is given by the KF (3)- (7), Prediction by (14), Control by (10) , and the Event Trigger is replaced by either the ST (36) or the PT (38) , (39) . In particular, each agent makes predictions for those other agents whose state it requires for coordination. Whenever one agent transmits its local state estimate, it is broadcast over the network and received by all agents that care about this information, e.g., via many-to-all communication. In the considered scenario, the dynamics of the things are decoupled according to (1), (2) (cf. Fig. 1 ), but their action is coupled through the cooperative control (10) .
In Sec. IX, a simulation study of an IoT control problem with multiple agents is discussed.
B. Closed-loop analysis
While the main object of study in this article are predictive and self triggering for state estimation (cf. Fig. 3) , an important use of the algorithms is for feedback control as in Fig. 1 and 2 . The general suitability of the algorithms for feedback control has already been demonstrated in Sec. VII-C. As for feedback control, analyzing the closed-loop dynamics (e.g., for stability) is often of importance, we briefly outline here how this can be approached.
The closed-loop state dynamics of agent i are obtained from (1) and (10) , and can be rewritten as 
T ] can then be written as (B 1 F 1 , . . . , B N F N N N ) , respectively. The 'tilde' notation indicates variables that refer to the ensemble of all agents.
Equation (51) describes the closed-loop dynamics of N things of Fig. 1 that implement the control architecture in Fig. 2 ; it can therefore be used to deduce closed-loop system properties. The evolution of the complete state x k is governed by the transition matrixÃ +BF and driven by three input terms: the KF errorẽ k−1 , the remote errorẽ k−1 , and process noiseṽ k−1 . Under mild assumptions, the feedback matrixF can be designed such that a stable transition matrixÃ +BF results (i.e., all eigenvalues with magnitude less than 1), which implies thatx k = (Ã +BF )x k−1 is exponentially stable. Stability analysis then amounts to showing that the input terms are well behaved and bounded in a stochastic sense (e.g., bounded moments). 2 Whileṽ k−1 is Gaussian by assumption (cf. Sec. III-A),ẽ k−1 being Gaussian follows from standard KF analysis [38] (cf. Sec. III-B). Lemmas 1 and 2 can be instrumental to analyze the distribution ofẽ k−1 . However, the distribution ofẽ k−1 depends on the chosen trigger, and its properties (e.g., bounded second moment) would have to be formally shown, which is beyond the goals of this article.
IX. SIMULATION STUDY: VEHICLE PLATOONING
To illustrate the scalability of the proposed triggers for IoT control, we present a simulation study of vehicle platooning. Connected vehicles are seen as a building block of the Internet of Vehicles [46] . Platooning of autonomous vehicles has been extensively studied in literature, e.g., for heavy-duty freight transport [47] , [48] . It has been shown that platooning leads to remarkable improvements in terms of fuel consumption.
A. Model
We consider a chain of N vehicles (see Fig. 13 ), which are modeled as unit point masses (cf. [15] , [49] ). The state of each vehicle is its absolute position s i and velocity v i , and its acceleration u i is the control input. The control objectives are to maintain a desired distance between the vehicles and track a desired velocity for the platoon. For this study, we assume that every vehicle measures its absolute position.
The architecture of the vehicle platoon is as in Fig. 1 . To control the inter-vehicle distances, communication between the vehicles is required. We thus implement the IoT control architecture given by Fig. 2 with PT and ST to save [48] ), and the PT and ST can be used for only the required communication links appropriately. For our chosen setup, where each vehicle is only able to measure its own absolute position, it is obvious that communication between vehicles is necessary to control the intervehicle distance. However, even if local sensor measurements are available, e.g., if every vehicle can measure the distance to the preceding vehicle via a radar sensor, communication is required to guarantee string stability. String stability indicates whether oscillations are amplified upstream the traffic flow. In [50] , it has been proven that if only local sensor measurements are used, string stability can only be guaranteed for velocity dependent spacing policies, i.e., the faster the cars drive the larger distances are required, and thus, the less fuel can be saved. Therefore, even in the presence of local measurements, communication between vehicles is crucial for fuel saving. In such a case, where additional local sensor measurements are available, predictive and self triggering can similarly be used, as also stated in Remark 1.
To address the control objectives, we design an LQR for the linear state-space model that includes the vehicle velocities and their relative distances, i.e.,
The complete statex is given by x 1 , x 2 , . . . , x N except for no relative position for the last vehicle i = N (cf. Fig. 13 ). For this system, an LQR is designed with Q = I and R = 1000I. The even-numbered diagonal entries of the Q matrix specify the inter-vehicle distance tracking, while the odd ones weight the desired velocity. To achieve tracking of desired velocity and inter-vehicle distance, the desired statex des is introduced, and the LQR lawũ k =F (x k −x des,k ) implemented.
We emphasize that the feedback gain matrixF is dense; that is, information about all states in the platoon are used to compute the optimal control input. Such controller can only be implemented in a distributed way, if complete state information is available on each agent via the architecture presented in Sec. III-D with all-to-all communication.
In the simulations 
B. Platooning on changing surfaces
We investigate the performance versus communication trade-off achieved with PT and ST for platooning of 10 vehicles. Here, we are interested in the closed-loop performance that is achieved with the proposed architecture; hence, instead of the estimation error, we use the sum of the absolute value of the error betweenx andx des , normalized by the state dimension and number of time steps, as performance metricJ. 4 The platoon drives for 25 s, while keeping desired inter-vehicle distances of 10 m and velocity of 22.2 m s . After 200 m, the dynamics change due to different road conditions (e.g., continue driving on a wet road after leaving a tunnel), which is modeled by altering the vehicle dynamics accordingly (vehicles moving 50 % faster, and the effect of braking/accelerating is reduced by 50 %). Fig. 14 shows the results from 100 Monte Carlo simulations.
Both triggers achieve significant communication savings at only a mild decrease of control performance. Similar to studies in previous sections, the PT performs better than the ST for low communication rates, because it can react to changing conditions. For high communication rates, PT and ST are identical. If the prediction horizon is extended, the performance of the PT gets closer to that of the ST, as can be obtained from the blue curve in Fig. 14. 
C. Braking
If vehicles drive in close proximity, the ability to react to sudden changes, such as a braking maneuver of the preceding car, is critical. This is investigated here for three vehicles (simulation with more vehicles leads to the same insight). Figure 15 shows simulation results, where all cars start with a velocity of 22.2 m s , but after 10 s, the first car brakes. The results in Fig. 15 (left) show that even with very little communication, the PT is able to deal with this situation. The PT detects the need for more communication and is able to control inter-vehicle distances within safety bounds. As previously pointed out, the ST (Fig. 15 right) cannot react online, which causes a crash in this example (∆s 1 = 0). 
X. CONCLUSION
In IoT control, feedback loops are closed between multiple things over a general-purpose network. Since the network is shared by many entities, communication is a limited resource that must be taken into account for optimal system-level operation when making control decisions. This work sets a foundation for such resource-aware IoT control. Distributed event-based state estimation (DEBSE) provides a powerful architecture for sharing information between multiple things and their cooperative control. The developed self trigger and predictive trigger allow one to anticipate future communication needs, which is fundamental for efficiently (re-)allocating network resources.
In order to leverage the potential of this work and realize actual resource savings on concrete IoT systems, the integration of ST and PT herein with a suitable communication system is essential. While DEBSE has successfully been implemented on wired CAN bus networks in prior works [12] , [14] , we target the integration with modern wireless network protocols such as the Low-power Wireless Bus (LWB) [40] in ongoing work. LWB essentially abstracts a multi-hop wireless network as a common bus enabling fast [51] and reliable [52] manyto-all communication. Hence, it is ideally suited for scenarios such as in Figures 1 and 2 , where multiple things require information about each other for coordination. In particular, all-to-all communication allows for the effective realization of the predictors (14) on any agent that needs the corresponding state information. LWB typically runs a network manager on one of its nodes, which can use the communication requirements signaled by ST and PT to schedule next communication rounds. The concrete development and integration of such schemes is subject of ongoing research. While the focus of this article is on saving communication bandwidth, the proposed triggers can also be instrumental for saving other resources in IoT (e.g., computation or energy).
The predictive and self triggers are suitable for different application scenarios. The simulation and experimental studies herein clearly highlight the advantage of the predictive trigger: by continuously monitoring the triggering condition, it can which proves (25) . The first and third sum in (57) can be seen to be identical by substituting m with m + k − .
Employing the tower property for the conditional variance, we get as defined in (28) . This completes the proof for Case (i).
Case (ii):
We use κ = κ k−1 to simplify notation. By definition of κ, we have κ ≤ M + k − 1, and hence k ≤ κ ≤ M + k − 1. That is, a triggering will happen now or before the end of the horizon M + k. At the triggering instant κ, we have from (14) , e κ = x κ −x κ . Hence, the distribution of the error at time κ is known irrespective of past and future data. Following the same arguments as in the proof of Lemma 1, we have f (e κ |Y k , U k ) = f (e κ |Y κ , U κ ) = N (e κ ; 0, P κ ).
From the definition of κ, we know that there is no further communication happening until M +k−1. Thus, we can iterate (14) with γ = 0. Using the same reasoning as in Case (i), we have 
