Introduction
Diode-laser absorption spectroscopy based on frequency modulation ͑FM͒ is a method of choice for gas concentration measurements in which high sensitivity and fast time response are required. [1] [2] [3] [4] [5] [6] Although a variety of FM schemes exist, the common underlying concept is a movement of the detection band to a high-frequency region in which the laser source ͑1͞f ͒ noise is avoided and signal detection is performed with frequency and phase-sensitive electronics. Depending on the number of modulation tones, the choice of modulation frequency relative to the width of the studied absorption feature, and the detection frequency, the method is referred to as wavelength modulation spectroscopy ͑WMS͒, 7 frequency modulation spectroscopy ͑FMS͒, 8 or two-tone frequency modulation spectroscopy ͑TTFMS͒. 9 In TTFMS the laser is modulated by two closely spaced frequencies, which are comparable with or larger than the width of the absorbing feature of interest, and the phase-sensitive detection of an absorptionrelated beat tone is at the intermediate frequency, i.e., the difference frequency, chosen to lie in the lownoise region of the laser. Both FMS and TTFMS, with high-frequency detection, offer the possibility of quantum noise limited detection at a 10 Ϫ7 -10 Ϫ8 fractional absorption. 10 -12 In practice, however, optical interference effects in the laser beam path often limit the sensitivity to approximately 10 Ϫ6 . Nevertheless, as we show in our paper, this detection limit allows accurate analysis of line shapes from very weak absorptions.
In quantitative concentration measurements by FM techniques, the line-shape peak-to-peak value is calibrated typically with a reference gas or an absorption spectrum recorded with direct detection. However, accurate measurements under variable linewidth conditions, such as those over a wide range of concentrations, temperatures, and pressures, require information about the line parameters and an adequate theory of the heterodyne-detected signal. Lineshape analysis by least-squares fitting of an assumed line profile to experimental data, yielding accurate line-shape information, was demonstrated only in a few papers with FMS 13 and TTFMS. 14, 15 A leastsquares fitting procedure, with an appropriate theory of the detected signal and well-known line parameters, is used to increase not only the accuracy of quantitative concentration measurements but also the accuracy of measurements of gas parameters such as temperature, velocity, and pressure. 16, 17 The ability to perform high-sensitivity measurements with high accuracy in a varying environment is important in areas such as combustion diagnostics and chemical analysis.
Of the various FM techniques, TTFMS seems to be the most suitable for high-accuracy quantitative measurements based on data modeling. The reasons for this are many. The electric-field approach adopted in the theories of FMS and TTFMS is valid at arbitrary modulation frequencies, 18 whereas the intensity approach commonly adopted in WMS theory is limited to low modulation frequencies. In WMS the large modulation index necessary to achieve an optimum signal amplitude generates a multitude of sideband components in the field spectrum, which makes the lineshape calculation in the electric-field approach complicated. In the simpler intensity approach, in which the WMS line-shape information is extracted from the dependence of the signal amplitude on the applied modulation current, 19, 20 the entire line shape is not considered, which makes the accuracy of the applied theoretical model and the retrieved line parameters difficult to evaluate. In FMS the absorption and dispersion components in quadrature are of similar amplitude, which requires high accuracy in the adjustment of the detection phase for unambiguous retrieval of the line-shape information. TTFMS, on the other hand, with its low detection frequency, has a nearly negligible dispersion contribution in recorded line shapes, and, in comparison with WMS, the relatively low number of generated sidebands allows accurate theoretical representation of line shapes, which in turn can result in greater retrieval accuracy.
We recently investigated the validity of the TTFMS theory over a wide range of modulation and line parameters, and we modeled numerically generated line shapes with a nonlinear least-squares fitting procedure for the purpose of providing the optimum choice of modulation frequencies and FM indices for accurate line-shape analysis. 15 Also, the weak dispersion component, which appears in the heterodynedetected signal when the detection phase is adjusted for maximum signal amplitude, was investigated for various experimental situations. Moreover, nonlinear distortion in the modulation response of the diode laser 21 was considered in the theory, which provided a better description of data.
In the present study we extend our previous investigation of TTFMS for high-accuracy quantitative measurements 15 to experimental data recorded over a broad range of pressures. An extensive test of the reliability of the line parameters derived by the leastsquares fitting procedure is performed by comparison of the result with line parameters derived from spectra recorded by use of direct absorption. Further, the high resolution and high sensitivity of the experimental technique employed makes a qualitative comparison of the Voigt profile and collisionally nar-rowed line profiles possible with both TTFMS and direct absorption.
Experimental techniques for accurate recording of line shapes must exclude effects arising from a variation in the laser spectral characteristics during wavelength scanning. It is known that diode-laser intrinsic properties, such as linewidth, longitudinal mode structure, amplitude and detuning of the relaxation-oscillation sidebands, vary with the laser injection current. 22, 23 Also, the modulation characteristics, such as the FM and amplitude modulation ͑AM͒ indices and the AM-FM phase difference, depend strongly on the injection current. 23 Thus wavelength scanning of a diode laser by superimposing a saw-tooth current waveform on the laser drive current can produce significant measurement errors. In this study we reduce the effect of injection current variations by superimposing a rectangular waveform on the diodelaser drive current, which produces constant-current wavelength scans.
The experimental arrangement required for recording data with high sensitivity and low instrumental distortion is described. This description includes the constant-current wavelength scanning technique, the data acquisition, and an optical dualbeam subtraction scheme for eliminating background signals and excess laser noise. Figure 1 shows the basic experimental arrangement. A detailed description of the apparatus is given elsewhere. 3 Here, we describe those parts that are of importance for high-resolution measurements.
Experimental

A. Experimental Setup
The diode laser, a double-heterostructure GaAlAs laser manufactured by Mitsubishi ͑ML4405͒, operates in a single mode near 760 nm with a maximum output power of 5 mW. The diverging beam from the laser is collimated by a Newport F-LA40 diode-laser lens and is divided by three cube beam splitters. The first polarizing cube beam splitter passes most of the intensity ͑70%͒ to a dual-beam subtraction scheme in which the oxygen cell measurements are made. It passes the rest of the intensity into a side arm with a half-wave ͑͞2͒ plate and a second polarizing cube beam splitter, which divides the beam and directs it onto two photodetectors, D1 and D2. By rotating the half-wave plate, we can optimize the intensity in either of the two beams after the polarizing beam splitter. At photodetector D1 reference spectra of the oxygen absorption from the ambient air are recorded by use of either direct absorption or TTFMS. The reference spectra are used to determine pressure-induced line shifts and to monitor the laser intensity during the TTFMS cell measurements. At photodetector D2 we obtain a wavenumber scale by recording the intensity transmitted through a solid Fabry-Perot étalon with a free spectral range of 0.08033 cm Ϫ1 and a finesse of 4. The étalon can be replaced by a confocal Fabry-Perot interferometer ͑FPI͒ with a free-spectral range of 0.25 cm Ϫ1 ͑7.5 GHz͒ and a finesse of approximately 100 for a coarse estimation of the FM index from the sideband-to-carrier intensity ratio and for monitoring the laser output spectral characteristics. The use of a quarter-wave plate ͑͞4͒ reduces optical feedback into the diode laser from the étalon or the FPI.
The dual-beam subtraction scheme cancels the absorption signal from the ambient oxygen in the beam path outside the absorption cell. The beam is divided by a 50͞50 nonpolarizing beam splitter and directed onto two identical photodiodes ͑photodetector D3͒, which are mounted on a movable platform for matching the distances travelled by both beams ͑signal and reference͒ in open air. The photodiodes, which were carefully selected to have similar transfer characteristics, are connected with opposite polarities to a common transimpedance amplifier. This photodetector configuration maintains background cancellation with high linearity over a broad bandwidth. The passband of the detector was dc to 15 MHz ͑3 dB͒, and in this band the subtraction was better than 40 dB. A polarizing cube beam splitter, which deflects part of the reference beam, balances the intensities of the two beams by rotation around the beam axis.
The photodetectors D1, D2, and D3 contain reversed biased p-i-n photodiodes ͑S-1190 Hamamatsu͒ and a transimpedance amplifier with a low-noise operational amplifier ͑Burr-Brown OPA-620͒.
The stainless steel gas cell, equipped with wedged windows, accommodates an absorption path length of 90 cm. The cell pressure was measured by a CCM Instruments CCM-1000 capacitance manometer, which has a specified accuracy of 0.5% of the reading. Oxygen of 99.998% purity with natural isotope abundance was used in the measurements.
A Melles Griot 06 DLD103 diode-laser driver was used for current supply and temperature control. The diode laser was biased by a dc current below the threshold. A rectangular current waveform derived from a pulse generator ͑Tektronix RG501͒, with current pulses selected with 0.1-to 1-ms duration at repetition rates in the range of 1-0.1 kHz, was superimposed on the laser dc current. The two modulation frequencies ͑ m Ϯ 1͞2 ⍀͒ were generated by mixing the 585-MHz output of an rf generator ͑Wavetek 2510A͒ with the 5.35-MHz output of a sinewave generator ͑Tektronix SG 503͒ in a mixer ͑Mini-Circuit ZFM-4H͒. The modulation current passing a variable attenuator was superimposed on the laser drive current by means of a bias tee. The beat signals at ⍀ ϭ 10.7 MHz from detectors D1 and D3 were filtered and amplified at 30 dB by a low-noise amplifier ͑Miteq AU-2A-0110͒ before demodulation in a doublebalanced mixer ͑Mini-Circuit ZFM-3͒. A phase shifter with variable delay lines was incorporated for a precise adjustment of the local oscillator phase. The demodulated signals were amplified and low-pass filtered at 1 MHz ͑Stanford SR560͒ before data acquisition. The detection bandwidth was carefully selected with respect to the rate at which the laser wavelength is scanned across the absorption lines. When measuring direct transmission, we connected detectors D1 and D3 directly through a low-pass filter ͑1 MHz͒ for data acquisition. Great effort was placed on filtering and proper grounding of the electronics.
B. Data-Acquisition System
The spectra were collected in 1024 channels of data by an 8-bit Tektronix 2431L digital oscilloscope and averaged 1024 times in a personal computer. To enhance the vertical digital resolution of the oscilloscope, we found it necessary to employ different offsets to the incoming waveforms to ensure that the signal was not always digitized by the same portion of the analog-to-digital converter ͑ADC͒. During an averaging cycle ͑for as many as 1024 spectra͒ the signal offset was moved gradually by the computer software through a total of 16 digitizing levels on the ADC. This way the differential nonlinearity caused by a nonuniform spacing of the digitizing levels in the ADC was effectively reduced. 24 A resolution of better than 12 bits was achieved, which is more than 2 bits better than that obtained by conventional signal averaging. The total nonlinearity, i.e., the general transfer function of the digital oscilloscope, was corrected after a full averaging cycle with a previously measured table of the deviation from an ideal linear transfer function. This procedure improved the linearity of the digital oscilloscope from 0.5% to 0.1% of the full scale of the ADC. The linearity of the complete data-acquisition system, which includes a photodiode, amplifiers, and mixers, was estimated to be better than 0.5% of the maximum scale used.
C. Wavelength Scanning
A rectangular current pulse with a rise time that was short compared with the growth rate of the junction temperature was used to produce a heat-induced constant-current wavelength scan under the duration of the pulse. 25, 26 There are several advantages to keeping the wavelength-shift-inducing current constant during the wavelength scan. First, variations of the laser intensity and spectral characteristics during the scan are minimized. Second, when direct absorption is used, the zero intensity level can be recorded directly. Third, depending on the pulse duration and repetition rate, the laser can be operated at higher optical powers and temperatures. At the beginning of the current pulse a very high scanning rate in the range of 0.1-1 cm Ϫ1 ͞s can be achieved. This has the additional advantage that a single spectrum can be recorded on a short time scale, which reduces the influence of environmental fluctuations. The drawback to a current pulse in comparison with a current ramp is that the induced wavelength shift is more nonlinear. In highresolution measurement, however, this is not a serious disadvantage because calibration of the relative wave-number scale of the recorded absorption spectra is always required. In our measurements we use recordings of the spectral throughput from a solid Fabry-Perot étalon to linearize the wavelength scale of our spectra computationally. Figure 2 presents a comparison of the spectral throughput from the FPI, in which an FM laser is wavelength scanned with a current ramp and a rectangular current pulse. A significant change in the sideband-to-carrier ratio ͑i.e., the FM index͒ occurs during the current ramp, whereas a nearly constant FM index is maintained during the current pulse. Note that whereas the laser carrier intensity increases linearly with the current ramp, the sideband intensities that depend on the FM current remain constant.
Note that heating of the laser-active region during a current pulse slightly raises the threshold current, which in turn causes a small change in the FM index. The relative FM index change during the wavelength scan can be estimated from the change in the laser power. By measuring the FM index from the sideband-to-carrier ratio at different drive currents with an FPI, we observed that the FM index scales with the laser power P 0 approximately as 1͞ ͌ P 0 . Thus a relative FM index change ␦␤ is related to the relative laser power change ␦P 0 as ͉␦␤͉ Ϸ 0.5͉␦P 0 ͉. In the measurements reported here the threshold current change over a 2-cm Ϫ1 single-mode scan produced a 6% change in the laser power, which may result in an FM index change of 3%. For analyzing line shapes with half-widths of approximately 0.05 cm Ϫ1 , we note that the corresponding change of the FM index is negligible. If necessary, a highly uniform FM index can be obtained by stabilization of the laser power by electrical feedback or by use of current pulses of a specially designed shape.
D. Signal Subtraction by a Dual-beam Configuration
To eliminate the ambient oxygen absorption, we implemented a dual-beam subtraction scheme. Figure  3 demonstrates the performance of the dual-beam subtraction scheme over a 2-cm Ϫ1 laser scan with the absorption cell evacuated. The upper trace is the transmitted intensity with one beam blocked, and the lower trace is the recorded signal after subtraction. Both waveforms were accumulated, which yielded an effective detection bandwidth of 2 kHz. The insert shows two magnified atmospheric oxygen lines with the peak absorbance of 1.3%. In the lower trace the detected laser intensity is subtracted to better than 5 ϫ 10 Ϫ4 over the whole tuning range, and the absorption lines are subtracted to the noise level. The residual slope after subtraction originates from a wavelength-dependent reflectance of the nonpolarizing cube beam splitter.
The dual-beam subtraction not only cancels the ambient oxygen absorption and the laser intensity but also cancels étalon fringes that originate from multiple reflections in the beam path before the nonpolarizing beam splitter and reduces excess laser noise to below the shot-noise level. By attenuating the laser intensity with neutral-density filters, we verified shot-noise limited detection for both direct absorption and TTFMS. Because shot-noise varies proportionally to the square root of the incident laser power, it can be distinguished from excess laser noise. The measured shot-noise rms value was approximately 2 ϫ 10 Ϫ5 of the incident laser power in a single scan with a 1-MHz bandwidth. This value coincides with the theoretical value calculated for 2 mW of optical power, accounting for a factor of ͌ 2 that is due to the two independent photodiodes.
When the signal-to-noise ratio was being enhanced by signal accumulation, the diode laser was mechanically dithered by a loudspeaker attached to the diode-laser mounting to wash out unwanted étalon fringes. The loudspeaker was driven by a sine wave asynchronously with the wavelength-shifting waveform superimposed on the diode-laser drive current. Vibrating the diode laser is more efficient than vibrating single optical elements or photodetectors 27 because it causes all optical interference in the beam path to be destabilized. Because a spectrum was scanned over a time scale that was short in comparison with the mechanical vibrations, the recorded line shapes were not affected. After signal averaging, étalon fringes limited the detection level to approximately 2 ϫ 10 Ϫ6 for both TTFMS and direct absorption. In direct absorption, however, the prominent sloping background did not allow this detectivity limit to be practically achieved.
Measurement Technique
Two oxygen A-band lines, R15Q16 and R17R17 centered at 13156.272 and 13156.616 cm Ϫ1 , respectively, were selected for use in this investigation. These lines appeared within the continuous tuning range of a laser mode and were recorded simultaneously in one data set. Direct absorption and TTFMS spectra were recorded in two separate measurement series with oxygen pressures ranging from 5 to 400 Torr. As the two oxygen lines are closely spaced, overlapping occurs at high pressures. For better measurement selectivity, the FM index ␤ was chosen to be approximately 0.7, although ␤ Ϸ 1 provides optimum signal amplitude. 15 At three different pressures ͑30, 200, and 400 Torr͒ additional spectra were recorded with ␤ changed to approximately 0.5 and 1, respectively. These additional spectra were used to determine the FM index more accurately, as we describe in Subsection 4.C.
Before and after the measurement of each series of absorption spectra, we recorded the spectral throughput of the solid étalon and background spectra with the sample cell evacuated. Because the background was stable throughout the measurements, the back-ground spectra recorded by use of direct absorption and TTFMS were subtracted numerically from the recorded absorption spectra. The recordings of the intensity transmitted through the étalon were used to obtain a relative wave-number scale in the absorption spectra. The reproducibility of the wavenumber scale was 0.01% of the 2-cm Ϫ1 single-mode scans, which provided sufficient accuracy for the line profile measurements. The accuracy in the relative wave-number scale calibration was determined by the uncertainty of the étalon free-spectral range calibration to approximately 0.05%. Figures 4͑a͒ and 4͑b͒ show typical spectra of oxygen at 200 Torr recorded with the dual-beam subtraction scheme by use of direct absorption and TTFMS, respectively. Figure 4͑c͒ shows the corresponding étalon spectral throughput. Note the fast wavelength sweep in the beginning of the current pulse. The nonvarying envelopes of the étalon fringes indicate constant laser spectral properties during the wavelength scan.
The pressure dependence of the line-center positions was investigated in a separate measurement sequence with TTFMS. The pressure-induced line shift was measured relative to the line-center position of the ambient oxygen line in a simultaneously recorded TTFMS reference spectrum. Because variations in the ambient pressure controlled by a mercury manometer were less than 0.1% during the measurement sequence, the atmospheric oxygen lines provided a good reference. The peak absorption in the reference beam was 3%. After linearization of the wavelength scale in the recorded spectra, the line-shape peaks were fitted to parabolas and the line shift determined. At the modulation frequencies employed in this study, use of TTFMS for determining line shifts was advantageous because the peak of a recorded line shape was narrower than the peak of the corresponding direct absorption line shape. 15 
Data Analysis
A. Processing of Spectra
Although a dual-beam subtraction is performed, the ambient oxygen absorption in the air path cannot be disregarded in an accurate line-shape analysis. According to the Beer-Lambert law, the direct absorption signal after subtraction I S ͑͒ is
where I 0 ͑͒ is the nonabsorbed transmitted intensity, which is assumed to be equal in both beams, and ␣ c ͑͒ and ␣ a ͑͒ are dimensionless absorbances caused by oxygen absorption in the cell and in the air path, respectively. From Eq. ͑1͒ the absorbance of the oxygen in the cell is
where
is the intensity transmitted through the open air. The intensity I air ͑͒ was recorded with the signal beam blocked, and in the subsequent analysis all the direct absorption spectra were processed according to Eq. ͑2͒.
For a detailed analysis of TTFMS spectra, appropriate expressions for the heterodyne-detected signal are essential. In previous research 15 we developed the TTFMS theory for accurate line-shape modeling; here, we give only a summary relevant to this study.
When a laser at frequency c is modulated by two closely spaced radio frequencies of 1 ϭ m ϩ 1͞2⍀ and 2 ϭ m Ϫ 1͞2⍀, the electric field produced is both phase and amplitude modulated. The absorption-related signal, neglecting the dispersion contribution, after phase-sensitive detection of the intensity component at ⍀ is given by
where R n,m ϭ r n r m r* nϩ1 r* mϪ1 ϩ J nϩ1 ͑␤͒J mϪ1 ͑␤͒ A n,m
Here, 1͞2␣ n,m ϵ 1͞2␣͑ c ϩ n 1 ϩ m 2 ͒ is the attenuation experienced by the frequency component at c ϩ n 1 ϩ m 2 , is the detection phase angle, ␤ is the FM index, M is the AM index, ⌿ is the phase difference between AM and FM, and A n,m is a correction term for a second-order nonlinear distortion of the diode-laser frequency modulation response. In Ref. 15 it was shown that accounting for the nonlinear distortion at the second-harmonic only provides suf-ficient accuracy for modeling TTFMS line shapes. In this case A n,m is
where ␦ n ͑␤, , ͒ ϵ J 1 ͓͑͒ J nϪ2 ͑␤͒exp͑i͒ Ϫ J nϩ2 ͑␤͒exp͑Ϫi͔͒.
Here and are the amplitude and the phase shift, respectively, of the second-harmonic distortion component.
After dual-beam subtraction, the heterodynedetected signal can be expressed as
where it is assumed that two closely spaced sidebands experience the same attenuation from the atmospheric broadened oxygen 1͞2␣ a , i.e., approximating 1 Х 2 Х m . The recorded TTFMS spectra were normalized to the transmitted nonabsorbed intensity I 0 ͑͒, which was numerically derived from a recording of the intensity I air ͑͒. Furthermore, the spectral dependence of exp͓␣ a ͔͑͒ was derived from the same recording of I air ͑͒ and used in Eq. ͑9͒ to calculate the atmospheric attenuation of ␣ a ͓ c ϩ ͑n ϩ m͒ m ͔ for the different frequency components. The absorbance ␣͑͒ can be expressed in terms of the integrated intensity S and the line-shape function g͑ Ϫ 0 ͒ as
The integrated intensity S is defined as S ϵ S 0 PL, where S 0 is the line strength, P is the partial pressure of the absorbing gas, and L is the absorption path length. In this analysis the line-shape function is described by the Voigt ͑V͒, Galatry ͑G͒ soft-collision, 28 or Rautian-Sobelman ͑R͒ hard-collision 29 profiles. The line profiles are standardized according to Herbert, 30 and the dimensionless line-shape parameters are x ϵ ͑ Ϫ 0 ͒͞, y ϵ ⌫͞, and z ϵ ͞, where Ϫ 0 is the frequency deviation from the possibly shifted line center, is the Doppler half-width at 1͞e intensity, ⌫ is the collision-induced half-width at half maximum, and is the narrowing, i.e., the effective velocity-changing collision rate. In this notation the dimensionless absorbance is expressed as
where K͑ x, y, z͒ is a general standardized line profile function.
A nonlinear least-squares fitting procedure was developed for analyzing direct absorption and TTFMS line shapes with the Voigt, Galatry, or Rautian-Sobelman profiles. The analytical expressions adopted for the line profile functions can be found in Ref. 15 and in references cited therein.
The adjustable line parameters in the least-squares fitting procedure were S, 0 , y, and z ͑denoted equally for G and R͒. The Doppler half-width was fixed to the theoretical value of 0.01443 cm Ϫ1 , i.e., ϭ 0.01733 cm Ϫ1 . In the fits to the TTFMS line shapes, the AM index M was an adjustable parameter, the FM index was either adjustable or fixed, and the AM-FM phase difference was fixed to ⌿ ϭ ͞2, which is a good approximation as demonstrated numerically in Ref. 15 . Before the nonlinear leastsquares fits of the two oxygen line shapes, the weak absorption features in the recorded spectra from the diode-laser relaxation-oscillation sidebands and oxygen isotopes were removed with a linear fit of a line profile to each of these features. The line profile used in this procedure was obtained from a nonlinear least-squares fit to the R15Q16 line. The removal of the weak spectral features did not influence the line parameter retrieval noticeably; however, it facilitated the evaluation of the residuals of the fits. Figure 5 shows three direct absorption spectra at different pressures and plots of the residuals from least-squares fits with the Voigt, Galatry, and Rautian-Sobelman profiles. The total oxygen pressures in the cell were 70, 200, and 350 Torr, which yielded the peak absorbances of 2.4%, 4.7%, and 5.9%, respectively. The characteristic deviation of the fitted Voigt profile from the data indicates the effect of collisional ͑Dicke͒ narrowing. 31, 15 We verified that the nonlinearity of the detection system ͑Ͻ0.5%͒ and the errors in determining the relative wave-number scale ͑Ͻ0.05%͒ could not produce a signal distortion with similar appearance and magnitude. Instead, use of the Galatry and Rautian-Sobelman profiles in the least-squares fitting procedure provided excellent fits to the data. Figure 6 shows typical results of the least-squares fits of the TTFMS line shapes. The upper traces are the TTFMS spectra at the same pressures used in the direct absorption recordings in Fig. 5 , and below are the residuals from fits with the Voigt, Galatry, and Rautian-Sobelman profiles. The FM index ␤ was derived separately, as discussed in Subsection 4.C., and fixed to 0.73. The phase shift of the secondharmonic distortion was set to ϭ , 32 and the distortion amplitude was set to ϭ 0.02␤, which provided the best fit in a fitting sequence in which the distortion amplitude was manually adjusted. Accounting for the second-harmonic distortion in the modeling reduced the residuals by a factor of 3. The characteristic signature in the residuals from the least-squares fits with the Voigt profile are consistent with the residuals obtained from fits to synthetic collisionally narrowed line shapes. 15 Note that these residuals are of the same magnitude as the residuals obtained from the fits to the direct absorption line shapes in Fig. 5 . Because the results of the leastsquares fits with the collisionally narrowed line profiles are nearly identical, the Rautian-Sobelman profile is used for computational simplicity in the subsequent analysis unless otherwise stated.
B. Collisional Narrowing
The narrowing parameter retrieved from a direct absorption spectrum is influenced by the baseline determination. Especially if the line wings extend over a considerable part of the recorded spectrum, a Fig. 5 . Typical results of least-squares fits to data recorded by use of direct absorption at three different pressures. The spectra are normalized to their peak amplitudes. The fitted line profiles are the Voigt, Galatry, and Rautian-Sobelman, labeled V, G, and R, respectively. Fig. 6 . Typical results of least-squares fits to experimental data recorded by use of TTFMS with measurement conditions corresponding to those in Fig. 5 . The modulation indices were ␤ ϭ 0.73 and M ϭ 0.004, and the modulation frequencies were 585 Ϯ 5.4 MHz. Each spectrum is normalized to its peak-to-peak amplitude.
correct baseline determination is difficult. For this reason we performed a separate least-squares fitting sequence with the line parameters adjustable and the modulation parameters fixed to obtain the pressure dependence of the narrowing. In the subsequent data analysis we use the determined narrowing coefficient ͞P to calculate the narrowing parameter at an arbitrary pressure. This procedure improves the retrieval accuracy of the remaining adjustable parameters.
The narrowing coefficient ͞P was determined to be 0.010 Ϯ 0.001 cm Ϫ1 ͞atm for the Rautian-Sobelman profile and 0.013 Ϯ 0.002 cm Ϫ1 ͞atm for the Galatry profile. These narrowing coefficients are average values of data obtained from both oxygen lines. Our results are in agreement with the values presented by Ritter and Wilkerson 33 of 0.01 ͑R͒ and 0.0145 cm Ϫ1 ͞atm ͑G͒. ͑The uncertainties were not given.͒ Also in TTFMS, the retrieved narrowing parameter is influenced by the baseline determination. However, because the TTFMS signal appears from a nearly zero baseline and the spectral extents 15 of the TTFMS line shapes in these measurements were smaller than those for the corresponding direct absorption line shapes, the baseline can be determined more accurately. Accordingly, the narrowing parameters retrieved from TTFMS line shapes showed a more linear and less scattered pressure dependence. The narrowing coefficient ͞P was determined to be 0.0097 Ϯ 0.0007 cm Ϫ1 ͞atm ͑R͒, which agrees with the measurements obtained by use of direct absorption. In the following analysis of both direct absorption and TTFMS line shapes, the value of 0.01 cm Ϫ1 ͞atm for the narrowing coefficient ͞P is adopted.
C. FM index Determination
Since the retrieval of the broadening parameter y and the integrated intensity parameter S correlates strongly with the FM index ␤, 15 an accurate assignment of the FM index parameter ␤ is important. By using a method described in Ref. 14 where at least two spectra are recorded at the same pressure but with different FM indices, we can determine the experimental FM index more accurately. For each spectrum a sequence of least-squares fits is performed with the FM index parameter ␤ differently fixed around the value estimated with an FPI. As a result for each recorded spectrum the line parameters are retrieved as a function of the FM index parameter ␤. A plot of the derived broadening parameter y versus the integrated intensity parameter S shows different slopes for spectra recorded with different experimental FM indices. The plotted traces intersect where the FM indices used in the fittings coincide with their true values. With this method not only is the FM index determined with higher accuracy than it would be from a single fit with an adjustable ␤ or by use of an FPI, but the collision halfwidth ⌫ and the integrated intensity S are as well. Figure 7 shows plots of ⌫ versus S obtained for the R15Q16 line at three different pressures for three different experimental FM indices. For comparison, data obtained from the direct absorption spectra ͑cir-cles͒ with a fitted straight line are also shown. For a particular pressure the traces are steeper for a larger experimental FM index ␤, and with increasing pressure the traces become flatter. The agreement between the intersection points and the direct absorption measurements demonstrates the efficiency of the intersection method in deriving accurate lineshape information with TTFMS. The accuracy in the determined collision half-width ⌫ and the integrated intensity S can be estimated from the intersection areas. In Fig. 7 the determination errors are indicated by the rectangles. The FM index parameter ␤ increases from the right to the left in the figure: from 0.4 to 0.65 in the flattest traces, from 0.6 to 0.85 in the middle traces, and from 0.8 to 1.05 in the steepest traces. The three experimental FM indices estimated from the intersection points are 0.52, 0.73, and 0.92 with 1% accuracy. Note that the accuracy of the intersection point determination increases with the difference in the experimental FM indices. When the FM index ␤ was adjusted in the leastsquares fitting sequence, the average value of ␤ ϭ 0.72 Ϯ 2.5% was derived. In the subsequent analysis, the FM index value of 0.73 is adopted.
Results and Discussion
A. Line Broadening
The upper part of Fig. 8 shows the collision halfwidth ⌫ retrieved with direct absorption versus pressure for both oxygen lines. The data for the R17R17 line was offset by 0.006 cm Ϫ1 for clarity. The broadening coefficients ⌫͞P were determined from straight line fits to Fig. 7 . Collision half-width ⌫ and standardized broadening y versus integrated intensity S for the R15Q16 line. The traces, labeled 1, 2, and 3, are results of multiple least-squares fits of three TTFMS spectra recorded with different unknown FM indices. The intersection points yield accurate estimations of the collision half-width ⌫, the integrated intensity S, and the FM indices. The rectangles pointed out by arrows indicate the accuracy in determining the line parameters. For comparison, data ͑open circles͒ retrieved from direct absorption spectra are shown together with a fitted straight line.
the retrieved collision half-widths. In the lower part of Fig. 8 collision half-widths obtained with TTFMS are also shown. To make a quantitative comparison possible, we subtracted the straight line fitted to the direct absorption data of the R15Q16 line from the retrieved collision half-widths. This way the difference in the broadening coefficients for the two lines becomes clearly visible. The agreement between the broadening coefficients obtained with TTFMS and direct absorption is better than 0.5%. The broadening coefficients are presented in Table 1 together with the values obtained by Ritter and Wilkerson, 33 who used a Galatry profile in their data modeling. Our values obtained with a Rautian-Sobelman profile are approximately 3% lower. Use of a Galatry profile in the least-squares fits of the direct absorption line shapes resulted in a 1% increase of the broadening coefficients. The collision half-widths retrieved with the Voigt profile exhibited a nonlinear pressure dependence, owing to the effect of collisional narrowing, with an almost 10% change of the slope in the measured pressure range. A straight line fit to these data provided 3% lower values of the broadening coefficients than obtained with the Rautian-Sobelman profile for both the TTFMS and the direct absorption spectra. As a result we conclude that the prominent collisional narrowing of the oxygen A-band lines should be considered in an accurate determination of the broadening coefficients.
B. Integrated Intensity
The integrated intensities retrieved with TTFMS and direct absorption agree better than 1% in the measured pressure range, as illustrated in Fig. 9 , in which the obtained TTFMS data are plotted versus the direct absorption data. The lower part of the figure shows the difference between these data sets. The line strength ͑S 0 ͒ determination with TTFMS was possible after calibrating the TTFMS spectrum of the R17R17 line at 300 torr to the corresponding direct absorption spectrum. The integrated intensity ͑S͒ values retrieved from the TTFMS and the direct absorption line shapes coincide better than 1% in the measured pressure range, which demonstrates the reliability of TTFMS in measuring the integrated intensity over a wide pressure range. The line strength S 0 ϭ S͞PL of both oxygen transitions was determined from straight line fits to the integrated intensity data. The obtained values, which are presented in Table 1 , are between the values presented in Refs. 33 and 34. In many applications only relative integrated in- Fig. 8 . Collision half-width versus pressure, retrieved from direct absorption and TTFMS line shapes. For clarity the upper plot shows only the direct absorption data with fitted straight lines, and the values for the R17R17 line are offset. The lower plot shows the difference between the retrieved collision half-widths and the straight line fitted to the retrieved collision half-widths of the R15Q16 line ͑open squares͒. Fig. 9 . Integrated intensities retrieved by TTFMS versus integrated intensities retrieved by direct absorption. The lower plot is the difference. tensities are of interest, e.g., in gas temperature determination from the relative intensity ratio of different vibrational-rotational transitions and in concentration measurements calibrated to a reference absorption line. The ratio of the line strengths of the two oxygen lines was determined with the previously derived integrated intensities. The obtained average values were 1.538 Ϯ 0.008 and 1.536 Ϯ 0.005 with TTFMS and direct absorption, respectively. The value provided by the HITRAN database 34 of 1.535 is within our experimental uncertainty.
C. Self-induced Pressure Shift
Pressure-induced line shifts were measured with TTFMS. Figure 10 shows a plot of the line-center shift as a function of pressure. The data for the R17R17 line were offset for clarity. From the straight line fits to the measured line shifts of the R15Q16 and R17R17, the self-induced pressure-shift coefficients were determined to be Ϫ͑5.75 Ϯ 0.10͒ ϫ 10 Ϫ3 and ͑6.10 Ϯ 0.15͒ ϫ 10 Ϫ3 cm Ϫ1 ͞atm, respectively. The obtained values are in close agreement with the previous results 35 presented in Table 1 .
Error Analysis
The uncertainties presented in Table 1 are statistical errors. Possible systematic errors are discussed below.
A. Line Broadening
A very decisive parameter in the least-squares fit of TTFMS line shapes is the FM index ␤ because it correlates with both the broadening y and the integrated intensity S parameters. When the TTFMS data were refitted with the FM index ␤ adjustable, it produced approximately six times larger scatter of the retrieved line parameters. The values of the derived broadening coefficients, however, were not affected. This coincides with the results of the numerical modeling in Ref. 15 , in which the empirical expression for the absolute broadening error dy ␤ induced by an error d␤ of the FM index was derived:
where the coefficient Q ␤ y depends on the ratio m ͞⌬ and ⌬ is the absorption line half-width at half maximum. Figure 11 shows plots of the absolute broadening error dy ␤ , normalized to ␤ 1.5 d␤, versus the broadening parameter y for different values of the normalized modulation frequency m ϭ m ͞. The data are results of least-squares fits with a Voigt profile to numerically generated TTFMS line shapes. For m ϭ 1, dy ␤ varies little if y Յ 1.5, which implies that in this region an error in the assignment of the FM index ␤ only offsets the retrieved broadening parameters y and does not affect the determination of the broadening coefficient ⌫͞P. Thus with m ϭ 1.13 and y ranging from 0 to 1.35 ͑see Fig. 7͒ , an FM index error should induce a negligible systematic error in the determination of the broadening coefficients. This was also verified by refitting the experimental TTFMS line shapes with the incorrectly fixed FM index ␤.
The differences in phase shifts experienced by different frequency components give rise to a weak intensity component beating at the intermediate frequency ⍀ in quadrature with the absorption component. This dispersion-induced component might contribute significantly in a recorded line shape if the heterodynedetection phase is not carefully adjusted for the absorption component or if the phase is adjusted for optimum signal amplitude. 15 When determining the collision halfwidth ⌫, we find that the dispersion component can cause systematic errors. For this reason the detection phase should be carefully adjusted for the absorption component. In this study, in which the detection phase was adjusted to the absorption component with an accuracy of Ϯ5°, the dispersion component can contribute as much as 0.2% of the recorded line shape. 15 We estimate the introduced uncertainty in the derived collision half-width at 0.2%.
The main systematic errors in determining the self-broadening coefficients originate from the detection nonlinearity of 0.5% and the absolute calibration of the capacitance manometer of 0.5%. There is also a deviation in the results obtained by the different collisional model, e.g., the soft collision model ͑G͒ provides approximately 1% larger values of the broadening coefficients than the hard collision model ͑R͒. The adopted value of the narrowing coefficient Fig. 10 . Self-induced line shifts measured by TTFMS versus pressure. The values for the R17R17 line are offset for clarity. Fig. 11 . Error dy of the broadening parameter induced by an FM index error d␤ versus the broadening parameter y for different normalized modulation frequencies m . In the regions where the error dy is nearly constant, an FM index error only offsets the pressure dependence of retrieved broadening parameters.
͞P influences the derived broadening coefficient ⌫͞P negligibly; e.g., a 10% change in the assignment of narrowing coefficient leads to a less than 0.3% change in the derived broadening coefficient. Additional systematic errors that are due to the accuracy of the relative wave-number scale and determination of the gas temperature and gas purity are negligible.
Extrapolation of the collision half-widths in Fig. 8 to zero pressure reveals a residual broadening of approximately 20 MHz for both lines, which we attribute to the laser linewidth and the instrumental broadening of the line shape during signal accumulation caused by jitter of the trigger position and current and temperature instabilities. However, this residual broadening does not introduce systematic errors in the broadening coefficient ⌫͞P when it is determined from the slope of the pressure dependence.
B. Integrated Intensity
When we refitted the TTFMS line shapes with the FM index ␤ fixed to different values, we found that an FM index assignment error d␤ induces an integrated intensity error dS ␤ , which approximately follows the relation dS ␤ ͞S Ϸ Ϫ2d␤͞␤. This is in agreement with the numerically derived relation 15
where the coefficient Q ␤ S is approximately zero for the ratio of m ͞⌬ experimentally realized in this study. Relation ͑13͒ implies that an error d␤ in the FM index affects the determination of the line strength from the pressure dependence of the integrated intensity parameter S. Although the accuracy of 1% in the determined FM index should introduce a 2% uncertainty in the derived integrated intensity, the integrated intensities determined with TTFMS and direct absorption show a surprisingly good agreement, better than 1% as mentioned, over the investigated pressure range.
Because the absorption spectra and the laser intensity were recorded with different oscilloscope scales, an uncertainty of 2% owing to the relative calibration of the scales is introduced in the line strengths. The ratio of the resonant main mode to the total laser intensity of 0.96 Ϯ 0.02 was determined by estimating the fraction of intensity in the cavity side modes and the relaxation-oscillation sidebands with the high finesse FPI. The accuracy with which this ratio was determined introduces an approximately 2% uncertainty in the line strengths. Again, the detection nonlinearity ͑0.5%͒ and the capacitance manometer measurement accuracy ͑0.5%͒ contribute to the line strength errors.
Since the same value of the FM index ␤ was employed in the least-squares fits of both oxygen lines, the 0.1% agreement between the line strength ratios derived with TTFMS and direct absorption confirms that an FM index change during the wavelength scan across the lines was negligible.
Conclusion
The capability of TTFMS in performing quantitative line-shape measurements was demonstrated by the accurate determination of transition line parameters. The results were compared with the line parameters retrieved with direct absorption. Two closely spaced oxygen A-band lines at 760 nm were modeled over a wide range of oxygen pressures. A dual-beam subtraction scheme eliminated excess laser noise and the atmospheric oxygen absorption in the beam path outside the sample cell. The high sensitivity achieved with both TTFMS and direct absorption permitted an accurate analysis of the recorded line shapes and a meaningful comparison of the results obtained by the two methods. By scanning the diode laser wavelength by use of a waveform with rectangular current pulses, we brought the FM index change over the wavelength scan to a minimum, which significantly reduced distortion of the recorded line shapes. It was observed that a constant laser output power over the wavelength scan indicates a constant FM index. In addition, a constant-current wavelength scan also reduces the influence from variations of intrinsic diodelaser characteristics such as linewidth, amplitude and detuning of the relaxation-oscillation sidebands.
A nonlinear least-squares fitting procedure with a Voigt, Galatry, or Rautian-Sobelman profile was used to analyze line shapes recorded with TTFMS and direct absorption. By using a few spectra recorded with different unknown FM indices, which were multiple fitted with the FM index differently fixed, we accurately determined the experimental FM index. Least-squares fits with the FM index adjustable provided nearly the same FM index values; however, the scatter of the retrieved line parameters increased by approximately six times. This implies that in quantitative gas analysis with high accuracy requirements efforts should be made to determine the FM index carefully.
When employing a Voigt line profile in the leastsquares fits of line shapes recorded with both TTFMS and direct absorption, we observed systematic discrepancies that clearly indicate the presence of collisional ͑Dicke͒ narrowing. By using a Galatry and a Rautian-Sobelman profile, we significantly reduced these deviations. TTFMS line shapes were fitted over a wide range of pressures, and the obtained residuals were less than 0.3%.
Within the experimental uncertainties, the measurements with TTFMS provided the same values of the integrated intensities and pressure-induced selfbroadening, shift, and narrowing coefficients as the direct absorption measurements. The determined line parameters were consistent with literature values. The line strength ratio of the two oxygen lines was measured accurately, which is advantageous, for example, for temperature measurements.
In this study TTFMS line shapes from absorbances of a few percent were recorded and treated with such accuracy that even the small effect of collisional narrowing can be quantified. The combination of high sensitivity and possibility of extracting detailed lineshape information makes TTFMS a useful tool for accurate quantitative gas measurements in a broad area of applications, in particular where direct absorption methods are not feasible.
