n ,ỹ n )}, whereỹ i is the majority votes among the power-and time-based classifiers (lines 2 to 7). 3) Labeled set updates: In the next round,
i ,ŷ i )|ŷ i = j}, and L t j,n denote the set of new samples whose labels are j, L t j ∆L t j,n is the symmetric difference set operation, and α j is the sampling rate for label j ∈ {−1, +1} (line 8). 4) Stopping condition: stop the iteration whenever (7) in Theorem 3.3 is satisfied (line 9).
APPENDIX B DERIVATION OF THE SURROGATE LOSS
The basic learning problem (BL) is described by (l, F, e n ), where l : Y × Y → R is the loss function to penalize misdetection, F is the class of classifiers, e n : D → (X , Y) n is the repetitive experiments performed to acquire the dataset, 
// training noise rate
To motivate the learning under corruption scheme, we introduce the corruption process T : O →Õ as a Markov kernel, which corrupts the outcome O of the experiments to beÕ, i.e.,ẽ n = T (e n ). Each Markov kernel is associated with a linear mapping,
the dual space of (R O ) for linear functionals. The learning problem is characterized by (l, F,ẽ n ), as compared to the original BL problem. erty is that we have:
where D is the original data distribution, T (D) is the corrupted distribution, Q * (l(·, f (·))) is the corruption corrected loss function, and D, l(·, f (·)) = E (x,y)∼D l(y, f (x)) is the expectation under the distribution D. The above property implies that working with the corrupted data with Q * (l(·, f (·))) is equivalent to using the clean data with the original loss function l(·, f (·)) associated with learner f ∈ F.
Since we are starting with noisy labels estimated by the occupancy schedules, the corruption process is characterized by ρ +1 = P (ỹ = −1|y = +1) and ρ −1 = P (ỹ = +1|y = −1); therefore, we can specify the Markov kernel T and Q * as:
where Q * is the conjugate transpose of Q, and it can be verified as the reconstruction of T , i.e., QT = 1. With elementary calculations, the surrogate loss (9) in the main text follows.
APPENDIX C DEFINITIONS OF DIVERGENCE METRICS
The more separable the feature, the easier it is to classify [2] . The following divergence metrics for distributions have been employed to measure feature separability, where we use p and q to denote the discrete probabilities:
• Jensen-Shannon divergence:
where m = • Hellinger distance:
• Total variation distance:
• Bhattacharyya distance:
APPENDIX D RESULTS FOR BL, NL, AND TL
Additional results are listed for the evaluations of BL (Tables  1, 2) , NL (Table 3) , and TL (Tables 4) on PC and ECO datasets. For the detailed setup and implementations, please refer to the main text.
