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Chapter 1
Introduction
Scan statistics for observations in a one or two dimensional region, have been of
great interest and have risen to prominence in applied probability and statistics
in the last 25 years. This is due to numerous applications in a wide varieties of
fields, including: archaeology, astronomy, bio-informatics, bio-surveillance, com-
puter science, electrical engineering, epidemiology, food sciences, genetics, geogra-
phy, materials sciences, molecular biology, physics, reconnaissance, reliability and
quality control, and telecommunication etc. ([18], [14], [15], [2], [11], [16], [20], [1],
etc.)
Scan statistics are effectively used to detect a local change in a parame-
ter of the distribution, and are based on a sequence of moving windows in one
dimensional, or two dimensional region. When the correct window size within
the monitored data, where a change in the parameter has occurred is known, a
fixed scanning window can be employed for the scanning procedure. However,
in practice this window size will often not be available. Hence, to avoid loss of
power by using an incorrect window size for the local detection of the parame-
1
2ter change, several scanning windows of different length need to be incorporated
in our scanning procedure. The former case is naturally named the fixed win-
dow scan statistic in the literature, and the latter, will be referred to as variable
window scan statistics or multiple window scan statistics.
Most of the research in the area of scan statistics has been focused on de-
tecting a local change in the mean of the underlying process, employing both fixed
window scan statistics ([15], [21], [22]), multiple window scan statistics ([24], [17]
and [40]) and variable window scan statistics ([30], [32] and [29,28]). For normal
data, [19] and [39] investigated the performance of fixed and multiple window scan
statistics for detecting a local change in mean. Not much research has been carried
out in the scientific literature for detecting a local change in variance, which may
have potential applications in financial risk monitoring ([35], etc.), among other
areas. A related problem for detecting a continual change in variance, employing
methods from the area of sequential analysis, has been investigated by several
researchers, including: [25], [26], [34], [38], [36], and [33].
This dissertation research is focusing on scan statistics for detecting a lo-
cal change in variance for normal data. An interesting approach for detecting a
change of variance by employing moving sum of squares statistics for normal data
was proposed by Bauer and Hackle in [3,4], in which the focus is on sequential
detection of a persistent shift of the mean and variance. Moreover, the depen-
dence structure of moving sums of squares statistics is not utilized and their joint
3distributions are approximated only by marginal distributions. Some other major
references that can provide additional motivation for our problem include vari-
able window scan statistics via a generalized likelihood ratio approach based on
discrete distributions derived by Nagarwalla in [32] and Kulldorff in [29]; approx-
imations for probabilities of moving-sum-type scan statistics in [19], [21], etc.; a
conditional approach for scan statistics based on the negative binomial distribu-
tion when the baseline parameter is unknown in [6]; and a thorough discussion for
the scan statistics for detecting a local change in mean level for normal data in
[39], based on which I will extend the topic to detecting a local change in variance
for normal data as my dissertation research.
The rest of the dissertation is organized as follows: Chapter 2 formally
describes the hypotheses tests of interest in one dimensional case, and proposes
the fixed, variable and multiple window scan statistics assuming the population
variance under the null hypothesis is known. In Chapter 3, three approaches are
proposed to perform our scan tests when the variance under the null hypothesis is
unknown: a training sample approach, a conditional approach and a parametric
bootstrap testing approach. A conditional variable window scan statistic is also
derived and compared to a conditional multiple window scan statistic in Chapter
3, in case both the cluster size and the population variance is unknown. Our
one-dimensional scan statistics are extended to two dimensional cases in Chapter
4, for both the cases of variance known and unknown in the null hypothesis. A
4brief summary of results and proposal of future works for this dissertation is given
in Chapter 5.
Chapter 2
Scan Statistics for One-dimensional Normal Data with
Known Variance
2.1 Introduction
A major interest of scan statistics is detecting a local change in a parameter of
the model for the observed data. In this chapter we investigate the use of scan
statistics for detecting a local change in variance for sequence of observations.
Let X1, . . . , XM be a sequence of independent and identically distributed
(i.i.d.) normal observations with mean µ and variance σ2, where M is the specified
range of the monitoring process. We are interested in detecting a local upward
shift in variance. One can modify the methods in this dissertation easily to detect
also a local downward shift or a two-sided shift. Let 2 ≤ m ≤M/4, be the size of
the sliding window of a segment of m consecutive observations, we are interested
in testing the following hypotheses: H0: Xi, 1 ≤ i ≤M, are i.i.d. normal random
variables with mean µ and variance σ20, vs. Ha: Xi, 1 ≤ i ≤ M, are independent
normal random variables with mean µ, and the X ′is, have variance σ
2
1 > σ
2
0 for
5
6i ∈ R(a,m) = {a, a+1, ...., a+m−1}, for some a such that 1 ≤ a ≤M−m+1. but
the X ′is for i /∈ R(a,m) have variance σ20. This a is the unknown starting location
of the window where a local change in variance has occurred. The restriction
m ≤ M/4 is used to emphasize that in most applications, we are interested in
detecting a local change in variance within a window of small or moderate size
with length no more than M/4, but when necessary, one could certainly consider
m for larger possible values, say M/2, etc.
In the above hypotheses one can always assume that µ = 0. If µ 6= 0, one
can replace the X ′is with the sequence of recurrent residuals:
Wi =
(i− 1)Xi −
∑i−1
j=1 Xj√
i(i− 1) , 2 ≤ i ≤M (2.1)
which are i.i.d normal random variables with mean 0 and variance σ20, under the
null hypothesis. ([3]). In fact, Wi corresponds to the ith entry of the so-called
Helmert transformation of the original data sequence ([31,p.197]). The use of this
transformation will result in losing one observation.
When σ20 is known, without loss of generality one can assume σ
2
0 = 1. There-
fore, the testing problem reduces to testing H0: Xi, 1 ≤ i ≤ M, are i.i.d. normal
random variables with mean 0 and variance 1 vs. Ha: Xi, 1 ≤ i ≤ M, are inde-
pendent normal random variables with mean 0, the X ′is have variance σ
2
1 > 1 for
i ∈ R(a,m) and σ20 = 1 for i /∈ R(a,m). In this chapter, we only focus on the case
when σ0 is assumed known, and for simplicity, we assume σ
2
0 = 1.
The rest of this chapter discusses our scan statistics and related issues for
7our problem formalized above, and is organized as follows. In Section 2.2 and
2.3, we discuss the fixed window scan statistic and two approximations for the
distribution of the fixed window scan statistic respectively. For a given significance
level, we present a searching algorithm in Section 2.4 to evaluate the critical value
for our testing problem. In Section 2.5, we derive a variable window scan statistic
via the generalized likelihood ratio method. We present an algorithm for the
implementation of this test statistic. In Section 2.6, a multiple window minimum
p-value scan statistic is developed along with an algorithm for its implementation.
In Section 2.7, for selected values of the parameters, we present numerical results
to evaluate the performance of the scan statistics investigated in this chapter.
Concluding remarks are given in Section 2.8.
2.2 A Fixed Window Scan Statistic
Let 2 ≤ m ≤M/4 be a prespecified length of the sliding window. A fixed window
scan statistic for detecting a local change in variance, is defined by:
Sm,M = max{Yr,m; 1 ≤ r ≤M −m+ 1}, (2.2)
where Yr,m are the moving sums of squares of the observed data:
Yr,m =
r+m−1∑
i=r
X2i ; 1 ≤ r ≤M −m+ 1. (2.3)
Under H0, the random variables Yr,m, 1 ≤ r ≤ M − m + 1, are m-dependent
and have a joint multivariate chi-square distribution and marginal chi-square dis-
8tributions with m degrees of freedom. The joint covariance matrix is given by:
Σ = {σi,j}, where: σi,i = 2m, for 1 ≤ i ≤ m, σi,j = 0, for |j − i| ≥ m and
σi,j = 2(m− k), for |j − i| = k, 1 ≤ k ≤ m− 1.
For 2 ≤ m ≤M/4 and −∞ < t <∞, let
Gm,t(M) = P (Sm,M < t) = P (Y1,m < t, Y2,m < t, . . . , YM−m+1,m < t), (2.4)
be the cumulative distribution function of Sm,M . Then,
P (Sm,M ≥ t) = 1−Gm,t(M). (2.5)
When the values of m, M and t are clearly understood, we abbreviate Gm,t(M)
and Sm,M to G(M), and Sm, respectively. For our hypotheses testing problem,
when the window size m is known, the generalized likelihood ratio test rejects the
null hypothesis, in favor of the local change alternative hypothesis Ha, whenever
Sm,M exceeds a threshold value t, where t is determined by P (Sm,M ≥ t|H0) = α,
α being the specified significance level. Hence, to implement our testing procedure
we need to evaluate G(M).
Unlike the case of detecting a local change in the mean level for the normal
data, where extensive theoretical results and R algorithms for computing mul-
tivariate normal and t distributions are readily available ([13] and [39]), for the
problem at hand there are no algorithms to evaluate G(M). Numerous types of
multivariate chi-square and gamma distributions are discussed in [27], and other
references as well. None of these results are applicable to our data structure.
9Due to the complexity of the dependence structure of the multivariate chi-square
distribution for Yr,m, 1 ≤ r ≤ M −m + 1, one has to rely on direct Monte Carlo
simulation for computing approximations for G(M).
2.3 Approximations for Probabilities of the Fixed Window Scan
Statistic
We now present two approximations for G(M). It follows from [19], Equation
(14), that:
G(M) = G(3m)
[
G(3m)
G(2m)
]K−3
G(2m+ v)
G(2m)
, (2.6)
where K ≥ 3,m ≥ 2 and 0 ≤ v ≤ m− 1 are integers such that M = Km+ v. The
second approximation for G(M) is based on [21], Corollary 2 and Equation (2.2):
G(M) =
2G(2m)−G(3m)
[1 +G(2m)−G(3m) + 2(G(2m)−G(3m))2]M/m−1 , (2.7)
where a sharp approximation of the error bound is given by:
3.3[1−G(2m)]2(M/m− 1), (2.8)
provided M ≥ 3m, 1 − G(2m) ≤ 0.025 and 3.3M [1 − G(2m)]2(M/m − 1) ≤
1. The two approximations reduce significantly the computing time needed to
evaluate the multivariate chi square distributions, especially when M/m is large.
We employ direct Monte Carlo simulation for computing G(3m), G(2m), and
G(2m + v), to evaluate the two approximations given above. Notice that, both
approximations are also valid for i.i.d. observations from distributions other than
10
normal. In Section 2.7, for selected values of the parameters, we evaluate the
accuracy of these approximations.
2.4 An Algorithm for Rejection Threshold Searching
To implement the fixed window scan statistic, Sm,M , for testing the hypotheses
outlined above, one has to determine the rejection region for a specified signifi-
cance level α. We now present an effective algorithm for searching for the critical
value that determines the rejection region. This algorithm is based on the ap-
proximations in Equation (2.6) or (2.7).
For given values of M , m, α and a searching precision parameter r the steps
of this algorithm are:
• Find integers K and v, such that M = Km+ v.
• Run N simulations, each generating 3m i.i.d. N(0, 1) random variables.
• For the ith simulation (i = 1, . . . , N), compute the value of the scan statistic
by definition (2.2), based on sequences starting from the beginning of the
simulation and of lengthM = 2m, 3m, 2m+v, denoted by si,2m, si,3m, si,2m+v,
respectively.
• To search for the critical value t, such that P (Sm,M > t) = α, start search-
ing in the region [L,U ]. Usually the region [0, 4m] will perform well. A
maximum searching time T can be set a priori.
11
1. Compute t = (L+ U)/2.
2. For d = 2m, 3m, 2m+v, compute the percentages of {si,d, i = 1, . . . , N}
that is smaller than t and denote it as G(d).
3. Compute type I error probability P by (2.5) via the approximation in
Equation (2.6) or (2.7).
4. If |P −α| < r, stop and return t as the critical value; otherwise proceed
as follows:
– If P > α let L = t, U = U and restart from step 1.
– If P < α let L = L, U = t and restart from step 1.
5. If maximum searching time T is reached and the precision is not ob-
tained, give a warning.
In Section 2.7, for selected values of the parameters, we evaluate the perfor-
mance of this algorithm via simulation.
2.5 A Variable Window Scan Statistic via the Generalized
Likelihood Ratio Method
One limitation in using a fixed window scan statistic is that most often in practice
one does not know the exact length m of a window where a local change of the
variance has occurred. When the length of the scanning window is far from
the actual length of the sequence of data, where a change in the variance has
12
occurred, the power of a fixed window scan statistic will be greatly reduced, One
approach to solve this problem is to derive a variable window scan statistic via
the generalized likelihood ratio test (GLRT) method, following the approach in
[32] and [29], where detection of a local change in the mean of observed data has
been investigated.
We now outline the steps for deriving this variable window scan statistic.
For a local upward shift in variance, the generalized likelihood ratio test will reject
H0 in favor of Ha for large values of
Λ =
supθΘ1
∏M
i=1 fθ(xi)
supθΘ0
∏M
i=1 fθ(xi)
, (2.9)
where fθ(xi) is the probability density of the ith observation in the scanned
sequence {Xi} and Θ0 and Θ1 are the parameter spaces for the null and alter-
native hypotheses, respectively. This generalized likelihood ratio statistic can be
expressed explicitly as:
Λ = sup
Θ1
(
1
σ1
)m
exp
(
1
2
a+m−1∑
i=a
X2i −
1
2σ21
a+m−1∑
i=a
X2i
)
= sup
Θ1
(
1
σ1
)m
exp
(
1
2
Ya,m − 1
2σ21
Ya,m
)
= sup
a;m
(
m
Ya,m
)m/2
exp
(
1
2
Ya,m − m
2
)
, (2.10)
where Ya,m =
∑a+m−1
i=a X
2
i . The last step follows from the fact that for fixed but
arbitrary a and m, constrained by parameter space Θ1, the supremum is achieved
13
at σˆ21 = Ya,m/m > 1. Let
Lm(Ya,m) =
(
m
Ya,m
)m/2
exp
(
1
2
Ya,m − m
2
)
. (2.11)
Regard Lm(Ya,m) as a function of Y = Ya,m, depending on a, for fixed but arbitrary
m. This function is a convex function of Y and it is increasing in Y on Θ1.
Therefore, for fixed m, the supremum in (2.10) is achieved at the maximum value
of Y . One can obtain a unique value of a that maximizes Y . It follows that,
for a given sequence of observations, one can get the location and length of the
window that maximizes Lm(Ya,m). This maximum value of Lm(Ya,m) is the value
of our variable window scan statistic based on the generalized likelihood ratio
principle. For a given sequence of observations X1, . . . , XM in our testing problem,
the algorithm presented below implements the search for the location and length
of the window that maximizes Lm(Ya,m).
• For 2 ≤ m ≤M/4, execute the following steps.
– Compute Ya,m =
∑a+m−1
i=a X
2
i for all a, where 1 ≤ a ≤M −m+ 1.
– Find max{Ya,m; 1 ≤ a ≤ M − m + 1} and record as Y ∗(m) and the
corresponding a record as a∗(m).
– Compute L∗(m) = Lm(Y ∗(m)) by equation (2.11).
• Find max2≤m≤M/4{L∗(m)}, record it as Λ∗ and record the corresponding m
as m∗. Then Λ∗ is the value of the variable window scan statistic; m∗ is the
14
most likely window size where a possible upward local change in variance
has occurred and a∗(m∗) is the most likely starting position for the local
change.
The p-value corresponding to the observed value of Λ∗ can be found by a
simulation algorithm as follows:
• Perform N simulations, each generating M i.i.d. N(0, 1) random variables.
• For each simulation, compute the observed value of Λ in the same way as
Λ∗ has been evaluated by the algorithm presented above.
• The P-value is equal to the proportion of the observed values of Λ’s, based
on the N simulations, that exceeds Λ∗ for the data set
In Section 2.7, for selected values of the parameters, we evaluate the perfor-
mance of the variable window scan statistic based on the generalized likelihood
ratio principle.
2.6 A Multiple Window Scan Statistic via the Minimum P-value
Approach
In the previous section, a variable window scan statistic based on the generalized
likelihood ratio principle has been discussed. It involved scanning the data with
windows of length m, where 2 ≤ m ≤ M/4. If M is large this procedure might
15
become computationally intensive. For the problem at hand, we propose to inves-
tigate the performance of the following multiple window scan statistic, based on
the minimum P-value method ([17] and [39]).
Since the window length m, where the change in the variance has occurred
is unknown, a sequence of n fixed window scan statistics {Sm1 , Sm2 , . . . , Smn} can
be employed simultaneously, where 2 ≤ m1 < m2 < . . . < mn ≤ M/4. The
lengths of the n sliding windows are chosen in advance by the experimenter. For
1 ≤ j ≤ n, let tj be the observed value of Smj and pj = P (Smj > tj|H0) its
associated p-value. To test H0 vs. Ha, the minimum p-value statistic, Pmin, is
defined as follows:
Pmin = min{pj; 1 ≤ j ≤ n}. (2.12)
The null hypothesis is rejected if the observed value of Pmin falls below a critical
value corresponding to a specified significance level α. Since the exact distribution
of the Pmin statistic is unknown, for a given significant level α, the critical value
pα,
PH0(Pmin < pα) = α, (2.13)
has to be evaluated by a Monte Carlo simulation. The following algorithm can be
used to find the critical value pα:
• Run N simulations with M i.i.d. N(0, 1) observations generated in each run
of the simulation.
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• For each run of the simulation, record the observed values of the fixed win-
dow scan statistics, Sm1 , . . . , Smn , denoted by t1, . . . , tn, respectively. For
1 ≤ j ≤ n, compute the observed p-value, pj = PH0(Smj > tj), from the
simulations obtained in previous steps.
• For each run of the simulation, record the minimum value of pj, 1 ≤ j ≤ n,
as pmin.
• pα will be the (α× 100)th percentile of the N pmin’s.
In Section 2.7, for selected values of the parameters, we evaluate the perfor-
mance of the Pmin statistic. We present a simulation study to compare the power
of variable, multiple and fixed window scan statistics.
2.7 Numerical Results
We first present numerical results to evaluate the accuracy of the approximations
for P (Sm > t), in Equations (2.6) and (2.7), based on simulated probabilities
of G(2m) and G(3m) from 100, 000 trials. In Tables 2.1 and 2.2, for selected
values of M , m and t, these two approximations are compared with probabilities
for P (Sm > t), computed by a direct simulation with 100, 000 trials of i.i.d.
observations of N(0, 1). From the numerical results, it is evident that the two
approximations are quite accurate.
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Table 2.3: Rejection Thresholds for 1-dim Scan Statistics by Searching Algo-
rithm with Approximation or Direct Simulation
Significance Searching Rejection Threshold
Level α Method m=5 m=10 m=15 m=20 m=25
0.01 A 24.61 33.05 40.61 47.46 54.49
S 24.22 32.91 40.50 47.45 54.20
0.05 A 20.21 28.30 35.07 41.66 48.12
S 20.28 28.18 35.11 41.63 47.90
0.10 A 18.37 26.06 32.56 38.94 44.93
S 18.53 26.00 32.65 38.93 44.89
For selected significance levels α, Table 2.3 provides numerical results for
the rejection thresholds of fixed window scan statistics, with scanning window
lengths m = 5, 10, 15, 20, 25, respectively, for a sequence of M = 100 N(0, 1) ob-
servations. The thresholds in each entry of Table 2.3 are obtained either by direct
simulations, marked as method ”S”, or by the searching algorithm, marked as
method ”A”, based on the approximation in Equation (2.6). The direct simula-
tion method is based on N = 100, 000 trials. The searching algorithm is based
on the parameters r = 0.001 and T = 10, 000. Based on the numerical results,
the rejection thresholds obtained by the two methods in Table 2.3 are very close,
indicating good performance of our searching algorithm.
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In Tables 2.4 and 2.5, for selected values of the parameters and three different
scales of the local shift in variance, represented by the ratio of σ1/σ0, we present
numerical results for power of fixed, variable and multiple window scan statistics,
based on a simulation with N = 100, 000 trials of N(0, 1) observations. In Table
2.4 a sequence of length M = 100 observations is used, with a local change of
variance starting at the 11th observation, for a length of m = 10 consecutive
observations. In Table 2.5, we used a sequence of length M = 250, with a local
shift in variance starting at 101th observation and m = 10. Since we assume a
potential local change in variance, the variable window (VW) scan statistics, in
the two tables employed 3 ≤ m ≤ 25 and 3 ≤ m ≤ 50, respectively. The multiple
window (MW) scan statistics used all the listed fixed window sizes simultaneously.
Note that the true window size for a local change in Table 2.5 is not among the
selected window sizes for fixed or multiple window scan statistics.
From the numerical results in Tables 2.4 and 2.5, for each of the shift ratios
σ1/σ0, it is evident that the power is maximized by using a fixed window scan
statistic with the correct window size. When the correct length of the window
where a change in the variance has occurred is unknown, using a fixed window
scan statistic with an incorrect window size most often will result in sizable loss
of power. The power loss can be greatly reduced by employing a variable or a
multiple window scan statistic. Based on our power simulation study, the variable
window scan statistic outperformed slightly the multiple window scan statistic.
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Simulations for sequences of length M = 1000 yielded similar results.
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2.8 Concluding Remarks
We have investigated the performance of several types of scan statistics for detect-
ing a local change in variance for one dimensional i.i.d. normal observations with
known variance. When the local shift in variance is moderate or large and the size
of the window, where the change has occurred, is unknown, the variable and mul-
tiple scan statistics performed well. The variable window scan statistic performed
slightly better than the multiple window scan statistic. When the length M of
the scanned data sequence gets large, the implementation of the multiple window
scan statistic is much faster than that of the variable window scan statistic, with
only a small loss of of power. Hence, for detecting a local change in variance in
large data sets, the multiple window scan statistic is recommended.
We would like to mention that the variable window scan statistic can be
potentially employed for detecting the most likely location and size of a local
change of variance. Based on a simulation study with 100, 000 trials for a sequence
of length M = 100, having a shift in standard deviation from 1 to 3, starting at
11th observation with window size m = 10, the percentage of the most likely
location for a change, has been correctly detected within 2 units from the true
starting point, is nearly 81.4%. The percentage of the most likely window size for
the change, within 3 units from the true size, is nearly 75.1%. A similar simulation
study with M = 200 and true window size m = 30, with the same parameters as
in the previous example, showed that, the percentage of the most likely starting
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point within 3 units from the true starting point, is nearly 88.3%. The percentage
of the most likely length of the window where a change has occurred, within 5
units from the true size, is nearly 88.0%. Additional research needs to be done to
investigate the performance of scan statistics for detecting accurately the location
of a local change in variance and its length, when the change is moderate or small,
and the sequence length is large.
Chapter 3
Scan Statistics for One-dimensional Normal Data with
Unknown Variance
3.1 Introduction
In this chapter, we formulate and study the performance of fixed, multiple and
variable window scan statistics for detecting a local change in variance for normal
data when the population variance of the underlying normal distribution is un-
known. In Chapter 2, scan statistics for detecting a local change in variance for
one dimensional normal data have been discussed, with the assumption that the
variance under the null hypothesis is known. However, in many practices the null
variance is unknown, then the scan statistics proposed in Chapter 2 can not be ap-
plied directly, since the related computations rely on the known variance. In this
chapter, three approaches are proposed to adjust the implementation of the tests
when the null variance is unknown: a training sample approach, a conditional
approach, and a parametric bootstrap testing approach.
The chapter is organized as follows. In Section 3.2, we formulate three fixed
25
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window scan statistics for detecting a local change in variance for normal data.
We present algorithms for approximating, via simulation, their distributions under
the null hypothesis of no local change in variance and computing the power under
specified alternatives. In Section 3.3, we develop a multiple window scan statistic,
that can be viewed as a bootstrap test statistic, based on a sequence of observed P-
values of a fixed window scan statistic discussed in Section 3.2. We also formulate
a variable window scan statistic via a conditional generalized likelihood ratio test
approach in Section 3.4. We present algorithms to evaluate the null distributions
of these scan statistics and evaluate their power under specified alternatives. In
Section 3.5, for selected values of the parameters, we present numerical results
to evaluate the performance of scan statistics discussed in Sections 3.2 - 3.4.
Concluding remarks are presented in Section 3.6.
3.2 Fixed Window Scan Statistics
3.2.1 A Training Sample Approach
Let X1, . . . , XM be a sequence of i.i.d. normal observations with mean µ and vari-
ance σ2, where µ and σ2 are unknown parameters and M is the specified range of
the monitoring process. We are interested in detecting a potential occurrence of a
local change in variance within a subsequence of m consecutive observations in the
observed data. In this dissertation, we investigate the detection of a local upward
shift in variance. One can modify the methods discussed in this dissertation to
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accommodate detection of a local downward shift or a two-sided shift. Without
loss of generality, one can always assume that µ = 0. If µ 6= 0, one can replace
the X ′is with the sequence of recurrent residuals:
Wi =
(i− 1)Xi −
∑i−1
j=1Xj√
i(i− 1) , 2 ≤ i ≤M,
which are iid normal random variables with mean 0 and variance σ2 ([3]). We are
interested in testing H0: Xi, 1 ≤ i ≤ M, are i.i.d. normal random variables with
mean 0 and variance σ2 = σ20, vs. H1: Xi, 1 ≤ i ≤ M, are independent normal
random variables with mean µ = 0, and variance σ2 = σ21 within a segment of
m consecutive observations R(a,m) = {a, a + 1, ...., a + m − 1}, and variance
σ2 = σ20 elsewhere, where σ1 > σ0. The parameter 1 ≤ a ≤ M −m + 1, denotes
the unknown starting location of the change in variance and 2 ≤ m ≤M/4 is the
length of the window where a change in the variance has occurred. The restriction
m ≤M/4 emphasizes the focus on detecting a local change in variance.
When m is known, one can employ a fixed window scan statistic:
Sm,M = max{Yr,m; 1 ≤ r ≤M −m+ 1}, (3.1)
where Yr,m, is the moving sum of squares defined by:
Yr,m =
r+m−1∑
i=r
X2i ; 1 ≤ r ≤M −m+ 1. (3.2)
One can show that the generalized likelihood ratio test rejects the null hypothesis
in favor of the local change alternative whenever Sm,M exceeds a threshold value t,
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where t is determined by P (Sm,M ≥ t|H0) = α, where α is a specified significance
level of the testing procedure.
When σ20 is known, Chapter 2 investigated the performance of this scan
statistic for detecting a local change in variance. In most real applications the
population variance is unknown. In such cases the methods in Chapter 2 cannot be
applied to evaluate the tail probabilities P (Sm,M ≥ t|H0). When σ20 is unknown,
the following three methods can be employed.
The first method is based on the availability of a training sample of n0 i.i.d.
observations, with an identical distribution as X1 under H0, and independent of
the data {Xi, 1 ≤ i ≤ M}. Let S2n0 be the sample variance evaluated from the
training data. Then, under H0,
(n0 − 1)S2n0
σ20
has a χ2n0−1 distribution. Consider the transformed data:
X∗i = Xi/Sn0 , 1 ≤ i ≤M.
Under H0, X
∗
i , 1 ≤ i ≤ M, have a marginal tn0−1 distribution and they are con-
ditionally independent given S2n0 = s
2
n0
. Note that when H0 holds, the joint dis-
tribution of the new data sequence does not depend on any unknown parameters.
We can employ the following scan statistic:
S∗m,M = max{Y ∗r,m; 1 ≤ r ≤M −m+ 1}, (3.3)
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where
Y ∗r,m =
r+m−1∑
i=r
X∗i
2 =
∑r+m−1
i=r X
2
i
S2n0
; 1 ≤ r ≤M −m+ 1, (3.4)
to test H0 vs. H1, stated above. The distribution function of S
∗
m,M is given by
G∗m,t(M) = P (S
∗
m,M < t) = P (Y
∗
1,m < t, Y
∗
2,m < t, . . . , Y
∗
M−m+1,m < t).
Under H0, each Y
∗
r,m/m has an F (m,n0−1) distribution and G∗m,t(M) is a special
type of a multivariate F distribution. Since there are no established algorithms
to evaluate G∗m,t(M), the tail probabilities P (S
∗
m,M ≥ t|H0) have to be evaluated
via a Monte Carlo simulation. Note that as n0 →∞, the scan statistic probabil-
ities P (S∗m,M ≥ t|H0) → P (Sm,M ≥ t|H0). Therefore, when a training sample is
available one can implement the testing of our hypotheses using a scan statistic
for the transformed data {X∗i , 1 ≤ i ≤M}. In Section 3.5, Tables 3.1 and 3.2, we
evaluate the performance of a fixed window scan statistic via the training sample
approach.
3.2.2 A Conditional Approach
In some applications it may not be possible to obtain preliminary training data
to estimate the population variance when H0 is true. A second approach, that is
widely applicable, to eliminate unknown parameters when H0 is true, which for
the problem at hand of the population variance, is to condition on the sufficient
statistic under H0. For example, this conditional approach is used for scanning
negative binomial data in [6], where the joint distribution of the sequence of the
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negative binomial data conditioning on their total sum was shown to have a mul-
tivariate Polya distribution, which does not depend on any unknown parameter.
For our problem at hand, when H0 is true, the sufficient statistic for σ
2
0 under H0
is:
R2 =
M∑
i=1
X2i .
In that case, the distribution of the random vector {Xi, 1 ≤ i ≤ M}, given
R2 = r2, is uniform on a sphere of radius r. ([9,Chap.12], [37]). Moreover, the
random vector
{X∗∗i = Xi/R; 1 ≤ i ≤M}, (3.5)
where R =
√∑M
i=1X
2
i , has a joint uniform distribution on the (M−1) dimensional
unit sphere. Consequently, we can define a scan statistic for the the sequence of
observations {X∗∗i ; 1 ≤ i ≤M}:
S∗∗m,M = max{Y ∗∗r,m; 1 ≤ r ≤M −m+ 1}, (3.6)
where
Y ∗∗r,m =
r+m−1∑
i=r
X∗∗2i =
∑r+m−1
i=r X
2
i
R2
; 1 ≤ r ≤M −m+ 1. (3.7)
We propose to employ this scan statistic for testing H0, conditional on R
2 = r2.
The conditional P-value of this scan statistic is given by
P (S∗∗m,M ≥ s|R2 = r2, H0),
where s is the observed value of S∗∗m,M . Under H0, the distribution of S
∗∗
m,M does
not depend on any unknown parameters. Hence, for a given significance level α
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we can find the critical value t such that P (S∗∗m,M ≥ t|R2 = r2, H0) = α. These
computations will be implemented via a Monte Carlo simulation that generates
N sequences of data of M i.i.d. N(0, 1) observations, and then dividing each
observation by R. In Section 3.5, Tables 3.1 and 3.2, we evaluate the performance
of the fixed window scan statistic via the approach of conditioning on the sufficient
statistic.
Alternative ways to make the data invariant of σ0 similarly, include consid-
ering:
Ci = Xi/|X1|, i = 2, . . . ,M
Then under the null hypothesis the Ci’s marginally follows the standard Cauchy
distribution, depending on each other but invariant to σ0. Thus our scan statistics
can also be implemented based on the {Ci}. Notice that, by using this transfor-
mation, a price to pay is losing one observation (only have (M − 1) Ci’s), but this
does not affect much for our test based on a long sequence.
3.2.3 A Parametric Bootstrap Testing Approach
A third approach for our testing problem is a parametric bootstrap test. As
a popular computing intensive re-sampling method in statistics, the bootstrap
idea was initially invented mainly for nonparametric estimation problems, e.g.
estimating the confidence interval for the standard deviation of a test statistic
T (X) by re-sampling the original data {Xi; 1 ≤ i ≤ n} with replacement many
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times, to get the samples of the test statistics: {Ti}, etc.. But it has been adjusted
quickly later for more widely applications, including hypothesis testing, regression
problems, parametric settings, etc.
As pointed out by Efron in [10], the bootstrap method as a special data-
based simulation relieves the analyst from having to make parametric distribu-
tion assumptions in nonparametric mode, and provides answers to non-textbook-
formulae problems in parametric mode. For more details of the bootstrap meth-
ods. Detailed early development, theoretical justification and variations, etc, can
be found in [10] and [8], etc.
For our problem at hand, the first step in implementing it is to estimate
σ20, the unknown population variance under H0, via the sample variance of the
observed data: σ̂20 = S
2
M . Let F̂0 denote the fitted null model based on this
estimate of σ20. Then the calculation of the P-value for our fixed window scan
statistic Sm,M , where s is its observed value,
p = P (Sm,M ≥ s|F̂0),
is referred to as a parametric bootstrap test. The P-value for this statistics has
to be evaluated via simulation. The following algorithm can be effectively used
to implement this parametric bootstrap test:
1. Given the sequence of observations {Xi; 1 ≤ i ≤M}, and a scanning window
of size m, compute the observed value of a fixed window scan statistic Sm,M
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defined in (2.2), and denote it by sm,M .
2. Based on {Xi; 1 ≤ i ≤M}, estimate σ20 by the sample variance S2M .
3. Generate B bootstrap samples indexed by b, 1 ≤ b ≤ B, with each bootstrap
sample consisting of a sequence of M i.i.d. normal observations with mean
0 and variance σˆ20 = S
2
M .
4. For each generated bootstrap sample compute the fixed window scan statis-
tic denoted by S
(b)
m,M , 1 ≤ b ≤ B, defined in (2.2).
5. For a given significance level α, based on S
(b)
m,M , 1 ≤ b ≤ B, compute the
bootstrap P-value as follows:
P-value =
#{S(b)m,M > sm,M ; 1 ≤ b ≤ B}
B
. (3.8)
Reject the null hypothesis if the P-value < α.
To improve the precision of the bootstrap P-value obtained via this al-
gorithm, one can use a double bootstrap procedure introduced by Davison and
Hinkley in [8], which is computationally more intense. We present below the steps
of an algorithm for the double bootstrap test.
1. Compute the P-value, p, based on the observed data and bootstrap samples
as described in the algorithm above.
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2. Repeatedly compute P-values, denoted by p(b), 1 ≤ b ≤ B, for each of the
bootstrap sample treated as original data and the re-sampled B bootstrap
samples.
3. Then,
padj =
#{p(b) < p; 1 ≤ b ≤ B)
B
is the adjusted P-value.
To implement the parametric bootstrap test we need to generate B boot-
strap samples from the estimated distribution under null hypothesis. A natural
question is: how many of such bootstrap samples will be enough for our test to
have an accurate estimate for the P-value and good power? An answer to this
question can be found in [7], among many others, where a general rule for choosing
the bootstrap sample size B is presented to keep the power loss at an acceptable
level. It is suggested that B should be at least 400, preferably 1000, for signifi-
cance level 0.05. It should be be at least 1500, preferably 4000, for level 0.01. In
this article we have chosen B = 1500.
When necessary, one can also use a pre-testing algorithm given in [7] for
searching B, which showed very good performance supported by simulation ex-
periments. The brief idea for this pre-testing algorithm is described as follows:
for a given significance level α, start with a small value of B, then,
1. Do regular bootstrap test and compute bootstrap P-value as in (3.8);
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2. Utilize a separate test as follows to check if the bootstrap sample size B is
large enough: If the obtained P-value in step 1 is significantly smaller (or
larger) than the specified significance level α, then stop and conclude that B
is good enough, else add more bootstrap samples and repeat the procedure
until stop or a maximum-allowed value of B is reached.
The above significance testing for P-value smaller (or larger) than α is done
by testing H1 : P-value < α (or H1 : P-value > α), using binomial distri-
bution or its normal approximation with another pre-specified significance
level β. Refer to [7] for more details.
To compare the performance of the three scan statistics discussed in this
Section, we need to evaluate and compare their power for specified local alterna-
tives. For a specified significance level α and a specified value of σ21 in H1, the
power of the scan statistics, based on a training sample approach and conditioning
on the sufficient statistic approach, can be evaluated via the following algorithm:
1. Run N simulations of M independent observations under the specified alter-
native hypothesis. For the training sample method, simulate n0 observations
for the training sample in each run.
2. For each run of the simulation, compute the observed values of the scan
statistics S∗m,M or S
∗∗
m,M given in equation (3.3) or (3.6), respectively.
3. Reject H0 if the observed value of the scan statistic based on Monte Carlo
36
simulation under H0 exceeds the critical value corresponding to the specified
significance level α. The power equals the proportion of rejections out of the
N simulation runs under H1.
The power of the parametric bootstrap test can be evaluated as follows:
1. Run N simulations of M independent observations under the specified al-
ternative hypothesis.
2. For the ith, i = 1, . . . , N , simulated data sequence, compute the bootstrap
P-value, denote by pˆi, by the bootstrap testing procedure given in (3.8).
3. Estimate the power by the proportion of these bootstrap P-values that are
less than α :
βˆB =
#{pˆi < α; i = 1, . . . , N}
N
.
Furthermore, a nice algorithm to produce a conservative confidence interval
for the bootstrap test power, 1 given the length and coverage probability of the
interval can be found in [12], which is already implemented in the R-package
simctest, available on CRAN. One can refer to their paper for details if interested
in getting a confidence intervals of the power.
In Section 3.5, Tables 3.1 and 3.2, for selected values of the parameters, we
evaluate the power for the three fixed window scan statistics. From the numerical
1 in fact, this algorithm works for almost any Monte Carlo type hypothesis test method
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results, it is evident that the scan statistic based on conditioning on the sufficient
statistic for σ20 outperforms the other two scan statistics.
3.3 A Conditional Multiple Window Scan Statistic
A shortcoming for a fixed window scan statistic arises from the fact that in practice
one usually does not know the true window size m, where a change in variance has
occurred. Using a fixed window scan statistic, with an incorrect size for the moving
window, will result in loss of power. One approach to address this problem, is to
employ a multiple window scan statistic ([6,17,40,41]). Based on numerical results
in Section 3.5, Tables 3.1 and 3.2, for fixed window scan statistics discussed in
Section 3.2, we have concluded that the scan statistic conditional on the sufficient
statistic for σ20 is superior to the other two fixed window scan statistics. Hence,
only the multiple window scan statistic via the conditioning on the sufficient
statistic for σ20 will be discussed below.
For n ≥ 2, let 2 ≤ m1 < m2 < . . . < mn ≤ M/4 be the n sliding windows
chosen by the experimenter. For the transformed data sequence {X∗∗1 , ...., X∗∗M},
defined in (3.5), the corresponding fixed window scan statistics, S∗∗m1,M , . . . , S
∗∗
mn,M
,
are given in equation (3.6). For 1 ≤ j ≤ n, let sj,be the observed value of S∗∗mj ,M
and pj = P (S
∗∗
mj ,M
> sj|R2 = r2, H0) its associated p-value, respectively. For
testing H0 vs. H1, we propose to employ the following minimum P-value statistic,
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denoted by Pmin, defined as:
Pmin = min{pj; 1 ≤ j ≤ n}. (3.9)
This Pmin is referred to as a conditional multiple window scan statistic. Note
that, in the context of multiple testing, Pmin can be viewed as a bootstrap test
statistic ([8], Sec. 4.4.3). For the problem at hand, the null hypothesis is rejected
if the observed value of Pmin falls below a specified critical value. Since the exact
distribution of the Pmin statistic is unknown, for a given significant level α, the
critical value pα :
PH0(Pmin < pα) = α, (3.10)
has to be computed by a Monte Carlo simulation. In Section 3.5, Tables 3.3 - 3.6,
for selected values of the parameters, we evaluate the power for the Pmin statistic.
While employing Pmin to test H0 vs. H1, one can obtain an estimate of
the window size where a change in variance has occurred, mˆ, from the window
size corresponding to the observed value of Pmin. Moreover, one can estimate the
starting location of the window with the change of variance, aˆ, via the location
which maximizes the moving sum squares with the fixed window size mˆ. We
discuss our findings briefly in Section 3.5.
3.4 A Conditional Variable Window Scan Statistics
An alternative test statistic for the testing problem, outlined in Section 3.2, can
be derived via the generalized likelihood ratio method, following the approach in
39
[32] and [29]. In our case, we derive a conditional generalized likelihood ratio
test (GLRT), that is based on conditioning on the total sum of squares of the
whole data sequence,
∑M
k=1X
2
k = R
2, and the sum of squares of the partial data,
{Xa, . . . , Xa+m−1} corresponding to a specified alternative,
∑a+m−1
k=a X
2
k = r
2,
where 3 ≤ m ≤ M/4. Therefore, under H0, (X1, X2, . . . , XM), conditional on R,
has a joint the uniform distribution on the (M − 1) sphere with radius R. More-
over, under H1, conditional on R and r, (X1, . . . , Xa−1, Xa+m, . . . , XM) jointly
follow a uniform distribution on the (M − m − 1) sphere with radius √R2 − r2
and are independent of (Xa, . . . , Xa+m−1), where the latter jointly follow the uni-
form distribution on (m − 1) sphere with radius r. Hence, for the problem at
hand, the conditional GLRT is given by:
Λ =
supΘ1f(x1, . . . , xM | R, r)
supΘ0f(x1, . . . , xM | R, r)
=
supΘ1
{
1
SSm−1(r)
× 1
SSM−m−1(
√
R2−r2)
}
supΘ0
{
1
SSM−1(R)
}
=
supΘ1
{
1
mpim/2rm−1/Γ(m/2+1) × 1(M−m)pi(M−m)/2(R2−r2)(M−m−1)/2/Γ(M/2−m/2+1)
}
supΘ0
{
1
MpiM/2RM−1/Γ(M/2+1)
} ,
(3.11)
where Θ0 and Θ1 represent the parameter spaces under H0 and H1, respectively;
f(x1, . . . , xM | R, r) is the joint density of X1, . . . , xM conditional on R and r
under respective hypotheses; the function SSN(K) = Npi
N/2KN−1/Γ(N/2 + 1)
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gives the surface area of the (N − 1) sphere with radius K; and for α > 0,
Γ(α) =
∫∞
0
exp (−x)xα−1dx is the gamma function.
After routine derivations, it follows from equation (3.11), that
Λ =Λ(m, a | R, r)
∝supΘ1
B(m/2, (M −m)/2)
(r2/R2)(m−1)/2(1− r2/R2)(M−m−1)/2
∝sup{m,a} B(m/2, (M −m)/2)
(Y ∗∗a,m)(m−1)/2(1− Y ∗∗a,m)(M−m−1)/2
, (3.12)
where B(α, β) =
∫ 1
0
xα−1(1− x)β−1dx is the beta function and Y ∗∗a,m, as defined in
(3.7), is the moving sum squares for the transformed data {X∗∗i = Xi/R; 1 ≤ i ≤
M}, defined in (3.5).
Note that, the final representation of the conditional GLRT statistic depends
only on the joint distribution of {X∗∗i = Xi/R; 1 ≤ i ≤M}, which under H0, does
not depend on the unknown value of σ0, and under H1, depends only on σ1/σ0.
Moreover, for a fixed window size m, the function g(Y ∗∗) = (Y ∗∗)(m−1)/2(1 −
Y ∗∗)(M−m−1)/2 is decreasing in Y ∗∗ under H1. Therefore, the conditional GLRT,
Λ is increasing in Y ∗∗ Therefore, for a known fixed value of m, the conditional
GLRT will be the same as our fixed window scan statistic, conditional on the
sufficient statistic for σ20, discussed in Section 3.2. When the window size m is
unknown, equation (3.12) leads us to the following algorithm for implementing
the conditional GLRT:
• Transform the data sequence X1, . . . , XM into X∗∗1 , . . . , X∗∗M as defined in
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(3.5)
• For each 3 ≤ m ≤M/4, execute the following steps.
– Compute Y ∗∗a,m =
∑a+m−1
i=a (X
∗∗
i )
2 for all a, where 1 ≤ a ≤M −m+ 1.
– Find max{Y ∗∗a,m; 1 ≤ a ≤ M − m + 1}, record it as Y ∗∗∗(m) and the
corresponding a record as a∗(m).
– Substitute Y ∗∗∗(m) in equation (3.12) and denote it by LR(m).
• Find max3≤m≤m/4{LR(m)}, record it as LR∗ and record the corresponding
m as m∗. Then LR∗ is the value of the conditional GLRT statistic; m∗ is the
most likely window size where a possible upward local change in variance
has occurred and a∗(m∗) is the most likely starting location for the local
change.
We refer to the conditional GLRT statistic, Λ, as a conditional variable win-
dow scan statistic. The associated critical value or p-value for Λ can be obtained
by performing N simulation runs, each having M i.i.d. N(0, 1) random variables,
and then repeating the above steps for each of the simulated M -sequences. When
M is large, to avoid possible numerical underflow problems, one needs to consider
the log(Λ) statistic.
In Section 3.5, Tables 3.3-3.6, for selected values of the parameters, we
present a power comparisons between the conditional multiple window scan statis-
tic Pmin and the conditional variable variable window scan statistic Λ. In Tables
42
3.5-3.6, the power of Pmin and Λ is compared to the power of the conditional fixed
window scan statistic S∗∗m,M .
3.5 Numerical Results
In this section, numerical results are presented to evaluate, for selected values of
the parameters, the power of scan statistics discussed in Sections 3.2-3.4. The
power of the scan statistics is evaluated based on a simulation with 10, 000 trials,
employing algorithms that have been presented in Sections 3.2-3.4. For each scan
statistic investigated in this article, we have simulated a sequence of independent
normal observations with µ = 0 and σ0 = 1 and length M = 100 or M = 1000,
respectively, with selected window sizes specified in the tables. For each simulated
data to be scanned, without loss of generality, the window of length m where the
local change of variance occurs starts at the 11th observation. The window size
for the local change of variance is: m = 10 in Tables 3.1-3.4, and m = 7 in Tables
3.5-3.6. The change in the local variance in the specified window is an upward
shift of σ , from σ0 = 1 to σ1, as listed in the tables.
In Tables 3.1-3.2, for selected values of the parameters, we evaluate the
performance, via power comparison, of fixed window scan statistic introduced in
Section 3.2. In Tables 3.1-3.2, the power is evaluated for fixed window scan statis-
tics based on the training sample, bootstrap and conditioning on the sufficient
statistic approaches. In Table 3.1, the power is also evaluated for the double
43
bootstrap method. For the training sample approach, n0 = 20 has been used
for the simulated training sample size. For the parametric bootstrap and double
bootstrap testing methods, the bootstrap sample size B = 1500 has been used.
Based on the numerical results in Tables 3.1-3.2, it is evident that the fixed win-
dow scan statistic based on the conditioning on the sufficient statistics approach
performs best. From the numerical results in Table 3.1, one can see that the
scan statistic based on double bootstrap testing method performs as well as the
scan statistic based on the conditioning on the sufficient statistics approach. For
α = .01 or a small local shift in variance, the fixed window scan statistic based
on the training sample approach and the bootstrap approach have a lower power.
Hence for the problem at hand, the training sample approach or the single boot-
strap approach are not recommended. The fixed window scan statistic based on
the double bootstrap approach provides significant improvement of power over
the single bootstrap approach. However, it is computationally too intensive for
computing the power for M = 1000. Therefore, considering both the performance
and computational efficiency, the use of the fixed window scan statistic based on
the conditional approach is recommended. From the numerical results in Tables
3.1-3.2, one can also observe that, for each method, there is a loss in power when
the fixed scanning window size is far away from the size of the window where a
change in the variance has occurred (here the size of that window is m = 10).
In Tables 3.3-3.4, for selected values of the parameters, we evaluate the
44
power for the conditional multiple window scan statistic, Pmin, and the variable
window scan statistic based on the conditional GLRT, that have discussed in
Section 3.3 and 3.4. In both tables, the size of the window where a change in
the variance has occurred (m = 10) is one of the windows considered by the Pmin
statistic. From the numerical results in Tables 3.3-3.4, one observes that both
scan statistics perform similarly. They both perform well when the change in the
variance is moderate or large.
In Tables 3.5-3.6, for selected values of the parameters, we evaluate the
power for five fixed window scan statistics, the conditional multiple window scan
statistic, Pmin, and the variable window scan statistic based on the conditional
GLRT, when the size of the window where a change in the variance has occurred
is m = 7 while the window sizes of the fixed window scan statics and the Pmin
statistics are either larger or smaller, as specified in these tables. From Tables 3.5-
3.6, it is evident that the fixed window scan statistics perform poorly compared
to the multiple and variable window scan statistics. The variable window scan
statistic based on the conditional GLRT has a slightly higher power than the Pmin
statistic. For a large sequence of observation, such as M = 1000 or larger, the
computing time for Pmin statistic is significantly faster and is more practical for
use in practice. For shorter sequences the use of the variable window scan statistic
is recommended.
45
T
a
b
le
3
.1
:
P
ow
er
C
om
p
ar
is
on
s
fo
r
1-
d
im
A
d
ju
st
ed
F
ix
ed
W
in
d
ow
S
ca
n
S
ta
ti
st
ic
s,
σ
2 0
U
n
k
n
ow
n
,
M
=
10
0
σ
1
/σ
0
=
√ 2
σ
1
/σ
0
=
2
σ
1
/σ
0
=
3
m
α
=
0.
01
α
=
0.
05
α
=
0.
1
α
=
0.
01
α
=
0.
05
α
=
0.
1
α
=
0.
01
α
=
0.
05
α
=
0.
1
5
T
0.
04
26
0.
12
98
0.
21
21
0.
28
38
0.
49
76
0.
60
39
0.
79
10
0.
89
58
0.
93
65
B
0.
03
88
0.
11
92
0.
19
02
0.
36
21
0.
55
76
0.
65
19
0.
85
41
0.
93
91
0.
96
30
D
0.
06
74
0.
16
44
0.
23
98
0.
45
26
0.
61
79
0.
70
10
0.
89
84
0.
95
49
0.
96
96
C
0.
07
16
0.
16
93
0.
24
80
0.
46
12
0.
62
52
0.
70
09
0.
90
20
0.
95
27
0.
96
65
10
T
0.
04
13
0.
13
04
0.
21
25
0.
28
63
0.
49
32
0.
61
11
0.
79
55
0.
90
39
0.
94
07
B
0.
03
80
0.
11
78
0.
19
44
0.
41
09
0.
60
69
0.
69
61
0.
90
93
0.
95
84
0.
97
39
D
0.
08
17
0.
18
43
0.
27
23
0.
53
39
0.
68
74
0.
76
11
0.
94
36
0.
97
23
0.
98
21
C
0.
08
69
0.
18
23
0.
27
01
0.
55
70
0.
68
44
0.
75
54
0.
94
48
0.
96
83
0.
97
86
15
T
0.
03
37
0.
11
77
0.
19
73
0.
21
65
0.
43
38
0.
55
16
0.
71
99
0.
86
74
0.
91
44
B
0.
02
35
0.
09
08
0.
16
69
0.
31
07
0.
53
44
0.
64
48
0.
85
84
0.
94
07
0.
96
19
D
0.
07
17
0.
17
60
0.
26
55
0.
48
24
0.
65
35
0.
73
01
0.
92
67
0.
96
30
0.
97
86
C
0.
07
49
0.
16
62
0.
25
56
0.
50
11
0.
65
24
0.
72
87
0.
93
02
0.
96
03
0.
97
34
20
T
0.
03
07
0.
10
84
0.
18
32
0.
17
68
0.
38
64
0.
50
47
0.
66
18
0.
83
23
0.
88
90
B
0.
01
13
0.
06
68
0.
13
69
0.
21
76
0.
45
12
0.
57
73
0.
79
00
0.
91
29
0.
94
65
D
0.
05
98
0.
15
86
0.
24
17
0.
42
86
0.
60
76
0.
69
02
0.
90
35
0.
95
28
0.
97
10
C
0.
05
86
0.
15
09
0.
23
17
0.
43
77
0.
60
98
0.
69
02
0.
90
65
0.
94
93
0.
96
52
25
T
0.
02
92
0.
09
90
0.
17
58
0.
14
93
0.
34
00
0.
46
46
0.
60
57
0.
79
19
0.
86
54
B
0.
00
50
0.
04
09
0.
09
83
0.
12
91
0.
34
83
0.
48
84
0.
68
60
0.
86
65
0.
91
66
D
0.
04
38
0.
13
58
0.
20
96
0.
35
56
0.
54
17
0.
63
44
0.
86
93
0.
93
34
0.
95
68
C
0.
04
37
0.
13
16
0.
21
07
0.
36
46
0.
55
11
0.
64
11
0.
87
21
0.
93
53
0.
95
49
46
T
a
b
le
3
.2
:
P
ow
er
C
om
p
ar
is
on
s
fo
r
1-
d
im
A
d
ju
st
ed
F
ix
ed
W
in
d
ow
S
ca
n
S
ta
ti
st
ic
s,
σ
2 0
U
n
k
n
ow
n
,
M
=
10
00
σ
1
/σ
0
=
√ 2
σ
1
/σ
0
=
2
σ
1
/σ
0
=
3
m
α
=
0.
01
α
=
0.
05
α
=
0.
1
α
=
0.
01
α
=
0.
05
α
=
0.
1
α
=
0.
01
α
=
0.
05
α
=
0.
1
5
T
0.
01
80
0.
07
21
0.
12
87
0.
14
65
0.
29
71
0.
39
79
0.
61
91
0.
78
36
0.
84
78
B
0.
03
73
0.
10
62
0.
17
12
0.
40
56
0.
54
12
0.
61
22
0.
89
89
0.
93
85
0.
95
41
C
0.
04
19
0.
10
94
0.
18
41
0.
42
50
0.
54
66
0.
62
30
0.
90
36
0.
94
02
0.
95
67
10
T
0.
02
02
0.
07
32
0.
13
02
0.
14
99
0.
30
90
0.
41
39
0.
64
70
0.
80
48
0.
86
32
B
0.
04
41
0.
11
72
0.
18
03
0.
47
21
0.
59
20
0.
66
00
0.
93
09
0.
95
75
0.
96
78
C
0.
04
87
0.
12
54
0.
19
17
0.
48
48
0.
60
16
0.
66
92
0.
93
43
0.
95
87
0.
96
92
25
T
0.
01
38
0.
06
20
0.
11
42
0.
06
03
0.
17
81
0.
26
99
0.
38
80
0.
61
78
0.
71
58
B
0.
02
40
0.
07
72
0.
13
80
0.
33
01
0.
46
47
0.
54
05
0.
87
60
0.
92
13
0.
93
74
C
0.
02
72
0.
09
61
0.
15
86
0.
34
15
0.
49
12
0.
56
49
0.
88
06
0.
92
71
0.
94
18
50
T
0.
01
13
0.
05
96
0.
10
52
0.
02
87
0.
11
02
0.
18
15
0.
19
65
0.
41
12
0.
52
93
B
0.
01
03
0.
05
15
0.
09
64
0.
17
74
0.
30
18
0.
38
37
0.
76
49
0.
84
29
0.
87
30
C
0.
01
69
0.
06
48
0.
11
76
0.
20
51
0.
33
25
0.
41
07
0.
78
95
0.
85
60
0.
88
46
10
0
T
0.
01
10
0.
05
41
0.
10
01
0.
01
74
0.
07
43
0.
13
23
0.
08
22
0.
23
40
0.
33
80
B
0.
00
65
0.
03
06
0.
06
65
0.
06
63
0.
14
74
0.
21
94
0.
57
03
0.
68
84
0.
74
91
C
0.
01
06
0.
04
99
0.
10
04
0.
08
82
0.
18
91
0.
26
81
0.
61
01
0.
72
68
0.
78
04
47
T
a
b
le
3
.3
:
P
ow
er
C
om
p
ar
is
on
s
fo
r
1-
d
im
C
on
d
it
io
n
al
M
u
lt
ip
le
an
d
V
ar
ia
b
le
W
in
d
ow
S
ca
n
S
ta
ti
st
ic
s,
σ
2 0
U
n
k
n
ow
n
,
M
=
10
0
σ
1
/σ
0
=
√ 2
σ
1
/σ
0
=
2
σ
1
/σ
0
=
3
α
=
0.
01
α
=
0.
05
α
=
0.
1
α
=
0.
01
α
=
0.
05
α
=
0.
1
α
=
0.
01
α
=
0.
05
α
=
0.
1
M
W
0.
07
37
0.
17
95
0.
25
81
0.
51
30
0.
67
07
0.
73
68
0.
93
08
0.
96
45
0.
97
42
V
W
0.
07
78
0.
17
84
0.
25
65
0.
52
16
0.
66
82
0.
73
60
0.
93
30
0.
96
55
0.
97
50
N
ot
e:
th
e
tr
u
e
cl
u
st
er
si
ze
in
si
m
u
la
te
d
d
at
a
is
m
=
10
,
w
h
il
e
th
e
M
W
ap
p
ro
ac
h
w
in
d
ow
si
ze
s
ar
e
{5
,
10
,1
5,
20
,
25
}
an
d
th
e
ra
n
ge
of
w
in
d
ow
si
ze
s
co
n
si
d
er
ed
fo
r
V
W
ap
p
ro
ac
h
is
3
to
M
/4
.
48
T
a
b
le
3
.4
:
P
ow
er
C
om
p
ar
is
on
s
fo
r
1-
d
im
C
on
d
it
io
n
al
M
u
lt
ip
le
an
d
V
ar
ia
b
le
W
in
d
ow
S
ca
n
S
ta
ti
st
ic
s,
σ
2 0
U
n
k
n
ow
n
,
M
=
10
00
σ
1
/σ
0
=
√ 2
σ
1
/σ
0
=
2
σ
1
/σ
0
=
3
α
=
0.
01
α
=
0.
05
α
=
0.
1
α
=
0.
01
α
=
0.
05
α
=
0.
1
α
=
0.
01
α
=
0.
05
α
=
0.
1
M
W
0.
03
93
0.
10
59
0.
17
37
0.
44
61
0.
55
96
0.
62
62
0.
92
26
0.
94
84
0.
96
07
V
W
0.
03
95
0.
11
14
0.
18
21
0.
44
72
0.
57
08
0.
64
20
0.
92
19
0.
95
02
0.
96
35
N
ot
e:
th
e
tr
u
e
cl
u
st
er
si
ze
in
si
m
u
la
te
d
d
at
a
is
m
=
10
,
w
h
il
e
th
e
M
W
ap
p
ro
ac
h
w
in
d
ow
si
ze
s
ar
e
{5
,
10
,
25
,
50
,
10
0}
an
d
th
e
ra
n
ge
of
w
in
d
ow
si
ze
s
co
n
si
d
er
ed
fo
r
V
W
ap
p
ro
ac
h
is
3
to
M
/4
.
49
T
a
b
le
3
.5
:
P
ow
er
C
om
p
ar
is
on
s
fo
r
1-
d
im
C
on
d
it
io
n
al
S
ca
n
S
ta
ti
st
ic
s
W
h
en
T
h
e
T
ru
e
C
lu
st
er
S
iz
e
is
N
ot
C
ap
tu
re
d
in
M
u
lt
ip
le
W
in
d
ow
S
iz
es
,
σ
2 0
U
n
k
n
ow
n
,
M
=
10
0
σ
1
/σ
0
=
√ 2
σ
1
/σ
0
=
2
σ
1
/σ
0
=
3
m
α
=
0.
01
α
=
0.
05
α
=
0.
1
α
=
0.
01
α
=
0.
05
α
=
0.
1
α
=
0.
01
α
=
0.
05
α
=
0.
1
5
0.
05
97
0.
14
39
0.
22
19
0.
37
40
0.
52
37
0.
60
47
0.
82
46
0.
88
94
0.
91
89
10
0.
05
48
0.
14
25
0.
21
42
0.
36
86
0.
52
38
0.
60
65
0.
82
29
0.
89
11
0.
91
76
15
0.
04
50
0.
12
34
0.
19
61
0.
31
23
0.
47
44
0.
56
27
0.
78
18
0.
86
52
0.
89
80
20
0.
03
66
0.
10
23
0.
16
99
0.
25
91
0.
40
84
0.
50
66
0.
73
10
0.
82
56
0.
86
98
25
0.
02
73
0.
08
97
0.
15
11
0.
20
72
0.
36
02
0.
45
25
0.
67
76
0.
79
03
0.
83
78
M
W
0.
05
17
0.
13
37
0.
20
64
0.
35
40
0.
50
86
0.
59
41
0.
81
84
0.
88
57
0.
91
50
V
W
0.
05
92
0.
14
22
0.
21
81
0.
38
01
0.
52
30
0.
61
24
0.
83
34
0.
89
30
0.
91
97
N
ot
e:
th
e
tr
u
e
cl
u
st
er
si
ze
in
d
at
a
is
m
=
7,
w
h
ic
h
is
n
ot
am
on
g
th
e
M
W
ap
p
ro
ac
h
w
in
d
ow
si
ze
s
{5
,
10
,
15
,
20
,
25
}.
T
h
e
ra
n
ge
of
w
in
d
ow
si
ze
s
co
n
si
d
er
ed
fo
r
V
W
ap
p
ro
ac
h
is
3
to
M
/4
.
50
T
a
b
le
3
.6
:
P
ow
er
C
om
p
ar
is
on
s
fo
r
1-
d
im
C
on
d
it
io
n
al
S
ca
n
S
ta
ti
st
ic
s
W
h
en
T
h
e
T
ru
e
C
lu
st
er
S
iz
e
is
N
ot
C
ap
tu
re
d
in
M
u
lt
ip
le
W
in
d
ow
S
iz
es
,
σ
2 0
U
n
k
n
ow
n
,
M
=
10
00
σ
1
/σ
0
=
√ 2
σ
1
/σ
0
=
2
σ
1
/σ
0
=
3
m
α
=
0.
01
α
=
0.
05
α
=
0.
1
α
=
0.
01
α
=
0.
05
α
=
0.
1
α
=
0.
01
α
=
0.
05
α
=
0.
1
5
0.
03
36
0.
09
06
0.
15
59
0.
30
28
0.
42
30
0.
49
59
0.
81
36
0.
86
44
0.
89
05
10
0.
02
96
0.
09
16
0.
15
32
0.
28
56
0.
41
35
0.
49
18
0.
80
52
0.
86
51
0.
89
40
25
0.
02
11
0.
06
94
0.
12
33
0.
19
08
0.
29
24
0.
36
82
0.
70
95
0.
78
53
0.
82
75
50
0.
01
41
0.
05
66
0.
10
62
0.
10
13
0.
18
73
0.
26
09
0.
56
41
0.
66
19
0.
71
76
10
0
0.
01
11
0.
05
25
0.
10
47
0.
04
60
0.
11
57
0.
18
04
0.
39
42
0.
51
74
0.
58
35
M
W
0.
02
92
0.
08
35
0.
14
31
0.
27
85
0.
39
19
0.
46
34
0.
80
21
0.
85
30
0.
87
82
V
W
0.
03
26
0.
09
13
0.
14
88
0.
29
67
0.
41
49
0.
49
09
0.
81
13
0.
86
43
0.
88
95
N
ot
e:
th
e
tr
u
e
cl
u
st
er
si
ze
in
d
at
a
is
m
=
7,
w
h
ic
h
is
n
ot
am
on
g
th
e
M
W
ap
p
ro
ac
h
w
in
d
ow
si
ze
s
{5
,
10
,
25
,
50
,
10
0}
.
T
h
e
ra
n
ge
of
w
in
d
ow
si
ze
s
co
n
si
d
er
ed
fo
r
V
W
ap
p
ro
ac
h
is
3
to
M
/4
.
51
3.6 Concluding Remarks
In this chapter we investigated the performance of fixed, multiple and variable
window scan statistics in detecting a local change in variance for a sequence of
i.i.d normal observations, when the population variance of the underlying normal
distribution is unknown. When the size of the window where a local change in
variance has occurred is known, the fixed window scan statistic based on the con-
ditioning on the sufficient statistic approach and the parametric double bootstrap
test approach performed well, when the shift in variance was moderate or large.
For a large sequence of observations the implementation of the scan statistic based
on the double bootstrap approach is computationally impractical. Both multiple
and variable window scan statistics investigated in Section 3.3 and 3.4 performed
well, when the shift in variance was moderate or large. The power of the variable
window scan statistic was slightly higher, when the size of window in which the
local change in variance has occurred was not included as one of the windows
for the multiple window scan statistics. For a large sequence of observations,
the implementation of the multiple window scan statistic is much faster than the
variable window scan statistic. Moreover, both the multiple and variable window
scan statistics can be used to estimate the window size and the approximate lo-
cation where a local change in variance has occurred. For example, in Table 3.3
based on a simulation with 10, 000 trials, when the window size where a change
has occurred is m = 10, starting at the 11th observation and σ1 = 3, the average
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estimated window size is 7.59 for the Pmin statistic and 8.76 for the conditional
GLRT, while the average estimated starting location of the window is 12.48 for the
Pmin statistic and 11.85 for the conditional GLRT. Additional research is needed
to investigate effective methods to estimate the location and size of the window
where a change has occurred.
Chapter 4
Scan Statistics for Two-dimensional Normal Data
4.1 Introduction
Scan statistics for detecting a local change in the population mean for integer
valued observations in a two dimensional rectangular region were introduced in
[5]. Since then scan statistics for two dimensional data have been of great interest
in the scientific literature. Similar to one dimensional case, most of the research
in the area of two dimensional scan statistics has been focused on detecting a
local change in the mean of the observed data. For normally distributed two
dimensional data, [39] investigated the performance of fixed and multiple window
scan statistics for detecting a local change in the mean.
In this dissertation, Chapter 2 and 3 introduced scan statistics for detect-
ing a local change in population variance for a sequence of normal observations.
In this chapter we investigate the performance of scan statistics for detecting a
local change in variance for normal observations in a two dimensional rectangular
region.
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The chapter is organized as follows. In Section 4.2, we introduce two fixed
window scan statistics based on moving sums of squares of observations in rectan-
gular windows. The first scan statistic is for the case when the population variance
under the null hypotheses of no local change is known. For this scan statistic we
present two approximations for its distribution, that facilitate its implementation
for a specified significance level. For the case when the population variance under
the null hypotheses of no local change is unknown, we condition on its sufficient
statistic. We present a simulation algorithm to approximate the distribution of
this conditional scan statistic. In Section 4.3, we investigate the performance of
nonparametric bootstrap type multiple window scan statistics, for the case when
the correct size of the rectangular window where a change in variance has occurred
is unknown. Both known and unknown population variance cases are considered.
We present simulation algorithms to implement these scan statistics. In Section
4.4, we derive variable window scan statistics via the generalized likelihood ra-
tio tests approach. We present simulation algorithm to implement these variable
window scan statistics. In Section 4.5, for selected values of the parameters, we
present numerical results to evaluate the power of the scan statistics discussed in
Sections 4.2 - 4.4. Concluding remarks are presented in Section 4.6.
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4.2 Two Dimensional Fixed Window Scan Statistics
For 1 ≤ i ≤ M1 and 1 ≤ j ≤ M2, let {Xij} be independent and identically
distributed (i.i.d) normal observations with mean µ and variance σ20. We are in-
terested in detecting an occurrence of a local change in variance, from σ20 to σ
2
1,
within a rectangular subregion of m1 × m2 observations, in the observed data
within the M1 ×M2 two dimensional rectangular region. In this article, we in-
vestigate the detection of a local upward shift in variance. One can modify the
methods in this article to accommodate detection of a local downward shift or a
two-sided shift. For k = 1, 2, let 2 ≤ mk ≤Mk/4 be the pre-specified size of a two
dimensional sliding window. A fixed window scan statistic for detecting a local
change in variance, is defined by ([43])
Sm1,m2(M1,M2) = max{Yi1,i2(m1,m2); 1 ≤ ik ≤Mk −mk + 1, k = 1, 2}, (4.1)
where for 1 ≤ ik ≤Mk −mk + 1, k = 1, 2,
Yi1,i2(m1,m2) =
i1+m1−1∑
i=i1
i2+m2−1∑
i=i2
X2ij (4.2)
are the moving sums of squares in the m1 ×m2 rectangular grid of the observed
data with south west location (i1, i2). To simplify the presentation of the results
in this article we will assume that M1 = M2 = M , m1 = m2 = m and M = Lm,
where L ≥ 3 is an integer.
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For 2 ≤ m ≤M/4 and −∞ < t <∞, let
Gm,t(M) = P (Sm,m(M,M) ≤ t)
= P (max{Yi1,i2(m1,m2); 1 ≤ ik ≤Mk −mk + 1, k = 1, 2} ≤ t), (4.3)
be the cumulative distribution function of Sm,m(M,M). Then,
P (Sm,m(M,M) > t) = 1−Gm,t(M). (4.4)
When the values of m, M and t are clearly understood, we abbreviate Gm,t(M)
and Sm,m(M,M) to G(M), and Sm,m, respectively.
For detecting a potential occurrence of a local change in variance, we will be
testing the null hypothesis: H0: Xij, 1 ≤ i, j ≤ M, are i.i.d. normal observations
with mean µ and variance σ20. The alternative hypothesis is: Ha: Xij, 1 ≤ i, j ≤
M, are independent normal observations with mean µ, the X ′ijs have variance
σ21 > σ
2
0, for i, j ∈ Ra1,a2(m,m) = {(i1, i2); ak≤ i1, i2≤ ak+m+ 1, k = 1, 2}, where
1 ≤ a1, a2 ≤ M − m + 1 are unknown coordinates of the southwest location of
an m×m window, and variance σ20 for i, j /∈ Ra1,a2(m,m). The restriction on the
size of the rectangular window, m ≤ M/4, is used to emphasize the interest in
detecting a local change in variance. For our hypotheses testing problem, without
loss of generality, one can always assume that µ = 0. If µ 6= 0, one can replace
the X ′ijs with the following recurrent residuals:
Wij =
[(i− 1)M + j − 1]Xij −
∑i−1
i1=1
∑j−1
i2=1
Xi1i2√
[(i− 1)M + j][(i− 1)M + j − 1] , (i− 1)M + j ≥ 2,
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which are then iid normal random variables with mean 0 and variance σ20 under H0.
([39]). We first discuss the case when σ20 is known and without loss of generality
assume σ20 = 1.
When the true window size m where a change in variance has occurred, is
known, the generalized likelihood ratio test rejects our null hypothesis, in favor
of the local change alternative hypothesis Ha, whenever Sm,m exceeds a threshold
value t, where t is determined by P (Sm,m ≥ t|H0) = α, where α is the specified
significance level. Hence, to implement our testing procedure we need to evaluate
accurately G(M), the joint distribution of the moving sum of squares.
Under H0, the random variables {Yi1,i2(m1,m2); 1 ≤ ik ≤Mk −mk + 1, k =
1, 2}, are m2 -dependent and have a joint multivariate chi-square distribution and
marginal chi-square distributions with m2 degrees of freedom with a certain joint
covariance matrix. Since there are no algorithms for computing this multivariate
chi-square distribution, a simulation has to be employed. When M is large, to
expedite the computations, we present two approximations by [39] and [23].
The first approximation,
G(M) ≈ P (Sm,m(m+ 1,M) ≤ t)
M−m
P (Sm,m(m,M) ≤ t)M−m−1 , (4.5)
is based on a related approximation for detecting a local change in mean for
normal data in ([39], Equation 9). This approximation for the distribution of the
scan statistic for the M×M rectangular region is based on scanning only the first
m and m+ 1 rows of the region with a sliding window of size m×m.
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A second approximation for G(M), is based on the method in [23] for de-
tecting a local change in mean for i.i.d. integer valued observations in a two
dimensional rectangular region. A nice feature of this approximation is that it
provides a sharp error bound. This approximation is valid for our testing problem
and is given by:
G(M) ≈ (2Q2 −Q3)[1 +Q2 −Q3 + 2(Q2 −Q3)2]−L+1, (4.6)
where Q2 and Q3 are approximated by:
Q2 ≈ (2Q22 −Q23)[1 +Q22 −Q23 + 2(Q22 −Q23)2]−L+1
and
Q3 ≈ (2Q32 −Q33)[1 +Q32 −Q33 + 2(Q32 −Q33)2]−L+1,
where Qab = P (Sm,m(am, bm) ≤ t), for a, b = 2, 3. This approximation is valid
when 1− Q22 ≤ 0.025, 1− Q32 ≤ 0.025 and 1− Q2 ≤ 0.025. The error bound is
approximated by
E = Eapp + Esim (4.7)
where Eapp arises from the approximation process in (4.6), Esim arises from the
simulation process of Q22, Q23, Q32, and Q33, and can be evaluated by:
Eapp ≈ 3.3(L− 1)2[(1−Q22)2 + (1−Q32)2 + (L− 1)(Q22 −Q23)2]
and
Esim ≈ (L− 1)2 × 1.96
√
R1 +R2 − 2R3 − (R1 −R2)2
N
,
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where N is the number of simulation runs to evaluate Qab by generating repli-
cations for corresponding Sm,m(am, bm) for a, b = 2, 3. To evaluate R1, R2
and R3, denote by φ
i
ab the ith replication of Sm,m(am, bm) for a, b = 2, 3 and
i = 1, 2, . . . , N . Let I(.) denote the indicator function. Then
R1 =
1
N
N∑
i=1
I((φi22 ≤ t) ∩ (φi23 > t)),
R2 =
1
N
N∑
i=1
I((φi32 ≤ t) ∩ (φi33 > t))
and
R3 =
1
N
N∑
i=1
I((φi22 ≤ t) ∩ (φi23 > t))× I((φi32 ≤ t) ∩ (φi33 > t)).
Notice that, both approximations are also valid for i.i.d. observations from
distributions other than normal. In Section 4.5, for selected values of the param-
eters, in Tables 4.1 and 4.2, we present numerical results for approximation (4.5),
(4.6) and (4.7).
When the population variance σ20 is unknown, one can employ the condi-
tioning on the sufficient statistics for σ2 approach to implement the fixed window
scan statistic, as suggested in [42]. for the one dimensional case. For the problem
at hand, we condition on the sufficient statistic R2 =
∑M
i=1
∑M
j=1 X
2
ij for σ
2
0 to
eliminate the unknown parameters of the null distribution of Sm,m. Under H0,
the distribution of the random vector {Xij, 1 ≤ i, j ≤ M}, given R2 = R20, is
uniform on a sphere of radius R0. ([9], Chap. 12). Moreover, the random vector
{X∗ij = Xij/R; 1 ≤ i, j ≤M}, (4.8)
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where R =
√∑M
i=1
∑M
j=1 X
2
ij, has a joint uniform distribution on the (M
2 − 1)
dimensional unit sphere. Consequently, we can define a scan statistic for the
sequence of observations {X∗ij; 1 ≤ i, j ≤M}:
S∗m,m(M,M) = max{Y ∗i1,i2(m,m); 1 ≤ ik ≤M −m+ 1, k = 1, 2}, (4.9)
where
Y ∗i1,i2(m,m) =
i1+m−1∑
i=i1
i2+m−1∑
i=i2
X∗2ij =
∑i1+m−1
i=i1
∑i2+m−1
i=i2
X2ij
R2
, (4.10)
for 1 ≤ ik ≤M −m+ 1, k = 1, 2. We abbreviate S∗m,m(M,M) to S∗m,m.
We propose to employ this scan statistic conditional on R2 = R20 for testing
H0 when the variance σ
2
0 is unknown. Under H0, the distribution of S
∗
m,m does
not depend on any unknown parameters. Hence, for a given significance level α
we can find the critical value t such that P (S∗m,m ≥ t|R2 = R20, H0) = α and
evaluate the conditional P-value of this scan statistic given by P (S∗m,m(M,M) ≥
s|R2 = R20, H0), where s is the observed value of S∗m,m. These computations will
be implemented via a Monte Carlo simulation that generates N sequences of data
of M ×M i.i.d. N(0, 1) observations, and then dividing each observation by R.
The power of S∗m,m can be evaluated by the following algorithm:
1. Run N simulations of M ×M independent observations under the specified
alternative hypothesis.
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2. For each run of the simulation, compute the observed values of the scan
statistics S∗m,m given in equation (4.9).
3. Reject H0 if the observed value of the scan statistic based on Monte Carlo
simulation under H0 exceeds the critical value corresponding to the specified
significance level α or if the corresponding conditional P-value < α. The
power equals the proportion of rejections out of the N simulation runs under
H1.
In Section 4.5, for selected values of the parameters, in Tables 4.3 - 4.10, we
evaluate the performance of fixed window scan statistics when σ20 is assumed to
be known and when σ20 is unknown.
4.3 Two Dimensional Multiple Window Scan Statistics via the
Minimum P-value Approach
The use of fixed window scan statistics is limited in practice as one usually does
not know precise size of the m × m rectangular region where a change in the
variance has occurred. Using a fixed window scan statistic, with an incorrect
size for the moving window, will result in loss of power. One approach to ad-
dress this problem, is to employ a multiple window scan statistic ([39,6,17,41,42]).
When the size of the rectangular window, where a change in the variance has oc-
curred is unknown, one can employ simultaneously a sequence of n fixed window
scan statistics: {Sm1,m1 , Sm2,m2 , . . . , Smn,mn}, where the sizes of the rectangular
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windows 2 ≤ m1 < m2 < . . . < mn ≤ M/4 are chosen in advance by the experi-
menter.
We first discuss the case when σ20 is known. For 1 ≤ k ≤ n, let tk be the
observed value of Smk,mk and pk = P (Smk,mk > tk|H0) its associated P-value. To
test H0 vs. Ha, the minimum P-value statistic, Pmin, is defined as follows:
Pmin = min{pk; 1 ≤ k ≤ n}. (4.11)
In the context of multiple testing, one can view the Pmin statistic as nonparametric
bootstrap test statistic ([8], Sec. 4.4.3). The null hypothesis is rejected if the
observed value of Pmin falls below a critical value corresponding to a specified
significance level α. Since the exact distribution of the Pmin statistic is unknown,
for a given significant level α, the critical value pα,
PH0(Pmin < pα) = α, (4.12)
has to be evaluated by a Monte Carlo simulation. The following algorithm can be
used to find the critical value pα:
• Run N simulations with M × M i.i.d. N(0, 1) observations generated in
each run of the simulation.
• For each run of the simulation, record the observed values of the fixed win-
dow scan statistics, Sm1,m1 , . . . , Smn,mn , denoted by t1, . . . , tn, respectively.
For 1 ≤ k ≤ n, compute the observed P-value, pk = PH0(Smk,mk > tk), from
the simulations obtained in previous steps.
63
• For each run of the simulation, record the minimum value of pk, 1 ≤ k ≤ n,
as Pmin.
• pα will be the (α× 100)th percentile of the N Pmin’s.
When the variance σ20 is unknown, a conditional multiple window scan statis-
tics P ∗min can be constructed similarly to Pmin, based on the observed P-values of
a sequence of n fixed window scan statistics: {S∗m1,m1 , S∗m2,m2 , . . . , S∗mn,mn}, where
S∗mk,mk , 1 ≤ k ≤ n, are defined in Section 4.2, Equation (4.9).
In Section 4.5, for selected values of the parameters, in Tables 4.3-4.10, we
evaluate the power for the Pmin and P
∗
min statistics, for σ
2
0 known and unknown,
respectively. Note that, while employing the Pmin or P
∗
min statistics, respectively,
to test H0 vs. H1, one can obtain an estimate of the size of the rectangular
window, denoted by mˆ, where a change in variance has occurred, corresponding
to the observed value of Pmin or P
∗
min, respectively. Moreover, one can estimate
the south-west location, (a, b), of the mˆ× mˆ rectangular region where the change
in the variance has occurred. This estimate is based on south-west location that
maximizes the moving sum squares within any fixed rectangular window of size
mˆ× mˆ. We discuss our findings briefly in Section 4.5, Table 4.11 and 4.12.
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4.4 Two Dimensional Variable Window Scan Statistics via the
Generalized Likelihood Ratio Method
When σ20 is known, an alternative approach to the multiple window scan statistic
Pmin, is to derive a variable window scan statistic via the generalized likelihood
ratio test (GLRT) principle, following the approach in [32] and [29]. When σ20 is
known, for our testing problem of detecting a local upward shift in variance, the
generalized likelihood ratio test will reject H0 in favor of H1 for large values of
Λ =
supθΘ1
∏
i,j=1,...,M fθ(xij)
supθΘ0
∏
i,j=1,...,M fθ(xij)
, (4.13)
where fθ(xij) is the probability density of the (i, j)th observation in the scanned
area {Xij} and Θ0 and Θ1 are the parameter spaces for the null and alterna-
tive hypotheses, respectively. Suppose the true local change cluster starts at the
(a, b)th observation with size m×m, then this generalized likelihood ratio statistic
can be expressed explicitly as:
Λ = sup
Θ1
(
1
σ1
)m2
exp
(
1
2
a+m−1∑
i=a
b+m−1∑
j=b
X2ij −
1
2σ21
a+m−1∑
i=a
b+m−1∑
j=b
X2ij
)
= sup
Θ1
(
1
σ1
)m2
exp
(
1
2
Ya,b(m,m)− 1
2σ21
Ya,b(m,m)
)
= sup
a,b;m
(
m2
Ya,b(m,m)
)m2/2
exp
(
1
2
Ya,b(m,m)− m
2
2
)
, (4.14)
where Ya,b(m,m) =
∑a+m−1
i=a
∑b+m−1
j=b X
2
ij. The last step follows from the fact that
for fixed and but arbitrary (a, b) and m, constrained by parameter space Θ1, the
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supremum is achieved at σˆ21 = Ya,b(m,m)/m
2 > 1. Let
Lm(Ya,b(m,m)) =
(
m2
Ya,b(m,m)
)m2/2
exp
(
1
2
Ya,b(m,m)− m
2
2
)
. (4.15)
Regard Lm(Ya,b(m,m)) as a function of Y = Ya,b(m,m), depending on (a, b) and
m, For fixed but arbitrary m, this function is a convex function of Y and it is
increasing in Y on Θ1. Therefore, for fixed m, the supremum in (4.14) is achieved
at the maximum value of Y . One can obtain a unique value of (a, b) that max-
imizes Y . It follows that, for a given scanning area of observations, one can get
the location and size of the window that maximizes Lm(Ya,b(m,m)). This max-
imum value of Lm(Ya,b(m,m)) is the value of our variable window scan statistic
based on the generalized likelihood ratio principle. For a given area of obser-
vations {X11, . . . , XMM} in our testing problem, the algorithm presented below
implements the search for the location and size of the window that maximizes
Lm(Ya,b(m,m)).
• For 3 ≤ m ≤M/4, execute the following steps.
– Compute Ya,b(m,m) =
∑a+m−1
i=a
∑b+m−1
j=b X
2
ij for all (a, b), where 1 ≤
a, b ≤M −m+ 1.
– Find max{Ya,b(m,m); 1 ≤ a, b ≤M −m+ 1} and record as Y ∗(m) and
the corresponding (a, b) record as (a∗(m), b∗(m)).
– Compute L∗(m) = Lm(Y ∗(m)) by equation (4.15).
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• Find max3≤m≤M/4{L∗(m)}, record it as Λ∗ and record the corresponding m
as m∗. Then Λ∗ is the value of the variable window scan statistic; m∗×m∗ is
the most likely window size where a possible upward local change in variance
has occurred and (a∗(m∗), b∗(m∗)) is the most likely starting position for the
local change.
The P-value corresponding to the observed value of Λ∗ can be found by a
simulation algorithm as follows:
• Perform N simulations, each generating M ×M i.i.d. N(0, 1) random vari-
ables.
• For each simulation, compute the observed value of Λ in the same way as
Λ∗ has been evaluated by the algorithm presented above.
• The P-value is equal to the proportion of the observed values of Λ’s, based
on the N simulations, that exceeds Λ∗ for the data set
In Section 4.5, Tables 4.3 - 4.6 for selected values of the parameters, we
compare the performance of the variable window scan statistic based on the gen-
eralized likelihood ratio principle with the fixed window scan statistics and the
multiple window scan statistics via Pmin proposed in Section 4.2 and 4.3.
When the population variance σ20 is unknown, we derive a conditional vari-
able window scan statistic by conditioning on both the total sum of squares of the
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whole scanning area,
∑M
i=1
∑M
j=1X
2
ij = R
2, and the sum of squares of the partial
data,
∑a+m−1
i=a
∑b+m−1
j=b X
2
ij = r
2, where 3 ≤ m ≤ M/4, corresponding to a speci-
fied alternative. Therefore, under H0, (X11, X12, . . . , XMM) conditional on R, has
a joint uniform distribution on the (M2− 1) sphere with radius R. Moreover, un-
der H1, conditional on R and r, the observations in the rectangular window where
a local change in variance has occurred, {Xij; a ≤ i ≤ a+m−1, b ≤ j ≤ b+m−1}
jointly follow a uniform distribution on the m2 − 1 sphere with radius r, and are
independent of the rest of the observations {Xij}, where the latter jointly follow a
uniform distribution on the (M2 −m2 − 1) sphere with radius √R2 − r2. Hence,
for the problem at hand, the conditional GLRT is given by:
Λc =
supΘ1f(x11, . . . , xMM | R, r)
supΘ0f(x11, . . . , xMM | R, r)
=
supΘ1
{
1
SSm2−1(r)
× 1
SSM2−m2−1(
√
R2−r2)
}
supΘ0
{
1
SSM2−1(R)
}
=
supΘ1
{
1
m2pim
2/2rm2−1/Γ(m2/2+1)
× 1
(M2−m2)pi(M2−m2)/2(R2−r2)(M2−m2−1)/2/Γ(M2/2−m2/2+1)
}
supΘ0
{
1
M2piM
2/2RM2−1/Γ(M2/2+1)
} ,
(4.16)
where Θ0 and Θ1 represent the parameter spaces under H0 and H1, respec-
tively; f(x11, . . . , xMM | R, r) is the joint density of X11, . . . , XMM conditional on
R and r under respective hypotheses; the function SSN(K) = Npi
N/2KN−1/Γ(N/2+
1) gives the surface area of the (N − 1) sphere with radius K; and for α > 0,
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Γ(α) =
∫∞
0
exp (−x)xα−1dx is the gamma function.
After routine derivations, it follows from equation (4.16), that
Λc =Λ(m, a, b | R, r)
∝supΘ1
B(m2/2, (M2 −m2)/2)
(r2/R2)(m2−1)/2(1− r2/R2)(M2−m2−1)/2
∝sup{m,a,b} B(m
2/2, (M2 −m2)/2)
(Y ∗a,b(m,m))(m
2−1)/2(1− Y ∗a,b(m,m))(M2−m2−1)/2
, (4.17)
where B(α, β) =
∫ 1
0
xα−1(1 − x)β−1dx is the beta function and Y ∗a,b(m,m), as
defined in (4.10), is the moving sum squares for the transformed data {X∗ij =
Xij/R; 1 ≤ i, j ≤M}, defined in (4.8).
Note that, the final representation of the conditional GLRT statistic depends
only on the joint distribution of {X∗ij = Xi/R; 1 ≤ i, j ≤ M}, which under H0,
does not depend on the unknown value of σ0, and under H1, depends only on
σ1/σ0. Moreover, for a fixed rectangular window of size m × m, the function
g(Y ∗) = (Y ∗)(m
2−1)/2(1−Y ∗)(M2−m2−1)/2 is decreasing in Y ∗ under H1. Therefore,
the conditional GLRT, Λc is increasing in Y
∗. Therefore, for a known fixed value
of m, the conditional GLRT will be coincide with our fixed window scan statistic,
conditional on the sufficient statistic for σ20, discussed in Section 4.2. When the
size of the rectangular window, m, where the change in the variance has occurred
is unknown, equation (4.17) leads us to the following algorithm for implementing
the conditional GLRT:
• Transform the data sequence X11, . . . , XMM into X∗11, . . . , X∗MM as defined
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in (4.8)
• For each 3 ≤ m ≤M/4, execute the following steps.
– Compute Y ∗a,b(m,m) =
∑a+m−1
i=a
∑b+m−1
j=b (X
∗
ij)
2 for all a, b where 1 ≤
a, b ≤M −m+ 1.
– Find max{Y ∗a,b(m,m); 1 ≤ a, b ≤M −m+ 1}, record it as Y ∗∗(m) and
the corresponding (a, b) record as (a∗(m), b∗(m)).
– Substitute Y ∗∗(m) in equation (4.17) and denote it by LR(m).
• Find max3≤m≤m/4{LR(m)}, record it as LR∗ and record the corresponding
m as m∗. Then LR∗ is the value of the conditional GLRT statistic; m∗ is the
most likely window size where a possible upward local change in variance
has occurred and (a∗(m∗), b∗(m∗)) is the most likely starting location for the
local change.
We refer to this conditional GLRT statistic, Λc, as a conditional variable
window scan statistic. The associated P-value for Λc can be obtained by perform-
ing N simulation runs, each having M×M iid N(0, 1) random variables, and then
repeating the above steps for each of the simulated M ×M -sequences. When M
is large, to avoid possible numerical underflow problems, one needs to consider
the log(Λc) statistic.
In Section 4.5, Tables 4.7 - 4.10 for selected values of the parameters, we
compare the performance of the conditional variable window scan statistic Λc with
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the conditional fixed window scan statistics and the conditional multiple window
scan statistics P ∗min proposed in Section 4.2 and 4.3, respectively.
4.5 Numerical Results
In Tables 4.1 - 4.2, for selected values of the parameters, we present numerical
results of a simulation study to evaluate the accuracy of two approximations for
P (Sm,m(M,M) > t), given in Section 4.2, Equation (4.5) and (4.6), marked as
Approximation 1 and 2, respectively. We also present in these tables the error
bound for Approximation 2, given in Equation (4.7). We have used N = 100, 000
trials of simulated i.i.d. N(0, 1) observations for all simulations to evaluate the
two approximations and the error bound. From the numerical results presented in
Tables 4.1 - 4.2, it is evident that the two approximations performed well. Based
on this simulation study, Approximation 1 performed slightly better for large M .
In Tables 4.3 - 4.6, for selected values of the parameters and three local
shifts in variance, represented by σ1/σ0 and assuming σ0 is known, we present
numerical results for the power of fixed window, multiple window (MW) and
variable window (VW) scan statistics, based on a simulation with N = 10, 000
trials of simulated i.i.d. N(0, 1) observations. In Tables 4.3 - 4.6, the local change
of variance occurred in an m0 × m0 sub-region with a south-west location being
(11, 11), within the rectangular M×M region. For each simulated data, we employ
five fixed window scan statistics with an m×m scanning window, specified in each
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table. The multiple window scan statistic is based on all five sizes of the scanning
windows. The variable window scan statistic is based on all rectangular scanning
windows of size 3 ≤ m ≤ 30. Note that in Tables 4.5 and 4.6, the actual window
size where a local change has occurred is not among the selected window sizes
for the fixed or multiple window scan statistics. In Tables 4.7 - 4.10, with the
same simulation parameters, when σ20 is unknown, we evaluate the power of the
conditional fixed, multiple and variable window scan statistics. In Tables 4.9
- 4.10, the actual window size for a local change in variance is not among the
selected rectangular window sizes for the conditional fixed or multiple window
scan statistics.
From the numerical results presented in Tables 4.3 and 4.4, it is evident
that the power is maximized by using a fixed window scan statistic with the
correct window size where a change in variance has occurred. When the correct
size of the rectangular window where a change in the variance has occurred is
unknown, using a fixed window scan statistic with an incorrect window size most
often will result in sizable loss of power. The power can be significantly enhanced
by employing a multiple or a variable window scan statistic. Based on our power
simulation study, when the correct window size is among the sizes selected by the
multiple window scan statistic, the multiple and variable window scan statistics
perform equally well. However, when the correct window size, where a change in
variance has occurred, is not included in the multiple window scan statistic, the
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variable window scan statistic outperforms the multiple window scan statistic, as
it is shown by the numerical results in Tables 4.5 and 4.6. Similar conclusions
can be drawn from the numerical results presented in Tables 4.7 - 4.10 for the
conditional fixed, multiple and variable window scan statistics, for the case when
σ20 is unknown.
In Tables 4.11 - 4.12 for selected values of the parameters, we present sim-
ulation results for the estimated size of the rectangular m̂ × m̂ subregion and
its estimated south-west location (â, b̂) within the M × M rectangular region,
via multiple and variable window scan statistics, for the cases when σ20 is known
and unknown, respectively. In both tables the numerical results are based on
N = 10, 000 simulation trials, for each specified value of M and method, with
a shift ratio of σ1/σ0 = 1.75 for the local change of variance. The numerical
results suggest that the variable and conditional variable window scan statistics
estimated quite accurately the unknown size of the rectangular window and its
location, where a change in variance has occurred. It performed better than the
multiple and conditional multiple window scan statistics.
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Table 4.1: Approximations of P (Sm,m(M,M) > t) for 2-dim Fixed Window Scan
Statistics, M = 100, m = 5
t 65 66 67 68 69 70 71
Direct Simulation 0.0928 0.0692 0.0499 0.0358 0.0253 0.0173 0.0123
Approximation 1 0.0989 0.0732 0.0525 0.0387 0.0275 0.0153 0.0134
Approximation 2 0.0935 0.0820 0.0668 0.0565 0.0400 0.0332 0.0202
Error Bound 0.0404 0.0358 0.0320 0.0294 0.0246 0.0224 0.0174
Table 4.2: Approximations of P (Sm,m(M,M) > t) for 2-dim Fixed Window Scan
Statistics, M = 250, m = 10
t 175 176 177 178 179 180 181
Direct Simulation 0.0993 0.0805 0.0650 0.0517 0.0420 0.0335 0.0269
Approximation 1 0.1075 0.0944 0.0767 0.0632 0.0495 0.0333 0.0286
Approximation 2 0.0857 0.0691 0.0527 0.0360 0.0300 0.0144 0.0080
Error Bound 0.0475 0.0414 0.0352 0.0285 0.0257 0.0164 0.0115
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Table 4.11: Cluster Size and Location Estimates by 2-dim Scan Statistics, σ20
Known, m = 10, (a, b) = (11, 11)
M = 100 M = 250
mˆ (aˆ, bˆ) mˆ (aˆ, bˆ)
MW 13.78 (9.17, 9.14) 13.68 (9.18,9.22)
VW 9.95 (11.03,11.02) 9.96 (11.05,11.05)
Table 4.12: Cluster Size and Location Estimates by 2-dim Conditional Scan
Statistics, σ20 Unknown, m = 10, (a, b) = (11, 11)
M = 100 M = 250
mˆ (aˆ, bˆ) mˆ (aˆ, bˆ)
MW 13.77 (9.17,9.15) 13.57 (9.24,9.28)
VW 9.94 (11.04,11.04) 9.94 (11.05,11.06)
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4.6 Concluding Remarks
In this chapter we have investigated the performance of fixed, multiple and variable
window scan statistics for detecting a local change in variance for i.i.d. normal
observations in a two dimensional rectangular region. These scan statistics have
been derived for the case when σ20 is known and unknown, where σ
2
0 is the variance
under the null hypothesis of no local change in variance. We have evaluated the
performance of these scan statistics via simulation. Based on simulation results
presented in Section 4.5, one can conclude that when the local shift in variance
is moderate or large and the size of the rectangular window where the change in
variance has occurred is unknown, the variable and multiple window scan statistics
performed well. The variable window scan statistic performed somewhat better
than the multiple window scan statistic when the correct window size, where
the change in variance has occurred is not included in the sequence of scanned
windows of the multiple window scan statistic. Hence, we recommend the use of
the variable window scan statistics for moderate size M of the rectangular region.
For M ≥ 500, the computing for the variable window scan statistic will be too
intense, in which case we recommend the use of the multiple window scan statistic,
whose implementation will be much faster with only a small loss of power.
We would like to add that both multiple and variable window scan statistics,
and their conditional versions for the unknown σ20 case, can be used to estimate
the location and size of the rectangular region where a local change in variance has
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occurred. In our simulation study, when the shift in variance is large, the variable
window scan statistics performed well. They outperformed the multiple window
scan statistics. Additional research is needed to investigate the performance of
variable and multiple window scan statistics for detecting accurately the location
and size of the region where a local change in variance has occurred.
Chapter 5
Summary
We have investigated the scan statistics for detecting a local change in variance
for normal observations in both one and two dimensional regions, and for both
the case when σ20 is known and unknown, where σ
2
0 is the population variance
under the null hypothesis of no local change in variance. When the correct size
of the window where a local change has occurred is known, the fixed window
scan statistics with the correct window size are proposed. Approximations for the
distributions of the fixed window scan statistics are investigated. When the correct
window size is unknown, multiple window scan statistics via Pmin approach and
variable window scan statistics based on the generalized likelihood ratio tests are
developed to reduce the power loss caused by using fixed window scan statistics
with incorrect window sizes. When σ20 is unknown, a training sample approach, a
conditional approach and a parametric bootstrap testing approach are proposed to
implement the fixed window scan statistics, among which the conditional approach
is suggested, based on simulation results. In addition, conditional multiple and
variable window scan statistics are derived, in case both the correct window size
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where the local change has occurred and σ20 are unknown.
For moderate or large shift in variance in both one and two dimensional
cases, simulation studies suggest that, the fixed window scan statistics with cor-
rect window size performed well. When the correct window size where a local
change has occurred is unknown, both the multiple and variable window scan
statistics performed well. Variable window scan statistics performed slightly bet-
ter than multiple window scan statistics. Hence we recommend the use of the
variable window scan statistics for small or moderate size of scanning region. For
large scanning regions (e.g., M > 500), the multiple window scan statistics are
suggested, whose implementation will be much faster with only a small loss of
power. In addition, both multiple and variable window scan statistics can be used
to estimate the location and size of the region where a local change in variance
has occurred. For large shift in variance, simulation studies showed, the variable
window scan statistics performed well and outperformed the multiple window scan
statistics for providing the estimation of location and size. When σ20 is also un-
known, the conditional version of the fixed, multiple and variable window scan
statistics showed similar results. Approximations for the distributions of the fixed
window scan statistics for both one and two dimensional cases showed accurate
results as well.
To further enhance the results in this dissertation, future works are needed
to investigate the detection for the local change in variance and estimation of the
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window location and size when the local shift in variance is small, and to investi-
gate more approximations or algorithms that can further improve the implemen-
tation speed of the multiple and variable window scan statistics for observations
in large scanning regions.
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