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Abstract. We study the first and second mollified moments of central values of a quadratic family of Hecke L-functions
of prime moduli to show that more than nine percent of the members of this family do not vanish at the central values.
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1. Introduction
Central values of L-functions have received considerable attention in the literature as they carry rich arithmetic
information. In general, an L-function is expected to vanish at the central value for a reason. Such a reason may simply
come from an observation on the sign of the functional equation or arise from ties with deep assertions such as the
Birch and Swinnerton-Dyer conjecture.
For the case of Dirichlet L-functions, it is believed that L(12 , χ) 6= 0 for any Dirichlet character χ. When χ is a
primitive quadratic character, this is a conjecture of S. Chowla [3]. In [12], M. Jutila initiated the study on the first
two moments of the family of quadratic Dirichlet L-functions. His results imply that Chowla’s conjecture is true for
infinitely many such L-functions. By further evaluating the mollified moments, K. Soundararajan [16] showed that at
least 87.5% of the members of the same family do not vanish at the central value.
Other than the entire family of quadratic Dirichlet L-functions, it is also intriguing to investigate the non-vanishing
issue of the family of quadratic Dirichlet L-functions over prime moduli. In this case, it again follows from the work
on Jutila in [12], who also obtained the first moment of the family of quadratic Dirichlet L-functions of prime moduli,
that there are infinitely many such L-functions having non-vanishing central values. With more efforts, by combining
an evaluation on the mollified first moment and an upper bound for the mollified second moment using sieve methods,
S. Baluyot and K. Pratt [1] were able to show that more than nine percent of the members of the quadratic family of
Dirichlet L-functions of prime moduli do not vanish at the central value.
In [6], the author studied the mollified first and second moments of a family of quadratic Hecke L-functions in the
Gaussian field to show that at least 87.5% of the members of that family do not vanish at the central value. This can
be regarded as an analogue to the result of Soundararajan in [16]. In this paper, motivated by the above mentioned
result of Baluyot and Pratt in [1], it is our goal to investigate the non-vanishing issue of the quadratic family of Hecke
L-functions introduced in [6] with a further restriction to prime moduli.
Throughout the paper, we denote K = Q(i) for the Gaussian field and OK = Z[i] for the ring of integers of K. We
say an element d ∈ OK is odd if (d, 2) = 1. We also denote L(s, χ) for the L-function associated to a Hecke character χ
and ζK(s) for the Dedekind zeta function of K. We denote ̟ for a prime element in OK , by which we mean that the
ideal (̟) is a prime ideal in OK . The expression χc is reserved for the quadratic residue symbol
(
c
·
)
defined in Section
2.1.
A Hecke character χ of K is said to be of trivial infinite type if its component at infinite places of K is trivial and
a Hecke character χ is said to be primitive modulo q if it does not factor through (OK/(q′))× for any divisor q′ of q
such that N(q′) < N(q). It is shown in [7, Section 2.1] that χ(1+i)5̟ defines a primitive quadratic Hecke character
modulo (1 + i)5̟ of trivial infinite type for any odd prime ̟ ∈ OK . Thus, for technical reasons, instead of considering
a family of L-functions of {L(s, χ̟)} for primes ̟ satisfying certain congruence conditions (so that the corresponding
L-functions become primitive), we considering the following family of L-functions:
F = {L(12 , χ(1+i)5̟) : ̟ odd prime}.(1.1)
We aim to prove the following result in the paper, which shows that more than nine percent of the members of the
above family have non-vanishing central values.
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Theorem 1.1. For all large X, we have ∑
(̟,2)=1
N(̟)≤X
L( 12 ,χ(1+i)5̟) 6=0
1 ≥ 0.0964
∑
(̟,2)=1
N(̟)≤X
1.
Notice here the percentage we obtain in Theorem 1.1 is exactly the same as the one given in [1, Theorem 1.1]. This
is not surprising since our proof of Theorem 1.1 follows closely the proof of [1, Theorem 1.1] by Baluyot and Pratt. We
now briefly outline the approach of the proof. Let X be a large number and for some fixed θ, ϑ ∈ (0, 12), we define
M = Xθ, R = Xϑ.(1.2)
We fix a smooth function Φ(x), compactly supported in [ 12 , 1], satisfying Φ(x) = 1 for x ∈ [ 12 + 1logX , 1 − 1logX ] and
Φ(j)(x)≪j (logX)j for all j ≥ 0. Let H(t) be another smooth function to be optimized later such that it is compactly
supported in [−1, 1]. For m ∈ OK , we set
bm = µ[i](m)H
(
logN(m)
logM
)
,(1.3)
where we denote N(m) for the norm of m and µ[i] for the analogue on OK of the usual Mo¨bius function on Z. We use
bm to define the mollifier function M(̟) for every odd prime ̟ by
M(̟) =
∑
N(m)≤M
m≡1 mod (1+i)3
bm√
N(m)
χ(1+i)5̟(m).(1.4)
Here we recall from [9, Section 2.1] that every ideal in OK co-prime to 2 has a unique generator congruent to 1 modulo
(1 + i)3 which is called primary. Hence in (1.4) and in what follows, a sum of the form
∑
m≡1 mod (1+i)3 indicates that
we are summing over primary elements in OK .
Now we introduce the mollified first moment S1 and the mollified second moment S2 of the family F given in (1.1)
as follows:
S1 =
∑
(̟,2)=1
logN(̟)Φ
(
N(̟)
X
)
L
(
1
2 , χ(1+i)5̟
)
M(̟),
S2 =
∑
(̟,2)=1
logN(̟)Φ
(
N(̟)
X
)
L
(
1
2 , χ(1+i)5̟
)2
M(̟)2.
(1.5)
Our aim is to evaluate both S1 and S2 asymptotically. The evaluation of S1 is relatively easy, which is performed in
Section 3 and our result is summarized in the following proposition.
Proposition 1.2. Let 0 < θ < 12 be fixed. For all large X, we have
S1 = 2
(
H(0)− 1
2θ
H ′(0)
)
X +O
(
X
logX
)
.
It is a challenging task to evaluate S2. However, for our purpose, all we need is an upper bound of the right order of
magnitude for S2. Thus, instead of evaluating S2 asymptotically, we follow the approach in [1] to use sieves to derive
an upper bound for S2 in Section 4. The result is given in the following Proposition.
Proposition 1.3. Let δ > 0 be small and fixed, and let θ, ϑ satisfy θ + 2ϑ < 12 . If X ≥ X0(δ, θ, ϑ), then
S2 ≤ (1 + δ)I
ϑ
2X,(1.6)
where
I =− 2
∫ 1
0
H(x)H ′(x)dx +
1
θ
∫ 1
0
H(x)H ′′(x)dx +
1
θ
∫ 1
0
H ′(x)2dx
− 1
2θ2
∫ 1
0
H ′(x)H ′′(x)dx +
1
24θ3
∫ 1
0
H ′′(x)2dx.
In our proof of Proposition 1.3, the use of sieves allows us to reduce the difficulty of estimating certain character sums
over primes to an evaluation on a character sum over algebraic integers in OK . We then adapt the methods developed
by Soundararajan in [16] to treat the resulting sum. The most delicate part of the treatment consists of applying a
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two-dimensional Poisson summation to convert the desired character sum to its dual sum. A careful analysis on the
dual sum ultimately leads to the bound of S2 given in (1.6).
With both Proposition 1.2 and Proposition 1.3 available, we apply the Cauchy-Schwarz inequality to see that
∑
(̟,2)=1
L( 12 ,χ(1+i)5̟) 6=0
logN(̟)Φ
(
N(̟)
X
)
≥ S
2
1
S2
.(1.7)
The optimal choice of H(t) in the above estimation has already been determined in [1, Section 8], which allows us to
deduce the conclusion given in Theorem 1.1.
2. Preliminaries
As tools needed in the rest of the paper, we gather here some auxiliary results.
2.1. Residue symbol and Gauss sum. It is well-known that the Gaussian field K = Q(i) has class number one.
We denote UK = {±1,±i} for the group of units in OK and DK = −4 for the discriminant of K. We say an element
d ∈ OK is a perfect square if d = n2 for some n ∈ OK and we denote it by writing d = . We say an element d ∈ OK
is square-free if the ideal (d) is not divisible by the square of any prime ideal in OK .
Recall that every ideal in OK co-prime to 2 has a unique generator called primary. As (1+ i) is the only prime ideal
in OK that lies above the integral ideal (2) ∈ Z, we can fix a generator for every prime ideal (̟) ∈ OK by taking ̟
to be 1 + i for the ideal (1 + i) and by taking ̟ to be primary otherwise. By further taking 1 as the generator for the
ring Z[i] itself, we extend the choice of the generator for any ideal of OK multiplicatively. We denote G for this set of
generators. For a, b ∈ OK , we write [a, b] for their least common multiple such that [a, b] ∈ G. Similarly, we write (a, b)
for their greatest common divisor such that (a, b) ∈ G.
For an odd n ∈ OK , the quadratic residue symbol
( ·
n
)
modulo n is first defined when n = ̟ is a prime. In this
case, for any a ∈ OK , we have
(
a
̟
)
= 0 when ̟|a and ( a̟ ) ≡ a(N(̟)−1)/2 (mod ̟) with ( a̟ ) ∈ {±1} when (a,̟) = 1.
Then the definition is extended to any composite n multiplicatively. Moreover, for n ∈ UK , we define
( ·
n
)
= 1.
For two co-prime primary elements m,n ∈ OK , we have the following quadratic reciprocity law (see [9, (2.1)])(m
n
)
=
( n
m
)
.(2.1)
Recall that χc is reserved for the quadratic residue symbol
(
c
·
)
. For odd c, it is shown in [8, Section 2.1] that χc can
be regarded as a Hecke characters of trivial infinite type modulo 16c, provided that we define
(
c
a
)
= 0 when 1 + i|a.
We shall henceforth view χc as a Hecke character whose conductor dividing 16c. We make one exception here that we
regard χ±1 as a principal character modulo 1 (so we have χ±1(a) = 1 for all a ∈ OK). This further implies that we
have L(s, χ±1) = ζK(s).
For any complex number z, we write e(z) = e2πiz and we denote
e˜(z) = exp
(
2πi
( z
2i
− z¯
2i
))
.
For r, n ∈ OK with (n, 2) = 1, the quadratic Gauss sum g(r, n) is defined by
g(r, n) =
∑
x mod n
(x
n
)
e˜
(rx
n
)
.
Let ϕ[i](n) denote the number of elements in the reduced residue class of OK/(n), we recall the following explicitly
evaluations of g(r, n) from [9, Lemma 2.2].
Lemma 2.2. (i) We have
g(rs, n) =
( s
n
)
g(r, n), (s, n) = 1,
g(k,mn) = g(k,m)g(k, n), m, n primary and (m,n) = 1.
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(ii) Let ̟ be a primary prime in OK . Suppose ̟h is the largest power of ̟ dividing k. (If k = 0 then set h = ∞.)
Then for l ≥ 1,
g(k,̟l) =

0 if l ≤ h is odd,
ϕ[i](̟
l) if l ≤ h is even,
−N(̟)l−1 if l = h+ 1 is even,(
ik̟−h
̟
)
N(̟)l−1/2 if l = h+ 1 is odd,
0, if l ≥ h+ 2.
2.3. The approximate functional equation. Let χ be a primitive quadratic Hecke character χ ofK of trivial infinite
type. A well-known result of E. Hecke says that L(s, χ) has an analytic continuation to the entire complex plane and
satisfies the following functional equation (see [11, Theorem 3.8])
Λ(s, χ) =W (χ)(N(m))−1/2Λ(1− s, χ),(2.2)
where m is the conductor of χ, |W (χ)| = (N(m))1/2 and
Λ(s, χ) = (|DK |N(m))s/2(2π)−sΓ(s)L(s, χ).(2.3)
In particular, we have the following functional equation for ζK(s):
π−sΓ(s)ζK(s) = π−(1−s)Γ(1− s)ζK(1− s).(2.4)
By combining [11, Theorem 3.8] and [7, Lemma 2.2], we see that W (χ(1+i)5d) = g(χ(1+i)5d) =
√
N((1 + i)5d) when
χ = χ(1+i)5d for an odd, square-free d ∈ OK . In this case (2.2) becomes
Λ(s, χ(1+i)5d) = Λ(1− s, χ(1+i)5d).
For n ∈ OK and j ∈ Z, j ≥ 1, we denote d[i],j(n) for the analogue on OK of the usual function dk on Z, so that
d[i],j(n) equals the coefficient of N(n)
−s in the Dirichlet series expansion of the j-th power of ζK(s). It follows that
d[i],1(n) = 1 and when n is primary,
d[i],j(n) =
∑
a1···aj=n
ai≡1 mod (1+i)3,1≤i≤j
1.
We further denote for j ∈ Z, j ≥ 1 and any real number t > 0,
Vj(t) =
1
2πi
∫
(2)
wj(s)t
−s ds
s
, wj(s) =
(
25/2
π
)js (
Γ(12 + s)
Γ(12 )
)j
.(2.5)
We then note the following approximate functional equation for L(12 , χ(1+i)5d)
j from [7, Lemma 2.2].
Lemma 2.4 (Approximate functional equation). For any odd, square-free d ∈ OK , we have for j = 1, 2,
L(12 , χ(1+i)5d)
j =2
∑
n≡1 mod (1+i)3
χ(1+i)5d(n)d[i],j(n)
N(n)
1
2
Vj
(
N(n)
N(d)j/2
)
.
The next lemma gives the behaviors of Vj(t) defined in (2.5) for t→ 0+ or t→∞, which can be established similar
to [16, Lemma 2.1].
Lemma 2.5. Let j = 1, 2. The function Vj(ξ) is real-valued and smooth on (0,∞). We have
Vj(ξ) = 1 +Oε(ξ
1
2−ε).
For any fixed integer ν ≥ 0 and large ξ, we have
V
(ν)
j (ξ)≪ ξν+
3
2 exp
(
− j
2
ξ
2
j
)
≪ν exp
(
− j
4
ξ
2
j
)
.
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2.6. Poisson summation. A key ingredient needed in our treatment of the paper is the following two dimensional
Poisson summation, which follows from [9, Lemma 2.7, Corollary 2.8].
Lemma 2.7. Let n ∈ OK be primary and
( ·
n
)
be the quadratic residue symbol modulo n. For any smooth function
W : R+ → R of compact support, we have for X > 0,∑
m∈OK
(m,1+i)=1
(m
n
)
W
(
N(m)
X
)
=
X
2N(n)
(
1 + i
n
) ∑
k∈OK
(−1)N(k)g(k, n)W˜
(√
N(k)X
2N(n)
)
,
where
W˜ (t) =
∞∫
−∞
∞∫
−∞
W (N(x+ yi))e˜ (−t(x+ yi)) dxdy, t ≥ 0.(2.6)
2.8. Estimations related to character sums. We now collect two lemmas on estimations related to character sums.
They are consequences of a large sieve result of K. Onodera [15] on quadratic residue symbols in the Gaussian field,
which is a generalization in K of the well-known large sieve result on quadratic Dirichlet characters of D. R. Heath-
Brown [10]. The first lemma can be obtained by applying the large sieve result in [15] in the proof of [10, Corollary 2]
and [16, Lemma 2.4].
Lemma 2.9. Let N,Q be positive integers, and let a1, · · · , an be arbitrary complex numbers. Let S(Q) denote the set
of χm for square-free m satisfying N(m) ≤ Q. Then for any ǫ > 0,∑
χ∈S(Q)
∣∣∣ ∑
n≡1 mod (1+i)3
N(n)≤N
µ2[i](n)anχ(n)
∣∣∣2 ≪ǫ (QN)ǫ(Q+N) ∑
n1,n2≡1 mod (1+i)3
N(n1),N(n2)≤N
n1n2=
|an1an2 |.
Let M be a positive integer, and for each m ∈ OK satisfying N(m) ≤M , we write m = m1m22 with m1 square-free and
m2 ∈ G. Suppose the sequence an satisfies |an| ≪ N(n)ε, then
∑
N(m)≤M
1
N(m2)
∣∣∣∣∣∣
∑
N(n)≤N
an
(m
n
)∣∣∣∣∣∣
2
≪ (MN)εN(M +N).
The second lemma is a combination of [7, Lemma 2.15] and the proof of [16, Lemma 2.5].
Lemma 2.10. Suppose σ + it is a complex number with σ ≥ 12 . Then∑∗
(d,2)=1
N(d)≤X
|L(σ + it, χ(1+i)5d)|4 ≪ X1+ε(1 + |t|2)1+ε.
Here the “∗” on the sum over d means that the sum is restricted to square-free elements d in OK .
2.11. Analytical behaviors of certain functions. In this section, we discuss the analytical behaviors of certain
functions that are needed in the paper. First, we have the following result that can be established similar to [16, Lemma
5.3].
Lemma 2.12. Let α, d, ℓ ∈ OK be primary and let
(2.7) d1 =
d
(d, α)
.
For each k ∈ OK , k 6= 0, we write kd1 uniquely by
(2.8) kd1 = k1k
2
2 ,
with k1 square-free and k2 ∈ G. For ℜ(s) > 1, we have∑
ν≡1 mod (1+i)3
(ν,αd)=1
d[i],2(ν)
N(ν)s
(
d1
ν
)
g(k, ℓν)
N(ν)1/2
= L(s, χik1)
2
∏
̟∈G
G0,̟(s; k, ℓ, α, d) =: L(s, χik1)2G0(s; k, ℓ, α, d),
where G0,̟(s; k, ℓ, α, d) is defined by
G0,̟(s; k, ℓ, α, d) =
(
1− 1
N(̟)s
(
ik1
̟
))2
if ̟|2αd,
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G0,̟(s; k, ℓ, α, d) =
(
1− 1
N(̟)s
(
ik1
̟
))2 ∞∑
r=0
r + 1
N(̟)rs
(
d1
̟r
)
g(k,̟r+ord̟(ℓ))
N(̟)r/2
if ̟ ∤ 2αd.
The function G0(s; k, ℓ, α, d) is holomorphic for ℜ(s) > 12 . Furthermore, on writing
k = k3k
2
4 ,
with k3 square-free and k4 ∈ G, we have uniformly for ℜ(s) ≥ 12 + ε,
G0(s; k, ℓ, α, d)≪ε N(αdkℓ)εN(ℓ)1/2N((ℓ, k24))1/2.
Next, let Φ(t) be the smooth function appearing in the definition of S1 and S2 given in (1.5) and V2(t) be given in
(2.5), we define
(2.9) Fy(t) = Φ(t)V2
( y
tX
)
.
We further define for ξ > 0 and ℜ(w) > 0,
(2.10) h(ξ, w) =
∫ ∞
0
F˜t
((
ξ
t
)1/2)
tw−1 dt.
Before we state our next lemma, we would like to recall that the Mellin transform ĝ(s) of a function g is given by
ĝ(s) =
∫ ∞
0
g(t)ts−1dt.
Now, we are ready to present a result concerning some analytic properties of h(ξ, w).
Lemma 2.13. Let Ft be defined by (2.9) and let ξ > 0. The function h(ξ, w) is an entire function of w in ℜ(w) > −1
such that
h(ξ, w) =Φ̂(1 + w)ξw
π
2πi
∫
(c)
(
25/2
π
)2s (
Γ(12 + s)
Γ(12 )
)2(
X
ξ
)s
(π)−2s+2w
Γ(s− w)
Γ(1− s+ w)
ds
s(2.11)
for any c with c > max{0,ℜ(w)}. Moreover, in the region 1 ≥ ℜ(w) > −1, it satisfies the bound
h(ξ, w)≪ (1 + |w|)3−2ℜ(w) exp
(
− 1
10
ξ1/4
X1/4(|w| + 1)1/2
)
ξℜ(w)|Φ̂(1 + w)|.(2.12)
Proof. We recall that for any smooth functionW , the function W˜ (t) defined in (2.6) can be evaluated in polar coordinates
as
W˜ (t) =4
π/2∫
0
∞∫
0
cos(2πtr sin θ)W (r2) rdrdθ.
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It follows from this and the definition of V2(t) in (2.5) that we have, for cs > 2,
h(ξ, w)
=4
∞∫
0
π/2∫
0
∞∫
0
cos(2π
(
ξ
t
)1/2
r sin θ)Φ(r2)V2
(
t
r2X
)
rdrdθtw−1 dt
=2
∞∫
0
π/2∫
0
∞∫
0
cos(r)Φ((
rt1/2
2πξ1/2 sin θ
)2)V2
(
t
X
(
rt1/2
2πξ1/2 sin θ
)−2
)
d(
rt1/2
2πξ1/2 sin θ
)2dθtw−1 dt
=2
π/2∫
0
∞∫
0
cos(r)V2
(
1
X
(
r
2πξ1/2 sin θ
)−2
)
d(
r
2πξ1/2 sin θ
)2dθ
∞∫
0
Φ((
rt1/2
2πξ1/2 sin θ
)2)tw+1
dt
t
=2Φ̂(1 + w)
π/2∫
0
∞∫
0
cos(r)V2
(
1
X
(
r
2πξ1/2 sin θ
)−2
)
(
r
2πξ1/2 sin θ
)−2w−2 d(
r
2πξ1/2 sin θ
)2dθ
=2Φ̂(1 + w)ξw
π/2∫
0
∞∫
0
cos(r)
1
2πi
∫
(cs)
(
25/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2(
1
X
(
r
2πξ1/2 sin θ
)−2
)−s
(
r
2π sin θ
)−2w−2
ds
s
d(
r
2π sin θ
)2dθ
=4Φ̂(1 + w)ξw
1
2πi
∫
(cs)
(
25/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2(
X
ξ
)s
(2π)−2s+2w
π/2∫
0
∞∫
0
cos(r)r2s−2w−1 (sin θ)−2s+2w
ds
s
drdθ.
Now, applying the relation (see [6, Section 2.4])
π/2∫
0
(sin θ)−udθ
∞∫
0
cos(r)ru
dr
r
=
π
2
2u−1
Γ
(
u
2
)
Γ
(
2−u
2
) ,
we see that
π/2∫
0
(sin θ)−(2s−2w)dθ
∞∫
0
cos(r)r2s−2w
dr
r
=
π
2
22s−2w−1
Γ(s− w)
Γ(1− s+ w) .
Substituting this into the above expression for h(ξ, w), we immediately obtain (2.11) by noticing that we can now
take cs > max{0,ℜ(w)}. This also implies that h(ξ, w) is an entire function of w in ℜ(w) > −1.
It remains to establish (2.12). For this, we let c = ℜ(s) and we may assume that c ≥ 2 here. By apply Stirling’s
formula (see [11, (5.112)]), we deduce that(
25/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2
(π)−2s+2w
Γ(s− w)
Γ(1 − s+ w)
1
s
≪
(
25/2
π2
)2c
(1 + |s|)2c−1e−π2 |ℑ(s)|(1 + |s− w|)2c−2ℜ(w)−1
≪( |s|
e1/2
)2c−1e−
π
2 |ℑ(s)|(1 + |s|)2c−2ℜ(w)−1(1 + |w|)2c−2ℜ(w)−1.
It follows that∫
(c)
(
25/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2
(π)−2s+2w
Γ(s− w)
Γ(1 − s+ w)
ds
s
≪ e−c|c|4c−2ℜ(w)−2(1 + |w|)2c−2ℜ(w)−1.(2.13)
We now take
c = max(2,
ξ1/4
X1/4(1 + |w|)1/2 )
to see that the bound given (2.12) follows. 
Our next two lemmas provide bounds for certain dyadic sums involving G0 and h(ξ, w).
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Lemma 2.14. Let K, J ≥ 1 be two integers and let k2 be defined in (2.8). Then for ℜ(w) = − 12 + ε and any sequence
of complex numbers δℓ satisfying δℓ ≪ N(ℓ)ε, we have
∑
K≤N(k)<2K
1
N(k2)
∣∣∣∣∣∣∣∣
2J−1∑
N(ℓ)=J
(ℓ,2αd)=1
δℓ√
N(ℓ)
G0(1 + w; k, ℓ, α, d)
∣∣∣∣∣∣∣∣
2
≪ε (N(αd)JK)εJ(J +K).
Proof. We write any k 6= 0, k ∈ OK as k = uk
∏
̟∈G, ai≥1
̟aii with uk ∈ UK . For those ̟i appearing in this product, we
define
(2.14) a(k) =
∏
i
̟ai+1i and b(k) =
∏
ai=1
̟i
∏
ai≥2
̟ai−1i .
It follows from part (ii) of Lemma 2.2 and the definition of G0 in Lemma 2.12 that G0(1+w; k, ℓ, α, d) = 0 unless ℓ = gm
with g|a(k), (m, k) = 1 and m square-free. We then deduce from this and Lemma 2.2 that when (ℓ, 2αd) = 1,
G0(1 + w; k, ℓ, α, d) =
√
N(m)
(
ik
m
) ∏
̟∈G
̟|m
(
1 +
2
N(̟)1+w
(
ik1
̟
))−1
G0(1 + w; k, g, α, d).
We apply the above and the Cauchy-Schwarz inequality to see that
∑
K≤N(k)<2K
1
N(k2)
∣∣∣∣∣∣∣∣
2J−1∑
N(ℓ)=J
(ℓ,2αd)=1
δℓ√
N(ℓ)
G0(1 + w; k, ℓ, α, d)
∣∣∣∣∣∣∣∣
2
≪ε Kε
∑
K≤N(k)<2K
1
N(k2)
∑
g|a(k)
N(g)<2J
Ψ(k, g),
where
Ψ(k, g) =
∣∣∣∣∣ ∑
J
N(g)
≤N(m)< 2J
N(g)
(m,2αd)=1
µ2[i](m)δgm√
N(g)
G0(1 + w; k, g, α, d)
(
ik
m
) ∏
̟∈G
̟|m
(
1 +
2
N(̟)1+w
(
ik1
̟
))−1 ∣∣∣∣∣
2
.
Applying the bound for G0 in Lemma 2.12 in the above expression, we obtain that
(2.15) Ψ(k, g)≪ε N(αdK)εN(g)1+ε
∣∣∣∣∣ ∑
J
N(g)
≤N(m)< 2J
N(g)
(m,2αd)=1
µ2[i](m)δgm
(
ik
m
) ∏
̟∈G
̟|m
(
1 +
2
N(̟)1+w
(
ik1
̟
))−1 ∣∣∣∣∣
2
.
Note that as
(
ik
m
) 6= 0,∏
̟∈G
̟|m
(
1 +
2
N(̟)1+w
(
ik1
̟
))−1
=
∏
̟∈G
̟|m
(
1− 4
N(̟)2+2w
)−1 ∏
̟∈G
̟|m
(
1− 2
N(̟)1+w
(
ik1
̟
))
=
∏
̟∈G
̟|m
(
1− 4
N(̟)2+2w
)−1 ∑
j|m
j≡1 mod (1+i)3
µ[i](j)d[i],2(j)
N(j)1+w
(
ik1
j
)
.
Using this in (2.15), we see via another application of Cauchy-Schwarz that
Ψ(k, g)≪ε N(αdK)εN(g)1+ε
∑
N(j)< 2J
N(g)
∣∣∣∣∣ ∑
J
N(g)
≤N(m)< 2J
N(g)
(m,2αd)=1
j|m
µ2[i](m)δgm
(
ik
m
) ∏
̟∈G
̟|m
(
1− 4
N(̟)2+2w
)−1 ∣∣∣∣∣
2
.
Relabelling m by jm while noting that N(̟) > 3 for all ̟|m, we deduce that for ℜ(w) ≥ − 12 + ε,
µ2[i](j)
(
ik
j
) ∏
̟∈G
̟|j
(
1− 4
N(̟)2+2w
)−1
≪ N(j)ε.
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Using this, we see that
(2.16) Ψ(k, g)≪ε N(αdJK)εN(g)1+ε
∑
N(j)< 2J
N(g)
∣∣∣∣∣ ∑
J
N(gj)
≤N(m)< 2J
N(gj)
(m,2αdj)=1
µ2[i](m)δgjm
(
ik
m
) ∏
̟∈G
̟|m
(
1− 4
N(̟)2+2w
)−1 ∣∣∣∣∣
2
.
Observe that g|a(k) implies b(g)|k by (2.14). For such k, we relabel it as fb(g) to obtain from (2.16) that∑
K≤N(k)<2K
1
N(k2)
∑
g|a(k)
N(g)<2J
Ψ(k, g)
≤
∑
N(g)<2J
∑
K≤N(k)<2K
b(g)|k
1
N(k2)
Ψ(k, g) =
∑
N(g)<2J
∑
K
N(b(g))
≤N(f)< 2K
N(b(g))
1
N(k2)
Ψ(fb(g), g)
≪εN(αdJK)ε
∑
N(g)<2J
N(g)1+ε
∑
K
N(b(g))
≤N(f)< 2K
N(b(g))
1
N(k2)
×
∑
N(j)< 2J
N(g)
∣∣∣∣∣ ∑
J
N(gj)
≤N(m)< 2J
N(gj)
(m,2αdj)=1
µ2[i](m)δgjm
(
ifb(g)
m
) ∏
̟∈G
̟|m
(
1− 4
N(̟)2+2w
)−1 ∣∣∣∣∣
2
.
(2.17)
We write f = f1f
2
2 with f1 square-free and f2 ∈ G to see that the relation fb(g)d1 = k1k22 implies that f2|k2, so that
N(k2)
−1 ≪ N(f2)−1. Applying this in (2.17), we see that the assertion of the lemma follows from Lemma 2.9. 
Lemma 2.15. Let N(α) ≤ Y and let K, J ≥ 1 be two integers. Then for ℜ(w) = − 12 + ε and any γℓ ∈ C satisfying
|γℓ| ≤ 1, ∑
K≤N(k)<2K
1
N(k2)
∣∣∣∣∣
2J−1∑
N(ℓ)=J
(ℓ,2αd)=1
γℓ
N(ℓ)
G0(1 + w; k, ℓ, α, d)h( N(k)X
2N(α2d1ℓ)
, w)
∣∣∣∣∣
2
(2.18)
is bounded by
≪ε |Φ̂(1 + w)|2(1 + |w|)8+εN(d1)
2N(α)2+εJ2+εKεN(d)ε
X1−ε
exp
(
− 1
20
4
√
K
4
√
N(α)2N(d1)J(1 + |w|2)
)
,
and also by
≪ε ((1 + |w|)N(αd)JKX)ε|Φ̂(1 + w)|2N(α)
2N(d1)(JK + J
2)
KX
.
Proof. We apply Lemma 2.12 and Lemma 2.13 to bound respectively G0 and h(ξ, w) to see that the expression in (2.18)
is
≪|Φ̂(1 + w)|2(1 + |w|)8+εN(d1)N(α)
2+εJεKεN(d)ε
X1−ε
exp
(
− 1
20
4
√
K
4
√
N(α)2N(d1)J(1 + |w|2)
)
×
∑
K≤N(k)<2K
1
N(k)N(k2)
(
2J−1∑
N(ℓ)=J
(ℓ,2αd)=1
N((ℓ, k24))
1
2
)2
≪|Φ̂(1 + w)|2(1 + |w|)8+εN(d1)
2N(α)2+εJεKεN(d)ε
X1−ε
exp
(
− 1
20
4
√
K
4
√
N(α)2N(d1)J(1 + |w|2)
)
×
∑
K≤N(k)<2K
1
N(kd1)N(k2)
(
2J−1∑
N(ℓ)=J
(ℓ,2αd)=1
N(k2)
)2
,
where the last estimation above follows from the observation that N((ℓ, k24)) ≤ N(k4)2 ≤ N(k2)2. By further writing
N(kd1) = N(k1k
2
2), we obtain the first bound of the lemma from the above estimation.
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We now derive the second bound by setting c = ε to write the integral (2.11) as
1
2πi
∫
(ε)
g(s, w)
(
X
ξ
)s
ds.
This allows us to see that∣∣∣∣∣
2J−1∑
N(ℓ)=J
(ℓ,2αd)=1
γℓ
N(ℓ)
G0(1 + w; k, ℓ, α, d)h( N(k)X
2N(α2d1ℓ)
, w)
∣∣∣∣∣
≪|Φ̂(1 + w)|
(
N(α)1+εN(d1)
1
2+ε
N(k)
1
2−εX
1
2−ε
)∫
(ε)
∣∣∣∣∣g(s, w)
2J−1∑
N(ℓ)=J
(ℓ,2αd)=1
γℓ
N(ℓ)1+w−s
G0(1 + w; k, ℓ, α, d)
∣∣∣∣∣ |ds|.
Note that (2.13) is still valid when c = ε and ℜ(w) = − 12 + ε so that it implies that g(s, w; k)≪ε (1 + |w|)ε exp(−(π2 −
ε)|ℑ(s)|). We then deduce via the Cauchy-Schwarz inequality that∣∣∣∣∣
2J−1∑
ℓ=J
(ℓ,2αd)=1
γℓ
N(ℓ)
G0(1 + w; k, ℓ, α, d)h( N(k)X
2N(α2d1ℓ)
, w)
∣∣∣∣∣
2
≪(1 + |w|)ε|Φ̂(1 + w)|2
(
N(α)2+εN(d1)
1+ε
N(k)1−εX1−ε
)∫
(ε)
exp(−(π2 − ε)|ℑ(s)|)
∣∣∣∣∣
2J−1∑
N(ℓ)=J
(ℓ,2αd)=1
γℓ
N(ℓ)1+w−s
G0(1 + w; k, ℓ, α, d)
∣∣∣∣∣
2
|ds|.
Inserting this into (2.18) and applying Lemma 2.14, we readily deduce the second bound of the lemma. 
3. The mollified first moment
In this section, we prove Proposition 1.2. By applying Lemma 1.2 and the definition of M(̟) in (1.4) in the
expression of S1 in (1.5), we see that
S1 = 2
∑
N(m)≤M
m≡1 mod (1+i)3
bm√
N(m)
∑
n≡1 mod (1+i)3
1√
N(n)
∑
(̟,2)=1
logN(̟)Φ
(
N(̟)
X
)
V1
(
N(n)√
N(̟)
)(
(1 + i)5̟
mn
)
=S1 + S
6=
1 ,
where
S1 =2
∑
N(m)≤M
m≡1 mod (1+i)3
∑
n≡1 mod (1+i)3
mn=
1√
N(n)
bm√
N(m)
∑
(̟,2)=1
logN(̟)Φ
(
N(̟)
X
)
V1
(
N(n)√
N(̟)
)(
(1 + i)5̟
mn
)
,
S 6=1 =2
∑
N(m)≤M
m≡1 mod (1+i)3
∑
n≡1 mod (1+i)3
mn6=
1√
N(n)
bm√
N(m)
∑
(̟,2)=1
logN(̟)Φ
(
N(̟)
X
)
V1
(
N(n)√
N(̟)
)(
(1 + i)5̟
mn
)
.
(3.1)
3.1. Evaluation of S1 . As bm is supported on square-free elements in OK , we see that mn =  if and only if n = mk2
with k ∈ OK . By making a change of variable n = mk2 with k being primary, we deduce that
S1 = 2
∑
(̟,2)=1
logN(̟)Φ
(
N(̟)
X
) ∑
N(m)≤M
m≡1 mod (1+i)3
(m,̟)=1
bm
N(m)
∑
k≡1 mod (1+i)3
(k,̟)=1
1
N(k)
V1
(
N(mk2)√
N(̟)
)
.
The rapid decay of V1 given in Lemma 2.5 implies that the contribution from those k with (k,̟) 6= 1 is OA(X−A) for
any large number A. Moreover, the condition (m,̟) = 1 is automatically satisfied as N(m) ≤ M < N(̟). We may
thus ignore these two conditions and apply the definition (2.5) of V1(ξ) to see that∑
k≡1 mod (1+i)3
1
N(k)
V1
(
N(mk2)√
N(̟)
)
=
1
2πi
∫
(2)
w1(s)
(
1− 1
21+2s
)
ζK(1 + 2s)N(̟)
s/2N(m)−s
ds
s
.
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Now we note the following convexity bounds for ζK(s) and ζ
′
K(s) for 0 < ℜ(s) < 1:
ζK(s), ζ
′
K(s)≪ (1 + |s|2)
1−ℜ(s)
2 +ε.(3.2)
Here the bound for ζK(s) follows from [11, Exercise 3, p. 100] and the bound for ζ
′
K(s) can be obtained via a similar
convexity principle.
By moving the line of integration to ℜ(s) = − 12 +ε, we apply (3.2) along with the rapid decay of the gamma function
in vertical strips to see that the integral on this line is ≪ε
(
N(̟)−
1
4+εN(m)
1
2−ε
)
and this contributes an error term
of size ≪ X 34+εM 12 = O(X1−ε) to S1 by noticing the definition of M in (1.2) and the estimation that bm ≪ 1.
We also obtain a contribution from the residue of a pole at s = 0, which we write as an integral along a small circle
around 0 to see that
S1 =2
∑
(̟,2)=1
logN(̟)Φ
(
N(̟)
X
) ∑
N(m)≤M
m≡1 mod (1+i)3
bm
N(m)
× 1
2πi
∮
|s|= 12 logX
w1(s)
(
1− 1
21+2s
)
ζK(1 + 2s)N(̟)
s/2N(m)−s
ds
s
+O(X1−ε).
(3.3)
Notice that bm = µ[i](m)H
(
logN(m)
logM
)
and we have by the Fourier inversion formula that
H(t) =
∫ ∞
−∞
h(z)e−t(1+iz) dz,(3.4)
where
h(z) =
1
2π
∫ ∞
−∞
etH(t)eizt dt.
Applying the above, we see that∑
N(m)≤M
m≡1 mod (1+i)3
bm
N(m)1+s
=
∫ ∞
−∞
h(z)
∑
m≡1 mod (1+i)3
µ[i](m)
N(m)1+s+
1+iz
logM
dz
=
∫ ∞
−∞
h(z)
(
1− 1
21+s+
1+iz
logM
)−1
ζ−1K
(
1 + s+
1 + iz
logM
)
dz.
Integration by parts shows that
h(z)≪j 1
(1 + |z|)j ,(3.5)
which implies that we have for any large number A,∑
N(m)≤M
m≡1 mod (1+i)3
bm
N(m)1+s
=
∫
|z|≤√logM
h(z)
(
1− 1
21+s+
1+iz
logM
)−1
ζ−1K
(
1 + s+
1 + iz
logM
)
dz + OA
(
1
(logX)A
)
.
For |s| = 12 logX and |z| ≤
√
logM , we expand
(
1− 1
2
1+s+
1+iz
logM
)−1
ζ−1K
(
1 + s+ 1+izlogM
)
into a power series (note that
ζK(s)
−1 ∼ 4π (s− 1) when s is near 1) to obtain that∑
N(m)≤M
m≡1 mod (1+i)3
bm
N(m)1+s
=
8
π
∫
|z|≤√logM
h(z)
(
s+
1 + iz
logM
)
dz + O
(
1
(logX)2
)
.
Again by (3.5), we may extend back the integration above to all z with an negligible error. Then we have∫ ∞
−∞
h(z)
(
s+
1 + iz
logM
)
dz = sH(0)− 1
logM
H ′(0),
since by the expression for H(t) given in (3.4), we have that
H ′(t) = −(1 + iz)
∫ ∞
−∞
h(z)e−t(1+iz) dz.
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Thus we conclude that ∑
N(m)≤M
m≡1 mod (1+i)3
bm
N(m)1+s
=
8
π
(
sH(0)− 1
logM
H ′(0)
)
+ O
(
1
(logX)2
)
.(3.6)
We apply (3.6) to (3.3) and use the definition of ω1(s) given in (2.5) to see that
S1 =
16
π
∑
(̟,2)=1
logN(̟)Φ
(
N(̟)
X
)
× 1
2πi
∮
|s|= 12 logX
w1(s)
(
1− 1
21+2s
)
ζK(1 + 2s)N(̟)
s/2
(
sH(0)− 1
logM
H ′(0)
)
ds
s
+O
(
X
logX
)
=
16
π
∑
(̟,2)=1
logN(̟)Φ
(
N(̟)
X
)
× 1
2πi
∮
|s|= 12 logX
(
25/2
π
)s(
Γ(12 + s)
Γ(12 )
)(
1− 1
21+2s
)
ζK(1 + 2s)N(̟)
s/2
(
sH(0)− 1
logM
H ′(0)
)
ds
s
+O
(
X
logX
)
.
Now, the integral above can be evaluated according to the formula
(3.7) Res
s=0
g(s) =
1
(n− 1)!
dn−1
dsn−1
sng(s)
∣∣∣∣∣
s=0
for a function g(s) having a pole of order at most n at s = 0. We then arrive at
S1 =
∑
(̟,2)=1
logN(̟)Φ
(
N(̟)
X
) (
H(0)− logN(̟)
2 logM
H ′(0)
)
+O
(
X
logX
)
.
We may replace logN(̟)/ logM in the sum above by logX/ logM in view of the support of Φ. Then applying the
prime ideal theorem and partial summation, we see that
S1 = 4
(
H(0)− logX
2 logM
H ′(0)
)
Φ̂(1)X +O
(
X
logX
)
.(3.8)
3.2. Decomposition of S 6=1 . Our remaining task is to bound S
6=
1 . By writing n = rk
2 with r being primary, square-free
and k primary, we see that the condition mn 6=  in (3.1) is equivalent to m 6= r, as both m and r are primary and
square-free. This allows us to recast S 6=1 as
S 6=1 =2
∑
N(m)≤M
m≡1 mod (1+i)3
bm√
N(m)
∑
r≡1 mod (1+i)3
r 6=m
∑
k≡1 mod (1+i)3
µ2[i](r)
N(k)
√
N(r)
×
∑
(̟,2)=1
logN(̟)Φ
(
N(̟)
X
)
V1
(
N(rk2)√
N(̟)
)(
(1 + i)5̟
mrk2
)
.
We make changes of variables m→ gm, r→ gr with g = (m, r) to further recast S 6=1 as
S 6=1 = 2
∑
g≡1 mod (1+i)3
µ2[i](g)
N(g)
∑
N(m)≤M/N(g)
m≡1 mod (1+i)3
(m,2g)=1
bmg√
N(m)
∑
r≡1 mod (1+i)3
(r,mg)=1
N(mr)>1
µ2[i](r)√
N(r)
∑
k≡1 mod (1+i)3
1
N(k)
×
∑
(̟,2)=1
logN(̟)Φ
(
N(̟)
X
)
V1
(
N(grk2)√
N(̟)
)(
(1 + i)5̟
mrg2k2
)
.
We deduce from Lemma 2.5 that we may truncate the sums over k, r to N(k) ≤ X 14+ε and N(r) ≤ X 12+ε with
negligible errors. Notice that this also implies that N(k) < N(̟). As we also have N(g) ≤ M < N(̟), we conclude
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that we have
(
̟
g2k2
)
= 1. We then extend the sum on k to infinity again by Lemma 2.5 to see that
S 6=1 =2
∑
g≡1 mod (1+i)3
µ2[i](g)
N(g)
∑
N(m)≤M/N(g)
m≡1 mod (1+i)3
(m,2g)=1
bmg√
N(m)
(
1 + i
m
) ∑
r≡1 mod (1+i)3
N(r)≤X1/2+ε
(r,mg)=1
N(mr)>1
µ2[i](r)√
N(r)
(
1 + i
r
) ∑
k≡1 mod (1+i)3
1
N(k)
×
∑
(̟,2)=1
logN(̟)Φ
(
N(̟)
X
)
V1
(
N(grk2)√
N(̟)
)
χmr(̟) +O(X
−1).
We may now write ̟ = u̟̟
′ with u̟ ∈ UK . As the treatments are similar, we may further assume that ̟ is
primary, so that we can apply the quadratic reciprocity law (2.1) with (2.5) to obtain that
S 6=1 =2
∑
g≡1 mod (1+i)3
µ2[i](g)
N(g)
∑
N(m)≤M/N(g)
m≡1 mod (1+i)3
(m,2g)=1
bmg√
N(m)
(
1 + i
m
) ∑
r≡1 mod (1+i)3
N(r)≤X1/2+ε
(r,mg)=1
N(mr)>1
µ2[i](r)√
N(r)
(
1 + i
r
) ∑
k≡1 mod (1+i)3
1
N(k)
×
∑
̟≡1 mod (1+i)3
logN(̟)Φ
(
N(̟)
X
) ∫
( 1logX )
(
25/2
π
)s(
Γ(12 + s)
Γ(12 )
)(
N(grk2)√
N(̟)
)−s
χmr(̟)
ds
s
+O(X−1)
=2
∑
g≡1 mod (1+i)3
µ2[i](g)
N(g)
∑
N(m)≤M/N(g)
m≡1 mod (1+i)3
(m,2g)=1
bmg√
N(m)
(
1 + i
m
) ∑
r≡1 mod (1+i)3
N(r)≤X1/2+ε
(r,mg)=1
N(mr)>1
µ2[i](r)√
N(r)
(
1 + i
r
)
×
∫
( 1logX )
(
25/2
π
)s(
Γ(12 + s)
Γ(12 )
)(
1− 1
21+2s
)
ζK(1 + 2s)N(gr)
−s
×
∑
̟≡1 mod (1+i)3
logN(̟)Φ
(
N(̟)
X
)
N(̟)s/2χmr(̟)
ds
s
+O(X−1).
We denote Λ[i](n) for the von Mangoldt function onK, so that Λ[i](n) equals the coefficient of N(n)
−s in the Dirichlet
series expansion of ζ
′
K(s)/ζK(s). Then we have∑
̟∈G
logN(̟)Φ
(
N(̟)
X
)
χmr(̟)N(̟)
s/2 =
∑
n∈G
Λ[i](n)Φ
(
N(n)
X
)
χmr(n)N(n)
s/2 +O(X1/2).
It is easy to check that the contribution of the error term above to S 6=1 is O(X
1−ε) for sufficiently small ε = ε(θ) > 0.
Now, we define for any function g(t) and any complex number s,
gs(t) = g(t)t
s/2.
Using this notation, we have
S 6=1 =2
∑
g≡1 mod (1+i)3
µ2[i](g)
N(g)
∑
N(m)≤M/N(g)
m≡1 mod (1+i)3
(m,2g)=1
bmg√
N(m)
(
1 + i
m
) ∑
r≡1 mod (1+i)3
N(r)≤X1/2+ε
(r,mg)=1
N(mr)>1
µ2[i](r)√
N(r)
(
1 + i
r
)
× 1
2πi
∫ 1
logX+i(logX)
2
1
logX−i(logX)2
(
25/2
π
)s(
Γ(12 + s)
Γ(12 )
)(
1− 1
21+2s
)
ζK(1 + 2s)X
s/2N(gr)−s
×
∑
n∈G
Λ[i](n)Φs
(
N(n)
X
)
χmr(n)
ds
s
+O(X1−ε),
(3.9)
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where we truncate the integral to |ℑ(s)| ≤ (logX)2 due to the rapid decay of the gamma function in vertical strips.
We further split the first expression on the right-hand side above into a sum of two terms:
S 6=1 = E1 + E2 +O(X
1−ε),(3.10)
with E1 restricting the sums over m, r to N(mr) ≪ exp(w
√
logX) and E2 the opposite, where w > 0 is a fixed
sufficiently small constant.
3.3. Evaluation of E1. In this section we estimate E1, which is given by
E1 =2
∑
g≡1 mod (1+i)3
µ2[i](g)
N(g)
∑
N(m)≤M/N(g)
m≡1 mod (1+i)3
(m,2g)=1
bmg√
N(m)
(
1 + i
m
) ∑
r≡1 mod (1+i)3
N(r)≤X1/2+ε
(r,mg)=1
1<N(mr)≪exp(w√logX)
µ2[i](r)√
N(r)
(
1 + i
r
)
× 1
2πi
∫ 1
logX+i(logX)
2
1
logX−i(logX)2
(
25/2
π
)s(
Γ(12 + s)
Γ(12 )
)(
1− 1
21+2s
)
ζK(1 + 2s)X
s/2N(gr)−s
×
∑
n∈G
Λ[i](n)Φs
(
N(n)
X
)
χmr(n)
ds
s
.
(3.11)
By partial summation, we have that
∑
n∈G
Λ[i](n)Φs
(
N(n)
X
)
χmr(n) = −
∫ ∞
0
1
X
Φ′s
( u
X
)( ∑
n∈G
N(n)≤u
Λ[i](n)χmr(n)
)
du.
Combining [11, Theorem 5.13] and [11, Theorem 5.35] together with [11, (5.52)], by noting that the conductor of the
primitive character χmr is ≪ exp(w
√
logX) ≤ exp(2w√logX), we see that∑
n∈G
N(n)≤u
Λ[i](n)χmr(n) = −
uβ1
β1
+O
(
u exp(w
√
logX) exp(−c1
√
log u)
)
,(3.12)
for an absolute constant c1 > 0. Here the term −uβ1/β1 appears only when L(s, χmr) has a real zero β1 > 1− c2logN(mr)
for a positive constant c2.
Notice that for ℜ(s) bounded, we have uniformly in s that∫ ∞
0
1
X
∣∣∣Φ′s ( uX )∣∣∣ du =
∫ ∞
0
|Φ′s(u)| du ≪ |s|+ 1.
Applying the above estimation, we see from (3.11) that the contribution of the error term to E1 is
≪ X exp(c3(w − c1)
√
logX)(3.13)
for some absolute constant c3 > 0.
By an analogue of Page’s theorem for the family of quadratic Hecke L-functions (which can be established by
using combining the arguments in [4, §14, page 95], [11, Theorem 5.28 (1)] and [11, Lemma 5.9]), there exists a fixed
absolute constant c4 > 0 such that we have at most one character χmr (notice as shown above, the conductor of χmr
is ≤ exp(2w√logX)) for which the L-function L(s, χmr) has a real zero β1 satisfying
β1 > 1− c4
2w
√
logX
.
We may assume such a real zero exists and denote q∗ for the modulus of the exceptional character χmr. It remains
to estimate the contribution of the term −uβ1β1 in (3.12) to E1. For this, we apply integrate by parts to see that∫ ∞
0
uβ1
β1
1
X
Φ′s
( u
X
)
du = Xβ1
∫ ∞
0
uβ1
β1
Φ′s(u) du = −Xβ1
∫ ∞
0
Φs(u)u
β1−1 du = −Xβ1Φ̂
(s
2
+ β1
)
.
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Now, by choosing w > 0 sufficiently small in terms of c1 in (3.13) and applying the above to (3.11), we see that for
some positive constant c5 and some bounded power of two denoted by γ
∗,
E1 =− 2
2πi
√
N(γ∗)Xβ1√
N(q∗)
∫ 1
logX+i(logX)
2
1
logX−i(logX)2
(
25/2
π
)s(
Γ(12 + s)
Γ(12 )
)(
1− 1
21+2s
)
×Xs/2ζK(1 + 2s)Φ̂
(s
2
+ β1
) ∑∑
1<N(mr)≪exp(w√logX)
(mr,2)=1
(m,r)=1
γ∗mr=q∗
µ2[i](r)
N(r)s
(
1 + i
rm
) ∑
g≡1 mod (1+i)3
(g,mr)=1
µ2[i](g)bmg
N(g)1+s
ds
s
+O
(
X exp(−c5
√
logX)
)
.
Using bmg = µ[i](mg)H(
logN(mg)
logM ) and applying Fourier inversion given in (3.4), we obtain
∑
g≡1 mod (1+i)3
(g,mr)=1
µ2[i](g)bmg
N(g)1+s
ds
s
= µ[i](m)
∫ ∞
−∞
1
N(m)
1+iz
logM
h(z)
∏
̟∈G
̟|2mr
(
1− 1
N(̟)1+s+
1+iz
logM
)−1
ζ−1K
(
1 + s+
1 + iz
logM
)
dz.
(3.14)
We may truncate the above integral in (3.14) to |z| ≤ √logM with a negligible error using (3.5). This leads to
E1 = −2
√
N(γ∗)Xβ1√
N(q∗)
∑∑
N(m)≤M,N(r)≤X 12 +ε
(mr,2)=1
(m,r)=1
γ∗mr=q∗
µ[i](m)µ
2
[i](r)
1
2πi
∫ 1
logX+i(logX)
2
1
logX−i(logX)2
(
25/2
π
)s(
Γ(12 + s)
Γ(12 )
)
N(r)−s
(
1 + i
rm
)
×
(
1− 1
21+2s
)
ζK(1 + 2s)X
s/2Φ̂
(s
2
+ β1
) ∫
|z|≤√logM
1
N(m)
1+iz
logM
h(z)
×
∏
̟∈G
̟|2mr
(
1− 1
N(̟)1+s+
1+iz
logM
)−1
ζ−1K
(
1 + s+
1 + iz
logM
)
dz
ds
s
+O
(
X
logX
)
.
(3.15)
We move line of integration over s in (3.15) to ℜ(s) = − c6log logX , for some small c6 > 0 such that there is no zero of
ζK(1 + s+
1+iz
logM ) in the region ℜ(s) ≥ − c6log logX ,ℑ(s) ≤ (logX)2. The contribution to E1 of the integration over s on
the new line of integration is O(X/ logX). There is also a contribution from the reside at s = 0, which we write as an
integral along a small circle around 0 to see that
E1 = −2
√
N(γ∗)Xβ1√
N(q∗)
∑∑
N(m)≤M,N(r)≤X 12+ε
(mr,2)=1
(m,r)=1
γ∗mr=q∗
µ[i](m)µ
2
[i](r)
(
1 + i
rm
)
1
2πi
∮
|s|= 1logX
(
25/2
π
)s (
Γ(12 + s)
Γ(12 )
)
N(r)−s
× ζK(1 + 2s)Xs/2Φ̂
(s
2
+ β1
) ∫
|z|≤√logM
1
N(m)
1+iz
logM
h(z)
×
∏
̟∈G
̟|2mr
(
1− 1
N(̟)1+s+
1+iz
logM
)−1
ζ−1K
(
1 + s+
1 + iz
logM
)
dz
ds
s
+ O
(
X
logX
)
.
(3.16)
Notice that when |s| = 1logX , we have
ζK(1 + 2s)≪ logX, ζ−1K
(
1 + s+
1 + iz
logM
)
≪ 1 + |z|
logX
.
16 PENG GAO
Applying the above bounds in (3.16) and estimating things trivially, we deduce that
E1 ≪ X
β1
N(q∗)1/2−ε
+O
(
X
logX
)
.(3.17)
Now we need an upper bound for β1. For this, we recall a result of Landau [13] says that for an algebraic number
field F of degree n = 2 and any primitive ideal character χ of F with conductor q, we have for X > 1,∑
NF (I)≤X
χ(I)≪ |NF (q) ·DF |1/3 log2(|NF (q) ·DF |)X1/3,
where NF (q), NF (I) denotes the norm of q and I respectively, DF denotes the discriminant of F and I runs over integral
ideas of F .
It follows from this that we have, for any Hecke character χ modulo q of trivial infinite type in K,
L(1, χ) =
∑
I 6=0
N(I)≤N(q)
χ(I)
N(I)
+
∑
N(I)>N(q)
χ(I)
N(I)
≪
∑
I 6=0
N(I)≤N(q)
1
N(I)
+
∫ ∞
N(q)
1
u
d(
∑
N(I)≤u
χ(I))≪ logN(q).(3.18)
Similarly, we have that
L′(1, χ)≪ log2N(q).(3.19)
We then deduce from (3.18), (3.19) and the proof of [11, Theorem 5.28 (2)] that we have the following analogue in
K of Siegel’s theorem, i.e. for any primitive quadratic Hecke character χ modulo q of trivial infinite type, we have that
β1 < 1− c7(ε)
N(q)ε
,(3.20)
where c7(ε) > 0 is an ineffective constant depending only on ε.
Applying (3.20) in (3.17), then treating the resulting upper bound of E1 according to whether N(q
∗) is ≤ (logX)3
or not, we see that
E1 ≪ X
1− c7(ε)
N(q)ε
N(q∗)1/2−ε
+O
(
X
logX
)
≪ X
logX
.(3.21)
3.4. Evaluation of E2. In this section we estimate E2. We let q = mr in (3.9) and we break N(q) into dyadic segments
to see that
E2 ≪ (logX)O(1)
∑
Q=2j
exp(w
√
logX)≪Q≪MX1/2+ε
E(Q),(3.22)
where
E(Q) = Q− 12+ε
∑
χ∈S(Q)
∣∣∣∣∣∑
n∈G
Λ[i](n)Φs0
( n
X
)
χ(n)
∣∣∣∣∣ .
Here S(Q) is defined as in Lemma 2.9, s0 ∈ C such that ℜ(s0) = 1logX and |ℑ(s0)| ≤ (logX)2.
We now employ zero-density estimates to estimate E(Q). For this, we write Φs0 using inverse Mellin transform to
obtain that ∑
n∈G
Λ[i](n)Φs0
(
N(n)
X
)
χ(n) =
1
2πi
∫
(2)
XwΦ̂
(
w +
s0
2
)(
−L
′
L
(w, χ)
)
dw.(3.23)
Note that integration by parts implies that for every non-negative integer j, we have∣∣∣Φ̂(σ + it+ s0
2
)
∣∣∣≪σ,j (logX)j (1 + ∣∣∣∣t− Im(s0)2
∣∣∣∣)−j .(3.24)
On the other hand, it follows from the functional equation (2.3) that for any primitive Hecke character χ modulo m
of trivial infinite type in K, we have
L(s, χ) =W (χ)(N(m))−1/2(|DK |N(m))(1−2s)/2(2π)1−2s Γ(s)
Γ(1− s)L(1− s, χ).
Upon taking logarithmic derivative on both sides above, we see that
L′(s, χ)
L(s, χ)
= − log(|DK |N(m))− log(2π) + Γ
′(s)
Γ(s)
− Γ
′(1− s)
Γ(1− s) −
L′(1 − s, χ)
L(1− s, χ) .
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Applying the estimation (see [14, Theorem C.1]) that for |s| > δ, | arg s| < π − δ,
Γ′(s)
Γ(s)
= log s+ O(
1
|s| ),
we deduce that on the line ℜ(w) = − 12 we have∣∣∣∣L′L (w, χ)
∣∣∣∣≪ log(N(q)|w|).
We now shift the line of integration in (3.23) to ℜ(w) = − 12 and we apply the above bound of L′/L and (3.24) to
bound the integral on this line. Along with contributions from residues of poles at all zeros ρ = β+ iγ of L(s, χ) in the
critical strip, we obtain that∑
n∈G
Λ[i](n)Φs0
(
N(n)
X
)
χ(n) =
∑
L(ρ,χ)=0
0≤β≤1
XρΦ̂
(
ρ+
s0
2
)
+O
(
(logX)O(1)
X1/2
)
.(3.25)
To bound the right side of (3.28), we introduce some notations here. For a primitive Hecke character χ modulo q of
trivial infinite type, let N(T, χ) denote the number of zeros of L(s, χ) in the rectangle
0 ≤ β ≤ 1, |γ| ≤ T.
Then we have [11, Theorem 5.8] for T ≥ 2,
N(T, χ)≪ T log(N(q)T ).(3.26)
We further define for 12 ≤ α ≤ 1,
N(α,Q, T ) =
∑
χ∈S(Q)
N(α, T, χ),
where N(α, T, χ) denotes the number of zeros ρ = β + iγ of L(s, χ) in the rectangle
α ≤ β ≤ 1, |γ| ≤ T.
We note the following analogue of Heath-Brown’s zero-density estimate for L-functions of quadratic Dirichlet char-
acters [10, Theorem 3] to see that for 12 < α ≤ 1,
N(α,Q, T )≪ (QT )ε(T 3/2Q)(2−2α)/(3/2−α).(3.27)
In fact, the above estimation follows by modifying the proof of [2, Corollary 1.6] using the earlier mentioned large
sieve result of K. Onodera [15] on quadratic residue symbols in the Gaussian field. More specifically, we replace the
bound given in [2, (5.4)] by
(QTX)εTY 1/2−α(QT )1/2(X1/2 +Q1/2).
Also, we replace the bound given in [2, (5.5)] by
(QY )ε(QX1−2α + Y 2−2α),
where 1 ≤ X ≤ Y . Then by setting X = Q, Y = (T 3/2Q)1/(3/2−α), we deduce (3.27).
Now, combining (3.24) and (3.26), we see that the contribution in (3.25) to E(Q) from those ρ with |γ| > Qε is
≪ X(logX)AQ1+εQ−Aǫ,
for any large number A. We compute the contribution of this bound and the error term in (3.25) to E(Q) by noting
that Q≫ exp(w√logX) to obtain that
E(Q)≪ X exp(−w
√
logX) +Q−
1
2+ε
∑
χ∈S(Q)
∑
L(ρ,χ)=0
0≤β≤1
|γ|≤Qε
Xβ.(3.28)
In (3.28), we separate the zeros ρ according to whether β < 12 + ε0 or β ≥ 12 + ε0 for a suitable small ε0 > 0 such
that when Q < X1−ε, we have by (3.26),
Q−
1
2+ε
∑
χ∈S(Q)
∑
L(ρ,χ)=0
0≤β< 12+ε0
|γ|≤Qε
Xβ ≪ X 12+ε0Q1/2+ε < X1−ε.(3.29)
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For those zeros with β ≥ β0 we apply partial summations to see that
Q−
1
2+ε
∑
χ∈S(Q)
∑
L(ρ,χ)=0
β0≤β≤1
|γ|≤Qε
Xβ = −Q− 12+ε
∫ 1
β0
XαdN(α,Q,Qε)
≪Q− 12+εXβ0N(β0, Q,Qε) + (logX)Q− 12+ε
∫ 1
β0
XαN(α,Q,Qε)dα.
(3.30)
Note that when α ≤ 1, we have 1/(3/2− α) ≤ 2, so that the bound (3.27) implies that
N(α,Q,Qε)≪ Q4(1−α)+ε.
Replacing this bound for N(α,Q,Qε) in the last integral in (3.30), we see that when Q ≥ X1/4, we see that the
integrand in the right-hand side expression of (3.30) is maximized when α = β0, it follows from this and (3.30) that
Q−
1
2+ε
∑
χ∈S(Q)
∑
L(ρ,χ)=0
β0≤β≤1
|γ|≤Qε
Xβ ≪ Xβ0Q4(1−β0)−1/2+ε ≪ Xβ0X4(1−β0)−1/2+ε ≪ X1−ε,(3.31)
when β0 > β1+ε with β1 = 5/6. When Q < X
1/4, the integrand in the right-hand side expression of (3.30) is maximized
when α = 1, in which case we have
Q−
1
2+ε
∑
χ∈S(Q)
∑
L(ρ,χ)=0
β0≤β≤1
|γ|≤Qε
Xβ ≪ Xβ0Q4(1−β0)−1/2+ε +XQ4(1−1)−1/2+ε ≪ X1−ε +XQ−1/2+ε,(3.32)
since we have that Q≪ exp(w√logX).
We now argue inductively by setting
βn+1 =
3
2βn − 14
1
2 + βn
(3.33)
to see that when 1/2 < β0 < βn + ε, we have 1/(3/2 − α) ≤ 1/(3/2 − βn) + ε so that when Q ≥ X(3/2−βn)/2, the
estimation (3.31) is valid when β0 > βn+1+ ε. On the other hand, the estimation (3.32) is valid when Q < X
(3/2−βn)/2
and β0 > βn+1 + ε.
One checks that the sequence {βn}n≥1 defined in (3.33) is decreasing and satisfies 1/2 < βn < 1 for all n ≥ 1 (recall
that β1 = 5/6). It follows that limn→∞ βn exists and a little computation shows that
lim
n→∞
βn =
1
2
.
It follows that, for our choice of ε0 > 0 above, we can achieve, after finitely number of iterations, that
Q−
1
2+ε
∑
χ∈S(Q)
∑
L(ρ,χ)=0
1/2+ε0≤β0≤β≤1
|γ|≤Qε
Xβ ≪ X1−ε +XQ−1/2+ε.
We now combine (3.28), (3.29) and the above estimation to see that for some positive constant c8,
E(Q)≪ XQ−1/2+ε +X1−ε ≪ X exp(−c8w
√
logX).
Applying the above bound to (3.22), we see that for some absolute constant c > 0,
E2 ≪ X exp(−cw
√
log x).(3.34)
3.5. Conclusion. We now combine (3.8), (3.10), (3.21) and (3.34) to see that Proposition 1.2 follows.
4. The mollified second moment
We now begin our proof of Proposition 1.3. As a preparation, we first include some results from the sieve methods.
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4.1. Tools from sieve methods. We denote 1A(n) for the indicator function of a set A of algebraic integers in OK ,
so that 1A(n) = 1 when n ∈ A and 1A(n) = 0 otherwise. Then we have
(4.1) 1{n:n prime} ≤ 1{n:(n,P (z0))=1}1{n:(n,P (R)/P (z0))=1},
where R is defined as in (1.2) and
z0 = exp((logX)
1/3), P (y) =
∏
̟∈G
N(̟)≤y
̟, y > 2.(4.2)
We write ω[i](n) for the number of distinct prime ideal factors of (n). We apply Brun’s upper bound sieve condition
(see [5, (6.1)]) to see that
(4.3) 1{n:(n,P (z0))=1}(n) ≤
∑
b∈G
b|(n,P (z0))
ω[i](b)≤2r0
µ[i](b),
where
r0 = ⌊(logX)1/3⌋.
Let G(t) be a non-negative smooth function, compactly supported on [−1, 1] satisfying |G(t)| ≪ 1, |G(j)(t)| ≪j
(log logX)j−1 for j ≥ 1 and G(t) = 1− t for 0 ≤ t ≤ 1− (log logX)−1. Then we have
1{n:(n,P (R)/P (z0))=1}(n) ≤
( ∑
d∈G
d|n
(d,P (z0))=1
µ[i](d)G
(
logN(d)
logR
))2
(4.4)
=
∑∑
j,k∈G
N(j),N(k)≤R
[j,k]|n
(jk,P (z0))=1
µ[i](j)µ[i](k)G
(
logN(j)
logR
)
G
(
logN(k)
logR
)
.
Now (4.1), (4.3) and (4.4) implies that
(4.5) 1{n:n prime}(n) ≤
∑
d∈G
d|n
λd,
where the coefficients λd are defined by
(4.6) λd =
∑
b∈G
b|P (z0)
ω[i](b)≤2r0
∑∑
m,n∈G
N(m),N(n)≤R
b[m,n]=d
(mn,P (z0))=1
µ[i](b)µ[i](m)µ[i](n)G
(
logN(m)
logR
)
G
(
logN(n)
logR
)
.
Similar to what is pointed out in the paragraph above [1, (5.9)], we have λd 6= 0 for N(d) ≤ D, where
(4.7) D = R2 exp(2(logX)2/3)≪ε R2Xε.
We end this section by listing a few lemmas needed in the paper, which are analogues to [1, Lemma 5.1-5.4].
Lemma 4.2. Let 0 < δ < 1 be a fixed constant, r a positive integer with r ≍ (logX)δ, and z0 as in (4.2). Let G be
the set of generators of ideals in OK chosen in Section 2.1. Suppose that g is a multiplicative function on G such that
uniformly for all primes ̟ ∈ G, we have |g(̟)| ≪ 1. Then uniformly for all ℓ ∈ OK ,∑
b∈G
b|P (z0)
ω[i](b)≤r
(b,ℓ)=1
µ[i](b)
N(b)
g(b) =
∏
̟∈G
N(̟)≤z0
̟∤ℓ
(
1− g(̟)
N(̟)
)
+O
(
exp(−r log log r)
)
.
Lemma 4.3. Let z0 = exp((logX)
1/3). Let G(t) be as above and G be the set of generators of ideals in OK chosen in
Section 2.1. Suppose h is a function on G such that uniformly for all primes ̟ ∈ G, |h(̟)| ≪ε N(̟)−ε . For a fixed
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real number A > 0, there exists a function E0(X) depending only on X,G and ϑ with E0(X)→ 0 as X →∞, such that
uniformly for N(ℓ)≪ XO(1),∑∑
m,n∈G
N(m),N(n)≤R
(mn,ℓP (z0))=1
µ[i](m)µ[i](n)
N([m,n])
G
(
logN(m)
logR
)
G
(
logN(n)
logR
) ∏
̟∈G
̟|mn
(
1 + h(̟)
)
=
4
π
· 1 + E0(X)
logR
∏
̟∈G
N(̟)≤z0
(
1− 1
N(̟)
)−1
+ Oε,A
(
1
(logR)A
)
.
(4.8)
Lemma 4.4. Let λd and D be as defined in (4.6) and (4.7), respectively. Let G be the set of generators of ideals in
OK chosen in Section 2.1. Suppose that g is a multiplicative function on G such that g(̟) = 1 + O(N(̟)−ε) for all
primes ̟ ∈ G. Then with E0(X) as in Lemma 4.3 we have uniformly in N(ℓ)≪ XO(1),∑
d∈G
N(d)≤D
(d,ℓ)=1
λd
N(d)
g(d) =
4
π
· 1 + E0(X)
logR
∏
̟∈G
N(̟)≤z0
̟∤ℓ
(
1− g(̟)
N(̟)
) ∏
̟∈G
N(̟)≤z0
(
1− 1
N(̟)
)−1
+Oε
(
1
(logR)2020
)
.
Lemma 4.5. Let G be the set of generators of ideals in OK chosen in Section 2.1. Let λd, D, g be as in Lemma 4.4.
Suppose that h is a function on G such that |h(̟)| ≪ε N(̟)−1+ε for all primes ̟ ∈ G. Then with E0(X) as in
Lemma 4.3 we have∑
d∈G
N(d)≤D
(d,ℓ)=1
λd
N(d)
g(d)
∑
̟∈G
̟|d
h(̟) =− 4
π
· 1 + E0(X)
logR
∏
̟∈G
N(̟)≤z0
(
1− 1
N(̟)
)−1
×
∑
̟∈G
N(̟)≤z0
̟∤ℓ
g(̟)h(̟)
N(̟)
∏
̟′∈G
̟′prime
N(̟′)≤z0
̟′∤̟ℓ
(
1− g(̟
′)
N(̟′)
)
+Oε
(
1
(logR)2020
)
,
uniformly for all ℓ ∈ OK such that logN(ℓ)≪ logX. (Here, the index ̟′ runs over primes ̟′.)
As the above lemmas can be established similarly to [1, Lemma 5.1-5.4], we omit the proofs by only pointing out
that constant 4/π in (4.8) (and hence in Lemma 4.4 and 4.5) comes from expanding
ζK
(
1 + 2+iz1+iz2logR
)
ζK
(
1 + 1+iz1logR
)
ζK
(
1 + 1+iz2logR
)
into Laurent series and noting that the residue of ζK(s) at s = 1 equals π/4.
4.6. Initial treatment. Now we are ready to estimate S2. As Φ is supported on [
1
2 , 1], we have logN(̟) ≤ logX , so
that by positivity we may apply the sieve given (4.5) to see that
S2 ≤ (logX)S+,
where
(4.9) S+ =
∑
(n,2)=1
µ2[i](n)
( ∑
d∈G
d|n
N(d)≤D
λd
)
Φ
(
N(n)
X
)
L(12 , χ(1+i)5n)
2M(n)2.
As d|n and n is odd, we know that d is also odd. Thus, d ∈ G implies that d is primary. Also, we may write
λd = µ
2
[i](d)λd since λd 6= 0 only for square-free d by (4.6). We further write
(4.10) µ2[i](n) = NY (n) +RY (n),
where
(4.11) NY (n) =
∑
ℓ∈G
ℓ2|n
N(ℓ)≤Y
µ[i](ℓ), RY (n) =
∑
ℓ∈G
ℓ2|n
N(ℓ)>Y
µ[i](ℓ),
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for some parameter Y to be determined later. Now, we apply Lemma 2.4 and (2.5) to write L(12 , χ(1+i)5n)
2 = D2(n),
where
D2(n) =2
∑
ν≡1 mod (1+i)3
d[i],2(ν)
N(ν)
1
2
V2
(
N(ν)
N(n)
)(
(1 + i)5n
ν
)
=
2
2πi
∫
(c)
(
25/2
π
)2s (
Γ(12 + s)
Γ(12 )
)2
N(n)sL2
(
1
2
+ s, χ(1+i)5h
)
E(s, 2)ds
s
.
(4.12)
Here c > 1/2 and
E(s, k) =
∏
̟∈G
̟|k
(
1− χ(1+i)5h(̟)
N(̟)1/2+s
)2
.
Applying (4.10) and (4.12) in (4.9), we see that
(4.13) S+ = S+N + S
+
R ,
where
S+N =
∑
(n,2)=1
NY (n)
( ∑
d|n
N(d)≤D
d≡1 mod (1+i)3
µ2[i](d)λd
)
Φ
(
N(n)
X
)
D2(n)M(n)2,
S+R =
∑
(n,2)=1
RY (n)
( ∑
d|n
N(d)≤D
d≡1 mod (1+i)3
µ2[i](d)λd
)
Φ
(
N(n)
X
)
D2(n)M(n)2.
(4.14)
4.7. Evaluation of S+R . In this section we evaluate S
+
R . We apply the divisor bound and the observation that |λd| ≪
N(d)ε by (4.6) to deduce that
|RY (n)| ≪ N(n)ε,
∣∣∣∣∣ ∑
d|n
N(d)≤D
d≡1 mod (1+i)3
µ2[i](d)λd
∣∣∣∣∣≪ N(n)ε,
Further note that RY (n) = 0 unless n = ℓ
2h with N(ℓ) > Y and h square-free. This together with the above bounds
implies that, via Cauchy-Schwarz,
S+R ≪Xε
∑
Y <N(ℓ)≤
√
X
∑
X/2N(ℓ)2<N(h)≤X/N(ℓ)2
µ2[i](h)|M(ℓ2h)2D2(ℓ2h)|
≪Xε
∑
Y <N(ℓ)≤
√
X
( ∑
X/2N(ℓ)2<N(h)≤X/N(ℓ)2
µ2[i](h)|M(ℓ2h)2|2
)1/2( ∑
X/2N(ℓ)2<N(h)≤X/N(ℓ)2
µ2[i](h)|D2(ℓ2h)|2
)1/2
.
(4.15)
Now, we write M(ℓ2h)2 as
M(ℓ2h)2 =
∑
N(m)≤M2
m≡1 mod (1+i)3
(m,ℓ)=1
α(m)√
N(m)
(
(1 + i)5h
m
)
,
where |α(m)| ≪ N(m)ε. Then Lemma 2.9 allows us to deduce that∑
X/2N(ℓ)2<N(h)≤X/N(ℓ)2
µ2[i](h)|M(ℓ2h)2|2 ≪ Xε
(
X
N(ℓ)2
+M2
)
.(4.16)
22 PENG GAO
Next, we deduce from (4.12) that
D2(ℓ2h) = 2
2πi
∫
(c)
(
25/2
π
)2s (
Γ(12 + s)
Γ(12 )
)2
N(ℓ2h)sL2
(
1
2
+ s, χ(1+i)5h
)
E(s, 2ℓ)ds
s
.
We evaluate D2(ℓ2h) by moving the line of integration to c = 1logX without encountering any poles. We then apply
Cauchy-Schwarz to see that
|D2(ℓ2h)|2 ≪ Xε
∫
( 1logX )
∣∣∣∣Γ(12 + s)
∣∣∣∣2 ∣∣∣∣L(12 + s, χ(1+i)5h
)∣∣∣∣4 |ds|.
It then follows from Lemma 2.10 that we have
∑
X/2N(ℓ)2<N(h)≤X/N(ℓ)2
µ2[i](h)|D2(ℓ2h)|2 ≪
X1+ε
N(ℓ)2
.(4.17)
We thus deduce from (4.15), (4.16) and (4.17) that
S+R ≪ Xε
(
X
Y
+X1/2M
)
.(4.18)
4.8. Decomposition of S+N . In this section, we begin to evaluate S
+
N . We apply (1.4) and (4.12) in (4.14) to see that
S+N = 2
∑
N(d)≤D
d≡1 mod (1+i)3
µ2[i](d)λd
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
bm1bm2√
N(m1m2)
∑
ν≡1 mod (1+i)3
d[i],2(ν)
N(ν)
1
2
(
(1 + i)5
m1m2ν
)
Z(d, ν,m1m2;X,Y ),
where
Z =Z(d, ν,m1m2;X,Y ) =
∑
(n,2)=1
d|n
NY (n)Φ
(
N(n)
X
)
V2
(
N(ν)
N(n)
)(
n
m1m2ν
)
=
∑
N(α)≤Y
α≡1 mod (1+i)3
µ[i](α)
∑
(n,2)=1
[α2,d]|n
FN(ν)
(
N(n)
X
)(
n
m1m2ν
)
.
(4.19)
Here Fy(t) is defined in (2.9) and the last equality above follows from (4.11) by noting that when n is odd, ℓ|n and
ℓ ∈ G implies that ℓ is primary.
As both α and d are primary and square-free, we have [α2, d] = α2d1, where d1 is defined in (2.7). Therefore, we can
rewrite n as α2d1m in (4.19) to recast Z as
Z =
∑
N(α)≤Y
α≡1 mod (1+i)3
(α,m1m2ν)=1
µ[i](α)
(
d1
m1m2ν
) ∑
(m,2)=1
FN(ν)
(
N(α2d1m)
X
)(
m
m1m2ν
)
=
X
2N(m1m2ν)
∑
N(α)≤Y
α≡1 mod (1+i)3
(α,m1m2ν)=1
µ[i](α)
N(α2d1)
(
(1 + i)d1
m1m2ν
) ∑
k∈OK
(−1)N(k)F˜N(ν)
(√
N(k)X
2N(α2d1m1m2ν)
)
g(k,m1m2ν),
where the last equality above follows from Lemma 2.7.
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Applying the above expression of Z in (4.19), we deduce that
S+N =X
∑
N(d)≤D
d≡1 mod (1+i)3
µ2[i](d)λd
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
(m1m2,d)=1
bm1bm2
N(m1m2)3/2
∑
ν≡1 mod (1+i)3
(ν,d)=1
d[i],2(ν)
N(ν)
3
2
×
∑
N(α)≤Y
α≡1 mod (1+i)3
(α,m1m2ν)=1
µ[i](α)
N(α2d1)
(
d1
m1m2ν
) ∑
k∈OK
(−1)N(k)F˜N(ν)
(√
N(k)X
2N(α2d1m1m2ν)
)
g(k,m1m2ν)
=T0 + B,
(4.20)
where T0 singles out the term k = 0 of the first expression on the right-hand side of (4.20) while B being the rest.
4.9. Evaluation of T0. It follows from Lemma 2.2 that g(0, n) = ϕ[i](n) if n =  and g(0, n) = 0 otherwise. This
implies that
T0 =X
∑
N(d)≤D
d≡1 mod (1+i)3
µ2[i](d)λd
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
(m1m2,d)=1
bm1bm2
N(m1m2)3/2
∑
ν≡1 mod (1+i)3
(ν,d)=1
m1m2ν=
d[i],2(ν)
N(ν)
3
2
×
∑
N(α)≤Y
α≡1 mod (1+i)3
(α,m1m2ν)=1
µ[i](α)
N(α2d1)
F˜N(ν) (0)ϕ[i](m1m2ν).
(4.21)
We now extend the sum over α to all elements in OK . As ϕ[i](n) ≤ N(n), the error term introduced is
≪X
∑
N(d)≤D
d≡1 mod (1+i)3
|λd|
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
|bm1bm2 |√
N(m1m2)
∑
ν≡1 mod (1+i)3
m1m2ν=
d[i],2(ν)
N(ν)
1
2
∑
N(α)>Y
1
N(α2d1)
|F˜N(ν)(0)|
≪X1+ε
∑
N(d)≤D
∑∑
N(m1),N(m2)≤M
1√
N(m1m2)
∑
N(ν)≤X1+ε
m1m2ν=
1√
N(ν)
∑
N(α)>Y
1
N(α2d1)
+ exp (−Xε) ,
(4.22)
where the last estimation above follows from the observation that F˜N(ν)(0) ≪ 1 for all N(ν) > 0 and F˜N(ν)(0) ≪
exp(−N(ν)8X ) for N(ν) > X1+ε, together with the bounds that |λd| ≪ N(d)ε by (4.6) and |bm| ≪ 1 by (1.3).
As m1m2ν = , the sum over m1,m2, ν in (4.22) is ≪ Xε. Also, it follows from the definition of d1 in (2.7) that
∑
N(α)>Y
1
N(α2d1)
=
1
N(d)
∑
j|d
ϕ[i](j)
∑
N(α)>Y
j|α
1
N(α)2
≪ 1
N(d)1−εY
.(4.23)
We thus conclude that the expressions in (4.22) are further bounded by O(X1+ε/Y ). Hence by (4.21), we have
T0 =X
∑
N(d)≤D
d≡1 mod (1+i)3
µ2[i](d)λd
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
(m1m2,d)=1
bm1bm2
N(m1m2)3/2
∑
ν≡1 mod (1+i)3
(ν,d)=1
m1m2ν=
d[i],2(ν)
N(ν)
3
2
×
∑
α≡1 mod (1+i)3
(α,m1m2ν)=1
µ[i](α)
N(α2d1)
F˜ν (0)ϕ[i](m1m2ν) +O
(
X1+ε
Y
)
.
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Now we express the sum on α in terms of an Euler product to arrive that
T0 = 4X
3ζK(2)
∑
N(d)≤D
d≡1 mod (1+i)3
µ2[i](d)λd
N(d)
∏
̟∈G
̟|d
(
N(̟)
N(̟) + 1
) ∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
(m1m2,d)=1
bm1bm2
N(m1m2)1/2
×
∑
ν≡1 mod (1+i)3
(ν,d)=1
m1m2ν=
d[i],2(ν)
N(ν)
1
2
F˜N(ν)(0)
∏
̟∈G
̟|m1m2ν
(
N(̟)
N(̟) + 1
)
+O
(
X1+ε
Y
)
.
(4.24)
We apply Lemma 4.4 to see that
∑
N(d)≤D
(d,m1m2ν)=1
d≡1 mod (1+i)3
µ2[i](d)λd
N(d)
∏
̟∈G
̟|d
(
N(̟)
N(̟) + 1
)
=
4
π
· 1 + E0(X)
logR
∏
̟∈G
̟|2m1m2ν
N(̟)≤z0
(
1 +
1
N(̟)
) ∏
̟∈G
N(̟)≤z0
(
N(̟)2
N(̟)2 − 1
)
+O
(
(logR)−2020
)
.
(4.25)
We now write o(1) for E0(X) as E0(X)→ 0 when X →∞. It also follows from trivial estimation that we can omit
the condition N(̟) ≤ z0 in (4.25). Applying these in (4.25) and then to (4.24), we see that
T0 = 8
π
X
1 + o(1)
logR
Υ0 +O
(
X
(logR)2020
+
X1+ε
Y
)
,(4.26)
where
(4.27) Υ0 =
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
bm1bm2
N(m1m2)1/2
∑
ν≡1 mod (1+i)3
m1m2ν=
d[i],2(ν)
N(ν)
1
2
F˜N(ν)(0).
We apply (2.5) and (2.9) to see that
F˜N(ν) (0) =
∞∫
−∞
∞∫
−∞
Φ (N(x+ yi))V2
(
N(ν)
XN(x+ yi)
)
dxdy
=
1
2πi
∫
(2)
(
25/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2(
X
N(ν)
)s ∞∫
−∞
∞∫
−∞
Φ (N(x+ yi))N(x+ yi)sdxdy
 ds
s
=
π
2πi
∫
(2)
(
25/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2(
X
N(ν)
)s
Φ̂(1 + s)
ds
s
,
(4.28)
since
∞∫
−∞
∞∫
−∞
Φ (N(x+ yi))N(x+ yi)sdxdy =
∫ 2π
0
∫ ∞
0
Φ(r2)r2srdrdθ = πΦ̂(1 + s).
Applying (1.3), (3.4) and (4.28) in (4.27), we obtain for c = 1logX ,
Υ0 =
π
2πi
∫
(c)
(
25/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2
XsΦ̂(1 + s)
∫ ∞
−∞
∫ ∞
−∞
h(z1)h(z2)
×
∑∑∑
m1,m2,ν≡1 mod (1+i)3
m1m2ν=
µ[i](m1)µ[i](m2)d[i],2(ν)
N(m1m2ν)
1
2N(m1)
1+iz1
logM N(m2)
1+iz2
logM N(ν)s
dz1dz2
ds
s
.
(4.29)
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We write the sum over m1,m2, ν as an Euler product to see that∑∑∑
m1,m2,ν≡1 mod (1+i)3
m1m2ν=
µ[i](m1)µ[i](m2)d[i],2(ν)
N(m1m2ν)
1
2N(m1)
1+iz1
logM N(m2)
1+iz2
logM N(ν)s
=ζ3K(1 + 2s)ζK
(
1 + 2+iz1+iz2logM
)
ζ−2K
(
1 + 1+iz1logM + s
)
ζ−2K
(
1 + 1+iz2logM + s
)
Q
(
1+iz1
logM ,
1+iz2
logM , s
)
,
(4.30)
where Q(w1, w2, s) is holomorphic and uniformly bounded in the region ℜ(w1),ℜ(w2),ℜ(s) ≥ −ε, which satisfies
(4.31) Q(0, 0, 0) = 1.
Applying (4.30) in (4.29), we deduce that
Υ0 =
π
2πi
∫
(c)
(
25/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2
XsΦ̂(1 + s)ζ3K(1 + 2s)
∫ ∞
−∞
∫ ∞
−∞
h(z1)h(z2)
× ζK
(
1 + 2+iz1+iz2logM
)
ζ−2K
(
1 + 1+iz1logM + s
)
ζ−2K
(
1 + 1+iz2logM + s
)
Q
(
1+iz1
logM ,
1+iz2
logM , s
)
dz1dz2
ds
s
.
We may truncate the integrals above to |z1|, |z2| ≤
√
logM and |ℑ(s)| ≤ (logX)2 due to the rapid decay of the
gamma function in vertical strips and (3.5). Notice further that similar to [14, Theorem 6.7], we can show that there
exists a constant c′ such that when ℜ(z) ≥ −c′/ log |ℑ(z)| and |ℑ(z)| ≥ 1, we have
ζK(1 + z)≪ log |ℑ(z)| and 1
ζK(1 + z)
≪ log |ℑ(z)|.
We then change the contour of integration over s to the path consisting of the line segment L1 from
1
logX − i(logX)2
to − c′log logX − i(logX)2, the line segment L2 from − c
′
log logX − i(logX)2 to − c
′
log logX + i(logX)
2, and the line segment
L3 from − c′log logX + i(logX)2 to 1logX + i(logX)2. The contributions of the integrals on the new lines are negligible
due to the rapid decay of the gamma function on L1 and L3 and the estimation X
s ≪ exp
(
−c′ logXlog logX
)
on L2. We
are then left with the contribution from a residue of the pole at s = 0, which we present as an integral along a circle
centered at 0 to obtain
Υ0 =
π
2πi
∮
|s|= 1logX
(
25/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2
XsΦ̂(1 + s)ζ3K(1 + 2s)
×
∫ ∫
|zi|≤
√
logM
h(z1)h(z2)ζK
(
1 + 2+iz1+iz2logM
)
ζ−2K
(
1 + 1+iz1logM + s
)
ζ−2K
(
1 + 1+iz2logM + s
)
×Q
(
1+iz1
logM ,
1+iz2
logM , s
)
dz1dz2
ds
s
+O
(
1
(logX)2020
)
.
The main contribution to Υ0 comes from the first terms of the Laurent expansions of the zeta functions and Q. We
then deduce via (4.31) that
Υ0 =
π
16πi
∮
|s|= 1logX
(
25/2
π
)2s (
Γ(12 + s)
Γ(12 )
)2
XsΦ̂(1 + s)
∫ ∫
|zi|≤
√
logM
h(z1)h(z2)
×
(
logM
2 + iz1 + iz2
)(
1 + iz1
logM
+ s
)2(
1 + iz2
logM
+ s
)2
dz1dz2
ds
s4
+O
(
1
(logX)1−ε
)
.
In the above expression, we extend the integrals over z1, z2 to R
2 with a negligible error by (3.5). Then applying the
relation (see [1, (7.3.12)])∫ ∞
−∞
∫ ∞
−∞
h(z1)h(z2)
(1 + iz1)
j(1 + iz2)
k
2 + iz1 + iz2
dz1dz2 = (−1)j+k
∫ ∞
0
H(j)(t)H(k)(t) dt,
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we deduce that
Υ0 =
π
16πi
∮
|s|= 1logX
(
25/2
π
)2s (
Γ(12 + s)
Γ(12 )
)2
XsΦ̂(1 + s)
{
1
(logM)3
∫ 1
0
H ′′(t)2 dt
− 4s
(logM)2
∫ 1
0
H ′(t)H ′′(t) dt+
2s2
logM
∫ 1
0
H(t)H ′′(t) dt+
4s2
logM
∫ 1
0
H ′(t)2 dt
− 4s3
∫ 1
0
H(t)H ′(t) dt+ s4 logM
∫ 1
0
H(t)2 dt
}
ds
s4
+O
(
1
(logX)1−ε
)
.
We now apply (3.7) to evaluate the above integral as a residue to arrive that
Υ0 =
πΦ̂(1)
8
{
1
6
(
logX
logM
)3 ∫ 1
0
H ′′(t)2 dt− 2
(
logX
logM
)2 ∫ 1
0
H ′(t)H ′′(t) dt
+ 2
logX
logM
∫ 1
0
H(t)H ′′(t) dt+ 4
logX
logM
∫ 1
0
H ′(t)2 dt− 4
∫ 1
0
H(t)H ′(t) dt
}
+O
(
1
(logX)1−ε
)
.
Substituting the above into (4.26), and noting that
Φ̂(1) =
1
2
+O
(
1
logX
)
,
we obtain that
T0 =2X 1 + o(1)
logR
{
1
24
(
logX
logM
)3 ∫ 1
0
H ′′(t)2 dt
− 1
2
(
logX
logM
)2 ∫ 1
0
H ′(t)H ′′(t) dt+
logX
2 logM
∫ 1
0
H(t)H ′′(t) dt+
logX
logM
∫ 1
0
H ′(t)2 dt
−
∫ 1
0
H(t)H ′(t) dt
}
+O
(
X
(logX)1−ε
+
X1+ε
Y
)
.
(4.32)
4.10. Evaluation of B: the principal terms. In this section, we begin to evaluate B. We recall from (4.20) that we
have
B =X
∑
N(d)≤D
d≡1 mod (1+i)3
µ2[i](d)λd
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
(m1m2,d)=1
bm1bm2
N(m1m2)3/2
Q,(4.33)
where
Q =
∑
ν≡1 mod (1+i)3
(ν,d)=1
d[i],2(ν)
N(ν)
3
2
∑
N(α)≤Y
α≡1 mod (1+i)3
(α,m1m2ν)=1
µ[i](α)
N(α2d1)
(
d1
m1m2ν
) ∑
k∈OK
k 6=0
(−1)N(k)F˜N(ν)
(√
N(k)X
2N(α2d1m1m2ν)
)
g(k,m1m2ν).
We apply Mellin inversion to see that for any c > 1,
Q =
∑
N(α)≤Y
α≡1 mod (1+i)3
(α,m1m2)=1
µ[i](α)
N(α2d1)
(
d1
m1m2
) ∑
k∈OK
k 6=0
(−1)N(k)
× 1
2πi
∫
(c)
h(
N(k)X
2N(α2d1m1m2)
, w)
∑
ν≡1 mod (1+i)3
(ν,αd)=1
d[i],2(ν)
N(ν)
3
2+w
(
d1
ν
)
g(k,m1m2ν) dw,
(4.34)
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where h is defined in (2.10). We further apply Lemma 2.12 to recast Q as
Q =
∑
N(α)≤Y
α≡1 mod (1+i)3
(α,m1m2)=1
µ[i](α)
N(α2d1)
(
d1
m1m2
) ∑
k∈OK
k 6=0
(−1)N(k)
× 1
2πi
∫
(c)
h(
N(k)X
2N(α2d1m1m2)
, w)L(1 + w, χik1 )
2G0(1 + w; k,m1m2, α, d) dw.
Observe that integration by parts shows that when ℜ(w) ≥ − 12 + ε, we have for any integer j ≥ 1,
Φ̂(1 + w)≪j 1
(1 + |w|)j .(4.35)
It follows Lemma 2.12, Lemma 2.13 and the above estimation that we can move the line of integration of the w-integral
in (4.34) to c = − 12 + ε. We encounter a pole at w = 0 only when χik1 is a principal character, which holds if and only
if k1 = ±i and this is further equivalent to kd1 = ±ij2 for some j ∈ G by (2.8). We thus deduce that
(4.36) Q = P+ + P− +R,
where
P± =Res
w=0
∑
N(α)≤Y
α≡1 mod (1+i)3
(α,m1m2)=1
µ[i](α)
N(α2d1)
(
d1
m1m2
) ∑
k∈OK
k 6=0
k1=±i
(−1)N(k)
× h( N(k)X
2N(α2d1m1m2)
, w)ζK(1 + w)
2G0(1 + w; k,m1m2, α, d),
R =
∑
N(α)≤Y
α≡1 mod (1+i)3
(α,m1m2)=1
µ[i](α)
N(α2d1)
(
d1
m1m2
) ∑
k∈OK
k 6=0
(−1)N(k)
× 1
2πi
∫
(− 12+ε)
h(
N(k)X
2N(α2d1m1m2)
, w)L(1 + w, χik1 )
2G0(1 + w; k,m1m2, α, d) dw.
(4.37)
We treat P± first. Note that d1 is square-free by (2.7) since d is square-free. It follows that kd1 = ±ij2 for some
j ∈ G if and only if k = ±id1j′2 for some j′ ∈ G . Thus we relabel k as ±id1j2 with j running through all elements in
G in (4.37) and apply Lemma 2.13 to see that for c > 12 , we have
P± =Res
w=0
∑
N(α)≤Y
α≡1 mod (1+i)3
(α,m1m2)=1
µ[i](α)
N(α2d1)
ζK(1 + w)
2Φ̂(1 + w)Xw
π
2πi
∫
(c)
(
25/2
π
)2s (
Γ(12 + s)
Γ(12 )
)2
(π)−2s+2w
Γ(s− w)
Γ(1− s+ w)
× (2N(α2m1m2))s−w
∑
j∈G
(−1)N(j)N(j)−2s+2w
(
d1
m1m2
)
G0(1 + w;±id1j2,m1m2, α, d) ds
s
.
(4.38)
Note that part (ii) of Lemma 2.2 implies that for j ∈ G, ̟ ∤ 2αd and β ≥ 1,(
d1
̟β
)
g(±id1j2, ̟β) = g(±ij2, ̟β).
This allows us to deduce from the definition of G0 given in Lemma 2.12 that(
d1
m1m2
)
G0(1 + w;±id1j2,m1m2, α, d) = G(1 + w;±ij2,m1m2, αd),(4.39)
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where for any k, ℓ, α ∈ OK and s ∈ C, we define G(s; k, ℓ, α) =
∏
̟∈G G̟(s; k, ℓ, α) similar to that given in [16, (5.8)] by
G̟(s; k, ℓ, α) =
(
1− 1
N(̟)s
(
ik1
̟
))2
if ̟|2α,
G̟(s; k, ℓ, α) =
(
1− 1
N(̟)s
(
ik1
̟
))2 ∞∑
r=0
r + 1
N(̟)rs
g(k,̟r+ord̟(ℓ))
N(̟)r/2
if ̟ ∤ 2α.
(4.40)
Here k1 is the unique element in OK that we have k = k1k22 with k1 being square-free and k2 ∈ G.
It follows from Lemma 2.2 and the above expression of G(s; k, ℓ, α) that we have G(s; ij2, ℓ, α) = G(s;−ij2, ℓ, α) for
j ∈ G. Thus applying (4.39) to (4.38), we see that
P± =Res
w=0
∑
N(α)≤Y
α≡1 mod (1+i)3
(α,m1m2)=1
µ[i](α)
N(α2d1)
ζK(1 + w)
2Φ̂(1 + w)Xw
× π
2πi
∫
(c)
(
25/2
π
)2s
N(α)2s−2w
(
Γ(12 + s)
Γ(12 )
)2
Γ1(s− w)H(s− w, 1 + w;m1m2, αd)ds
s
,
(4.41)
where
Γ1(s) = (2
−1/2π)−2s
Γ(s)
Γ(1− s) ,
and where we define for |v − 1| ≤ 1/ logX , and any u with ℜ(u) > 1/2,
H(u, v; ℓ, α) =N(l)u
∑
j∈G
(−1)N(j)N(j)−2uG(v; ij2, l, α).
We further note that around s = 1,
ζK(s) =
π
4
· 1
s− 1 + γK +O(s− 1),(4.42)
where γK is a constant. This allows us to deduce from (4.41) and (4.42) that
P± =π
3
42
∑
N(α)≤Y
α≡1 mod (1+i)3
(α,m1m2)=1
µ[i](α)
N(α2d1)
Φ̂(1)
× 1
2πi
∫
(c)
(
25/2N(α)
π
)2s(
Γ(12 + s)
Γ(12 )
)2
Γ1(s)H(s, 1;m1m2, αd)
×
(
log
X
N(α)2
+
Φ̂′(1)
Φ̂(1)
+
8
π
γK −
∂
∂sH(s, 1;m1m2, αd)
H(s, 1;m1m2, αd) +
∂
∂wH(s, w;m1m2, αd)
H(s, 1;m1m2, αd)
∣∣∣
w=1
− Γ
′
1(s)
Γ1(s)
)
ds
s
.
(4.43)
Note that we have ∑
j∈G
(−1)N(j)N(j)−2uG(v; j2, ℓ, α)
=−
∑
j∈G
(j,1+i)=1
N(j)−2uG(v; ij2, ℓ, α) +
∑
j∈G
1+i|j
N(j)−2uG(v; ij2, ℓ, α)
=−
∑
j∈G
N(j)−2uG(v; ij2, ℓ, α) + 2
∑
j∈G
1+i|j
N(j)−2uG(v; ij2, ℓ, α)
=−
∑
j∈G
N(j)−2uG(v; ij2, ℓ, α) + 21−2u
∑
j∈G
N(j)−2uG(v; i(1 + i)2j2, ℓ, α)
=− (1− 21−2u)
∑
j∈G
N(j)−2uG(v; j2, ℓ, α),
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where the last step above follows by noting that we have G(v; i(1 + i)2j2, ℓ, α) = G(v; ij2, ℓ, α). We deduce from this
that
H(u, v; ℓ, α) =−N(l)u(1− 21−2u)
∑
j∈G
N(j)−2uG(v; ij2, l, α).(4.44)
We now write
ℓ = ℓ′1ℓ
′
2
2
, µ2[i](ℓ
′
1) = 1, ℓ
′
2 ∈ G,
and apply the above definition of G in (4.40) and Lemma 2.2 to obtain from (4.44) that
H(u, v; ℓ, α) =−N(l)(1− 21−2u)N(ℓ′1)u−
1
2 ζK(2u)ζK(2u+ 2v − 1)H1(u, v; ℓ, α),(4.45)
where
H1(u, v; ℓ, α) =
∏
̟∈G
H1,̟(u, v; ℓ, α),(4.46)
with
(4.47)
H1,̟(u, v; ℓ, α) =

(
1− 1N(̟)v
)2 (
1− 1N(̟)2u+2v−1
)
if ̟|2α,
(1− 1N(̟)v )
2
(
1− 1
N(̟)2u+2v−1
)
(
1 + 2N(̟)v − 2N(̟)2u+v + 1N(̟)2u+2v−1 − 3N(̟)2u+2v + 1N(̟)4u+4v−1
)
if ̟ ∤ 2αℓ,
(1− 1N(̟)v )
2
(
1− 1
N(̟)2u+2v−1
)
(
1− 1N(̟)2u + 2N(̟)2u+v−1 − 2N(̟)2u+v + 1N(̟)2u+2v−1 − 1N(̟)4u+2v−1
)
if ̟|ℓ′1,
(1− 1N(̟)v )
2
(
1− 1
N(̟)2u+2v−1
)
(
1− 1N(̟) + 2N(̟)v − 2N(̟)2u+v + 1N(̟)2u+2v−1 − 1N(̟)2u+2v
)
if ̟|ℓ, ̟ ∤ ℓ′1.
It follows from (4.45) to (4.47) that
H(s, 1; ℓ, α), ∂
∂s
H(s, 1; ℓ, α), ∂
∂w
H(s, w; ℓ, α)
∣∣∣
w=1
are holomorphic for ℜ(s) > 0. Moreover, by the convexity bounds for ζK(s), ζ′K(s) given in (3.2), we deduce that when
ℜ(s) ≥ 1logX , we have
H(s, 1; ℓ, α), ∂
∂s
H(s, 1; ℓ, α), ∂
∂w
H(s, w; ℓ, α)
∣∣∣
w=1
≪ N(l)1+εN(l′1)ℜ(s)−1/2(N(α)X)ε(1 + |s|)1+ε.
This allows us to shift the line of integration in (4.43) to ℜ(s) = 1logX to see that the integral on the new line is
bounded by
≪N(m1m2)N(ℓ1)− 12+εN(α)εXε
∫
( 1logX )
∣∣Γ ( 12 + s)∣∣2max(|Γ1(s)|, |Γ′1(s)|)(1 + |s|)1+ε |ds|
≪N(m1m2)N(ℓ1)− 12+εN(α)εXε,
where we write
m1m2 = ℓ1ℓ
2
2, µ
2
[i](ℓ1) = 1, ℓ2 ∈ G.
Note that (4.41) is equivalent to (4.43), so we can now set c = 1/ logX there. We then drop the condition N(α) ≤ Y
in the sum over α and apply an argument similar to that in (4.23) to estimate the sum over N(α) > Y in (4.41) to see
that
P± =Res
w=0
ζK(1 + w)
2Φ̂(1 + w)Xw
× π
2πi
∫
( 1logX )
(
25/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2
Γ1(s− w)K(s − w, 1 + w;m1m2)ds
s
+O
(
N(m1m2)N(ℓ1)
− 12+εXε
N(d)1−εY 1−ε
)
,
(4.48)
where
K(s, w; ℓ, d) =
∑
α≡1 mod (1+i)3
(α,ℓ)=1
µ[i](α)
N(α)2−2sN(d1)
H(s, w; ℓ, αd).
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We can recast P± given in (4.48) more explicitly as
P± =π
3
42
Φ̂(1)
1
2πi
∫
(c)
(
25/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2
Γ1(s)K(s, 1;m1m2, d)
×
(
logX +
Φ̂′(1)
Φ̂(1)
+
8
π
γK −
∂
∂sK(s, 1;m1m2, d)
K(s, 1;m1m2, d) +
∂
∂wK(s, w;m1m2, d)
K(s, 1;m1m2, d)
∣∣∣
w=1
− Γ
′
1(s)
Γ1(s)
)
ds
s
+O
(
N(m1m2)N(ℓ1)
− 12+εXε
N(d)1−εY 1−ε
)
.
(4.49)
Since λd ≪ N(d)ε by (4.6) and bm ≪ 1 by (1.3), it thus follows from (4.55) that
(4.50)
∑
N(d)≤D
d≡1 mod (1+i)3
µ2[i](d)λd
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
(m1m2,d)=1
bm1bm2
N(m1m2)3/2
O
(
N(m1m2)N(ℓ1)
− 12+εXε
N(d)1−εY 1−ε
)
≪ X
εDεM ε
Y 1−ε
.
4.11. Evaluation of B: the remainder terms. In this section, we estimate R given in (4.37). We denote
R(ℓ, d) = 1
N(ℓ)
∑
N(α)≤Y
α≡1 mod (1+i)3
(α,ℓ)=1
µ[i](α)
N(α2d1)
(
d1
ℓ
) ∑
k∈OK
k 6=0
(−1)N(k)
× 1
2πi
∫
(− 12+ε)
h(
N(k)X
2N(α2d1ℓ)
, w)L(1 + w, χik1)
2G0(1 + w; k, ℓ, α, d) dw
(4.51)
to see that R = N(m1m2)R(m1m2, d). We let βℓ,d = R(ℓ, d)/|R(ℓ, d)| if R(ℓ, d) 6= 0, and βℓ,d = 1 otherwise. Thus
|R(ℓ, d)| = βℓ,dR(ℓ, d) and we deduce from (4.51) that for integers J, V ≥ 1,
(4.52)
2V−1∑
N(d)=V
(d,2)=1
2J−1∑
N(ℓ)=J
(ℓ,2d)=1
|R(ℓ, d)| =
2V−1∑
N(d)=V
(d,2)=1
2J−1∑
N(ℓ)=J
(ℓ,2d)=1
βℓ,dR(ℓ, d)≪
∑
N(α)≤Y
α≡1 mod (1+i)3
1
N(α)2
∑
k∈OK
k 6=0
∫
(− 12+ε)
U(α, k, w) |dw|,
where
U(α, k, w) =
2V−1∑
N(d)=V
(d,2)=1
1
N(d1)
|L(1 + w, χik1 )|2
∣∣∣∣∣
2J−1∑
N(ℓ)=J
(ℓ,2αd)=1
βℓ,d
N(ℓ)
(
d1
ℓ
)
G0(1 + w; k, ℓ, α, d)h( N(k)X
2N(α2d1ℓ)
, w)
∣∣∣∣∣.
We apply the Cauchy-Schwarz inequality inequality to see that for an integer K ≥ 1,∑
K≤N(k)<2K
U(α, k, w)
≪
(
2V−1∑
N(d)=V
(d,2)=1
1
N(d1)
∑
K≤N(k)<2K
N(k2)|L(1 + w, χik1 )|4
) 1
2
×
(
2V−1∑
N(d)=V
(d,2)=1
1
N(d1)
∑
K≤N(k)<2K
1
N(k2)
∣∣∣∣∣
2J−1∑
N(ℓ)=J
(ℓ,2αd)=1
βℓ,d
N(ℓ)
(
d1
ℓ
)
G0(1 + w; k, ℓ, α, d)h( N(k)X
2N(α2d1ℓ)
, w)
∣∣∣∣∣
2) 12
,
(4.53)
NON-VANISHING OF CENTRAL VALUES OF QUADRATIC HECKE L-FUNCTIONS OF PRIME MODULI IN THE GAUSSIAN FIELD31
where k2 is defined by (2.8). Note that (2.7) implies N(d1) ≥ N(d)/N(α), so that we have
2V−1∑
N(d)=V
(d,2)=1
1
N(d1)
∑
K≤N(k)<2K
N(k2)|L(1 + w, χik1 )|4
≪N(α)
V
∑
06=N(k1)≪KV
|L(1 + w, χk1)|4
∑
N(k2)≪
√
KV
N(k1)
N(k2)
2V−1∑
N(d)=V
(d,2)=1
d1|k1k22
1
≪N(α)1+εK1+εV ε
∑
06=N(k1)≪KV
1
N(k1)
|L(1 + w, χik1)|4
≪N(α)1+εK1+εV ε(1 + |w|2)1+ε,
where the last estimation above follows from Lemma 2.10 and partial summation. We then deduce from this and (4.53)
that
∑
K≤N(k)<2K
U(α, k, w)
≪
(
N(α)1+εK1+εV ε(1 + |w|2)1+ε
) 1
2
×
(
2V−1∑
N(d)=V
(d,2)=1
1
N(d1)
∑
K≤N(k)<2K
1
N(k2)
∣∣∣∣∣
2J−1∑
N(ℓ)=J
(ℓ,2αd)=1
βℓ,d
N(ℓ)
(
d1
ℓ
)
G0(1 + w; k, ℓ, α, d)h( N(k)X
2N(α2d1ℓ)
, w)
∣∣∣∣∣
2) 12
.
(4.54)
Applying (4.35) together with the first bound of Lemma 2.15 implies that we may restrict the sum of the right-hand
side of (4.54) to K = 2j ≤ N(α)2V J(1 + |w|2)(logX)4, in which case we apply the second bound in Lemma 2.15 to
(4.54) to see that
∑
K≤N(k)<2K
U(α, k, w)≪ε (1 + |w|2) 12+ε|Φ̂(1 + w)|N(αJKV X)ε
(
N(α)3V (JK + J2)
X
) 1
2
≪ε (1 + |w|2)1+ε|Φ̂(1 + w)|(N(α)JKV X)εα
5
2 V J
X
1
2
.
Substituting this into (4.52) and summing over K = 2j ,K ≤ N(α)2V J(1 + |w|2)(logX)4, we deduce via (4.35) that
(4.55)
2V−1∑
N(d)=V
(d,2)=1
2J−1∑
N(ℓ)=J
(ℓ,2d)=1
|R(ℓ, d)| ≪ V
1+εJ1+εY
3
2+ε
X
1
2−ε
.
As R = N(m1m2)R(m1m2, d), we apply the bounds that λd ≪ N(d)ε by (4.6) and bm ≪ 1 by (1.3) to derive from
(4.55) that
(4.56)
∑
N(d)≤D
d≡1 mod (1+i)3
µ2[i](d)λd
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
(m1m2,d)=1
bm1bm2
N(m1m2)3/2
R≪ D
1+εM1+εY
3
2+ε
X
1
2−ε
.
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4.12. Gathering the terms. We deduce from (4.33), (4.36), (4.49), (4.50) and (4.56) that
B =2X
∑
N(d)≤D
d≡1 mod (1+i)3
µ2[i](d)λd
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
(m1m2,d)=1
bm1bm2
N(m1m2)3/2
π3
42
Φ̂(1)
× 1
2πi
∫
( 1logX )
(
25/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2
Γ1(s)K(s, 1;m1m2, d)
×
(
logX +
Φ̂′(1)
Φ̂(1)
+
8
π
γK −
∂
∂sK(s, 1;m1m2, d)
K(s, 1;m1m2, d) +
∂
∂wK(s, w;m1m2, d)
K(s, 1;m1m2, d)
∣∣∣∣∣
w=1
− Γ
′
1(s)
Γ1(s)
)
ds
s
+O
(
X1+εDεM ε
Y 1−ε
+X
1
2+εD1+εM1+εY
3
2+ε
)
.
(4.57)
We now require that the values of θ, ϑ defined in (1.2) to satisfy
θ + 2ϑ <
1
2
.
Also, for small δ = δ(θ, ϑ), we set the parameter Y defined in (4.10) to be
(4.58) Y = Xδ.
This way, we see that
O
(
X1+εDεM ε
Y 1−ε
+X
1
2+εD1+εM1+εY
3
2+ε
)
= O(X1−ε).(4.59)
Now, a direct calculation shows that
K(s, 1; ℓ, d)
=− N(l)√
N(l1)
1
4
4s + 4−s − 52
4s
ζK(2s)ζK(2s+ 1)
ϕ[i](dℓ)
2
N(dℓ)2N(d)
∏
̟∈G
̟|ℓ
̟∤ℓ1
(
1 +
1
N(̟)
)
×
∏
̟∈G
̟|ℓ1
(
N(̟)s +N(̟)−s
) ∏
̟∈G
̟∤2ld
(
1− 1
N(̟)
)2(
1 +
2
N(̟)
+
1
N(̟)3
− 1
N(̟)2
(
1
N(̟)2s
+
1
N(̟)−2s
))
×
∏
̟∈G
̟|d
(
1− 1
N(̟)2s+1
)(
1− 1
N(̟)−2s+1
)
.
(4.60)
Moreover, we use the functional equation (2.4) for ζK(s) and the relation (see [4, §10, (3)])
Γ(s)Γ(s+
1
2
) = 21−2sπ1/2Γ(2s)
to see that we have(
25/2
π
)2s (
Γ(12 + s)
Γ(12 )
)2
Γ1(s)K(s, 1;m1m2, d) =
(
25/2
π
)−2s(
Γ(12 − s)
Γ(12 )
)2
Γ1(−s)K(−s, 1;m1m2, d).(4.61)
Further calculation shows that
∂
∂wK(s, w; ℓ, d)
K(s, 1; ℓ, d)
∣∣∣
w=1
−
∂
∂sK(s, 1; ℓ, d)
K(s, 1; ℓ, d) = − logN(ℓ1)− 2
ζ′K
ζK
(2s) + 2
ζ′K
ζK
(2s+ 1) + Ψ(s),(4.62)
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where
Ψ(s) =
∑
̟∈G
̟|d
(
2 logN(̟)
N(̟)− 1 +
2 logN(̟)
N(̟)1−2s − 1 +
2 logN(̟)
N(̟)1+2s − 1
)
+ 2 log 2 +
6 log 2
(1− 21+2s)(1 − 21−2s) +
∑
̟∈G
̟|ℓ
2 logN(̟)
N(̟)− 1 −
∑
̟∈G
̟|ℓ
̟∤ℓ1
2 logN(̟)
N(̟) + 1
+
∑
̟∈G
̟∤2ℓd
2 logN(̟)
N(̟)− 1 −
2 logN(̟)
N(̟)
1 + 2N(̟)2 − 1N(̟)
(
1
N(̟)2s +
1
N(̟)−2s
)
1 + 2N(̟) +
1
N(̟)3 − 1N(̟)2
(
1
N(̟)2s +
1
N(̟)−2s
)

=Ψ(−s).
(4.63)
This implies that
∂
∂wK(s, w; ℓ)
K(s, 1; ℓ)
∣∣∣
w=1
−
∂
∂sK(s, 1; ℓ)
K(s, 1; ℓ) −
Γ′1(s)
Γ1(s)
=
∂
∂wK(−s, w; ℓ)
K(s, 1; ℓ)
∣∣∣
w=1
−
∂
∂sK(−s, 1; ℓ)
K(−s, 1; ℓ) −
Γ′1(−s)
Γ1(−s) .
(4.64)
We move the line of integration in (4.57) to ℜ(s) = − 1logX to encounter a pole at s = 0. A change of variable s 7→ −s
together with (4.61) and (4.64) shows that the integral on the new line is the negative of the original integral in (4.57).
It follows that the original integral equals half of the residue of the pole at s = 0. Representing this residue as an
integral along the circle |s| = 1logX and applying (4.59), we see that
B =X
∑
N(d)≤D
d≡1 mod (1+i)3
µ2[i](d)λd
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
(m1m2,d)=1
bm1bm2
N(m1m2)3/2
π3
42
Φ̂(1)
× 1
2πi
∮
|s|= 1logX
(
25/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2
Γ1(s)K(s, 1;m1m2, d)
×
(
logX +
Φ̂′(1)
Φ̂(1)
+
8
π
γK −
∂
∂sK(s, 1;m1m2, d)
K(s, 1;m1m2, d) +
∂
∂wK(s, w;m1m2, d)
K(s, 1;m1m2, d)
∣∣∣
w=1
− Γ
′
1(s)
Γ1(s)
)
ds
s
+O(X1−ε).
(4.65)
We proceed to sum over d in (4.65). By doing so, we apply (4.60), (4.62) and (4.63) to encounter the following sums:
Σ1 =
∑
N(d)≤D
d≡1 mod (1+i)3
(d,m1m2)=1
µ2[i](d)λd
ϕ[i](d)
2
N(d)3
∏
̟∈G
̟∤2m1m2d
(
1− 1
N(̟)
)2(
1 +
2
N(̟)
+
1
N(̟)3
− 1
N(̟)2
(
1
N(̟)2s
+
1
N(̟)−2s
))
×
∏
̟∈G
̟|d
(
1− 1
N(̟)2s+1
)(
1− 1
N(̟)−2s+1
)
,
Σ2 =
∑
N(d)≤D
d≡1 mod (1+i)3
(d,m1m2)=1
µ2[i](d)λd
ϕ[i](d)
2
N(d)3
∏
̟∈G
̟∤2m1m2d
(
1− 1
N(̟)
)2(
1 +
2
N(̟)
+
1
N(̟)3
− 1
N(̟)2
(
1
N(̟)2s
+
1
N(̟)−2s
))
×
∏
̟∈G
̟|d
(
1− 1
N(̟)2s+1
)(
1− 1
N(̟)−2s+1
) ∑
̟∈G
̟|d
J(̟, s),
where
J(̟, s) =
2 logN(̟)
N(̟)1+2s − 1 +
2 logN(̟)
N(̟)1−2s − 1 +
(
2 logN(̟)
N(̟)
)
1 + 2N(̟)2 − 1N(̟)
(
N(̟)2s +N(̟)−2s
)
1 + 2N(̟) +
1
N(̟)3 − 1N(̟)2 (N(̟)2s +N(̟)−2s)
.
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Both Σ1 and Σ2 can be evaluated similar to the sums defined in [1, (7.9.5), (7.9.6)], using Lemma 4.4 and Lemma 4.5,
respectively. The result is
Σ1 =
4
π
· 2N(m1m2)
ϕ[i](m1m2)
∏
̟∤2m1m2
(
1− 1
N(̟)2
)
1 + o(1)
logR
+O
(
1
(logR)2020
)
,
Σ2 =− 4
π
· 2N(m1m2)
ϕ[i](m1m2)
∏
̟∤2m1m2
(
1− 1
N(̟)2
)
1 + o(1)
logR
×
∑
̟∤2m1m2
J(̟, s)
N(̟) + 1
(
1− 1
N(̟)1+2s
)(
1− 1
N(̟)1−2s
)
+O
(
1
(logR)2020
)
.
(4.66)
Applying (4.66) in (4.65), together with (4.60), (4.62), we see that
B = π
2
6ζK(2)
Φ̂(1)X
1 + o(1)
logR
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
bm1bm2
N(m1m2ℓ1)1/2
∏
̟∈G
̟|ℓ1
(
N(̟)
N(̟) + 1
)
× 1
2πi
∮
|s|= 1logX
∏
̟∈G
̟|ℓ1
(N(̟)s +N(̟)−s)Γ1(s)
(
23/2
π
)2s(
Γ(12 + s)
Γ(12 )
)2
ζK(2s)ζK(2s+ 1)
×
(
5
2
− 4s − 4−s
)(
log
(
X
N(ℓ1)
)
+
Φ̂′(1)
Φ̂(1)
+
8
π
γK − Γ
′
1(s)
Γ1(s)
− 2ζ
′
K
ζK
(2s) + 2
ζ′K
ζK
(2s+ 1)
+ 2 log 2 +
6 log 2
(1− 21+2s)(1− 21−2s) +
∑
̟∈G
̟ 6=1+i
η1(̟, s) +
∑
̟∈G
̟|m1m2
̟∤ℓ1
η2(̟, s) +
∑
̟∈G
̟|ℓ1
η3(̟, s)
)
ds
s
+O
(
X
(logR)2020
)
,
(4.67)
where
η1(̟, s) =
2 logN(̟)
N(̟)− 1 −
(
2 logN(̟)
N(̟)
)
1 + 2N(̟)2 − 1N(̟)
(
N(̟)2s +N(̟)−2s
)
1 + 2N(̟) +
1
N(̟)3 − 1N(̟)2 (N(̟)2s +N(̟)−2s)
− J(̟, s)
N(̟) + 1
(
1− 1
N(̟)1+2s
)(
1− 1
N(̟)1−2s
)
,
η2(̟, s) =
2 logN(̟)
N(̟)− 1 −
2 logN(̟)
N(̟) + 1
− η1(̟, s),
η3(̟, s) =
2 logN(̟)
N(̟)− 1 − η1(̟, s).
For |s| = 1logX , we further introduce the following sums:
Υ1 =
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
bm1bm2
N(m1m2ℓ1)1/2
∏
̟∈G
̟|ℓ1
(
N(̟)
N(̟) + 1
) ∏
̟∈G
̟|ℓ1
(N(̟)s +N(̟)−s),
Υ2 = −
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
bm1bm2
N(m1m2ℓ1)1/2
∏
̟∈G
̟|ℓ1
(
N(̟)
N(̟) + 1
) ∏
̟∈G
̟|ℓ1
(N(̟)s +N(̟)−s) logN(ℓ1),
Υ3 =
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
bm1bm2
N(m1m2ℓ1)1/2
∏
̟∈G
̟|ℓ1
(
N(̟)
N(̟) + 1
) ∏
̟∈G
̟|ℓ1
(N(̟)s +N(̟)−s)
∑
̟∈G
̟|m1m2
̟∤ℓ1
η2(̟, s),
Υ4 =
∑∑
N(m1),N(m2)≤M
m1,m2≡1 mod (1+i)3
bm1bm2
N(m1m2ℓ1)1/2
∏
̟∈G
̟|ℓ1
(
N(̟)
N(̟) + 1
) ∏
̟∈G
̟|ℓ1
(N(̟)s +N(̟)−s)
∑
̟∈G
̟|ℓ1
η3(̟, s).
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These sums are similar to those defined in [1, (7.9.14)-(7.9.17)] and can be evaluated accordingly. Again by keeping in
mind that the residue of ζK(s) at s = 1 equals π/4, we have that
Υ1 = 6ζK(2)(
4
π
)3
(
1
log3M
∫ 1
0
H ′′(t)2 dt− 2s
2
logM
∫ 1
0
H(t)H ′′(t) dt+ s4 logM
∫ 1
0
H(t)2 dt
)
+O
(
1
(logX)4−ε
)
,
Υ2 = 6ζK(2)(
4
π
)3
(
− 4
log2M
∫ 1
0
H ′(t)H ′′(t) dt+ 4s2
∫ 1
0
H(t)H ′(t) dt
)
+O
(
1
(logX)3−ε
)
,
Υ3,Υ4 ≪ 1
(logX)3/2−ε
.
We now sum over m1,m2 in (4.67) and apply the above estimations together with the observation that ζK(2s) is
bounded when s is near 0 and ζK(1 + 2s)≪ logX when |s| = 1/ logX to deduce that
B =4
3
π
Φ̂(1)X
1 + o(1)
logR
1
2πi
∮
|s|= 1logX
Γ1(s)
(
23/2
π
)2s (
Γ(12 + s)
Γ(12 )
)2
ζK(2s)ζK(2s+ 1)
×
(
5
2
− 4s − 4−s
)((
logX +
Φ̂′(1)
Φ̂(1)
+
8
π
γK − Γ
′
1(s)
Γ1(s)
− 2ζ
′
K
ζK
(2s) + 2
ζ′K
ζK
(2s+ 1)
+ 2 log 2 +
6 log 2
(1 − 21+2s)(1− 21−2s) +
∑
̟∈G
̟ 6=1+i
η1(̟, s)
)( 1
log3M
∫ 1
0
H ′′(t)2 dt
− 2s
2
logM
∫ 1
0
H(t)H ′′(t) dt+ s4 logM
∫ 1
0
H(t)2 dt
)
− 4
log2M
∫ 1
0
H ′(t)H ′′(t) dt
+ 4s2
∫ 1
0
H(t)H ′(t) dt
)
ds
s
+O
(
X
(logX)3/2−ε
)
.
(4.68)
We further use the fact that ζK(0) = − 14 (see [7, p. 27] for an computation of ζK(0)) and that when s→ 0
Γ1(s)ζK(2s+ 1) =
π
8
· 1
s2
+O(
1
s
)
to evaluate the integral in (4.68) to obtain that
B = 4XΦ̂(1)1 + o(1)
logR
(
logX
2 logM
∫ 1
0
H(t)H ′′(t) dt−
∫ 1
0
H(t)H ′(t) dt
)
+O
(
X(logX)−3/2+ε
)
.
We then conclude from (4.13), (4.18), (4.20), (4.32) and the above expression that
S+ =2X
1 + o(1)
logR
{
1
24
(
logX
logM
)3 ∫ 1
0
H ′′(t)2 dt
− 1
2
(
logX
logM
)2 ∫ 1
0
H ′(t)H ′′(t) dt+
logX
logM
∫ 1
0
H(t)H ′′(t) dt+
logX
logM
∫ 1
0
H ′(t)2 dt
− 2
∫ 1
0
H(t)H ′(t) dt
}
+O
(
X
(logX)3/2−ε
+
X1+ε
Y
+X
1
2+εM
)
.
Recalling the definition of M,R from (1.2) and Y from (4.58), we see that the assertion of Proposition 1.3 follows for
the above expression of S+.
5. Proof of Theorem 1.1
In this section, we complete the proof of Theorem 1.1 by first applying (1.7), Proposition 1.2 and Proposition 1.3 to
see that, for fixed sufficiently small δ0 > 0,
2X
(1 + δ0)
· ϑ
(
H(0)− 12θH ′(0)
)2
I
≤
∑
(̟,2)=1
L( 12 ,χ(1+i)5̟) 6=0
logN(̟)Φ
(
N(̟)
X
)
≤ logX
∑
(̟,2)=1
X/2≤N(̟)≤X
L( 12 ,χ(1+i)5̟) 6=0
1.(5.1)
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As the left side of (5.1) is an increasing function of ϑ, we take ϑ = 12 (
1
2 − θ) − ε to be the largest possible value
allowed by the condition of Proposition 1.3. This leads to∑
(̟,2)=1
X/2≤N(̟)≤X
L( 12 ,χ(1+i)5̟) 6=0
1 ≥ 2X
(1 + 2δ0) logX
· ̺,
with
̺ =
1
2
(
1
2
− θ
) (
H(0)− 12θH ′(0)
)2
I
.
The optimal H that maximizes ̺ is determined in [1, Section 8] to be a smooth approximation on [0, 1] of the function
H∗(x) given by
H∗(x) = (1 − x)2
(
2 +
3
2θ
+ x
)
.
We then proceed as in [1, Section 8] to see that∑
(̟,2)=1
X/2≤N(̟)≤X
L( 12 ,χ(1+i)5̟) 6=0
1 ≥ 2X
(1 +O(δ0)) logX
· ρ(θ),(5.2)
where
ρ(θ) =
1
2
(
1
2
− θ
)(
1− 1
(1 + 2θ)3
)
.
By setting θ = θ0 to be the unique positive root θ0 = 0.17409 . . . of the polynomial 16θ
4+32θ3+24θ2+12θ− 3 that
maximizes ρ(θ) on (0, 12 ), we have
ρ(θ0) = 0.09645 . . . .
We substitute this in (5.2) and sum over dyadic intervals. As∑
(̟,2)=1
N(̟)≤X
1 = (1 + o(1))
4X
(logX)
,
the assertion of Theorem 1.1 then follows.
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