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Hilbert spaces of analytic functions with a
contractive backward shift
Alexandru Aleman, Bartosz Malman
Abstract
We consider Hilbert spaces of analytic functions in the disk with a normalized reproducing
kernel and such that the backward shift f(z) 7→ f(z)−f(0)
z
is a contraction on the space. We
present a model for this operator and use it to prove the surprising result that functions
which extend continuously to the closure of the disk are dense in the space. This has several
applications, for example we can answer a question regarding reverse Carleson embeddings
for these spaces. We also identify a large class of spaces which are similar to the de Branges-
Rovnyak spaces and prove some results which are new even in the classical case.
1 Introduction
Let D be the unit disk of the complex plane C. The present paper is concerned with the study
of a class of Hilbert spaces of analytic functions on which the backward shift operator acts as a
contraction. More precisely, let H be a Hilbert space of analytic functions such that
(A.1) the evaluation f 7→ f(λ) is a bounded linear functional on H for each λ ∈ D,
(A.2) H is invariant under the backward shift operator L given by
Lf(z) =
f(z)− f(0)
z
,
and we have that
‖Lf‖H ≤ ‖f‖H, f ∈ H,
(A.3) the constant function 1 is contained in H and has the reproducing property〈
f, 1
〉
H
= f(0) f ∈ H.
Here
〈·, ·〉
H
denotes the inner product in H. By (A.1), the space H comes equipped with a
reproducing kernel kH : D× D→ C which satisfies〈
f, kH(·, λ)
〉
H
= f(λ), f ∈ H.
The condition (A.3) is a normalization condition which ensures that kH(z, 0) = 1 for all z ∈ D.
The first example that comes to mind is a weighted version of the classical Hardy space, where
the norm of an element f(z) =
∑∞
k=0 fkz
n is given by
‖f‖2w =
∞∑
k=0
wk|fk|2
with w = (wk)
n
k=0 a nondecreasing sequence of positive numbers wk, and w0 = 1. More generally,
the conditions are fulfilled in any L-invariat Hilbert space of analytic functions in D with a nor-
malized reproducing kernel on which the forward shift operator Mz, given by Mzf(z) = zf(z),
1
is expansive (‖Mzf‖H ≥ ‖f‖H). Moreover, any L-invariant subspace of such a space of analytic
functions satisfies the axioms as well if it contains the constants. A more detailed list of examples
will be given in the next section. It includes de Branges-Rovnyak spaces, spaces of Dirichlet type
and their L-invariant subspaces. Despite the conditions being rather general, it turns out that
they imply useful common structural properties of these function spaces. The purpose of this
paper is to reveal some of those properties and discuss their applications.
The starting point of our investigation is the following formula for the reproducing kernel. The
space H satisfies (A.1)-(A.3) if and only if the reproducing kernel kH of H has the form
kH(z, λ) =
1−∑i≥1 bi(λ)bi(z)
1− λz =
1−B(z)B(λ)∗
1− λz , B(0) = 0, (1)
where B is the analytic row contraction into l2 with entries (bi)i≥1. This follows easily from the
positivity of the operator IH − LL∗ and will be proved in Proposition 2.1 below.
The representation in (1) continues to hold in the case when H consists of vector-valued
functions, with B an analytic operator-valued contraction. Such kernels have been considered
in [9] where they are called de Branges-Rovnyak kernels. This representation of the reproducing
kernel in terms of B is obviously not unique. We shall denote throughout by [B] the class of B
with respect to the equivalence B1 ∼ B2 ⇔ B1(z)B∗1(λ) = B2(z)B∗2(λ), z, λ ∈ D, and by H[B]
the Hilbert space of analytic functions satisfying (A.1)-(A.3) for which the reproducing kernel is
given by (1).
Definition 1.1. The space H[B] is of finite rank if there exists C ∈ [B], C = (c1, . . . , cn, . . .)
and an integer N ≥ 1 with cn = 0, n ≥ N . The rank of H[B] is defined as the minimal number
of nonzero terms which can occur in these representations.
Note that if H[B] is of finite rank and C ∈ [B], C = (c1, . . . , cn, . . .) has the (nonzero)
minimum number of nonzero terms, then these must be linearly independent. The rank-zero case
corresponds to the Hardy space H2, while rank-one spaces are the classical de Branges-Rovnyak
spaces. These will be denoted by H(b).
Our basic tool for the study of these spaces is a model for the contraction L on H. The
intuition comes from a simple example, namely a de Branges-Rovnyak space H(b) where b is a
non-extreme point of the unit ball of H∞. Then there exists an analytic outer function a such that
|b|2 + |a|2 = 1 on T, and we can consider the Mz-invariant subspace U = {(bh, ah) : h ∈ H2} ⊂
H2 ⊕H2. It is proved in [28], Section IV-7, that there is an isometric one-to-one correspondence
f 7→ (f, g) between the elements of H(b) and the tuples in the orthogonal complement of U , and
the intertwining relation Lf 7→ (Lf, Lg) holds.
One of the main ideas behind the results of this paper is that, based on the structure of the
reproducing kernel, a similar construction can be carried out for any Hilbert space satisfying (A.1)-
(A.3). As is to expect, in this generality the objects appearing in our model are more involved,
in particular the direct sum H2 ⊕ H2 needs to be replaced by the direct sum of H2 with an
Mz-invariant subspace of a vector-valued L
2-space. Details of this construction, which extend to
the vector-valued case as well, will be given in Section 2. This model is essentially a special case
of the functional model of Sz.-Nagy-Foias for a general contractive linear operator (see Chapter
VI of [29]). Moreover, it has a connection to a known norm formula (see e.g. [5], [7], [8]) which
played a key role in the investigation of invariant subspaces in various spaces of analytic functions.
We explain this connection in Section 2.4.
The advantage provided by this point of view is a fairly tractable formula for the norm on
such spaces. Our main result in this generality is the following surprising approximation theorem.
Recall that the disk algebra A is the algebra of analytic functions in D which admit continuous
extensions to clos(D).
Theorem 1.1. Let H be a Hilbert space of analytic functions which satisfies (A.1)-(A.3). Then
any backward shift invariant subspace of H contains a dense set of functions in A.
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The proof of Theorem 1.1 is carried out in Section 3 and the argument covers the finite
dimensional vector-valued case as well. Our approach is based on ideas of Aleksandrov [2] and the
authors [6], however due to the generality considered here the proof is different since it avoids the
use of classical theorems of Vinogradov [30] and Khintchin-Ostrowski [18, Section 3.2].
Several applications of Theorem 1.1 are presented in Section 4. One of them concerns the case
whenH satisfies (A.1)-(A.3) and, in addition, it is invariant for the forward shift. We obtain a very
general Beurling-type theorem for Mz-invariant subspaces which requires the use of Theorem 1.1
in the vector-valued case.
Corollary 1.2. Let H be a Hilbert space of analytic functions which satisfies (A.1)-(A.3) and is
invariant for the forward shift Mz. For a closed Mz-invariant subspace M of H with dimM⊖
MzM = n < ∞, let ϕ1, . . . ϕn be an orthonormal basis in M ⊖ MzM, and denote by φ the
corresponding row operator-valued function. Then
M = φH[C], (2)
where H[C] consists of Cn-valued functions and the mapping g 7→ φg is an isometry from H[C]
onto M. Moreover,
{
n∑
i=0
ϕiui : ui ∈ A, 1 ≤ i ≤ n} ∩ H (3)
is a dense subset of M.
The dimension of M⊖ Mz⊖ is the index of the Mz-invariant subspace M. Note that (2)
continues to hold when the index is infinite. In fact, this dimension can be arbitrary even in the
case of weighted shifts (see [16]). We do not know whether (3) holds in the infinite index case as
well. Another natural question which arises is whether one can replace in (3) the disc algebra A
by the set of polynomials. We will show that this can be done in the case that H[B] has finite
rank. For the infinite rank and index case we point to [24] where sufficient conditions are given
under which (3) holds with A replaced by polynomials and n =∞.
Theorem 1.1 can be used to investigate reverse Carleson measures on such spaces, a concept
which has been studied in recent years in the context of H(b)-spaces and model spaces (see [10],
[17]). If H ∩ A is dense in H, then a reverse Carleson measure for H is a measure µ on clos(D)
such that ‖f‖2H ≤ C
∫
clos(D)
|f |2dµ for f ∈ H ∩ A. In Theorem 4.4 we prove that if the norm in
H[B] satisfies the identity
‖Lf‖2 = ‖f‖2 − |f(0)|2 (4)
then the space cannot admit a reverse Carleson measure unless it is a backward shift invariant
subspace of the Hardy space H2. A class of spaces in which this identity holds has been studied
in [23], where conditions are given on B which make the identity hold. It holds in all de Branges-
Rovnyak spaces corresponding to extreme points of the unit ball of H∞, so in particular our
theorem answers a question in [10]. On the other hand if H is Mz-invariant, then reverse Carleson
measures may exist and can be characterized in several ways. For example, in Theorem 4.2 we
show that in this case H = H[B] admits a reverse Carleson measure if and only if g := (1 −∑
i∈I |bi|2)−1 ∈ L1(T), and the measure gdm on T is essentially the minimal reverse Carleson
measure for H. The two conditions considered here yield almost a dichotomy. More precisely, if
H[B] satisfies (4) then it cannot be Mz-invariant unless it equals H2.
Another application of Theorem 1.1 gives an approximation result for the orthogonal comple-
ments of Mz-invariant subspaces of the Bergman space L
2
a(D). These might consist entirely of
functions with bad integrability properties. For example, there are such subspaces M for which∫
D
|f |2+ǫdA =∞ holds for all ǫ > 0 and f ∈ M \ {0} (see Proposition 4.7). Note that primitives
of such Bergman space functions are not necessarily bounded in the disk. However, Corollary 4.8
below shows that the set of functions inM with a primitive in A is dense in M.
The second part of the paper is devoted to the special case whenH[B] has finite rank, according
to the definition above. Intuitively speaking, in this case the structure of the backward shift L
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resembles more a coisometry. The simplest examples are H2 (rank zero) and the classical de
Branges-Rovnyak spaces H(b) (rank one). Examples of higher rank H[B]-spaces are provided by
Dirichlet-type spaces D(µ) corresponding to measures µ with finite support in clos(D) (see [25],
[3]).
It is not difficult to see that the rank of an H[B]-space is unstable under with respect to
equivalent Hilbert space norms. In fact, in [14] it is shown that D(µ)-spaces corresponding to a
measure with finite support on T admit equivalent norms under which they become a rank one
space. This leads to the fundamental question whether the (finite) rank of any H[B]-space can
be reduced in this way. This question is addressed in Section 5.4. In Theorem 5.7 we relate the
rank of H[B] to the number of generators of a certain H∞-submodule in the Smirnov class. In
particular it turns out (Theorem 5.6) that there exist H[B]-spaces whose rank cannot be reduced
by means of any equivalent norm satisfying (A.1)-(A.3).
In the case of finite rank H[B]-spaces our model becomes a very powerful tool. We use it in
order to establish analogues of fundamental results from the theory of H(b)-spaces. Moreover, we
improve Corollary 1.2 to obtain a structure theorem forMz-invariant subspaces which is new even
in the rank one case. More explicitly, in Theorem 5.2 we show that a finite rank H[B]-space is
Mz-invariant if and only if log(1 − ‖B‖22) is integrable on T. If this is the case, then we show in
Theorem 5.5 that the polynomials are dense in the space. In Theorem 5.12 we turn to L-invariant
subspaces and prove the analoque of a result by Sarason in [27], namely that every L-invariant
subspace of H[B] has the form H[B] ∩Kθ, where Kθ = H2 ⊖ θH2 is a backward shift invariant
subspaces of H2. Concerning the structure of Mz-invariant subspaces we establish the following
result.
Theorem 1.3. Let H = H[B] be of finite rank and Mz-invariant. If M is a closed Mz-invariant
subspace of H, then dimM⊖MzM = 1 and any non-zero element inM⊖MzM is a cyclic vector
for Mz|M. Moreover, if φ ∈ M⊖MzM is of norm 1, then there exists a space H[C] invariant
under Mz, where C = (c1, . . . , ck) and k ≤ n, such that
M = φH[C]
and the mapping g 7→ φg is an isometry from H[C] onto M.
2 Basic structure
2.1 Reproducing kernel. Throughout the paper, vectors and vector-valued functions will usu-
ally be denoted by boldface letters like c, f, while operators, matrices and operator-valued func-
tions will usually be denoted by capitalized boldface letters like B, A. The space of bounded linear
operators between two Hilbert spaces X,Y will be denoted by B(Y,X), and we simply write B(X)
if X = Y . All appearing Hilbert spaces will be assumed separable. The identity operator on
a space X will be denoted by IX . The backward shift operation will always be denoted by L,
regardless of the space it acts upon, and regardless of if the operand is a scalar-valued function or
a vector-valued function. The same conventions will be used for the forward shift operator Mz. If
Y is a Hilbert space, then we denote by H2(Y ) the Hardy space of analytic functions f : D → Y
with square-summable Taylor coefficients, and H∞(Y ) is the space of bounded analytic functions
from D to Y . The concepts of inner and outer functions are defined as usual (see Chapter V of
[29]). The space L2(Y ) will denote the space of square-integrable Y -valued measurable functions
defined on the circle T, and we will identify H2(Y ) as a closed subspace of L2(Y ) in the usual
manner by considering the boundary values of the analytic functions f ∈ H2(Y ). In the case
Y = C we will simply write H2 and L2. The orthogonal complement of H2(Y ) inside L2(Y ) will
be denoted by H20 (Y ). The norm in L
2(Y ) and its subspaces will be denoted by ‖ · ‖2. The inner
product of two elements f, g in a Hilbert space H will be denoted by 〈f, g〉
H
.
As mentioned in the introduction, we will actually work in the context of vector-valued analytic
functions, which will be necessary in order to prove Theorem 1.1 in full generality. Thus, let X,H
be Hilbert spaces, where H consists of analytic functions f : D → X . The versions of axioms
(A.1)-(A.3) in the X-valued context are:
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(A.1’) The evaluation f 7→ 〈f(λ), x〉
X
is a bounded linear functional on H for each λ ∈ D and
x ∈ X ,
(A.2’) H is invariant under the backward shift operator L given by
Lf(z) =
f(z)− f(0)
z
,
and we have that
‖Lf‖H ≤ ‖f‖H, f ∈ H,
(A.3’) the constant vectors x ∈ X are contained in H and have the reproducing property〈
f, x
〉
H
=
〈
f(0), x
〉
X
f ∈ H, x ∈ X.
By (A.1’) there exists an operator-valued reproducing kernel kH : D×D→ B(X) such that for
each λ ∈ D and x ∈ X the identity〈
f, kH(·, λ)x
〉
H
=
〈
f(λ), x
〉
X
holds for f ∈ H. Axiom (A.3’) implies that kH(z, 0) = IX for each z ∈ D.
Proposition 2.1. Let H be a Hilbert space of analytic functions which satisfies the axioms (A.1’)-
(A.3’). Then there exists a Hilbert space Y and an analytic function B : D → B(Y,X) such that
for each z ∈ D the operator B(z) : Y → X is a contraction, and
kH(z, λ) =
IX −B(z)B(λ)∗
1− λz . (5)
In particular, if X = C, then B(z) is an analytic row contraction into l2, i.e. there exist analytic
functions {bi}i≥1 in D such that
kH(λ, z) =
1−∑i≥1 bi(z)bi(λ)
1− λz ,
∑
i≥1
|bi(z)|2 ≤ 1, z ∈ D.
If dim(IH −LL∗)H = n <∞, then there exists a representation as above, with bi = 0, i > n, and
such that the functions b1, . . . , bn are linearly independent.
Proof. Let k = kH be the reproducing kernel of H. Fix a vector x ∈ X and λ ∈ D. By (A.3’) we
have 〈
f, (k(·, λ)− IX)x/λ
〉
H
=
〈
(f(λ) − f(0))/λ, x〉
X
=
〈
Lf, k(·, λ)x〉
H
=
〈
f, L∗k(·, λ)x〉
H
.
It follows that
L∗k(z, λ)x =
(k(z, λ)− IX)x
λ
and
(IH − LL∗)k(z, λ)x = k(z, λ)x− (k(z, λ)− IX)x
λz
. (6)
By (A.2’) the operator P := IH − LL∗ is positive. Therefore Pk(·, λ) is a positive-definite kernel
and hence it has a factorization Pk(z, λ) = B˜(z)B˜(λ)∗ for some operator-valued analytic function
B˜ : D→ B(Y,X) (see Chapter 2 of [1]). We can now solve for k in (6) to obtain
k(z, λ) =
IX −B(z)B(λ)∗
1− λz ,
where we have set B(z) := zB˜(z). It is clear from this expression and the positive-definiteness of
k that B(z) must be a contraction for every z ∈ D. If dim(IH−LL∗) <∞, then the last assertion
of the proposition follows in a standard manner from (6) and the spectral theorem applied to the
finite rank operator IH − LL∗.
5
2.2 Model. The space H is completely determined by the function B : D→ B(Y,X) appearing
in Proposition 2.1. To emphasize this we will on occasion write H[B] in place of H. The function
B admits a non-tangential boundary value B(ζ) for almost every ζ ∈ T (convergence in the sense
of strong operator topology), and the operator
∆(ζ) = (IH −B(ζ)∗B(ζ))1/2 (7)
induces in a natural way a multiplication operator from H2(Y ) to L2(Y ). The space clos(∆H2(Y ))
is a subspace of L2(Y ) which is invariant under the operator Mζ given by Mζg(ζ) = ζg(ζ), ζ ∈ T.
This implies that it can be decomposed as
clos(∆H2(Y )) =W ⊕ΘH2(Y1) (8)
where Mζ acts unitarily on W , Y1 is an auxilliary Hilbert space, Θ : T → B(Y1, Y ) is a measur-
able operator-valued function such that for almost every ζ ∈ T the operator Θ(ζ) : Y1 → Y is
isometric, and the functions in W and ΘH2(Y1) are pointwise orthogonal almost everywhere, i.e,〈
f(ζ),g(ζ)
〉
Y
= 0 for almost every ζ ∈ T for any pair f ∈ W and g ∈ ΘH2(Y1) (see Theorem 9 of
Lecture VI in [20]). It follows that Θ(ζ)∗f(ζ) = 0 for all f ∈ W , and consequently
Θ∗clos(∆H2(Y )) = Θ∗W ⊕Θ∗ΘH2(Y1) = {0} ⊕H2(Y1).
The above computation shows that Θ∗∆ mapsH2(Y ) to a dense subset ofH2(Y1), and so standard
theory of operator-valued functions implies that there exists an analytic outer function A : D →
B(Y, Y1) such that A(ζ) = Θ∗(ζ)∆(ζ) for almost every ζ ∈ T.
Theorem 2.2. There exists an isometric embedding J : H[B]→ H2(X)⊕clos(∆H2(Y )) satisfying
the following properties.
(i) A function f ∈ H2(X) is contained in H[B] if and only if there exists g ∈ clos(∆H2(Y ))
such that
B∗f+∆g ∈ H20 (Y ).
If this is the case, then g is unique and
Jf = (f, g).
(ii) If Jf = (f, g) and g = w+ Θf1 is the decomposition of g with respect to (8), then
JLf = (Lf, ζw+ΘLf1).
(iii) The orthogonal complement of JH[B] inside H2(X)⊕ clos(∆H2(Y )) is
(JH[B])⊥ = {(Bh,∆h) : h ∈ H2(Y )}.
Proof. Let K = H2(X) ⊕ clos(∆H2(Y )), U = {(Bh,∆h) : h ∈ H2(Y )} and note that U is a
closed subspace of K. Let P be the projection taking a tuple (f,g) ∈ K to f ∈ H2(X). Then P
is injective on K ⊖ U . Indeed, if (0,g) is orthogonal to U , then g ∈ clos(∆H2(Y )) is orthogonal
to ∆H2(Y ), and hence g = 0. Any analytic function f can thus appear in at most one tuple
(f,g) ∈ K ⊖ U . We define H0 = P (K ⊖ U) as the space of analytic X-valued functions with the
norm
‖f‖2H0 := ‖f‖22 + ‖g‖22.
We will see that H[B] = H0 by showing that the reproducing kernels of the two spaces are equal.
Note that for each c ∈ X the tuple
kc,λ =
(
(IX −B(z)B(λ)∗)c
1− λz ,
−∆(ζ)B(λ)∗c
1− λz
)
∈ K
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is orthogonal to U , and therefore its first component Pkc,λ defines an element of H0. Moreover,
it follows readily from our definitions that for any f ∈ H0 we have〈
f, Pkc,λ
〉
H0
=
〈
f(λ), c
〉
X
.
Thus the reproducing kernel of H0 equals the one given by (5), and so H[B] = H0.
It is clear from the above paragraph that a function f ∈ H2(X) is contained in H[B] if and
only if there exists g ∈ clos(∆H2(Y )) such that (f,g) is orthogonal to (Bh,∆h) for all h ∈ H2(Y ),
that is to say, if and only if B(ζ)∗f(ζ) + ∆(ζ)g(ζ) ∈ H20 (Y ). If we let J = P−1, then Jf = (f,g),
and part (i) follows. Part (iii) holds by construction. In order to prove (ii), it will be sufficient by
(i) to show that
B∗Lf+∆(ζw+ΘLf1) ∈ H20 (Y ). (9)
Let A = Θ∗∆ be the analytic function mentioned above. We have that
ζ(B∗f+∆g) = ζB∗f+∆ζw+ ζA∗f1 ∈ H20 (Y ). (10)
The term A∗Lf1 differs from ζA
∗f1 only by a function in H20 (Y ), and the same is true for B
∗Lf
and ζB∗f. Thus (9) follows from (10).
2.3 Analytic model. The model of Theorem 2.2 can be greatly simplifed if W = {0} in the
decomposition (8). The condition for when this occurs can be expressed in terms of L.
Corollary 2.3. We have W = {0} in (8) if and only if ‖Lnf‖H[B] → 0 as n → ∞, for all
f ∈ H[B].
Proof. Assume first that W = {0}. If Jf = (f,Θh), then by (ii) of Theorem 2.2 we have that
‖Lnf‖2H[B] = ‖Lnf‖22 + ‖Lnh‖22
which clearly tends to 0 as n→∞.
Conversely, note that the convergence of Lnf to zero implies that if Jf = (f,g) and g = w+Θh
is the decomposition of g with respect to (8), then w = 0 (else limn→∞ ‖Lnf‖H[B] ≥ ‖w‖2 by (ii)
of Theorem 2.2). Thus for any w ∈ W we have Jf ⊥ w for all f ∈ H[B], and so (0,w) = (Bh,∆h)
for some h ∈ H2(Y ) by Theorem 2.2. Since Bh = 0, we deduce that w = ∆h = h, for example
by approximating the function x 7→ √1− x uniformly on [0, 1] by a sequence of polynomials pn
with pn(0) = 1, so that ∆h = limn→∞ pn(B
∗B)h = h. It follows that w = h ∈ H2(Y ). Since
w was arbitrary, we deduce that W ⊂ H2(Y ), and since Mζ acts unitarily on W , we must have
W = {0}.
Assume we are in the case described by Corollary 2.3. Then (8) reduces to
clos(∆H2(Y )) = ΘH2(Y1).
Thus it holds that Im∆(ζ) = ImΘ(ζ) for almost every ζ ∈ T. Since Θ(ζ)Θ(ζ)∗ is equal almost
everywhere to the projection of Y onto ImΘ(ζ), we obtain
A∗(ζ)A(ζ) = ∆(ζ)Θ(ζ)Θ(ζ)∗∆(ζ) = ∆(ζ)2
and consequently B(ζ)∗B(ζ) +A(ζ)∗A(ζ) = 1Y for almost every ζ ∈ T. The following theorem is
a reformulation of Theorem 2.2. We omit the proof, which can be easily deduced from the proof
of Theorem 2.2 with A playing the role of ∆.
Theorem 2.4. Let H[B] be such that ‖Lnf‖H[B] → 0 as n → ∞, for all f ∈ H[B]. There exists
an auxilliary Hilbert space Y1, an outer function A : D→ B(Y, Y1) such that
B(ζ)∗B(ζ) +A(ζ)∗A(ζ) = 1Y
for almost every ζ ∈ T, and an isometric embedding J : H[B] → H2(X) ⊕H2(Y1) satisfying the
following properties.
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(i) A function f ∈ H2(X) is contained in H[B] if and only if there exists f1 ∈ H2(Y1) such that
B∗f+A∗f1 ∈ H20 (Y ).
If this is the case, then f1 is unique, and
Jf = (f, f1).
(ii) If Jf = (f, f1), then
Jf = (Lf, Lf1).
(iii) The orthogonal complement of JH[B] inside H2(X)⊕H2(Y1) is
(H[B])⊥ = {(Bh,Ah) : h ∈ H2(Y )}.
2.4 A formula for the norm. As pointed out in the introduction, the model of Theorem 2.2
has a connection to a useful formula for the norm in Hilbert spaces of analytic functions.
Proposition 2.5. Let H be a Hilbert space of analytic functions which satisfies (A.1’)-(A.3’).
For f ∈ H we have
‖f‖2H = ‖f‖22 + lim
r→1
∫
T
∥∥∥z f(z)− f(rλ)
z − rλ
∥∥∥2
H
− r2
∥∥∥f(z)− f(rλ)
z − rλ
∥∥∥2
H
dm(λ). (11)
Note that the formula makes sense even if H is not invariant for Mz, since for λ ∈ D we have
z
f(z)− f(λ)
z − λ =
zf(z)− λf(λ)
z − λ − f(λ) = (1− λL)
−1f(z)− f(λ) ∈ H,
and (1−λL)−1 exists since L is a contraction on H. Versions of the above formula have been used
in a crucial way in several works related to the structure of invariant subspaces, see for example
[5], [7] and [8]. We shall prove the formula by verifying that if Jf = (f,g) in Theorem 2.2, then
the limit in (11) is equal to ‖g‖22. Actually, we will prove a stronger result than Proposition 2.5,
one which we will find useful at a later stage. In the next theorem and in the sequel we use the
notation
 Lλ := L(1− λL)−1, λ ∈ D.
One readily verifies that
Lλf(z) =
f(z)− f(λ)
z − λ .
Theorem 2.6. Let Jf = (f,w + Θf1) as in Theorem 2.2, or Jf = (f, f1) as in Theorem 2.4. In
both cases, we have that
(i) ‖zLλf‖2H[B] − ‖Lλf‖2H[B] = ‖f1(λ)‖2Y1 ,
(ii) ‖f1‖22 = limr→1
∫
T
‖zLrλf‖2H[B] − ‖Lrλf‖2H[B]dm(λ),
(iii) ‖w‖22 = limr→1
∫
T
(1− r2)‖Lrλf‖2H[B]dm(λ).
In particular, (11) holds.
Proof. We shall only carry out the proof in the context of Theorem 2.2, the other case being
similar. First, we claim that for λ ∈ D we have that
JzLλf =
(
zLλf, (1− λζ)−1w+Θ(zLλf1 + f1(λ))
)
. (12)
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This follows from part (i) of Theorem 2.2. Indeed, we have to check that
B(ζ)∗ζ
f(ζ) − f(λ)
ζ − λ +∆(ζ)
w(ζ)
1 − λζ +∆(ζ)Θ(ζ)ζ
f1(ζ)− f1(λ)
ζ − λ +∆(ζ)Θ(ζ)f1(λ)
=
B(ζ)∗f(ζ) + ∆(ζ)g(ζ)
1− λζ −
B(ζ)∗f(λ)
1− λζ −
(A(ζ)∗h(λ)
1− λζ −A(ζ)
∗f1(λ)
)
lies in H20 (Y ), and this is true since each of the three terms in the last line lies in H
2
0 (Y ). Similarly,
we have
JLλf =
(
Lλf, ζ(1− λζ)−1w+ΘLλf1
)
.
Actually, this can be seen immediately by applying (ii) of Theorem 2.2 to (12). Since J is an
isometry we have that
‖zLλf‖2H[B] = ‖zLλf‖22 + ‖(1− λζ)−1w‖22 + ‖zLλf1 + f1(λ)‖22 (13)
and
‖Lλf‖2H[B] = ‖Lλf‖22 + ‖ζ(1− λζ)−1w‖22 + ‖Lλf1‖22. (14)
The difference of (13) and (14) equals ‖f1(λ)‖2Y1 which gives (i). Part (ii) is immediate from (i).
We will deduce part (iii) from (14). A brief computation involving power series shows that if T is
a contraction on a Hilbert space H, then we have ‖T nx‖H → 0 if and only if
lim
r→1−
∫
T
(1− r2)‖T (1− rλT )−1x‖2Hdm(λ) = 0.
We apply this to the T = L acting on the Hardy spaces, and deduce (iii) from (14):
lim
r→1
∫
T
(1− r2)‖Lrλf‖2H[B]dm(λ) = limr→1
∫
T
(1− r2)‖(1− rλζ)−1w‖22dm(λ)
= lim
r→1
∫
T
(∫
T
(1 − r2)|1− rλζ |−2dm(λ)
)
‖w(ζ)‖2Y dm(ζ) = ‖w‖22.
2.5 Examples. We end this section by discussing some examples of spaces which satisfy our
assumptions, some of which were already mentioned in the introduction.
2.5.1 De Branges-Rovnyak spaces. If B = b is a non-zero scalar-valued function, then ∆ = (1 −
|b|2)1/2 is an operator on a 1-dimensional space, and clos(∆H2) ⊆ L2 is either of the form θH2
for some unimodular function θ on T, or it is of the form L2(E) := {f ∈ L2 : f ≡ 0 a.e. on T\E}.
The first case corresponds to b which are non-extreme points of the unit ball of H∞, while the
second case corresponds to the extreme points. It is in the first case that the model of Theorem 2.4
applies to H(b).
2.5.2 Weighted H2-spaces. Let w = (wn)n≥0 be a sequence of positive numbers and H
2
w be the
space of analytic functions in D which satisfy
‖f‖2H2w :=
∞∑
n=0
wn|fn|2 <∞,
where fn is the nth Taylor coefficient of f at z = 0. If w0 = 1 and wn+1 ≥ wn for n ≥ 0, then H2w
satisfies (A.1)-(A.3). The reproducing kernel of H2w is given by
k(z, λ) =
∞∑
n=0
λnzn
wn
=
1−∑∞n=1(1/wn−1 − 1/wn)λnzn
1− λz ,
and thus H2w = H[B] with B(z) =
(√
1/wn−1 − 1/wnzn
)∞
n=1
.
9
2.5.3 Dirichlet-type spaces. Let µ be a positive finite Borel measure on clos(D). The space D(µ)
consists of analytic functions which satisfy
‖f‖2D(µ) := ‖f‖22 +
∫
T
∫
clos(D)
|f(z)− f(ζ)|2
|z − ζ|2 dµ(z)dm(ζ).
The choice of dµ = dm produces the classical Dirichlet space. It is easy to verify directly from this
expression that D(µ) satisfies axioms (A.1)-(A.3), but it is in general difficult to find an expression
for B corresponding to the space as in Proposition 2.1. In the special case that µ =
∑n
i=1 ciδzi
is a positive sum of unit masses δzi at distinct points zi ∈ clos(D) the space D(µ) is an H[B]-
space of rank n. An isometric embedding J : D(µ) → (H2)n+1 satisfying the properties listed in
Theorem 2.4 is given by
f(z) 7→
(
f(z),
f(z)− f(z1)
z − z1 , . . . ,
f(z)− f(zn)
z − zn
)
.
2.5.4 Cauchy duals. Let H be a Hilbert space of analytic functions which contains all functions
holomorphic in a neighbourhood of clos(D), on which the forward shift operator Mz acts as a
contraction and such that
〈
f, 1
〉
H
= f(0) holds for f ∈ H. Consider the function
Uf(λ) =
〈
(1− λz)−1, f(z)〉
H
=
∞∑
n=0
λn
〈
zn, f(z)
〉
H
.
Then Uf is an analytic function of λ, and UM∗z f = LUf . If H∗ is defined to be the space of
functions of the form Uf for f ∈ H, with the norm ‖Uf‖H∗ = ‖f‖H, then it is easy to verify
that H∗ is a Hilbert space of analytic functions which satisfies (A.1)-(A.3). The space H∗ is the
so-called Cauchy dual of H (see [4]).
3 Density of functions with continuous extensions to the closed disk
The goal of this section is to prove Theorem 3.5 and Corollary 3.6, which are vector-valued
generalizations of Theorem 1.1 mentioned in the introduction. We will first recall a few facts
about the disk algebra A and the vector-valued Smirnov classes N+(Y ).
3.1 Disk algebra, Cauchy transforms and the Smirnov class. Let A denote the disk
algebra, the space of scalar-valued analytic functions defined in D which admit continuous ex-
tensions to clos(D). It is a Banach space if given the norm ‖f‖∞ = supz∈D |f(z)|, and the dual
of A can be identified with the space C of Cauchy transforms of finite Borel measures µ sup-
ported on the circle T. A Cauchy transform f is an analytic function in D which is of the form
f(z) = Cµ(z) :=
∫
T
1
1−zζ
dµ(ζ) for some Borel measure µ. The duality between A and C is realized
by 〈
h, f
〉
= lim
r→1−
∫
T
h(rζ)f(rζ)dm(ζ) =
∫
T
hdµ, h ∈ A, f = Cµ
and the norm ‖f‖C of f as a functional on A is given by ‖f‖C = infµ:Cµ=f ‖µ‖, where ‖µ‖
is the total variation of the measure µ. The space C is continuously embedded in the Hardy
space Hp for each p ∈ (0, 1). More precisely, we have for each fixed p ∈ (0, 1) the estimate
‖f‖p = (
∫
T
|f |pdm)1/p ≤ cp‖f‖C. As a dual space of A, the space C can be equipped with the
weak-star topology, and a sequence (fn) converges weak-star to f ∈ C if and only if supn ‖fn‖C <∞
and fn(z)→ f(z) for each z ∈ D. See [13] for more details.
If Y is a Hilbert space, then the Smirnov class N+(Y ) consists of the functions f : D→ Y which
can be written as f = u/v, where u ∈ H∞(Y ) and v : D→ C is a bounded outer function. In the
case Y = C we will simply write N+. The class N+(Y ) satisfies the following Smirnov maximum
principle: if f ∈ N+(Y ), then we have that ∫
T
‖f(ζ)‖2Y dm(ζ) < ∞ if and only if f ∈ H2(Y ) (see
Theorem A in Section 4.7 of [26]).
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3.2 Proof of the density theorem. The proof will depend on a series of lemmas. The first
two are routine exercises in functional analysis and the proofs of those will be omitted.
Lemma 3.1. Let B be a Banach space, B′ be its dual space, and S ⊂ B′ be a linear manifold. If
l ∈ B′ annihilates the subspace ∩s∈S ker s ⊂ B, then l lies in the weak-star closure of S.
Lemma 3.2. Let {hj} be a sequence of scalar-valued analytic functions in D, with supn ‖hn‖∞ <
∞, and which converges uniformly on compacts to the function h. If the sequence {gj}∞j=1 of
functions in L2(Y ) converges in norm to g, then hjgj converges weakly in L
2(Y ) to hg.
The next two lemmas are more involved. Let An = A× . . .×A denote the product of n copies
of the disk algebra. The dual of An can then be identified with Cn, the space of n-tuples of Cauchy
transforms f = (f1, . . . , fn), normed by ‖f‖Cn =
∑n
i=1 ‖f i‖C . The main technical argument needed
for the proof of Theorem 3.5 is contained in the following lemma.
Lemma 3.3. Let {fm}∞m=1 be a sequence in Cn which converges weak-star to f. There exists a
subsequence {fmk}∞k=1 and a sequence of outer functions Mk : D → C satisfying the following
properties:
(i) ‖Mk‖∞ ≤ 1,
(ii) Mk converges uniformly on compacts to a non-zero outer function M ,
(iii) Mkfmk = (Mkf
1
mk ,Mkf
2
mk , . . . ,Mkf
n
mk) ∈ (H2)n,
(iv) the sequence {Mkfmk}∞m=1 converges weakly to M f in (H2)n.
Proof. Let g = (g1, g2, . . . , gn) be an n-tuple of Cauchy transforms and for some fixed choice of
p ∈ (1/2, 1) let
s(ζ) = max(
n∑
i=1
|gi(ζ)|p, 1), ζ ∈ T.
Then s is integrable on the circle and
∫
T
s dm ≤ C1‖g‖pCn , where the constant C1 > 0 depends on
p and n, but is independent of g ∈ Cn. We let H be the Herglotz transform of s, that is
H(z) =
∫
T
ζ + z
ζ − z s(ζ)dm(ζ).
Note that the real part of H is the Poisson extension of s(ζ) to D. This shows that H has positive
real part (hence is outer), |H | ≥ s ≥ 1 on T and |H(z)| ≥ 1 for all z ∈ D. We also have that
H(0) =
∫
T
s dm ≤ C1‖g‖pCn . Let q = 2− 2p ∈ (0, 1). For each i ∈ {1, . . . , n} we have the estimate∫
T
|gi/H |2dm ≤
∫
T
|gi/s|2dm ≤
∫
T
|gi|2−2pdm = ‖gi‖qq ≤ C2‖gi‖qC .
Since the functions gi are in C ⊂ N+, the Smirnov maximum principle implies that gi/H ∈ H2,
or equivalently g/H ∈ (H2)n. Moreover, ‖g/H‖(H2)n ≤ C‖g‖qCn , with constant C > 0 depending
only on the fixed choice of p and the dimension n.
Let now {fm}∞m=1 be a sequence in Cn which converges weak-star to f, meaning that fm con-
verges pointwise to f in D, and we have supm ‖fm‖Cn < ∞. For each integer m ≥ 1 we construct
the function H = Hm as above. By what we have established above, {fm/Hm}∞m=1 is a bounded
sequence in (H2)n. Since ‖1/Hm‖∞ ≤ 1 and Hm(0) ≤ C1‖fm‖pCn , there exists a subsequence
{mk}∞k=1 such thatMk = 1/Hmk converges uniformly on compacts to a non-zero analytic function
M . Then M has positive real part, since each of the functions Mk has positive real part, and
therefore M is outer. The sequence {Mkfmk}∞k=1 is bounded in (H2)n and converges pointwise to
the function M f, which is equivalent to weak convergence in (H2)n.
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For the rest of the section, let H = H[B] be a fixed space of X-valued functions, where X is
a finite dimensional Hilbert space. Thus B takes values in B(Y,X) for some auxilliary Hilbert
space Y . As before, set ∆(ζ) = (IY −B(ζ)∗B(ζ))1/2 for ζ ∈ T. Fix an orthonormal basis {ei}ni=1
for the finite dimensional Hilbert space X . We can define a map from H2(X) to (H2)n by the
formula f 7→ (f i)ni=1 where the components f i are the coordinate functions f i(z) =
〈
f(z), ei
〉
X
.
Then a function f ∈ H2(X) has a continuous extension to clos(D) if and only if all of its coordinate
functions f i are contained in the disk algebra A.
Lemma 3.4. Let S ⊂ Cn ⊕ clos(∆H2(Y )) be the linear manifold consisting of tuples of the form
(Bf,∆f)
for some f ∈ N+(Y ). Then S is weak-star closed in Cn ⊕ clos(∆H2(Y )).
Proof. Since An⊕ clos(∆H2(Y )) is separable, Krein-Smulian theorem implies that it is enough to
check weak-star sequential closedness of the set S. Thus, let the sequence
{(Bfm,∆fm)}∞m=1 = {(hm,gm)}∞m=1 ⊂ Cn ⊕ clos(∆H2(Y ))
converge in the weak-star topology to (h,g). Then {gm}∞m=1 converges weakly in the Hilbert space
clos(∆H2(Y )), and by passing to a subsequence and next to the Cesa`ro means of that subsequence,
we can assume that the sequence {gm}∞m=1 converges to g in the norm. By applying Lemma 3.3
and Lemma 3.2 we obtain a sequence of outer functions {Mk}∞k=1 and an outer function M such
that {(Mkhmk ,Mkgmk)}∞k=1 converges weakly in the Hilbert space H2(X) ⊕ clos(∆H2(Y )) to
(Mh,Mg). Note that
(Mkhmk ,Mkgmk) = (BMkfmk ,∆Mkfmk),
and ∫
T
‖Mkfmk‖2Y dm =
∫
T
‖BMkfmk‖2Xdm+
∫
T
‖∆Mkfmk‖2Y dm <∞.
Since Mkfmk is in N
+(Y ), the Smirnov maximum principle implies that we have Mkfmk ∈
H2(Y ), and consequently the tuples (BMkfmk ,∆Mkfmk) are contained in the closed subspace
U = {(Bh,∆h) : h ∈ H2(Y )}. It follows that the weak limit (Mh,Mg) is also contained in U ,
and hence (Mh,Mg) = (Bf,∆f) for some f ∈ H2(Y ). Then
(h,g) =
(
B
f
M
,∆
f
M
)
,
where f/M ∈ N+(Y ).
Theorem 3.5. Assume that H[B] consists of functions taking values in a finite dimensional
Hilbert space. Then the set of functions in H[B] which extend continuously to clos(D) is dense in
the space.
Proof. LetK = H2(X)⊕clos(∆H2(Y )). Recall from Theorem 2.2 that the spaceH[B] is equipped
with an isometric embedding J where the tuple Jf = (f,g) ∈ K is uniquely determined by the
requirement for it be orthogonal to
U = {(Bh,∆h : h ∈ H2(Y )} ⊂ K.
We identify functions f ∈ H[B] with their coordinates (f1, . . . , fn) with respect to the fixed
orthonormal basis of X . Now assume that f ∈ H[B] is orthogonal to any function in H[B] which
extends continuously to clos(D), i.e., that f is orthogonal to H[B] ∩ An. We shall show that
Jf = (Bh,∆h) for some h ∈ H2(Y ), which implies that f = 0. Consider J(An ∩ H[B]) as a
subspace of An ⊕ clos(∆H2(Y )). For each h ∈ H2(Y ), let
lh = (Bh,∆h) ∈ Cn ⊕ clos(∆H2(Y ))
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be a functional on An ⊕ clos(∆H2(Y )), acting as usual by integration on the boundary T. We
claim that
J(An ∩H[B]) = ∩h∈H2(Y ) ker lh.
Indeed, if f ∈ An ∩H[B], then for any functional lh we have
lh(Jf) =
〈
Jf, (Bh,∆h)
〉
= 0,
because Jf is orthogonal to U . Conversely, if the tuple (f,g) ∈ An ⊕ clos(∆H2(Y )) is contained
in ∩h∈H2(Y ) ker lh, then (f,g) ∈ K is orthogonal to U , and hence f ∈ A ∩ H[B] by Theorem 2.2.
Now, viewed as an element of Cn ⊕ clos(∆H2(Y )), the tuple Jf annihilates J(An ∩H[B]), and so
by Lemma 3.1 lies in the weak-star closure of linear manifold of functionals of the form lh. Thus
Lemma 3.4 implies that Jf = (Bh,∆h) for some h ∈ N+(Y ). The Smirnov maximum principle
and the computation ∫
T
‖h‖2Y dm(ζ) =
∫
T
‖Bh‖2Xdm+
∫
T
‖∆h‖2Y dm <∞
show that h ∈ H2(Y ). Hence Jf ∈ (JH(B)⊥, so that f = 0 and the proof is complete.
Theorem 1.1 of the introduction now follows as a consequence of the next result, which is an
easy extension of Theorem 3.5.
Corollary 3.6. Assume that H[B] consists of functions taking values in a finite dimensional
Hilbert space. If M is any L-invariant subspace of H[B], then the set of functions in M which
extend continuously to clos(D) is dense in M .
Proof. IfM contains the constant vectors, then Proposition 2.1 applies, and henceM is of the type
H(B0) for some contractive function B0. Then the result follows immediately from Theorem 3.5.
If constant vectors are not contained in M , then let
M+ = {f+ c : f ∈M, c ∈ X}.
The subspace M+ is closed, as it is a sum of a closed subspace and a finite dimensional space.
Moreover, closed graph theorem implies that the skewed projection P :M+ →M taking f+ c to f
is bounded. The theorem holds for M+, so if f ∈M , then there exists constants cn and functions
fn ∈ M such that hn = fn + cn is continuous on clos(D), and hn tends to f in the norm of H.
Consequently, the functions fn = hn − cn are continuous on clos(D), and we have that fn = Phn
tends to P f = f in the norm of H.
4 Applications of the density theorem
We temporarily leave the the main subject in order to present applications of Theorem 3.5 and
Corollary 3.6. All Hilbert spaces of analytic functions will be assumed to satisfy (A.1)-(A.3).
4.1 Mz-invariant subspaces. Corollary 1.2 stated in the introduction is now an easy conse-
quence of Theorem 3.5. We restate the theorem for the reader’s convenience.
Corollary 4.1. Let H be a Hilbert space of analytic functions which satisfies (A.1)-(A.3) and is
invariant for the forward shift Mz. For a closed Mz-invariant subspace M of H with dimM⊖
MzM = n < ∞, let ϕ1, . . . ϕn be an orthonormal basis in M ⊖ MzM, and denote by φ the
corresponding row operator-valued function. Then
M = φH[C], (15)
where H[C] consists of Cn-valued functions and the mapping g 7→ φg is an isometry from H[C]
onto M. Moreover,
{
n∑
i=0
ϕiui : ui ∈ A, 1 ≤ i ≤ n} ∩ H (16)
is a dense subset of M.
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Proof. For any f ∈ M we have that f(z) −∑ni=1 〈f, φi〉Hφi(z) ∈ MzM. Thus the operator
Lφ :M→M given by
Lφf(z) =
f(z)−∑ni=1 〈f, φi〉Hφi(z)
z
is well-defined, and it is a contraction since it is a composition of a projection with the contractive
operator L. A straightforward computation shows that for λ ∈ D the following equation holds
(1− λLφ)−1f(z) = zf(z)− λ
∑n
i=1
〈
(1 − λLφ)−1f, φi
〉
H
φi(z)
z − λ .
Thus the analytic function in the numerator on the right-hand side above must have a zero at
z = λ. It follows that f(λ) =
∑n
i=1
〈
(1 − λLφ)−1f, φi
〉
H
φi(λ). Consider now the mapping U
taking f ∈ M to the vector Uf(λ) =
(〈
(1 − λLφ)−1, φi
〉
H
)n
i=1
and let M0 = UM with the
norm on M0 which makes U : M→M0 a unitary mapping. Then M0 is a space of Cn-valued
analytic functions which satisfies (A.1’)-(A.3’) and to which Theorem 3.5 applies. The claims in
the statement follow immediately from this.
4.2 Reverse Carleson measures. A finite Borel measure on clos(D) is a reverse Carleson
measure for H if there exists a constant C > 0 such that the estimate
‖f‖2H ≤ C
∫
clos(D)
|f(z)|2dµ(z) (17)
holds for f which belong to some dense subset of H and for which the integral on the right-hand
side makes sense, e.g. by the existence of radial boundary values of f on the support of the singular
part of µ on T. For the class of spaces considered in this paper it is natural to require, due to
Theorem 3.5, that (17) holds for all functions in H which admit continuous extensions to clos(D).
Our main result in this context characterizes the existence of a reverse Carleson measures for
spaces which are invariant for Mz. If such a measure exists, then we can moreover identify one
which is in a sense minimal.
Theorem 4.2. Let H be invariant for Mz. Then the following are equivalent.
(i) H admits a reverse Carleson measure.
(ii)
sup
0<r<1
∫
T
∥∥∥∥∥
√
1− |rλ|2
1− rλz
∥∥∥∥∥
2
H
dm(λ) <∞.
(iii) If k is the reproducing kernel of H, then
sup
0<r<1
∫
T
1
(1− |rλ|2)k(rλ, rλ)dm(λ) <∞.
If the above conditions are satisfied, then
h1(λ) := lim
r→1
∥∥∥∥∥
√
1− |rλ|2
1− rλz
∥∥∥∥∥
2
H
and
h2(λ) := lim
r→1
1
(1− |rλ|2)k(rλ, rλ)
define reverse Carleson measures for H. Moreover, if ν is any reverse Carleson measure for H
and v is the density of the absolutely continuous part of the restriction of ν to T, then h1dm and
h2dm have the following minimality property: there exist constants Ci > 0, i = 1, 2 such that
hi(λ) ≤ Civ(λ)
for almost every λ ∈ T.
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Proof. (i) ⇒ (ii): Let ν be a reverse Carleson measure for H. First, we show that we can assume
that ν is supported on T. For this, we will use the inequality
‖znf‖2H ≤ C
∫
D
|znf(z)|2dν(z) + C
∫
T
|f(z)|2dν(z).
Since Lzf = f and L is a contraction, it follows that ‖zf‖H ≥ ‖f‖H, and thus letting n tend to
infinity in the above inequality we obtain
‖f‖2H ≤ C
∫
T
|f(z)|2d(ν|T)(z).
Thus we might replace ν by ν|T, as claimed. Next, we note that H∞ ⊂ H. Indeed, H contains
1 and is Mz-invariant, thus contains the polynomials. If pn is a uniformly bounded sequence of
polynomials converging pointwise to f ∈ H∞, then the existence of a reverse Carleson measure
ensures that the norms ‖pn‖H are uniformly bounded, and thus a subsequence of {pn} converges
weakly to f ∈ H. Thus, the function z 7→ 1
1−λz
is contained in H for each λ ∈ D. Define
H(λ) =:
∫
T
1− |λ|2
|1− λz|2dν(z), λ ∈ D,
which is positive and harmonic in D, and since ν is a reverse Carleson measure for H, there exists
a constant C > 0 such that ∥∥∥∥∥
√
1− |λ|2
1− λz
∥∥∥∥∥
2
H
≤ CH(λ). (18)
The implication now follows from the mean value property of harmonic functions.
(ii) ⇒ (iii): There exists an orthogonal decomposition
1
1− λz =
1
1− |λ|2
k(λ, z)
k(λ, λ)
+ g(z),
where g is some function which vanishes at λ. Thus∥∥∥ 1
1− λz
∥∥∥2
H
=
1
(1− |λ|2)2k(λ, λ) + ‖g‖
2
and consequently
1
(1− |λ|2)k(λ, λ) ≤
∥∥∥∥∥
√
1− |a|2
1− λz
∥∥∥∥∥
2
H
. (19)
Thus (iii) follows from (ii).
(iii) ⇒ (i): If H = H[B] with B = (bi)∞i=1, then let w be the outer function with boundary
values satisfying |w(ζ)|2 = 1−∑i∈I |bi(ζ)|2. The existence of such a function is ensured by (iii).
The space M = wH2 = {f = wg : g ∈ H2} normed by ‖f‖M = ‖g‖2 is a Hilbert space of analytic
functions with a reproducing kernel given by
KM (λ, z) =
w(λ)w(z)
1− λz .
It is not hard to verify that K = kH − KM is a positive-definite kernel. Then kH = K + KM ,
and hence M is contained contractively in H. Thus for any function f ∈ M we have that
‖f‖2H ≤ ‖f‖2M =
∫
T
|f |2
|w|2dm., and |w|−2dm will be a reverse Carleson measure if M is dense in H.
But 1/w ∈ H2 by (iii), and thus H ∩A ⊂M , so M is indeed dense in H.
The limits defining h1 and h2 exist as a consequence of general theory of boundary behaviour
of subharmonic functions. The inequality h1(λ) ≤ C1v(λ) is seen immediately from (18) and
h1(λ) ≤ C2v(λ) is then seen from (19).
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We remark that if H is not Mz-invariant, then the space might admit a reverse Carleson
measure even though (iii) is violated. An example is any L-invariant proper subspace of H2.
An application of part (iii) of Theorem 4.2 to H = H(b), with b non-extreme, lets us deduce a
result essentially contained in [10], namely that H(b) admits a reverse Carleson measure if and only
if (1 − |b|2)−1 ∈ L1(T), and the measure µ = (1 − |b|2)−1dm is then a minimal reverse Carleson
measure in the sense made precise by the theorem. A second application is to Dirichlet-type
spaces. Recall from Section 2.5 that for µ a positive finite Borel measure supported on clos(D),
the Hilbert space D(µ) is defined as the completion of the analytic polynomials under the norm
‖f‖2D(µ) = ‖f‖22 +
∫
T
∫
clos(D)
|f(z)− f(λ)|2
|z − λ|2 dµ(z)dm(λ).
Corollary 4.3. The space D(µ) admits a reverse Carleson measure if and only if∫
clos(D)
dµ(z)
1− |z|2 <∞.
The minimal reverse Carleson measure (in the sense of Theorem 4.2) is given by dν = hdm where
h(λ) = 1 +
∫
clos(D)
dµ(z)
|1− λz|2 , λ ∈ T.
Proof. The space D(µ) satisfies the assumptions of Theorem 4.2. A computation shows that if
kλ(z) =
1
1−λz
, then
(1 − |λ|2)‖kλ‖2D(µ) = 1 +
∫
clos(D)
|λ|2
|1− λz|2 dµ(z).
The claim now follows easily from (ii) of Theorem 4.2 and Fubini’s theorem.
It is interesting to note that the condition on µ above holds even in cases when D(µ) is strictly
contained in H2 (see [3]).
Our last result in the context of reverse Carleson measures is a non-existence result which
answers in particular a question posed in [10].
Theorem 4.4. Assume that the identity
‖Lf‖2H = ‖f‖2H − |f(0)|2
holds in H. If H admits a reverse Carleson measure, then H is isometrically contained in the
Hardy space H2.
Proof. We will use Theorem 2.2 and Theorem 2.6. The limit in part (ii) of Theorem 2.6 vanishes,
because the norm identity implies that ‖zLλf‖ = ‖Lλf‖H. It will thus suffice to show that the
limit in part (iii) of said theorem also vanishes, namely that
lim
r→1
∫
T
(1− r2)‖Lrλf‖2Hdm(λ) = 0. (20)
If f ∈ H is continuous in clos(D) then so is Lrλf , and if µ is a reverse Carleson measure for H,
then we have the estimate
lim
r→1
∫
T
(1 − r2)‖Lrλf‖2Hdm(λ)
≤ C lim sup
r→1
∫
clos(D)
∫
T
1− r2
|ζ − rλ|2 |f(ζ)− f(rλ)|
2dm(λ)dµ(ζ) (21)
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Since f is continuous and bounded in clos(D), we readily deduce from standard properties of the
Poisson kernel and bounded analytic functions that the functions
Gr(ζ) =
∫
T
1− r2
|ζ − rλ|2 |f(ζ)− f(rλ)|
2dm(λ)
are uniformly bounded in clos(D) and that limr→1Gr(ζ) = 0 for all ζ ∈ clos(D). Dominated
convergence theorem now implies that the limit in (21) is 0, and so (20) holds.
From part (ii) of Theorem 2.2 we easily deduce that the condition on L of Theorem 4.4 is
equivalent to ΘH2(Y1) = {0} in (8). In the case that B = b is a scalar-valued function, this
occurs if and only if b is an extreme point of the unit ball of H∞. Thus an extreme point b which
is not an inner function cannot generate a space H(b) which admits a reverse Carleson measure.
We remark also that Theorem 4.4 holds, with the same proof, even when H consists of functions
taking values in a finite dimensional Hilbert space X , where the norm identity then instead reads
‖Lf‖2 = ‖f‖2 − ‖f(0)‖2X , and definition of reverse Carleson measure is extended naturally to the
vector-valued setting.
4.3 Formula for the norm in a nearly invariant subspace. A spaceM is nearly invariant
if whenever λ ∈ D is not a common zero of the functions in M and f(λ) = 0 for some f ∈ M,
then f(z)z−λ ∈ M. If H is Mz-invariant, then an example of a nearly invariant subspace is any
Mz-invariant subspace for which dimM⊖MzM = 1. The concept of a nearly invariant subspace
has appeared in [21], and have since been used as a tool in solutions to numerous problems in
operator theory.
We will now prove a formula for the norm of functions contained in a nearly invariant subspace
M which is similar to Proposition 2.5 but which is better suited for exploring the structure ofM.
Proposition 4.5. Let M⊆ H be a nearly invariant subspace and k be the common order of the
zero at 0 of the functions in M. Let φ ∈ M be the function satisfying 〈f, φ〉
H
= f
(k)(0)
φ(k)(0)
for all
f ∈M, Lφ :M→M be the contractive operator given by
Lφf(z) =
f(z)− 〈f, φ〉
H
φ(z)
z
,
and Lφλ = L
φ(1−λLφ)−1, λ ∈ D. If the sequence {Ln}∞n=1 converges to zero in the strong operator
topology, then
‖f‖2H = ‖f/φ‖22 + lim
r→1
∫
T
‖zLφrλf‖2H − ‖Lφrλf‖2Hdm(λ). (22)
Proof. The fact that Lφ mapsM into itself follows easily by nearly invariance ofM. The formula
‖f‖2H = ‖f/φ‖22 + lim
r→1
∫
T
‖zLφrλf‖2H − r2‖Lφrλf‖2Hdm(λ) (23)
holds in much more general context and without the assumption on convergence of {Ln}∞n=1 to
zero. For its derivation we refer to Lemma 2.2 of [7], and the discussion succeeding it. The
equation (22) will follow from (23) if we can show that the additional assumption on L implies
that
lim
r→1
∫
T
(1− r2)‖Lφrλf‖2Hdm(λ) = 0.
To this end, observe that for λ ∈ D we have
Lφλf(z) =
f(z)− f(λ)
z − λ −
f(λ)
φ(λ)
φ(z)− φ(λ)
z − λ = Lλf(z)−
f(λ)
φ(λ)
Lλφ(z),
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and so if f/φ ∈ H∞, then the argument in the proof of part (iii) of Theorem 2.6 shows that
lim
r→1−
∫
T
(1− r2)‖Lφrλf‖2Hdm(λ)
. lim
r→1−
∫
T
(1− r2)‖Lrλf‖2Hdm(λ) + ‖f/φ‖2∞
∫
T
(1− r2)‖Lrλφ‖2Hdm(λ) = 0.
Next, the Hilbert space M˜ = M/φ = {f/φ : f ∈ M} with the norm ‖f/φ‖M˜ = ‖f‖H. It is
easy to see that M˜ satisfies (A.1)-(A.3), and thus by Theorem 3.5 the functions with continuous
extensions to clos(D) form a dense subset of M˜. Since multiplication by φ is a unitary map from
M˜ to M, we see that functions f ∈M such that f/φ has continuous extension to clos(D) form a
dense subset of M. Finally, consider the mapping
Qf = lim sup
r→1−
∫
T
(1− r2)‖Lφrλf‖2Hdm(λ), f ∈ M.
Then Q(f +g) ≤ Qf +Qg, and we have shown above that Q ≡ 0 on a dense subset ofM. A peek
at (23) reveals that Qf ≤ ‖f‖2H, and so Q is continuous on M. Thus Q ≡ 0 since it vanishes on
a dense subset.
We will see an application of Proposition 4.5 in the sequel. For now, we show how it can be
used to deduce a theorem of Hitt on the structure of nearly invariant subspaces of H2 (see [21]).
Corollary 4.6. If a closed subspace M ⊂ H2 is nearly invariant, then it is of the form M =
φKθ, where Kθ = H
2 ⊖ θH2 is an L-invariant subspace of H2, and we have the norm equality
‖f/φ‖2 = ‖f‖2, f ∈M.
Proof. IfM is nearly invariant then the formula (22) gives ‖f/φ‖2 = ‖f‖, sinceMz is an isometry
on H2. Thus M/φ := {f/φ : f ∈ M} is closed in H2, and it is easy to see that it is L-invariant.
Thus M/φ = Kθ by Beurling’s famous characterization.
4.4 Orthocomplements of shift invariant subspaces of the Bergman space. The Bergman
space L2a(D) consists of functions g(z) =
∑
k=0 gkz
k analytic in D which satisfy
‖g‖2L2a(D) =
∫
D
|g(z)|2dA(z) =
∞∑
k=0
(k + 1)−1|gk|2 <∞,
where dA denotes the normalized area measure on D. The Bergman space is invariant for Mz
and the lattice of Mz-invariant subspaces of L
2
a(D) is well-known to be very complicated (see for
example Chapter 8 and 9 of [15] and Chapters 6, 7 and 8 of [19]). Before stating and proving
our next result, we will motivate it by showing that the orthogonal complements of Mz-invariant
subspaces of L2a(D) can consist entirely of ill-behaved functions. The following result is essentially
due to A. Borichev [11].
Proposition 4.7. There exists a subspaceM ( L2a(D) which is invariant forMz, with the property
that for any non-zero function g ∈ M⊥ and any δ > 0 we have∫
D
|g|2+δdA =∞.
Proof. The argument is based on the existence of a function f such that f, 1/f ∈ L2a(D), yet ifM
is the smallest Mz-invariant subspace containing f , then M 6= L2a(D). Such a function exists by
[12]. Take g ∈ M⊥ and assume that ∫
D
|g|2+δdA < ∞ for some δ > 0. Since M is Mz-invariant,
for any polynomial p we have that ∫
D
pfgdA = 0. (24)
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By the assumption on g and Ho¨lder’s inequality we have that fg ∈ Lr(D) for r > 1 sufficiently close
to 1. Let s = rr−1 be the Ho¨lder conjugate index of r. Since 1/f ∈ L2a(D), the analytic function
f−ǫ is in the Bergman space Lsa(D) for sufficiently small ǫ > 0, and hence can be approximated in
the norm of Lsa(D) by a sequence {pn}∞n=1 of polynomials. If p is any polynomial, then
lim
n→∞
∫
D
|(pn − f−ǫ)pfg|dA
. lim
n→∞
‖pn − f−ǫ‖Ls(D)‖pfg‖Lr(D) = 0.
By choosing ǫ = 1/M for sufficiently large positive integerM, we see from the above that for any
polynomial p we have ∫
D
pf1−1/MgdA = 0,
which is precisely (24) with g replaced by f−1/Mg, and of course we still have ff−1/Mg ∈ Lr(D)
for the same choice of r > 1. Repeating the argument gives∫
D
pf1−2/MgdA = 0,
and after M repetitions of the argument we arrive at∫
D
pgdA(z) = 0
for any polynomial p. Then g = 0 by density of polynomials in L2a(D).
Despite the rather dramatic situation described by Proposition 4.7, an application of Corol-
lary 3.6 yields the following result.
Corollary 4.8. Let M be a subspace of L2a(D) which is invariant for Mz. Then the functions in
the orthocomplement M⊥ which are derivatives of functions in the disk algebra A are dense in
M⊥.
Proof. The operator U given by
Uf(z) =
1
z
∫ z
0
f(w) dw
is a unitary map between L2a(D) and the classical Dirichlet space D, and Corollary 3.6 applies to
the latter space. A computation involving the Taylor series coefficients shows that UM∗zU
∗ = L,
and so ifM⊂ L2a(D) is Mz-invariant, then UM⊥ ⊂ D is L-invariant. Thus from Corollary 3.6 we
infer that the set of functions f ∈ M⊥ for which Uf(z) is in the disk algebra A is dense in M⊥,
and for any function f in this set we have f(z) = (zUf(z))′, so f is the derivative of a function in
A.
5 Finite rank H[B]-spaces
5.1 Finite rank spaces. The applicability of Theorem 2.2 depends highly on the ability to
identify the spaces W and ΘH2(Y1) in (8). In general, ∆(ζ) defined by (7) is taking values in
the algebra of operators on an infinite dimensional Hilbert space. The situation is much more
tractable in the case of finite rank H[B]-spaces, for then ∆(ζ) acts on a finite dimensional space.
In this last section we restrict ourselves to the study of the finite rank case. Thus, we study spaces
of the form H = H[B] with B = (b1, . . . , bn), where n is the rank of H[B] was defined in the
introduction. It follows that b1, . . . , bn are linearly independent. For convenience, we will also be
assuming that B 6= 0, 1, which correspond to the cases H[B] = H2 and H(B = {0}, respectively.
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5.2 Mz-invariance and consequences. It turns out that the decomposition (8) is particularly
simple in the case when H[B] is invariant for Mz.
Proposition 5.1. If the finite rank H[B]-space is invariant for Mz, then W = {0} in the decom-
position (8), and thus Theorem 2.4 applies, with A a square matrix and detA 6= 0.
Proof. In the notation of Theorem 2.2 we have Y ≃ Cn, thus (8) becomes
∆H2(Cn) =W ⊕ΘH2(Cm), (25)
where m ≤ n. We will see that W = {0} by showing something stronger, namely that m = n
in (25). To this end, let f ∈ H[B] and consider Jf = (f,g) and JMzf = (Mzf,g0), J being the
embedding given by Theorem 2.2. Let g = w + Θh and g0 = w0 + Θh0 be the decompositions
with respect to (25). Since LMzf = f , we see from part (ii) of Theorem 2.2 that w0(ζ) = ζw(ζ)
and h0(ζ) = ζh(ζ) + cf , where cf ∈ Cm. By part (i) of Theorem 2.2 we have that
B(ζ)∗ζf(ζ) + ∆(ζ)g0(ζ)
= ζ
(
B(ζ)∗f(ζ) + ∆(ζ)g(ζ)
)
+A(ζ)∗cf ∈ H20 (Cn), (26)
where, as before, A = Θ∗∆. We apply this to the reproducing kernel kλ(z) of H[B]. Recall from
Section 2 that
Jkλ =
(
1−B(z)B(λ)∗
1− λz ,
−∆(ζ)B(λ)∗
1− λz
)
= (kλ,gλ).
A brief computations shows that
B∗(ζ)kλ(ζ) + ∆(ζ)gλ(ζ) = ζ
B(ζ)∗ −B(λ)∗
ζ − λ .
Using (26) we deduce that for each λ ∈ D there exists cλ ∈ Cm such that
B(ζ)∗ −B(λ)∗
ζ − λ +A(ζ)
∗cλ ∈ H20 (Cn).
Since B(0) = 0 we see that the constant term of the above function equals
0 = −B(λ)∗/λ+A(0)∗cλ.
By linear independence of the coordinates {bi}ni=1 we conclude that A(0)∗ maps an m-dimensional
vector space onto an n-dimensional vector space. Thus it follows that m = n, and hence W = {0}
in (25). Since A is outer, invertibility of A(0) implies that detA 6= 0, and thus the function detA
is non-zero and outer.
The following result characterizes Mz-invariance in terms of modulus of B, and is a general-
ization of a well-known theorem for H(b)-spaces.
Theorem 5.2. A finite rank H[B]-space is invariant under the forward shift operator Mz if and
only if ∫
T
log(1− ‖B‖22)dm =
∫
T
log(1−
n∑
i=1
|bi|2)dm > −∞.
Proof. Assume that H[B] is Mz-invariant. Then detA(z) is non-zero by Proposition 5.1. In
terms of boundary values on T we have A = Θ∗∆ = Θ∗(In − B∗B)1/2, where In is the n-by-n
identity matrix, and so detA = detΘ(1 −∑ni=1 |bi|2)1/2 on T. Since Θ is an isometry we have
that | detΘ| = 1, and thus
∫
T
log(1 −
n∑
i=1
|bi|2)dm =
∫
T
log(| detA|)dm > −∞,
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last inequality being a well-known fact for bounded analytic functions.
Conversely, assume that
∫
T
log(1 −∑ni=1 |bi|2)dm > −∞. Thus 1 −∑ni=1 |bi|2 = det∆ > 0
almost everywhere on T. Consider again the decomposition in (25). We claim that W = {0}.
Assume, seeking a contradiction, that W 6= {0}. W is invariant under multiplication by scalar-
valued bounded measurable functions, and so W contains a function g which is non-zero but
vanishes on a set of positive measure. Fix hn ∈ H2(Cn) such that ∆hn → g. Let adj(∆) :=
(det∆)∆−1 be the adjugate matrix. Then adj(∆) has bounded entries and thus
det∆hn = adj(∆)∆hn → adj(∆)g, (27)
in L2(Cn). By our assumption, there exists an analytic outer function d with |d| = | det∆| =
(1−∑ni=1 |bi|2)1/2 almost everywhere on T. Then det∆ = ψd for some measurable function ψ of
modulus 1 almost everywhere on T, and det∆hn = ψdhn ∈ ψH2(Cn), where ψH2(Cn) is norm-
closed and contains no non-zero function which vanishes on a set of positive measure on T. But
by (27) we have adj(∆)g ∈ ψH2(Cn), which is a contradiction. Thus W = {0} in (25), so that
∆H2(Cn) = ΘH2(Cm) and Theorem 2.4 applies. We have 1−∑ni=1 |bi(ζ)|2 > 0 almost everywhere
on T, and therefore ∆(ζ) is invertible almost everywhere on T. This implies that m = n. Since
A(ζ) = Θ(ζ)∗∆(ζ), we see that A(z) is an n-by-n matrix-valued outer function. In particular,
A(z) is invertible at every z ∈ D. Let J be the embedding of Theorem 2.4 and Jf = (f, f1), where
f ∈ H[B] is arbitrary. We claim that we can find a vector cf ∈ Cn such that
B(ζ)∗ζf(ζ) +A(ζ)∗(ζf1(ζ) + cf ) ∈ H20 (Cn). (28)
Indeed, by (i) of Theorem 2.4 we have that B(ζ)∗f +A(ζ)∗f1(ζ) ∈ H20 (Cn). Let v be the zeroth-
order coefficient of the coanalytic function ζB(ζ)∗f + ζA(ζ)∗f1(ζ). It then suffices to take cf =
(A(0)∗)−1v for (28) to hold. Thus by (i) of Theorem 2.4 we have that zf(z) ∈ H[B], which
completes the proof.
From now on we will be working exclusively with Mz-invariant H[B]-spaces of finite rank, and
J will always denote the embedding of H[B]-space that appears in Theorem 2.4.
Lemma 5.3. If a finite rank H[B]-space is Mz-invariant, then the spectral radius of the operator
Mz equals 1.
Proof. We have seen above that if Jf = (f, f1), then JMzf = (zf(z), zf1(z)+ cf ), where cf ∈ Cn
is some vector depending on f . This shows that Mz is unitarily equivalent to a finite rank
perturbation of the isometric shift operator (g,g1) 7→ (zg, zg1) acting on H2⊕H2(Cn). It follows
that the essential spectra of the two operators coincide, and so are contained in clos(D). Thus for
|λ| > 1 the operatorMz−λ is Fredholm of index 0. Since Mz−λ is injective, index 0 implies that
that Mz − λ is invertible.
A consequence of Lemma 5.3 is that the operators (IH[B] − λMz)−1 exist for |λ| < 1. Their
action is given by
(IH[B] − λMz)−1f(z) =
f(z)
1− λz .
Let
J
f(z)
1− λz =
( f(z)
1− λz ,gλ(z)
)
for some gλ ∈ H2(Cn). We compute
Jf = J(IH[B] − λMz)(IH[B] − λMz)−1f =
(
f, (1− λz)gλ(z) + cf (λ)
)
,
where cf (λ) ∈ Cn is some vector depending on f and λ. By re-arranging we obtain gλ(z) =
f1(z)−cf (λ)
1−λz
, and so
J
f(z)
1− λz =
( f(z)
1− λz ,
f1(z)− cf (λ)
1− λz
)
. (29)
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We will now show that cf (λ) is actually a coanalytic function of λ which admits non-tangential
boundary values almost everywhere on T. To this end, let uf (z) ∈ H20 (Cn) be the coanalytic
function with boundary values
uf (ζ) = B(ζ)
∗f(ζ) +A(ζ)∗f1(ζ).
By (i) of Theorem 2.4 and (29) we have
B(ζ)∗f(ζ) +A(ζ)∗f1(ζ)
1− λζ −
A(ζ)∗cf (λ)
1− λζ =
uf (ζ)
1− λζ −
A(ζ)∗cf (λ)
1− λζ ∈ H
2
0 (C
n), (30)
and projecting this equation onto H2(Cn) we obtain
uf (λ) = A(λ)
∗cf (λ). (31)
Since A(λ)∗ is coanalytic and invertible for every λ ∈ D, we get that
cf (λ) = (A(λ)
∗)−1uf (λ) =
adj(A(λ)∗)uf (λ)
detA(λ)
is coanalytic. Moreover, the last expression shows that cf (λ) is in the coanalytic Smirnov class
N+(Cn), and thus admits non-tangential limits almost everywhere on T. For the boundary func-
tion we have the equality
cf (ζ) = (A(ζ)
∗)−1uf (ζ) = (A(ζ)
∗)−1B(ζ)∗f(ζ) + f1(ζ) (32)
almost everywhere on T. The following proposition summarizes the discussion above.
Proposition 5.4. Let H[B] be of finite rank and Mz-invariant. If f ∈ H[B], then for all λ ∈ D
we have f(z)
1−λz
∈ H[B] and
J
f(z)
1− λz =
( f(z)
1− λz ,
f1(z)− cf (λ)
1− λz
)
,
where cf is a coanalytic function of λ which admits non-tangential boundary values almost every-
where on T, and (32) holds.
5.3 Density of polynomials. Since we are assuming that 1 ∈ H[B], the Mz-invariance implies
that the polynomials are contained in the space.
Theorem 5.5. If finite rank H[B] is Mz-invariant, then the polynomials are dense in H.
Proof. Since J1 = (1, 0), an application of Proposition 5.4 and (32) shows that
J
1
1− λz =
( 1
1− λz ,−
(A(λ)∗)−1B(λ)∗1
1− λz
)
, λ ∈ D (33)
Assume that f ∈ H[B] is orthogonal to the polynomials. Then it follows that Jf = (f, f1) is
orthogonal in H2 ⊕H2(Cn) to tuples of the form given by (33). Thus
0 = f(λ)− 〈f1(λ), (A(λ)∗)−1B(λ)∗1〉Cn
= f(λ)−B(λ)(A(λ))−1f1(λ).
Set
h(z) = (A(z))−1f1(z) =
adj(A(z))f1(z)
detA(z)
.
The last expression shows that h belongs to the Smirnov class N+(Cn). By the Smirnov maximum
principle we furthermore have h ∈ H2(Cn), since∫
T
‖h‖2Cndm(ζ) =
∫
T
‖Bh‖2Cndm+
∫
T
‖Ah‖2Cndm
=
∫
T
|f |2dm+
∫
T
‖f1‖2Cndm = ‖f‖2H[B] <∞.
Hence Jf = (f, f1) = (Bh,Ah) with h ∈ H2(Cn), so Jf ∈ (JH[B])⊥ and it follows that f = 0.
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5.4 Equivalent norms. In the finite rank case we meet a natural but fundamental question
whether the rank of an H[B]-space can be reduced with help of an equivalent norm. Here we
assume that the space satisfies (A.1)-(A.3) with respect to the new norm. If that is the case, then
the renormed space is itself an H[D]-space for some function D. We will say that the spaces H[B]
and H[D] are equivalent if they are equal as sets and the two induced norms are equivalent. As
mentioned in the introduction, [14] shows that in the case H[B] = D(µ) for µ a finite set of point
masses the space is equivalent to a rank one H(b)-space.
It is relatively easy to construct a B = (b1, b2) such that H[B] = H(b) ∩Kθ, where b is non-
extreme and Kθ = H
2 ⊖ θH2. For appropriate choices of b and θ, the space H(b) ∩Kθ cannot be
equivalent to a de Branges-Rovnyak space. We shall not go into details of the construction, but
we mention that it can be deduced from the proof of Theorem 5.12. However, it is less obvious
how to obtain an example of an H[B]-space which is Mz-invariant and which is not equivalent to
a non-extreme de Branges-Rovnyak space. The purpose of this section is to verify existence of
such a space, and thus confirm that the class of Mz-invariant H[B]-spaces is indeed a non-trivial
extension of the H(b)-spaces constructed from non-extreme b. The result that we shall prove is
the following.
Theorem 5.6. For each integer n ≥ 1 there exists B = (b1, . . . , bn) such that H[B] isMz-invariant
and has the following property: if H[B] is equivalent to a space H[D] with D = (d1, . . . , dm), then
m ≥ n.
Our first result in the direction of the proof of Theorem 5.6 is interesting in its own right and
gives a criterion for when two spaces H[B] and H[D] are equivalent. Below, H∞ and N+ will
denote the spaces of complex conjugates of functions in H∞ and N+, respectively.
Theorem 5.7. Let H[B] with B = (b1, . . . , bn) and H[D] with D = (d1, . . . , dm) be two spaces
with embeddings J1 : H[B] → H2 ⊕H2(Cn) and J2 : H[D] → H2 ⊕H2(Cm) as in Theorem 2.4,
such that
J1
1
1− λz =
(1, c(λ))
1− λz =
(1, c1(λ), . . . , cn(λ))
1− λz ,
J2
1
1− λz =
(1, e(λ))
1− λz =
(1, e1(λ), . . . , em(λ))
1− λz .
Then the spaces H[B] and H[D] are equivalent if and only if the H∞-submodules of N+ generated
by {1, c1, . . . , cn} and by {1, e1, . . . , em} coincide.
Proof. Assume that H[B] and H[D] are equivalent. Let i : H[B]→ H[D] be the identity mapping
if = f . The subspaces K1 = J1H[B] and K2 = J2H[D] are invariant under the backward shift L
by Theorem 2.4, and if T = J2iJ
−1
1 : K1 → K2, then LT = TL. The commutant lifting theorem
(see Theorem 10.29 and Exercise 10.31 of [1]) implies that T extends to a Toeplitz operator
TΦ, where Φ is an (m + 1)-by-(n+ 1) matrix of bounded coanalytic functions, acting by matrix
multiplication followed by the component-wise projection P+ from L
2 onto H2:
TΦ(f, f1, . . . , fn)
t = P+Φ(f, f1, . . . , fn)
t.
Thus we have
(1, e(λ))t
1− λz = TΦ
(1, c(λ))t
1− λz =
Φ(λ)(1, c(λ))t
1− λz . (34)
By reversing the roles of H[B] and H[D], we obtain again a coanalytic Toeplitz operator TΨ such
that
(1, c(λ))t
1− λz = TΨ
(1, e(λ))t
1− λz =
Ψ(λ)(1, e(λ))t
1− λz . (35)
The equations (34) and (35) show that the H∞-submodule of N+ generated by {1, c1, . . . , cn}
coincides with the H∞-submodule generated by {1, e1, . . . , em}.
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Conversely, assume that theH∞-submodules ofN+ generated by {1, c1, . . . , cn} and {1, e1, . . . , em}
coincide. Then there exists a matrix of coanalytic bounded functions Φ such that
Φ(1, c1, . . . , cn)
t = (1, e1, . . . , em)
t
where we can choose the top row of Φ to equal (1, 0, . . . , 0), and there exists also a matrix of
coanalytic bounded functions Ψ such that
Ψ(1, e1, . . . , en)
t = (1, c1, . . . , cn)
t
with top row (1, 0, . . . , 0). It is now easy to see by density of the elements 1
1−λz
in the spaces H[B]
and H[D] (which can be deduced from Theorem 5.5 and Lemma 5.3) that, in the notation of the
above paragraph, we have TΦK1 = K2, TΨK2 = K1, TΨTΦ = IK1 , TΦTΨ = IK2 and thus H[B]
and H[D] are equivalent.
Lemma 5.8. Let c = (c1, . . . , cn) be an arbitrary n-tuple of functions in N+. There exists a
B = (b1, . . . , bn) such that H[B] is Mz-invariant and an embedding J : H[B] → H2 ⊕H2(Cn) as
in Theorem 2.4 such that
J
1
1− λz =
(
1
1− λz ,
c(λ)
1− λz
)
.
Proof. Since ci ∈ N+, there exists a factorization ci = di/ui, where di, ui ∈ H∞, and ui is outer.
Let D = (d1, . . . , dn) and U = diag(u1, . . . , un). The linear manifold
V = {(Dh,Uh) : h ∈ H2(Cn)} ⊂ H2 ⊕H2(Cn)
is invariant under the forward shift Mz. It follows from general theory of shifts and the Beurling-
Lax theorem (see Chapter 1 of [26]) that Mz acting on clos(V ) is a shift of multiplicity n, and
clos(V ) = {(Bh,Ah) : h ∈ H2(Cn)}
for some analytic B(z) = (b1(z), . . . , bn(z)) and n-by-n matrix-valued analytic A(z) such that the
mapping h 7→ (Bh,Ah) is an isometry from H2(Cn) to H2 ⊕ H2(Cn). It is easy to see that A
must be outer, since U is, and that
∑n
i=1 |bi(z)|2 ≤ 1 for all z ∈ D. If P is the projection from
H2⊕H2(Cn) onto the first coordinateH2, then as in the proof of Theorem 2.2 we setH[B] to be the
image of clos(V )⊥ under P , ‖f‖H(B = ‖P−1f‖H2⊕H2(Cn) and J = P−1. The tuple ( 11−λz ,
c(λ)
1−λz
)
is obviously orthogonal to V , so J 1
1−λz
=
(
1
1−λz
, c(λ)
1−λz
)
. The forward shift invariance of H[B] can
be seen using the same argument as in the end of the proof of Theorem 5.2.
The next lemma is a version of a result of R. Mortini, see Lemma 2.8 and Theorem 2.9 of [22].
The proofs in [22] can be readily adapted to prove our version, we include a proof sketch for the
convenience of the reader.
Lemma 5.9. For each n ≥ 1 there exists an outer function u ∈ H∞ and f1, . . . , fn ∈ H∞ such
that the ideal {
g0u+
n∑
i=1
gifi : g0, g1, . . . , gn ∈ H∞
}
cannot be generated by less than n+ 1 functions in H∞.
Proof. Let M be the maximal ideal space of H∞. The elements of H∞ are naturally functions
on M, and if ξ ∈ M, then the evaluation of f ∈ H∞ at ξ will be denoted by f(ξ). Let u be a
bounded outer function and I be an inner function such that (u, I) is not a corona pair, so that
there exists ξ ∈M such that u(ξ) = I(ξ) = 0. Let fk = Ikun−k. We claim that the ideal generated
by {un, f1, . . . , fn} cannot be generated by less than n+ 1 functions.
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The proof is split into two parts. In the first part we apply the idea contained in Lemma 2.8 of
[22] to verify the following claim: if φ0, φ1, . . . , φn ∈ H∞ are such that φ0un+φ1f1+ . . . φnfn = 0,
then φk(ξ) = 0 for 0 ≤ k ≤ n. To this end, the equality
φ0u
n = −(φ1un−1I + . . .+ φnIn)
shows that φ0 is divisible by I, since the right-hand side is, but u
n, being outer, is not. It follows
that φ0 = Ih0 for some h0 ∈ H∞, and therefore φ0(ξ) = I(ξ)h0(ξ) = 0. Dividing the above
equality by I and re-arranging, we obtain
(h0u+ φ1)u
n−1 = −(φ2un−2I + . . .+ φnIn−1).
As above, we must have h0u+ φ1 = h1I, with h1 ∈ H∞. Then
φ1(ξ) = h1(ξ)I(ξ) − h0(ξ)u(ξ) = 0.
By repeating the argument we conclude that φ0(ξ) = φ1(ξ) = . . . φn(ξ) = 0.
The second part of the proof is identical to the proof of Theorem 2.9 in [22]. Assuming that
the ideal generated by {un, f1, . . . , fn} is also generated by {e1, . . . , em}, we obtain a matrix M
of size m-by-(n+ 1) and a matrix N of size (n+ 1)-by-m, both with entires in H∞, such that
M(un, f1, . . . , fn)
t = (e1, . . . , em)
t, N(e1, . . . , em)
t = (un, f1, . . . , fn)
t.
Then (NM− In+1)(un, f1, . . . , fn)t = 0, where In+1 is the identity matrix of dimension n+1. By
the first part of the proof we obtain that N(ξ)M(ξ) = In+1, where the evaluation of the matrices
at ξ is done entrywise. Then the rank of the matrix N(ξ) is at least n+ 1, i.e., m ≥ n+ 1.
We are ready to prove the main result of the section.
Proof of Theorem 5.6. By Lemma 5.9 there exist u, f1, . . . , fn ∈ H∞, with u outer, such that the
ideal of H∞ generated by {u, f1, . . . , fn} is not generated by any set of size less than n + 1. Let
ci = fi/u ∈ N+ and apply Lemma 5.8 to c = (c1, . . . , cn) to obtain a B = (b1, . . . , bn) and a space
H[B] such that
J
1
1− λz =
(
1
1− λz ,
c(λ)
1− λz
)
.
If H[B] is equivalent to H[D], where D = (d1, . . . , dm) and
J2
1
1− λz =
(1, e(λ))
1− λz =
(1, e1(λ), . . . , em(λ))
1− λz ,
where J2 is the embedding associated toH[D], then Theorem 5.7 implies that the sets {u, f1, . . . , fn}
and {u, e1u, . . . , emu} generate the same ideal in H∞. Thus n+ 1 ≥ m+ 1.
5.5 Mz-invariant subspaces. Our structure theorem for Mz-invariant subspaces will follow
easily from Theorem 2.4 after this preliminary lemma.
Lemma 5.10. Let H[B] be of finite rank and Mz-invariant. If M is an Mz-invariant subspace of
H[B], then for each λ ∈ D we have that dimM⊖ (Mz−λ)M = 1, and thus M is nearly invariant.
Proof. Let f ∈ M, h ∈ M⊥ and Jf = (f, f1), Jh = (h,h1). By Mz-invariance of M we have, in
the notation of Proposition 5.4,
0 =
〈
(IH[B] − λMz)−1f, h
〉
H[B]
=
∫
T
f(ζ)h(ζ) +
〈
f1(ζ),h1(ζ)
〉
Cn
1− λz dm(ζ)−
〈
cf (λ),h1(λ)
〉
Cn
. (36)
Let Kf,h be the Cauchy transform
Kf,h(λ) = λ
∫
T
f(ζ)h(ζ) +
〈
f1(ζ),h1(ζ)
〉
Cn
z − λ dm(ζ). (37)
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Then Kf,h is analytic for λ ∈ D and admits non-tangential boundary values on T. Adding (36)
and (37) gives
Kf,h(λ) =
∫
T
1− |λ|2
|ζ − λ|2
(
f(ζ)h(ζ) +
〈
f1(ζ),h1(ζ)
〉
Cn
)
dm(ζ)− 〈cf (λ),h1(λ)〉Cn .
By taking the limit |λ| → 1 and using basic properties of Poisson integrals we see that, for almost
every λ ∈ T, we have the equality
Kf,h(λ) = f(λ)h(λ) +
〈
f1(λ),h1(λ)
〉
Cn
− 〈cf (λ),h1(λ)〉Cn
= f(λ)h(λ) − 〈(A(λ)∗)−1B(λ)∗f(λ),h1(λ)〉Cn
= f(λ)
(
h(λ) − 〈(A(λ)∗)−1B(λ)∗1,h1(λ)〉
Cn
)
,
where we used (32) in the computation. The meromorphic function Kf,h/f thus depends only on
h, and not on f .
Let f(λ) = 0 for some λ ∈ D \ {0} which is not a common zero of M, so that there exists
g ∈ M with g(λ) 6= 0. From Kf,h/f = Kg,h/g we deduce that Kf,h(λ)g(λ) = Kg,h(λ)f(λ) = 0,
and thus
0 = Kf,h(λ) = λ
∫
T
f(ζ)h(ζ) +
〈
f1(ζ),h1(ζ)
〉
Cn
z − λ dm(ζ)
= λ
∫
T
f(ζ)h(ζ) +
〈
f1(ζ)− f1(λ),h1(ζ)
〉
Cn
z − λ dm(ζ)
= λ
〈 f(z)
z−λ , h
〉
H[B]
.
Since h ∈ M⊥ is arbitrary, we conclude that f(z)z−λ ∈M, and thus dimM⊖ (Mz − λ)M = 1. The
fact that dimM⊖MzM = 1 holds also for λ = 0 or a common zero of the functions inM follows
from basic Fredholm theory. The operators Mz − λ are injective semi-Fredholm operators, and
thus λ 7→ dimM⊖ (Mz − λ)M is a constant function in D.
The following is our main theorem on Mz-invariant subspaces of finite rank H[B]-spaces.
Theorem 5.11. Let H = H[B] be of finite rank andMz-invariant andM be a closed Mz-invariant
subspace of H. Then
(i) dimM⊖MzM = 1,
(ii) any non-zero element in M⊖MzM is a cyclic vector for Mz|M,
(iii) if φ ∈ M⊖MzM is of norm 1, then there exists a space H[C] invariant under Mz, where
C = (c1, . . . , ck) and k ≤ n, such that
M = φH[C]
and the mapping g 7→ φg is an isometry from H[C] onto M,
(iv) if J is the embedding given by Theorem 2.4, φ ∈M⊖MzM with Jφ = (φ,φ1), then
M = {f ∈ H[B] : fφ ∈ H2, fφφ1 ∈ H2(Cn)}.
Proof. Part (i) has been established Lemma 5.10 and part (ii) follows from (iii) by Theorem 5.5.
It thus suffices to prove parts (iii) and (iv).
We verified in Lemma 5.10 that M is nearly invariant, and thus norm formula (22) of Propo-
sition 4.5 applies. A computation shows that, in the notation of Proposition 4.5, we have
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Lφλf = Lλ(f − f(λ)φ(λ)φ), at least when φ(λ) 6= 0. Thus if Jf = (f, f1) and Jφ = (φ,φ1), then
by (22) and part (i) of Theorem 2.6 we obtain that
‖f‖2H[B] = ‖f/φ‖2H2 + ‖g1‖2H2(Cn) (38)
where g1(z) = f1(z) − f(z)φ(z)φ1(z). The mapping If := (f/φ,g1) is therefore an isometry from
M into H2 ⊕ H2(Cn). The identity ILφf = (L(f/φ), Lg1) shows that IM is a backward shift
invariant subspace of H2 ⊕H2(Cn) ≃ H2(Cn+1). Consequently by the Beurling-Lax theorem we
have that (IM)⊥ = ΨH2(Ck), for some (n + 1)-by-k matrix-valued bounded analytic function
such that Ψ(ζ) : Ck → Cn+1 is an isometry for almost every ζ ∈ T. We claim that k ≤ n. Indeed,
in other case Ψ is an (n + 1)-by-(n+ 1) square matrix, and hence ψ(z) = detΨ(z) is a non-zero
inner function. We would then obtain
ψH2(Cn+1) = Ψadj(Ψ)H2(Cn+1) ⊂ ΨH2(Cn+1) = (IM)⊥. (39)
But sinceM is shift invariant, the function pφ is contained inM for any polynomial p, and hence
for any polynomial p there exists a tuple of the form (p,g) in IM. Together with (39) this shows
that the polynomials are orthogonal to ψH2, so ψ = 0 and we arrive at a contradiction.
Decompose the matrix Ψ as
Ψ(z) =
[
C(z)
D(z)
]
where C(z) = (c1(z), . . . , ck(z)) and D(z) is an n-by-k matrix. Consider the Hilbert space M˜ =
M/φ = {f/φ : f ∈ M} with the norm ‖f/φ‖M˜ = ‖f‖H[B]. By (38), the map
I˜f/φ :=
(
f/φ, f1 − fφφ1
)
(40)
is an isometry from M˜ into H2 ⊕H2(Cn), and
(I˜M˜)⊥ = {(Ch,Dh) : h ∈ H2(Ck)}. (41)
The argument of Theorem 2.2 can be used to see that
kM˜(λ, z) =
1−∑ki=1 ci(λ)ci(z)
1− λz
is the reproducing kernel of M˜. Thus M˜ = H[C], and the proof of part (iii) is complete.
Finally, we prove part (iv). The inclusion of M in the set given in (iv) has been established
in the proof of part (iii) above. On the other hand, assume that f ∈ H[B] is contained in
that set. We will show that (f/φ, f1 − fφφ1) is orthogonal to the set given in (41), and thus
f/φ ∈ M˜, so that f ∈ M. In order to verify the orthogonality claim, we must show that
C∗ fφ +D
∗(f1 − fφφ1) ∈ H20 (Cn). According to Proposition 5.4, we have that
J
φ(z)
1− λz =
( φ(z)
1− λz ,
φ1(z)− cφ(λ)
1− λz
)
for some coanalytic function cφ which satisfies cφ = (A
∗)−1B∗φ+ φ1 on T. Setting f(z) =
φ(z)
1−λz
in (40) we obtain from (41) that
( 1
1− λz ,−
cφ(λ)
1− λz
)
⊥ {(Ch,Dh) : h ∈ H2(Ck)}
and then it easily follows that cφ(λ) = (D
∗(λ))−1C∗(λ)1. Using (32) we obtain the boundary
value equality
C∗ = D∗(A∗)−1B∗φ+D∗φ1,
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and thus on T we have
C∗ fφ +D
∗(f1 − fφφ1) = D∗(A∗)−1(B∗f +A∗f1). (42)
Since f ∈ H[B] we have that B∗f + A∗g ∈ H20 (Cn) and thus (42) represents square-integrable
boundary function of a coanalytic function in the Smirnov class. An appeal to the Smirnov
maximum principle completes the proof of (iv).
5.6 Backward shift invariant subspaces. The lattice of L-invariant subspaces of H[B]-spaces
is much less complicated than the lattice ofMz-invariant subspaces. The following theorem gener-
alizes a result of [27] for H(b) with non-extreme b. Our method of proof is new, and relies crucially
on Theorem 2.4.
Theorem 5.12. Any proper L-invariant subspace of a Mz-invariant finite rank H[B]-space is of
the form
H[B] ∩Kθ,
where θ is an inner function and Kθ = H
2 ⊖ θH2.
Proof. Let J : H[B] → H2 ⊕H2(Cn) be the embedding of Theorem 2.4. If M is an L-invariant
subspace of H[B], then JM is an L-invariant subspace of H2 ⊕H2(Cn) by (iii) of Theorem 2.4.
Thus (JM)⊥ is an Mz-invariant subspace containing (JH[B])⊥ = {(Bh,Ah) : h ∈ H2(Cn)}.
Because Mz acting on (JH[B])⊥ is a shift of multiplicity n, the multiplicity of Mz acting on
(JM)⊥ is at least n, and since (JM)⊥ ⊂ H2 ⊕H2(Cn), it is at most n+ 1. We claim that this
multiplicity must equal n+ 1. Indeed, if it was equal to n, then it is easy to see that
(JM)⊥ = {(Ch,Dh) : h ∈ H2(Cn)}
for some C(z) = (c1(z), . . . , cn(z)) and D(z) an n-by-n-matrix valued analytic function. The fact
that no tuple of the form (0,g) is included in JM implies that D is an outer function, and thus
D(λ) is an invertible operator for every λ ∈ D. The tuple
( 1
1− λz ,−
(D(λ)∗)−1C(λ)∗1
1− λz
)
is clearly orthogonal to (JM)⊥, and thus 1
1−λz
∈ M for every λ ∈ D. Then M = H[B] by the
proof of Theorem 5.5. We assumed that M is a proper subspace, and so multiplicity of Mz on
(JM)⊥ cannot be n.
Having established that Mz is a shift of multiplicity n+ 1 on (JM)⊥, we conclude that
(JM)⊥ = ΨH2(Cn+1),
where Ψ is an (n + 1)-by-(n + 1) matrix-valued inner function, and θ = detΨ is a non-zero
scalar-valued inner function. Note that θH2(Cn+1) = Ψadj(Ψ)H2(Cn+1) ⊆ ΨH2(Cn+1). Thus if
f ∈ M, then Jf = (f, f1) ⊥ ΨH2(Cn+1) ⊇ θH2(Cn+1). It follows that f ∈ Kθ, and thus we have
shown that M⊆ H[B] ∩Kθ. Next, consider the (n+ 1)-by-(n+ 1) matrix
M(z) =
[
B(z) θ(z)
A(z) 0
]
.
Then it is easy to see that f ∈ H[B] ∩ Kθ if and only if Jf = (f, f1) ⊥ M(z)h(z) for all
h ∈ H2(Cn+1). If M(z) = I(z)U(z) is the inner-outer factorization of M into an (n + 1)-by-
(n+1)-matrix valued inner function I and an (n+ 1)-by-(n+ 1)-matrix valued outer function U,
then we also have that
f ∈ H[B] ∩Kθ if and only if Jf = (f, f1) ⊥ IH2(Cn+1). (43)
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From the containment M ⊆ H[B] ∩ Kθ we get by taking orthocomplements that IH2(Cn+1) ⊆
ΨH2(Cn+1) and thus there exists a factorization I = ΨJ, where J is an (n+1)-by-(n+1)-matrix
valued inner function. Since −θ detA = detM = det IdetU, we see (by comparing inner and
outer factors) that det I = αθ, with α ∈ T, and so αθ = det I = detΨdetJ = θ detJ. We
conclude that detJ is a constant, and thus J is a constant unitary matrix. But then (JM)⊥ =
ΨH2(Cn+1) = IH2(Cn+1), and so the claim follows by (43).
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