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ABSTRACT 
 
Research presented in this dissertation aims at enabling (correlated) fragmentation methods 
to explore biochemistry and catalysis effects of macrosystems at high levels of accuracy using 
exascale computing resources. The target is the second-order MollerPlesset perturbation theory 
(MP2), and MP2 in the FMO framework (FMO/MP2). First, the 2-electron integral bottleneck is 
addressed by using the resolution-of-the-identity (RI) approximation to reduce the memory 
storage and the computational cost of the integral transformation from the atomic orbital (AO) 
to the molecular orbital (MO) basis. The RI approximation is also combined with the singular 
value decomposition (SVD) to introduce a flexible compression factor that fully controls the 
accuracy of the integral compression. The RIMP2 energy and analytic energy gradient are 
implemented in the GAMESS electronic structure program and are parallelized with an efficient 
hybrid distributed/shared memory model with the support of the MPI and OpenMP APIs. Both 
the RI-MP2 energy and gradient are interfaced to the FMO framework for large system 
calculations. 
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CHAPTER 1. INTRODUCTION 
1.1 Studying objects 
Quantum mechanics (QM) can accurately predict molecular properties. However, except for 
very simple systems (e.g., particle in a box, harmonic oscillator, hydrogen atom), the Schrodinger 
equations of most molecular systems are solved with approximations and numerical tools. The 
computational costs grow rapidly with the problem size. In addition to the requirement of large 
floating-point operations, large ab initio problems also encounter high memory demands and 
communication overhead that introduce a degree of difficulty for efficient parallel code 
implementation. Systems of more than a hundred heavy atoms are, therefore, usually out of the 
reach of first principles methods. 
Recently developed fragmentation methods, particularly the fragment molecular orbital 
(FMO) methods,1–5 are feasible approaches to treat large molecular systems at the accuracy of 
the underlying (ab initio) methods. By taking advantage of the locality of macrosystems, 
fragmentation methods can (intuitively) partition large systems into small fragments, which can 
be processed essentially independently. The fragmentation can, in principle, eliminate a large 
part of redundant 2-electron integrals, reduce the dimension of matrix processing (e.g., matrix 
diagonalization) and enhance convergence of iterative equation solvers. The fragmentation 
methods also naturally facilitate parallel code implementation.6,7 Nevertheless, the 
computational cost of fragmentation methods with (e.g., dynamic) correlation effects included 
remains expensive; and the current FMO parallel code implementation is based on an inefficient 
distributed memory model.6,7  
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Our research presented in this dissertation, therefore, aims at enabling (correlated) 
fragmentation methods to explore biochemistry and catalysis effects of macrosystems at high 
levels of accuracy using exascale computing resources. The target is the second-order Moller-
Plesset perturbation theory (MP2), and MP2 in the FMO framework (FMO/MP2). First, the 2-
electron integral bottleneck is addressed by using the resolution-of-the-identity (RI) 
approximation to reduce the memory storage and the computational cost of the integral 
transformation from the atomic orbital (AO) to the molecular orbital (MO) basis. The RI 
approximation is also combined with the singular value decomposition (SVD) to introduce a 
flexible compression factor that fully controls the accuracy of the integral compression.8 The RI-
MP2 energy and analytic energy gradient are implemented in the GAMESS electronic structure 
program9 and are parallelized with an efficient hybrid distributed/shared memory model with 
the support of the MPI and OpenMP APIs. Both the RI-MP2 energy and gradient are interfaced 
to the FMO framework for large system calculations.  
The next step of the study is to explore physical and chemical properties of practical 
macrosystems, particularly heterogeneous catalysis based on mesoporous silica nanoparticles.10 
This includes optimizing the threaded FMO/RI-MP2 codes, and interfacing RI-MP2 to the 
advanced EFMO11,12 framework. The heavy computational demand will be processed by 
accelerators. 
1.2. Dissertation organization 
This dissertation is organized as follows.  
i) Chapter 1 introduces the general theory used in the later chapters.  
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ii) Chapter 2 presents the integral compressors including the RI and SVD-RI 
approximations applied to the MP2 correlation energy. 
iii) Chapter 3 presents a prototype study combining the FMO method, the RI 
approximation and the hybrid distributed/shared memory model for the MP2 
correlation energy. 
iv) Chapter 4 discusses the FMO/RI-MP2 analytic gradient implementation in GAMESS 
using the hybrid parallel model. 
v) Chapters 5 and 6 are applications of ab initio methods for graphene and a viewpoint 
on interpreting molecular properties in terms of molecular orbital concepts. 
vi) Chapter 7 is a brief conclusion and outlook for future development. 
1.3. Theoretical background 
1.3.1. Energy quantization and wave mechanics 
The ultraviolet catastrophe in the black body radiation problem led to Max Planck’s 
postulation in 1900 that the energy of oscillators is quantized. Five years later, by adapting the 
energy quantization idea, Albert Einstein treated light as a bundle of energy quanta (also called 
photons) and successfully explained the photoelectric effect. Since then light has been 
considered to exhibit both wave-like and particle-like character, a concept called wave-particle 
duality, which was extended to matter by Louis de Broglie in 1923. According to de Broglie, the 
motion of any particle is associated with a wavelength. While the theoretical wavelengths 
associated with the motion of most objects are negligible compared with their dimension, the 
wavelengths associated with micro-particles (e.g., electrons and nuclei in atoms and molecules) 
are relevant. The Germer-Davisson electron diffraction experiments [1923-1927] finally 
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confirmed de Broglie’s audacious conjecture. The motion of electrons and nuclei in atoms and/or 
molecules must be described by a wave function of space and time Ψ⃗⃗⃗ (𝑞, 𝑡), whose evolution 
follows the time-dependent equation13 postulated by Erwin Schrodinger in 1925 
   (1) 
   (2) 
In equation (1), 𝑖 is the imaginary unit, 𝑞 is a general spin-space spatial coordinate of all 
particles, and 𝑡 is the time variable. ?̂? is the total energy (Hamiltonian) operator consisting of the 
kinetic energy operators describing motion of electrons ?̂?𝑒 and nuclei ?̂?𝑁; and the potential 
energy operators due to the nuclear-nuclear ?̂?𝑁𝑁, electron-nuclear ?̂?𝑒𝑁, and electron-electron 
?̂?𝑒𝑒 interactions. When the system is placed in a [static or time-dependent] force field, there can 
be additional terms to describe the external field ?̂?𝑒𝑥𝑡. This dissertation only addresses molecules 
in vacuum with no external field. Eq. (1) can be solved by factoring the time-dependent wave 
function into the spin-space Ψ(q) and the time 𝜓(t) functions that obey the equations 
   (3) 
   (4) 
Eq. (3) is called the time-independent Schrodinger equation, in which 𝐸 is interpreted as the 
total energy of the system, and Ψ(q) corresponds to the amplitude of a classical wave. This 
eigenvalue equation is thus also called the amplitude equation. However, unlike classical waves, 
due to the Heisenberg uncertainty principle,14 Ψ(q) does not represent the trajectory of 
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electrons and/or nuclei. The most popular interpretation (called the Born interpretation)15 of 
Ψ(q) is that its module Ψ∗(q)Ψ(q)𝑑𝑞 is the probability of finding a particle in the volume 𝑑𝑞. 
Since one can always find a particle when searching for the whole space, the wave function is 
normalized. 
 
 
dqY* q( )Y q( )
¥
òòò = 1  (5) 
In bound states of atoms and molecules, electrons and nuclei are trapped in their 
electrostatic potential. The normalization requires the corresponding wave functions to vanish 
at large distances. Such boundary conditions restrict the motions of particles inside atoms or 
molecules similar to a classical wave with fixed ends or surfaces that yield standing waves with 
only an integer number of wavelengths allowed. In a similar manner, in their bound states, atoms 
and molecules can only exist in discrete energy states called quantum states. This does not 
happen in scattering states when wave functions only need to be normalized. The wave 
treatment of electrons and nuclei in atoms and molecules, combined with the boundary 
conditions lead to the quantization of energy observed in classic experiments.  
1.3.2 Solving the amplitude equation 
Solving the amplitude equation for the spatial wave function Ψ(q) and the total energy is the 
central problem of quantum chemistry. Dirac noted16 “The fundamental laws necessary for the 
mathematical treatment of a large part of physics and the whole of chemistry are thus completely 
known, and the difficulty lies only in the fact that application of these laws leads to equations 
that are too complex to be solved”. Except for the simplest problems (e.g., particle in a box, 
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harmonic oscillator, hydrogen atom), the rest of the amplitude equations applied in chemistry 
are solved with approximations and numerical tools. 
An important approximation, the Born-Oppenheimer approximation,17 decouples the motion 
of heavy nuclei from electron motions. The electronic state of a molecule is represented by the 
electronic wave function Ψ𝑒𝑙𝑒𝑐(𝑞𝑒𝑙𝑒𝑐) that follows the electronic Schrodinger equation. 
   (6) 
   (7) 
   (8) 
The electronic Hamiltonian consists of 1-electron operators ℎ̂(𝑟) that describe the kinetic 
energy of electron motion and the electrostatic interaction between electrons and nuclei. There 
is also a 2-electron operator that describes the pairwise electrostatic interactions between 
electrons. This study only focuses on the electronic Schrodinger equation, so the subscript “𝑒𝑙𝑒𝑐” 
will be dropped. The electronic Schrodinger equation will also be called Schrodinger equation for 
brevity. Two popular approaches to solve the Schrodinger equation are the variational and many-
body perturbation theory methods. Our current research is restricted to stable closed-shell 
molecular systems. The solution of the Hartree-Fock (HF) equations,18 which is a popular 
application of the variational method, is usually a good starting point to describe the ground state 
of these systems. For more accurate results, the second-order Moller-Plesset (MP2) perturbation 
theory,19 which is a popular application of the many-body perturbation theory, can be carried 
out on top of the HF solution to improve the energy. 
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1.3.3 Hartree-Fock method 
Following the variational method procedure, the HF method is formulated in three steps. 
First, a guessed wave function is built with a set of variational parameters and constraints. The 
energy expectation value of the trial wave function is evaluated, followed by energy minimization 
under the initial constraints. The last step is usually carried out using the Lagrange multiplier 
method. Since an 𝑁-electron wave function must be normalized and antisymmetric, in the HF 
method, it is best approximated by a single Slater determinant20,21 Φ(𝑥1, 𝑥2, … , 𝑥𝑁), which is a 
determinant of 𝑁 orthonormal 1-electron spin-orbital functions {χ𝑝(𝑥)}.
22 
   (9) 
A spin-orbital 𝜒𝑝(𝑥), also called a molecular orbital (MO), is a product of a spatial MO 𝜑𝑝(𝑟) 
and a spin function, which can be a spin up [α(ω)] or spin down [β(ω)] function. Both sets of 
spatial orbitals and spin functions are usually chosen to be orthonormal. 
 ( ) ( )
p q pqdr r r  
 =   (10) 
 
 
dwa w( )a w( )ò = dwb w( )b w( )ò = 1  (11) 
 
 
dwa w( )b w( )ò = 0   (12) 
In equation (10), δ𝑝𝑞 is the delta Kronecker. In the restricted treatment, a set of 𝐾 spatial 
MOs can be used to build a set of 2𝐾 spin-orbital by multiplying the spatial orbital with either 
spin up or a spin down function:23 
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 ( ) ( ) ( )
2 1p px r   − =   (13) 
 ( ) ( ) ( )
2 p px r   =   (14) 
A restricted Slater determinant with all spatial MOs doubly occupied by electrons is usually a 
good trial wave function for stable closed-shell molecular systems, which are the target in our 
current studies. The energy expectation of the restricted closed-shell Slater determinant can be 
obtained from the Slater-Condon rules:21,24 
    (15) 
In Eq. (15), occ stands for the occupied spatial MOs. The energy expectation includes the 1-
electron integrals ℎ𝑘𝑘 that describe the kinetic energy of the electrons and their electrostatic 
interaction with the nuclei. The one-electron integrals are formulated in terms of the 1-electron 
operator defined in Eq. (8) and the spatial MOs as follows: 
   (16) 
The 2-electron integrals include the electron-electron classical Coulomb electrostatic 
interaction (𝐽𝑘𝑘), and non-classical exchange interaction (𝐾𝑘𝑘). These integrals can generally be 
defined in terms of Coulomb 𝐽(𝑟) and exchange ?̂?(𝑟) operators and spatial MOs as follows 
 
   (17) 
   (18) 
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Using the Lagrange multiplier method, the energy expectation can be minimized with the MO 
orthonormality constraint that leads to a pseudo-eigenvalue equation of the Fock operator 
   (19) 
The Fock operator 𝑓(𝑟) consists of the 1-electron operator ℎ̂(𝑟) defined in Eq. (8), the 
Coulomb 𝐽(𝑟) and exchange ?̂?(𝑟) operators in Eqs. (17) and (18). 
   (20) 
 Since the energy expectation is invariant to a unitary transformation, the MO basis can be 
rotated so that the Lagrange multiplier ε𝑝𝑞 becomes a diagonal matrix: 
   (21) 
The HF equation is usually solved numerically by expanding the MO 𝜑𝑝(𝑟) as a linear 
combination of atomic orbital (LCAO) basis functions {𝜙𝜇(𝑟)}.
25  
 
 
j
p
r( ) = f
m
r( )C
m p
m
AO
å   (22) 
The AO basis functions can be Slater-type functions26 𝑓(𝑟) × 𝑒−α𝑟 or Gaussian-type 
functions27 𝑓(𝑟) × 𝑒−α𝑟
2
, which are pre-built and tabulated for most chemical elements. 
Therefore, the energy is minimized in the LCAO coefficient space {𝐶𝜇𝑝}. In the AO grid, the HF 
equation is converted into the Roothaan matrix equations28 
 FC SCE=   (23) 
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The Fock 𝐹μν and overlap 𝑆μν matrix elements are defined in Eqs. (24) and (28). The Fock 
matrix itself is a function of the LCAO coefficients; therefore, Eq. (23) has to be solved iteratively 
until the density matrix 𝐷μν in Eq. (27) is self-consistent.  
 ( )
1
|
2
F H D D   

 
 
= + −  
   (24) 
   (25) 
 
 
mn | ls( ) = dr
1
dr
2
f
m
* r
1( )fn r1( )r12
-1f
l
* r
2( )fs r2( )òò   (26) 
 2
occ
k k
k
D C C  =    (27) 
 ( ) ( )S dr r r   
=    (28) 
Since the set of AO basis functions is not orthogonal (e.g., the overlap matrix 𝑆 is not the 
identity matrix), the Roothaan equation is again a pseudo-eigenvalue equation. The first step to 
solve this equation is to rotate the AO basis to an orthonormal basis; i.e., finding a transformation 
matrix 𝑋 so that the similarity transformation of the overlap matrix 𝑆 makes an identity matrix. 
 =†X SX I   (29) 
The Fock matrix and the LCAO vector matrix can subsequently be transformed as follows 
   (30) 
   (31) 
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The Roothaan equations become a matrix eigenvalue equation (Eq. (32)), which can be solved 
by diagonalizing the transformed Fock matrix ?̃? for the eigenvector ?̃? and eigenvalue matrix 𝐸. 
The LCAO coefficient matrix 𝐶 can be obtained from Eq. (30). 
   (32) 
Finally, in terms of the AO basis and density matrix, the RHF energy expectation is given by 
 ( )
1 1
|
2 2
AO AO
E H D D D D D     
 
 
 
= + − 
 
    (33) 
1.3.4 The second-order Moller-Plesset perturbation theory 
Perturbation theory is a mathematical technique that solves an equation for a complex 
system in terms of a simple one. In quantum chemistry, perturbation theory starts with a simple 
reference (zeroth order) Hamiltonian ?̂?(0), whose solution is known. When the difference  
between the reference Hamiltonian ?̂?(0) and the full Hamiltonian ?̂? is small, it is called a 
perturbation. The solution correction, which is difference between the reference solution and 
the exact solution, can be calculated in terms of the perturbation   and the reference solutions.  
1.3.4.1 Rayleigh-Schrodinger Perturbation theory 
In the general perturbation treatment for the Schrodinger equation,29 the Hamiltonian ?̂? is 
split into the reference Hamiltonian operator ?̂?(0) and the perturbation  
 ( )0H H = +   (34) 
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The parameter λ is set to 0 (off) or 1 (on). The eigenvalue equation of the reference 
Hamiltonian ?̂?(0) is solvable, thereby providing a complete set of orthonormal eigenfunctions 
{Ψ𝑖
(0)} and the corresponding eigenvalues {𝐸𝑖
(0)}.  
 ( ) ( ) ( ) ( )0 0 0 0H E =    (35) 
Solutions of the exact Hamiltonian ?̂? can be expanded in terms of the reference solutions. 
For instance, the ith state of the eigenfunction and eigenvalue are given by 
 ( ) ( )
0 mm
i i i
m


 =  +    (36) 
 ( ) ( )
0 mm
i i i
m
E E E

= +    (37) 
Plugging Eqs. (34),(36) and (37) into the amplitude Eq. (6), and equating terms with the same 
order of λ gives the corrected energy to all desired orders. For instance, the 1st – 3rd order 
correction energies are given by:  
 ( ) ( ) ( )1 0 0
i i iE =     (38) 
 ( )
( ) ( )
( ) ( )
2
0 0
2
0 0
i n
i
n i i n
E
E E


 
=
−
   (39) 
 
( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( )( )
( )
( ) ( )
( ) ( )( )
2
0 00 0 0 0 0 0
3
20 0 0 0 0 0
i ni n n m m i i
i i
mn i n ii n i m i n
E E
E E E E E E
   
 
      
= −
− − −
    (40) 
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1.3.4.2 The second-order Moller-Plesset perturbation theory 
In practice, perturbation theory can be applied to the Hartree-Fock mean field approximation, 
the Moller-Plesset approach to perturbation theory.19 The reference Hamiltonian ?̂?(0) is defined 
as the shifted Fock operator 
   (41) 
The ?̂? is the sum of the 1-electron Fock operators. 
   (42) 
The Φ(0) is the normalized ground state Slater determinant wave function obtained from 
solving the Hartree-Fock equations (Eqs. (21)). Therefore, for the restricted closed-shell 
treatment, the expectation of ?̂? is the sum of MO energy, and that of the exact Hamiltonian ?̂? is 
the HF energy (see Eq. (15)): 
   (43) 
   (44) 
With the reference Hamiltonian defined in Eq. (41), the perturbation operator is 
   (45) 
Using Eq. (38), (43) and (45), the first-order energy correction is zero: 
   (46) 
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Using Eq. (39), the second-order energy correction is  
 
( )
( ) ( )
( )
2
0 0
2
0
0
n
HF
n n
E
E E


 
=
−
   (47) 
The Φ𝑛
(0) are excitation determinants obtained by exchanging occupied MOs in Φ(0) with 
virtual MOs. For instance, exchanging one occupied MO with one virtual MO introduces the singly 
excitation determinant; exchanging a pair of occupied MOs with a pair of virtual MOs gives 
doubly excitation MOs.  
According to the Brillouin theorem, the cross term in the numerators of Eq. (47) due to the 
coupling with singly excitation determinant is zero. Using the Slater-Condon’s rule, only terms 
with doubly excitation Slater determinant are non-zero. After some algebra, the second-order 
Moller-Plesset (MP2) energy correction can be formulated in terms of 4-2ERIs in the MO basis as 
follows: 
 ( ) ( )2 | 2
occ virt
ij ij
ab ba
ij ab
E ia jb t t = −    (48) 
 
( )|ij
ab
i j a b
ia jb
t
   
=
+ − −
  (49) 
1.3.5 Fragment molecular orbital method 
As illustrated for the HF and MP2 methods, the main computational demands in ab initio 
electronic structure calculations are usually i) the evaluation and storage of two-electron 
integrals; ii) diagonalization of the Fock matrix; iii) transforming the integrals from the AO to the 
MO basis. The HF and MP2 computational costs scale as 𝑂(𝑁4−5), in which 𝑁 measures the size 
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of the system, e.g., the number of atoms or the number of the AO basis functions. The 
computational cost (and memory demand) can be huge for macromolecular systems. 
Many methods have been developed to treat macromolecules efficiently. One approach is to 
design small prototype systems to mimic active areas of macromolecules. However, such models 
usually omit long-range interactions and 3-D effects, such as stereochemistry, that can be critical 
in macrosystems. In a second approach, the surroundings around the active sites are included 
but treated at lower level of theory than the active site. For instance, the active sites might be 
treated with quantum mechanics (QM) while molecular mechanics (MM) is used for the 
environment. A third approach is to combine QM at high level of theory for active sites, and QM 
at lower level of theory for the surroundings.  
Another class of methods designed to greatly expand the sizes of accessible systems is based 
on partitioning the system into fragments. Examples include the effective fragment potential 
(EFP) method,30 the fragment molecular orbital (FMO) method,1–5 and the effective fragment 
molecular orbital (EFMO) method.11,12 The FMO and EFMO methods have been shown to scale 
linearly while preserving the accuracy of the underlying ab initio method. Since the gradient of 
the EFMO charge transfer term in EFMO is still being developed, research in this dissertation 
mainly focuses on the FMO method. 
Since the Coulomb interaction is long-range while exchange is a short-range interaction, in 
the FMO method, the ab initio calculation for each fragment (monomer) is only embedded in the 
Coulomb electrostatic potential due to the electron density and nuclei of all other fragments. The 
other fragment-fragment interactions (e.g., exchange, charge transfer, induction) are 
subsequently accounted for by a many-body expansion method that requires calculations for 
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pairs (dimers) or triples (trimers) of fragments. The FMO energy with 2-body corrections, for 
instance, is given by: 
 ( )
,
I IJ I J
I IJ J I
E E E E E

= + − −    (50) 
The FMO calculation is started by solving the Hartree-Fock equation for monomers in the ESP 
of the other monomers. The monomer calculations are repeated until the densities of all 
monomers are converged. In the second stage of the calculations, dimers and/or trimers are 
embedded in fixed electrostatic fields of the converged monomers. The charge distribution of 
dimers or trimers is, therefore, generally different from the corresponding charge distribution of 
the monomers. Due to the monomer ESP, the Fock matrix of a fragment (𝑋) consists of an 
internal fragment component ?̃?𝑋 and an ESP term ?̅?𝑋. 
   (51) 
The internal Fock matrix element is formulated similarly to that of isolated molecules, 
including a 1-electron term ?̃?𝑋 that describes the kinetic energy of the electrons and the 
electrostatic interaction between electrons and nuclei; the 2-electron term includes the Coulomb 
𝐽𝑋  and exchange ?̃?𝑋 integrals: 
   (52) 
   (53) 
   (54) 
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In Eqs. (53) and (54), 𝑛𝑢𝑐𝑋 and 𝑜𝑐𝑐𝑋 are nuclei and occupied MOs of the fragment 𝑋, 
respectively. In addition to terms defined in Eqs. (52)-(54), additional terms must be added to the 
internal Fock matrix elements when the fragmentation breaks covalent bonds. In the hybrid 
orbital projection (HOP) treatment,3,31 the HOP contribution 𝑃𝑝𝑞
𝑋  to the Fock matrix is defined in 
Eq. (55) through the HOP operator ?̂?𝑋 in Eq. (56), in which 𝜃𝑘  is a hybrid orbital, and 𝐵𝑘 = 10
6−8 
is called the universal constant.3,31 
   (55) 
   (56) 
The ESP Fock matrix element ?̅?𝑝𝑞
𝑋  contains the Coulomb interactions between electrons in the 
fragment 𝑋 with nuclei, ?̅?𝑝𝑞
𝑋 , and the electron density 𝐽?̅?𝑞
𝑋  of all other fragments 
 
X X X
pq pq pqF u J= +   (57) 
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 ( )2 |
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X
pq
K X k K
J pq kk
 
=     (59) 
In Eqs. (58) and (59), nucK and occK are the nuclei and occupied MOs of fragment 𝐾 ≠ 𝑋. 
Optimal MOs for fragment 𝑋 are obtained by solving the Roothaan equations for the Fock matrix. 
In the FMO method, the Roothaan equations are solved iteratively until the densities of all 
monomers are self-consistent. Dimer and trimer contributions are calculated once the monomer 
density has converged. Finally, the fragment energy is given by: 
18 
 
   (60) 
Since the FMO method partitions a molecule into small fragments, it naturally facilitates 
multi-level parallelization. In the first level of parallelization, the computing resources can be 
distributed among fragments. The second level of parallelization is within each fragment 
calculation. The serial part in multi-level parallelization is thus eliminated, thereby enhancing the 
scalability of the FMO method. In GAMESS,32 the multi-level parallelization is supported by the 
group distributed data interface (GDDI).6  
1.3.6. Integral compressor 
Memory storage and floating point operations for the transformation of 4-2ERIs from the AO 
to the MO basis in correlated methods (e.g., Eq. (48) in the MP2 method) is large. It is mandatory 
to reduce the dimension of the 4-2ERI matrix while retaining the accuracy of the calculations. In 
the early days of quantum chemistry, Ruedenberg,33 Newton,34 and Billingsley35 approximated 
the two-center overlap density distribution as the sum of the squares of a one-center density 
distribution. For instance, for the set of four AOs ϕμ, ϕν, ϕλ, ϕσ, the 2-center overlap charge 
distribution ϕμ
∗ϕν and ϕλ
∗ϕσ was expanded in terms of the squares of AOs and proportional 
factors 𝑄μν and 𝑄λσ as follows. 
 ( )* * *Q            +   (61) 
 ( )* * *Q            +   (62) 
The 4-2ERI was, therefore, approximated as a linear combination of 2-2ERIs 
 ( ) ( ) ( ) ( ) ( )| | | | |Q Q            + + +    (63) 
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Following these ideas, Whitten36 established rigorous mathematical theorems on the error 
bounds for 4-2ERI evaluated with approximate densities. These theorems enabled tools to 
optimize the auxiliary basis that spans the space of approximate density. Using these theorems, 
Dunlap37,38 and Almlöf39 presented different schemes to minimize the residual density, which is 
the difference between the approximate and exact densities, introducing at least three 
approximations called SVS, S and V. The V-type approximation was found to be the most accurate 
one for 4-2ERI evaluation because it is based on the minimization of the Coulomb integral of the 
residual density. 
The formulation of the V-type approximation starts with approximating the exact 2-center 
overlap density ρ(𝑟), which is the product of two AOs (Eq. (64)), by the approximate density ρ̃(𝑟) 
expanded in the auxiliary basis {α𝑃(𝑟)} (Eq. (65)). The residual density Δρ(r) is then defined as 
the difference between the approximate ρ̃(𝑟) and the exact density ρ(𝑟). 
 
 
r r( ) =f
m
* r( )f
n
r( )   (64) 
   (65) 
   (66) 
Minimizing the Coulomb integral of the residual density (Δ𝜌|𝑟12
−1|Δ𝜌) in terms of the 
expansion coefficient 𝐶𝑃 (eq. (65)), the 4-2ERI is optimally approximated by the product of 3-
2ERIs (μν|𝑃)  and 2-2ERIs 𝑉𝑃𝑄. 
   (67) 
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The inverse of the matrix 𝑉 can be decomposed and combined with the 3-2ERIs to form the 
3-index matrix ?̃? that can be used to form 4-2ERIs on-the-fly 
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   (71) 
   (72) 
The matrix ?̃? can also be transformed to the MO basis (Eq. (73)), which can be used to form 
4-2ERIs in the MO basis (Eq. (74)). As only two AO indices need transforming, this introduces the 
main computational savings of the RI approximation (e.g., in correlation methods that need 4-
2ERIs in the MO basis) 
   (73) 
 ( ) ,†|
aux
P P
pq rs
P
pq rs B B    (74) 
1.3.7 MO response 
1.3.7.1 Energy gradient 
Besides the energy expectation, responses of a system (e.g., energy changes) to an internal 
or an external stimulation are relevant. For instance, the first-order energy changes with respect 
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to the nuclear displacement   determines the force acting on the nuclei. This quantity is called 
the nuclear gradient or energy gradient, which is essential for probing the potential energy 
surface; e.g., locating stationary points, determining the evolution of the system in molecular 
dynamic simulation.  
In terms of the LCAO approximation, the energy is a function of 1- and 2-electron integrals in 
the AO basis, and of the LCAO coefficients. In the unperturbed state, e.g.,  = 0, denoted by the 
superscript (0), this can be represented as follows. 
 
 
E 0
( )
= E 0
( )
H
mn
0( )
; mn | ls( )
0( )
;C
m p
0( )( )   (75) 
In response to a perturbation (), the unperturbed energy 𝐸(0) becomes the perturbed 
energy 𝐸, which is a function of perturbed LCAO coefficients and integrals of perturbed AOs. 
   (76) 
In this section, LCAO coefficients and matrix elements without the superscript (0) imply the 
perturbed state. The energy of the perturbed system can be expanded about the unperturbed 
state using the Taylor’s series expansion  
 
 
E = E 0
( )
+ z iEz
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¥
å   (77) 
 
The superscript i stands for the ith-order energy derivative with respect to . 
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The first derivative of the energy of the perturbed system with respect to the nuclear 
displacement 𝐸 is the energy gradient. The energy gradient is apparently a function of the 
derivatives of LCAO coefficients 𝐶 and integrals in the AO basis in the perturbed state: 
 
 
Ez = Ez H
mn
z ; mn | ls( )
z
;Cz( )   (79) 
1.3.7.2 MO response 
Since the AO basis functions are explicit functions of the nuclear coordinates, the derivatives 
of the 1- and 2-electron integrals in the AO basis with respect to the nuclear displacement   are 
known. However, differentiating LCAO coefficients is less straightforward. The perturbed LCAO 
coefficients are usually transformed into the unperturbed ones using a transformation matrix 𝑈. 
 ( )0C C U=   (80) 
When the perturbation is off, the transformation matrix is simply an identity matrix 𝐼.  
 0U I = =   (81) 
The derivative of the perturbed LCAO coefficient becomes the derivative of the 
transformation matrix 𝑈, which is called the MO response matrix 𝑈 
 ( )0C C U =   (82) 
1.3.7.3 The orthonormality equation of MO response 
For the orthonormality choice of the MO basis, the overlap matrix in the MO basis is an 
identity matrix 𝐼 [for both unperturbed and perturbed states]; that is 
  C
0( ),†
SC
0( )
= I   (83) 
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  C
†SC = I   (84) 
Differentiating the perturbed MO overlap matrix gives 
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Using Eqs. (82) and (81), the derivative of the perturbed MO overlap matrix becomes 
  U
z ,†C
0( ),†
S 0
( )
C 0
( )
+ C
0( ),†
SzC 0
( )
+ C
0( ),†
S 0
( )
C 0
( )
Uz = 0   (86) 
Using the MO orthonormality for unperturbed state (Eq. (83)), Eq. (86) is transformed into 
the well-known orthonormality condition for the MO response  
  U
z ,† + S
z( )
+Uz = 0   (87) 
The overlap matrix with the nuclear displacement in the parentheses () stands for the 
derivative of the overlap matrix in the AO basis and then transformed back to the MO basis 
 ( ) ( ) ( )0 ,† 0S C S C =   (88) 
1.3.7.4 Couple-perturbed Hartree-Fock equation 
Equations for the MO response can be established from the Roothaan equations for the 
perturbed state 
 FC SCE=   (89) 
Substituting perturbed LCAO coefficient matrix 𝐶 by the unperturbed LCAO coefficient matrix 
𝐶(0) (Eq. (80)) gives 
 ( ) ( )0 0FC U SC UE=   (90) 
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Multiplying the two sides of equation (91) by the transpose of the unperturbed LCAO 
coefficient matrix 𝐶(0),† gives 
   (91) 
The bold letters stand for the transformed perturbed Fock and overlap matrices  
   (92) 
   (93) 
Each perturbed quantity, say , in Eq. (91) can be expanded using the Taylor expansion similar 
to energy expansion in Eq. (77): 
 
( )0 ii
i


 =  +    (94) 
 Collecting terms coupled with the first-order nuclear displacement introduces the couple-
perturbed Hartree-Fock (CPHF) equation.  
   (95) 
𝐸(0) is the diagonal matrix of the MO energy in the unperturbed state. 𝐸 is the diagonal 
matrix of MO energy derivatives in the perturbed state. The specific form of the CPHF equations 
depends on the form of the Fock matrix, which will be discussed in the next chapters.  
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CHAPTER 2. COMPRESSING THE FOUR-INDEX TWO-ELECTRON REPULSION 
INTEGRAL MATRIX USING THE RESOLUTION-OF-THE-IDENTITY APPROXIMATION 
COMBINED WITH THE RANK FACTORIZATION APPROXIMATION 
 
A paper published in The Journal of Chemical Theory and Computation 
Buu Q. Pham and Mark S. Gordon 
 
Abstract 
The four‐index two‐electron repulsion integral (4‐2ERI) matrix is compressed using the 
resolution‐of‐the‐identity (RI) approximation combined with the rank factorization approximation 
(RFA). The 4‐2ERI is first approximated by the RI product. Then, the singular value decomposition 
(SVD) approximation is used to eliminate low‐weighted singular vectors. The SVD RI 
approximation maintains the canonical form of the RI approximation and introduces a tunable 
compression factor. The characteristics of the SVD RI approximation along with the stochastic RI 
and natural auxiliary function approximation were numerically examined by applying these 
methods to the closed‐shell second‐order Moller‐Plesset perturbation theory (MP2). The results 
show that while the SVD RI approximation yields large errors for absolute properties (e.g., the 
correlation energy), it provides accurate relative properties (potential energy surface, binding 
energy) of the applied ab initio method (e.g., RHF, MP2). 
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2.1 Introduction 
The 4-index 2-electron repulsion integral (4-2ERI) is the kernel and the bottleneck of most ab 
initio electronic structure methods. Given a molecule specified by an atomic orbital (AO) basis 
{𝜙𝜇(𝑟)}, the 4-2ERI can be formulated as: 
 ( ) ( ) ( ) ( ) ( )* 1 *1 2 1 1 12 2 2| drdr r r r r r        
−=    (1) 
For an AO basis of N functions, full storage of 4-2ERIs would need an array of ~𝑂(𝑁4), which 
usually goes beyond the memory capacity of most single compute nodes for molecules of 
moderate size. Therefore, the 4-2ERI tensor is stored (if needed) in distributed memory arrays, 
or worse, on hard drives resulting in significant communication overhead in large-scale 
calculations. For correlation methods, the 4-2ERI tensor also must be partly to fully transformed 
from the AO to the molecular orbital (MO) basis, which requires expensive matrix multiplication 
operations. 
Many techniques have been developed to reduce the computational cost of 4-2ERI 
evaluations. These include the resolution-of-the-identity (RI) approximation also called the 
density fitting (DF) approximation,1–3 tensor hyper-contraction DF,4–7 low-rank factorization,8 and 
the Cholesky decomposition (CD).9–12 The latter is based on the lower-bound of a positive definite 
operator,13 which was first used to decompose the 4-2ERI tensor by Beebe and Linderberg in 
1977,14 and with the analytic gradient by Aquilante, Lindh, and Pedersen in 2008.15 As the large 
4-2ERI tensor is needed, and the resulting Cholesky vectors are also large, the CD is usually used 
in combination with other techniques like the RI,16,17 the singular value decomposition,18 and the 
Cuthill-McKee sparse matrix reordering.19 Common among these methods is to factorize the 4-
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2ERI tensor into a product of low dimensional tensors. Note that such 4-2ERI tensor factorizations 
are feasible because a matrix A of M rows, N columns and rank r can always be (accurately) 
decomposed into the following product.  
 
 
A
M´N
= W
M´r
H
r´N
  (2) 
A benefit is gained when the rank r is significantly smaller than the dimension of the matrix 
A, e.g., 𝑟 ≪ 𝑚𝑖𝑛(𝑀,𝑁). For large calculations, the rank r is made small (i.e., 𝑟 → ?̃?; ?̃? ≤ 𝑟) to 
reduce the computational cost. The rank reduction introduces an approximation to Eq. (2) called 
the rank factorization approximation (RFA): 
   (3) 
 The singular value decomposition (SVD) technique is the standard tool for the RFA, which 
can be carried out in two steps. First, the matrix A is decomposed (Eq. (4)) into the product of the 
left (𝑈) and right (𝐿) singular vector matrices and the singular value matrix (𝑆). 
 
 
A
M´N
= U
M´r
S
r´r
L
r´N
†
  (4) 
Here, S is a diagonal matrix of the singular values, which are sorted in descending order. The 
dagger (†) indicates the matrix transpose operation. The number of non-zero singular values in 
S is the rank r of the matrix A. The left and right singular matrices are orthonormal:  
 
 
U
r´ M
† U
M´r
= L
r´N
† L
N´r
= I
r´r
  (5) 
In Eq. (5), 𝐼 is the identity matrix. The exact SVD decomposition of the matrix A is illustrated 
in FIGURE 2.1a. The singular value matrix S can be absorbed into the left or right singular vector 
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matrix to produce the rank factorization form shown in Eq. (3). Since the singular vectors that 
correspond to the larger singular values in the matrix S have higher weights in the SVD product 
than those that correspond to the smaller singular values in S, the best RFA can be achieved by 
systematically eliminating singular vectors whose singular values are smaller than an SVD 
threshold 𝜃𝑆𝑉𝐷  as shown in Eq. (6) and visualized in FIGURE 2.1b.  
   (6) 
The best RFA means that the Frobenius norm of the difference between the approximate and 
exact matrix (𝐴 − 𝑈𝑆𝐿†) is minimized. The Frobenius norm20 of a matrix Ξ is the square root of 
the trace of the product of that matrix with its transpose √𝑇𝑟(ΞΞ†). 
 
FIGURE 2.1 (a) The exact and (b) approximate SVD factorization of the matrix 𝐴𝑀×𝑁. U, L and S 
are the left and right eigenvector matrices and the singular value matrix, respectively. 
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Besides the direct RFA, a popular scheme to factorize the 4-2ERI tensor is to use the RI 
approximation,1–3 in which, the factorization is accomplished through a molecular property; e.g., 
by fitting the overlap density distribution of the AO basis functions to an auxiliary basis. In terms 
of the RI approximation, the 4-2ERI matrix 𝐺𝑁2×𝑁2 is approximated by 
   (7) 
In Eq. (7), the four-dimensional 𝑁 × 𝑁 × 𝑁 × 𝑁 4-2ERI tensor, whose elements are defined 
in Eq. (1), has been reorganized into a two-dimensional matrix 𝐺𝑁2×𝑁2. In Eq. (7) k is the number 
of linearly independent auxiliary basis functions. The RI approximation can significantly reduce 
the size of the 4-2ERI matrix, e.g., from ~ 𝑂(𝑁4) to ~ 𝑂(𝑁2𝑘), usually with a small error. A 
drawback of the RI approximation is that it is a “fixed accuracy” method; i.e., the accuracy (and 
the computational cost) of the RI approximation can only be tuned by changing the auxiliary basis 
set. A tunable parameter that governs the accuracy and the computational cost while 
maintaining the simple form of the RI approximation has been introduced by Takeshita et al.21 
and Kallay.22  
The core of the Takeshita et al.21 stochastic RI approximation (STO RI) is a stochastic 
rectangular matrix ?̃?×𝑘, whose elements are random numbers equal to +1 or -1 scaled by a 
factor of (?̃?)
−1 2⁄
. 
   (8) 
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The number of the stochastic matrix columns k is the number of linearly independent auxiliary 
basis functions. Each k-element row of the stochastic matrix is called a stochastic orbital (i.e., ?̃? 
is the number of stochastic orbitals). Statistically, the stochastic matrix is expected to be an 
approximately orthonormal matrix; i.e., the product of the stochastic matrix with its transpose 
approximates the identity matrix:21  
   (9) 
By inserting this approximation into the RI product (Eq. (7)), and combining the matrix B with 
the stochastic matrix  gives 
   (10) 
The computational cost and the accuracy of the stochastic RI approximation can be controlled 
by the compression factor 𝑘 ?̃?⁄ , which can be tuned by varying the number of stochastic orbitals. 
While the stochastic RI approximation introduces a low absolute error per electron for large 
molecules,21 its non-deterministic nature cannot even qualitatively reproduce relative properties 
(e.g., the potential energy surface (PES), binding energy), as the error tends to accumulate 
instead of cancelling out. One non-deterministic component of the stochastic RI approximation 
is due to the random elements of the stochastic matrix. A second non-deterministic factor is 
identical to the natural auxiliary function approach described in the following paragraphs.  
In the natural auxiliary function (NAF) method,22 an orthonormal matrix is generated by 
diagonalizing the product of the matrix B in Eq. (7) with its transpose as shown in Eq. (11). This 
can be done because the product of any matrix (B in this context) with its transpose is symmetric. 
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Diagonalizing the symmetric product 𝐵𝐵† (or 𝐵†𝐵) introduces the left (or right) singular vector 
matrix and the square of the singular value matrix (of the matrix B, in this case). In the NAF 
approach, the matrix product 𝐵†𝐵 is diagonalized (Eq. (11)) to form the orthonormal (Eq. (12)) 
right singular matrix L of the matrix B.  
 
 
B
k´N 2
† B
N 2´k
= L
k´k
† L
k´k
L
k´k
  (11) 
 
 
L
k´k
† L
k´k
= I
k´k
  (12) 
The matrix L is then row-truncated 𝐿𝑘×𝑘 → 𝐿?̃?×𝑘 to form an approximate orthonormal matrix 
as shown in Eq. (13). Inserting Eq. (13) into the RI product (Eq. (7)) introduces the final form of 
the NAF approximation (Eq. (14)).22 
   (13) 
   (14) 
Examining the set of Eqs. (11)-(14), the NAF approach might appear to be a deterministic 
procedure. The row-truncated right singular matrix L in Eq. (13) was interpreted as a 
transformation matrix of the conventional auxiliary basis to a natural auxiliary basis (NAF). 
However, in terms of the RFA, the compression of the matrix B using the truncated orthonormal 
matrix L; i.e., 𝐵𝑁2×𝑘 → (𝐵𝐿
†)𝑁2×?̃?, has arbitrarily removed a set of (𝑘 − ?̃?) vectors from the 
matrix B with no knowledge of their weights. This implies that the NAF method is non-
deterministic, which can destroy the correlation between the compression factor 𝑘 ?̃?⁄   and the 
accuracy of the approximation (Eq. (14)).  
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The crucial step in the stochastic and the NAF RI approximations is to generate an 
approximate orthonormal matrix Γ𝑘×?̃? with ?̃? ≤ 𝑘. This can also be done by simply generating a 
random set of ?̃? vectors, which are then orthonormalized using a Gram-Schmidt routine.23 This 
set of orthonormal vectors can be used to form a matrix that is equivalent to the stochastic matrix 
(in the stochastic RI approximation) or the truncated right singular vector matrix (in the NAF 
approximation). In comparison with the NAF approach, this procedure avoids forming and 
diagonalizing the product †B B  (Eq. (11)). However, it is also a non-deterministic approach.  
In the present paper, by using the SVD approximation (Eq. (6)), a proper RFA will be applied 
on top of the RI approximation to introduce a compression factor that can truly control the 
accuracy (and the computational cost) of the 4-2ERI evaluation. The numerical behavior of the 
new approach, called the SVD RI approximation, along with the double sampling stochastic RI 
approximation21 and NAF method22 will be examined by applying these methods to the closed-
shell second-order Moller-Plesset perturbation theory (MP2) for water clusters, the T-shaped 
benzene dimer, and the S22 non-covalent complex test set.24 The scaling of the SVD RI 
approximation with fully optimized implementation and parallelization will be presented in a 
later paper. 
2.2 SVD-RI approximation 
Using the Coulomb metric (also called the V-type) RI approximation,3 the 4-2ERI shown in Eq. 
(1) can be approximated by the product of 3-2ERIs and 2-2ERIs: 
   (15) 
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Here, X is the number of auxiliary basis functions. The 3-index integrals are the ERIs of two 
AO basis functions  or  and one auxiliary basis function {𝛼𝑃}, while the 2-index integrals 
are the ERIs of two auxiliary basis functions: 
 ( ) ( ) ( ) ( )* 11 2 1 1 12 2| PP drdr r r r r    
−=    (16) 
 ( ) ( )* 11 2 1 12 2PQ P QV drdr r r r 
−=    (17) 
For the AO and auxiliary bases containing N and X functions, respectively, the 4-2ERIs, 3-2ERIs 
and 2-2ERIs can be put into the matrices 𝐺𝑁2×𝑁2, 𝐾𝑁2×𝑋 and 𝑉𝑋×𝑋, respectively. Eq. (15) can 
subsequently be rewritten in matrix form as follows 
   (18) 
The inverse of the matrix V can be decomposed into the product of a matrix W  and its 
transpose † using the LU decomposition (e.g., the eigenvalue or the Cholesky decomposition 
method) 
 
1 †
X X X k k XV
−
  =     (19) 
In Eq. (19), k is the rank of the inverse of the matrix V, which is also the number of linearly 
independent auxiliary basis functions. Combining the V-decomposed matrix 𝑋×𝑘 with the 
matrix of 3-2ERIs 𝐾𝑁2×𝑋 yields the fundamental matrix B of the RI approximation 
 2 2 X kN k N XB K  =    (20) 
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Using the matrix B and its transpose, the previously approximated 4-2ERI in Eq. (7) is 
reproduced: 
   (21) 
The matrix B (or equivalently, its transpose) can be factored using the SVD: 
 
 
B
N 2´k
= U
N 2´k /
S
k / ´k /
L
k / ´k
†   (22) 
In Eq. (22), 𝑘′ is the rank of the matrix B, which is the number of non-zero singular values. The 
two matrices U and L  are the orthonormal left and right singular vector matrices  
 / 2 2 / / / / /
† †
k N N k k k k k k k
U U L L I
    
= =   (23) 
The RFA is applied to the factorization in Eq. (22) by introducing a singular value threshold 
𝜃𝑆𝑉𝐷  that leads to the truncation of columns and/or rows of the singular value and singular vector 
matrices as follows 
   (24) 
   (25) 
   (26) 
In Eqs. (24)-(26), ?̃?(≤ 𝑘/) is the truncated dimension of the matrices S, U and L obtained by 
applying the threshold 𝜃𝑆𝑉𝐷  to the singular value matrix. The SVD approximation of the matrix B 
is given by: 
   (27) 
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Similarly, the SVD approximation of the transpose of the matrix B is: 
   (28) 
Plugging Eqs. (27) and (28) into Eq. (21), the approximate 4-2ERI matrix becomes 
   (29) 
Since the right singular matrix 𝐿  is an orthonormal matrix, its column-truncated matrix 𝐿𝑘×?̃? 
is also an exact orthonormal matrix; that is: 
   (30) 
Absorbing the singular values into the truncated left singular vector matrix U  yields the 
fundamental matrix ?̃? of the SVD RI approximation: 
   (31) 
Using the matrix ?̃? and Eq. (30), Eq. (29) becomes 
   (32) 
The matrix ?̃? can also be transformed into the MO basis, which is used to form the 4-2ERIs in 
the MO basis if needed. The accuracy (and computational cost) of the SVD RI approximation (Eq. 
(32)) compared with the conventional RI approximation (Eq. (21)) is determined by the SVD 
threshold 𝜃𝑆𝑉𝐷, or equivalently by the compression factor 𝑘 ?̃?⁄ , in which k is the number of 
linearly independent auxiliary basis functions, and ?̃? is the SVD truncated dimension (cf. Eqs. (24)
-(26)). In the next sections, the characteristics of the SVD RI approximation along with the 
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stochastic RI and the NAF approximations are numerically examined using either the full closed 
shell MP2 method or the conventional RI-MP2 method as a reference. 
2.3 SVD RI-MP2 correlation energy 
To facilitate the comparison, the SVD, NAF, stochastic, and the conventional RI 
approximations are briefly summarized. First, the 4-2ERI is approximated by the conventional RI 
approximation as follows (see Eqs. (15)-(21)) 
   (33) 
In Eq. (33), k is the number of linearly independent auxiliary basis functions. In terms of the 
SVD, NAF and stochastic RI approximations, the 4-2ERI matrix is approximated by a similar 
canonical formula: 
   (34) 
In Eq. (34), W stands for the SVD, NAF or STO RI approximation. Depending on the 
approximation W, ?̃? can be the number of stochastic orbitals (for the STO RI approximation, Eq. 
(8)), the number of rows of the row-truncated right singular vector matrix (NAF RI approximation, 
Eq. (13)), or the number of columns in the column-truncated left singular vector matrix (SVD RI 
approximation, Eq. (25)). The ratio 𝑘 ?̃?⁄  is the compression factor. For the STO approximation, 
the fundamental matrix ?̃?𝑁2×?̃?
𝑆𝑇𝑂  is given by  
   (35) 
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The stochastic matrix ?̃?×𝑘 is defined in Eq. (8). For the NAF, the matrix ?̃?𝑁2×?̃?
𝑁𝐴𝐹   is defined 
through the row-truncated right singular vector matrix of the matrix B (see Eqs. (11)-(14)): 
   (36) 
For the SVD approximation, the matrix ?̃?𝑁2×?̃?
𝑆𝑉𝐷  is defined through the column-truncated left 
singular vector and singular value matrices of the matrix B (see Eqs. (22)-(32)): 
   (37) 
The MP2 dynamic correlation energy (𝐸(2)) obtained by correlating the electrons in the 
active occupied MOs (act) using the virtual MOs (virt) is formulated as follows: 
 
( ) ( )2 2
act virt
ij ij ij
ab ab ba
ij ab
E Q A A= −   (38) 
 ( )|
N N N N
ij
ab i a j bQ C C C C   
   
 =       (39) 
 
ij
ij ab
ab
i j a b
Q
A
   
=
+ − −
  (40) 
𝑄𝑎𝑏
𝑖𝑗
 is the 4-2ERI matrix in the MO basis; 𝐶𝜇𝑖 is the MO coefficients; 𝑝 is the energy of the p
th 
MO. The indices i, j and a, b stand for active occupied and virtual MOs, respectively. 
A pilot three-step implementation of the RI-MP2, SVD RI-MP2, double sampling STO RI-MP2 
and NAF RI-MP2 approximations is shown in SCHEME 1. In Step 1, the matrix of 2-2ERIs (𝑉𝑋×𝑋) is 
formed, inverted and decomposed into the matrix 𝑋×𝑘 (1.1-1.3). The 3-2ERIs are calculated and 
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stored in the matrix 𝐾𝑁2×𝑋, which is then combined with 𝑋×𝑘 to form the matrix 𝐵𝑁2×𝑘 (1.4-
1.5). 
In Step 2, the SVD approximation is applied to the matrix B (e.g., by using the DGESVD routine 
in the Intel MKL library (2.1)). For the SVD RI approximation, only the truncated left singular 
vectors are requested in the output and overwritten to the available matrix B, which is then 
scaled by the singular values to form ?̃?𝑆𝑉𝐷 (2.2). For the NAF approximation, only the truncated 
right singular vectors are determined, and combined with the matrix B to form ?̃?𝑁𝐴𝐹  (2.3). For 
the STO RI approximation, the stochastic matrix is generated using a random number generator 
and combined with the matrix B to form ?̃?𝑆𝑇𝑂 (2.4). The matrix B is then transformed into the 
MO basis (i.e., the active occupied – virtual block) using the MO coefficient matrix C via (2.5) 
and/or (2.6). 
In Step 3, for each pair of active occupied MOs, the matrix B (for the regular RI approximation 
(3.1)) or ?̃?𝑊 (for the SVD, NAF, and STO RI approximations (3.2)) is used to form the 4-2ERI in the 
MO basis (e.g., 𝑄𝑉𝑉
𝑖𝑗
 in Eq. (39)), followed by the formation of 𝐴𝑉𝑉
𝑖𝑗
  (3.3) and the MP2 correlation 
energy (3.4). Note that for the STO RI-MP2 approach, two random sets of the matrix ?̃?𝑆𝑇𝑂 are 
formed. The first ?̃?𝑆𝑇𝑂 is used to form 𝑄𝑎𝑏
𝑖𝑗
, the second for 𝐴𝑎𝑏
𝑖𝑗
 as shown in Eq. (38).  
The SVD approximation was briefly mentioned by Kallay22 who expressed regarding memory 
requirements. While memory concerns are not the main focus of the present work, the memory 
issue can be addressed based on the following factors: i) the computer memory has been 
significantly improved during the last decade; ii) in parallel computing, it is not necessary to hold 
a matrix in one compute node, rather it can be split and distributed to many nodes; and iii) the 
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recent popular hybrid distributed/shared memory (e.g., MPI/OpenMP) parallel model has 
significantly reduced the replicated process memory while supporting very large on-node shared 
memory data structures. By using the MPI/OpenMP model in the newly developed RI-MP2 
gradient implementation, one could indeed load the entire or a large part of matrix B (see Eq. 21) 
into the process memory for a reasonably large system of 200 atoms on what are now commonly 
used chips (e.g., Haswell, KNL). The source code of the implementation can be found in the 
recently released version of GAMESS.25 
SCHEME 2.1 SVD RI MP2 correlation energy implementation 
Step 1. Form B for the RI approximation 
1.1 𝑉𝑋×𝑋 ← (𝑃|𝑄) 
1.2 𝑉𝑋×𝑋
−1 ← 𝑉𝑋×𝑋 
1.3 𝑉𝑋×𝑋
−1 = 𝑋×𝑘𝑘×𝑋
†  
1.4 𝐾𝑁2×𝑋 ← (𝜇𝜈|𝑃) 
1.5 𝐵𝑁2×𝑘 ← 𝐾𝑁2×𝑋𝑋×𝑘 
Step 2. Form ?̃?𝑾 for the SVD, NAF, STO RI approximations 
2.1  𝐵𝑁2×𝑘 = 𝑈𝑁2×𝑘/𝑆𝑘/×𝑘/𝐿𝑘/×𝑘
†  
2.2 (SVD) ?̃?𝑁2×?̃?
𝑆𝑉𝐷 = 𝑈𝑁2×?̃?𝑆?̃?×?̃? 
2.3 (NAF) ?̃?𝑁2×?̃?
𝑁𝐴𝐹 = 𝐵𝑁2×𝑘𝐿𝑘×?̃? 
2.4 (STO) Form ?̃?×𝑘  and ?̃?𝑁2×?̃?
𝑆𝑇𝑂 = 𝐵𝑁2×𝑘𝑘×?̃?
†
  
2.5 𝐵𝑉𝐴×𝑘 ← 𝐶𝑉×𝑁
† 𝐵𝑁2×𝑘𝐶𝑁×𝐴 
2.6 𝐵𝑉𝐴×?̃?
𝑊 ← 𝐶𝑉×𝑁
† 𝐵𝑁2×?̃?
𝑊 𝐶𝑁×𝐴 
Step 3. Evaluate MP2 correlation energy 
For i,j in the active occupied MOs { 
3.1 (RI) 𝑄𝑉𝑉
𝑖𝑗
= 𝐵𝑖𝑉×?̃?𝐵?̃?×𝑉𝑗
†    
3.2 (SVD, NAF, STO) 𝑄𝑉𝑉
𝑖𝑗
= ?̃?𝑖𝑉×?̃?
𝑊 ?̃?
?̃?×𝑉𝑗
𝑊,†  
3.3 𝐴𝑎𝑏
𝑖𝑗
= 𝑄𝑎𝑏
𝑖𝑗
( 𝑖 + 𝑗 − 𝑎 − 𝑏)⁄  
3.4 𝐸(2) ← 𝑄𝑉𝑉
𝑖𝑗
(2𝐴𝑉𝑉
𝑖𝑗
− 𝐴𝑉𝑉
𝑖𝑗,†
)} 
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2.4 Results and discussion 
2.4.1 Correlation Energy.  
The correlation energy predicted by the SVD RI-MP2 method is compared with the 
conventional RI-MP2 and/or full MP2 correlation energy of water clusters that contain 10-35 
molecules. The cc-pVDZ26 and cc-pVDZ-RI27,28 basis sets, denoted cc-pVDZ//cc-pVDZ-RI, are used 
for the AO and the auxiliary bases, respectively. The water cluster geometries were randomly 
generated and were then optimized using the HF/3-21G* level of theory.29 Since the RI-MP2/cc-
pVDZ//cc-pVDZ-RI and the full MP2/cc-pVDZ results are almost identical (e.g., the average 
correlation energy difference is about 0.168 ± 0.085 kcal/mol), in the following, the SVD RI-MP2 
correlation energy will only be discussed in terms of the RI-MP2 reference.  The SVD RI-MP2 
correlation energy error (∆𝐸𝑅𝐼
𝑆𝑉𝐷) is defined as the absolute difference between the correlation 
energy of water clusters calculated by the SVD RI-MP2 method (𝐸𝑆𝑉𝐷
(2) ) and the correlation energy 
calculated using the standard RI-MP2/cc-pVDZ//cc-pVDZ-RI method (𝐸𝑅𝐼
(2)). 
  ( )
( ) ( )2 2SVD
RI SVD RIE kcal mol E E = −   (41) 
As shown in FIGURE 2.2, the absolute error varies monotonically with respect to the SVD 
threshold 𝜃𝑆𝑉𝐷   or with the the compression factor 𝑘 ?̃?⁄ ; i.e., the error increases when the SVD 
threshold or the compression factor increases. As the SVD threshold approaches zero or the 
compression factor approaches unity, the absolute error approaches zero as expected.  
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(a) 
 
(b) 
 
FIGURE 2.2 The variation of the absolute error in the correlation energy for water clusters with 
respect to the SVD threshold (a) and the compression factor (b). 
The stepwise shape of FIGURE 2.2a vs. the smooth variation in FIGURE 2.2b occurs because 
the SVD threshold and the compression factor affect the SVD dimension slightly differently. On 
the one hand, any change in the compression factor 𝑘 ?̃?⁄   modifies the dimensions of the SVD 
matrices (Eqs. (24)-(26)). On the other hand, it might require several incremental steps (e.g., of 
0.005 in water cluster calculations) of the SVD threshold 𝜃𝑆𝑉𝐷  to hop from one singular value to 
another to actually truncate the set of SVD matrices.  
It can also be seen from FIGURE 2.2a-b that the absolute error is size dependent; i.e., the 
error increases as the size of the water cluster increases. However, the change in the absolute 
error per correlated electron has the same trend and range for all water clusters as shown in 
FIGURE 2.3. The stochastic RI-MP2 correlation energy error per electron is also plotted in FIGURE 
2.3 for comparison. For a low compression factor 𝑘 ?̃?⁄   (e.g., below 4.0), the SVD RI-MP2 approach 
yields a lower error/electron than does the stochastic RI-MP2 approach, while the stochastic RI-
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MP2 error/electron is statistically smaller for large compression factor (e.g., above 4.0). This is 
consistent with the observation by Takeshita et al.21 that the stochastic RI-MP2 error does not 
change much as a function of the number of stochastic orbitals.  
 
FIGURE 2.3 The variation in the absolute error/electron in the correlation energy for water 
clusters calculated by the SVD and STO RI-MP2 methods. For clarity, for the STO RI-MP2 
calculations, only three water clusters with the number of molecules n=10, 15, 20 were plotted.  
While the SVD RI-MP2 correlation energy error of water clusters increases and surpasses the 
error of the stochastic RI approximation as the compression factor increases (FIGURE 2.3), the 
SVD RI-MP2 error variation is monotonic and deterministic, in contrast to the stochastic 
approach. This is an indication that the SVD RI-MP2 method causes a systematic error, which 
could cancel out for the prediction of relative properties.  
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2.4.2 Potential energy surfaces.  
An important relative property in chemistry is the potential energy surface (PES), which 
determines the equilibrium geometry and most dynamic properties of molecular systems. In this 
section, a part of the T-shape benzene dimer30 PES obtained by varying the distance between the 
centers of two benzene monomers from 1.995–4.395 Å with an incremental step of 0.1 Å are 
numerically calculated by the SVD RI-MP2 method with low (e.g. 4.0) and high (e.g., 8.0) 
compression factors. The NAF and stochastic RI-MP2 methods are also used for comparison. The 
calculated results are validated against the conventional RI-MP2 PES. All calculations were done 
using the cc-pVDZ//cc-pVDZ-RI basis set. 
To place the calculated results on the same scale, for each method, the energy of the T-
shaped benzene dimer at the smallest distance of 1.995 Å is used as the reference to define the 
relative energy Δ𝐸𝑊
𝑓
, in which W can be SVD, NAF or the STO RI-MP2 method and f  is the 
compression factor of 4.0 or 8.0. For instance, the relative energy of the benzene dimer at 
distance 
id  calculated by the SVD RI-MP2 with the compression factor 4.0 is defined as 
 4.0 4.0 4.0
1.995i iSVD d d SVD d d SVD d
E E E= = = = − Å   (42) 
The relative energy for the conventional RI-MP2 calculations Δ𝐸𝑅𝐼 can also be defined in the 
same way. Plots of the SVD, NAF, STO RI-MP2 and the conventional RI-MP2 relative energies for 
the T-shaped benzene dimer distance are shown in FIGURE 2.4a-b. The conventional RI-MP2 PES 
is almost exactly reproduced by the SVD RI-MP2 method for both compression factors of 4.0 and 
8.0, whereas the stochastic and the NAF RI-MP2 methods show very little explicit correlation with 
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the reference RI-MP2 PES. Although the NAF RI-MP2 PES does not fluctuate as vigorously as the 
STO RI-MP2 PES, its shape does reflect the non-deterministic nature as discussed earlier. 
(a) 
 
(b) 
 
FIGURE 2.4 Part of the potential energy surface of the T-shape benzene dimer calculated by the 
SVD RI-MP2, NAF RI-MP2, STO RI-MP2 and conventional RI-MP2 methods with compression 
factors of (a) 4.0 and (b) 8.0.  
The correlation between the approximate PESs and the conventional RI-MP2 PES can be 
assessed using the least squares regression method.31 In the least squares regression method, 
the relation between two data sets is represented by a least squares regression equation (also 
called a least squares fitting equation) that is obtained by minimizing the squares of the offset of 
data points from the fitting equation. A popular relation between data sets is the linear 
regression. An index is also introduced to quantitatively assess the correlation between two data 
sets, called the (linear) cross-correlation coefficient.32 The cross-correlation coefficient 2R  can 
vary from 0.0 for no correlation between data sets to 1.0 for perfectly correlated data sets. 
Perfectly correlated data sets means that if one data set is known, the other data set can be 
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calculated from the least squares regression equation.31 The (linear) cross-correlation coefficient 
between the SVD, NAF and STO RI-MP2 PESs with the conventional RI-MP2 PES can be formulated 
as follows: 
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  (43) 
In Eq. (43) ∆𝐸̅̅ ̅̅ 𝑊
𝑓
 is the mean of the relative energy ∆𝐸𝑊
𝑓
  (c.f. Eq. (42)) calculated by the method 
W (SVD, NAF or STO RI-MP2); ∆𝐸̅̅ ̅̅ 𝑅𝐼 is the mean of the relative energy ∆𝐸𝑅𝐼 calculated by the 
conventional RI-MP2 method. 
(a) 
 
(b) 
 
FIGURE 2.5 Linear correlation between the SVD, NAF and stochastic RI-MP2 methods compared 
to the conventional RI-MP2 PES with compression factors of 4.0 (a) and 8.0 (b). 
To predict the relation between the SVD, NAF and STO RI-MP2 PESs with the reference RI-
MP2 PES, the relative energy ∆𝐸𝑊
𝑓
 (cf. Eq. (42)) is plotted in FIGURE 2.5 against the conventional 
RI-MP2 relative energy ∆𝐸𝑅𝐼. It can be seen that the SVD RI-MP2 data points (blue dots) coincide 
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with the blue lines that represented the linear regression Eqs. (44) and (45). The corresponding 
cross-correlation coefficients 𝑅2 are ~1.0, implying a strong correlation between the SVD RI-MP2 
and conventional RI-MP2 methods: 
 
4.0 21.0181 0.0005; 1.0000SVD RIE E R =  − =   (44) 
 
8.0 21.0124 0.0003; 0.9999SVD RIE E R =  + =   (45) 
On the other hand, the NAF (grey dots) and stochastic (orange dots) RI-MP2 data points are 
scattered throughout the variable space with no apparent explicit correlation. An effort to fit 
these data points to the linear regression equations (46)-(49), represented by the grey and 
orange dotted lines in FIGURE 2.5a-b, results in very small cross-correlation coefficients. For 
instance, the largest cross-correlation coefficient for the NAF RI-MP2 method with a compression 
factor of 4.0 is only ~0.6. The other 𝑅2 values for NAF RI-MP2 and STO RI-MP2 are much smaller. 
The cross correlation coefficients also show that the NAF method performs better than the STO 
RI approximation. 
 
4.0 20.3445 0.0048; 0.6069NAF RIE E R =  + =   (46) 
 
8.0 20.1804 0.0068; 0.457NAF RIE E R =  + =   (47) 
 
4.0 20.5423 0.0079; 0.2152STO RIE E R =  + =   (48) 
 
8.0 21.1509 0.0281; 0.2744STO RIE E R =  + =   (49) 
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2.4.3 Binding energies.  
Now, consider the binding energies of non-covalent complexes. A database of 22 non-
covalent complexes called the S22 test set24 has been established to validate electronic structure 
methods. In this section, the SVD, NAF and STO RI-MP2 methods are used to calculate the binding 
energies of the S22 non-covalent complexes with the compression factor 𝑘 ?̃?⁄   varying from a 
moderate to large value (i.e., 5.0-20.0). The calculated results are validated against the 
conventional RI-MP2 and/or full MP2 methods. All calculations were done using the cc-pVTZ/cc-
pVTZ-RI basis set. 
Since the conventional RI-MP2 and full MP2 results are almost identical (e.g., the average 
binding energy difference is about 0.029 ± 0.091 kcal/mol), the conventional RI-MP2 results are 
used as the reference in the following discussion. The binding energy along with the average 
error relative to the RI-MP2 values (∆𝐸̅̅ ̅̅ 𝑊, see Eq. (50)), and the error radius (, see Eq. (51)) are 
shown in TABLE 1. The average error of the method W (SVD, NAF or STO RI-MP2) is defined as 
the average of the absolute difference between the binding energy calculated by the method W 
and that of the RI-MP2 reference.  
 
 
DE
W
=
1
22
E
i
W - E
i
RI
i=1
22
å   (50) 
Here, 𝐸𝑖
𝑊 and 𝐸𝑖
𝑅𝐼 are the binding energy of the ith complex calculated by the method W and 
by the reference RI-MP2 method, respectively. The error radius of the binding energy, which is 
also the standard deviation, can be formulated as 
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2
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22
å   (51) 
TABLE 1 shows that both the average error and the error radius of the SVD RI-MP2 method 
are ~1.0 kcal/mol; those of the NAF and STO RI-MP2 methods are about 10-100 kcal/mol. 
Specifically, for the SVD RI-MP2 method, the average absolute error is below 1.0 kcal/mol for 
compression factors up to 15.0; when the compression factor goes up to 20.0, the average error 
remains below 1.5 kcal/mol. Both the NAF and STO RI-MP2 methods fail to estimate the binding 
energies of the S22 test set even qualitatively correctly. 
While the binding energy is well reproduced by the SVD approximation for a wide range of 
compression factors, as demonstrated for water clusters, the absolute SVD energy error (e.g., of 
the bound state complex) compared to the regular RI reference can be large. For instance, the 
absolute SVD energy error is about 25.9-144.7 kcal/mol for compression factors varying from 1.0-
20.0. The corresponding STO absolute energy error is about 209.9-1000.4 kcal/mol. Therefore, it 
is likely that the STO approximation introduces relatively poor binding energies compared with 
the SVD approximation as shown in TABLE 1. Interestingly, in some cases, the SVD absolute 
energy error can be much larger than that of the STO approximation, but the SVD binding energy 
error remains very small compared with STO approximation. For instance, for water dimer, the 
SVD and STO energy error [compared with the regular RI reference] are 12.3 and 1.6 kcal/mol, 
respectively; the SVD and STO binding energy errors [see row 15th in TABLE 1] are 0.1 and 37.9 
kcal/mol, respectively. These results reflect the precision characteristics of the SVD 
approximation, which will be further discussed in the next section. 
TABLE 2.1 Binding energies (kcal/mol) of the S22 test set calculated by the SVD RI-MP2, NAF RI-MP2, STO RI MP2 and RI-MP2 methods using the cc-
pVTZ//cc-pVTZ-RI basis set.  
Method SVD RI-MP2 NAF RI-MP2 Stochastic RI-MP2 RI-MP2 
𝑘 ?̃?⁄  5.0 10.0 15.0 20.0 5.0 10.0 15.0 20.0 5.0 10.0 15.0 20.0 
Uracil dimer h-bonded -20.0 -20.0 -20.0 -25.7 -8.2 -19.3 -8.2 -8.2 252.3 264.5 989.4 -43.8 -20.1 
Formic acid dimer -18.9 -21.9 -17.7 -20.0 -25.6 -9.5 -25.6 -25.6 258.1 138.0 511.3 -3.0 -18.9 
2-pyridoxine 2-aminopyridine -17.7 -17.5 -18.1 -18.1 -20.3 -16.8 -20.3 -20.3 417.2 -67.8 -431.0 -57.5 -17.2 
Adenine thymine Watson-Crick -17.3 -17.2 -17.8 -18.5 -7.4 -5.6 -7.4 -7.4 20.7 29.1 735.1 818.8 -16.9 
Formamide dimer -15.7 -15.6 -16.7 -15.7 -0.2 -10.2 -0.2 -0.2 -386.3 25.3 153.1 14.5 -15.6 
Adenine thymine complex stack -15.7 -15.3 -16.3 -16.5 -4.7 -3.9 -4.7 -4.7 60.3 -123.8 -929.1 -113.7 -15.3 
Uracil dimer stack -10.6 -9.9 -10.5 -13.3 1.5 -0.5 1.5 1.5 270.2 100.9 -171.6 378.2 -10.2 
Indole benzene complex stack -7.9 -7.9 -9.2 -8.7 -2.7 3.1 -2.7 -2.7 -966.0 147.0 50.5 -53.1 -7.8 
Phenol dimer -8.3 -8.2 -8.6 -8.6 -59.1 -35.1 -59.1 -59.1 -291.3 696.9 446.0 35.3 -8.1 
Indole benzene T-shape complex -6.7 -6.8 -7.2 -7.0 -5.1 -0.6 -5.1 -5.1 -142.0 -1372.7 -526.6 358.6 -6.6 
Pyrazine dimer -6.3 -6.5 -6.4 -9.4 3.0 -1.5 3.0 3.0 -47.2 25.2 -896.3 -347.3 -6.2 
Benzene HCN complex -4.5 -5.4 -4.8 -4.8 -17.0 -16.7 -17.0 -17.0 -68.1 -42.6 51.6 323.7 -4.4 
Water dimer -5.2 -5.4 -8.7 -6.5 -7.8 -0.9 -7.8 -7.8 -43.2 -74.3 38.9 18.4 -5.3 
Benzene dimer parallel displaced -4.6 -4.8 -5.4 -5.5 -8.0 2.2 -8.0 -8.0 580.3 -41.1 -88.3 285.4 -4.6 
Benzene dimer T-shaped -3.5 -3.7 -3.8 -4.2 19.0 3.1 19.0 19.0 -30.0 681.7 -144.6 -31.7 -3.5 
Benzene water complex -3.7 -3.6 -3.7 -3.9 4.0 4.0 4.0 4.0 515.1 54.4 -8.5 -110.2 -3.7 
Ammonia dimer -3.4 -3.4 -4.6 -3.6 -6.0 5.3 -6.0 -6.0 -5.3 69.0 109.6 -100.9 -3.4 
Benzene ammonia complex -2.4 -2.5 -2.6 -2.9 10.1 2.2 10.1 10.1 382.9 117.4 -26.1 -19.3 -2.4 
Benzene - Methane complex -1.7 -1.8 -1.8 -1.9 -36.3 -19.8 -36.3 -36.3 67.0 -375.2 -313.8 -24.6 -1.7 
Ethene ethyne complex -1.4 -1.6 -1.4 -1.4 1.8 -3.3 1.8 1.8 -44.0 126.0 76.1 -9.2 -1.5 
Ethene dimer -1.4 -1.4 -1.1 -1.2 -18.9 -14.6 -18.9 -18.9 19.0 127.1 -32.9 -0.6 -1.4 
Methane dimer -0.5 -0.3 -0.3 -2.4 6.9 2.6 6.9 6.9 -161.8 34.9 20.4 15.1 -0.4 
∆𝑬̅̅ ̅̅ 𝑾 0.12 0.29 0.67 1.14 11.91 8.38 11.91 11.91 230.82 218.2 308.2 143.90  
𝝈𝑾 0.14 0.62 0.73 1.29 11.35 5.88 11.35 11.35 234.33 312.66 320.46 143.88  
5
2 
53 
 
2.4.4 SVD accuracy and precision.  
While the SVD RI approximation applied to the MP2 method yields increasingly large errors 
for absolute properties (e.g., the correlation energy) when increasing the compression factor, its 
relative properties (e.g., PES and binding energy) retain reasonable accuracy. The origin of this 
behavior is very likely a systematic error cancellation due to the precision characteristics of the 
approximation.33 Using the S22 binding energy calculations, the accuracy and precision of the 
SVD, NAF and STO RI approximations can be directly examined using the Frobenius norm (F) and 
the relative Frobenius norm (F) of the 4-2ERI matrix defined as follows:  
 
	
DF = F
b
W - F
u
W   (52) 
For simplicity, the matrix (VA|VA) with V=virtual, A=active occupied MOs, which is the main 
ingredient for the MP2 correlation energy, is used. 𝐹𝑏
𝑊 is the Frobenius norm20 of the difference 
of the matrix (VA|VA) evaluated by the approximation W (i.e., SVD, NAF and STO RI) from that of 
the regular RI approximation for an S22 complex in its bound state. Similarly, 𝐹𝑢
𝑊 is the Frobenius 
norm of the same S22 complex in its unbound state. The Frobenius norm (e.g., 𝐹𝑏
𝑊) represents 
the absolute deviation [accuracy] of the approximation W, while the relative Frobenius F 
describes the precision of the approximation.  
FIGURE 2.6a shows that the SVD relative Frobenius norm for the H-bonded uracil dimer [the 
first complex in TABLE 1], for instance, remains small [e.g., 0-0.0028] when varying the 
compression factor from 1.0-20.0. This results in a relatively low SVD binding energy error as 
discussed in the previous section. Nevertheless, the small relative Frobenius norm alone does not 
guarantee the accuracy of the relative property [e.g., binding energy] as the error cancellation 
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becomes sensitive when the absolute error [Frobenius norm] gets large. For instance, the relative 
Frobenius norms for the H-bonded uracil dimer are the same for the compression factors of 5.0 
and 20.0, about 0.0025. However, the binding energy error of the latter is larger (5.6 vs. 0.1 
kcal/mol, see TABLE 1) due to the larger absolute error reflected through the Frobenius norm 
[FIGURE 2.6b]. 
a) 
 
b) 
 
FIGURE 2.6 Relative Frobenius norm (a) and Frobenius norm (b) of the (VA|VA) matrix from 
the H-bonded uracil dimer calculations using the SVD, NAF and STO approximation. 
2.4.5 Comment on computational efficiency 
Since the SVD RI-MP2 code has not yet been fully optimized and parallelized, this section only 
briefly comments on the computational cost of the SVD RI-MP2 method relative to the standard 
RI-MP2 method34 that has been implemented and optimized in GAMESS.35 The RI-MP2 wall time 
for some S22 dimer calculations are recorded in TABLE 2. The calculations were done using a 
single core of a 96-cpu Intel(R) Xeon(R) Platinum 8160 CPU @2.10GHz chip. The Intel Fortran 
compiler and the MKL library were used for compiling and linking with the linear algebra library. 
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In TABLE 2, the SVD RI-MP2 wall time has been split into two parts. The first component is the 
time to execute the SVD denoted DGESVD. The other component includes time for the 2- and 3-
2ERI evaluation and the AO to MO transformation, forming the 4-2ERI and MP2 amplitudes, and 
the MP2 correlation energy calculation. This part is denoted CORR.  
The SVD RI-MP2 speedup Δ𝑡𝑅𝐼
𝑆𝑉𝐷  (columns 4, 8 and 12 in TABLE 2) is defined as the ratio of the 
wall time of the standard RI-MP2 (𝑡𝑅𝐼)
 
to the wall time of the SVD RI-MP2 calculation (𝑡𝑆𝑉𝐷). 
 
RI
SVD
RI SVD
t
t
t
 =   (53) 
These times measure only the correlation energy (RI-MP2) part of the calculations. 
 The absolute binding energy errors Δ𝐸𝑅𝐼
𝑆𝑉𝐷 = |𝐸𝑏
𝑆𝑉𝐷 − 𝐸𝑏
𝑅𝐼| (columns 5, 10 and 15), are also 
given in TABLE 2.  
Compared with the conventional RI-MP2 method, the SVD RI-MP2 method introduces a 
DGESVD overhead, while the computational saving is gained in the CORR part. In total, the SVD 
RI-MP2 is about 1.6 − 2.7 times faster than the conventional RI-MP2. The loss of binding energy 
accuracy is ~0.1 − 1.6 kcal/mol. For instance, for the adenine-thymine Watson-Crick complex, 
with compression factor 𝑘 ?̃?⁄ = 5.0, the speedup Δ𝑡𝑅𝐼
𝑆𝑉𝐷  is 1.6 and the binding energy error is 0.4 
kcal/mol. For the adenine-thymine -stacked complex, with a large compression factor of 20.0, 
the speedup is 2.7 with a binding energy error below 1.0 kcal/mol. 
Since the DGESVD is fixed for a given molecular system, more computational savings will be 
obtained when applying the SVD RI approximation to higher level ab initio methods (e.g., MP2 
gradient, coupled cluster methods, larger basis sets). TABLE 2 also shows that future code 
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optimization can be focused on two parts: (1) optimization of the SVD routine and (2) 
optimization of the CORR part. In the CORR part, the compression of the fundamental RI matrix 
combined with a shared memory model, such as OpenMP,36 can, for instance, enhance the on-
node memory usage. Further code optimization will be addressed in a later work.  
TABLE 2.2 Timing for the SVD RI-MP2 and standard RI-MP2 calculations for three S22 dimers. 
DGESVD is the SVD routine overhead, which is 0.0 (s) for standard RI-MP2 calculations. CORR 
includes the times for the 2- and 3-2ERI integral evaluations and the AO to MO 4-label 
transformation, forming 4-2ERI, MP2 amplitude and correlation energy evaluation. Δ𝑡𝑅𝐼
𝑆𝑉𝐷  is the 
ratio of the SVD RI-MP2 wall time relative to the conventional RI-MP2. Δ𝐸𝑅𝐼
𝑆𝑉𝐷 is the absolute 
difference in the SVD RI-MP2 binding energy relative to the conventional RI-MP2 method. 
 Adenine thymine Watson-Crick complex Adenine thymine complex stack Indole benzene complex stack 
𝒌 ?̃?⁄  DGESVD CORR Δ𝑡𝑅𝐼
𝑆𝑉𝐷 Δ𝐸𝑅𝐼
𝑆𝑉𝐷 DGESVD CORR Δ𝑡𝑅𝐼
𝑆𝑉𝐷 Δ𝐸𝑅𝐼
𝑆𝑉𝐷 DGESVD CORR Δ𝑡𝑅𝐼
𝑆𝑉𝐷 Δ𝐸𝑅𝐼
𝑆𝑉𝐷 
5.0 14.3 19.4 1.6 0.4 7.8 7.7 1.9 0.1 14.1 19.7 1.6 0.4 
10.0 14.4 10.9 2.1 0.3 7.9 4.2 2.5 0.1 14.3 11.0 2.2 0.0 
15.0 14.6 8.4 2.3 0.9 7.8 3.5 2.7 1.4 14.2 8.1 2.5 1.0 
20.0 15.0 8.1 2.3 1.6 7.8 3.4 2.7 0.9 14.9 8.2 2.4 1.2 
RI-MP2 0.0 52.6 1.0 0.0 0.0 30.1 1.0 0.0 0.0 55.2 1.0 0.0 
2.5. Concluding remarks 
A compression scheme for the matrix of 4‐2ERIs has been formulated by applying the SVD on 
top of the RI approximation. The accuracy (and computational cost) of the RI approximation can 
be controlled by varying the SVD singular value threshold or the compression factor. The 
application of the SVD RI approximation to the closed shell MP2 method shows that while errors 
in absolute energies (e.g., correlation energies of water clusters) can vary from small to large and 
are size dependent, the relative properties (e.g., the potential energy surface of the T‐shape 
benzene dimer, the binding energy of the S22 non‐covalent complexes) are accurately 
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reproduced. The accuracy of the SVD RI‐MP2 method is much better than that of either the NAF 
approach or the STO approach. As the SVD RI approximation maintains the symmetric form of 
the RI approximation, the approximation is, in principle, readily applicable to DFT and/or other 
ab initio methods (e.g., couple cluster) that are compatible with the RI approximation. 
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CHAPTER 3. A HYBRID DISTRIBUTED/SHARED MEMORY MODEL FOR THE RI-MP2 
METHOD IN THE FRAGMENT MOLECULAR ORBITAL FRAMEWORK 
 
A paper submitted for publication at a later date 
Buu Q. Pham and Mark S. Gordon 
 
Abstract 
The general distributed data interface (GDDI) that was developed for the fragment molecular 
orbital (FMO) method is combined with the shared memory OpenMP parallel middleware to 
support a threading multi-level parallelism.  First, GDDI partitions [logical] compute nodes into 
groups, which are statically or dynamically assigned to different fragments. A small number of 
processes are created on each compute node. Each process subsequently spawns multiple 
threads for the actual computation. The performance of the hybrid GDDI/OpenMP approach 
relative to the pure GDDI model was examined in terms of the FMO/RI-MP2 method; i.e., the 
second-order Moller-Plesset (MP2) correlation energy was evaluated using the resolution-of-the-
identity (RI) and the FMO approximations. The GDDI and OpenMP workload balances are handled 
by an arithmetic progression and a loop fusion, respectively. Other OpenMP properties, such as 
threadprivate or shared memory are combined with the low memory demand of the RI two-
electron integrals to enhance the performance. Benchmark calculations demonstrate that 
because the hybrid parallel model can make use of multiprocessor resources more efficiently 
than the regular distributed memory-based GDDI model, calculations for small to large water 
clusters containing 139-2165 molecules exhibit speedups of a factor of 10x. 
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3.1 Introduction  
The fragment molecular orbital (FMO) method1–5 has been established as a computationally 
efficient approach to treat macromolecular systems with fully ab initio levels of accuracy. As the 
dispersion interaction usually plays an important role in many systems (e.g., water clusters, 
mesoporous silica nanoparticles, proteins), the dynamic correlation effect is usually introduced 
to the FMO framework using the second-order Moller-Plesset perturbation (MP2) method. Both 
the FMO/MP2 energy6–9 and partially10 and fully11 analytic energy gradients are available. The 
FMO/MP2 method has also been combined with the-resolution-of-the-identity (RI) 
approximation12,13 to reduce the cost of the integral transformation and memory storage. A 
version of the FMO/RI-MP2 energy14 implemented in the GAMESS suite of programs15,16 and 
gradient17 in PAICS18 were reported to be much faster than the FMO/MP2 method with a small 
loss of correlation energy and gradient accuracy. 
As the FMO approach divides a molecule into fragments that can be treated essentially 
independently, it facilitates parallel implementation and reduces the (minimum) memory 
demand to that of the largest [monomer (FMO(1)), dimer (FMO(2)) or trimer (FMO(3))] fragment. 
In GAMESS, the MPI-based general distributed data interface (GDDI)19 was designed to speed up 
FMO calculations. GDDI can divide N compute processes into n groups, such that each group 
contains nprocs processes [nprocs can vary among the groups] that can independently process 
fragments [chunks of work]. The fragment calculations can be statically or dynamically 
distributed among these groups of processes.  
While the GDDI FMO implementation introduces linear scaling, its performance can be 
limited by the communication overhead of the distributed memory model. The recently popular 
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hybrid parallel model that combines the distributed model and the shared memory model (e.g., 
supported by an OpenMP API) can potentially speed up the calculations and reduce the memory 
footprint. In the GDDI/OpenMP model, a fragmentation calculation can be kicked off by a small 
number of processes (or ranks), split into a desired number of groups. Each rank then spawns a 
team of threads that perform the actual computation. The rank communication occurs through 
the expensive explicit message exchange [send/receive protocols], while the threads in a team 
can efficiently share data through the shared memory pool. Therefore, in most cases, to reduce 
the rank communication overhead, one rank is placed on a cpu socket, a numa (non-uniform 
memory access) node or the whole compute node depending on the computer architecture and 
code design. This rank then spawns a team of threads, which is usually equal to the number of 
physical or logical cores of the socket, numa node or compute node, respectively. Such a hybrid 
parallel model thereby introduces a benefit on clusters of large multicore compute nodes [e.g., 
Haswell, KNL], which is becoming the norm in most high-performance computing systems.  
In this paper, the FMO/RI-MP2 method is implemented in terms of the hybrid 
distributed/shared memory parallel model [GDDI/OpenMP]. Its performance is examined 
relative to the pure GDDI FMO/RI-MP2 implementation.14 
3.2 FMO/RI-MP2 energy 
The FMO1–5 and the FMO/RI-MP2 methods14,17 have been well documented in the literature. 
The main idea of the FMO approximation is that while electrostatic interactions are delocalized, 
the exchange interaction and the induction are frequently localized. Therefore, a molecular 
system can (often based on chemical “intuition”) be partitioned into fragments so that ab initio 
calculations can be carried out for each fragment in the electrostatic potential of all other 
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fragments. The calculation is iterated until the charge distribution is self-consistent, called the 
self-consistent charge (SCC) procedure, to obtain the 𝐹𝑀𝑂(1) monomer energy. Two- (and 
possibly three-) body corrections are then performed to account for explicit fragment-fragment 
interactions, thereby introducing the 𝐹𝑀𝑂(2) and 𝐹𝑀𝑂(3) energies, respectively. For instance, 
the 𝐹𝑀𝑂(1) and 𝐹𝑀𝑂(2) energies are formulated as follows. 
   (1) 
The fragment energy 𝐸𝑋 can include the SCF (𝐸𝑋
𝑆𝐶𝐹) and the correlation energy 𝐸𝑋
𝑐𝑜𝑟. For 
instance, the RHF MP2 correlation energy 𝐸𝑋
(2) is given by 
 
( ) ( )2 , , , ,†2
noccX virtX
ij X ij X ij X
X ab ab ba
ij X ab X
E A Q Q
 
= −    (2) 
The indices i,j and a,b represent active occupied (noccX) and virtual (virtX) molecular orbitals 
(MOs), respectively. The dagger (†) indicates the matrix transpose operation (e.g., 𝑄𝑎𝑏
𝑖𝑗,𝑋,†
=
𝑄𝑏𝑎
𝑖𝑗,𝑋
). 𝑄𝑎𝑏
𝑖𝑗,𝑋
 is the matrix of 4-index 2-electron repulsion integrals (4-2ERIs) transformed into the 
MO basis 
 ( ), |
aoX aoX aoX aoX
ij X X X X X
ab i a j bQ C C C C   
   
 =       (3) 
 ( ) ( ) ( ) ( ) ( )* 1 *1 2 1 1 12 2 2| drdr r r r r r        
−=    (4) 
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𝐶μ𝑝
𝑋  is the 𝑝𝑡ℎ MO linear expansion coefficient in the AO basis {𝜙𝜇} of the fragment 𝑋. The 
matrix element 𝐴𝑎𝑏
𝑖𝑗,𝑋
 is the ratio of 𝑄𝑎𝑏
𝑖𝑗,𝑋
  to the pairwise MO energy ( 𝑝
𝑋) difference 𝐷𝑎𝑏
𝑖𝑗,𝑋
: 
 , , ,ij X ij X ij X
ab ab abA Q D=   (5) 
 
,ij X X X X X
ab i j a bD    = + − −   (6) 
The MO transformation (Eq. (3)) and the correlation energy accumulation (Eq. (2)) are 
expensive steps. The MO transformation cost can be significantly improved by using the RI 
approximation,12,20,21 in which a 4-2ERI is approximated by the product of 3- and 2-2ERIs.  
   (7) 
 
 
mn | P( ) = dr
1
dr
2
f
m
* r
1( )fn r1( )òò r12
-1a
P
r
2( )   (8) 
 ( ) ( )11 2 1 12 2
X
PQ P QV drdr r r r 
−=    (9) 
In Eqs. (8) and (9), {𝛼𝑃} or the index {𝑃} stands for the auxiliary basis functions of the 
fragment 𝑋 (auxX). In GAMESS, the matrix 𝑉𝑋 of 2-2ERIs is inverted and decomposed into the 
matrix Ω𝑋 (Eq. (10)). The 3-2ERIs (Eq. (8)) are transformed into the MO basis (Eq. (11)), and then 
combined with Ω𝑋 to form the fundamental RI matrix 𝐵𝑋  (Eq. (12)), which can be stored in 
distributed arrays for further calculations; e.g., forming 4-2ERIs in the MO basis (Eq. (13)) .  
 
 
V
PQ
X ,-1 = W
PR
X W
RQ
X ,†
RÎX
auxX
å   (10) 
   (11) 
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   (12) 
   (13) 
As the cost of forming the matrix 𝐵𝑋 (Eq. (12)) in the parallel implementation is trivial 
compared with the correlation energy accumulation (Eq. (2) and (13)), the latter will be used to 
illustrate the GDDI/OpenMP FMO/RI-MP2 energy implementation. A serial pseudocode for this 
part of the algorithm is presented in SCHEME 3.1. As the rest of the paper mainly focuses on 
fragment parallelization, the following discussion addresses a particular monomer or dimer 𝑋 
[see Eq. (1)]. For simplicity, the superscript 𝑋 will be dropped for the remainder of this work. 
In SCHEME 3.1, first, the matrix 𝐵 is formed and stored in the distributed memory. For each 
pair of active occupied MOs (𝑖, 𝑗) [lines 4, 6], a portion of the matrix 𝐵 is fetched to the process 
memory as the input for the for the 𝑓𝑢𝑛𝑐 𝑐𝑜𝑟𝑟 [lines 12-15]  to calculated the correlation energy 
contribution.  
SCHEME 3.1. Serial RI-MP2 correlation energy implementation 
 1 𝑑𝑜 𝑖 = 1, 𝑛𝑎𝑐𝑡 
 2    𝑔𝑒𝑡 𝐵𝐷𝑉
𝑖         
 3    𝑑𝑜 𝑗 = 1, 𝑛𝑎𝑐𝑡 
 4        𝑔𝑒𝑡 𝐵𝐷𝑉
𝑗
    
 5        𝐸(2) ← 𝑐𝑜𝑟𝑟(𝑖, 𝑗, 𝐵𝐷𝑉
𝑖 , 𝐵𝐷𝑉
𝑗
) 
 6    𝑒𝑛𝑑𝑑𝑜 𝑗 
 7 𝑒𝑛𝑑𝑑𝑜 𝑖 
 8 𝑓𝑢𝑛𝑐 𝑐𝑜𝑟𝑟(𝑖, 𝑗, 𝐵𝐷𝑉
𝑖 , 𝐵𝐷𝑉
𝑗
) 
 9    𝑄𝑉𝑉
𝑖𝑗
= 𝐵𝑉𝐷
𝑖,† × 𝐵𝐷𝑉
𝑗
 
10    𝐴𝑉𝑉
𝑖𝑗
= 𝑄𝑉𝑉
𝑖𝑗
/𝐷𝑉𝑉
𝑖𝑗
 
11    𝑅𝑒𝑡𝑢𝑟𝑛 𝐴𝑉𝑉
𝑖𝑗
(𝑄𝑉𝑉
𝑖𝑗
+ 𝑄𝑉𝑉
𝑖𝑗
− 𝑄𝑉𝑉
𝑖𝑗,†
) 
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3.3 GDDI/OpenMP FMO/RI-MP2 energy Implementation 
3.3.1 GDDI/OpenMP model.  
A normal GAMESS job using N nodes can kick off 𝑁 × 𝑅𝑃𝑁 processes, where 𝑅𝑃𝑁 is the 
number of processes (ranks) per node. GDDI19 can divide processes into groups of processes. 
These groups can be statically or dynamically assigned to fragment calculations (FIGURE 3.1a). As 
for DDI,22 each GDDI process is accompanied by a dataserver to assist distributed arrays. The 
communication overhead and the memory footprint of the compute and dataserver processes, 
however, do not always allow GDDI to take full advantage of all processors in large 
multiproccessor compute nodes efficiently.  
 
FIGURE 3.1 a) GDDI and b) hybrid GDDI/OpenMP models for the FMO method. N compute 
nodes generate 𝑁 × 𝑅𝑃𝑁 (ranks per node) processes, split into 𝐾 groups and statically or 
dynamically assigned to a fragment computation. Fragment numbers depend on input 
parameters [e.g., point charge approximation] and fragment types [e.g., monomer, dimer or 
trimer]. The RPN for GDDI/OpenMP is made small, usually one rank per socket, numa node, or 
the whole compute node. 
68 
 
In the hybrid GDDI/OpenMP model, the 𝑅𝑃𝑁 is made small (FIGURE 3.1b). Each rank then 
spawns a team of 𝑇𝑃𝑅 (threads per rank) threads for actual computations. A small 𝑅𝑃𝑁 
introduces a small amount of replicated data, so large on-node shared data structures can be 
generated that subsequently reduce the data exchange. Therefore, the lightweight threads are 
likely to make use of the node resources (e.g., memory, physical cores) more efficiently, which 
will be demonstrated in the next sections. 
3.3.2 GDDI load balance.  
Each GDDI group is assigned to calculate a fragment correlation energy 𝐸(2), obtained by 
correlating 𝑛𝑜𝑐𝑐 × 𝑛𝑜𝑐𝑐 pairs of active occupied MOs (SCHEME 3.1) using virtual MOs. By using 
the index symmetry, the number of unique active occupied pairs can be reduced to 
𝑛𝑜𝑐𝑐 × (𝑛𝑜𝑐𝑐 + 1)/2. This work can be distributed among 𝑛𝑝𝑟𝑜𝑐𝑠 processes by assigning each 
process a chunk of the outermost loop (𝐿𝑠𝑡𝑎𝑟𝑡, 𝐿𝑒𝑛𝑑) as shown in SCHEME 3.2 [line 2]. 
SCHEME 3.2 GDDI work distribution 
 1 //𝑐ℎ𝑢𝑛𝑘 𝑜𝑓 𝑤𝑜𝑟𝑘 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑟𝑎𝑛𝑘 
 2 𝑑𝑜 𝑖 = 𝐿𝑠𝑡𝑎𝑟𝑡, 𝐿𝑒𝑛𝑑  
 3     𝑔𝑒𝑡𝐵𝐷𝑉
𝑖  
 4     𝑑𝑜 𝑗 = 1, 𝑖 
 5         𝑔𝑒𝑡𝐵𝐷𝑉
𝑗
 
 6         // 𝑖𝑛𝑑𝑒𝑥 𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦 𝑓𝑎𝑐𝑡𝑜𝑟 
 7         𝑓 = 2.0  
 8         𝑖𝑓(𝑖 = 𝑗) 𝑡ℎ𝑒𝑛 𝑓 = 1.0 
 9         𝐸(2) ← 𝑓 × 𝑐𝑜𝑟𝑟(𝑖, 𝑗, 𝐵𝐷𝑉
𝑖 , 𝐵𝑉𝐷
𝑗
) 
10     𝑒𝑛𝑑𝑑𝑜 𝑗 
11 𝑒𝑛𝑑𝑑𝑜 𝑖 
The number of (𝑖, 𝑗) pairs in each chunk of work is 
(𝐿𝑒𝑛𝑑−𝐿𝑠𝑡𝑎𝑟𝑡)(𝐿𝑒𝑛𝑑−𝐿𝑠𝑡𝑎𝑟𝑡+1)
2
+
𝐿𝑠𝑡𝑎𝑟𝑡(𝐿𝑒𝑛𝑑 − 𝐿𝑠𝑡𝑎𝑟𝑡) [lines 2, 4]. The ideal load balance can be achieved when the number of 
active occupied MOs is close to 𝑛𝑜𝑐𝑐(𝑛𝑜𝑐𝑐 + 1)/(2 × 𝑛𝑝𝑟𝑜𝑐𝑠). This leads to a quadratic 
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recurrence relation (Eq. (14)) that can be used to retrieve all (𝐿𝑠𝑡𝑎𝑟𝑡, 𝐿𝑒𝑛𝑑) starting from 
𝐿𝑠𝑡𝑎𝑟𝑡 = 1 for process 0.  
 
 
Lend 2 + Lend 1+ 2Lstart( )+
nocc nocc +1( )
nprocs
+ Lstart - 3Lstart2
é
ë
ê
ù
û
ú = 0  (14) 
3.3.3 Shared memory data structure.  
The RI 4-2ERIs are calculated by loading and combining the corresponding portions of the 
distributed matrix B (Eq. (13)) for each pair of active occupied MOs (𝑖, 𝑗). The simplest approach 
is to get22 𝐵𝐷𝑉
𝑖  and 𝐵𝐷𝑉
𝑗
 when needed as shown in SCHEMEs 3.1 and 3.2. Fetching distributed 
arrays, however, implies high communication overhead. The cost increases when one is 
repeatedly getting many small pieces of data, instead of a smaller number of large chunks of 
data. Due to the low memory footprint, the hybrid parallel model enables a large chunk of matrix 
B to be copied to the shared memory. This is further reinforced by the fact that, in the FMO 
framework, the calculations are on small fragments relative to the full system of interest. 
SCHEME 3.3 presents a simple algorithm to load as much of the matrix B as possible into the 
process memory [line 14]. When memory gets short, the replicated array is reduced, e.g., by 10% 
every repeating step. 
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SCHEME 3.3 Maximize on-node memory usage 
 1 //𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑚𝑒𝑚𝑜𝑟𝑦 𝑝𝑒𝑟 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 
 2 𝑃𝑚𝑒𝑚 = 𝑡𝑜𝑡𝑎𝑙𝑚𝑒𝑚/𝑛𝑝𝑟𝑜𝑐𝑠  
 3 𝑛𝑜𝑐𝑐’ =  𝑛𝑜𝑐𝑐 
 4 //𝑠𝑖𝑚𝑝𝑙𝑒 𝑙𝑜𝑜𝑝 𝑡𝑜 𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒 𝑛𝑜𝑐𝑐′ 
 5 𝑖𝑒𝑟𝑟 =  1 
 6 𝑑𝑜 𝑤ℎ𝑖𝑙𝑒(𝑖𝑒𝑟𝑟 = 1) 
 7    𝐿𝑚𝑒𝑚 = 𝑉 × 𝐷 × 𝑛𝑜𝑐𝑐′ 
 8    𝑖𝑓(𝑙𝑚𝑒𝑚 > 𝑝𝑚𝑒𝑚)𝑡ℎ𝑒𝑛 
 9        //𝑟𝑒𝑑𝑢𝑐𝑒 𝑚𝑒𝑚𝑜𝑟𝑦 𝑏𝑦 10% 𝑖𝑓 𝑖𝑡 𝑑𝑜𝑒𝑠 𝑛𝑜𝑡 𝑓𝑖𝑡 
10        𝑛𝑜𝑐𝑐’ = 0.9 × 𝑛𝑜𝑐𝑐’ 
11        𝑖𝑒𝑟𝑟 = 1 
12    𝑒𝑙𝑠𝑒 
13        //𝑝𝑜𝑟𝑡𝑖𝑜𝑛 𝑜𝑓 𝐵 𝑙𝑜𝑎𝑑𝑒𝑑 𝑖𝑛𝑡𝑜 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 𝑚𝑒𝑚𝑜𝑟𝑦 
14        𝑔𝑒𝑡𝐵𝐷𝑉
1:𝑛𝑜𝑐𝑐′  
15        𝑖𝑒𝑟𝑟 = 0 
16    𝑒𝑛𝑑𝑖𝑓 
17 𝑒𝑛𝑑𝑑𝑜 
18 //𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝑀𝑃2 𝑐𝑜𝑟𝑟 𝑒𝑛𝑒𝑟𝑔𝑦 
19 𝑑𝑜 𝑖 = 𝐿𝑠𝑡𝑎𝑟𝑡, 𝐿𝑒𝑛𝑑 
20    //𝑓𝑟𝑜𝑚 𝐵𝐷𝑉
1:𝑛𝑜𝑐𝑐′𝑜𝑟 𝐷𝐷𝐼 𝑚𝑒𝑚 
21    𝑔𝑒𝑡𝐵𝐷𝑉
𝑖    
22    𝑑𝑜 𝑗 = 1, 𝑛𝑜𝑐𝑐 
23        𝑔𝑒𝑡𝐵𝐷𝑉
𝑗
 
24        𝑓 = 2.0 
25        𝑖𝑓(𝑖 = 𝑗) 𝑡ℎ𝑒𝑛 𝑓 = 1.0 
26        𝐸(2) ← 𝑓 × 𝑐𝑜𝑟𝑟(𝑖, 𝑗, 𝐵𝐷𝑉
𝑖 , 𝐵𝐷𝑉
𝑗
) 
27    𝑒𝑛𝑑𝑑𝑜 𝑗 
28 𝑒𝑛𝑑𝑑𝑜 𝑖 
3.3.4 OpenMP load balance.  
For clarity, SCHEME 3.3 is simplified and used as the starting point to illustrate the OpenMP23 
threading implementation. The chunk of GDDI work (𝐿𝑠𝑡𝑎𝑟𝑡, 𝐿𝑒𝑛𝑑)  can dynamically [e.g., using 
𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒 (DYNAMIC)]24 be assigned to threads by inserting OpenMP directives [SCHEME 3.4]. 
Each thread works on a set of (𝑖, 𝑗) pairs and updates the correlation energy to the shared 
correlation energy variable 𝐸(2). To avoid race conditions, the shared variable is protected in a 
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 region [lines 10-12]; i.e., only one thread at a time can update 𝐸(2), which is likely to 
spoil the performance. 
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SCHEME 3.4 Threading implementation 
 1 //𝑂𝑝𝑒𝑛𝑀𝑃 𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝑟𝑒𝑔𝑖𝑜𝑛 
 2 !$𝑂𝑀𝑃 𝑃𝐴𝑅𝐴𝐿𝐿𝐸𝐿 𝑠ℎ𝑎𝑟𝑒𝑑(𝐸(2)) 
 3 //𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙𝑖𝑧𝑒 𝑡ℎ𝑒 𝑙𝑜𝑜𝑝 𝑤𝑖𝑡ℎ 𝑡ℎ𝑟𝑒𝑎𝑑𝑠 
 4 !$𝑜𝑚𝑝 𝑑𝑜 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒(𝐷𝑌𝑁𝐴𝑀𝐼𝐶) 
 5 𝑑𝑜 𝑖 = 𝐿𝑠𝑡𝑎𝑟𝑡, 𝐿𝑒𝑛𝑑 
 6    𝑑𝑜 𝑗 = 1, 𝑛𝑜𝑐𝑐 
 7        𝑓 = 2.0 
 8        𝑖𝑓(𝑖 = 𝑗) 𝑡ℎ𝑒𝑛 𝑓 = 1.0 
 9 //𝑢𝑠𝑖𝑛𝑔 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 𝑟𝑒𝑔𝑖𝑜𝑛 𝑡𝑜 𝑎𝑣𝑜𝑖𝑑 𝑟𝑎𝑐𝑒 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 
10 !$𝑜𝑚𝑝 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 
11        𝐸(2) ← 𝑓 × 𝑐𝑜𝑟𝑟(𝑖, 𝑗, 𝐵𝐷𝑉
𝑖 , 𝐵𝐷𝑉
𝑗
) 
12 !$𝑜𝑚𝑝 𝑒𝑛𝑑 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 
13    𝑒𝑛𝑑𝑑𝑜 𝑗 
14 𝑒𝑛𝑑𝑑𝑜 𝑖 
15 ! $𝑂𝑀𝑃 𝐸𝑁𝐷 𝑃𝐴𝑅𝐴𝐿𝐿𝐸𝐿 
 
The race conditions and the critical region can be avoided by introducing a temporary 
threadprivate variable ?̃?(2) used to accumulate the correlation energy in each thread 
computation. When the loop finishes, ?̃?(2) is reduced to the shared variable 𝐸(2) using the 
efficient atomic write [lines 13-14] as shown in SCHEME 3.5. 
SCHEME 3.5 Using threadprivate property  
 1 //𝑑𝑒𝑓𝑖𝑛𝑒 𝑎 𝑡ℎ𝑟𝑒𝑎𝑑𝑝𝑟𝑖𝑣𝑎𝑡𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 
 2 !$𝑜𝑚𝑝 𝑡ℎ𝑟𝑒𝑎𝑑𝑝𝑟𝑖𝑣𝑎𝑡𝑒(?̃?(2)) 
 3 !$𝑂𝑀𝑃 𝑃𝐴𝑅𝐴𝐿𝐿𝐸𝐿 𝑠ℎ𝑎𝑟𝑒𝑑(𝐸(2)) 
 4 !$𝑜𝑚𝑝 𝑑𝑜 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒(𝐷𝑌𝑁𝐴𝑀𝐼𝐶) 
 5 𝑑𝑜 𝑖 = 𝐿𝑠𝑡𝑎𝑟𝑡, 𝐿𝑒𝑛𝑑 
 6     𝑑𝑜 𝑗 = 1, 𝑛𝑜𝑐𝑐 
 7         𝑓 = 2.0 
 8         𝑖𝑓(𝑖 = 𝑗) 𝑡ℎ𝑒𝑛 𝑓 = 1.0 
 9         ?̃?(2) ← 𝑓 × 𝑐𝑜𝑟𝑟(𝑖, 𝑗, 𝐵𝐷𝑉
𝑖 , 𝐵𝐷𝑉
𝑗
) 
10     𝑒𝑛𝑑𝑑𝑜 𝑗 
11 𝑒𝑛𝑑𝑑𝑜 𝑖 
12 //𝑢𝑠𝑖𝑛𝑔 𝑎𝑡𝑜𝑚𝑖𝑐 𝑤𝑟𝑖𝑡𝑒 
13 !$𝑜𝑚𝑝 𝑎𝑡𝑜𝑚𝑖𝑐 
14     𝐸(2) ← ?̃?(2) 
15 !$𝑂𝑀𝑃 𝐸𝑁𝐷 𝑃𝐴𝑅𝐴𝐿𝐿𝐸𝐿 
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To remove the branching instruction and enhance the workload balance, the main loop in 
SCHEME 3.5 can be split into two loops [SCHEME 3.6]. The overhead due to splitting the loops is 
reduced by putting both loops in one OpenMP 𝑃𝐴𝑅𝐴𝐿𝐿𝐸𝐿 region and using the 𝑛𝑜𝑤𝑎𝑖𝑡 clause 
[Lines 5, 12 in SCHEME 3.6]. 
SCHEME 3.6 Removing branch instruction 
 1 //𝑑𝑒𝑓𝑖𝑛𝑒 𝑎 𝑡ℎ𝑟𝑒𝑎𝑑𝑝𝑟𝑖𝑣𝑎𝑡𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 
 2 !$𝑜𝑚𝑝 𝑡ℎ𝑟𝑒𝑎𝑑𝑝𝑟𝑖𝑣𝑎𝑡𝑒(?̃?(2)) 
 3 !$𝑂𝑀𝑃 𝑃𝐴𝑅𝐴𝐿𝐿𝐸𝐿 𝑠ℎ𝑎𝑟𝑒𝑑(𝐸(2)) 
 4 //𝑢𝑠𝑖𝑛𝑔 𝑛𝑜𝑤𝑎𝑖𝑡 𝑐𝑙𝑎𝑢𝑠𝑒. 
 5 !$𝑜𝑚𝑝 𝑑𝑜 𝑛𝑜𝑤𝑎𝑖𝑡 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒(𝐷𝑌𝑁𝐴𝑀𝐼𝐶) 
 6   𝑑𝑜 𝑖 = 𝐿𝑠𝑡𝑎𝑟𝑡, 𝐿𝑒𝑛𝑑 
 7        𝑑𝑜 𝑗 = 1, 𝑖 − 1 
 8            ?̃?(2) ← 2.0 × 𝑐𝑜𝑟𝑟(𝑖, 𝑗, 𝐵𝐷𝑉
𝑖 , 𝐵𝐷𝑉
𝑗
)       
 9        𝑒𝑛𝑑𝑑𝑜 𝑗 
10    𝑒𝑛𝑑𝑑𝑜 𝑖 
11 //𝑢𝑠𝑖𝑛𝑔 𝑛𝑜𝑤𝑎𝑖𝑡 𝑐𝑙𝑎𝑢𝑠𝑒. 
12 !$𝑜𝑚𝑝 𝑑𝑜 𝑛𝑜𝑤𝑎𝑖𝑡 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒(𝐷𝑌𝑁𝐴𝑀𝐼𝐶) 
13     𝑑𝑜 𝑖 = 𝐿𝑠𝑡𝑎𝑟𝑡, 𝐿𝑒𝑛𝑑 
14         ?̃?(2) ← 1.0 × 𝑐𝑜𝑟𝑟(𝑖, 𝑗, 𝐵𝐷𝑉
𝑖 , 𝐵𝐷𝑉
𝑗
)   
15     𝑒𝑛𝑑𝑑𝑜 𝑖 
16 !$𝑜𝑚𝑝 𝑎𝑡𝑜𝑚𝑖𝑐 
17     𝐸(2) ← ?̃?(2) 
18 !$𝑂𝑀𝑃 𝐸𝑁𝐷 𝑃𝐴𝑅𝐴𝐿𝐿𝐸𝐿 
SCHEME 3.6 cannot completely remove the severe load imbalance of the triangular 
[trepazoidal] loop [lines 6, 7]. While the OpenMP API introduced the 𝑐𝑜𝑙𝑙𝑎𝑝𝑠𝑒 clause to fuse 
nested loops, it is only available for rectangular structures. For non-rectangular loops, a set of 
formulas has been suggested to fuse loops.25 Another simple solution is to use a small buffer 
array 𝑡𝑟𝑖 of size 𝑛𝑜𝑐𝑐 × (𝑛𝑜𝑐𝑐 − 1) to store all active occupied MO pairs (𝑖, 𝑗) [SCHEME 3.7]. The 
nested loops can be now fused together [line 5] to guarantee load balance in the threading 
region. 
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SCHEME 3.7 Loop fusion 
 1 !$𝑜𝑚𝑝 𝑡ℎ𝑟𝑒𝑎𝑑𝑝𝑟𝑖𝑣𝑎𝑡𝑒(?̃?(2)) 
 2 !$𝑂𝑀𝑃 𝑃𝐴𝑅𝐴𝐿𝐿𝐸𝐿 𝑠ℎ𝑎𝑟𝑒𝑑(𝐸(2)) 
 3 !$𝑜𝑚𝑝 𝑑𝑜 𝑛𝑜𝑤𝑎𝑖𝑡 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒(𝐷𝑌𝑁𝐴𝑀𝐼𝐶) 
 4 //𝑓𝑢𝑠𝑖𝑛𝑔 𝑙𝑜𝑜𝑝𝑠 𝑢𝑠𝑖𝑛𝑔 𝑡ℎ𝑒 𝑏𝑢𝑓𝑓𝑒𝑟 𝑎𝑟𝑟𝑎𝑦, 𝑡𝑟𝑖 
 5 𝑑𝑜 𝑘 = 1, 𝑛𝑜𝑐𝑐 × (𝑛𝑜𝑐𝑐 − 1)/2 
 6     𝑖 = 𝑡𝑟𝑖(𝑘, 1) 
 7     𝑗 = 𝑡𝑟𝑖(𝑘, 2) 
 8     ?̃?(2) ← 2.0 × 𝑐𝑜𝑟𝑟(𝑖, 𝑗, 𝐵𝐷𝑉
𝑖 , 𝐵𝐷𝑉
𝑗
) 
 9 𝑒𝑛𝑑𝑑𝑜 𝑘 
10 !$𝑜𝑚𝑝 𝑑𝑜 𝑛𝑜𝑤𝑎𝑖𝑡 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒(𝐷𝑌𝑁𝐴𝑀𝐼𝐶) 
11 𝑑𝑜 𝑖 = 𝐿𝑠𝑡𝑎𝑟𝑡, 𝐿𝑒𝑛𝑑 
12     ?̃?(2) ← 1.0 × 𝑐𝑜𝑟𝑟(𝑖, 𝑗, 𝐵𝐷𝑉
𝑖 , 𝐵𝐷𝑉
𝑗
) 
13 𝑒𝑛𝑑𝑑𝑜 𝑖 
14 !$𝑜𝑚𝑝 𝑎𝑡𝑜𝑚𝑖𝑐 
15     𝐸(2) ← ?̃?(2) 
16 !$𝑂𝑀𝑃 𝐸𝑁𝐷 𝑃𝐴𝑅𝐴𝐿𝐿𝐸𝐿 
3.4 Computational models 
The performance and scaling of the GDDI/OpenMP FMO/RI-MP2 implementation relative to 
the pure GDDI code is examined using water clusters of 139 (w139), 1120 (w1120) and 2165 
(w2165) molecules shown in FIGURE 3.2. For comparison and simplicity, the RI auxiliary basis is 
taken to be cc-pVDZ-RI while the AO basis sets used are 3-21G, 6-31G(d) and cc-pVDZ. The 
calculations were done using the DOE 64-core KNL 7230 cluster.26  
The computational model is denoted CODE/N//MOL/n/BASIS, where CODE=OMP or GDDI for 
GDDI/OpenMP or pure GDDI14,19 FMO/RI-MP2 implementation, respectively. N is the number of 
KNL nodes used; MOL is a water cluster partitioned into n fragments; BASIS is the AO basis. For 
instance, OMP/512//w2165/217/cc-pVDZ is the GDDI/OpenMP FMO/RI-MP2 energy calculation 
for a water cluster of 2165 molecules (w2165) partitioned into 217 fragments using the cc-
pVDZ/cc-pVDZ-RI basis set and 512 compute nodes (~33,000 cpus). 
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FIGURE 3.2 Clusters of 139 (w139), 1120 (w1120) and 2165 (w2165) water molecules. 
3.5 Results and discussion 
3.5.1 Ranks Per Node (𝑹𝑷𝑵) 
The wall time of OMP/8//w139/14/BASIS (BASIS=3-21G, 6-31G(d) and cc-pVDZ) calculations 
for various 𝑅𝑃𝑁 are recorded in TABLE 3.1, in which each rank spawned a team of 𝑇𝑃𝑅 threads 
so that all physical cores are used (i.e., 𝑅𝑃𝑁 × 𝑇𝑃𝑅 =  64). The corresponding 
GDDI/8//w139/14/BASIS calculations with 𝑅𝑃𝑁 =  64 are also carried out for comparison. The 
best OMP code performance was achieved when 𝑅𝑃𝑁 = 1 as expected, whereas increasing 𝑅𝑃𝑁 
introduces more communication overhead and splitting on-node shared data structures 
increases the wall clock time. The optimal OMP calculations (𝑅𝑃𝑁 = 1) are also about an order 
of magnitude faster than the pure GDDI calculations.  
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TABLE 3.1 The variation of wall clock time (s) with respect to RPN and TPR 
𝑹𝑷𝑵 𝑻𝑷𝑹 OMP/8//w139/14/BASIS 
3-21G 6-31G(d) cc-pVDZ 
 1 64 14.3 25.7 44.9 
2 32 38.1 75.9 130.7 
4 16 39.7 77.2 135.6 
8 8 41.8 81.4 140.5 
GDDI/8//w139/14/BASIS 211.9 330.5 518.2 
 
3.5.2 Threads Per Rank (𝑻𝑷𝑹) and relative performance.  
The node resource usage is examined using the OMP and GDDI/8//w139/14/BASIS (BASIS=3-
21G, 6-31G(d) and/or cc-pVDZ) calculations. For OMP calculations, 𝑅𝑃𝑁 is set to 1 and 𝑇𝑃𝑅 varies 
from 1 − 64. In the corresponding pure GDDI calculations, the 𝑅𝑃𝑁 was varied from 1 − 64. The 
results for BASIS=6-31G(d) are depicted in FIGURE 3.3; Similar results for other basis sets are 
shown in the Supporting Information (SI). For the same computational resources used, [i.e., 
𝑅𝑃𝑁 × 𝑇𝑃𝑅 ×  N (# 𝑛𝑜𝑑𝑒𝑠) in the OMP code equals 𝑅𝑃𝑁 × N (# 𝑛𝑜𝑑𝑒𝑠) in the GDDI code], the 
OMP wall time is found to be much smaller than that for GDDI. The OMP speedup relative to 
GDDI increases when the number of cores used is increased; when 𝑇𝑃𝑅𝑂𝑀𝑃 = 𝑅𝑃𝑁𝐺𝐷𝐷𝐼 = 64 
the relative speedup achieves a factor of 10x [FIGURE 3.3b]. The OMP calculation wall time keeps 
decreasing as the TPR increases, whereas the GDDI wall time is soon saturated when the 𝑅𝑃𝑁 
increases to ½ the number of cores on a node. Node resources are, therefore, used more 
efficiently in the OMP implementation. 
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a) 
 
b) 
 
FIGURE 3.3 a) wall time and b) OMP speedup relative to the GDDI calculations. 
The relative performance is also examined for larger calculations using 
OMP/512//MOL/n/BASIS, in which MOL are w1120 (𝒏 = 𝟏𝟏𝟐), w2165 (𝒏 = 𝟐𝟏𝟕); BASIS=6-
31G(d) and cc-pVDZ. The results summarized in TABLE 3.2 show that the OMP code remains an 
order of magnitude (10x) faster than pure GDDI calculations. 
TABLE 3.2 Wall time (s) for CODE/512//MOL_n/BASIS calculations. For CODE=OMP, RPN=1 
and TPR=64; for CODE=GDDI, RPN=64. 
MOL/n w1120/112 w2165/217 
CODE OMP GDDI OMP GDDI 
6-31G(d) 27.8 348.3 101.8 1298.5 
cc-pVDZ 47.8 546.7 173.5 2032.7 
3.5.3 Node Scaling.  
Since the FMO method is well known to exhibit linear scaling,27,28 and since the OMP FMO/RI-
MP2 calculations for small to large systems [w139-w2165] using small to large numbers of cpus 
[512-33,000] exhibit an order of magnitude speedup relative to GDDI, the OMP FMO/RI-MP2 
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implementation is expected to scale well. FIGURE 3.4 depicts the variation of wall time and wall 
time relative to a 256-node job for OMP/N//w2165/217/6-31G(d) calculations [N=256-768].  
a) 
 
b) 
 
FIGURE 3.4 a) wall time and b) wall time relative to a 256-node job for OMP/ 
N//w2165/217/6-31G(d) calculations. N is the number of compute nodes. 
3.6 Concluding remarks 
The hybrid distributed/shared memory parallel model (GDDI/OpenMP) can make efficient 
and effective use of multiprocessor resources (on-node memory, physical cores) to speed up 
FMO/RI-MP2 calculations. Testing on medium size water clusters has demonstrated that the wall 
times of pure GDDI FMO/RI-MP2 calculations remain unchanged when using more than 1/2 of 
the KNL node resources (e.g., above 32 cores over 64 physical cores per node). In contrast, the 
wall time for GDDI/OpenMP FMO/RI-MP2 calculations monotonically decreases up to all KNL 
physical cores used. This results in a speedup of GDDI/OpenMP FMO/RI-MP2 relative to pure 
GDDI by a factor of 10x for calculations on medium to large molecular systems (e.g., of 417-
11,259 atoms). In addition, the hybrid parallel model can also fully preserve the linear scaling 
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characteristics of the FMO framework. Calculations for water clusters that contain 2,165 
molecules (11,259 atoms) exhibits linear scaling when the number of compute nodes is varied 
from 256-768. 
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CHAPTER 4. A MULTI-LEVEL PARALLEL IMPLEMENTATION OF FMO/RI-MP2 
ANALYTIC GRADIENT 
 
A paper on preparation for publication at a later date. 
Buu Q. Pham and Mark S. Gordon 
Abstract 
A hybrid multi-level parallel approach, based on a combination of the general distributed data 
interface (GDDI) combined with shared memory OpenMP API, is applied to the analytic gradient 
of the resolution-of-the-identity (RI) second-order Moller-Plesset perturbation theory (MP2) 
within the fragment molecular orbital (FMO) method. The FMO/RI-MP2 analytic gradient is 
derived and implemented in the GAMESS electronic structure suite of programs. The MP2 
gradient in the FMO framework contains three parts; i.e., the internal component, the 
electrostatic potential (ESP) component and the response terms. The MP2 density matrices and 
internal fragment Lagrangian are generated in the internal gradient driver, which are shared with 
the ESP and response contributions to the gradient. In this paper, the RI approximation is applied 
to the MP2 density matrices, the MP2 amplitude, the 4-index 2-electron repulsion integral 
derivative coupled with the MP2 amplitude, and the internal fragment Lagrangian. The FMO/RI-
MP2 analytic gradient is validated against the numerical gradient, and the method is 
demonstrated with molecular dynamics (MD) simulations using an NVE ensemble for water 
clusters. The accuracy and performance relative to full FMO/MP2 are also examined using water 
clusters of varying sizes. The maximum FMO/RI-MP2 analytic and numerical gradient difference 
is in the range of 10−5 − 10−6 Hartree/Bohr. The log-log plot of RMSD(E) against the time step 
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in NVE ensemble is close to the ideal value of 2.0. The FMO/RI-MP2 gradient introduces a small 
error relative to the full FMO/MP2 gradient (e.g., maximum gradient error of 10−5 Hartree/Bohr) 
and significantly speeds up the calculations by a factor of 3.9-8.0x. 
4.1 Introduction 
Ab initio calculations for large molecular systems are computationally demanding. For 
instance, the formal computational scaling of some popular wave function based methods vary 
from 𝒪(𝑁4) for Hartree-Fock (HF), 𝒪(𝑁5) for second-order Moller-Plesset perturbation theory 
(MP2), up to 𝒪(𝑁7) or more for coupled cluster (CC) methods. Here, 𝑁 is the size of the molecular 
system, which can be the number of atoms or the number of basis functions. The increase in 
molecular system size in ab initio calculations introduces not only a steep rise in computational 
cost and memory demand, but also increasing difficulty in developing efficient parallel 
implementations that can take advantage of very large computing resources. In fragmentation 
methods, a system is typically partitioned into small fragments, which can be treated relatively 
independently. This can reduce computational cost and memory demands and facilitate parallel 
implementation, yielding good scaling in large calculations. 
The fragment molecular orbital (FMO) method1–5 has been demonstrated to be a linear 
scaling many-body expansion method that maintains an accuracy that is close to the original 
underlying method.  Many ab initio electronic structure methods (e.g., HF, MP2, CC) and density 
functional theory methods have been integrated into the FMO framework. In the GAMESS 
electronic structure package,6 FMO combined with most electronic structure methods can 
achieve node linear scaling due to the support of the general distributed data interface (GDDI)7 
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that efficiently distributes computing resources (e.g., computing nodes) among fragments. While 
the FMO method can achieve good scaling, the computational cost remains large for big 
molecular systems, particularly when using a method that accounts for dynamic correlation 
effects, such as MP2.  
Several strategic approaches have been devised to facilitate large correlated FMO 
calculations. One approach is to exploit the local nature of many large molecular systems to 
reduce the computational cost by, for example, employing the electrostatic potential (ESP) to 
represent distant inter-fragment interactions rather than full ab initio calculations.4,8 In the same 
vein, the recently developed effective fragment molecular orbital (EFMO) method9,10 treats 
distant dimers with the effective potential (EFP) model. 11  A second approach is to apply 
approximations to reduce the computational cost of the fragment ab initio calculation itself. 
These include the use of the Cholesky decomposition (CD) method12–15 or the resolution-of-the-
identity (RI) approximation16–18 to reduce the computational cost and memory storage of 4-index 
2-electron repulsion integrals (4-2ERIs) in the molecular orbital (MO) basis.19–21 Finally, to make 
use of new multicore processor generations (e.g., Haswell or Knights Landing processors), it is 
important to replace the distributed memory model (e.g., plain GDDI) by more efficient parallel 
models (e.g., the hybrid distributed/shared memory model GDDI/OpenMP).22,23 In this work, the 
RI approximation and the hybrid GDDI/OpenMP are used to speed up the FMO/MP2 analytic 
gradient. 
The (analytic) gradient is necessary for probing potential energy surfaces (e.g., searching for 
stationary structures such as minima and saddle points), calculating forces in molecular dynamics 
(MD) simulations, and as a first step in predicting vibrational frequencies. In comparison with the 
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gradient of pure ab initio methods, the gradient of the ab initio methods integrated into the FMO 
framework have two distinct differences. In FMO methods, each (monomer) fragment ab initio 
calculation is embedded in the electrostatic potential due to the nuclei and electron densities of 
all other fragments (monomers). The monomer calculations are repeated until the charge 
distributions of all monomers are self-consistent, a procedure called the self-consistent charge 
(SCC) method. Following the convergence of the monomer charges, the exchange, charge 
transfer and other interactions among fragments are included by many-body corrections. Two- 
and/or three-body corrections require ab initio calculations for fragment pairs (dimers) and/or 
triples (trimers). The dimer and trimer calculations are embedded in the fixed ESP of the leaving 
monomers and are iterated until dimer or trimer charge distribution is (separately) self-
consistent. The charge distribution of dimer (trimer) and the corresponding pair (triple-pair) of 
monomers are generally different. This subsequently introduces additional response terms in 
FMO/RHF gradient. For the FMO/RHF level of theory, the response terms can be manipulated 
and transformed into a collective monomer response term, which is then transformed into a Z-
vector formalism24 to reduce the number of equations that needs to be solved. The FMO Z-vector 
is obtained from the special self-consistent Z-vector (SCZV) solver first derived and implemented 
in GAMESS by Nagata et al.25,26  
In non-variational electron correlation methods such as MP2, the fragment gradient also 
introduces response terms. Monomer MP2 response terms are directly added to the FMO/RHF 
response terms and solved by the SCZV solver without additional cost. For dimers and trimers, 
the MP2 response terms first must be transformed to monomer response terms using coupled-
perturbed Hartree-Fock (CPHF) equations before entering the SCZV solver.25,26 Such a 
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transformation requires solving for the dimer (and trimer) Z-vectors.24 This paper briefly 
summarizes the FMO method, the CPHF equations, and the FMO/MP2 gradient before 
introducing the RI approximation to the appropriate terms, followed by a brief introduction of 
the hybrid GDDI/OpenMP parallel implementation. Benchmark calculations are carried out using 
water clusters and are compared with the regular GDDI FMO/MP2 gradient reference. 
4.2 FMO2/RHF analytic gradient 
4.2.1 Some general notation 
In this paper, unless otherwise noted, the following notations are applied to the equations.  
i) The entire MO space of a fragment 𝑋 is denoted as 𝑎𝑙𝑙𝑋. This can be split into the 
occupied 𝑜𝑐𝑐𝑋 and virtual 𝑣𝑖𝑟𝑡𝑋 MO subspaces. The occupied MO subspace can be 
further divided into the core 𝑐𝑜𝑟𝑋, and active occupied MOs 𝑎𝑐𝑡𝑋. For the RI 
approximation, 𝑎𝑢𝑥𝑋 stands for the auxiliary basis of the fragment 𝑋. The atomic orbital 
basis of a fragment 𝑋 is denoted as 𝑎𝑜𝑋. 
ii) In equations, for brevity, the index 𝑝 can be used in place of an MO 𝜑𝑝(𝑟). The indices 
𝑝, 𝑞, 𝑟, 𝑠 represent general MOs in the 𝑎𝑙𝑙𝑋 subspace; indices 𝑘, 𝑙, 𝑘’, 𝑙’ represent MOs in 
the occX subspace; 𝐼, 𝐽 are in the 𝑐𝑜𝑟𝑋 subspace; 𝑖, 𝑗 are in the 𝑎𝑐𝑡𝑋 subspace; and 
𝑎, 𝑏, 𝑐, 𝑑 represent the virtual MOs 𝑣𝑖𝑟𝑡𝑋.  
iii) The Dirac notation is used for integrals. The 1-electron integrals include the kinetic 
energy integral defined in Eq. (1), the electron-nuclear attraction in Eq. (2), and the 
overlap integral in Eq. (3), in which 𝑟 and 𝑟𝑘 are electron coordinates; 𝑍α is the nuclear 
charge of nucleus α. The 2-electron integrals include the 4-index 2-electron repulsion 
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integral (4-2ERI) among MOs defined in Eq. (4), the 3-2ERI among two MOs {𝜑𝑝} and 
one auxiliary basis function {α𝑃} in the RI approximation in Eq. (5), and 2-2ERI between 
two auxiliary basis functions in Eq. (6). 
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iv) In the FMO notation, the tilde stands for an internal fragment term (e.g., the internal 
Fock matrix element of the fragment 𝑋 is  ?̃?𝑝𝑞
𝑋 ), and the bar denotes an ESP-related term 
(e.g., the ESP-related Fock matrix element ?̅?𝑝𝑞
𝑋 ).  
v) The derivative of a matrix element (e.g., Fock matrix element 𝐹𝑝𝑞
𝑋 ) with respect to the 
nuclear displacement  is denoted by the superscript   (e.g., 𝐹𝑝𝑞
𝑋,
); the derivative of a 
matrix element with respect to   in the AO basis transformed back to the MO basis is 
denoted by the superscript in the parentheses (). 
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4.2.2 FMO2/RHF analytic gradient 
The FMO2 energy can be formulated in terms of the monomer 𝐸𝐼 and dimer 𝐸𝐼𝐽 energy 
 ( )I IJ I J
I I J
E E E E E

= + − −    (9) 
The RHF energy of a general (monomer or dimer) fragment 𝑋 is given by  
   (10) 
The Fock matrix element 𝐹𝑝𝑞
𝑋  contains the internal ?̃?𝑝𝑞
𝑋  and ESP ?̅?𝑝𝑞
𝑋  components. 
   (11) 
Similar to an isolated fragment, the internal Fock matrix element ?̃?𝑝𝑞
𝑋  includes the 1-electron 
integral ?̃?𝑝𝑞
𝑋 , the 2-electron internal Coulomb 𝐽𝑝𝑞
𝑋  and exchange ?̃?𝑝𝑞
𝑋  terms. 
   (12) 
   (13) 
   (14) 
In Eqs. (53) and (54), 𝑛𝑢𝑐𝑋 and 𝑜𝑐𝑐𝑋 are nuclei and occupied MOs in the fragment 𝑋, 
respectively. The (𝑝𝑞|𝑟𝑠) are 4-2ERIs over the MO basis functions. The ESP Fock matrix element 
?̅?𝑝𝑞
𝑋  contains the Coulomb interactions between electrons in fragment 𝑋 with nuclei ?̅?𝑝𝑞
𝑋  and the 
electron density 𝐽?̅?𝑞
𝑋  of all other fragments 
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In Eqs. (58) and (59), 𝑛𝑢𝑐𝐾 and 𝑜𝑐𝑐𝐾 are nuclei and occupied MOs in fragment 𝐾 ≠ 𝑋, 
respectively. In addition to terms defined in Eqs. (52)-(59), additional terms must be added to the 
internal Fock matrix elements when the fragmentation breaks covalent bonds, which can be 
treated by either the hybrid orbital projection (HOP) method,3,27 or by the adaptive frozen orbital 
(AFO) method.28–30 Since only the FMO gradient with the HOP scheme has been completed to 
date, this paper only considers the HOP contribution to the Fock matrix. This is accomplished by 
𝑃𝑝𝑞
𝑋  defined in Eq. (55) through the HOP operator ?̂?𝑋 in Eq. (56), in which 𝜃𝑘  is a hybrid orbital, 
and 𝐵𝑘 = 10
6−8 is called the universal constant.3,27 
   (18) 
   (19) 
Taking the derivative of the energy of fragment 𝑋 with respect to a nuclear displacement  
yields the gradient consisting of the internal gradient term ?̃?𝑋

, the ESP gradient term ?̅?𝑋

, and the 
response term 𝑈𝑋

. 
   (20) 
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The total FMO2/RHF energy gradient also includes the separate internal gradient term Δ?̃?, 
the ESP gradient term Δ?̅?, and the response gradient term Δ𝑈  
   (24) 
   (25) 
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By plugging Eq. (23) into (27), and after some algebra, the response term Δ𝑈 becomes the 
collective monomer response term shown in Eq. (28) with the Lagrangian 𝓛𝐾 and the density 𝐷 
defined in Eqs. (29) and (30), respectively. By examining the Lagrangian in Eq. (29), it can be seen 
that the response term in FMO2/RHF is due to the difference in charge distribution of dimers and 
the corresponding pair of monomers. The response term is then transformed into the Z-vector, 
which is obtained from the SCZV solver.25 These steps are briefly discussed in the next sections. 
   (28) 
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   (29) 
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occX
X X X
k k
k X
D C C  

=    (30) 
4.2.3 CPHF and CPHF-related equations  
With the development of the Z-vector technique, the (FMO) CPHF and CPHF-related 
equations are merely used to transform MO response blocks into the Z-vector; they are 
additionally used as intermediate equations during the derivation of correlation energy 
derivatives. These equations can be obtained by differentiating the Fock matrix element in Eq. 
(51) that yields zero for off-diagonal element (𝑝 ≠ 𝑞), or the derivative of MO energy ε𝑝
𝑋,
 for 
diagonal elements.   
 
( ) ( ), , , , , , ,, ,
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XX X X X X X X K X K X
pq pq pq p q ck pq ck ck pq ck pq p
c X k X K X c K k K
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       
     

= + − + + =

       (31) 
The upper limits on the summations 𝑣𝑖𝑟𝑡𝑋 and 𝑣𝑖𝑟𝑡𝐾 are the virtual MO spaces of fragments 
𝑋 and 𝐾, respectively. The term ( ),X
pqB
  consists of the derivative of the Fock and overlap matrix 
elements in the AO basis transformed back to the MO basis, and the matrix A consists of 
sequences of two-electron integrals: 
   (32) 
 ( ) ( ) ( ),, 4 | | | ;  , , ,
X X
pq rsA pq rs pr sq ps rq p q r s X= − −    (33) 
   (34) 
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 ( ),, 4 | ;  , ;  ,
X K
pq rsA pq rs p q X r s K=     (35) 
From Eq. (31), the MO response block 𝑈𝑝𝑞
𝑋,
 can be written in a form, Eq. (36), that is useful 
for the derivation of the correlation energy gradient. 
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Eq. (36) is valid in practical use when the singularity ( 𝑞
𝑋 − 𝑝
𝑋 = 0) can be removed; or when 
the pairwise MO energy difference is not close to zero (e.g., the core-active occupied MO block). 
For diagonal Fock matrix elements, Eq. (31) gives the MO energy derivative 𝑝
𝑋,
 
 
( ),, XX X
pp p ppF Q
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 =

  (38) 
For the virt-occ block of the MO response, Eq. (31) can be written in the form of Eq. (39) or 
in the matrix form in Eq. (40), in which δ is the Kronecker delta. These equations are useful when 
transforming the virt-occ block of the dimer MO response to the monomer MO response term in 
correlated FMO methods.  
   (39) 
The quantities in Eq. (39) are defined as follows:  
   (40) 
   (41) 
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   (42) 
Finally, for the virt-occ block of the MO response, Eq. (31) can also be transformed to the 
well-known CPHF equation shown Eq. (43), or in the matrix form in Eq. (44). The CPHF equation 
is usually used as a mean to transform the monomer MO response into the Z-vector, which is 
introduced in the next section. 
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4.2.4 Z-vector method  
Two MO response terms can arise when differentiating a general fragment 𝑋 correlation 
energy in the correlated FMO/MP2 method. The first one is the monomer [if X is a monomer] or 
the dimer [if X is a dimer] internal response term ∑ ∑ 𝑈𝑐𝑘
𝑋,
𝓛𝑐𝑘
𝑋𝑜𝑐𝑐𝑋
𝑘∈𝑋
𝑣𝑖𝑟𝑡𝑋
𝑐∈𝑋 ; the second is the 
collective monomer MO response term ∑ ∑ ∑ 𝑈𝑐𝑘
𝐾,
𝓛𝑐𝑘
𝐾𝑜𝑐𝑐𝐾
𝑘∈𝐾
𝑣𝑖𝑟𝑡𝐾
𝑐∈𝐾𝐾 . If the fragment X is a monomer 
the first term can be merged into the second. However, if 𝑋 is a dimer, the first term needs to be 
converted into the monomer response term using Eqs. (39)-(42) before it is merged into the 
second type of response term. 
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4.2.5 Dimer MO response term 
The dimer MO response terms ∑ ∑ 𝑈𝑐𝑘
𝑋,
𝓛𝑐𝑘
𝑋𝑜𝑐𝑐𝑋
𝑘∈𝑋
𝑣𝑖𝑟𝑡𝑋
𝑐∈𝑋  can be converted into the monomer MO 
response terms using Eqs. (39)-(42) using the following procedure 
   (46) 
The quantity ?̃?𝑋, is defined in Eq. (42). The dimer-to-monomer MO response transformation 
needs the dimer Z-vector 𝑍𝑋,𝑉𝑂, which is obtained by solving the regular dimer Z-vector 
equations24 as shown in Eq. (47). The superscript 𝑉𝑂 in the Z-vector stands for the virt-occ block 
of the MO index; the dagger (†) indicates the transpose operation.  
   (47) 
When the dimer Z-vector is available, the dimer-to-monomer transformation is given by Eq. 
(48). As shown in the later sections, in the FMO/MP2 gradient in GAMESS, the dimer Z-vectors 
are not passed directly to the monomer response term, but in the form of the MP2 density. 
   (48) 
4.2.6 Collective monomer response term 
The collective monomer response terms ∑ ∑ ∑ 𝑈𝑐𝑘
𝐾,
𝓛𝑐𝑘
𝐾𝑜𝑐𝑐𝐾
𝑘∈𝐾
𝑣𝑖𝑟𝑡𝐾
𝑐∈𝐾𝐾  can be transformed into 
the Z-vector terms using the following procedure (see Eqs. (43)-(45)) 
   (49) 
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The collective monomer response term contribution to the FMO gradient in Eq. (49) is 
obtained after solving the Z-vector equation (Eq. (50)) using the SCZV solver, whose procedure 
described in detailed by Nagata et al.25,26  
   (50) 
4.3 FMO2/MP2 analytic gradient 
The dynamic correlation effect can be introduced into the FMO framework by adding the 
MP2 correlation energy 𝐸𝑋
(2) into the fragment energy; e.g., 𝐸𝑋 → 𝐸𝑋 + 𝐸𝑋
(2)
. The MP2 correlation 
energy of the fragment 𝑋 obtained by correlating the motion of the electrons in the active 
occupied MO space (𝑎𝑐𝑡𝑋) using the virtual MO space (𝑣𝑖𝑟𝑡𝑋) can be formulated in terms of the 
4-2ERIs in the MO basis (𝑝𝑞|𝑟𝑠), the MP2 amplitude 𝑇𝑎𝑏
𝑖𝑗
, and the MO energy 𝑝
𝑋 as follows. 
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 ij X X X Xab i j a bD    = + − −   (54) 
4.3.1 Fragment MP2 correlation energy gradient 
Taking the derivative of the fragment MP2 correlation energy with respect to the nuclear 
displacement  (and after some algebra)26,31 gives. 
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   (55) 
In the 5th term, 𝑐𝑜𝑟𝑋 stands for the core MOs in fragment 𝑋. In the density matrix notations 
(e.g., 𝑃𝐶𝐴, 𝑃𝐴𝐴, 𝑃𝑉𝑉) the superscripts 𝐶, 𝐴, 𝑉 stands for core,active occupied and virtual blocks of 
MOs, respectively.  In the 8th term, 𝛿𝑘𝐴𝑐𝑡 = 1 when 𝑘 is an active occupied MO index, otherwise 
it is zero.  The density and energy-weighted density matrices in the MO basis are defined in Eqs. 
(56)-(60) 
 ( )|
actX virtX
ij
mi ab
j X ab X
L ma jb T
 
=     (56) 
   (57) 
 
 
P
Ii
CA =
L
Ii
e
i
X - e
I
X
  (58) 
 
( )
' '
' |actX virtXAA ij
i i abi j
j X ab X ab
i a jb
P T
D 
=     (59) 
 
( )
'
'
' |actX virtXVV ij
a a abij
ij X b X a b
ia jb
P T
D 
=     (60) 
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Expanding 𝑄𝑝𝑞
𝑋,()
 using Eq. (37), the fragment correlation energy gradient becomes 
   (61) 
The internal fragment Lagrangian 𝓛𝑐𝑘
𝑋,𝑋, and the ESP Lagrangian 𝓛𝑐𝑘
𝑋,𝐾 are defined as 
   (62) 
   (63) 
If fragment X is a dimer, the dimer response term ∑ ∑ 𝑈𝑐𝑘
𝑋,
𝓛𝑐𝑘
𝑋,𝑋𝑜𝑐𝑐𝑋
𝑘∈𝑋
𝑣𝑖𝑟𝑡𝑋
𝑐∈𝑋  needs to be 
transformed into a monomer response term using Eq. (48) as follows 
   (64) 
In Eq. (64), the dimer Z-vector is obtained by solving the following Z-vector equation, in which 
?̃̃?𝑋,𝑋 is defined in Eqs. (41) and (33); and the Lagrangian 𝓛𝑋,𝑋 defined in Eq. (62) 
   (65) 
Further expanding 𝐵𝑝𝑞
𝑋,()
 using Eq. (32), and rearranging terms, the fragment correlation 
energy gradient 𝜕𝐸𝑋
(2) 𝜕⁄   can be split into three distinct parts; they are 
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i) The internal gradient term ?̃?𝑋
(2),
, in which 𝛿𝑋𝐷𝑖𝑚 = 1 when fragment X is a dimer, 
otherwise it is zero. 
   (66) 
 
 
 
ii) The ESP gradient term ?̅?𝑋
(2),
 
 
( ) ( ) ( )
( ) ( )
( )
2 , , ,
, ,
' '
'
, ,, ,
' '
'
, , , ,
, ' ' ,
',
4 2
2
4 2
1
2
corX actX actX
X XX CA X AA
X Ii i iIi i i
I X i X i i X
virtX virtX occX
X XX VV X VO
a a cka a XDim ck
a a X c X k X
corX actX actX
X CA X K X AA X K
Ii Ii kl i i i i kl
I X i X i i XK
kl
E F P F P
F P F Z
P A P A
S
  
 


  
  
  
= −
+ +
−
−
+
  
  
  
, , , ,
' ' , ' ',
' '
2
occK
virtX virtX occX
K X kl K X VV X K X VO X K
a a a a kl XDim ck ck kl
a a X c X k X
P A Z A
 
  
 
 
 
 
+ 
 
 
  
  (67) 
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iii) and the collective monomer response terms 𝑈𝑋
(2),
, in which δ𝑋𝑀𝑜𝑛 = 1 if fragment X 
is a monomer.  
   (68) 
   (69) 
 
In GAMESS, the internal fragment MP2 gradient term ?̃?𝑋
(2),
 is evaluated in the MP2 driver 
with a little modification compared with the regular MP2 driver. The major difference is that after 
the internal fragment Lagrangian 𝓛𝑋,𝑋 is calculated (Eq. (62)), if fragment 𝑋 is a monomer 
(δ𝑋𝑀𝑜𝑛 = 1), the internal fragment Lagrangian 𝓛
𝑋,𝑋 is passed to the SCZV solver. If the fragment 
𝑋 is a dimer (𝛿𝑋𝐷𝑖 = 1), the Z-vector equation is solved for the dimer Z-vector (Eq. (65)), followed 
by the transformation of the dimer response term into the monomer response term (Eq. (64)). 
Note that the dimer Z-vector is not directly passed to the SCZV solver as shown in Eq. (64) but 
through the MP2 correlation density discussed in the next section. 
4.3.2 The internal fragment gradient  
The MP2 internal fragment gradient can be simplified by i) expanding the internal Fock matrix 
element ?̃?𝑝𝑞
𝑋  defined in Eq. (52); ii) transforming the MP2 density 𝑃𝑋,𝐶𝐴, 𝑃𝑋,𝐴𝐴, 𝑃𝑋,𝑉𝑉 and 𝑍𝑋,𝑉𝑂 [if 
fragment 𝑋 is a dimer] from the MO to the AO basis; iii) transforming the energy-weighted density 
from the MO to the AO basis. The MP2 density is given as follows 
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( ), 2 , ,
' '
'
, ,
' '
'
4 2
2
corX actX actX
X X X X CA X X X AA
I i Ii i i i i
I X i X i i X
virtX virtX occX
X X X VV X X X VO
a a a a XDim c k ck
a a X c X k X
D C C P C C P
C C P C C Z
    
   
  
  
= −
+ +
  
  
  (70) 
The MP2 energy-weighted density ?̃?μν
𝑋,(2) consists of three components. In Eq. (73), the 
average pair-wise MO energy ε𝑝𝑞
𝑋  is defined as (ε𝑝
𝑋 + ε𝑞
𝑋) 2⁄ . 
   (71) 
   (72) 
   (73) 
   (74) 
The MP2 internal fragment gradient term ?̃?𝑋
(2),
 can be rewritten in a neat form using the 
MP2 correlation density 𝐷μν
𝑋,(2), the SCF density 𝐷μν
𝑋   and the internal correlation energy-weighted 
density ?̃?μν
𝑋,(2)  as follows 
   (75) 
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4.3.3 The ESP fragment gradient term 
In a similar manner to the internal fragment gradient, the MP2 ESP fragment gradient term 
?̅?𝑋
(2),
 can be manipulated by i) expanding the ESP Fock matrix element ?̅?𝑝𝑞
𝑋  (Eq. (57)); and ii) 
defining the ESP energy-weighted density ?̅?𝜇𝜈
𝐾  using the MP2 density as follows 
 
( ), , 2
,
1
2
occK aoX
K K K X K X
k l
kl K X
W C C A D     
 
= −     (76) 
The ESP fragment gradient term becomes, in which ?̅?μν
𝑋,
 is the electrostatic interaction 
between electrons in fragment 𝑋 and nuclei in the other fragments, which is defined in Eq. (58) 
 
( ) ( ) ( ) ( )
2 , ,, , 2 , 21 |
2
aoK aoX aoK occX
K XX X X K
X
K X K X K X K X
E S W u D D D
  
    
   
 
     
= + +        (77) 
4.3.4 Collective monomer response terms 
Finally, in terms of the MP2 density, the ESP Lagrangian ?̿?𝑐𝑘
𝑋,𝐾 in Eq. (69) can be simplified as  
   (78) 
4.4 FMO2/RI-MP2 analytic gradient 
To reduce the computational cost, the RI approximation is applied to the internal fragment 
gradient term ?̃?𝑋
(2),
  [Eq. (75)]. This includes the evaluation of the density matrices, the internal 
fragment Lagrangian, and the 4-2ERI derivative in terms of the RI approximation. The ESP 
gradient term ?̅?𝑋
(2),
 [Eq. (77)] and the response terms 𝑈(2),  [Eq. (68)] also inherit benefits from 
the RI approximation since their main inputs are density matrices form the internal fragment 
gradient terms. 
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4.4.1 RI approximation  
In the RI approximation, a 4-2ERI of a fragment X is approximated by the product of 3- and 2-
2ERIs as follows 
 ( ) ( ) ( ), 1| | |
auxX
X
PQ
PQ X
P V Q   −

   (79) 
 ( ) ( ) ( ) ( )* 11 2 1 1 12 2| PP drdr r r r r    
−=    (80) 
 ( ) ( )11 2 1 12 2
X
PQ P QV drdr r r r 
−=    (81) 
𝑎𝑢𝑥𝑋 is the auxiliary basis of the fragment 𝑋. The inverse of the matrix 𝑉𝑋 can be 
decomposed and combined with the 3-2ERIs to form the 3-index matrix ?̃?[𝑋] that can be used 
to form 4-2ERIs on-the-fly 
 
, 1 ,†
auxX
X X X
PQ PR RQ
R X
V −

=     (82) 
   (83) 
   (84) 
The matrix ?̃?[𝑋] can also be transformed into the matrix 𝐵[𝑋] in the MO basis (Eq. (73)), 
which can be used to form 4-2ERIs in the MO basis (Eq. (74)). As only two AO indices need to be 
transformed, this introduces the main computational savings of the RI approximation (e.g., in 
correlation methods that need 4-2ERIs in the MO basis) 
   (85) 
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 ( )    
,†
|
auxX
P P
pq rs
P X
pq rs B X B X

=    (86) 
The derivatives of the RI 4-2ERIs can be expanded in terms of the derivatives of 3- and 2-ERIs, 
whose analytic and closed forms are: 
   (87) 
4.4.2 FMO/RI-MP2 internal fragment gradient term 
For the internal fragment gradient term ?̃?𝑋
(2),
  [Eq. (75)], the RI approximation [Eqs. (79)-(87)
] can be used to evaluate the MP2 amplitude 𝑇𝑎𝑏
𝑖𝑗
 [Eq. (52)], 2-particle density matrices (2PDM) 
𝑃𝐼𝑖
𝑋,𝐶𝐴, 𝑃
𝑖′𝑖
𝑋,𝐴𝐴, 𝑃
𝑎′𝑎
𝑋,𝑉𝑉  [Eqs. (58)-(60)], 𝐿𝑐𝑖
𝑋 , ?̃?𝑘𝑐
𝑋  [Eqs. (56), (57)] the internal Lagrangian 𝓛𝑐𝑘
𝑋,𝑋 [Eq. (62)
], and the first 4-2ERI derivative term 2∑ ∑ (𝑖𝑎|𝑗𝑏)()𝑇𝑎𝑏
𝑖𝑗𝑣𝑖𝑟𝑡𝑋
𝑎𝑏∈𝑋
𝑎𝑐𝑡𝑋
𝑖𝑗∈𝑋  [the first term in Eq. (75)]. For 
clarity, the subscript or superscript 𝑋 that stands for the general fragment 𝑋 is dropped in this 
section. First, applying the RI approximation, the internal fragment gradient becomes 
   (88) 
The first two terms in Eq. (88) arise from the application of the RI approximation to the 4-
2ERI derivative. The 3-index 2-particle density matrix (3-2PDM) in the AO basis Γ̃μν
𝑃  is defined in 
Eqs. (89)-(93). The 2-2PDM γ𝑃𝑄 is subsequently obtained from the 3-2PDM in the MO basis Γ𝑖𝑎
𝑃  
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   (89) 
 
auxX
P Q
ia PQ ia
Q X
Y

 =    (90) 
 
actX virtX
Q Q ij
ia jb ab
j X b X
Y B T
 
=     (91) 
 
,†2ij ij ijab ab baT t t= −   (92) 
 
,†
auxX
ij P P ij
ab ia jb ab
P X
t B B D

=    (93) 
 ,†
auxX actX virtX
Q R
PQ ia ia RP
R X i X a X
B
  
 
=   
 
     (94) 
The MP2 correlation density 𝐷μν
𝑋,(2)  [Eq. (70)] is formed from the density matrices 
𝑃𝐼𝑖
𝐶𝐴, 𝑃𝑖′𝑖
𝐴𝐴, 𝑃𝑎′𝑎
𝑉𝑉   [Eqs. (58)-(60)] and the Z-vector 𝑍𝑐𝑘
𝑉𝑂 [if the fragment 𝑋 is a dimer]. The first three 
matrices along with  𝐿𝑐𝑖
𝑋 , ?̃?𝑘𝑐
𝑋  [Eqs. (56), (57)] are used to build the internal Lagrangian 𝓛𝑐𝑘
𝑋,𝑋 [Eq. 
(62)]. For monomers, the Lagrangian is copied to the SCZV solver. For dimers, the Z-vector 
equation is solved for the dimer Z-vector 𝑍𝑐𝑘
𝑉𝑂  that indirectly enters the SCZV solver in the form 
of the MP2 correlation density matrix 𝐷μν
𝑋,(2) 
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auxX
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   (97) 
 
 
P
Ii
CA =
L
Ii
e
i
X - e
I
X
  (98) 
   (99) 
   (100) 
In Eq. (100), the δ𝑘𝐴𝑐𝑡 = 1 only when k is the index of an active occupied MO, otherwise it is 
zero. 
4.4.3 FMO/RI-MP2 gradient: brief summary 
The FMO/RI-MP2 gradient is briefly illustrated in FIGURE 4.1. After the SCC procedure and/or 
dimer SCF calculations, the fragment densities are available and are used as the input for the 
MP2 fragment gradient evaluation. The internal fragment MP2 gradient is evaluated using the RI 
approximation. The specific algorithm that applies the RI approximation to evaluate the density 
matrices and other terms will be discussed in the next sections. Besides the gradient contribution, 
the output from the internal fragment gradient including the MP2 density 𝐷𝜇𝜈
𝑋,(2) and the 
monomer internal Lagrangian 𝓛𝑘𝑐
𝑋,𝑋 are passed to the ESP fragment gradient and the SCZV drivers 
to evaluate gradient contributions of the ESP and response terms. For dimers, only the MP2 
density is passed to the SCZV driver. 
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FIGURE 4.1. Workflow of FMO/RI-MP2 gradient. 
4.4.4 FMO/RI-MP2 internal fragment gradient term: serial implementation. 
A serial implementation for the internal gradient term ?̃?𝑋
(2),
 using the RI approximation is 
briefly presented in SCHEME 4.1. The RI approximation is used to evaluate the MP2 amplitude, 
the density matrices, and the first 4-2ERI derivative term. In SCHEME 4.1, the integrals and/or 
the matrix elements are usually evaluated and stored in arrays with the dimensions being the 
number of core (𝐶), active occupied (𝐴), and/or virtual (𝑉) MOs. The sequence of processes in 
SCHEME 4.1 is: 
i) The MP2 amplitude is evaluated for pair-by-pair of active occupied MOs and stored in 
𝑇𝑉𝑉 [lines 3-6]. The fundamental component to form the MP2 amplitude is 𝑡𝑉𝑉 , which is 
the ratio of the 4-2ERIs and the active occupied-virtual pairwise MO energy difference 
𝐷𝑉𝑉
𝑖𝑗
.  
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ii) After the MP2 amplitude 𝑇𝑉𝑉 is formed, the density matrix 𝑃𝑎′𝑎
𝑉𝑉  can readily be formed 
[lines 7-8] using the same 𝑡𝑉𝑉. Similarly, the 𝑃𝑖′𝑖
𝐴𝐴 can also be calculated; nevertheless, 
this needs the 4-2ERIs to be re-calculated [lines 9-14]. 
iii) The intermediate 𝑌𝑖𝑎
𝑄 (Eq. (91)) is evaluated and stored in 𝑌𝑋𝑉
𝑖  [line 15-16], which is then 
used to form the 3-2PDM Γ𝑖𝑎
𝑃   (Eq. (90)) and stored in Γ𝑋𝑉
𝑖  [line 18-19]. The 3-2PDM Γ𝑋𝑉
𝑖  
is then used to as the intermediate to form 𝑃𝐼𝑖
𝐶𝐴, 𝐿𝑐𝑖, ?̃?𝑘𝑐 and ?̃?𝑎′𝑎 defined in Eqs. (97)-
(99). These matrix elements are calculated and stored in the arrays 𝑃𝐶𝐴
𝐶𝐴 [lines 20-24], 
𝐿𝑉𝐴 [lines 25-28], ?̃?𝑂𝑉 [lines 29-30] and ?̃?𝑉𝑉 [lines 31-32], respectively. The 3-2PDM Γ𝑋𝑉
𝑖  
is also used to form γ̃𝑋𝑋 [lines 33-34], which is an intermediate to evaluate the 2-2PDM. 
iv) When the active-active loop [lines 1-35] finishes, the 3-2PDM Γμν
𝑃  and 2-2PDMs γ𝑃𝑄 
[lines 36-44] can be formed and combined with the derivatives of the 3-2ERIs (μν|𝑃) 
and 2-2ERIs (𝑃|𝑄) for contributions to the MP2 internal fragment gradient ?̃?𝑋
(2),
. 
v) The density matrices 𝑃𝐼𝑖
𝐶𝐴, 𝑃𝑖′𝑖
𝐴𝐴, 𝑃𝑎′𝑎
𝑉𝑉  and 𝐿𝑐𝑖 , ?̃?𝑘𝑐 are used to build the internal fragment 
Lagrangian 𝓛𝑐𝑘
𝑋,𝑋 (Eq. (100)). 𝓛𝑐𝑘
𝑋,𝑋 is saved as input for the SCZV solver if the fragment 𝑋 
is a monomer [lines 48-50]; otherwise, it is used to solve for the dimer Z-vector 𝑍𝑐𝑘
𝑉𝑂 
[lines 51-53].  
vi) The complete set of 𝑃𝐼𝑖
𝐶𝐴, 𝑃𝑖′𝑖
𝐴𝐴, 𝑃𝑎′𝑎
𝑉𝑉  and 𝑍𝑐𝑘
𝑉𝑂 [if the fragment is a dimer] is also used to 
build the energy-weighted density ?̃?𝜇𝜈
𝑋,(2), which is combined with the derivative of the 
overlap integrals 𝑆𝜇𝜈
𝑋,
 for another contribution to the MP2 internal fragment gradient 
[lines 55-57]. 
vii) The MP2 correlation density in the AO basis 𝐷𝜇𝜈
𝑋,(2)
 is formed from 𝑃𝐼𝑖
𝐶𝐴, 𝑃𝑖′𝑖
𝐴𝐴, 𝑃𝑎′𝑎
𝑉𝑉  and 
𝑍𝑐𝑘
𝑉𝑂 [if the fragment is a dimer] in lines 59-60. The density is saved for the ESP fragment 
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gradient term and the SCZV solver [lines 62-63]. Finally, the MP2 correlation density 
𝐷𝜇𝜈
𝑋,(2)
 is combined with the SCF density 𝐷𝜇𝜈
𝑋  and the derivative of the 4-2ERI (𝜇𝜈|𝜆𝜎) 
for the final contribution to the MP2 internal fragment gradient [lines 66-68]. 
SCHEME 4.1. MP2 internal gradient term evaluation using the RI approximation 
1 𝑑𝑜 𝑖 = 1, 𝑛𝑎𝑐𝑡 
2     𝑑𝑜 𝑗 = 1, 𝑛𝑎𝑐𝑡 
3         //form: 𝑇𝑎𝑏
𝑖𝑗
 
4         𝑡𝑉𝑉 = 𝐵𝑉𝑋
𝑖,† × 𝐵𝑋𝑉
𝑗
 
5         𝑡𝑉𝑉 = 𝑡𝑉𝑉/𝐷𝑉𝑉
𝑖𝑗
 
6         𝑇𝑉𝑉 = 𝑡𝑉𝑉 + 𝑡𝑉𝑉 − 𝑡𝑉𝑉
†   
7         //form: 𝑃𝑎′𝑎
𝑉𝑉
 
8         ?̃?𝑉𝑉
𝑉𝑉 ← 𝑡𝑉𝑉 × 𝑇𝑉𝑉        
9         //form: 𝑃𝑖′𝑖
𝐴𝐴
 
10         𝑑𝑜 𝑖′ = 1, 𝑛𝑎𝑐𝑡 
11             𝑡𝑉𝑉 = 𝐵𝑉𝑋
𝑖′,† × 𝐵𝑋𝑉
𝑗
 
12             𝑡𝑉𝑉 = 𝑡𝑉𝑉/𝐷𝑉𝑉
𝑖′𝑗
 
13             𝑃𝑖′𝑖
𝐴𝐴 ← 𝑡𝑉𝑉 × 𝑇𝑉𝑉 
14         𝑒𝑛𝑑𝑑𝑜 𝑖′ 
15         //form: 𝑌𝑃𝑎
𝑖  
16         𝑌𝑋𝑉 ← 𝐵𝑋𝑉
𝑗
× 𝑇𝑉𝑉         
17     𝑒𝑛𝑑𝑑𝑜 𝑗 
18     //form: 𝚪𝑃𝑎
𝑖  
19     𝚪𝑋𝑉
𝑖 = 𝛀𝑋𝑋 × 𝑌𝑋𝑉 
20     //form: 𝑃𝐼𝑖
𝐶𝐴 from 𝐿𝐼𝑖  
21     𝑑𝑜 𝐼 ∈ 𝑐𝑜𝑟𝑒𝑋 
22         𝑃𝐼𝑖
𝐶𝐴 = 𝐵𝑉𝑋
𝐼,† ∙ 𝚪𝑋𝑉
𝑖  
23         𝑃𝐼𝑖
𝐶𝐴 = 𝑃𝐼𝑖
𝐶𝐴/(𝝐𝑖
𝑋 − 𝝐𝐼
𝑋) 
24     𝑒𝑛𝑑𝑑𝑜 𝐼     
25     //form: 𝐿𝑐𝑖  
26     𝑑𝑜 𝑐 ∈ 𝑣𝑖𝑟𝑡𝑋 
27         𝐿𝑐𝑖 = 𝐵𝑉𝑋
𝑐,† ∙ 𝚪𝑋𝑉
𝑖  
28     𝑒𝑛𝑑𝑑𝑜 𝑐 
29     //form:?̃?𝑘𝑐 
30     ?̃?𝑂𝑉 ← 𝐵𝑂𝑋
𝑖,† × 𝚪𝑋𝑉
𝑖      
31     //form: ?̃?𝑎′𝑎 
32     ?̃?𝑉𝑉 ← 𝐵𝑉𝑋
𝑖,† × 𝚪𝑋𝑉
𝑖  
33     //form: ?̃?𝑋𝑋 
34     ?̃?𝑋𝑋 ← 𝚪𝑋𝑉
𝑖 × 𝐵𝑉𝑋
𝑖,†
 
35 𝑒𝑛𝑑𝑑𝑜 𝑖 
36 //2-2ERI grd contribution 
37 𝛄𝑋𝑋 = −2.0 × ?̃?𝑋𝑋 × 𝛀𝑋𝑋 
38 ?̃?𝑋
(2),𝛇
← (𝛄𝑋𝑋 , 𝑉𝑋𝑋
𝛇
) 
39  
40 //3-2ERI grd contribution 
41 𝑑𝑜 𝑃 ∈ 𝑎𝑢𝑥𝑋 
42     ?̃?𝑁𝑁
𝑃 = 4 × 𝐶𝑁𝐴
𝑋 𝚪𝑃𝑉
𝐴 𝐶𝑉𝑁
𝑋,†
 
43     ?̃?𝑋
(2),𝛇
← ((𝛍𝛎|𝑃)𝛇, ?̃?𝑁𝑁
𝑃 ) 
44 𝑒𝑛𝑑𝑑𝑜 𝑃 
45  
46 //Lagrangian and Z-vector 
47 ℒ𝑐𝑘
𝑋,𝑋 ← (𝑃𝐼𝑖
𝐶𝐴, 𝑃𝑖′𝑖
𝐴𝐴, 𝑃𝑎′𝑎
𝑉𝑉 , 𝐿𝑐𝑘 , ?̃?𝑘𝑐) 
48 𝑖𝑓(𝑋 = 𝑀𝑂𝑁𝑂𝑀𝐸𝑅)𝑡ℎ𝑒𝑛 
49     //Save ℒ𝑐𝑘
𝑋,𝑋 for SCZV solver 
50     𝑆𝑎𝑣𝑒: ℒ𝑐𝑘
𝑋,𝑋
 
51 𝑒𝑙𝑖𝑓(𝑋 = 𝐷𝐼𝑀𝐸𝑅) 𝑡ℎ𝑒𝑛 
52     𝑍𝑐𝑘
𝑉𝑂 ← (ℒ𝑐𝑘
𝑋,𝑋 , ?̃?𝑑𝑙,𝑐𝑘
𝑋,𝑋 ) 
53 𝑒𝑛𝑑𝑖𝑓 
54  
55 //Overlap grd contribution 
56 ?̃?𝛍𝛎
𝑋,(2)
← 𝑃𝐼𝑖
𝐶𝐴, 𝑃𝑖′𝑖
𝐴𝐴, 𝑃𝑎′𝑎
𝑉𝑉 , 𝑍𝑐𝑘
𝑉𝑂[𝐷𝐼𝑀𝐸𝑅] 
57 ?̃?𝑋
(2),𝛇
← (?̃?𝛍𝛎
𝑋,(2)
, 𝑆𝛍𝛎
𝑋,𝛇
) 
58  
59 //Form MP2 correlation density 
60 𝐷𝛍𝛎
𝑋,(2)
← 𝑃𝐼𝑖
𝐶𝐴, 𝑃𝑖′𝑖
𝐴𝐴, 𝑃𝑎′𝑎
𝑉𝑉 , 𝑍𝑐𝑘
𝑉𝑂[𝐷𝐼𝑀𝐸𝑅] 
61 
62 //Save 𝐷𝛍𝛎
𝑋,(2)
 for ESP term and SCZV solver 
63 𝑆𝑎𝑣𝑒: 𝐷𝛍𝛎
𝑋,(2)
 
64 
65 //4-2ERI grd contribution 
66 𝐷𝛍𝛎
𝑋,(2)
← 𝑃𝐼𝑖
𝐶𝐴, 𝑃𝑖′𝑖
𝐴𝐴, 𝑃𝑎′𝑎
𝑉𝑉 , 𝑍𝑐𝑘
𝑉𝑂[𝐷𝐼𝑀𝐸𝑅] 
67 ?̃?𝑋
(2),𝛇
← ((𝛍𝛎|𝛌𝛔)𝛇, 𝐷𝛍𝛎
𝑋,(2)
, 𝐷𝛍𝛎
𝑆𝐶𝐹) 
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4.4.5 FMO/RI-MP2 internal fragment gradient term with GDDI. 
In GAMESS, the FMO methods are supported by the GDDI7 approach to parallelism that can 
split compute processes [ranks] into groups. Within the scope of each group, ranks can send and 
receive messages to each other. A global sum of a floating point or integer variable or array can 
also be done within a group scope. The GDDI, therefore, facilitates each group of ranks to work 
on a chunk of work [e.g., a fragment] relatively independently. In the FMO framework, this avoids 
the need for all ranks to work on one small fragment at a time. An even distribution among 
fragments accomplishes the node linear scaling of FMO.  
Nevertheless, since it is based on a distributed memory model, the GDDI inherits expensive 
communication overhead and memory footprint that restricts computational performance. For 
the new hardware generations of multicore processors, a recently introduced hybrid 
distributed/shared memory GDDI/OpenMP model22,23 can both preserve the FMO linear scaling 
and significantly enhance the efficiency of the calculations by reducing the communication 
overhead and memory footprint. 
Since the GDDI7 has been well documented,6 this section focuses on the OpenMP 
implementation for the MP2 internal fragment gradient term with the RI approximation, 
particularly for the density matrix formation. In the hybrid GDDI/OpenMP model,22,23 only a small 
number of ranks are kicked off from each [logical] compute node. These ranks are then split into 
groups using the GDDI. Each group of 𝑛𝑝𝑟𝑜𝑐𝑠 ranks will be assigned a chunk of work; e.g., 
evaluating density matrices in the MP2 internal fragment gradient term. 
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In SCHEME 4.2, the active-active loop is distributed among 𝑛𝑝𝑟𝑜𝑐𝑠 ranks of a GDDI group by 
assigning each rank a chunk of loop (𝐿𝑠𝑡𝑎𝑟𝑡, 𝐿𝑒𝑛𝑑) as shown in line 6. Subsequently, each rank 
spawns a team of threads that do the actual computation for the inner loop [lines 7-42]. Within 
the FMO framework supported by the OpenMP shared memory model, the entire 3-index matrix 
𝐵 (Eq. (73)) can be loaded into the process memory (line 10). The decomposed matrix Ω (Eq. (70)
) can also be used as a shared array. Some small intermediate matrices (e.g., 𝑡𝑉𝑉 , 𝑇𝑉𝑉, 𝑌𝑋𝑉) are 
made private to threads (line 11).  
Data accumulation for 𝑃𝐴𝐴
𝐴𝐴, 𝑃𝑉𝑉
𝑉𝑉 , 𝑌𝑋𝑉 are likely to encounter race conditions. This potential 
problem is addressed by using 𝑡ℎ𝑟𝑒𝑎𝑑𝑝𝑟𝑖𝑣𝑎𝑡𝑒 buffers for ?̃?𝐴𝐴
𝐴𝐴, ?̃?𝑉𝑉
𝑉𝑉 , ?̃?𝑋𝑉 in the places that allow 
data accumulation efficiently during the calculations in the threading region.22 When the entire 
loop finishes, the 𝑡ℎ𝑟𝑒𝑎𝑑𝑝𝑟𝑖𝑣𝑎𝑡𝑒 arrays are reduced to shared arrays 𝑌𝑋𝑉 [lines 27-28] and 
𝑃𝐴𝐴
𝐴𝐴, 𝑃𝑉𝑉
𝑉𝑉 [lines 49-58] in a separate threading OpenMP region only once.  
Note that by placing the OpenMP region [lines 7-42] inside a loop, teams of threads are 
repeatedly created and destroyed. This might introduce thread creation-destroy overhead. This 
overhead can be removed by setting the wait policy of threads to be active; e.g., 
omp_wait_policy(active). Further, in order to keep 𝑡ℎ𝑟𝑒𝑎𝑑𝑝𝑟𝑖𝑣𝑎𝑡𝑒 data consistent due to the 
discontinuity of threading regions, the dynamic thread property needs be turned off; e.g., by 
calling 𝑜𝑚𝑝_𝑠𝑒𝑡_𝑑𝑦𝑛𝑎𝑚𝑖𝑐(𝑓𝑎𝑙𝑠𝑒). 
Finally, the data in 𝑛𝑝𝑟𝑜𝑐𝑠 ranks of density matrices 𝑃𝐶𝐴
𝐶𝐴, 𝑃𝐴𝐴
𝐴𝐴, 𝑃𝑉𝑉
𝑉𝑉 need to be reduced 
[summed up, lines 60-63]. Note that while this is done in a manner that is similar to that of regular 
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DDI calls,32 without the GDDI support such reduction calls will reduce data of all ranks, not just 
ranks within the scope of a group. 
SCHEME 4.2. OpenMP implementation of density matrices in internal gradient term 
 1 //create threadprivate arrays  
 2 ! $𝑜𝑚𝑝 𝑡ℎ𝑟𝑒𝑎𝑑𝑝𝑟𝑖𝑣𝑎𝑡𝑒(?̃?𝑖′𝑖
𝐴𝐴, ?̃?𝑉𝑉
𝑉𝑉) 
 3 //turn off dynamic threads 
 4 𝐶𝐴𝐿𝐿 𝑜𝑚𝑝_𝑠𝑒𝑡_𝑑𝑦𝑛𝑎𝑚𝑖𝑐(. 𝐹. ) 
 5 //GDDI work distribution 
 6 𝑑𝑜 𝑖 = 𝐿𝑠𝑡𝑎𝑟𝑡, 𝐿𝑒𝑛𝑑 
 7 //start omp region 
 8 ! $𝑂𝑀𝑃 𝑃𝐴𝑅𝐴𝐿𝐿𝐸𝐿 
 9 //shared and private arrays 
10 ! $𝑜𝑚𝑝 𝑠ℎ𝑎𝑟𝑒𝑑(𝐵(𝑋, 𝑉, 𝐴), 𝛀𝑋𝑋) 
11 ! $𝑜𝑚𝑝 𝑝𝑟𝑖𝑣𝑎𝑡𝑒(𝑡𝑉𝑉 , 𝑇𝑉𝑉 , 𝑌𝑋𝑉) 
12 ! $𝑜𝑚𝑝 𝑑𝑜 
13     𝑑𝑜 𝑗 = 1, 𝑛𝑎𝑐𝑡 
14         //𝑓𝑜𝑟𝑚: 𝑇𝑎𝑏
𝑖𝑗
 
15         𝑡𝑉𝑉 = 𝐵𝑉𝑋
𝑖,† × 𝐵𝑋𝑉
𝑗
 
16         𝑡𝑉𝑉 = 𝑡𝑉𝑉/𝐷𝑉𝑉
𝑖𝑗
 
17         𝑇𝑉𝑉 = 𝑡𝑉𝑉 + 𝑡𝑉𝑉 − 𝑡𝑉𝑉
†   
18         //𝑓𝑜𝑟𝑚:𝑃𝑎′𝑎
𝑉𝑉
 
19         ?̃?𝑉𝑉
𝑉𝑉 ← 𝑡𝑉𝑉 × 𝑇𝑉𝑉        
20         //𝑓𝑜𝑟𝑚:𝑃𝑖′𝑖
𝐴𝐴
 
21         𝑑𝑜 𝑖′ = 1, 𝑛𝑎𝑐𝑡 
22             𝑡𝑉𝑉 = 𝐵𝑉𝑋
𝑖′,† × 𝐵𝑋𝑉
𝑗
 
23             𝑡𝑉𝑉 = 𝑡𝑉𝑉/𝐷𝑉𝑉
𝑖′𝑗
 
24             𝑃𝑖′𝑖
𝐴𝐴 ← 𝑡𝑉𝑉 × 𝑇𝑉𝑉 
25         𝑒𝑛𝑑𝑑𝑜 𝑖′ 
26         //𝑓𝑜𝑟𝑚: 𝑌𝑖𝑎
𝑄
 
27         ?̃?𝑋𝑉 ← 𝐵𝑋𝑉
𝑗
× 𝑇𝑉𝑉
𝑖𝑗
 
28     𝑒𝑛𝑑𝑑𝑜 𝑗 
29 ! $𝑜𝑚𝑝 𝑒𝑛𝑑 𝑑𝑜 
30 //reduce: 𝑌𝑋𝑉 
31 ! $𝑜𝑚𝑝 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙  
32     𝑌𝑋𝑉 ← ?̃?𝑋𝑉 
33 ! $𝑜𝑚𝑝 𝑒𝑛𝑑 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙  
34 //form 𝚪𝑃𝑎
𝑖  
35 ! $𝑜𝑚𝑝 𝑑𝑜         
36     𝑑𝑜 𝑃 ∈ 𝑎𝑢𝑥𝑋 
37         𝚪𝑃𝑉
𝑖 = 𝛀𝑃𝑋 × 𝑌𝑋𝑉 
38     𝑒𝑛𝑑𝑑𝑜 𝑃 
39 ! $𝑜𝑚𝑝 𝑒𝑛𝑑 𝑑𝑜 
40 //form: 𝑃𝐼𝑖
𝐶𝐴 from 𝐿𝐼𝑖   
41 ! $𝑜𝑚𝑝 𝑑𝑜         
42     𝑑𝑜 𝐼 ∈ 𝑐𝑜𝑟𝑋 
43         𝑃𝐼𝑖
𝐶𝐴 = 𝐵𝑉𝑋
𝐼,† ∙ 𝚪𝑋𝑉
𝑖  
44         𝑃𝐼𝑖
𝐶𝐴 = 𝑃𝐼𝑖
𝐶𝐴/(𝝐𝑖
𝑋 − 𝝐𝐼
𝑋) 
45     𝑒𝑛𝑑𝑑𝑜 𝐼     
46 ! $𝑜𝑚𝑝 𝑒𝑛𝑑 𝑑𝑜 
47 ! $𝑂𝑀𝑃 𝐸𝑁𝐷 𝑃𝐴𝑅𝐴𝐿𝐿𝐸𝐿     
48 𝑒𝑛𝑑𝑑𝑜 𝑖 
49 //OMP reduce density matrices 
50 ! $𝑂𝑀𝑃 𝑃𝐴𝑅𝐴𝐿𝐿𝐸𝐿 
51 ! $𝑜𝑚𝑝 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 
52     𝑃𝑉𝑉
𝑉𝑉 ← ?̃?𝑉𝑉
𝑉𝑉 
53 ! $𝑜𝑚𝑝 𝑒𝑛𝑑 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙  
54 
55 ! $𝑜𝑚𝑝 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 
56     𝑃𝐴𝐴
𝐴𝐴 ← ?̃?𝑨𝑨
𝐴𝐴 
57 ! $𝑜𝑚𝑝 𝑒𝑛𝑑 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙  
58 ! $𝑂𝑀𝑃 𝐸𝑁𝐷 𝑃𝐴𝑅𝐴𝐿𝐿𝐸𝐿 
59 
60 //GDDI reduce density matrices 
61 𝐺𝐷𝐷𝐼_𝑟𝑒𝑑𝑢𝑐𝑒: 𝑃𝑉𝑉
𝑉𝑉 
62 𝐺𝐷𝐷𝐼_𝑟𝑒𝑑𝑢𝑐𝑒: 𝑃𝐴𝐴
𝐴𝐴 
63 𝐺𝐷𝐷𝐼_𝑟𝑒𝑑𝑢𝑐𝑒: 𝑃𝐶𝐴
𝐶𝐴 
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4.5 Computational models 
In the following sections, test calculations are designed to i) verify that the FMO/RI-MP2 
gradient implementation is fully analytic; ii) examine the accuracy and performance of the 
FMO/RI-MP2 gradient relative to the full FMO/MP2 gradient; and iii) observe the scalability of 
the hybrid parallel model for the FMO/RI-MP2 gradient across multiple compute nodes.  
The testing calculations are carried out on a sequence of water clusters of varying sizes, from 
16-2615 molecules. Unless otherwise noted, the number of fragments is set equal to the number 
of water molecules in the cluster (i.e., one water molecule per fragment). The AO basis set used 
is 6-31G(d,p). For the RI approximation, the auxiliary basis set can vary from the augmented 
correlation consistent double to triple zeta basis sets. All calculations are done on the OLCF KNL 
cluster Theta and the NERSC KNL cluster Cori.  Each physical KNL node is split into four logical 
nodes; for the 64-core KNL nodes on Theta,33 each logical node has 16 cores; for the 68-core KNL 
node on Cori,34 each logical node has 17 cores. For GDDI/OpenMP FMO/RI-MP2 calculations, one 
rank is created on each logical node, which then spawns a team of threads equal to the number 
of cores in the logical node (e.g., 16 on Theta, 17 on Cori). By default, all calculations are done 
with the analytic gradient (e.g., including the SCZV term). The calculated results are compared 
with the corresponding calculations using the full FMO/MP2 gradient method. 
4.6 Results and discussion 
4.6.1 Analytic gradient verification 
The FMO/RI-MP2 analytic gradient implementation (e.g., with response term included) is 
verified by initially comparing with the FMO/RI-MP2 numerical gradient. Calculations on water 
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clusters of 16-64 molecules show that the maximum gradient difference is in the range of 10−6 −
10−5 Hartree/Bohr. For a gradient that is not fully analytic, even a small error can cause serious 
problems for (for example) molecular dynamics (MD) simulations due to a biased error 
accumulation.35 In this section, MD simulations are used to further validate that the FMO/RI-MP2 
gradient implementation is fully analytic. Due to the additional response term from the MP2 
correlation part, the percent of response term contribution to the total FMO/MP2 gradient is 
much larger than that of the FMO/RHF gradient.26 Therefore, introducing approximations might 
impact the FMO/MP2 analytic gradient accuracy. In the MD simulation, the analytic gradient can 
be verified in terms of the energy conservation of NVE ensembles. The procedure for checking 
energy conservation (e.g., for water clusters) using NVE ensembles has been well described in 
the literature.10,35 The procedure includes three main steps: i) generating the initial geometry of 
a water cluster; ii) equilibrating the system using an NVT ensemble; and iii) checking the energy 
conservation in the NVE ensemble. The energy conservation is examined by checking whether 
the slope of the log-log plot of the root mean square deviation of the energy (RMSD(E)) versus 
the time step (Δ𝑡) is close to 2.0.10,35 For comparison, the MD simulations are done for both 
FMO/RI-MP2 and full FMO/MP2 without and with the response terms. The specific steps are: 
i) A water cluster of 16 molecules is generated in a box so that the density is ~ the density 
of water at 300.0 K. This is followed by Monte-Carlo simulations to generate two 
random initial geometries for the MD simulations. 
ii) The water clusters are then equilibrated for 6.0 ps with an NVT MD simulation at 300.0K 
using the EFP method, using a time step of 1.0 fs. The temperature is regulated by a 
Nosé-Hoover thermostat, and is rescaled every 1000 fs. This is followed by a 500 fs NVT 
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MD simulation at 300.0K using the FMO/(RI-)MP2 gradients, with a 1.0 fs time step. The 
temperature is rescaled every 100.0 fs. 
iii) Final geometries and velocities of the NVT equilibrated water clusters are read to the 
NVE MD simulation using FMO/(RI-)MP2 gradients for 500 steps each. The time step 
(Δ𝑡) is varied from 0.1-1.5 fs. The log-log plots of the RMSD(E) versus time step (Δ𝑡) in 
the NVE ensemble are shown in FIGURE 4.2.  
 
FIGURE 4.2. Log-log plots of the root-mean squared deviation of energy (RMSD(E)) versus time 
step Δ𝑡 (0.1-1.5 fs) in NVE ensembles of (𝐻2𝑂)16 clusters using FMO/(RI-)MP2 gradient with 
and without response terms. 
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The results show that for randomly different initial geometries, the log-log plots of the NVE 
MD simulations using both FMO/MP2 and FMO/RI-MP2 analytic gradients, with response terms 
included, are very close to the ideal slope of 2.0 (e.g., 1.98 and 2.10, respectively), with 
correlation coefficients 𝑅2 close to 1.0000 (e.g., 0.9979 and 0.9931, respectively). Therefore, the 
FMO/(RI-)MP2 energy and analytic gradient with response terms included are adequate for the 
MD simulations. FIGURE 4.2 also shows that NVE ensembles using the FMO/(RI-)MP2 gradient 
without response terms can cause very large errors in MD simulations as predicted by Nagata et 
al.26 
4.6.2 Relative accuracy 
The accuracy of the FMO/RI-MP2 gradient relative to the full FMO/MP2 gradient is examined 
using calculations on water clusters of 16-128 molecules. To evaluate the effect of the auxiliary 
basis in the RI approximation, in all calculations, the AO basis set is fixed to the 6-31G(d,p) basis 
set, while the auxiliary basis set is varied from augmented correlation consistent double to triple-
zeta basis sets. The relative accuracy is assessed using i) the correlation energy error Δ𝐸(2), which 
is the absolute correlation energy difference in kcal/mol between the FMO/RI-MP2 and full 
FMO/MP2 methods; ii) the maximum gradient error (Δ𝑔)𝑚𝑎𝑥, which is the maximum gradient 
difference in Hartree/Bohr between the two methods; and iii) the root-mean-square gradient 
deviation 𝑅𝑀𝑆𝐷(𝑔) between the two methods, which can be interpreted as the gradient error 
radius.  
TABLE 4.1 shows that the correlation energy error Δ𝐸(2) is very small, below 1.00 kcal/mol 
for all water cluster calculations. The energy accuracy is further improved when increasing the 
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size of the auxiliary basis set. For instance, for (𝐻2𝑂)64 calculations, the energy error decreases 
from 0.823 to 0.001 kcal/mol when increasing the auxiliary basis set from cc-pVDZ-RI to aug-cc-
pVTZ-RI. Similarly, the maximum gradient error (Δ𝑔)𝑚𝑎𝑥 is also very small, in the range of 10
−6 −
10−5 Hartree/Bohr with the error radius 𝑅𝑀𝑆𝐷(𝑔) also in the range of 10−6 − 10−5 
Hartree/Bohr. The increase in auxiliary basis set also further improves the gradient accuracy. For 
instance, for the (𝐻2𝑂)64 calculations, the maximum gradient error decreases from 7.73 × 10
−5 
to 0.6 × 10−5 Hartree/Bohr when increasing the auxiliary basis set from cc-pVDZ-RI to aug-cc-
pVTZ-RI. 
TABLE 4.1 Accuracy relative to full FMO/MP2 gradient 
Water Cluster Aux. Basis 
𝚫𝑬(𝟐) 
(kcal/mol) 
(𝚫𝒈)𝒎𝒂𝒙 × 𝟏𝟎
𝟓 
(Hartree/Bohr) 
𝑹𝑴𝑺𝑫(𝒈) × 𝟏𝟎𝟓 
(Hatree/Bohr) 
(𝑯𝟐𝑶)𝟏𝟔 
cc-pVDZ-RI 
aug-cc-pVDZ-RI 
cc-pVTZ-RI 
aug-cc-pVTZ-RI 
0.219 
0.110 
0.007 
0.000 
3.23 
0.94 
0.22 
0.08 
1.55 
4.15 
0.93 
0.38 
(𝑯𝟐𝑶)𝟑𝟐 
cc-pVDZ-RI 
aug-cc-pVDZ-RI 
cc-pVTZ-RI 
aug-cc-pVTZ-RI 
0.464 
0.239 
0.012 
0.001 
3.85 
1.06 
0.43 
0.27 
1.73 
0.38 
0.16 
0.10 
(𝑯𝟐𝑶)𝟔𝟒 
cc-pVDZ-RI 
aug-cc-pVDZ-RI 
cc-pVTZ-RI 
aug-cc-pVTZ-RI 
0.823 
0.367 
0.005 
0.001 
7.73 
1.40 
0.89 
0.60 
2.75 
0.58 
0.33 
0.24 
(𝑯𝟐𝑶)𝟏𝟐𝟖 
cc-pVDZ-RI 
aug-cc-pVDZ-RI 
cc-pVTZ-RI 
aug-cc-pVTZ-RI 
0.697 
0.617 
0.617 
0.012 
7.16 
3.06 
3.06 
1.23 
5.87 
1.37 
1.37 
0.47 
 
4.6.3 Relative performance 
The performance of the GDDI/OpenMP FMO/RI-MP2 gradient relative to the GDDI FMO/MP2 
gradient is defined as the ratio (speedup) of the wall times for the correlation gradient part of 
the two methods. The wall time and speedup for water clusters of 64 and 128 molecules for 
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calculations using 2-8 KNL compute nodes on the Cori cluster34 are presented in TABLE 2. The 
overall speedup of all calculations is 3.9-8.4x. For a reasonable choice of AO/auxiliary basis set 
(e.g., 6-31G(d,p)/cc-pVDZ-RI) with an energy accuracy of about 1.0 kcal/mol and gradient 
difference of about 10−5 Hartree/Bohr, the speedup is in the range of 6.2-8.4x. For a larger 
auxiliary basis set (e.g., 6-31G(d,p)/aug-cc-pVTZ-RI), the speedup is about 4.3-6.7x. Note that an 
increase in the number of nodes does increase the speedup. For instance, for calculations on the 
64-water cluster using the cc-pVDZ-RI auxiliary basis, increasing the number of compute nodes 
from 2-8 increases the speedup from 6.4x to 8.2x.  
TABLE 4.2 Wall time (w.t.) and relative wall time of water cluster single point gradient 
calculations using the FMO/RI-MP2 and FMO/MP2 methods. 
Water 
cluster  
#Compute 
Nodes 
w.t. (s) 
FMO/MP2 
Aux. Basis 
w.t. (s) 
FMO/RIMP2 
Speedup 
(𝑯𝟐𝑶)𝟔𝟒 
 
2 781.6 
cc-pVDZ-RI 
aug-cc-pVDZ-RI 
cc-pVTZ-RI 
aug-cc-pVTZ-RI 
121.2 
146.9 
148.8 
158.8 
6.4 
5.3 
5.3 
4.9 
4 419.6 
cc-pVDZ-RI 
aug-cc-pVDZ-RI 
cc-pVTZ-RI 
aug-cc-pVTZ-RI 
61.8 
71.1 
87.6 
96.6 
6.8 
5.9 
4.8 
4.3 
8 220.0 
cc-pVDZ-RI 
aug-cc-pVDZ-RI 
cc-pVTZ-RI 
aug-cc-pVTZ-RI 
26.9 
29.5 
35.3 
34.9 
8.2 
7.5 
6.2 
6.3 
(𝑯𝟐𝑶)𝟏𝟐𝟖 
2 2791.4 
cc-pVDZ-RI 
aug-cc-pVDZ-RI 
cc-pVTZ-RI 
aug-cc-pVTZ-RI 
632.9 
657.1 
687.3 
718.5 
4.4 
4.2 
4.1 
3.9 
4 2038.3 
cc-pVDZ-RI 
aug-cc-pVDZ-RI 
cc-pVTZ-RI 
aug-cc-pVTZ-RI 
328.1 
288.8 
314.6 
327.5 
6.2 
7.1 
6.5 
6.2 
8 1026.1 
cc-pVDZ-RI 
aug-cc-pVDZ-RI 
cc-pVTZ-RI 
aug-cc-pVTZ-RI 
122.2 
133.6 
143.4 
152.2 
8.4 
7.7 
6.2 
6.7 
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4.6.4 Multiple node scaling 
As demonstrated for the FMO/RI-MP2 energy implementation,22 the hybrid 
distributed/shared memory GDDI/OpenMP model can both enhance the computational 
efficiency and preserve the node linear scaling feature of the FMO framework. In this section, to 
illustrate the GDDI/OpenMP FMO/RI-MP2 gradient scalability across multiple nodes, the single 
point analytic gradient of large water clusters containing 1120 and 2615 molecules is calculated 
using 384-768 KNL nodes. The node scaling is examined by plotting the relative wall time of 
FMO/RI-MP2 gradient calculations against the number of nodes used. The relative wall time Δ𝑊 
in an N-node calculation is defined as the ratio between the wall time of a 384-node calculation 
and the wall time of the 𝑁-node gradient calculation scaled by a factor of 384. FIGURE 4.3 shows 
that the relative wall time can be fit to a linear regression equations (101) and (102) with the 
slope of 0.9736 for gradient calculations on the 1120-water cluster, and a slope of 1.0007 for the 
cluster of 2615 water molecules. Both slopes are close to the ideal 1.000 linear scaling. 
 1120 0.9736 6.8599wW NODES =  +   (101) 
 2165 1.0007 1.2648wW NNODES =  −   (102) 
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FIGURE 4.3 Relative wall time of FMO/RI-MP2 gradient calculations for clusters of 1120 and 
2165 water molecules. 
4.7 Concluding remarks 
The FMO/RI-MP2 analytic gradient has been derived and implemented in GAMESS using the 
hybrid distributed/shared memory GDDI/OpenMP model.22,23 The FMO/RI-MP2 gradient consists 
of separate internal fragment, ESP and response terms. The RI approximation has been applied 
to evaluate the internal fragment gradient term whose output is the MP2 density matrix and 
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internal fragment Lagrangian. The application of the RI approximation and the hybrid parallel 
model can fully preserve the accuracy of full FMO/MP2 analytic gradient, speed up calculations 
by a factor of 3.9-8.0x, and maintain the node scalability of the FMO framework. Specifically, 
benchmark calculations for clusters that contain 16-64 water molecules using the 6-31G(d,p) AO 
basis set and the auxiliary basis sets cc-pVDZ-RI and aug-cc-pVTZ-RI show that the correlation 
energy error is below 1.0 kcal/mol and the gradient error is in the range of 10−5 − 10−7 
(Hartree/Bohr). The FMO/RI-MP2 energy and gradient are also adequate for MD simulations: the 
energy is conserved in a NVE MD simulation for water cluster of that contains 16 molecules. 
Finally, the GDDI/OpenMP FMO/RI-MP2 gradient implementation preserves the scalability of the 
FMO framework in large scale calculations (e.g., in single point gradient calculations for water 
cluster of 1120 and 2615 molecules using 384-768 64-core KNL nodes). 
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CHAPTER 5. CAN ORBITALS REALLY BE OBSERVED IN STM EXPERIMENTS? 
 
A Viewpoint published in The Journal of Physical Chemistry A 
Buu Q. Pham and Mark S. Gordon 
 
The scanning-tunneling microscopy (STM) technique has become a fundamental tool to probe 
surfaces by employing the quantum tunneling effect. Unfortunately, several papers have 
(incorrectly) claimed to have used novel STM techniques to observe specific molecular orbitals 
(MOs), in contradiction to the seminal contributions of Werner Heisenberg and Max Born to the 
fundamentals of quantum mechanics.  In this Viewpoint, a brief analysis of the MO concept serves 
as a reminder that orbitals are simply mathematical constructs that are introduced into quantum 
mechanics to provide a route to an approximate solution of the Schrodinger equation. Orbitals, 
therefore, are not observables, claims to the contrary notwithstanding.  
A fundamental concept in quantum mechanics is the Heisenberg Uncertainty Principle.1 For 
the purpose of this note, the main point is that a wave function, any wave function, cannot be 
thought of as a trajectory or as an observable in the same way that it is possible to consider a 
trajectory in classical mechanics. Rather, one can speak only of probabilities of finding particles 
(e.g., electrons) in particular volume elements. In view of the Heisenberg Uncertainty Principle, 
an important fundamental postulate (the Born postulate)2 of quantum mechanics is that the 
probability of finding an electron in a volume element 𝑑𝑉 is Ψ∗Ψ𝑑𝑉, where Ψ is a wave function 
that describes the electron and Ψ∗ is the complex conjugate of Ψ. The wave function amplitude 
Ψ∗Ψ is interpreted as the probability density. All observable atomic or molecular properties are 
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determined by the probability and a corresponding quantum mechanical operator, not by the 
wave function itself. Wave functions, even exact wave functions are not observables. 
The exact wave function is not obtainable for any but the simplest systems, such as the 
particle in the box or the harmonic oscillator. To obtain an approximate wave function for an 
atomic or molecular species, that is, an approximate solution to the electronic Schrodinger 
equation (within the Born-Oppenheimer approximation), one often introduces the concept of 
one-electron functions (i.e., orbitals) such that the approximate wave function is taken to be an 
antisymmetrized product of these orbitals. This so-called “mean field” approximation is 
embedded in both Hartree-Fock (HF) theory and in the most commonly used implementations of 
density functional theory (DFT). It is important to stress here that these orbitals (called molecular 
orbitals in HF theory and Kohn-Sham (KS) orbitals in DFT) are merely mathematical constructs 
that are used to obtain a route to an approximate solution to the Schrodinger equation. 
Furthermore, since an arbitrary unitary transformation of a wave function does not alter its 
amplitude (probability density) or consequently, any observable properties, an MO basis used to 
build the wave function is not unique. For example, the two very different sets of canonical and 
localized MOs can form bases to build wave functions of the same density, which represent the 
same electronic state of the system. Therefore, MOs are not unique and are not observable. 
Unfortunately, many authors have claimed to image MOs, particularly the highest occupied 
molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO). In particular, 
these include claims to have observed the HOMO and LUMO of fullerene (2000),3 nitrogen 
(2004),4 pentacene (2005),5,6 CoII tetraphenylporphyrin (2008),7 polyaromatic hydrocarbons,8 
water (2014),9 and 3,4,9,10-perylene-tetracarboxylic acid dianhydride (2017).10  STM 
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experiments seem to be the most common tool used to “probe” frontier orbitals. A recent 
Perspective11 in Nature Chemistry claimed that STM images of a molecule chemically/physically 
absorbed on a substrate are images of (frontier) orbitals that are coupled with the electronic 
state of the matrix. When the coupling to the matrix is eliminated (e.g., by inserting ultrathin 
insulating NaCl films), the author claimed that the STM images become the images of “native”6 
(frontier) MOs. Based on the foregoing discussion, this cannot be true. Orbitals are not 
observables. 
The origin of the misinterpretation of STM images as orbitals can be understood as follows. 
When a bias voltage is applied to a tip positioned very close to a material surface, electron 
tunneling can occur. The variation of the tunneling current can be visualized as the STM image. 
The tunneling current at a particular space point is proportional to the density of states (DOS) of 
the material at that point, also called the Local DOS. The DOS at a particular energy level results 
from the coupling of the electronic state at that energy level to perturbation sources (e.g., 
electronic states of adjacent molecules, external fields). The DOS at an energy level of an 
unperturbed state (e.g., an isolated molecule) is small and proportional to the degeneracy order 
at that energy level. In the STM technique, a local potential applied to the tip serves as the 
perturbation; therefore, the DOS is non-zero. In many molecular systems, a high DOS occurs at 
about the Fermi level of energy, which is usually between the first ionization and electron affinity 
energies. These energy levels can be roughly approximated by the HOMO and LUMO energies. 
Unfortunately, several authors have made the incorrect leap to conclude that they are actually 
observing the HOMO and LUMO themselves. 
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Claims regarding the observation of orbitals have been made even earlier than those 
mentioned above.  In 1999, Zuo et al.12 attributed an X-ray image to be a d-orbital of copper in 
Cu2O. This paper received some much-needed attention from, for example, Scerri,13 and 
Mulder14, both of whom explained in some detail that orbitals are not observable. The papers by 
Scerri and by Mulder are important and should be read carefully by those who assert that orbitals 
can be observed in experiments. Unfortunately, these two papers have been ignored by several 
authors. 
To summarize, i) any property of a system is only fully represented by the total density; ii) 
orbitals are simply mathematical constructs used to build the (approximate) wave function and 
then the density; iii) orbitals can therefore not be associated directly with an observable 
molecular property; iv) Orbitals are non-unique, since the energy is invariant to any unitary 
transformation among the (HF or KS) orbitals within a given subspace (e.g., doubly occupied 
space).  
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CHAPTER 6. THERMODYNAMICS AND KINETICS OF GRAPHENE CHEMISTRY: A 
GRAPHENE HYDROGENATION PROTOTYPE STUDY 
 
A paper published in Physical Chemistry Chemical Physics 
Buu Q. Pham and Mark S. Gordon 
Abstract 
The thermodynamic and kinetic controls of graphene chemistry are studied computationally 
using a graphene hydrogenation reaction and polyaromatic hydrocarbons to represent the 
graphene surface. Hydrogen atoms are concertedly chemisorped onto the surface of graphene 
models of different shapes (i.e., all-zigzag, all-armchair, zigzag-armchair mixed edges) and sizes 
(i.e., from 16-42 carbon atoms). The second-order Z-averaged perturbation theory (ZAPT2) 
method combined with Pople double and triple zeta basis sets are used for all calculations. It is 
found that both the net enthalpy change and the barrier height of graphene hydrogenation at 
graphene edges are lower than at their interior surfaces. While the thermodynamic product 
distribution is mainly determined by the remaining 𝜋-islands of functionalized graphenes (PCCP 
2013, 15, 3725-35), the kinetics of the reaction is primarily correlated with the localization of the 
electrostatic potential of the graphene surface.  
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6.1 Introduction 
Graphenes are “chickenwire-like” carbon sheets, which have been studied intensively and 
extensively during the last few decades. The first successful effort to isolate graphene was to peel 
off carbon layers from highly oriented pyrolytic graphite (HOPG).1 The limited amount of 
graphene laboriously obtained using this mechanical exfoliation method was a turning point for 
a new generation of carbon-based materials.2 Since then, free standing,3 or deposited4 forms of 
graphene have proved to be powerful materials with a number of novel features,5 suggesting 
numerous potential applications.6 Nevertheless, two-dimensional (2D) graphene has limitations 
that potentially restrict its applicability. For example, the lack of a significant band gap in 
graphenes1 limits their use in on-off electronic devices. Therefore, a wide range of chemical 
engineering and functionalization methods have been used to manipulate graphene energy band 
gaps. For instance, by taking advantage of the quantum confinement effect, “gapless” 2D 
graphene sheets can chemically be transformed into 1D graphene ribbons,7 or finite-size 
graphene clusters (quantum dots)8 with desired electronic band gaps. The graphene band gap 
can also be tuned by functionalizing graphene edges,9 doping the graphene surface with non-
metal elements,10 or converting graphene to graphane [hydrogenated graphene].11 
Understanding and controlling graphene chemistry, therefore, plays an important role in 
graphene technology.12  
Except for 2D sheets, all other forms of graphene are expected to have physical and chemical 
properties that vary with respect to their shapes and sizes. For instance, by increasing the length 
of linear polyacenes, considered the simplest series of graphene ribbons, their electronic ground 
states have been reported to evolve from a closed-shell singlet state (e.g., benzene) to an open-
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shell triplet state (e.g., octa- and nona-acene).13 The trend of decreasing energy differences 
between closed-shell ground states and open-shell excited states has been reported in a number 
of studies.14,15 The potential energy surfaces of graphene excited states can involve complex 
processes with the ground state and with each other, such as avoided crossings, conical 
intersections, and internal conversions.16 Shape and size effects are, therefore, prominent in 
studies of graphene cluster chemistry.  
An important question regarding graphene chemistry is the location of its active centers, 
which control the distribution of functionalized products. An active center can be defined in 
terms of thermodynamics, which determines the positions of the most stable products; or in 
terms of kinetics, which determines where functionalized products will form at faster rates. Most 
(theoretical and experimental) graphene chemistry studies have mainly focused on the 
thermodynamics of reactions,17,18 with little attention paid to the kinetics, even though 
understanding the kinetics of graphene chemistry may provide an important tool in graphene 
technology. For instance, a recent advanced graphene etching technique19 is based on the 
possibility that a graphene edge can be oxidized faster than its interior surface. Although a 
detailed mechanism for such a process is not known, the exploitation of approximate kinetic 
information has led to large benefits.  
Therefore, this work presents a preliminary study of the thermodynamics and kinetics (barrier 
heights) of atom addition to graphene. Graphene hydrogenation by hydrogen atoms is used as a 
prototype for this purpose. 
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6.2 Computational methods 
To account for shape and size effects, different graphene cluster models are used for the 
current investigation. Figure 6.1 depicts three series of graphene models. The first series (Figure 
6.1a, b and c) are all-zigzag edged graphene models ZN, which can be formed by adding 
phenanthrene-exterior patterns to a pyrene molecule. The index N is the number of linearly fused 
benzene rings in the middle row of the graphene model. The other graphene models include 
those that have an all-armchair edge (AA, Figure 6.1d), and a combined zigzag-armchair mixed 
edge (ZA, Figure 6.1e). 
 
Figure 6.1  a-c) all-zigzag (ZN), d) all-armchair (AA), and e) zigzag-armchair (ZA) 
mixed edged graphene models. The notations e and i indicate an edge site and an 
interior site, respectively. 
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A hydrogen atom can occupy three possible positions on a graphene surface: a bridge [B] site 
(on the middle of a CC bond), a hollow [H] site (on the center of a benzene ring), or an atop [A] 
site (on the top of a carbon atom). A hydrogen atom can only form a CH covalent bond with the 
graphene surface at an A site, while the B and H adsorptions give rise to saddle points, or 
unbound states.20,21 The current investigation studies the relative energies and barrier heights of 
CH bond formation on the surface of graphene models.  
All stationary points along the reaction coordinates for each CH bond formation have been 
located. Minima and first-order saddle points were confirmed by calculating and diagonalizing 
the Hessian matrices. The minimum energy paths connecting the transition state with desired 
reactants and products have also been calculated. All calculated energy profiles of the 
hydrogenation reactions are corrected for vibrational zero-point energies (ZPE).  
All calculations were done using second-order Møller-Plesset perturbation theory (MP2) 
combined with the Pople double (6-31G(d)) and triple-zeta (6-311+G(d,p)) split valence shell basis 
sets. To avoid spin contamination, for open-shell systems the second-order Z-averaged 
perturbation theory method (ZAPT2)22,23 is used. All calculations were done using GAMESS.24 
Calculated results are parsed and visualized using the MacMolplt visualization package.25 
6.3 Results and discussion 
6.3.1 Computational model calibration 
Quantum investigations of graphene chemistry are computationally expensive, and the 
computational cost rapidly increases as the graphene size increases. Therefore, selecting an 
appropriate theoretical model that compromises between the accuracy and the cost of 
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calculations is important. Since an essential part of this investigation is the relative chemical 
reactivity among active centers on graphene surfaces, it is worthwhile to determine if a relatively 
small basis set can provide useful qualitative data compared to a larger basis set. This could be 
important as the size of the graphene cluster increases. Therefore, this section compares the 
energy profiles of graphene hydrogenation using different basis sets. The pyrene molecule is used 
to represent the graphene surface. At absolute zero, the energy profiles are represented by the 
reaction enthalpy ( )0H  and the reaction barrier ( )‡H , which are obtained from ZPE-
corrected electronic energies of reactants ( ),zpeRE , transition state ( ),zpeTE and products ( ),zpePE  
in Equations (1) and (2). The subscripts R, P and T stand for reactants, products and transition 
state, respectively, and the subscript   denotes for the reaction center; i.e., e1-3, i1-2.  The 
results of this analysis are summarized in Table 6.1.  
 0 , ,
zpe zpe
P RH E E   = −    (1) 
 
‡
, ,
zpe zpe
T RH E E   = −    (2) 
 
Table 6.1 MP2 heats ( )0H  and barriers ( )‡H  in kcal/mol of the pyrene 
hydrogenation reaction at different carbon atoms (cf. Figure 6.1a). 
Methods 6-31G(d) 6-311G(d) 6-311+G(d, p) 
Sites ( )  H0 H‡ H0 H‡ H0 H‡ 
e1 -2.5 18.3 -3.3 17.2 -7.9 13.7 
e2 -19.8 15.8 -20.3 14.5 -25.2 11.5 
e3 -13.0 14.9 -16.8 13.9 -21.9 11.1 
i1 10.7 21.8 8.6 19.7 3.9 15.8 
i2 7.0 20.5 5.1 17.8 0.2 13.9 
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While pyrene (Z2, Figure 6.1a) is a relatively small graphene model, it has both edge (Figure 
6.1: e1, e2 and e3) and interior (i1 and i2) carbon atoms, thereby providing a good starting point 
to represent a graphene surface. Full energy profiles of pyrene hydrogenation at all symmetrically 
unique carbon atoms were evaluated using the ZAPT2 method combined with the Pople double- 
(6-31G(d)), triple-zeta (6-311G(d)) and triple zeta plus diffuse (6-311+G(d,p)) basis sets. 
 
Figure 6.2 Hydrogenation barriers calculated using three basis sets. P is a Pearson 
correlation coefficient. 
Table 6.1 shows that when the size of the basis set increases, the reaction becomes more 
exothermic and the barrier height decreases. For example, increasing the basis set from double 
(6-31G(d)) to triple (6-311G(d)) zeta quality, the reaction barrier goes down by 6.2-11.4%. 
Increasing the basis set further to 6-311+G(d,p) reduces the barrier height further by 25.1-32.2%. 
For instance, the hydrogenation barrier at i1 monotonically decreases from 20.5-13.9 kcal/mol 
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when increasing from double to triple zeta basis sets. This barrier using the restricted open shell 
singles and doubles coupled cluster (ROCCSD) and the corresponding method with perturbative 
triples [ROCCSD(T)], with the cc-pVDZ basis set is in the range of 10.1-11.3 kcal/mol.21 Therefore, 
increasing the basis set brings MP2 barriers closer to the couple cluster results. 
Interestingly, the energy profiles obtained from small and large basis sets are highly 
correlated. As shown in Figure 6.2, the pyrene hydrogenation barriers obtained using different 
basis sets are almost parallel to each other. Quantitatively, the Pearson coefficient (P),26 which 
varies from 0.000 (no correlation) to 1.000 (perfect correlation) can be used to evaluate the 
correlation among data sets. For two N-point data sets  i Nx  and  i Ny , whose means are X and 
Y, the Pearson coefficient can be formulated in Eq. (3). 
    
( )( )
( ) ( )
1 2
2 2
,
N
i i
i
i iN N N N
i i
i i
x X y Y
P x y
x X y Y
− −
  = 
 
− − 
 

 
   (3) 
Figure 6.2 shows that the Pearson coefficient between barriers calculated using the 6-31G(d) 
and the 6-311G(d) basis sets is very close to 1.000; i.e., P[6-31G(d)//6-311G(d)]=0.987. Similarly, 
P[6-31G(d)//6-311G(d)]=0.968. Therefore, it appears to be reasonable to use the ZAPT2/6-31G(d) 
method to investigate the relative chemical reactivities of graphene surfaces. 
6.3.2 Thermodynamics of graphene hydrogenation 
Graphene can be hydrogenated when exposed to an atomized hydrogen plasma in vacuum,11 
or in a molecular hydrogen atmosphere at high temperature and pressure.27 Graphene 
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hydrogenation by hydrogen atoms is closely related to a number of studies in astrophysics, where 
pyrene and extended polyaromatic hydrocarbons (PAH) [considered to be graphene clusters] are 
known to catalyze the formation of a molecular hydrogen atmosphere on dust grain surfaces.28 
The process happens in a stepwise reaction, whose the first step is the chemisorption of hydrogen 
atoms on the PAH surface. This is followed by clustering-recombining,29 and/or H-abstraction30 
to form hydrogen molecules. It is notable that an excess of adsorbed hydrogen atoms is found to 
accumulate on the edges of an extended PAH.31,32 Graphene edges are, thus, expected to be 
more reactive than their inner surfaces, at least from a thermodynamic point of view. The results 
shown in Table 6.1 and Figure 6.2 are consistent with this observation. In this section, the relative 
thermodynamic energies of carbon atoms at different positions on graphene surfaces are 
elucidated in terms of the heats of hydrogenation at the ZAPT2/6-31G(d) level of theory.  
Table 6.1 shows that hydrogenation at a pyrene edge site (e1, e2 or e3: See Figure 6.1) is 
more exothermic than at an interior site (i1 or i2). The variation of the heat of hydrogenation (at 
0K) is:  
 ( ) ( ) ( ) ( ) ( ) ( )0  / : 2 19.8   3 13.0   1 2.5   2 7.0   1 10.7kcal mol e e e i iH −  −  −      (4) 
So, the heat of hydrogenation at the edge is thermodynamically much more favorable than 
at the interior regions. Similarly, the heat of hydrogenation at the edge of the coronene surface 
(Figure 6.1b) is distinctly more negative than at its interior surface: 
 ( ) ( ) ( ) ( )0  / :  5.7   1 3.1   2 4.1kcal moH l e i i −      (5) 
The difference in the chemical affinity toward a hydrogen atom between a carbon at the 
graphene edge and a carbon on the inner surface can be attributed in part to the relative 
stabilities of the remaining -islands of the hydrogenated products. The graphene edge may be 
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more reactive since the graphene -conjugating system seems to be less disrupted when the 
hydrogenation occurs at this peripheral region. Qualitatively, the relative stability of -islands 
can be evaluated using several familiar indices; e.g., the Kekulé index (the maximum number of 
Kekulé benzene structures obtained from the arrangement of -bonds), the resonance energy 
evaluated using the Huckel method,33 or the nuclear independent chemical shift (NICS) index.34  
More quantitatively, the hydrogenation reaction may be thought of as breaking a double 
bond in a pool of other double bonds on the graphene surface. Therefore, the relative stabilities 
of different regions of the graphene surface can be evaluated by comparing the stabilities of 
these double bonds with a standard, isolated double bond (e.g., of a ethylene molecule), using 
the concept of an isodesmic reaction first introduced by Pople and co-workers.35,36 In an 
isodesmic reaction, the number of electron pairs and bonds of each type is conserved; 
consequently, energy errors due to the limitation of the computational model used are 
minimized. The relative stabilities of double bonds on the graphene surface is evaluated using 
the isodesmic reaction depicted in Figure 6.3, in which a graphene model is hydrogenated by an 
ethyl radical instead of a hydrogen atom to form an ethylene molecule and graphene 
hydrogenated product. The double bond on the surface of the graphene model is transformed 
into the double bond in the ethylene molecule, which allows a direct comparison of their relative 
stabilities. The heats (kcal/mol) of these isodesmic reactions for Z2, Z3 and Z4 are depicted in 
Figure 6.3a, b, and c, respectively. For pyrene (Z2) and coronene (Z3), the entire cluster is 
examined; for the larger model Z4, to save computation time, only the edge and interior surface 
carbon sites that result in hydrogenated products with Cs symmetry are considered.  
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Figure 6.3  Heat of graphene isodesmic hydrogenation reaction using ethyl radical. 
The heats of the isodesmic hydrogenation reactions (Figure 6.3) for Z2 to Z4 are all positive. 
This indicates that the double bonds in the graphene models used in this investigation are more 
stable than the isolated double bond in the ethylene molecule. For instance, the heat of 
isodesmic hydrogenation varies from 6.4 kcal/mol (the edge carbon e2 of Z2, Figure 6.3a) up to 
37.7 kcal/mol (the interior carbon i of Z4, Figure 6.3c). The heat of isodesmic hydrogenation also 
reveals that it costs much less energy to break double bonds at graphene edges than those 
located in the graphene inner surface, indicating that the graphene edges are more reactive than 
their interior surfaces. 
If one combines the isodesmic reaction discussed above with the experimental bond 
dissociation of ethyl radical,37 as indicated in Eqs. (6) and (7), additional interesting energetic (Eq. 
(8)) comparisons are revealed. The results depicted in Figure 6.4 show that graphene 
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hydrogenation at the edges are much more exothermic than at the interior surfaces, suggesting 
that graphene hydrogenation at the edges is feasible, and thermodynamically more favorable 
than at the interior surfaces. 
 ( ) ( )2 5 2 4 ,
isodesmicR C H RH C H H
• •
+ → +     (6) 
 ( ) ( )2 5 2 4 , 35.5
dissociationC H H C H H kcal mol
• •→ +  =    (7) 
 ( ) , isodesmic dissociationR H RH H H H
••+ →  =  −     (8) 
 
 
 
Figure 6.4  Heat of graphene hydrogenation (Eq. (8)) obtained by combining 
isodesmic reaction (Eq. (6)) and ethyl radical dissociation (Eq. (7)). 
6.3.3 Kinetics of graphene hydrogenation 
Note that the addition of a hydrogen atom to the double bond of ethylene is known to be 
almost barrierless (e.g., ca. 3.0 kcal/mol).38 While an experimental value for the graphene 
hydrogenation barrier is not available, the barrier height for graphite hydrogenation has been 
found to be larger than that of ethylene (e.g., ca. 5.0 kcal/mol).39 In comparison with graphenes, 
the interlayer interaction in graphite probably activates the -system. The heat of the isodesmic 
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graphene hydrogenation reaction (cf. Figure 6.3) demonstrates that the -system in graphene is 
much more stable than the isolated double bond in ethylene. Therefore, the barrier heights in 
graphene hydrogenation are expected to be larger than that of graphite and ethylene. These 
observations are consistent with the calculated barrier for the pyrene (Figure 6.5), and coronene 
(Figure 6.6) graphene cluster models discussed below. 
The reaction barriers for graphene hydrogenation also divide the graphene surfaces into edge 
regions and interior regions. For example, at the ZAPT2/6-31G(d) level of theory, the barriers (at 
0K) for pyrene hydrogenation are: 
 ( ) ( ) ( ) ( ) ( ) ( )‡ / : 3 14.9   2 15.8   1 18.3   2 20.5   1 21.8kcal mol e e e iH i        (9) 
While the thermodynamic product distribution of graphene chemistry is controlled by its 
products,18 the current understanding of the kinetic indicators of graphene chemistry is limited. 
 
Figure 6.5  ZAPT2/6-31G(d) energy profiles of pyrene hydrogenation 
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To examine the reaction kinetics, consider the molecular electrostatic potential (MEP),40 
which maps the response of the molecular potential to a test charge. A MEP map, therefore, 
can provide insight into the kinetics of chemical processes by identifying regions of 
nucleophilicity and electrophilicity. For planar graphenes, it is convenient to examine 2D MEP 
maps generated on planes at different distances from their surfaces. Figure 6.6 depicts pyrene 
MEP maps evaluated in planes from 0-3Å above the pyrene molecular plane. On planes close to 
the pyrene molecular surface (0-1 Å), the positive potential [red contours] is dominant and 
evenly distributed among all carbon sites. However, at distances 2Å and above, which is the 
area of valence interaction, the negative potential [blue contours] becomes prominent and is 
localized at the pyrene edge, while the inner surface shows little response. Since one can think 
of the approaching H atom to be electrophilic, the MEP maps are consistent with the observed 
barrier heights. The pyrene MEPs are in agreement with the relative chemical reactivity of 
pyrene edge, and the experimental evidence of graphene edge states.41,42  
 
 
    
a) 0 Å b) 1 Å c) 2 Å d) 3 Å 
   
Figure 6.6 MP2/6-31G(d) 2D MEPs generated in planes from 0-3 Å above the pyrene 
molecular plane. Positive, and negative potentials are in red, and blue, respectively. 
Similarly, the reaction barriers for coronene hydrogenation are smaller at the edge carbons 
than at the interior carbons, as illustrated in  Figure 6.7a. The 2D MEP map generated on the 
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plane 2Å above the coronene molecular surface (Figure 6.7b) once again demonstrates that the 
reactivity is localized on the edges. 
 
 
(a) (b) 
Figure 6.7 (a) The ZAPT2/6-31G(d) energy profiles of coronene hydrogenation; and 
(b) the MP2/6-31G(d) 2D MEP map generated on a plane 2Å above the coronene 
molecular plane. Positive, and negative potentials are in red, and blue, respectively. 
The 2D MEPs generated on planes 2Å above the Z4 (32 carbon atoms) and Z5 (40 carbon 
atoms) models are depicted in Figure 6.8a and 6.7b, respectively. Both MEPs have high negative 
contours concentrated on their edges, while the interior region has little response. Other 
topologies are also illustrated, including the all-armchair (AA, Figure 6.1c), and zigzag-armchair 
mixing (ZA, Figure 6.1d) edge graphene models. All of their 2D MEPs shown in Figure 6.8c-d show 
the same features as those discussed above, again suggesting the susceptibility of the edge 
carbon atoms to hydrogen atom attack. 
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a) Z4 (C32H14) b) Z5 (C40H16) 
 
 
c) AA (C42H18) d) ZA (C36H16) 
   
Figure 6.8 2D MEPs generated on planes 2 Å above the molecular planes of a) Z4 
(C32H14), b) Z5 (C40H16), c) AA (C42H18) and d) ZA (C36H16) graphene models. Positive and 
negative potentials are in red, and blue, respectively. 
6.4 Concluding remarks 
Graphene hydrogenation reactions have been explored using second order Moller-Plesset 
perturbation calculations. Graphene edges are found to be both thermodynamically and 
kinetically more reactive than the interior surface. The thermodynamics and kinetics of graphene 
are controlled in part by different factors. While the thermodynamic product distribution is 
guided by the nature of the −charge delocalization, the reaction kinetics are governed by 
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localization of the molecular electrostatic potential in the valence region above (and below) the 
rings that kinetically prefer attack at the graphene edge. 
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CHAPTER 7. SUMMARY AND CONCLUSION 
 
The computational demand, including the number of floating-point operations and the 
memory storage of ab initio calculations, for macromolecular system is huge. Parallel 
implementations to make use of large computing resources in these calculations are difficult due 
to memory limitations and the serial parts of the code. Studies in this dissertation suggested a 
template that enable ab initio calculations, particularly the second-order Moller-Plesset 
perturbation theory, for large systems by combining integral compressors, fragmentation 
methods, and efficient parallel models. Integral compressors are used to address the bottleneck 
of the 2-electron integral transformation (from the atomic orbital to the molecular orbital basis) 
as well as the memory demand of correlated ab initio methods. The fragmentation methods 
partition a system into small pieces that helps to remove a large part of the redundant integrals 
(e.g., short-rang exchange integrals), avoid large matrix processing (e.g., diagonalizing Fock 
matrix of the whole large molecule). In addition, fragmentation methods enable 2-level 
parallelism; e.g., the first level distributes compute resources among fragments, the second level 
provides parallel code within fragment calculations. The multilayer parallelization basically 
removes serial parts in a fragmentation code while retaining the computational scalability when 
using a large number of compute nodes. Finally, an efficient parallel model is used enhance the 
performance. For instance, by using a hybrid distributed/shared memory model, the 
communication overhead and the memory footprint are significantly reduced. The light-weight 
threads with natural resource sharing character can efficiently make use of new computer 
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hardware, especially multicore processors. The template of hybrid-fragmentation-compressor 
has initially been built and presented in chapters 2-4 as follows.  
Chapter 2 reviews popular integral compressors including the resolution-of-the-identity (RI) 
approximation, Cholesky decomposition, stochastic RI approximation, and the natural auxiliary 
function method. A new compression scheme for the 4‐2ERI matrix has also been formulated by 
combining the RI approximation with the singular value decomposition (SVD). The SVD‐RI method 
introduces a rigorous accuracy controller yielding a precise systematic error that fully preserves 
the accuracy of relevant relative properties (e.g., potential energy surface, binding energy on the 
MP2 correlation energy test calculations). 
Chapter 3 illustrates the combination of the RI approximation, the fragment molecular orbital 
(FMO) method, and the hybrid distributed/shared memory GDDI/OpenMP model for the MP2 
correlation energy method. This results in a speedup of a factor of 10x relative to the available 
GDDI FMO/RI-MP2 code in calculations on medium to large molecular systems (e.g., of 417-
11,259 atoms). The hybrid parallel model can also preserve the linear scaling characteristics of 
the FMO framework. Calculations for water clusters that contain 2,165 molecules (11,259 atoms) 
exhibits linear node scaling (e.g., when the number of 64-core compute nodes is varied from 256-
768). 
Chapter 4 applies the hybrid-fragmentation-compressor template to the MP2 analytic 
gradient. Similar to the energy, the application of the RI approximation and the hybrid parallel 
model to the gradient can fully preserve the accuracy of the FMO/MP2 analytic gradient while 
speeding up calculations by a factor of 3.9-8.0x, and maintaining the node scalability of the FMO 
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framework. The test calculations were carried out on systems of up to 11,259 atoms and using 
up to 768 64-core compute nodes. 
For future developments, the SVD-RI subroutine will be optimized to further reduce the 
computational cost. More study to develop the analytic gradient is necessary to bring the 
approximation to practical applications. More variants of the hybrid-fragmentation-compressor 
template can be developed for optimal combinations. For instance, the integral compressor can 
be chosen to be the Cholesky decomposition, or even pure SVD for the 4-2ERI; the fragmentation 
method can be selected from the large fragmentation pool e.g., EFP, QM/EFP, FMO, EFMO; other 
efficient computational models can be applied to enhance the performance of the code 
implementation (e.g., heavy computation can be processed with accelerators). 
 
