INTRODUCTION
A supply chain is defined as a system that moves goods, services, and information from points-of-origination to points-of-consumption. It includes a set of processes to efficiently link suppliers, manufacturers, distributors, and retailers in order to acquire raw materials, transform them into final products, and ship the final products to intermediate storage locations, retailers, and customers. Clearly, effective flow in the supply chain requires concerted activity across all the business functions. Replenishment, at any node in the supply chain, at the right quantity and at the right time is achieved by using proper inventory control policies.
In this paper, we consider a distribution inventory system including a single warehouse and several retailers. Demand arises in the retailers in the form of a stationary stochastic process. An inventory control policy is used to maintain inventories at the retailers above certain threshold levels. The central warehouse (distribution center) supplies the retailers, which in turn replenishes its inventory according to a policy from an outside supplier with unlimited capacity.
Initially, [33] considered a depot-base system for repairable items where demand for items follow compound Poisson processes at the bases. An analytical solution was DOI: 10.14736/kyb-2017- given to determine the optimal base-stock levels for each item subject to a limited system investment. Later, [28] investigated the identical system where the replenishment is made in batches. They provided a power approximation method to determine the optimal batch sizes and safety stocks. [17] and [32] studied the system where each facility follows a continuous review (R, Q) policy and the identical retailers face stationary Poisson demand. An approximate model was presented to calculate the system service levels in [17] , and an optimization framework was developed to maximize the system fill-rate subject to a safety stock constraint in [32] . The distribution inventory system with one-for-one replenishment was explored in [3] , and a periodic review control policy was used in [14] . [21] , on the other hand, explored non-identical retailers under an (R,Q) policy. [16] also analyzed non-identical retailers operating under an (s, S) policy.
In the aforementioned studies regarding multi-echelon distribution networks, the main idea has been to decompose the system into smaller subsystems (i.e., decompose the system to a warehouse and retailers with their own procurement and demand arrival processes). Effective demand inter-arrival times at the warehouse and effective leadtimes at the retailers were identified. Then, procedures for the single-location models were used to obtain desired performance measures. [3, 4, 5, 15, 34] , and [36] considered the multi-echelon distribution inventory system with divergence in their solution methodologies. [34] , and [3, 4, 5] exploited solution methodologies based on the approach to match every supply unit with a demand unit. In other words, they kept track of each supply unit and its sojourn time in the system and calculated the holding and backorder costs accordingly. [15] , on the other hand, disaggregated the backorders at the warehouse among the retailers and then computed the long-run inventory levels. [36] calculated the probability rules of the waiting times observed by retailers' replenishment orders in the warehouse.
A common assumption of the preceding studies related to the distribution inventory system was constant transportation times between the external supplier and the warehouse, as well as between the warehouse and the retailers. An exception to this was [35] where they assumed stochastic transit times under base-stock policies. Some reviews of the multi-echelon systems were [9, 18, 19] , and [20] .
In several settings, the arrival process is a superposition of different arrival streams. An example is a queue to which the arrival process is the superposition of separate arrival streams, each of whose inter-arrival times is of Erlang distribution. Practical applications include production line with input and output layers, that is, input to downstream machines is the output of upstream stations [37] ; pooled production-inventory systems [10] ; single server queues with Markovian arrival processes [27] ; and multiservice network using ATM multiplexer [30] , among others. An important characteristic of the superposed process is that although the individual streams are independent from each other, the inter-arrival times of the superposed process may no longer be independent. Additionally, exact analysis of the superposed process becomes computationally impractical as the number of the superposed streams increases. As a result, most of the work in this area delves into approximations. Typical methods approximate the superposed processes by renewal processes, which may be inadequate in capturing the temporal dependence (i.e., the autocorrelation).
[1] developed a hybrid approximation scheme that combines the stationary-interval method and the asymptotic method of [38] . Both methods determine the approximating renewal process by identifying moments for the intervals between successive points and fitting a convenient distribution to the moments. [11] developed an approximation using Super-Erlang chains, which takes into account the local and long-term behavior of the second-order measures of the nonrenewal process being approximated. [12] analyzed a queue using the Super-Erlang chains in which the arrival process is the superposition of separate arrival streams, each of whose inter-arrival and service time distributions are of phase-type. The above approximation methods were based on first order and second order statistics. However, [22] developed higher order approximations for the single server queue with general inter-arrival and service time distributions. Similarly, [8] used a three parameter renewal approximation in predicting the mean waiting time in a queue with deterministic service times. [37] , on the other hand, proposed an approximation method based on state-space aggregation.
In this study, we develop a model based on decomposition approximations to study the distribution inventory system under stochastic transportation times. Our aim is to analyze system behavior using some key performance metrics such as the time averages of inventory and backorder levels, and the customer service levels. The literature for multi-echelon systems under stochastic transportation times is scarce and needs further attention, as opposed to the abundant literature under constant lead-times. In addition, we present a technique to characterize the demand arrival process at the warehouse as a superposition of inter-arrival times of Erlang distributions. We illustrate the practical use of this approach in the two-echelon distribution inventory system. The developed approximations are validated against the simulation, yielding good agreement of robust performance metrics.
The rest of the paper is organized as follows. In Section 2, we describe the multiechelon distribution inventory system. In Section 3, we illustrate the modelling approach decomposing the system into smaller subsystems. Section 4 presents our methodology to analyze the demand arrival process at the warehouse. Section 5 includes the steady-state analysis of subsystems and Section 6 includes the numerical results. Finally, Section 7 concludes the paper.
MULTI-ECHELON DISTRIBUTION INVENTORY SYSTEMS
We consider a distribution inventory system comprising a single warehouse (W) and N retailers, as shown in Figure 1 . The retailers face independent, stationary unit Poisson demand and have their own operating characteristics. They follow continuous review (R i , Q i ) inventory control policies, (i.e., when the inventory position, inventory on hand plus outstanding orders minus backorders, at retailer i down-crosses its reorder point R i , it orders a replenishment batch size of Q i from the central warehouse). (R, Q) policies are appropriate under certain settings. First, they are used under continuous review (tightly controlled) and for slow moving items. Second, they are used when the ordering cost is high. The order arrives after a lead-time delay (including just the transportation time), if the warehouse has sufficient inventory on hand. Otherwise, it experiences additional delays due to stockouts at the warehouse. We assume that it is possible to have several outstanding orders from a retailer at any point in time. Any excess demand at a retailer is backlogged and filled as soon as the replenishment order arrives from the warehouse, in a first-in first-out manner. Demand at the warehouse includes replenishment orders from the retailers and is satisfied immediately provided that the warehouse has available stock on hand. The unsatisfied demand is backordered. The warehouse, in turn, orders from an outside supplier who is assumed to have sufficient inventory on hand at any point in time, based on an (R W , Q W ) inventory control policy. Hence, the effective lead-time includes only the transportation time.
We assume that all replenishment batch quantities are multiples of a batch size q for convenience. Therefore, the inventory position at the warehouse is always a multiple of q and partial shipments are not allowed. In addition, we assume all transportation times between facilities are phase-type distributed because of their generality and versatility. Phase-type random variables include exponential random variables, their finite sums and mixtures, and certainly can approximate any distribution with a wide-range of variability at a desired accuracy level ( [2, 29, 35] ). We assume, in particular, all transportation times follow a k-phase Erlang (Erlang-k) distribution. Moreover, we assume the orders are processed sequentially in the transportation system. That is, no overtaking is possible and the orders are received in the same order they were placed. Assuming independent, identically distributed random variables, on the other hand, results in parallel processing of orders and lets orders to cross in time. [35] modelled the transportation times accordingly. See also [39] for the use of phase-type distributions in inventory-control models.
MODELLING APPROACH
It is plausible that the entire system can be modelled using a Markovian approach by keeping track of the inventory levels, demand arrival processes, and replenishment processes simultaneously at the warehouse and retailers (due to the Poisson demand arrivals and phase-type transportation times). However, as the system size increases, the use of the exact (Markovian) methods becomes computationally impractical due to the fast growing state-space of the underlying Markov chain. Indeed, we next present a decomposition procedure, which uses single-location models as building blocks to analyze the entire distribution inventory system.
Note that, the system with one-for-one (i.e., Q = 1) replenishment policies is a special case and easily analyzed, since the demand process at the warehouse is a superposition of N independent Poisson processes and still a Poisson process. On the other hand, the distribution system with (R i , Q i ) inventory control policies at the retailers is quite difficult to analyze since the demand process at the warehouse is a superposition of N independent Erlang distributions.
Here, we propose an approximation approach that decomposes the system into two sets of subsystems. Each subsystem consists of an inventory holding buffer with its own stock keeping policy, replenishment and demand arrival processes. We treat each subsystem as a single-location model requiring modest computational effort. Finally, we link the subsystems to each other. The decomposition method adopted is based on [2, 23, 25] . Let us introduce the following notation:
transportation time between supplier and warehouse,
transportation time between warehouse and retailer i, i = 1, 2, . . . , N , Ω(W ) : subsystem involving warehouse,
node modelling replenishment to facility j, j = W, 1, 2, . . . , N , M j : node modelling demand arrival process to facility j, j = W, 1, 2, . . . , N ,
The principles of decomposition are illustrated in Figure 2 . The first subsystem, Ω(W ), includes the warehouse, which uses an (R W , Q W ) inventory control policy. Node M W models the effective replenishment process and node M W models the effective demand arrival process for the warehouse. Similarly, the subsystems, Ω(i), include retailer i, i = 1, 2, . . . , N . An (R i , Q i ) policy is used to control inventory level. Node M i represents the effective replenishment process and node M i represents the demand arrival process at retailer i, respectively.
Replenishment times
For subsystem Ω(W ), the variable U W represents the effective replenishment time at the warehouse. Since the supplier has always sufficient raw material to replenish the warehouse, the effective replenishment time consists only of the transportation leadtime from supplier to the warehouse. That is,
For subsystems Ω(i), the variable U i represents the effective replenishment time at retailer i. The retailer order is filled as soon as it is received, if the warehouse has sufficient stock on hand. Otherwise, it is delayed until sufficient number of units arrive (1) ωi (2) ωi ( at the warehouse. Let us assume ω i (0) be the conditional probability that there are zero units missing in the warehouse (that is, the warehouse has sufficient stock on hand) when a replenishment request arrives from retailer i. Similarly, let us assume ω i (j), j = 1, 2, . . . be the conditional probability that there are j batches missing, that is, for any j, (j − 1) * Q W + 1, (j − 1) * Q W + 2, . . . , j * Q W units missing in the warehouse when a replenishment is requested from retailer i. Then, the effective lead time to retailer i is given by:
It is clear that, with probability ω i (0), there is sufficient stock at the warehouse and retailer i's order experiences no additional delays. On the other hand, with probability ω i (j), the warehouse misses j batches resulting in a delay in the replenishment process. This delay, however, is j replenishment lead times from the supplier to the warehouse.
Demand inter-arrival times
The retailers face customer demand according to a Poisson process with rate λ i , i = 1, 2, . . . , N . Equivalently, the effective demand inter-arrival times at retailer i are independent and follow an exponential distribution with rate λ i , for i = 1, 2, . . . , N .
Demand at the warehouse includes replenishment orders from the retailers. Since the retailers face independent, stationary Poisson demand and replenish their stock according to an (R i , Q i ) policy, the inter-arrival times of the orders from the retailers follow Erlang distributions. As a result, the demand arrival process at the warehouse is a superposition of N independent Erlang distributions.
SUPERPOSITION OF ERLANG PROCESSES
An important characteristic of the superposed Erlang processes is that although the individual processes are independent from each other, the inter-arrival times of the superposed process may not be independent. Here, we present a methodology to characterize such arrival as a Markovian process (by keeping track of the individual arrival streams' phase structure and their transition behavior). Note that the state-space of the superposed arrival process increases considerably. Therefore, we also suggest a three-moment approximation scheme to efficiently use the methodology in practice. We illustrate the accuracy of the methodology on a number of test problems.
Preliminaries
A k-phase Erlang (Erlang-k) distribution is the sum of k exponential random variables. A phase diagram of the Erlang-k distribution with rate λ is shown in Figure 3 . The Erlang-k distribution has also the following (α, T ) representation:
An important property of the Erlang-k distribution is that the residual (remaining) time has a mixture of generalized Erlang-k (MGE-k) distribution. This is due to the following arguments. At any point in time, the Erlang-k distribution, with probability 1/k, is in any one of its exponential phases. Hence, the residual time has one exponential phase with probability 1/k, the residual time has two exponential phases with probability 1/k, and so on. The resulting MGE-k distribution has a graphical representation shown in Figure 4 with corresponding probabilities. The MGE-k distribution has also the following (α, T * ) representation [2] :
Fig. 4 . Phase diagram of the remaining time of an Erlang-k distribution.
We borrow the following Definition 4.1 and Theorems (4.2, 4.3) from [29] .
If X and Y are independent random variables with phase-type distributions F (·) and
is also phase-type. 
Superposition of two erlang processes
We start from the simplest case; an arrival process that is a superposition of two independent Erlang processes. Let us denote by F (·) and G(·) two Erlang distributions with representations (α, T ) and (β, S) of orders m and n, respectively. Consider the superposed process at an arrival instance, (i.e., an instance at which an arrival just happened). Without loss of generality, let us assume that the arrival is from the first process. The amount of time until the next arrival from the first process follows an Erlang-m distribution. On the other hand, the amount of time until the next arrival from the second process follows an MGE-n distribution, since the remaining time of an Erlang-n distribution is an MGE-n distribution. In fact, the amount of time until the next arrival is distributed as the minimum of the Erlang-m and MGE-n distributions. From Theorem 4.2, this distribution has a representation [α ⊗ β, T ⊗ I + I ⊗ S * ] where (β, S * ) is the corresponding representation of the MGE-n distribution. In a similar vein, let us assume that the arrival is from the second process. The amount of time until the next arrival is distributed as the minimum of MGE-m and Erlang-n distributions, and has a representation [α ⊗ β, T * ⊗ I + I ⊗ S] where (α, T * ) is the corresponding representation of MGE-m distribution.
Let us denote by p(1) the probability that the arrival instance is from the first stream, and by p(2) that it is from the second stream. Then, the superposed process is going to be a mixture of phase-type distributions. By Theorem 4.3, it is again a phase-type distribution with the corresponding representation, α = [p(1)(α ⊗ β), p(2)(α ⊗ β)], and
Superposition of N Erlang Processes
Next, we generalize the methodology presented in the previous section to N independent Erlang processes. We first present a Corollary that follows from Theorem 4.2 to accommodate N phase-type distributions. If X 1 , X 2 , . . ., X N are independent random variables with phase-type distributions
, is also phase-type.
Now, consider the superposed process at an arrival instance. Let us assume that the arrival is from the first process. The amount of time until the next arrival from the first process follows an Erlang-n 1 distribution. On the other hand, the amount of time until the next arrival from the second process follows an MGE-n 2 distribution, the amount of time until the next arrival from the third process follows an MGE-n 3 distribution, and so on. In fact, the amount of time until the next arrival is distributed as the minimum of Erlang-n 1 , MGE-n 2 , . . ., MGE-n N distributions. The superposed distribution is defined by Corollary 4.4 and has the representation [α(1),
is the corresponding representation of the MGE-n i distribution.
Similarly, if we assume that the arrival is from the second process, the amount of time until the next arrival is distributed as the minimum of MGE-n 1 , Erlang-n 2 , . . ., MGEn N distributions. The distribution is defined by Corollary 4.4 and has the representation [α(2),
At this point, it is clear that the superposed process is going to be a mixture of phase-type distributions. By Theorem 4.3, it is again a phase-type distribution with the corresponding [ 
Although the above methodology exactly characterizes the superposed process, it has limited practical use because of the fast growing state-space.
Approximating the superposition process
The idea of the approximation procedure requires superposing individual arrival steams iteratively, avoiding the state-space getting larger. Initially, we superpose two individual arrival streams and approximate the resulting stream by using a three-moment approximation. Then, we superpose the resulting arrival stream with the next arrival stream, and again use the three-moment scheme to approximate the resulting process. We continue in a similar manner until all the arrival streams are exhausted. Thus, we prevent the state-space getting larger at the expense of losing limited degree of accuracy. Here, we facilitate the three-moment approximation due to [31] . The three-moment approximation in [31] utilizes Erlang-Coxian (EC) distributions and its variants as shown in Figure 5 . The EC distribution is simply an MGE-2 distribution appended to a generalized Erlang distribution. It also allows positive probability for mass at point zero. EC distribution has six parameters being estimated. A closed-form solution is derived in [31] . Empirical studies suggest that using three-moment approximation captures the skewness of the distribution and potentially brings an adequate degree of accuracy. Example 4.5. Consider a distribution inventory system comprising a single warehouse and three identical retailers. The retailers face Poisson demand with rate one and follow continuous review (R, Q) = (5, 10) inventory control policies. Hence, the demand arrival process at the warehouse is a superposition of three Erlang-10 distributions with rate one. The final process using the superposition technique along with the threemoment approximation results in a first moment, E[X] = 3.3334, a second moment, Tab. 1. Accuracy of the three-moment approximation method.
STEADY-STATE ANALYSIS OF THE SUBSYSTEMS
Each of the subsystems, Ω(j), j = W, 1, 2, . . . , N is a two-node subsystem with its own stock keeping policy, and replenishment and demand inter-arrival times of phasetype. Let us consider Ω(W ). The triple {I t , J t , N t , t ≥ 0} is a Markov chain where I t represents the phase of U W , J t represents the phase of U W , and N t denotes the number of inventories in the warehouse. The essence of the phase-type random variables gives rise to a Markovian analysis and matrix-recursive procedures based on [13, 29] are used to obtain the steady-state probabilities. We assume all transportation times to follow a 2-phase Erlang distribution (Erlang-2). We avoid using higher phase Erlang distributions since they approach to a deterministic variable in the number of phases. We include the detailed analysis of subsystems in [24, 26] .
An aggregation algorithm
The nature of the decomposition algorithm requires that subsystems supply data to each other. The required data includes the warehouse demand representation and ω i (j), j = 0, 1, 2, . . . for i = 1, 2, . . . , N . In the aggregation algorithm, the warehouse demand representation is used in the analysis of Ω(W ). Similarly, ω i (j)'s, j = 0, 1, 2, . . . are used in the analysis of Ω(i) for i = 1, 2, . . . , N . Here, the warehouse demand representation is obtained using the superposition technique described in Section 4, and ω i (j)'s, j = 0, 1, 2, . . . for i = 1, 2, . . . , N are evaluated as
where I W and I i represent the inventory level at the warehouse and the retailers for i = 1, 2, . . . , N , respectively. Note that the ω i (j)'s are arrival-point probabilities. In this setting, we use arbitrary time probabilities as a surrogate for the arrival-rate probabilities.
A summary of the algorithm is given in Table 2 .
1. Initialize: Characterize the warehouse demand. 2. Analyze Ω(W ), obtain its steady-state probabilities, compute ω i (j), j = 0, 1, 2, . . ., for i = 1, 2, . . . , N . 3. Analyze Ω(i), obtain its steady-state probabilities, for i = 1, 2, . . . , N . 4. Obtain average inventory and backorder levels, customer service level at retailer i, for i = 1, 2, . . . , N .
Tab. 2. The aggregation algorithm for multi-echelon distribution inventory system.
NUMERICAL RESULTS
We test the accuracy of our aggregation algorithm by comparing its results against the simulation in a number of examples. The approximation procedure described above and the discrete-event simulation model runs are implemented on a Core i7 PC operating at 2.20 GHz. The simulation model is developed using the Arena 1 simulation software. Each simulation run includes 50,000,000 departures to provide point estimates and 95% confidence intervals for key performance metrics.
In this study, we focus on the average inventory levels (Inv.), average backorder levels (BO), and customer service levels (C.S.L.). Here, we define the C.S.L. as the probability of fully satisfying the demand of an arriving customer. We also compute the relative error (Rel. Error) as the difference between the aggregation algorithm and simulation results divided by simulation results.
Illustrative approximation and the simulation results are given in Tables 3 -6 for different settings. We have three major experimental settings: a serial system in Table 3 ; a system including a single warehouse and three retailers in Table 4 ; and a system including a single warehouse and five retailers in Tables 5 and 6 . We further assume identical retailers in Table 4 , and non-identical retailers in Tables 5 and 6 . In most of the settings, demand rate, λ, is varied while keeping other parameters constant.
In the serial setting, in Table 3 , the retailer follows a continuous review (R 1 , Q 1 ) = (5, 10) inventory control policy and the warehouse follows a continuous review (R W , Q W ) = (10, 20) inventory control policy. The transportation times from the supplier to the warehouse and from the warehouse to the retailer follow 2-phase Erlang distributions (Erlang-2) with rate 1. The initial demand rate is λ = 0.5, which is incremented by 0.5 in the following experiments.
The results demonstrate that the relative error for the performance estimates varies from -4 % to 0% for the average inventory levels (Inv.), 0 % to 10 % for the backorder levels (BO), and -5 % to 0 % for the customer service levels (C.S.L.). In this particular
Tab. 3. Accuracy of the approximation algorithm for the case of 1 Warehouse and 1 Retailer.
setting, the proposed approximation algorithm yields robust results as compared to simulation requiring modest computational effort. In addition, it is seen from the results that the relative error gradually increases with the demand rate (system load), which is also expected. In the particular instance where λ = 4.0, the C.S.L. is around 40% which is not common in practice. Even in this setting, the metrics Inv., BO and C.S.L. are being approximated to a reasonable error margin. The error margin for BO Level, though, is higher due to the insufficient capturing of low tail probabilities.
In the system with one warehouse and three identical retailers, in Table 4 , the relative error for the system estimates varies from -2 % to 0 % for the average inventory levels, 44 % to 67 % for the backorder levels, and -3% to 0% for the customer service levels. Again, the percentage deviation gradually increases with the demand rate (system load).
Tab. 4. Accuracy of the approximation algorithm for the case of 1 Warehouse and 3 identical Retailers.
Here, the accuracy in the backorder levels in the warehouse is somehow surprising. This is because backorder levels are low and approximating small probabilities (low tail) does not seem to be quite successful. Backorder levels in retailers, though, are highly accurate.
Other tables can be interpreted accordingly. In order to delve into the less accurate backorder levels at the warehouse, we investigate the autocorrelation structure of the superposed demand arrival process at the warehouse. The magnitude of autocorrelation of the demand arrival process at the warehouse decreases as there are more channels to send replenishment orders. In fact, we observe the highest negative autocorrelation at the superposed process with two identical retailers. The negative lag-1 autocorrelation decreases as the number of superposed processes increases. In fact, as there are more channels to send orders, the superposed process will converge to a renewal process. To give an idea of the magnitude of the lag-1 autocorrelation, we consider a system with a single warehouse and two identical retailers, and a system with a single warehouse and three identical retailers, both with Erlang-10 distributions of rate one. The lag-1 autocorrelation is -0.5901 in the two retailers system, while it is -0.3972 in the three retailers system. The lag-1 autocorrelation is expected to converge to zero as the number of superposed processes increases. In a similar vein, a system with non-identical retailers, in general, has lower negative lag-1 autocorrelation when compared to a system with identical retailers. This, in addition, explains the less accurate backorder levels at the warehouse. Since we replace a process with significant level of lag-1 autocorrelation with a renewal process, it results in less accuracy in low tail probabilities.
As can be seen from the results, using arbitrary time probabilities as a surrogate of
Tab. 5. Accuracy of the approximation algorithm for the case of 1 Warehouse and 5 non-identical Retailers with fixed demand rate. the arrival-point probabilities, however, does not impact the accuracy in the measures related to retailers (this information has been supplied by the warehouse to retailers). The relative errors for retailers, in general, are highly accurate. Planning and operation of the studied distribution inventory system requires an optimization framework. Optimal configuration of the batch ordering policies specifies the amount of inventory to hold and move across the two-echelon system. A possible approach to handle the optimization scheme is to use a minimum-cost objective function. Such functions consider long-run averages of inventories and backorders, and assign cost penalties for both. Typical optimization frameworks are detailed in [6, 7] .
CONCLUSION
In this study, we have considered a distribution inventory system consisting of a single warehouse and several retailers. We have developed a decomposition model that segregates the warehouse from the retailers. The challenge in this system has been elucidating the demand arrival process at the warehouse. We have proposed a procedure to analyze the demand arrival process at the warehouse as a superposition of independent Erlang processes. We have built in a moment matching method into the analysis of the superposed arrival process and showed its applicability in the distribution inventory setting. As a result, this has saved a great deal of computational effort and given rise to a computationally efficient way to solve the decomposed subsystems. The results have been highly accurate and acceptable, in view of the computational savings. Higher errors have been observed in small backorder probabilities, yet these errors are acceptable since they occur in low backorder levels.
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