).
).
While each dataset is internally consistent, relative offsets may be present because of uncertainties in the absolute radial velocity scale. The analysis considered a zero-point value and a noise term (jitter) for each dataset as free parameters to be optimized simultaneously with the planetary models, and a global linear trend. We used several independent fitting methods to ensure the reliability of the results. The parameter space was scanned with hierarchical procedures (signals are identified individually and added recursively to the model) and multi-signal search approaches (fitting two or more signals at a time). Furthermore, we used the Systemic Console 12 to assess the sensitivity of the solutions to the datasets used, error estimates and eccentricities. with high statistical significance assuming white noise (p-value or false-alarm probability, FAP ~ 10 -15 ) and also show evidence for a second, longer-period signal.
To assess the presence of the long-term modulation we considered an alternative method of determining the relative offsets by directly averaging radial velocity differences within defined time intervals for overlapping observations. All datasets were subsequently "stitched" together into a single radial velocity time-series. These combined measurements indicate long-term variability consistent with a signal at a period greater than 6000 days. We thus performed additional fits leaving the relative offsets as free parameters and assuming two signals, one with a prior allowing only periods > 4000 days. The model fit converges to two periodic signals at 233 days and ~6600 days, and has comparable likelihood (D ln L < 5) to the one obtained by manually "stitching" the datasets. We conclude that the significance of the 233-day signal remains unaltered irrespective of the model used for the long-term variability, and also that the long-term variability is significant.
Stellar activity is known to produce periodic radial velocity modulations that could be misinterpreted as arising from planetary companions. Rotation period values of 130 days and 148.6 days have been reported for Barnard's star respectively from photometry 13 and from spectroscopic indices 3 . We analysed data from long-term monitoring in photometry and spectroscopy, the latter being Ha and Ca II H&K chromospheric fluxes measured from the spectra used for radial velocity determination. Periodograms are shown in Figure 2 . The photometric time-series yields a statistically significant signal with a period of 144 days, the Ha measurements present a complex periodogram with a highly significant main peak at 133 days, and the Ca II H&K chromospheric index shows significant periodicity at 143 days. All these values can be tentatively associated to the stellar rotation period, which we hereby estimate to be 140±10 days. Furthermore, two of the activity tracers suggest the existence of long-term variability. The analysis rules out stellar activity periodicities in the neighbourhood of 230 days. Also, the 233-day signal in radial velocity increases significance mostly monotonically with time as additional observations are accumulated (ED Figure 2) , which is suggestive of a deterministic Keplerian motion rather than the more stochastic nature of stellar activity variations.
Although stellar activity does not appear to be responsible for the periodic 233-day signal in radial velocity, it could affect the significance and determination of the model parameters. We therefore carried out a detailed study considering different models for correlated noise, based on Moving Averages (MA) and Gaussian Processes (GP). The MA models yield results comparable with the analysis assuming white noise and confirm the high statistical significance of the 233-day periodicity, with a FAP of 5·10 -10 . The GP framework strongly reduces the signal significance, with a FAP no more significant than ~10%. However, GP models have been shown 14 to underestimate the significance of the signals, even in the absence of correlated noise.
Despite the degeneracies encountered with certain models, and after extensive testing (see Methods for further details), we conclude that the 233-day period signal in the radial velocities is best explained as arising from a planet with minimum mass of 3.2
Earth masses in a low-eccentricity orbit of 0.40 au semi-major axis. The median parameter values from our analysis are provided in Table 1 and ED Table 2 , while Figure 3 shows the models of the radial velocities. Standard Markov chain Monte Carlo (MCMC) procedures were used to sample the posterior distribution. The MCMC analysis yields a secular trend significantly different from zero. Both the trend and the long-term modulation could be related to a stellar activity cycle (as photometric and spectroscopic indicators may suggest) but the presence of an outer planet cannot be ruled out. In the latter case, the fit would suggest an object of ≳ 15 Earth masses, in an orbit with ~4 au semi-major axis. The orbital period is compatible with that claimed by ref.
6 from an astrometric long-term study, but the Doppler amplitude is inconsistent, unless the orbit is nearly face-on. On the other hand, the induced nonlinear astrometric signature over ~5 yr would be up to 3 milliarcseconds, making it potentially detectable with the Gaia mission.
ED Figure 1 shows that some marginally significant signals may be present in the residuals of the two-signal model (e.g., at 81 d), but current evidence is inconclusive.
We can, however, set stringent limits on the exoplanet detectability in close-in orbits around Barnard's star. Our analysis is sensitive to planets with minimum masses 0.7 and 1.2 Earth masses at respective orbital periods of 10 and 40 days, which correspond to the inner and outer optimistic habitable zone limits 15 . Barnard's star seems to be devoid of Earth-mass planets and larger in hot and temperate orbits, which stands in contrast with the seemingly high occurrence of planets in close-in orbits around Mtype stars found by the Kepler mission 16, 17 .
The proximity of Barnard's star and the relatively large orbital separation makes the system ideal for astrometric detection. The Gaia and HST missions can reach an astrometric accuracy of 0.03 mas 18, 19 . Depending on the orbital inclination they could detect the planet signal or set a constraining mass upper limit 20 . Also, for the calculated orbital separation the contrast ratio between the planet and the star in reflected light is of the order of a few times 10 -9 depending on the adopted values of the geometric albedo and orbital inclination. This is beyond the capabilities of current imaging instrumentation by three orders of magnitude. However, the maximum apparent separation is 220 mas, which should be within reach of planned direct imaging instruments for the next decade 21 , potentially revealing a wealth of information. Correspondence and requests for materials should be addressed to iribas@ice.cat. Tables   Table 1: Information on Barnard's star and its planet.
We derive fundamental parameters of Barnard's star as in ref.
30. The luminosity is calculated from a well-sampled spectral energy distribution and the effective temperature is used to derive the stellar radius. The age interval is estimated by considering kinematic parameters, stellar rotation, and magnetic activity indicators.
The parameters of the planet and their uncertainties are determined by calculating the median values and 68% credibility intervals of the distribution resulting from the MCMC run. The equilibrium temperature value is calculated assuming only external energy sources, with the upper limit corresponding to a null Bond albedo. 
METHODS

Description of the individual radial velocity datasets
As in other recent low-amplitude exoplanet discoveries, combining information from several instruments (historical data and quasi-simultaneous monitoring) is central to unambiguously identifying significant periodicities in the data. The suite of instruments used for this study and relevant information on the observation time intervals, the number of epochs, and the references of the observational programs involved are provided in ED Table 1 .
The HIRES, PFS, and APF datasets were obtained respectively with the HIRES corresponding to data acquired before and after a fibre upgrade that took place in June 2015. Radial velocities were obtained using the TERRA 37 software, which builds a high signal-to-noise template by co-adding all the existing observations and then performs a maximum likelihood fit of each observed spectrum against the template yielding a measure of the Doppler shift and its uncertainty. The analysis of the initial HARPSpre dataset, which spans about 6 years, revealed a very prominent signal at a period compatible with 1 year. Thorough investigation led to the conclusion that this is a spurious periodicity caused by the displacement of the stellar spectrum on the detector over the year and the existence of physical discontinuities in the detector structure 38 . We calculated new velocities by removing an interval of ±45 km s -1 around the detector discontinuities to account for the amplitude of Earth's barycentric motion.
After this correction, all search analyses showed the 1-year periodic signal disappearing well below the significance threshold, although some periodicity remains 
Models and statistical tools
Doppler model. The Doppler measurements are modeled using the following equations: there are three types of models that we consider.
White noise model (W). If all observations are statistically independent from each
other, all variability is included in v(ti) and the covariance matrix is diagonal. In this case, the logarithm of L simplifies to: • .
This model contains two additional parameters for each instrument: the coefficient aINS
and the time-scale tINS, representing the strength and time-coherence of the correlated noise, respectively 50 .
Gaussian Process (GP). Finally, the most general model, often called Gaussian
Processes (or GP), consist of parameterizing the covariance matrix 51 , and can be generally written as: iii. The largest D ln LP,n+1 (peak in periodogram) indicates the most favoured period for the new signal. This value is then compared with the probability of randomly finding such an improvement when the null hypothesis is true, which is the desired FAP 54 . A FAP around 1% would be considered tentative evidence, and below 10 -3 (or 0.1%) is considered statistically significant.
All FAP assessments and significances presented in this work, including Doppler data and activity indicators, are computed using this procedure. We note that FAPs will depend on the adopted model (W, MA or GP).
Bayesian tools and analyses. We also applied Bayesian criteria to the detection of signals (Bayesian factors as in ref. 14) , but these lead to conclusions and discussions qualitatively similar to those presented, so they are omitted for brevity.
Concerning median values and credibility intervals presented in tables, a standard custom-made code implementing a Markov Chain Monte Carlo (MCMC) algorithm as presented in ref. 55 . In all the cases, uniform priors in all the parameters were assumed, with the exception of the periods. In that case, the prior was chosen to be uniform in frequency and an upper limit to the period was set to twice the timespan of the longest dataset (~12 000 days).
Noise models and experiments applied to our datasets
If the presence of spurious Doppler variability caused by stellar activity is suspected, checking the significance of the detections under different assumptions about the noise is advisable 56 . The significance assessments in the main manuscript are given assuming an MA model for the radial velocity analyses, and W models for all other sets (photometry, activity indices). This section provides the justification for such assumption. White noise models are good for preliminary assessments but they are prone to false positives 14 . On the other hand, GPs tend to produce overly conservative significance assessments leading to false negatives.
We investigated the performances of the different noise models (W, MA, and GP) by ) and attempted the detection using W, MA and GP models. We first generated a synthetic sinusoidal signal (no eccentricity) and sampled it at the observing dates of the three sets. Random Consequently, the GP strongly absorbs power (i.e., D ln L) from signals in a frequency range 10 -2 ±10 -2 day -1 , which spans periods from 50 days to infinity as illustrated by the black line in ED Figure 4 . Most of the proposed kernels in the literature are very similar to the SHO kernel, so similar filtering properties are to be expected.
In a separate set of simulations, we checked the sensitivity of W, MA and GP models to false positives by creating synthetic data generated from covariances. The results were in general agreement with ref. 14 in the sense that the MA models have best statistical power. Furthermore, 300 000 data sets were generated using the MCMC sampling of the SHO parameters. Prot and Plife pairs were derived from MCMC fits to the Ha time series and the corresponding C0 parameters were obtained from an empirical relationship obtained from fitting GP kernels with fixed Prot and Plife to our real RV datasets. Next, synthetic observations were obtained using a multivariate random number generator from the covariance matrix for all the epochs. Reported uncertainties and jitter estimates for each observational dataset were added in quadrature and consistent white noise was also injected. Finally, a synthetic set was only accepted if having a root mean square within 0.1 m s -1 of the real value. We then performed a maximum likelihood search using the MA model, and the solution with maximum likelihood was recorded in each case. This process produced a distribution of false alarms as a function of D ln L and Prot as illustrated in ED Figure 5 . This leads to a FAP ~ 0.8% for our candidate signal. Although this is not an extremely low value, we consider it sufficiently small to claim a detection given that we followed a rather conservative procedure, and given the existing degeneracies between signals and correlated noise models. Crucially, if we had carried out a deep scrutiny of each of the false alarms as we did with our real dataset we would have discarded the fraction failing our sanity checks (steady growth in signal strength, existence of a significant signal in populated dataset pairs, consistent offsets in overlapping regions, etc). This would reduce the numerical value of the estimated FAP using this procedure.
In summary, we find that the most adequate models to account for the noise and maximize the detection efficiency in this period domain are those using MA terms, and that the 233-day signal is statistically significant under these models.
Zero-points between datasets
Calculation of the zero-points between the different datasets is a key element to ensure unbiased results, detection of genuine signals and to avoid introducing spurious effects. The best-fitting model is a self-consistent fit of the datasets allowing for a variable zero-point offset that is optimized via maximum likelihood together with the search for periodicities. To validate these results, we used a complementary approach based on searching for overlapping coverage (typically a few nights) between different datasets to calculate average differences and thus directly measure zero-point offsets.
We worked recursively, piecing datasets together one by one depending on the existence and size of overlap regions. We optimised the averaging window and selected that providing the best agreement in a 3-way comparison. This is a trade-off between window size, number of points, and measurement error. Periods below the window duration are affected by this process but our focus lies in a period of 233 days.
Any window size smaller than a few tens of days does not impact the results.
The window parameters and the differences between the manually-computed zeropoint offsets and the values resulting from the optimization routine (considering a long-period signal) are given in ED Table 3 . The compatibility of the zero-points calculated using two completely independent methods is very good. Only for UVES does a difference significantly larger than 1 sigma appear. This can be attributed to the sparse sampling of the observations leading to small overlap between the datasets.
Also, the zero-point is based on a few measurements from HIRES that appear to deviate systematically from the average. Because of the reduced overlap, the resulting zero-point is critically dependent on the window size and thus is quite unreliable. The most populated datasets (HIRES, HARPSpre and CARMENES) have excellent zeropoint consistency. Additionally, the agreement of the general offsets of the combined Set1 (HIRES, UVES, HARPSpre, APF, PFS) and Set 2 (CARMENES, HARPS-N, HARPSpost) is remarkable (ED Table 3 ). This is related to the presence of the longterm signal, which is found naturally when calculating manual offsets and confirmed from the global optimization including a long-period prior.
Stellar activity analysis
Barnard's star is considered to be an aged, inactive star, but it appears to have small changing spots that make its rotation period tricky to ascertain. Spectroscopic indices (Ha and Ca II H&K) and photometric measurements were used to estimate the period range in which signals from stellar activity are present. In all cases, the modelling of the data was performed using the same methodology as for the radial velocities, including the optimization of zero-point offsets and jitter terms for the different instruments, but assuming sinusoidal signals (zero eccentricity). As a result of the analysis, the stellar rotation period can be constrained to be in the range 130-150 d from all indicators, and there is also evidence for long-period modulation, which could be related to an activity cycle. No significant variability related to magnetic activity is present around 233 days, where the main radial velocity periodic signal is found. A thorough review and analysis of all data on activity indicators for Barnard's star will be presented in a separate publication.
Spectroscopy -Ha index. Stellar activity was studied using the available spectroscopic data on Barnard's star. The Ha index was calculated using three narrow spectral ranges covering the full Ha line profile and two regions on the pseudocontinuum at both sides of the line, after normalizing the spectral order with a linear photometric observations albeit with low significance (FAP~10%). 
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