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1. Introduction
Operations management (OM) is concerned with the
processes involved in delivering goods and services
to customers (Hopp and Spearman 2000, Shim and
Siegel 1999). At the core of many of these processes is
the work of human beings. Indeed, the field of OM
has its roots in the labor efficiency studies of Frederick
W. Taylor and other champions of the Scientific Man-
agement movement of the early 20thcentury. Because
these early studies focused on the physical tasks in
manufacturing, construction, and other industries, the
OM field developed a tradition of studying what
we colloquially call ‘‘blue-collar’’ work. The dramatic
improvements in direct labor productivity over the
past several decades suggest that this line of research
has been highly effective.
However, in recent years, the US economy has
steadily shifted toward service and professional jobs
that we associate with ‘‘white-collar’’ work (Spohrer
and Maglio 2008). Workers in such jobs now constitute
34% of the workforce according to the Bureau of
Labor Statistics (BLS) (Davenport et al. 2002). Further-
more, according to the BLS, workers in ‘‘management,
business, and financial occupations’’ and in ‘‘profes-
sional and related occupations’’ will increase by 14.4%
and 21.2%, respectively, from 2004 to 2014, which
ranks them as the third and first fastest growing
occupation categories.1 This trend suggests that future
economic growth will depend much more on improv-
ing productivity of white-collar work than on
achieving further improvements in blue-collar work
productivity.
Despite the obvious importance of white-collar
work to the economy, it is much less understood
in an operations sense than is blue-collar work.
Well-known principles of bottleneck behavior, task
sequencing, line balancing, variability buffering,
and many others (Askin and Goldberg 2002, Hopp
and Spearman 2000) help us evaluate, improve, and
design systems involving blue-collar work. But in
systems where white-collar work predominates, in
which tasks are less precisely defined and controlled
than in blue-collar systems, we do not yet have prin-
ciples for guiding operations decisions. Fundamental
questions remain unanswered. For example: What is
the bottleneck of a white-collar work system? What
are appropriate measures of productivity? How do
learning and collaboration affect performance? To an-
swer these and many other questions, the OM field
needs to expand its scope and methods to facilitate
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operations analyses of systems in which white-collar
work is an essential component.
A variety of fields, beyond OM, including Econom-
ics, Sociology, Marketing, and Organizational Behavior,
have produced streams of research relevant to white-
collar work. While these have not focused on opera-
tions issues directly, research in these fields has yielded
useful insights that could be useful in operations con-
texts. In this paper, we survey a wide range of research
that offers promise for understanding the operations of
white-collar work. Our objectives are to bring together
these disparate threads, provide a framework for or-
ganizing them, and identify needs and opportunities
for developing a science of white-collar work.
2. Definition of White-Collar Work
To achieve these objectives we must first define what
we mean by white-collar work. Historically, the term
‘‘white collar’’ has been used loosely to refer to
salaried office workers, in contrast with hourly
‘‘blue-collar’’ manual laborers (Shirai 1983).2 Other
definitions of white- and blue-collar work are based
on whether the worker performs manual work. For
example, Prandy et al. (1982) used the term ‘‘white
collar’’ to refer to non-manual labor, e.g., supervisors,
clerks, professionals, and senior managers. Still other
definitions of white-collar work have focused on job
categories. For example, Coates (1986) divided white-
collar work into three categories: clerical, professional,
and managerial. Because of the nature of the work,
some scholars have equated white-collar workers with
knowledge workers (McNamar 1973, Ramirez and
Nembhard 2004). In this vein, Stamp (1995) summa-
rized eight important aspects of white-collar work: (1)
surfacing and aligning values and vision, (2) thinking
strategically, (3) focusing key resources, at the same
time maintaining flexibility, (4) managing priorities, (5)
measuring performance, (6) accepting ownership, re-
sponsibility, and accountability, (7) influencing, while
maintaining interpersonal awareness, and (8) contin-
ually improving people, products, and processes.
Although these definitions give a general sense of
what constitutes white-collar work and how it differs
from blue-collar work, they do not provide a precise or
consistent statement that we can use to focus research
on the operations of white-collar work. For example,
Coates (1986) classified clerical work, such as typing, as
white-collar work. However, typing does not have any
of the eight features of white-collar work as defined in
Stamp (1995). Moreover, from an operations perspec-
tive, typing has much more in common with machining
(commonly thought of as ‘‘blue collar’’) than with
management (commonly thought of as ‘‘white collar’’).
To study the operations aspects of white-collar work,
we need a definition that distinguishes white- and blue-
collar work in operationally meaningful ways.
To do this, it is important to recognize that all
individuals do many types of work. Indeed, some
researchers have argued that new technologies have
transformed work in such a way that traditional
distinctions between white- and blue-collar workers
have been rendered obsolete (Barley and Kunda
2001, Zuboff 1988). Management practices, such as
empowerment and self-directed teams, have given
even the most basic physical workers decision making
responsibility, while information technology (IT) has
given virtually every job an element of knowledge
work. However, while it may no longer make sense to
classify workers as blue and white collar, we believe
there remains a fundamental distinction between the
two types of work at the task level. The routine, repet-
itive, largely physical tasks that were the basis of
traditional blue-collar work are still essentially differ-
ent from the non-routine, individual, heavily
knowledge-based tasks we associate with traditional
white-collar work. Consequently, we focus on the
tasks involved in the work (e.g., financial consulting,
operating machine tool) rather than on the workers
(e.g., financial advisors, machine tool operators).
Viewed in this way, someone we customarily think
of as blue-collar worker may perform white-collar
tasks (e.g., a machinist brainstorms methods for
improving the yield of his operation). Conversely,
someone we normally think of as a white-collar
worker may perform blue-collar tasks (e.g., a profes-
sor makes her own photocopies). Hopp and Van Oyen
(2004) defined a task as a process that brings together
labor, entities, and resources to accomplish a specified
objective. In this very general definition, labor refers
to workers (e.g., machinist, doctor, cashier, banker).
An entity represents the job being worked on (e.g.,
part, patient, customer, financial transaction). Re-
sources include anything used by labor to carry out
the activity of the task, such as equipment (e.g.,
machines, computers), technology (e.g., algorithms,
systems infrastructures), and intellectual property
(e.g., books, reports, outside expertise).
A task is defined by these three elements – labor,
entities, and resources – as well as the processes that
describe how they are brought together. For our
purposes, whether a task is classified as blue or
white collar depends on how it is characterized along
two dimensions:
1. Intellectual vs. Physical: White-collar tasks involve
significant use of knowledge in generating ideas,
processes or solutions (Davenport and Prusak
2002), while blue-collar tasks consist primarily of
physical transformations or transactions. In these
terms, a data analysis task is intellectual because
the worker must select and/or develop appro-
priate models specific to each different case by
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drawing on his/her expertise, statistical knowl-
edge, and prior experience. In contrast, moving
a batch of parts from one machine to another in
a factory is a physical task that does not require
a high level of knowledge. Note that it is the
lack of an extensive knowledge component, more
than the presence of a large amount of physical
labor, that leads us to classify a task as ‘‘physical’’
in nature. For instance, we regard the task of a
cashier ringing up groceries as physical, even
though the amount of physical effort is not large,
because the key steps (scanning items, bagging
them, and transferring money) are indeed phys-
ical activities for which knowledge requirements
are low due to the simple and standardized
nature of the work.
2. Creative vs. Routine: White-collar tasks often rely
on generation of novel solutions or combination
of previously unrelated ideas (Davenport and
Prusak 2002, Perry-Smith and Shalley 2003, Shal-
ley 1995), while blue-collar tasks consist primarily
of repetitive application of known methods to
familiar situations. For example, developing a new
drug is a creative task because researchers must
visualize new solutions and experiment with un-
familiar alternatives. In contrast, sewing garments
is a routine task because it involves repetition of
the same actions on each garment. In general, if
procedures can be clearly specified in advance,
then the task is routine. If procedures cannot be
pre-specified, so that it falls to the worker to de-
velop them, then the task is creative. This implies
that tasks in the same domain may be classified
differently. For example, in surgery, hernia oper-
ations may be routine, while advanced transplant
operations may be creative.
To provide a reasonable correspondence with the col-
loquial use of the terms ‘‘blue collar’’ and ‘‘white collar,’’
we define a blue-collar task to be one that is mainly
physical and routine. Any task that is either highly in-
tellectual or highly creative, we define as white collar.
We illustrate this definition in Figure 1, with some ex-
amples of types of work that involve tasks characterized
by different positions in this two-dimensional space.
It is important to point out that, under this defini-
tion, there is no such thing as a pure blue-collar or pure
white-collar work (Ramirez and Nembhard 2004).
Virtually any type of work consists of some white-
collar tasks and some blue-collar tasks. For example,
driving a lift truck to move heavy parts from one part
of the factory to another is generally considered to be
blue-collar work. However, while the task of driving a
lift truck is mainly physical and routine, the driver
must sometimes use his creativity to figure out how to
efficiently load and unload large items with irregular
shapes. So we classify the task of driving parts from
point A to point B as a blue-collar task, but classify the
task of finding a way to efficiently load and unload
new or unusual parts as a white-collar task. Under our
definition, all workers, whether they are convention-
ally thought of as white or blue collar, do both white-
and blue-collar work (Drucker 1999). Because, as OM
scholars, we are interested in the efficiency of oper-
ations, we are more concerned with classifying and
analyzing tasks than with classifying people. Models
of white-collar tasks are the foundation for developing
an operations understanding of white-collar work.
The above definition raises the question of how
white-collar work is related to service work. One
might be tempted to classify all service work as white-
collar work because it does not involve heavy physical
activity. For example, the activities of a bank teller
consist of tasks that do not involve significant work in
the physics sense. However, these tasks (e.g.,
entering a transaction into the computer, counting
out cash, etc.) are physical transactions that are not
highly knowledge intensive. So, as tasks they are more
accurately classified as physical than intellectual.
Moreover, they are also highly routine. Hence,
in our framework, many of the tasks performed by a
bank teller qualify as blue-collar work. We feel that
this is appropriate, because from an operations stand-
point, the work of a bank teller has far more in
common with that of an assembly line worker than it
does with that of a lawyer or consultant.
A second distinction that is worth making is that
between white-collar work and knowledge work
(Davenport et al. 2002). In our definition, knowledge
work is considered to be a subset of white-collar work,
because highly knowledge-intensive tasks (e.g., legal
analysis) are classified as white collar. But there are
tasks (e.g., sculpting, composing pop songs) that are
creative but not necessarily knowledge intensive.
Therefore, knowledge work represents a large por-
tion, but not all, of white-collar work. Note that we
include creativity as part of our definition of white-
collar work not because we believe that there are a
large number of tasks that are creative but not intel-
lectual, but rather because creative behavior is distinct
from intellectual behavior. The literature on creativity,
and the management policies for stimulating it, is
different from the literature on knowledge-based
work and the associated policies for promoting it.
BLUE COLLAR WORK
shoveling, assembly
research, design painting, sculpting
Physical work Intellectual work
Creative work
Routine work consulting, legal services
WHITE COLLAR WORK
Figure 1 White-Collar Work vs. Blue-Collar Work
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Hence, having a creativity dimension in our frame-
work will help us identify existing research and future
research opportunities that are important to under-
standing the operations of white-collar work.
Finally, we note that there is nothing absolute about
our definitions of blue- and white-collar tasks, or even
the terms themselves. Other scholars may be inclined
to refer to the type of work we are classifying as
‘‘white collar’’ as ‘‘post-industrial’’ (Barley and Kunda
2001) or ‘‘knowledge work’’ (Davenport 2005). The
labels are not important, but the facts that (a) there is a
type of work that differs significantly from traditional
production work and (b) this type of work has been
largely ignored in the OM literature are important. As
for our particular framework, we take solace in the
familiar adage that ‘‘all models are wrong, but some
are useful.’’ While we do not claim that our definition
of white-collar work is true in any rigorous sense, we
do contend that it can help OM scholars identify
promising research opportunities and results from
other fields that may be helpful in addressing them.
With our definition of white-collar work in hand, we
follow the standard OM approach used to model blue-
collar work systems by starting with a simple structure,
such as single-class job, single-server (e.g., simple pro-
duce-to-order system) and extending the analysis to
more complex structures, such as multi-class, multiple-
server systems. To do this, we state generic models at
the individual, group, and organization levels and use
these as the organizing framework for our summary of
research relevant to white-collar work. This allows us
to compare and contrast issues in white- and blue-col-
lar work systems in Sections 3, 4, and 5. By noting
which aspects of the generic models have not been well
studied in the literature, we are able to suggest prom-
ising avenues of future research in Section 6. We
summarize our overall conclusions in Section 7.
Before we begin our survey, we note that covering
all aspects of white-collar work systems, which could
include issues as diverse as public policy, education,
urban development, etc., in a single paper is clearly
impossible. To keep our scope manageable, we restrict
our goals to: (1) identifying key streams of research
that are relevant to an operations understanding
of white-collar work, and (2) highlighting important
papers within each stream that will help direct OM
scholars to useful sources of literature for extending
OM research to address important aspects of white-
collar work.
3. White-Collar Work at the Individual
Level
The simplest context in which to study white-collar
work is that of a single person carrying out tasks
independently. Examples include a doctor treating
a patient, a scientist writing a research paper, and a
lawyer preparing a case. Although many studies in
the OM literature have addressed systems that in-
volve individual work (Buzacott and Shanthikumar
1993, Hopp and Spearman 2000), these often implic-
itly combine workers with equipment by assuming
‘‘workers are not a major factor,’’ ‘‘people (i.e., work-
ers) are deterministic and predictable,’’ ‘‘workers are
stationary,’’ and ‘‘workers are emotionless’’ (Boudreau
et al. 2003). While such assumptions may be oversim-
plifications in blue-collar settings, they are completely
unrealistic in white-collar systems because white-
collar tasks involve knowledge and/or creativity, as
well as human characteristics like learning, emotion,
and judgment. So representing these is a key step in
modeling white-collar work.
3.1. A Basic Model
To provide a conceptual framework for representing
individual work, we return to the basic representation
of a task in Hopp and Van Oyen (2004), which depicts
tasks in terms of labor, entities, and resources. Because
we are talking about work at the level of an individ-
ual, the labor in these systems consists of a single
worker. The entities are the logical triggers of tasks.
These could be outside requests (e.g., demands from
the boss, customer calls for service) or internally
generated items (e.g., an idea for a research paper, a
plan for improving a system). The resources could
include a broad range of physical (e.g., pen, paper,
computer) and informational (e.g., books, web sites,
personal knowledge, outside expertise) elements.
Finally, a fourth element that describes an individual
work system is the set of processes that govern the
interactions among the labor, entities, and resources in
order to complete tasks. These could include sequenc-
ing/scheduling rules, incentive policies, and a variety
of management directives. The outcome of the work
system (e.g., a surgery, a consulting report) will have
some value that can be measured soon after comple-
tion of a task (e.g., patient recovery status, customer
satisfaction), plus possibly some latent value that can-
not be measured until well after completion of a task
(e.g., increased future effectiveness of members of the
surgical team, problem solving tools that may be use-
ful in future consulting jobs). We illustrate this
individual work system schematically in Figure 2.
Note that this model highlights both some similar-
ities and some key differences between white- and
blue-collar work systems. Similarities stem from
the fact that both systems exhibit queueing behavior,
in which entities pile up awaiting attention from
a worker with finite capacity. This means that vari-
ability and high utilization will cause congestion (see
Hopp, Iravani and Liu:: Managing White-Collar Work
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Hopp and Spearman 2000 for a discussion). But there
are important differences, including:
1. By our definition of white-collar work, the tasks
themselves are of an intellectual and/or creative
nature. Workers must accumulate more domain
knowledge to carry out white-collar tasks than
to perform blue-collar tasks. For example, a risk
analyst must master a body of knowledge in
order to understand, formulate, and analyze risk
problems. Moreover, white-collar tasks are rarely
identical, which implies that creativity is often
important in white-collar work. For example, in
addition to assessing risks in familiar settings, a
risk analyst must evaluate new risk scenarios,
which requires a certain amount of creativity.
2. White-collar work relies more heavily on knowl-
edge-based resources than does blue-collar work
(Drucker 1999). While blue-collar tasks may re-
quire informational inputs (e.g., an instruction
sheet showing how parts should be assembled),
the standardized nature of the work implies that
these inputs will be relatively simple. In contrast,
white-collar tasks, which involve a higher level
of intellectual complexity, may rely on general
information that must be processed and synthe-
sized by the worker. For instance, a lawyer
preparing a case may have to cull through a vast
backlog of precedents and select those relevant to
the case at hand.
3. Learning is slower and more central in white-
collar systems than in blue-collar systems (Ryu
et al. 2005). The complexity of the resources and
the novelty of the tasks mean that workers per-
forming white-collar tasks often have more to
learn than workers performing blue-collar tasks.
While some models of blue-collar work systems
involve learning (e.g., by representing workers as
growing more productive over time), learning
in white-collar systems may be correlated with
other things beyond time in the position, such as
communication patterns among individuals.
4. Measurement of output is more difficult in
white-collar work systems than in blue-collar
systems (Drucker 1991, Salemme 1986). In blue-
collar systems outputs are primarily physical
(e.g., completed assemblies, cleaned hotel rooms,
painted houses). As such, their value can be
measured immediately upon completion of a
task. For example, a machining operation could
go directly to a test station where it is checked for
quality, so that the value created by the machinist
could be measured as the rate of acceptable parts
produced per day. But in white-collar systems,
outputs often have a knowledge component. For
example, a consultant writes up an analysis of a
management problem for a client. The value of
such outputs is more difficult to measure. Even if
client satisfaction (measured via a survey) could
be used as a quality measure for the direct de-
liverables (i.e., the reports), there may be indirect
value of the studies. For instance, a consulting
job may produce new knowledge that will be
valuable to the consulting firm in performing
future jobs. These intangible knowledge outputs
of white-collar work are particularly difficult to
value economically until long after the task has
been completed.
5. While white-collar work systems may receive
work from outside in a manner similar to blue-
collar systems, they are much more likely to also
involve self-generated work. This is because
blue-collar tasks (e.g., assembling parts, sweep-
ing a floor, ringing up an order on a cash register)
generally address specific requests (e.g., cus-
tomer orders). In contrast, because white-collar
tasks involve a higher degree of creativity, it is
common for workers to define at least some of
their own workload. Examples include a poet
turning an idea into a poem and a consultant
adding a task to a consulting job to address an
issue that was revealed by previous work.
6. Workers tend to have more discretion over
processing times in white-collar systems than in
blue-collar systems (Hopp et al. 2007a). In blue-
collar systems, tasks are well defined and so
come with concrete completion criteria. A casting
must be machined to specified tolerances, a room
must be cleaned to stipulated standards, etc. But
in white-collar systems, where work is intellec-
tually complex and/or nonstandard, detailed
specifications are difficult to provide. An engi-
neer tasked with solving a design problem has a
general idea of what constitutes an acceptable
solution. But he/she must use personal judg-
ment to determine when the task is complete;
this decision may depend on customer needs, as














Figure 2 A White-Collar Work System at the Individual Level
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Because the amount of time spent on a task is
discretionary, system utilization is not exoge-
nously determined in white-collar systems as it
is in blue-collar systems. Hopp et al. (2007a)
showed that this implies important differences in
the operating behavior of blue- and white-collar
work systems (see Section 3).
7. Incentives are more critical in white-collar sys-
tems than in blue-collar systems (Eisenberger
and Armeli 1997). As we mentioned earlier,
because white-collar tasks are intellectual and
creative in nature, workers are given more
autonomy over task processing. This greater
flexibility allows for a large variation in work
performance, which suggests that incentives can
be extremely important in motivating worker
behavior. Furthermore, a substantial amount of
job satisfaction from white-collar work is gained
through non-pecuniary means, such as peer
recognition, task complexity, exposure to smart
colleagues, opportunity for self-advancement,
etc. Hence, different types of incentives may be
appropriate in white-collar work settings than in
blue-collar settings. Finally, due to the difficulty
of measuring performance objectively, white-
collar incentive plans must often be based on
subjective measures of performance (e.g., staff
evaluations).
Based on our definition of white-collar tasks and the
above discussion, some critical aspects of white-collar
tasks that are distinctive from blue-collar tasks are:
creativity, discretion, learning, performance measures,
incentives, and technology. In the following subsec-
tions, we summarize streams of research that have
addressed these elements.
3.2. Creativity
Creativity generally refers to the ability to generate
novel ideas or solutions that are appropriate to the
context (Amabile 1983a, 1996, Amabile et al. 1996,
Barron and Harrington 1981). Early studies of
creativity revealed the importance of individual char-
acteristics, such as intelligence, broad interests, intu-
ition, self-confidence, attraction to complexity, etc., to
creativity (Amabile 1983b, Barron and Harrington
1981, Gough 1979, Woodman and Schoenfeldt 1989).
More recent studies have emphasized the impact of
task processes and organizational and social environ-
ments on creativity. One school of thought has argued
that work contexts, such as task complexity, deadlines,
goal orientations, perceived evaluations, and supervi-
sory styles, affect worker motivation and therefore
creative performance (Chesbrough 2003, Oldham and
Cummings 1996, Shalley 1991, 1995, Shalley et al. 2000).
Work from this stream of research suggests that in-
creasing job complexity and enhancing supportive
supervisory style can improve worker creativity
(Oldham and Cummings 1996). Another school of re-
searchers have focused on the process of creativity.
Fleming and Marx (2006) argued that creativity is a
process of combining existing ideas with new ones. For
example, research is a creative process implemented by
combining existing disparate knowledge streams.
MacCrimmon and Wagner (1994) examined creative
process through computer simulation. They proposed
a creativity model in which the process of creativity can
be further divided into ‘‘problem structuring, idea
generation, and evaluation.’’ A more prevailing view of
creativity is to treat creativity as a consequence of social
exchange behaviors. Because this view often is exam-
ined in the context of organizations, we will
extensively discuss it in Section 5.
From an operations standpoint, creativity in an
individual increases the likelihood of self-generated
work. This may increase worker utilization, possibly
beyond 100%, which means prioritization is a funda-
mental problem. Creativity may also increase the
likelihood of latent value, because ideas are creative
work and ideas as outputs tend to pay delayed div-
idends. However, while creativity is important at
the level of an individual, the operations implications
of creativity are most pronounced at the team and
organization levels because this is where knowledge
sharing and collaboration become issues. We will dis-
cuss these in Sections 4 and 5.
3.3. Discretion
Another core difference between white- and blue-
collar work lies in discretion, i.e., a worker’s power to
make decisions regarding processing time, task qual-
ity, task sequences, etc. Lack of prescribed detailed
operational rules requires workers to handle tasks
with high degree of discretion. For example, a con-
sultant may determine how much time to spend
writing a report based on his/her judgment of quality;
a doctor may determine when to release a patient
based on the patient’s health condition. These discre-
tionary decisions are important because spending
extra time and efforts may add value to the output by
either improving the quality (e.g., spending longer
time may produce a better consulting report, Hopp et
al. 2007a), increasing the quantity (e.g., a doctor may
charge more money for extra service, Debo et al. 2004),
or both. Such discretion is less common in blue-collar
tasks than in white-collar tasks because blue-collar
work is generally straightforward and well defined.
Spending extra time beyond a threshold required
to complete the task does not significantly change
the output. In contrast, in the more complex setting
of white-collar tasks, discretion is frequently reflected
in task selection, prioritization and scheduling,
Hopp, Iravani and Liu:: Managing White-Collar Work
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processing time, and output quality. The prevalence of
discretion in white-collar work makes it difficult to
apply many results from blue-collar research to white-
collar work systems because most of research on blue-
collar work systems is built on the assumption that
workers are inflexible or have very limited flexibility
(Boudreau et al. 2003, Hopp et al. 2007a).
Because task completion criteria in white-collar
work settings cannot be specified precisely in most
cases, workers must rely on their own judgment to
decide when a task is complete because task quality is
generally nondecreasing in the amount of time spent
on the task; this implies a speed vs. quality tradeoff.
Workers must somehow negotiate this tradeoff, taking
into consideration the effect on future work. Hopp
et al. (2007a) modeled this problem using an infinite
horizon dynamic program with an objective to maxi-
mize value produced per unit time. They showed that
optimal processing speed increases (and hence average
task quality declines) as the number of customers wait-
ing for service increases. Debo et al. (2004) also made
the connection between work load and discretionary
task completion in a capacitated monopoly service
system. They modeled the system as a single-server
queue with profit as an increasing function of service
time spent, and showed the optimal policy is to in-
crease service speed as work load increases.
While discretionary behavior introduces new prob-
lems to OM research, it also provides different insights
into well-understood problems. A general principle
of blue-collar work systems is that increasing worker
capacity always reduces system congestion (i.e., the
number of tasks waiting for labor attention). However,
Hopp et al. (2007a) showed through simulation exper-
iments that increasing worker capacity may result in
higher system congestion because it may be optimal to
use extra capacity to improve task quality instead of
reducing congestion.
3.4. Learning
Learning plays a critical role in white-collar work
(Argote and Ingram 2000). Because scenarios faced in
white-collar environments frequently evolve rapidly,
workers must continually learn new things to perform
well. Learning has been studied extensively in the
form of ‘‘learning curves’’ in blue-collar settings
(Arthur 1991, Cross 1983, Roth and Erev 1995, Sutton
and Barto 1998). The core idea behind using learning
curves in production systems stems from the obser-
vation that workers gain speed and quality through
repetitive task processing. Hence, learning is essen-
tially treated as a by-product of doing (i.e., learning-
by-doing). Learning curve theory is well suited to blue-
collar work systems because blue-collar work is more
routine and stable over time than white-collar work.
In white-collar settings, workers rely on ways other
than learning-by-doing to gain knowledge because
learning in such circumstances is not simply a by-
product of doing (Carrillo and Gaimon 2004, Ryu et al.
2005). Existing literature has touched on different as-
pects of learning, such as exploitation vs. exploration
(Toubia 2006), timing decisions (Ryu et al. 2005), and
methods of learning (Pisano 1994, 1996).
Ryu et al. (2005) studied the interaction between
timing and form of learning. They used a model that
maximizes the total net profit of knowledge acquisi-
tion within finite time periods, where net profit is the
difference between total payoff from knowledge
acquired and the cost incurred during the learn-
ing process. The value of knowledge acquired is mea-
sured as the product of knowledge depth and
knowledge breadth. Total cost is measured by the
cost incurred in the three distinct learning processes:
learning-by-investment, learning-by-doing, and learn-
ing-from-others. The optimization decision is how to
allocate efforts among these three learning processes.
Their results characterize the impact of seven envi-
ronmental factors (discount rate of cost, discount rate
of payoff, salvage value of knowledge, initial knowl-
edge, number of group members, productivity of
learning-by-doing, and others’ knowledge) on learn-
ing decisions and suggest an optimal strategy for
the timing and type of learning. Pisano (1994, 1996)
examined the forms of learning through empirical
studies. The author found that learning-by-doing and
learning-before-doing are effective ways of learning in
different knowledge environments. ‘‘In environments
where prior knowledge is weak, high-fidelity feed-
back requires experiments in the actual production
environment (‘learning-by-doing’). In contrast, when
reliable theoretical models and heuristics exist,
laboratory experiments, simulation, and other forms
of ‘learning-before-doing’ can be productively har-
nessed’’ (Pisano 1994).
From an operations perspective, the essential issue
with respect to learning is how it affects performance.
The research challenge therefore is to use insights like
those noted above to construct more sophisticated
alternatives to learning curves to model how learning
alters performance over time. To be useful, such mod-
els must link performance to the more basic elements
that go into learning, such as those identified by Ryu
et al. (2005).
3.5. Performance Measures
A key challenge of studying white-collar work sys-
tems is due to the difficulty of measuring work
performance (Davenport and Prusak 2002). In blue-
collar work, worker utilization, task completion time,
output quality, and quantity can be objectively mea-
sured, and thus they can be used to specify a number
of quantitative performance measures for evaluating
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system performance, including utilization, through-
put makespan, failure rate, etc. However, these
metrics often do not translate directly to white-collar
work because the inputs are much harder to measure.
For example, using the number of reports a consultant
produces within certain period of time (i.e., the
throughput) is hardly appropriate because the qual-
ity and complexity of reports may vary greatly. In
general because the white-collar tasks performed by a
single worker often differ significantly (e.g., a law-
yer’s cases, a doctor’s patients, and a professor’s
advisees are all unique), it is difficult to establish uni-
form metrics of productivity or quality. Finally, white-
collar work often has latent value that can only be
measured long after the task is completed. In such
cases, fair judgment of output quality upon task com-
pletion is almost impossible.
In the literature, there have been a number of efforts
to devise simple measures for output evaluation. Gill-
son et al. (2005) measured latent performance of
service technicians by copy machine reliability, which
is defined as the average number of copies a machine
can make between two customer service calls. Love-
man and O’Connell (1995) described how Booz Allen
and Hamilton (BA&H) measures partners’ perfor-
mance in multiple dimensions to motivate them to
balance their efforts between sales and client service.
The company measures non-partners performance via
peer review. Several studies have measured the latent
value of academic research publications via delayed
recognition in terms of citations (Almeida and Kogut
1999, Fleming 2001, Fleming and Marx 2006, Toubia
2006). Fleming (2001) and Fleming and Marx (2006)
used the total number of citations each patent receives
by other patents within a certain period of time as a
measure of research performance. Toubia (2006) used
the number of times an idea is mentioned in later dis-
cussions as a proxy for performance of idea generation.
Because individuals rarely work entirely alone,
individual performance measures are sometimes
designed to incorporate interactions with peers. For
example, Christensen and Baird (1998) discussed the
case of BA&H who track the number of times a report
in their electronic warehousing and delivery system
(i.e., Knowledge-On-Line [KOL]) is downloaded and
use this to reward the author. Lee and Ahn (2007)
compared the role of individual-based and team-
based reward systems in promoting knowledge shar-
ing. Using analytical models, they showed that an
individual-based reward system is more effective than
a team-based reward system provided that it is de-
signed to be dependent on the amount and quality of
the shared knowledge.
Ramirez and Nembhard (2004) provided an excel-
lent overview of the literature on productivity
measurement in knowledge work. They presented a
taxonomy, conceptual models, and methodologies
addressing 13 dimensions of performance, including
‘‘quantity, economic factors, timeliness, autonomy,
quality, innovation/creativity, customer satisfaction,
project success, efficiency, effectiveness, responsibil-
ity/importance of work, KW’s (i.e., knowledge
worker’s) perception of productivity, and absentee-
ism.’’ This review reveals that, while researchers have
made some progress in approximating or measuring
white-collar productivity, there has been relatively lit-
tle effort devoted to building general system level
models based on specific performance measure. Fur-
thermore, as Ramirez and Nembhard (2004) pointed
out we still lack methodologies that integrate and
cover multiple performance dimensions. Because per-
formance measures are fundamental to OM modeling
and analysis, this is a clear research need.
3.6. Incentives
Worker incentives have long been a central issue in
OM. From the piece work systems of the Scientific
Management era to the supply chain contracts of the
present day, OM researchers have studied the impact
of individual motivation on overall system perfor-
mance. In white-collar systems, with their high level
of worker autonomy and indirect performance mea-
surement, incentives are particularly important and
challenging. More specifically, incentives must moti-
vate learning and creativity, direct discretionary
decision making, and enhance adoption and applica-
tion of new technologies.
Because white-collar work is creative and knowl-
edge intensive, incentives for aligning workers’
behaviors with organizational goals should focus
on motivating creativity and learning behaviors. Re-
search has shown that means of motivation in white-
collar work systems go far beyond financial incen-
tives. Previous studies have revealed that task
complexity, deadlines, goal orientations, perceived
evaluations, and supervisory styles can all be used to
monitor worker behaviors (Chesbrough 2003, Oldham
and Cummings 1996, Shalley 1991, 1995, Shalley et al.
2000, Thompson and Heron 2005). Researchers have
also shown that non-pecuniary rewards, such as re-
ceipt of awards, honorary memberships, and peer
recognition, promote worker creativity in a significant
manner (Eisenberger and Armeli 1997, Laudel 2001).
Furthermore, previous research has suggested that
rewards for creativity in previous tasks promote cre-
ativity in later tasks and perceived reward for high
performance leads to higher perceived self-determi-
nation and therefore better performance (Eisenberger
and Armeli 1997, Eisenberger and Rhoades 2001,
Eisenberger and Shanock 2003).
A critical antecedent to good incentive design is
accurate measurement of performance. Although
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sales revenue is often used to measure the perfor-
mance of sales managers, such an approximation
cannot be readily generalized to many other types
of white-collar work, especially when the work does
not translate directly into financial values and quan-
tity and quality cannot be fairly judged due to the
complex nature of the work (e.g., developing a
marketing campaign). Moreover, the value of many
types of white-collar work may only be partially
measurable upon completion. For example, the value
of a new product design may be fully understood
only after the product has been on the market for
some time. Measurement of such latent value greatly
complicates worker performance evaluation. As a
result, subjective performance measures (e.g., a man-
ager’s rating) are frequently used as bases for
incentive plan designs (Ishida 2006, MacLeod 2003).
Economists have studied incentive plan based on
subjective performance measures in repeated games.
MacLeod (2003) showed that, when an agent’s self-
evaluation and the supervisor’s evaluation (which are
both subjective) are correlated, the optimal com-
pensation is only dependent on the principal’s eval-
uation, although the agent’s self-evaluation plays a
role in the agent’s satisfaction. Subjective measures
can also moderate the weakness associated with ob-
jective performance measures (Gibbs et al. 2004). In a
study of department managers in car dealerships,
Gibbs et al. (2004) found that using subjective mea-
sures in addition to objective measures positively
affects managers’ willingness to incur intangible
risk, as well as managers’ job satisfaction. For more
discussion of subjective vs. objective measures, see
Bommer et al. (1995).
Another important aspect of incentives in white-
collar work settings is motivation in multi-tasking sit-
uations. Workers in white-collar work settings often
perform multiple or multi-dimensional tasks. In these
environments, it is important to use incentives to
direct workers to allocate their efforts in a manner
consistent with the goals of the organization. Datar et
al. (2001) studied incentive plans that allocate worker
efforts among multiple tasks using relative weights
when neither efforts devoted to each task nor the total
effort can be observed. Using a linear contract and
negative exponential utility structure, Holmstrom and
Milgrom (1987) showed how optimal weights can be
determined and their relationship to workers’ sensi-
tivity to performance measures. Lal and Srinivasan
(1993) studied incentive issues of a sales force en-
gaged in selling multiple products. The authors
examined the case where sales effort can be modified
multiple times within an accounting period depend-
ing on the status of sales realization. Assuming that
sales history is known to both the salesperson and the
firm, the authors showed that ‘‘products with higher
sales effort effectiveness, lower marginal costs and
lower uncertainty in the selling process should be
accompanied by a higher commission rate.’’ Feltham
and Xie (1994) considered the case where a worker has
multiple inter-correlated goals and imperfect perfor-
mance measures. Using the multi-task framework
introduced in Holmstrom and Milgrom (1991), the
authors showed that performance measurement in a
multi-tasking setting must consider both the expected
value of each task itself and the correlations among
the tasks.
Instead of evaluating the impact of incentive on the
absolute value of performance, some researchers have
studied the incentive problem from a goal-setting
perspective (Locke and Latham 1990, Seijts et al. 2004).
Presence of goals have been found to positively
affect worker performance (Shalley 1991). Shalley
(1995) studied the nature of the effect of goal setting
on worker productivity and creativity via experiments
and concluded that the presence of creativity goal
promotes workers’ creativity but impedes their
productivity in a complex work setting. Carrillo
and Gaimon (2000, 2004) compared the impact of
different goals on a manager’s decision to invest in
knowledge acquisition. They investigated two types
of goals. The first was a target goal, which requires a
target to be met and imposes a cost for exceeding or
falling short of the target (i.e., a two-side goal). They
made use of a model in which the cost is expressed as
a function of the variance and showed that, when
the perceived uncertainty is high, the decision maker
will allocate more resources to the behavior that
causes less uncertainty. The second type of goal con-
sidered by Carrill and Gaimon was a threshold goal.
The objective is to achieve a result whose expected
value is no less than the desired goal (i.e., one-side
goal). Their results suggested that when the decision
maker perceives high uncertainty in the outcome from
her effort, she is more willing to pursue risky behav-
iors under a threshold goal scheme than under a
target goal scheme. These results yield important
insights for incentive goal design associated with
knowledge acquisition. For additional literature re-
lated to goal setting in work environments, see Berger
(1972), Berger (1991), Mantrala et al. (1994), Locke and
Latham (1990), Locke and Latham (2004), and Locke
and Plummer (2002).
Because most studies of incentives focus explicitly
on performance, they are well suited to operations
analyses. The research challenge is to make use of the
behavioral insights (e.g., how the presence of multiple
tasks or task uncertainty affects workers’ responses
to incentives) within models of specific systems
(e.g., product development environments involving
design engineers, supply chain networks involving
salespersons).
Hopp, Iravani and Liu:: Managing White-Collar Work
Production and Operations Management 18(1), pp. 1–32, r 2009 Production and Operations Management Society 9
3.7. Technology
Technology is a primary resource in many types
of white- and blue-collar task processing. Often the
motivation to use technology is to address tasks for
which humans are not intrinsically well suited. For
example, using automated machines to paint cars is a
classic use of technology in a blue-collar task, while
using computers to run a simulation is a typical use of
technology in a white-collar task. The computer rev-
olution has dramatically expanded the range of white-
collar tasks that can benefit from application of IT.
Moreover, the Internet and various types of knowl-
edge management systems have placed a vast amount
of information at the disposal of knowledge workers
(Zack and McKenney 1995). This has resulted in in-
creased processing speed, improved average output,
enhanced performance, and more consistent quality
(Carrillo and Gaimon 2004, Dvorak et al. 1997, Ebel
and Ulrich 1987). IT has also played an important role
in blue-collar work, but in such tasks technology is
generally either embedded in the equipment itself
(e.g., hardware and software needed to produce a
windshield) or used to support established tasks (e.g.,
computers used to store production data). In both
cases, the technology stays unchanged throughout
the task; that is, no new technology is generated as a
result of the task. In contrast, in white-collar work,
workers interact with technology in a profound
manner (Dewett and Jones 2001). Technology im-
provement (e.g., more advanced analysis tools) or
new technology (Fleming 2001) is often achieved.
Furthermore, IT is also widely used to support deci-
sion making and help generate more creative
solutions. MacCrimmon and Wagner (1994) showed
that using software to generate alternative managerial
policies by making connections among problems and
internal and external environments leads to a greater
variety of alternatives and therefore potentially better
decision making.
As technology assumes an ever greater role in
white-collar work, new issues associated with tech-
nology management (e.g., technology acquisition and
implementation) will continue to emerge (Gaimon
1997, Napoleon and Gaimon 2004). A related chal-
lenge is refining our understanding of the value of
output in an IT-enabled knowledge-sharing environ-
ment (e.g., the value of contributions to a database or
knowledge management system).
In OM studies, technology is typically viewed as an
enabling resource. Computers in control systems,
video conferencing in geographically separated col-
laborative design systems, computers in knowledge
management systems, etc., are examples of technolo-
gies that play important roles in the operations of
white-collar work systems. The above insights into
how workers interact with technology in complex
work environments may help OM researchers de-
velop more realistic models of systems such as these.
4. White-Collar Work at the Team Level
In white-collar work settings, tasks often require col-
lective actions by members of teams to achieve
designated goals. A team is a social system consist-
ing of two or more people, ‘‘which is embedded in an
organization (context), whose members perceive
themselves as such and are perceived as members
by others (identity), and who collaborate on a com-
mon task (teamwork)’’ (Hoegl and Proserpio 2004). A
team can also be defined as ‘‘(1) a group of employees
that is formally established, (2) which is assigned
some autonomy (with different intensities and within
different organizational areas), and (3) which per-
forms tasks that require interdependence between
members (also with different intensities and areas)’’
(Rousseau and Jeppesen 2006). Representative exam-
ples of teams engaged in white-collar work are
product development teams, consulting teams, ad-
ministrative teams, and information system teams
(Janz et al. 1997). Teams can be differentiated from
organizations by the degree of task interdependence
and the degree of reward interdependence. In an
organization, people have shared values in general
and receive bonuses that are correlated with the
success of the firm. But their actions are not closely
integrated and their individual success (e.g., who gets
promoted) is not highly correlated. In a group as-
signed to a set of overlapping tasks (e.g., a product
development team), members’ work is more closely
connected, as are their rewards. In a team assigned to
a very specific task, the work of individuals is so
closely connected as to be almost indistinguishable
(e.g., a group of consultants produces a jointly written
report, an assembly team puts together a piece of
machinery). When this is the case, rewards almost
have to be highly correlated (e.g., if the consulting
report is a success, the entire team benefits). Hence, it
is critical for teams to ‘‘develop a sense of shared
commitment and strive for synergy among members’’
(Guzzo and Dickson 1996). For further discussion of
important issues related to team management, see
Kozlowski and Ilgen (2006) and Bettenhausen (1991)
for comprehensive reviews.
While team management in production environ-
ments has been extensively studied by economists,
sociologists, management specialists, and OM research-
ers, much less effort has been devoted explicitly to
white-collar work systems. Because many white-collar
tasks are highly collaborative in nature (e.g., engineers
designing a product or consultants performing a
study), a team focus is very important for white-
collar work research.
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Because teams consist of individuals, white-collar
work in teams involves all the issues we discussed
at the individual level. In the rest of this section, we
focus on the aspects of team work that are central to a
framework for understanding white-collar work in
groups. To provide structure for this framework, we
begin by introducing a basic model that captures the
major operational elements involved when groups of
people work together to carry out white-collar tasks.
4.1. A Basic Model
Representing white-collar work at the group level
requires a model with the same basic elements as the
model at the individual level. Workers still receive
tasks exogenously and endogenously generate self-
work. They still make use of and contribute to the
growth of resources. The workers still have finite
capacity, which leads to queueing dynamics. But, un-
like the model at the individual level, we must now
account for interaction between team members and
the effect on system performance. Conceptually, team
performance is determined jointly by the capabilities
and efforts of individuals and the synergy between
team members. At a more detailed level, team effec-
tiveness is influenced by interdependence (including
task interdependence, goal interdependence, and
reward interdependence) among team members, team
behavior (collaboration, trust), team learning, and
incentives.
We depict the basic elements of white-collar work at
the team level in Figure 3. The main challenge of
modeling white-collar work at this level is represent-
ing the interactions between team members and their
influence on performance. While teams are common
in both blue- and white-collar work settings, the na-
ture of interaction is different in the two types of
work. In blue-collar work, teams collaborate on well-
defined routine tasks without significant knowledge
content or creativity requirements. This raises many
interesting questions about how to match individuals
to each other and to tasks over time (see Hopp and
Van Oyen 2004 for a discussion and literature survey).
White-collar collaboration goes beyond these to in-
clude knowledge sharing aspects of joint work.3
Specifically, in addition to issues related to white-col-
lar work at the individual level, at the team level some
important issues to consider include:
1. Interdependence among team members is more
complex and essential in white-collar work than
in blue-collar work (Lengnickhall 1992, Wuchty
et al. 2007). Intra-team interdependence exists in
both blue- and white-collar work teams but in
distinct forms. In blue-collar work teams, due to
the well-defined routine tasks, interdependence
among team members is simple and explicit. In
contrast, in white-collar work teams, workers
face complex and loosely defined tasks. Conse-
quently, they rely on frequent interactions with
other team members to gain necessary informa-
tion and work-related knowledge. For example,
engineers in design teams exhibit intense inter-
action, which has been supported in recent years
by the proliferation of CAD/CAM technology
(Leonard-Barton et al. 1994). In general, interde-
pendence in white-collar work involves much
more complex and highly implicit activities, such
as knowledge sharing (Argote et al. 1990), than
does blue-collar work. Consequently, it is critical
to understand and manage intra-team interde-
pendence in order to achieve desirable team
performance in white-collar work environments.
2. Behavioral issues, which are important in blue-
collar work systems, are paramount, and more
highly varied, in white-collar work systems
(Dirks 1999, Friedlander 1970). The knowledge-
based processing involved in white-collar work
calls for a high degree of team synergy to facil-
itate the collaborations needed in intellectual and
creative tasks. Trust, the glue of teamwork, is also
vital in white-collar work and therefore must be
incorporated into OM studies.
3. Learning is even more critical for effective and
efficient team work in knowledge-based white-
collar work than in routine blue-collar work (Haas
2006a, b). Unlike in blue-collar work teams, where
team members mainly utilize each other’s labor, in
white-collar work settings, team members also
rely on each other as repositories of knowledge
and information. Therefore, team structure, com-
position, and processes significantly affect
knowledge acquisition, dissemination, interpreta-
tion, and integration in team work.
4. In white-collar work systems, it is particularly
important for team incentives to incorporate el-
ements promoting creativity, knowledge sharing,















Figure 3 A White-Collar Work System at the Team Level
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Uzzi and Spiro 2005). As we noted previously,
the intellectual and creative aspects of white-
collar work increase the difficulty in measuring
work performance objectively and forces incen-
tive schemes to rely on subjective measures. The
increased dependence on team members for
knowledge, information, and creative ideas fur-
ther reduces the feasibility of financial incentives.
Consequently, effective incentive schemes may
require sophisticated psychological bases and a
range of dimensions.
In the rest of this section, we summarize existing
literature related to interdependence, team behavior,
learning, and team incentives.
4.2. Interdependence
Intra-team interdependence refers to the extent to
which an individual is affected by his/her team mem-
bers. It plays important roles in predicting team
performance (Janz et al. 1997, Van der Vegt and Jans-
sen 2003). For example, team members may foster
creativity among each other (Uzzi and Spiro 2005).
Interdependence can take various forms, such as task
interdependence, goal interdependence, and reward
interdependence (Campion et al. 1993). Task interde-
pendence refers to the degree to which an individual
depends on other team members’ skills and efforts
to carry out work effectively and efficiently (Campion
et al. 1993, Van der Vegt and Janssen 2003, Wageman
1995, Wageman and Baker 1997). It is a combined
result of job design and intra-team interactions. Goal
interdependence refers to the degree to which the
achievement of one’s goal depends on the goal achieve-
ment of other team members (Campion et al. 1993,
Weldon and Weingart 1993). Reward interdependence
refers to the extent to which one’s reward depends
on other team members’ performance (Campion et al.
1993, Wageman 1995, Wageman and Baker 1997).
The research literature has shown that various
forms of interdependence affect collaborative behav-
iors and team performance in different ways. In some
cases, they jointly affect performance. For instance,
Van der Vegt and Janssen (2003) provided empirical
evidence of joint impact of task and goal interdepen-
dence. Specifically, they found that, in heterogeneous
teams, task interdependence has a strong and positive
impact on innovative behaviors when perceived goal
interdependence is high, whereas such impact is not
found in homogeneous teams. In some other cases,
task interdependence has been found to be a signifi-
cant predictor of collaborative behaviors. For
example, Van der Vegt and Van de Vliert (2005)
showed in experiments that high skill dissimilarity
increases helping behavior in management teams
with high task interdependence. Wageman (1995)
and Wageman and Baker (1997) studied the interac-
tion between task interdependence and reward inter-
dependence. Wageman (1995) provided empirical
evidence that task interdependence promotes collab-
oration whereas reward interdependence facilitates
monitoring of worker effort. Wageman and Baker
(1997) found in an analytical model that while both
task interdependence and reward interdependence
affect performance, increasing task interdependence
rather than reward interdependence leads to increased
collaboration. They also suggested that higher task in-
terdependence should be accompanied by higher
reward interdependence in order to achieve good team
performance.
Researchers have used relatively simple measures
to represent interdependence. Van der Vegt and Van
de Vliert (2005) measured task interdependence in a
laboratory experiment setting by the percentage of
tasks for which one has to exchange information or
cooperate with others. The same type of measurement
was also used in Cheng (1983). Wageman and Baker
(1997) modeled the degree of task interdependence in
a two-worker team as a scalar between 0 and 1, with a
small number indicating one worker’s action has little
impact on the other’s performance and a large number
indicating a huge impact. Each worker’s performance
was then modeled as the weighted average of his own
action and the other worker’s cooperative action. In a
similar fashion, they represented the degree of reward
interdependence by a scalar between 0 and 1. Finally,
they modeled a worker’s reward as a weighted average
of his own performance and team performance, with
the degree of reward interdependence being the
weight. While these simple representations help model
and study the impact of interdependence, our under-
standing of how to measure interdependence in prac-
tice is still very limited. Wageman (1995) provided
some examples of measuring interdependence empir-
ically; more comprehensive understanding of this
manner is needed.
Both analytic and empirically based representations
of the influence of interdependence on team perfor-
mance could be used in OM studies of white-collar
work systems involving teams.
4.3. Collaboration
Collaboration is a main activity of all types of teams.
A team’s collaborative processes may be affected by
many behavioral factors, including team members’
attitudes, behavior, and emotions (Rousseau and
Jeppesen 2006), team members’ perception about
other members’ competence (Kim 2003), and team
members’ proximity over the duration of the task
(Hoegl and Proserpio 2004, Hoegl et al. 2007). Rous-
seau and Jeppesen (2006) reviewed the impact of three
categories of psychological factors – ‘‘attitudes, be-
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havior, and emotions’’ – on team performance. They
concluded that ‘‘team characteristics such as interde-
pendence and team autonomy, and psychological
variables such as cohesion, commitment, procedural
justice, and potency are generally positively associ-
ated.’’ In addition to psychological factors, researchers
have found that team members’ perception of other
members’ competence has a significant impact on
team performance (Kim 2003). The reasoning behind
this observation is that perceived high competence of
other team members may make one feel his/her own
contribution is less important and therefore he/she
may devote less effort. Kim (2003) showed that the
impact of perceived competence of team members
is significant and contingent on the amount of task
information shared. That is, perceived high compe-
tence leads to worse team performance when task
information is partially shared, but it leads to better
performance when task information is fully shared.
Finally, the proximity of team members has been
shown to have a strong association with team perfor-
mance. For reviews of team collaboration, see Hoegl
and Proserpio (2004) and Hoegl et al. (2007).
These results provide avenues for incorporating be-
havioral factors into OM models of team performance.
4.4. Trust
Collaboration and team performance are often funda-
mentally dependent on trust, such that an increase in
trust can lead to more collaboration and better team
performance (Lewicki et al. 1998, Nooteboom et al.
1997, Sirdeshmukh et al. 2002, Urban et al. 2000). This
is particularly true in white-collar work settings be-
cause tasks are highly dependent, work processes and
outcomes are highly uncertain, and measurement of
task outcomes is ambiguous (Singh and Sirdeshmukh
2000). Because team members cannot observe their
mates’ performance directly, they have no choice but
to trust each other if they are to work together effec-
tively. Because of this, research into the concept of
trust, impact of trust on team performance, and mod-
eling of the dynamic nature of trust are highly
relevant to the operations of white-collar work.
Below, we divide our survey of the broad literature
on trust into descriptive studies of the nature of inter-
personal trust and prescriptive-oriented research on
the operationalization of trust.
4.4.1. Interpersonal Trust. Interpersonal trust among
team members can be defined as ‘‘the extent to
which a person is confident in, and willing to act
on the basis of, the words, actions, and decisions of
another’’ (McAllister 1995). As such, trust is a multi-
dimensional construct that can be classified into
behavior-based trust and intention-based trust (Mayer
1994). Behavior-based trust refers to the willingness to
rely on an exchange partner when that party cannot be
controlled or monitored. Intention-based trust
may further be classified into competence-based trust
and benevolence-based trust. The former refers to the
confidence one party has in the other party’s capability
and reliability (Lieberman 1981), while the latter refers
to the confidence one party has in the other party’s
motives and integrity (Mellinger 1956). Both behavior-
and intention-based trust affect team synergy and
performance. These constructs of trust have been
studied extensively in relational exchange and
relational marketing (Crosby et al. 1990, Doney and
Cannon 1997, Morgan and Hunt 1994).
Trust is both a predictor and a consequence of
interpersonal relationships. Trust is a good predictor
of individual behavior and performance. A higher
degree of trust leads to greater willingness to engage
in risk-taking behaviors (Mayer et al. 1995). Trust
also predicts openness, communication, higher level
of effort, and reduced conflict within teams (Boss
1978, Dirks 1999, Porter and Lilly 1996, Zand 1972).
Hence, an appropriate level of trust implies better
group performance (Dirks 1999, Friedlander 1970).
However, a high level of trust may also result in
reluctance to allow mutual monitoring in self-man-
aging teams, which may hurt team performance
when individual autonomy is high (Langfred 2004).
In addition to acting as a facilitator of team interaction,
trust is also a consequence of teamwork. Empirical
studies of multi-stage project teams have shown that
trust building is dependent on team performance and
that high-performing teams are better at developing
and maintaining trust (Kanawattanachai and Yoo
2002). The context and speed of trust building are in-
fluenced by the reward structure (Ferrin and Dirks
2003), as well as satisfaction and interpersonal factors,
such as expertise and timeliness (Crosby et al. 1990,
Morrman 1993) and the strength of interpersonal ties
(Fleming and Marx 2006). Other issues related to trust
have been explored in the literature on relational ex-
change and relational marketing (Doney and Cannon
1997, Morgan and Hunt 1994).
4.4.2. Operationalizing Trust. From an OM per-
spective, it is important to understand how trust can
be measured and incorporated into both analytical
and behavioral models. There have been some
reviews of the existing literature on the measure-
ment of trust (Dietz and Den Hartog 2006, Lewicki
et al. 2006). Lewicki et al. (2006) examined the trust
development from both behavioral and psychological
perspectives (which are organized into four categories
based on research approaches, one for behavioral and
three for psychological) and answered three major
questions in each of the categories: how is trust
defined and measured, at what level does trust begin,
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and what factors affect how trust level changes
over time. Dietz and Den Hartog (2006) provide a
framework for trust measurement and a content
analysis of recent empirical measures of trust.
Although there have been many studies on mea-
suring trust, analytic models that explicitly
incorporate trust are very limited. The existing liter-
ature can be roughly categorized into two schools.
One school views trust as unchanged in interactions.
For instance, Hwang and Burgers (1997) treated trust
as a key component between parties who may benefit
from collaborations, but who are also at risk of being
taken advantage of if the other party is non-collabo-
rative. They modeled trust as a probability estimation
of cooperation by the other party and assumed it re-
mains unchanged throughout the process of
collaborations. This enabled the authors to derive
some properties of trust in moderating collaborative
decision making. An alternative, and more prevalent,
view of trust assumes trust to be dynamic and change
with interpersonal interactions (Castelfranchi et al.
2003, Hopp et al. 2007b, Melaye and Demazeau 2005,
Quercia et al. 2006). This second dynamic school of
thought about trust is of particular interest to OM re-
searchers because operations policies, such as flexible
work practices and structured teams, may both affect
trust levels and be influenced by the nature of trust
within the workforce.
Scholars from Computer Science have pioneered
the study of trust dynamics. Castelfranchi et al. (2003)
used a simulation model to study the interaction
between trust and belief. They discussed the role
of different belief sources, such as direct experience,
categorization, reasoning, and reputation in trust evo-
lution. Melaye and Demazeau (2005) extended the
study of belief and trust in a Bayesian framework. The
authors examined the impact of direct experience on
trust evolution. In their model, trust level is inferred
by the truster’s basic beliefs, which come from so-
called belief sources. Using simulation, the authors
showed the impact of positive and negative observa-
tions on trust. They also demonstrated that trust may
erode in the absence of new experiences.
Although trust is rarely considered in OM studies,
some scholars have begun to consider this issue. For
example, Loch and Wu (2007) use an experimental
approach to demonstrate that social preferences (i.e.,
intrinsic concern for other parties, which is certainly
related to trust) systematically affect supply chain
transactions. In particular, such preferences promote
cooperation, individual performance, and higher
system efficiency than would be predicted by a tra-
ditional OM model of strictly self-interested parties.
In a similar vein, but using an analytic approach,
Hopp et al. (2007b) incorporated trust into a multi-
period supply chain model by modeling trust as a
measure of how much a retailer relies on a salesper-
son’s information in demand forecasting. They
showed that the retailer’s trust in the salesperson
leads to improved supply chain performance under
different various assumptions about the salesper-
son’s motives.
4.5. Learning
White-collar tasks often involve knowledge-based
processing, which involves creation, transfer, storage,
and utilization of internal and external knowledge.
While utilization of internal knowledge is essential,
acquisition and application of external knowledge
also play important roles in team performance. A
team’s ability to acquire external knowledge is
dependent on properties (e.g., position, tie strength)
of the network in which teams are nodes and their
work-related communication flows are network ties
(Tsai 2001). However, because we will discuss the im-
pact of these properties at the organization level in
Section 5, we will focus on team-specific properties
(e.g., structural diversity) in the following discussions.
External knowledge generally refers to task-related
knowledge, know-how, information, and feedback
from outside the team boundary (Haas 2006a). Knowl-
edge acquisition at the team level is affected by team
structural diversity (i.e., how different team members
are with respect to their affiliations, roles, and posi-
tions; Cummings 2004). As diversity increases, team
performance due to external knowledge sharing in-
creases because higher structural diversity enables
teams to be exposed to more unique external sources.
Specialization and related work content also impact
the result of learning. Using experiments, Schilling
et al. (2003) found that groups working on different
but similar tasks over time learn much faster than
groups who either are working on specialized tasks or
alternate between unrelated tasks. Teams that focus
on learn-how instead of learn-what are prone to
achieve more implementation successes (Tucker et al.
2006). Knowledge acquisition is also affected by
interruptions, such as ‘‘encountering novelty, experi-
encing failure, reaching a milestone, receiving an
intervention, coping with a structural change, rede-
signing the task, or changing authority’’ Zellmer-
Bruhn (2003). By examining data on operational teams
in three firms in the pharmaceutical and medical
products industries, Zellmer-Bruhn (2003) found that
interruptions enhance knowledge transfer, which in
turn improves the acquisition of new team routines.
The impact of external knowledge acquisition is con-
tingent on the conditions of knowledge utilization
(Haas 2006a). Haas (2006a) found that when team
conditions are favorable (e.g., when team members
can devote more time to work than the minimum re-
quirement, have more prior work experience, and
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have more collective control over critical decisions),
knowledge acquisition enhances team performance in
terms of the quality of projects delivered to clients. See
Edmondson (2006) for a comprehensive review of
team learning.
As at the individual level, the key operational issue
regarding learning at the team level is the impact on
performance. By characterizing how various behaviors
affect learning, the above references provide indirect
insights into the factors that affect performance.
4.6. Incentives
Just as incentives are critical in promoting work effi-
ciency at the individual level, incentives are vital
at the team level in white-collar work settings. In
addition to the issues we discussed in the context of
individual motivation, a core issue of incentives at the
team level is motivation of collaborative behaviors
among team members. Specifically, an incentive plan
for teams should address issues of team synergy,
integrated creativity, and repeated collaborations.
Owing to the difficulty of output measurement in
most of white-collar work settings, incentive plans
based on subjective measures have also been studied
at the team level (Baiman and Rajan 1995, Rajan and
Reichelstein 2006). Baiman and Rajan (1995) showed
that a discretionary bonus incentive is effective in
a two-agent setting. Rajan and Reichelstein (2006)
studied a ‘‘bonus pool’’ plan (i.e., the team is informed
of how the bonus will be divided based on the real-
ization of noncontractable information). They showed
that it is optimal to use a discretionary bonus pool
plan when performance can only be measured sub-
jectively. Besides subjective performance measures,
another important consideration of team incentives
is the impact of repeated interactions among team
members. Che and Yoo (2001) studied incentives in
a setting of repeated interactions and showed that
a joint performance measure (i.e., one in which indi-
vidual reward is dependent on the performance
of others) is desirable because it fosters peer moni-
toring. Unlike Che and Yoo (2001), who assumed that
absolute performance is contractible, Ishida (2006)
studied the case where only subjective measures are
available and relative team ranking is contractible,
and demonstrated the optimality of incentives based
on relative performance measures (e.g., awards based
on team ranking). This line of research belongs to the
literature on relational contracts. For more informa-
tion, please see Baker (1992) and Baker et al. (1994) for
related literature.
Besides team incentives based on financial rewards,
research has been devoted to understanding non-
financial incentives. Guimerà et al. (2005) showed a
self-assembly mechanism helps teams gain creativity.
Others have suggested that the opportunity of being
exposed to new collaborators promotes creative team
performance (Uzzi and Spiro 2005). Fleming and
Marx (2006) also implied that working with new
people provides a level of stimulation not found in
solitary work. By working with others, people may
gain access to new materials or knowledge that is
otherwise unavailable to them. As a result, people
enhance their creativity by seeking out new collabo-
rations. For a review of empirical evidence related
to the performance of team-based incentives, see
DeMatteo et al. (1998).
It is worth mentioning that teams have traditionally
been co-located, so that face-to-face interaction com-
prises the major form of communication among team
members (Zack and McKenney 1995). However, as
technology advances, new communication channels,
such as phone, email, online discussion spaces, and
teleconferencing, have made it possible for team
members to collaborate at a distance. There is huge
literature on virtual teams that studies issues related
to these technologies and their impact on team per-
formance. Constrained by the length of the paper, we
direct interested readers to Zack and McKenney
(1995), Hoegl et al. (2007), and Martins et al. (2004)
for more information on this subject.
Although there is a wealth of literature examining
trust from various perspectives, there is so far little
understanding of how trust affects the operational
performance of white-collar work systems. Hence, in-
corporating insights and modeling techniques from
the various streams of the trust literature into OM
models and studies represents a promising area of
future research opportunity.
5. White-Collar Work at the
Organization Level
An organization is a social system in which teams are
embedded. As we noted in the previous section, an
organization differs from a team in that both the
degree of task interdependence and the degree of
reward interdependence are relatively low in organi-
zations compared with those in teams. Formally, an
organization is made up of multiple individuals and
teams. Therefore white-collar work in organizations
involves all of the issues noted above for individuals
and teams, plus some additional ones. Many of these
revolve around communication because this is a much
more complex activity at the organization level than at
the team level. In teams, shared tasks virtually force
communication. But in organizations, many different
kinds of communication, both formal and informal,
occur. Understanding this communication, how it
influences performance, and how it is related to
organizational structure and management policy are
central concerns in white-collar workforce manage-
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ment. As in the previous sections on white-collar
work at the individual and team levels, we first de-
scribe a generic model of a white-collar work system
at the organizational level and then use it to organize
our survey of related streams of research.
5.1. The Basic Model
Blue-collar production systems are frequently mod-
eled as flow networks by OM researchers (Hopp and
Spearman 2000). This provides a mechanism for link-
ing individual process characteristics (e.g., batching,
variability, outages, etc.) to system performance
metrics (e.g., throughput, cycle time, cost, quality,
etc.). Because organizations performing white-collar
work also consist of individual processes (i.e., people)
who coordinate to complete tasks, it is appealing to
view them as flow networks as well.
Unfortunately, a straightforward translation of the
production flow network models to white-collar work
settings is not appropriate due to the differences be-
tween blue- and white-collar tasks we have discussed
earlier. Non-routine intellectual work poses individu-
als with situations in which they must seek out and
acquire useful knowledge dispersed among subunits
in the organization (Hansen et al. 1999). Hence,
in addition to the work flow, which is formal and
direct, there is information flowing among different
subunits, which is often informal and complex
(Huberman and Hogg 1995).
As shown in Figure 4, a typical organization
performing white-collar work consists of multiple
subunits, each of which contains a team of one or
more workers. Subunits can perform their own tasks,
as well as collaborate with other units on more com-
plex tasks. When teams participate in complex task
processing, they are linked by either deterministic or
probabilistic job flows. These systems can therefore be
represented by stochastic networks similar to those
used in blue-collar work modeling (Adler et al. 1995).
When teams perform independent work in parallel,
they can be treated as a single team. They can either
solve the problem at hand or seek support from other
subunits (e.g., searching and acquiring knowledge) or
pass it on to another team perceived to be capable of
solving the problem.
As shown in Figure 4, a white-collar work system
can be viewed in modeling terms as a superimposed
network in which informal networks of information
flow are combined with a task processing network.
This suggests that the following issues are important
in studying white-collar work at the organization
level.
1. Organizational structures need to address issues
created by the knowledge-based processing in-
herent in most white-collar work (Gokpinar et al.
2008). Because the intellectual and creative con-
tent of tasks makes task coordination in white-
collar work settings fundamentally different from
that in blue-collar systems, proven methods from
blue-collar settings, which rely on standard oper-
ating procedures and do not take knowledge and
information as inputs, cannot be applied directly
to white-collar work systems. Consequently, we
need new coordination systems that integrate
the knowledge and information elements into the
task processing framework.
2. New and more flexible systems are needed to
control the flow and assignment of work in
white-collar settings (Turner and Makhija 2006).
In blue-collar work systems, process control relies
largely on standardization and rigid structures
(e.g., a pull system used to control a serial pro-
duction line). However, these control systems are
generally ill suited to control white-collar work
systems because the intellectual and creative con-
tent of white-collar tasks calls for discretion and
flexibility. Hence, white-collar work requires
methods that recognize and enhance the creative
and intellectual components of white-collar work.
3. Organizational learning, which involves knowl-
edge seeking and sharing, has become an in-
creasingly important mechanism by which firms
can sustain a competitive advantage (Christen-
sen and Baird 1998, Loveman and O’Connell
1995). Furthermore, because knowledge-based
task processing inherent in white-collar work is
highly dependent on knowledge and informa-
tion input (Grant 1996), individuals and teams
frequently rely on information and expertise
located in and beyond the organization. A great
deal of performance variation is due to a lack of
information and not being able to access external
expertise in a timely fashion. While an organiza-
tion may formally design its coordination system
and create an infrastructure to support organi-
zational learning, knowledge seeking, and
sharing largely occur through interactions that
















Figure 4 A White-Collar Work System at the Organizational Level
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tures. Hence, understanding the operations of
white-collar work requires an understanding of
knowledge seeking and sharing via informal
channels.
In the remainder of this section, we review previous
research related to the critical issues of structure,
control systems, and learning.
5.2. Structure
Knowledge-based task processing is embedded in
established organizational structures and communi-
cation patterns (Sosa et al. 2003). The most widely
studied organizational structures in white-collar work
environments are hierarchical, modular, and network
structures, as we discuss below.
5.2.1. Hierarchical Structures. Classic centralized
coordination is characterized by hierarchical organi-
zation structures, which have pyramidal forms. Many
white-collar work systems are coordinated with such
structures. For example, risk management in invest-
ment banking is hierarchical, in which each unit of the
firm determines its portfolio of risk activities and the
overall level of risk is controlled by the risk managers
(Vayanos 2003).
Garicano (2000) and Garicano and Rossi-Hansberg
(2006) studied the optimal organizational structure
in the situation where heterogeneous agents face
heterogeneous tasks. Heterogeneity among agents is
defined according to their different level of knowl-
edge. An agent can handle a task only when her
knowledge level exceeds that required for task pro-
cessing. If an agent fails to solve a task, he/she may
choose to acquire knowledge at some cost or to
search for help from other agents with a communi-
cation cost represented by the reduced production
time. Garicano (2000) showed that the optimal struc-
ture for such organizations is a knowledge hierarchy,
in which the knowledge of each level is non-over-
lapping and the size of each level decreases as the
knowledge level increases. Garicano and Rossi-
Hansberg (2006) extended Garicano’s findings to
characterize the organizational structure by positive
sorting (i.e., ‘‘higher ability agents share their knowl-
edge with higher ability subordinates’’) and skill
stratification (i.e., ‘‘individuals are segmented by cog-
nitive skills’’).
Motivated by portfolio formation in investment
banks, Vayanos (2003) studied a hierarchical proce-
dure of information processing when commu-
nication must occur along hierarchical lines and
local information processing by workers is perva-
sive. Assuming aggregation incurs information loss,
Vayanos (2003) showed that in this highly stylized
environment, the optimal organizational structure
has all workers have a single subordinate and all
workers but one work at their full capacity.
While these studies provide us valuable insights
into organizing knowledge-based processing hierar-
chies, they are limited in two aspects. First, they have
ignored the interaction among workers at the same
level in performing tasks. Second, and more impor-
tantly, they do not account for the fact that smart
people often ignore formal hierarchies because they
know that centralized management frequently stifles
thinking and hinders diversity of ideas (Goffee and
Jones 2007).
While using rigid hierarchical structures as the
basis of operations models of organizational perfor-
mance may be too unrealistic to be directly appli-
cable to practice, such models may be useful as
baselines for comparison with more realistic struc-
tures in order to gain insight into the importance of
organizational structure on operational performance.
5.2.2. Modular Structures. A modular organization
is a loosely coupled system consisting of elements that
independently perform distinct functions (Pil and
Cohen 2006, Sanchez and Mahoney 1996) and is an
effective means of organizing complex and flexible
work systems (Baldwin and Clark 2000). Research has
found that modularity enhances a firm’s capability by
allowing greater processing flexibility, which im-
proves its fitness in a dynamic environment (Pil and
Cohen 2006). For example, firms may provide a larger
variety of product or services through recombinations
(Thomke and Reinertsen 1998). Modularity also
promotes a firm’s sustained competitive advantage
by enabling it to adapt more quickly and act on
opportunities more effectively (Pil and Cohen 2006).
Because of these advantages, white-collar work is
often organized in modules. Product development
teams are a prototypical example of such structure.
But because modules can be formed and combined in
many ways, this leaves the question of what is the best
module structure for a given organization. Moreover,
performing tasks assigned to modules often require
interactions beyond the boundaries of individual
modules. Because of this, a common problem found
in modular organization is that they can limit the
interdependence among modules and thereby hinder
innovation (Fleming and Sorenson 2001). For an
extensive discussion on modularity, see Sanchez and
Mahoney (1996).
5.2.3. Network Structure. In most white-collar
work systems ‘‘the critical input in production and
primary source of value is knowledge’’ (Grant 1996).
Production requires coordination of individuals and
teams possessing different expertise (Dewatripont
and Tirole 2005, Grant 1996). Formal hierarchies and
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modular structures often fail to promote the timely
communication and effective collaborations required
for good performance. As a result, informal networks
(where nodes represent workers and links depict rela-
tions among workers; Burt 2004, Cross and Borgatti
2006, Cummings 2004) have been found embedded in
many organizations.
One form of network that has been found to char-
acterize the communication/relation structure in
many white-collar settings is the small-work network
(Watts and Strogatz 1998). For example, this struc-
ture has been observed among actors and scientists
(Uzzi and Dunlap 2005). Small-world networks are
characterized by high clustering (i.e., the probability
a friend’s friend is a friend) and small diameter (i.e.,
the average minimum number of steps between any
two nodes) (Watts 2004, Watts and Strogatz 1998,
Uzzi and Spiro 2005). Clustering reflects local den-
sity and diameter reflects separation (Uzzi and Spiro
2005). The short average path length implies that
information may flow quickly between different clus-
ters and therefore enhance creativity by allowing
combination of disparate knowledge. Meanwhile,
high clustering allows local sharing and collaboration.
See Watts (2004) for a review of the characteristics and
applications of small world networks.
To date, there have been few OM applications of
structured networks, such as small world networks.
A probable reason for this is that most social net-
work studies do not include explicit performance
metrics. However, it is possible to use purely
descriptive network models (i.e., without a perfor-
mance metric) in OM studies. For example, Iravani
et al. (2005, 2007) made use of structured networks,
e.g., small world networks, to characterize the ability
of call center agent cross-training structures to
respond effectively to variability in call arrival and
call process times.
However, most operations studies require models
with explicit performance metrics. One way to
introduce performance into network analyses of
operations systems is to use network measures as
dependent variables in empirical studies. An exam-
ple of this approach is the work of Gokpinar et al.
(2008) who studied an organization engaged in
vehicle design. They used two related networks to
characterize this white-collar work system: a product
architecture network, which describes physical and
logical connections between vehicle subsystems,
and an organization network, which describes com-
munication among design engineers via a formal
notification and approval system. Using statistical
analysis, the authors showed that engineers who
are highly central in the organization network are
less likely to generate defective work than are non-
central engineers, but are also slower in meeting task
deadlines (due to high utilization). They also com-
pared the organization network and the product
architecture network and found that the mismatches
(for which they define a quantitative measure called
‘‘coordination deficit’’) are significantly correlated
with warranty repair problems. In a related study,
Sosa et al. (2003) compared the product architecture
and development organization networks for a com-
mercial aircraft engine and identified factors that
may prevent alignment of the two networks.
Other authors have sought insight into the impact
of network structure on performance by using ana-
lytic models. One approach is to characterize how
worker interactions influence the evolution of net-
work structure. For example, Huberman and Hogg
(1995) studied the dynamics of network structure us-
ing a hint model. Hints are ideas that have potential
value to the receiver and are shared among workers.
Under their model, in each period workers, who
perform a multi-step task, choose either to work
alone or use a hint sent by others. The value of a hint
is dependent on both the content of the hint and
how fresh it is to the receiver. Network links change
as the interaction pattern alters. Nasrallah and Levitt
(2001) used a similar framework of hint sharing to
examine how timely access affects the probability of
successful interaction. These studies are particularly
relevant to the OM field because their use of a flow
representation makes them analogous to the flow
models prevalent in production and supply chain
research.
Many other researchers have examined the forma-
tion and evolution of organizational networks that
result from decentralized decision making. Rather
than pursuing a dynamic view of the network struc-
ture, those works have focused on understanding
the stable network structure in equilibrium (Bala and
Goyal 2000a, b, Galeotti and Goyal 2007, Galeotti et
al. 2006, Jackson 2008, Jackson and Watts 2002, Jack-
son and Wolinsky 1996, Watts 2004). These studies
generally model a set of individuals (players), who
make decisions concerning link formation by weigh-
ing the tradeoff between the cost and the benefit of
making a connection. Networks form and evolve as a
result of individuals exploiting their network posi-
tion; that is, local decisions lead to globally emergent
behavior. Common features of these models are: (1)
individuals are heterogenous; (2) link formation is
costly; and (3) an individual’s benefits from a con-
nection depends on both the connections of oneself
and the connections made by others (Goyal 2007).
The results from these studies generally describe the
network structure that arises and contrast this emer-
gent network structure with a socially desirable
structure. See Jackson (2004) and Goyal (2007) for a
review.
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Because these network models of organization
structure, communication, and collaboration are
well-suited to quantitative analysis and compatible
with other network modeling approaches commonly
used in the OM field (e.g., network flow models of
production systems and supply chains), we believe
there is great potential for integrating such models
into modeling and analysis of operations systems.
We discuss possible directions for modeling research
on white-collar work systems that combine work
and information flows in Section 6.
5.3. Control Systems
Control systems are mechanisms that clearly specify
the appropriate methods, behaviors, and outcomes of
the system (Turner and Makhija 2006). They generally
take one of two forms: process-based control and
outcome-based control. Process control, often based
on work standardization, is widely used in blue-collar
work systems to achieve superior performance.
Although some authors have argued that appropri-
ately designed process control can be applied to
achieve good performance in some white-collar set-
tings (Nidumolu and Subramani 2003, Turner and
Makhija 2006), many white-collar systems are better
suited to outcome-based control.
The applicability of process control in white-collar
systems depends on the tradeoff between standard-
ization and discretion in processing. Standardization
refers to uniform definition of processing methods
and/or performance criteria, while discretion in-
volves the flexibility in making decisions or being
evaluated based on different standards (Nidumolu
and Subramani 2003). Nidumolu and Subramani
(2003) examined the role of standardization and
decentralization in controlling both white-collar work
processes and performance. By studying software
development firms, the authors found that combin-
ing standardization in performance measures across
projects and decentralization in work processes
enhances performance. In essence, their approach
made it possible to exploit the efficiency of process
control, without entirely sacrificing innovation to
standardization.
The effectiveness of process control in white-collar
settings also depends on the features of the knowl-
edge (e.g., codifiability, completeness, diversity)
involved in the tasks (Turner and Makhija 2006). Cod-
ifiability refers to the fact that knowledge can be
broken down into small and easily understood pieces.
When knowledge is highly codifiable, it is relatively
easy to break the process and therefore is possible
to implement more standardization that facilitate
process control. Completeness refers to the degree
to which knowledge necessary for task processing is
available to the worker. When knowledge is complete,
which indicates less uncertainty involved in task
processing, a more standardized approach is recom-
mended. Diversity refers to the breadth and
relatedness of knowledge. When knowledge is less
diversified, more standardization may be applied to
process control. In situations where knowledge is
non-codifiable, incomplete, or highly diversified, pro-
cess control may be infeasible and hence outcome
control may be the only option.
Another factor that differentiates control systems
in white-collar work systems from those in blue-collar
systems is information. Because white-collar task pro-
cessing relies heavily on information, knowledge of
information location, direction, and its integration
with entity flows is necessary for designing effective
control systems. Unlike in blue-collar work systems,
where information flow is sequential (i.e., it flows in a
predetermined sequence), information flow in white-
collar work systems can be sequential or reciprocal (i.e.,
it flows back and forth and follows no predetermined
sequence) (Egelhoff 1991). Consequently, a control sys-
tem for a white-collar work system requires more
sophisticated information management for storing and
sharing formal information, as well as a greater degree
of flexibility to allow use of informal information.
The conventional tools of OM are most applicable to
systems for which process control is appropriate.
Hence, the above studies provide guidance on the
types of white-collar work systems that may benefit
from both flow-oriented process control and classic
OM policies for increasing capacity, reducing conges-
tion, and improving quality.
5.4. Learning
Learning is a critical aspect of organization compe-
tence. Because white-collar workers often encounter
problems that can only be solved with support from
others in the organization, the ability to learn (i.e.,
seek information and share knowledge) is almost
always vital to white-collar work performance. For
example, Burt (2004) showed that a supply chain
manager may be able to produce more good ideas if
she shares information and knowledge with other
supply chain managers. Huston and Sakkab (2006)
found that R&D workers at Proctor&Gamble are able
to greatly improve their performance by actively shar-
ing information. These knowledge seeking and
sharing behaviors are represented in the basic model
of Figure 4 as an informal network of informational
flow superimposed on a formal task processing net-
work. The entities that flow through the informal
network are work-related knowledge and information
whose presence may facilitate task processing.
Although knowledge seeking and sharing behaviors
have become critical to worker performance, there has
been little work in the OM community examining
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such behaviors. Hence, we treat seeking and sharing
as two distinct procedures and discuss the impact of
various factors on these procedures.
Aspects of learning through information seeking
has been studied in the literature under the names of
exploitation and exploration. Exploitation seeks gradual
addition of knowledge and leads to a marginal but
certain contribution, while exploration aims to acquire
broader and deeper knowledge, and therefore offers a
much less certain contribution (Levinthal and March
1993, Toubia 2006). Neither form of learning is with-
out risk. Individuals who are mainly involved in
exploitation may fail to acquire needed knowledge,
whereas individuals who are exclusively involved in
exploration may suffer from obsolescence (Levinthal
and March 1993). Hence, maintaining a balance
between exploitation and exploration is critical for
effective learning. Toubia (2006) studied idea gener-
ation with a two-period two-armed bandit model
(Bellman 1961) and showed that the choice of strategy
(exploitation vs. exploration) is contingent on both the
certainty of search and the degree of innovativeness
required in the idea.
To discuss knowledge seeking and sharing, we must
first distinguish between the different types of knowl-
edge. Based on the difficulty of being codified (Argote
and Ingram 2000), knowledge can be classified into
two types: tacit and explicit. Tacit knowledge refers to
knowledge that is hard or even impossible to codify
and therefore is difficult to share through systematic
means (Nonaka 1994, Zander and Kogut 1995). In
contrast, explicit knowledge is codifiable and can be
easily transferred via ‘‘formal and systematic lan-
guage’’ (Nonaka 1994, Zander and Kogut 1995). With
these distinctions in mind, we now survey the litera-
ture related to knowledge seeking and sharing.
5.4.1. Knowledge Seeking. Information or knowl-
edge seeking refers to the activities of locating useful
information or knowledge sources (Hansen 1999,
Morten et al. 2005). The efficiency of knowledge
seeking within the organization is affected by the in-
formal networks embedded in formal organizational
structures, the networks within teams, and compe-
tition within the organization. Examples of such
networks are the awareness network (in which a direc-
tional tie represents the former has specific knowledge
about the latter), the information network (in which a
directional tie represents the former seeks help from
the latter), and the collaboration network (in which a
non-directional tie represents joint work) (Cross and
Cummings 2004). The most important properties of
networks associated with knowledge seeking are
network structure (i.e., node position, number of ties,
etc.) and tie strength (i.e., the frequency and intensity of
interaction). A larger number of direct connections
implies a higher likelihood of locating the right
knowledge source and a higher absorptive capacity
(i.e., the common knowledge base necessary for
absorbing new knowledge) due to past interactions
(Hansen et al. 2005) and therefore incurs a lower search
cost. However, most research has found that node
position, rather than the number of direct ties, is a more
significant predictor of searching efficiency. Individuals
who occupy positions characterized as ‘‘structural
holes’’ or ‘‘brokerage positions’’ are more likely to be
exposed to new information and thereby gain timely
access to new knowledge more quickly and more
frequently (Burt 1992, 2004, Tsai 2001). Besides network
structure, tie strength is another important factor
affecting search efficiency. Weak ties, referring to
distant and less frequent relationships, are efficient for
knowledge seeking because ‘‘they provide access to
novel information by bridging otherwise disconnected
groups and individuals in an organization’’ (Hansen
1999). In contrast, strong ties may impede seeking out
new information because people who share strong ties
tend to have common friends or tend to have largely
overlapped knowledge pools (Granovetter 1978,
Reagans and McEvily 2003). Hansen et al. (2005)
showed that higher network intensity (i.e., the number
of established ties divided by the total number of
possible ties) within new product development teams
leads to less knowledge seeking from outside the teams.
They also showed that greater competition among
teams leads to higher sharing cost measured by time
spent in communicating and gathering new knowledge.
In addition to understanding knowledge seeking
behaviors through empirical or behavioral studies,
researchers have also modeled knowledge seeking
using analytical models, some of which make use of
methodologies used to model blue-collar work sys-
tem (e.g., queueing theory). These models provide
useful insights into issues, such as task and expertise
matching, helping and idea utilization, and effi-
ciency of interaction. For instance, Guimerà et al.
(2002b) modeled an organization in which heteroge-
neous tasks and expertise are initially mismatched
and tasks need to be delivered to workers with
matching expertise. This process is completed via
searching and transferring. In their model, the cost of
search is proportional to the average distance a task
travels before it reaches its destination. In a queueing
framework, assuming a task may travel through all
possible paths, the authors showed that the conges-
tion (i.e., total task arrival rate) at each node is
proportional to the betweenness of the worker (i.e.,
total number of possible paths a worker occupies) in
the informal networks. Guimerà et al. (2002a) con-
sidered the same type of organization and
incorporated quality of channel into the original
model. They modeled the quality of the network tie
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as the geometric average of the capability (a de-
creasing function of number of tasks currently at
the worker) of the sender and receiver, with higher
channel quality indicating faster speed. Their results
also characterized the relation between network con-
gestion and network structure.
Because these analytic models represent informa-
tion seeking via flow and queueing frameworks,
they are compatible with the flow network approach
to modeling task processing that is common in
the OM field. As such, they may suggest ways of
extending conventional OM models to include orga-
nizational learning via knowledge search.
5.4.2. Knowledge Sharing. Knowledge sharing is
affected by many factors: the properties of knowledge
(i.e., tacitness) (Hansen et al. 1999), the strength of
the ties through which knowledge is transferred
(Granovetter 1978), absorptive capacity of the recip-
ients (i.e., ‘‘prior related knowledge and diversity of
backgrounds’’) (Cohen and Levinthal 1990), mobility
of the worker (Almeida and Kogut 1999, Jaffe et al.
1993), knowledge redundancy, and timely access
to knowledge source (Huberman and Hogg 1995,
Nasrallah et al. 2003). As is knowledge seeking,
knowledge sharing is affected by the type of knowl-
edge being transferred. The tacitness of knowledge
determines the channel through which knowledge is
sought and accumulated. When knowledge is largely
tacit, workers rely on complex interactions. For
example, Hansen et al. (1999) found that in organi-
zations that provide standard services or products,
knowledge is mainly shared in codified form, such as
person-to-person interaction. Strong personal ties
have been found useful in interpreting and absorb-
ing tacit knowledge. This is because strong ties
(i.e., ties maintained through frequent and intensive
interactions; Granovetter 1978, Hansen et al. 2005)
promote mutual trust and understanding and there-
fore facilitate complex knowledge sharing (Borgatti
and Foster 2003, Burt 1992, 2004, Cross and Borgatti
2006, Fleming and Marx 2006, Granovetter 1978, 1985,
Hansen 1999, Krackhardt 1992). Moreover, the recip-
ient’s relevant knowledge, experience, and diversity
of background also improves sharing effectiveness
(Cohen and Levinthal 1990, Szulanski 1996). However,
the efficiency of knowledge sharing is constrained by
information redundancy and timely access to infor-
mation sources (Huberman and Hogg 1995, Nasrallah
et al. 2003). The occurrence of knowledge sharing may
be dependent on worker mobility (Almeida and Kogut
1999). For example, the mobility path of patent holders
leads to inter-firm knowledge spillover. For a detailed
review of the impact of mobility and research methods
using networks, see Brass et al. (2004), Brown and
Duguid (2001), Tsai (2001), Ibarra and Andrew (1993),
and Marsden (1990).
Because of the importance of knowledge sharing
to organizational learning, it has become common in
industry to enhance knowledge sharing among
workers via formally designed knowledge exchange
systems (Christensen and Baird 1998, Loveman and
O’Connell 1995). Loveman and O’Connell (1995) and
Christensen and Baird (1998) describe such a system
used by BA&H, called KOL, which is ‘‘an electronic
warehousing and delivery system that enabled
all consultants to access information on industries,
technology, markets, and companies that had been
generated by prior BA&H teams.’’ Via this system,
knowledge of best practices is shared among con-
sultants, especially junior people, in order to help
them do their work more efficiently.
While knowledge sharing is essential to white-col-
lar work, it can become a barrier to performance if
not motivated appropriately (Lee and Ahn 2007).
One reason is that knowledge sharing is costly. For
example, in some cases, people may worry that their
work process will be interrupted and therefore may
be reluctant to help others when approached for in-
formation. In other cases, people may release partial
or false information for fear of being outperformed
by their peers. Hence, promoting honest and effi-
cient sharing is of great importance to organizations.
In the business world, Bain and Company has incor-
porated how much help a person provides to others
into his/her annual compensation (Lee and Ahn
2007). Unfortunately, research in this area is very
sparse and our understanding is still very limited.
6. Research Opportunities
In Table 1, we summarize the previously reviewed
literature deemed relevant to white-collar work at the
individual, team, and organizational levels. In addi-
tion to organizing the many streams of research by
level and topic, this table further breaks these down
according to research methodology. As categories of
research methodology we use analytical (i.e., using a
mathematical model to describe outcomes as a func-
tion of various inputs), empirical (i.e., using statistical
tools to uncover relationships in observed data), and
behavioral/experimental (i.e., using conceptual models
of human behavior to understand activities in real-
world systems or in controlled experiments). By pro-
viding a high-level summary of the coverage in the
literature of the key issues involved in understanding
the operations of white-collar work, this table pro-
vides a platform for identifying promising directions
of future research.
Table 1 suggests that considerable research has been
done on issues related to white-collar work. But when
held against the standard of a coherent science of
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Table 1 White Collar Work at (a) Individual Level, (b) Team Level, (c) Organization Level
Analytical Empirical Behavioral/experimental
(a) Individual level
Creativity Amabile et al. (1996) Barron and Harrington (1981)
Shalley et al. (2000) Amabile (1983a)
Woodman and Schoenfeldt (1989)
Shalley (1991)
MacCrimmon and Wagner (1994)s
Shalley (1995)
Oldham and Cummings (1996)
Shalley and Gilson (2004)
Discretion Debo et al. (2004)
Hopp et al. (2007a)
Learning Toubia (2006) Levinthal and March (1993) Ryu et al. (2005)s
Pisano (1994)
Pisano (1996)
Performance measure Ramirez and Nembhard (2004)r Loveman and O’Connell (1995) Toubia (2006)
Lee and Ahn (2007) Christensen and Baird (1998)
Fleming (2001)
Gillson et al. (2005)
Fleming and Marx (2006)
Incentives
Motivation Oldham and Cummings (1996) Locke and Latham (2004)
Laudel (2001) Gottschalg and Zollo (2007)
Chesbrough (2003)
Thompson and Heron (2005)
Davenport et al. (2007)
Subjective Feltham and Xie (1994) Gibbs et al. (2004) Bommer et al. (1995)
Measurement MacLeod (2003)
Ishida (2006)
Multi-Tasking Holmstrom and Milgrom (1991)
Lal and Srinivasan (1993)
Feltham and Xie (1994)r
Datar et al. (2001)
Goal-Setting Carrillo and Gaimon (2004) Seijts et al. (2004) Shalley (1991)
Shalley (1995)
Locke and Plummer (2002)
Technology Napoleon and Gaimon (2004) Zack and McKenney (1995) Dewett and Jones (2001)
Carrillo and Gaimon (2004)
(b) Team level
Interdependence Wageman and Baker (1997) Leonard-Barton et al. (1994) Weldon and Weingart (1993)
Van der Vegt and Janssen (2003) Campion et al. (1993)
Uzzi and Spiro (2005) Wageman (1995)
Van der Vegt and Van de Vliert (2005)
Collaboration Kim (2003) Rousseau and Jeppesen (2006)r
Hoegl and Proserpio (2004)
Hoegl et al. (2007)
Trust Hwang and Burgers (1997) Morgan (1995) Crosby et al. (1990)
Melaye and Demazeau (2005) McAllister (1995)
Quercia et al. (2006) Porter and Lilly (1996) Lewicki et al. (1998)
Hopp et al. (2007b) Doney and Cannon (1997) Lewicki et al. (2006)r
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Dirks (1999) Loch and Wu (2007)
Kanawattanachai and Yoo (2002)
Ferrin and Dirks (2003)
Langfred (2004)






Tucker et al. (2006)
Incentives Baiman and Rajan (1995) DeMatteo et al. (1998)r Cameron and Pierce (1994)r
Che and Yoo (2001) Fleming and Marx (2006) Guimerà et al. (2005)s




Hierarchical Radner (1993) Dupouet and Yildizoglu (2006)s
Garicano (2000)
Vayanos (2003)
Garicano and Rossi-Hansberg (2006)
Modular Fleming (2001) Sanchez and Mahoney (1996)
Pil and Cohen (2006) Baldwin and Clark (2000)
Network Bala and Goyal (2000a) Uzzi and Spiro (2005) Watts and Strogatz (1998)s
Iravani et al. (2005, 2007) Gokpinar et al. (2008) Slikker and van den Nouweland (2001)
Galeotti et al. (2006) Watts (2004)r
Galeotti and Goyal (2007) Jackson (2008)r
Process control Huberman and Hogg (1995) Egelhoff (1991) Turner and Makhija (2006)
Nidumolu and Subramani (2003)
Learning
Knowledge seeking Guimerà et al. (2002b) Hansen (1999) Granovetter (1973)
Hansen (2002) Granovetter (1983)
Reagans and McEvily (2003) Cross and Borgatti (2006)
Burt (2004)
Cross and Cummings (2004)
Hansen et al. (2005)
Morten et al. (2005)
Knowledge sharing Huberman and Hogg (1995) Ibarra and Andrew (1993) Argote et al. (1990)
Nasrallah et al. (2003) Zander and Kogut (1995) Cohen and Levinthal (1990)
Loveman and O’Connell (1995) Burt (1992)
Szulanski (1996) Krackhardt (1992)
Christensen and Baird (1998) Nonaka (1994)
Hansen et al. (1999) Brown and Duguid (2001)
Almeida and Kogut (1999) Borgatti and Cross (2003)r
Tsai (2001)
Brass et al. (2004)
Fleming and Marx (2006)
s, simulation; r, review.
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white-collar work, this literature is still fragmented
and only loosely connected to OM. Furthermore, the
various research methodologies have been applied
unevenly to important problem areas. For example,
knowledge transfer has been studied extensively with
empirical methods but analytic models of knowledge
transfer processes have been rare. As a result, we have
not yet incorporated many important insights from
the literature into OM models of white-collar work.
In the following subsections, we use the survey as
summarized in Table 1 to highlight some major gaps
and suggest research directions that are fundamental
to understanding and improving the operations of
white-collar work.
6.1. Performance Measurement
The ultimate goal of all OM research is to improve the
design and management of operations systems.
Hence, an essential element of the science of opera-
tions for any class of systems is an accurate charac-
terization of performance. This is certainly true for
white-collar work systems. Each of the basic models
presented above include some form of output process,
which could be characterized in terms of value,
knowledge, customers satisfaction, or other ways
depending on the specific environment. To use these
models as frameworks for developing a more concrete
understanding of the operations of white-collar work,
we need quantitative performance metrics that can be
connected to policies.
Unfortunately, accurate measurement of white-col-
lar work output is extremely difficult. ‘‘Most tradi-
tional HR metrics – such as employee turnover rate,
average time to fill open positions, and total hours of
training provided cannot accurately predict organiza-
tional performance’’ (Bass and McMurrer 2007).
Davenport (2005) suggested that the best way to cir-
cumvent this problem is to ‘‘Hire smart people and
leave them alone.’’ While this might work in some
settings, it is hardly a basis for a scientific study of
white-collar work.
To develop rigorous performance measures for
white-collar work systems, we probably need to look
to previous research on blue-collar work systems for
inspiration. A number of standard performance mea-
sures, including throughput, work in process level,
utilization, customer satisfaction, etc., are commonly
used to characterize blue-collar work systems. While
some of these may translate directly to white-collar
settings, many do not. For example, because workers
have discretion over the amount of time they spend
on a particular task (Hopp et al. 2007a), utilization is a
difficult concept to apply in white-collar settings. In-
deed, it is quite possible that all white-collar workers
in a system are 100% utilized (e.g., a statistician may
seem to work all the time: crunching data in a com-
puter, discussing models with peers, etc.). Conse-
quently, the key issue is not how busy workers are,
but rather how they allocate their time. New metrics
are needed to measure the efficiency and effectiveness
with which white-collar workers do this.
Another issue that complicates performance mea-
surement of white-collar work is the latent value of
such work. For example, a decision by a manager may
have consequences that extend well beyond his/her
time as a manager (Feltham and Xie 1994). Because
many white-collar tasks are knowledge based, white-
collar work often makes contributions to the knowl-
edge base of the organization, which are difficult
to evaluate in the immediate term. However, while
latent value is an important feature of white-collar
work, we have only seen it examined in empirical
studies. There has been almost no effort to model la-
tent value analytically in OM studies. Consequently,
we do not yet have means for incorporating latent
value of white-collar work into analyses of OM-
related policies, such as incentive plans, prioritization
schemes, and collaboration mechanisms.
Even measures that do translate from blue to white-
collar settings may require modification to be useful
in white-collar systems. For example, customer satis-
faction (Lapre and Tsikriktsis 2006) is appropriate in
both blue- and white-collar settings where customer
satisfaction can be measured. In blue-collar settings
where repetitive products and/or services are pro-
vided to customers, simple survey methods can yield
reasonable measures of satisfaction. For example, For-
nell (2005) measured customer satisfaction at the firm
and industry level. But, because important outputs of
white-collar work (e.g., contributions to organiza-
tional knowledge) are not immediately experienced
by customers, many white-collar work systems cannot
be reasonably evaluated in customer satisfaction
terms. Nevertheless, when a white-collar task is
closely connected to a product and/or service, cus-
tomer satisfaction metrics are key measures of perfor-
mance. For example, Eisenberger et al. (2007) used
customer satisfaction to predict the performance of
movie scripts. Straub et al. (1995) studied the role of IT
in measuring system usage and integration of objec-
tive (i.e., computer-recorded) with subjective (i.e., self-
reported) system measures. Research on the collec-
tion, analysis, and connection of such metrics to
operating policies is essential to the development of a
science of white-collar work.
6.2. Integrated Work and Information Networks
The OM field has developed a rich literature using
network flow models to represent the dynamics of
blue-collar work systems (e.g., Buzacott and Shan-
thikumar 1993, Hopp and Spearman 2000). The flows
in such models are physical entities, such as parts,
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jobs, or customers. Such models have also been
applied to some white-collar work systems. For ex-
ample, Adler et al. (1995) applied the idea of network
flow models in a module-based project development
management. Their findings suggest that some of the
basic principles of blue-collar work (e.g., impact of
bottlenecks, variability, and flexibility) are applicable
to white-collar work that can be represented as net-
work flows. However, research in this area is still
sparse and we do not yet have a good understanding
of how broadly these principles apply.
However, in knowledge-intensive white-collar
work systems, information flows are at least as im-
portant as physical flows. Research has shown that
information sharing is strongly related to ties among
workers, which can range from informal to official
(Uzzi 1996, Uzzi and Lancaster 2003). Hence, social
network methods offer strong potential for applica-
tion to OM modeling of systems where information
and task processing are embedded in work-related
social relationships. Analytic and empirical research
into models that integrate social networks into task
flow models offers a promising avenue for creating
a formal platform for representing white-collar
work systems.
A network representation of white-collar work sys-
tems raises the issue of how the network is co-
ordinated. In blue work systems, coordination is gen-
erally achieved via work process design (e.g., work is
organized into a serial production line). In white-col-
lar work settings, however, because information is an
important input to knowledge-based processing
(Grant 1996), coordination is more complex. For ex-
ample, a doctor facing an unfamiliar symptom may
require advice from more experienced doctors before
deciding on a course of treatment. Because the work is
less structured than in blue-collar systems, it is not
usually practical to impose a rigid structure on the
work flow. Hence, white-collar systems must rely on a
mixture of centralized control (e.g., a manager makes
task assignments and coordinates dynamic adjust-
ments) and decentralized evolution (e.g., workers
direct their own search and collaboration activities).
Analytic, empirical, and behavioral research into co-
ordination mechanisms is therefore vital to a science
of white-collar work operations. Of course, to carry
out this research we need the previously discussed
performance metrics to represent effectiveness.
Finally, the effectiveness of white-collar work net-
works is strongly influenced by the flexibility of the
constituent workers. It is well known that flexibility is
of fundamental importance in blue-collar work sys-
tem analysis (Gerwin 1993, Sethi and Sethi 1990).
Cross-training is an effective way to improve system
flexibility because cross-trained workers represent ca-
pacity that can be shifted to where it is needed most.
As such, flexibility can result in increased throughput,
reduced work-in-process, or improved customer ser-
vice. In white-collar work systems, most workers
perform work in a multi-tasking fashion. For example,
a consultant communicates with clients, identifies
problems, develops strategies, and helps clients im-
plement management policies to achieve desirable
results. A professor teaches, performs research, and
advises students. Obviously, flexibility is a prerequi-
site for such multi-tasking behavior. From a research
standpoint, much remains to do to raise our under-
standing of the role of flexibility in multi-tasking
white-collar environments to that we have attained for
flow-oriented blue-collar systems.
6.3. Bottleneck Analysis
One of the major insights that has come out of net-
work flow analysis of blue-collar work systems is the
importance of bottlenecks. Because bottlenecks con-
strain system capacity, they are fundamental in deter-
mining throughput, cycle time, customer service, and
other performance metrics. Similar dynamics apply to
some white-collar systems. For example, in a multi-
step software development project, productivity is
constrained by the least productive steps regarding
both processing speed and output quality. However,
bottleneck analyses are seldom used in white-collar
systems. The reason is that the standard definition of a
bottleneck (i.e., the station with the highest utilization;
Hopp and Spearman 2000) may be inappropriate in
white-collar work systems because: (a) workers per-
forming white-collar tasks are frequently fully uti-
lized, which invalidates the conventional utilization
definition of a bottleneck, (b) output of systems in-
volving white-collar tasks may be constrained by
worker capability (e.g., the bottleneck of the R&D
process of skin care and perfume products is the
chemists’ capabilities of carrying out tests with vary-
ing complexity; Balmes and Sosa 2005), which implies
that bottleneck definition may be domain specific in
white-collar systems, (c) the quality of white-collar
tasks can vary greatly, which means that measuring
the quantity of tasks completed does not fully capture
worker output (e.g., the amount of output is highly
sensitive to the worker’s discretion on output quality;
Hopp et al. 2007a), and (d) output measurement diffi-
culties implied by the knowledge-intensive and non-
repetitive nature of white-collar tasks also dramati-
cally complicates bottleneck analysis. Hence, basic
modeling research is needed to develop a white-collar
analog to traditional blue-collar bottleneck analysis.
6.4. Discretionary Decision Making
A key characteristic of white-collar work systems that
distinguishes them from blue-collar systems and com-
plicates modeling and analysis is the high degree of
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discretion in decision making. Task selection, priori-
tizing, completion, and self-generated work all
require discretionary choices on the part of workers.
For example, when helping a customer select a car, a
salesperson has the freedom to choose which options
to recommend and how to price them (within limits).
Similarly, the salesperson may choose to speed up
processing of current customer if other customers are
waiting. Such discretion makes it difficult to predict
the behavior of both individual workers and the over-
all system. Although there has been limited work to
model these systems by using a dynamic optimization
framework (Hopp et al. 2007a), our understanding of
how these systems actually operate in practice is still
very limited. To improve the management of discre-
tionary decision making, we need to: (i) identify the
areas where discretionary decision making is critical
(e.g., task prioritization, time allocation, multi-tasking,
information search, etc.) (ii) identify the main factors
(e.g., tight deadlines, reward structures, nature of
tasks) that impact discretionary decision making, (iii)
develop normative models of optimal discretionary
decision making in white-collar work settings, and
(iv) perform empirical studies of white-collar workers
in various environments to determine how they actu-
ally make decisions concerning the discretionary
aspects of their work and compare these with opti-
mal strategies.
6.5. Trust
Trust has always been an important element of the
business world. But it is becoming even more vital in
the workplace as a result of increased diversity of the
workforce, participative management styles, and im-
plementation of work teams (Mayer et al. 1995). Trust
plays a critical role in many aspects of white-collar
work settings. For example, research has shown that
trust affects information sharing (Hopp et al. 2007b),
worker effort and mutual monitoring in self-directed
teams (Langfred 2004), and supply chain decisions
(Johnston et al. 2004, Loch and Wu 2007, Taylor and
Plambeck 2007).
However, while trust is of paramount importance to
the execution of white-collar work, efforts to incorpo-
rate it into OM research have been limited. Hence,
there appears to be significant opportunity to incor-
porate the insights on trust from other fields, such
as general management, sociology, and computer
science, into OM models and analyses.
The most straightforward avenue would be to in-
vestigate how the presence of trust behavior alters
decisions (e.g., inventory levels, capacity allocations,
work prioritization) relative to those predicted by
conventional models based on an assumption of
strictly self-serving behavior. A more sophisticated
issue is how trust impacts performance of operations
systems. This could be manifested in a question as
simple as how trust between team members influ-
ences their output to a question as complex as how
trust between parties affects the effectiveness of stan-
dard contracts and the optimal design of (or need
for) contracts that explicitly consider trust behavior.
Finally, a far reaching research issue is the question of
how trust affects the knowledge management aspect
of white-collar work, including patterns of knowledge
seeking, willingness of workers to share knowledge,
and how people weight and use knowledge obtained
from their colleagues.
Models that incorporate trust and other social
behaviors should give more accurate descriptions of
operations systems than the current optimization and
equilibrium models used to evaluate a wide range
of operations policies (e.g., training, incentives, con-
tracts) and hence may ultimately offer prospects for
significantly improving performance of systems
involving white-collar work.
6.6. Learning
Learning is critical to sustainable competitiveness in
both blue-collar and white-collar work systems. Our
literature review reveals that there has been a great
deal of research examining knowledge seeking and
sharing at the organization level. These studies have
highlighted how the nature of knowledge (e.g., cod-
ifiability, completeness, and diversity; Turner and
Makhija 2006), as well as factors such as structural
diversity, influence learning through knowledge shar-
ing. However, this research has also noted that knowl-
edge depreciation occurs in white-collar systems,
which can have a significant impact on productivity
(Park et al. 2006). This is particularly important with
respect to technical knowledge (Bosworth 1978, de
Holan and Phillips 2004, Park et al. 2006).
The logical starting point for OM research on learn-
ing in white-collar work systems would be to try to
extend the learning curve approach that has been
used for blue-collar systems to knowledge-intensive
work environments. That is, we should seek models
with which to predict the rate of productivity in-
crease. Given the complexity and knowledge intensity
of white-collar tasks, however, we do not expect time
in position or number of repetitions, which are typical
in blue-collar learning curves, to be sufficient as
parameters. Hence, the challenge of this research is
to appeal to the literature on learning to identify
other factors (e.g., type of knowledge, team diversity,
organizational structure) that affect the rate of pro-
ductivity improvement.
Because the literature on learning identifies com-
munication links and patterns as important drivers of
learning, it seems inevitable that models of learning in
white-collar settings will rely on networks. At least
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initially, we expect that the most promising method-
ological approaches will be empirical and experi-
mental research to identify the network characteristics
that are most important to learning in specific white-
collar work settings (e.g., product design, consulting,
health care, management). But ultimately the goal
should be to distill these observations into behavioral
assumptions that can be incorporated into the com-
bined work/information flow networks we discussed
earlier. The objective of this line of research should be
to produce tools that can predict not only the current
performance of a white-collar work system, but the
evolution of its performance over time as a conse-
quence of institutional learning.
Finally, once we have some basic network models
that characterize learning, a host of prescriptive
research questions will become amenable to analysis.
How to group different types of people in teams to
maximize learning, how to rotate people through
different job assignments, how many assignments to
give individual workers (e.g., assigning a design engi-
neer to multiple products may increase her contact
with other engineers and hence speed learning, but
may also distract her focus and complicate her time
management) are all important management ques-
tions that hinge upon an understanding of team and
organization learning in white-collar work systems.
7. Conclusions
The past several decades have witnessed a dramatic
rise in the quantity and variety of white-collar work.
The growing need for white-collar research has been
addressed by scholars from various disciplines, in-
cluding Sociology, Organizational Behavior, Market-
ing, Information Systems, and Economics. Although
interest in white-collar work is also on the rise within
the OM community, research into operational issues
associated with white-collar work is still very limited.
Moreover, we lack frameworks for incorporating in-
sights from other fields (e.g., the role of trust, social
networks, motivation, learning, knowledge transfer,
etc.) into OM models.
In this paper, we have attempted to address these
gaps by providing a survey of a range of research
streams relevant to white-collar work. We have orga-
nized this review by focusing on white-collar work at
the individual, team, and the organization levels. To
help us classify existing research studies into these
categories, we have proposed a basic model for each
level of white-collar work. These generic models
enable us to connect research from disparate fields
to OM concerns. By classifying this research according
to topic and methodology, we were able to identify
gaps in the research coverage of the key issues in-
volved in understanding white-collar work from an
operations perspective and point out specific research
opportunities for OM researchers.
We hope that this survey will stimulate fundamental
research on white-collar work from an OM perspective
and provide a reference for scholars seeking to inte-
grate research threads from different fields to improve
our understanding of white-collar work systems.
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2The root of these terms is the color of the shirts worn by the
workers; office workers traditionally wore white shirts,
while laborers wore work shirts that were often blue. Re-
laxation of professional dress codes and colorful trends in
fashion have rendered these terms somewhat anachronistic.
3Note that workers we think of as blue collar may also
engage in knowledge sharing. For instance, two machinists
deciding on the best way to cut a part certainly trade
expertise and information. But we would classify such work
as a white collar task, because it involves both an intellectual
and a creative challenge. This type of situation is why we
feel it is important to classify work at the task level, rather
than at the occupation level.
References
Adler, P. S., A. Mandelbaum, V. Nguyen, E. Schwerer. 1995. From
project to process management: An empirically-based frame-
work for analyzing product development time. Manage. Sci.
41(3): 435–461.
Almeida, P., B. Kogut. 1999. Localization of knowledge and the
mobility of engineers in regional networks. Manage. Sci. 45(7):
905–917.
Amabile, T. M. 1983a. The Social Psychology of Creativity. Springer-
Verlag, New York.
Amabile, T. M. 1983b. The social psychology of creativity—A com-
ponental conceptualization. J. Pers. Soc. Psychol. 45(2): 357–376.
Amabile, T. M. 1996. Creativity in Context. Westview Press, Boulder,
CO.
Amabile, T. M., R. Conti, H. Coon, J. Lazenby, M. Herron. 1996.
Assessing the work environment for creativity. Acad. Manage.
J. 39(5): 1154–1184.
Argote, L., S. Beckman, D. Epple. 1990. The persistence and transfer
of learning in industrial settings. Manage. Sci. 36: 140–154.
Argote, L., P. Ingram. 2000. Knowledge transfer: A basis for com-
petitive advantage in firms. Organ. Behav. Hum. Dec. Process. 82:
150–169.
Arthur, W. B. 1991. Designing economic agents that act like human
agents—A behavioral-approach to bounded rationality. Am.
Econ. Rev. 81(2): 353–359.
Hopp, Iravani and Liu:: Managing White-Collar Work
Production and Operations Management 18(1), pp. 1–32, r 2009 Production and Operations Management Society 27
Askin, R. G., J. B. Goldberg. 2002. Design and Analysis of Lean Pro-
duction Systems. Wiley, New York.
Baiman, S., M. V. Rajan. 1995. The information advantages of
discretionary bonus schemes. Acc. Rev. 70(4): 557–579.
Baker, G. 1992. Incentive contracts and performance measurement.
J. Polit. Econ. C: 598–614.
Baker, G., R. Gibbons, K. J. Murphy. 1994. Subjective performance-
measures in optimal incentive contracts. Q. J. Econ. 109(4): 1125–
1156.
Bala, V., S. Goyal. 2000a. A noncooperative model of network for-
mation. Econometrica 68(5): 1181–1229.
Bala, V., S. Goyal. 2000b. A strategic analysis of network reliability.
Rev. Econ. Des. 5: 205–228.
Baldwin, C. Y., K. B. Clark. 2000. Design Rules: The Power of Mod-
ularity. MIT Press, Cambridge, MA.
Balmes, C., M. Sosa. 2005. R&d Management at Universal Luxury
Group—Perfumes and Cosmetics Division. INSEAD, Fontaine-
bleau, France.
Barley, S. R., G. Kunda. 2001. Bringing work back in. Organ. Sci.
12(1): 76–95.
Barron, F., D. M. Harrington. 1981. Creativity, intelligence, and
personality. Annu. Rev. Psychol. 32: 439–476.
Bass, L., D. McMurrer. 2007. Maximizing your return on people.
Harv. Bus. Rev. 85(3): 1151.
Bellman, R. 1961. Adaptive Control Process: A Guide Tour. Princeton
University Press, Prince, NJ.
Berger, P. D. 1972. On setting optimal sales commissions. Oper. Res.
Q. 23: 213–215.
Berger, P. D. 1991. The impact of risk attitude on the optimal
compensation plan in a multiproduct situation. J. Oper. Res. Soc.
42: 323.
Bettenhausen, K. L. 1991. Five years of groups research—what have
learned and what needs to be addressed. J. Manage. 17(2): 345–
381.
Bommer, W. H., J. L. Johnson, G. A. Rich, P. M. Podsakoff, S. B.
Machenzie. 1995. On the interchangeability of objective and
subjective measures of employee performance—A metaanaly-
sis. Personnel Psychol. 48(3): 587–605.
Borgatti, S. P., R. Cross. 2003. A relational view of information seeking
and learning in social networks. Manage. Sci. 49(4): 432–446.
Borgatti, S. P., P. C. Foster. 2003. The network paradigm in organi-
zational research: A review and typology. J. Manage. 29(6): 991–
1013.
Boss, W. J. 1978. Trust and managerial problem solving revisited.
Group Organ. Manage. 3(3): 331–342.
Bosworth, D. L. 1978. Rate of obsolescence of technical knowledge—
note. J. Ind. Econ. 26(3): 273–279.
Boudreau, J., W. J. Hopp, J. O. McClain, L. J. Thomas. 2003. On the
interface between operations and human resources manage-
ment. Manuf. Serv. Oper. Manage. 5(3): 179–202.
Brass, D. J., J. Galaskiewicz, H. R. Greve, W. P. Tsai. 2004. Taking
stock of networks and organizations: A multilevel perspective.
Acad. Manage. J. 47(6): 795–817.
Brown, J. S., P. Duguid. 2001. Knowledge and organization: A social-
practice perspective. Organ. Sci. 12(2): 198–213.
Burt, R. S. 1992. Structural Holes: The Social Structure of Competition.
Harvard University Press, Cambridge, MA.
Burt, R. S. 2004. Structural holes and good ideas. Am. J. Sociol. 110(2):
349–399.
Buzacott, J. A., J. G. Shanthikumar. 1993. Stochastic Models of Man-
ufacturing Systems. Prentice-Hall, Englewood Cliffs, NJ.
Cameron, J., W. D. Pierce. 1994. Reinforcement, reward, and
intrinsic motivation—A metaanalysis. Rev. Educ. Res. 64(3):
363–423.
Campion, M. A., G. J. Medsker, A. C. Higgs. 1993. Relations between
work group characteristics and effectiveness—implications for
designing effective work groups. Personnel Psychol. 46(4):
823–850.
Carrillo, J. E., C. Gaimon. 2000. Improving manufacturing perfor-
mance through process change and knowledge creation.
Manage. Sci. 46(2): 265–288.
Carrillo, J. E., C. Gaimon. 2004. Managing knowledge-based resource
capabilities under uncertainty. Manage. Sci. 50(11): 1504–1518.
Castelfranchi, C., R. Falcone, G. Pezzulo. 2003. Trust in information
sources as a source for trust: A fuzzy approach. AAMAS 2003,
89–96.
Che, Y. K., S. W. Yoo. 2001. Optimal incentives for teams. Am. Econ.
Rev. 91(3): 525–541.
Cheng, J. L. C. 1983. Interdependence and coordination in
organizations—A role-system analysis. Acad. Manage. J. 26(1):
156–162.
Chesbrough, W. H. 2003. A better way to innovate. Harv. Bus. Rev.
81(7): 12–13.
Christensen, C. M., B. Baird. 1998. Cultivating capabilities to inno-
vate: Booz.allen & Hamilton. Harvard Business Online.
Coates, J. E. 1986. Three models for white collar productivity im-
provement. Ind. Manage. 28(2): 7–13.
Cohen, W. N., D. A. Levinthal. 1990. Absorptive capacity: A new per-
spective on learning and innovation. Admin. Sci. Q. 35: 128–152.
Crosby, L. A., K. R. Evans, D. Cowles. 1990. Relationship quality
in services selling—An interpersonal influence perspective.
J. Mark. 54(3): 68–81.
Cross, J. G. 1983. A Theory of Adaptive Economic Behavior. Cambridge
University Press, New York.
Cross, R., S. P. Borgatti. 2006. The ties that share: Relational charac-
teristics that facilitate information seeking. Huysman, M. H.,
V. Wulf eds Social Capital and IT. MIT Press, Cambridge;
137–161.
Cross, R., J. N. Cummings. 2004. Tie and network correlates of
individual performance in knowledge-intensive work. Acad.
Manage. J. 47(6): 928–937.
Cummings, J. N. 2004. Work groups, structural diversity, and
knowledge sharing in a global organization. Manage. Sci. 50(3):
352–364.
Datar, S., S. C. Kulp, R. A. Lambert. 2001. Balancing performance
measures. J. Acc. Res. 39(1): 75–92.
Davenport, T. H. 2005. Thinking for a Living: How to Get Better Per-
formances and Results from Knowledge Workers. Harvard Business
School Press, Boston, MA.
Davenport, T. H., L. Prusak. 2002. Working Knowledge: How Orga-
nization Manage What They Know. Harvard Business School
Press, Boston, MA.
Davenport, T. H., L. Prusak, J. H. Wilson. 2007. Who’s bringing you
hot ideas (and how are you responding)? Harv. Bus. Rev. 85(3):
24–30.
Davenport, T. H., R. J. Thomas, S. Cantrell. 2002. The mysterious art
and science of knowledge–worker performance. MIT Sloan
Manage. Rev. 44(1): 23–30.
Debo, L. G., L. B. Toktay, L. N. Van Wassenhove. 2004. Queueing for
expert services. INSEAD Working Paper 46(TM), Fontaine-
bleau, France.
de Holan, P. M., N. Phillips. 2004. Remembrance of things past? The
dynamics of organizational forgetting. Manage. Sci. 50(11):
1603–1613.
DeMatteo, J. S., L. T. Eby, E. Sundstrom. 1998. Team-based rewards:
Current empirical evidence and directions for future research.
Group Dyn.—Theory Res. Pract. 20: 141–183.
Dewatripont, M., J. Tirole. 2005. Modes of communication. J. Polit.
Econ. 113(6): 1217–1238.
Hopp, Iravani and Liu:: Managing White-Collar Work
28 Production and Operations Management 18(1), pp. 1–32, r 2009 Production and Operations Management Society
Dewett, T., G. R. Jones. 2001. The role of information technology in
the organization: A review, model, and assessment. J. Manage.
27(3): 313–346.
Dietz, G., D. N. Den Hartog. 2006. Measuring trust inside organi-
sations. Personnel Rev. 35(5): 557–588.
Dirks, K. T. 1999. The effects of interpersonal trust on work group
performance. J. Appl. Psychol. 84(3): 445–455.
Doney, P. M., J. P. Cannon. 1997. An examination of the nature of
trust in buyer–seller relationships. J. Mark. 61: 307–319.
Drucker, P. F. 1991. The new productivity challenge. Harv. Bus. Rev.
69(6): 69–79.
Drucker, P. F. 1999. Knowledge–worker productivity: The biggest
challenge. Calif. Manage. Rev. 41(2): 79–94.
Dupouet, O., M. Yildizoglu. 2006. Organizational performance in
hierarchies and communities of practice. J. Econ. Behav. Organ.
61(4): 668–690.
Dvorak, R. E., E. Holen, D. Mark, W. F. Meehan. 1997. Six principles
of higher performance it. McKinsey Q. 3: 164–177.
Ebel, K. H., E. Ulrich. 1987. Some workplace effects of cad and cam.
Int. Labor Rev. 126(3): 351–370.
Edmondson, A. C. 2006. Three perspectives on team learning: Out-
come improvement, task mastery, and group process. Working
Paper, Harvard University.
Egelhoff, W. G. 1991. Information-processing theory and the mul-
tinational enterprise. J. Int. Bus. Stud. 22(3): 341–368.
Eisenberger, J., S. K. Hui, J. Z. Zhang. 2007. From storyline to box
office: A new approach for green-lighting movie scripts. Man-
age. Sci. 53(6): 881–893.
Eisenberger, R., S. Armeli. 1997. Can salient reward increase creative
performance without reducing intrinsic creative interest?
J. Pers. Soc. Phychol. 72: 652–663.
Eisenberger, R., L. Rhoades. 2001. Incremental effects of reward on
creativity. J. Pers. Soc. Psychol. 81(4): 728–741.
Eisenberger, R., L. Shanock. 2003. Rewards, intrinsic motivation,
and creativity: A case study of conceptual and methodological
isolation. Creativity Res. J. 15(2–3): 121–130.
Feltham, G. A., J. Xie. 1994. Performance-measure congruity and
diversity in multitask principal-agent relations. Acc. Rev. 69(3):
429–453.
Ferrin, D. L., K. T. Dirks. 2003. The use of rewards to increase and
decrease trust: Mediating processes and differential effects. Or-
gan. Sci. 14(1): 18–31.
Fleming, L. 2001. Recombinant uncertainty in technological search.
Manage. Sci. 47(1): 117–132.
Fleming, L., M. Marx. 2006. Managing creativity in small worlds.
Calif. Manage. Rev. 48(4): 6–27.
Fleming, L., O. Sorenson. 2001. The dangers of modularity. Harv.
Bus. Rev. 79(8): 20–21.
Fornell, C. 2005. The American Customer Satisfaction Index at Ten Years.
Stephen M. Ross School of Business, University of Michigan,
Ann Arbor, MI.
Friedlander, F. 1970. Primacy of trust as a facilitator of further group
accomplishment. J. Appl. Behav. Sci. 6(4): 387–400.
Gaimon, C. 1997. Planning information technology–knowledge
worker systems. Manage. Sci. 43(9): 1308–1328.
Galeotti, A., S. Goyal. 2007. The law of the few. Working Paper,
University of Essex.
Galeotti, A., S. Goyal, J. Kamphorst. 2006. Network formation
with heterogeneous players. Games Econ. Behav. 54(2): 353–
372.
Garicano, L. 2000. Hierarchies and the organization of knowledge in
production. J. Polit. Econ. 108(5): 874–904.
Garicano, L., E. Rossi-Hansberg. 2006. Organization and inequality
in a knowledge economy. Q. J. Econ. 121(4): 1383–1435.
Gerwin, D. 1993. Manufacturing flexibility: A strategic perspective.
Manage. Sci. 39(4): 395–410.
Gibbs, M., K. A. Merchant, W. A. Van der Stede, M. E. Vargus. 2004.
Determinants and effects of subjectivity in incentives. Acc. Rev.
79(2): 409–436.
Gillson, L. L., J. E. Mathieu, C. E. Shalley, T. M. Ruddy. 2005. Cre-
ativity and standardization: Complementary or conflicting
drivers of team effectiveness. Acad. Manage. J. 48(3): 521–531.
Goffee, R., G. Jones. 2007. Leading clever people. Harv. Bus. Rev.
85(3): 721.
Gokpinar, B., W. J. Hopp, S. M. R. Iravani. 2008. The impact of
product architecture and organization structure on the effi-
ciency and quality of complex product development. Working
paper, Northwestern University.
Gottschalg, O., M. Zollo. 2007. Interest alignment and competitive
advantage. Acad. Manage. Rev. 32(2): 418–437.
Gough, H. G. 1979. Creative personality scale for the adjective check
list. J. Pers. Soc. Psychol. 37(8): 1398–1405.
Goyal, S. (2009). Connections: An Introduction to the Economics of
Networks. Princeton University Press, Princeton, NJ.
Granovetter, M. 1985. Economic action and social structure: The
problem of embeddedness. Am. J. Sociol. 91: 481–510.
Granovetter, M. S. 1973. The strength of weak ties. Am. J. Sociol. 78:
1360–1380.
Granovetter, M. S. 1978. Threshold models of diffusion and collec-
tive behavior. J. Math. Soc. 9: 165–179.
Granovetter, M. S. 1983. The strength of weak ties: A network theory
revisited. Sociol. Theory 1: 201–233.
Grant, R. M. 1996. Toward a knowledge-based theory of the firm.
Strategic Manage. J. 17: 109–122.
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