This paper presents two new spectral conjugate gradient methods which are designed for solving nonlinear unconstrained optimization problems. These methods are based on the idea of the Hideaki -Yasushi method. Which produce sufficient descent search direction at every iteration. Experimental results indicate that the new proposed methods more efficient than the Hideaki -Yasush method.
Introduction
The nonlinear conjugate gradient (CG) method is designed to solve the following unconstrained optimization problem
is a continuously differentiable nonlinear function whose gradient is denoted by g . Due to its simplicity and its very low memory requirement, the CG method has played a special rule for solving 2 large scale nonlinear optimization problems. The iterative formula of the CG method is given by where c is a constant [8] . Different 
performs more effective more details can be found in [14] . It is well know that the linear conjugate gradient methods generate a sequence of search directions 1  k d such that the following conjugacy condition holds :
where
H is the Hessian of the objective function. For general nonlinear function , f we know by the mean value theorem that there exists some
Therefore, it is reasonable to replace ) 10 ( with the following conjugacy condition :
Recently, extensions of ) 10 ( have been studied in [4, 7] that are based on the standard secant equation . ( . More details can be found in [10] Another popular method to solving problem ) 1 ( is the spectral gradient method, which was developed originally by Barzilai and Borwein in 1988. The direction 1  k d is given by the following way
where k  is scalar parameter which follows to be determined. More details can be found in [3] . 4 The structure of the paper is as follows. In section (2) we present the new spectral conjugate gradient methods and descent algorithm. Section (3) show that the search direction generated by this proposed algorithm at each iteration satisfies the sufficient descent condition. Section (4) establishes the global convergence property for the new CGmethod. Section (5) establishes some numerical results to show the effectiveness of the proposed CG-method and section (6) gives a brief conclusions and discussions.
A New Spectral Conjugate Gradient Methods
In this article we present a modification of the Hideaki and Yasushi rule, is defined on the basis of HY k  as follows :
From the second Wolfe condition it follows that
In [14] Hideaki and Yasushi proved the
To determine the parameter
we suggest the following two procedures, in order to satisfy both the descent 5 condition and the conjugate condition in the frame of conjugate gradient methods :
1-The first procedure is based on the descent condition. Putting with descent condition , we obtain :
From
) 18 ( we get :
2-
The second procedure is based on the conjugate condition. Substituting )
we have : and set the initial guess
Step 2. Test for continuation of iterations. If 
The sufficient descent condition
In this section we shall introduce the new theorem which is ensure the sufficient descent of the new methods given in ) satisfies the sufficient descent direction. 
Proof.
Since 0 0 g d  
, we have
. Assume by induction that
which is a sufficient descent direction. To complete the proof, we have to show that the theorem is true for all .
Now, using the inequality
to the second term of the right hand side of the above equality, with , then the direction given by (16) and (17) is a descent direction more details can be found in [2] .
Remark : we use similarly technique to classical algorithm 2 S k  .
Convergence analysis
In this section we analyze the convergence of the algorithm ) respectively. In the following we consider that
Otherwise, a stationary point is at hand. We make the following basic assumptions on the objective function. [12] .
Assumption 1
The level set
Assumption 2
In some neighborhood N of
), (  is continuously differentiable, and its gradient is Lipschitz continuous ; that is, there exists a constant
The following proposition is now immediate [12] [13] . 
Numerical Results :
In this section, we reported some numerical results obtained with the implementation of the new methods on a set of unconstrained optimization test problems taken from (Andrie, 2008) [1] .
We selected (15) large scale unconstrained optimization test problems. For each test function we have considered 10 numerical experiments with number of variables n=100, 200, ……1000. We use All codes are written in double precision FORTRAN Language with F90 default compiler settings. We record the number of iterations calls (NOI), and the number of restart calls (IRS) for the purpose our comparisons. 
Conclusions
Form the numerical results of the above tables, we say that the results of Table ( 
