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UNIQUE EQUILIBRIUM STATES FOR GEODESIC FLOWS IN
NONPOSITIVE CURVATURE
K. BURNS, V. CLIMENHAGA, T. FISHER, AND D. J. THOMPSON
Abstract. We study geodesic flows over compact rank 1 manifolds and prove
that sufficiently regular potential functions have unique equilibrium states if
the singular set does not carry full pressure. In dimension 2, this proves unique-
ness for scalar multiples of the geometric potential on the interval (−∞, 1),
which is optimal. In higher dimensions, we obtain the same result on a neigh-
borhood of 0, and give examples where uniqueness holds on all of R. For
general potential functions ϕ, we prove that the pressure gap holds whenever
ϕ is locally constant on a neighborhood of the singular set, which allows us
to give examples for which uniqueness holds on a C0-open and dense set of
Ho¨lder potentials.
1. Introduction
We study uniqueness of equilibrium states for the geodesic flow over a compact
rank 1 manifold with nonpositive sectional curvature. In negative curvature, ge-
odesic flow is Anosov and every Ho¨lder potential has a unique equilibrium state.
In nonpositive curvature, the flow is nonuniformly hyperbolic and may have phase
transitions; the challenge is to exhibit a class of potential functions where unique-
ness holds.
The first major result in this direction was Knieper’s proof of uniqueness of the
measure of maximal entropy using Patterson–Sullivan measures [21]. We use differ-
ent techniques, inspired by Bowen’s criteria to show uniqueness of equilibrium states
[5]. This approach has been generalized by the second and fourth named authors,
giving uniqueness of equilibrium states under non-uniform versions of Bowen’s hy-
potheses [9]. We give conditions under which these techniques can be applied to
geodesic flows on rank 1 manifolds, and demonstrate that these conditions are sat-
isfied for a large class of potential functions.
Throughout the paper, M = (Mn, g) will be a closed connected C∞ Riemannian
manifold with nonpositive sectional curvature and dimension n, and F = (ft)t∈R
will denote the geodesic flow on the unit tangent bundle T 1M . There are two
continuous invariant subbundles Es and Eu of TT 1M , each of dimension n − 1,
which are orthogonal to the flow direction Ec in the natural Sasaki metric; these
can be interpreted as normal vector fields to the stable and unstable horospheres.
If the curvature is strictly negative, F is Anosov and TT 1M = Es⊕Ec⊕Eu is the
Anosov splitting.
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In nonpositive curvature, Esv and E
u
v may intersect nontrivially. The rank of a
vector v ∈ T 1M is 1+dim(Esv ∩Euv ), which is the dimension of the space of parallel
Jacobi vector fields for the geodesic through v. The rank of M is the minimum rank
over all vectors in T 1M . We assume that M has rank 1. For a rank 1 manifold, the
regular set, denoted Reg, is the set of v ∈ T 1M with rank 1. The set Reg is dense
since it is open and invariant, and the geodesic flow is topologically transitive. The
singular set, denoted Sing, is the set of vectors whose rank is larger than 1. If Sing is
empty, then the geodesic flow is Anosov; this includes the negative curvature case.
The case when Sing is nonempty is a prime example of nonuniform hyperbolicity.
We study uniqueness of equilibrium states for the geodesic flow F . An equilibri-
um state for a continuous function ϕ : T 1M → R, which we call a potential function,
is an invariant Borel probability measure that maximizes the free energy hµ(F) +∫
ϕdµ, where hµ(F) is the measure-theoretic entropy with respect to the geodesic
flow. This maximum is denoted by P (ϕ) and is called the topological pressure of ϕ
with respect to the geodesic flow F . In the case when ϕ = 0, the topological pressure
is the topological entropy htop(F). Since F is entropy expansive, equilibrium states
exist for any continuous function, but uniqueness is a subtle question beyond the
uniformly hyperbolic setting.
The geometric potential ϕu(v) = − limt→0 1t log det(dft|Euv ) and its scalar multi-
ples qϕu (q ∈ R) are of particular interest. When q = 1, the Liouville measure µL
is an equilibrium state for ϕu; in the Anosov setting, it is the unique equilibrium
state. When q = 0, equilibrium states for qϕu are measures of maximal entropy;
uniqueness of the measure of maximal entropy in rank 1 was proved by Knieper
[21]. In the case of surfaces without focal points, this result has been established
recently using different methods by Gelfert and Ruggiero [15]. When M is a rank 1
surface, the family qϕu contains geometric information about the spectrum of the
maximum Lyapunov exponent [7].
We now state and discuss our main theorems. Let P (Sing, ϕ) denote the topo-
logical pressure of the potential ϕ|Sing with respect to the geodesic flow restricted
to the singular set (setting P (Sing, ϕ) = −∞ if Sing = ∅).
Theorem A. Let F be the geodesic flow over a closed rank 1 manifold M and
let ϕ : T 1M → R be ϕ = qϕu or be Ho¨lder continuous. If P (Sing, ϕ) < P (ϕ),
then ϕ has a unique equilibrium state µ. This equilibrium state is hyperbolic, fully
supported, and is the weak∗ limit of weighted regular closed geodesics; see §2.3.
The hypothesis P (Sing, ϕ) < P (ϕ) is a sharp condition for having a unique
equilibrium state which is fully supported; if P (Sing, ϕ) = P (ϕ), then ϕ has at
least one equilibrium state supported on Sing. We remark that an ergodic µ is
hyperbolic if and only if µ(Reg) = 1 (see Corollary 3.7), and that the proof of
equidistribution for weighted regular closed geodesics in §6 also establishes counting
estimates, which are of independent interest.
The proof of Theorem A uses general machinery developed by the second and
fourth authors [9], which was inspired by Bowen’s work on uniqueness using the
expansivity and specification properties [5] and its extension to flows by Franco [14].
The results in [9] use weaker versions of these properties which are formulated at
the level of finite-length orbit segments; see §2.2. This allows us to avoid issues with
asymptotic behavior of orbits that would be hard to control in our setting. The
idea is that every orbit segment can be decomposed into ‘good’ and ‘bad’ parts,
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where the ‘good’ parts satisfy Bowen’s conditions, and the ‘bad’ parts carry smaller
topological pressure than the whole system.
Bowen’s result applies to potentials satisfying a regularity condition that we
call the Bowen property ; our result uses the non-uniform Bowen property from
[9], which holds here for all Ho¨lder potentials. Verifying this condition for the
potentials qϕu is a significant point in our argument; see §7. It is not currently
known if horospheres are C2+α for rank 1 manifolds in dimension greater than
2, which is necessary for Ho¨lder continuity of the unstable distribution. Even in
dimension 2, where horocycles are known to be C2+
1
2 by [17], Ho¨lder continuity of
the unstable distribution, and thus ϕu, is an open question.
For the class of potentials under consideration, Theorem A reduces the problem
of uniqueness of equilibrium states to checking if the pressure gap P (Sing, ϕ) <
P (ϕ) holds. The following result establishes this gap, and hence uniqueness of
equilibrium states, for a large class of Ho¨lder continuous potentials.
Theorem B. With F and M as above, let ϕ : T 1M → R be a continuous function
that is locally constant on a neighborhood of Sing. Then P (Sing, ϕ) < P (ϕ).
The case ϕ = 0 recovers Knieper’s result that the singular set has smaller entropy
than the whole system. In Knieper’s work [21], this was obtained a posteriori
as a consequence of the uniqueness result. Knieper uses the Patterson-Sullivan
construction to build a measure of maximal entropy µ, and shows it is unique
by exploiting properties of Busemann densities and other asymptotic geometry
arguments. It is built into the construction that µ(Reg) = 1, and it thus follows that
Sing has smaller entropy. The argument presented here proceeds quite differently.
It does not rely on the uniqueness of the measure of maximal entropy, and gives the
first direct constructive proof of the entropy gap. The main idea, which is explained
in detail in §8, is to approximate orbit segments in Sing by orbit segments in Reg
with the specification property. We then use this property to build a collection of
orbits with greater topological entropy than the singular set.
We now state our results for the family of potentials qϕu. When M is a surface,
an easy argument provided in §9 shows that P (Sing, qϕu) = 0, and that P (qϕu) > 0
for q < 1. Thus, the following result is a corollary of Theorem A.
Theorem C. If M is a closed rank 1 surface, then the geodesic flow has a unique
equilibrium state µq for the potential qϕ
u for each q ∈ (−∞, 1), and the function
q 7→ P (qϕu) is C1 on this interval. Each µq is hyperbolic, fully supported, and is
the weak∗ limit of weighted regular closed geodesics.
It follows from work of Ledrappier, Lima, and Sarig [23, 22] that these equi-
librium states are Bernoulli, see §9. For rank 1 surfaces, this uniqueness result is
optimal; any invariant measure supported on Sing is an equilibrium state for qϕu
when q ≥ 1. In higher dimensions, Sing can have positive entropy, but we can
still exploit the entropy gap htop(Sing) < htop(F). An easy argument, which we
give in §9, gives the following result on qϕu for higher dimensional manifolds as a
consequence of the entropy gap.
Theorem D. Let F be the geodesic flow for a closed rank 1 manifold. There
exists q0 > 0 such that the potential qϕ
u has a unique equilibrium state µq for each
q ∈ (−q0, q0). The function q 7→ P (qϕu) is C1 on (−q0, q0). Each µq is hyperbolic,
fully supported, and is the weak∗ limit of weighted regular closed geodesics.
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The entropy gap, and hence the q0 provided by this theorem, may be arbitrarily
small, see §9. If htop(Sing) = 0, we observe in §9 that the pressure gap holds
on (−q0, 1). In §10.2, we give an example of a 3-dimensional M with nonempty
singular set for which the pressure gap holds for all q ∈ R, and thus q0 = ∞. It is
an open question whether the inequality P (Sing, qϕu) < P (qϕu) always holds for
all q ∈ (−∞, 1) when dim(M) > 2.
As a further application, we prove in §10.1 that if the singular set is a finite
union of periodic orbits, then our uniqueness results hold for C0-generic Ho¨lder
potentials; this includes the case when dimM = 2 and the metric is real analytic.
The outline of the paper is as follows. In §2, we introduce background material,
particularly the existence and uniqueness result from [9]. In §3, we state our most
general theorem on equilibrium states for geodesic flow, Theorem 3.1. In §§4-6, we
build up a proof of Theorem 3.1. In §7, we investigate regularity of the potentials
qϕu. In §8, we prove Theorem B. In §9, we complete the proofs of Theorems A, C,
and D. In §10, we apply our results to some examples.
2. Preliminaries
In this section, we review definitions and results concerning pressure, specifica-
tion, expansivity, geometry, and hyperbolicity.
2.1. Topological Pressure. Let X be a compact metric space, F = {ft} a contin-
uous flow on X, and ϕ : X → R a continuous function. We denote the space of F-
invariant probability measures on X byM(F), and note thatM(F) = ⋂t∈RM(ft).
We denote the space of ergodic F-invariant probability measures on X byMe(F).
We recall the definition of the topological pressure of ϕ with respect to F , refer-
ring the reader to [6, 29] for more background. For  > 0 and t > 0 the Bowen ball
of radius  and order t is
Bt(x, ) = {y ∈M | d(fsx, fsy) <  for all 0 ≤ s ≤ t}.
Given  > 0 and t ∈ [0,∞), a set E ⊂ X is (t, )-separated if for all distinct x, y ∈ E
we have y /∈ Bt(x, ).
We write Φ(x, t) =
∫ t
0
ϕ(fsx) ds for the integral of ϕ along an orbit segment of
length t. Let
(2.1) Λ(ϕ, , t) = sup
{∑
x∈E
eΦ(x,t) | E ⊂ X is (t, )-separated
}
.
Then the topological pressure of ϕ with respect to F is
P (F , ϕ) = lim
→0
lim sup
t→∞
1
t
log Λ(ϕ, , t).
The dependence on F will usually be suppressed in the notation.
The variational principle for pressure states that if X is a compact metric space
and F is a continuous flow on X, then
P (F , ϕ) = sup
µ∈M(F)
{
hµ(F) +
∫
ϕdµ
}
.
A measure achieving the supremum is an equilibrium state for ϕ. If the entropy map
µ 7→ hµ is upper semi-continuous then equilibrium states exist for each continuous
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potential function. This is the case in our setting since the flow is C∞ [25]; it also
follows from entropy-expansivity which is proved in our setting in [21].
2.2. Criteria for uniqueness of equilibrium states. We review the general
result proved by the second and fourth authors in [9] concerning the existence of a
unique equilibrium state.
Given a flow (X,F), we think of X × [0,∞) as the space of finite-length orbit
segments by identifying (x, t) with {fs(x) : 0 ≤ s < t}. Given C ⊂ X × [0,∞) and
t ≥ 0 we let Ct = {x ∈ X : (x, t) ∈ C}. The partition function associated to C is
Λ(C, ϕ, δ, t) = sup
{∑
x∈E
eΦ(x,t) : E ⊂ Ct is (t, δ)-separated
}
.
When C = X × [0,∞) this reduces to (2.1). The pressure of ϕ on C is
P (C, ϕ) = lim
δ→0
lim sup
t→∞
1
t
log Λ(C, ϕ, δ, t).
For C = ∅ we then define P (∅, ϕ) = −∞.
We can ask for the Bowen property and the specification property, defined below,
to hold only on C rather than the whole space.
Definition 2.1. A collection of orbit segments C ⊂ X × [0,∞) has specification at
scale ρ > 0 if there exists τ = τ(ρ) such that for every (x1, t1), . . . , (xN , tN ) ∈ C
there exist a point y ∈ X and times τ1, . . . , τN−1 ∈ [0, τ ] such that for s0 = τ0 = 0
and sj =
∑j
i=1 ti +
∑j−1
i=1 τi, we have
fsj−1+τj−1(y) ∈ Btj (xj , ρ)
for every j ∈ {1, . . . , N}. A collection C ⊂ X × [0,∞) has specification if it has
specification at all scales. If C = X × [0,∞) has specification, then we say the flow
has specification.
The definition above extends the specification property for the flow originally
studied by Bowen, see [14, 20], and is the property that is used in [9]. In Theorem
4.1, we prove a stronger version of this property for a suitable C, in which the
conclusion that ‘there exist a point y and times τ1, . . . , τN−1 ∈ [0, τ ]’ is replaced
with the conclusion that ‘for every collection of times τ1, . . . , τN−1 with τi ≥ τ for
all i, there exists a point y’. That is, we are able to take all the transition times
to be exactly τ , or any length at least τ that we choose. For our purposes, it is
convenient to also use the notation Tj = sj−1 + τj−1 for the time at which the orbit
of y is near xj ; see Figure 2.1 for the relationship between the various times.
. . .
. . .
T1 T2 T3 TNs1 s2 s3 sN
x1 x2 x3 xN
y
t1 t2 t3 tN
τ1 τ2
Figure 2.1. Book-keeping in the specification property.
Definition 2.2. We say that ϕ : X → R has the Bowen property on C ⊂ X ×
[0,∞) if there are ,K > 0 such that for all (x, t) ∈ C and y ∈ Bt(x, ), we have
|Φ(x, t)− Φ(y, t)| ≤ K.
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If ϕ has the Bowen property on C = X × [0,∞), then our definition agrees with
the original definition of Bowen.
Definition 2.3. A decomposition forX×[0,∞) consists of three collections P,G,S ⊂
X × [0,∞) for which there exist three functions p, g, s : X × [0,∞) → [0,∞) such
that for every (x, t) ∈ X× [0,∞), the values p = p(x, t), g = g(x, t), and s = s(x, t)
satisfy t = p+ g + s, and
(x, p) ∈ P, (fp(x), g) ∈ G, (fp+g(x), s) ∈ S.
The conditions we are interested in depend only on the collections (P,G,S)
rather than the functions p, g, s. However, we work with a fixed choice of (p, g, s)
for the proof of the abstract theorem to apply.
We will construct a decomposition (P,G,S) such that G has specification, the
function ϕ has the Bowen property on G, and the pressure on [P] ∪ [S] is less than
the pressure of the entire system, where
[P] := {(x, n) ∈ X × N : (f−sx, n+ s+ t) ∈ P for some s, t ∈ [0, 1]}
and similarly for [S]. The reason that we control the pressure of [P] ∪ [S] rather
than the collection P ∪ S is a consequence of a technical step in the proof of the
abstract result in [9] that required a passage from continuous to discrete time.
For x ∈ X and  > 0 we let the bi-infinite Bowen ball be
Γ(x) = {y ∈ X : d(ftx, fty) ≤  for all t ∈ R}.
Definition 2.4. The set of non-expansive points at scale  is
NE() := {x ∈ X | Γ(x) 6⊂ f[−s,s](x) for any s > 0},
where f[a,b](x) = {ftx : a ≤ t ≤ b}.
Definition 2.5. Given a potential ϕ, the pressure of obstructions to expansivity
is P⊥exp(ϕ) := lim→0 P
⊥
exp(ϕ, ), where
P⊥exp(ϕ, ) = sup
µ∈Me(F)
{
hµ(f1) +
∫
ϕdµ : µ(NE()) = 1
}
.
The point of this definition is that every ergodic measure whose free energy
exceeds P⊥exp(ϕ) gives zero measure to the non-expansive set, and thus ‘sees’ only
expansive behavior.
We can now state the abstract theorem that we will use to prove our uniqueness
results.
Theorem 2.6. [9, Theorem A] Let (X,F) be a flow on a compact metric space,
and ϕ : X → R be a continuous potential function. Suppose that P⊥exp(ϕ) < P (ϕ)
and X × [0,∞) admits a decomposition (P,G,S) with the following properties:
(I) G has specification;
(II) ϕ has the Bowen property on G;
(III) P ([P] ∪ [S], ϕ) < P (ϕ).
Then (X,F , ϕ) has a unique equilibrium state µϕ.
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2.3. Pressure and periodic orbits for geodesic flows. For a < b, let PerR(a, b]
denote the set of closed regular geodesics with length in the interval (a, b]. For each
such geodesic γ, let Φ(γ) be the value given by integrating ϕ around γ; that is,
Φ(γ) := Φ(v, |γ|) = ∫ |γ|
0
ϕ(ftv) dt, where v ∈ T 1M is tangent to γ and |γ| is the
length of γ. Given T, δ > 0, let
(2.2) Λ∗Reg(ϕ, T, δ) =
∑
γ∈PerR(T−δ,T ]
eΦ(γ).
For a closed geodesic γ, let µγ be the normalized Lebesgue measure around the
orbit. We consider the measures
µRegT,δ =
1
Λ∗Reg(ϕ, T, δ)
∑
γ∈PerR(T−δ,T ]
eΦ(γ)µγ .
We say that regular closed geodesics weighted by ϕ equidistribute to a measure µ
if limT→∞ µ
Reg
T,δ = µ in the weak* topology for every δ > 0. Equidistribution of
weighted periodic orbits for equilibrium states was first investigated for Axiom A
flows by Parry [27], and for geodesic flow on manifolds of non-positive curvature by
Pollicott [28].
For any  > 0 smaller than the injectivity radius of M and any δ > 0, choosing
vγ ∈ T 1M tangent to each γ ∈ PerR(T − δ, T ] gives an (, T )-separated set [21, §6].
Since |Φ(γ)− Φ(vγ , T )| ≤ δ‖ϕ‖, it follows that
(2.3) Λ∗Reg(ϕ, T, δ) ≤ eδ‖ϕ‖Λ(ϕ, , T ).
This shows that
(2.4) lim sup
T→∞
1
T
log Λ∗Reg(ϕ, T, δ) ≤ P (ϕ).
It is straightforward to verify that the value of the lim sup is independent of the
choice of δ > 0. The expression on the left hand side is the upper pressure of regular
closed geodesics, and we denote this by P
∗
Reg(ϕ). We also define
P ∗Reg,δ(ϕ) = lim inf
T→∞
1
T
log Λ∗Reg(ϕ, T, δ).
If this quantity is independent of δ > 0, and agrees with P
∗
Reg(ϕ), we can define
the pressure of regular closed geodesics to be
P ∗Reg(ϕ) = lim
T→∞
1
T
log Λ∗Reg(ϕ, T, δ).
The second half of the proof of the variational principle in [29, Theorem 9.10] gives
the following.
Lemma 2.7. If δ > 0, Tk →∞ satisfy 1Tk log Λ∗Reg(ϕ, Tk, δ)→ P (ϕ) and µ
Reg
Tk,δ
→ µ
as k →∞, then µ is an equilibrium state for ϕ.
Thus, if P ∗Reg,δ(ϕ) = P (ϕ), every limit of the measures {µRegT,δ } is an equilibrium
state, which gives the following proposition.
Proposition 2.8. If P ∗Reg(ϕ) = P (ϕ) and ϕ has a unique equilibrium state µ, then
the regular closed geodesics weighted by ϕ equidistribute to µ.
8 K. BURNS, V. CLIMENHAGA, T. FISHER, AND D. J. THOMPSON
The growth rate in (2.4), with the sum restricted to prime closed geodesics, was
studied by Gelfert and Schapira [16], who called it the regular Gurevic pressure.
They consider a variety of definitions of topological pressure for geodesic flow on
rank 1 manifolds; we refer the reader to [16] for details.
2.4. Geometry. Throughout the paper M denotes a compact, connected, bound-
aryless smooth manifold with a smooth Riemannian metric g, with non-positive
sectional curvatures at every point.
For each v ∈ TM there is a unique constant speed geodesic denoted γv such that
γ˙v(0) = v. The geodesic flow F = (ft)t∈R acts on TM by ft(v) = (γ˙v)(t). The
unit tangent bundle T 1M is compact and F-invariant; from now on we restrict to
the flow on T 1M . We recall some well-known properties of geodesic flow in this
setting; see [2, 12] for more details.
We write d for the distance function on M induced by the Riemannian metric.
The Riemannian metric on M lifts to the Sasaki metric on TM . We write dS for
the distance function this Riemannian metric induces on T 1M . Another distance
function on T 1M was used by Knieper in [21]:
(2.5) dK(v, w) = max{d(γv(t), γw(t)) | t ∈ [0, 1]}.
We call dK the Knieper metric; it is not necessarily induced by a Riemannian metric
on TM . The two distance functions dS and dK are uniformly equivalent. We will
typically consider Bowen balls with respect to the Knieper metric, so
BT (v, ) = {w ∈ T 1M : dK(ftw, ftv) <  for all 0 ≤ t ≤ T}
= {w ∈ T 1M : d(γw(t), γv(t)) <  for all 0 ≤ t ≤ T + 1}.
A Jacobi field along a geodesic γ is a vector field along γ satisfying
(2.6) J ′′(t) +R(J(t), γ˙(t))γ˙(t) = 0,
where R is the Riemannian curvature tensor on M and ′ represents covariant dif-
ferentiation along γ.
If J(t) is a Jacobi field along a geodesic γ and both J(t0) and J
′(t0) are orthog-
onal to γ˙(t0) for some t0, then J(t) and J
′(t) are orthogonal to γ˙(t) for all t. Such
a Jacobi field is an orthogonal Jacobi field.
A Jacobi field J(t) along a geodesic γ is parallel at t0 if J
′(t0) = 0. A Jacobi
field J(t) is parallel if it is parallel for all t ∈ R.
Nonpositivity of the sectional curvatures implies that ‖J(t)‖ and ‖J(t)‖2 are
convex functions of t.
2.4.1. Invariant foliations. We describe three important F-invariant subbundles
Eu, Es, and Ec of TT 1M . The bundle Ec is spanned by the vector field V that
generates the flow F . To describe Eu and Es, we first write J (γ) for the space
of orthogonal Jacobi fields for γ; given v ∈ T 1M there is a natural isomorphism
ξ 7→ Jξ between TvT 1M and J (γv), which has the property that
(2.7) ‖dft(ξ)‖2 = ‖Jξ(t)‖2 + ‖J ′ξ(t)‖2.
An orthogonal Jacobi field J along a geodesic γ is stable if ‖J(t)‖ is bounded for
t ≥ 0, and unstable if it is bounded for t ≤ 0. The stable and the unstable Jacobi
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fields each form linear subspaces of J (γ), which we denote by J s(γ) and J u(γ),
respectively. The corresponding stable and unstable subbundles of TT 1M are
Eu(v) = {ξ ∈ Tv(T 1M) : Jξ ∈ J u(γv)},
Es(v) = {ξ ∈ Tv(T 1M) : Jξ ∈ J s(γv)}.
We also write Ecu = Ec ⊕ Eu and Ecs = Ec ⊕ Es. The subbundles have the
following properties (see [12] for details):
• dim(Eu) = dim(Es) = n− 1, and dim(Ec) = 1;
• the subbundles are invariant under the geodesic flow;
• the subbundles depend continuously on v, see [12, 17];
• Eu and Es are both orthogonal to Ec;
• Eu and Es intersect non-trivially if and only if v ∈ Sing;
• Eσ is integrable to a foliation Wσ for each σ ∈ {u, s, cs, cu}.
It is proved in [1, Theorem 3.7] that the foliation W s is minimal in the sense that
W s(v) is dense in T 1M for every v ∈ T 1M . Analogously, the foliation Wu is also
minimal. It follows from the minimality of W s that the geodesic flow is topologically
mixing [1, Theorem 3.5].
2.4.2. H-Jacobi fields and the function λ. Our hyperbolicity estimates will be given
in terms of a function λ : T 1M → [0,∞), which we now describe. Let γ be a unit
speed geodesic with γ(t0) = p ∈ M , and let H ⊂ M be a hypersurface orthogonal
to γ at p. Let JH(γ) be the set of H-Jacobi fields obtained by varying γ through
unit speed geodesics orthogonal to H. This is an (n − 1)-dimensional Lagrangian
subspace of J (γ). Writing Hs,u for the stable and unstable horospheres, we have
JHs,u(γ) = J s,u(γ). Let U : TpH → TpH be the symmetric linear operator defined
by U(v) = ∇vN , where N is the field of unit vectors normal to H on the same side
as γ˙(t0); this determines the second fundamental form of H.
Lemma 2.9. If J is an H-Jacobi field along γ, then J ′(t0) = U(J(t0)).
Proof. An H-Jacobi field J along γ is determined by a variation α(s, t) of γ through
unit speed geodesics such that α(s, t0) ∈ H and ∇α∂s (s, t0) is a field of unit normals to
H. Using the symmetry of the Levi-Civita connection we can make the calculation
J ′(t0) =
∇
∂t
∂α
∂s
(0, t0) =
∇
∂s
∂α
∂t
(0, t0) = ∇J(t0)N = U(J(t0)). 
The key consequence of Lemma 2.9 is that writing λH for the minimum eigen-
value of the linear map U , every H-Jacobi field J has
(2.8) 〈J, J〉′(t0) = 2〈J,UJ〉(t0) ≥ 2λH〈J(t0), J(t0)〉,
which gives (log ‖J‖2)′(t0) ≥ 2λH , and in particular
(2.9) (log ‖J‖)′(t0) ≥ λH .
Let Usv : TpivHs → TpivHs be the symmetric linear operator associated to the stable
horosphere Hs, and similarly for Uuv . Then Uuv and Usv depend continuously on v,
Uu is positive semidefinite, Us is negative semidefinite, and Uu−v = −Usv .
Let Λ be the maximum eigenvalue of Uuv over all v ∈ T 1M . If Jξ is a stable or
unstable Jacobi field we have ‖J ′ξ(t)‖ ≤ Λ‖Jξ(t)‖ for all t. Thus if ξ is in Es or Eu,
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then by (2.7) and Lemma 2.9, ‖dftξ‖ and ‖Jξ(t)‖ are uniformly comparable in the
sense that
(2.10) ‖Jξ(t)‖2 ≤ ‖dftξ‖2 ≤ (1 + Λ2)‖Jξ(t)‖2.
Definition 2.10. For v ∈ T 1M , let λu(v) be the minimum eigenvalue of Uuv and
let λs(v) = λu(−v). Let λ(v) = min(λu(v), λs(v)).
The functions λu, λs, and λ are continuous since the map v 7→ Uuv is continuous.
By positive (negative) semidefiniteness of Uu,s, we have λu,s ≥ 0. The following is
an immediate consequence of (2.9).
Lemma 2.11. Given v ∈ T 1M , let Ju be an unstable Jacobi field along γv and Js
be a stable Jacobi field along γv. Then
‖Ju(T )‖ ≥ e
∫ T
0
λu(ftv)dt‖Ju(0)‖ and ‖Js(T )‖ ≤ e−
∫ T
0
λs(ftv)dt‖Js(0)‖.
In §3.2 we collect some more properties of the functions λ, λs, λu.
2.4.3. Leaf metrics. In addition to the metrics dS and dK on T
1M , we will need to
consider for each v ∈ T 1M the intrinsic metric on W s(v) defined by
(2.11) ds(u,w) = inf{`(piζ) | ζ : [0, 1]→W s(v), ζ(0) = u, ζ(1) = w},
where pi : T 1M → M is the canonical projection, ` denotes length of the curve
in M , and the infimum is over all C1 curves ζ connecting u and w in W s(v). In
other words, ds(u,w) is the distance between the footprints pi(u) and pi(w) when we
restrict ourselves to motion along the horosphere Hs(v) = piW s(v). Given ρ > 0,
the local stable leaf through v of size ρ is
W sρ (v) := {w ∈W s(v) : ds(v, w) ≤ ρ}.
Define du, Wuρ (v) similarly. Locally, the intrinsic metric on W
cs(v) is
dcs(u,w) = |t|+ ds(ftu,w),
where t is the unique value so ftu ∈W s(w). This extends to a metric on the whole
leaf W cs(v). We define dcu, W csρ (v), W
cu
ρ (v) in the obvious way.
The minimality of the foliations W s and Wu, together with a standard compact-
ness argument given in [8, Lemma 8.1], gives the following result.
Lemma 2.12. For every  > 0, there exists R > 0 such that WuR(v) and W
s
R(v)
are -dense in T 1M for every v ∈ T 1M .
If we restrict ρ to be small, then the intrinsic metrics are uniformly equivalent
to dS and dK. The following lemma lets us obtain a relationship between the leaf
metrics and the dynamical metric
(2.12) dt(v, w) = sup
τ∈[0,t]
dK(fτv, fτw) = sup
τ∈[0,t+1]
d(γv(τ), γw(τ)).
Lemma 2.13. For all v ∈ T 1M , w ∈W s(v), w′ ∈Wu(v), and t ≥ 0, we have
e−Λtds(v, w) ≤ ds(ftv, ftw) ≤ ds(v, w),(2.13)
du(v, w′) ≤ du(ftv, ftw′) ≤ eΛtdu(v, w′).(2.14)
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Proof. We prove (2.13); the proof of (2.14) is similar. Let ζ : [0, 1] → W s(v) be a
curve with ζ(0) = v and ζ(1) = w, and let {γr : r ∈ [0, 1]} be the one-parameter
family of geodesics determined by γ′r(0) = ζ(r). Each γr is orthogonal to the stable
horospheres of γ˙r(t), so we obtain a family of stable Jacobi fields Jr(t) :=
∂
∂rγr(t) ∈
J s(ζr). Since 0 ≤ λs ≤ Λ, Lemma 2.11 gives e−Λt‖Jr(0)‖ ≤ ‖Jr(t)‖ ≤ ‖Jr(0)‖
for all t ≥ 0. Since `(ftζ) =
∫ 1
0
‖ ∂∂rγr(t)‖ dr =
∫ 1
0
‖Jr(t)‖ dr, we obtain e−Λt`(ζ) ≤
`(ftζ) ≤ `(ζ), and taking an infimum over all ζ completes the proof. 
Given v ∈ T 1M and w ∈ W cs(v), it follows from (2.13) that the function t 7→
dcs(ftv, ftw) is non-increasing, so (2.5) gives
(2.15) dt(v, w) ≤ dK(v, w) ≤ dcs(v, w).
For w ∈Wu(v), we use (2.14) to obtain
(2.16)
dK(v, w) ≤ eΛdu(v, w),
dt(v, w) ≤ du(ft+1v, ft+1w) ≤ eΛdu(ftv, ftw).
3. Decompositions for geodesic flow
3.1. Main theorem. Now we state our main uniqueness result, which we apply
to obtain Theorem A.
Theorem 3.1. Let ϕ : T 1M → R be continuous. If P (Sing, ϕ) < P (ϕ), and for all
η > 0 the potential ϕ has the Bowen property on
G(η) =
{
(v, t) :
∫ τ
0
λ(fsv) ds ≥ ητ,
∫ τ
0
λ(f−sftv) ds ≥ ητ ∀τ ∈ [0, t]
}
,
then the geodesic flow has a unique equilibrium state for ϕ. This equilibrium state
is fully supported and hyperbolic. The weighted sums of regular closed geodesics
satisfy counting estimates given in (6.2), and are equidistributed with respect to µ
as described in §2.3.
The set of potentials having the Bowen property on G(η) for all η > 0 contains
all Ho¨lder potentials, all scalar multiples of the geometric potential, and all linear
combinations of such potentials; see §7.
We build up a proof of Theorem 3.1 in the next few sections. We start by
describing the decomposition we use to apply Theorem 2.6.
v ft(v)
∈ P
∈ Sfp(v)
ft−s(v)
⇓
∈ G
average(λ) ≥ η
average(λ) < η
Figure 3.1. Decomposing an orbit segment.
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Given η > 0, let B(η) := {(v, T ) : ∫ T
0
λ(ftv) dt < ηT
}
. We define maps
p, g, s : X × [0,∞) → [0,∞). Given an orbit segment (v, t), take p = p(v, t) to
be the large
st time such that (v, p) ∈ B(η). Let s = s(v, t) be the largest time in [0, t − p]
such that the orbit segment (ft−s(v), s) is in B(η). The function g determines the
remaining part of the orbit segment denoted (fpv, g), so g = t− p− s. It is easily
checked that (fpv, g) ∈ G(η); see Figure 3.1. Thus the triple (B(η),G(η),B(η))
equipped with the functions (p, g, s) determines a decomposition for X × [0,∞) in
the sense of Definition 2.3. We will show that if P (Sing, ϕ) < P (ϕ) and if η > 0 is
chosen sufficiently small, then the hypotheses of Theorem 2.6 are satisfied using the
decomposition (B(η),G(η),B(η)). This will guarantee uniqueness of the equilibrium
state.
3.2. Properties of λ. In the following two lemmas, we prove that the function
λ : T 1M → [0,∞) vanishes on Sing, and if λ(v) = 0, then there is a nontrivial
orthogonal Jacobi field J on γ such that J(t) is parallel for all t ≤ 0 or for all t ≥ 0.
Lemma 3.2. The following are equivalent for v ∈ T 1M .
(a) v ∈ Sing.
(b) λs(ftv) = 0 for all t ∈ R.
(c) λu(ftv) = 0 for all t ∈ R.
Proof. If v ∈ Sing, then there is a parallel Jacobi field J(t) along γv(t), which gives
λs = λu = 0. Since Sing is invariant, this gives (b) and (c).
Now we show that (b) implies (a). If λs(ftv) = 0 for every t ∈ R, then for every
T ≥ 0 there is a stable Jacobi field JT along γv that is parallel (with unit length)
for t ≥ −T . By compactness we get a sequence Tk → ∞ for which JTk(0) and
J ′Tk(0) converge to some J(0), J
′(0) ∈ TpivM ; the corresponding Jacobi field J is
parallel for all time, so v ∈ Sing. The proof that (c) implies (a) is similar. 
Lemma 3.3. Given v ∈ T 1M , the following are equivalent:
(a) λu(v) = 0;
(b) For all t ≤ 0, λu(ftv) = 0;
(c) there is a nontrivial orthogonal Jacobi field J on γv such that J(t) is parallel
for all t ≤ 0.
The analogous result holds for λs and t ≥ 0.
Proof. It is immediate that (c) ⇒ (b) ⇒ (a), so we just have to prove that (a)
⇒ (c). If λu(v) = 0, then there is a nonzero w ∈ Tγ(0)Hu(v) with Uuw = 0. The
corresponding Hu(v)-Jacobi field has J ′(0) = 0 by Lemma 2.9, and is bounded for
t ≤ 0, so by convexity ‖J(t)‖ is constant for t ≤ 0. Differentiating ‖J(t)‖2 gives
0 = 〈J ′, J〉 = 〈UuftvJ, J〉 for t ≤ 0. Since Uu is positive semidefinite symmetric, it
follows that UuftvJ = 0, so J(t) is parallel for t ≤ 0. 
We also have the following quantitative version of Lemma 3.2, and two corollaries
which are useful for our topological pressure estimates.
Proposition 3.4. For any δ > 0, there are η > 0 and T > 0 such that if λs(ftv) ≤
η for all t ∈ [−T, T ], then dK(v,Sing) < δ. A similar result holds for λu.
Proof. For η > 0, consider the open set A(η) = {v ∈ T 1M : there exists t ∈
[−η−1, η−1] such that λs(ftv) > η}. By Lemma 3.2, Reg =
⋃
η>0A(η). Let K =
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{v ∈ T 1M : d(v,Sing) ≥ δ}. Since {A(η)}η>0 is an open cover for the compact set
K, there exists a finite subcover. Since the sets A(η) are nested, this implies that
K ⊂ A(η) for some choice of η. 
Corollary 3.5. Let λ(v) = 0. Then dK(ftv,Sing)→ 0 as t→∞ or dK(ftv,Sing)→
0 as t→ −∞.
Proof. By Lemma 3.3, we have λs(ftv) = 0 for all t ≥ 0, or λu(ftv) = 0 for all
t ≤ 0. Suppose we are in the first case. Given δ > 0, by Proposition 3.4, there
exists η, T > 0 such that if λs(ftw) ≤ η for all t ∈ [−T, T ], then dK(w,Sing) < δ.
Thus for every τ ≥ T , we conclude that dK(fτv,Sing) < δ. Thus dK(ftv,Sing)→ 0
as t→∞. A similar argument applies in the case that λu(ftv) = 0 for all t ≤ 0 to
show that dK(ftv,Sing)→ 0 as t→ −∞. 
Corollary 3.6. Let µ be an invariant measure such that λ(v) = 0 for µ-almost
every v. Then supp(µ) ⊂ Sing.
Proof. By Corollary 3.5, if λ(v) = 0 and v ∈ Reg, then v cannot be both forward
recurrent and backward recurrent. Since µ-a.e. v is both forward and backward
recurrent, we see that µ(Reg) = 0. 
Corollary 3.7. Any ergodic measure µ with µ(Reg) = 1 is hyperbolic.
Proof. Let Z be the set of v ∈ T 1M such that there exists ξ ∈ Tv(T 1M) orthogonal
to the flow direction with limt→∞ 1t log ‖dftξ‖ = 0. Given such a ξ, the unstable Ja-
cobi field Jξ along γv satisfies limt→∞ 1t log ‖Jξ(t)‖ = 0 by (2.10). By Lemma 2.11,
it follows that limt→∞ 1t
∫ t
0
λ(fsv) ds = 0 for every v ∈ Z. If µ is not hyperbolic,
then µ(Z) = 1, and thus 1t
∫ t
0
λ(fsv) ds → 0 for µ-a.e. v. By the ergodic theorem,
this implies that
∫
λ dµ = 0, which in turn implies that λ(v) = 0 for µ-a.e. v since
λ ≥ 0. By Corollary 3.6, supp(µ) ⊂ Sing. This contradicts the hypothesis that
µ(Reg) = 1, so we conclude that µ is hyperbolic. 
3.3. Uniform estimates. For η > 0, we define
(3.1) Reg(η) = {v : λ(v) ≥ η}.
Note that if (v, t) ∈ G(η) for some t > 0, then λ(v) ≥ η and λ(ftv) ≥ η, and thus
v ∈ Reg(η) and ftv ∈ Reg(η). Note that Reg(η1) ⊂ Reg(η2) if η1 ≥ η2 and each
Reg(η) is compact.
Lemma 3.8. For all η > 0, there exists θ > 0 so that for any v ∈ Reg(η), we have
](Eu(v), Es(v)) ≥ θ.
Proof. The angle is continuous in v and positive on Reg(η). 
Lemma 3.9. {v : λ(v) > 0} = ⋃η>0 Reg(η) is dense in T 1M .
Proof. Suppose the lemma is false. Then {v ∈ T 1M : λu(v) = 0} ∪ {v ∈ T 1M :
λs(v) = 0} has interior. Since these sets are closed, at least one of them has interior.
Assume {v ∈ T 1M : λu(v) = 0} has interior; the other case is similar. If (X,F)
is a transitive flow whose non-wandering set is X, as is the case in our setting [11,
Remark 4.16], then there exists x0 ∈ X with dense forward orbit [29, Theorem
5.10]. Thus, there exists a vector w whose forward orbit under the geodesic flow is
dense in T 1M and therefore enters {v ∈ T 1M : λu(v) = 0} for arbitrarily large t.
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It follows from Lemma 3.2 that w ∈ Sing. But w ∈ Reg because its forward orbit
also enters Reg. 
To go from the Jacobi field estimates in Lemma 2.11 to local estimates near
orbit segments in G(η), we can use uniform continuity of λ. Let Λ be the maximum
eigenvalue of Uu(v) taken over all v ∈ T 1M , as in §2.4.2. Given η > 0, let δ =
δ(η) > 0 be small enough so that for any v, w ∈ T 1M ,
(3.2) dK(v, w) < δe
Λ ⇒ |λ(v)− λ(w)| ≤ η
2
.
In particular, by (2.15) and (2.16), this applies if w ∈W sδ (v) or w ∈Wuδ (v). Define
λ˜ : T 1M → [0,∞) by λ˜(v) = max(0, λ(v)− η2 ), and observe that
(3.3) λ(w) ≥ λ˜(v) for every v, w ∈ T 1M with dK(v, w) < δ.
In particular, if w ∈ BT (v, δ) then
(3.4)
∫ T
0
λ(ftw) dt ≥
∫ T
0
λ˜(ftv) dt ≥
∫ T
0
λ(ftv) dt− η
2
T.
Lemma 3.10. Given η > 0 and δ = δ(η) such that (3.2) holds, v ∈ T 1M , and
w,w′ ∈W sδ (v), we have the following for every t ≥ 0:
(3.5) ds(ftw, ftw
′) ≤ ds(w,w′)e−
∫ t
0
λ˜(fτv) dτ .
Similarly, if w,w′ ∈Wuδ (v), then for every t ≥ 0 we have
(3.6) du(f−tw, f−tw′) ≤ du(w,w′)e−
∫ t
0
λ˜(f−τv) dτ .
Proof. We prove (3.5); (3.6) is similar. Recalling the definition of ds in (2.11), let
ζ : [0, 1]→ W sδ (v) be a curve that connects w and w′. It follows from Lemma 2.13
that the curve ftζ lies in W
s
δ (ftv). We want to compare the lengths `(piζ) and
`(piftζ). For each r ∈ [0, 1], the vector ζ(r) ∈ T 1M determines a geodesic γr that
is normal to the stable horosphere piW sδ (v); this one-parameter family of geodesics
gives a family of stable Jacobi fields Jr ∈ J s(γr). By Lemma 2.11, these satisfy
‖Jr(t)‖ ≤ e−
∫ t
0
λ(γ˙r(τ)) dτ‖Jr(0)‖ ≤ e−
∫ t
0
λ˜(fτv) dτ‖Jr(0)‖.
Integrating over r ∈ [0, 1] gives `(piftζ) ≤ e−
∫ t
0
λ˜(fτv) dτ `(piζ). By (2.11), taking an
infimum over all such ζ gives (3.5). 
When (v, T ) ∈ G(η), the following is an immediate corollary of (3.3), (3.4), and
Lemma 3.10.
Corollary 3.11. Given η > 0 and δ = δ(η) such that (3.2) holds and (v, T ) ∈ G(η),
every w ∈ BT (v, δ) has (w, T ) ∈ G(η2 ). Moreover, for every w,w′ ∈ W sδ (v) and
0 ≤ t ≤ T we have
(3.7) ds(ftw, ftw
′) ≤ ds(w,w′)e− η2 t,
and for every w,w′ ∈ f−TWuδ (fT v) and 0 ≤ t ≤ T , we have
(3.8) du(ftw, ftw
′) ≤ du(fTw, fTw′)e−
η
2 (T−t).
For v with λ(v) uniformly positive, uniform continuity of λ gives a small but
definite amount of contraction/expansion in a neighborhood of v, and we obtain
the following consequence of Lemma 3.10.
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Corollary 3.12. Given η > 0 and δ = δ(η) such that (3.2) holds, for every t0 > 0
there exists α ∈ (0, 1) such that if v ∈ Reg(2η) and v′ ∈ B(v, δ), we have
(3.9) ds(ftw, ftw
′) ≤ αds(w,w′) for all w,w′ ∈W sδ (v′) and t ≥ t0,
and similarly
(3.10) du(f−tw, f−tw′) ≤ αdu(w,w′) for all w,w′ ∈Wuδ (v′) and t ≥ t0.
Proof. Let t1 > 0 be such that dK(v, fτv) < δ for all v ∈ T 1M and |τ | < t1. Then
for v′ ∈ B(v, δ) and |τ | < t1, fτv′ ∈ Reg(η) since by (3.2), |λ(v) − λ(ftv′)| ≤
|λ(v)− λ(v′)|+ |λ(v′)− λ(ftv′)| ≤ η. Thus, both
∫ t
0
λ˜(fτv
′) dτ and
∫ t
0
λ˜(f−τv′) dτ
are bounded below by min{t1, t}η2 . Applying Lemma 3.10 proves (3.9) and (3.10)
with α = e−min{t0,t1}
η
2 . 
We establish a uniform growth property for local stable and unstable manifolds
of vectors in a compact subset of the regular set.
Proposition 3.13. For every , R > 0 and every compact X ⊂ Reg, there exists
T > 0 such that for every w ∈ X and t ≥ T , we have ftWu (w) ⊃ WuR(ftw) and
f−tW s (w) ⊃W sR(f−tw).
Proof. We prove the first assertion; the second is similar. Consider the compact set
Z = {(v, w) ∈ T 1M × T 1M | w ∈ X, v ∈Wu(w), du(v, w) = }.
Since ft is a homeomorphism between W
u(w) and Wu(ftw) for each t > 0, it
suffices to exhibit T such that for any (v, w) ∈ Z, we have du(ftv, ftw) ≥ R for
all t ≥ T . For t > 0, define ∆t : Z → (0,∞) by ∆t(v, w) = du(ftv, ftw). Then
each ∆t is continuous, and t 7→ ∆t(v, w) is nondecreasing for each (v, w) ∈ Z by
Lemma 2.13. If limt→∞∆t(v, w) < ∞, then du(ftv, ftw) is bounded for all t ∈ R.
The Flat Strip Theorem [13, Proposition 1.11.4] implies that γv and γw bound
a flat strip, which cannot happen since w ∈ Reg. It follows that the functions
∆t converge pointwise to ∞ monotonically on the compact domain Z. By Dini’s
theorem, this convergence must be uniform. In particular, there exists T > 0 such
that ∆t(v, w) ≥ R for all (v, w) ∈ Z and t ≥ T , which completes the proof. 
Since Reg(η) is compact, the following corollary is immediate.
Corollary 3.14. For every η, , R > 0, there exists T > 0 such that for every
w ∈ Reg(η) and t ≥ T , we have ftWu (w) ⊃WuR(ftw) and f−tW s (w) ⊃W sR(f−tw).
4. The specification property and closing lemma
The following result verifies condition (I) from Theorem 2.6 by proving the spec-
ification property for a collection of orbit segments that contains G(η). We prove a
stronger specification property than needed for Theorem 2.6. The stronger version,
which is discussed after Definition 2.1, is required for our equidistribution results
in §6.
Theorem 4.1. Let F be the geodesic flow on a closed rank 1 manifold M , and let
η > 0. Let C(η) be the set of orbit segments for (T 1M,F) that both start and end
in Reg(η), that is:
C(η) = {(x, t) ∈ T 1M × (0,∞) : x ∈ Reg(η) and ftx ∈ Reg(η)}.
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Then for every ρ > 0, there exists T > 0 such that given (v1, t1), . . . , (vk, tk) ∈ C(η)
and T1, . . . , Tk ∈ R with Tj+1 − Tj ≥ tj + T for all 1 ≤ j < k, there is w ∈ T 1M
such that for all 1 ≤ j ≤ k, we have fTjw ∈ Btj (vj , ρ).
We remark that we need the specification property for C(η), rather than G(η), in
our proof of the pressure gap in §8. The proof of Theorem 4.1 is based on uniformity
of the local product structure for the foliations Wu, W cs at the endpoints of orbits
in C(η). To make this idea precise, we define local product structure at a point for
a fixed scale and distortion constant. We work with the Knieper metric dK from
(2.5) and the leafwise metrics ds and du from (2.11). Throughout, B(v, δ) denotes
the ball in the Knieper metric dK.
Definition 4.2. The foliations Wu, W cs have local product structure (LPS) with
constant κ ≥ 1 in a δ-neighborhood of v ∈ T 1M if for every  ∈ (0, δ] and all
w1, w2 ∈ B(v, ), the intersection Wuκ(w1)∩W csκ (w2) contains a single point, which
we denote by [w1, w2], and if moreover we have
du(w1, [w1, w2]) ≤ κdK(w1, w2),
dcs(w2, [w1, w2]) ≤ κdK(w1, w2).
It is clear that if Wu, W cs have LPS with constant κ in a δ-neighborhood
of v ∈ T 1M , then for every  ∈ (0, δ], they have LPS with constant κ in an -
neighborhood of v. We also have the following elementary lemma.
Lemma 4.3. Let w ∈ B(v, δ/2) and suppose that Wu, W cs have LPS with constant
κ in a δ-neighborhood of v ∈ T 1M . Then Wu, W cs have LPS with constant 2κ in
a δ/2-neighborhood of w.
Proof. Observe that if  ∈ (0, δ/2] and w ∈ B(v, δ/2), then for every w1, w2 ∈
B(w, ) ⊂ B(v, δ), the hypothesis gives a unique point [w1, w2] ∈ Wuκδ(w1) ∩
W csκδ(w1); moreover, d
u(w1, [w1, w2]) ≤ κdK(w1, w2) ≤ κ(2), with a similar bound
on dcs(w2, [w1, w2]). Thus, [w1, w2] ∈Wu2κ(w1) ∩W cs2κ(w2). 
Lemma 4.4. For every η > 0, there exist δ > 0 and κ ≥ 1 such that at every
v ∈ Reg(η), the foliations Wu,W cs have LPS with constant κ in a δ-neighborhood
of v.
Proof. Lemma 3.8 gives a uniform lower bound on ](Eu(v), Es(v)) for v ∈ Reg(η).
Since Ec is orthogonal to Eu, this also gives a uniform lower bound on the angle
between Eu and Ecs. Since horospheres are uniformly C2 [19], the leaves Wu,W cs
are uniformly C1, and the result follows. 
We can define local product structure for the foliations W cu,W s analogously
to Definition 4.2, and the statement of Lemma 4.4 is obtained analogously for the
foliations W cu,W s.
Proposition 4.5. Given η > 0, there exists δ > 0 such that for any ρ ∈ (0, δ],
there exists T > 0 such that for every v, w ∈ Reg(η) and v′ ∈ B(v, δ), w′ ∈ B(w, δ),
we have ft(W
u
ρ (v
′)) ∩W csρ (w′) 6= ∅ for every t ≥ T .
Proof. By Lemma 4.4, there exist δ > 0 and κ ≥ 1 such that at every v ∈ Reg(η),
the foliations Wu,W cs have LPS with constant κ in a 2δ-neighborhood of v. By
Lemma 4.3, the foliations Wu,W cs have LPS with constant 2κ in a ρ-neighborhood
of v′ and w′ for any ρ ∈ (0, δ]. By Lemma 2.12, there exists R > 0 such that
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WuR−ρ(ftv
′) is ρ/(2κ)-dense in T 1M for every v′ ∈ T 1M and t ∈ R, so by the local
product structure, we have WuR(ftv
′)∩W csρ (w′) 6= ∅. By Corollary 3.14, there exists
T > 0 such that ft(W
u
ρ (v
′)) ⊃ WuR(ftv′) for every v ∈ Reg(η), v′ ∈ B(v, δ), and
t ≥ T , which completes the proof. 
In particular, if (v, s), (w, t) ∈ C(η), then Proposition 4.5 applies at fsv and w.
We are now ready to prove the specification property on C(η).
Proof of Theorem 4.1. Fix η, t0 > 0. By Corollary 3.12 there are  > 0 and α ∈
(0, 1) such that whenever v is within  of Reg(η), for every w,w′ ∈ Wuδ (v), and
t ≥ t0, we have
(4.1) du(f−tw, f−tw′) ≤ αdu(w,w′).
Let δ > 0 be as in Proposition 4.5 and fix 0 < ρ < min(δ, ). Let
(4.2) ρ′ = ρe−Λ(1− α)/2.
By Proposition 4.5, there exists T ≥ t0 such that ft(Wuρ′(v)) intersects W csρ′ (w)
whenever t ≥ T and v, w are within δ of Reg(η).
Given any (v1, t1), . . . , (vk, tk) ∈ C(η) and T1, . . . , Tk ∈ R with Tj+1−Tj ≥ tj+T ,
we construct points wj iteratively such that fTiw ∈ Bti(vi, ρ) for all i ∈ {1, . . . , j}.
Then wk will satisfy the conclusion of Theorem 4.1. Without loss of generality we
assume that T1 = 0.
Start by letting w1 = v1 and s1 = t1. Since T2 = T2 − T1 ≥ t1 + T = s1 + T , we
can apply Proposition 4.5 at fs1w1 ∈ Reg(η) and v2 ∈ Reg(η) to obtain
(fT2−s1(W
u
ρ′(fs1w1))) ∩W csρ′ (v2) 6= 0.
In particular, there exists w2 ∈Wu(v1) such that
fs1w2 ∈Wuρ′(fs1w1) and fT2w2 ∈W csρ′ (v2).
We iterate this procedure to obtain a sequence of points wj ∈ Wu(v1) such that
writing sj = Tj + tj , we have
fsjwj+1 ∈Wuρ′(fsj (wj)) and fTj+1wj+1 ∈W csρ′ (vj+1).(4.3)
To guarantee that such points and times exist for all 1 ≤ j ≤ k, we observe that
once wj is chosen, we have
fsjwj = ftj (fTjwj) ∈ ftjW csρ′ (vj) ⊂W csρ′ (ftjvj).
Since ρ′ < δ, this gives dK(fsjwj , ftjvj) < δ. Using the fact that Tj+1 − sj =
Tj+1 − Tj − tj ≥ T , Proposition 4.5 provides wj+1 satisfying (4.3).
We prove by induction in j − i that given any 1 ≤ i ≤ j < k, we have
(4.4) du(fsiwj+1, fsiwj) ≤ αj−iρ′.
Note that the base case i = j follows immediately from (4.3). For the inductive
step we need the following lemma.
Lemma 4.6. Suppose ` ∈ {0, 1, . . . , k} has the property that (4.4) holds for all
1 ≤ i ≤ j < k with j − i ≤ `. Then for any 1 ≤ i ≤ j ≤ k with j − i ≤ `, we have
dti(fTiwj , vi) < ρ < .
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Proof. Using the triangle inequality and the fact that du and dcs are respectively
nondecreasing and nonincreasing, we get
(4.5) dti(fTiwj , vi) ≤ dcs(fTiwi, vi) + eΛdu(fsiwj , fsiwi).
By the second half of (4.3), we have
(4.6) dcs(fTiwi, vi) ≤ ρ′.
Using the hypothesis on (4.4), we have
du(fsiwj , fsiwi) ≤
j−1∑
m=i
du(fsiwm+1, fsiwm) ≤
j−1∑
m=i
αm−iρ′ ≤ ρ′(1− α)−1.
Together with (4.5), (4.6), and the definition of ρ′ in (4.2), this gives
dti(fTiwj , vi) ≤ ρ′ + eΛρ′(1− α)−1 < ρ/2 + ρ/2 = ρ,
which proves Lemma 4.6. 
Now suppose that ` ∈ {0, 1, . . . , k−1} is such that (4.4) holds for all 1 ≤ i ≤ j < k
with j − i ≤ `. Fix 1 ≤ i ≤ j < k with j − i = ` + 1. It follows from Lemma
4.6 that fsi+1wj ∈ B(fti+1vi+1, ). Moreover, since α`ρ′ ≤ ρ′ < ρ < δ, (4.4) gives
fsi+1wj+1 ∈Wuδ (fsi+1wj). Observing that fti+1vi+1 ∈ Reg(η) and si+1 − si ≥ T ≥
t0, we can apply (4.1) to obtain
(4.7) du(fsiwj+1, fsiwj) ≤ αdu(fsi+1wj+1, fsi+1wj) ≤ αj−iρ′.
This completes the inductive step and shows that (4.4) holds for all 1 ≤ i ≤ j < k.
Applying Lemma 4.6 with j = k proves that wk satisfies the conclusion of Theorem
4.1. Since ρ can be taken arbitrarily small, this completes the proof. 
We now prove a closing lemma for orbit segments in C(η).
Lemma 4.7. For all ρ, η, σ > 0, there exists T so that for every (v, t) ∈ C(η), there
exists w ∈ Bt(v, ρ) and τ ∈ [T − σ, T + σ] such that ft+τw = w.
Proof. We follow the proof of the Anosov closing lemma based on the Brouwer
fixed point theorem. By Lemma 4.4, there exists δ0 > 0 and κ ≥ 1 such that for
(v, t) ∈ C(η), the foliations Wu,W cs have local product structure with constant κ
in a δ0-neighborhood of both v and ftv, and so do the foliations W
s, W cu.
Fix (v0, t0) ∈ C(η). By Corollary 3.12, there exists  > 0 and α ∈ (0, 1) such
that if v′ ∈ B(v0, ) ∪B(ft0v0, ), then for all w,w′ ∈W s (v′) and t ≥ t0, we have
(4.8) ds(ftw, ftw
′) ≤ αds(w,w′),
and for all w,w′ ∈Wu (v′) and t ≥ t0, we have
(4.9) du(f−tw, f−tw′) ≤ αdu(w,w′).
Let δ > 0 be as in Proposition 4.5. Without loss of generality, we assume that
ρ ≤ min(, δ0, δ, σ).
By Theorem 4.1, C(η) has specification at scale ρ/(16κ); let T0 be the transition
time. Let n ∈ N satisfy 2καn < 1. By the specification property, there is a
point w0 whose forward orbit ρ/(16κ)-shadows first (v, t), then (v0, t0), then (v0, t0)
again, and so on until (v0, t0) has been shadowed n times, and then finally shadows
(v, t) once more. In particular, we have dt(v, w0) < ρ/(16κ), and ft+T (w0) ∈
B(r, ρ/(16κ)) for T = n(t0 + T0) + T0, so dK(w0, ft+Tw0) < ρ/(8κ). Assume that
n is chosen large enough that T > 1 + σ.
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Fix w0 and consider the map W
s
ρ/4(w0)→W sρ/4(w0) defined by u 7→W sρ/4(w0)∩
W cuρ/4(ft+Tu). This is well-defined because for all u ∈ W sρ/4(w0), we can ap-
ply (4.8) at each of the n times the orbit segment shadows (v0, t0) to obtain
ds(ft+Tu, ft+Tw0) ≤ αnds(u,w0) ≤ αnρ < ρ/(8κ). Since dK ≤ ds, this gives
dK(ft+Tu,w0) ≤ ds(ft+Tu, ft+Tw0) + dK(ft+Tw0, w0) ≤ ρ/(4κ),
and thus by the local product structure the map is well-defined. By continuity
of the map, the Brouwer fixed point theorem gives w1 ∈ W sρ/4(w0) with w1 ∈
W cuρ/4(ft+Tw1), and thus w1 ∈ Wuρ/4(ft+T+rw1) for some |r| < ρ ≤ σ. Writing
τ = T + r ∈ [T − σ, T + σ], we observe that
(4.10) Wuρ/4(w1) ⊂Wuρ/2(ft+τw1),
and so given any u ∈Wuρ/4(w1), repeated application of (4.9) gives
f−(t+τ)(u) ∈Wuαnρ/2(w1) ⊂Wuρ/4(w1),
so f−(t+τ) sends Wuρ/4(w1) to itself continuously. The Brouwer fixed point theorem
gives w = ft+τw ∈ Wuρ/4(w1). Since the period of this orbit is in the required
range, it only remains to check that dt(v, w) < ρ, which we do by using the triangle
inequality, (2.15), (2.16), τ > 1, and (4.10) to get
dt(v, w) ≤ dt(v, w0) + dt(w0, w1) + dt(w1, w)
≤ ρ
16κ
+ ds(w0, w1) + d
u(ft+τw1, ft+τw)
≤ ρ
16
+
ρ
4
+ du(ft+τw1, w) ≤ ρ
16
+
ρ
4
+
ρ
2
< ρ. 
We remark that combining Theorem 4.1 and Lemma 4.7 yields a version of the
specification property for C(η) where we can approximate a finite sequence of orbit
segments by a periodic orbit segment. We also have the following corollary for orbit
segments (v, t) that enter C(η) in both the time intervals [0,M ] and [t−M, t].
Corollary 4.8. For all ρ, η, σ,M > 0, there exists T so that for every (v, t) with
the property that there exists p, s ∈ [0,M ] such that (fpv, ft−p−sv) ∈ C(η), there
exists w ∈ Bt(v, ρ) and τ ∈ [T − σ, T + σ] such that ft+τw = w and w ∈ Reg.
Proof. Given ρ > 0, by continuity of the flow and λ and compactness of T 1M ,
there exists ρ′ > 0 such that dK(v, w) < ρ′ implies that dK(ftv, ftw) < ρ for every
t ∈ [−M,M ], and if dK(v, w) < ρ′ and λ(v) > η then λ(w) > 0. Let (v, t) and
p, s ≤ M satisfy (v′, t′) = (fpv, t − p − s) ∈ C(η). Fix δ > 0. By Lemma 4.7, we
know that there exists w′ with ft′+τw′ = w′, where τ ∈ [T (ρ′)− δ, T (ρ′) + δ], and
dt′(v
′, w′) < ρ′. Since λ(v) > η and dK(v′, w′) < ρ′, we have λ(w′) > 0 and thus w′
is a regular periodic point. 
5. Pressure estimates
In this section, we prove that the hypotheses of Theorem A guarantee the pres-
sure gap conditions P⊥exp(ϕ) < P (ϕ) and P ([P] ∪ [S], ϕ) < P (ϕ) in Theorem 2.6.
Here, P = S = B(η) where B(η) is the collection introduced in §3.1 and η > 0 is
sufficiently small.
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5.1. General estimates. We start with a general result for a continuous flow F on
a compact metric space X, which relates pressure for a collection of orbit segments
to the free energies for an associated collection of measures. Given a collection
C of orbit segments, let M(C) denote the set of F-invariant measures on X that
are obtained as limits of convex combinations of empirical measures along orbit
segments in C. That is, for each (x, t) ∈ C define the empirical measure Ex,t by∫
ψ dEx,t = 1
t
∫ t
0
ψ(fsx) ds,
for all ψ ∈ C(X). Consider for each t ≥ 0 the convex hull
Mt(C) =
{
k∑
i=1
aiExi,t : ai ≥ 0,
∑
ai = 1, (xi, t) ∈ C
}
.
We use the following set of F-invariant Borel probability measures:
(5.1) M(C) =
{
lim
k→∞
µtk : tk →∞, µtk ∈Mtk(C)
}
.
Note thatM(C) is non-empty as long as C contains arbitrarily long orbit segments
(which happens whenever P (C, ϕ) > −∞).
Proposition 5.1. If ϕ is a continuous potential, then
P (C, ϕ) ≤ sup
µ∈M(C)
Pµ(ϕ),
where we write Pµ(ϕ) = hµ(F) +
∫
ϕdµ for convenience.
Proof. For an arbitrary fixed  > 0, and any t > 0, let Et be a (t, )-separated set
for Ct of maximal cardinality with
log
∑
y∈Et
eΦ(y,t) > log Λ(C, ϕ, , t)− 1.
Then there is tk →∞ such that
(5.2) lim
k→∞
1
tk
log
∑
y∈Etk
eΦ(y,tk) ≥ P (C, ϕ, ).
Consider the measures
µt =
∑
y∈Et e
Φ(y,t)Ey,t∑
y∈Et e
Φ(y,t)
.
By construction, µt ∈Mt(C). Passing to a subsequence if necessary, we can assume
that µtk → µ ∈M(C). The second half of the proof of the variational principle [29,
Theorem 9.10] shows that
hµ +
∫
ϕdµ ≥ lim inf
k→∞
1
tk
log
∑
y∈Etk
eΦ(y,tk),
so (5.2) gives Pµ(ϕ) ≥ P (C, ϕ, ). Taking  > 0 arbitrarily small gives the required
result. 
In general, the inequality in Proposition 5.1 may be strict. For example, let
ν be an ergodic measure with positive entropy, x be a generic point for ν in the
sense that limt→∞ Ex,t = ν, and C = {(x, t) : t > 0}. We have P (C, ϕ) =
∫
ϕdν <
hµ +
∫
ϕdν = Pν(ϕ) = supµ∈M(C) Pµ(ϕ).
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5.2. Pressure estimates for bad orbits. Now we consider the geodesic flow and
estimate the pressure of the ‘bad’ orbit segments.
Proposition 5.2. With B(η) as in §3.1 and ϕ : T 1M → R continuous, we have
limη→0 P ([B(η)], ϕ) = P (Sing, ϕ). In particular, if P (Sing, ϕ) < P (ϕ), then there
exists some η > 0 such that P ([B(η)], ϕ) < P (ϕ).
Proof. Since the function λ vanishes on Sing, we have Sing × N ⊂ [B(η)] for all
η > 0, which immediately gives P (Sing, ϕ) ≤ P ([B(η)], ϕ). Thus it suffices to show
that for every  > 0 we have P ([B(η)], ϕ) < P (Sing, ϕ) +  whenever η > 0 is
sufficiently small.
To this end, consider for each η > 0 the set of measures Mλ(η) = {µ ∈
M(T 1M) : ∫ λ dµ ≤ η}. Given (v, t) ∈ [B(η)], we have∫ t
0
λ(fsv) ds ≤ tη + 2‖λ‖,
where the last term comes from the fact that we are considering [B(η)] instead of
B(η). By convexity, we have ∫ λ dµt ≤ η + 2t ‖λ‖ for every µt ∈ Mt([B(η)]), and
thus every µ ∈ M([B(η)]) satisfies ∫ λ dµ ≤ η, proving the inclusion M([B(η)]) ⊂
Mλ(η). By Proposition 5.1 we have
P ([B(η)], ϕ) ≤ sup
µ∈M([B(η)])
Pµ(ϕ) ≤ sup
µ∈Mλ(η)
Pµ(ϕ),
and so it suffices to show that for every  > 0 this last quantity can be made smaller
than P (Sing, ϕ) +  by taking η > 0 sufficiently small.
Note thatMλ(η) is compact in the weak* topology by continuity of λ. Moreover,
M(Sing) ⊂ Mλ(η) for all η > 0, and by Lemma 3.6, we see that every µ with∫
λ dµ = 0 is supported on Sing, whence we conclude that
(5.3) M(Sing) =
⋂
η>0
Mλ(η).
Let D be a metric onM(T 1M) compatible with the weak* topology. SinceMλ(η)
is compact for each η > 0, (5.3) gives
D(Mλ(η),M(Sing))→ 0 as η → 0.
By [21, Proposition 3.3], ft is h-expansive, so the entropy function µ 7→ h(µ) is
upper semi-continuous, as is µ 7→ Pµ(ϕ). Thus, for any  > 0, there exists γ > 0
so that D(µ, ν) < γ implies Pµ(ϕ) < Pν(ϕ) + . Choosing η small enough so that
D(Mλ(η),M(Sing)) < γ, we obtain
sup
µ∈Mλ(η)
Pµ(ϕ) ≤ sup
µ∈M(Sing)
Pµ(ϕ) +  = P (Sing, ϕ) + .
Since  > 0 was arbitrary, this completes the proof. 
5.3. Pressure of obstructions to expansivity. We use the following lemma to
prove that P⊥exp(ϕ) ≤ P (Sing, ϕ). Let inj(M) be the injectivity radius of M .
Lemma 5.3. If 0 <  < inj(M)/3, then NE() ⊂ Sing.
Proof. Given v ∈ T 1M , let γ˜v be the lift of γv to the universal cover. If w ∈ Γ(v),
then the choice of  guarantees that d(γ˜v(t), γ˜w(t)) ≤  for all t ∈ R. If γv and γw
are distinct geodesics, then by the flat strip theorem [13, Proposition 1.11.4], they
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bound a flat strip in the universal cover. Thus, v has a parallel Jacobi field, and
hence v ∈ Sing. Thus, NE() ⊂ Sing. In particular, µ(Sing) = 1. 
Proposition 5.4. For a continuous potential ϕ, P⊥exp(ϕ) ≤ P (Sing, ϕ).
Proof. By Lemma 5.3 and the Variational Principle, for any  > 0,
P⊥exp(ϕ, ) = sup
µ∈Me(F)
{
hµ(f1) +
∫
ϕdµ : µ(NE()) = 1
}
≤ sup
µ∈M(Sing)
{
hµ(f1) +
∫
ϕdµ
}
= P (Sing, ϕ). 
6. Completing the proof of Theorem 3.1
Let (P,G,S) = (B(η),G(η),B(η)) be the decomposition described in §3.1. By
Theorem 4.1, G(η) has specification for all η > 0. By Proposition 5.2, for suffi-
ciently small η we have P ([P]∪ [S], ϕ) = P ([B(η)], ϕ) < P (ϕ). By Proposition 5.4,
P⊥exp(ϕ) ≤ P (Sing, ϕ). This verifies the hypotheses of Theorem 2.6, and thus we
conclude that ϕ has a unique equilibrium state µ.
We now prove the remaining properties of µ stated in Theorem 3.1. Since µ is a
unique equilibrium state, it must be ergodic (see [29, Theorem 9.13] for details), and
thus either µ(Sing) = 0 or µ(Sing) = 1. Suppose the second case holds. Then by
the variational principle, it would follow that P (Sing, ϕ) ≥ hµ(F)+
∫
ϕdµ = P (ϕ).
This contradicts the hypothesis of the theorem, and thus µ(Reg) = 1. By Corollary
3.7, it follows that µ is hyperbolic.
To prove µ is fully supported, and that weighted regular periodic orbits equidis-
tribute to µ, we recall details from [9]. Given a decomposition (P,G,S) and M > 0,
we write GM for the set of orbit segments (x, t) whose decomposition satisfies
p(x, t), s(x, t) ≤ M . When the hypotheses of Theorem 2.6 are satisfied, GM has
the following properties.
Lemma 6.1. There exists M,C,  > 0 such that for all t > 0,
(6.1) Λ(GM , , t) > CetP (ϕ).
Thus for sufficiently large M , we have P (GM , ϕ) = P (ϕ). We have the lower
Gibbs property on GM : for all ρ > 0, there exists Q,T,M > 0 such that for every
(v, t) ∈ GM with t ≥ T ,
µ(Bt(v, ρ)) ≥ Qe−tP (ϕ)+Φ(v,t).
As a consequence of the lower Gibbs property, if (v, t) ∈ G and t is sufficiently large,
then µ(B(v, ρ)) > 0.
Proof. Lemma 4.12 of [9] shows that there exists M,C,  > 0 such that Λ(GM , , t) >
QetP (ϕ) for all t > 0. For sufficiently large M , it follows that P (GM , ϕ) = P (ϕ).
The lower Gibbs property for GM is provided by [9, Lemma 4.16]. That lemma
has a hypothesis that ρ > 2δ, where δ is a scale at which G is required to have
specification, and at which the pressure gap holds, see [9, Remark 4.13]; both of
these conditions hold here for arbitrarily small δ, so [9, Lemma 4.16] applies for all
ρ > 0. Finally, note that G ⊂ GM for all M . Thus, if (v, t) ∈ G and t ≥ T , then
µ(B(v, ρ)) ≥ µ(Bt(v, ρ)) ≥ Qe−tP (ϕ)+Φ(v,t) > 0. 
We also need the following consequence of Theorem 4.1.
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Lemma 6.2. Given η, ρ > 0, there exists η0 > 0 such that for every v ∈ Reg(η)
and every T > 0, there are t ≥ T and w ∈ B(v, ρ) such that (w, t) ∈ G(η0).
Proof. By Lemma 3.11, we can decrease ρ if necessary and assume that if (u, t) ∈
G(η/2) and u′ ∈ Bt(u, ρ), then u′ ∈ G(η/4). Let τ be the transition time for
the specification property for G(η/2) at scale ρ. Let v ∈ Reg(η). Then using the
modulus of continuity for λ, we can find a fixed  > 0 (independent of v) so that
(v, ) ∈ G(η/2). Fix (u, t0) ∈ G(η/2), and let k ∈ N be such that kt0 ≥ T . By the
specification property, we can find a point w that shadows (v, ), and then shadows
k copies of (u, t0). Then for each j ≥ 1, (fsj+τjw, t0) ∈ G(η/4). Using this fact,
and the definition of G, it is not hard to show the existence of a constant η0 so that
(w, t) ∈ G(η0) where t = kt0 + +
∑k−1
j=1 τj , and η0 depends only on ρ, η, τ . 
We are now ready to prove the following.
Proposition 6.3. The unique equilibrium state µ provided by Theorem 3.1 is fully
supported.
Proof. Let Reg′ = {v : λ(v) > 0}. We show that µ(B(v, 2ρ)) > 0 for every v ∈ Reg′
and ρ > 0. By Lemma 3.9, Reg′ is dense, and by Lemma 6.2, for every v ∈ Reg′
and ρ > 0 there exists η0 > 0 such that for every T > 0, there are t ≥ T and
w ∈ B(v, ρ) such that (w, t) ∈ G(η0). The decomposition (B(η0),G(η0),B(η0))
satisfies the conditions of Theorem 2.6, and so Lemma 6.1 applies. We are free to
assume that (w, t) is chosen with t as large as we like, so Lemma 6.1 shows that
µ(B(v, 2ρ)) ≥ µ(B(w, ρ)) > 0. 
We now address growth rates and equidistribution for regular closed geodesics.
Proposition 6.4. For all δ > 0, there exists β > 0 so that the regular closed
geodesics satisfy
(6.2)
β
T
eTP (ϕ) ≤ Λ∗Reg(ϕ, T, δ) ≤ β−1eTP (ϕ)
for all sufficiently large T , where Λ∗Reg(ϕ, T, δ) is defined in (2.2).
Proof. The upper bound follows from [9, Lemma 4.11] and (2.3). To prove the lower
bound, we first note that by (6.1), there exists C,M such that for every t > 0 there
exists a (t, )-separated set Et ⊂ (GM )t satisfying
∑
v∈Et e
∫ t
0
ϕ(fsv) ds ≥ CetP (ϕ).
Since ϕ has the Bowen property with respect to G, then there exists ρ,K > 0 such
that
(6.3)
∑
v∈Et
inf
w∈Bt(v,ρ)
e
∫ t
0
ϕ(fsw) ds ≥ Ce−KetP (ϕ).
Without loss of generality, we assume ρ < /3. We approximate each v ∈ Et by a
regular closed geodesic using Corollary 4.8. That is, there exists a T0 so that we
can define a map v 7→ w so that
(6.4) ft+τw = w for some τ ∈ (T0 − δ, T0], and dt(w, v) < ρ.
Since ρ < /3 and the set Et is (t, )-separated, the map v 7→ w is injective on Et,
and its image E′t is (t, ρ)-separated. Thus (6.3) gives
(6.5)
∑
w∈E′t
e
∫ t
0
ϕ(fsw) ds ≥ Ce−KetP (ϕ).
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Every w ∈ E′t is tangent to a regular closed geodesic γ ∈ PerR(t + T0 − δ, t + T0],
where PerR is as in §2.3, and we have
(6.6) Φ(γ) ≥
∫ t
0
ϕ(fsw) ds− T0‖ϕ‖.
Because E′t is (t, ρ)-separated, each γ ∈ PerR(t+T0−δ, t+T0] has at most (t+T0)/ρ
elements of E′t tangent to it, so (6.5) and (6.6) give
(6.7)
∑
γ∈PerR(t+T0−δ,t+T0]
eΦ(γ) ≥ ρ
t+ T0
e−T0‖ϕ‖Ce−KetP (ϕ).
Now given any sufficiently large T , we can set t = T − T0 and apply (6.7) to get
(6.8)
∑
γ∈PerR(T−δ,T ]
eΦ(γ) ≥ ρ
T
e−T0(‖ϕ‖+P (ϕ))Ce−KeTP (ϕ) =
β′
T
eTP (ϕ),
where β′ = ρe−T0(‖ϕ‖+P (ϕ))Ce−K . 
Proposition 6.5. The unique equilibrium measure µ is the weak∗ limit of weighted
regular periodic orbit measures.
Proof. Proposition 6.4 shows that lim infT→∞ 1T log Λ
∗
Reg(ϕ, T, δ) = P (ϕ) for any
fixed δ > 0. It follows that P ∗Reg(ϕ) = P (ϕ), so the result follows from Proposition
2.8. 
7. The Bowen property
We show that Ho¨lder continuous potentials on T 1M have the Bowen property on
G(η). Then we show that the geometric potential has the Bowen property on G(η),
despite the fact that it is not known whether this potential is Ho¨lder continuous.
It is immediate from these results that any potential of the form pϕ+ qϕu, where
ϕ is Ho¨lder and p, q ∈ R, has the Bowen property.
7.1. Ho¨lder continuous potentials. We start by working along stable and un-
stable leaves, then use the local product structure.
Definition 7.1. A potential ϕ : T 1M → R is Ho¨lder along stable leaves if there
are C, θ,  > 0 such that for any v ∈ T 1M and w ∈W s (v), we have |ϕ(v)−ϕ(w)| ≤
Cds(v, w)θ. Similarly, ϕ is Ho¨lder along unstable leaves if there are C, θ,  > 0
such that |ϕ(v)− ϕ(w)| ≤ Cdu(v, w)θ whenever v ∈ T 1M and w ∈Wu (v).
By (2.15) and (2.16), which bound dK in terms of d
u and ds, a Ho¨lder continuous
potential is Ho¨lder along both stable and unstable leaves.
Definition 7.2. A potential ϕ has the Bowen property along stable leaves with
respect to C ⊂ T 1M × [0,∞) if there are δ,K > 0 such that
sup{|Φ(v, t)− Φ(w, t)| : (v, t) ∈ C, w ∈W sδ (v)} ≤ K.
A potential ϕ has the Bowen property along unstable leaves with respect to C if
there are δ,K > 0 such that
sup{|Φ(v, t)− Φ(w, t)| : (v, t) ∈ C, w ∈ f−tWuδ (ftv)} ≤ K.
Lemma 7.3. If ϕ is Ho¨lder along stable leaves (respectively unstable leaves), then it
has the Bowen property along stable leaves (respectively unstable leaves) with respect
to G(η) for any η > 0.
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Proof. We give the proof for stable leaves; the unstable case is similar. Let δ > 0
be as in Lemma 3.11. Let (v, T ) ∈ G(η) and w ∈ W sδ (v). By Lemma 3.11 and the
Ho¨lder property along stable leaves, we have |ϕ(ftv)− ϕ(ftw)| ≤ Ce− η2 θt for each
t ∈ [0, T ]. Thus, we have
|Φ(v, T )− Φ(w, T )| ≤ C
∫ T
0
e−
η
2 θt dt ≤ C
∫ ∞
0
e−
η
2 θt dt.
This bound is independent of v and T , which proves the lemma. 
Lemma 7.4. Given η > 0, suppose that ϕ : T 1M → R has the Bowen property
on G(η/2) with respect to both stable and unstable leaves. Then ϕ has the Bowen
property on G(η).
Proof. Since curvature of horospheres is uniformly bounded on T 1M , there are
δ0, C > 0 such that for every v ∈ T 1M and w ∈ Wu(v) with du(v, w) ≤ δ0, we
have du(v, w) ≤ CdK(v, w). Using Lemma 4.4, let δ1 > 0 be such that for every
(v, T ) ∈ G(η), the foliations Wu, W cs have local product structure with constant
κ in a δ1-neighborhood of both v and fT v. By Lemma 3.11, there exists δ2 > 0 so
that for (v, T ) ∈ G(η), every w ∈ BT (v, δ2) has (w, T ) ∈ G(η/2). Let δ3,K > 0 be
the constants associated to the Bowen property for φ with respect to G(η/2) along
stable and unstable leaves, and assume without loss of generality that δ3 < δ0.
Now take 0 < δ < min(δ0, δ1, δ2, δ3/(2κC)). Fix (v, T ) ∈ G(η) and w ∈ BT (v, δ).
By LPS, there is v′ ∈W csδκ(v)∩Wuδκ(w). We claim that fT v′ ∈Wuδ3(fTw). Suppose
this fails; then there is t ∈ [0, T ] such that
(7.1) δ3 < d
u(ftv
′, ftw) ≤ δ0
but since v′ ∈W csδκ(v) ⊂ BT (v, δκ), we have
dK(ftv
′, ftw) ≤ dK(ftv′, ftv) + dK(ftv, ftw) ≤ 2δκ,
and so du(ftv
′, ftw) ≤ 2δκC < δ3, contradicting (7.1). It follows that v′ ∈
f−TWuδ3(fTw). Let ρ ∈ [−κδ, κδ] be such that fρ(v′) ∈W sδ3(v); then
|Φ(v, T )− Φ(w, T )| ≤ |Φ(v, T )− Φ(fρv′, T )|+ |Φ(fρv′, T )− Φ(v′, T )|
+ |Φ(v′, T )− Φ(w, T )| ≤ K + 2κδ‖ϕ‖+K. 
The following is an immediate consequence of Lemmas 7.3 and 7.4.
Corollary 7.5. If ϕ is Ho¨lder continuous, then it has the Bowen property with
respect to G(η) for any η > 0.
7.2. The geometric potential. The geometric potential for the geodesic flow is
given by
ϕu(v) = − lim
t→0
1
t
log det(dft|Euv ) = −
d
dt
∣∣∣
t=0
log det(dft|Euv ).
When M has dimension 2, the function ϕu is Ho¨lder along unstable leaves [17,
Proposition III], and so the problem of proving the Bowen property for ϕu on G(η)
reduces to proving it along stable leaves, where it is not known whether ϕu is
Ho¨lder. In higher dimensions, it is not known whether ϕu is Ho¨lder continuous on
either stable or unstable leaves; an advantage of our approach is that we sidestep
the question of Ho¨lder regularity by proving the Bowen property on G directly.
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We will find it more convenient to work with the potential function
(7.2) ψu(v) = − lim
t→0
1
t
log det(Juv,t) = −
d
dt
∣∣∣
t=0
log det(Juv,t),
where Juv,t : v
⊥ → (ftv)⊥ is the linear map that takes w ∈ v⊥ to the value at t
of the unstable Jacobi field along γv that has value w at 0. Note that for all t,
(ftv)
⊥ is a subspace of Tpi(ftv)M with norm induced by the Riemannian metric,
whereas Euftv is a subspace of TftvT
1M , so the Jacobian determinants computed
in ϕu and ψu give different values. However, we can use (2.10), which tells us that
these norms are uniformly comparable, to show that the rate at which Juv,t and dft
expand volumes are also uniformly comparable.
Lemma 7.6. There exists K so that | ∫ T
0
ϕu(ftv) dt −
∫ T
0
ψu(ftv) dt| ≤ K for all
v ∈ T 1M and T > 0.
Proof. Given p ∈ M and v ∈ T 1pM , the canonical projection pi : T 1M → M has
derivative dpiv : TvT
1M → TpM that sends Euv onto v⊥. By (2.10), the Sasaki norm
on Euv and the Riemannian norm on v
⊥ satisfy
(1 + Λ2)−1/2‖ξ‖ ≤ ‖dpivξ‖ ≤ ‖ξ‖ for all ξ ∈ Euv .
It follows that (1 + Λ2)−n/2 ≤ det dpiv ≤ 1 for all v ∈ T 1M . Since dfT = dpi−1fT v ◦
Juv,T ◦ dpiv, we have det dfT = det(dpifT v)−1 det(Juv,T ) det(dpiv), and thus∣∣∣∣∣
∫ T
0
ϕu(ftv) dt−
∫ T
0
ψu(ftv) dt
∣∣∣∣∣ = ∣∣log det dfT − log det Juv,T ∣∣
≤ | log det dpifT v|+ | log det dpiv|
≤ 2| log(1 + Λ2)−n/2| = n log(1 + Λ2). 
It follows that qϕu and qψu share the same equilibrium states for any q ∈ R,
and that qϕu has the Bowen property on G(η) if and only if ψu does. From now
on, we work with ψu.
Given v ∈ T 1M and t ∈ R, we define Uuv (t) to be the second fundamental form of
the unstable horosphere Hu(ftv), as in §2.4.2. Then Uuv (t) is a positive semidefinite
symmetric linear operator on (ftv)
⊥ such that if J(t) is an unstable Jacobi field
along γv, then J
′(t) = Uuv (t)J(t); see Lemma 2.9.
Now (7.2) gives ψu(v) = − trUuv (0), so
(7.3)
∫ T
0
ψu(ftv) dt = −
∫ T
0
trUuv (t) dt.
The rest of this section is devoted to proving the following.
Proposition 7.7. For every η > 0 there are δ,Q, ξ > 0 such that given any (v, T ) ∈
G(η), w ∈W sδ (v), and w′ ∈ f−TWuδ (fT v), for every 0 ≤ t ≤ T we have
| trUuv (t)− trUuw(t)| ≤ Qe−ξt,(7.4)
| trUuv (t)− trUuw′(t)| ≤ Q
(
e−ξt + e−ξ(T−t)
)
.(7.5)
Since
∫ T
0
ψu(ftv) dt = −
∫ T
0
trUuv (t) dt, (7.4) shows that ψu has the Bowen prop-
erty on G(η) along stable leaves, and (7.5) gives it along unstable leaves. Thus, by
Lemma 7.4, ψu has the Bowen property on G(2η), so we obtain the desired result:
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Corollary 7.8. For every η > 0, the potential ψu, and thus the potential ϕu, has
the Bowen property on G(η).
To prove Proposition 7.7, we study Uuv (t) by using the fact that its time evolution
is governed by a Riccati equation, which we now describe. For v ∈ T 1M , let
K(v) : v⊥ → v⊥ be the symmetric linear map such that 〈K(v)X,Y 〉 = 〈R(X, v)v, Y 〉
for X,Y ∈ v⊥. The eigenvalues of K(v) are sectional curvatures of planes containing
v. Consequently K(v) is negative semidefinite. We recall from (2.6) that Jacobi
fields along γv evolve according to J
′′(t) +K(ftv)J(t) = 0. Lemma 2.9 shows that
if J(t) arises from varying γ = γv through unit speed geodesics orthogonal to a
hypersurface H, then J ′(t) = U(t)J(t), where U(t) is the second fundamental form
of ftH. Differentiating this, the second-order ODE above becomes
0 = J ′′(t) +K(γ˙(t))J(t) = (U ′(t) + U2(t) +K(γ˙(t)))J(t).
This shows that U(t) is a solution of the Riccati equation along γ:
(7.6) U ′(t) + U2(t) +K(γ˙(t)) = 0.
In particular, Uuv (t), which we defined as the second fundamental form of the un-
stable horosphere Hu(ftv), is a solution of (7.6).
Using parallel translation along γ to identify the spaces γ˙(t)⊥, we can represent
U and K by symmetric (n− 1)× (n− 1) matrices; this matrix Riccati equation was
introduced by Green in [18]. When M is a surface, the Riccati equation (7.6) along
γv becomes
(7.7) U ′(t) + U2(t) +K(ftv) = 0,
where K(ftv) is the Gaussian curvature at γv(t). A nice exposition of the Riccati
equation for non-positive curvature surfaces is in [24].
We now prove Proposition 7.7. Let V be the space of symmetric (n−1)× (n−1)
matrices, equipped with the semi-metric
ρ(A,B) = | trA− trB|.
Given v ∈ T 1M and s ≤ t ∈ R, let Rvs,t : V → V denote the time-evolution map
from time s to time t for the nonautonomous ODE
(7.8) U ′(τ) + U2(τ) +K(fτv) = 0.
That is, Rvs,t(A) = U(t), where U is the solution of (7.8) with U(s) = A. Then
given v, w ∈ T 1M , we have
(7.9) ρ(Uuv (t),Uuw(t)) = ρ(Rv0,tUuv (0),Rw0,tUuw(0))
≤ ρ(Rv0,tUuv (0),Rv0,tUuw(0)) + ρ(Rv0,tUuw(0),Rw0,tUuw(0)).
To estimate the first term, we will establish contraction properties of Rv0,t on a
suitable subset of V . Given A,B ∈ V , write A < B if A − B is positive semi-
definite and A  B if A − B is positive definite. Similarly, write A 4 B if A − B
is negative semi-definite and A ≺ B if A − B is negative definite. Fix b > 0
such that −b2 is a strict lower bound for the sectional curvatures of M , and let
D = {U ∈ V : 0 4 U 4 bI}. The following lemma, proved in §7.3, shows that D is
a forward-invariant domain for the maps Rvs,t.
Lemma 7.9. For every v ∈ T 1M and s ≤ t ∈ R, we have Rvs,tD ⊂ D.
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Henceforth, we use the letter Q generically for a constant whose precise value
will be different at different occurrences. Recall that the function λ˜ ≥ 0 was defined
in §3.3 as λ˜(v) = max(0, λ(v)− η2 ). The following lemma allows us to estimate the
first term in (7.9).
Lemma 7.10. For every η > 0, there is a constant Q > 0 such that for every
v ∈ T 1M , s ≤ t ∈ R, and U0,U1 ∈ D, we have
(7.10) ρ(Rvs,tU0,Rvs,tU1) ≤ Qe−
∫ t
s
λ˜(fτv) dτ‖U0 − U1‖.
We prove Lemma 7.10 in §7.4. To estimate the second term in (7.9), we fix
v, w ∈ T 1M , t ≥ 0, and U0 ∈ D, and consider the function R = Rv,w,tU0 : [0, t] → D
given by
(7.11) R(s) = Rvs,tRw0,sU0,
so R(s) evolves U0 by the Riccati equation for w until time s, then evolves by the
Riccati equation for v from time s to time t. Our proof of Lemma 7.10 shows
that Uuw(0) ∈ D, so we can set U0 = Uuw(0) to obtain a path in D that connects
R(0) = Rv0,tUuw(0) to R(t) = Rw0,tUuw(0). Thus we can estimate the second term in
(7.9) by bounding the length of the path R in the pseudo-metric ρ.
Lemma 7.11. Given any v, w ∈ T 1M and t ≥ 0, the function R = Rv,w,tUuw(0) satisfies
the following bound for all 0 ≤ s1 ≤ s2 ≤ t:
(7.12) ρ(R(s1), R(s2)) ≤
∫ s2
s1
Qe−
∫ t
s
λ˜(fτv) dτ‖K(fsv)−K(fsw)‖ ds.
We prove Lemma 7.11 in §7.5. We now explain how to prove Proposition 7.7
from Lemmas 7.10 and 7.11. Given η > 0, let δ > 0 be as in (3.3). Given (v, T ) ∈ G
and w ∈W sδ (v), smoothness of K : T 1M → V together with (3.5) gives
‖K(fsv)−K(fsw)‖ ≤ QdK(fsv, fsw) ≤ Qds(fsv, fsw) ≤ Qδe−
∫ s
0
λ˜(fτv) dτ
for all s ∈ [0, T ]. We conclude that for every t ∈ [0, T ], the integrand in (7.12) is
bounded above by
Qe−
∫ t
0
λ˜(fτv) dt ≤ Qe−
∫ t
0
λ(fτv) dt+
η
2 t ≤ Qe− η2 t,
where the last inequality holds because (v, T ) ∈ G(η). Thus, (7.12) gives the esti-
mate ρ(R(s1), R(s2)) ≤ (s2 − s1)Qe− η2 t. Fixing ξ < η2 , and setting s1 = 0, s2 = t,
we obtain
ρ(Rv0,tUuw(0),Rw0,tUuw(0)) ≤ Qte−
η
2 t < Qe−ξt,
which bounds the second term of (7.9). By (7.10), we have
(7.13) ρ(Rv0,tUuv (0),Rv0,tUuw(0)) ≤ Qe−
∫ t
0
λ˜(fτv) dτ ≤ Qe− η2 t,
which bounds the first term of (7.9). Thus, both terms of (7.9) are bounded above
by Qe−ξt,which proves the first half of Proposition 7.7.
To prove (7.5), first observe that when (v, T ) ∈ G and fTw′ ∈Wuδ (fT v), we can
use (3.8) to get
‖K(fsv)−K(fsw′)‖ ≤ Qe−
∫ T
s
λ˜(ftw
′) dt ≤ Qe− η2 (T−s).
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Now letting R = Rv,w
′,t
Uu
w′ (0)
and t ∈ [0, T ], (7.12) gives the bound
ρ(R(0), R(t)) ≤ Q
∫ t
0
‖K(fsv)−K(fsw′)‖ ds
≤ Q
∫ t
0
e−
η
2 (T−s) ds ≤ Qe− η2 (T−t).
Thus, ρ(Rv0,tUuw′(0),Rw
′
0,tUuw′(0)) ≤ Qe−
η
2 (T−t). Also, (7.13) holds with w′ in place
of w. Using these bounds in (7.9) gives (7.5) with ξ = η2 . Modulo the proofs of
Lemmas 7.9, 7.10 and 7.11, which are given in the next sections, this completes the
proof of Proposition 7.7.
7.3. Proof of Lemma 7.9. The following three lemmas give forward invariance
of the domain D under the maps Rvs,t for any v ∈ T 1M .
Lemma 7.12. [10, p. 50] Suppose U1(t) and U2(t) are symmetric solutions of (7.6)
with U1(t0) < U2(t0). Then U1(t) < U2(t) for all t. Similarly, if U1(t0)  U2(t0),
then U1(t)  U2(t) for all t.
Proof. Both D(t) = U1(t)− U2(t) and M(t) = 12 (U1(t) + U2(t)) are symmetric and
by a straightforward computation, satisfy
D′ +DM+MD = 0.
Let X (t) be the solution of X ′(t) = M(t)X (t) with X (t0) = I. Then X (t) is
non-singular for all t and, since M is symmetric,
(X ∗DX )′ = X ∗(D′ +DM+MD)X = 0.
Thus X ∗DX (t) is constant, so the signature of D(t) is constant. 
Lemma 7.13. Let U(t) be a symmetric solution of (7.6) with U(t0) < 0. Then
U(t) < 0 for all t ≥ t0.
Proof. Let U(t) be the (symmetric) solution of
(7.14) U ′(t) + U2 (t) +K(γ˙(t))− 2I = 0
with U(t0) = U(t0) < 0. Then lim→0 U(t) = U(t) for all t, so it suffices to prove
that U(t) < 0 for all t ≥ t0 and  > 0. Let
S = {t ≥ t0 | U(t1) < 0 for all t1 ∈ [t0, t]}.
Suppose S is bounded above, and let t1 = supS. Let U1 be the solution of (7.14)
with U1 (t1) = 0. By Lemma 7.12, we have U(t) < U1 (t) for all t ∈ R. However,
(U1 )′(t1) = −K(γ˙(t)) + 2I is positive definite, so there is some t2 > t1 with the
property that U1 (t)  0 for all t ∈ (t1, t2], and consequently U(t) < 0 for all
t ∈ (t1, t2]. This means that t2 ∈ S, contradicting maximality of t1. We conclude
that S = [t0,∞), which proves the lemma. 
Recall that b > 0 was chosen so that −b2 is a strict lower bound for the sectional
curvatures of M .
Lemma 7.14. Suppose U(t) is a solution of (7.6) with bI < U(t0). Then bI < U(t)
for t ≥ t0.
Proof. Proceed as in Lemma 7.13 by observing that U ′(t) = −U2(t)−K(γ˙(t)) ≺ 0
if U(t) = bI and applying Lemma 7.12. 
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We conclude that D is an invariant domain for evolution under the Riccati
equation (7.6). Thus, for every v ∈ T 1M and s ≤ t ∈ R, we have Rvs,tD ⊂ D.
7.4. Proof of Lemma 7.10. We begin by proving convergence results to Uu for
Riccati solutions with positive semi-definite initial conditions.
Lemma 7.15. Let Uuv,τ be the solution of the Riccati equation along γv such that
Uuv,τ (−τ) = 0. Then Uuv,τ (0)→ Uuv (0) as τ →∞. The convergence is uniform in v.
Proof. We have Uuv,τ (−τ) = 0 4 Uuv (f−τv) = Uuv (−τ). It follows from Lemma 7.12
that Uuv,τ (t) 4 Uuv (t) for all t, in particular when t = 0. On the other hand,
Lemma 7.13 tells us that Uuv,τ (t) < 0 for t ≥ −τ . It follows that if 0 ≤ τ1 ≤ τ2, then
0 4 Uuv,τ1(0) 4 Uuv,τ2(0) 4 Uuv (0). We would like to deduce that Uuv,τ (0) converges
to Uuv (0) as τ →∞.
Observe that for every x ∈ Rn−1, the sequence 〈x,Uuv,τ (0)x〉 is monotonic in τ ,
and hence has a limit as τ → ∞. Since this holds for every x, we conclude that
limτ→∞ Uuv,τ (0) exists and that it is 4 Uuv (0); it remains to show that the limit is
in fact Uuv (0) for each v.
Let Jv,w,τ be a Jacobi field along γv that satisfies Jv,w,τ (0) = w ∈ v⊥ and
J ′v,w,τ (−τ) = 0. Since the norm of a Jacobi field is a convex function, we have
‖Jv,w,τ (t)‖ ≤ ‖w‖ for −τ ≤ t ≤ 0. If τk is a sequence such that τk →∞ and Jv,w,τk
is a sequence that converges to a Jacobi field J , then ‖J(t)‖ ≤ ‖J(0)‖ for all t ≤ 0,
and hence J is the unstable Jacobi field with initial value w. Since we have the
same limit for any such subsequence, it follows that Jv,w,τ converges as τ →∞ to
the unstable Jacobi field with initial value w. Thus Uuv,τ (0)→ Uuv (0) for each v.
Now given any x ∈ Rn−1, Dini’s theorem tells us that 〈x,Uuv,τ (0)x〉 → 〈x,Uuv (0)x〉
uniformly in v. Since a symmetric matrix U is completely determined by 〈x, Ux〉
for a finite number of values of x, this shows that Uuv,τ (0) → Uuv (0) uniformly in
v. 
Corollary 7.16. For any v ∈ T 1M , Uuv (0) ∈ D.
Proof. Lemma 7.9 tells us that Uuv,τ (0) ∈ D for all τ . Since D is compact, it follows
from Lemma 7.15 that Uuv (0) ∈ D. 
Proposition 7.17. For each  > 0 there is τ0() > 0 such that if U(t) is a solution
of the Riccati equation along the geodesic γv and t0 ∈ R is such that U(t0) < 0,
then U(t) < Uuv (t)− I for every t ≥ t0 + τ0().
Proof. Lemma 7.15 gives τ0 = τ0() such that Uuw,τ (0) < Uuw(0)−I for all w ∈ T 1M
and τ ≥ τ0(). Let w = fτv and τ = t. 
To prove Lemma 7.10, it suffices to consider the case when s = 0; to obtain
the result when s 6= 0, replace v ∈ T 1M by fsv. By Proposition 7.17, there is
τ0 = τ0(
η
2 ) such that for any v ∈ T 1M and U0 ∈ D, we have Rv0,tU0 < Uuv (t)− η2I
for all t ≥ τ0. We start by proving an estimate that is useful for controlling the
pseudo-metric ρ locally. For U ∈ D, we write U(t) to denote Rv0,tU .
Lemma 7.18. If U ,U ∈ D have U 4 Uj 4 U for j = 0, 1, then
(7.15) ρ(U0(t),U1(t)) ≤ eτ0‖λ‖e−
∫ t
0
λ˜(fτv) dτ (trU − trU).
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Proof. By Lemma 7.12, we have U(t) 4 Uj(t) 4 U(t) for all t ∈ R and j = 0, 1.
Positive semi-definiteness of Uj(t)−U(t) gives trUj(t) = trU(t)+tr(Uj(t)−U(t)) ≥
trU(t). Similarly, trUj(t) ≤ trU(t), and so
ρ(U0(t),U1(t)) = | trU0(t)− trU1(t)| ≤ trU(t)− trU(t) =: ∆(t).
Writing λ1(t) ≤ λ2(t) ≤ · · · ≤ λn−1(t) for the eigenvalues of U(t), and similarly for
the eigenvalues of U(t), we have
∆′(t) = tr(U ′(t)− U ′(t)) = tr(U(t)2 − U(t)2)
= −( tr(U(t)2)− tr(U(t)2))
= −
n−1∑
i=1
(λi(t)
2 − λi(t)2) = −
n−1∑
i=1
(λi(t)− λi(t))(λi(t) + λi(t)).
Weyl’s Monotonicity Theorem [4, Corollary III.2.3] states that the positive semi-
definiteness of U(t) − U(t) gives λi(t) ≥ λi(t) ≥ 0, so ∆′(t) ≤ 0 for all t ≥ 0.
Moreover, since U(0) ∈ D, Proposition 7.17 gives λi(t) ≥ λ(ftv)− η2 for all t ≥ τ0,
and thus λi(t) ≥ λ˜(ftv). Thus, for t ≥ τ0, we have
∆′(t) ≤ −
n−1∑
i=1
2λ˜(ftv)(λi(t)− λi(t)) = −2λ˜(ftv)∆(t),
and so
ρ(U0(t),U1(t)) ≤ ∆(τ0)e−
∫ t
τ0
2λ˜(fτv) dτ
≤ ∆(0)e
∫ τ0
0 λ˜(fτv) dτe−
∫ t
0
λ˜(fτv) dτ
≤ (trU − trU)eτ0‖λ‖e−
∫ t
0
λ˜(fτv) dτ . 
We now apply the estimate (7.15) locally on the interior of D, and show how to
use this to obtain the global estimate (7.10). First assume that U0,U1 are positive
definite, and let  > 0 be such that U0,U1 < I and n = ‖U0 − U1‖/ is an integer.
Given q ∈ (0, 1), let Uq = (1 − q)U0 + qU1 and observe that Uq < I. For every
0 ≤ k < n, we have ‖U(k+1)/n − Uk/n‖ < .
Now let Uk = Uk/n − I and Uk = Uk/n + I. For j = k/n, (k + 1)/n, we have
Uk 4 Uj 4 Uk , so writing Uq(t) = Rv0,t(Uq) for q ∈ [0, 1], and applying Lemma
7.18 gives
ρ(Uk/n(t),U(k+1)/n(t)) ≤ eτ0‖λ‖e−
∫ t
0
λ˜(fτv) dτ2.
Summing over all k, and using the fact that n = ‖U0 − U1‖, gives
ρ(U0,U1) ≤ 2eτ0‖λ‖e−
∫ t
0
λ˜(fτv) dτ‖U0 − U1‖.
This proves (7.10) when U0,U1 are positive definite. For the positive semidefinite
case, replace Uj with Uδj := Uj + δI for δ > 0, and observe that limδ→0Rv0,tUδj =
Rv0,tUj . This completes the proof of Lemma 7.10.
7.5. Proof of Lemma 7.11. Fixing v, w ∈ T 1M and t ≥ 0, let R : [0, t] → D be
as in (7.11), and define G : [0, t]× [0, t]→ [0,∞) by
(7.16) G(s′, s′′) = Q‖K(fs′v)−K(fs′w)‖ exp
(
−
∫ t
s′′
λ˜(fτv) dτ
)
.
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Note that G(s, s) is the integrand on the right hand side of the estimate (7.12) that
we wish to prove.
We need a uniform continuity property of the map (v, s,U) 7→ ‖Rv0,sU‖.
Lemma 7.19. For every  > 0 there is δ > 0 such that for any given v, w ∈ T 1M ,
U ∈ D, and s0 ∈ [0, δ], we have ‖Rv0,s0U −Rw0,s0U‖ ≤ (‖K(v)−K(w)‖+ )s0.
Proof. When s = 0 we have Rv0,0U = U = Rw0,0U . Let F (v, s,U) = Rv0,sU . Then
Rv0,s0U −Rw0,s0U =
∫ s0
0
(∂F/∂s(v, s,U)− ∂F/∂s(v, s,U)) ds.
The Riccati equation tells us that ∂F/∂s(v, 0,U) = −K(v)−U2 for any (v,U) ∈
T 1M ×D. Hence
∂F/∂s(v, 0,U)− ∂F/∂s(w, 0,U) = K(w)−K(v).
For any small enough ∆ > 0, the function F is well defined and C∞ on the compact
space T 1M × [0,∆] × D. Hence ∂F/∂s is uniformly continuous on this space. In
particular, given  > 0, there is δ ∈ (0,∆) such that
‖∂F/∂s(v, 0,U)− ∂F/∂s(v, s,U)‖ < /2
for all (v,U) ∈ T 1M ×D and all s ∈ [0, δ]. It follows that if 0 ≤ s ≤ δ, then
‖∂F/∂s(v, s,U)− ∂F/∂s(w, s,U)‖ ≤ ‖K(v)−K(w)‖+ . 
Now fix  > 0, let Q be the constant from Lemma 7.10, and choose δ > 0 so that
Lemma 7.19 holds with /Q in place of . Fix v, w ∈ T 1M and U0 ∈ D. Suppose
0 ≤ s′ ≤ s′′ ≤ s′ + δ. Noting that Rw0,s′′U0 = Rws′,s′′Rw0,s′U0, Lemma 7.19 gives us
(7.17) ‖Rvs′,s′′Rw0,s′U0 −Rw0,s′′U0‖ ≤ (‖K(fs′v)−K(fs′w)‖+ /Q)(s′′ − s′).
If s′′ ≤ t, then letting R = Rv,w,tU0 , we have
ρ(R(s′), R(s′′)) = ρ(Rvs′,tRw0,s′U0,Rvs′′,tRw0,s′U0)
= ρ(Rvs′′,t(Rvs′,s′′Rw0,s′U0),Rvs′′,t(Rw0,s′′U0)),
and so applying Lemma 7.10 and the estimate (7.17) gives
ρ(R(s′), R(s′′)) ≤ Qe−
∫ t
s′′ λ˜(fτv) dτ‖Rvs′,s′′Rw0,s′U0 −Rw0,s′′U0‖
≤ (G(s′, s′′) + )(s′′ − s′),
where G is as in (7.16).
Now given 0 ≤ s1 ≤ s2 ≤ t as in the statement of Lemma 7.11, let n be large
enough that (s2− s1)/n ≤ δ, and put s∗i = s1 + in (s2− s1) for 0 ≤ i ≤ n; we obtain
ρ(R(s1), R(s2)) ≤
n∑
i=1
ρ(s∗i−1, s
∗
i ) ≤
n∑
i=1
(G(s∗i−1, s
∗
i ) + )
(s2 − s1
n
)
.
As n→∞, the sum on the right converges to ∫ s2
s1
(G(s, s) + ) ds since G is contin-
uous. Since  > 0 was arbitrary, this proves (7.12).
8. Pressure gap
In this section, we prove Theorem B which states that P (Sing, ϕ) < P (ϕ) when
ϕ is locally constant in a neighborhood of Sing. We give an outline of the argument
in §8.1, and the details in §§8.2–8.4.
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8.1. Outline of proof. The first step in the proof of Theorem B is to approximate
orbit segments (v, t) in the singular set by regular orbit segments in C(η); this is
§8.2. The second step is to establish a partition sum estimate for the regular orbit
segments in C(η) that approximate Sing; this is §8.3. The third and final step is
to use the specification property for C(η) to construct a collection of orbits with
greater topological pressure than the singular set; this is §8.4. Here we briefly
outline each step.
Step one: Approximation. In §8.2, the approximation map Πt : Sing → Reg is
defined. Theorem 8.1 gives its most important properties. The idea is to move
the beginning of the orbit segment from v to an appropriate v′ ∈ W s(v) ∩ Reg(η),
and then move the end of the orbit segment from ft(v
′) to an appropriate ft(w) ∈
Wu(ftv
′) ∩ Reg(η), obtaining Πt(v) := w with the property that (w, t) ∈ C(η).
Naively, one might hope that we could construct w = Πt(v) so that d(fsv, fsw)
is small for most s ∈ [0, t]. One can see that this is too much to ask by considering
the example of v ∈ Sing whose orbit stays in the middle of a flat strip. Instead, the
best approximation property we can get is that fsw will be close to some orbit in
Sing along the middle of the orbit, i.e., for all s ∈ [L, t−L], where L is independent
of v and t. For example, if v stays in the middle of a flat strip on a surface, then
Πt(v) will approach the edge of the flat strip. This is illustrated in Figure 8.1. This
is the reason we assume that ϕ is locally constant on a neighborhood of Sing; this
condition guarantees that | ∫ t
0
ϕ(fsv) ds−
∫ t
0
ϕ(fsw) ds| is uniformly bounded even
through fsv and fsw may be far apart.
fLw ft−Lw
δ
v ∈ Sing
ftvflat strip
W sR(v)
v′ ∈ Reg(η0)
ftv
′
W uR(ftv
′)
ftw ∈ Reg(η0)w ∈ Reg(η)
Figure 8.1. The approximation map Πt : Sing→ Reg.
Step two: Partition sum estimates. In §8.3, we obtain a good lower bound for
the partition sums associated to Πt(Sing) ⊂ C(η)t. The crucial step is to control the
multiplicity of the map Πt, which is carried out in Proposition 8.2. This allow us to
produce a (t, )-separated set Et ⊂ Sing such that Πt(Et) contains a (t, δ)-separated
set E′′t satisfying (Lemma 8.4)
(8.1)
∑
w∈E′′t
einfu∈Bn(w,δ)
∫ t
0
ϕ(fsu) ds ≥ βetP (Sing,ϕ).
Moreover, each w ∈ E′′t has the property that fsw is close to Sing when s ∈ [L, t−L],
and not close to Sing when s = 0, t.
Step three: Producing pressure. In §8.4, we construct a collection of orbit seg-
ments which guarantees the pressure gap by using the specification property for
C(η) together with the partition sum estimate (8.1). Given a suitable τ > 0, N ∈ N
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large and α > 0 small such that αN ∈ N, we formally split the time interval
[0, τN ] into αN subintervals by choosing a subset J of αN − 1 elements from the
set {τ, 2τ . . . , τ(N − 1)} to determine the endpoints of the subintervals. We call
the elements of J ‘gluing times’ because we will use the specification property to
glue together orbit segments which start at these times. The constant τ is chosen
so that any two gluing times are far enough apart for our construction. We write
n1, . . . , nαN for the lengths of the subintervals selected by J , and we use the spec-
ification property with transition time T to glue together orbit segments in C(η)
with lengths ni − T : if (v1, n1 − T ), . . . , (vk, nαN − T ) ∈ C(η), Theorem 4.1 gives
w ∈ T 1M so that (w,N) shadows each of the (vi, ni − T ) in turn with transition
time T . In this way, for each v1 ∈ E′′n1−T , . . . , vnαN ∈ E′′nαN−T we obtain an orbit
segment (w, τN) which shadows each (vi, ni−T ) in turn. The set J of gluing times
can be recovered from (w, τN) as the set of times s ∈ [0, τN ] for which fsw is not
close to Sing. Thus, our construction guarantees different orbit segments (w, τN)
for different choices of J .
We sum over all
(
N−1
αN−1
) ≈ e(−α logα)N choices of gluing times and using (8.1) we
obtain an (N, δ/3)-separated set FN for which∑
w∈FN
e
∫ τN
0
ϕ(ftw) dt ' e−(α logα)Ne−QαNeNτP (Sing,ϕ),
where the constant Q is independent of α. This gives
P (ϕ) ≥ ατ−1(− logα−Q) + P (Sing, ϕ).
The first term is positive if α > 0 is small, which gives the pressure gap that we want
and proves Theorem B. Intuitively, α must be chosen small because otherwise the
error in the Birkhoff integral introduced by the specification property at each gluing
time dominates the growth in complexity from the different itineraries available.
8.2. Replacing singular orbit segments with regular ones. Fix η0 > 0 small
enough that Reg(η0) has nonempty interior. By Lemma 2.12, there exists R > 0
such that for every v ∈ T 1M we have both W sR(v) ∩ Reg(η0) 6= ∅ and WuR(v) ∩
Reg(η0) 6= ∅. In particular, we can define maps Πs,Πu : T 1M → Reg(η0) such that
Πσ(v) ∈ WσR(v) for every v ∈ T 1M and σ = s, u. Given t > 0, we use these to
define a map Πt : Sing→ Reg by
(8.2) Πt = f−t ◦Πu ◦ ft ◦Πs.
That is, given v ∈ Sing we choose v′ = Πs(v) ∈ W sR(v) with λ(v′) ≥ η0, and
w = f−t(Πu(ftv′)) such that ftw ∈WuR(ftv′) and λ(ftw) ≥ η0, as shown in Figure
8.1.
Theorem 8.1. For every δ > 0 and η ∈ (0, η0), there exists L > 0 such that for
every v ∈ Sing and t ≥ 2L, the image w = Πt(v) has the following properties:
(1) w, ft(w) ∈ Reg(η);
(2) dK(fs(w),Sing) < δ for all s ∈ [L, t− L];
(3) for every s ∈ [L, t − L], fs(w) and v lie in the same connected component
of B(Sing, δ) := {w ∈ T 1M : dK(w,Sing) < δ)}.
We emphasize that Theorem 8.1 does not allow us to conclude that fs(w) is close
to fs(v); all we know is that fs(w) is close to some singular vector for s ∈ [L, t−L].
For example, if fs(v) is in the middle of a flat strip on a surface, then fs(w) will be
close to the edge of the flat strip for t ∈ [L, t− L].
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Proof of Theorem 8.1. Let δ, η, η0 be as in the statement of the theorem. For prop-
erty (1), it is immediate from the definition of Πt that λ(ftw) ≥ η. By uniform
continuity of λ, we can take 0 sufficiently small such that if v2 ∈ Wu0(v1) and
λ(v1) ≥ η0, then λ(v2) ≥ η. By Corollary 3.14, there exists T0 > 0 such that
if t ≥ T0 and ft(w) ∈ WuR(ftv′), then w ∈ Wu0(v′). Thus, if λ(v′) ≥ η0, then
λ(w) ≥ η. Thus, item (1) of the theorem holds for any t ≥ T0.
We turn our attention to item (2). By Proposition 3.4, there are η′, T1 > 0 such
that
(8.3) if λu(fsv) ≤ η′ for all |s| ≤ T1, then dK(v,Sing) < δ.
Given v ∈ Sing, we have Πs(v) = v′ ∈W sR(v), and λ(fsv) = 0 for all s.
Again by uniform continuity of λu, we can take 1 sufficiently small such that if
v2 ∈ W s1(v1) and λu(v1) < η′/3, then λu(v2) ≥ η′/2. By Corollary 3.14, there is
T2 > 0 such that for all t ≥ T2 and v ∈ W sR(v′) we have ftv ∈ W1(ftv′). Thus if
λ(ftv) < η
′/3, then λ(ftv′) < η′/2. Thus, since λu(v) = 0, the inclusion v ∈W sR(v′)
implies that λu(ftv
′) < η′/2 for all t ≥ T2.
Using uniform continuity of λu one more time, we can take 2 sufficiently small
such that if v2 ∈ Wu2(v1) and λu(v2) < η′/2, then λu(v1) < η′. By Corollary
3.14, there is T3 > 0 such that if t ≥ T3 and ftv2 ∈ WuR(ftv1), then v2 ∈ Wu2(v1).
Thus, if t ≥ T3, ftv2 ∈ WuR(ftv1) and λu(v2) < η′/2, then λu(v1) < η′. Thus,
for s ∈ [T2, t − T3], the inclusion ft−s(fsw) = ftw ∈ WuR(ftv′) = WuR(ft−s(fsv′))
implies that λu(fsw) < η
′.
Applying (8.3) gives dK(fsw,Sing) < δ for all s ∈ [T2 + T1, t − T3 − T1]. Thus,
taking L = max(T0, T1 + max(T2, T3)), assertions (1) and (2) follow for t ≥ 2L.
For item (3) of the theorem, we observe that v and w can be connected by a
path u(r) that follows first W sR(v), then f−t(W
u
R(ftv
′)) (see Figure 8.1), and that
the arguments giving dK(fsw,Sing) < δ also give dK(fsu(r),Sing) < δ for every
s ∈ [L, t−L] and every r. We conclude that fsv and fsw lie in the same connected
component of B(Sing, δ) for every such s. 
8.3. Multiplicity of Πt and pressure estimates. We now bound the number
of v ∈ Sing whose images under Πt are close in the dt metric, recalling that
dt(v, w) = max
s∈[0,t]
dK(fsv, fsw) = max
s∈[0,t+1]
d(γv(s), γw(s)).
Proposition 8.2. For every  > 0, there exists C > 0 such that if Et ⊂ Sing is a
(t, 2)-separated set for some t > 0, then for every w ∈ T 1M , we have #{v ∈ Et |
dt(w,Πtv) < } ≤ C.
Proof. Let M˜ be the universal cover of M and B ⊂ M˜ a fundamental domain.
Define Π˜s,u and Π˜t in the obvious way, by lifting Π
s,u and Πt to the universal
cover. We write d˜ for the lift of the Riemannian metric d to M˜ , and d˜t for the lift
of the metric dt. Every v˜ ∈ T 1M˜ has
d˜(piv˜, piΠ˜tv˜) ≤ d˜(piv˜, piΠ˜sv˜) + d˜(piΠ˜sv˜, piΠ˜tv˜) ≤ ds(v,Πsv) + du(Πsv,Πtv) ≤ 2R,
recalling that piv˜ ∈ M˜ is the footprint of v˜. Given v ∈ T 1M , let v˜B ∈ T 1M˜ be the
lift of v with piv˜B ∈ B; then we have piΠ˜tv˜B ∈ A2R :=
⋃
x∈B Bd˜(x, 2R).
Fix  > 0 and let Γ = Γ(2R+),B := {g ∈ pi1(M) | gB ∩ A2R+ 6= ∅}. Note that
#Γ < ∞ because B¯ is compact. For t > 0, let Et ⊂ Sing be any (t, 2)-separated
36 K. BURNS, V. CLIMENHAGA, T. FISHER, AND D. J. THOMPSON
set, and fix an arbitrary w ∈ T 1M . We define
Ew,t := {v ∈ Et | dt(w,Πtv) < }.
Let X ⊂ B and Y ⊂ A2R+ be finite -dense sets. We will show that #Ew,t ≤
(#Γ)(#X)(#Y ) =: C.
Since dt(w,Πtv) < , there exists a lift w˜ of w with d˜t(w˜, Π˜tv˜B) < . It follows
that piw˜ ∈ A2R+, and thus piw˜ ∈ gB for some g ∈ Γ. Thus, Et =
⋃
g∈ΓE
g
t , where
Egt = {v ∈ Ew,t | d˜t(w˜, Π˜tv˜) <  where w˜ is the lift of w to gB}.
For a fixed g ∈ Γ and v ∈ Egt , we approximate v˜B and ftv˜B using the sets X
and Y . Recall that piv˜B ∈ B by definition, and we will show that the location of
ftv˜B in T
1M˜ is controlled by using ftw˜ as a reference point. Given v ∈ Egt , let
x = x(v) ∈ X be such that d˜(x, piv˜B) < . Let h be the unique element of pi1(M) so
that piftw˜ ∈ hB. Then d˜(hB, pift(Π˜tv˜B)) < , and thus piftv˜B ∈ h(A2R+). Thus,
there is some y = y(v) ∈ Y such that d˜(piftv˜B , h(y)) < .
Now we show that the map x× y : Egt → X × Y is injective. Given v1, v2 ∈ Egt
and s ∈ [0, t], let ρ(s) = d˜(γv˜1(s), γv˜2(s)) and note that ρ is convex. In particular,
it takes its maximum value at an endpoint. If x(v1) = x(v2), then ρ(0) < 2, and if
y(v1) = y(v2), then ρ(t) < 2. Thus if v1, v2 have the same image under x× y, we
get d˜t((v˜1)B , (v˜2)B) < 2, and thus dt(v1, v2) < 2. Since E
g
t is (t, 2)-separated,
this gives v1 = v2. Injectivity shows that #E
g
t ≤ (#X)(#Y ) for every g ∈ Γ, which
proves Proposition 8.2 with C = #Γ#X#Y . 
We now obtain a lower bound on partition sums for the singular set, beginning
with the following general lemma.
Lemma 8.3. Let (X,F) be a continuous flow on a compact metric space, let ϕ :
X → R be continuous and let  > 0. Then for all t > 0,
(8.4) sup
{∑
x∈E
esupy∈Bt(x,) Φ(y,t) | E ⊂ X is (t, )-separated
}
≥ etP (X,2,ϕ).
Proof. The argument is given in the proof of [9, Lemmas 4.1 and 4.2]. 
The expression on the left hand side of (8.4) is a ‘fattened up’ version of a par-
tition sum, and is easily seen to be within a multiplicative constant of Λ(X, , t, ϕ)
whenever ϕ has the Bowen property on X at scale . In particular, under the
hypotheses of Theorem B, the potential ϕ is locally constant on a neighborhood
of Sing, and so for sufficiently small , the left hand side of (8.4) is equal to
Λ(Sing, , t, ϕ). Moreover, the geodesic flow is entropy-expansive [21, Proposition
3.3], so for sufficiently small  > 0, we have P (Sing, ϕ) = P (Sing, ϕ, 2) and Lemma
8.3 gives
(8.5) Λ(Sing, , t, ϕ) ≥ etP (Sing,ϕ).
Fix η0 > 0 as at the beginning of §8.2. Fix η ∈ (0, η0) and choose δ > 0 small
enough such that Λ(Sing, 2δ, t, ϕ) ≥ etP (Sing,ϕ) for every t, ϕ is locally constant on
B(Sing, 2δ), and λ(v) < η for all v ∈ B(Sing, 2δ).
Let U1, . . . , Uk be the components of B(Sing, 2δ), and let Φi ∈ R be the constant
value that ϕ takes on Ui. By (8.5), for every t, there exists a (t, 2δ)-separated set
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Et ⊂ Sing such that
(8.6)
k∑
i=1
etΦi#(Et ∩ Ui) ≥ etP (Sing,ϕ).
We consider the image of Et under the map Πt. Let L = L(η, δ) be as in Theorem
8.1. Write E′t = Πt(Et); then
(8.7) w, ft(w) ∈ Reg(η) for every w ∈ E′t with t > 2L.
Given v ∈ Et∩Ui, the third item of Theorem 8.1 shows that for any u ∈ Bt(Πtv, δ),
we have
(8.8)
∫ t
0
ϕ(fsu) ds ≥ (t− 2L)Φi − 2L‖ϕ‖ ≥ tΦi − 4L‖ϕ‖.
By Proposition 8.2, for each w ∈ E′t there are at most C = C(δ) elements w′ ∈ E′t
with dt(w,w
′) < δ; this leads to the following lemma.
Lemma 8.4. Let Et ⊂ Sing be a (t, 2δ)-separated set satisfying (8.6), and let
E′t = Πt(Et). There exists a (t, δ)-separated set E
′′
t ⊂ E′t such that, setting β =
C−1e−4L‖ϕ‖, we have
(8.9)
∑
w∈E′′t
einfu∈Bt(w,δ)
∫ t
0
ϕ(fsu) ds ≥ βetP (Sing,ϕ).
Proof. Given 1 ≤ i ≤ k, let E′t,i = Πn(Et ∩Ui) and take a maximal (t, δ)-separated
subset E′′t,i ⊂ E′t,i. Now #E′t ∩ Bt(w, δ) ≤ C for all w ∈ E′′t,i and E′′t,i is (t, δ)-
spanning for E′t,i, so #E
′′
t,i ≥ C−1#E′t,i. Sum over i and use (8.6) and (8.8) to get
(8.9) for E′′t =
⋃k
i=1E
′′
t,i. 
8.4. Proof of Theorem B: creating topological pressure. We now carry out
the scheme for producing topological pressure outlined at the start of §8, which
completes our proof of Theorem B. We work with the scales η, δ > 0 fixed in the
previous subsection. In particular, we recall that
(8.10) d(v,Sing) < 2δ ⇒ λ(v) < η,
and L = L(δ, η) is the constant from Theorem 8.1. By Theorem 4.1, we can choose
T = T (δ, η) large enough so that the following specification property holds on
C(η) = {(v, t) ∈ T 1M × (0,∞) | v, ftv ∈ Reg(η)}: for every {(vj , tj)}kj=1 ⊂ C(η)
and every T1, T2, . . . , Tk with the property that Tj+1−Tj ≥ tj+T , there is w ∈ T 1M
such that
(8.11) fTj (w) ∈ Btj (vj , δ/3) for all 1 ≤ j ≤ k.
Let α > 0 be small and N ∈ N. We assume that αN ∈ N for notational convenience
so that we do not need to consider bαNc throughout our arguments. Let τ = 2L+T
and consider the set
A = {τ, 2τ, 3τ, . . . , (N − 1)τ} ⊂ [0, Nτ ].
We select αN − 1 of the N − 1 elements in A as ‘gluing times’ for our construction.
We write JαN = {J ⊂ A | #J = αN − 1} for the collection of all such possibilities,
and note that #JαN =
(
N−1
αN−1
)
.
We now obtain estimates for a fixed choice of gluing times. Given J ∈ Jαn, we
write J = {N1τ, . . . , NαN−1τ}. We set N0 = 0 and NαN = N . Let n1τ, . . . , nαNτ
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be the gaps between successive elements of J . Then ni = Ni − Ni−1 ∈ N for all
i ∈ {1, . . . , αN}, and Nj =
∑j
i=1 ni.
Fix N,α > 0 such that αN ∈ N. Fix J ∈ JαN and let n1, . . . , nαn be as above.
We consider the (t, δ) separated sets E′′t , recalling that (x, t) ∈ C(η) for all x ∈ E′′t .
Thus, writing tj = njτ − T , we can apply the specification property (8.11) to
elements of E′′tj with Tj = Nj−1τ so that Tj+1−Tj = (Nj−Nj−1)τ = njτ = tj +T .
We conclude that for every choice of v = (v1, . . . , vαN ) ∈
∏αN
j=1E
′′
njτ−T , there exists
G(v) = w ∈ T 1M such that
(8.12) fNj−1τ (w) ∈ Bnjτ−T (vj , δ/3) for all 1 ≤ j ≤ αN.
Let XJ be the set of all w produced by the above procedure. That is, XJ is the
image of the map G :
∏αN
j=1E
′′
njτ−T → T 1M .
Lemma 8.5. The set XJ is (Nτ, δ/3)-separated.
Proof. Given w1 6= w2 ∈ X kJ , there are v1 6= v2 ∈
∏αN
j=1E
′′
njτ−T such that G(v
i) =
wi. Each of the sets E′′njτ−T is (njτ−T, δ)-separated, so there exists j ∈ {1, . . . , αN}
and t ∈ [0, njτ − T ] with d(ftv1j , ftv2j ) ≥ δ. It follows from (8.11), writing s =
Nj−1τ + t, that
d(fsw
1, fsw
2) ≥ d(ftv1j , ftv2j )− d(ftv1j , fsw1j )− d(ftv2j , fsw2) > δ/3. 
We have the following control on when the orbit of w ∈ XJ is close to Sing.
Lemma 8.6. Every w ∈ XJ satisfies
(8.13)
d(ftw,Sing) > 5δ/3 for all t ∈ J,
d(ftw,Sing) < 4δ/3 for all t ∈ A \ J.
Proof. Let w ∈ XJ . If t = nτ ∈ J , then (8.12) gives d(ftw, vj) < δ/3. Since
vj ∈ Reg(η), it follows from (8.10) that d(vj ,Sing) ≥ 2δ and we conclude that
d(ftw,Sing) > 5δ/3.
If t = nτ ∈ A \ J , there exists j such that Nj−1 < n < Nj . Writing s =
nτ −Nj−1τ , we have d(ftw, fsvj) < δ/3 by (8.12). We have s ∈ [L, tj − L] since
L ≤ τ ≤ s ≤ (Nj − 1)τ −Nj−1τ = njτ − τ < tj − L.
By (2) of Theorem 8.1, d(fsvj ,Sing) < δ, and so d(ftw,Sing) < 4δ/3. 
We use these lemmas and the estimate (8.9) to obtain the following partition
sum estimate for XJ .
Proposition 8.7. Let Q = T‖ϕ‖ − log β, where β is the constant appearing in
Lemma 8.4. Then for every N,α > 0 with αN ∈ N and every J ∈ JαN , the
(Nτ, δ/3)-separated set XJ satisfies
(8.14)
∑
w∈XJ
e
∫Nτ
0
ϕ(ftw) dt ≥ e−αNQeNτP (Sing,ϕ).
Proof. The set XJ is (Nτ, δ/3)-separated by Lemma 8.5. We estimate
∫ Nτ
0
ϕ(ftw) dt
by breaking the integral over [0, Nτ ] into pieces corresponding to the intervals
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[Nj−1τ,Njτ − T ], on which the orbit of u is within δ/3 of the orbit of vj ; the
remaining pieces have a total length of αNT , and so for w = G(v), we obtain∫ Nτ
0
ϕ(ftw) dt ≥ −αNT‖ϕ‖+
αN∑
j=1
inf
w∈Btj (vj ,2δ/3)
∫ tj
0
ϕ(ftvj) dt,
where tj = njτ − T . Using this together with the estimate (8.9) gives
∑
w∈XJ
e
∫Nτ
0
ϕ(ftw) dt ≥
∑
v
e−αNT‖ϕ‖
αN∏
j=1
e
infw∈Btj (vj,δ)
∫ tj
0 ϕ(ftvj) dt
≥ e−αNT‖ϕ‖
αN∏
j=1
βetjP (Sing,ϕ) ≥ eαN(log β−T‖ϕ‖)eNτP (Sing,ϕ),
where the sum indexed by v is over
∏αN
j=1E
′′
njτ−T . 
We now show as a consequence of Proposition 8.7 that different choices of gluing
time data from JαN lead to the construction of separated points.
Lemma 8.8. If J 6= J ′ ∈ JαN and v ∈ XJ , w ∈ XJ′ , then there is t ∈ [0, Nτ ] such
that d(ftv, ftw) ≥ δ/3.
Proof. Since J 6= J ′, there exists t ∈ A with t ∈ J and t /∈ J ′. By (8.13), we have
d(ftv,Sing) > 5δ/3 and d(ftw,Sing) < 4δ/3, so d(ftv, ftw) ≥ δ/3. 
It follows immediately that the set FN :=
⋃
J∈JαN XJ is (Nτ, δ/3)-separated.
Moreover, (8.14) gives
(8.15)
∑
w∈FN
e
∫Nτ
0
ϕ(ftw) dt ≥
(
N − 1
αN − 1
)
e−αNQeNτP (Sing,ϕ).
Using the fact that N−kαN−k ≥ 1α for all 1 ≤ k < αN , we obtain the estimate
(
N−1
αN−1
)
=∏αN−1
k=1
N−k
αN−k ≥ ( 1α )αN−1 ≥ αe(−α logα)N , and so (8.15) gives
Λ(T 1M,ϕ, δ/3, Nτ) ≥ αe(−α logα)Ne−αNQeNτP (Sing,ϕ).
Taking a logarithm, dividing by Nτ , and sending N →∞ gives
(8.16) P (ϕ) ≥ −ατ logα− αQτ + P (Sing, ϕ).
Recall that α is chosen independently from the constants τ and Q, so we can
choose α with α < e−Q to ensure that the right-hand side of (8.16) is greater than
P (Sing, ϕ). This completes the proof of Theorem B.
9. Proof of Theorems A, C and D
Now we apply Theorem 3.1 to obtain Theorems A, C and D.
Proof of Theorem A. By Corollaries 7.5 and 7.8, if ϕ is Ho¨lder continuous or ϕ =
qϕu, then it has the Bowen property on G(η) for all η > 0. Then Theorem 3.1
applies, yielding the statement of Theorem A. 
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Proof of Theorem C. For surfaces, we have htop(Sing) = 0 and ϕ
u(v) = 0 for all
v ∈ Sing, so P (Sing, qϕu) = 0 for all q ∈ R. We show that P (qϕu) > 0 for all
q ∈ (−∞, 1). Let ψu be as in (7.2). Then ψu ≥ λu ≥ λ. By Corollary 3.6, for
any invariant measure µ we have µ({v : λ(v) > 0}) = µ(Reg), so it follows that∫
ψu dµ > 0 whenever µ(Reg) > 0. In particular, the Liouville measure µL has
0 >
∫
ψu dµL =
∫
ϕu dµL = −
∫
λ+(µL) = −hµL(F) by Lemma 7.6 and the Pesin
entropy formula, so for every q ∈ (−∞, 1) we have
P (qψu) ≥ hµL(F) +
∫
qψu dµL > hµL +
∫
ψu dµL = 0 = P (Sing, qψ
u).
Then Theorem A gives uniqueness and the desired properties for µq.
Since the flow is entropy expansive, the entropy map is upper semi-continuous,
and so by work of Walters [30], the function q 7→ P (qϕu) is C1 on any interval where
each qϕu has a unique equilibrium state. In particular, it is C1 on (−∞, 1). 
To show that the equilibrium states µ obtained in Theorem C are Bernoulli,
we apply a result by Ledrappier, Lima, and Sarig [22] showing that if M is any
2-dimensional manifold, ϕ : T 1M → R is Ho¨lder or a scalar multiple of ϕu, and µ is
a positive entropy ergodic equilibrium measure for the geodesic flow on T 1M , then
µ is Bernoulli. Although their result is stated for positive entropy measures, this
assumption is only used to guarantee that the measure has a positive Lyapunov
exponent, see [23, Theorem 1.3]. Since our measure µ is hyperbolic by Corollary
3.7, it follows that [22] applies.
We now prove Theorem D, and investigate the pressure gap for the potentials
qϕu for higher dimensional manifolds.
Proof of Theorem D. For the proof of Theorem D, first observe that given any
continuous ϕ, the set {q ∈ R : P (Sing, qϕ) < P (qϕ)} is open since both sides of
the inequality vary continuously in q. Then Theorem D is a direct consequence of
Theorems A and B. 
As remarked after the statement of Theorem D, if M is a rank 1 manifold such
that htop(Sing) = 0, then we have P (Sing, qϕ
u) ≤ 0 for all q ≥ 0 since ϕu ≤ 0.
Thus, the argument in the proof of Theorem C gives the pressure gap on [0, 1).
Since the gap is an open condition, it holds on (−q0, 1) for some q0 > 0. Finally,
we show that the pressure gap holds under a bounded range condition.
Lemma 9.1. Let M be a closed rank 1 manifold and ϕ : T 1M → R be continuous.
If
(9.1) sup
v∈Sing
ϕ(v)− inf
v∈T 1M
ϕ(v) < htop(F)− htop(Sing),
then P (Sing, ϕ) < P (ϕ).
If dim(M) = 2, then htop(Sing) = 0, so the right hand side of (9.1) is just
htop(F). If ϕ = qϕu or is Ho¨lder, the bounded range hypotheses (9.1) gives another
criterion which ensures that Theorem A applies. In particular, it follows that the
value of q0 in Theorem D can be taken with q0 ≥ (htop(F)− htop(Sing))/2‖ϕu‖.
Proof of Lemma 9.1. First rewrite (9.1) as
(9.2) htop(Sing) + sup
v∈Sing
ϕ(v) < htop(F) + inf
v∈T 1M
ϕ(v).
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The variational principle for F|Sing gives
P (Sing, ϕ) = sup
ν∈M(F|Sing)
{
hν(F) +
∫
ϕdν
}
≤ htop(Sing) + sup
v∈Sing
ϕ(v).
Now let m be the measure of maximal entropy for F . Then
htop(F) + inf ϕ = hm(F) + inf ϕ ≤ hm(F) +
∫
ϕdm ≤ P (ϕ).
Together with (9.2), these give P (Sing, ϕ) < P (ϕ). 
We note that Gromov’s example [21, §6] can be modified to make htop(F) −
htop(Sing) arbitrarily small, so there is no hope that (9.1) yields a universal lower
bound on q0. We do not know if a small entropy gap restricts the value of q0.
Understanding this issue for the Gromov example would give insight into the general
case.
10. Examples
In this section, we investigate examples of the geodesic flow on rank 1 manifolds
with Sing 6= ∅. First, we give a class of manifolds for which we establish the
existence of unique equilibrium states for a C0-generic set of potential functions.
This class includes any rank 1 surface equipped with an analytic metric. The second
example is a modification of an example due to Heintze in which we establish the
uniqueness of an equilibrium state for qϕu for all q ∈ R.
10.1. Examples where pressure gap holds generically. We show that when
the singular set is a finite union of disjoint compact sets, on each of which the
geodesic flow is uniquely ergodic, then the set of Ho¨lder potentials for which there
is a pressure gap is C0-generic.
Proposition 10.1. Suppose that Sing is a union of disjoint compact sets Z1, . . . , Zk,
on each of which the geodesic flow is uniquely ergodic. Let H0 ⊂ C(T 1M) be the
set of all ψ that are constant on a neighborhood of each Zi, and let H ⊂ C(T 1M)
be the set of all ϕ that are cohomologous to some ψ ∈ H0. Then H is C0-dense in
C(T 1M).
Proof. Given ϕ ∈ C(T 1M) and T > 0, consider the ergodic average function
ϕT (v) :=
1
T
∫ T
0
ϕ(fsv) ds. Then ϕ and ϕT are cohomologous; indeed, writing
ζ(v) := 1T
∫ T
0
(T−s)ϕ(fsv) dv, an elementary computation shows that the derivative
of ζ in the flow direction is ϕT − ϕ.
Let µi be the unique invariant measure on Zi, and write ci =
∫
ϕdµi. Given
 > 0, there are T1, . . . , Tk such that for every T ≥ Ti, we have |ϕT (v)− ci| <  for
every v ∈ Zi. Let T = maxi Ti, and let ψ = ϕT .
There is a function ψ˜ ∈ H0 taking the value ci on a neighborhood of Zi and
having ‖ψ˜−ψ‖C0 < . Let ϕ˜ = ψ˜+ϕ−ψ, then ϕ˜ is cohomologous to ψ˜, so ϕ˜ ∈ H,
and we have ‖ϕ˜− ϕ‖C0 = ‖ψ˜ − ψ‖C0 < . 
Under the hypotheses of Proposition 10.1, every ϕ ∈ H is cohomologous to some
ψ ∈ H0 to which Theorem B applies, giving P (Sing, ϕ) = P (Sing, ψ) < P (ψ) =
P (ϕ). Since P (ϕ) and P (Sing, ϕ) vary continuously as ϕ varies (w.r.t. C0), the
set of potentials with the pressure gap is C0-open, and since it contains H, it is
C0-dense. Writing Ch for the space of Ho¨lder potentials on T 1M , observe that Ch
42 K. BURNS, V. CLIMENHAGA, T. FISHER, AND D. J. THOMPSON
is C0-dense in C(T 1M), so the intersection H ∩Ch is C0-dense in Ch. This shows
that the set of Ho¨lder potentials for which the pressure gap holds, which is clearly
C0-open in the space of Ho¨lder potentials, is C0-dense.
Analytic metrics on surfaces. For a rank 1 surface with an analytic metric, it is a
folklore result that Sing is a finite union of periodic orbits; we sketch the idea of
proof. If Sing is a not a finite union of periodic orbits, then the geodesic flow has
a transversal whose intersection with Sing is not discrete. In particular, there is a
geodesic segment T and vectors vn, v ∈ Sing, vn 6= v, such that T is orthogonal to
v, transverse to vn, and vn → v. Locally, the geodesics γvn intersect γv at most
once, and so for almost all t close to 0, a short geodesic segment orthogonal to ft(v)
contains a sequence of points xn such that xn → pigt(v) and the Gaussian curvature
of M at xn is 0. Since curvature is real analytic, it must vanish along each of these
geodesic segments and hence it is constant in a neighborhood of pi(v); since M is
connected, it must vanish everywhere, which is a contradiction. Thus, Sing is a
finite union of periodic orbits and so Proposition 10.1 applies.
Non-generic pressure gap and questions. The pressure gap does not hold generically
if the manifold has a flat strip. One can take a potential ϕ supported near a periodic
trajectory in the middle of the strip; if the support is small enough and the size of the
potential large enough, one can guarantee that any regular trajectory has an ergodic
average much smaller than the average along the periodic orbit, and conclude that
P (Sing, ϕ) > P (Reg, ϕ). This inequality is stable under C0-perturbations of ϕ, so
there is a C0-open set of potentials ψ for which P (Sing, ψ) = P (ψ). It would be
interesting to further investigate which classes of rank 1 manifolds have the pressure
gap for C0-generic (or Cα-generic) Ho¨lder potentials.
10.2. Heintze example. The following example of a rank 1 manifold is attributed
to Heintze and described by Ballmann, Brin, and Eberlein [3, Example 4]. Consider
an n-dimensional manifold N of constant negative curvature and finite volume with
only one cusp. The cross section of the cusp is a flat (n− 1)-dimensional torus T .
Next cut off the cusp and flatten the manifold near the cut so the resulting manifold
is locally isometric to the direct product of T and the unit interval. Now consider
another copy of the same manifold and identify the two copies along T to obtain a
manifold M with nonpositive sectional curvature. The rank of any tangent vector
to a geodesic in T is n; however, any tangent vector to a geodesic transverse to T
has rank 1.
Figure 10.1. Modified Heintze’s example
We now modify this example. We first assume for simplicity that n = 3 and the
cross-section is a 2-torus T . Start by perturbing the metric on a compact subset
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of N so that there are two periodic orbits for which the corresponding invariant
measures µ1 and µ2 have
∫
ϕu dµ1 <
∫
ϕu dµ2. Then choose T as above; by choosing
T to lie far enough out in the cusp we can guarantee that curvature is still constant
in a neighborhood of T . Instead of flattening the metric near the cut, replace the
direct product metric on T × [0, 1] with a warped product, see for instance [26,
p. 204] in which the tori are scaled by χ cosh(d) where d is the distance from the
center 2-torus and χ > 0. The fact that cosh(d) has a minimum at d = 0 means that
the central 2-torus is totally geodesic; all of the vectors tangent to it are singular
and have exponent zero in the direction tangent to the 2-torus. However now the
sectional curvature in the direction orthogonal to the central 2-torus is negative
and gives a nonzero Lyapunov exponent, see Figure 10.1.
For this modified example, Sing consists of vectors tangent to the center 2-torus.
Every v ∈ Sing has zero Lyapunov exponent in the center direction, but the other
Lyapunov exponents are nonzero since the sectional curvature corresponding to
these directions is nonzero. By the warped product construction every vector in
Sing will have the same positive Lyapunov exponent λ > 0, and since h(Sing) = 0,
we know P (Sing, qϕu) = −qλ for all q ∈ R. By varying the parameter χ in the
construction, we can vary λ so that
∫
ϕu dµ1 < −λ <
∫
ϕu dµ2. Thus for all q > 0
we have
P (qϕu) ≥ q
∫
ϕu dµ2 > −qλ = P (Sing, qϕu),
and the corresponding inequality for q < 0 follows by considering µ1.
Finally, since htop(F) = P (0) > 0 we see that P (qϕu) > P (Sing, qϕu) for all
q ∈ R. Thus we have an example of a compact smooth 3-manifold M that is rank
1 of nonpositive curvature for which Sing 6= ∅, and indeed M does not support a
metric of strictly negative curvature (since pi1(M) contains Z2), but on the other
hand qϕu has a unique equilibrium state for every q ∈ R, which is fully supported.
In particular, the Liouville measure is the unique equilibrium state for ϕu.
Acknowledgments. We would like to thank the anonymous referees for their
helpful comments which have benefited this article. Much of this work was carried
out in a SQuaRE program at the American Institute of Mathematics. We thank
AIM for their support and hospitality.
References
1. Werner Ballmann, Axial isometries of manifolds of nonpositive curvature, Math. Ann. 259
(1982), no. 1, 131–144.
2. , Lectures on spaces of nonpositive curvature, DMV Seminar, vol. 25, Birkha¨user Ver-
lag, Basel, 1995, With an appendix by Misha Brin.
3. Werner Ballmann, Misha Brin, and Patrick Eberlein, Structure of manifolds of nonpositive
curvature. I, Ann. of Math. (2) 122 (1985), no. 1, 171–203.
4. Rajendra Bhatia, Matrix analysis, Graduate Texts in Mathematics, vol. 169, Springer-Verlag,
New York, 1997.
5. Rufus Bowen, Some systems with unique equilibrium states, Math. Systems Theory 8
(1974/75), no. 3, 193–202.
6. Rufus Bowen and David Ruelle, The ergodic theory of Axiom A flows, Invent. Math. 29
(1975), no. 3, 181–202.
7. Keith Burns and Katrin Gelfert, Lyapunov spectrum for geodesic flows of rank 1 surfaces,
Discrete Contin. Dyn. Syst. 34 (2014), no. 5, 1841–1872.
8. Vaughn Climenhaga, Todd Fisher, and Daniel J Thompson, Unique equilibrium states for
Bonatti–Viana diffeomorphisms, Nonlinearity 31 (2018), no. 6, 2532.
44 K. BURNS, V. CLIMENHAGA, T. FISHER, AND D. J. THOMPSON
9. Vaughn Climenhaga and Daniel J. Thompson, Unique equilibrium states for flows and home-
omorphisms with non-uniform structure, Adv. Math. 303 (2016), 745–799.
10. W. A. Coppel, Disconjugacy, Lecture Notes in Mathematics, Vol. 220, Springer-Verlag, Berlin-
New York, 1971.
11. Patrick Eberlein, Geodesic flows on negatively curved manifolds. II, Trans. Amer. Math. Soc.
178 (1973), 57–82.
12. , Geodesic flows in manifolds of nonpositive curvature, Smooth ergodic theory and
its applications (Seattle, WA, 1999), Proc. Sympos. Pure Math., vol. 69, Amer. Math. Soc.,
Providence, RI, 2001, pp. 525–571.
13. Patrick B. Eberlein, Geometry of nonpositively curved manifolds, Chicago Lectures in Math-
ematics, University of Chicago Press, Chicago, IL, 1996.
14. Ernesto Franco, Flows with unique equilibrium states, Amer. J. Math. 99 (1977), no. 3, 486–
514.
15. Katrin Gelfert and Rafael O. Ruggiero, Geodesic flows modeled by expansive flows, Proc.
Edinb. Math. Soc. (2018), To appear, arXiv:1703.07455.
16. Katrin Gelfert and Barbara Schapira, Pressures for geodesic flows of rank one manifolds,
Nonlinearity 27 (2014), no. 7, 1575–1594.
17. Marlies Gerber and Amie Wilkinson, Ho¨lder regularity of horocycle foliations, J. Differential
Geom. 52 (1999), no. 1, 41–72.
18. L. W. Green, A theorem of E. Hopf, Michigan Math. J. 5 (1958), 31–34.
19. Ernst Heintze and Hans-Christoph Im Hof, Geometry of horospheres, J. Differential Geom.
12 (1977), no. 4, 481–491 (1978).
20. Anatole Katok and Boris Hasselblatt, Introduction to the modern theory of dynamical sys-
tems, Encyclopedia of Mathematics and its Applications, vol. 54, Cambridge University Press,
Cambridge, 1995.
21. Gerhard Knieper, The uniqueness of the measure of maximal entropy for geodesic flows on
rank 1 manifolds, Ann. of Math. (2) 148 (1998), no. 1, 291–314.
22. Franc¸ois Ledrappier, Yuri Lima, and Omri Sarig, Ergodic properties of equilibrium measures
for smooth three dimensional flows, Comment. Math. Helv. 91 (2016), no. 1, 65–106.
23. Yuri Lima and Omri Sarig, Symbolic dynamics for three dimensional flows with positive topo-
logical entropy, J. Eur. Math. Soc. (2018), To appear, arXiv:1408.3427.
24. Anthony Manning, Curvature bounds for the entropy of the geodesic flow on a surface, J.
London Math. Soc. (2) 24 (1981), no. 2, 351–357.
25. Sheldon E. Newhouse, Continuity properties of entropy, Ann. of Math. (2) 129 (1989), no. 2,
215–235. MR 986792
26. Barrett O’Neill, Semi-Riemannian geometry, Pure and Applied Mathematics, vol. 103, Aca-
demic Press, Inc. [Harcourt Brace Jovanovich, Publishers], New York, 1983, With applications
to relativity.
27. William Parry, Equilibrium states and weighted uniform distribution of closed orbits, Dynam-
ical systems (College Park, MD, 1986–87), Lecture Notes in Math., vol. 1342, Springer, Berlin,
1988, pp. 617–625.
28. Mark Pollicott, Closed geodesic distribution for manifolds of non-positive curvature, Discrete
Contin. Dyn. Syst. 2 (1996), no. 2, 153–161.
29. Peter Walters, An introduction to ergodic theory, Graduate Texts in Mathematics, vol. 79,
Springer-Verlag, New York-Berlin, 1982.
30. , Differentiability properties of the pressure of a continuous transformation on a com-
pact metric space, J. London Math. Soc. (2) 46 (1992), no. 3, 471–481.
K. Burns, Department of Mathematics, Northwestern University, Evanston, IL 60208,
E-mail address: burns@math.northwestern.edu
V. Climenhaga, Department of Mathematics, University of Houston, Houston, TX
77204, E-mail address: climenha@math.uh.edu
T. Fisher, Department of Mathematics, Brigham Young University, Provo, UT 84602,
E-mail address: tfisher@mathematics.byu.edu
D. J. Thompson, Department of Mathematics, The Ohio State University, Columbus,
OH 43210, E-mail address: thompson@math.osu.edu
