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Abstract—In massive MIMO base stations, power consumption
and cost of the low-noise amplifiers (LNAs) can be substantial
because of the many antennas. We investigate the feasibility of
inexpensive, power efficient LNAs, which inherently are less linear.
A polynomial model is used to characterize the nonlinear LNAs
and to derive the second-order statistics and spatial correlation
of the distortion. We show that, with spatial matched filtering
(maximum-ratio combining) at the receiver, some distortion terms
combine coherently, and that the SINR of the symbol estimates
therefore is limited by the linearity of the LNAs. Furthermore,
it is studied how the power from a blocker in the adjacent
frequency band leaks into the main band and creates distortion.
The distortion term that scales cubically with the power received
from the blocker has a spatial correlation that can be filtered
out by spatial processing and only the coherent term that scales
quadratically with the power remains. When the blocker is in
free-space line-of-sight and the LNAs are identical, this quadratic
term has the same spatial direction as the desired signal, and
hence cannot be removed by linear receiver processing.
Index Terms—amplifiers, antenna arrays, MIMO systems, non-
linear distortion, nonlinearities.
I. INTRODUCTION
LOW-NOISE amplifiers (LNAs), which are used to amplifythe weak received signal before further signal processing,
are often assumed to be linear in the analysis of massive
MIMO. Furthermore, the LNAs often stand for a significant
part of the power consumption in the receiver [2]. Because of
the great number of radio chains that are needed to build a
massive MIMO base station, the power consumption of the
hardware becomes an issue as the number of antennas is
increased [3]. For example, the total power consumption of the
many LNAs in the receiver grows large, because their power
consumption cannot be decreased with an increased number of
antennas, in contrast to the power amplifiers of the transmitter.
To improve power efficiency of the LNA, its operating point
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can be moved closer towards the saturation point. Under such
operation, the nonlinear effects of the LNAs become more
pronounced and the commonly made assumption on linearity
becomes inaccurate. Importantly, when a blocker (a strong
undesired received signal) is received, forcing the LNA into
a nonlinear mode of operation, significant distortion can be
created, which degrades the performance of the system. Often
the tolerance to blockers is the main factor that determines
the linearity requirement of the hardware in the uplink. In this
paper, we analyze how the distortion from nonlinear LNAs
after spatial filtering, i.e. linear receiver combining, affects the
performance of a massive MIMO base station in the presence
of a blocker.
An important, specific question is to what extent the
distortion arising from nonlinearities is spatially correlated
among the antennas or not, and if it is, whether this correlation
matters.1 Spatially uncorrelated approximations to the distortion
have been suggested and used in a range of previous work
[5]–[8] and may be traced back to, at least, Chapter 6.3.2 in [9].
This model cannot, however, be justified from basic physical
principles. Moreover, as we show in this paper, especially in
the presence of blockers, it fails to accurately describe the
characteristics of the distortion. Notwithstanding, it is known
that in certain cases (see Section IX for details), a spatially-
uncorrelated distortion model does constitute a reasonable
approximation as far as in-band error-vector magnitudes are
concerned [10].
The correlation of the distortion in antenna arrays has
also been noted in previous work. For example, while using
an uncorrelated model for its main analysis, [8] discusses
and anticipates the fact that the distortion may be correlated
in practice. Reference [11] uses a third-degree polynomial
model to show that distortion from a multi-antenna transmitter
is spatially correlated, and draws the conclusion that the
correlation is negligible whenever there are two or more
beamforming directions. In [12], a MIMO-OFDM system is
studied and it is concluded that the performance predictions
made by assuming uncorrelated receiver noise do not align
with measured data. The transmission from uniform linear
phased arrays and free-space line-of-sight beamforming was
1Correlation of the distortion must not be confused with correlation of the
fading (for an in-depth treatment of the latter, see, e.g., [4]). We say that the
additive distortions dm and dm′ at two antennas m and m′ are correlated
for a given fading state if the correlation coefficient between dm and dm′
is non-zero, conditioned on that fading state. Note that in some cases, for
example if there is no randomness in the signal, then the distortion correlation
matrix will have rank one.
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2also considered in [13], [14], where the directions of the
radiated distortion caused by nonlinearities were derived.
Consistent with [15], in this paper we use behavioral models
to describe the nonlinearities of the LNAs. Furthermore, the
system is described in continuous time. Hence, the spatial
correlation of the distortion is accurately captured. We then
analyze the third-degree distortion term more closely, to draw
qualitative conclusions. The restriction to the third degree
is common practice in the literature, see, e.g., [16], as this
commonly is the dominant term. Additionally, in the specific
case of LNAs, the nonlinearities are normally rather mild at
foreseen operating points; thus the third-degree term typically
dominates. Our in-depth analysis of the third-degree distortion
terms reveals qualitatively, and quantitatively, the impact of
the nonlinearity.
The effect of nonlinear LNAs in massive MIMO has not yet
been analyzed with a precise hardware model. Notably, these
effects cannot be analyzed with the linear, symbol-sampled
models that are predominantly used in the massive MIMO
literature, nor with the methodology used in [5]–[8].
A. Specific Technical Contributions
We study a conventional receiver architecture, where each
antenna is equipped with a LNA. A polynomial model is used to
describe the nonlinear effects of the LNAs and the Itoˆ-Hermite
polynomials are employed to derive the autocorrelation of the
additional error term of the symbol estimate that is caused
by the nonlinear LNAs. We focus on the analog front-end,
within which the LNAs often constitute the main contributors
to distortion from nonlinearities. The presence of additional
nonlinearities, for example in mixed-signal devices, ADCs
notably, would aggravate the problems with blocking. (We
do not model the ADCs here, since the polynomial model is
a relatively poor model due to the discontinuous nature of
quantization.)
The special case of free-space line-of-sight, where each
signal travels on a single path straight from the transmitter to
the base station, is then studied. This gives important insights
into the basic phenomenology that appears when nonlinearities
are present in the receiver hardware. Since strong blockers
often appear in line-of-sight, this is a highly relevant, practical
case. Line-of-sight is also a common propagation condition,
especially in the mmWave band. Also it is likely that many
laboratory experiments, conformance tests, and tests that deal
with sensitivity to blockers will primarily, or at least initially,
be conducted in anechoic chambers with conditions close to
free-space line-of-sight propagation. An in-depth understanding
of this case is therefore imperative.
We show that the distortion combines coherently when using
maximum-ratio combining, both in the presence and absence of
a blocker, and that the received SINR is limited by the linearity
of the LNAs. The same is true for any linear decoder that does
not take the spatial correlation of the distortion into account.
In the case of a blocker in free-space line-of-sight, it is shown
that the nonlinear distortion gives rise to two kinds of error
terms: one that scales quadratically with the received power
from the blocker and one that scales cubically. With sufficiently
many antennas, spatial processing can suppress the cubic term.
However, the quadratic term combines in the same way as the
desired signal in the decoding.
B. Other Related Work
Recently, massive MIMO base stations with another kind
of receiver nonlinearity—low-resolution ADCs—have received
some attention [17]–[19]. In [20], [21], it was shown that
the quantization distortion from low-resolution ADCs combines
noncoherently when the channel has a high degree of frequency
selectivity and the signal that is to be decoded is received with
a small power compared to the interference and noise. However,
in scenarios with frequency-flat channels and a single received
signal with high SNR, the quantization distortion combines in
the same way as the desired signal. This is in line with the
findings in this paper, which is natural since both an ADC and
an LNA have finite dynamic ranges that lead to signal clipping.
Finally, while our paper deals with the uplink, some
comments on the downlink are in order. In the downlink, it is
known from analytical calculations [22], [23] and simulations
[10] that power amplifier nonlinearities cause distortion that is
correlated among the antennas and, thus, adds up constructively
in specific spatial directions. These spatial directions depend on
the beamforming weights which, in turn, depend on the channel
responses of the terminals targeted by the beamforming. This
holds both for in-band distortion and out-of-band radiation.
Some studies of the effect of nonlinear amplification in the
massive MIMO downlink employ a symbol-sampled discrete-
time signal model [24], [25]. Such symbol-sampled signal
models cannot accurately describe the distortion effects of
a nonlinearity in a continuous-time communication system,
especially not phenomena that arise out-of-band.
The work in [26], [27] proposed a hardware architecture for
the receiver in a massive MIMO base station that only employs
a single LNA for the whole array. That work, however, used a
simplistic hardware model that did not take nonlinear effects
into account.
II. PRELIMINARIES: NONLINEARITIES AND PASSBAND
SIGNALS
In this section, we give a description and self-contained
derivation of some mathematical results that will be exploited
later in the paper.
We consider a real-valued static nonlinearity Aˆ acting on a
real-valued passband signal, i.e. a signal xˆ(t) whose Fourier
transform
xˆ( f ) =
∫ ∞
−∞
xˆ(t)e−2pit f dt (1)
is zero outside a band of width B < fc centered around fc:
xˆ( f ) = 0, when | f | < [ fc − B/2, fc + B/2]. (2)
The most general nonlinearity with memory can be described
by a Volterra series of degree Π [28]:
Aˆ(xˆ(t)) = bˆ0 +
Π∑
$=1
∫ ∞
−∞
· · ·
∫ ∞
−∞
bˆ$(τ1, . . . , τ$)
$∏
$′=1
xˆ(t − τ$′)dτ$′ .
(3)
3Depending on the type of memory that the nonlinearity has,
this model can be simplified and rephrased in terms of the
equivalent baseband representations of the in- and outputs.
Some common memory types are given in Table I. This paper
focuses on memoryless and quasi-memoryless nonlinearities.
A system is said to be quasi-memoryless when the multi-
dimensional Fourier transform∫ ∞
−∞
· · ·
∫ ∞
−∞
bˆ$(τ1, . . . , τ$)
n∏
$′=1
e−j2pi f$′τ$′dτ$′ (4)
of the kernel bˆ$(τ1, . . . , τ$) = b$ is constant over the band
around the center frequency ( f1, . . . , f$) = ( fc, . . . , fc) of the
passband signal xˆ(t) for all $ [29]. If we only are interested
in the action of the nonlinearity on the frequency component
around the center frequency, then the kernels can be simplified,
as shown in Table I, to the complex gains {bˆ$} of the Fourier
transforms at ( f1, . . . , f$) = ( fc, . . . , fc).
In case of a quasi-memoryless nonlinearity, the output signal
in (3) thus simplifies into:
yˆ(t) = Aˆ(xˆ(t)) =
Π∑
$=0
bˆ$ xˆ$(t). (5)
Conceptually, this polynomial approximation may also be
justified through the Weierstrass approximation theorem that
states that a continuous function can be approximated arbitrarily
well by a polynomial on a closed interval.
The output of the real nonlinearity acting on the passband
signal xˆ(t) in (5) consists of a sum of spectral components that
are distinct in the frequency domain if ΠB < fc. Each spectral
component is concentrated around a multiple of the frequency
fc, see [30, Fig. 5.3]. Denote the baseband representation of
the spectral component around the frequency fc by
y(t) = B
(
yˆ(t)e−j2pi fct
)
, (6)
where B is an ideal lowpass filter with cut-off frequency fc/2.
The spectral component described by y(t) can be given in terms
of the baseband equivalent of the input signal
x(t) = B
(
xˆ(t)e−j2pi fct
)
(7)
and the baseband equivalent A of the nonlinearity:
y(t) = A(x(t)) =
∑
$≤Π:odd
b$ x(t)|x(t)|$−1, (8)
where the sum is over all odd indices $ ≤ Π, for some
coefficients b$ , $ = 1, 3, 5, . . . ,Π that are equal to the
passband coefficients up to a scaling:
b$ =
(
$
$+1
2
)
bˆ$ . (9)
For completeness, the derivation of (8) from (5) is given in
Appendix B. The baseband equivalent in (8) of the nonlinearity
in (5) is called its polynomial model [29], [31].
The complex Itoˆ generalization of the Hermite polynomials
[32], [33],
H$,$′(x, x∗) , $!$′!
min{$,$′ }∑
i=0
(−1)i
i!
x$−i(x∗)$′−i
($ − i)!($′ − i)!,
(10)
has the following property:
E
[
H$,χ(X, X∗)H∗$′,χ′(Y,Y ∗)
]
= $!χ!δ[$ −$′]δ[χ − χ′]E[XY ∗]$ E[X∗Y ]χ, (11)
where X and Y ∼ CN(0, 1) are standard circularly symmetric
complex jointly Gaussian variables, pX,Y (x, y), pX (x) and pY (y)
are the joint probability density function of the variables X
and Y , the density of X and the density of Y respectively.
Equation (11) can be shown by using the orthogonality of
the polynomials and the complex generalization of Mehler’s
formula [34, ref. to as “Poisson kernel”]:
pX,Y (x, y)
pX (x)pY (y)
=
∞∑
$=0
∞∑
$′=0
E[XY ∗]$ E[X∗Y ]$′
$!$′!
H$,$′(x, x∗)H∗$,$′(y, y∗).
(12)
If the signal x(t) is Gaussian, has zero mean and unit power,
an orthogonal basis for the space of complex polynomials
of the kind in (8) is given by a subset of the complex Itoˆ
generalization of the Hermite polynomials in (10), namely by:
H$(x) , H$+1
2 ,
$−1
2
(x, x∗) (13)
=
$−1
2∑
n=0
(−1)nn!
($+1
2
n
) ($−1
2
n
)
x |x |$−1−2n, (14)
for $ = 1, 3, 5, . . . ,Π. The first polynomials of this kind are
given in Table II.
The baseband equivalent of the nonlinearity (8) can thus be
rewritten as
y(t) =
∑
$≤Π:odd
a$H$(x(t)) (15)
for some coefficients {a$}. Using the property in (11), the
autocorrelation of the baseband signal can be obtained as:
Ryy(τ) = E[y(t)y∗(t − τ)] (16)
=
∑
$≤Π:odd
|a$ |2
(
$ + 1
2
)
!
(
$ − 1
2
)
! rx(τ)|rx(τ)|$−1.
(17)
Since the terms in (14) are pairwisely uncorrelated and H1(x) =
x in the first term, the output can be decomposed into an
undistorted linear term and a distortion term:
y(t) = a1x(t) + d(t), (18)
where the distortion is uncorrelated to the linear term and is
given by
d(t) =
∑
$=3,5,...,Π
a$H$(x(t)). (19)
The autocorrelation function of the distortion is given by:
Rdd(τ) =
∑
$=3,5,...,Π
|a$ |2
(
$ + 1
2
)
!
(
$ − 1
2
)
! rx(τ)|rx(τ)|$−1.
(20)
4Table I
DEGREES OF MEMORYLESSNESS
nonlinearity type kernel bˆn(τ1, . . . , τn) = baseband description remark
with memory bˆn(τ1, . . . , τn) pure Volterra used for the most general
systems
with
two-dimensional
memory
bˆn(τ1, τ2−τ1)
n∏
n′=3
δ(τn′ −τ2) generalized memory
polynomial
used when the mass of the
kernels outside a
two-dimensional slice through
the diagonal of the space
(τ1, . . . , τn) can be neglected
with
one-dimensional
memory
bˆn(τ1)
n∏
n′=2
δ(τn′ − τ1) memory polynomial used when the mass of the
kernels outside the diagonal can
be neglected
quasi-memoryless bˆn
n∏
n′=1
δ(τn′ ), bˆn ∈ C polynomial model with
odd-degree terms and
complex coefficients
used when the kernels are
approximately constant in the
frequency band of the passband
output signal
memoryless bˆn
n∏
n′=1
δ(τn′ ), bˆn ∈ R polynomial model with
odd-degree terms and real
coefficients
used when the kernels are
perfectly frequency flat
Table II
COMPLEX HERMITE POLYNOMIALS
x |x |8 = H9(x) + 20H7(x) + 120H5(x) + 240H3(x) + 120H1(x)
H1(x)= x x |x |6 = H7(x) + 12H5(x) + 36H3(x) + 24H1(x)
H3(x)= x |x |2 − 2x x |x |4 = H5(x) + 6H3(x) + 6H1(x)
H5(x)= x |x |4 − 6x |x |2 + 6x x |x |2 = H3(x) + 2H1(x)
H7(x)= x |x |6 − 12x |x |4 + 36x |x |2 − 24x x = H1(x)
H9(x)= x |x |8 − 20x |x |6 + 120x |x |4 − 240x |x |2 + 120x
Another fact that will be used is that an input cross-
correlation is transformed by nonlinearities in the same way as
the autocorrelation in (17). Let x1(t), x2(t) ∼ CN(0, 1) be jointly
Gaussian with cross-correlation Rx1x2 (τ) , E[x1(t)x∗2(t − τ)].
When these signals are input to two different nonlinear systems
with outputs
y1(t) = A1(x1(t)) =
∑
$≤Π:odd
a1$H$(x1(t)), (21)
y2(t) = A2(x2(t)) =
∑
$≤Π:odd
a2$H$(x2(t)), (22)
the cross-correlation of the outputs is given by
Ry1y2 (τ) , E[y1(t)y∗2(t − τ)] (23)
=
∑
$≤Π:odd
a1$a∗2$
(
$ + 1
2
)
!
(
$ − 1
2
)
!rx1x2 (τ)|rx1x2 (τ)|$−1.
(24)
III. SYSTEM MODEL
We analyze the uplink transmission from K single-antenna
users to a base station with M antennas. Additionally, an un-
desired transmitter (blocker) is present, whose signal interferes
with the received signals from the served users. The setting is
depicted in Figure 1.
served users
blocker
base station
Figure 1. The base station receives signals from multiple served users that
are to be decoded. Additionally, it receives an interfering signal, which could
be a signal from a user that is served by another base station or a signal from
a malicious transmitter.
The transmitted signals are generated by pulse amplitude
modulating discrete symbols xk[n] with symbol period T and
the pulse-shaping filter p(τ):
xk(t) =
{∑∞
n=−∞
√
Pk xk[n]p(t − nT), if k = 1, . . . ,K,∑∞
n=−∞
√
Pk xk[n]p(t − nT)e j2piBt, if k = K + 1,
(25)
where k = 1, . . . ,K are indices of served users and k = K + 1
is the index of the blocker. The pulse-shaping filter is assumed
to have bandwidth B and to be strictly limited to the frequency
band [−B/2, B/2]. The power of the symbols is normalized
such that E[|xk[n]|2] = 1 and
∫ ∞
−∞ |p(τ)|2dτ = T , so that Pk
represents the transmit power of transmitter k. The blocker
uses the same pulse shape as the served users but transmits
in the adjacent frequency band with center frequency f = B.
The blocker could, for example, model a single-antenna user
that belongs to another communication system that transmits
in the right adjacent band.
In order to use the properties of the Itoˆ-Hermite polynomials,
the received signals should be Gaussian. To ensure that, it
5p∗(−τ)ym(t)um(t)
t = nTLNA
ym[n]
Figure 2. A schematic view of the studied receiver model.
is assumed that the symbols xk[n] are circularly symmetric,
complex Gaussian, which is a good model for OFDM signals.
Often when multiple signals are multiplexed the received
signals are close to Gaussian, even if the transmit symbols are
not Gaussian, due to the law of large numbers.
The channel from transmitter k ∈ {1, . . . ,K + 1} to base
station antenna m is denoted by the coefficient hkm ∈ C. Thus,
the signal that is received at antenna m is given by:
um(t) =
K+1∑
k=1
hkmxk(t) + zm(t), (26)
where zm(t) is a stationary Gaussian process that is used to
model the thermal noise of the receiver hardware. It will be
assumed that the noise is independent across the antennas
m and is white over the three adjacent frequency bands.
Specifically, it has constant power spectral density N0 over
the band [−3B/2, 3B/2] and power spectral density equal to
zero outside this bandwidth. The channel is assumed to be
frequency flat in order to ease the notation.
The received signals are then filtered by a receive filter
prior to sampling, as shown in Figure 2. In practice, the
filtering is done in the digital domain in an intermediate,
oversampled stage. Mathematically, however, such a receiver
chain is equivalent to the analog one in Figure 2, as long as the
oversampling factor is large enough. To simplify the exposition,
we will therefore analyze the system in Figure 2 without an
intermediate, oversampled stage.
Upon reception, the weak signal is amplified by an LNA.
The operation of the LNA at antenna m will be denoted by Am
and the amplified received signal is given by:
ym(t) = Am (um(t)) , (27)
Note that the amplification operationAm is different at different
antennas m in general.
The LNAs will be modeled as quasi-memoryless by a
polynomial model as described in Section II. An example
of coefficients for the polynomial model obtained from mea-
surements on a GaN (Gallium Nitride) amplifier designed
for operation at 2.1 GHz is given in the same Table III. The
input and output data were sampled at 200 MHz and the
signal bandwidth was 40 MHz. The coefficients have been
rescaled such that the unit power input signal is 9 dB below
the saturation point, which would imply that the signal is below
the saturation point 99.99 % of the time. The corresponding
Hermite coefficients are given in Table III for an input signal
with unit power.
The fact that the received signal has an arbitrary power has
to be considered when rewriting the polynomial model using
Table III
POLYNOMIAL COEFFICIENTS FITTED TO MEASURED DATA FROM A
GAN AMPLIFIER [35].
polynomial coefficients Hermite coefficients
b1 = 1.000 − j0.00982 a1 = 0.925 − j1.93 × 10−3
b3 = −7.78 × 10−3 + j0.0150 a3 = −0.0428 + j2.96 × 10−3
b5 = −2.69 × 10−2 − j0.00737 a5 = −2.91 × 10−3 − j1.20 × 10−3
b7 = 6.54 × 10−3 + j0.00166 a7 = −2.54 × 10−3 − j6.27 × 10−4
b9 = −4.54 × 10−4 − j0.000114 a9 = −4.54 × 10−4 − j1.14 × 10−4
the Itoˆ-Hermite polynomials, c.f. (15):
Am(um(t)) =
∑
$≤Π:odd
a$mσ$umH$
(
um(t)
σum
)
, (28)
where the complex coefficients {a$m} are linear combinations
of the coefficients {b$m} and different powers of the signal
power:
σ2um = E
[|um(t)|2] . (29)
For example, if bm$ = 0 for all $ > 9, the Hermite coefficients
are given by:
a1m = b1m + 2σ2umb3m + 6σ
4
um
b5m+24σ6umb7m+120σ
8
um
b9m
(30)
a3m = b3m + 6σ2umb5m + 36σ
4
um
b7m + 240σ6umb9m (31)
a5m = b5m + 12σ2umb7m + 120σ
4
um
b9m (32)
a7m = b7m + 20σ2umb9m (33)
a9m = b9m. (34)
It should be noted that σ2um depends on the time t, because
the received signal um(t) is a cyclostationary signal. The
Hermite coefficients {a$m} therefore also depend on t. For
tractability, however, the dependence of the coefficients on
time will be neglected, by replacing σ2um with the signal power∫ T
0 σ
2
um
/Tdt in (30)–(34). Many practical choices of pulses
p(τ) result in signals whose energy is evenly spread in time,
especially those with a small excess bandwidth. For such
pulses, it is a reasonable approximation to use constant Hermite
coefficients. To obtain expressions that are valid for any pulse,
it is straightforward to avoid the approximation by taking
the dependency on time into consideration in what follows.
However, the resulting expressions are less insightful as they
will contain terms, in which the pulse and the coefficients are
inseparable.
Because of the property of the Itoˆ-Hermite polynomials in
(11), the amplifier output, as given by the expansion in (28),
is a sum of uncorrelated signals, each defined by:
u$m(t) , σ$umH$
(
um(t)
σum
)
. (35)
Just like in (18), we partition the amplified signal into two
components:
ym(t) = a1mum(t) + dm(t), (36)
where the uncorrelated distortion is given by:
dm(t) ,
∑
3≤$≤Π:odd
a$mu$m(t). (37)
6In the symbol-sampled system model, the digital signal
is obtained through demodulation with the matched filter
p∗(−τ)/T , which is scaled by the symbol period T to make
the variance of the sampled noise
zm[n] , 1T (p
∗(−τ)? zm(τ))(t)

t=nT
∼ CN(0, N0/T), (38)
equal to N0/T . The output of the matched filter is given by
y¯m(t) =
∑
$≤Π:odd
a$mu¯$m(t), (39)
where the individual terms are given by
u¯$m(t) = 1T (p
∗(−τ)? u$m(τ)) (t). (40)
The matched-filter output is then sampled:
ym[n] = y¯m(nT) (41)
=
∑
$≤Π:odd
a$mu¯$m(nT). (42)
The signal part of the first term, the linear term, is denoted
um[n] , u¯1m(nT). The other terms, which represent the
uncorrelated distortion, are denoted dm[n] , ym[n]−a1mum[n].
If we assume perfect time synchronization, i.e. that the sampling
instants are t = nT and that the pulse p(τ) is a root-Nyquist
pulse of parameter T , the linear part of the signal can be given
as:
um[n] =
K∑
k=1
√
Pkhkmxk[n] + zm[n]. (43)
It is noted that the blocker does not affect this term because
its signal and the receive filter do not overlap in frequency.
The channel will be assumed to be normalized, such that:
E
[ |hkm |2] = 1. (44)
In this way, the power Pk is the average received power from
user k.
The estimate of the transmitted symbol of user k = 1, . . . ,K
is obtained by decoding the digital signal:
xˆk[n] ,
M∑
m=1
wkmym[n] (45)
=
M∑
m=1
a1mwkmum[n] +
M∑
m=1
wkmdm[n], (46)
where {wkm} are the weights of the linear decoder of user
k. The additional error in the estimate due to the nonlinear
distortion is thus given by the last sum in (46):
ek[n] ,
M∑
m=1
wkmdm[n]. (47)
Here it is assumed that there is no temporal processing. In
a perfectly linear frequency-flat channel, this would not be a
limitation. If the distortion dm[n] has an autocorrelation that
is nontrivial, however, a frequency-selective decoder could
suppress the distortion better.
IV. EFFECT OF LNAS ON DECODING
From the expression for the symbol estimate in (46), it can
be seen that the nonlinear LNAs affect the symbol estimates in
two ways:
1) A multiplicative distortion of the decoding weights.
2) An additive distortion of the symbol estimates.
To evaluate these two effects, we will apply the following so-
called, use-and-then-forget bound on the capacity. This bound
is a rigorous, yet fairly simple information-theoretic technique
that is often used for performance analysis in massive MIMO.
Theorem 1: An achievable rate for the link in (46) is given
by:
Rk = log(1 + SINRk), (48)
where the SINRk is called the “effective SINR” and is given
by:
SINRk =
E[xˆk[n]x∗k[n]]2 /E[|xk[n]|2]
E
[| xˆk[n]|2] − E[xˆk[n]x∗k[n]]2 /E[|xk[n]|2] (49)
Detailed discussions and proofs can be found, for example, in
[4], [36]. In the context of a nonlinear system, application of the
use-and-then-forget bound technique results in the following
theorem.
Corollary 1: The effective SINR of a system with nonlinear
LNAs is
SINRk =
Pk |gk |2∑K
k′=1 Pk′ I˜kk′ + MN0/T + D
, (50)
where the decoding gain is given by:
gk ,
M∑
m=1
E [a1mwkmhkm] , (51)
the interference from user k ′ to user k is:
I˜kk′ , var
(
M∑
m=1
a1mwkmhk′m
)
, (52)
and the distortion variance
D , var
(
M∑
m=1
wkmdm[n]
)
. (53)
A system with perfectly linear LNAs, where all first-degree
coefficients are equal, a1m = 1 for all m, and the distortion is
zero, D = 0, is considered for comparison. When this system
uses maximum-ratio combining, i.e. wkm = a∗1mh
∗
km
, and the
channel is i.i.d. across m then the gain and interference are
given by:
Gk , |gk |2 =
 M∑
m=1
E
[ |hkm |2] 2 = M2, (54)
I¯kk′ , I˜kk′ = M var
(
h∗kmhk′m
)
. (55)
If it is assumed that the fading is Gaussian, i.e. such that
hkm ∼ CN(0, 1), and the channel coefficients are independent
across m and k, then the interference variances are I¯kk′ = M .
To get some qualitative insights, operation of the LNAs
at a fixed point, i.e. where {a1m} are fixed, is assumed in
7the following theorem. Since the coefficients depend on the
received power, such operation might be difficult in practice.
However, this mode of operation can be achieved approximately
by varying the supply current to the amplifier to adjust for
fading. Deterministic coefficients can also appear in a fading
environment, where the energy of the channel is constant, such
as in highly frequency-selective channels or in free-space line-
of-sight channels. If the LNA operation can be described by
fixed gains {a1m}, the effective SINR with nonlinear LNAs is
given by the following theorem.
Theorem 2: In a system with LNAs whose first-degree
coefficients {a1m} are made constant and the channels {hkm}
are identically distributed for all k and independent across m,
the effective SINR of a decoder using maximum-ratio combining
wkm = a∗1mh
∗
km
is given by:
SINRk =
ρPkGk∑K
k′=1 Pk′ I¯kk′ + MN0/T + D′
, (56)
where the gain loss is
ρ ,
∑M
m=1 |a1m |2
2
M
∑M
m=1 |a1m |4
. (57)
and the distortion power
D′ ,
MD∑M
m=1 |a1m |4
. (58)
The proof of this theorem is given in Appendix A.
It is noted that the nonlinear LNAs affect the rate Rk of this
linear decoder in two ways:
a) There is a gain loss ρ that is due to variations in the
power amplifier. Because of Cauchy-Schwartz inequality,
ρ ≤ 1, where equality occurs when all linear gains are the
same, a1m = a1m′ for all m and m′. Hence, differences in
linearity between different amplifiers lead to a somewhat
reduced decoding gain.
b) The distortion enters the rate expression in the same way
as additional noise, and leads to an additional term in the
denominator D′, which is proportional to the variance of
the processed distortion D.
The phenomenon called desensitization [37, Ch. 2.1.1] can
be observed in the gains {a1m} of the desired linear part of
the signal. In practical amplifiers, these gains grow smaller the
higher power the input signal has. For example, from (30), it
can be seen that a linearity of order Π = 3 has a gain that is
given by:
a1m = b1m + 2Prxmb3m, (59)
where Prxm is the received power at antenna m. To model an
amplifier with transfer characteristics that saturate, the complex
coefficients b1m and b3m have opposite phases, which normally
is the case. Then the gain |a1m |2 can become small if the
received power Prxm is large.
In Figure 3, the gain is shown for different amounts of
received powers for a specific amplifier. It can be observed that
the desensitization effect can be significant. Even if it turns
out that the distortion D′ can be handled, desensitization will
−10 −8 −6 −4 −2 0
−15
−10
−5
0
Received power relative to one-dB compression point Prxm/P1dB [dB]
G
ai
n
|a 1
m
|2
[d
B
]
Figure 3. Desensitization of the linear gain |a1m |2 in the amplifier that is
described by the polynomial coefficients in Table III.
still have to be avoided if the LNAs are to be operated close
to saturation.
Since the desired signal, as well as the interference and
the thermal noise, all are amplified by the linear gains given
by {|a1m |2}, their relative powers do not change significantly
by the desensitization. Desensitization however, increases the
relative significance of the distortion, which is seen in (58),
where the denominator
∑M
m=1 |a1m |4/M becomes small in case
of desensitization.
Since the Hermite coefficients depend on the input power,
which, in turn, depends on the channel fading, it is difficult
to compute the use-and-then-forget bound in closed form in
general. As described in Theorem 2, however, the overall effect
of nonlinear LNAs is a lower decoding gain and extra additive
distortion. The extra additive distortion will be studied in the
following sections.
V. SPECTRAL ANALYSIS OF SYMBOL ESTIMATES
To gain insight into how large the error due to the nonlinear
distortion in (47) is, its second-order statistics will be analyzed
using the correlation property of the Itoˆ-Hermite polynomials.
Two cyclostationary signals x1(t) and x2(t) with period T
have a cross-correlation function that is given by
Rx1x2 (t, τ) , E
[
x1(t)x∗2(t − τ)
]
(60)
that is periodic in the argument t with period T . By expanding
the periodic cross-correlation function as a Fourier series, the
cross-correlation of cycle index α can be obtained as:
R(α)x1x2 (τ) ,
1
T
∫ T
0
Rx1x2 (t, τ)e−j2piαt/Tdt, α = 0,±1,±2, . . . .
(61)
A good introduction to the second-order statistics of cy-
clostationary signals is given in [38]. Similarly, two weak-
sense stationary, discrete signals y1[n] and y2[n] have a cross-
correlation function that is given by
Ry1y2 [`] , E
[
y1[n]y∗2[n − `]
]
. (62)
The transmitted symbols are assumed to be independent and
the cross-correlation function is therefore:
Rsk sk′ [`] = δ[k − k ′]δ[`]. (63)
8It then follows that the transmitted signals also are indepen-
dent, Rxk xk′ (t, τ) = 0 for k , k ′, and their cyclostationary
autocorrelation functions are given by:
Rxk xk (t, τ) =
{
Pkγ(t, τ)e−j2piBτ, if k = K + 1,
Pkγ(t, τ), otherwise,
(64)
where the aggregate pulse is
γ(t, τ) ,
∞∑
n=−∞
p(t − nT)p∗(t − nT − τ). (65)
The cross-correlation of the received signals is then:
Rumum′ (t, τ) =
K+1∑
k=1
hkmh∗km′Rxk xk (t, τ). (66)
Note that the channel is treated as deterministic, since we are
analyzing the signal for a given channel realization. Using
the orthogonality property in (11) and the expansion of the
amplifiers Am in (28), the cross-correlation of the output
signals is
Rymym′ (t, τ) = a1ma∗1m′Rumum′ (t, τ) + Rdmdm′ (t, τ), (67)
where the cross-correlation of the distortion is:
Rdmdm′ (t, τ) =
∑
3≤$≤Π:odd
a$ma∗$m′Ru$mu$m′ (t, τ), (68)
Ru$mu$m′ (t, τ)
,
(
$ + 1
2
)
!
(
$ − 1
2
)
!Rumum′ (t, τ)|Rumum′ (t, τ)|$−1. (69)
The amplified received signal is fed through a matched
filter with impulse response p∗(−τ)/T prior to sampling. The
cross-correlation of cycle index α of the terms in (40) is:
R(α)u¯$m u¯$m′ (τ) =
1
T2
(
R(α)u$mu$m′ (t)? γ(α)(t)
)
(τ), (70)
where the cross-correlations of cycle index α of the input signal
and the aggregate pulse are given by (61) as:
R(α)u$mu$m′ (τ) =
1
T
∫ T
0
Ru$mu$m′ (t, τ)e−j2piαt/Tdt, (71)
γ(α)(τ) , 1
T
∫ T
0
γ(t, τ)e−j2pitα/Tdt (72)
=
1
T
(
p∗(−t)? p(t)e−j2pitα/T
)
(τ). (73)
The filter output is then sampled to produce the discrete-time
signal u$m[n] , u¯$m(t0 + nT). Since the sampling period T
is equal to the period of the cyclostationary continuous-time
signal, the discrete-time signal is a weak-sense stationary signal
with cross-correlation:
Ru$mu$m′ [`] = Ru¯$m u¯$m′ (t0 + nT, `T) (74)
= Ru¯$m u¯$m′ (t0, `T) (75)
=
∞∑
α=−∞
R(α)u¯$m u¯$m′ (`T)e
j2piαt0/T . (76)
In (75), the periodicity of the cross-correlation in its first
argument is used. In (76), the periodic cross-correlation is
expanded as a Fourier series. It is noted that the sampling
offset in (41) was assumed to be t0 = 0, which makes the
complex exponentials in (76) equal to one for all α.
Table IV
NUMBER OF TERMS AFFECTED BY BLOCKER
ν = –1 0 1 2
total # terms K2 2K + K3 1 + 2K2 K
# terms with P3
K+1 1
# terms with P2
K+1 2K K
# terms with P
K+1 K
2 2K2
VI. ANALYSIS OF THIRD-DEGREE DISTORTION
In order to obtain some insights into the effect of the additive
distortion on the decoding in an accessible way, the system is
assumed to be noise-free, i.e. zm(t) = 0, for all m, and only
the third-degree term of the distortion
dm(t) = a3mu3m(t) (77)
will be studied. This term is often the dominant one in the
sense that it describes most of the distortion in and immediately
around the frequency band of the desired signal. The analysis
of higher-degree terms can be done in a similar, albeit, more
tedious way.
The cross-correlation of the third-degree distortion was given
in (68) and (69) in terms of the third-degree cross-correlation
of the received signal:
Ru3mu3m′ (t, τ) = 2Rumum′ (t, τ)|Rumum′ (t, τ)|2 (78)
= 2
K+1∑
k=1
K+1∑
k′=1
K+1∑
k′′=1
h¯kk′k′′m h¯∗kk′k′′m′PkPk′Pk′′γ3,ν(kk′k′′)(t, τ),
(79)
where the shorthand h¯kk′k′′m , hkmhk′mh∗k′′m is used and the
third-degree pulse γ3,ν(t, τ) is a frequency shifted version of
the product γ(t, τ)|γ(t, τ)|2:
γ3,ν(t, τ) = γ(t, τ)|γ(t, τ)|2e j2piνBτ . (80)
The frequency shift νB is a multiple of the carrier frequency of
the blocker B. The multiplicity is determined by which of the
indices k, k ′, k ′′ that equals K + 1 (the index of the blocker)
in the following way:
ν(k, k ′, k ′′) , I(k) + I(k ′) − I(k ′′) ∈ {−1, 0, 1, 2}, (81)
where I(k) = 1 if k = K + 1 and I(k) = 0 otherwise. In
Table IV, the number of terms in (79) belonging to a given
frequency index ν is shown together with the number of those
terms that include different powers of the received power from
the blocker. It is noted that, if there is no blocker, PK+1 = 0,
only the K3 terms that belong to the pulse γ3,0(t, τ) are left.
The cross-correlation of cycle index α for the periodic
correlation function in (79) is thus
R(α)u3mu3m′ (τ)
= 2
K+1∑
k=1
K+1∑
k′=1
K+1∑
k′′=1
h¯kk′k′′m h¯∗kk′k′′m′PkPk′Pk′′γ3,ν(kk′k′′)(τ), (82)
where the pulses are given by:
γ
(α)
3,ν (τ) ,
1
T
∫ T
0
γ3,ν(t, τ)e−j2piαt/Tdt, ν = −1, 0, 1, 2. (83)
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Figure 4. The four pulse shapes in the sum in (79). The pulse p(τ) has been
chosen as a root-raised cosine with roll-off 0.22, and the Fourier transform
Γ(0)( f ) of its ambiguity function at cycle index zero is shown for comparison.
The pulses have been scaled by a factor equal to the number of terms
corresponding to each pulse when there are K = 10 served users, see Table IV;
this however is an arbitrary scaling. The sum of the pulses is shown in grey.
The Fourier transforms Γ(0)3,ν( f ) of these pulses for α = 0 are
shown in Figure 4.
The cross-correlation of the matched-filtered and sampled
signal that was given in (76) can now be written as:
Ru3mu3m′ [`] = a3ma∗3m′
∞∑
α=−∞
(
R(α)u3mu3m′ (τ)? γ(α)(τ)
)
(t)

t=`T
(84)
= a3ma∗3m′
K+1∑
k=1
K+1∑
k′=1
K+1∑
k′′=1
h¯kk′k′′m h¯∗kk′k′′m′PkPk′Pk′′γ3,ν(k,k′,k′′)[`]
(85)
= a3ma∗3m′
1∑
ν=−1
γ3,ν[`]
∑
(k,k′,k′′)∈Kν
PkPk′Pk′′ h¯kk′k′′m h¯∗kk′k′′m′, (86)
where the sets Kν contain the user indices that affect a given
pulse:
Kν , {(k, k ′, k ′′) : ν(k, k ′, k ′′) = ν}. (87)
and the three ambiguity functions are defined as follows:
γ3,ν[`] , 1T2
∞∑
α=−∞
(
γ
(α)
3,ν (τ)? γ(α)(τ)
)
(t)

t=`T
. (88)
Since the pulses γ(α)(τ), whose spectrum is limited to
[−B/2, B/2] by construction, and γ3,2(τ) have disjoint supports
in the frequency domain, γ3,2[`] = 0 for all `, as is seen in
Figure 4, where three of the pulses overlap with the receive filter.
The cross-correlation of the matched-filtered signal therefore
only contains three pulses. The corresponding three nonzero
ambiguity functions can be seen in Figure 5 for a root-raised
cosine pulse p(τ) with roll-off 0.22. It can be seen that the
center pulse γ3,0[`] is practically frequency flat, while the
adjacent pulses γ3,−1[`] and γ3,1[`] are frequency selective. The
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b) Fourier transform
Figure 5. Time and frequency characterizations of the ambiguity functions
γ3,ν [`]. The pulse p(τ) has been chosen as a root-raised cosine pulse with
roll-off 0.22. Figure a: The magnitude of |γ3,ν [`] | for ν = 0, 1. Figure b: The
discrete-time Fourier transforms Γ3,ν [θ] of γ3,ν [`]. Note that |γ3,−1[`] | =
|γ3,1[`] | and Γ3,−1[θ] = Γ3,1[−θ].
frequency content of these pulses mostly lies towards the low
and high frequencies respectively, which means that distortion
from these pulses can be avoided at certain frequencies.
From (86), it can be seen that the third-degree distortion
term has a spatial pattern that is decided by the composite
channels {h¯kk′k′′m,m = 1, . . . ,M}. If decoding is done as in
(45), the distortion term will combine coherently for certain
choices of {wkm,m = 1, . . . ,M} and destructively for others.
This is described by the autocorrelation function of the additive
distortion term ek[n]:
Rekek [`] =
M∑
m=1
M∑
m′=1
wkmw
∗
km′Ru3mu3m′ [`] (89)
=
1∑
ν=−1
γ3,ν[`]
∑
(k,k′,k′′)∈Kν
Pk′Pk′′Pk′′′
×
M∑
m=1
M∑
m′=1
a3ma∗3m′ h¯k′k′′k′′′m h¯
∗
k′k′′k′′′m′wkmw
∗
km′
(90)
The following observations can be made from (90).
Observation 1: It is seen that the distortion combines
constructively in the directions given by
{a3m h¯kk′k′′m,m = 1, . . . ,M} (91)
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for k, k ′, k ′′ = 1, . . . ,K , which means that a user χ with a de-
coding vector (wχ1,wχ2, . . . ,wχM )T that is not orthogonal to all
the distortion directions, e.g. the third-degree distortion vectors
(a31 h¯∗kk′k′′1, a32 h¯∗kk′k′′2, . . . , a3M h¯∗kk′k′′M )T given by (91), will
suffer from distortion. The larger the inner product between
decoding vector and one of the distortion directions, the larger
the distortion will be.
Observation 2: When the directions in (91) are not parallel
to the channel of the user, the distortion can be mitigated by
choosing decoding weights that make the sum in (90) small.
Distortion mitigation would require the distortion directions
to be established. It remains to be shown, if it is possible
to estimate the distortion directions, and the coefficients
{a3m}, sufficiently well in practice to perform such distortion
mitigation.
Observation 3: The number of directions {a3m h¯kk′k′′m,m =
1, . . . ,M} is proportional to K3. The proportionality constant
is smaller than one, since some of the distortion directions
are the same, e.g. h¯kk′k′′m = h¯k′kk′′m. When the number of
directions is greater than the dimension of the signal space,
which is M , and all directions have the same power PkPk′Pk′′ ,
the distortion can be isotropic and the distortion is picked up
by any choice of decoding weights {wkm}.
VII. FREE-SPACE LINE-OF-SIGHT AND MAXIMUM-RATIO
COMBINING
To develop an intuition for how the distortion affects the
decoding, the special case of free-space line-of-sight channels
and maximum-ratio combining is considered. If user k is
located at a distance dkm from antenna m and the distances
{dkm,m = 1, . . . ,M} are similar, so that the path loss to each
antenna is the same, and the individual antenna gains are
identical, then the frequency-flat channel to user k from antenna
m is given by:
hkm = e jdkm/λ, (92)
where λ is the wavelength of the signal. Using this notation,
the composite channel becomes:
h¯kk′k′′m = e j(dkm+dk′m−dk′′m). (93)
The nominal nonlinearity characteristics of the amplifier is an
outcome of the amplifier design, rather than something that can
be arbitrarily chosen. Also, the typical goal of a manufacturer
is to minimize variations between product samples. We will
therefore assume, in this section, that all the amplifiers are
identical. Since the modulus of all channel coefficients is the
same, the received energy at all antennas is the same, and the
Hermite coefficients a3m = a3 are the same for all m.
It is also assumed that maximum-ratio combining is used,
i.e. that
wkm = a∗1mh
∗
km, for all k,m. (94)
Just like the third-degree coefficients are independent of the
antenna index m, the first-degree coefficients {a1m} are too.
For notational simplicity and without loss of generality, it will
be assumed that a1m = 1 for all m.
Under these assumptions, we see that, among the spatial
directions of the distortion in (91), there are directions that are
identical to the spatial direction of the desired in-band signal.
For example, from (93) it is seen that h¯kk′k′′m = hkm when
k ′ = k ′′ and thus that the direction of the distortion and of
user k are the same. These distortion terms thus combine in
the same way as the desired in-band signal. The following
more general conclusion can be made.
Observation 4: In free-space line-of-sight and with identical
amplifiers, some of the distortion directions in (91) are parallel
to the channels of the users and combine coherently for any
choice of decoding weights, for which the signal of interest
combines coherently. What is more, with a single user, the
distortion only has one term, which has a direction identical to
that of the desired signal, making distortion mitigation through
linear processing impossible.
To gain further intuition, we study the case of a uniform
linear array with the users in its geometric far-field. The channel
coefficients of user k are functions of the incident angle θk
relative to the broadside of the array:
hkm = e jmφk , (95)
where φk , −2pi sin(θk)∆/λ is the normalized sine angle of
the incident signal, λ = c/ fc is the wavelength of the signal at
the carrier frequency fc and ∆ is the antenna spacing. Using
this notation, the composite channel becomes:
h¯kk′k′′m = e jm(φk+φk′−φk′′ ). (96)
In this case, the inner sum of the distortion error in (90)
becomes
M∑
m=1
M∑
m′=1
a3ma∗3m′ h¯k′k′′k′′′m h¯
∗
k′k′′k′′′m′wkmw
∗
km′
= |a3 |2
M∑
m=1
M∑
m′=1
h¯k′k′′k′′′m h¯∗k′k′′k′′′m′h
∗
kmhkm′ (97)
= |a3 |2
M∑
m=1
M∑
m′=1
e j(m−m
′)(φk′+φk′′−φk′′′−φk ). (98)
= |a3 |2g(φk′ + φk′′ − φk′′′ − φk), (99)
where the double sum has been denoted by:
g(ϕ) ,
M∑
m=1
M∑
m′=1
e j(m−m
′)ϕ =
 M∑
m=1
e jmϕ
2 . (100)
The factor g(φk′ + φk′′ − φk′′′ − φk) will be referred to as the
array gain of the (k ′, k ′′, k ′′′)-th term in (90)2. It is shown for
different phase differences ϕ in Figure 6 for M = 100. From
its definition in (100), the following well-known properties of
the array gain can be observed:
• It has a main lobe around ϕ = 0 of width 2pi/M .
• It has a maximum at ϕ = 0, where g(0) = M2.
• Its envelope is upper bounded by:
g(ϕ) ≤ ψ(ϕ) , 2
1 − cos(ϕ) . (101)
2Some times the array gain is scaled by 1/M , so that the maximum array
gain equals M , the number of antennas, and not M2 as is the case here
without the scaling.
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Figure 6. The double sum in (98) is approximately zero, except when ϕ is
close to zero. At ϕ = 0, the sum is equal to M2. Here the sum is evaluated
for M = 100.
• Because of (101), g(ϕ) stays finite when M grows for all
ϕ except ϕ = 0, for which g(0) = M2.
For a small number of antennas, the width of the main lobe,
2pi/M , can be significant, e.g. with M = 16 antennas, the width
is 22.5◦ in sine angle. For larger number of antennas, however,
the main lobe is narrow, e.g. with M = 100 antennas, the case
shown in Figure 6, the width is 3.6◦ in sine angle.
The autocorrelation of the error due to the distortion in
free-space line-of-sight and maximum-ratio combining is thus:
Rekek [`] = |a3 |2
1∑
ν=−1
γ3,ν[`]
∑
(k,k′,k′′)∈Kν
Pk′Pk′′Pk′′′g(φk′+φk′′−φk′′′−φk).
(102)
For large M, the terms for which the argument of the array
gain g(·) is nonzero become small, and it holds approximately
that
Rekek [`]
M2
→ |a3 |2
1∑
ν=−1
γ3,ν[`]Pk
K∑
k′=1
P2k′ . (103)
Because the direction of some of the distortion terms is parallel
to the channel of the user, these terms do not vanish when
the number of antennas is increased. The application of other
linear decoders (different from maximum-ratio combining) also
does not help in this case.
The autocorrelation will now be studied in a series of case
studies, both with dominant in-band signals and out-of-band
blockers, to illustrate how the distortion affects different system
setups. As a reference, the LTE standard [39, Tab. 7.1.1.1]
requires a base stations to be able to handle interfering in-band
signals that are approximately 55 dB stronger than the desired
signal and out-of-band 80 dB stronger.
Table V
DOMINANT TERMS IN THE AUTOCORRELATION Re1e1 [`] IN THE PRESENCE
OF A BLOCKER, WHOSE RECEIVED POWER IS P2 , IN A FREE-SPACE
LINE-OF-SIGHT SCENARIO WITH ONE SERVED USER, WHOSE RECEIVED
POWER IS P1 .
few antennas
M2  P2/P1
many antennas
M2  P2/P1
negligible
blocker
P1  P2
|a3 |2γ3,0[`]P31 M2 |a3 |2γ3,0[`]P31 M2
strong
blocker
P1  P2
2 |a3 |2γ3,0[`]P1P22 M2
+ |a3 |2γ3,1[`]P32g(φ2−φ1)
|a3 |2γ3,0[`]P1P22 M2
A. One User, One Blocker
In case there is only one served user, K = 1, the index sets
of the three frequencies ν = −1, 0, 1 are
K−1 = {(1, 1, 2)} (104)
K0 = {(1, 1, 1), (2, 1, 2), (1, 2, 2)} (105)
K1 = {(2, 1, 1), (1, 2, 1), (2, 2, 2)}, (106)
and the autocorrelation of the error due to the distortion
becomes:
Rekek [`]
= |a3 |2
(
γ3,−1[`]P21P2g(φ1 − φ2) + γ3,0[`](P31 + 2P1P22 )M2
(107)
+ γ3,1[`](2P21P2 + P32 )g(φ2 − φ1)
)
. (108)
Depending on the relative powers between the user and the
blocker and the number of antennas, only a few of these terms
are significant. In Table V, four scenarios are specified: few or
many antennas, weak or strong blocker. It is interesting to note
that in all cases there is at least one term that scales with the
square of the number of antennas. These terms combine in the
same way as the in-band signal because their spatial direction
as given by (91) is the the same as that of the in-band signal.
In other words, the error and the in-band signal will obtain the
same array gain.
Observation 5: When the blocker is negligible, the autocor-
relation is dominated by the P31 term,
Re1e1 [`] ≈ |a3 |2γ3,0[`]P31M2, (109)
which is temporally white. This term grows with the number
of antennas, M, at the same rate as the linear signal. The
distortion therefore does not vanish when M is increased.
Observation 6: When the blocker is strong, the autocorrela-
tion function of the error is approximately:
Re1e1 [`] ≈ |a3 |2
(
2γ3,0[`]P1P22M2 + γ3,1[`]P32g(φ2 − φ1)
)
.
(110)
The second term scales with P32 and can possibly hurt the
performance of the system significantly if P2 is large. The
first term only scales with P22 but it also combines in the
same way as the desired signal, and scales with the number of
antennas. Hence, if the number of antennas is increased and
the difference in sine angles between the blocker and the user
12
is outside the narrow main lobe, 2pi/M < |φ2 − φ1 | mod 2pi,
the relative attenuation g(φ2 − φ1)/M2 goes to zero and the
second term vanishes. However, if the blocker stands such
that its sine angle is inside the narrow main lobe of the user,
2pi/M > |φ2 − φ1 | mod 2pi, then g(φ2 − φ1) ∝ M2 and the
second term does not vanish. In case of a strong blocker, the
large number of antennas in massive MIMO thus can alleviate
the distortion by reducing the distortion power from being
proportional to P32 to being proportional to P
2
2 .
B. Multiple Users, No Dominant User
A user χ is said to be dominant if the received power
Pχ  Pk , for all other users k , χ. In this section, a system
that performs power control is considered, such that there are
no dominant users. Furthermore, it is assumed that there is
no blocker and that the number of antennas is large. Then
many of the gains g(·) in the sum (99) can be assumed to be
negligibly small for a user k that has a unique angle of arrival,
i.e. a φk , φk′ for k ′ , k. Subsequently, only 2(K − 1) terms
combine coherently with maximum-ratio combining, i.e. have
g(·) = M2, and the autocorrelation can be approximated as
follows:
Rekek [`] = |a3 |2γ3,0[`]
∑
(k′,k′′,k′′′)∈K0
Pk′Pk′′Pk′′′g(φk′ + φk′′ − φk′′′ − φk)
(111)
≈ 2|a3 |2γ3,0[`]
(
P3k + 2Pk
∑
k′,k
P2k′
)
M2. (112)
Observation 7: The power of the error grows with the number
of users, because the total received power grows with the
number of users. This stands in contrast to the amplifier-induced
distortion in the downlink, where the coherent distortion scales
inversely with the number of users [22], because the power to
each user decreases proportionally to 1/K assuming a fixed
total radiated power.
C. Multiple Users, One Dominant User
If there is no power control in the system, the served
users might be received with widely different powers. To
illustrate this case, it will be assumed that one served user χ
is dominant, Pχ  Pk′ for all k ′ , χ. The significant terms
in the autocorrelation of the distortion error are then the terms
that contain the third power of the power of the dominant user
P3χ and the terms with a large g(·) that contain the power Pχ.
As in the single-user case, the autocorrelation of the dominant
user is approximately
Reχeχ [`] ≈ |a3 |2γ3,0[`]P3χM2. (113)
For the other, non-dominant users, k , χ, the autocorrelation
is
Rekek [`] ≈ |a3 |2γ3,0[`]
(
P3χg(φχ − φk) + 2M2PkP2χ
)
. (114)
If the dominant user has a different incidence angle, φχ , φk ,
using a large number of antennas thus removes the first term
that scales with P3χ. The second term that scales with P
2
χ
combines in the same way as the desired signal, however, and
will not vanish with an increased number of antennas. It is
noted that placing a null in the direction of the dominant user
would remove the term that scales with P3χ also with a finite
number of antennas.
D. Multiple Users, One Blocker
If there is a blocker that is received with a much higher
power than the served users, P2
K+1 
∑K
k=1 P
2
k
, then the
autocorrelation of the distortion error only contains a few
significant terms, just as in the single-user case in (110). The
terms containing the third power of the received power from the
blocker P3
K+1 and the terms with a large array gain that contain
the second power P2
K+1 are significant, and the autocorrelation
is approximately:
Rekek [`]
≈ |a3 |2
(
2γ3,0[`]P2K+1PkM2 + γ3,1[`]P3K+1g(φK+1 − φk)
)
.
(115)
If the user has an incidence angle that is different from
the blocker, the second term that scales with P3
K+1 becomes
negligible when the number of antennas is increased. The first
term that scales with P2
K+1, however, remains as it scales with
M2.
If the blocker stands inside the main lobe of the served user
k (i.e. 2pi/M > |φK+1−φk | mod 2pi), both terms in (115) will
scale with M2 and the autocorrelation is:
Rekek [`] ≈ |a3 |2M2
(
2γ3,0[`]P2K+1Pk + γ3,1[`]P3K+1
)
. (116)
The second term that has a temporal correlation that is colored
is the larger of the two terms if PK+1 > 2Pkγ3,0[0]/γ3,1[`].
VIII. DIFFERENT AMPLIFIERS
Due to fabrication imperfections, the amplifiers might not all
be equal. How linearity variations among amplifiers affect the
spatial pattern of the distortion is studied in this section. We
note that, since the channel is estimated through the same LNAs,
the effects of the first-degree coefficients {a1m} are adjusted for
in the decoding and the spatial patterns of the desired signals
are not significantly affected by hardware variations.
The variations between the amplifiers are modeled as
independent random deviations αm ∼ CN(0, η |a3 |2) from a
common mean
√
1 − ηa3:
a3ma∗1m =
√
1 − ηa3 + αm, (117)
where the parameter 0 ≤ η ≤ 1 describes the degree of
deviation between amplifiers. This model should be seen as
a first-order approximation, short of deviation models based
on measurements on a batch of LNAs. Other models, such as
modeling the deviations as random phase shifts of a common
mean, give similar results (not shown here due to space
limitations).
If maximum-ratio combining is employed and no attempt
is made to make the error due to distortion (90) small, the
weights
wkm = a∗1mh
∗
km (118)
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are used. Then the random array gain of the distortion becomes:
G(ϕ) ,
 M∑
m=1
a3ma∗1me
jmϕ
2 (119)
=
 M∑
m=1
√
1 − ηa3e jmϕ +
M∑
m=1
αme jmϕ
2 . (120)
The expectation of this random array gain is:
E[G(ϕ)] = (1 − η)|a3 |2g(ϕ) + Mη |a3 |2 (121)
= |a3 |2 (g(ϕ)(1 − η) + Mη) . (122)
The expectation in (122) is illustrated in Figure 7 a, which
shows the envelope ψ(ϕ) of g(ϕ). It can be seen that distortion
at angles for which ϕ , 0 is increasingly picked up by the
spatial filter as the degree of deviation η is increased. The
average array gain of the coherent terms, for which ϕ = 0, is
given by
E [G(0)] = |a3 |2M2(1 − η(1 − 1/M)). (123)
This expectation is shown in Figure 7 b. It can be seen how
the array gain of the distortion that combines coherently with
maximum-ratio combining decreases with an increasing degree
of deviation η among the amplifiers. However, the degrees of
deviation η has to be fairly large in order to observe a significant
reduction in the array gain of the coherent distortion.
The result of variations in the amplifier linearity is that the
array gain of the coherent distortion is decreased and that the
noncoherent distortion is not suppressed as much.
IX. COMPARISON WITH SPATIALLY-UNCORRELATED
DISTORTION MODEL
It is instructive to compare our findings with those that result
from other models. Specifically, a range of previous work has
modeled the signal distortion from non-ideal hardware in MIMO
systems as spatially uncorrelated additive noise in discrete,
symbol-sampled time [4], [8], [9]. The spatially uncorrelated
distortion model is analytically attractive as it enables the
derivation of closed-form performance expressions. It is,
furthermore, known that the in-band error-vector magnitude
predicted by the spatially uncorrelated distortion model matches
that of simulations with a behavioral amplifier model in cases
where many users are concurrently multiplexed over a Rayleigh
fading channel [10].
Yet, interestingly, the spatially uncorrelated distortion model
also has some implications that contradict the findings of our
work. For example, Corollary 4 in [40] implies that one can
tolerate stronger hardware imperfections as the number of
antennas M increases and, hence, that one can relax the linearity
constraints and hardware quality as M increases. In contrast,
our analysis shows that parts of the distortion can obtain an
array gain of M2, pointing to the opposite effect: hardware
quality cannot be relaxed arbitrarily much as M is increased.
In what follows, we expound on this discord in some
more detail and compare our conclusions with the spatially
uncorrelated distortion model. While doing that, two caveats
must be kept in mind. First, the spatially uncorrelated distortion
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Figure 7. The mean array gain of the distortion in arrays with variable LNAs
and M = 100 antennas. Around ϕ = 0 the gain is not visible from the envelope
in Figure a, instead it is shown in Figure b. The envelope for η = 0.1 can be
compared to the actual mean array gain, which is shown by the grey curve in
Figure a.
model is, to our understanding, not intended to give an
accurate behavioral description of an LNA specifically, although,
partially, the purpose of the model is to describe the effects of
nonlinearities in the transceiver chain. Second, while hardware
distortion certainly is a property of the hardware and not
of the propagation channel, to our knowledge, the spatially
uncorrelated distortion model has been applied only to the
analysis of in-band distortion in Rayleigh fading channels
in previous work—whereas much of our analysis focuses on
out-of-band signals and more general channel models.
Let us consider a fixed channel response, hkm, or a fading
channel conditioned on one of the channel states. According
to the spatially uncorrelated distortion model, the distortion
is a zero-mean Gaussian random variable with the following
correlation function (see, e.g., [8, Eqs. (6) and (8)]):
Rdmdm′ [`] =
{
0, m , m′ or ` , 0
κ
∑K
k=1 |hkm |2Pk, otherwise,
(124)
14
where κ is a parameter that models the quality of the
hardware. (A small value of κ represents accurate and expensive
hardware.) In contrast, starting from our modeling framework,
ignoring the temporal correlation given by {γ3,ν[`]} in (86),
which the spatially uncorrelated distortion model neglects, and
considering only the significant terms for which (`, ν) = (0, 0),
the spatial correlation of the third-degree distortion term is:
Ru3mu3m′ [0] = a3ma∗3m′γ3,0[0]
∑
k,k′,k′′∈K0
PkPk′Pk′′ h¯kk′k′′m h¯∗kk′k′′m′ .
(125)
A comparison between (124) and (125) reveals two important
qualitative differences: (i) According to the spatially uncor-
related distortion model, (124), the distortion is uncorrelated
among the antennas, but in (125), the cross-correlation is a
function of the channels (via {h¯kk′k′′m}). As shown earlier
for maximum-ratio combining, the distortion obtains an array
gain with our model, whereas it does not with the spatially
uncorrelated distortion model, because the distortion in (124)
is spatially white. (ii) According to the spatially uncorrelated
distortion model, the distortion power scales linearly with
the received power, but in (125), the power scales non-
linearly; since a3m is power dependent, the power scales
with |a3m |2 ∑ PkPk′Pk′′ | h¯kk′k′′m |2. These observations hold
conditioned on hkm, hence independently of the propagation
channel model.
To understand the difference more intuitively in terms of
the spatial pattern of the array, consider the special case of a
free-space line-of-sight channel. Denote by
ek =
M∑
m=1
dmwmk, (126)
the error due to distortion, where the decoding weights {wmk}
are functions of the channel response, given by (94). The
error under the spatially uncorrelated distortion model has the
variance
E
[
|ek |2
 {hkm}] = κ K∑
k′=1
Pk′
M∑
m=1
|hk′m |2 |wmk |2 (127)
= κM
K∑
k′=1
Pk′ . (128)
The interpretation is that the array gain of the distortion is
E[G(ϕ)]/κ = M independently of the normalized sine angles
{φk}, see Figure 7. The spatial pattern resulting from the
spatially uncorrelated distortion assumption is thus constant
and does not show the array gain of the distortion terms with
the same spatial characteristics as the desired signal, nor does
it show the suppression of the distortion terms with different
spatial characteristics.
X. FREQUENCY-SELECTIVE CHANNELS
When the fading is frequency-selective and isotropic, the
spatial pattern is harder to illustrate than in the free-space line-
of-sight case, where a spatial pattern like the one in Figure 6
gives a good picture. In this section, we numerically study the
effects of a blocker on a single-user system with frequency-
selective fading for different number of receiving antennas.
To simulate a frequency-selective propagation environment,
it is assumed that the transmit signal from transmitter k is
received from V scattering clusters, each located at the position
(xkv, ykv). Then, instead of the expression in (26), the received
signal is given by
um(t) =
K+1∑
k=1
V∑
v=1
hkve−j2pi(τkv+kv )xk(t − τkv − kv)sm(xkv, ykv).
(129)
As the aim is to study the spatial characteristics of the distortion,
the thermal noise is assumed to be zero. The path losses {hkv}
and delays {τkv} are assumed to be given by the environment
and fixed. The small variations in the delays between coherence
intervals are assumed to cause a random phase shift that is
uniformly distributed:
kv ∼ uniform[0, 2pi]. (130)
It will be assumed that the array is located along the y axis
and is a uniform linear array with an antenna spacing ∆ = λ/2
that equals half the wavelength of the carrier frequency. Under
this assumption, element m of the steering vector is given by:
sm(x, y) , e−j2pi(
√
x2+y2−
√
x2+(y−(m−1)∆)2)/c, (131)
where c is the speed of light.
The number of paths was chosen to V = 10 and the
channel parameters were taken as one realization of the random
variables
τkv ∼ uniform[0, στ] (132)
hkv ∼ Rayleigh(1/V) (133)
xkv ∼ uniform[100λ, 5000λ] (134)
ykv ∼ uniform[−5000λ, 5000λ], (135)
where the delay spread was chosen to be στ = 3 µs, which
corresponds to a difference in path lengths of 900 m. The
carrier frequency was assumed to be fc = 2 GHz and thus the
wavelength λ = 0.15 m.
The effect of a blocker on the performance given by the
rate in (48) is shown in Figure 8. It can be seen that the
performance saturates as the number of antennas is increased.
This is due to the coherent distortion from the blocker that is
present also in this frequency-selective setting.
The result can be compared to the results for a free-space
line-of-sight (V = 1) setting in Figure 8. It can be seen that
the rate saturates at a much higher level in the line-of-sight
case, since in this case the distortion from the blocker is
concentrated to the four lobes in (108). The precise effect of
these lobes depends on the array geometry and changes with
the number of antennas, which explains the behavior of the
rate around M = 100. In the frequency-selective case, however,
the distortion is spread in many more directions and is harder
to suppress using a spatial filter. Furthermore, the frequency-
selective fading can cause individual amplifiers to operate much
closer to saturation than the average amplifier, which causes
excessive distortion.
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Figure 8. The rate in (48) in a system with one served user and a blocker
that is received with a higher power than the served user. The amplifiers are
run 8 dB below the one-dB compression point on average. The coefficients
from Table III are used.
XI. CONCLUSION
We have presented a framework for rigorous analysis of the
effects of amplifier nonlinearity distortion in the massive MIMO
uplink, and specifically for the analysis of the effects of a strong
blocker. The analysis is based on orthogonal polynomials. For
simplicity, we have assumed Gaussian signals in order to use the
well-documented Itoˆ-Hermite polynomials, leaving the possible
study of other signals for future work. The main conclusions
are as follows.
The impact of a blocker is qualitatively, and quantitatively,
different in the MIMO case as compared to in a single-antenna
system. Specifically, in a massive MIMO base station with a
large number of antennas, the effective power of the distortion
created by a blocker scales quadratically rather than cubically
with the power of the blocker, assuming spatial matched
filtering (maximum-ratio combining).
The distortion resulting from nonlinearities is spatially
correlated, and the effects of this correlation must be adequately
taken into account in order to obtain accurate conclusions.
Specifically, models that assume spatially uncorrelated distor-
tion can yield incorrect conclusions in some important cases
of interest when the number of antennas is large, especially in
free-space line-of-sight propagation.
In the case of a single served user in free-space line-of-sight
without blockers (and assuming that all amplifiers are identical
and the received power at each LNA is the same), any decoder,
for which the signal of interest combines coherently, will make
the distortion combine fully coherently and the effect of LNA
nonlinearities is the same as in a SISO system without spatial
processing. In this free-space line-of-sight case, the signal-
to-distortion ratio cannot be improved by linear processing
alone. This limits the effective SINR that can be achieved, even
if the number of antennas is increased. In other propagation
scenarios, however, the impact of distortion can be reduced by
spatial filtering, rendering the effects of the distortion smaller
than in a single-antenna system.
While our study considered spatial matched filtering, other
types of linear processing may mitigate the distortion to a
greater extent—except for the single-user free-space line-of-
sight case, in which this is impossible as already pointed out.
We hope that the rigorous continuous-time models presented
here will stimulate the development of improved signal
processing algorithms to deal with the important task of blocker
suppression in massive MIMO systems with nonlinear receiver
frontends. Practical issues such as channel estimation, and
characterization of the nonlinear transfer characteristics of the
frontend, will require attention in order for such processing to
properly work.
APPENDIX A
PROOF OF THEOREM 2
First the gain in (51) is investigated with wkm = a∗1mh
∗
km
:
gk =
M∑
m=1
|a1m |2 E
[ |hkm |2] (136)
=
M∑
m=1
|a1m |2. (137)
The square of this is |gk |2 = Gk
∑M
m=1 |a1m |2
2/M2.
Then the interference variance in (52) is considered:
I˜kk′ = var
(
M∑
m=1
|a1m |2h∗kmhk′m
)
(138)
=
M∑
m=1
|a1m |4 var
(
h∗kmhk′m
)
(139)
= I¯kk′
∑M
m=1 |a1m |2
M
, (140)
because the channels are independent across m. Because the
channel coefficients are identically distributed across m, the
variances var
(
h∗
km
hk′m
)
are equal for all m. The variance of
the nonlinear system is therefore equal to the variance in (55)
of the linear system: I˜kk′ = I¯kk′ .
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Similarly, the noise term has the variance:
var
(
M∑
m=1
|a1m |2wkmzm[n]
)
=
M∑
m=1
|a1m |4 var (wkmzm[n])︸             ︷︷             ︸
=N0/T
(141)
=
N0
T
M∑
m=1
|a1m |4. (142)
By normalizing this with respect to the total amplification∑M
m=1 |a1m |2 the noise variance is obtained and the theorem
follows.
APPENDIX B
DERIVATION OF THE POLYNOMIAL MODEL
The polynomial model in (8) can be derived from the
memoryless polynomial passband description in (5) by writing
the passband signal in terms of its equivalent baseband signal:
xˆ(t) = x(t)e j2pi fct + x∗(t)e−j2pi fct . (143)
The $-th power of the input signal is then:
xˆ$(t) =
$∑
n=0
(
$
n
)
xn(t)(x∗(t))$−ne j2pi fc(2n−$)t . (144)
If we apply the same lowpass filter as in (6) to this signal,
it will filter out all terms except the term when 2n − $ = 1.
Thus, B(xˆ$(t)e−j2pi fct ) = 0 for all even $, and:
B
(
xˆ$(t)e−j2pi fct
)
=
(
$
$+1
2
)
x(t)|x(t)|$−1, (145)
for odd $, because the bandwidth of x(t)|x(t)|$−1 is smaller
than the cutoff frequency of the filter ΠB/2 < fc/2.
SOURCE CODE
The code used in the generation of some of the figures can
be found at https://github.com/OOBRadMIMO/LNAMaMIMO.
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