Frequency-based methods for measuring seismic attenuation are used commonly in exploration geophysics. To measure the spectrum of a nonstationary seismic signal, different methods are available, including transforms with time windows that are either fixed or systematically varying with the frequency being analyzed. We compare four time-frequency transforms and show that the choice of a fixed-or variable-window transform affects the robustness and accuracy of the resulting attenuation measurements. For fixed-window transforms, we use the short-time Fourier transform and Gabor transform. The S-transform and continuous wavelet transform are analyzed as the variable-length transforms. First we conduct a synthetic transmission experiment, and compare the frequency-dependent scattering attenuation to the theoretically predicted values. From this procedure, we find that variable-window transforms reduce the uncertainty and bias of the resulting attenuation estimate, specifically at the upper and lower ends of the signal bandwidth. Our second experiment measures attenuation from a zero-offset reflection synthetic using a linear regression of spectral ratios. Estimates for constant-Q attenuation obtained with the variable-window transforms depend less on the choice of regression bandwidth, resulting in a more precise attenuation estimate. These results are repeated in our analysis of surface seismic data, whereby we also find that the attenuation measurements made by variable-window transforms have a stronger match to their expected trend with offset. We conclude that time-frequency transforms with a systematically varying time window, such as the S-transform and continuous wavelet transform, allow for more robust estimates of seismic attenuation. Peaks and notches in the measured spectrum are reduced because the analyzed primary signal is better isolated from the coda, and because of high-frequency spectral smoothing implicit in the use of short-analysis windows.
INTRODUCTION
Seismic attenuation can be caused by intrinsic effects such as anelastic losses resulting from fluid movement ͑Dvorkin and Nur, 1993͒ and friction between grains or crack faces ͑Johnston et al., 1979͒. Similarly, losses can occur by processes that mimic intrinsic effects such as multiple scattering. Typically, the overall effect on the seismic signal is that higher frequencies are suppressed more rapidly than lower frequencies as the signal propagates over greater distances or through more attenuating media. This results in a loss of signal resolution.
Conversely, the additional information that attenuation imparts to the signal can be a useful tool for reservoir characterization. For example, attenuation is sensitive to changes in gas saturation in partially saturated media ͑Winkler and Nur, 1982͒, and in fractured media, the magnitude of attenuation change with azimuth has been shown to be a useful indicator of fracture direction Maultzsch et al., 2007͒ . Finally, once attenuation is measured, it is possible to mitigate the resolution loss by applying processes such as inverse-Q filtering ͑Wang, 2002͒ to aid with structural interpretations ͑Kaderali et al., 2007͒, amplitude-variation-with-offset ͑AVO͒ analysis ͑Luh, 1993͒. Attenuation is therefore a desirable parameter to estimate; however, effects on the seismic spectrum from interference of different seismic arrivals often make its accurate determination elusive.
Among the many methods available for measuring seismic attenuation, frequency-based methods are common in exploration geophysics because of their reliability and ease of use ͑Tonn, 1991͒. Spectral estimates are required for these methods, which often are obtained using the short-time Fourier transform ͑STFT͒ ͑Dasgupta and Clark, 1998; Hauge, 1981͒ . Time-frequency transforms, such as the continuous wavelet transform ͑Chakraborty and Okaya, 1995; Rioul and Vetterli, 1991͒ and S-transform ͑Stockwell et al., 1996͒ , are available also, and they are becoming more popular. The continuous wavelet transform has found success in spectral decomposition ͑Sinha et al., 2005͒, and one of its benefits is its well-localized time extent, particularly at high frequencies.
A few investigations have compared different time-frequency transforms for specific applications. In the context of temporal resolution, Castagna and Sun ͑2006͒ compare the performance of the STFT and wavelet transform with other spectral estimates. They accomplish this by creating synthetic data using interfering wavelets of different frequencies, and they conclude that a variant of matching pursuit decomposition ͑Mallat and Zhang, 1993͒ has the best temporal resolution for their experiment. In the context of attenuation, Tai et al. ͑2006͒ compare the STFT and wavelet transform for their abilities to produce attenuation estimates in the presence of Gaussian random noise. Their work uses the spectral ratio method applied to a source wavelet and an isolated and attenuated version. Other works show that non-Fourier transforms can be used for attenuation estimates ͑e.g., Li et al., 2006͒ , yet a formal comparison of transform types still is required in this context, and the aim of this paper is to provide this comparison.
The use of simple synthetics does not establish conclusively the superiority of one transform over another for attenuation estimates. Part of the issue with calculating a spectrum is that the seismic response is more complicated than a sparse convolutional model. The spectrum of recorded data is influenced by scattering losses and interference from short-path multiples ͑O'Doherty and Anstey, 1971; Shapiro and Zien, 1993͒ . By obtaining estimates of the spectrum that are less affected by this interference, more confident and stable attenuation estimates can be made.
To address the complications of measuring a seismic spectrum, an investigation is required that looks at the behavior of different transform types in the presence of multiple scattering from numerous reflection interfaces. Here, we demonstrate that there are significant differences between the spectral estimates from two broad categories of time-frequency transforms: those having time windows that are fixed, and those with windows that are systematically varying with the frequency being analyzed. In the category of fixed-timewindow transforms, we consider the STFT with both Hamming and Gaussian window functions, the latter referred to as a Gabor transform ͑Carmona et al., 1998͒. For variable-time-window transforms, we use the S-transform, and the continuous wavelet transform with a Morlet wavelet ͑Daubechies, 1992͒.
A third class of transform, which we do not consider, deals with parametric methods including Burg autoregressive estimates and matching pursuit decomposition. These methods allow for signal decomposition with spectral elements whose size is flexible ͑Wang, 2007͒. Although this property is useful for compactly describing signals or identifying major signal components, it makes a direct comparison with convolutional methods difficult. Whereas the basis functions for the transforms that we consider remain constant, the elements of parametric methods change depending on the signal, and it is not possible to apply conclusions from testing these methods to the general case.
We introduce first the algebraic description of seismic wave attenuation, and then give an overview of the time-frequency transforms that we use. To test which transforms produce the most robust and least biased attenuation estimates, we conduct two synthetic experiments and an analysis of real-surface seismic data. First we compare estimated and theoretical attenuation profiles resulting from multiple scattering. For this purpose, we model a transmission vertical seismic profile ͑VSP͒ and use wave localization theory ͑Shapiro and Zien, 1993͒ to calculate the expected attenuation.
Next we estimate constant-Q effective attenuation from a zerooffset reflection synthetic, and investigate the distribution of estimates for different bandwidths used in the linear regression of a natural log spectral ratio versus frequency. We repeat this analysis on a common-midpoint ͑CMP͒ supergather, and go on to investigate how well the measurements agree with expected behavior. Finally, we discuss reasons for the different performances, and the adequacy of each transform type for robust attenuation measurements.
THEORY Attenuation
The amplitude spectrum of a wave in a homogeneous attenuating medium is given by
where S is the amplitude of frequency f after propagating distance z, S 0 is the initial spectral amplitude, and ␣ is the attenuation coefficient ͑Aki and Richards, 2002͒. By rearranging equation 1, attenuation might be determined from the spectral estimates of an initial S 0 and propagated event S:
͑2͒
Although there are many definitions relating ␣ and the seismic quality factor Q ͑Toverud and Ursin, 2005͒, we use the definition given by Aki and Richards ͑2002͒:
where V is the phase velocity of the wave in the medium. Specifically for the case of a frequency-independent Q, by expressing a combination of equations 2 and 3 in terms of traveltime t,
a linear regression with frequency might be used to find the effective 1/Q e for the medium. The effective value, however, is not controlled just by intrinsic effects such as fluid flow, but is affected also by apparent attenuation effects such as multiple scattering. The effective 1/Q e is related to intrinsic ͑1/Q i ͒ and apparent ͑1/Q sc ͒ effects through the following relationship ͑Spencer et al., 1982͒:
Time-frequency transforms
A variety of methods are available to determine the spectra used in the measurement of 1/Q. For nonstationary data, time-frequency transforms are useful, as they produce a spectral estimate centered at each time element of the data. In this respect, a 1D data trace is mapped into a 2D spectrogram, which has dimensions of time and frequency.
Perhaps the most recognized time-frequency transform is the STFT, in which the data trace s is gated by a sliding window function w, and the Fourier transform ͑Bracewell, 1978͒ is applied to the result:
where is the time lag to the center of the window function. This definition allows for an arbitrary window function; however, by using a Gaussian window function,
where is the distribution width, equation 6 takes on the definition of a Gabor transform ͑Carmona et al., 1998͒. This is because equation 6 becomes a convolution of the signal with a modulated Gaussian function, which is the impulse response of a Gabor filter ͑Rioul and Vetterli, 1991͒. For our STFT analysis, we use a Hamming function ͑Harris, 1978͒, and for the Gabor transform, we use a fractional distribution width of ‫ס‬ 0.33. The time length of the windows is set at 101 ms for the following analysis. This is suitable for measuring frequencies above 10 Hz, which have a period smaller than the window size. For data with lower frequency content, a larger window must be used.
The window functions chosen for the STFT and Gabor transform have a fixed time length for each frequency that is analyzed. Conversely, the S-transform ͑Stockwell et al., 1996͒ analyzes shorter data segments as the frequencies increase. This is accomplished by using the Gaussian window function ͑equation 7͒, and substituting a frequency-dependent expression for the distribution width:
Thus, by normalizing the window amplitude, the S-transform takes the form
Whereas the above transforms use the e ‫מ‬i2 ft basis function, the continuous wavelet transform uses scaled versions of a "mother wavelet" ⌿ as its basis ͑Daubechies, 1992͒. This results in a transform of the form
where a is the scale of the wavelet ͑Chakraborty and Okaya, 1995; . ͑12͒
After creating a high-frequency mother wavelet, the scale a is increased from its initial value. Thus, a time-scale decomposition is obtained, where increasing scale a corresponds to decreasing frequency f. For comparison with other time-frequency transforms, each scale must be mapped to the frequency that corresponds to the center frequency of the scaled wavelet. This is done by calculating the expression for the Nyquist frequency f N in the oscillatory term in equation 11, and relating it to the initial frequency of the mother wavelet for discrete time with n points:
Therefore, the initial frequency of the mother wavelet is
where ⌬T is the sample rate of the data. The frequencies f of subsequent scales a then are found as a function of the initial frequency f 0 by
TRANSMISSION AND FREQUENCY-DEPENDENT ATTENUATION Objective
The first test is a controlled experiment in which we compare estimated frequency-dependent attenuation with theoretically predicted profiles for a synthetic VSP. The purpose is to show that the type of transform used determines the precision and accuracy of the attenuation estimate. For this to be a meaningful test, two requirements must be met: ͑1͒ a geophysical model with known attenuation must be created, and ͑2͒ the seismic response of that model must be calculated to include all of the expected multiple reflections and interference. Although it is easy enough to design a finely layered model with known intrinsic attenuation, this does not account for the apparent attenuation caused by stratigraphic effects ͑O'Doherty and Anstey, 1971; Schoenberger and Levin, 1974, 1978; Spencer et al., 1977͒ . Conversely, a model with coarse layers might be created to isolate the intrinsic attenuation; however, this does not accurately represent realistic subsurface conditions.
Wave localization theory
To meet these conditions, we use wave localization theory, which describes the frequency-dependent attenuation of a transmitted wave caused by multiple scattering in a randomly layered medium ͑Shapiro and Zien, 1993͒. By generating an appropriate medium, we compare the estimated attenuation to the theoretical attenuation at each frequency, thereby evaluating the quality of the spectral estimate. Because wave localization theory involves a statistical description of the medium, it is possible then to create multiple model realizations and produce a statistical analysis of the attenuation estimates in terms of estimation variance and systematic error.
The random incompressibility fluctuations for a piecewise continuous medium display an exponential autocorrelation function,
where is the autocorrelation function in terms of depth lag , is the relative standard deviation of the incompressibility fluctuations, and a c is their characteristic scale length ͑van der Baan, 2001͒. For this type of medium, wave localization theory can be used to show that the theoretical apparent attenuation coefficient ␣ is given by
where f is frequency and V is the average velocity ͑Shapiro and Zien, 1993; van der Baan, 2001͒. This function shows how the energy of the primary arrival is scattered into a time-delayed sequence of arrivals referred to as the coda. Low frequencies, having larger wavelengths, see the random layering as an effective medium, and the amount of scattering is negligible. This results in apparent attenuation decreasing to zero in the low-frequency limit. The maximum scattering of energy occurs for frequencies with wavelengths that approach the typical scale a c of the medium. Finally, as frequencies increase, the attenuation coefficient ␣ decreases and converges to a constant value because the me dium is piecewise continuous and smaller wavelengths are resolved for each layer ͑van der Baan, 2001͒.
Test setup
Using the procedure outlined by van der Baan et al. ͑2007͒, we analyze the sonic log of a well that penetrates a shallow sequence of alternating sands and shales. Assuming incompressibility fluctuations that observe an exponential autocorrelation function, and using a constant density, we then determine the parameters that describe the data. This is done by removing a polynomial trend from the velocity data, from which the zero-order term is used to give the mean velocity. Next the autocorrelation function is calculated. The zero-lag value of the autocorrelation, by equation 17, gives the value of 2 . Similarly, the characteristic scale is the depth lag where
We then use these parameters to create a reasonable set of model properties for our medium, as well as three variants of this model ͑Table 1͒. Following the method described by van der Baan ͑2001͒, we generate 20 realizations of a random medium for each model, and from these produce VSP synthetics. We consider the vertical transmission of a seismic wave through 500 m of the random medium, with an overlying 11-m homogeneous layer. An explosive source is placed at 10-m depth, and a receiver is placed at 510 m. The modeling is done using a reflectivity method, as implemented by Dietrich ͑1988͒, and to eliminate surface reflections, no free surface is used in the computation of synthetic waveforms. The source used is a 70-Hz, 90°Ricker wavelet, and the intrinsic attenuation of the medium is made negligible by setting 1/Q i ‫ס‬ 10 ‫6מ‬ . The signal spectrum S͑f͒ is extracted from the maximum amplitude coefficients for each frequency in the spectrogram. This allows for dispersion, because not all frequencies must have the same maximum-amplitude arrival time. The reference-signal spectrum S 0 ͑f͒ is obtained from an identical synthetic setup using a homogeneous medium, which eliminates potential problems resulting from geometric spreading and numerical dispersion ͑van der Baan, 2001͒. Finally, the estimated attenuation profiles are determined using equation 2, and the 1/Q sc is inspected using the Aki and Richards ͑2002͒ definition ͑equation 3͒. The theoretical frequency-dependent 1/Q sc caused by scattering is obtained using equations 3 and 18.
Results
Intermediate results are shown for only the first model from Table 1 , as the remaining models show similar effects. A single realization of the velocity model and the signal transmitted through it are displayed in Figure 1 . Here the time-domain effects of the multiple scattering are seen, where the direct arrival at 0.25 s is followed by coda energy from the multiples. In Figure 2 , the spectrogram of the transmitted signal is shown using the four transforms outlined above. The major difference between the fixed-window transforms ͑Fig-ure 2a and b͒ and the variable-window transforms ͑Figure 2c and d͒ is in the shape of the primary arrival in time-frequency space. This shape is relat- ed directly to the transform window size, and for the variable-window transforms, the distinct wedge is evident, narrowing in time toward higher frequencies. What is apparent also from Figure 2 is that the coda energy is not just separated from the direct arrival in time, but in frequency as well. This is indicated by the lower amplitude energy centered between 50 and 150 Hz, which follows the primary arrival at 0.26 s. More significant is that in the variable-window transforms, the coda energy above 100 Hz shows less interference with the primary energy.
After extracting the maximum amplitude spectra from each transform, the respective 1/Q sc functions are calculated for each realization, examples of which are shown in Figure 3a . The frequency-dependent curves fluctuate significantly about the theoretical predictions as a result of the finite number of layers in the model, and the interference of the coda that results from multiple scattering. To account for the finite layers, and to look at systematic deviations, we must take a look at the mean of the 1/Q sc estimates from all realizations.
The mean of the estimated attenuation from each transform is shown in Figure 3b . The statistical fluctuations are reduced, and the main effects, which are visible, are fluctuations caused by coda interference. Below 10 Hz and above 200 Hz, large variations result because the measurements fall outside the significant bandwidth of the data. The deviations from the theoretical curves are similar for all of the transforms, with an improvement from the variable-window transforms for frequencies above 110 Hz and below 30 Hz.
More significantly, the uncertainty in the measurement of a single realization is shown by the standard deviation of the distribution of estimates, shown in Figure 3c . The standard deviation of the attenuation estimates is smaller for the variable-window transforms, with an exception of the frequencies between 30 and 55 Hz, where the results show no major differences. In this frequency range, the window lengths for all of the transforms are similar. The most significant improvements in the standard deviation are above 100 Hz. This suggests that individual amplitude spectra produced by the variable-window transforms are more precise, having a narrower statistical distribution. The analysis is repeated for models 2-4 from Table 1. Figure 4 shows the standard deviations for the 1/Q sc estimates for these models, and again, the results show that the variable-window transforms have a lower variability than the fixed-window transforms, specifically at higher frequencies. Reducing the size of the time window in the STFT and Gabor transform obtains similar highfrequency results to the variable-window transforms. The detriment of reducing the time window, however, is seen in Figure 5 , which shows one realization of the 1/Q sc estimate from the STFT with different-length time windows. Although the fluctuations at high frequencies are reduced, the minimum frequency for which 1/Q can be measured properly also increases. This is seen by the short-window curves, which have large deviations at the low end of the spectrum.
REFLECTION AND CONSTANT Q ATTENUATION Objective
For the second experiment, we measure the effective attenuation from a synthetic zero-offset Figure 1 . The highest amplitudes ͑red colors͒ are for the primary arrival, whose shape in the time-frequency domain is determined by the transform window functions. The interference effects between the primary arrival and coda can be seen as "holes" in the spectrum. ͑a͒ STFT, ͑b͒ Gabor transform, ͑c͒ S-transform, and ͑d͒ wavelet transform. The frequency axis of the wavelet transform has been rescaled to a linear frequency display. surface seismic geometry. Because there is no simple analog to wave localization theory for reflection data, we use a different test to demonstrate the effects shown in the transmission experiment. We create a 1D model, which experiences a uniform constant-Q intrinsic attenuation in addition to scattering losses.
Although frequency-dependent multiple scattering is present in all data, it is common to assume a frequency-independent effective 1/Q e within the seismic bandwidth ͑Sams et al., 1997͒. This is a worthwhile first approximation as long as the frequency-independent intrinsic attenuation is large compared with the apparent scattering attenuation. The assumption also implies that an effective 1/Q e estimate from a linear regression of the natural log spectral ratio should be the same regardless of the bandwidth chosen. In fact, spectral fluctuations, which result in part from multiple scattering, cause the linear regression to be highly dependent on the choice of bandwidth. This is true also for regressions that allow for a nonlinear relationship between the natural log spectral ratio and frequency ͑Reid et al., 2001͒. In the second experiment, we test the ability of the time-frequency transforms to produce 1/Q e estimates that are robust with respect to the bandwidth used in the regression.
Test setup
We create first a 1D medium from the blocked velocity and density logs of the well data used in the transmission test. We impose a uniform intrinsic attenuation with 1/Q i ‫ס‬ 0.020, and produce zerooffset reflection seismic data with a 70-Hz, 90°Ricker source wavelet ͑Figure 6͒. In Figure 6 , two reflectors are indicated that correspond to large velocity and density changes in the model. We extract the spectra from these two times and calculate the effective attenuation from a linear regression of their natural log spectral ratios, using Because initial and final spectra, S 0 ͑f͒ and S͑f͒, are subject to scattering and interference, spectral notching exists in both, contrary to the transmission test in which only the final spectrum S͑f͒ was affected. We repeat the regression for different bandwidths, varying the lower frequency from 0 through 110 Hz, and the upper frequency between 90 and 250 Hz.
Although not strictly accurate, we use equations 3 and 18 to provide a rough estimate of the scattering attenuation for the medium. 
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Using the parameters calculated for the blocked well log in 
Results
For each discrete bandwidth choice, a 1/Q e value is calculated and plotted in Figure 7 . In this plot, large areas of the same color indicate that the 1/Q e estimate is stable with the choice of bandwidth. Ideally, this stable value should correspond to the effective attenuation, a combination of the input intrinsic attenuation and apparent attenuation from multiple scattering. Areas at the extreme ends of the color scale indicate that the regression result is dominated by peaks and notches in the natural log spectral ratio. Figure 7a and b, for the fixed-window transforms, are similar in appearance. The most stable region that corresponds to the approximate 1/Q e is found roughly in the center of the plot, between 15 and 65 Hz on the vertical axis and 125 Hz through 200 Hz on the horizontal axis. The plots corresponding to the variable-window transforms, Figure 7c and d, extend this stable area back to nearly 0 Hz on the vertical axis, and out through 250 Hz on the horizontal axis. In practice, the extent of the stable bandwidths also would be reduced by the signal-to-noise ratio.
Again, the benefits of reduced fluctuations from the variable-window transforms are seen on the histograms of the 1/Q e data in Figure 8 . The histograms for the S-transform and wavelet transform show a more peaked distribution ͑ S ‫ס‬ 0.007, W ‫ס‬ 0.006͒ compared with those of the STFT and Gabor transform ͑ F ‫ס‬ 0.052, G ‫ס‬ 0.016͒. This indicates that the estimated 1/Q e values for these transforms are less susceptible to the choice of regression bandwidth because they more closely match the expectation of a single value that is independent of bandwidth. Conversely, the histograms of the STFT and Gabor transform indicate a larger variability in results, and they include 1/Q e values farther from the central peak.
It should be noted also that the median value of the distributions is 1/Q e ‫ס‬ 0.025 for the fixedwindow transforms and 1/Q e ‫ס‬ 0.027 for the variable-window transforms. The median values are higher than the intrinsic 1/Q i ‫ס‬ 0.020 because of the apparent attenuation effects. The difference between the effective and intrinsic values is of the same order of magnitude as the approxi- mation calculated above ͑1/Q sc ‫ס‬ 0.003͒. The difference in the median values for the fixed-and variable-window transforms could be the result of differences in the systematic bias for a single realization, the bias introduced by the variable-window transform being smaller ͑Figure 3a͒.
SURFACE SEISMIC ANALYSIS
Our final analysis is the measurement of an average 1/Q e for a surface seismic CMP gather from the Alberta oil sands in Canada. The data have a shallow zone of interest ͑two-way traveltime Ͻ400 ms͒ and image an unconsolidated sandstone containing very heavy oil. This unconsolidated sandstone is overlain by alternating sandstone and siltstone layers. As with the synthetic reflection experiment, there is no theoretically expected value for the attenuation in these data. We look therefore at the robustness of the 1/Q e estimate with the choice of bandwidth, in addition to the statistics of how well the attenuation measurements match the expected offset-dependent behavior.
Q-versus-offset method
Dasgupta and Clark ͑1998͒ describe a method for measuring attenuation from prestack surface seismic data. The first step involves calculating the natural log spectral ratio slopes A as functions of frequency for a reflection at each offset relative to a reference wavelet ͑equation 4͒. Because these slopes are proportional to traveltime, a second regression then can be performed to estimate the value of A at zero offset. The final step is to convert this value to a zero-offset 1/Q e estimate.
Whereas Dasgupta and Clark ͑1998͒ use a small-spread approximation and perform the second regression versus offset squared, Carter ͑2003͒ points out that this assumption is unnecessary if the measured traveltime is used directly. In this case, we perform a linear regression of the form
where ⌬t is the traveltime difference between the reflection and reference wavelet. The Q-versus-offset ͑QVO͒ method assumes that there is a homogeneous and isotropic overburden with a horizontal reflector. Although this never is perfectly the case, the geology of this particular data set is a good approximation, and the method still provides useful insight into the attenuation behavior of the medium.
Test setup
The data that we analyze consist of a 3 ϫ 3 grid of CMP gathers extracted from a 3D survey. The survey was acquired using single explosive sources and single multicomponent digital receivers. The source and receiver spacing were 20 m, resulting in a 10-ϫ 10-m bin size. We apply minimal processing to the seismic data so as to avoid introducing lateral and temporal changes to the spectrum. Refraction and residual statics are applied, along with trace edits and a trapezoidal ͑10-20-120-180 Hz͒ band-pass filter. To improve the signal-to-noise ratio, the CMPs are formed into a single stacked supergather. The offset range is restricted to 416 m, which provides 40 traces of data to a maximum offset-to-depth ratio of approximately 1.2. The final CMP supergather is shown in Figure 9 .
The reflection that we analyze has a zero-offset time of 324 ms, which is near the base of the zone of interest. Rather than use NMOcorrected data, we calculate the hyperbolic traveltimes using the stacking velocity field. Then we shift the center of the analysis along this curve, thereby avoiding the need to apply an NMO stretch correction to the spectra. For a reference wavelet, we use the direct arrival from a near-offset trace. Because the data are acquired with point sources and receivers, there are no directivity effects on the spectrum to consider ͑Hustedt and Clark, 1999͒.
Results
We test first the stability of the natural log spectral ratio slopes A with the choice of regression bandwidth. The bandwidth-dependent slopes of a near ͑159-m͒ and far ͑350-m͒ offset are shown in Figure  10 , in which for consistency, the data have been scaled to show 1/Q e . This analysis shows results that are consistent with the synthetic experiments. Specifically, for the far-offset example, the variable-window transforms significantly extend the lower bandwidth frequency that produces a uniform 1/Q e estimate. For the near-offset case, the fixed-window transforms show an abrupt change in 1/Q e as the lower frequency is increased, whereas the variable-window transforms have a much more gradual change. Figure 9 . CMP supergather used in the QVO analysis. An enlargement of the reference wavelet is shown, and the offsets analyzed in Figure 10 are indicated by arrows. A 100-ms automatic gain control and a top mute have been applied for display purposes.
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Because attenuation increases with traveltime, the relationship between A and ⌬t is expected to be linear with a negative slope. In reality, the measurements fluctuate about this trend because of noise in the data, spectral interference, and apparent attenuation effects. To quantify how closely the measurements of A and ⌬t follow the theoretical behavior, we calculate the correlation coefficient. Given two variables, the correlation coefficient measures the degree to which they are related linearly. The values range between minus one and one corresponding to a perfect negative and positive correlation, respectively, whereas a value of zero indicates uncorrelated data ͑Tay-lor, 1997͒. Figure 11 shows the correlation coefficients derived for the four transforms, and these data show that A and ⌬t have a stronger correlation when measured by the variable-window transforms. These transforms also extend the bandwidth range in which this expected behavior is observed.
Finally, Figure 12 shows the bandwidth dependency of the zerooffset 1/Q e estimate from the A versus ⌬t regression. This result clearly shows that the variable-window transforms produce 1/Q e estimates that are more robust than their fixed-window counterparts. Furthermore, the 1/Q e values obtained are consistent with the type of geology investigated. Macrides and Kanasewich ͑1987͒, for example, use a crosswell experiment to find a value of 1/Q e ‫ס‬ 0.03 in unconsolidated heavy-oil reservoirs. Although this does not account for attenuation in the overburden, the findings are consistent with our measurements.
DISCUSSION
A single estimate of frequency-dependent 1/Q sc for a transmitted pulse is more accurate and has less uncertainty when made with a time-frequency transform that uses a variable-length time window instead of a fixed-length time window. This is shown by the statistical properties displayed in Figure 3 . Similarly, when estimating a frequency-independent 1/Q e for both a synthetic and a real data reflection experiment, the variable-window transforms produce results that are more robust with respect to the choice of regression bandwidth.
These observations arise because the variablewindow transforms reduce the extent of the spectral fluctuations for two reasons. First, at high frequencies, at which typically more energy is scattered to the coda, there is an increase in the degree of nonstationarity in the data. The variable time windows use shorter time windows to analyze the high frequencies, so that the primary arrival is better isolated from the coda. This can be seen in Figure 2 , in which at higher frequencies, the spectrum of the primary arrival is more distinct from the spectrum of the coda for variable-window transforms. Although the variable windows isolate high frequencies as noted, they also include a larger portion of coda at lower frequencies. This is not detrimental, because ͑1͒ only small amounts of low-frequency energy are in the coda as a result of the nature of the scattering and ͑2͒ in a given time window, the variability of attenuation for lower frequencies is less than that for higher frequencies because of the reduced number of wavelengths present.
The second reason behind the reduction of fluctuations also is related to window size. Because of the Gabor uncertainty principle ͑Hall, 2006͒, as the time window becomes shorter, the effective frequency window increases in size. This means that there is an increased spectral averaging for the shorter windows, and any rapid fluctuations in the spectrum are smoothed out. Of course, the converse is true also, namely, that Figure 10 . The 1/Q e values for the near offset trace ͑left side͒ and far offset trace ͑right side͒, estimated over a range of bandwidths. At both trace offsets, the variable-window transforms ͑lower half͒ increase the number of bandwidth choices that produce a stable 1/Q e estimate.
there is higher spectral resolution for the longer time windows at low frequencies.
Although it is possible to isolate the coda from the signal by using a shorter window length for the fixed-window transforms, this is not an ideal solution for broadband data. Figure 5 shows that the fluctuations about the theoretical value are reduced at higher frequencies, but the minimum frequency that can be measured properly increases also. This makes short windows detrimental for data consisting of a large frequency range. The variable-window transforms do not face this problem, as they maintain a window length that is proportional to the period being analyzed.
The small differences between the results of the S-transform and wavelet transform demonstrate why it is more significant to compare classes of transforms, rather than the individual transforms themselves. Small changes in the transform parameters or in the data being analyzed can create situations in which either variable-window transform will show a small benefit over the other. Nevertheless, we prefer the S-transform over the wavelet transform because it produc- Figure 12 . The final 1/Q e estimates from the QVO method. As with previous results, estimates of the ͑a͒ STFT and ͑b͒ Gabor transform are less stable than the ͑c͒ S-transform and ͑d͒ wavelet-transform measurements.
es spectral estimates as a function of frequency rather than scale, and because it preserves the time reference of the data's phase information ͑Stockwell et al., 1996͒.
CONCLUSIONS
We have conducted two experiments to test what difference the choice of time-frequency transform makes when measuring seismic attenuation. We investigated two classes of transforms, those with fixed time windows and those with systematically varying time windows, in the context of measuring a frequency-dependent 1/Q sc caused by multiple scattering, and a frequency-independent effective 1/Q e from a linear regression of natural log spectral ratios versus frequency.
We have shown that the time-frequency transform used to calculate the spectrum of a transmitted wave influences the precision and accuracy of attenuation estimates. The S-transform and continuous wavelet transform decrease the variability of the attenuation estimate, specifically at the high and low ends of the spectrum. For higher frequencies, the variability is reduced for two reasons: ͑1͒ the primary arrival is isolated from the coda by the shorter time windows used for higher frequencies; and ͑2͒ the shorter window results in spectral averaging, thereby reducing the influence of spectral fluctuations such as notches and peaks. At the low-frequency end, improvements are the results of proper amplitude determination by maintaining an adequate signal sample for each period.
Variable-window transforms also improve the robustness of a frequency-independent effective 1/Q e estimate obtained using a linear regression of natural log spectral ratios versus frequency. This offers more flexibility in the choice of bandwidth used for the regression. The increased robustness is seen in the analysis of a real data set, in which attenuation measurements across multiple offsets more closely follow an expected linear behavior with traveltime when they are made with variable-window transforms instead of fixed-window transforms. These measurements led to a determination of 1/Q e that is consistent with previously measured values. We therefore find that variable-window transforms, such as the S-transform and wavelet transform, offer distinct benefits for seismic attenuation analysis, in cases when a nonstationary signal must be evaluated.
