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Abstract
Higher strength grades of modern armour steel have promising applications in the blast protection
system of armoured vehicles due to the combination of high strength, good energy absorption
capacity and familiar fabrication techniques for vehicle manufacturers. While higher strength grades
of armour steel are used regularly for ballistic protection and have been integrated into other areas
of a vehicle armour systems, there is limited understanding of the response of this class of materials
to localised blast loading and further their performance in a blast protection application is unclear.
This thesis produces new knowledge and predictive tools regarding the deformation and fracture
response of multiple grades of high strength armour steel subjected to localised blast loading.
The response of four grades of high strength steel to localised blast loading was characterised
through an extensive experimental investigation, providing significant new insight into the protective
capacity provided by high strength, moderate ductility armour steels. The steels tested include three
grades of armour steel: rolled homogeneous armour (RHA), improved rolled homogeneous armour
(IRHA) and high hardness armour (HHA) as well as a high strength abrasive resistant steel (ARS)
with a transformation induced plasticity (TRIP) strengthening phase. Quadrangular target plates
were tested using cylindrical charges of PE4 plastic explosive at stand-off distances (SOD) from
the target plate between 13 mm and 50 mm. The wide range of blast loading conditions produced
localised bulging of the target plates through to rupture and wide-spread fracture propagation.
Along with a thorough assessment of target plate deformation, the magnitude of blast loading
required to rupture the four armour steels was isolated at a 13 mm and 25 mm stand-off distance.
The rupture threshold of the armour materials was significantly higher than more ductile mild
steel evaluated extensively in the literature. ARS, which possessed the highest rupture threshold
of the armour materials, fractured at a charge mass 81% higher than the mild steel. Fractographic
analysis showed that the high strength steels investigated initiated rupture via ductile shear fracture,
as opposed to tensile tearing which is common in lower-strength steels. Cracks were propagated
by a variety of ductile tensile and shear modes as well as a brittle radial crack propagation mode
identified for the HHA steel.
For the first time, the significant effect of SOD on the target response under free air blast loading
was incorporated into a non-dimensional impulse parameter (NDIP) framework. The SOD impulse
correction parameter was formulated to capture the more concentrated spatial distribution of blast
loading and the contribution of a transverse shear response mode within the target plate, associated
with reductions in SOD. The new SOD dependant NDIP produced significant improvements in
the prediction of non-dimensional deflection across a large range of experimental programs and
identified a characteristic NDIP at fracture for each armour material, which was unified across the
SOD conditions tested. The large body of experimental blast results produced through this test
program provides a level of insight into the deformation and fracture behaviour of this class of
materials which has not been reported previously in literature.
2
Comprehensive material characterisation was conducted for the four high strength steels to develop
new constitutive models and understanding into the fundamental mechanical properties of each
armour material. The plasticity and ductile fracture behaviour of each steel was experimentally
characterised across a range of stress states and loading conditions, including elevated temperatures
and strain rates. State-of-the-art constitutive models were generated for each armour material,
capable of capturing the plasticity and fracture behaviour of 13 unique specimen geometries. Ductile
fracture was modelled effectively by the Basaran fracture model, producing a level of fracture
characterisation unseen previously for these grades of steel. The Basaran model was calibrated
following inverse numerical modelling of each mechanical test and utilised a new time-dependant
stress state calibration approach for history dependence in the ductile fracture process. Inverse
numerical modelling of the high strain rate tensile experiments identified dislocation drag effects on
flow stress at 2700 s-1. A novel two-stage exponential strain rate hardening term was developed and
integrated into the constitutive model to capture the dynamic behaviour of each material accurately.
A numerical modelling methodology was developed which significantly improved on the state-of-the-
art approach for the prediction of deformation and fracture of the armour materials under localised
blast loading. The loading from the explosive charge is modelled in an Eulerian representation
and is coupled to a Lagrangian representation of the target plate, which deforms and fractures
according to the constitutive models defined for each material. The model predicted the final defor-
mation of target plates within 10% for 39 experimental test conditions and a gave good qualitative
reproduction of the 3D scanned deformation profile of the experimentally tested target plates.
The charge mass rupture threshold was predicted within 12% of experiments for both SOD condi-
tions. Analysis of the spatial distribution of blast loading highlighted a significantly higher mesh
dependence than for overall impulse transfer and a fine discretisation of the fluid domain was re-
quired to accurately capture fracture behaviour. The stress state evolution within the target plate
approaching fracture was analysed and a shear failure mode was identified early in the target plate
response. This shear mode is produced by the initial impingement of the blast product from close
proximity explosive charges and plays a critical role is initiating strain localisation in the 13 mm
SOD test conditions.
An extensive numerical modelling study was performed providing a new understanding into the
effect of various target plate mechanical properties on the deformation and plastic strain evolu-
tion under blast loading. High yield strength was highlighted as the most important target plate
property for deformation resistance and minimising plastic strain development. While a high strain
hardening capacity showed a smaller influence on deformation resistance, it significantly improved
the ability of the material to resist the thermo-mechanical instability governing strain localisation
thereby increasing the rupture threshold. The most critical property governing the onset of strain
localisation and subsequent fracture of the target plate was found to be thermal softening behaviour
(magnitude of strength loss at elevated temperatures).
The results of this study provide guidance for new material developments and key parameters of
armour materials. This highly accurate material characterisation and numerical modelling method-
ologies developed throughout this thesis can provide meaningful predictions of protective capacity
without relying on extensive experimental blast testing.
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Chapter 1
Introduction
1.1 Background
Following the widespread use of anti-tank and anti-personnel mines in World War 2, emplaced (as
opposed to air-launched or projected) blast weapons such as landmines and improvised explosive
devices (IEDs) have become a serious source of casualties in every major conflict of the 20th and
21st century (Figure 1.1 [1–8]). With the global trend of asymmetric warfare and increased reliance
of guerilla forces and insurgents on landmines and Improvised Explosive Devices (IEDs), this class
of weapon continues to be a serious threat to vehicles on the modern battlefield. Producing vehicles
with adequate protection from blast weapons has therefore become a priority for defence industry
and vehicle operators[9]. Numerous aspects of armoured vehicle design are being optimised for
increased blast protection, with a particular focus on limiting the deformation and ensuring integrity
of the external hull structure under close-proximity blast loading[10]. One approach to increasing
the protective capacity of a vehicle is improving the selection of the materials in the blast protection
system, to maximise the deformation resistance and maintain a sufficiently high rupture threshold to
avoid catastrophic failure against over-matched blast loading conditions. Whilst a range of advanced
materials such as aluminium alloys and fibre-reinforced polymer composites have been assessed for
use in the hull structure, recent studies confirm that based on areal density, steel remains the
optimal material for combined deformation resistance and rupture threshold under localised blast
loading conditions [11, 12].
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Figure 1.1: Proportion of total and tank casualties caused by landmines and IEDs across major
conflicts of the previous 100 years.
Of the numerous grades of armour steel produced to defence standards around the world [13–17],
the steels intended for protection against blast loading are limited to the lowest hardness range (260
to 310 HB) and the most demanding minimum Charpy fracture toughness requirement (between 40
J and 76 J) of any grade of armour steel. This emphasis on ductility and toughness over strength
outlined in the standards is intended to limit the risk of material rupture under blast loading.
The origins of these selection criteria date back to World War 2 and have remained essentially
unchanged since [18]. With numerous developments in steel production techniques and tailored
metallurgy, modern armour steels can be produced with ever-increasing combinations of strength
and fracture toughness [19]. However, the appropriateness of higher strength grades of armour
steel for blast protection is not effectively captured in the current material specifications due to the
restrictions placed on material hardness.
While resistance to hull rupture is critical in avoiding serious occupant injury mechanisms such as
blast product ingress and ground ejecta impact [10], an analysis of injuries sustained by vehicle
mounted personnel from blast weapons highlights that the localised deformation of the vehicle hull
and subsequent impact with internal structures and occupants contribute to the vast majority of
life threatening injuries [20]. As such, minimisation of hull deformation whilst guaranteeing armour
integrity is a key requirement to increasing the protective capacity of an armoured vehicle against
blast weapons.
The effective use of higher strength armour steel in a blast protection system can only be achieved
with a thorough understanding of the deformation and fracture behaviour of this class of materials
under localised blast loading. In the open literature, there is limited experimental data on the blast
response of modern high-strength and armour grade steels. This includes a lack of knowledge on
the deformation response, the magnitude of the rupture threshold, and the progression of damage
modes in rupture. This limits our understanding of the relative performance of the various grades
of armour steel available and does not provide confidence in their effective use for blast protection.
The loading conditions experienced by an armour material during an explosive event are extremely
complex in spatial and temporal distribution and can be significantly affected by the position, shape
and composition of the explosive charge, as well as the configuration of the armour system itself.
As a result, a thorough assessment of an armour systems protective capacity using experimental
characterisation alone can be prohibitively expensive and preclude iterative design or optimisation.
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Predictive tools such as numerical simulations, which are capable of predicting the response of
an armour system under blast loading, are therefore crucial in the efficient design of protective
structures.
The accuracy of numerical modelling results is dependant on the constitutive models effectively
capturing the material response under the applied loading. Compared to the significant body
research regarding the mechanical characterisation and constitutive modelling of automotive and
structural steels, the response of various grades of armour steel to complex multi-axial and dynamic
tensile loading has not been extensively studied.
Throughout the literature, various approaches have been presented for the numerical modelling of
blast loading on metallic structures. However, for high strength armour steel no numerical modelling
strategy has been demonstrated that can accurately capture the rupture behaviour of this class
of materials under localised blast loading. Numerical modelling can also be a powerful tool for
characterising the influence of individual material properties on overall blast performance, which
is difficult to isolate experimentally and can be highly beneficial in establishing armour material
selection criteria.
1.2 Thesis Aim
The brief overview of hull material selection criteria presented in this chapter shows that there
is clear scope to increase the protective capacity of armoured vehicles through the use of higher
strength grades of armour steel. Furthermore, the knowledge gaps identified in armour steel response
under localised blast loading and the numerical modelling approach to be used in simulation of
material behaviour demonstrate that significant value will be produced through research in these
areas.
This PhD thesis aims to address some of these issues and improve on the state-of -the-art by:
1. Developing a better scientific understanding of the response of various grades of armour steel
under localised blast loading.
2. Developing and validating a constitutive model of each armour steel grade which captures
the plasticity and ductile fracture behaviour across a wide range of stress states and loading
conditions.
3. Developing and validating a numerical analysis methodology for armour steels under localised
blast loading.
4. Developing an understanding of the effect of target plate mechanical properties on blast per-
formance.
1.3 Thesis Outline
A comprehensive literature review is presented in Chapter 2 that covers aspects relevant to the
material response of high strength armour steel under localised blast loading. Literature concerning
the physics of blast loading and the response of vehicles and their human occupants is summarised,
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with a focus on isolating the critical factors governing the performance of a vehicle blast protection
system. Literature regarding the analysis of target plate deformation and rupture under blast
loading by empirical, analytical and numerical modelling is summarised with a particular focus on
the formulated links between blast performance and the mechanical properties of the target plate.
Finally, an overview of the current state-of-the-art in constitutive models for the plasticity and
fracture of metallic materials is presented.
In Chapter 3, the response of four high strength armour steels subjected to localised blast loading is
experimentally characterised. Small scale experiments are performed for each material using a range
of blast loading conditions to examine the magnitude of deformation produced in the target plate
and isolate the blast rupture threshold of each material at two stand-off distances. Non-dimensional
analysis of the target plate deformation and rupture threshold is performed and a novel impulse
correction parameter is presented to account for the changes in spatial distribution of blast loading
and the contributions of transverse shear resistance with changes in the stand-off distance of the
explosive charge. For the first time, fractographic analysis is performed using optical and scanning
electron microscopy to characterise the failure modes associated with rupture initiation and damage
propagation of armour steels under localised blast loading.
Chapter 4 describes the mechanical characterisation and calibration of constitutive models for each
armour material. The effect of stress state, strain rate and temperature on the plasticity and
fracture behaviour is experimentally assessed and compared across the four armour materials. The
constitutive models are calibrated and extensively validated using numerical modelling to replicate
the experimental behaviour observed in the mechanical characterisation tests.
In Chapter 5, a numerical modelling methodology is presented for the analysis of high strength
armour steels under localised blast loading. The methodology is extensively evaluated against the
experimental blast tests presented in Chapter 3 to assess the accuracy of the model in predicting
the target plate deformation and fracture response. A rigorous analysis of the magnitude and
distribution of impulse transfer to the target plate is characterised for a range of blast loading
conditions. The significant sensitivity of fracture predictions to accurate spatial distribution of
loading is also presented. Finally, in this chapter the numerical model is used to further investigate
and produce new understandings of the influence that mechanical properties have on the deformation
and fracture behaviour under blast loading.
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Chapter 2
Literature Review
Introduction
2.1 Physics of Blast Loading
Throughout the history of armoured vehicle development, the primary threat during combat has
been from ballistic projectiles such as kinetic or chemical penetrating weapons [21]. These threats
have driven the development of armour systems tailored to the defeat of projectile weapons, with
material selection, armour distribution and vehicle morphology all optimised for interaction with
ballistic threats. With the current global trend in asymmetric warfare, blast damage from attacks
by land mines or Improvised Explosive Devices (IEDs) have become a serious threat to vehicles on
the modern battlefield. Producing vehicles with adequate protection from these threats has become
a priority for defence industry with intense research into many facets of vehicle design [9].
The damage mechanisms from blast loading vary dramatically from ballistic weapons. Foremost,
a blast does not present a concentrated interaction between the armour and projectile. Instead
loading caused by a blast weapon can affect the entire vehicle, transferring the energy from the
armour system into the internal structures and vehicle occupants [10]. Understanding the physics
of blast loading is key in designing protective systems to absorb and deflect the intense pressure
waves produced by high explosives.
2.1.1 Shock Wave
An explosion is defined as a rapid chemical reaction within a substance producing large quantities
of high pressure, high temperature gas. During the detonation process, the chemical reaction
propagates rapidly at speeds of over 6000 m/s generating a shock wave within the material. The
resulting expansion of the detonation product transfers energy to the surrounding air causing a
shock wave to form and propagate outwards.
A shock wave is defined as a wave travelling through a media at supersonic velocity. Distinct from
an acoustic pressure wave, a shock wave has a shock front characterised by a thin layer of interaction
wherein the flow properties are rapidly changed. Due to the negligible thickness, a shock front is
commonly approximated by a discontinuous change in flow properties as shown in Figure 2.1.
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Figure 2.1: Discontinuous fluid properties across shock front.
Properties such as the particle velocity and density are assumed to change instantaneously with
the arrival of the shock front. Conservation of mass, momentum and energy across the shock are
described by equations 2.1 to 2.3, commonly known as the Rankine-Hugoniot conservation equations.
ρ0.us = ρ1. (us − up) (2.1)
p1 − p0 = ρ0.us.up (2.2)
E1 − E0 = 12 . (p1 + p0) . (v0 − v1) (2.3)
Where subscripts 0 and 1 represent properties of the undisturbed and shocked material respectively.
Solving the system of conservation equations for the shocked properties relies on the materials
equation of state (EOS), which describes the material response under compressible loading for
several of the unknown properties
For air, an appropriate EOS is the ideal gas law given in equation 2.4. This equation relates the
fluids pressure, p, with internal energy, E, and density, ρ, by the ratio of the specific heat at constant
pressure and volume, γo.
p = (γ0 − 1) .ρ.E (2.4)
Substitution of the Ideal gas law in terms of internal energy into the Rankine-Hugoniot conservation
equations allows calculation of the shocked properties with respect to the initial flow conditions,
which is termed the Hugoniot.
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2.1.2 Blast Waves
A blast wave is a shock wave generated and driven by the expansion of gaseous detonation products
released from an explosive charge. The properties of the blast wave vary greatly with the stand-off
distance to the initial detonation. Within the ‘fireball’, the blast wave is described by both the
shock wave and the expansion of the detonation products and is defined as the near-field. At larger
stand-off distances (outside the fireball), the blast wave only consists of the high pressure, high
temperature shock wave propagating through the air.
The behaviour of blast wave propagation has been extensively studied. The Friedlander relation
shown in Figure 2.2 represents an idealised blast wave’s pressure-time history. At the time of blast
wave arrival, the gas, at atmospheric pressure P0 is instantaneously increased by the maximum
overpressure Pmax before experiencing an exponential decay back to atmospheric pressure during
the positive loading phase. A phase of negative pressure can then be experienced due to contraction
of the over-expanded gas during which particle flow is reversed.
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Figure 2.2: Pressure-time history for Friedlander blast waveform.
The positive loading phase generally dominates the magnitude of material response in protective
structures [22] therefore modelling of this phase is key in characterising the blast loading in terms
of transferred energy or momentum. The pressure-time relation for the positive loading phase can
be calculated by equation 2.5
P (t) = Pmaxe
(
−t
tp
) (
1− t
tp
)
(2.5)
Where tp, is the time duration of the positive pressure phase.
The impulse of the blast wave, I given by integrating the pressure-time curve of the positive loading
phase is a common indicator of the magnitude of blast loading [23, 24]. For a Friedlander waveform,
the impulse is given by equation 2.6.
I =
∫ tp
0
Pmaxe
(
−t
tp
) (
1− t
tp
)
dt = Pmaxtp
e
(2.6)
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When the blast wave interacts with a structure the particle velocity at its surface is reduced to zero
and a reflected shock wave is produced. During this stagnation at the structures surface, the shock
wave undergoes several transformations and its reflected pressure is magnified by up to 8 times
due to temperature and density changes. When considering the response of materials or structures
to blast loading this amplified reflected pressure is of critical concern and will be applied in any
predictive models.
2.1.3 Near-field blast effects
In contrast to far-field conditions, at small stand-off distances, considered the near-field, interactions
with the "fireball" generated by expanding explosive product can dominate the magnitude of loading
and in turn material response [22]. For targets placed within half the maximum fireball radius for a
spherical charge, contributions from the air shock can be generally be neglected with the majority
of loading given by the kinetic energy of the detonation products [25]. The near field blast loading
regime is between 10 and 20 charge radii from the detonation point [26, 27]. Given the interest in
material response to localised blast loading, all experimental loading conditions in this thesis will
occur within the near-field regime and as such a thorough understanding of the conditions expected
within this loading regime is critical.
While the blast shock wave in the far-field loading regime can become self-similar in shape and
essentially uniform in spatial distribution [25], blast loading in the near-field domain can vary
significantly with location due to the complex interactions between the high-velocity detonation
front within the explosive material and the expansion of the reacted products. As a result many
of the predictive models developed for far-field blast loading are not applicable in this regime[28].
Nurick et al. [29] and Mahoi [30] studied the expansion of a fireball produced by conical charges of
plastic explosive and the resulting spatial distribution of impulsive loading in the near-field. The
spatial distribution was evaluated by comparing the differences in deformation profile of steel target
plates using the Zeldovich-von Neumann-Döring (ZND) model of detonation [31]. The expansion
of the detonation product was seen to be affected by interactions with the charge boundary and
the resulting shock-wave intensity varied significantly with location relative to the detonation point
and with explosive charge geometry as shown in Figure 2.3. As a result the deformation of circular
target plates exposed to the various charge geometries differed in magnitude and distribution with
the most concentrated shock wave profile producing the largest deformation which was concentrated
to the plates centre[29].
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Figure 2.3: Detonation process and resulting shock-wave profile of different charge shapes using
ZND model [30].
Due to the extreme temperatures and reflected pressures produced by near-field blast (up to 5000 K
and 1000 MPa respectively [32, 33]), specialised instrumentation is required that is robust enough to
survive the loading and accurately record the blast properties. Individual bar gauges [27] or arrays
of Hopkinson pressure bars [34] have been used to capture the spatial and temporal distribution of
pressure produced by blast loading within 3 charge radii of detonation. Rigby et al. [34], utilised
Hopkinson pressure bars to measure the loading produced by a 100 g sphere of PE4 at 75 mm
SOD, highlighting the extremely localised loading produced at this distance. The pressure-time
measurements taken directly in-line with the charge, labelled as bar 5 in Figure 2.4, shows a peak
pressure almost six times higher than that measured just 100 mm away radially.
Figure 2.4: Near-field blast experimental setup and resulting pressure-time curves from Hopkinson
pressure bar array [34].
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2.1.4 Buried Charge Loading
Blast weapons such as land mines and IEDs are regularly buried to avoid detection. The interactions
between the explosive charge, soil and the air can affect the loading seen by the target compared to
free-air blast. The detonation, expansion and loading of a target from a buried explosive charge has
been studied by numerous researchers [35–38] and is characterised by three distinct loading phases
that occur consecutively following detonation.
Phase 1: Detonation and Bubble Expansion
Detonation of the charge causes chemical reactions within the explosive material which forms high
pressure and high temperature gas termed the detonation product. The detonation product expands
rapidly interacting with the surrounding soil at extremely high pressures. A shock wave travels
through the soil and reaches the surface where it is partially transmitted into the air as well as
reflected back into the detonation product due to a shock impedance mismatch at the soil and air
interface [39].
Phase 2: Soil Plug and Detonation Product Loading
As the detonation products expand, the thickness of the surrounding soil bubble is reduced leading
to rupture and the production of a soil cap. The rupture of the soil cap is governed by the properties
of the soil and explosive charge, including the depth of burial (DOB). Depending on SOD to the
target the initial loading will be produced by impingement of the intact soil bubble or the soil
cap and detonation products. In Figure 2.5 numerical modelling of small scale buried charges by
Pickering [36] shows the loading of one quarter of a quadrangular target with two different DOB
conditions. For the larger DOB the soil bubble remains intact through a significant proportion of
the target plate loading which constrains the expansion of the detonation products, focusing the
loading to the centre of the target. Expanding on their characterisation of air blast loading [34],
Rigby et al. [37] utilised a Hopkinson Bar array to study the loading from full scale buried charges
and observed that 75% of the total impulse was transferred in the soil plug and detonation product
loading phase with the remaining 25% produced by soil ejecta in phase three.
A.
B.
Soil Bubble Rupture.
Figure 2.5: Effect of DOB on soil bubble rupture. (A. DOB=10 mm, B. DOB=20 mm) [36].
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Phase 3: Soil Ejecta Loading
As detonation products continue to expand beneath the target, a large amount of soil which was not
accelerated by the initial soil bubble is scooped out forming a crater. As the soil is ejected upwards
it impacts the target in an annulus at a radial distance from the initial impact location. While
the peak pressure caused by this loading phase is lower than those of the the detonation product
and soil bubble, the loading duration is far longer. The soil annulus also confines the expansion of
the detonation products, concentrating the loading and increasing its duration compared to free-air
blast.
With the complexity of assessing material response under buried charge loading caused by variability
in soil conditions and additional experimental requirements, air blast experiments will be used
throughout this thesis.
2.2 Vehicle Response to Blast Loading
The response of armoured vehicles to blast loading is a complex interaction between the vehicle blast
protection systems, the explosive detonation products and the fragmentation from the weapon casing
or soil ejecta [20]. Considering the effects of the explosive loading, distinct phases of vehicle response
have been isolated in terms of approximate chronological order and physical damage mechanisms.
Cimpoeru et al. [10] identified three key regimes of vehicle response to blast loading which are
shown graphically in Figure 2.6. These regimes include: 1) initial dynamic deformation of the hull,
2) transmission of loading from the hull to internal structures via direct impact or acceleration, and
3) global acceleration of the vehicle, which can involve vertical kick-off and tipping.
Global acceleration of 
the vehicleBlast Loading Hull Deformation
Transmission to internal structure and 
occupants
Figure 2.6: Response phases of a vehicle caused by under-belly blast loading. Adapted from [10].
An additional response regime shown in Figure 2.7 was identified in the event that the protective
capacity of the vehicle was overmatched by the magnitude of blast loading causing hull rupture
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in the early phases of interaction. Cimpoeru et al.[10] highlights the additional injury modes to
which the occupants are exposed to in the event of hull rupture including hull fragmentation and
ingress of the high pressure blast products into the occupant compartment with the potential for
fatal consequences.
Hull Rupture Hull Fragmentation and Blast 
Product Ingress
Blast Loading
Figure 2.7: Response phases of a vehicle overmatched by under-belly blast loading. Adapted from
[10].
Zakrisson [40] presented six phases of response for an armoured personnel carrier exposed to land
mine loading with the approximate time duration of each event. Figure 2.8 highlights the orders of
magnitude in time scale between the initial loading phases and the overall response of the vehicle.
The peak deformation and likelihood of hull rupture is reached early in the vehicle response phases.
Therefore, maximising the resistance of the armour system to the early stages of loading will limit
the transmission of forces into the vehicles internal structures and crew compartment.
Figure 2.8: Response phases of an armoured personnel carrier under blast loading from a landmine
[40].
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2.2.1 Injury Mechanisms
While not strictly related to their prevalence or risk, injuries experienced by humans from blast
weapons are classically divided into four categories based on the mechanism of injury and clinical
effects (Figure 2.9 [20]). Primary injuries are caused by the interaction of an occupant with the
shock waves generated by the blast loading. These shock waves are particularly harmful to air-filled
organs such as the ear, lungs and gastrointestinal tract[41]. Secondary injuries are penetrating
wounds caused by impact from shrapnel released by the blast weapon, soil ejecta or accelerated
fragments of the vehicle itself. Tertiary injuries are a result of blunt trauma caused by a mismatch
of acceleration and subsequent impact between the human body and the environment surrounding
it. These injuries can be caused by the localised transfer of blast energy from the hull to the
occupant through the deformation of the crew compartment (particularly the floor and sidewalls)
or global accelerations caused by vehicle kick-off and ground impact[20]. Finally, quatenary injuries
encompass thermal burns, noxious chemical exposure and post-incident injuries such as drowning.
Figure 2.9: Blast injury categories based on mechanism of injury and clinical effects [20].
If the integrity of the hull is maintained, the effects of fragmentation, blast overpressure and tem-
perature exposure are mitigated due to the isolation of the occupant within the protective structure
[42]. However the transfer of energy to the vehicle is unavoidable and as such, global and local
accelerations present the most critical injury mechanism facing vehicle occupant’s exposed to blast
loading [10, 20]. The loading seen by a vehicle occupant and in turn the risk of injury can vary
significantly depending on the mode of acceleration experienced under blast loading. As seen in
Figure 2.10, instrumented anthropomorphic test devices (ATDs) subjected to blast loading within
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the crew compartment of an armoured vehicle experienced significantly higher axial compression
forces when exposed to localised accelerations from deforming floor plates and seat fixtures [42]
than from the global acceleration of the vehicle.
Figure 2.10: Comparison of occupant loading from a). localised and b) uniform acceleration of a
vehicle under blast loading[42].
Given its inherit proximity to underbelly blast loading, localised deformation of the crew com-
partment floor occurs early in the loading event and can transfer significant accelerations to the
occupants lower limbs as seen in Figure 2.11 [43]. Joseph [44] analysed the blast injuries of 125 US
Marines operating in armoured vehicles during Operation Iraqi Freedom in 2004. The most com-
mon soft tissue lacerations were experienced by the lower extremities caused by an impact between
the occupant and the vehicle (tertiary blast injury). A review by Ramasamy et al. [45] of injuries
experienced by vehicle-borne security forces in Iraq and Afghanistan highlighted the prevalence of
lower leg fracture which occurred in 81% of casualties considered "enclosed" by a vehicle or struc-
ture. With analysis of individual radiography it was also demonstrated that 96% of these lower leg
fractures were caused by a tertiary-type injury mechanism [45].
Figure 2.11: Severe leg loading event caused by localised acceleration of the vehicle floor under blast
loading [43].
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Given the severity and prevalence of injuries caused by impacts between lower extremities and the
vehicle structure under blast loading, the development of blast protection systems with the ability to
limit hull and crew compartment deformation will have a significant positive effect on the protective
capacity of the vehicle..
2.3 Structural Response To Blast Loading
The response of structures to localised blast loading is dominated by interactions between the ex-
posed target plate and the high velocity detonation products. Investigations into the response of
structures to blast loading have been performed by numerous researchers. These previous investi-
gations identified the influence of a range of key parameters that influence the material response.
This section will discuss and compare the findings of these studies. A particular focus is placed
upon understanding the response phases of structures made from various materials under increasing
magnitudes of blast loading. These response phases include: 1) deformation, 2) initial fracture, and
3) fracture propagation.
2.3.1 Experimental Setups for Capturing Structural Blast Response
The most basic method of capturing structural response under blast loading is by utilising scaled
blast experiments on material coupons. The simplicity afforded to scaled experiments in test plate
properties and loading conditions allows materials to be compared under controlled blast loading
and avoids uncertainties experienced in large scale testing.
2.3.1.1 Explosive Bulge Die
A common experimental setup for scaled testing of blast loaded material coupons is the explosive
bulge die (EBD). A test specimen in the form of a plate is placed onto a rigid die and is exposed
to blast loading, forcing the plate into the cavity of the die which is generally circular. The plate is
not fixed to the die removing any influence of boundary fixation from the material response.
MIL-STD-2149A [46] outlines the use of explosive bulge die experiments for the testing of plate
deformation, weld strength and material rupture under blast loading and has been adapted by the
Defence Science and Technology Group for Australian Navy requirements [47].
Zakrisson [24] developed an explosive bulge die test rig shown in Figure 2.12 to study the air blast
loading of steel plates. In this test an aluminium honeycomb "crush gauge" placed under the plate
captured the maximum dynamic deformation while post test measurement of the plate captured
the final deformation of the plate. The influence of die surface lubrication on plate response was
found to reduce maximum and final deformation by 1.2% and 2.8% respectively between dry and
lubricated conditions.
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Figure 2.12: Explosive Bulge Die with honeycomb crush gauge and cardboard stand-off bridges [40].
2.3.1.2 Clamped target plate test
An alternatve experimental setup which has been utilised frequently for blast testing of plates is the
clamped target plate. A quadrangular or circular target plate is secured between rigid apertures by
bolts and is assumed to provide a fixed edge condition at the periphery of the exposed area. Due
to the increased constraint at the clamp edges, strain localisation and boundary tearing can occur
under sufficient loading (see section 2.3.3.1)
As shown in Figure 2.13, numerous combinations of target plate and aperture design have been used
in combination with various levels of instrumentation from displacement combs[48, 49] and crush
gauges[40] to high speed video[50] and 3D digital image correlation [51].
Figure 2.13: Experimental clamped plate setups used in various test programs.[40, 48, 50]
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2.3.1.3 Instrumented Ballistic Pendulum
In order to better characterise the blast loading applied to the target plate, several methods of
capturing the applied impulse from a ballistic pendulum have been utilised.
One example of a ballistic pendulum is the instrumented setup used by Blast Impact & Surviv-
ability Research Unit (BISRU) seen in Figure 2.14. The target plate is rigidly clamped to the
suspended pendulum and balanced with counter weights to allow a smooth single axis swing. The
laser displacement transducer at the rear of the device measures the amplitude and velocity of the
pendulum’s swing immediately following the test and is used to calculate the impulse imparted on
the test rig [52].
Figure 2.14: Instrumented ballistic pendulum operated by BISRU at the University of Cape Town.
Given their exposure to the blast products, the clamping frames of the ballistic pendulum have been
shown to influence the measured impulse for a given loading. Bonorchis [53] experimentally and
numerically studied the measured impulse with regards to varying the height of the clamp frame and
found that around 10% of the impulse imparted to the system was due to the blast wave interaction
with the frame, although this was found to have no effect on the target plate deformation.
2.3.2 Deformation of Structures Under Blast Loading
2.3.2.1 Uniform vs. Localised Deformation
Structural response to blast loading can vary significantly depending on the spatial distribution of
loading on the target. The loading experienced by the target is categorised as uniform when the
spatial distribution is essentially constant. The loading is considered localised when the energy is
concentrated to a specific area due to a combination of explosive charge diameter and its proximity
to the target plate.
Structural response under uniform blast loading has been studied by numerous researchers [54–57].
The target plate deformation is generally characterised by a global bulge of increasing deformation
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with higher magnitudes of blast loading seen in Figure 2.15(a). In the case of quadrangular target
plates, the development of plastic hinges is seen emanating from the corners of the target and
intercepting at its centre [56, 57].
Under localised blast loading the deformation profile of the target plate exhibits an additional
central bulge which is super-imposed onto the global plate deformation as seen in Figure 2.15(b).
The location of the inflection point between the global and localised bulge is dependent on the
diameter of the explosive charge and the stand-off distance used [58]. While the peak deformation
of a target plate exposed to localised blast loading is greater than the same charge weight uniformly
distributed, it was found that the impulse applied to the plate, as measured by a ballistic pendulum,
was significantly reduced at low charge diameter to height ratios [59].
Increasing 
Deflection
a) Uniform Loading b) Localised Loading
Figure 2.15: Plate profiles produced by (a) uniform blast loading [60] and (b) localised blast loading
[11].
While an explosive charge with an area smaller than the target plate generally produces localised
blast loading, it has been observed that with an adequate stand-off distance between the charge and
the target the spatial distribution becomes essentially uniform [61]. Marchand and Alfawakhiri [61]
identified that for circular plates, blast loading conditions applied at distances greater than the plates
radius produce a uniform spatial distribution irrespective of the charge radius- this relationship is
seen graphically in Figure 2.16.
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Figure 2.16: Blast loading regimes for circular plates across a range of stand-off distances [61].
Jacob et al.[60] studied the influence of stand-off distance on the transition from uniform to localised
deformation for circular mild steel plates seen in Figure 2.17. For a fixed charge mass and diameter,
the deformation of the plate increased significantly with reduced stand-off and the characteristic
localised dome was developed.
Figure 2.17: Transition from uniform to local deformation with fixed charge size and decreasing
stand-off distance [60].
2.3.2.2 Armour Materials
Against a blast threat, the performance of an armour material is generally characterised by three
properties: resistance to deformation, ability to limit energy transmission to the structure and
resistance to rupture [62]. Additionally the ability to provide ballistic protection and structural
stiffness can be considered another measure of the material performance and should be a factor in the
selection of armour materials. Several materials, including steel, aluminium alloys and composites
have been tested and utilised in the development of armour systems against blast loading. The
varying physical and mechanical properties of each armour material can have a critical effect on
the protective performance and engineering properties. While direct comparison of the various
materials is difficult due to differences in experimental programs, a review of existing literature
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is key in establishing trends in material response to blast loading and identifying materials to be
studied in detail throughout this thesis.
Steel
The combination of high strength, toughness, low cost and wide spread availability makes steel
overwhelmingly the most common material utilised in protective systems for armoured vehicles.
Due to its wide-spread use, a significant body of research into the response of target plates to
blast loading has been performed using various grades of steel. Much of the eminent research
conducted by Nurick and co-workers at the Blast Impact Survivability Research Unit has focused
on the deformation response of low strength and highly ductile mild steel [29, 54, 57, 63–65]. For
fundamental research into material response under different blast loading conditions, mild steel
allows testing across a significant range of deformation without experiencing rupture. Using mild
steel, Jacob et al. [59] captured deformations of over 23 times the plate thickness without any signs
of fracture.
In studying materials considered for the construction of protective structures, researchers have
examined the blast response of numerous grades of high-strength structural steel with yield strengths
between 400 and 800 MPa [24, 52, 66–68]. The added strength of these materials results in improved
deformation resistance for a given loading condition when compared to mild steel. Remennikov et
al. [68] measured a 43% reduction in deformation experienced by the high strength steel BISPLATE
80 (σy = 690 MPa) compared to G350 mild steel (σy = 350 MPa).
Research into the response of armour grade steel under blast loading is far less common in open
literature. A study by Haskell [69] examined the deformation of class 2 rolled homogeneous armour
plates exposed to blast loading from landmines. With analysis of the target plate response based
on analytical modelling, Haskell suggested that the armour plate under examination represented
an optimal material for combined deformation resistance and maximum rupture threshold. It was
shown that any increase in material strength would be both difficult to achieve and would offer
only diminishing improvements over the current grades [69]. Further research into the response of
rolled homogeneous armour steel exposed to air blast and buried charge loading was conducted by
Neuberger [35, 48, 49]. Various loading conditions were utilised to study the transient and final
deformation of the plates. Neuberger highlighted that the magnitude of elastic spring-back experi-
enced by the plate decreased with higher blast loading where gross plastic deformation dominated
target response.
Choi et al.[62] studied the response of armour steels subjected to repeated blast loading from a
2.3 kg cylindrical PE4 charge. A hard facing weld bead was deposited onto each plate to act as a
crack-starter and induce a brittle fracture mode. They recorded the deformation of the plates along
with the presence of any cracking following each blast test to examine material response shown in
Figure 2.18.The tensile strength of the each material was seen to influence the peak deformation
of the plates with the higher strength grades displaying significantly lower deformation for a given
number of blasts. Irrespective of its high Charpy fracture toughness of 40 J, which is a common
measure of resistance to dynamic cracking, the lowest strength steel (UTS = 790 MPa) evaluated
was the first plate to show signs of fracture. In contrast, the two strongest materials (UTS = 1450
MPa), whose fracture toughness was comparable to steel B (35 to 48 J) displayed no cracking during
the experimental program, indicating that the Charpy fracture toughness was not the only physical
property driving fracture in these experiments.
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Figure 2.18: Bulge depth and damage status of four armour steels under repeated blast loading
[62].
Lee [11] compared the response of two grades of armour steel to that of mild steel (σy = 350
MPa) under localised blast loading. The armour steels tested were Armox 370T (σy = 1150 MPa)
and Armox 440T (σy = 1200 MPa). For a given magnitude of blast loading, the deformation of
the target plate scaled with the material strength, where the deformation of the Armox 370T was
reduced by over 40% and Armox 440T by over 65% compared to the mild steel. Notably, the highly
ductile mild steel was seen to fracture under identical magnitudes of blast loading than the stronger
but more brittle Armox 370T.
Aluminium
The reduced density of aluminium over steel allows the use of thicker sections for a given areal
density, the benefits of this increased flexural rigidity under blast loading has been studied in terms
of deformation resistance and rupture threshold. Lee [11], compared the response of AL5083-H116
aluminium alloy (σy = 210 MPa) and mild steel (σy = 250 MPa) subjected to localised blast
loading, using target plates of equal areal density. Given the comparable material strength and 3.5
times thicker section afforded to the aluminium alloy it was seen to significantly outperform the mild
steel. Deformation of the target plate for a given magnitude of blast loading was reduced by 47-64%
for the aluminium alloy and the charge mass to induce rupture was 18% higher. Whilst Lee [11]
also evaluated two armour steels (ARMOX 370T and ARMOX 440T), the plate dimensions were
different to the AL5083-H116. However, an evaluation between the materials can be made using
non-dimensional analysis (described in Section 2.22) to account for the differences in experimental
setup. Using the non-dimensional analysis, the significantly higher strength of ARMOX 370T and
ARMOX 440T (σy = 1150 MPa and σy = 1200 MPa respectively) resulted in deformation resistance
far closer to that of the thicker but softer aluminium (within 15%) while the ARMOX 370T remained
intact at magnitudes of blast loading 65% higher than the aluminium alloy.
Aluminium alloys display a unique damage mode that has not been observed for other metallic
materials. This damage mode consists of erosion and radial spraying of material at the area of
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close-proximity blast loading as seen in Figure 2.19 for AL5083 H116 aluminium alloy [11]. Langdon
and Narkedamalli [70], who also identified this damage mode in AL5083-H111 aluminium alloy
presented several hypothesis for this observation. Given its low melting temperature (460 − 670
°C) the fireball produced by the detonation products may be hot enough to liquefy the aluminium
and eject it radially under the continued loading. An alternate theory highlighted that the extreme
pressures experienced by the plate may initiate a phase change in the material based on shock
Huguenot effects. However the deposition of the re-solidified aluminium over the carbon residue
left by the detonation product highlights that the melting process occurs at a later stage than the
initial loading of the plate where the pressures and hence the possibility of a pressure-based phase
change would be maximised..
Figure 2.19: Material loss and spraying in blast loaded aluminium alloy plate [11].
Composites
Follett [71] examined the performance of steel and composite V-shaped hulls exposed to blast loading
from shallow buried land-mines. E2 and S2 glass fibre composite targets were tested alongside S275
mild steel (σy = 275 MPa) of equal areal density and were assessed in terms of their resistance to
deformation and level of damage. Exposed to blast loading from a 240 g PE4 cylindrical charge,
both composite materials showed greater deformation resistance than the steel with maximum
hull displacement reduced by over 70% in some tests. However, in other test cases, significant
delamination of the composite materials along the spine of the V-shaped targets was seen in which
case the maximum deformation was within 3% of the steel. A comparison of the damage patterns for
the S2 and E2 glass fibre-reinforced composite target plates is provided in Figure 2.20 highlighting
the significant back face damage experienced by the E2 panels.
Figure 2.20: Damage patterns of composite V-hull targets exposed to blast loading. Left: S2 glass
fibres. Right: E2 glass fibres.
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A similar comparison between the performance of S2 glass fibre-reinforced composite and mild steel
was made by Lee [11], who tested flat square target plates of each material against extremely close
proximity blast loading. The higher strength and thickness of the composite targets reduced the
target plate deformation by over 80% compared to the mild steel for a range of test conditions. How-
ever the brittle nature of composite materials resulted in the composite material showing complete
perforation of the target at a charge mass 30-37.5% lower than the mild steel.
Summary
Based on previous work in the literature, several approaches to deformation reduction are possible
based on the choice of armour material. The use of lower density materials such as aluminium and
composites allows the use of far thicker sections, which are inherently stiffer than an equivalent
weight of steel. Alternatively, increasing the strength of the armour material can provide signif-
icant improvements in deformation resistance, for example armour steel vs. mild steel described
in Reference [11] or S2 vs. E2 glass fibre-reinforced composites in reference [71]. Another critical
performance characteristic for an armour material is the magnitude of its rupture threshold. While
their deformation resistance was superior, aluminium and composite target plates were seen to rup-
ture at significantly lower magnitudes of loading than the equivalent steel plates, greatly limiting
their protective capacity due to low ductility [12]. Interestingly, for the various steel grades, ductil-
ity was not seen to be directly proportional to the rupture threshold of the material, higher strength
armour-grade steels were seen to have equal to greater rupture thresholds than highly ductile struc-
tural and mild steels [11, 62]. The use of higher strength grades of steel is a promising approach
to increasing the protective capacity of armour vehicles by reducing hull deformation while also
avoiding rupture. However, limited data is currently available on the performance of high strength
armour steels when compared for both deformation and rupture. Hence, this PhD thesis focuses on
understanding the deformation and rupture of different high strength steels.
In steel compositions, increasing strength is typically accompanied by a reduction in material duc-
tility. The fracture behaviour is an issue that needs to be addressed before its use within an armour
system. Hence, a deep understanding of material fracture under impulsive loading is a key re-
quirement to assess the potential of high-strength materials to be used in the blast protection of
structures
2.3.3 Material Fracture Under Blast Loading
2.3.3.1 Failure Modes
In their 1973 paper, Menkes and Opat[72] established three modes of failure for blast loaded beams,
which are shown in Figure 2.21. Beams were studied as a simplified, axisymmetric representa-
tion of an internally loaded monocoque structure (fuel tank or re-entry vehicle for example) and
provide useful insight into more complicated structural configurations. The failure modes were for-
mulated for clamped aluminium beams exposed to uniform blast loads and were observed to occur
sequentially with increasing blast load.
The first mode of response (Mode I) was identified as large inelastic deformation of the beam with
the magnitude of deformation increasing with higher blast loading. With exposure to higher blast
loading a second response phase was identified (Mode II), where progressive thinning of the material
at the clamped boundary was seen, followed by tensile tearing. Beyond this failure threshold,
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exposure to higher blast loads produced lower beam deformation before failure and resulted in a
fracture mode transition from tensile tearing toward transverse shear, characterised by minimal
localised thickness reduction and an inclined fracture surface (Mode III).
Teeling-Smith and Nurick [73] evaluated the deformation and tearing of blast loaded circular plates
and confirmed that the damage mode definitions of Menkes and Opat could be extended to plate
structures under uniform blast loading . Nurick and Shave [57] identified an additional transition
phase existing between mode II and mode III where plastic deformation increased to a maximum
before the shear fracture mode transition when they evaluated the response of quadrangular plates
to uniform blast loading.
Figure 2.21: Damage modes of uniformly blast loaded beams identified by Menkes and Opat [72].
2.3.3.2 Localised vs Uniform
Testing by Nurick and Radford [58] showed that the damage mechanisms experienced by a blast
loaded plate differed between uniform and localised loading. Additional damage modes were speci-
fied to compliment those defined for uniform loading.
Compared to uniform loading, the large plastic deformation profile produced by localised blast
loading exhibited an additional central bulge super-imposed onto the global plate deformation.
With sufficiently high loading, strain localisation and plate thinning occurs at the edge of the
central bulge followed by tensile failure in this region. Ejection of the central dome following
complete circumferential fracture was termed capping failure and the kinetic energy of the cap was
found to be proportional to the impulse applied to the plate under blast loading [54].
At loading magnitudes beyond the rupture threshold, capping failure was followed by further crack-
ing initiated from the central fracture surface and propagating radially. These cracks form several
segments of material which continue to deform as seen in Figure 2.22, creating the characteristic
shape of petalling failure.
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Figure 2.22: Deformation and petalling of circular plates exposed to blast loading at various stand-
off distances [40].
2.3.3.3 Material Fracture Modes
While the macro scale failure modes of blast loaded steel plates are well documented, fractographic
analysis of fracture surfaces is far less common. Numerous researchers have commented on the
localised thickness reduction preceding Mode IIC failure as a sign of tensile tearing [40, 74, 75].
From their observations, the established models predict the failure of blast loaded plates based
on the materials tensile energy absorption capacity. However, these models do not address the
possibility of alternate modes of fracture based on loading conditions or material type.
Yuen [76] and Wiehahn [77] analysed the capping of mild steel plates subjected to localised blast
loading and identified shear type failure surfaces inclined at either 45řor 135ř to the plate thickness
direction. Numerical simulation of the blast tests captured two bands of high temperature material
at the fracture location propagating through the thickness of the material at similar angles to those
observed experimentally. Similarly, Bammann et al. [78] studied the fracture of HY-100 and HY-
130 steel under localised blast loading and stated the fracture and capping of the plates were caused
by narrow bands of intense shear as the plastic deformation (in the plate) is converted to heat.
Geffroy et al. [79] performed localised air-blast experiments on DH-36 structural steel followed
by fractographic analysis using a scanning electron microscope on the ruptured test plates. While
observation of the crack initiation site at the centre of the plate was not reported, inspection of a
radially propagating crack revealed a fixed angle of through thickness mode II crack propagation
and elongated cupsules along the fracture surface shown in Figure 2.23. These features were repre-
sentative of ductile shear fracture and suggested the driving mechanism in the failure of the plate
was shear.
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Figure 2.23: SEM microscopy of petalled plate showing elongated cupsules [79].
Recently Langdon et al. [12] compared the appearance of mild steel and high strength Armox
370T armour steel ruptured under localised blast loading, as seen in Figure 2.24, clear differences
in fracture mode were observed between the materials. The mild steel exhibited a large thickness
reduction around the fracture location and a fibrous surface appearance suggestive of tensile tearing,
while the Armox 370T armour steel displayed minimal thickness reduction and an illustrious fracture
surface inclined to the plate thickness suggestive of shear failure.
a. b.
Figure 2.24: Ruptured target plates: a. Mild Steel b. Armox 370T armour steel [12].
2.4 Mechanical Response of Steel
2.4.1 Material Strength
The deformation of steel is separated into two distinct phases: elastic deformation, which is re-
versible with the removal of loading and, plastic deformation which results in permanent changes
to the material. Elastic deformation is driven by atomic level flexing of bonds within the material
where the resistance of the bond to movement is related to the magnitude of inter-atomic potential
and dictates the Young’s modulus of the material.
In contrast, plastic deformation occurs by a process called slip of a material, which is the movement
of crystallographic defects called dislocations through the crystal lattice. Dislocation movement
occurs along slip planes within the crystal structure where the bonds are progressively broken and
reformed due to applied loading as seen in Figure 2.25. The transition from elastic to plastic
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deformation is made when dislocation movement begins which is referred to as yielding. The
magnitude of loading required for the elastic plastic deformations transition to occur is dictated by
the strength of the material under the current loading conditions.
Applied Force
A    B   C    D A    B   C    D A    B   C    D A    B   C    D
Slip Plane
Figure 2.25: Plastic deformation of a 2D lattice due to the movement of a dislocation (symbolised
by ⊥).
Delaying the onset of slip movement and reducing the mobility of dislocations is the key to strength-
ening a material and can be performed through numerous chemical, metallurgic and physical mech-
anisms. In almost all cases an increase of strength in the material is accompanied by a reduction
in ductility, which has negative impacts on fracture toughness and energy absorption capabilities.
Management of this trade-off is a key requirement for the development of a high strength steel for
applications in protective structures.
2.4.2 Material Fracture
Fracture is the permanent separation of a region of material due to the destruction of inter-atomic
bonds. Fracture is generally characterised as either brittle or ductile based on the magnitude of
preceding plastic deformation and the process of bond separation involved. Brittle fracture will
occur under little to no plastic deformation and is driven by the near-simultaneous cleavage of
multiple inter-granular or trans-granular bonds along a specific crystallographic plane as shown in
Figure 2.26. Brittle fracture is generally avoided in metallic structures but can occur in materials
with poor ductility or under adverse conditions such at notches or low temperatures [80].
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Figure 2.26: Brittle fracture of a metal by A. transgranular fracture and B. intergranular fracture.
In contrast, ductile fracture is associated with localised deformation in a material surrounding a
defect or inclusion. This deformation leads to ductile fracture through the process of nucleation,
growth and coalescence of voids in the material. Voids are nucleated due to fracture or debonding
of the interface between the metallic matrix and inclusions from precipitate hardening or contam-
ination. Voids can also be preexisting within the material due to imperfections in metallurgy or
casting.
The growth of voids has been studied by several researchers including McClintock [81] and Rice and
Tracey [82] who studied the growth of cylindrical or spherical voids within a matrix under various
stress states and deerived analytical expressions for void growth with respect plastic strain and
stress triaxiality. Work by Gurson [83] studying material response in the presence of a spherical
void was extended by Chu and Needleman [84] and further by Tvergaard and Needleman [85] to
formulate the widely used Gurson-Tvergaard-Needleman (GTN) micro-mechanical damage model.
The GTN model captures the softening of a material with void nucleation and ultimate fracture
due to a critical level of void coalescence (see section 2.6.3 for details).
As voids grow and begin to interact with one another, failure of the separating material, known as
ligaments, can occur leading to coalescence into a single large void. The mechanism of coalescence
is dependant on the stress state within the material and is the cause of varying fracture surface
appearance under optical and scanning electron microscopy as shown in Figure 2.27. Under normal
loading, ligaments fail by necking and produce a dimpled surface of equiaxial dimensions seen in
Figure 2.27a. Under some level of shear loading, secondary voids develop along a slip-band and cause
coalescence and fracture in the localised shear direction. Under fractographic inspection, material
failed under this shear mode shows characteristic U-shaped dimples elongated in the direction of
fracture propagation seen in Figure 2.27b.
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4. Void Coalescence 
by ligament fracture
1. Existing Inclusion 2. Void Nucleation 3. Void Growth
b.
1. Existing Inclusion 2. Void Nucleation 3. Secondary void 
nucleation
4. Void link-up along 
shear slip plane
Figure 2.27: Fracture surface appearance of two void coalescence mechanisms, a: tensile ligament
tearing. b: shear void linkup.
2.4.3 Stress State Effects
Material behaviour and in particular fracture has been shown to be highly dependant on the state
of multi-axial loading acting at a given location.
Mathematical representation of the loading acting on a material at a given location defines the
material stress state and is commonly characterised by parameters such as the stress triaxiality and
the Lode angle parameters. To understand the values used to represent stress state, their derivation
from continuum mechanics is presented.
To fully represent the state of stress in a material at any point, the nine components acting at the
location as shown in Figure 2.28 are defined in the stress tensor, σ given by equation 2.7.
38
𝑥1
𝑥2
𝑥3
𝜎13
𝜎11 𝜎12 𝜎21
𝜎23
𝜎22
𝜎31
𝜎33
𝜎32
𝑒3
𝑒1
𝑒2𝑇 𝑒1 𝑇 𝑒2
𝑇 𝑒3
Figure 2.28: Stress components acting on a material in 3D space.
σ =
σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33
 =
σx τxy τxzτyx σy τyz
τzx τzy σz
 (2.7)
This tensor can be separated into two components which act on the material in different manners,
these are the volumetric stress tensor which changes the volume of the material and the deviatoric
stress tensor which acts to distort the shape of the material.
The first stress invariant, I1 is given by the trace of the stress tensor and is proportional to the
mean stress and the volumetric stress tensor, P , as shown in equation 2.8.
I1 = tr(σ) = σ1 + σ2 + σ3 = 3σm = 3P δ (2.8)
where δ is the Kronecker delta function.
The deviatoric stress tensor, s, is calculated by removing the volumetric stress tensor from the
overall stress tensor as shown in equation 2.9.
s = σ − σm = σ − 13I1I (2.9)
where I is the unit tensor.
A second and third invariant exist for the deviatoric stress tensor given by equations 2.10 and 2.11.
J2 =
1
2s : s =
1
2 tr(s
2) (2.10)
J3 = det(s) =
1
3 tr(s
3) (2.11)
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The Von Mises equivalent stress which is generally used to characterise the magnitude of loading
in a material is related to the second deviatoric stress invariant by equation 2.12.
σeq =
1√
2
√
(σ1 − σ2)2 + (σ1 − σ3)2 + (σ2 − σ3)2 =
√
3J2 (2.12)
Given the strong hydrostatic pressure dependence of void growth outlined in section 2.4.2, the ratio
between the mean stress and the Von Mises equivalent stress acting on a material is a key stress
state indicator. This ratio is characterised as the stress triaxiality parameter shown in equation
2.13.
η = σm
σeq
(2.13)
To further distinguish the loading between tension, shear and compression, the relative ratios of
principal stresses acting on a material can be used to characterise the stress state by Lode angle
given by equation 2.14.
θ = cot−1
[ 2√
3
(
σ1 − σ3
σ2 − σ3 −
1
2
)]
(2.14)
Alternatively, this angle can be visualised by representation of the Cartesian principal stresses in a
Haigh-Westergaard coordinate system in terms of ρ, θ, ξ shown in Figure 2.29.
Where the z-axis and the pi-plane is aligned with the hydrostatic axis, the ρ-axis is projected onto
the pi-plane in the direction of the first principal stress and the Lode angle, θ is the angle between
the ρ- axis and the deviatoric stress point B.
Coordinate transformations can be performed between the systems using the relations in 2.15
z = 1√
3
I1 ρ =
√
2J2 θ =
1
3 cos
−1
(√
27J3
2J3/22
)
(2.15)
Figure 2.29: Haigh-Westergaard cylindrical coordinates in (a) Cartesian principal stress space and
(b) projected on the pi-plane.
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The Lode angle can be related to the normalised third deviatoric invariant given by equation 2.16.
ξ = 272
J3
σ3eq
= cos (3θ) (2.16)
The Lode angle parameter, (as opposed to the Lode angle) is given by equation 2.17.
θ¯ = 1− 6θ
pi
= 1− 2
pi
arccos (ξ) (2.17)
An alternate Lode angle and Lode parameter derived by Lode [86] and utilised by several researchers
[87, 88] is given in equations 2.18 and 2.19 respectively. While the parameters are functionally
identical to those derived earlier, a conversion factor is required to transition between the definitions
and therefore constitutive model parameters will not be interchangeable between them.
θalt = tan−1
[ 1√
3
(
2
(
σ2 − σ3
σ1 − σ3
))]
(2.18)
µσ =
2σ2 − σ1 − σ3
σ3 − σ1 (2.19)
Figure 2.30 shows the evolution of various stress-state parameters with plastic strain for a dog-bone
uniaxial tensile test and illustrates the relationship between each parameter.
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Figure 2.30: Evolution of stress-state parameters with plastic strain for a dog-bone uniaxial tensile
test.
By defining the Lode angle parameter (or other measure of deviatoric stress ratio) in combination
with the stress triaxiality parameter in equation 2.13, the state of stress in the material is adequately
characterised for its effect on strength and ductility.
2.4.3.1 Stress State Effects on Flow Stress
Numerous researchers have highlighted the differences in material plasticity experienced under dif-
ferent loading conditions, whether tensile, shear or compression being classically referred to as a
strength-differential. Spitzig et al. [89] observed a difference in plasticity between tensile and com-
pressive tests of HY-80 and Maraging steel shown in Figure (2.31). The ultimate tensile strength
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measured in compression was 4.5% and 7.2% higher for the HY-80 and Maraging steel respectively.
Johnson and Cook [90] highlighted the increased strength displayed by the true stress-strain curve
of a material when characterised by uniaxial tension when compared to in-plane torsion. Their orig-
inal recommendations were to take the average of the two flow curves but it was later acknowledged
to be a Lode-angle dependence on flow stress and should be explicitly accounted for [91].
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Figure 2.31: Tension-compression strength differential in HY-80 and Maraging steel[89].
Bai and Wierzbicki [92] examined the strength dependence of stress triaxiality and Lode angle for
2024-T351 aluminium alloy and developed a stress-state dependant plasticity model. Reproduction
of material behaviour under uniaxial tension, plane strain tension and uniaxial compression was
improved significantly with the major contributor being the Lode-angle dependence.
Sengoz [93] developed the generalised yield surface (GYS) given by (2.20) which can be used to
formulate a stress-state dependant plasticity model with material behaviour falling between the von
Mises and Tresca yield criterion shown in Figure (2.32).
σ0 = σvm
[
c1 + c2 cos 3θ + c3 cos2 3θ
]
(2.20)
where c1, c2, c3 are material coefficients used to characterise the yield surface asymmetry.
Figure 2.32: Comparison of von Mises, Tresca and Generalised yield surface (GYS) criterion in the
deviatoric pi-plane.
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2.4.3.2 Stress State Effects on Ductility
The ductility loss of materials under increasing stress triaxiality has been studied extensively.
Bridgman[94] studied the tensile behaviour of twenty different steels under hydrostatic pressures up
to 2700 MPa drawing a clear relation between an increased fracture strain and the applied pressure.
Notched cylindrical samples have also been designed to produce elevated stress triaxialities within
the material and numerous researchers used them to study its effect on ductility. Johnson and
Cook [95] formulated their widely used fracture model from three notched and un-notched tensile
specimens, characterising the stress triaxiality dependence of material ductility using equation 2.21
was introduced by Hancock and Mackenzie[96].
εf = D1 +D2eD3η (2.21)
Where D1, D2 and D3 are material constants.
Characterisation of ductility by notched cylindrical samples has been performed for numerous other
materials, a selection of results are given in Figure 2.33. Dey et al.[97] studied three structural
steels, Weldox 460E, Weldox 700E and Weldox 900E and highlighted the higher stress triaxiality
sensitivity of the stronger materials. Tests conducted by Trajkovski et al. [98] on PROTAC 500
high hardness armour steel showed a 92% reduction in ductility across a stress triaxiality range from
0.33 (uniaxial loading) up to 1.431. Similar levels of ductility reduction were predicted by Erice
et al.[99] who tested the martensitic stainless steel FV535 up to an initial stress triaxiality of 1.03.
It was noted that under loading the stress state in the material changed significantly and without
accounting for this, the results were extremely conservative with respect to material ductility.
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Figure 2.33: Effect of stress triaxiality on material ductility in cylindrical tensile specimens for
various materials.
Johnson and Cook [95] established a limit to this trend up to a stress triaxiality of 1.5, beyond which
a failure mode transition to spall-like fracture dominate material response. Mirza [100] studied the
high strain rate fracture of mild steel notched cylindrical samples and identified a fracture transition
from ductile to brittle behaviour with increasing stress triaxiality. Compared to the ductile fracture
appearance of the larger notches, SEM fractography of the smallest notched samples showed brittle
cleavage fracture characterised by a flat faceted appearance shown in Figure 2.34[100].
43
Figure 2.34: Fracture surface appearance of notched cylindrical samples of mild steel. left: ductile
fracture. right: brittle fracture [100].
The effect of stress triaxiality in the fracture of non-axisymmetric samples has been studied by
for several materials [40, 101–103] where mechanical testing is generally accompanied by numerical
modelling to characterise the stress state within the material for each test. Bao [104], studied the
ductility of the aluminium alloy AL2024-T351 in 17 specimen geometries including square tubes, flat
plates with notches and holes and hollow pipes. From these tests, three unique phases of material
response were identified. The resulting fracture strain vs. stress triaxiality locus for AL2024-T351
is given in Figure 2.35 with the response domains shown by line colour. Three parabolic equations
were used to empirically fit the locus shape to each individual domain, full details of the locus form
are given in Bao [104].
Figure 2.35: Equivalent strain to fracture vs. average stress triaxiality for AL2024-T351 for a range
of specimen geometries [104].
Bai and Wierzbicki [92] revisited the material characterisation of AL2024-T351 and accounted for
the effects of the Lode angle parameter on material ductility. The resulting three dimensional
fracture locus was monotonically decreasing in the fracture strain vs. stress triaxiality plane and
had a second order polynomial form in the fracture strain vs. Lode angle parameter plane. The
3D fracture locus is shown in Figure 2.36, with the location of calibration points labelled on the
surface. Full details of the locus formulation are given in section 2.6.2.
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Figure 2.36: Three dimensional fracture locus of AL2024-T351 for a range of specimen geometries
[92].
Basaran [105] characterised the three dimensional fracture locus for the high strength dual phase
DP600 steel from a series of 18 mechanical characterisation experiments. A fracture locus of sim-
ilar formulation to Bai and Wierzbicki [92] was created alongside a mathematical fracture surface
generated by fitting a bi-harmonic spline surface across all data points. The resulting locus for each
method is given in Figure 2.37.
Figure 2.37: Three dimensional fracture locus for DP600 steel. left: Analytically formulated. right:
Mathematically optimised fit [105].
In order to reduce the number of characterisation experiments required to calibrate the 3D fracture
locus, physically based fracture models have been developed wherein the locus shape is governed by
material strength and strain hardening behaviour as well as a select number of fracture experiments
[102, 106]. Mohr and colleagues have characterised the fracture behaviour of a wide range of
engineering materials including grades of aluminium and titanium alloys, grades of advanced high
strength steel and Mars 300 armour steel [102, 107? –109]. The fracture behaviour of each material
was modelled reasonably by the physically based Hosford-Coulomb fracture model, demonstrating
its applicability a wide range of materials.
Before the use of the Lode angle parameters in engineering fracture models, researchers had explored
the magnitude of material ductility loss from cylindrical tensile specimens (ξ = 1) to plane strain
tensile specimens (ξ = 0) labelling the property the plane strain sensitivity [110]. Although not
without exceptions [111], characterisation of the plane strain sensitivity for numerous materials
identified an increasing loss in ductility for materials with a higher yield strength. A summary of
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plane strain sensitivity characterisation results are given in Figure 2.38 for a range of materials
found in literature [105, 110, 112–115].
Figure 2.38: Plane strain sensitivity of steels with varying strength.
Given this research, the characterisation of high strength steels across a range of Lode angle param-
eter values is of critical importance to capture a more realistic and conservative model of material
ductility.
2.4.4 Strain Rate Effects
Strain rate is defined as the change of strain within a material or structure with respect to time.
The influence of strain rate on material response is multifaceted: inertial forces which are generally
neglected at low strain rates become dominant in the loading on the structure, and at adequately
high rates, the inertial effects on the micro structural process of deformation can significantly affect
a materials strength and ductility response [116]. Given the tensile stress states expected under
blast loading, research has focused on the influence of elevated strain rate on the tensile strength
and fracture properties of high strength steels.
High strain rate tensile behaviour of numerous high strength and armour grade steels has been
studied and is available in open literature. Figures 2.39 and 2.40 summarises the effects of strain
rate on the strength and fracture strain of nine materials respectively.
Meyer et al. [117] used a combination of servo-hydraulic, direct impact and flywheel driven tensile
testing machines to study the strength and ductility behaviour of a quenched and tempered 4330
steel (σy = 1100 MPa) and maraging steel (σy = 1950 MPa) from strain rates of 10−4 s-1 to 5000
s-1. Perturbing effects of chattering and stress wave oscillation in the test setup were diminished
through the characterisation of the applied force in the elastically deforming shank of the specimen
rather than through an external load cell. For both materials, yield and ultimate strength increased
at elevated strain rates, whereas ductility was increased for the 4330 steel and decreased for the
maraging steel.
Børvik et al. [118] tested Hardox 400 (σy = 1100 MPa) and Domex Protect 500 (σy = 1900 MPa)
from quasi-static strain rates up to 1000 s-1 using a tensile split Hopkinson bar (T-SHPB). Some
strain rate sensitivity was seen for both materials, however the magnitude of strength increase for
the higher strength steel was negligible and no ductility measurements were reported.
The armour steel 30 PM (Armstal 500) (σy = 1700 MPa) was studied by Tria et al. [119]and showed
a weak strain rate sensitivity for strength and a small increase in ductility at strain rates up to 1250
s-1
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Ma et al. [120] studied the high strength XAR-450 (σy = 1050 MPa) steel at strain rates up to
900 s-1 using a T-SHPB and showed considerable strain rate hardening. However spread in the
experimental data makes assessment of the strain rate hardening behaviour difficult and highlights
the complexity of material testing at extreme strain-rates.
Secure 500 (σy = 1300 MPa) was studied by Kılıç et al. [121, 122] and showed moderate strain rate
sensitivity and a significant increase in ductility at strain rates above 1000 s-1
Kelderman [123] tested smooth and notched dog-bone specimens of BISPLATE ultra high hardness
armour steel (σy = 1500MPa) at strain rates up to 1840 s-1. While low strain rate hardening was
seen, the materials elongation to failure was seen to decrease significantly with higher strain rates.
Iqbal et al. [124] studied Armox 500T (σy = 1350 MPa) at strain rates up to 950 s-1 and found
a strong strain rate sensitivity for both the strength and ductility of the material. Interestingly
ductility loss of over 25% was seen from quasi-static to dynamic loading, a magnitude of change
which is not reflected in the other materials being tested.
Fras et al. [109] studied the high strain rate plasticity and fracture of Mars 300 armour steel
(σy = 1380 MPa) using flat notched samples in a T-SHPB at strain rates up to 100 s-1. Ultimate
tensile strength and fracture strain (calculated via inverse numerical modelling) increased with
strain rate by 8% and 40% respectively.
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Figure 2.39: The effect of strain rate on the strength of numerous high strength and armour grade
steels.
47
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.E-05 1.E-03 1.E-01 1.E+01 1.E+03
F
ra
ct
u
re
 S
tr
ai
n
 
Strain Rate (s-1)
18Ni-Maraging Mod 4330
30PM Armox 500T
Secure 500 Mars 300
Figure 2.40: The effect of strain rate on the ductility of numerous high strength and armour grade
steels.
Examining Figures 2.39 and 2.40 the behaviour of high strength steels under dynamic loading differs
considerably across the available literature. While all materials show some increase in strength at
elevated strain rates, the magnitude varies significantly between the different steel grades and with
minimal experimental data beyond 1000 s-1characterisation of material behaviour with the presence
of viscous effects such as dislocation drag is limited. As such, there is currently no understanding
of whether high strength armour steels demonstrate a similar up-turn in strength at high tensile
loading rates as seen for other materials [125], and correspondingly an appropriate method for
incorporating any such behaviour into a material model has not been demonstrated.
2.4.5 Armour Steel Characterisation
The earliest incarnations of armoured cars and tanks of World War 1 were fabricated from bolted
or riveted steel panels. The development of armour steel had been pursued for some time for the
applications in naval protective structures[126]. While metallurgical developments in the 1930’s
allowed the construction of large cast components for heavy armour, lighter armoured vehicles
continue to be designed with plates of armour steel secured by welds or bolts.
Numerous military standards specify the selection criteria of various grades of wrought steel intended
for use in protective systems[13–17]. These standards are traditionally based on basic mechanical
properties (hardness and Charpy toughness) and chemical composition selected to optimise per-
formance against a particular threat whilst maintaining adequate engineering properties for the
intended application. The eight grades of armour steel specified in the Australian defence standard
DEF(AUST) 8030 are given in table 2.1 with the mechanical property constraints and their intended
application[19].
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Table 2.1: Armour steel classes defined by DEF(AUST) 8030 with specified hardness and impact
toughness limits [16, 19].
DEF(AUST) Hardness Min. Charpy Intended Application
Class (HB) Toughness (J)
C1 n/a n/a Use of structural QT steel in protective structures
C2 260-310 40 Protection against blast and fragment loading with structural capacity
C3 340-390 20 Ballistic protection with structural capacity
C4 370-430 18 Higher ballistic protection than C3 with similar structural capacity
C5 420-470 16 Higher ballistic protection than C4. tougher than C6
C6 477-534 16 Applique armour class, can be used in structural applications
C7 570+ 12 Non-structural class, higher ballistic protection than C6
C8 570+ 8.1 Non-structural class, higher ballistic protection than C7 with a lower toughness
The origins of these selection criteria date back to World War 2 and have remained essentially
unchanged since [18]. With numerous developments in steel production techniques and tailored
metallurgy, modern steels can be produced with ever-increasing combinations of strength and frac-
ture toughness compared to the relatively lean and low cost products of World War 2 [19]. For
instance, in Figure 2.41 material data available for the high hardness armour steel Armox 500T
shows a 100% improvement in the minimum Charpy impact energy at -40 °C between 1998 and
2017. Across the defence standards, the materials intended for protection against blast loading are
restricted to the lowest range of hardness (between 260 HB and 310 HB) and the most demanding
minimum Charpy fracture toughness requirement (over 40 J) of any grade of armour steel. This em-
phasis on ductility and toughness outlined in the standards is intended to limit the risk of material
rupture under blast loading, particularly in the presence of stress concentrations [19].
While officially characterised by class numbers, armour steels can be easily separated into several
major categories including rolled homogeneous armour (RHA), high hardness armour (HHA) and
ultra high hardness armour (UHHA). A sub-category of RHA developed for higher hardness and
toughness is the "improved rolled homogeneous armour" (IRHA) [127] which is also highlighted by
steel manufacturers for high blast protection [128–130].
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Figure 2.41: Evolution of Armox 500T minimum Charpy impact energy at -40 °C given by SSAB
data sheets.
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2.5 Modelling of Blast Protection
Given the expense and complexity of conducting blast tests against full vehicles, a number of
methods have been developed to explore a material response to blast loading before its integration
into an armour system. This section explores the numerous approaches that have been developed
including mathematical models and numerical simulation techniques all utilised to quantitatively
explore material response to blast loading. A particular focus is made on existing research examining
the large deformation and rupture of target plates under localised blast loading.
2.5.1 Finite Element Modelling
Early work performed by Wiehahn et al. [77] modelled the deformation and rupture of mild steel
plates exposed to localised blast loading. Given the circular target plate and explosive charge,
the problem was simulated in 2D using an axisymmetric model using the ABAQUS explicit finite
element solver. To reduce computational expense the impulsive loading applied to the plate was
idealised as a spatially and temporally varying pressure boundary condition derived from a ballistic
pendulum used during testing. A strain-rate and temperature dependant plasticity model was used
to characterise the target plate’s deformation behaviour while a fixed strain based fracture model
was utilised for fracture modelling and element deletion. While reasonable results were produced
regarding plate deformation, the model was highly sensitive to the mesh size, which severely affected
the failure predictions in terms of rupture threshold, failure location and fracture mode.
In their development and demonstration of an analytical solution for the deformation, fracture
and petalling of blast loaded plates (see 2.5.2.1), Lee and Wierzbicki [74, 75] presented numerical
modelling of blast experiments conducted by Teeling-Smith and Nurick [73] and Wierzbicki and
Nurick [131]. Utilising a similar idealised blast loading to Wiehahn, the target plates were simulated
in 3D using shell elements in the PAM-CRASH explicit finite element code. Final deformation
profiles of the blast loaded plates compared well with the experimental results and were used to
validate the numerical modelling approach. Further numerical modelling was presented for the
deformation and rupture of DH-36 structural steel under localised and uniform blast loading. A
stress triaxiality dependant fracture model was utilised alongside adaptive meshing to capture the
plate progressing from large deformation to capping and petalling as seen in Figure 2.42.
Figure 2.42: Deformed shape of target plates undergoing petalling failure [75]. Top: 25% loaded
radius, Bottom: 50% loaded radius.
Longere et al. [132] also modelled the deformation and rupture of DH-36 exposed to blast loading
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from spherical charges of explosive. A detailed strength model accounting for strain-rate and thermal
effects was utilised alongside the Gurson-Tvergaard-Needleman (GTN) micro-mechanical damage
model which captured the softening and fracture of the material due to void nucleation, growth
and coalescence. The modelling approach captured deformation of the plate successfully for a range
of charge stand-off distances but highlighted the difficulty in predicting the onset of fracture even
with the use of an advanced fracture model. The GTN model parameters previously calibrated
for DH-36 via notched tensile experiments [133] were unable to satisfactorily capture the rupture
threshold identified experimentally and only via a parametric study of the damage model inputs
could the fracture and petalling of the plates be reasonably reproduced.
Balden and Nurick [64] presented the numerical modelling of mild steel plates exposed to localised
blast loading from cylindrical charges of PE4. A thorough material characterisation program was
presented which was used to calibrate a phenomenological strength model incorporating strain rate
and temperature effects as well as the GTN damage model to capture the fracture of the material.
Utilising this detailed constitutive model a 2D axisymmetric model of the blast experiments was
used to capture the large inelastic deformation and fracture of the plate under various magnitudes
of blast loading. However, the overall accuracy of the modelling approach in terms of replicating the
experimental deformation values and rupture thresholds was no presented. This makes it difficult
to identify the benefits of utilising such an advanced material model in the prediction of material
response to blast loading.
Zakrisson [40] utilised 2D axisymmetric and 3D finite element models to investigate the response of
Weldox 700E high strength steel to a variety of blast loads. A multi-material arbitrary Lagrangian-
Eulerian (MMALE) domain was used to explicitly model the detonation of the explosive charge
and its subsequent propagation through air and soil. The MMALE elements were coupled to
a Lagrangian representation of the target plate and test fixture using a penalty based coupling
algorithm. While computationally expensive, the model formulation allowed simulation of blast
loading where the resulting impulse was not know a-priori and the spatial distribution across the
plate was calculated with full time varying fluid-structure interaction. As shown in Figure 2.43,
efforts to model fracture of the plate under blast loading were performed with 2D axisymmetry
using the Johnson-Cook fracture model with a maximum strain cut-off for low stress triaxialities
and were capable of reproducing the experimental rupture threshold. While the experimental setup
was carefully controlled to produce an axisymmetric response, with the initiation of radial cracking
and petalling failure, the 2D model was no longer valid and was unable to capture target plate
behaviour beyond initial fracture.
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Figure 2.43: Plastic strain distribution in rupture target plate from Zakrisson [40]. Left: 90 mm
SOD. Right: 110 mm SOD.
The deformation and failure of thin plates of Docol 600 and aluminium alloy 1050A-H14 under
impulsive loading was studied by Aune [87]. Loading was produced in two test programs with
the detonation of spherical charges of C4 plastic explosive and through the use of a shock tube.
Response of the target plate was examined from total tearing of the plate at its clamped boundaries
through to large deformation and a unique failure mode at low magnitude of loading referred
to as reversed snap buckling (RSB), where the final deformation of the plate is in the opposite
direction to the applied loading. To capture this wide range of material behaviour in numerical
simulations, Aune utilised the finite element code EUROPLEXUS for material characterisation
tests and subsequent blast simulations. The modified Johnson-Cook plasticity model [134] with
additional Voce strain hardening terms was calibrated for each material and was coupled with
the single parameter Cockcroft-Latham fracture model [135]. The magnitude of deformation and
deformed target plate profiles were well captured across the range of experimental test conditions,
highlighting the predictive capacity of the utilised material model. The prediction of fracture
behaviour using such a simple fracture model was considered successful with reproduction of partial
and complete tearing of the target plates under the correct experimental conditions shown in Figure
2.44.
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Figure 2.44: Numerical prediction of partial and complete tearing of aluminium target plate [87].
2.5.2 Mathematical Models
Mathematical models of plate deformation and fracture under blast loading, whether analytical or
empirical in nature give 2 into the key properties of the system governing material response.
In this section, existing mathematical models for the prediction of plate response to blast loading
are reviewed. Although commonly developed in tandem, the models are divided into predictions of
deformation and fracture response separately to focus on each response phase in isolation.
2.5.2.1 Deformation Response
Non-Dimensional Analysis for Large Plastic Displacements
To allow comparison of a large body of blast experiments performed with various materials, target
plate geometries and explosive charge layouts, Nurick and Martin [23] proposed a non-dimensional
impulse parameter related to the maximum permanent deformation of a target plate under blast
loading. The impulse applied to the target plate by the blast loading is scaled by several parameters
accounting for target plate dimensions, material properties and the dimensions of the explosive
charge producing a prediction of the normalised deformation experienced by the plate. The non-
dimensional impulse parameter developed by Nurick and Martin [23] is given by equation 2.22.
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Φc =
I
piRt2
√
σρ
(2.22)
where R, t, σ, ρ is the radius, thickness yield strength and density of the target plate, and I is the
impulse imparted by the explosive loading as measured by a ballistic pendulum.
Normalisation of the experimental conditions allowed prediction of the final deformation of the
target plate from a linear trend observed between the non-dimensional impulse parameter and
the deformation to thickness ratio of 109 experimental data points. Various extensions to the
non-dimensional impulse parameter have been developed to account for conditions that were not
considered in the original parameter including the quadrangular plates[136] and localised blast
loading [59, 136]. The updated non-dimensional impulse parameter for circular and quadrangular
plates are given in equations 2.23 and 2.24 respectively.
Φc =
I(1 + ln(R/R0)
piRt2
√
σρ
(2.23)
Φq =
I(1 + ln(LB/piR20)
2pit2
√
LBσρ
(2.24)
Yuen[137] analysed over 1050 experimental data points and observed an R2value of 0.92 for the
linear trend between the non-dimensional impulse parameter and the deformation to thickness
ratio, highlighting the predictive capability of this mathematical model.
The effect of stand-off distance on plate deformation was studied by Jacob[60] using circular shock
tubes of various lengths between the target plate and the explosive charge as seen in 2.45. An
extension to the non-dimensional impulse parameter non-dimensional parameter was introduced to
model the dissipation of explosive loading associated with the propagation along a shock tube to a
target plate with a stand off distance of So (Equation 2.25).
Figure 2.45: Experimental layout for blast loading through a shock tube and the effect of stand-off
distance on target plate deformation [60].
Φc =
I(1 + ln(R/R0)
(1 + ln(S0/R0))piRt2
√
σρ
(2.25)
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Analytical Wave Solution
Mihailescu-Suliciu and Wierzbicki [138] developed an analytical model for the deformation of a
clamped circular plate subjected to a pressure load shown schematically in Figure 2.46.
The pressure loading p(t) applies an impulsive load per area given by a equation 2.26, assuming a
wave duration of zero the applied impulse is given by equation 2.27.
t
R0
R
w
r
p(t)
Figure 2.46: Plate geometry and loading conditions for analytical wave solution.
I0 =
∫ t0
0
p(t)dt (2.26)
I0 = ρhvo (2.27)
The analytical framework is developed for moderately large deformations where bending resis-
tance can be ignored and plate response is governed by membrane action. The problem was non-
dimensionalised by introducing a number of terms given in equation 2.28.
ξ = r
R
, ξ0 =
R0
R
, τ = ct
R
, c =
√
σ0
ρ
,
W = w
R
, s = σr
σ0
, V = I0
cρh
, (2.28)
ω¯ = δW
δξ
, v = δW
δτ
.
where σ0is the average flow stress measured from a uniaxial tensile test given by equation 2.29.
σ0 =
1
εf
∫ εf
0
σ(ε)dε (2.29)
The resulting non-dimensional setup is shown schematically in Figure 2.47.
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Figure 2.47: Non-dimensional plate geometry and loading conditions for analytical wave solution.
Boundaries and initial conditions were defined such that the plate is peripherally fixed and initially
at rest. The impulsive loading applies a non-dimensional initial velocity function over the loaded area
which is subject to spatial distribution changes modelled by equation 2.30 and shown graphically
in Figure 2.48.
v (ξ, 0) =

−V, ξ ∈ (0, ξ0 − τ)
V (τ−2ξ0)
4ξ0 , ξ ∈ (ξ0 − τ, ξ0 + τ)
0, τ ∈ (0,min (1− ξ0, ξ0))
(2.30)
v(τ)
ξ
V
c
c
c
c
ξ0-τ ξ0 ξ0+τ
τ=0
Figure 2.48: Initial velocity profile (dashed line) and rarefaction of impulsive loading with non-
dimensional time.
The deformed plate profile is calculated by solving the non-dimensional equation of dynamic equi-
librium given in equation 2.31.
ξ
δv
δτ
= δ
δξ
(ξsω¯) , δω¯
δτ
= δv
δξ
, (2.31)
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Separate closed-form solutions are generated for several loaded area fraction regimes from point
loading, ξ0 = 0 to uniform loading, ξ0 = 1. The resulting non-dimensional deformed plate profile
shapes are given by equations 2.32-2.34.
For ξ0 ∈
(
0, 12√2
)
,
W (ξ, τ˜) =

2
(√
2− 1
)
V ξ20 − V8ξ0
(
3ξ20 + (ξ − 3ξ0)2
)
, ξ ∈ (0, 2ξ0)
V ξ20
(
2
(√
2− 1
)
− 1ξ
)
, ξ ∈
(
2ξ0, 1√2
)
2V ξ20 (ξ − 1) , ξ ∈
(
1√
2 , 1
) (2.32)
For ξ0 ∈
(
1
2
√
2 ,
1
2
)
,
W (ξ, τ˜) =

− V8ξ0 (ξ − 3ξ0)
2 + V2ξ0
(
τ˜2
2 + 2
(
2ξ0 − τ˜ − 4ξ30 + 354 ξ2 − 8ξ0 + 2
))
, ξ ∈
(
0, 1√2
)
− V8ξ0
(
3ξ2 − 16ξ30ξ + 16ξ30 − 12ξ20 − 12ξ0ξ ln ξ2ξ0
)
, ξ ∈
(
1√
2 , 2ξ0
)
2V ξ20 (ξ − 1) , ξ ∈ (2ξ0, 1)
(2.33)
For ξ0 = 12 ,
W (ξ, τ˜) =

V
4
(
−ξ2 + 3ξ − 2τ˜2 + 7τ˜ − 5− 3 (2τ˜ − 3) ln 3−2τ˜2
)
, ξ ∈
(
0, 32 − τ˜
)
V
4
(−3ξ2 + 2ξ + 1 + 6ξ ln ξ) ξ ∈ (32 − τ˜ , 1) (2.34)
For ξ0 = 1,
W (ξ, 1) = V (ξ − 1) , ξ ∈ (0, 1) (2.35)
The time to maximum deformation,τ˜ is found by solving equation 2.36
2η − 3 ln η = 32 + 4ξ
2
0 (2.36)
Where,
η = 2− τ˜ − ξ02ξ0 (2.37)
The dimensionless deformation profiles for each loading regime is given in Figure 2.49.
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Figure 2.49: Dimensionless deformation profiles predicted by wave solution for various loaded area
fractions.
Hull Plate Deformation Model
Haskell [69] proposed an analytical method of equating the deformation of a simply supported
quadrangular plate to the energy transferred to the plate by blast loading. The principle of energy
conservation was used to formulate a semi-inverse energy method with a complete transfer of the
chemical energy in the explosive charge into strain energy within the plate, which deforms to an
assumed profile shown in Figure 2.50.
t
A
S0
B
L
x
y
Deformed Profile
z
W
Figure 2.50: Model configuration and deformed shape profile for the Haskell analytical model [69].
The energy transferred to the plate is given by the explosive charge’s energy flux, Em, multiplied
by the exposed area measuring l by b of the plate as given in equation 2.38.
E = LBEm (2.38)
Assuming the explosive charge produces a Friedlander waveform pressure-time history, the energy
flux is given by equation 2.39.
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Em = P 2t∗
1− e−2
4u0ρair
(2.39)
where P is the peak reflected pressure, t∗is the duration of the positive pressure phase of the
pressure-time history and u0 is the shock wave propagation velocity.
For practical purposes, the energy flux density can also be approximated by an empirical relationship
in terms of charge weight and stand-off given by Haskell in equation 2.40.
Em = 109.04× 10C1/3m (S0/C1/3m )−1.747 , in− lb/in2 (2.40)
The generalised expression for the strain energy of a flat plate undergoing deformation is given in
equation 2.41.
U =
∫∫∫
(σxεx + σyεy + σxyεxy) dx dy dz (2.41)
For a rigid-plastic material undergoing purely out-of-plane displacement, Haskell simplified equation
2.41 and equated it to the applied blast energy. The maximum deformation of the plate, A, for a
given blast load was then calculated by equation 2.42
A =
√
8
pi
[ L
2B2
L2 +B2
Em
σt
]1/2 (2.42)
Where σ is the yield strength of the material and t is the plate thickness.
Explosive Output for Driving Metal
With a focus on material response to blast loading, it can be beneficial to analyse the loading
delivered by an explosive charge directly by the specific impulse imparted on the target structure.
This value can then be transferred into mathematical models of plate deformation as an initial
condition through which material response is calculated.
At extremely low stand off distances or for contact charges, the transfer of energy from an explosive
charge to a target material can be assumed to be independent of shock interaction and rather based
on a direct transfer of an explosive’s chemical energy to kinetic energy of the exposed material. The
loading model given by Gurney [139] is developed in this framework and can be used to calculate
imparted impulse for a plate exposed to blast loading.
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Figure 2.51: Gurney model geometry and assume gas velocity profile.
vgas (y) = (v0 + v)
y
y0
− v (2.43)
MCE =
1
2Mpv
2 + 12ρ0
∫ y0
0
[
(v0 − v) y
y0
− v
]2
dy (2.44)
0 = −Mpv + ρ0
∫ y0
0
[
(v0 − v) y
y0
− v
]
dy (2.45)
With integration of equations 2.44 and 2.45 an expression for the resulting plate velocity, v is given
by equation 2.46.
v =
√
2E

(
1 + 2MPMC
)3
+ 1
6
(
1 + MPMC
) + Mp
MC

−1/2
(2.46)
where E is the Gurney energy of the explosive experimentally measured from Lawrence Livermore
National Laboratory (LLNL) expanding cylinder tests[140].
Examining Equation 2.46, for explosive charges in close proximity to a target plate, impulse genera-
tion is proportional to the materials gurney energy and is therefore a critical parameter in predicting
target response for a given explosive charge.
While the Gurney model was originally formulated for explosive charges in contact with the target
plate, the effect of small stand-offs on the models predictions of plate velocity has been studied.
The Kamlet parameter of an explosive material is given by equation 2.47 [141].
φ = 2.542E
ρ0
(2.47)
Kennedy and Chou[142] showed that for small stand-offs the effective Gurney energy of the charge
was given by recalculating equation 2.47 with a reduced charge density accounting for the gap
volume given by equation 2.48
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ρ˜ = MC(y0 + S0)
(2.48)
Where S0 is the stand off distance between the plate and the charge.
Evaluation of the effective Gurney energy is given by equation 2.49and can be substituted into the
resulting plate velocity relation in equation 2.46.
E˜ = Mcφ2.542 (y0 + S0)
(2.49)
2.5.2.2 Material Rupture
Hull Plate Fracture Model
Extending the analytical model for maximum plate deformation given in Section 2.5.2.1 Haskell
[69] proposed that fracture of the plate under blast loading could be calculated using a similar
framework.
Utilising the same rigid-plastic material as equation 2.41 and neglecting transverse displacements,
the energy to fracture the plate at the location of maximum normal strain (x = y = 0) can be
equated to the energy absorption capacity of the material by equation 2.50.
Em,crit =
4
pi2
tσεf (1 +
l
b
) (2.50)
where εf is the equivalent fracture strain of a uniaxial tensile test.
Haskell reported an average error of less than 20% for the prediction of fracture for RHA steel and
aluminium alloy 5083 compared to a number of experimental data points.
Discing and Petalling Failure
Extension of the wave solution model to material failure was performed by Mihailescu-Suliciu and
Wierzbicki [138] and further explored by Lee and Wierzbicki [74, 75]. Using the same analytical
framework, for a loaded area fraction of less than half, ξ0 ∈ (0, 1/2), the maximum strain within
the plate is given by
ε = 932V
2 (2.51)
where V , is the non-dimensional initial velocity imparted by the impulsive loading defined in equa-
tion 2.28.
Lee and Wierzbicki [74, 75] assumed that rupture or "discing failure" of the plate would occur when
strain reached the equivalent strain at fracture for a uniaxial tensile sample, εf,UT . The critical
impulse to induce fracture can therefore be calculated by equation 2.52.
I0,cr = t
√
(32/9ρσ0εf,UT ) (2.52)
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This relation was validated numerically for a number of loading conditions utilising a shell element
representation of the plate and a stress triaxiality dependant fracture model given by equation 2.53.
Dc = ηavgε (2.53)
Where the element is eroded when Dc = 13εf,UT
Non-dimensional Impulse Parameter
Research by Langdon et al.[12] isolated the rupture threshold of five materials under localised blast
loading including several grades of steel, aluminium alloy and glass fibre-reinforced polypropylene
composite. The critical impulse to induce fracture for each material was non-dimensionalised using
equation 2.24 to account for material properties and loading conditions and was shown to correlate
to the specific energy to tensile fracture of the material, given by the area under a uniaxial tensile
stress-strain curve.
The linear trend isolated between the specific energy to tensile fracture and the critical non-
dimensional impulse parameter for rupture is shown in 2.52. Using a line of best fit to this data
produces a simple design tool for the selection of armour materials with regards to their blast
rupture threshold.
Figure 2.52: NDIP vs. specific energy to tensile fracture for various materials[12].
2.6 Material Constitutive Modelling
In dynamic events such as blast testing complex loading conditions are produced: multi-axial
stresses, large plastic strains and high strain rates dominate structural response, while material
fracture can also occur if the exposed blast load is of large enough magnitude. For the numerical
simulation of such loading, it is key to utilise a detailed and accurate material constitutive model
to represent the physical component.
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Under these complex loading conditions, material response can be separated into three components
shown graphically in Figure 2.53 and are generally captured by separate material models:
• Volumetric Response - Captures the change in volume with hydrostatic pressure. This com-
ponent of response is captured by an equation of state (EOS)
• Deviatoric Response - Captures the change in shape with principal stresses. Response is
captured by a strength model
• Fracture Response - Captures the ultimate breakage of the material with applied deformation
or stress. Represented by a fracture model and generally coupled to an element deletion
scheme to remove the failed material from the calculation.
Change in Volume SeparationChange in Shape
Volumetric Response Deviatoric Response Failure Response
Figure 2.53: Material response components under loading conditions.
Numerous material models have been developed for each phase of response. An overview of the
available formulations are given in the following sections with a focus on their appropriateness in
capturing material response under blast loading
2.6.1 Strength Models
For elastic deformation, stress in a material due to an applied strain can be calculated by Hooke’s
law.
For an isotropic elastic solid, Hooke’s law is given by equation 2.54.
σij = λδijεkk + 2Gεij (2.54)
where λ and G are Lamé constants. G is the shear modulus of the material and λ is given by
equation 2.55.
λ = vE(1 + v) (1− 2v) (2.55)
Beyond elastic deformation however, the relation becomes more complex and a non-linear function
between stress and strain develops. In this plastic strain phase, stress is associated with material
flow and is therefore referred to as flow stress. The structure of the non-linear stress vs. strain
function and the parameters which influence it create the mathematical formulation known as a
strength model. The most popular models appropriate to modelling material response to blast
loading are explored below.
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Johnson-Cook
The Johnson-Cook strength model[90] has been utilised frequently to capture the deformation re-
sponse of metallic materials during dynamic events including ballistic impact [97, 134, 143] and blast
loading [24, 49, 55]. The model is favoured for its simplicity in calibration and its phenomenological
treatment of plastic strain, strain rate and temperature allowing independent characterisation of
each effect on flow stress.
The Johnson-Cook strength model is shown in equation 2.56.
σ0 = [A+Bεn] [1 + C ln ε˙∗] [1− T ∗m] (2.56)
where σ0 is the flow stress, ε is the equivalent plastic strain, ε˙∗ = ε˙/ε˙0 is the dimensionless plastic
strain rate and T ∗ = T−T0TM−T0 is the homologous temperature.
Schwer[144] highlighted the influence of the reference strain-rate value ε˙0, on the calibration of the
Johnson-Cook strength model for A36 steel. It was shown that rather than using a nominal value
of 1s−1, as used in the original formulation[90], for optimal reproduction of the A36 flow behaviour
at low and moderate strain rates, the parameter should be set to the experimental strain-rate used
for calibration of the plasticity parameters A, B and n.
Criticism exists for the linear increase in flow stress as a function of the natural logarithm of
the plastic strain rate [145] which fails to capture the effect of high strain rate dislocation drag on
material strength. As a result of this criticism modified strain rate components have been developed
and integrated i nto the original model including by Rule and Jones[146] and Huh and Kang [147].
An exponential flow stress dependence on strain rate was proposed by Børvik et al.[134] as given by
equation 2.57. The effect of this reformulation on the dynamic flow stress factor for various strain
rates is shown in Figure 2.54.
σ0 = [A+Bεn] [1 + ε˙∗] C [1− T ∗m] (2.57)
Figure 2.54: Dynamic flow stress component for baseline and modified Johnson Cook strength
model.
An additional modification proposed for the Johnson-Cook strength model is the integration of Voce
strain hardening parameters shown in equation 2.58. The Voce hardening model captures low plastic
strain hardening of the material before saturation at higher strains. Characterisation of numerous
high strength steels have shown saturation of strain hardening under tensile loading resulting in
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very high "n" parameters in equation 2.56 [118, 119, 148]. Use of a Voce hardening model in
combination with the Johnson-Cook Ludwik type strain hardening component will produce a more
refined calibration of the strength model by capturing the initial hardening of the material properly
before saturation at higher strains.
σ0 =
[
A+Bεn +
2∑
i=1
Q1
[
1− e−C1ε
]]
[1 + ε˙∗] C [1− T ∗m] (2.58)
Zerilli-Armstrong
Compared to the empirical nature of the Johnson-Cook strength model, the constitutive relation
developed by Zerilli and Armstrong[116] is physically based in dislocation mechanics and for nu-
merous applications, has shown to better capture high strain rate material response [149]. The
Zerilli-Armstrong strength model for body centred cubic materials is shown in equation 2.59.
σ0 = C0 + C1e(−C3T+C4T ln ε˙) + C5εn (2.59)
Where C0 − C5 and n are calibration parameters.
The exponential function of strain rate and flow stress accounts for the non-linear dependence of
these parameters due to dislocation drag and thermal activation at high loading rates [116, 145].
Additionally, the coupling between strain rate and thermal effects can capture the reduction in
thermal softening apparent at high strain rates for some materials [116, 150]. While the model is
considered more physically realistic in ts formulation, the increased complexity in characterisation
and calibration has limited its use compared to the more basic Johnson-Cook plasticity model.
2.6.2 Fracture Models
Under adequate plastic strain or following significant energy absorption, fracture can occur within
the material. Modelling this fracture and the subsequent separation of material is key in capturing
the re-distribution of loading as well as progressive failure in other areas of the structure. Fracture
models can be categorised by their prediction of failure by either ductile or brittle mechanisms.
Ductile fracture models are generally formulated with the accumulation of a function of stress state
and plastic strain leading up to fracture. In contrast, brittle fracture models for metallic materials
generally use a maximum stress value to capture the failure with minimal plastic deformation.
The most popular models appropriate to modelling material response to blast loading are explored
below.
Johnson-Cook
The Johnson-Cook fracture criterion is given in equation 2.60
D =
∑ ∆ε
εf
(2.60)
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Where, D is the damage variable in a given element calculated by the sum of the plastic strain
increment for that time step over the fracture strain in that element. The fracture strain, εf is a
function of stress triaxiality, strain rate and temperature and is evaluated using equation 2.61.
εf = [D1 +D2eD3η][1 +D4 ln ε˙∗][1 +D5T ∗] (2.61)
Where η = σh/σ , is the stress triaxiality within the element.
The Johnson-Cook fracture model has been utilised to capture ductile fracture in a range of ma-
terials and loading cases including ballistic impact [122, 124, 151] and blast loading[40, 54, 64].
While acceptable prediction of experimental results was achieved in these cases, researchers have
highlighted the limited capacity of the model in predicting fracture under more complex stress
states[152] and its conservative nature if calibrated as originally specified [99, 153].
Research has shown that stress triaxiality is the dominant term influencing the Johnson-Cook
fracture strain relation [95, 98, 154] and various methods of calibrating the model for stress triaxiality
dependence have been proposed. Generally, calibration of the three material parameters of the first
bracket D1, D2, D3 is performed by fitting the curve to a series of data points representing the failure
strain and characteristic stress triaxiality of a mechanical test experiment. The resulting curve
can be seen for several materials in Figure 2.33. Various methods of specifying the characteristic
stress triaxiality for a given experiment have been suggested. For axisymmetric notched samples, a
prescribed stress triaxiality at the critical location can be calculated by Bridgman’s equation shown
in equation 2.62 for the maximum stress triaxiality at the centre of a notched sample [94].
ηmax =
1
3 + ln
(
1 + r2R
)
(2.62)
where r is the radius of the minimum cross-section and R is the radius of curvature of the notch.
Various researchers have utilised this approach [97, 143, 155] but commented on the change of
triaxiality within the sample, which is not accounted for using this methodology. With the use of
numerical modelling, the calculation of stress triaxiality throughout the tensile test at the location
of fracture is possible. Trajkovski [98] and Mirza et al. [100], numerically reproduced the testing of
notched specimens and used the final stress triaxiality at the fracture location to characterise each
experiment and calibrate the J-C fracture model. Calibration by this approach does not account
for the accumulation of the J-C damage parameter at lower stress triaxialities approaching failure
and therefore produces a non-conservative representation of the material ductility. An alternate
approach using the average strain-weighted stress triaxiality experienced throughout the test was
proposed by Bao [156] and has been used in the characterisation of various metallic materials
[40, 152] The average stress triaxiality for each experiment is calculated using equation 2.63, and
the resulting shift in material ductility due to the change of stress triaxiality during testing is
demonstrated in Figure 2.55.
η˜ = 1
εf
∫ εf
0
η (εpl) dεpl (2.63)
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Figure 2.55: Development of stress triaxiality in notched tensile samples and resultant shift in
Johnson-Cook fracture relation from Bridgman to average stress triaxiality calibration.
Generalised Incremental Stress State Dependent Damage Model (GISSMO)
Developed for crash-worthiness simulation in the automotive industry, the Generalised Incremental
Stress State Dependent Damage Model (GISSMO) fracture model provides framework for capturing
material ductility with respect to stress triaxiality and Lode angle parameter[157–159] . Under
proportional loading, damage within the material as measured by the GISSMO model is given by
Equation 2.64, where fracture occurs when the damage variable, D = 1.
D = ( ε
εf
)n′ (2.64)
The damage exponent, n′ defines non-linear damage accumulation with respect to plastic strain,
reflecting experimental observations of void growth under various loading conditions[83, 160]. Ac-
cumulation of damage across several time increments means the GISSMO model is strain path
dependant. The increment of damage evolution is given by the differential of the damage variable,
D as given in Equation 2.65.
dD = n
′
εf
(
η, θ¯
)D(n′−1n′ )dε (2.65)
where the fracture strain , εf is a function of stress triaxiality and Lode angle parameter.
Calculation of the damage increment at each time step is performed with respect to the stress state
and integrated to give the total accumulated damage in Equation 2.66.
Dtotal =
∫
0
n′
εf
(
η, θ¯
)D n′−1n dε (2.66)
The flexibility of the GISSMO model also lies in its ability to reference and interpolate tabulated
data capturing stress triaxiality and Lode angle sensitivity in the fracture strain function. The three
dimensional fracture loci outlined in section 2.4.3 can be input with no reference to the constitutive
relation used to generate the surface allowing for mathematically optimised surfaces shown in Figure
2.37[105] or multiple phases of material response such as Figure 2.35[104, 161] to be captured easily.
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Bai-Wiezbicki
Bai and Wierzbicki [92]formulated a fracture model accounting for the influence of stress triaxiality
and Lode angle parameter on material ductility. The final fracture model is given in 2.67, where
D1 −D6 are material parameters.
ε¯f =
[1
2
(
D1e
−D2η +D5e−D6η
)
−D3e−D4η
]
θ¯2 + 12
(
D1e
−D2η −D5e−D6η
)
θ¯ +D3e−D4η (2.67)
Decomposition of the model into separate stress triaxiality and Lode angle planes shows that the
loss of material ductility due to stress triaxiality is modelled by an exponential decay suggested
by Rice and Tracy [82]. The influence of the Lode angle parameter is modelled by an asymmetric
parabola with a minimum value at a Lode angle of 0, representing plane strain.
Modified Mohr-Coulomb Fracture Model
The Modified Mohr-Coulomb (MMC) fracture criterion formulated by Bai and Wierzbicki [106] is a
physically based fracture model capable of describing ductile fracture based on stress triaxiality and
Lode angle parameter. A beneficial feature of the analytical basis is that the plasticity behaviour of
the material is used to help capture the shape of the fracture locus thereby minimising the number
of fracture experiments needed for its calibration. The MMC fracture criterion is given in Equation
2.68.
ε¯f =
Ac2
[
c3 +
√
3
2−√3(1− c3)
(
sec
(
θ¯pi
6
)
− 1
)]√1 + c21
3 cos
(
θ¯pi
6
)
+ c1
(
η + 13 sin
(
θ¯pi
6
))
− 1
n
(2.68)
Where c1 − c3 are the fracture parameters and A and n are the materials yield strength and power
law strain hardening exponent respectively.
A thorough parametric study of the MMC fracture model is presented by Bai and Wierzbicki [106]
highlighting the influence of each parameter on the shape of the fracture locus. Throughout the
study it was shown that for all physically valid combinations of parameters, the minimum ductility
will occur on the θ¯ = 0 plane and the fracture strains in the negative Lode angle space will be equal
to or greater than at the the corresponding stress triaxiality in the positive Lode angle parameter
quadrants of the fracture locus.
Cockcroft-Latham
The Cockcroft-Latham fracture model is a plastic strain energy based criterion for the prediction of
ductile fracture using a single mechanical test for calibration [135]. The model evaluates the plastic
work per unit volume performed through deformation by integrating the principal tensile stress over
the magnitude of plastic strain. Fracture is initiated when the plastic work in the element is equal
to a critical value calibrated by a uniaxial tensile test. The Cockcroft-Latham fracture model is
given in equation 2.69
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D = 1
Wc
∫ εf 〈σI〉 dεpl (2.69)
where σI is the principal stress acting on the element and Wc is the critical plastic work per unit
volume which is characteristic of a given material.
Given its simplicity, the Cockroft-Latham model has been used in numerous applications for the
evaluation of material ductility including ballistic impact simulations[118, 162] and predictions of
fracture under blast loading [163, 164]. To better evaluate the Cockroft-Latham fracture criterion
given in equation 2.69, the model can be represented in the fracture strain, stress triaxiality and
Lode angle space like other, strain-based models.
The major principal stress σI , is given by equation 2.70.
σI =
(
η + 3 + µσ
3
√
3 + µ2σ
)
σeq (2.70)
Where the Lode parameter, µσ, is given by equation 2.71
µσ =
2σ2 − σ1 − σ3
σ3 − σ1 (2.71)
With these relations, equation 2.69 can be defined in terms of stress triaxiality and Lode parameter
by equation 2.72.
D = 1
Wc
∫ εf 〈
η + 3 + µσ
3
√
3 + µ2σ
〉
σeqdεpl (2.72)
Where the damage parameter D is equal to 1 at the point of fracture and the equivalent stress σeq
is related to the plastic strain by any plasticity model. Considering the Ludwik hardening law in
the Johnson-Cook model (σeq =
[
A+Bεnpl
]
) and integrating for the plastic work up to the fracture
strain εf , the fracture locus can be numerically evaluated for the plasticity parameters and critical
plastic work per unit volume of any material.
Børvik et al.[118] characterised the Johnson-Cook strength model and Cockcroft-Latham fracture
model for five high strength steels including two HHA armour steels. The fracture locus for Weldox
700E, Hardox 400, Domex Protect 500 and Armox 560T is evaluated in Figure 2.56 using the ma-
terial properties given by Børvik et al.[118] summarised in Table 2.2. The locus shape predicted by
the Cockcroft-Latham model shows diminishing ductility with increasing stress triaxiality as seen in
other strain-based fracture models, the Lode angle dependence of ductility however is monotonically
increasing from axisymmetric plane stress (µσ = 1) to deviatoric compression (µσ = −1).
Material A (MPa) B (MPa) n Wc (MPa)
Weldox 700E 891 308 0.64 1486
Hardox 400 1350 362 1.00 2013
Domex Protect 500 2030 504 1.00 1484
Armox 560T 2030 568 1.00 2310
Table 2.2: Johnson-Cook strength and Cockcroft-Latham fracture paramerers for steels from Børvik
et al.[118]
69
Figure 2.56: Fracture locus of 4 high strength steels derived from Cockroft-Latham model[118].
2.6.3 Damage Models
A key property of the fracture models outlined in the previous section is that prior to the damage
variable reaching the critical value and material erosion occurring, the load carrying capability of
the material is unaffected. In contrast, damage models generally couple the deviatoric response of
the material with the current damage variable to allow fading of the strength approaching fracture.
This approach can better capture physical behaviour and alleviates mesh dependency of fracture to
a certain extent by redistributing the load prior to ultimate failure of a critical element.
Gurson-Tvergaard-Needleman micro-mechanical damage model
The Gurson-Tvergaard-Needleman (GTN) model is formulated to capture the micro-mechanical pro-
cesses of ductile fracture outlined in section 2.4.2, namely void nucleation, growth and coalescence[83,
84, 165]. The model is derived from a representative volume element of the material containing a
spherical void surrounded by a continuum of isotropic elastic-plastic material. The growth of this
void is captured by the model and its effect on load carrying capacity dictates the global response
of the solid.
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For the GTN damage model, the effective stress, σeq within the material is a function of yield
strength, σy and the current void content given by equation 2.73.
Φ =
σ2eq
σ2y
+ 2f∗q1 cosh
(3q2η
2
)
− 1− (q1f∗)2 = 0 (2.73)
Where the current effective void volume fraction within the material is given by f∗ and q1, q2 are
material constants.
The effective void volume fraction was introduced to the model by Tvergaard and Needleman[85]
to capture the acceleration of material softening at a critical void volume fraction, fc as defined by
equation 2.74.
f∗ (f) =
{
f, f ≤ fc
fc + 1/q1−fcfF−fc (f − fc) , f > fc
(2.74)
Where f is the current void volume fraction and fF is the void volume fraction at fracture.
The evolution of damage within the material is given by the process of nucleating new voids (fN )
and the growth of existing voids (fG) captured by equation 2.75
f˙ = f˙G + f˙N (2.75)
Where the rate of void growth is based on the current void volume fraction and the volumetric
strain rate as shown in equation 2.76
f˙G = (1− f) ε˙vol (2.76)
Nucleation of new voids is given by equation 2.77
f˙N = Aε˙ (2.77)
where A, is a statistical function of the mean nucleation strain εN and the void volume fraction of
nucleating particles, fN given be equation 2.78.
A = fN
SN
√
2pi
exp
(
−12
(
ε− εN
SN
)2)
(2.78)
2.7 Summary
A literature review has been conducted that comprehensively addresses all areas relevant to the
response of high strength armour steel under localised blast loading. In this review the mechanisms
of blast loading are reviewed and the underlying physics of detonation, shock wave and fireball
expansion and target interaction are summarised. The response of vehicles and individual targets
of armour material under blast loading was reviewed. The phases of material response from defor-
mation through to rupture and fracture propagation were defined and the critical occupant injury
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mechanisms experienced within armoured vehicles were identified. The behaviour of high strength
steel which govern material response under blast loading were also reviewed, covering material
plasticity, fracture, stress state dependence and dynamic effects. Finally, analysis tools such as an-
alytical, empirical and numerical models were reviewed for the prediction of material performance
under blast loading. From this review, several scientific gaps were identified that provide scope for
the work in this thesis, which is summarised below.
The response of high strength armour steel to blast loading
Extensive research has been reported for the response of various materials under blast loading
including a significant body of experimental testing on highly ductile, low strength mild steel. The
deformation and fracture of mild steel has been used to develop our understanding of the damage
modes experienced under uniform and localised blast loading from bulging to rupture initiation
to capping and petalling. In contrast, there is limited understanding of the response of higher
strength, lower ductility armour steels under localised blast loading, particularly in regards to
rupture performance and the fracture modes involved in rupture. The deformation response of
armour steels under blast loading has been previously reported, however these studies did not
thoroughly characterise the rupture behaviour of the material with a limited number of tests at
or beyond the rupture threshold. Further, the effect of stand off distance on the deformation and
fracture behaviour of armour steel has not been thoroughly investigated and the reduction in loading
needed to induce failure with increasing proximity has not been characterised or integrated into any
existing predictive model. Fractographic analysis of target plates ruptured under blast loading has
been reported for several grades of steel and has been used to inform our current understanding
of the rupture process. In contrast, the failure modes of armour steel have not been thoroughly
characterised and fractographic analysis has been limited to naked-eye observations of fracture
surface appearance. This is a crucial gap as preliminary investigation suggests that armour steels
exhibit distinct fracture modes not seen for more ductile materials.
Constitutive modelling of high strength armour steel
Constitutive models provide quantitative insight into the mechanical response of armour materials
in terms of strength, ductility and failure behaviour. Detailed constitutive models are also key to
accurate predictions of material response under blast loading. Extensive experimental characterisa-
tion has been presented in literature for numerous grades of steel, in particular for automotive and
structural applications. In contrast, characterisation of high strength armour steels has been limited
to date and in particular there is limited data on the strength and fracture behaviour evaluated
across a broad and comprehensive range of stress states relevant to armour applications. Following
experimental characterisation, constitutive models of varying complexity have been utilised to cap-
ture plasticity and ductile fracture behaviour in armour steels. State of the art constitutive models
have recently been utilised to accurately model the response of a single grade of UHH armour steel
[109]. However, for other grades of armour steel including RHA and HHA, detailed constitutive
modelling of plasticity and fracture as a function of both stress triaxiality and deviatoric stress
ratios (eg: Lode angle parameter) as well as strain rate and temperature has not been presented.
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Numerical modelling of armour steel under blast loading
Experimental blast testing of armour steel to characterise deformation and fracture performance can
be prohibitively expensive and time-consuming, therefore the development of accurate predictive
models is highly beneficial. The flexibility and detail of numerical modelling makes it a promising
technique for the accurate prediction of blast performance and has been utilised extensively through-
out literature. Numerical predictions of target plate deformation have been reported previously for
a range of plate materials and blast loading conditions, these studies however are not extended to
the fracture of the target plate and the accuracy of the modelling approach for capturing material
behaviour such as localised thinning in immediate proximity of the rupture threshold has not been
demonstrated. Numerical modelling of target plate fracture under blast loading is rarely reported
and predictions of the rupture threshold has only been shown for large intervals of blast loading
between intact and fractured test conditions. For high strength armour steel no numerical modelling
strategy has been demonstrated that can accurately capture the rupture behaviour of this class of
materials under localised blast loading.
The effect of material response on blast performance
When walidated against experimental results, analytical and empirical models of material response
under blast loading can produce significant insight into the target plate properties governing de-
formation and fracture behaviour. In this literature review, three existing models for target plate
deformation and rupture were examined to isolate the mechanical properties governing deformation
resistance and the magnitude of the blast rupture threshold. While these models provide practical
design tools, the simplified constitutive models representing the strength and ductility of the target
plate limits the detail into which the material effects on blast performance can be evaluated. In
contrast, numerical modelling can provide a more detailed representation of material behaviour and
can be used to evaluate the properties governing blast performance far better than previous studies.
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Chapter 3
Experimental Blast Testing
Introduction
An experimental investigation into the blast response of four high strength steels was conducted
at the University of Cape Town’s Blast and Impact Survivability Unit (BISRU). The deformation
and rupture threshold of the four high strength steels was characterised for a range of localised
blast loading conditions. Details of the experimental procedure and armour materials are given in
Section 3.1 alongside the results from 73 blast tests in Section 3.2. Section 3.3 analyses the non-
dimensional deformation response of the materials and a new analytical parameter is developed
that incorporates charge stand-off distance. This newly derived parameter is evaluated using test
results from this study and from published literature. Section 3.4 presents the results for the rupture
threshold, and the new analytical parameter is applied to incorporate stand-off distance into the
analysis of rupture for the first time. Finally, Section 3.5 presents a fractographic study, detailing
the fracture mechanisms in their initiation and progression. This initiation is characterised by
a shear failure mechanism, while tensile fracture is responsible for crack progression, hence both
mechanisms contribute to plate rupture.
3.1 Experimental Procedure
3.1.1 Armour Materials
Four grades of high strength steel with a minimum hardness of 350 HB were selected for blast
testing. This level of hardness places all materials outside the specifications given for class 2 rolled
homogenous armour steel that is intended for use in blast protection [15–17]. The armour steels
were selected with varying combinations of material strength and ductility as a means of exploring
the influence of each property on blast performance. Three of the armour materials are produced
as armour-grade steels for use in protective structures. These quenched and tempered martensitic
grades of steel are designed to US military specifications for three classes of armour steel and are
labelled accordingly. The grades chosen are: 1) class 1 rolled homogeneous armour (RHA) [15], 2)
class 4a improved rolled homogeneous armour (IRHA) [15]) and 3) high hardness amour (HHA)
[13]. The fourth armour material labelled ARS is a high strength abrasive resistant steel designed
primarily for use in the mining and processing industries. Whilst this material is not certified
under any armour steel specification, its unique metallurgy and high mechanical properties makes
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it an interesting candidate for use in protective structures. The ARS material is produced with
a mixed microstructure of bainite, martensite and retained austenite. Under plastic deformation,
the ARS material is strengthened by a transformation induced plasticity (TRIP) mechanism as the
meta-stable austenite in the microstructure is transformed to martensite. This mechanism has been
shown to increase the strain hardening capacity and will therefore delay tensile instability [166].
Preliminary characterisation was performed for each material prior to blast testing with cylindrical
tensile samples fabricated from a 10 to 15 mm plate. Detailed characterisation of each material is
given in Part 4. The key mechanical properties of each armour material are provided in Table 3.1.
Specific energy to tensile fracture (SETF) is given by integrating the stress-strain curves up to the
fracture strain and the tangent modulus is given by the gradient of the curves between the yield
(σY ) and ultimate tensile strength (σUTS).
Material Hardness Yield Strength (σY ) UTS (σUTS) Elongation to Tangent SETF
(HB) (MPa) (MPa) Fracture (%) Modulus (GPa) (MJ/m3)
ARS 370 800 1236 13.7 9.73 153
RHA 350 1140 1267 14.3 3.74 145
IRHA 450 1000 1410 12.5 14.15 149
HHA 500 1200 1671 12.3 13.40 177
Table 3.1: Mechanical properties of armour materials.
Comparing the armour materials under tensile loading, varying degrees of strength and ductility
are clear. Whilst the RHA has a high yield strength and good ductility, its hardening modulus is
significantly lower than the other materials with only a 9% increase in stress from its yield to its
ultimate tensile strength (UTS). By contrast the IRHA, which has a slightly lower yield strength
than the RHA displays a 41% increase in stress from yield to ultimate tensile strength. Given the
large plastic strains experienced by target plates, the strain hardening behaviour of each material
is an important aspect in the deformation resistance under blast loading. The HHA, which is
generally integrated into ballistic armour packages, is not intended for use in blast protection and
should be used with care in structural applications [19]. However, the stress-strain relationship
of the HHA shows that its high yield strength and hardening modulus coupled with reasonable
ductility produces the highest SETF of any material in this study. The ARS shows good strain
hardening and a high SETF, reflecting the effects of the TRIP strengthening mechanism.
3.1.2 Experimental Setup
The target plates were square, with a side length of 500 mm. The plates were bolted between two
clamping frames made from 20 mm thick high strength steel (σY= 800 MPa). The clamping frame
created an aperture (exposed area) of 400 mm by 400 mm. Dimensions of the target plate and
clamping assembly are given in Figure 3.1. Twenty eight bolts were used to secure the target plate
between the clamping frames which were tightened to a torque of approximately 150 Nm.
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Figure 3.1: Target plate and clamping fixture dimensions (all dimensions in mm).
3.1.2.1 Target Plate Preparation
Between 15 and 24 target plates were produced for each of the four armour materials. Water-jet
cutting was used to cut the plates to size as well as create the pattern of bolt holes. Excluding
the HHA steel, all target plates where cut from thicker sections of material and subsequently wash-
ground down to the selected thickness of 4 mm. Post-grinding thickness measurements were taken
for all plates using with the average values and standard deviation given in Table 3.2. Hardness
testing of the ground plates showed no change in surface hardness from the as-delivered material.
Table 3.2: Average thickness of ground target plates used in blast testing.
Material Plate Thickness (mm)
ARS 4.08 ±0.08
RHA 4.06 ±0.04
IRHA 4.27 ±.0.03
HHA 4.04 ±0.02
3.1.2.2 Ballistic Pendulum
All blast testing was conducted using an instrumented ballistic pendulum as described in Section
2.3.1. The instrumented ballistic pendulum used in the current test program is shown schematically
in Figure 3.2 highlighting the key components.
The target plate and clamping frames were fixed to the ballistic pendulum via four spacer rods and
a thick backing plate. The weight of this assembly (90 kg) was balanced by the counter weights
attached to the opposite end of the pendulum. To keep the pendulum swing within the measurement
range of the laser displacement transducer, ballast weight was added to the frame about its centre
of gravity, in total 340 kg of ballast was hung from the pendulum resulting in a total system weight
of 546 kg.
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Figure 3.2: Schematic of instrumented ballistic pendulum used in blast experiments.
The displacement of the pendulum due to the blast loading is captured by the laser displacement
transducer positioned behind the pendulum. An example of the output from the laser displacement
transducer is given in Figure 3.3 where the blast event occurs at a time 0 s. The output shows
the period of the swing and the amplitude of the pendulums forward and backward motion of the
pendulum. The raw data is captured from the laser displacement transducer at a sampling rate of
12.5 kHz and is subsequently filtered using a sum of sines curve-fitting algorithm for calculation of
the imparted impulse.
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Figure 3.3: Typical signal from laser displacement transducer.
The swing of the pendulum is analysed using a one dimensional equation of motion, which is given
in Equation 3.1
x¨+ 2βx˙+ ω2nx = 0 (3.1)
Given that,
β = C2M , ωn =
2pi
T
(3.2)
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where C is the viscous damping coefficient,M is the total mass of the pendulum and T is the period
of the pendulum motion in seconds.
Assuming that the pendulum is at rest prior to the blast loading, the magnitude of the pendulum
displacement for the rearward swing and subsequent return is given by Equations 3.3 and 3.4.
x1 =
T x˙0
2pi e
−βT4 (3.3)
x2 =
T x˙0
2pi e
− 3βT4 (3.4)
The damping coefficient, β can be derived by comparing the amplitude of the two peaks in pendulum
displacement by Equation 3.5.
β = 2
T
ln x1
x2
(3.5)
Equation 3.3 is solved for the initial velocity of the pendulum, x˙0giving Equation 3.6.
x˙0 =
2pi
T
x1e
βT
4 (3.6)
The impulse imparted on the pendulum by the explosive loading is given by the product of the
pendulum weight and initial velocity as shown in Equation 3.7.
I = Mx˙0 (3.7)
3.1.3 Explosive Charge
The blast loading was delivered by cylindrical charges of PE4 plastic explosive. The charges were
detonated with a M2A3 instantaneous electrical detonator positioned in the centre of the back face
of the explosive charge. The PE4 was weighed for each experiment before being pressed into a
rigid former of the required diameter. Once the charge had been moulded correctly it was removed
from the former for use. For each experiment a polystyrene bridge was fabricated to hold the
explosive charge at a specific stand-off distance from the plate. The length of the bridge legs dictate
the stand-off distance and were cut to measure for each test. An example of the explosive charge
mounted to the polystyrene bridge is provided in Figure 3.4.
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Figure 3.4: Explosive charge attached to polystyrene bridge and M2A3 detonator [52].
3.1.3.1 Experimental Design
To effectively characterise the rupture performance of each armour material, the experimental con-
ditions focused primarily on isolating the minimum charge mass to induce rupture for each material
at a stand-off distance of 25 mm and 13 mm. Following an initial estimate of the rupture threshold
(60 g at 25 mm SOD and 40 g at 13 mm SOD for all materials), the charge mass for subsequent tests
was selected to converge to the rupture threshold by means of an up-and-down sequential selection
method generally used in ballistic characterisation testing to isolate a V50 value[167]. Without an
understanding of the rupture behaviour of each material, a definitive design of experiments was not
establish prior to testing; the charge masses utilised throughout the test program were selected to
produce a reversal of target response seen in the proceeding test between intact (increase charge
mass in following test) and fractured (decrease charge mass in following test). For the initial itera-
tions of this search method the charge mass increment was ±5 g and was reduced to ±2.5 g when
the threshold was bracketed to within 5 g.
3.2 Experimental Results
The results from the 73 blast tests conducted in this investigation are documented in Tables 3.3 to
3.6 where the results are separated by target plate material and are ordered by increasing impulse.
Duplicate or triplicate tests were performed at the maximum intact and minimum fracture charge
sizes to confirm the location of the rupture threshold within a charge mass of 2.5 g. Additional
information on plate response in Mode I (intact deformation) was gathered throughout the series.
The ARS and IRHA materials were subjected to an additional 12 tests across a range of stand-off
distances up to 50 mm and charge diameters (up to 75 mm) as part of this evaluation.
Permanent deformation values (measured by a digital height gauge between the highest point of
the deformed bulge and the undeformed surface of the plate within the clamped area) are given
for all measurable experimental conditions, values are given in brackets for plates which showed
partial tearing as an indication of deformation at the point of rupture. The impulse values recorded
for torn plates have been included, however the venting of detonation product through the target
plate following rupture may affect the measurements made by the ballistic pendulum. Across 17
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experimental conditions which were repeated at least twice, the average variance in impulse readings
was 5% with a maximum error of 11% for Tests 66 and 68.
Throughout the test program, three experiments were identified as outliers, based on differences in
rupture and/or the impulse recorded. Test 45 produced a higher impulse than three experiments
with a larger charge weight and target plate deformation. An analysis of the laser displacement
data for Test 58 indicated that the pendulum that was used to calculate the impulse showed a
degree of noise that is typical of the clamping frame not being rigidly mounted to the pendulum.
The IRHA plate in Test 49 experienced rupture and significant petalling of the plate far below the
final rupture threshold. This suggested that a material defect in the target plate may have caused
premature fracture.
Table 3.3: Summary of the blast test results for ARS.
Shot No. Material SOD Charge Diameter Charge Weight Impulse Final deformation
(mm) (mm) (g) (Ns) (mm)
1 ARS 25 50 30 45.5 22.5
2 ARS 25 50 30 48.5 21.4
3 ARS 13 50 30 50.3 26.0
4 ARS 50 50 30 51.9 14.2
5 ARS 25 50 40 61.6 28.2
6 ARS 25 75 40 62.5 26.0
7 ARS 25 50 40 71.2 28.7
8 ARS 13 50 40 71.5 31.2
9 ARS 13 50 45 80.2 33.2
10 ARS 13 50 47.5 85.5 33.7
11 ARS 13 50 47.5 86.8 34.7
12 ARS 13 50 50 86.9 Torn
13 ARS 13 50 50 90.7 Torn
14 ARS 25 50 60 106.5 32.4
15 ARS 25 50 70 109.8 37.7
16 ARS 25 50 70 117.2 36.95
17 ARS 25 50 72.5 121.7 Torn (38.0)
18 ARS 25 50 72.5 122.0 Torn
19 ARS 25 50 75 127.2 Torn
20 ARS 25 50 75 127.9 Torn
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Table 3.4: Summary of the blast test results for RHA.
Shot No. Material SOD Charge Diameter Charge Weight Impulse Final deformation
(mm) (mm) (g) (Ns) (mm)
21 RHA 25 50 40 61.0 24.7
22 RHA 13 50 37.5 64.5 29.7
23 RHA 13 50 37.5 71.4 30.2
24 RHA 13 50 40 73.0 Torn
25 RHA 13 50 40 75.8 Torn (33.4)
26 RHA 25 50 50 81.5 29.2
27 RHA 25 50 52.5 85.8 Torn
28 RHA 25 50 50 86.2 Torn
29 RHA 25 50 55 88.8 Torn
30 RHA 25 50 52.5 93.1 30.7
31 RHA 25 50 60 96.5 Torn
32 RHA 25 50 55 97.7 31.2
33 RHA 25 50 55 98.4 Torn
34 RHA 25 50 52.5 102.1 32.1
35 RHA 25 50 70 114.0 Torn
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Table 3.5: Summary of the blast test results for IRHA.
Shot No. Material SOD Charge Diameter Charge Weight Impulse Final deformation
(mm) (mm) (g) (Ns) (mm)
36 IRHA 50 50 30 47.3 10.9
37 IRHA 13 50 30 49.9 20.8
38 IRHA 25 50 30 50.3 15.7
39 IRHA 25 38 40 55.9 Torn
40 IRHA 25 50 40 62.1 21.8
41 IRHA 25 50 40 66.4 20.2
42 IRHA 25 75 40 70.5 20.2
43 IRHA 13 50 40 72.7 24.2
44 IRHA 13 50 42.5 75.5 Torn (28.0)
45 IRHA 25 50 40 76.6 20.0
46 IRHA 13 50 42.5 77.1 Torn (27.4)
47 IRHA 13 50 45 78.1 Torn
48 IRHA 25 50 60 98.2 26.4
49 IRHA 25 50 67.5 101.7 Torn
50 IRHA 25 50 70 107.2 Torn (30.2)
51 IRHA 25 50 70 108.7 Torn (33.4)
52 IRHA 25 50 65 111.2 27.4
53 IRHA 25 50 67.5 111.8 28.2
54 IRHA 25 50 70 114.3 Torn (29.0)
55 IRHA 25 75 65 115.7 Torn (32.5)
56 IRHA 25 75 65 120.2 31.6
57 IRHA 25 75 67.5 124.1 33.3
58 IRHA 25 50 67.5 132.5 27.4
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Table 3.6: Summary of the blast test results for HHA.
Shot No. Material SOD Charge Diameter Charge Weight Impulse Final deformation
(mm) (mm) (g) (Ns) (mm)
59 HHA 13 50 30 61.2 21.2
60 HHA 13 50 35 62.8 24.2
61 HHA 13 50 37.5 66.1 26.2
62 HHA 13 50 40 69.6 26.7
63 HHA 25 50 40 72.3 20.7
64 HHA 13 50 40 72.7 Torn
65 HHA 13 50 40 78.5 Torn
66 HHA 25 50 57.5 86.4 27.3
67 HHA 25 50 52.5 90.5 27.2
68 HHA 25 50 57.5 92.7 26.5
69 HHA 25 50 50 94.7 26.2
70 HHA 25 50 60 96.8 Torn
71 HHA 25 50 60 99.8 30.2
72 HHA 25 50 60 107.9 Torn
73 HHA 25 50 70 110.5 29.2
3.2.1 Target deformation Profiles
The blast loading in the experiments conducted in this investigation produced localised bulging at
the centre of the target plates, which diminished significantly towards the clamped boundaries. 3D
scans were taken of the unloaded face of each tested target plate, where the scanned area is 300
mm by 400 mm with the maximum deformation of the test plate positioned in the centre. The
deformation profile of each plate was examined along three planes projecting outwards from the
plate apex at 0º, 45º and 90º from the height of the scanner. Figure 3.5 shows the profiles in
all three directions for an ARS and an IRHA plate. The deformation of all target plates appears
axisymmetric, suggesting minimal impact from the overall quadrangular geometry.
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Figure 3.5: Deformed profile of target plates along three planes showing axisymmetric of deforma-
tion. The ARS test condition was 60 g at 25 mm SOD and the IRHA test condition was 60 g at 25
mm SOD.
Throughout the test program, numerous cases were seen where a similar maximum deformation
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was produced for a given material at the 13 mm and 25 mm SODs. Comparing cross-sectional
planes generated from 3D scans of these deformed target plates shows that for a given magnitude of
deformation, the 13 mm SOD loading condition consistently produced a more concentrated bulge
towards the centre of the plate. An example of the difference in deformation is given for two cases
in Figure 3.6 for the ARS and HHA materials.
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Figure 3.6: 3D scanned cross-section of plates loaded at 13 mm and 25 mm SODs showing concen-
tration of deformation for a given magnitude of maximum deformation.
The relationship between the final deformation ratio (mid-point deformation normalised by the
thickness of the target plate) and the impulse imparted on the ballistic pendulum is shown in
Figure 3.7. The data is separated for each armour material and stand-off distance. As seen in
previous research, each material shows a trend of increased deformation with a higher impulse
measurement, while a reduction in stand-off distance increases the deformation for a given impulse.
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Figure 3.7: Final deformation ratio vs. applied impulse at various stand-off distances.
The effect of target plate thickness on deformation can be clearly seen by the low deformation
of the IRHA material compared to the stronger but thinner HHA. Corrections for this thickness
difference are given in Section 3.3 to allow direct comparison of the two materials. However this
highlights the importance of tight tolerances in the production of armour plating. Interestingly,
despite the 30% difference in yield strength between the ARS and RHA materials the deformation
trends appear similar at both stand-off distance conditions. While yield strength has generally
been an appropriate predictor of deformation resistance under blast loading, the influence of strain
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hardening and strain-rate effects may be more pronounced in the use of high performance and
armour grade steels.
3.3 Non-Dimensional Analysis
Non-dimensional analysis of the experimental results was performed to compare the armour steels
to other tests in literature and allow for direct comparison between the materials accounting for the
small differences in plate thickness. Recalling Equation 2.24 the non-dimensional impulse parameter
for quadrangular target plates exposed to localised blast loading is given below.
φql =
Iζql
2t2
√
LBρσ
(3.8)
Where L and B are the dimensions, t is the thickness, σ is the quasi-static yield strength and ρ
is the material density of the target plate. I is the impulse imparted by the explosive loading as
measured by a ballistic pendulum. The localised loading parameter, ζql is given by Equation 3.9
ζql =
(
1 + ln
(
LB
piR20
))
(3.9)
The relationship between the non-dimensional deformation and the localised non-dimensional im-
pulse parameter for all armour materials in the current study is given in Figure 3.8. Whilst some
linear relation can be seen between the two parameters, particularly for the ARS material, there is
a significant amount of scatter in the data and no measurable correlation can be isolated (r2 = 0).
In this approach, the effect of SOD on the plate’s deformation has not been accounted for and must
be incorporated into the non-dimensional impulse parameter to allow meaningful comparison of the
armour steels.
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Figure 3.8: Final deformation ratio versus localised non-dimensional impulse parameter for armour
materials.
3.3.1 Effect of stand-off distance on target plate deformation.
The effect of SOD on permanent plate deformation was studied by Jacob et al. [60] using cylindrical
shock tubes of various lengths between a circular target plate and the explosive charge. A stand-
off distance parameter was developed which modelled the dissipation of explosive loading with
propagation along the shock tube as given by Equation 3.10
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φc,s =
Iζql
piRt2
(
1 + ln
(
S0
R0
))√
ρσ
(3.10)
Where R is the target plate radius and S0 is the stand-off distance between the target plate and
the explosive charge.
Jacob et al. [60] stated that the parameter was only valid in loading cases where the SOD was
equal to or greater than the radius of the explosive charge and for constrained propagation of the
blast loading within a shock tube. Therefore the stand-off parameter they developed was specific
to their experimental setup. As such a new stand-off correction parameter has been developed in
this study to account for the free air blast conditions of this experimental setup. To ensure that the
parameter is truly generalised it must be tested for a number of experimental test setups and loading
conditions. With the wealth of experimental results available in literature for blast loading of plates
instrumented with a ballistic pendulum, the proposed stand-off distance parameter is evaluated
using the five experimental programs outlined in Table 3.7. It should be noted that experimental
programs where a polystyrene sheet is placed directly between the target plate and the explosive
charge may not be applicable due to the differences in shock wave propagation through air and
polystyrene. Hence, no results using the polystyrene experimental setup have been used to evaluate
the proposed stand-off distance parameter.
Table 3.7: Details of experimental programs.
Reference Year Material Target Plate Charge Stand-off Charge
Dimensions Mass Distance Diameter
(mm) (g) (mm) (mm)
Yuen et al. [67] 2015 Domex 700 300× 300× 2.0 16.5 32− 120 45
Pickering [36] 2012 Mild Steel 300× 300× 2.0 6− 13 50 38
Curry et al. [52] 2017 Domex 355MC Ø300× 3.0 10− 50 40− 50 38
Balden and Nurick [64] 2010 Mild Steel Ø300× 6.0 60− 75 13− 27 60− 75
Langdon et al. [70] 2015 AL5083 H111 300× 300× 5.0 22− 63 50 50
300× 300× 10.1 28− 68 12− 100 50
Lee [11], 2012, Mild Steel 300× 300× 3.0 7− 33 25− 38 50− 75
Langdon et al. [12] 2015 AL5083 H116 300× 300× 10.5 12− 33 25− 38 50
Twintex GFRP 300× 300× 11.5 12− 20 25− 38 50
ARMOX 370T 400× 400× 4.0 33− 70 25− 50 40− 50
Mild Steel 400× 400× 4.0 9− 50 13− 38 50− 75
Lee [11] 2012 ARMOX 440T 400× 400× 4.5 24− 40 25− 38 50
Figure 3.9 shows the relationship between the non-dimensional deformation and impulse parameter
for the range of experimental programs. Clearly, several programs show dramatic vertical scatter
due to the range of stand-off distances used during testing. Hence, accounting for the influence of
stand-off distance will improve the correlation between the non-dimensional impulse parameter and
the non-dimensional deformation.
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Figure 3.9: Final deformation ratio versus localised non-dimensional impulse for a number of ex-
perimental programs.
In order to develop a stand-off correction to the non-dimensional impulse parameter, an under-
standing of the effect of stand-off on the loading magnitude and distribution is required.
With a closer proximity to the charge, the transfer of blast energy is concentrated to a smaller
area of material at the centre of the plate exaggerating the central dome of deformation, which
is characteristic of localised blast loading. While the influence of explosive charge radii on the
magnification of plate deformation has been well studied [59, 76, 131, 136], the closely associated
effect of stand-off distance has not been integrated into an existing predictive model.
The primary mechanism governing the magnification of target plate deformation under close-
proximity blast loading is concentration of the spatial distribution of the loading to the centre
of plate where the resulting deformation is at a maximum. This concentration drops steeply with
increasing SOD and is formulated to reach a steady state value as the loading distribution ap-
proaches uniformity. To fully characterise the spatial distribution of loading, the charge radii is
also incorporated into the impulse correction parameter in order to account for loss of loading con-
centration with the use of large radii charges. The impulse correction parameter capturing the
concentration of blast loading is given in Equation 3.11.
ζp =
1√
S0
ln(R0)
(3.11)
Utilising this new parameter, predictions of target plate deformation using the NDIP are consid-
erably improved for any given experimental program; however, the overall conformity to a single
linear relation between all programs is limited. Unification of results requires consideration of the
deformation mechanism responsible for formation of the secondary localised dome of deformation on
the target plate. Whilst transverse shear has been shown to have little impact on the overall defor-
mation of plates of practical slenderness; (L/t > 5) [168] its effect on the development of the central
dome appears to be magnified due to the reduced timescale under which this deformation occurs.
The effective slenderness of this central region, related to the plate thickness and the charge radius
dictates the magnitude of transverse shear resistance offered by the target. For small charge radii
or thin plates, material response will be dominated by membrane stretching [168], whilst transverse
shear resistance will increase with plate thickness and charge radii. Including the contribution of
transverse shear resistance results in the impulse correction parameter defined in Equation 3.12.
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ζp =
1√
S0t
ln(R20)
(3.12)
Where the SOD corrected non-dimensional impulse parameter is given by Equation 3.13
φql =
Iζpζql
2t2
√
LBρσ
(3.13)
The influence of loading conditions modelled by Equation 3.12 can be visualised by plotting the
product of the localised loading parameter, ζql and the air blast stand-off distance parameter, ζp
across a range of conditions. The product of these parameters represents the magnitude of the
impulse correction given in the non-dimensional impulse parameter. For the plate dimensions used
in the current study (L = B =200 mm), the magnitude of impulse correction is given in Figure 3.10.
The three dimensional surface shows that for a given impulse the magnitude of plate deformation
is reduced with larger charge radius as per the original NDIP and reduces rapidly with increasing
stand-off distance. At larger stand-off distances the gradient of the impulse correction will become
lower as the loading approaches a uniform distribution across the plate. Any further reductions
in impulse correction are attributed purely to a dissipation of blast wave energy with propagation
across the stand-off distance.
Figure 3.10: Impulse correction factor for current experimental program (Plate thickness of 4.0
mm).
Utilising the newly formulated air blast stand-off distance parameter, the relationship between non-
dimensional deformation and the non-dimensional impulse parameter for the previous experimental
data is given in Figure 3.11. It can be seen that the linear correlation has improved significantly
and the vertical stacking effect of stand-off distance has been eliminated. The deformation response
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of the high strength steels conforms well to the overall trend and reinforces the use of the NDIP as
a design tool for defensive structures exposed to blast loading.
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Figure 3.11: Final deformation ratio versus stand-off distance corrected non-dimensional impulse
for a number of experimental programs.
3.3.2 Normalised Deformation Performance
With confidence in the predictive capacity of the NDIP relationship given in Equation 3.13, the
deformation response of the armour steels can be compared with corrections made for the differences
in plate thickness (Identified as normalised deformation values) . The deformation from a 40 g charge
at a SOD of 13 mm and 25 mm and diameter of 50 mm has been measured for all materials using
the current experimental setup as well as for mild steel and Armox 370T armour steel measured
by Langdon et al. [12] for the 25 mm SOD conditions. The deformation based on this loading for
each material and normalised to a plate thickness of 4.0 mm is given in Table 3.8. 3D scanned
deformation profiles of each armour material and SOD condition is given in Figure 3.12.
Table 3.8: Normalised deformation of armour materials for 40 g charge at 13 mm and 25 mm SOD
(Plate thickness of 4.0 mm).
Material Normalised deformation (mm)13 mm SOD 25 mm SOD
ARS 32.0 29.2
RHA 31.4 24.7
IRHA 29.4 22.6
HHA 28.2 20.7
Armox 370T [12] 28.0
Mild Steel [12] 53.7
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Figure 3.12: Normalised deformation profiles of armour materials loaded by 40g charges at 13 mm
(Top) and 25 mm (Bottom) SOD.
The resulting normalised deformation values for each material highlight the influence of material
strength on deformation resistance across the six materials. The deformation is reduced by 61%
from mild steel (σy= 330 MPa) to the HHA steel (σy= 1200 MPa). Examining the five high
strength and armour grade steels, with relatively similar mechanical properties, reveals that their
deformation resistance cannot be predicted precisely using yield strength alone. The IRHA, with
a yield strength lower than RHA, displays superior deformation resistance, similar in magnitude
to HHA with a 20% higher yield strength. The contribution of strain hardening behaviour to a
materials deformation resistance is coupled to the strain experienced under the magnitude of blast
loading and must be considered for a clear picture of the material performance.
Haskell [69] presented an analytical solution for the deformation of a quadrangular plate exposed
to blast loading based on an energy balance between the explosive charge and the plastic strain
energy in the plate. Whilst the model was derived to account for strain hardening in the plate
based on a bi-linear hardening material response, it was ultimately simplified to a rigid perfectly
plastic material (Et = 0) for simple integration and use. The resulting equation for peak plate
deformation, A, of a square plate derived by Haskell is given in Equation 3.14.
A =
√
8
pi
[
l2b2
l2 + b2
Em
σyt
]1/2
(3.14)
Where, Em is a measure of the blast loading given by the energy flux density of the explosive charge
on target plate.
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Returning to the model formulation presented by Haskell [69], the energy balance can be reintegrated
to account for the strain energy response of a bilinearly hardening material (Et 6= 0) to explore the
effect of strain hardening on deformation resistance. For a strain hardening square plate, the
equation for peak plate deformation is given by Equation 3.15.
A =
16l2
3pi
(
σyt−
√
t
2
(
2tσ2y + 9EmEt
))
√
Ett
(3.15)
The impulse imparted on the target plate is related to the blast flux energy density by Equation
3.16.
I =
√
2a2Emm (3.16)
Where a is the target plate area and m is the weight of the ballistic pendulum system.
The predicted deformation response of each armour steel for the perfectly plastic (Equation 3.14)
and bilinear hardening (Equation 3.15) material models are shown in Figure 3.13 with the range of
impulse experienced in the current study given by the dashed vertical lines. When accounting for
the effects of strain hardening, the analytical model successfully predicts the higher resistance of the
IRHA over the RHA across the tested range of impulses. Whilst yield strength is a strong predictor
of deformation resistance, for comparison of similar materials a more detailed representation of their
strength, including strain hardening may be required.
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Figure 3.13: Prediction of final plate deformation with impulse from Haskell model. (Left) Rigid
perfectly plastic model (Right) Bi-linear strain hardening model.
3.4 Rupture Performance
There is some variation in the charge mass to induce fracture for each material, with the rupture
threshold in some cases ranging across 2.5-5.0 g. This is similar to the scatter observed in V50 test
data from a ballistics evaluation. As such, the rupture threshold was defined as the minimum charge
mass at which more than half of the repeated tests produced a through-thickness fracture. The
rupture threshold for each armour material is given in Table 3.9 for the 13 mm and 25 mm stand-off
distance cases.The rupture threshold of mild steel and Armox 370T armour steel are included from
Langdon et al. [12] for comparison.
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Table 3.9: Experimental rupture threshold of armour materials for 13 mm and 25 mm SOD with
50 mm charge diameter.
13 mm SOD Rupture Threshold 25 mm SOD Rupture Threshold
Material Charge mass (g) Impulse (Ns) Charge mass (g) Impulse (Ns)
ARS 50.0 88.8 72.5 121.9
RHA 40.0 74.4 55.0 95.0
IRHA 42.5 76.3 70.0 110.1
HHA 40.0 74.8 60.0 101.5
Mild Steel [12] 40 82.9
Armox 370T [12] 40 80.0
Across the experimental program, ARS exhibits a superior rupture threshold to other materials,
remaining intact at impulses 52% higher than the worst performing steel at the 25 mm SOD.
Inline with the increased localisation of blast loading experienced with decreasing SOD, the impulse
required to rupture the plates reduces significantly at the 13 mm stand-off condition. The percentage
reduction in impulse at rupture at 13 mm and 25 mm SOD conditions is reasonably constant across
the materials between 26% and 30%.
Comparing the armour grade materials, all armours from the current study outperform the Armox
370T rolled homogeneous armour steel. Interestingly, the IRHA and HHA materials rupture at
higher loading than the more ductile mild steel. The higher strength of the IRHA and HHA will
resist plate deformation under blast loading, leading to lower strains experienced by the material.
Given the trade-off between strength and ductility, these materials require higher blast energy to
reach their ductility limit due to their high deformation resistance.
Previous research by Langdon et al.[12] studying the failure of various materials under localised
blast loading highlighted a linear trend between the non-dimensional impulse parameter at fracture
for a given material calculated by Equation 2.24[59] and the materials SETF. The experimental data
from Langdon et al.[12] for three grades of steel, an aluminium alloy and a glass fibre-reinforced
composite is shown alongside the results from the current testing in Figure 3.14.
While the trend of increasing non-dimensional impulse parameter with increasing SETF can be seen
for the materials tested by Langdon et al. [12], the high-strength and armour grade steels tested
in the current paper do not appear to conform to the relationship, suggesting that the IRHA and
HHA materials are rupturing prematurely compared to their tensile energy absorption capacity.
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Figure 3.14: Relation between non-dimensional impulse parameter and specific energy to tensile
fracture for various materials.
92
The non-dimensional impulse parameter at rupture for the materials tested at a 13 mm stand-off
distance appear vertically offset from the 25 mm stand-off points due to the localisation of damage
transferred to the plate at a reduced stand-off with little effect on the applied impulse to the ballistic
pendulum. Accounting for the effect of charge stand-off on the rupture threshold of each material is
possible using the stand-off distance adjusted non-dimensional impulse parameter given in Equation
3.11. The adjusted rupture threshold correlation is given in Figure 3.15 and shows convergence of
the variable stand-off loading cases. However, the IRHA and HHA steels still rupture at impulses
below those predicted using their SETF.
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Figure 3.15: Relation between non-dimensional impulse parameter and specific energy to tensile
fracture for various materials.
The stand-off distance corrected NDIP is formulated to normalise the magnitude of blast loading
by its capacity to deform the target plate compared to its axial momentum transfer. Theoretically,
any loading conditions which produce the same NDIP will also cause the same non-dimensional
deformation. Given that for all materials, the NDIP at fracture for both stand-off conditions
converge to the same value, it suggests that there is a characteristic deformation limit inherit in
the mechanical properties of the material. The significance of this characteristic will be discussed
in further detail in the following section.
3.5 Fracture Modes
Of the 73 blast experiments conducted across the four armour materials, 23 of these tests caused
plate rupture ranging from small through-thickness cracks to cap formation and petalling failure.
With the unique fracture behaviour of the high strength armour grade steels identified in section
3.4, examination of plates around the rupture threshold gives insight into the plate conditions and
fracture mechanisms which are likely to be governing material response. There were observable
differences in the plate response and fracture appearance between the 25 mm and 13 mm stand-off
distance cases and they are described separately.
3.5.1 25 mm Stand-off Distance
Figure 3.16 shows partial capping of all armour materials exposed to blast loading at a stand-
off distance of 25 mm. Using charge weight increments of 2.5 g to explore the rupture threshold
location, at least one case of partial capping was captured for each material. Across all of the
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armour materials, the fracture initiation site is the location of largest cap separation. The fracture
surfaces of each steel appeared highly angled and illustrious suggesting a shear slant fracture mode
rather than tensile tearing. Examining both intact and fractured plates close to the 25 mm SOD
rupture threshold, it was observed that all of the materials exhibited no localised thinning at the
fracture site or in any circumferential pattern as commonly seen as a precursor to tensile failure in
mild steel [11, 54, 64].
A.
A.
A.
A.
Figure 3.16: Partial capping of candidate materials showing fracture initiation location (A.) (Clock-
wise from top left: ARS, RHA, HHA, IRHA)
The distribution of strain across a target plate exposed to localised blast loading has been studied
by several techniques including digital image correlation [52], metallurgical inspection [169] and
numerical modelling [40]. The maximum strain for a material which showed no localised necking was
consistently measured at the centre of the plate in-line with the location of maximum deformation.
For plates to rupture with no discernible thickness reduction as experienced in the current study, it
is clear that the fracture has not initiated at the location of maximum strain rather, the materials
ductility at the radius of fracture must be adversely affected by some additional loading condition
beyond its magnitude of deformation. The sensitivity of material ductility to stress-state conditions
such as stress triaxiality localisation and Lode angle has been studied extensively in the areas
of metal forming and crash-worthiness [101, 170] but has generally not been a focus in research
regarding the fracture of material under blast loading.
Scanning electron microscopy was utilised to study the surface appearance of several ejected caps
and confirmed that the fracture mode responsible for initial rupture of the target plates was slant
shear failure. Figure 3.17 shows the ejected caps which were examined and micrographs of the
fracture surfaces. U-shaped dimples were a dominant feature of all fracture surfaces highlighting a
ductile shear fracture mode for all armour materials. While the IRHA and HHA materials clearly
did not conform to the relationship between the non-dimensional impulse at rupture and their SETF
given in section 3.4, this analysis shows that this behaviour was not caused by a brittle fracture
mode transition compared to the other materials.
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Figure 3.17: Plate appearance and SEM fractography of armour steels. (left to right: ARS, RHA,
IRHA, HHA)
The progression from fracture initiation through to total cap separation and petalling was observed
for the ARS material across four tests displaying various levels of failure and is shown in Figure
3.18
A small through-thickness crack was observed for the ARS material (Figure 3.18a) initiated on the
unloaded surface of the plate and shows signs of shear lip formation which was characteristic of the
fracture initiation site seen in Figure 3.16. Under higher levels of blast loading the crack begins to
propagate and a partial cap is formed, with deformation of the plate localised around the opening
of the cap
A further case of incomplete capping was captured (Figure 3.18c) where the cap is clearly seen
partially attached to the single large petal which has peeled away from the opposite surface. In
a duplicate test of this loading condition (Figure 3.18d), full capping was observed. The similar
magnitude of radial crack propagation and deformation of the petal between each test suggests that
final cap separation is produced by strain localisation along a circumferential hinge between the
petal and the cap rather than continued deformation of the petal.
95
a) Through-Thickness Crack: I=121.7 Ns b) Partial Capping: I=122.0 Ns 
c) Partial Capping with Petalling: I=127.2 Ns d) Final Cap Separation: I=127.9 Ns 
Figure 3.18: Progression of fracture appearance for ARS with increasing damage.
In cases where full capping occurred, clear differences were observed in the appearance of the fracture
surface at the site of rupture initiation and final cap separation (Figure 3.19). In contrast to the
illustrious and ridged appearance which was characteristic of shear fracture, the location of final
cap separation was dull and fibrous suggesting that the circumferential hinge produced a tensile
failure mode. Using scanning electron microscopy, the surface appearance was examined at both
locations for the RHA and ARS materials and confirmed that a fracture mode transition occurs
between fracture initiation location and the final cap separation.
Final Cap Separation Site: Plastic HingeFracture Initiation Site: Shear Fracture
Figure 3.19: Total capping of ARS showing fracture surface appearance of shear fracture and plastic
hinge.
The IRHA and HHA steels also displayed a fracture mode unique to these higher strength materials,
where the fracture mode shown in Figure 3.20 was petalling of the plate initiated from the centre
of the deformed bulge. In both cases no cap was ejected from the plate. Capping failure was
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observed for both materials throughout the test program and the cause of this alternate fracture
mode remains unclear. However it does highlight the stochastic nature of fracture in high strength
materials. Radial crack propagation observed with this failure type was far higher than observed in
other cases, suggesting that the energy absorption generally associated with capping was transferred
to radial crack propagation instead.
Figure 3.20: Apex petalling fracture of IRHA (left) and HHA (right) steels.
Figure 3.21 shows the crack generated in the HHA material undergoing petalling from the plate
centre. The surface appearance changes markedly along the length of the crack and gives insight
into the fracture modes experienced at that location. The fracture initiation location at the apex of
the petal appears smooth and is angled at approximately 45° to the plate thickness. Several shear
lips and a rough faceted surface characterises a region of mixed-mode crack propagation where
circumferential and radial cracks are interacting. Proceeding down the crack, the surface shows
signs of brittle crack propagation with chevrons aligned along the surface, the orientation of these
ridges highlight that the crack has propagated radially ahead of the out-of-plane motion of the
petal.
A. Fracture Initiation
B. Mixed-mode radial propagation
C. Brittle crack propagation
Figure 3.21: Composite image of radially propagating crack in HHA steel plate showing transitions
in fracture surface appearance.
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In contrast to the development of a petalling failure mode, the post-rupture crack propagation of
the RHA steel was minimal. The fracture pattern of RHA plates across a 20 g increase in charge
mass is shown in Figure 3.22. Beyond the progression from partial to full capping failure there is
little change in the plate appearance.
50g 52.5g
55g 70g
Figure 3.22: Fracture pattern of RHA plates from initial rupture to 40% overmatched loading.
3.5.2 13 mm Stand-off Distance
In contrast to the larger stand-off cases, the loading conditions at a 13 mm SOD resulted in a
localised band of thickness reduction, which was visible for all materials approaching the rupture
threshold as shown in Figure 3.23. Subsequent failure was seen to initiate from this region of
thinning with a similar fracture mode to those experienced at a 25 mm SOD, characterised by a
highly angled fracture surface and illustrious appearance.
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Figure 3.23: Visible thinning of target plates exposed to blast loading at 13 mm stand-off distance.
(Clock-wise from top left: ARS, RHA, HHA, IRHA)
The characteristic NDIP at fracture for each material given in section 3.4 shows that the target plate
will reach an equal amount of deformation before failure when exposed to loading at both the 13 mm
and 25 mm SODs. The presence of thinning in target plates tested at the 13 mm SOD reflects the
more concentrated deformation experienced at the closer stand-off condition and the higher plastic
strains produced within the material. As stated earlier, the magnitude of plastic strain alone is
not governing the rupture threshold of these materials. If this were the case the plates at a 13 mm
SOD, which clearly show higher levels of plastic strain would have fractured earlier and the NDIP
would not be equal. In contrast to the asymmetric propagation of damage which was consistently
seen at the 25 mm SOD, total capping of the plates, shown in Figure 3.24 was far more common
for the 13 mm SOD cases at magnitudes of loading close to the rupture threshold. The presence of
the thinned band of material preferentiates circumferential crack propagation over the development
of asymmetric petalling due to the pre-existing localisation of strain and stress-state effects in the
necked region.
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Figure 3.24: Symmetric capping of target plates exposed to blast loading at 13 mm stand-off
distance. (Clock-wise from top right: ARS, RHA, HHA, IRHA)
3.6 Conclusions
The response of four high-strength and armour grade steels to localised blast loading is experimen-
tally evaluated in terms of deformation resistance and rupture threshold at two stand-off distances.
The study analysed a rolled homogeneous armour steel, an improved rolled homogeneous armour
steel, a high hardness armour steel and a high strength abrasive resistant steel. The HHA steel is
found to produce the lowest deformation of any of the armour materials for a given magnitude of
blast loading and plate thickness. At both stand-off distances, the ARS steel remained intact under
a larger magnitude of blast loading than the other materials. Interestingly, the HHA steel, generally
considered inappropriate for blast protection due to its limited ductility, outperformed the RHA in
terms of its rupture threshold at a 25 mm SOD and provided identical performance to the RHA at
a 13 mm SOD. A new proximity loading parameter based on charge diameter, stand-off distance
and plate dimensions was derived for the prediction of deformation under blast loading based on
its spatial distribution across the plate and the transverse shear effects within the plate loaded
area. Integration of the proximity loading parameter into the non-dimensional impulse parameter
produces significant improvements in the prediction of non-dimensional deformation across a large
range of experimental programs. The non-dimensional impulse at rupture for each material was
compared to previous data by Langdon et al. [12] and highlighted that the IRHA and HHA steels do
not fit the established correlation between rupture threshold and specific energy to tensile fracture.
Fractography was performed on ruptured plates and confirmed a unique shear slant fracture mode
responsible for the initial rupture of target plates. For the 25 mm stand-off distance the plates
did not exhibit any strain localisation prior to rupture. However, at the 13 mm stand-off distance,
the more localised deformation resulted in circumferential thinning for all materials approaching
rupture.
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Chapter 4
Material Modelling
Introduction
This chapter presents mechanical characterisation and constitutive modelling of the armour steels
tested under blast loading in Chapter 3. The plasticity and ductile fracture behaviour of each
material is investigated under a wide range of stress states and loading conditions including elevated
temperatures and high strain rates. Sections 4.1, 4.4, 4.5 and 4.6 summarise the experimental
specimens and results, which use thirteen specimen types to cover stress states from uniaxial tension
to high stress triaxiality plane strain as well as high strain rates and elevated temperatures. This
provides a comprehensive characterisation of armour steels to an extent not previously seen in
literature and significant new insights into material behaviour, with particular benefit drawing
from the comparison of four materials for identical testing conditions. The experimental testing is
coupled to comprehensive material modelling using a modified Johnson-Cook plasticity model with
combined Ludwik-Voce hardening and a J3-dependant yield function, which is presented in Sections
4.2, 4.3 and 4.7 is validated with experiments in Sections 4.1, 4.4, 4.5 and 4.6. The modelling is
shown to be capable of accurately capturing material response across all experimental results and
loading conditions. As part of this, a new time-integrated stress state characterisation approach
is proposed in Section 4.3, and a new inverse modelling approach is proposed in Section 4.6 that
combines the characterisation of strain rate hardening and thermal softening. The high strain rate
testing in Section 4.6 also clearly shows the occurrence of dislocation drag effects for high armour
strength steels under dynamic tensile loading, and the modelling approach proposed is shown to
accurately capture this effect.
4.1 Characterisation approach
Material behaviour and in particular fracture has been shown to be highly dependent on the com-
bination of multi-axial loading acting at a given location, referred to herein as the stress state
(Basaran & Weichert 2011). The hydrostatic pressure dependence of a material is a function of
stress triaxiality (η), which is the ratio of the mean stress (σm) and equivalent stress (σeq) as shown
in Equation 4.1.
η = σm
σeq
(4.1)
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To quantitatively differentiate between multiaxial loadings dominated by tension, shear and com-
pression, various parameters based on the ratio of deviatoric stresses have been proposed. For the
current characterisation the normalised third deviatoric stress invariant (NTDSI), is used to char-
acterise the deviatoric stress ratios as it is integrated into the selected constitutive model. The
NTDSI is given by Equation 4.2
ξ = cos (3θ) = 272
J3
σ3eq
(4.2)
Where θ is the Lode angle and J3 is the third stress invariant.
In the current material characterisation approach, plasticity response is decomposed into four com-
ponents outlined in Figure 4.1 and assessed sequentially to isolate each loading condition and its
impact on material behaviour. Initial characterisation of yield and strain hardening response is per-
formed using cylindrical samples (Figure 4.2A) which experience a fixed strain rate, temperature
and Lode angle throughout the specimen. Plasticity is re-assessed in flat grooved specimens (Figure
4.2B) which experience identical strain rate and temperature conditions but a variable NTDSI be-
tween 1.0 and 0.0. The difference in response therefore characterises the NTDSI dependence. The
effect of uniform elevated temperatures on plasticity is characterised in cylindrical samples (Figure
4.2D) before high strain behaviour (Figure 4.2E) to delineate the effects of strain rate hardening
and adiabatic heating on material response.
Material Plasticity
1) Yield and Strain 
Hardening
Quasi-static
Isothermal
Fixed Lode Angle
A. Cylindrical 
Notched
2) Lode Angle 
Dependence
Variable Lode Angle
B. Flat Grooved
3) High Temperature 
Behavior
Variable Temperature
D. High 
Temperature
4) High Strain Rate 
Behavior
Variable Strain Rate
Adiabatic Heating
E. High Strain Rate
Plasticity 
Component
Stress State
Specimen Type 
(Figure 4.2.)
Figure 4.1: Decomposition of material plasticity based on loading conditions.
Ductile fracture behaviour of the armour materials is characterised as a function of fracture strain,
stress triaxiality and NTDSI, forming a fracture locus describing material ductility under any com-
bination of proportional loading conditions. Five major specimen types with dimensions given in
Figure 4.2 are used to evaluate the material ductility at key locations shown nominally on the
fracture locus in Figure 4.3. Details of the computational approach to characterise the stress state
experienced in each specimen are given in Section 4.3.
The first series of specimens consisted of notched cylindrical samples that are used to calibrate
an upper limit of ductility along the deviatoric tension plane, with varying magnitudes of stress
triaxiality defined by samples with varying notch radii. The second series of specimens consisted
of flat grooved samples that are used to characterise the effect of stress triaxiality under constant
plane strain loading conditions, where ductility is generally at a minimum. The third series of
specimens consisted of flat notched specimens, which are used to characterise the intermediate areas
102
of positive NTDSI by transitioning from low stress triaxiality, deviatoric tension through to high
stress triaxiality, plane strain with variations in notch geometry. Finally, the effects of elevated strain
rate and temperature on ductile fracture is assessed independently under uniaxial deviatoric tension
and used to scale the entire fracture loci according to the loading conditions. Characterisation is
performed with samples taken along the rolling direction of the plate and confined to positive values
of the NTDSI with a symmetry condition applied to the fracture locus at the ξ=0 plane.
B.A. Ci. Cii. D. E.
Figure 4.2: Specimen design for material characterisation, all dimensions given in mm. A) Cylindri-
cal notched (RX=0,5,2,0.8). B) Flat grooved (RX=0,30,10). Ci) Flat dogbone. Cii) Flat notched
(RX=5,2.5,1.5). D) High temperature. E) High strain rate.
Cylindrical Notched
Flat Grooved
Flat Notched
High Temperature & Strain Rate
*
*
ε f
η ξ
Figure 4.3: Ductile fracture locus with nominal calibration points.
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4.2 Constitutive Modelling
4.2.1 Constitutive Plasticity Model
The modified Johnson-Cook (MJC) plasticity model with combined Voce-Ludwik hardening is a
phenomenological plasticity model accounting for strain hardening, strain rate hardening and ther-
mal softening through independent scaling of the flow stress, σ0 [134]. This model has been utilised
successfully for the numerical simulation of ballistic and blast loading on a range of materials
[24, 163]. The MJC strength model with a two-stage strain rate hardening relationship is given by
Equation 4.3.
σo =
{
A+Bεnpl +
2∑
i=1
Qi [1− exp (−C1εpl)]
}(
1 + ε˙pl
ε˙0,1
)c1 (
1 + ε˙pl
ε˙0,2
)c2 [
1−
(
T − T0
TM − T0
)m]
(4.3)
Where A, B, n, Qi, Ci, ci, m are material constants, ε˙0,i are the reference strain rates used during
characterisation and To and TM are initial and melting temperatures of the material respectively.
The temperature increase within the material (∆T ) due to plastic work heating is governed by
Equation 4.4. The proportion of plastic work converted into thermal energy, described by the Taylor
Quinney Coefficient (χ) has been shown to vary with strain rate from isothermal at quasi-static
conditions to near adiabatic conversion under dynamic loading [171]. In the current constitutive
modelling approach, the Taylor Quinney coefficient is set to 0 for the quasi-static experiments (0.001
s-1) and 1.0 for higher strain rate experiments (≥1s-1)
∆T = χ
ρ∆
∫
σ0 (εpl) dεpl (4.4)
The two-stage strain rate hardening component of MJC model was formulated to account for high
strain rate up-turn in material strength due to viscous effects such as dislocation drag [116]. This
approach allows the independent characterisation of the two strain rate regimes via separate ex-
ponents (c1,c2) and a threshold strain rate (ε˙0,2), below which viscous effects are neglected. The
generalised yield surface (GYS) J3-dependant strength model formulated by Sengoz [93] was utilised
to capture the NTDSI dependence on material plasticity. The effective stress, σeff is calculated by
scaling the flow stress given in Equation 4.3 by the current stress state using the GYS in Equation
4.5.
σeff = σ0 [g1 + g2 cos (3ξ) + g3 cos (3ξ)] (4.5)
Where g1to g3 are material constants defining the shape of the yield surface.
4.2.2 Constitutive Ductile Fracture Model
Ductile fracture is captured by an un-coupled phenomenological fracture criterion based on the ac-
cumulation of plastic strain at the current stress state and loading conditions described by Equation
4.6.
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D =
∫
ε˙pl
εf
dt (4.6)
Where the damage variableD, is equal to 1 at fracture resulting in element erosion. εf is the fracture
strain of the material at any proportional stress state and loading condition and is a function of
stress triaxiality (η), the normalised third deviatoric invariant (ξ), plastic strain rate (ε˙pl) and
temperature (T ) given by Equation 4.7.
εf = f (η, ξ) g (ε˙pl)h (T ) (4.7)
The function f (η, ξ), capturing the effect of stress state on material ductility takes the form proposed
by Basaran [105], as given by Equation 4.8. Decomposition of the model into separate stress
triaxiality and Lode angle vs. fracture strain planes shows that the loss of material ductility due
to stress triaxiality is defined by the exponential decay function utilised by Johnson and Cook [95],
while the influence of the normalised third deviatoric invariant is defined by an asymmetric parabola
with a minimum fracture strain at an ordinate of 0, representing plane strain.
f (η, ξ) =
[
1
2
(
D−1 +D+1
)
−D01 + 12
{
D−2 exp
(
−D−3 η
)
+D+2 exp
(
−D+3 η
)}
−D02 exp
(−D03η)] ξ2
+
[1
2
(
D+1 −D−1
)
+ 12
{
D+2 exp
(
−D+3 η
)
−D−2 exp
(
−D−3 η
)}]
ξ (4.8)
+D01 +D02 exp
(−D03η)
Where D+i , D0i , D−i are nine parameters used to fit the fracture locus to experimental data. In the
current modelling approach, a symmetric locus shape is enforced by making D+i = D−i .
The functions g (ε˙pl) and h (T ) accounting for the effect of plastic strain rate and temperature on
material ductility are taken from the modified Johnson-Cook fracture model [134] given in equations
4.9 and 4.10. Each function produces a scaling factor for material ductility based on their respective
loading condition, which is constant across all stress states.
g (ε˙pl) =
[
1 + ε˙pl
ε˙0,1
]D4
(4.9)
h (T ) =
[
1 +D5
(
T − T0
TM − T0
)]
(4.10)
Equations 4.3 to 4.10 are used to generate a series of tabulated equivalent stress and strain curves
as well as tabulated fracture strain loci for a range of strain rates, temperatures and stress states.
This data is used as inputs for the MAT224_Tabulated_Johnson_Cook_GYS material model in
LS-Dyna® [172].
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4.3 Calibration approach
Inverse modelling of each mechanical test was performed in the LS-Dyna® explicit solver to calibrate
the individual properties of material plasticity. All numerical models were generated with an element
edge length of 0.2 mm in the critical areas as shown in Figure 4.4. For cylindrical geometries 2D
axisymmetric elements were utilised, whereas 8-node under-integrated solid elements were used
for other samples. The accuracy of the material calibration was assessed by a mean square error
comparison between the experimental engineering stress-strain curves up to fracture and those
generated by the numerical models.
XY
ZFigure 4.4: Discretisation of un-notched (Top) and 5 mm notched (Bottom) cylindrical tensile
samples.
The accumulation of damage in each time step defined by Equation 4.6 makes the fracture criterion
path-dependent. The stress state and loading conditions up to ultimate failure have a substantial
effect on the strain at which the element fails. Accounting for this loading history in the calibration
of the fracture criterion is essential to ensure accurate predictions of fracture.
First, material plasticity parameters are determined and validated against experimental observations
up to fracture from inverse modelling. Then evolution of stress state parameters with time can be
obtained from the critical element (at the location of maximum strain) for each specimen type to
be used for fracture model calibration. To account for path dependence, numerous researchers have
utilised plastic strain weighted average stress state parameters (such as stress triaxiality and NTDSI)
to be equated to the plastic strain at the time of fracture observed experimentally [40, 105, 156].
Given the uncoupled nature of the fracture model utilised in the current modelling approach, a
physically based method for path dependent calibration of fracture properties is proposed. For
example, the time dependent evolution of stress state parameters shown in Figure 4.5A for a given
specimen are solely dependent on the current plasticity model. The changes in stress state are large
across the duration of the test, and the plastic strain weighted average parameters are shown at
fracture. The damage variable D (Figure 4.5B) is a function of stress state parameters, the loading
conditions and the nine fitting parameters in Equation 4.8. To calibrate the fracture model, the
time-dependent evolution of the damage variable can be optimised by adjusting the fracture locus
shape such that it reaches unity (element failure) in the same timestep (at tf ) where fracture was
observed experimentally. Concurrent minimisation of mean-square error of the damage variable at
tf for all mechanical tests will result in the optimal fracture locus shape and model calibration with
full reference to changes in stress state and loading conditions.
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Figure 4.5: (A) Development of parameters during mechanical test; and, (B) optimal accumulation
of the damage variable for a critical element.
4.4 Quasi-static Plasticity and Fracture
Quasi-static, room temperature tests were conducted on a variety of specimen geometries utilising
servo-hydraulic Instron machines with capacity between 200 kN and 400 kN. Specimen deformation
was recorded optically at 30 Hz and processed using planar digital image correlation (DIC). The
DIC data was used as a non-contact extensometer and was synchronised to the test machine load-
cell. Each specimen was tested up to fracture at an average engineering strain rate of 0.001 s-1.
Throughout the test program three specimens were tested for each material and sample type however
a single result will be given in the subsequent figures due to excellent repeatability.
4.4.1 Notched Cylindrical Specimens
Quasi-static plasticity was assessed at a constant deviatoric stress ratio (ξ = 1) using a series of
cylindrical notched specimens with dimensions shown in Figure 4.2A. Inverse numerical modelling
of the un-notched tests was used to optimise the Ludwik and Voce hardening terms (A, B, n, Qi, Ci)
in Equation 4.3. Experimental and numerical engineering stress-strain response for all materials
is given in Figure 4.6. Comparing uniaxial tensile response, the characteristic trade-off between
strength and ductility which is commonly seen across steel grades [166] is not reflected in the current
four armour steels. RHA, which has the second lowest UTS (and lowest hardness) also displays the
lowest elongation to failure of any material. The ARS, IRHA and HHA have significantly higher
strain hardening capacity which is a critical property in delaying strain localisation and subsequent
fracture. When assessing armour materials, it is clear that high strength cannot be used as an
immediate indicator of poor ductility or low energy absorption capacity. The plasticity response
of each material is captured reasonably well across the specimen types by the numerical models.
However, some of the tests such as the 5.0 mm notched RHA and 2.0 mm notched HHA (Figure
4.6B and 4.6C respectively), markedly overestimated the elongation to failure. The true stress-true
strain response for each material is presented in Figure 4.7A. The effect of the TRIP strengthening
mechanism on the strain hardening capacity of ARS is clear with its true stress exceeding RHA
at strains above 0.2 and approaching IRHA before failure. All materials generate a large portion
of their strain hardening in the first few percent of plastic strain before becoming saturated to
an approximately linear hardening relation. The use of combined Ludwik-Voce hardening in the
current plasticity model captures this behaviour accurately without compromising fidelity in the low
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strain hardening response as experienced by several researchers with the standard Johnson-Cook
plasticity model, which only incorporates Ludwik hardening [118, 173].
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Figure 4.6: Quasi-static experimental (Exp) and numerical (FEM) material response for various
cylindrical notched samples. A. Un-notched, B. RX = 5.0 mm, C. RX = 2.0 mm, D. RX = 0.8 mm
The ductility of each material is compared in Figure 4.7B at a range of initial stress triaxialities,
which are defined by Bridgman [94]. The fracture strain used for this comparison was calculated
from the initial and fractured diameter (D0 and Df respectively) (Equation 4.6) which represents
an average fracture strain across the minimum cross-section. The reduction in fracture strain with
stress triaxiality is modelled reasonably well by the exponential relationship used in Equation 4.8.
Outlying points however exist for the ARS RX=5 mm and HHA RX=2 mm sample which highlights
that the empirical fracture loci cannot always capture the full details of material behaviour.
εf,cylindrical = 2 ln
(
D0
Df
)
(4.11)
108
0400
800
1200
1600
2000
2400
0 0.2 0.4 0.6 0.8 1
S
tr
es
s,
 T
ru
e 
(M
P
a)
Strain, True
ARS
RHA
IRHA
HHA
0
0.2
0.4
0.6
0.8
1
1.2
0.3 0.5 0.7 0.9 1.1 1.3
F
ra
ct
u
re
 S
tr
ai
n
Initial Stress Triaxiaility
ARS ARS, Exp
RHA RHA, Exp
IRHA IRHA, Exp
HHA HHA, Exp
A. B.
Figure 4.7: Response of armour materials for cylindrical specimens. A. true stress-strain response
up to fracture for un-notched samples. B. tabulated fracture strain and initial stress triaxiality for
various notched samples.
A comparison of fractured un-notched cylindrical samples for each steel is given in Figure 4.8. The
RHA (second from the left) shows a splitting fracture mode with multiple angled failure surfaces,
while the other materials display central micro-voiding and shear lip formation characteristic of
cup-and-cone type tensile failure. Scanning electron microscopy of the fractured RHA sample in
Figure 4.9 shows equiaxial voids formed at the centre of the specimen where it appears that the
fracture has initiated. The surfaces along a splitting lip show signs of shear void linkup with the
direction of crack propagation travelling away from the centre of the specimen. Splitting failure has
been identified in numerous high strength steels and is attributed to microstructural features and
manufacturing processes [174]. As the mode of fracture initiation remains the same, the current
fracture modelling schemes should remain valid for all materials.
Figure 4.8: Fracture surfaces of un-notched cylindrical samples. (Left to right: ARS, RHA, IRHA,
HHA)
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Figure 4.9: SEM fractography of RHA sample showing central tensile fracture (Left) and shear
failure along splitting lip (Right).
4.4.2 Flat Grooved Specimens
The effect of Lode angle on material plasticity was evaluated using flat grooved tensile samples
(Figure 4.2B). The specimen dimensions were selected to ensure a plane strain loading (ξ = 0)
condition at a range of stress triaxialities. The stress-strain response of materials with two notch
radii are compared in Figure 4.10 using two numerical predictions. The first approach uses the
quasi-static, room temperature plasticity properties derived from the cylindrical specimens with
the von Mises (VM) yield function. Because all materials except the HHA displayed a Lode angle
dependency in terms of their plasticity (3% to 5% reduction in UTS), the GYS J3-dependant
plasticity model [93] was used to incorporate this effect in the second approach. This yield function
reduces the strength under plane strain loading to better match the experimental observations,
allowing significantly better predictions of the flat grooved sample response (Figure 4.10, solid
lines).
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Figure 4.10: Experimental (Exp) and numerical material response under plane strain loading using
von Mises (VM) and J3-dependant plasticity (GYS). (A: RX=30.0, B: RX=10.0)
To assess material behaviour at a uniaxial plane strain condition, an additional specimen geometry
was evaluated with a flat groove section (RX=0.0). This geometry reflects the sample type used
by Clausing [110], who quantified the reduction in true strain at fracture between a cylindrical and
plane strain uniaxial tensile sample (termed the plane strain sensitivity). The engineering stress-
strain responses for all materials are compared in Figure 4.11A with numerical predictions using the
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GYS plasticity model. The average fracture strain for uniaxial plane strain specimens is calculated
using Equation 4.12. Figure 4.10B compares the fracture strain of uniaxial plane strain specimens
with that of cylindrical specimens, in terms of ductility loss when moving to plane strain condition.
The data is also compared to a range of other steels in literature ([106, 110, 112–115]) and is shown
to conform to the relationship defined by Clausing [110], where the reduction in ductility from the
cylindrical samples to the plane strain samples increases with the strength of the material beyond
a yield strength of 600 MPa. The relationship between yield strength and plane strain sensitivity
highlights the importance of assessing material ductility across a range of Lode angles, particularly
for high strength armour steels, which display a significant loss of ductility from deviatoric tension
to plane strain.
εf,flat = ln
(
t0
tf
)
(4.12)
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Figure 4.11: Experimental (Exp) and numerical (FEM) material response under uniaxial plane
strain loading. A. engineering stress-strain response, B. relationship between yield strength and
plane strain sensitivity for several steels.
4.4.3 Flat Notched Specimens
Flat notched samples were tested under wide a variety of stress states from plane stress in an un-
notched “dog-bone” specimen to plane strain in a small notched sample. The flat samples were
fabricated by electrical discharge machining from plates with thicknesses of 4.0 mm for ARS, RHA
and HHA and 4.25 mm for IRHA. To compare the strength and strain hardening behaviour of
the approximately 4 mm plate with the thicker plates used to manufacture the cylindrical and
flat grooved samples, a series of un-notched flat samples were tested with dimensions shown in
Figure 4.2Ci. The ARS and HHA both show a comparable response between the cylindrical and
flat samples. However, the RHA and IRHA both show noticeable differences in material strength
between sample types. The yield strength of the IRHA was approximately 100 MPa higher for
the 4.25 mm plate than the 15 mm plate used to fabricate the cylindrical specimens, although the
UTS was similar. While producing an identical yield strength, the flat samples of RHA display
significantly more Luder band deformation and recorded a UTS 64 MPa lower than the cylindrical
samples. To ensure the stress state evolution can be accurately captured for the flat notched samples,
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the quasi-static plasticity parameters for the thin plates of each material are adjusted to account for
their differences in yield strength and strain hardening, the Lode angle dependencies identified in
Section 4.4.2 are preserved. Using the re-calibrated results, the experimental and numerical stress-
strain curves for the flat samples are shown in Figure 4.12. The plasticity behaviour is captured
reasonably well across all materials and specimen types. The RHA displays noticeable softening
approaching failure which is not seen in the other materials. Softening caused by progressive void
coalescence is not captured with the current modelling approach and requires a coupled strength
and fracture model to resolve. Nevertheless, the elongation to failure for the RHA material is well
predicted with the current modelling approach, highlighting its predictive capability in its current
form.
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Figure 4.12: Experimental (Exp) and numerical (FEM) material response for various flat notched
samples. A. Un-notched, B. RX = 5.0 mm, C. RX = 2.5 mm, D. RX = 1.5 mm
4.4.4 In-plane Shear Specimens
A series of in-plane shear samples with dimensions given by Figure 4.13 were tested to give insight
into generalised shear ductility. The specimens were designed to produce a stress state within the
gauge section where the stress triaxiality and NTDSI were zero up to fracture. The experimental
and numerical stress-strain response of the in-plane shear samples are given in Figure 4.14. Unlike
other samples, the initiation of fracture in the in-plane shear samples is not accompanied by an
instantaneous loss of load carrying capability, rather the sample continues to deform with a gradual
decline in the applied load as the crack propagates slowly through the width of the gauge section.
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Figure 4.13: In-plane shear sample.
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Figure 4.14: Experimental (Exp) and numerical (FEM) material response for in-plane shear speci-
mens.
Inspection of the footage captured during testing revealed that rather than failing through the
centre of the gauge section where the stress-state was pure shear, the fracture of the in-plane shear
samples was initiated at the edge of the inclined notch experiencing tensile loading and propagated
through the outside edge of the gauge section as seen for RHA in Figure 4.15A. Examining the
numerical models of in-plane shear samples (Figure 4.15B) it was seen that while the goal stress
state (η = ξ = 0) was essentially achieved in the centre of the gauge section, the stress state at the
location of fracture initiation was at a stress triaxiality of around 0.5 and a NTDSI of 0.7. As a result
of this fracture location, the current in-plane shear samples did not provide a true measurement of
the shear ductility, only that it is in excess of the failure strain experienced at the edge of the notch.
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Figure 4.15: Fracture of RHA in-plane shear specimens. A. fracture initiation location and propa-
gation direction seen in experimental test footage. B. stress state parameters recorded at fracture
location (edge) and gauge section from numerical model.
4.5 Elevated Temperature Plasticity and Fracture
The effect of elevated temperatures on the plasticity behaviour of each steel was characterised by
a series of quasi-static tensile experiments on cylindrical specimens shown in Figure 4.2D. The
specimens were tested at an average strain rate of 0.001 s-1 in a universal testing machine equipped
with an electric furnace. Specimen elongation was recorded by a laser extensometer across a gauge
section of 14 mm. The specimens were brought to the required temperature and held for 25 to
35 minutes before testing to ensure thermal equilibrium had been reached throughout the sample.
Triplicate samples of each material were tested at room temperature (25°C), 150°C and 300°C.
Simulations of the elevated temperature tests were performed with the quasi-static plasticity param-
eters identified in Section 5. The thermal softening coefficient (m) in Equation 3 was calibrated for
recreation of the stress-strain responses, the final values were between 1.5 for HHA and 2.0 for ARS
and RHA which are higher than those calibrated for other armour steels [98, 124]. A comparison of
the numerical and experimental stress-strain curves is shown in Figure 4.16. Even with low thermal
softening in the numerical models, the ultimate strength and uniform elongation of ARS and RHA
is far lower than experiments for the 300°C test conditions (4.16C). Experimentally, the materials
show significant changes in strain hardening behaviour at elevated temperatures which cannot be
captured by the un-coupled scaling of the Johnson-Cook thermal softening term in Equation 4.3.
The capability to scale yield strength and hardening behaviour discretely requires a more complex
constitutive relation such as those by Zerilli and Armstrong [116] or Sung et al. [175].
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Figure 4.16: Experimental (Exp) and numerical (FEM) material response at various temperatures.
A. 25° C, B. 150° C, 300° C.
Of the four steels evaluated, RHA is the only material which displays a monotonic decrease in both
yield strength and UTS with increasing temperature, while the ARS, IRHA and HHA steels show
distinct dynamic strain-aging where strength is increased and elongation is decreased at intermediate
temperatures [176]. Interestingly, both the strength and ductility is maximum for the ARS material
at the 300°C test condition, highlighting further activation of the TRIP strengthening mechanism
up to this temperature due to increased austenite stability [177]. The effect of elevated temper-
ature on yield strength and average fracture strain is tabulated in Figure 4.17. While the MJC
thermal softening relation appears to be inadequate to capture the non-linear plasticity response
of the materials at elevated temperature, the materials do show a monotonic reduction of yield
strength with increases in temperature, which is reasonably captured by the power law temperature
dependence function given in Equation 4.3. The effect of dynamic-strain aging on fracture strain is
clear in Figure 4.17B, the 150°C test condition shows the lowest ductility for all materials. Given
the limitations of the temperature scaling modelled with the MJC plasticity model, the thermal
softening coefficients calibrated from Figure 4.17A are taken for use in high strain rate modelling.
This approach mitigates the effects of temperature dependant strain hardening which affects the
inverse modelling characterisation approach.
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Figure 4.17: Effect of elevated temperatures on (A.) yield stress and (B.) average fracture strain.
4.6 Elevated Strain Rate Plasticity and Fracture
To investigate the tensile plasticity and fracture behaviour of the armour materials at elevated
strain rates, a series of experiments were performed using cylindrical specimens (Figure 4.2E).
Intermediate strain rate tests (0.1 s-1) were conducted on the same universal test machine used in
Section 4.4, while a tensile split Hopkinson pressure bar (T-SHPB) was used for strain rates of 800
s-1 and 2700 s-1. The incident bar and striker/flange assembly were machined from C350 maraging
steel and the sample is attached via a threaded stainless steel adaptor. The transmitted bar is
machined from Al7075 Aluminium alloy and is threaded allowing direct attachment of the sample,
given the lower elastic modulus of the bar material compared to maraging steel, the amplitude of
the transmitted elastic strain wave is increased, producing a higher signal-to-noise ratio for the
transmitted bar strain gauge. Elastic strain within the incident and transmitted bars are captured
by strain gauges and are used to calculate the stress vs. strain response of the material by 1-D
stress wave propagation theory [178].
Material response at elevated loading rates is dependent on the combined effects of strain rate hard-
ening and adiabatic heating. The traditional method of calibrating strain rate hardening behaviour
in material models is based on regression analysis to tabular data [90] which fails to capture the
coupled thermal effects and the deviation in strain rates experienced throughout the test duration.
Based on the above, a new approach is developed in this work for accurate characterisation of the
high strain rate response. The full T-SHPB apparatus was numerically modelled, and the stress-
strain outputs evaluated based on the elastic strains recorded from the actual position of strain
gauges on the incident and transmitted bars. The striker bar was modelled and given an initial
velocity to impact the flange and cap assembly. The tensile strain rate and pulse duration of each
test was also compared to the experimental measurements to ensure the striker bar velocity was
correct. Mechanical properties for the T-SHPB materials were taken from literature [178] and input
into elastic material models. Characterisation from a numerical model that incorporates the full
T-SHPB apparatus has not been seen in other publications, but was implemented here to provide
a more accurate representation of the loading conditions experienced during testing.
A comparison of the experimental and numerical engineering stress-strain response of each material
is given in Figure 4.18 for all strain rate loading conditions. Material plasticity can be replicated
numerically throughout all loading rates, and the magnitude of stress-wave reflections in the high
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strain rate samples are captured reasonably well along with the signal drop-off following sample
fracture. The increasing elongation to failure for the ARS at the elevated strain rates compared to
the other materials is attributed to its lower temperature dependency in terms of plasticity. This
behaviour will delay strain localisation longer than the other materials while significant adiabatic
heating occurs in the samples.
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Figure 4.18: Experimental (Exp) and numerical (FEM) material response at various average strain
rates. (A. 0.001 s-1, B. 0.1 s-1, C. 800 s-1, D. 2700 s-1)
The magnitude of strain rate hardening experienced by the armour materials is low in terms of
yield and ultimate tensile strength, which is consistent with other investigations on high strength
steels [118, 173]. Using the inverse modelling, material response is examined throughout the necking
process where the local strain rate can increase by an order of magnitude [179]. Evaluation of the
materials during necking highlights that viscous effects become active at high loading rates and
produce a significant increase in strain rate hardening as seen for numerous metallic materials in
the review by Carney et al. [125]. For each material, the 800 s-1 test conditions can be adequately
reproduced up to fracture by a single stage of strain rate hardening in Equation 4.3 (c2 = 0).
However, Figure 4.19 shows that for the 2700 s-1 condition, the single stage strain rate hardening
relationship captures the material response correctly up to the maximum stress but overestimates
the load reduction during necking. Including the second strain rate hardening term in Equation
4.3 allows both experimental responses to be captured accurately by including the viscous effects
at adequately high strain rates.
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Figure 4.19: Material response for HHA at A: 800 s-1 and B: 2700s-1 loading conditions.
The flow stress response predicted by Equation 4.3 at a plastic strain of 2% is given for each armour
material in Figure 4.20 demonstrating the distinct up turn in strength at high strain rates captured
by the new strain rate hardening term. Measurements of average fracture strain by Equation 4.11
for each strain rate condition and material are tabulated in Figure 4.21. The effect of strain rate on
ductility appears to be material dependent with ARS and RHA showing a small increase in fracture
strain at the highest strain rate, while IRHA and HHA show a small reduction.
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Figure 4.20: Strain Rate Hardening Behaviour.
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Figure 4.21: Fracture strain vs. strain rate.
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4.7 Material Model Parameters
The complete set of material parameters describing plasticity and ductile fracture of the armour
steels is given in Table 4.1 and 4.2 including the adjusted plasticity parameters for the 4 mm plates.
For all the materials tested, strain localisation was a precursor to fracture initiation and accurate
prediction of this instability is vital to correctly modelling fracture [105]. As seen in Figure 4.22
which is representative of all numerical predictions, accurate modelling of strain localisation was
achieved with the distribution and magnitude of surface strain at the onset of fracture well predicted
with the current modelling approach.
Figure 4.22: Fracture pattern and equivalent strain field at fracture initiation for flat grooved IRHA.
Left: DIC. Right. FEM.
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The evolution of plastic strain, stress triaxiality and NTDSI for each specimen type and material
is given in Figure 4.23 against the calibrated fracture loci. The samples are labelled according to
type (C: cylindrical, F: flat, G: grooved) and the characteristic notch radius (e.g.: R15 = 1.5 mm).
The stress states within each sample type vary throughout the deformation process reinforcing the
importance of path dependence in fracture model calibration. The influence of NTDSI on ductility
diminishes significantly at elevated stress triaxialities. The IRHA appears to be the least sensitive
to NTDSI, which is also combined with the highest ductility of any of the materials. There is a
clear concentration of material calibration data within a small area of the locus, hence populating a
wider range of test conditions, including pure shear and biaxial tension, would significantly reduce
the degree of extrapolation used in these models.
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Figure 4.23: Load paths and fracture loci for armour materials. A. ARS, B. RHA, C. IRHA, D.
HHA.
4.8 Conclusions
A detailed material characterisation program is presented for four high strength armour materi-
als, evaluating plasticity and ductile fracture behaviour across a wide range of loading conditions.
The materials assessed include three grades of armour steel- rolled homogenous armour (RHA),
improved rolled homogenous armour (IRHA) and a high hardness armour (HHA) steel, as well
as a high strength abrasive resistant steel (ARS) with a TRIP strengthening mechanism. The
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plasticity behaviour of each steel was captured numerically using a modified Johnson-Cook model
with combined Voce-Ludwik hardening and a two-part strain rate hardening term. Excluding the
HHA, all materials showed a distinct Lode angle dependence of strength which was captured by
the J3-dependant generalised yield surface model. Evaluation of dynamic plasticity at strain rates
up to 2700 s-1 with inverse modelling highlighted the influence of viscous effects on delaying strain
localisation during high strain rate deformation. Ductile fracture was modelled adequately by the
Basaran fracture model which was calibrated using full reference to the time varying stress state
parameters within the sample rather than plastic strain weighted average values. Yield strength
of a material appears to be an effective predictor of ductility loss between deviatoric and plane
strain tension, which highlights the importance of assessing armour steel ductility across a range
of stress states due to more significant loss of ductility than lower strength materials. The current
constitutive model accurately reproduced the fracture behaviour of the eleven specimen geometries
tested, validating the characterisation approach.
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Chapter 5
Numerical Blast Modelling
Introduction
Chapter 3 presented an improved empirical model for predicting the permanent deformation of tar-
get plates under localised blast loading. While this model captures the influence of the key loading
conditions and material properties governing the overall target response, the fracture behaviour of
high strength armour steels could not be readily predicted using an empirical modelling approach.
Chapter 4 highlighted the complexity of material fracture, which was governed by a range of pa-
rameters including the material response to stress state, strain rate and temperature. Compared to
an empirical approach, numerical simulations are better suited to capturing the highly non-linear
relations between dynamic plasticity, strain localisation and ductile fracture in order to capture the
rupture behaviour of armour steels under localised blast loading.
Validated numerical models can also produce valuable insights into aspects of the target response
under blast loading, which are prohibitively challenging to measure experimentally. This provides
further analysis of the armour properties which govern blast performance. The literature review
presented in Chapter 2 showed that there was a range of numerical approaches to modelling the
fracture of materials under blast loading. However, these approaches have not been evaluated for
high strength armour steel and the predictive capacity is unclear, particularly in the modelling of
fracture behaviour and predicting the blast rupture threshold.
In this chapter, a numerical modelling approach is developed to capture the response of four armour
steels under localised blast loading. The validity of the numerical model is extensively assessed
against experimental blast tests reported in Chapter 3. This includes an evaluation of the intact
deformation response, the onset of strain localisation and fracture behaviour. The validated model
is then used to gain further insight into the deformation and fracture response of armour steels
under localised blast loading. A detailed characterisation of the prevailing stress state experienced
under localised blast loading is presented with particular focus on the multi-axial conditions leading
to fracture initiation. The effect of SOD on the spatial distribution of impulsive loading, which
is difficult to interpret from experiments, is also investigated numerically in this chapter. Finally
a parametric study is performed to understand the sensitivity of target response to variations in
mechanical properties and to identify the key parameters that influence blast performance in terms
of deformation resistance and plastic strain evolution.
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5.1 Blast Modelling Formulation
Numerical modelling of the blast experiments described in Chapter 3 was performed using the
commercial hydrocode LS-Dyna® R10.0 [172], which was developed by the Livermore Software
Technology Corporation (LSTC) . LS-Dyna® is a multi-physics numerical modelling suite with a
range of explicit solvers for simulating complex material and fluid behaviour by finite element and
finite volume analysis. The numerical solvers can be characterised by the mathematical reference
frame used to represent the discretisation and deformation of the material during the analysis. A
Lagrangian reference frame refers to a material-centred discretisation, where the mesh is fixed to
the geometry of the component being modelled and deforms under loading to obtain solutions for
continuum materials [180]. In contrast, an Eulerian reference frame is a volume-based discretisation,
which is generally fixed in space and allows the material to "flow" through under loading. An
additional modelling approach available within LS-Dyna® is the multi-material arbitrary Lagrange
Eulerian (MMALE) solver which allows more than one material to occupy an element and can
facilitate fluid structure interaction (FSI) between an Eulerian domain and Lagrangian components.
In the context of numerically modelling blast experiments, an Eulerian formulation is required where
significant deformation of a material is expected such as rapidly expanding detonation products from
an explosion. To accurately capture the magnitude and distribution of blast loading delivered to
the target plate the MMALE approach is utilised. The detonation of the explosive charge and
the expansion and interaction of the detonation products with the surrounding air is modelled
within a large Eulerian domain. The target plate and clamping assembly, which undergoes far less
deformation, is modelled using a Lagrangian formulation with solid under-integrated elements. The
accuracy of this modelling approach has been demonstrated in Chapter 4 for the deformation and
failure of the armour materials under a range of loading conditions.
The blast loading models are made up of the four key components shown in Figure 5.1 where
quarter-symmetry is used for computational efficiency. The target plate and clamping assembly is
embedded within the large Eulerian domain where the explosive charge and air are modelled. A
penalty based coupling algorithm is utilised to transmit loading between the Eulerian domain and
the structural components. The coupling forces are applied proportional to the penetration of the
fluid elements into the plate. Leakage of fluid through the target plate is eliminated by the correct
penalty stiffness and the built in leakage control algorithm. The target plate and clamping frames
are fixed along the outside faces and transfer loading via a frictional contact (µ = 0.3). With highly
localised deformation and no signs of target plate pull-in seen in any experiments, no pre-loading
forces were applied to the clamping frames.
Fluid Domain
(Air)
Clamp Assembly
(Steel)
Target Plate
(Steel)
Explosive Charge
(PE4)
Complete Model
Figure 5.1: Decomposition of key components in numerical blast loading model.
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5.2 Constitutive Modelling
Different material models were utilised to simulate each component of the air blast experiments.
An overview of the models and the material parameters used is presented in this section.
5.2.1 Target Plate
The four armour materials have been extensively characterised in Chapter 4, with the parameters for
a number of constitutive models generated to describe the plasticity and ductile fracture behaviour
under a range of loading conditions. The constitutive models generated in Chapter 4 are utilised to
describe the target plate behaviour under localised blast loading. The material model inputs used
for each material in the blast simulations are taken from Tables 4.1 and 4.2 unless stated otherwise.
5.2.2 Air
Air was modelled using an ideal gas equation of state given by Equation 5.1.
p = (γ0 − 1) ρ
ρ0
E (5.1)
where γ0 is the ratio of specific heats at constant pressure (Cp) and volume (Cv) , ρ0 and ρ are the
initial and current densities respectively and E is the specific internal energy per unit volume given
by Equation 5.2.
E = CvT (5.2)
The material properties assigned to air in the constitutive model are summarised in Table 5.1
providing an ambient pressure of 101.4 kPa.
Table 5.1: Physical properties and EOS parameters for air.
ρ0 γ0 Cp Cv T0 E0
(kg/m3) (kJ/kgK) (kJ/kgK) (K) (kJ/m3)
1.225 1.4 1.005 0.718 298.0 260.0
5.2.3 PE4 Plastic Explosive
The detonation of the explosive charge and the expansion of the detonation products was modelled
using a high explosive burn material model and the Jones-Wilkens-Lee (JWL) equation of state.
Detonation of a volume of material is initiated when the current pressure exceeded the Chapman-
Jouget pressure, PCJ . The detonation front proceeded at the detonation velocity, D producing a
high energy expanding gas with pressures given by Equation 5.3.
p = A
(
1− ω
R1V
)
exp (−R1V ) +B
(
1− ω
R2V
)
exp (−R2V ) + ωE
V
(5.3)
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Where A,B,R1, R2, ω are material parameters, V = ρ0/ρ is the relative volume and E is the specific
internal energy.
Given its similar chemistry and performance, the JWL equation of state parameters for C4 calibrated
by Dobratz [181] were used to model the PE4 as summarised in Table 5.2. An identical substitution
has been successfully utilised by numerous researchers[34, 71, 182] and a thorough experimental
examination of PE4 and C4 equivalency at far field conditions showed no significant difference in
loading [183]. Equivalency of PE4 and C4 at near field conditions has not been evaluated but is
assumed to reflect the previous findings. Considering the extreme proximity between the charge
and target plates for the current test program, equivalency of metal driving capacity given by the
Gurney energy [139] may be a more appropriate measure of comparative performance and should
be evaluated in the future.
Table 5.2: Physical properties and EOS parameters for PE4 plastic explosive.
ρ A B R1 R2 ω D PCJ E
(kg/m3) (GPa) (GPa) (m/s) (GPa) (kJ/m3)
1.600 609.8 12.96 4.5 1.4 0.25 8193 28.0 9000
5.3 Blast Modelling Setup
5.3.1 MMALE Mesh Density
A mesh size sensitivity study of the MMALE elements was performed to ensure adequate conver-
gence of the blast loading applied to the target plate. For the mesh convergence study, a HHA target
plate was exposed to blast loading from a 40 g explosive charge, with a diameter of 50 mm and SOD
of 25 mm using a 2D axisymmetric model setup. With a fixed target plate mesh size of 0.2 by 0.2
mm (identical to the mesh fidelity used for the numerical modelling in Section 4), the fluid domain
was discretised with element edge lengths ranging from 5 mm to 0.25 mm, which for an MMALE
domain size of 300 by 200 mm resulted in a total element count between 2400 and 960,000. The
maximum incident pressure at a SOD of 25 mm, total impulse transfer and maximum deformation
of the target plate are recorded for each mesh fidelity to monitor convergence of the loading. To
measure the total impulse transfer from the explosive charge the modelling approach and analysis
methodology of Micallef et al. [184] is utilised and shown graphically in Figure 5.2. The target
plate is replaced by a reflective boundary with pressure gauges positioned at 4 mm radial intervals,
the reflective boundary is extended to the lower 20 mm of the outside surface of the ALE domain
to capture pressure reflections from the clamping frame used in the physical blast experiments.
The specific impulse at a radial location, ir experienced by the target plate is given by integrating
the recorded pressures, P (t) with respect to time as given by Equation 5.4. To measure the total
impulse across the three dimensional plate, the specific impulse is integrated with respect to the
radial area by Equation 5.5.
ir =
∫
P (t) dt (5.4)
I = 2pi
∫ 200
0
ir · r dr (5.5)
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where r is the radial location along the target plate.
Sampling Points
Explosive 
Charge
Detonation 
Point
Reflective 
Boundaries
200 mm
2
0
0
 m
m
Out-Flow 
Boundaries
Figure 5.2: Numerical model setup for impulse transfer study.
The effect of MMALE mesh density on the blast loading and target response is presented in Figure
5.3, where the mesh density is defined by the inverse of the element edge length (1/le) on the
intensity of blast loading is shown in Figure 5.3. All three loading measures begin to plateau when
the element size is reduced below 1.5 by 1.5 mm (26,667 elements), with less than a 10% increase
experienced with the further increase in element density (and proportionally larger increase in
solving time). While further refinement may be viable for the current 2D model, the objective of
ultimately using a 3D model formulation to study the target plate response under localised blast
loading necessitates the use of the maximum effective mesh size. As a result of the study, the
MMALE element edge length was set to 1.5 mm for all subsequent simulations.
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Figure 5.3: Effect of MMALE mesh density on peak incident pressure and target plate deformation.
To further assess the selected MMALE mesh fidelity and impulse calculation approach, the total
impulse transfer was calculated for a range of charge masses at a 13 mm and 25 mm SOD (constant
50 mm charge diameter) and compared to experimental measurements. Figure 5.4 compares the
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numerically calculated impulse values to experimental impulse measurements from Tables 3.3 to 3.6
in Chapter 3. The numerical modelling results are within the experimental scatter throughout the
range of charge masses tested, validating the numerical approach based on overall impulse transfer.
To ensure the results of the mesh sensitivity study using a 2D axisymmetric elements is also valid
for a 3D fluid domain, a comparison of the modelling formulations is presented in Section 5.3.3.
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Figure 5.4: Experimental and numerical total impulse produced with varying charge mass at 13
mm and 25 mm SOD.
5.3.2 MMALE Domain Size
The effect of Euler domain size was tested for its effect on energy transfer to the plate and its
subsequent deformation. Given the computational expense of MMALE simulation, minimising the
size of the Euler domain can greatly improve efficiency if it can be done without affecting the
accuracy of the results. Three Euler domains were modelled in 2D using the morphology shown
in Figure 5.5 for the same loading conditions used in Section 5.3.1 (HHA, 50 mm diameter, 40
g charge at 25 mm SOD). The two largest domains include an area of Euler domain overlapping
with the plates clamping assembly which allows two-way fluid-structure interaction (FSI) between
the blast wave and the clamping frame. The clamping region overlap is eliminated in the smallest
domain and the nodes of the Euler domain intersecting the clamp surface have a reflective boundary
condition applied to induce the FSI. All other external surfaces of the Euler component have a flow-
out boundary condition to simulate an infinite domain. While Schwer and Du Bois have highlighted
limitations of flow-out boundary conditions in capturing shock wave transmission for particular
situations [185], pressure build-up or reflections at the flow-out boundary were not seen in any
of the Euler domain tests, confirming the appropriate application of boundary conditions in the
current problem.
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Modelled Plane
Full Domain Reduced Domain 1 Reduced Domain 2
Figure 5.5: Extent of Eulerian domain modelled to identify plate sensitivity to reflected pressure
waves.
The centre point deformation of the plate is captured for each domain up to 1.5 ms, by which time
energy transfer to the plate is complete. The deformation of each domain case and the total energy
transferred to the plate is given in Figure 5.6. No visible difference in plate deformation can be
seen across the three domain sizes and the plate energy is unaffected. The small energy jump in
each case is produced by the detonation products reflecting from the inside face of the clamp back
towards the plate centre and appears to be adequately captured by an idealised reflective boundary
condition without the need for FSI computation. Given the negligible difference in results the
smallest Eulerian domain was used for all further air blast simulations.
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Figure 5.6: Effect of Eulerian domain size on plate deformation and internal energy transfer.
5.3.3 Equivalency of 3D and 2D Axisymmetric Formulations
3D scans of the experimental target plates tested under blast loading highlighted an axisymmetric
deformation profile around the centre of the plate with negligible plastic deformation present at the
clamped boundary. To assess the interaction of the quadrangular target plate dimensions on this
axisymmetric failure mode, a series of simulations was conducted to characterise the equivalency
of 2D axisymmetric and 3D quarter-symmetry blast simulations in terms of the plastic strain and
deformation evolution up to the permanent deformation profile. Each model formulation has several
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benefits, which will be utilised if it can be confirmed that key target plate response behaviours are
consistent between the 2D and 3D modelling approaches. The computational efficiency of a 2D
axisymmetric model formulation can more practically accommodate the large parametric studies.
On the other hand, a 3D model formulation may be required to examine failure modes that violate
the 2D conditions such as radial crack propagation and other possible target plate conditions where
axisymmetry cannot be achieved such as in stiffened or welded materials.
A key challenge in utilising a 3D model formulation is the computational resources required to
simulate the problem with adequate fidelity. To mitigate the mesh dependence inherit in the
continuum fracture modelling approach, the characteristic mesh size of the target plate within the
critical region needs to match the numerical models used in Chapter 4 for fracture model calibration,
which was a uniform 0.2 mm edge length (0.2 by 0.2 by 0.2 mm). Considering the dimensions of
the target plate with quarter symmetry conditions (250 by 250 by 4.25 mm for IRHA) the number
of elements required to mesh the plate with a uniform element edge length of 0.2 mm significantly
exceeded the available computational resources (over 33 million elements required). To overcome
these limitations, a discretisation scheme was developed where the element edge length was 0.2 mm
within the region of expected failure while larger elements were used in other areas of the plate.
Similarly, the MMALE mesh with a uniform edge length of 1.5 mm selected in Section 5.3.1 will
require a further 1.5 million elements for the specified domain size (130 by 200 by 200 mm). While
achievable within the available computational resources, the use of a more efficient MMALE mesh,
biased away from the plate centre was compared against the uniform element size as a means of
increasing efficiency if a negligible impact on target plate response was seen.
Two target plate mesh layouts (shown in Figure 5.7) were evaluated to assess the effect of mesh
morphology on the target plate response. The central 50 by 50 mm region of the quadrangular
layout is uniformly meshed with 0.2 mm edge length elements. The area outside this central region
was gradually biased such that the largest elements had an aspect ratio of 6 at the edge of the
target plate In the radial mesh layout, the element edge length at the plate centre is set such that
at a radius of around 13 mm reached the desired mesh size (0.2 mm) due to its radial expansion. In
total 4.3 million elements are used to mesh the target plate in the quadrangular configuration and
430,000 elements in the radial configuration, making the latter considerably less computationally
expensive for the same mesh fidelity within the region of interest.
Each target plate configuration was simulated with a quadrangular biased MMALE mesh shown in
Figure 5.8. The central 51 by 51 mm central region is meshed with a uniform edge length of 1.5
mm which is biased to a maximum aspect ratio of six at the outer surfaces. The response of the
four 3D model formulations (details tabulated in Table 5.3) are compared with a 2D axisymmetric
model with uniform edge length of 0.2 mm for the target plate and 1.5 mm for the MMALE region.
All other properties were consistent between the models.
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Figure 5.7: Mesh morphologies tested for the target plate, the bias directions are given by arrows
along each dimension. Left: Quadrangular mesh layout. Right: Radial mesh layout.
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No: 84
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Figure 5.8: Biased mesh layout for MMALE region. 50 mm diameter explosive charge shown for
reference.
131
Table 5.3: Details of 3D model mesh configurations.
Model no. Target Plate Mesh MMALE Mesh No. Elements (millions)
1 Quadrangular Uniform 5.80
2 Quadrangular Biased 4.64
3 Radial Uniform 1.93
4 Radial Biased 0.77
To bring the target plate to static equilibrium in order to assess the final deformation, mass-
based damping of the plate was activated 1 ms after detonation. This was after the maximum
deformation of the plate had been reached and the elastic spring back phase of the response had
begun. The damping factor was selected to bring the plate to static equilibrium within 20 ms as seen
experimentally by Lee [11] for steel target plates of identical dimensions to the current program.
The damping coefficient was fixed for all subsequent simulations.
The response of each model formulation was evaluated by its prediction of the plastic strain dis-
tribution and deformation across the rear face of the target plate. The HHA material was tested
with the 40 g charge at a 25 mm SOD as per previous studies. An additional 60 g charge at a 25
mm SOD test case was used to induce a higher magnitude of deformation closer to the clamped
boundaries. Figure 5.9 compares the deformation at the centre of the target plate for each model
formulation and test case. The peak and final centre-point deformations are within 3% for all test
cases suggesting minimal interaction between the axisymmetric deformation pattern and the quad-
rangular plate dimensions when considering the centre-point deformation. Slight differences in the
oscillation frequency can be seen between the 2D and 3D formulations due to the differences in
plate morphology (circular vs. quadrangular respectively) but appears to have no impact in the
final response of the plate.
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Figure 5.9: Centre-point deformation of HHA using 3D and 2D axisymmetric model formulations.
The plastic strain generated at the back face of the target plate was assessed for each model
formulation and test condition with the results compared in Figure 5.10. The plastic strain is
taken along a radial line with the origin at the plate centre. For the 3D test cases the line is taken
along the symmetry plane of the model. The maximum plastic strain for both test cases is at the
plate centre and is within 3% for all model formulations. The plastic strain distribution also appears
consistent between all model formulations with the majority of strain development localised to the
central 50 mm radius and a small peak at the boundary of the clamped region, where the plate is
deformed around the clamping frame. Minimal difference in deformation or strain development can
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be seen between any of the four 3D model formulations, with significant reductions in computational
expense possible with the biased MMALE and radial target plate mesh over the other formulations.
Hence this mesh morphology was used for all subsequent 3D simulations.
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Figure 5.10: Plastic strain profile of HHA using 3D and 2D axisymmetric model formulations.
A qualitative comparison of the 3D and 2D axisymmetric formulations is given by the final deforma-
tion profile for the 60 g test case in Figure 5.11. The deformation profile for the 3D biased MMALE
and radial target plate mesh formulation is recorded along a symmetry plane and diagonally across
the plate to assess the axisymmetry of the deformation compared to the pure 2D model. The
deformation profile in the central 50 mm is identical between both model formulations and shows
only slight differences at the 100 mm radius. The 3D 45 degree deformation profile shows plastic
deformation reaching the corner of the clamping frame, while the majority of the deformation is
localised to a central axisymmetric dome. To accurately capture the final plate shape, the 3D for-
mulation is required. However, if the plate response within the central dome is being examined, the
2D formulation is adequate to capture the material behaviour.
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Figure 5.11: Final deformation profile for HHA with 3D and 2D axisymmetric model formulation.
The equivalency of impulse transfer was also assessed between the 2D axisymmetric and 3D models.
The total impulse transfer for each model formulation across a range of charge masses (25 mm SOD,
50 mm Diameter) is given in Figure 5.12. Across the test conditions, impulse transfer between each
model is within 2%, highlighting the limited interaction between the quadrangular dimensions of
the target plate and overall blast loading transfer.
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Figure 5.12: Total impulse transfer at 25 mm SOD for 2D axisymmetric and 3D model formulations.
5.4 Target Plate Deformation
The measured permanent deformation of the blast loaded plates reported in Chapter 3 was used
as a first step to validate and assess the accuracy of the numerical modelling approach and the
constitutive models characterised in Chapter 4. Details of the experimental tests were presented in
Section 3.2 of Chapter 3. Experimentally and numerically the permanent deformation was taken
as the final height of the centre of the bulge measured from the rear of the target plate. Numerical
simulations were performed using the 3D model formulation with a radial target plate and biased
MMALE mesh until static equilibrium was reached and all oscillations at the target plate centre
were complete. Of the 73 experiments outlined in Part 3, 39 unique test conditions were available to
evaluate the accuracy of the current numerical modelling approach for the prediction of intact target
plate deformation. The 39 test conditions were simulated and a comparison of the experimental
and numerically predicted final deformation at the plate centre is given in Tables 5.4 to 5.7. The
experimental results and numerical predictions are compared graphically in Figure 5.13, where exact
reproduction is given by the black dashed line and an error of ±10% by the grey. Across the 39
test conditions all numerical predictions are within 10% of experiments and over half are within
5%, highlighting the excellent capability of the numerical modelling approach to predict the peak
permanent deformation.
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Table 5.4: Numerical blast test results for ARS.
Material SOD Charge Charge Final Final Error,
Weight Diameter deformation, deformation, FEM vs. Exp
(mm) (g) (mm) Exp (mm) FEM (mm) (%)
ARS 25 30 50 21.7 22.4 3.5
25 40 50 28.4 27.8 -2.3
25 60 50 32.4 35.5 9.6
25 70 50 37.3 37.9 1.6
25 72.5 50 38.0 38.7 1.8
13 30 50 26.0 26.5 1.8
13 40 50 31.2 33.9 8.7
13 45 50 34.2 37.2 8.8
13 47.5 50 36.2 38.7 6.9
50 30 50 14.2 14.7 3.5
25 40 75 26.0 27.5 6.0
Table 5.5: Numerical blast test results for RHA.
Material SOD Charge Charge Final Final Error,
Weight Diameter deformation, deformation, FEM vs. Exp
(mm) (g) (mm) Exp (mm) FEM (mm) (%)
RHA 25 40 50 24.7 25.9 4.9
25 50 50 29.2 31.0 6.2
25 52.5 50 30.7 32.2 4.9
25 55 50 31.2 33.3 6.7
13 37.5 50 30.0 32.5 8.5
13 40 50 33.4 34.2 2.4
Table 5.6: Numerical blast test results for IRHA.
Material SOD Charge Charge Final Final Error,
Weight Diameter deformation, deformation, FEM vs. Exp
(mm) (g) (mm) Exp (mm) FEM (mm) (%)
IRHA 13 30 50 20.8 20.4 -2.0
13 40 50 26.2 26.9 2.7
13 42.5 50 27.7 28.6 3.2
25 30 50 15.7 15.2 -3.3
25 40 50 20.0 20.1 0.5
25 60 50 26.4 28.1 6.4
25 65 50 27.4 29.8 8.8
25 67.5 50 29.0 30.7 5.9
25 70 50 30.9 31.2 1.0
50 30 50 10.9 11.5 5.2
25 40 75 20.2 20.0 -0.9
25 65 75 32.5 33.9 4.4
25 67.5 75 33.3 35.5 6.6
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Table 5.7: Numerical blast test results for HHA.
Material SOD Charge Charge Final Final Error,
Weight Diameter deformation, deformation, FEM vs. Exp
(mm) (g) (mm) Exp (mm) FEM (mm) (%)
HHA 25 40 50 20.7 22.5 8.7
25 50 50 26.2 26.7 1.9
25 52.5 50 27.2 27.7 1.8
25 57.5 50 28.4 29.5 3.9
25 60 50 30.2 30.2 0.0
13 30 50 21.2 22.4 5.7
13 35 50 24.2 26.0 7.4
13 37.5 50 26.2 27.7 5.7
13 40 50 28.2 29.2 3.5
Assessing the predictive capacity across the 39 test cases it can be seen that the numerical models
marginally overestimate deformations, particularly with increasing charge sizes. This behaviour
is expected based on the extrapolation of the bilinear strain rate hardening relationship utilised
to model the target plate materials to significantly higher strain rates than its characterisation
envelope. Nevertheless, there appears to be no obvious difference in accuracy of predictions between
the materials or SOD conditions, suggesting the overall material response and application of blast
loading is being well captured.
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Figure 5.13: Numerical and experimental correlation between experimental results and numerical
predictions of permanent deformation across a range of localised blast loading conditions.
To further assess the validity of the models, the final deformation profiles of the experimental 3D
scans were compared. Figures 5.14 and 5.15 provide insight into the predictive capacity of the
modelling approach near rupture, where comparisons are made at test conditions which produce
the largest intact deformation for the 13 mm and 25 mm SOD. The deformed plate profiles are
well captured for all materials and are representative of the accuracy across the full range of test
conditions. RHA shows the greatest difference owing to a 8.5% and 6.7% over-estimation of the
maximum deformation at each SOD condition.
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Figure 5.14: Final deformation profiles for 13 mm SOD. (Clock-wise from top left: ARS, RHA,
HHA, IRHA)
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Figure 5.15: Final deformation profiles for 25 mm SOD. (Clock-wise from top left: ARS, RHA,
HHA, IRHA)
5.4.1 Strain Distribution Approaching the Rupture Threshold
A key aspect of ductile fracture modelling identified in Chapter 4 was the accurate prediction
of strain localisation approaching fracture initiation as governed by plasticity behaviour. While
noticeable strain localisation was identified prior to failure for all mechanical test specimens, this
was not the case across the entire range of blast loaded target plates. As identified in Sections
3.5.1 and 3.5.2, only the target plates approaching failure with a 13 mm SOD displayed any visible
strain localisation. This manifested as a ring of localised thinning at some distance to the plate
centre coinciding with the eventual fracture location. Examining the plastic strain fields of numerical
models approaching the rupture threshold of each material at the 13 mm and 25 mm SODs (Figures
5.16 and 5.17) it can be seen that the prediction of strain localisation closely reflects the experimental
observations. Note that the through thickness crack shown experimentally for the 13 mm SOD RHA
case (Figure 5.16, top right) is not captured numerically as the fracture model was not activated
for these simulations.
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Figure 5.16: Plastic strain distribution in target plates at 13 mm SOD. (Clock-wise from top left:
ARS, RHA, HHA, IRHA)
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Figure 5.17: Plastic strain distribution in target plates at 25 mm SOD. (Clock-wise from top left:
ARS, RHA, HHA, IRHA)
5.4.2 Phases of Response for Intact Target Plates
To give greater insight into material response under localised blast loading, numerical simulations of
the intact test cases are examined in detail to identify the chronological order and relative duration
of the key target response phases. Examining the numerical model of IRHA with a 60 g charge at
a SOD of 25 mm, the target plate response to blast loading can be separated into four sequential
phases based on the development of conditions within the material (Figure 5.18). The end of the
phases are when: 1) the maximum strain is reached, 2) completion of the blast loading, 3) maximum
deformation is reached, and, 4) final deformation is recorded. The deformation profile and plastic
strain distribution across the back-face of the plate at the end of each phase is given in Figure
5.19. Following initiation of the explosive charge and impingement of the expanding detonation
products on the target plate, the earliest phase of material response is the formation of the localised
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dome of deformation at the plate centre. The plastic strain and deformation at the plate centre
increases rapidly leading to strain rates over 30,000 s-1. The maximum plastic strain is reached
within 0.06 ms following detonation, following the onset of strain localisation (in the case of the 13
mm SOD). This implies that rupture of the target plate occurs early in the overall target response.
The energy transfer from the explosive charge to the target is completed within the first 0.15 ms,
ending the blast loading phase of target response. The kinetic energy of the target plate due to the
concentrated loading at the centre of the target is converted into plastic strain energy as the panel
deflects. The maximum deformation of the plate is reached by 0.45 ms, with the majority of plastic
strain development throughout the material also complete. Elastic spring-back and oscillation of
the plate continues up to 25 ms when static equilibrium and the final deformation profile is reached.
The duration of individual response phases range across two orders of magnitude, highlighting the
impulsive nature of the loading compared to the overall response of the target. Critically, the
development of the maximum plastic strain within the localised dome, which dictates the onset
of fracture in the plate, is complete far before the full plate is loaded. This suggests that the
overall plate dimensions will have minimal influence on the onset of fracture for the scenario being
investigated.
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Figure 5.18: Deformation-time history showing four phases of target response for an IRHA target
subjected to a charge size of 60 g at a SOD of 25 mm. Left: complete target response. Right: first
1 ms of target response.
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Figure 5.19: Deformation profile and plastic strain distribution of target plate at the conclusion of
different response phases.
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5.5 Target Plate Rupture
With confidence in the accurate prediction of the localised blast loading conditions and deformation
response of the four armour materials, a series of simulations were conducted to compare numerical
predictions of the rupture threshold of each steel to experimental observations. Given the initiation
of fracture under localised blast loading is experienced in the early phase of target plate response, the
3D nature of the target response does not impact the strain distribution and stress state predictions
in the target plate at the critical fracture location. Hence a 2D axisymmetric model formulation
was used in the prediction and evaluation of fracture initiation in Sections 5.5.1 to 5.5.4 and a 3D
quarter symmetric model is used to model post-rupture crack propagation in Section 5.5.6.
5.5.1 Fracture Model Comparison
The deformation and fracture of metallic target plates under blast loading has been studied nu-
merically by researchers using a range of plasticity and ductile fracture models[40, 64, 132, 163].
While acceptable reproduction of deformation behaviour is common, accurate predictions of the
blast rupture threshold is far more challenging, even with large increments in experimental blast
loading used to characterise the threshold.
With the variety of ductile fracture models utilised previously for the prediction of blast rupture
thresholds, an assessment of the predictive capacity of each model is performed for the current
materials and loading conditions and compared against the state-of-the-art Basaran fracture model
described and calibrated in Chapter 4. Through this assessment, the relative accuracy and amount
of material characterisation required for each fracture model can be evaluated. Furthermore, a
controlled comparison of each fracture model can provide insight into the impact of individual
stress state parameters on the modelling of fracture under localised blast loading. With the sig-
nificant body of material characterisation data generated in Chapter 4, other fracture models can
be calibrated with a subset of the available data. The fracture models assessed in this section are
chosen based on their use in the literature for the prediction of material fracture under blast loading
(see Section 2.5.1). The models investigated were the Johnson-Cook fracture model [95] and the
Cockcroft-Latham fracture model[135].
In this comparative study, a series of 2D numerical simulations were run for each armour material
and fracture model with increasing charge masses to isolate the blast rupture threshold at a 13 mm
and 25 mm SOD. The threshold is defined as the minimum charge mass to produce a full through
thickness fracture of the target plate. The threshold is isolated to a precision of 1.6 g based on
mesh fidelity of the MMALE domain.
5.5.1.1 Basaran Fracture Model
The Basaran fracture model [105]was calibrated for each armour material in Chapter 4. For a full
description of the fracture model formulation and characterisation approach see Sections 4.2 and
4.3 respectively. The fracture loci, as a function of stress triaxiality, NTDSI and fracture strain
captured for the Basaran fracture model is given in Figure 5.20 for each armour material.
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ARS RHA
IRHA HHA
Figure 5.20: Basaran fracture loci.
5.5.1.2 Johnson-Cook Fracture Model
As per the original method used to determine the parameters for the Johnson-Cook fracture model
[95], the fracture model is calibrated for each material by a series of notched cylindrical tensile
samples, equating the fracture strain of each sample as a function of the stress triaxiality experienced
during testing. Further details of the tensile tests performed on notched cylindrical samples were
given in Section 4.4. Two approaches to defining the characteristic stress triaxiality in each notched
sample were evaluated. The first approach used the method formulated by Bridgman [94] (resulting
fracture model referred to herein as JC-Bridgman), which uses the maximum initial stress triaxiality
in the notch as calculated by Equation 5.6. The second approach uses the average stress triaxiality
(referred to herein as JC-Average), and requires inverse numerical modelling of each experiment to
extract the plastic strain weighted average stress triaxiality from the centre of the notch.
A comparison of the Johnson-Cook fracture locus for each material and calibration method is given
in Figure 5.21. It should be noted that the fracture strain predicted by the model is independent
of NTDSI.
Within the range of stress triaxiality experienced under blast loading (approximately 0.66), the
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fracture strains predicted by the JC-Bridgman model is between 50% and 70% lower than JC-
Average, which will produce a significantly lower blast rupture threshold.
ηmax =
1
3 + ln
(
1 + r2R
)
(5.6)
where r is the radius of the minimum cross section and R is the radius of curvature of the notch.
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Figure 5.21: Johnson-Cook fracture loci based on strain-weighted average and Bridgman calibration.
5.5.1.3 Cockcroft-Latham Fracture Model
The Cockcroft-Latham fracture model [135] given by Equation 5.7 captures the accumulation of the
damage variable D as a function of the plastic work performed by the tensile principal stress 〈σI〉.
Fracture is predicted at D=1, which occurs when the plastic work reaches a critical value Wc. The
critical plastic work is the only input needed to calibrate the fracture model to individual materials
and is output from the critical element in the numerical simulations of un-notched cylindrical tensile
samples given in Section 5.6. The evolution of the principal stress and plastic work for each material
is given in Figure 5.22 and the resulting critical plastic work is tabulated in Table 5.8.
D = 1
Wc
∫ εf 〈σ1〉 dεpl (5.7)
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Figure 5.22: Evolution of the principal stress (Left) and plastic work (Right) in un-notched cylin-
drical samples.
Table 5.8: Cockcroft-Latham fracture model inputs for armour materials.
Material Critical Plastic Work, Wc (MPa)
ARS 1844
RHA 1704
IRHA 2781
HHA 2356
To visualise the Cockcroft-Latham fracture model in the same stress triaxiality, NTDSI and fracture
strain space used for the Basaran model the principal stress can be given as a function of stress
triaxiality and Lode parameter, µσ, in Equation 5.8.
σ1 =
(
η + 3 + µσ
3
√
3 + µ2σ
)
σeq (5.8)
Where σeqis given by the plasticity model. Combining equations 5.7 and 5.8, the Cockcroft-Latham
fracture model becomes,
D = 1
Wc
∫ εf 〈
η + 3 + µσ
3
√
3 + µ2σ
〉
σeqdεpl (5.9)
This equation can be solved forD = 1 using the plasticity model and critical plastic work to generate
the fracture locus in terms of the fracture strain, stress triaxiality and Lode parameter.
In order to translate the model to the NTDSI, the Lode parameter is decomposed into the principal
stresses by Equation 5.10 and used to calculate the NTDSI by Equation 5.11
µσ =
2σ2 − σ1 − σ3
σ3 − σ1 (5.10)
ξ = cos (3θ) (5.11)
where the Lode angle θ, is given by Equation 5.12.
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θ = cot−1
[ 2√
3
(
σ1 − σ3
σ2 − σ3
)
− 12
]
(5.12)
The Cockcroft-Latham fracture model for each armour material transposed into the fracture strain,
stress triaxiality and NTDSI space is shown in Figure 5.23. The model displays sensitivity to both
stress triaxiality and NTDSI with predictions of material ductility under biaxial tension (η = 23 , ξ =
−1) similar in magnitude to the JC-Average model.
ARS RHA
HHAIRHA
Figure 5.23: Cockcroft-Latham fracture loci in plastic strain, stress triaxiality and NTDSI space.
5.5.1.4 Rupture Threshold Comparison
Simulations were performed using each fracture model to isolate the blast rupture threshold of the
armour materials at the 13 mm and 25 mm SODs. The predicted rupture thresholds are tabulated
in Table 5.9 along with the experimental results for reference. The relative accuracy of each rupture
threshold prediction is compared by normalising the charge mass required to rupture the target
plate from FEM analysis with respect to experimental result by Equation 5.13. A comparison of
the accuracy of the respective fracture models is shown graphically in Figure 5.24, where the dashed
black line is perfect prediction of experimental results.
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C¯m =
Cm,FEM
Cm,EXP
(5.13)
Table 5.9: Rupture threshold predictions using various fracture models.
13 mm SOD Rupture Threshold (g)
Material Experimental Basaran Cockcroft-Latham JC-Bridgman JC-Average
ARS 50.0 48.7 58.1 34.9 60.8
RHA 40.0 44.0 55.3 25.1 52.8
IRHA 42.5 47.1 61.3 42.4 60.8
HHA 40.0 44.0 59.7 30.2 65.6
25 mm SOD Rupture Threshold (g)
Material Experimental Basaran Cockcroft-Latham JC-Bridgman JC-Average
ARS 72.5 88.0 141.4 53.4 100.8
RHA 55.0 91.1 139.2 40.8 108.8
IRHA 70.0 106.8 157.1 66.0 121.6
HHA 60.0 91.1 157.1 45.6 134.4
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
Basaran Cockcroft-Latham JC-Bridgman JC-Average
N
o
rm
al
is
ed
 R
u
p
tu
re
 T
h
re
sh
o
ld
Fracture Model
ARS
RHA
IRHA
HHA
0
0.5
1
1.5
2
2.5
3
Basaran Cockcroft-Latham JC-Bridgman JC-Average
N
o
rm
al
is
ed
 R
u
p
tu
re
 T
h
re
sh
o
ld
Fracture Model
ARS
RHA
IRHA
HHA
Figure 5.24: Normalised rupture threshold predicted by various fracture models. Left: 13 mm SOD.
Right: 25 mm SOD.
The predicted rupture thresholds and relative error varies significantly between the fracture models.
Using the Basaran fracture model, the 13 mm SOD rupture thresholds are predicted within 10% for
all armour materials with the correct relative performance predicted between steels and identical
thresholds for RHA and HHA (as seen experimentally). However, for the 25 mm SOD condition, the
rupture threshold predicted by the Basaran model is significantly overestimated by between 20% and
65%. With considerable validation of the Basaran model for the prediction of quasi-static fracture
of each armour material in Chapter 4, the inability to capture the rupture threshold accurately for
the 25 mm SOD conditions requires further analysis.
The JC-Bridgman fracture model is the only formulation to give consistently conservative results of
the armour material rupture performance. However, the error between numerical and experimental
results is up to 30% for both SOD conditions. Interestingly, utilising the JC-Bridgman model the
IRHA predictions are far better than the other materials and within 10% of experiments for both
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SOD conditions. However, Figure 5.25 shows that the JC-Bridgman model predicts non-physical
erosion at the target centre and a much smaller cap size than observed experimentally for all but
one case. The notable exception is the 13 mm SOD IRHA case, where the radius of the cap is
reasonably well predicted. However there is still non-physical erosion at the centre of the target in
this simulation.
ARS, 34.9 g ARS, 53.4 g
HHA, 30.2 g
IRHA, 42.4 g
RHA, 25.1 g
HHA, 45.6 g
IRHA, 66.0 g
RHA, 40.8 g
13 mm SOD 25 mm SOD
Figure 5.25: Fractured shapes predicted by JC-Bridgman fracture model.
A comparison of the fracture location predicted by the JC-Bridgman and Basaran model is given
in Figure 5.26 for IRHA and HHA at the 25 mm SOD conditions. Compared to the experimentally
measure cap radii (Rf,Exp), the JC-Bridgman model significantly under-predicts the cap radius
whereas the Basaran model appears to reproduce the fracture location accurately (noting that the
fractures occur at higher magnitudes of blast loading). While conservative in its predictions, the
inability of the JC-Bridgman model to capture the correct fracture mode or location limits its
practicality in assessing the blast response of armour materials. The model was also unable to
capture the correct comparative performance of the materials suggesting that the mechanisms not
captured by this model are important to the simulating the fracture of armour materials.
HHA IRHA
Rf,Exp Rf,Exp
JC-Bridgman
Basaran
Figure 5.26: Plate deformation and fracture at the rupture threshold for 25 mm SOD predicted by
JC-Bridgman and Basaran fracture models. The experimentally measured fracture radius (Rf,Exp)
is shown for comparison.
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The Cockcroft-Latham and JC-Average fracture models produce similarly overestimated predictions
of the rupture threshold (by up to 50% and 160% for the 13 mm and 25 mm SOD conditions re-
spectively) with the relative error between individual materials also reflected across the two models.
Reasonable agreement between these fracture model formulations has also been seen in the simu-
lation of ballistic penetration of steel targets [162, 186], highlighting that the fracture mechanism
used to formulate each model (Ductile void coalescence under tensile loading) is captured similarly
regardless of the clear differences in derivation.
A comparison between the JC-Average and Basaran models, which are similar in their formulation of
stress triaxiality dependence and calibration process, but vary in their description of NTDSI effects,
provides some interesting insight into the influence of NTDSI in localised blast-induced rupture. The
Basaran model, which captures the strong NTDSI dependence of this class of materials, provides
significantly more accurate predictions of the blast rupture threshold. This is most pronounced for
the RHA and HHA materials, which have the strongest NTDSI dependence.
Across all materials and fracture models, the 13 mm SOD rupture threshold predictions show a
noticeably lower error when compared to the experimental results. At the 25 mm SOD conditions,
the current modelling approach cannot capture the rupture threshold accurately, nor the relative
performance of the materials. This SOD dependence suggests that an aspect of the loading or
material response which varies with SOD is having a significant effect on the numerically predicted
target response.
5.5.2 Mesh Sensitivity for Fracture Modelling
The modelling methodology presented in this chapter was shown to provide an excellent description
of the deformation response of the target plates for all armour materials and SOD conditions. The
Basaran fracture model was able to predict the rupture threshold and relative performance of all four
armour materials reasonably at the 13 mm SOD conditions. Whilst the extensive validation of this
modelling approach could be considered to be the current state-of-the-art, there was a considerable
over-prediction in the rupture threshold for the 25 mm SOD condition. This section investigates
the effect of MMALE mesh fidelity on the prediction of the blast rupture threshold as the principal
source of this over-prediction.
Examining the experimental rupture thresholds isolated for each armour material in Chapter 3,
the reduction of impulse required to fracture the target plates at the 13 mm SOD compared to
25 mm conditions was well captured by the SOD corrected NDIP (Repeated in Equation 5.14)
resulting in each armour material displaying a characteristic NDIP at fracture. The success of
the air-blast SOD correction parameter, which was formulated to capture the more concentrated
spatial distribution of blast loading and the contribution of a transverse shear response mode with
reductions in SOD, highlights that the material response is sensitive to far more than just the
overall magnitude of loading. Rearranging Equation 5.14 for the characteristic NDIP at fracture
(taken as the average value for each material from Figure 3.15), the effect of SOD (S0)on the total
impulse transfer required to fracture the target plate using a 50 mm diameter charge is given for
each armour material in Figure 5.27.
φql,p =
I
(
1 + ln
(
LB
piR20
))
2t2
√
S0t
ln(R20)
√
LBρσ
(5.14)
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Figure 5.27: Effect of SOD on impulse required to fracture target plates predicted by SOD corrected
NDIP. (Clock-wise from top left: ARS, RHA, HHA, IRHA)
To study the sensitivity of numerical fracture predictions to changes in SOD, a series of simulations
were conducted for HHA to isolate the rupture threshold (by incrementally increasing the mass of
the 50 mm diameter explosive charge) across a range of SOD conditions and compare the rupture
impulse to the relation seen in Figure 5.27. Fourteen SOD conditions were tested between 4 and 30
mm and the charge mass required to rupture the plate isolated to within 1.6 g. Additional simula-
tions were conducted at each test condition using the numerical model setup shown in Figure 5.2 to
measure the impulse transferred to the target plate at the rupture threshold. The impulse rupture
threshold for each SOD condition is plotted in Figure 5.28 and compared to the relation predicted
by the NDIP (a ±10% confidence interval on the NDIP is given in grey). For SOD conditions up
to 18 mm, the numerical results closely fit the NDIP. However, at larger SODs the numerically pre-
dicted impulse rupture threshold shows a distinct up-turn, exceeding the NDIP by 47% at 30 mm
SOD. The observed relation reflects the relative accuracy of numerical rupture threshold predictions
made at the 13 mm SOD conditions in Section 5.5.2 compared to the significantly over-estimated
performance at the larger 25 mm SOD.
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Figure 5.28: Impulse rupture threshold of HHA at varying SOD predicted numerically (FEM) and
by the SOD corrected NDIP.
While the current MMALE mesh density, selected from Section 5.3.1, was seen to be appropriate
for capturing target plate deformation and total impulse transfer for the current blast loading con-
ditions, target plate response is also highly sensitive to the spatial distribution of loading, which has
not been assessed previously for cylindrical charges as a mesh convergence criteria. To characterise
the spatial distribution of blast loading with changes in MMALE mesh density and SOD, the total
impulse transfer and proportion of loading applied to the plate beneath the 50 mm diameter charge
(referred to as the loaded area loading) was assessed for a 40 g charge at 13, 25 and 50 mm SODs
and a range of MMALE edge lengths from 4 mm to 0.1 mm. The effect of MMALE mesh density
(inverse of mesh edge length) on the total and proportion of the loaded area impulse transfer is
shown in Figure 5.29, with the dashed lines highlighting the reference mesh (1.5 by 1.5 mm) used
in previous simulations. Several key aspects of the blast loading are affected by increased mesh
density. As seen previously in Section 5.3.1, the total magnitude of blast loading increases with
further mesh refinement, and converges for all SOD conditions only with edge lengths between 0.2
and 0.1 mm. The increase in total impulse transfer from the reference mesh to complete convergence
is less than 10% for the 50 mm SOD and 15% for 13 mm SOD. Note: the difference in solving time
is over four orders of magnitude. While an increase in the magnitude of blast loading has been
seen frequently in mesh convergence studies [24, 187, 188], the spatial distribution of loading also
shows a significant dependence on the mesh density. The proportion of impulse transfer localised
to the loaded area increases significantly with mesh refinement and is also dependant on the SOD.
From the reference mesh to full convergence, the proportion of impulse transfer to the loaded area
increases 15% at the 13 mm SOD condition and over 30% at the 50 mm SOD. The increasing de-
pendence on mesh fidelity at larger SOD for the proportion of loaded area impulse transfer, which
is opposite to the trend in overall impulse transfer, highlights that propagation distance is a critical
parameter affecting the spatial distribution of blast loading transferred to the target plate.
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Figure 5.29: Effect of MMALE mesh density on total impulse transfer and proportion of loading
applied to the loaded area.
Using a fully converged MMALE mesh size of 0.2 by 0.2 mm, the impulse rupture threshold of
HHA was reassessed at SOD conditions between 4 and 30 mm and compared to the reference mesh
results and the NDIP relation in Figure 5.30. The refined mesh results accurately reproduce the
impulse rupture threshold dependence on SOD modelled by the NDIP with all results with 5%
of the empirical formula which in turn captured the experimental results accurately. The distinct
up-turn in predicted rupture threshold seen for the reference mesh appears to be delayed to a higher
SOD through the mesh refinement with a subtle increase in rupture threshold above a 26 mm SOD.
Beyond the improved accuracy in the spatial distribution of blast loading, the mesh refinement
also contributes a marked increase in the total impulse transferred for a given mass of explosive
charge. As a result the charge mass required to fracture the target plate at all SOD conditions was
reduced for the refined model, which slightly under-predicted the 13 mm SOD experimental results
as seen in Figure 5.31A. Nevertheless, with this mesh refinement, the current numerical modelling
approach captures the experimental fracture response of HHA at both SOD conditions far more
accurately than the reference mesh. As shown in Figure 5.31B, the effect of mesh refinement on the
magnitude of final deformation is proportional to the associated increase in total impulse transfer.
As a result the reference and refined MMALE mesh results collapse to a single final deformation vs.
impulse trend up to the predicted rupture threshold. This trend shows that the improved accuracy
of rupture predictions for a refined MMALE mesh is not due to an exaggeration of target plate
deformation, rather it highlights the critical importance of accurately modelling the localised blast
loading distribution.
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Figure 5.30: Impulse rupture threshold of HHA at varying SOD predicted with refined mesh and
NDIP.
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Figure 5.31: Numerically predicted charge mass rupture threshold of HHA at varying SOD.
Utilising a 1.5 and 0.2 mm edge length MMALE mesh density, a series of simulations were conducted
to isolate the impulse rupture threshold of each armour material at a 13 mm and 25 mm SOD. The
predicted impulse rupture thresholds are compared against experimental measurements and the
NDIP relation in Figure 5.32. The numerically predicted impulse rupture threshold at the 13 mm
SOD is essentially unaffected by the mesh refinement and within 6% of experimental results for
each armour material, reflecting the relative accuracy of baseline predictions in Section 5.5.2. In
contrast, the 25 mm SOD impulse rupture threshold is highly sensitive to the mesh density, the
over-estimation of the threshold addressed previously is effectively eliminated using the 0.2 mm edge
length MMALE mesh. The predicted impulse rupture thresholds are within 6% for all materials
with the greatest error seen at both SOD conditions for the ARS material.
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Figure 5.32: Experimental and Numerical impulse rupture threshold of armour materials at 13 mm
and 25 mm SOD using baseline and 0.2 mm MMALE mesh density. (Clock-wise from top left:
ARS, RHA, HHA, IRHA)
To further assess the accuracy of the rupture predictions using the 0.2 mm edge length mesh fidelity,
the predicted diameter and thickness of the ejected cap is compared to experimental measurements.
These values give insight into the predicted fracture location and the magnitude of plate deformation
experienced prior to failure. The centre-point thickness of the cap is measured using an ultrasonic
probe (Olympus 27MG), calibrated for the sound speed of each material. A comparison of the cap
diameter and thickness for each material and SOD condition is given in Tables 5.10 and 5.11. The 25
mm SOD HHA experimental cap diameter is labelled "n/a" as incomplete capping was experienced
in all fractured test cases and no representative diameter can be measured.
Table 5.10: Cap diameter predictions.
Material 13 mm SOD Cap Diameter (mm) 25 mm SOD Cap Diameter (mm)Exp FEM Exp FEM
ARS 29 30.6 27 29.8
RHA 29 30.7 29 30.5
IRHA 26 27.7 27 27.7
HHA 27 28.4 n/a 26.8
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Table 5.11: Centre thickness predictions.
Material 13 mm SOD Centre Thickness (mm) 25 mm SOD Centre Thickness (mm)Exp FEM Exp FEM
ARS 3.0 3.15 2.8 3.00
RHA 2.7 3.10 2.6 2.95
IRHA 2.9 3.16 2.9 3.07
HHA 2.9 3.03 2.9 2.95
Across all armour materials and SOD conditions, the predicted fracture location is well captured
within 6% of experimental results at the 13 mm SOD and 10% at the 25 mm condition. The
cap thickness is predicted within 15% of experiments for both SOD conditions, with the poorest
predictions for RHA. In-line with experimental observations, the numerically predicted cap diameter
and thickness is markedly smaller at the 25 mm SOD than the 13 mm SOD. Capturing these subtle
differences in fracture behaviour highlights a change in the target response with SOD which will be
evaluated in detail in the next section.
By assessing the predicted impulse rupture threshold of each material along with the cap diameter
and thickness, it can be seen that the numerical modelling methodology developed in this chapter
and constitutive models calibrated in Chapter 4 can accurately capture the fracture response of the
current armour steels under localised blast loading. With confidence in its predictive capacity, the
numerical models can be utilised to explore the stress state leading to failure under blast loading
as well as highlight the critical target plate properties influencing blast response as a means of
improving the selection criteria for armour materials.
5.5.3 Stress State Under Localised Blast Loading
The distribution of plastic strain and evolution of stress triaxiality has been studied numerically
by Lee and Wierzbicki [74, 75] and Zakrisson [40] for target plates ruptured under blast loading.
However other stress state parameters, such as NTDSI and plastic strain rate can have a considerable
effect on material behaviour and currently no characterisation exists for the evolution of these critical
parameters under localised blast loading conditions.
The stress state experienced in each material at the 13 mm and 25 mm SOD impulse rupture
thresholds (isolated in Section 5.5.2) was examined to give insight into the conditions contributing
to fracture. For the purposes of analysing the stress state throughout the full target response, the
fracture model is disabled in each simulation. The 2D axisymmetric MMALE model formulation
with 0.2 mm ALE mesh was utilised to study the target plate response up to 0.15 ms, when all
plastic strain development in the central 50 mm of the plate is complete. Stress state data was
output for all elements along the unloaded (rear) face of the plate where fracture was seen to
initiate experimentally and numerically. The stress state developed in IRHA at the 13 mm and 25
mm SOD rupture thresholds is presented below and is illustrative of the other materials.
The evolution of plastic strain across the central 50 mm of the target plate is evaluated by two
measures in Figure 5.33. The distribution of plastic strain is given by the coloured lines at intervals
of 10 μs following blast product impingement alongside the radial coordinate of the maximum value
given by the black line. By 50 μs the maximum plastic strain throughout the target plate has
plateaued for both SOD conditions, rupture of the plate (if predicted) will occur within this time
period. Examining the early response of the target plate (0 to 10 μs), the blast loading causes
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shearing of the plate within the loaded area, with the maximum plastic strain at 10 μs for both
SOD conditions occurring away from the plate centre. In the case of the 13 mm SOD, this initial
impingement initiates an instability, which causes strain localisation and the maximum plastic strain
value to remain at that location throughout the full response of the target. In contrast, at the 25
mm SOD the loading discontinuity at the boundary of the loaded area is less severe (seen by the
wider and lower magnitude strain band at 10 μs) and localisation at the radial location is quickly
overtaken by the maximum strain at the plate centre where it remains throughout the majority of
the target response. Within the final stages of 25 mm SOD target response (> 40 μs), the maximum
plastic strain redevelops rapidly at some distance from the plate centre corresponding to the eventual
fracture location. This later evolution of strain localisation is analogous to the tensile instability and
necking of a uniaxial tension sample which closely proceeds final fracture. For materials under blast
loading conditions, the tensile instability is a biaxial mode and is commonly seen as the development
of localised thinning in high ductility mild steels for similar loading conditions[11, 54, 64]. In the
case of the current armour steels, which possess significantly lower ductility, the capacity to neck
prior to failure is low and target plate rupture occurs near-simultaneously with the onset of this
strain localisation.
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Figure 5.33: Evolution of plastic strain in IRHA at blast rupture threshold. Left: 13 mm SOD.
Right: 25 mm SOD.
The differences in plastic strain evolution closely reflect experimental observations of localised thin-
ning described in Section 5.4.1. At 13 mm SOD conditions, strain localisation is visually evident
as a circular band of thinning (Figure 5.16) for charge sizes considerably lower than the rupture
threshold (up to 20% lower for ARS). As seen in the current analysis, it is shown that strain lo-
calisation is produced by the loading discontinuity during initial impingement and is not a sign of
the proximity of the target plate to the rupture threshold. In contrast, for the 25 mm SOD con-
ditions the experimental target plates showed no signs of thinning for charges immediately below
the rupture threshold. Given that the 25 mm SOD strain localisation is formed due to (biaxial)
tensile instability, this localisation mode is an immediate precursor to final fracture and may only
be identified in extreme proximity to the rupture threshold.
The evolution of plastic strain as a function of stress triaxiality, NTDSI at the target plate centre
and within the critical elements (given by the maximum damage variable at the end of the target
response, radial coordinates of 16.0 mm and 14.0 mm for 13 mm and 25 mm SOD conditions
respectively) is shown for both SOD conditions in Figure 5.34A and C. At the plate centre, the
stress state is proportional throughout the deformation, with a constant stress triaxiality of 0.66
and NDTSI of -1, consistent with biaxial membrane stretching [74]. However, within the critical
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elements, the NTDSI varies significantly with the evolution of plastic strain above 0.2, where it
transitions from membrane stretching (NDTSI of -1) towards plane strain (NDTSI of 0) and reaches
a maximum NTDSI of -0.3 and -0.45 for the 13 mm and 25 mm SOD conditions respectively.
The fracture strain predicted by the Basaran fracture model at each timestep is presented in Figure
5.34 B and D and reflects the distinct differences in stress state experienced between the target
plate centre and within the critical elements. At the plate centre, the proportional loading results
in a reasonably constant fracture strain with a small increase with plastic strain evolution due to
the adiabatic heating of the material and subsequent increase in ductility at elevated temperatures
(governed by D5 in Equation 4.10) In-line with the evolution of NTDSI in the critical elements the
fracture strains reduce significantly from the centre point values, highlighting an amplification of
the damage at that location due to the adverse stress state. Given the similar stress triaxialities
experienced at each location, this divergence can be principally attributed to the effects of NTDSI on
material ductility. Given the significant plane strain sensitivity of high strength steels (see Section
4.4.2), capturing the effects of NTDSI in the ductile fracture model is critical for correctly modelling
the fracture of this class of materials under the current localised blast loading conditions.
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Figure 5.34: Evolution of stress state variables within blast loaded target plates loaded at 13 mm
(Top) and 25 mm (Bottom) SODs.
To further characterise the prevailing stress state throughout the target plate, the plastic strain
weighted average stress state parameters were calculated for all elements along the unloaded face of
the target plate and are presented in Figure 5.35 as a function of its radial distance from the plate
centre. The variability of the stress state within the critical elements are reflected in a significant
peak of average NTDSI compared to the plate centre. A secondary peak is also present at a radius of
25 mm for both SOD cases and corresponds to the boundary of the loaded area and inflexion point
between the global and localised dome of deformation. However the magnitude of plastic strain
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(εpl<0.16) at this radii is too low to induce fracture. Utilising the Basaran fracture locus of each
armour material calibrated in Chapter 4, the effect of the localised increase in NTDSI compared to
the plate centre will reduce the fracture strain of the critical element by 15% to 25% in the 25 mm
SOD conditions and 30% to 40% for the 13 mm SOD, depending on the material.
The significant contribution of NTDSI to material behaviour at the rupture threshold highlights that
for highly localised blast loading scenarios, the target response cannot be considered plane stress
membrane stretching. While transverse material behaviour is neglected in many of the empirical and
analytical models of blast loading in literature, a more rigorous treatment of stress state dependence
is required to accurately predict fracture.
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Figure 5.35: Average stress state across target plate for 13 mm (Left) and 25 mm (Right) SOD
rupture thresholds.
The average plastic strain rate for individual elements along the rear face of the IRHA target plate
(where failure initiated) was calculated using Equation 5.15 and compared at the 13 mm and 25
mm SOD rupture thresholds in Figure 5.36 (Left). The average plastic strain rates experienced
are between 13,000 and 15,000 s-1 at the plate centre and diminish to less than 1000 s-1 outside
the central 50 mm radius. Peak plastic strain rates, although transient, reach over 30,000 s-1at
the plate centre for both SOD conditions. The strain localisation band experienced at the fracture
location creates a noticeable increase in plastic strain rate at this radial location as the material
contracts rapidly through its thickness. The relative location of the average strain rate peaks reflect
the smaller cap diameter seen experimentally for the 25 mm SOD condition.
While the 25 mm loading conditions produce a markedly higher strain rate across across a 15 mm
radius at the centre of the target plate, the logarithmic dependence of strain rate on ductility
predicts a negligible difference in fracture strain (less than ±1 %) for any of the armour materials.
With the sensitivity of fracture strain to elevated strain rates characterised for each armour material
as shown in Figure 5.36 (Right), only small changes in fracture strain are predicted with increasing
strain rate. As such, compared to the effects of variation in stress state, the strain rate sensitivity
for fracture can be considered of secondary importance in the prediction of rupture under blast
loading.
ε˙pl,avg =
1
εpl,max
∫ εpl,max
0
ε˙pl (εpl) dεpl (5.15)
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Figure 5.36: Average strain rate distribution across the unloaded face of the target plate and the
effect of strain rate on fracture strain for armour materials.
5.5.4 Effect of Stand-off Distance on Target Plate Rupture
By examining the differences in stress state and strain evolution experienced by the target plates
in Section 5.5.3 it is clear that the SOD has a strong influence on the target response and fracture
mode experienced under blast loading. The shearing mode due to initial blast impingement is
experienced to varying degrees at both SOD conditions and is instrumental in the development of
strain localisation and the shift in NTDSI which was shown to have a major influence on the target
plate ductility under these loading conditions. Given the importance of this initial shear mode, a
series of simulations were performed to characterise its influence on the target plate response at a
larger range of SOD conditions than experimentally tested. The rupture threshold was isolated for
HHA at five SODs from 10 mm up to 50 mm in 10 mm intervals with a constant 50 mm charge
diameter. The charge mass and impulse rupture threshold for each condition is shown graphically
in Figure 5.37.
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Figure 5.37: Charge mass and impulse rupture threshold of HHA from 10 mm to 50 mm SOD.
To allow analysis of the stress state evolution, the rupture threshold simulations were re-simulated
with the fracture model disabled and are evaluated here-in. Repeating the analysis process used in
Section 5.5.3, the plastic strain evolution at the rear face of the target plate is given in Figure 5.38 at
10 μs intervals following blast impingement along side the maximum value across the face. Following
blast impingement, the maximum plastic strain for all SOD conditions develops some distance from
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the centre as the target plate experiences the shearing mode. The distribution of plastic strain
during this early phase (0 - 10 μs) is highly localised for low SOD conditions and becomes less
concentrated and of lower magnitude as the SOD is increased. For the 10 mm SOD conditions,
this strain localisation persists throughout the full target response up to the eventual fracture at
the shearing location. At all other SOD conditions, the magnitude of plastic strain developed at
the plate centre becomes greater than the sheared region, with the transition from the shearing to
the central bulging mode occurs earlier with increasing SOD. Final strain localisation and fracture
consistently occurs away from the plate centre within the last 10 μs of the target response, with the
plastic strain at the plate centre increasing only marginally during this phase as the deformation
becomes concentrated at the capping location.
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Figure 5.38: Plastic strain evolution at the rupture threshold for increasing stand off distances. (A:
10 mm, B: 20 mm, C: 30 mm, D: 40 mm, E: 50 mm)
To further evaluate the changes in the failure mode experienced by the target plate with increasing
SOD, target response information was recorded and tabulated in Figure 5.39. As the SOD condition
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increases, the target plates remain intact up to 48% higher magnitudes of plastic strain at the
fracture location from the 10 mm to 50 mm SOD rupture threshold (Figure 5.39A), highlighting
the influence that the intensity of the shearing mode has on reducing material ductility under
localised blast loading conditions. Across the SOD conditions, the average stress triaxiality remains
constant at 2/3, contributing no change to the fracture response of the material, however the average
NTDSI decreases with SOD from -0.7 at 10 mm to -0.84 at 50 mm SOD reflecting the magnitude
of plate shearing experienced. This change in average NTDSI constitutes a significant increase
in the ductility at larger SODs, where for proportional loading at the average stress states (the
blast loading is far from proportional but offers an approximate insight into material response) the
ductility increases 25% across the range of test conditions. Even at the largest SOD, the target
plate is not deforming and fracturing under pure membrane stretching (stress triaxiality of 2/3 and
NDTSI of -1). Based on average stress state conditions the fracture strain at the 50 mm SOD
condition is over 20% less than predicted under membrane stretching. While the 10 mm SOD is
the only test condition to produce shearing throughout the full target response, the contribution of
the shearing mode in the early phases of blast product impingement has a significant influence on
the fracture behaviour across all test cases.
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Figure 5.39: Effect of SOD on stress state and fracture behaviour for HHA. A) final plastic strain.
B) average triaxiality and NTDSI at the fracture location.
5.5.5 Phases of Response for Ruptured Target Plates
In a similar manner to the phases of response identified for intact target plates in Section 5.4.2,
target response to blast loading resulting in rupture can be summarised into several consecutive
phases as shown in Figure 5.40 and described here-in.
All target plates ruptured at SODs up to 50 mm (limits of the characterisation performed in this
thesis) experience a shearing mode immediately following blast product impingement. The discon-
tinuity in impulsive loading at the boundary of the loaded area causes plastic strain development
away from the target centre. The radial location, magnitude and spatial concentration of plastic
strain produced during the shearing mode increases at low SOD. As the target plate continues to
respond, membrane stretching at the plate centre increases and becomes the location of maximum
plastic strain for SOD above 13 mm. The proportion of target response experienced in the stretch-
ing mode increases with SOD. As plastic strain increases throughout the target plate and adiabatic
heating is experienced, a thermo-mechanical instability is produced resulting in strain localisation.
For all test conditions evaluated, instability occurs at a radial distance from the plate centre in-
versely proportional to the SOD, highlighting the sensitivity of this mode to the initial spatial
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distribution of impulsive loading. Finally, the instability causes plastic strain to increase within the
strain localisation band and fracture is initiated at the rear face of the target plate, propagating
rapidly through the thickness causing rupture and cap ejection. The stress state experienced at the
fracture location is heavily influenced by the SOD condition and as a result target plates ruptured
at low SOD reach significantly lower magnitudes of plastic strain prior to fracture.
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Figure 5.40: Phases of target plate response at 25 mm SOD.
With such complex target response leading to rupture, ensuring the accuracy of numerical simula-
tions is multi-faceted. The numerical approach requires a high level of fidelity in the modelling of the
detonation and propagation of the explosive charge to capture the correct spatial distribution and
magnitude of blast loading applied to the target plate. The constitutive model of the target plate
material must accurately reproduce the plasticity response at high plastic strains, high strain rates
and at elevated temperatures. Finally, material fracture must be based on a thorough evaluation
of the prevailing stress state, including stress triaxiality and NTDSI.
5.5.6 Fracture Propagation Under Localised Blast Loading
To study the failure modes experienced by each material under blast loading from fracture initiation
through to radial crack propagation, the rupture predictions for each material need to be repeated
with a 3D model formulation to allow non-axisymmetric failure modes to develop. Considering the
importance of high MMALE mesh fidelity to produce the correct spatial distribution of loading
highlighted in Section 5.5.2, modifications to the 3D model formulation described in Section 5.3.3
must be made to accurately predict rupture behaviour under blast loading. Given the mesh fidelity
utilised for 2D axisymmetric predictions, a uniform refinement of the 3D MMALE elements to 0.2
mm edge length is not possible with the available computational resources (650 million elements
required). As an alternative, the ALE "remapping" technique available in LS-Dyna® is utilised to
model the detonation and initial expansion of the explosive charge in a high fidelity 2D simulation
before being mapped to the same 3D model utilised in Sections 5.3.3 to 5.4.2 (1.5 mm biased
MMALE mesh and 0.2 mm radial target plate mesh). The accuracy of the remapping technique
will first be assessed in terms of deformation response and rupture threshold before being used to
explore post-failure target behaviour.
The 2D-3D ALE remapping workflow is summarised in Figure 5.41. Before each 3D simulation,
a 2D axisymmetric model with uniform 0.2 mm MMALE edge length is run until the shockwave
produced by the expanding detonation products is within 1.5 mm of the target plate location. For
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computational efficiency the target plate and clamping assembly is not modelled. Depending on
the SOD and charge mass, the duration of the initial 2D simulation is between 3.5 μs and 6.5 μs
after which a mapping file containing state variables is written. The 3D quarter symmetric model
is then simulated with the mapping file applying initial conditions within the MMALE region and
all other details of the model are identical to the baseline models used throughout this chapter.
Figure 5.41: Material distribution produced with 2D-3D ALE remapping technique. Left: 2D
refined model at termination time. Right: 3D model at initiation time. (Blue: undisturbed air,
Red: shocked air, Green / Yellow: mixture)
Remapping was initially performed between two 2D models with 0.2 mm and 1.5 mm edge lengths
to evaluate target plate response compared to the un-mapped 1.5 mm and 0.2 mm mesh results
in section 5.5.2. A range of charges were simulated at a 25 mm SOD against HHA to compare
the final deformation of the target plate with respect to the total impulse transfer. As seen in
Figure 5.42 the mapped results show the same deformation to total impulse transfer relation seen
for the un-mapped simulations, confirming a constant deformation response across the three model
formulations.
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Figure 5.42: Final deformation compared to total impulse transfer for a HHA target plate using
ALE remapping technique compared to constant 1.5 mm and 0.2 mm mesh.
With confidence in comparable results to previous model formulations, the rupture threshold was
reevaluated using the 3D model formulation and ALE remapping technique. As per previous stud-
ies, the SOD and diameter of the charge is held constant and the length of the charge increased
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incrementally to induce a full through thickness fracture of the target plate. The charge mass and
impulse rupture thresholds for each armour material and SOD condition is tabulated in Table 5.12
against the experimental values and percentage error. Across all materials and SOD conditions the
rupture threshold is predicted reasonably, in most cases within ±10% of experimental values (ex-
cluding the 13 mm SOD ARS predictions). Similarly the comparative performance of each material
is correctly predicted for both SOD conditions. However the RHA and HHA did not produce an
identical rupture threshold at the 13 mm SOD (as seen experimentally).
Table 5.12: Rupture threshold predictions for 3D model formulation.
13 mm SOD Rupture Threshold
Material Charge Mass Rupture Threshold Impulse Rupture ThresholdExp (g) FEM (g) Error (%) Exp (Ns) FEM (Ns) Error (%)
ARS 50 44.0 -12.0 88.8 80.3 -9.6
RHA 40 37.7 -5.8 74.4 71.1 -4.4
IRHA 42.5 42.4 -0.2 76.3 79.0 3.5
HHA 40 39.3 -1.8 74.8 74.2 -0.9
25 mm SOD Rupture Threshold
Material Charge Mass Rupture Threshold Impulse Rupture ThresholdExp (g) FEM (g) Error (%) Exp (Ns) FEM (Ns) Error (%)
ARS 72.5 72.3 -0.3 121.9 114.3 -6.2
RHA 55 59.7 8.5 99.7 100.4 0.7
IRHA 70 69.1 -1.3 110.1 110.8 0.7
HHA 60 64.4 7.3 101.5 106.0 4.4
The predictive capacity of the ALE remapping technique can be further evaluated by comparing the
normalised rupture threshold (ratio of the numerically predicted and experimentally observed charge
mass rupture threshold: Equation 5.13) predicted with the 2D-3D remapping workflow and an
identical 3D model where the detonation and initial propagation of the explosive charge is modelled
explicitly in the coarser 3D MMALE domain (referred to as the "Baseline" model formulation).
Figure 5.12 compares the accuracy of each modelling approach where a normalised rupture threshold
of 1.0 is a perfect correlation and the grey shaded area represents a ±10% envelope. As stated
above, the remapped results are generally within 10% of experiments, whereas the baseline model
setup overestimates the rupture threshold by up to 18% and 60% for the 13 mm and 25 mm SOD
conditions respectively. The comparison of these results highlights the significant role the spatial
distribution of loading has on the fracture behaviour of the target plate and the critical importance
of correctly modelling the blast loading as well as thoroughly capturing material behaviour through
detailed constitutive models.
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Figure 5.43: The effect of ALE remapping on the normalised rupture threshold predicted by 3D
simulations. Left: 13 mm SOD. Right: 25 mm SOD.
A series of simulations were performed to evaluate the failure modes and post rupture crack propa-
gation of each armour material exposed to over-matched blast loading. While all armour materials
and SOD conditions were evaluated, only a subset of the results are presented here for illustrative
purposes. Fracture initiation and the formation of an initial through thickness crack was seen at
the 13 mm SOD rupture threshold for IRHA in Figure 5.44. As seen experimentally, fracture is
initiated on the unloaded surface of the target plate and propagates rapidly through the thickness
to form the crack. The simulation showed that the crack was arrested and did not propagate into a
full capping failure of the plate which was common for the IRHA material experimentally (Section
3.5)
Fracture Initiation
Propagation
49 μs
60 μs
58 μs
Figure 5.44: Through thickness crack in IRHA at 13 mm SOD rupture threshold.
At the 25 mm SOD rupture threshold of RHA, complete capping was numerically predicted as seen in
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Figure 5.45. The cap diameter and thickness is captured reasonably well compared to experimental
observations highlighting the fracture location and magnitude of target plate deformation at the
onset of fracture is well modelled. The multiple shear lips around the periphery of the ejected
cap seen experimentally appear to be reproduced in the jagged fracture surface of the numerically
predicted cap. RHA 25mm 55mm
Thickness (mm)
FEM: 2.9
Exp: 2.6
Cap Diameter (mm)
FEM: 30.3
Exp: 29
Figure 5.45: Capping of RHA at 25 mm SOD Rupture Threshold.
The HHA steel appeared to be more susceptible to radial crack propagation which was seen numer-
ically at the 13 mm and 25 mm SOD rupture thresholds. The experimental and numerical target
plates at the HHA 13 mm SOD rupture threshold is shown in Figure 5.46. The slanted fracture
surface of the ejected cap seen experimentally is well captured along with the cap diameter and
thickness. Radial crack propagation has developed at 77º from the symmetry plane and propagated
approximately 50 mm from the initial fracture surface. The difference in petal size generated by the
asymmetric crack propagation causes the smaller petal to lift substantially more. This phenomena
was observed experimentally for HHA (Figure 5.46, Top-Left) as well as for other armour materials
shown in Section 3.5.1. However, the enforced quarter symmetry in the 3D numerical formulation
creates four petals where-as only three developed experimentally.
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Diameter (mm)
FEM: 27.4
Exp: 27
Thickness (mm)
FEM: 3.0
Exp: 2.9
Figure 5.46: Capping and radial crack propagation of HHA at 13 mm SOD rupture threshold.
The experimental and numerical appearance of ARS at the 25 mm SOD rupture threshold is shown
in Figure 5.47. While complete capping is predicted and the cap dimensions are reasonably captured,
the significant radial crack propagation of ARS was not seen numerically. Numerous small radial
cracks are captured around the capping location but are arrested within the first few millimetres of
propagation, suggesting an overestimation of the material ductility at the high stress triaxialities
experienced at the crack root.
While there does appear to be some limitations in the prediction of crack propagation, the current
numerical modelling approach demonstrates an adequate ability to reproduce fracture behaviour
of the candidate materials and the accuracy of fracture initiation predictions are a significant im-
provement on the state-of-the-art.
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Thickness (mm)
FEM: 2.9
Exp: 2.7
Cap Diameter (mm)
FEM: 30.3
Exp: 30
Figure 5.47: Capping of ARS at 25 mm SOD rupture threshold.
5.6 Characterising Material Effects
A parametric study is performed using the 2D axisymmetric model to provide further insight into the
influence of mechanical properties on the deformation response and fracture of blast loaded target
plates. The parametric study is performed using ARS as it showed the highest rupture threshold of
the armour materials and examining the influence of various mechanical properties is of particular
interest. The target plates were exposed to a range of blast loading conditions at a 13 mm SOD with
charge sizes ranging from 10 g to 75 g (50 mm diameter) to examine the magnitude of deformation
and evolution of plastic strain. The baseline MMALE mesh density (1.5 by 1.5 mm) was shown to
be adequate to correctly resolve the blast loading conditions and fracture response of the materials
at a 13 mm SOD (Figure 5.28) and therefore used throughout the current parametric study for
computational efficiency. The deformation and plastic strain were recorded at the centre of the rear
face as well as the maximum plastic strain across the rear face of the target plate. The fracture
model of ARS is deactivated to allow comparison of target response independent of modification to
the fracture behaviour which would realistically be expected with any change in plasticity response.
Simulations predicting plastic strains above 1.25 are terminated due to non-physical behaviour.
5.6.1 Variable Strength
Through experimental testing and the evaluation of numerous analytical models of target response
under blast loading, material strength has been consistently highlighted as a critical property govern-
ing the deformation resistance offered by a given target plate geometry and areal density. However,
the strength of a material can be decomposed into several factors beyond its overall magnitude
including yield strength, strain hardening capacity and strain hardening rate (Figure 5.48). No
previous studies exist which evaluate each component of material strength for its effect on overall
deformation resistance and plastic strain evolution under blast loading.
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In Chapter 3, Section 3.4 material strength was also emphasised as an important property for
rupture threshold performance. By limiting the deformation of the target plate, the development
of plastic strain is in-turn minimised and therefore more explosive charge is required to reach the
rupture threshold for a given fracture response. The onset of strain localisation and the subsequent
rapid evolution of strain within the localisation band is a critical precursor to target plate rupture.
Currently, it is unclear which aspects of material strength can delay this strain localisation beyond
simply increasing the overall deformation resistance.
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Figure 5.48: Components of material strength evaluated for effects under blast loading.
In order to evaluate the effects of each component of material strength on blast response, four
individual parametric studies were performed using the baseline ARS material properties from
Chapter 4 as well as two material models with a single component of strength scaled by -33% and
+50% (creates two +50% intervals in the strength component from the weakest to strongest model).
The strength components studied were overall strength magnitude, yield strength, strain hardening
capacity and strain hardening rate.
5.6.1.1 Strength Magnitude
Simulations were performed using the baseline ARS material properties from Chapter 4 (Refered to
as Baseline in subsequent figures) as well as two models with yield strength and strain hardening
capacity scaled by -33% and +50% (refered to as -33% and +50% respectively in subsequent figures).
The material strength is scaled whilst maintaining the hardening rate to isolate the influence of
overall strength magnitude on blast response. The final deformation for each material model is
given in Figure 5.49 across a range of charge masses. Comparing the material models, an increase
in strength significantly reduces target plate deformation for a given magnitude of blast loading.
Changes in deformation resistance offered by each material model does not appear constant and a
noticeable change in the gradient can be seen for each model at higher charge masses.
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Figure 5.49: Final deformation of target plates with variable strength magnitude.
The maximum plastic strain throughout the target plate is given in Figure 5.50 against the utilised
charge mass and the final deformation of the target plate at that test condition (polynomial regres-
sion lines are included in all plastic strain figures to aid visualisation). Both trends are plotted to
evaluate differences in plastic strain evolution based on overall deformation resistance (maximum
plastic strain for a given amount of charge mass) or changes to the ability of the material to resist
the thermo-mechanical instability which initiated strain localisation (maximum plastic strain for
a given amount of target plate deformation). Plastic strain development as a function of charge
mass varies significantly across the three material models. For small charge masses (Cm≤ 30 g),
the strength magnitude effectively offsets the maximum plastic strain for each test condition (by
approximately ±0.05) in-line with the differences in yield strength and subsequently the elastic
energy absorption capacity of each material model.
With increasing charge mass, the maximum plastic strain for each material model increases rapidly
following the onset of strain localisation. The charge mass required to initiate strain localisation
and the subsequent rate of strain evolution within the localisation band both vary significantly with
strength magnitude. The increased deformation resistance of the higher strength material requires a
larger charge mass to achieve strain localisation and the rate of strain evolution is far lower than the
reduced strength material model, both factors which will greatly improve the rupture performance
of the material for a given fracture response (identical magnitude and stress state dependence).
Assessing plastic strain development as a function of the target plate deformation removes the
influence of overall deformation resistance and reveals if the propensity for strain localisation is
reduced due to improved resistance to thermo-mechanical instability (the balance between material
hardening and thermal softening) or simply delayed to a larger charge mass. Comparing the three
scaled strength magnitude models in Figure 5.50(Right) the plastic strain evolution appears identical
up to a maximum value of around 0.4 where strain localisation begins in all three models.
While the +50% strength model showed significantly higher deformation resistance than baseline,
the strain development as a function of deformation is essentially identical across all test condi-
tions. For the case of scaled strength magnitude, the improved rupture performance is derived
purely by reducing target plate deformation. Further evaluation is required to isolate the individual
contributions of yield strength and strain hardening capacity. In contrast, the -33% scaled strength
magnitude model delays strain localisation to a higher magnitude of plate deformation. This im-
provement in instability resistance however is entirely negated by its low deformation resistance.
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Figure 5.50: Maximum Plastic strain evolution of target plates with variable strength magnitude.
Left: As a function of charge mass. Right: As a function of final deformation.
5.6.1.2 Yield Strength
Three modified ARS material models were generated with identical strain hardening behaviour
and yield strength ranging from 537 MPa to 1208 MPa. The final deformation for each material
model is given in Figure 5.51(Left) across a range of charge masses. The magnitude of target plate
deformation is offset vertically with changes in yield strength. A small change in the gradient of
the deformation trend is visible at smaller charge sizes but the variability in deformation resistance
plateaus beyond 30 g to around ±18% compared to baseline (Figure 5.51 (Right)) as the full target
plate begins plastic deformation.
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Figure 5.51: Effect of yield strength on deformation resistance. Right: Final deformation of target
plates with variable yield strength. Left: Deformation performance compared to baseline material
model.
As seen in Figure 5.51(Left), changes in the maximum plastic strain development as a function of
charge mass are similar to those produced with modification of overall strength magnitude. While
the change in deformation resistance is equal (albeit opposite in sign) with modification of the yield
strength, the effect on strain localisation and plastic strain evolution is considerably larger for the
+50% scaled yield strength than the softer -33% model, highlighting a disproportionate influence
on strain development with increased material strength.
Assessing plastic strain development as a function of target plate deformation in Figure 5.51(Right)
reveals that while the magnitude of blast loading required to initiate strain localisation increases
171
with the yield strength, the deformation limit is decreased markedly. Rather than supporting
the material against the thermo-mechanical instability, increasing the yield strength appears to
encourage strain localisation, likely due to the concentration of target plate deformation by the
increased elastic energy capacity.
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Figure 5.52: Plastic strain evolution of target plates with variable yield strength. Left: As a function
of charge mass. Right: As a function of final deformation.
5.6.1.3 Strain Hardening Capacity
The effect of strain hardening capacity on target plate deformation is given in Figure 5.53, The
final deformation is identical across the three material models at low charge masses where minimal
plastic deformation (and subsequently minimal strain hardening) has occurred. The effect of strain
hardening capacity increases with the charge mass, effectively scaling the deformation response
rather than offsetting it, as seen for changes in yield strength. Scaling of strain hardening capacity
produces a maximum change of ±10% in the deformation performance across the range of charge
masses tested. Modification of the yield strength is a far more effective approach to increasing
deformation resistance and the improvements can be experienced across all magnitudes of blast
loading.
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Figure 5.53: Final deformation of target plates with variable strain hardening capacity.
Examining the evolution of maximum plastic strain as a function of charge mass and target plate
deformation in Figure 5.54, strain localisation is significantly delayed with increased hardening
capacity (and vice versa). In contrast to the effects of strain hardening capacity on target plate
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deformation, the +50% scaled hardening capacity model reduces the maximum plastic strain to
a greater extent than the +50% scaled yield strength in Section 5.6.1.2, irrespective of the lower
deformation resistance. It can be seen that strain hardening capacity has a disproportionately
higher impact on strain localisation and in-turn fracture behaviour than it does on deformation
resistance, highlighting its role in delaying thermo-mechanical instability. Modification of strain
hardening may be especially effective in areas where yield strength must be constrained for other
engineering reasons (fatigue resistance/ fracture toughness).
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Figure 5.54: Plastic strain evolution of target plates with variable strain hardening capacity. Left:
As a function of charge mass. Right: As a function of final deformation.
5.6.1.4 Strain Hardening Rate
To evaluate the effect of strain hardening rate on blast performance, the material model of ARS
was manipulated to produce two unique strain hardening rates while maintaining a constant yield
strength and ultimate tensile strength (UTS) compared to the baseline ARS. The constant UTS
constraint was enforced as a means of limiting the effects of variable strength magnitude which
would occur with manipulation of hardening rate alone.
In Equation 4.3 the strain hardening rate is governed by the parameters n, c1 and c2 which were
scaled to produce the modified material models. To increase the strain hardening rate n is decreased
while c1 and c2 are increased and vice-versa to decrease the hardening rate. The strain hardening
capacity of each material model is then scaled in order to reach the identical UTS as the baseline
ARS model in a numerical simulation of an un-notched cylindrical tensile sample (CR00) described
in Section 4.4.1. The modified ARS material models are shown in Figure 5.55 compared to baseline
in terms of the true stress-strain response (Left) and engineering tensile behaviour for a CR00
sample (Right).
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Figure 5.55: Material models with variable strain hardening rates. Left: true stress-strain response.
Right: Tensile response for un-notched cylindrical samples (Figure 4.2A, RX=0).
Across the range of charge sizes shown in Figure 5.56 deformation resistance is independent of strain
hardening rate. This is to be expected due to the small differences in flow stress between the three
material models at the low and intermediate plastic strains experienced throughout the majority
of the blast loaded target plate. The effects of strain hardening rate will be important primarily
within the strain localisation band where the magnitude of plastic strain reaches far higher values
than the rest of the target plate material.
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Figure 5.56: Final deformation of target plates with variable strain hardening rate.
As shown in Figure 5.57 strain localisation is delayed in terms of charge mass and target plate
deformation with a more gradual hardening rate. With the negligible difference in deformation
performance, this change in strain development can be attributed to the materials local resistance
to thermo-mechanical instability which causes strain localisation. The slower strain hardening rate
increases the hardening capacity of the material at higher magnitudes of plastic strain where thermal
softening has a considerable influence on dynamic plasticity response.
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Figure 5.57: Plastic strain evolution of target plates with variable strain hardening rate. Left: As
a function of charge mass. Right: As a function of final deformation.
5.6.2 Armour Material Blast Response
The parametric study performed on material strength can be used to make several observations
regarding the mechanical properties which govern target response under blast loading. Material
strength, a measure of yield strength and strain hardening capacity, was seen to increase deforma-
tion resistance under localised blast loading, which in-turn limits plastic strain development and
delays the onset of strain localisation. However, the experimental rupture thresholds of the armour
materials do not appear to reflect the importance of strength on blast response. ARS, the lowest
strength armour material exhibits the highest rupture threshold, which suggests that other aspects
of material response are critical to consider in the prediction of fracture under blast loading. To
examine this behaviour, a series of numerical simulations were performed for each armour material
with the same target plate thickness and blast loading conditions to assess the deformation and
plastic strain evolution. The loading conditions were identical to the previous parametric study (13
mm SOD, 50 mm diameter, variable charge mass from 10 g to 55 g).
A comparison of the final deformation for each material and loading condition, is shown in Figure
5.58 and reflects a number of the unique material responses seen experimentally in Chapter 3. At
the lowest charge size, deformation is closely linked to the yield strength, with RHA marginally
outperforming IRHA (in-line with the respective yield strengths). As the charge size increases, the
influence of other aspects of plasticity become more dominant. The deformation of RHA exceeds
IRHA at all but the smallest charge and becomes higher than ARS at 50 g. Experimentally RHA
shows higher deformation than ARS for a 40 g charge at 13 mm SOD, however a small through-
thickness crack in the RHA makes the results difficult to compare. The low strain hardening
capacity and high thermal softening of RHA has an increased influence as more of the target
plate is plastically deformed leading to lower comparative deformation resistance as the charge size
increases. The higher strength of the IRHA and HHA produces consistently lower final deformation
than the ARS across the full range of charge sizes. However, unlike the parametric study in Section
5.6.1, the difference in deformation is diminished with increasing charge size (27% lower deformation
at 10 g reduced to 15% at 55 g for HHA), highlighting a secondary mechanism causing increased
deformation resistance in ARS or a loss of resistance in IRHA and HHA. A comparison of the
isothermal and adiabatic plasticity response of each armour material is given in Figure 5.59. With
the inclusion of thermal softening experienced under adiabatic conditions ARS is the only material
to show continued work hardening beyond very low levels of plastic strain. The response of ARS
is due to the coupled effects of its high strain hardening capacity and lower thermal sensitivity,
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both of which can be attributed in part to its TRIP strengthening mechanism [177]. Under blast
loading, which causes significant plastic deformation throughout the target plate, the higher strength
materials (RHA, IRHA and HHA) are experiencing wide spread softening which is reducing their
deformation resistance and increasing their susceptibility to strain localisation.
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Figure 5.58: Final deformation of target plates for each armour material.
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Figure 5.59: Comparison of plasticity response for armour materials under isothermal (left) and
adiabatic conditions (right).
The development of the centre-point and maximum plastic strain shown in Figure 5.60 is also more
complex than the parametric study of scaled material strength alone. Despite the significantly higher
deformation resistance displayed by IRHA and HHA, the development of centre-point plastic strain
is almost identical to ARS, with no more than a 2.5% difference at any condition. At a charge
size of 40 g, strain localisation is present in all four armour materials. The maximum plastic strain
was found to increase at different rates as the charge size was increased. The maximum plastic
strain in RHA and IRHA increases the most rapidly and experiences complete through-thickness
instability above 50 g. Compared to ARS, HHA provides marginally higher resistance to further
strain localisation but is it far from proportional to the differences in material strength (Note: HHA
has a similar yield and strain hardening capacity to the +50% scaled strength magnitude ARS in
Section 5.6.1 which provided significantly higher resistance to strain localisation).
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Figure 5.60: Plastic strain evolution of target plates for each armour material.
As was identified for the comparative deformation resistance of ARS and HHA, differences in thermal
softening behaviour also have a significant effect on material performance in terms of plastic strain
development. To study the influence of thermal softening on blast performance, the response of ARS
and HHA (lowest and highest susceptibility to thermal softening respectively) were re-simulated with
isothermal material behaviour (χ = 0 in Equation 4.4) and compared to the adiabatic response in
Figure 5.61. While the deformation of ARS and HHA is reduced by up to 3% and 6% respectively
under isothermal conditions, the maximum plastic strain development varies significantly with the
inclusion/exclusion of thermal softening. In isothermal conditions, the charge mass to induce strain
localisation is increased by 25% and 50% for ARS and HHA respectively and the subsequent rate of
strain development in the band is significantly reduced, highlighting thermal softening as a critical
factor in the thermo-mechanical process of dynamic strain localisation. If the effects of thermal
softening are neglected, HHA displays significantly lower plastic strain development than ARS,
recording a 55% lower plastic strain for a 75 g charge.
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Figure 5.61: Deformation and maximum plastic strain development for ARS and HHA with isother-
mal and adiabatic material response.
Contrasting the remarkable difference in performance between ARS and HHA under isothermal
conditions to the real material behaviour (Figure 5.60), it can be seen that the deformation and
strain localisation resistance inherent in the high strength and strain hardening capacity of HHA
is severely diminished by its higher sensitivity to thermal softening. An experimental evaluation
of the temperature dependant behaviour of nine high strength quenched and tempered steels by
Pursche and Meyer [189] highlighted a correlation between the materials strength at room temper-
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ature and an increased magnitude of thermal softening experienced during elevated temperature
compression tests seen in Figure 5.62. In the selection of armour materials for effective blast pro-
tection, this trade-off between increased deformation resistance due to high strength with decreased
resistance to strain localisation due to thermal softening must be taken into account. Development
of armour steels with improved high temperature strength (low thermal softening) will increase
the blast rupture performance considerably. Modifications to alloying content (increased concen-
trations of Molybdenum and Chromium for example) and development of tailored microstructures
may improved high temperature properties whilst maintaining overall strength and ductility [166].
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Figure 5.62: Thermal softening behaviour of quenched and tempered steels. Left: εpl = 2% flow
stress at various temperatures [189]. Right: Johnson-Cook thermal softening exponent calculated
for each steel against room temperature strength.
With in-depth analysis of material response under localised blast loading, several other material
properties have a considerable effect on rupture performance and contribute to the high performance
of ARS compared to the higher strength materials (in particular HHA). As seen in Section 5.5.3,
during strain localisation several changes in stress state occur within the material, which can have
a significant effect on fracture strain. This includes a rapid increase in the plastic strain rate as
the plate contracts through its thickness and the continued shift in NTDSI towards plane strain.
Examining the fracture strain sensitivity of ARS and HHA to plastic strain rate and NTDSI in
Figure 5.63, it is clear why ARS exhibits the superior rupture threshold of the two materials. While
the magnitude of plastic strain during localisation may be lower in the HHA due to its strength, its
ductility is adversely affected by the increasing strain rates (as opposed to the opposite behaviour
in ARS) and is almost twice as sensitive to the shift in NTDSI than ARS.
178
0.8
0.9
1
1.1
1.2
0.001 0.01 0.1 1 10 100 1000 10000
F
ra
ct
u
re
 S
tr
ai
n
 S
ca
li
n
g
Strain Rate (s-1)
ARS
HHA
0
0.2
0.4
0.6
0.8
1
-1 -0.5 0 0.5 1
F
ra
ct
u
re
 S
tr
ai
n
 S
ca
li
n
g
Normalised Third Deviatoric Stress Invariant (ξ)
ARS
HHA
Figure 5.63: Fracture strain dependence on plastic strain rate (left) and NTDSI (right) for ARS
and HHA.
Examining the response of the four armour materials under localised blast loading, the deformation
and strain localisation behaviour is governed by many mechanical properties. In isolation, the ma-
terial yield strength and strain hardening capacity appeared to be directly linked to its deformation
and rupture performance in terms of delaying strain localisation. However when assessing the real
materials, individually characterised in Chapter 4, the relationship was far less definitive and the
additional influence of thermal softening behaviour was identified as a critical parameter in the
dynamic strain localisation process which leads to fracture. The prediction of target plate response
to localised blast loading is a highly non-linear problem which necessitates a detailed constitutive
modelling of plasticity and ductile fracture behaviour to a range of loading conditions.
Assessing material properties individually, the parametric study and general observations made
throughout the experimental and numerical investigation of material response under localised blast
loading identified a range of relationships between material properties and blast performance. A
range of plasticity and fracture properties have been evaluated for their effect on blast performance
in terms of deformation resistance and rupture behaviour and summarised in Table 5.13. Other
aspects of material behaviour such as weldability, fracture toughness and fatigue resistance have not
been studied throughout this thesis and therefore are outside the scope of the current assessment
of material effects on blast performance.
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5.7 Conclusions
In this chapter a numerical modelling methodology was developed to analyse high strength armour
steel under localised blast loading using explicit finite element analysis. The approach utilised a
coupled MMALE description of the detonation and expansion of the explosive charge coupled to
a continuum model of the target plate and clamping assembly. Utilising the constitutive model
parameters produced in Chapter 4 to capture the response of the armour materials, the modelling
approach provides accurate predictions of deformation, strain localisation and fracture behaviour
under blast loading. The methodology was extensively evaluated against experimental blast testing
of four high strength armour steels. The final deformation of intact target plates was predicted to
within 10% for 39 test conditions and the deformation profiles matched well with 3D scans of the
experimental target plates. The onset of strain localisation was accurately captured for all materials
at the 13 mm SOD condition, manifesting as a ring of localised thinning of the target plate at some
radial distance to the plate centre, coinciding with the eventual fracture location.
A comparative study of three ductile fracture models for the prediction of the blast rupture threshold
was performed for all armour materials. The Johnson-Cook and Cockcroft-Latham fracture models
calibrated with inverse numerical modelling were shown to significantly over-predict the rupture
threshold at the 13 and 25 mm SOD conditions (by up to 160%) and could not correctly predict
the comparative performance of the four armour materials. While conservative in its predictions of
the rupture threshold, the Johnson-Cook fracture model calibrated by the initial stress triaxiality
(calculated by the Bridgman equation) was unable to capture the correct failure mode or compar-
ative performance of the armour materials. Using the Basaran fracture model, the charge mass
rupture threshold was predicted within 10% for the 13 mm SOD, with the relative performance of
the four materials captured within the narrow differences in experimental observations. Rupture
threshold predictions at the 25 mm SOD were found to be over-estimated by over 20% (and up to
65%) for all materials. The importance of NTDSI dependence in the fracture model formulation and
time-integrated stress state calibration across a range of mechanical experiments was highlighted
and the Basaran model was identified as the most capable fracture model for predicting the rupture
behaviour of the armour materials under localised blast loading.
A rigorous analysis of the magnitude and distribution of impulse transfer with variations in blast
loading conditions and MMALE mesh refinement was conducted. The spatial distribution of im-
pulsive loading delivered by the explosive charge was sensitive to the MMALE mesh density and
required significant refinement to produce acceptable convergence at a large SOD. As a result, the
over-prediction of rupture thresholds at the 25 mm SOD was caused by a misrepresentation of
the blast loading distribution rather than inaccuracy of the constitutive model. Utilising a refined
MMALE mesh in 2D and 3D remapped simulations, the rupture threshold was predicted within
12% for all materials and SOD conditions. The fracture location and target plate thinning was well
captured and the occurrence of radial crack propagation and petalling beyond initial rupture was
reproduced.
The numerical model was used to gain further insight into the prevailing stress state within the
target plates approaching rupture. This study found that the initial impingement of the detonation
products on the target plate causes shearing within the loaded area establishing a region of strain
localisation early in the target response, which persisted through to eventual fracture within the
band. The shearing mode within the loaded area also caused a localised shift in the stress state
from plane stress (NTDSI =1) towards plane strain (NTDSI=0), which had a significant effect on
material ductility. The close proximity of the explosive charge to the target plate was identified as
the cause of the shearing mode and its evolution across a wide range of SOD was characterised.
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The parametric study provided insight into the influence of mechanical properties on the perfor-
mance of armour materials under blast loading. The study showed the individual effects of yield
strength, strain hardening capacity and strain hardening rate on target plate deformation and plas-
tic strain evolution. High yield strength was identified as the most critical parameter in producing
improved deformation resistance, however it also induced premature strain localisation by concen-
trating deformation to a smaller region of the target plate. In contrast, high strain hardening
capacity also had positive effects on deformation resistance but also significantly delayed strain lo-
calisation by resisting the thermo-mechanical instability which governs dynamic strain localisation.
When comparing the four armour materials studied throughout this thesis, the variations in material
strength did not produce simultaneous improvements in deformation resistance and strain evolution.
The effects of adiabatic heating, which were more pronounced in the higher strength materials,
resulted in almost uniform development of centre-point plastic strain and strain localisation across
all four materials. The cumulative effects of thermal, strain rate and stress state dependence on
material behaviour clearly explains the observed fracture behaviour of the four high strength armour
steels under blast loading. The complex, interdependent nature of material plasticity, dynamic
behaviour and ductile fracture response makes clear material selection criteria for blast protection
difficult to identify, particularly within a reasonably narrow range of properties produced across the
various classes of armour steels.
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Chapter 6
Conclusion
The research outcomes from this PhD thesis have made original contributions to our understanding
of the response of high strength steels under localised blast loading. The extensive experimental
program carried out in this work examined the deformation and fracture behaviour of four grades
of high strength steel with varying combinations of strength and ductility. The armour steels tested
throughout this thesis include grades of RHA, IRHA and HHA armour steel and high strength ARS
with a TRIP strengthening mechanism. The failure modes of each steel under localised blast loading
were identified and the transition between deformation, strain localisation, fracture initiation and
damage propagation were experimentally characterised. The magnitude of target plate deformation
for a given amount of blast loading decreased with the strength of the armour material. However,
yield strength alone was not a singular predictor of deformation resistance. The analytical model of
target plate deformation developed by Haskell [69] was extended to account for yield strength and
strain hardening capacity in order to effectively compare the performance of the four steels. The
charge mass rupture threshold varied markedly across the armour materials, where ARS remained
intact at the highest magnitude of blast loading, followed by IRHA. Interestingly, the HHA steel,
generally considered inappropriate for blast protection due to its limited ductility, exhibited a
rupture threshold 50% greater than a highly ductile mild steel from the literature at a 25 mm SOD
and provided similar performance to the RHA in the current program.
The progression from strain localisation to rupture initiation and fracture propagation was exten-
sively characterised for this class of materials for the first time. Post-test inspection of target plates
fractured under blast loading highlighted a series of failure modes unique to high strength steels:
optical and scanning electron microscopy at the location of fracture initiation identified that all
armour materials failed by a ductile shear fracture mode which is in contrast to the tensile tearing
of lower strength grades of steel. The failure modes exhibited by the armour materials differed
markedly with SOD. Localised thinning of the target plate prior to fracture was only identified
in the 13 mm SOD test cases, highlighting the clear differences in loading distribution produced
with varying SOD. The significant effect of SOD on the target response was incorporated into a
new air-blast SOD impulse correction function for the NDIP. The SOD correction function, which
was formulated to capture the more concentrated spatial distribution of blast loading and the con-
tribution of a transverse shear response mode with reductions in SOD, significantly improved the
predictive capability of the NDIP across a wide range of experimental conditions from the current
program and literature in terms of target plate deflection and rupture threshold.
The plasticity and ductile fracture behaviour of the four armour materials was experimentally
characterised across a range of stress states and loading conditions, including elevated temperatures
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and strain rates. The plasticity behaviour of each steel was modelled numerically using a modified
Johnson-Cook model with combined Voce-Ludwik hardening and a two-part strain rate hardening
term. Excluding the HHA, all materials showed a distinct Lode angle dependence of strength, which
was captured by the J3-dependant generalised yield surface model [93]. Inverse numerical modelling
of the mechanical tests was used to validate the plasticity parameters and calculate the evolution of
the stress state within each sample. Eleven specimen types were used to investigate ductile fracture
across a range of stress states (from uniaxial tension to high stress triaxiality plane strain) to
generate a fracture locus for each material in terms of fracture strain, stress triaxiality and NTDSI.
A new time-dependant stress state calibration approach was presented to account for the history
dependence in the ductile fracture process and used to calibrate the Basaran fracture model [105]
for each armour material. This constitutive model accurately reproduced the fracture behaviour of
all specimen geometries tested, validating the characterisation approach. T-SHPB experiments at
average strain rates up to 2700 s-1 were performed and used to characterise the dynamic plasticity
and fracture behaviour. Inverse numerical modelling of the dynamic experiments highlighted the
influence of viscous effects on delaying strain localisation during high strain rate deformation. The
effect of strain rate (from 0.001 s-1 to 2700 s-1) on material ductility varied across the materials.
ARS and RHA displayed a significant increase in average fracture strain, whereas IRHA and HHA
showed a decrease. The experimental characterisation and constitutive modelling of the armour
steels provides significant new insights into the behaviour of this class of armour materials, with
particular benefit being drawn from the comparison of the four distinct steel grades under identical
testing conditions.
A numerical modelling methodology was developed for the analysis of high strength armour steel
exposed to localised blast loading. The detonation and expansion of the explosive charge was
modelled explicitly using a MMALE approach with loading transferred to the solid Lagrangian
target plate by a penalty-based coupling algorithm. State-of-the-art fracture models previously
utilised for the modelling of target plate rupture under blast loading were evaluated for the four
armour steels. The study highlighted several weaknesses in the models including neglect of the
NTDSI effects on material fracture and the non-physical treatment of history dependence in the
fracture model calibration process. These deficiencies resulted in poor prediction of the rupture
threshold and fracture location.
The development of the stress state within the target plate under localised blast loading was ex-
amined in detail, characterising the spatial and temporal evolution of stress triaxiality, NTDSI and
strain rate for the first time. Under the close-proximity blast loading conditions experienced in
the current experimental program, the material experiences a localised shift in NTDSI towards
plane strain (ξ → 0) due to shearing of the target plate loaded area during initial impingement of
the detonation products. As a result, the NTDSI dependence of each material was identified as a
significant factor in the accurate prediction of the rupture threshold. The Basaran fracture model
[105], developed to model metal forming and automotive crash-worthiness problems, is utilised to
predict the rupture of target plates under blast loading accounting for the influence of NTDSI on
material ductility for the first time. The numerical modelling approach was extensively assessed for
the prediction of target plate deformation across a wide range of blast loading conditions. The per-
manent deformation for all test cases and the rupture threshold at the 13 mm SOD conditions were
predicted within 10% of experiments. However, initial modelling efforts significantly over-predicted
the charge mass rupture threshold at a 25 mm SOD for all armour materials by between 20% and
60%.
Analysis of the specific impulse transfer from the cylindrical charge at a range of SOD conditions
highlighted a secondary mesh dependence in the spatial distribution of loading which has not been
184
examined previously. Characterising the rupture threshold of each material in terms of impulse
transfer revealed that the fracture behaviour was well captured at SODs up to 18 mm using the
current modelling setup. The over-prediction of performance at the 25 mm SOD was due to a
misrepresentation of the blast loading applied to the target plate and could be corrected with an
adequate (though impractically high) mesh density. With the refined mesh, the impulse rupture
threshold of each armour material and SOD condition was predicted within 6% of experimental
results, validating the predictive capacity of the current modelling methodology. The level of ac-
curacy demonstrated by the numerical simulation for such a wide range of blast loading conditions
(39 intact test conditions and 8 rupture thresholds across 4 materials) has not been demonstrated
before and is a significant improvement over the previous numerical modelling approaches presented
in literature.
The numerical models were utilised to characterise the influence of material strength and dynamic
properties (adiabatic heating and strain rate hardening capacity) on target plate deformation and
plastic strain development as well as explore the comparative performance of the four armour
materials under identical conditions. The interdependent nature of mechanical properties such
as yield strength and strain hardening, thermal softening and strain rate hardening makes the
characterisation of material response under blast loading highly non-linear. In isolation, increased
material strength produced a significant reduction in the magnitude of deformation and plastic
strain developed in the target plate under blast loading. However, for the armour materials the
contribution of variable thermal softening and strain rate hardening behaviour greatly reduced the
overall influence of target strength and only with consideration of the full constitutive model could
the comparative performance of each material be explained.
6.1 Recommendations
While significant progress has been made through out this thesis in the understanding and modelling
of high strength armour steel under localised blast loading, areas of future work exist to extend the
state-of-the-art and provide valuable insight into the response of this class of materials in a blast
protection system.
The high strength armour steels provided high deformation and rupture resistance throughout the
experimental blast testing program using bare, monolithic target plates. Armour panels used in the
blast protection system of vehicles will commonly require bolting or welding to join separate plates
into an integrated armour package. The effect of joining techniques on blast response can have a
significant impact on the protective capacity offered by a given material and should be thoroughly
investigated for a range of armour steels. The response under blast loading of an armour material
in a welded or bolted configuration may be a critical property required for material selection.
The level of weldability, which has not been assessed in this thesis, may counter-act the improved
deformation and fracture resistance of higher strength grades of armour steel. Accurate predictions
of blast response for welded or bolted structures using numerical modelling techniques should be
established for more detailed design of blast protection systems.
In theatre, a wide range of weapons can be utilised to produce blast loading on a vehicle including
land mines, buried artillery shells or IEDs. These weapons can also produce a significant amount
of fragmentation which impacts the armour plate in conjunction with the blast wave and can
change the loading conditions from that seen in pure air-blast conditions. The response of armour
materials to combined fragmentation and blast loading has not been extensively studied in open
literature and the protective capacity of different grades of armour steel is unclear. While higher
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strength grades of armour steel displayed excellent deformation and rupture resistance under pure
air-blast loading, prior research has demonstrated an increased susceptibility to penetration by
fragment simulating projectiles than lower strength grades [190]. Under loading from combined
blast and fragmentation, target response may vary significantly and the established relationships
between mechanical properties and protective capacity established in this thesis may not reflect the
additional requirements for ballistic protection.
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