Introduction.
Consider a discrete noiseless channel with elementary symbols Si, ■ ■ ■ , S", where the transmission time of Si is U, and assume that h, ■ ■ ■ , tn are positive integers having no common divisor.
Let T be a positive integer and denote by NiT) the number of different "words" Sav ■ ■ ■ , Sah whose transmission time tai+ • • • +tak= T. Shannon [l] defines the capacity of the channel by "
.. log NiT) C = lim -• r->« T NiT) satisfies an obvious difference equation, and most studies of the capacity of such a channel start from this equation. It is of some interest to get rid of the assumption of commensurability of the times of transmission as well as of the finiteness of the set of elementary symbols.
In the following we shall show how the classical results can be generalized to this case.
Let Si, ■ ■ ■ , Sn, ■ ■ ■ be a finite or countable set of elementary symbols and let tn >0 be the time of transmission of S" in = 1, 2, ■ ■ ■ ). It is no longer assumed that the t" are commensurable, but we make the assumption that in the countable case, lim,,...,, <"=<». Without loss of generality we may assume 0 <h^t2^ ■ ■ ■ . Let t(W) be the time of transmission of the word W=Sav ■ ■ ■ , San, that is, <W) = i: 7, i=l and denote by G(T) the total number of different words W which can be transmitted within time T, i.e., which satisfy ri/W) ^ T.
Put N(T) = G(T) -G(T -tx);
N(T) is the number of different words W which satisfy T -tx <t(W)^T. We shall show that2 log N(T)
(1) C = lim S V ' t-*~ T exists and relate this limit, "the capacity of the channel," to the Dirichlet series Since for any two words Wi, W, satisfying (7) we have j t( W7) -t( Wi) | < h, no word in this set is a prefix of another word in the set. Hence they correspond to disjoint events and we have
• log NiT) g--Z riW/) ^DT.
NiT) M
This shows that C = £>.
To establish the reverse inequality we first assume that case (i) holds, i.e., d <D. In this case,/(x) is analytic at D and the series can be differentiated term by term. Then p= ~^U expi -Dt/), the mathematical expectation of the random variable Fi = r(x;), is a positive finite number.
We put Zn = >]?_, YfZn is a sum of independent identically distributed random variables with finite variances (the second derivative of fix) is finite at x=D). then, by the law of large numbers, P(5n)->1 for every e>0. Therefore, if n is large enough, 3 The assumption 2^P>= 1 m W, can of course be replaced by 2~Lp<= 1-(8) P(An r\ Bn) §= P(An) + P(Bn) -1 > J.
By adding an adequate number (5^0) of symbols 5i every word (we thus abbreviate "word corresponding to an event") in An can be continued to one satisfying (7) with T = np. Since the probability of every word in Bn is ^exp ( -nD(p -e) where Qk = ^2i<k Qi-This correspondence is one to one except for a countable set of sequences co. There is thus no harm in identifying co with the real number associated with it (which we shall again denote by co).
The correspondence (9) transfers the probability measure on 12 to the Lebesgue measure on [0, l].
Let there be given a code, i. We assume that V is a uniquely decodable code, that is, each coGfi can be decomposed into a sequence of words of V in at most one way. Tiy,E)= lim inf (X | /,|t).
The Hausdorff dimension /3(£) of E is defined by 0(E) =ini{y\ Tiy, E) = 0}. with K finite and not depending on T. Therefore, letting T-> oo, we see that the 7-dimensional measure of M is zero. This shows that BiM) g C.
