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Resumen—Las señales obtenidas desde sensores son ampliamen-
te utilizadas en diferentes campos científicos. Desafortunadamente
no siempre se dispone de los recursos necesarios para obtener di-
chos datos, debido a limitaciones estructurales, físicas, económicas,
ambientales, fallos en la recolección de los datos, etc. Es en este es-
cenario limitante, donde se erige la generación de datos sintéticos.
La generación de datos sintéticos tiene la característica de reducir
tiempos de esperas frente a los largos periodos temporales que ne-
cesitan los sensores para obtener grandes volúmenes de muestras.
Además, los datos generados pueden llegar a ser todo lo robustos
que los usuarios necesiten. Por ello este trabajo presenta un método
para la generación de señales sintéticas que emulan las respuestas
proporcionadas por sensores de naturalezas variadas. El método
desarrollado podría utilizarse en sistemas computacionales de bajo
coste y realizar una extrapolación de los datos perdidos cuando un
sensor cesa en su actividad por cualquier circunstancia. Además el
método propuesto podría trabajar en términos de tiempo real.
Palabras clave—Datos sintéticos, Generación de señales, Pruebas
experimentales, Internet de las cosas, Distribuciones estadísticas.
I. Introduccio´n
EN las última décadas se ha podido observar un granavance de la tecnología y un aumento de la capaci-
dad de cómputo así como la miniaturización de los senso-
res. Todo esto ha dado como resultado el nacimiento del
paradigma IoT [1]. El gran auge del IoT ha hecho posible
que hoy día se desplieguen redes de sensores donde antes
era inviable.
Pero el hecho de que hoy día se disponga de enormes
cantidades de sensores y datos no supone una ventaja en
determinadas situaciones. Por ejemplo los investigadores
encuentran limitaciones a la hora de testear sus métodos
debido a que en muchas ocasiones necesitan datos para
validar sus experimentos. Y aunque se dispongan de al-
gunas redes de sensores, estas pueden no ser accesibles
por motivos de protección de datos al estar asociadas a
usuarios o bien por ser propiedad de empresas privadas.
Por otro lado obtener datos de una red de sensores lleva
asociado un doble coste, debido a que desplegar una red
de sensores es costosa en términos económicos, y en tér-
minos temporales, dado que los sensores necesitan reali-
zar un muestreo que en determinados casos conllevan una
prolongación temporal de semanas o incluso meses, para
poder disponer de datos y llevar a cabo una experimenta-
ción.
Para solventar las limitaciones comentadas anterior-
mente, se dispone de diversos repositorios de datos tanto
públicos como privados, pero estos no siempre se adaptan
a las necesidades del problema que se pretende tratar.
La solución a todas estas limitaciones es la generación
de datos o señales sintéticas que emulen el comporta-
miento de la realidad del problema que se pretende abor-
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dar. Por ello la generación de datos sintéticos se utiliza
en diversos campos científicos, tales como reconocimien-
to y generación de patrones [2], minería de datos [3], en
aprendizaje automático [4], etc.
La generación sintética de datos tiene múltiples venta-
jas que solventan las limitaciones citadas anteriormente,
tal y como se detalla en [5]. Por un lado se puede destacar
como una ventaja, la robustez, debido a que los sensores
del mundo real que componen las redes, pueden propor-
cionar datos erróneos en determinados casos. En contra-
posición con esto, los datos obtenidos por un generador
de datos sintéticos solventan este problema. Y otra venta-
ja destacable es la seguridad, puesto que los datos sinté-
ticos pueden generarse con un nivel de detalle y realismo
sin tener que asumir ningún tipo de riesgo, frente a lo que
puede suceder en algunas disciplinas de la ciencia como
en medicina.
Este trabajo presenta un método para la generación de
señales sintéticas basado en funciones de distribuciones
estadísticas. Para ello el presente documento se organiza
de la siguiente forma: En la Sec. II se describe el estado
del arte actual de la generación de señales sintéticas. En
la Sec. III se describe el método de generación de señales
propuesto. Los resultados y su análisis se muestran en la
Sec. IV. Finalizando en la Sec. V se muestran las con-
clusiones obtenidas de los experimentos realizados y en
la Sec. VI se muestran las posibles mejoras aplicables al
método desarrollado.
II. Estado del arte
Revisando la literatura científica se puede observar que
la aplicabilidad de la generación de datos y señales sin-
téticas abarca muchos campos de la ciencia. Por ejemplo
en [6], se propone la realización de un modelo llamado
WGENK para la generación de datos sintéticos orientados
a agricultura. WGENK es una variación creada por los au-
tores del modelo WGEN [7]. En este trabajo se generan
datos tales como la radiación solar diaria, temperaturas
mínimas y máximas precipitaciones, etc. Los autores lo-
gran alcanzar un modelo de generación que se aproxima
a la realidad y realizan un contraste con datos reales para
validar sus resultados.
Otro se encuentra en [8], donde se realiza una modifi-
cación de la herramienta open-source Benerator [9] y se
hace uso de una base de datos que contiene el censo po-
blacional de Irlanda. Los autores logran demostrar en sus
experimentos que haciendo uso de herramientas de gene-
ración de datos sintéticos, y con las restricciones adecua-
das se pueden conseguir datos que contengan las mismas
métricas estadísticas que los datos del mundo real.
Por otro lado como se indica en [5] existe cierta predi-
lección en la literatura científica de usar lenguajes espe-
cíficos para etiquetar los datos. Un ejemplo puede obser-
varse en [10] donde los autores proponen un método para
la generación de grandes conjuntos de datos de forma pa-
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ralela. Y dado que los datos tienen que ser generados con
diferentes restricciones, utilizan el lenguaje SDDL. Este
lenguaje está basado en XML y es utilizado por muchos
generadores de datos sintéticos cuando se necesita etique-
tar datos y agregar restricciones a la generación.
Otro ejemplo del uso de lenguajes para la generación
de datos, lo encontramos en [11], donde se crea un frame-
work que hace uso de estructuras basadas en el lenguaje
XML para generar grandes volúmenes de datos, emplean-
do para ello dos fases. La primera es la generación de los
ficheros XML junto con la extracción de características
de los datos. Y la segunda fase es la generación de los
datos basándose en distribuciones estadísticas de Poison,
normales y geométricas. De los resultados experimenta-
les los autores concluyen que los datos generados tienen
un comportamiento similar a los datos reales bajo un co-
eficiente de confianza del 95 %.
En [12] los autores realizan la generación sintética de
datos haciendo uso del estándar abierto PMML (Predic-
tive Model Markup Language) como un puente entre la
base de datos original y el fichero SDDL generado. Una
vez han conseguido el fichero SDDL utilizan un método
PSDG (Parallel synthetic data generation) para obtener
el nuevo conjunto de datos. En la experimentación lle-
vada a cabo demuestran que utilizando la base de datos
Iris [13], que los datos sintéticos comparten las mismas
características con los datos originales y que no existen
diferencias significativas entre ellos.
Donde realmente ha tenido una mayor acogida la gene-
ración de datos sintéticos ha sido en minería de datos, en
reconocimiento de patrones y en aprendizaje automático.
Por ejemplo en [14] se utiliza la generación de datos sin-
téticos para validar métodos de aprendizaje automático
y de minería de datos. Los autores proponen un método
denominado WGKS(White Gaussians on k-simplex), que
genera datos mediante un modelo matemático haciendo
uso distribuciones gaussianas. Al estar enfocado a gene-
ración de datos para aprendizaje automático se controlan
factores como el número de clases y el error bayesiano.
El error bayasiano, es algo que los autores remarcan que
falta en muchos conjuntos de datos.
En [3] se utiliza la generación de datos sintéticos en
aplicaciones de aprendizaje automático. Dado que no
existen conjuntos de datos genéricos con los que testear
cualquier aplicación de aprendizaje automático, los auto-
res generan nuevos conjuntos de datos sintéticos por me-
dio de árboles de decisión mediante una modificación del
algoritmo ID3. Mediante el uso de los árboles de deci-
sión los autores consiguen crear interdependencia entre
los datos de los conjuntos de datos generados.
En los métodos de agrupamiento y detección de
outliers no existen en ocasiones conjuntos de datos que
sean útiles para probar la eficacia de dichos métodos. Es-
te es el hecho que motiva a los autores de [15], los cuales
presentan un método capaz de generar datos de forma sin-
tética en base a diferentes distribuciones estadísticas, con
un determinado número de clusters, un nivel de dificultad
concreto y la capacidad de meter un determinado ruido en
la generación, para simular aquellos patrones que serán
outliers.
En el campo de estudio de series espacio-temporales
encontramos que se han utilizado métodos de generación
de datos sintéticos. Por ejemplo en [16], se propone el
uso del algoritmo GSTD (Generate Spatio Temporal Da-
ta). Este método ha sido desarrollado por los autores pa-
ra la generación sintética de datos con carácter espacio-
temporal en dos dimensiones. Dicho algoritmo es capaz
de modificar los parámetros asociados a un objeto y mo-
dificar su posición y tamaño a lo largo de un determinado
intervalo de tiempo. Los atributos asociados al objeto co-
mo el intervalo, pueden generarse mediante una función
de probabilidad estadística normal y sesgada.
Al igual que sucedía con el trabajo anterior, en [17]
los autores proponen la generación de conjuntos de datos
de series espacio-temporales, con un algoritmo distinto al
que aparecía en [16]. El trabajo de estos autores, está cen-
trado en la generación de datos sintéticos de topologías de
redes de sensores irregulares. Mediante los experimentos
realizados y los casos de estudio utilizando para ello el
sistema DIMENSIONS [18], los autores demuestran que
los datos sintéticos poseen características similares a los
datos reales.
III. Me´todo
Desde una perspectiva general podemos definir el con-
cepto de señal como todo aquello que contiene informa-
ción acerca de la naturaleza o el comportamiento de al-
gún fenómeno físico. Bajo el paradigma de la ciencia de
la computación, las señales se procesan para poder hacer
uso de esta información mediante procedimientos algorít-
micos con diversos propósitos. El proceso de captura de
las señales del mundo real se llama conversión analógica-
digital, y da como resultado una representación del fe-
nómeno objeto de análisis en forma de valores digitales
ordenados temporalmente.
Las señales de la naturaleza comparten dos caracterís-
ticas que es necesario limitar si se quieren procesar me-
diante los mecanismos tecnológicos de que disponemos.
En primer lugar son continuas en el tiempo, lo que quiere
decir que entre un instante t0 y otro instante posterior t1
existen infinitos instantes intermedios en los que la señal
esta definida, tiene un valor medible. Como es lógico, es-
te concepto de continuidad no es manejable, no se dispo-
ne de capacidad para almacenar infinitos datos ni tampo-
co de velocidad de cómputo para capturarlos. En segundo
lugar la información de la naturaleza es en muchos casos
analógica, existiendo infinitos valores posibles para cada
muestra. De nuevo, no es un concepto manejable desde la
tecnología debido a la limitación que introduce la resolu-
ción digital por el número de bits destinados a representar
cada valor, así como la incapacidad de los sistemas sen-
sores para percibir variaciones en esta escala.
En la conversión analógico-digital existen esencial-
mente dos fases que, debido a las limitaciones menciona-
das anteriormente, despojan a las señales de estas dos ca-
racterísticas. En una primera fase denominada muestreo,
se extrae una muestra de la señal cada ts segundos, nos
referiremos a este parámetro ts como periodo de mues-
treo, o a su inversa fs como frecuencia de muestreo. En la
segunda fase llamada cuantización, el valor leído se codi-
fica utilizando un número de bits al que nos referiremos
como resolución.
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Todos estos aspectos abren la puerta a la actual teoría
de señales y sistemas que, entre otras cosas, se asienta en
el teorema de Shannon-Nyquist [19], [20], que demues-
tra que, muestreando la señal a una frecuencia adecua-
da no se pierde información por el efecto de la fase de
muestreo. En cuanto al error cometido por cuantización
en cada muestra (ruido de cuantización en la literatura),
además de estar acotado por definición, la precisión de
los actuales sistemas hace que para la gran mayoría de
aplicaciones no sea un problema.
En este trabajo se describe un método algorítmico pa-
ra generar muestras digitales que sean verosímiles des-
de un punto de vista cualitativo. Esto implica que se da
por hecho que las señales resultantes cumplen el requi-
sito de Shannon-Nyquist y que, por tanto, el hipotético
fenómeno que representan está correctamente digitaliza-
do.
En el resto de la sección se describe el procedimiento
de generación de señales.
A. Método de generación
El método propuesto utiliza funciones de generación
de números aleatorios para construir una señal con un nú-
mero determinado de muestras a partir de un rango acota-
do. De este modo, como parámetros de entrada al modelo
se consideran el número de muestras N, y el rango de
valores posibles dado por los valores frontera mínimo y
máximo: sm, sM .
Uno de los objetivos del sistema es obtener señales
que, cualitativamente, sean susceptibles de sustituir a
capturas de datos reales para depuración y pruebas. Por
esta razón, la generación de datos no puede consistir en
obtener muestras aleatorias de distribución de probabili-
dad uniforme acotadas en el rango deseado, pues el resul-
tado sería una sucesión de valores carentes de toda cohe-
rencia, lo cual no tiene ninguna validez para el objetivo
mencionado.
De acuerdo con las ecuaciones 1 y 2, una señal de N
muestras puede expresarse mediante la primera muestra
y la señal correspondiente a los incrementos muestra a
muestra de la señal original.
∀ s ∈ Rn ∃ s′ ∈ Rn−1 / s′ [i] = s [i + 1] − s [i] (1)








Se introduce también un conjunto de distribuciones de
probabilidad, cada una de ellas definida mediante un con-
junto de parámetros reales cuya instanciación da lugar a
una distribución de probabilidad concreta. Por ejemplo,
la distribución de probabilidad normal cuenta con los pa-
rámetros media (µ) y desviación típica (σ), y cada par
definido de estos parámetros da lugar a una distribución
de probabilidad diferente.
De manera general, la generación de N muestras aco-
tadas entre sm y sM es un proceso que consta de dos fases:
1. Se genera el valor inicial de la señal de manera alea-
toria siguiendo una distribución de probabilidad uni-
forme.
2. Del conjunto de distribuciones de probabilidad, se
escoge una aleatoriamente.
3. Cada parámetro que caracteriza la distribución de
probabilidad resultante se genera aleatoriamente
dentro de unos márgenes preconfigurados y, de nue-
vo, mediante una distribución de probabilidad uni-
forme.
4. Utilizando la distribución de probabilidad ya gene-
rada, se extraen N-1 muestras aleatorias, y se cons-
truye la señal siguiendo la expresión 2.
Con este método se obtiene una señal con coherencia
(ya que sus incrementos siguen una distribución de pro-
babilidad concreta) pero ciertamente monótona. La na-
turaleza presenta variaciones que difícilmente se van a
modelar satisfactoriamente utilizando una distribución de
probabilidad constante. Para obtener señales cualitativa-
mente más naturales, la propuesta que presentamos utili-
za el procedimiento expuesto anteriormente para generar
no solo variaciones en la señal, sino variaciones de los
parámetros de la distribución de probabilidad que genera
esta señal.
Este concepto da lugar a un procedimiento recursivo
que se puede visualizar como un sistema de generación
de señales por niveles, en el que el nivel 0 corresponde
al nivel de la señal (el fin último del proceso), el nivel
1 corresponde a las distribuciones de probabilidad que
generarán los incrementos de la señal, el nivel 2 corres-
ponde a las distribuciones de probabilidad que generarán
los incrementos que harán cambiar los parámetros de la
distribución de probabilidad del nivel anterior, etc.
De manera genérica, el nivel de generación x es invo-
cado para generar una señal aleatoria en el nivel anterior,
para lo cual genera aleatoriamente la configuración ini-
cial de una distribución de probabilidad escogida al azar
y solicita al nivel de generación x + 1 (si lo hubiere) que
genere los cambios dinámicos de sus propios parámetros.
Un aspecto importante a tener en cuenta es la configu-
ración necesaria a la hora de generar la señal. Como se ha
mencionado anteriormente, cada tipo de distribución de
probabilidad necesita unos parámetros de configuración
que deben ser acotados uno a uno y en cada nivel. Esta
configuración permite controlar la aleatoriedad del com-
portamiento de la señal sin que se los sucesivos incremen-
tos generados se descontrolen. Por ilustrar este aspecto,
considérese que se desea generar una señal cuyas mues-
tras estén acotadas entre sm y sM; lo lógico es diseñar el
primer nivel con unos parámetros de configuración para
generar cambios que estén proporcionados con el margen
dinámico sM − sm. Este procedimiento debe extrapolarse
a todos los niveles, para que cada nivel aporte variaciones
en una escala controlada al nivel anterior.
IV. Resultados experimentales
Con el fin de comprobar la utilidad del método es ne-
cesario realizar una serie de pruebas de extracción de se-
ñales. Para ello se ha implementado un prototipo de una
aplicación la cual permite configurar y generar señales.
En la figura 1 se puede observar la pantalla principal de
la aplicación. En la parte izquierda, con la cabecera “Con-
figuration” se muestra la configuración básica de la señal.
Para ello se permiten modificar parámetros como el ran-
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go o el número de muestras. Por otro lado, las cabeceras
“Level 0 y “Level 1” permiten configurar los diferentes
niveles (Los menús superiores permiten añadir o eliminar
niveles) de distribuciones estadísticas y habilitar o desha-
bilitar las distribuciones.
Fig. 1. Aplicación para la generación de señales
En la figura 2 se puede observar otra característica de
la aplicación la cual permite generar tantas señales como
se desee en una sola ejecución. Esta utilidad agiliza enor-
memente la tarea en caso de necesitar un gran número de
señales para trabajar con ellas posteriormente.
Fig. 2. Generador de repositorios de señales
A continuación se muestran diferentes señales genera-
das automáticamente. En la figura 3 se muestran señales
generadas automáticamente utilizando solo el nivel 0 con
una distribución Gamma.
En la figura 4 se muestran señales generadas automá-
ticamente utilizando solo el nivel 0 con una distribución
Gaussiana.
Finalmente en la imagen 5 se muestran señales genera-
das mediante distribución Gamma y Gaussiana pero con
un segundo nivel el cual es aleatorio.
Realizar una evaluación objetiva de los resultados ob-
tenidos se torna difícil debido a que no existen métricas
aceptadas y establecidas. Para alcanzar una evaluación de
calidad subjetiva se ha aplicado Mean Oppinion Score,
MOS [21] mostrando los resultados a diferentes investi-
gadores en el ámbito del tratamiento de señales para po-
der evaluar de manera empírica la calidad de las señales
generadas con respecto a un conjunto de señales reales. El
resultado fue que los expertos no pudieron distinguir en
la mayor parte de los casos si una señal procedía de una
captura de datos real o de una generación automática.
V. Conclusiones
En el presente trabajo se ha tratado de resolver un pro-
blema común en el entorno de la investigación como es la
obtención de señales reales para contrastar modelos teó-
ricos y realizar simulaciones. Para ello se ha creado un
modelo de generación de señales automático que preten-
de ser lo más próximo posible a la realidad el cual, aun
estando en una fase inicial, provee resultados suficiente-
mente veraces y con una calidad muy alta.
Los resultados obtenidos en los experimentos demues-
tran que estos resultados pueden ser cualitativamente si-
milares a los obtenidos en entornos reales y permiten ser
utilizados en simulaciones de igual forma que son utili-
zadas las señales reales.
VI. Trabajo futuro
Dado que el generador de señales propuesto en el pre-
sente artículo conforma la versión inicial del mismo, múl-
tiples mejoras se pueden aplicar para obtener unos resul-
tados aún mejores a los ya obtenidos. De entre todas las
opciones posibles, en este apartado se detallarán las que
se consideran más importantes y que con más celeridad
han de ser implementadas.
Una de las principales mejoras a añadir consiste en la
inclusión de nuevas distribuciones estadísticas a la apli-
cación. Actualmente se puede trabajar con dos tipos de
distribuciones estadísticas como son la distribución Gam-
ma y la distribución Gaussiana (o Normal). Sin embargo,
la incorporación de nuevas distribuciones como la distri-
bución chi-cuadrado, t de Student, etc enriquecerían la
aplicación permitiendo generar nuevas señales según la
conveniencia del usuario final.
Por otro lado, mecanismos de periodicidad en el mo-
delado de la señal podrían ser incluidos. Esto permitiría
balancear la probabilidad de que una señal incremente o
decremente basándose en un periodo preestablecido. Una
distribución periódica de probabilidad permitiría generar
señales con un cierto patrón de repetición las cuales po-
drían ser muy útiles en determinados casos.
Finalmente, otra evolución lógica de la metodología
presentada en este trabajo es la inclusión de modelos me-
taheurísticos y de aprendizaje automático como algorit-
mos genéticos o redes neuronales para que el generador
de señales tenga la capacidad de usar un conjunto de se-
ñales reales y obtenga los parámetros estadísticos carac-
terísticos de las mismas para poder generar nuevos con-
juntos de datos sintéticos preservando la misma naturale-
za de los datos de entrada [22]. De esta forma se podrían
generar conjuntos de señales similares a una previamente
aprendida.
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