We study the problem of parameters estimation in Indirect Observability contexts, where X t ∈ R r is the unobservable stationary process parametrized by a vector of unknown parameters and all observable data are generated by an approximating process Y ε t which is close to X t in a suitable metric. We construct consistent parameter estimators which are smooth functions of the sub-sampled empirical mean and empirical lagged covariance matrices computed from the observable data. We derive explicit optimal sub-sampling schemes specifying the best paired choices of sub-sampling time-step and number of observations. We show that these choices ensure that our parameter estimators reach optimized asymptotic L 2 -convergence rates.
Introduction
The amount of available observational data has increased massively in recent years due to rapid technological advances in science and engineering. Often, it is desirable to fit an appropriate parametrized stochastic model to the available data and then use this model for forecasting, analysis, etc. Stochastic processes X t driven by a system of stochastic differential equations (SDEs) have often been used for this purpose. However, often the available data do not correspond to observations generated by the process X t . Instead, the observed data are generated by an approximating process Y ε t which involves a small "scaling" parameter ε (e.g. the size of the averaging window), and the SDEs driving X t are discovered by asymptotic analysis as ε → 0. Moreover, often the precise nature of the process Y ε t is not known or too complex to carry out an analytical investigation. In these Indirect Observability contexts, where the system driving the unobservable X t is parametrized by an unknown vector θ, but the observable Y ε t is generated by a mechanism approximating the behavior of X t , a natural goal is to efficiently estimate θ from the approximate data Y ε t , assuming that for some adequate norm Y ε t → X t as ε → 0. We study this paradigm in a broad framework, covering situations where the drift and diffusion terms in the SDE driving the unobserved process X t are fairly generic smooth functions of the (vector-valued) parameter θ. Such SDEs are widely used in engineering, populations evolution, fluid dynamics, finance, etc. to approximate the behavior of the leading variables of interest. To construct consistent estimatorsθ of θ based on observed trajectories Y ε [0,t] of the approximate data, a natural approach is to first derive "ideal" estimators as specific functionals φ(X [0,t] ) of the unobservable trajectory X [0,t] , and then demonstrate that under certain conditions φ(Y ε [0,t] ) → θ as ε → 0 and N → ∞, where N is the size of the observational data sample. Recently, in [2, 4, 5] , we combined this approach with data sub-sampling to construct estimatorsθ which are robust to data perturbations for situations where X t was a Gaussian process, but Y ε t could have fairly arbitrary joint distributions. We also analyzed the sensitivity ofθ depending on the choice of sub-sampling time-step, with several numerical examples. In this paper we extend our indirect observability analysis to weakly stationary processes X t and Y ε t such that Y ε t → X t in L 4 as ε → 0, but with very weak restrictions on the joint distributions of X t and Y ε t , which can both be non-Gaussian. Discretized sampling is a common method to collect data from a continuous process. In practice, the available data are of the form Y ε nδ , where the observational time-step δ is determined by data acquisition protocols for sensors recordings or by the computational time-step for observables generated by numerical PDE models. However, as pointed out in the literature and in our earlier papers, it is not necessarily optimal to use every acquired data point, and data sub-sampling can indeed reduce computational overhead without sacrificing estimators accuracy. Thus, the time-step ∆ is a user selected multiple of δ. Parameter ∆ fixes the observational sample {Y ε n∆ , n = 1, . . . , N } retained to estimate parameters θ. A key issue is then to optimize estimators performance by seeking the "best" asymptotic choices for the number of observations N (ε) and the sub-sampling time-step ∆(ε). In this paper we develop explicit relations between ∆(ε), N (ε), and ρ(ε) = Y ε t − X t 4 which ensure nearly optimal behavior for parameter estimation errors as ε → 0. This is achieved by focusing on estimators which are (not necessarily explicit) smooth functions of empirical moments up to order two computed from the N sub-sampled observations {Y ε n∆ , n = 1, . . . , N }. The paper is organized as follows. The main results about speed of convergence for estimators based on observable data and the associated characterization of optimal sub-sampling schemes are presented in section 6 . Before that, we present our basic assumptions on the unobservable and the observable processes in section 2. In section 3 our parameter estimation framework based on the first and second moments is outlined. In section 4 the issue of sub-sampling is discussed in detail and some technical results about the behavior of the mean and covariance estimators are analyzed. Section 5 contains key technical results on L 2 consistency of moments estimators computed from the unobservable data. Our main technical theorem is presented in section 5.2. We also discuss potential applicability of our framework in section 7.
Background on the Indirect Observability Setup
Our Indirect Observability framework involves vector valued stochastic processes indexed by time t > 0 , namely directly observable approximating processes Y ε t ∈ R r parametrized by a small parameter ε > 0, and their limit as ε → 0. This limit corresponds to an unobservable process X t ∈ R r . In most practical situations, there is no fully explicit mathematical model for the Y ε t , but the process X t is driven by a parametrized stochastic model (an SDE in our case), derived by asymptotic analysis of the main dynamic "mechanisms" generating the Y ε t data . We present below the formal setup of our framework, after defining a few notations.
Norms of Random Matrices
For any r 1 × r 2 matrix M = (M i,j ) the euclidean norm will be defined by M = sup i,j M i,j . Denoting matrix transposition by * , one then has, for any two column vectors v, w ∈ R r , vw * ≤ v w and v * w ≤ r v w .
When M is a random matrix of fixed dimensions r 1 × r 2 , its L q norm is defined as
, and hence
For any two random column vectors V, W ∈ R r , one also has, due to (1),
2.2 Hypotheses on the Limiting Process X t
The limiting stochastic process X t is not directly observable and is required to verify the following conditions 1. The vector valued process X t ∈ R r indexed by time t ≥ 0 is weakly stationary, and the euclidean norms X t are uniformly bounded in L 4 .
2. Denote the mean and r × r covariance matrices of the process X t by
where each X t is a column vector with coordinates X t (j), j = 1 . . . r, and u ≥ 0 is the time lag. We assume that the K(u) are locally Lipschitz functions of u. Thus for any finite A > 0 there is a constant λ = λ(A) such that
3. The covariance matrices K(u) and the mean µ are C 1 functions of an unknown parameter vector θ ∈ Θ, where Θ is an open subset of R p .
Hypotheses on the Observable Approximating Processes
1. The approximating vector valued processes Y ε t ∈ R r are observable, and the L 4 -norms Y ε t 4
remain uniformly bounded for all ε > 0 and t ≥ 0. Note that we do not assume weak stationarity for the processes Y ε t .
2. As ε → 0, the Y ε t converge to X t in L 4 at uniform speed ρ(ε) > 0, where ρ(ε) decreases to 0 as ε → 0, i.e. processes Y ε t satisfy
3 Parameter Estimators based on sub-sampled time lagged second order moments
As we discussed in the introduction, the main goal of our framework is to generate consistent estimators of the unknown parameter θ which depend only on the observable data. To this end, we will analyze the behavior of "typical" estimators which are derived using the functional form of the SDE driving the process X t , and develop the sufficient condition for the consistency of these estimators when they are computed using the data from the approximating process. In this paper, we only consider estimators which are smooth functions of the mean and covariance. This is motivated by the fact that higher-order moments are typically more sensitive to the noise in the observational data compared to the lower-order moments and, thus, we expect estimators involving only the mean and covariance to be more robust with respect to data perturbations. However, our framework can be extended to estimators based on higher-order moments by extending requirements on the integrability and convergence to higher L p spaces. Next, we present some definitions and discuss the relationship between parameter estimators and moment estimators.
Estimators Depending only on Observable Data
Definition 1. Consider the indirect observability setup outlined in sections 2.2 and 2.3. For an arbitrary euclidean vector space R m , a family of random vectors G ε ∈ R m indexed by ε will be called observable random vectors, if one can write
• the number of observations, q, and the time-instants t 1 , . . . , t q are deterministic functions of ε,
• for each ε, the function φ ε : R q → R m is deterministic and measurable.
Definition 2. Consider the indirect observability setup outlined in sections 2.2 and 2.3 where X t are parametrized by θ ∈ Θ. Then, the pair of full trajectories of X t and Y ε t of these two processes has a joint probability distribution P ε θ . Let g(θ) ∈ R m be any deterministic vector valued function. We shall say that g(θ) can be consistently estimated from observable data if one can find observable random vectors G ε such that, for each fixed θ, and as ε → 0, the estimators G ε converge to g(θ) in probability under the probabilities P ε θ . More precisely, this requires that, for any fixed
Note, that if for some q > 0 the norms G ε − g(θ) q tend to 0 as ε → 0 for each fixed θ, then a fortiori consistency in probability will hold.
In our context, φ ε will typically be a function of the empirical mean and covariances of the process Y ε t . In many practical situations g(θ) = θ (i.e. we would like to estimate the parameters themselves) and X t is driven by a system of SDEs. The specific form of the function φ ε then strongly depends on precise statistical properties of these SDEs, and is closely related to the derivation of "good" estimators for the SDEs parameters. This last question is, essentially, equivalent to the issue of parametric estimation of diffusions and has been addressed in the literature in great detail.
Parameter Estimators and Moments Estimators
Definition 3. For any weakly stationary vector valued process X t ∈ R r with coordinates X t (j), j = 1 . . . r we define the moments of order less or equal to two as follows
where 1 ≤ i, j ≤ r are coordinate indexes and u ≥ 0 is an arbitrary time lag.
Next, we identify a wide class of estimators which can be constructed by the analysis of moments of order less or equal to two. To this end, we use the fact that the moments of the process X t depend on the parameter vector θ . We assume that one can find p specific moments which completely determine θ, and such that the relation between θ and these p moments can be smoothly "inverted". This is stated formally as the proposition below. Proposition 1. Consider stochastic processes X t taking values in R r , parametrized by θ ∈ Θ ⊂ R p , and satisfying the indirect observability hypotheses in section 2.2. Consider, also, approximating processes Y ε t satisfying the indirect observability hypotheses in section 2.3. Assume that among the moments of order less or equal than two listed in (5), one can find p specific moments Ψ 1 (θ), . . . , Ψ p (θ) such that the vector Ψ(θ) = [Ψ 1 , . . . , Ψ p ] determines uniquely the unknown parameter vector θ, (6) the C 1 -function Ψ : Θ → R p has non zero Jacobian determinant.
Then, (1) if the vector Ψ ∈ R p can be consistently estimated from the observable data, the same property will also hold for the parameter vector θ. Conversely, if there exist consistent observable estimators of θ, then all moments of order less or equal than two have the same property. Moreover, (2) if one can find consistent observable estimators of Ψ which are asymptotically Gaussian, then the same property is true for the parameter vector θ itself. Conversely, if there exist consistent and asymptotically Gaussian estimators of θ then the same assertion holds for all moments of order less or equal than two of the process X t .
Proof. We sketch a proof extending a result from [6] . Due to hypotheses (6), (7), and to the implicit function theorem, the mapping Ψ has an inverse mapping Φ = Ψ −1 : Ψ(Θ) → Θ of class C 1 . Assume that one has found consistent estimatorsΨ ε of Ψ depending only on observable data. Then the random vectorsθ ε = Φ(Ψ ε ) are clearly consistent estimators of θ depending only on observed data. Conversely, if one has constructed consistent estimatorsθ ε of θ depending only on observable data, then any C 1 function θ → g(θ) can be consistently estimated from observable data by the g(θ ε ). Moreover, when the estimatorsθ ε are asymptotically Gaussian, a property well known to be preserved by vector valued C 1 -functions, all estimators g(θ ε ) with g of class C 1 must also be asymptotically Gaussian. Since each moment of order less or equal than two of the process X t is by hypothesis a C 1 function of θ, this concludes the proof.
When both conditions (6), (7) hold, Proposition 1 shows that constructing consistent estimators of θ based on the observable data is formally (and practically as well) equivalent to a much simpler problem of constructing consistent estimators of the mean and covariance matrices of the process X t .
For generic weakly stationary processes X t the existence of a finite set of moments of order less or equal than two which determine uniquely the parameter vector θ is of course not necessarily true a-priori. However, in many concrete applications (see [11, 12, 17, [19] [20] [21] [22] 26] ), X t is an ergodic strictly stationary process driven by a system of SDEs with non-constant coefficients depending smoothly on the "space" variable X ∈ R r , and, moreover, the drift and diffusion coefficients are analytic functions of the unknown parameter vector θ. Therefore, we conjecture that both conditions (6) and (7) hold for a rather wide class of vector-valued SDEs. Nevertheless, verifying conditions (6) and (7) in each particular example can be a tedious task which is closely related to the derivation of estimators for the vector of unknown parameters, θ. Here we present a general framework establishing the optimal sub-sampling conditions on the time-step and the number of observations and particular applications from mathematical finance and fluid dynamics will be considered in subsequent papers. We also comment on the applicability of our results to systems of SDEs and make a close connection with the existing literature for diffusions in section 7.
Sub-sampled Empirical Estimators of Means and Covariances
As discussed in several indirect observability contexts (see [2, 24, 25] ), correctly scaled sub-sampling of the observable approximate data can often reduce computational overhead and decrease the bias of parameter estimators. In view of Proposition 1, it is then of high practical interest to identify adequate sub-sampling schemes for empirical estimators of means and covariance matrices.
Adaptive Sub-sampling
An adaptive sub-sampling scheme will be defined by two functions of ε: the sub-sampling time ∆ = ∆(ε) > 0 and the number of observations N = N (ε), verifying
Whenever necessary we will assume that ε ≪ 1 is small enough, so that ∆ ≤ 1 and N ∆ ≫ 1.
Sub-sampled Empirical Estimators
Once an adaptive sub-sampling scheme is selected, for each ε > 0 our estimators of means and covariances will be based only on sub-sampled observable data Y ε n∆ with n = 1, . . . , N (ε) and ∆ = ∆(ε). The unknown mean µ ∈ R r of X t will be estimated in a straightforward manner by the sub-sampled empirical meanȲ
Estimation of the covariance K X (u) requires some care, mainly becasue the lag u may not be an integer multiple of the sub-sampling step ∆. Next, we present the definition of the sub-sampled covariance estimator.
Definition 4.
Consider any adaptive sub-sampling scheme ∆(ε), N (ε). The associated unobservable covariance matrix estimatorsK ε X (u) involve all the variables X m∆ with m∆ ≤ S, where
will be called the full "observation time span" required to evaluateK ε X (u). The covariance matrices K(u) of X t will be estimated from observable data by sub-sampled empirical covariance matriceŝ K ε Y (u) defined as follows: for sub-sampled data Y ε n∆ , the time lag u will be approximated by κ∆ where the integer κ = κ(u, ε) is defined by
Define then the time-shifted empirical mean τȲ ε by
The r × r sub-sampled empirical covariance matrices are computed from observable data bŷ
where N = N (ε), ∆ = ∆(ε), κ = κ(u, ε), andȲ ε , τȲ ε are column vectors. Note that the discrete time lags κ(u, ε) just defined verify κ(0, ε) = 0, and that for each u > 0, the conditions (8) imply
Whenever necessary we will assume that ε is small enough so that N ≫ κ.
Sensitivity of Empirical Estimators to Data Approximation
In formulas (9) and (12), the replacement of all observable Y ε t by their limits X t transforms the observable estimatorsȲ ε , τȲ ε andK ε Y (u) into unobservable estimatorsX ε , τX ε andK ε X (u) given byX
where, as before,
Obviously, the covariance estimator remain unchanged when X t is replaced by the centered process X t − µ. Next, we will analyze the L 2 -norm of the perturbations induced on the (matrix valued) estimatorsȲ ε andK ε Y (u) when the observable data Y ε t are replaced by their limits X t .
Theorem 1.
Consider vector valued processes X t ∈ R r and Y ε t ∈ R r verifying the basic indirect observability assumptions in sections 2.2 and 2.3. Let ρ(ε) be the uniform speed of convergence for the L 4 -norms, i.e. Y ε t − X t 4 ≤ ρ(ε) → 0 as ε → 0. Let ν be a uniform upper bound for all the L 4 norms X t 4 and Y ε t 4 . Fix an arbitrary adaptive sub-sampling scheme ∆(ε), N (ε) verifying condition (8) . Define the associated observable sub-sampled empirical mean and covariance matrices estimatorsȲ ε and K ε Y (u) by (9) and (12), respectively. Then as ε → 0, these estimators become arbitrarily close to the corresponding unobservable estimatorsX ε andK ε X (u), at the following uniform speeds
Theorem 1 establishes a relationship between the mean and covariance estimators based on the observable and unobservable data. Therefore, this theorem reduces the analysis of L 2 -consistency for observable sub-sampled estimators (9), (11) , (12) to the L 2 -consistency analysis for the subsampled empirical estimators (13) , (14), (15) based on the unobservable X t .
Proof. We extend a proof from [2] . The uniform bounds on the L 4 -norms of Y ε t − X t , X t 4 , Y ε t 4 are preserved by convex linear combinations, which yields the uniform bounds
Let V, W, V ′ , W ′ be four random column vectors with values in R m , with L 4 -norms inferior to ν, and verifying
Due to (3), the norms
Hence, the random matrices V W * and V ′ (W ′ ) * verify
The bound (20) can be applied when V, W, V ′ , W ′ are replaced byȲ ε , τȲ ε ,X ε , τX ε , respectively, and this yields
The bound (20) and relation (17) similarly show that
for all n, ∆, κ. Convex combinations preserve this uniform L 2 -bound, and hence
By definitions of the estimatorsK ε Y (u) andK ε X (u), the inequalities (21) and (23) conclude the proof of the theorem.
L 2 -consistency of Unobservable sub-sampled Moments Estimators
Since Theorem 1 establishes a connection between the estimators computed using the observable and unobservable data, we now focus out attention on the consistency results for sub-sampled empirical estimators based on the unobservable X t . This will require assuming a fast enough asymptotic decorrelation speed for the process X t . Next, we give the precise definitions and state some results about the decorrelation speed of the unobservable limiting process X t .
Decorrelation Rates for fourth Order Moments
Definition 5. We call "integrable decorrelation rate" any continuous and decreasing function f (T ) > 0 of T > 0 such that
The two most widely used decorrelation rates are the exponential f (T ) = e −βT and the polynomial F (T ) = T −α (with α ≥ 2) rates. Here we give a general definition, but the results presented below hold true for both particular decorrelation rates, since both functions satisfy the definition in (24) . Further on, T will be the time gap T = min v∈V,u∈U (v − u) separating two time intervals U and V for which this minimum is positive. Definition 6. Consider a weakly stationary process X t taking values in R r and having uniformly bounded moments of order 4. For any time interval U ⊂ R + , denote by F U the set of all random variables of the form X s (i) or X s (i)X t (j) for arbitrary times s, t ∈ U and coordinates 1 ≤ i, j ≤ r. We shall say that X t has second order moments with an integrable decorrelation rate if there is a fixed integrable decorrelation rate f (T ) such that for any time intervals U and V separated by a time gap T > 0, and for any random variables G ∈ F U and H ∈ F V one has the bound
The definition (25) imposes requirements on the decay rate of both, second, third, and fourth moments of the process X t . The main requirement of this definition is that all these moments decay at an integrable decorrelation rate as the time-gap increases. In the case of the exponential decay rate, requirements for the second and fourth moments reduce to the following two formulas
where s, t, u, v > 0, t > s, and i, j, p, q denote the coordinates of the vector-valued process X t . It can be easily checked that a constant mean shift preserves the decorrelation rate. In particular, for any fixed vector z ∈ R r , a weakly stationary process X t ∈ R r has 2nd order moments with integrable decorrelation rate f (T ) if and only if X t + z has integrable decorrelation rate cf (T ) for some positive constant c = c(z).
As the time lag T → ∞, the decorrelation hypothesis (25) implies that all the covariances K i,j (T ) = Cov(X t (i), X t+T (j)) decay to zero at the rate f (T ). The converse is, of course, not true for generic weakly stationary processes since the decay of low-order moments does not guarantee the decay of higher moments for non-Gaussian processes. However, when X t is a Gaussian process for which covariance matrices K(u) decay to zero at rate f (u), then X t necessarily has 2nd order moments with decorrelation rate proportional to f , as can be seen from the classical formula
where the four random variables Z m are centered and jointly Gaussian with covariances σ m,n .
The decorrelation condition (25) also has a connection with a more familiar classical mixing condition. Let F(U ) be the set of random variables measurable with respect to the sigma-algebra generated by all the X s with s ∈ U . To extend (25) to random variables G ∈ F(U ) and H ∈ F(V ) it is necessary to require a stronger "mixing" property for X t . Recall that when X t is an ergodic and strictly stationary process having the φ-mixing property (see, for instance, [9] for a recent survey), there is a fixed decay rate φ(T ) > 0 and φ(T ) → 0 as T → ∞, such that for any time intervals U and V separated by a time gap T > 0, and for any pair of events A, B verifying 1 A ∈ F(U ) and 1 B ∈ F(V ) one has
Provided the X t are in L 4 , these uniform dependency decay rates will typically imply the validity of our condition (25) for some decorrelation function f (T ) deduced from φ(T ).
Accuracy of Unobservable sub-sampled Empirical Covariance Estimators
In this section we analyze the L 2 -consistency of the unobservable sub-sampled empirical estimators of the mean and covariance matrices. We demonstrate that the decorrelation conition in (25) plays a crusial role in proving the consistency of the unobservable estimators. This result is presented formally as the following theorem.
Theorem 2. Let X t ∈ R r be a weakly stationary vector valued process with uniformly bounded L 4 -norms X t 4 ≤ ν and satisfying the decorrelation condition in (25) . Fix an arbitrary adaptive sub-sampling scheme ∆(ε), N (ε) verifying conditions in section 4.1. LetX ε be the (unobservable) sub-sampled empirical estimators of the mean based on the process X t defined by (13) 
where c and d depend only on ν and I(f ) = +∞ 0 f (T )dT . In particular, for ε small enough, one can take c = (7rI(f )) 1/4 and d = 3rI(f ).
Moreover, letK ε X (u) be the (unobservable) sub-sampled empirical estimators of K(u) (covariance matrices of the process X t ) as defined by (15) and assume that K(u) are locally Lipschitz functions of the time lag u ≥ 0. Then as ε → 0, the matricesK ε X (u) converge in L 2 to the true covariances K(u) and for any fixed A > 0, the following L 2 -bounds hold for all 0 ≤ u ≤ A and all
where λ = λ(A) is a Lipschitz constant of K(u) on the interval 0 ≤ u ≤ A and γ is a constant determined explicitly by A, ν, r, I(f ). For ε small enough one can take γ = 8 rI(f )+2.5ν 2 √ A + 1.
Proof. In order to correctly handle matrix estimators, and to keep precise track of constants, the proof of this theorem requires the meticulous use of fairly natural techniques. At first reading, these detailed steps can be skipped, so we prefer to give the full proof in the appendix A.
Since our goal is to study the behavior of estimators as ε → 0, we introduce a short-hand notation for the similarity behavior for any two functions of ε. In particular, whenever lim ε→0 a(ε)/b(ε) is a finite strictly positive constant, we will write a ∼ b.
Theorem 2 does not impose any restrictions on the behavior of N and ∆ as ε varies. In fact, the bound (27) is valid for any N and ∆, regardless of the sub-sampling scheme. Therefore, we can use the result of Theorem 2 to discuss the selection of the optimal sub-sampling scheme to achieve the optimal bounds on the L 2 -convergence of the unobserved covariance estimators. This result is presented next in Proposition 2 and the optimal sub-sampling scheme is formulated as a scaling law for both, N (ε) and ∆(ε).
Proposition 2. Consider a weakly stationary vector valued process X t and an adaptive subsampling scheme ∆(ε), N (ε) verifying the assumptions of the preceding Theorem 2. Let S ∼ N ∆ be the "observation time span" required to evaluateK ε X (u). Let us define the following sub-sampling scheme for ∆ and N
Then the sub-sampled covariance matrix estimatorsK ε X (u) converge to the true K(u) at the following uniform L 2 -convergence speed, valid for all 0 ≤ u ≤ A and all ε > 0
where C is a constant determined by A, I(f ), ν. Moreover, the uniform bounds on the L 2 -errors for the covariance matrix estimators given by (29) are, up to multiplicative constants, the best asymptotic L 2 -bounds obtainable under the generic assumptions of Theorem 2.
Proof. Impose 0 ≤ u ≤ A for some fixed A.
, provided by (27) in the preceding theorem. For each ε > 0, the bound B(ε) can be minimized in ∆ for each N , and reaches its minimum B min (ε) for the ∆(ε) given by
The observation time span S ∼ N ∆ then verifies S ∼ N (ε) 2/3 and the bound (27) implies that for all 0 ≤ u ≤ A and all ε > 0
To check that the bound (N ∆) −1/2 cannot be improved under the hypotheses of Theorem 2, one simply needs to construct classes of processes X t verifying all the hypotheses of Theorem 2, and such that the choice ∆ ∼ N −1/3 implies for each u the equivalence
Indeed, in dimension one, given any continuous and piecewise C 1 positive definite function K(u), such that |K(u)| ≤ f (u) where f (u) is continuous decreasing and integrable, there is a strictly stationary centered Gaussian process X t ∈ R with covariances K(u) (see [29] for the discussion and references). Thus, the 2nd order moments of X t must then have integrable decorrelation rate proportional to f . Moreover, for any adaptive sub-sampling scheme of the form (28), the sub-sampled covariance estimatorsK ε X (u) do achieve L 2 -errors of estimation which are actually equivalent to (N ∆) −1/2 . Results of this kind have been pointed out in the literature for Gaussian processes. In particular, the Ornstein-Uhlenbeck process
provides an example of such behavior. Please note, that the optimality of the bound in (30) depends only on the properties of the limiting process X t and the Ornstein-Uhlenbeck process provides one of the simplest examples where this bound is achieved by the empirical covariance estimators. This analysis and the detailed analysis of the approximating process given by the Smoothed OrnsteinUhlenbeck process
have been carried out in [4, 5] .
Accuracy of sub-sampled Moments Estimators under Indirect Observability
Previous sections established the overall indirect observability framework and major results for the unobservable process. Next, we build on these results and conclude our theoretical study by considering the behavior of the empirical estimators computed from the observable data. Thus, to study L 2 -consistency for observable sub-sampled covariance matrices estimators in our indirect observability setup, we will combine Proposition 2 and Theorem 1. These results are formally presented as several consequent theorems in this section.
Theorem 3. Consider vector valued processes X t ∈ R r and Y ε t ∈ R r verifying the indirect observability hypotheses in sections 2.2 and 2.3. Let ρ(ε) be the uniform speed of convergence for the L 4 -norms, i.e. Y ε t − X t 4 ≤ ρ(ε) → 0 as ε → 0. Let ν be a uniform upper bound for all the L 4 norms X t 4 and Y ε t 4 . Assume, moreover, that the 2nd order moments of the process X t have integrable decorrelation rate f (T ). Fix an adaptive sub-sampling scheme ∆(ε), N (ε) with sub-sampling time step ∆(ε) ∼ N −1/3 (ε) and the number of observations N (ε) → ∞ as ε → 0. Define the associated observable sub-sampled empirical mean and covariance matrices estimators Y ε andK ε Y (u) by (9), (12), respectively. Then, as ε → 0, these estimators converge in L 2 to the true mean µ and covariance matrices K(u) of the process X t . For any fixed A > 0 one has the uniform L 2 -speeds of convergence
where c and d are constants determined by A, ν and I(f ) =
Proof. The bound in (31) is a direct consequence of the bounds obtained for K ε Y (u) −K ε X (u) 2 and K ε X (u) − K(u) 2 in Theorem 1 and the Proposition 2 and the application of the triangle inequality. Same arguments can be used to demonstrate the bound in (32).
The particular form of ρ(ε) is of course specific to the pair of processes X t and Y ε t , so that in each concrete application, one needs to explicitly evaluate ρ(ε). One goal of this paper is to develop a generic indirect observability framework in which the speed ρ(ε) explicitly determines optimal sub-sampling schemes for collecting observable data. Indeed, Proposition 2 shows that the scaling ∆(ε) ∼ N −1/3 (ε) between the sub-sampling time-step ∆(ε) and the number of observations N (ε) is essential to minimize the L 2 errors of estimation for unobservable empirical covariances. Once this scaling is imposed, these errors still depend on N (ε). In the following theorem, we indicate how to choose N (ε) to complete the construction of optimal sub-sampling schemes. The key point is to balance the right-hand side terms of (31) and (32).
Theorem 4. Consider vector valued processes X t ∈ R r and Y ε t ∈ R r satisfying all the assumptions in Theorem 3. Consider the set E of all observable sub-sampled covariance matrices estimatorsK ε Y (u) derived from adaptive sub-sampling schemes ∆(ε), N (ε) verifying ∆(ε) → 0 and N (ε)∆(ε) → ∞. Then among all the estimators in E, the best achievable L 2 -speeds of convergence to the true K(u) are equivalent to ρ(ε) up to a multiplicative constant.
Moreover, let S ∼ N ∆ be the observational time span necessary to evaluateK ε Y (u). To achieve optimal L 2 -speeds of convergence uniformly for all time lags 0 ≤ u ≤ A and to simultaneously minimize the rate at which S ∼ N ∆ → ∞, one can implement the following optimized adaptive sub-sampling scheme:
which also implies S ∼ N (ε)∆(ε) ∼ ρ −2 (ε). Then, the observable sub-sampled estimatorsȲ ε and K ε Y (u) converge in L 2 to the true mean µ and covariances K(u) of X t at the following optimal speeds
where the constant C and D are determined by A, ν, I(f ).
Proof. Taking To show that L 2 -speeds of convergence is proportional to ρ(ε) cannot be generically improved for observable sub-sampled covariance matrix estimators in the class E, consider any one dimensional centered Gaussian process X t with preassigned covariance function K(u) assumed to be piecewise C 1 and to decay at an integrable rate f (u) as u → ∞. Let Z be any centered Gaussian random variable with variance one and decorrelated from all the X t . Select any function ρ(ε) → 0 as ε → 0. Define then Y ε t = X t + ρ(ε)Z . Then Y ε t − X t 4 is equal to 3ρ(ε) and all the hypotheses of theorem 3 are satisfied. Moreover, Y ε t is a centered Gaussian process with covariances E[Y ε t Y ε t+u ] = K(u)+ρ 2 (ε). Then, for any adaptive sub-sampling scheme N (ε), ∆(ε) the norm h(ε) 2 
can be expressed explicitly in terms of N, ∆, ρ and K(u). It is then fairly easy to check that one always has lim inf ε→0 h(ε)/ρ(ε) > 0. Since we already know that the optimized explicit subsampling scheme (33) does yield h(ε) ∼ ρ(ε), this class of specific Gaussian examples demonstrates the optimality for the speed of convergence.
Comments on Theorem 4. The optimal sub-sampling scheme provided by the last theorem aims to simultaneously minimize the number N (ε) of observations as well as the sum of the L 2 errors of estimation given by (31) and (32). Note that minimizing N is equivalent to minimizing the observational time-span N ∆, since the sub-sampling time-step ∆, was previously constrained by ∆ ∼ N −1/3 . If we were simply concerned with minimizing the sum of L 2 errors of estimation, then N should be taken as large as possible to ensure that in (31) and (32) one has O((N ∆) −1/2 ) << O(ρ(ε)). However, this would not improve asymptotic performance of estimators as ε → 0, since the O(ρ(ε)) terms would then dominate the L 2 errors. In our generic indirect observability framework, we now present a broad existence theorem for consistent parameter estimators based on observable data.
Theorem 5. Let X t ∈ R r be a weakly stationary vector valued process with X t 4 uniformly bounded, with 2nd order moments having integrable decorrelation rate, and with lagged covariance matrices K(u) locally Lipschitz in u. Assume that µ = E(X t ) and K(u) are C 1 functions of an unknown parameter vector θ belonging an open set Θ ⊂ R p . Assume that among all the moments µ i and K i,j (u) with i, j ∈ [1 . . . r] and u ≥ 0, one can find p specific moments Ψ 1 (θ), . . . , Ψ p (θ) such that the vector Ψ(θ) = [Ψ 1 , . . . , Ψ p ] determines uniquely the unknown parameter vector θ, the C 1 -function Ψ : Θ → R p has non-zero Jacobian determinant.
Let Y ε t ∈ R r be vector valued processes converging uniformly to X t in L 4 as ε → 0. Then there exist estimatorsθ ε of θ based on the observable process Y ε t andθ ε → θ in probability as ε → 0.
In fact, one can construct a numerically computableθ ε as follows. Letμ ε andK ε Y (u) be the L 2 -consistent observable estimators of µ and K(u) computed from the observable data generated by Y ε t with the optimized adaptive sub-sampling scheme in (33). Each one of the moments Ψ 1 , . . . , Ψ p can then be estimated by either a coordinate ofμ ε or a coefficient ofK ε Y (u) for some u. This provides an explicit L 2 -consistent observable estimatorΨ ε Y ∈ R p of the vector Ψ(θ). Then, denoting by Φ : R p → Θ the inverse of the function Ψ, one can estimate θ consistently in probability aŝ
Proof. The proof follows directly from Theorem 4 and Proposition 1.
Examples of indirectly observable processes X t driven by a system of SDEs
Although the main emphasis of the paper is on developing the theoretical framework for estimation under indirect observability, in this section we would like to present several examples of multi-dimensional diffusions X t naturally associated to indirect observability frameworks and the approximating processes, Y ε t . Our key assumptions require X t to be weakly stationary, with locally Lipschitz correlation functions and bounded 4th moments. Moreover, another important property of the unobservable process X t required to prove L 2 consistency of unobserved empirical mean and covariance estimators is the decay of the fourth order moments, as specified in equation (25) . Published literature does not provide generic conditions on SDEs coefficients which would guarantee that the diffusion X t driven by these SDEs verifies our key assumptions. The transition probability density p(t, x, y) of X t typically satisfies a parabolic partial differential equation extensively discussed in the literature (see [13, 16, 18] ), and quite relevant exponential decay bounds for p(t, x, y) as t → ∞ are given in [1, 10, 23, 27] , but more precise information on p(t, x, y) is needed to validate the integrable decorrelation rates of equation (25) . Here we do not attempt to solve these technical questions for general classes of diffusion processes. Instead, we will simply list a few interesting examples of diffusions for which our assumptions can either be directly verified, or are quite plausibly conjectured to be true, as can be also tested by numerical simulations.
Gradient Diffusions. M. Hairer discusses the "gradient diffusions " in section 7.1 of [14] dX t = −∇Q(X t )dt + σdW t , where Q(x) is a smooth "potential" defined for x ∈ R r , and σ is a constant r × r matrix. In addition, it is also assumed that potential behaves as a polynomial, i.e. Q(x) ∼ |x| 2k at x = ±∞ such that there are constants c, C, k such that
where D denotes differentiation operator. Under these conditions, [14] proves that the probability distribution of X t given X 0 = x converges to the stationary probability distribution of X t at an exponentially fast speed as t → ∞, and that X t verifies the classical Doeblin property. Results of [14] imply the exponentially fast decorrelation
where c > 0 is a constant, but only for bounded random variables G, H of the form G = φ(X s )ψ(X t ) and H = Φ(X u )Ψ(X v ) with s ≤ t < t + T ≤ u ≤ v. Due to the Aronson bounds [1] on transition densities, this decorrelation inequality can be extended to G = X s X t and H = X u X v so that the "gradient diffusions" X t provide a class of stationary diffusions verifying our assumptions on the unobservable process X t . Whenever a given process X t verifies our assumptions on the unobservable process, the simplest example of observable process Y ε t associated to X t is given by the smoothing operator, i.e.
Such observable processes are typically generated by sensors recording short-term averages of high frequency input data. See [4] for a detailed study of this case when X t is a Gaussian diffusion.
Volatility Processes and Heston joint SDEs. A striking example of indirect observability is quite ubiquitous in stochastic modeling of joint price and volatility of stockmarket data. The well known Heston model (see [15] ) links the price S t and the volatility V t of an asset by parametrized joint SDEs of the form
where the unknown positive parameters µ, κ, θ, σ need to be estimated from for the asset price data S t only, since the squared instantaneous volatility V t is not directly available, and plays the part of our unobservable process X t ≡ V t . In our indirect observability framework, volatility approximations Y ε t based either on prices S t or on observed option prices become the observable processes. A classical volatility approximation is the "realized volatility" given by the sum of squared returns
where t k − t k−1 = ε and the window size M = M (ε) is user selected. The L 2 convergence of realized volatility to instantaneous volatility as ε → 0 is studied in [7, 8] . We have proved that the pair (Y ε t , V t , ) verifies all the hypotheses of our indirect observability framework, and we have completed a detailed analysis of parameter estimation under indirect observability for Heston model above. These results will be published in [3] (see also [28] ).
Averaged Multiscale Stochastic Systems. Consider a "slow-fast" joint SDEs system (see [26] for overview and references) parametrized by the scale parameter ε and given by
where W 1 (t) and W 2 (t) are two independent Brownian motions and the coefficients a, b, c, d are bounded smooth functions of x, y. Note that the diffusions x t , y t actually depend on the scale parameter ε. Assume that for any fixed x, the "fast" SDE driving y t has a stationary distribution µ(y|x) verifying E µ a(x, y) = 0. Then under mild complementary conditions on a, b, c, d, the process x t converges in probability to the "reduced dynamics"
where A = E µ a(x, y) and BB * = E µ bb * . Convergence in probability implies L 4 convergence for variables bounded in L 4 ; indeed L 4 convergence of x t to X t is proved in [26] for periodic coefficients and x t , y t on a torus. In practical applications, one essentially wants to parametrize the slow asymptotic SDE (39) driving the unobservable process X t , and the only realistically accessible data are generated by the process x t , since for small ε the y t data are too noisy to be reliably acquired.
Hence the slow process x t plays the role of the observable process Y ε t . There are many practical applications when A(X t ) has polynomial nonlinearities. When X t is one-dimensional this trivially corresponds to the case of gradient diffusions discussed earlier in this section. For multi-dimensional X t one can conjecture that the mixing rates for the process X t must obey exponential decay unless equation (39) possesses some unusual properties (e.g. special symmetries or existence of conserved quantities). Therefore, it is quite reasonable to expect exponential convergence to the equilibrium distribution and, thus, exponentially fast decorrelation rates for the fourth moments. Moreover, exponentially fast decorrelation rates have been demonstrated numerically in many practical examples. Therefore, we expect that our assumptions on the unobservable and observable processes will be satisfied for many multiscale examples of the form (39) and (37), respectively.
Conclusions
We have presented here a unified framework for consistent parameter estimation of the process X t from sub-sampled indirect observations Y ε t when Y ε t → X t as ε → 0 and the limit process X t is not observable. This extends our earlier work [2, 4, 5] to the case of non-Gaussian stationary processes X t . Our main results are summarized in section 6. In particular, we provide practical recipes for constructing consistent parameter estimators (based on the observable Y ε t ) for the stochastic model driving the unobservable X t . These estimators involve optimally sub-sampled covariance estimators for Y ε t . We explicitly specify optimal choices for the sub-sampling time step ∆(ε) and the number N (ε) of observations in terms of the L 4 distance ρ(ε) = ||Y ε t − X t || 4 (see equation (33)). Our work also points out the pragmatic impact of computational methods enabling fast evaluation of ρ(ε) for a fixed but unknown ε. Such estimates will provide useful guidelines to determine nearly optimal sub-sampling schemes, as well as for computing approximate error bars on parameter estimators. We will study numerical examples with non-Gaussian X t in subsequent papers.
Our approach outlines a robust mathematical framework to rigorously derive efficient parameters estimation from indirectly observable data. In particular, we cover many practical situations where the unobservable limit process X t is driven by a system of SDEs of known structure but parametrized by an unknown vector of parameters (see section 7). A typical example is the Heston model for joint SDEs driving the price and volatility of stock market assets, where the observable Y ε t is the realized volatility and X t is the unobservable instantaneous volatility. For Heston models, our approach has enabled the construction of consistent parameter estimators based on optimally subsampled realized volatility data; details will appear in a forthcoming paper.
In most applied cases, the unobservable stationary process X t = lim ε→0 Y ε t has covariance matrices K(u) = Cov(X t , X t+u ) which decay to 0 exponentially fast as u → ∞. However, one of the main assumptions in our theory concerns the decay of fourth moments for the unobservable process X t (see (25) ). Although this assumption is formally stronger than the decay of second moments, it is plausible to expect that in most practical situations one encounters exponentially fast mixing and, thus, exponential convergence to the stationary distribution. Therefore, we expect that this assumption will be satisfied for most practical systems with exponentially decaying second moments.
We demonstrated that the main factor which determines the L 2 asymptotic behavior of parameter estimators is the L 4 speed of convergence ρ(ε) = ||Y ε t − X t || 4 . Moreover, we also show that our sub-sampled observable covariance matrix estimators have, up to some multiplicative constant c, the same L 2 -speeds of convergence cρ(ε). Hence for integrable decorrelation rates, the actual rate f only affects the constant c via the integral I(f ).
In this paper we focus on the class C 2 of parameter estimators which are smooth functions of sub-sampled empirical 1st and 2nd order moments of the observable process Y ε , because C 2 is generally broad enough to provide efficient consistent estimators for model parameters. Our results in this paper can be extended to the class C q of smooth functions of moments of order 1, 2, . . . , q, with q > 2, under appropriate (but much heavier) assumptions on the decorrelation rate and boundedness of moments of order 2q. But since high-order moments estimators are often quite sensitive to noise in the observational data, accurate estimation of higher-order moments typically requires much larger data samples. Therefore, to preserve estimators robustness, we have deliberately restricted our parameter estimators to be in the class C 2 .
In this paper we consider estimation with non-vanishing time lags. This corresponds to the situation where each time lag u > 0 is selected and fixed beforehand and does not depend on ε. This implies, that for each time lag u > 0, our sub-sampled estimators of covariance matrix K(u) involve empirical covariances of the sub-sampled data Y ε n∆ computed with k(ε, u)∆(ε), such that k(ε, u)∆(ε) → u > 0 as ε → 0. We deliberately avoided parameter estimators based on empirical covariances with vanishing time lags u(ε) → 0 as ε → 0, since our study of Gaussian diffusions X t in [2, 4] indicated that covariance estimators with non-vanishing time lags were more robust to data perturbations than covariance estimators with vanishing time lags.
Our indirect observability study has strong practical consequences for a broad range of applications. For instance, to analyze numerical datasets generated by complex multiscale dynamics such as atmospheric or ocean evolution models, one can artificially insert a small parameter ε into the model to further accelerate the fast variables and numerically analyze (as ε varies) the behavior of estimators for key parameters of the slow dynamics. This computer intensive version of our approach should yield both an effective optimal sub-sampling scheme and the associated approximate error bars for our parameter estimators. We will present detailed actual examples in further publications.
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A L 2 -consistency for unobservable moments estimators
In this appendix we present a detailed proof of theorem 2, which addresses the L 2 -consistency results for the unobservable sub-sampled empirical estimatorsX ε andK ε X (u) of means and covariances. The hypotheses and notations are those of Theorem 2. Replacing X t by the centered process X t − µ and setting µ = 0 does not affectK ε X (u) and K(u), and replacesX ε − µ byX ε . This represents a trivial change in the proof and, therefore, we present the proof for the case where X t are centered and µ = 0.
Step 1. Sums of decorrelations. For all D > 0 and j ≥ 1 one has Df (jD) ≤ jD (j−1)D f (T )dT since the decorrelation rate f (T ) is decreasing. This implies that
Next, define the function g(q, D) for all integers q ≥ 2 and all D > 0 by
Due to (40), the following inequality holds for all D > 0 and q ≥ 2
Step 2. Sub-sampled empirical means converge in L 2 . Fix an integer coordinate index j ∈ [1 . . . r]. Denote the j-th coordinates of X n∆ and of the empirical mean estimatorX ε by
After introducing the notation s 2 j = E(U 2 n ), this implies
Applying the decorrelation hypothesis (25) and the relations (41), (42), we obtain
In addition, the definition of the L q -norm also implies s j ≤ X t 2 ≤ X t 4 = ν. Hence, (43) implies
The inequality X ε 2 ≤ √ r max j X ε (j) 2 , due to the basic property of the norm in (2), then yields
Since ∆(ε) → 0 this proves the L 2 -bound in (26) when X t is centered and, hence, in general.
Step 3. Sub-sampled empirical means converge in L 4 . Basic algebra yields the identities
where the sums S 1 , S 2 , S 3 , and S 4 are defined by
Due to the assumption that the L 4 norm of X t is bounded uniformly by ν, one clearly has |E(S 1 )| ≤ N ν 4 and |E(S 2 )| ≤ 4N 2 ν 4 . Since we are considering the centered process X t , E(U n ) ≡ 0, and for a < m < n the decorrelation hypothesis implies
Similarly, it is also possible to show that
These bounds and definition (41) yield (for N ≥ 3) Therefore, due to (42) we obtain for N ≥ 4
Finally, the bounds on |E(S k )|, and equation (44) then entail
for some explicit constant C, since N (ε) → ∞ and ∆(ε) → 0 with N (ε)∆(ε) → ∞. In particular for ε small enough, one can clearly take C = 7I(f ). Therefore, equations (2) which proves the L 4 -bound in (26) .
Step 4. Convergence of empirical covariance matrices estimators. Let us introduce the following short-hand notations V n = X n∆ and
From the definition (15), the covariance matrix estimatorsK ε X (u) can be rewritten aŝ 
By the construction of κ(u, ε), the "discrete" lag κ∆ is close to continuous lag u and the difference is bounded by ∆, i.e. |κ∆ − u| ≤ ∆. Since the true covariance matrices K(u) are locally Lipschitz, there is a constant λ = λ(A) such that for all 0 ≤ u ≤ A and all ε > 0 the following deterministic inequality holds K(u) − K(κ∆) ≤ λ|u − κ∆| ≤ λ∆.
Next, we compare the term W N in the expression for the covariance estimator (49), with the true covariance matrix K(κ∆) evaluated at the "discrete" lag κ∆. Since X t is stationary, we have K(κ∆) = E(V n V * n+κ ) for all n, and formula (48) implies that
For any two coordinates i, j ∈ [1 . . . r] denote T n = V n (i) and U n = V n (j) as the i-th and j-th coordinates of V n , respectively. In addition, we also define 
For (m, n) ∈ Q + , the decorrelation rate of the 2nd order moments yields
Thus, relation (53) and inequalities (54), (55) imply
Easy algebra transforms the double sum above into 
Using the expression forK ε X (u) in (49) and the triangle inequality we can write
Therefore, combining the three bounds in (51), (52), and (57), we obtain that for all ε > 0 and all
where Γ = 2C 2 + r 2I(f ) + 6(A + 1)ν 4 1/2 + 4(1 + A)ν 2 √ N ∆ .
Moreover, for ε small enough, we can take C 2 = 7rI(f ) as discussed in Step 2, and 4(1 + A)ν 2 (N ∆) −1/2 will become much smaller than rI(f ). Therefore, for ε small enough, one has (using √ a + b ≤ √ a + √ b) a simplified expression for the constant Γ Γ ≤ γ = 8 rI(f ) + 2.5ν
This concludes the proof of Theorem 2.
