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DIMENSION AND MEASURE OF SUMS OF PLANAR SETS AND CURVES
KÁROLY SIMON AND KRYSTAL TAYLOR
ABSTRACT. Considerable attention has been given to the study of the arithmetic sum
of two planar sets. We focus on understanding the measure and dimension of A+Γ :={
a+ g : a ∈ A, g ∈B}when Γ is a piecewiseC 2 curve and A ⊂R2. In this case the natural
guess is that
(a): If dimH A ≤ 1 then dimH(A+Γ)= dimH A+1,
(b): If dimH A > 1 thenL 2(A+Γ)> 0.
We verify that both (a) and (b) hold when Γ has non-vanishing curvature and give ex-
amples that neither (a) nor (b) need hold when Γ is a polygon. In the critical case when
dimH A = 1 we point out thatL 2(A+S1) = 0 if and only if A is an irregular 1-set (such
as the four-corner set). In particular, if we throw a circle randomly on the plane, it does
not intersect the four-corner Cantor set almost surely, see Corollary 2.3 part (a).
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1. INTRODUCTION
1.1. The theme of the paper. Given a set A ⊂R2, we study the set of points which are at
a distance 1 from at least one of the elements of A, where “distance" refers to either the
Euclidean distance or some other natural distance on the plane. This set is A+S1, where
S1 is the unit circle in the given distance. In fact, we consider piecewise C 2 curves Γ in
addition to S1, and we investigate the following questions: under which conditions is
the
(Q1): 2-dimensional Lebesgue measure of A+Γ is positive?
(Q2): Hausdorff dimension of A+Γ the maximum of 1+dimH A and 2?
The novelty in our approach is that we introduce a 1-parameter family of Lipschitz
maps {Φα}α∈J , where J is an interval, `α is the vertical line at x = α, and Φα : A → `α.
This family {Φα} is defined in such a way that
• Although ∪a∈AΦα(A)( A+Γ, but essentially A+Γ is equal to ∪a∈AΦα(A).
• {Φα}α∈J satisfies the so-called transversality condition. That is, the intrinsic na-
ture of the family {Φα}α∈J is similar to that of the family of orthogonal projec-
tions on the plane. This makes it possible to invoke a number of results and
methods from fractal geometry when we study questions (Q1) and (Q2).
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This work is continued in [11] where we investigate the existence of an interior point
of sumsets of similar nature considered in this paper. Before we state our main results,
we collect some of the most important notation:
Definition 1.1. (1) Let A ⊂R2, then A◦ is the interior of A.
(2) A Cantor set is a totally disconnected perfect set (a compact set which is identi-
cal to its accumulation points).
(3) Symmetric Cantor sets Cγ (see [9, Section 8.1]). For γ ∈ (0,1), Cγ ⊂ [0,1] is de-
fined as follows: We iterate the same process that yields the usual middle-third
Cantor set with the difference that we remove the middle-1−2γ portion of every
interval throughout the construction. Then we get
(1.1) Cγ =
{
(1−γ)
∞∑
k=1
akγ
k−1 : ak ∈ {0,1}
}
.
That is the so-called middle d Cantor set is C1−2d . In particular C1/3 is the usual
middle-third Cantor set.
(4) We write
(1.2) C (γ) :=Cγ×Cγ.
In particular, C (1/4) is called the four-corner Cantor set.
1.2. Main results. The behavior of A+Γ is conspicuously different when the piecewise-
C 2 curve Γ is has non-vanishing curvature and when Γ is a polygon.
1.2.1. Main results when Γ has non-vanishing curvature.
(1) In Theorem 2.1, we prove that if dimH(A)> 1 thenL 2(A+Γ)> 0 and if dimH A ≤
1 then dimH(A+Γ) = 1+dimH A. (In the special case when Γ = S1, this result
was previously proved by Wolff in [17] and [15]; see Theorems 1.3 and 1.5. We
provide a significantly simpler proof.)
(2) In Theorem 2.2, we study the L 2-measure of A+ S1 in the critical case when
A is a so called 1-set (having positive and finite H 1-measure). In this case the
Hausdorff dimension of A+S1 is 2 as (we saw above) therefore it is interesting
to ask if L 2(A+S1) > 0. We proof that this happens if and only if A contains a
regular (rectifiable) set of positive H 1-measure. For instance, this implies that
L 2(C (1/4)+S1)= 0, where C (1/4) denotes the four-corner set.
Remark 1.2. What we know about the set C (γ)+S1 is as follows:
(1) if γ< 14 then dimH
(
C (γ)+S1)= 1−2 log2logγ . (See Theorem 2.1 ).
(2) if γ= 14 then dimH
(
C (γ)+S1)= 2 butL 2 (C (γ)+S1)= 0. Corollary 2.3).
(3) if γ> 14 thenL 2
(
C (γ)+S1)> 0. (See [17, Corollary 3] and also see 2.1).
(4) if γ≥ 13 then
(
C (γ)+S1)◦ 6= ; (see [11, Theorem 2.7] ).
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We do not know if there are γ ∈ (14 , 13)with (C (γ)+S1)◦ 6= ;.
1.2.2. Main results when Γ is a polygon. Let Nθ be the angle θ rotation of the perimeter
of [0,1]2.
(1) For every polygon Γ, we can find sets A and B with dimH A < 1 and dimH B > 1
such that dimH(A +Γ) < 1+ dimH(A) and L 2(B +Γ) = 0 (Theorem 3.2.). C.f.
Theorem 2.1.
(2) Let C (1/4) denote the four-corner set. We prove in Theorem 3.5:
• If tanθ 6∈Q, then dimH(C (1/4)+Nθ)= 2 butL 2(C (1/4)+Nθ)= 0,
• There are infinitely many angles θ such that dimH(C (1/4)+Nθ) < 2, (al-
though dimH C (1/4)= 1),
• there are infinitely many angles θ such that (C (1/4)+Γ)◦ 6= ;.
1.3. History and motivation. Let S(a,r ) denote the circle in the plane with center a
and radius r , and identify the set of all such circles withS =R2× (0,∞). Given a collec-
tion of circles E ⊂S with dimension greater than 1, it is reasonable to hypothesize that
since a given circle has dimension 1, then the union over circles in E has dimension 2.
In 1987, Marstrand [7] proved that if A ⊂R2 is a set of positive Lebesgue measure, and
if r :R2 → (0,∞), then the set ⋃
a∈A
S(a,r (a))
cannot have zero Lebesgue measure. This preliminary result holds in higher dimen-
sions as a consequence of the Stein spherical maximal theorem [13] established by Stein
for d ≥ 3 and by Bourgain [1].
A considerable strengthening of Marstrand’s result was proved by Wolff in 2000 [17],
and a higher dimensional analog was provided by Oberlin [10] in 2006.
Theorem 1.3 (Wolff d = 2, Oberlin d ≥ 3). Given E ⊂Rd×R+ satisfying dimH E > 1. Then
L d
( ⋃
(a,ρ)∈E
S(a,ρ)
)
6= 0,
whereL d (·) denotes the Lebesgue measure.
As a corollary, we obtain that
Corollary 1.4. Let A ⊂Rd , d ≥ 2, be compact. If dimH A > 1, then
L d
(
A+S1)> 0.
In Theorem (2.1) (a), we show that dimH(A)> 1 suffices to conclude that the Lebesgue
measure of A+Γ is positive, where Γ is an arbitrary C 2 curve with at least one point of
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non-zero curvature. The necessity of the hypotheses on Γ are considered in Theorem
(3.2) (a’).
When dimH A ≤ 1, then the dimension of the set A+S1 is at most 1+dimH A (see [3,
Corollary 7.4]). Wolff proved the reverse inequality [15, Corollary 5.4]:
Theorem 1.5 (Wolff 1997). If A ⊂R2 is a Borel set with dimH A ≤ 1 then
dimH(A+S1)≥ 1+dimH A.
In Theorem 2.1 (b), we show that S1 can be replaced by a piecewise C 2 curve (see
Definition 1.6) with at least one point of curvature. In Theorem 3.2 (b’), we prove that
non-vanishing curvature at a point is a necessary condition.
All the curves in this paper are supposed to be piecewise C 2:
Definition 1.6. We say that a curve Γ is piecewiseC 2 if there is a parametrization γ(t ) :=
(γ1(t ),γ2(t )), t ∈ [0,T ] and a partition 0 = a0 < a1 < ·· · < an = T such that γ(t ) is a C 2
curve on ti ∈ (ai−1, ai ) for every i = 1, . . . ,n and t 7→ γ(t ), t ∈ [0,L] is continuous.
A piecewise C 2 curve is piecewise linear if the curvature is zero for every t ∈ (ai−1−
ai ), for every i = 1, . . . ,n.
2. THE CASE WHEN Γ HAS NON-VANISHING CURVATURE
We simplify the proof and widen the scope of Corollary 1.4 and Theorem 1.5. More-
over, we determine ifL 2(A+S1)> 0 for a 1-set A.
The two main results in this case are as follows:
Theorem 2.1. Let Γ be a piecewise C 2 curve which is NOT piecewise linear. Then for
every A ⊂R2 we have
(a): If dimH A > 1 thenL 2 (A+Γ)> 0.
(b): If dimH A ≤ 1 then dimH(A+Γ)= 1+dimH A.
The proof of Theorem 2.1 is given in Section 4. Actually we provide two different
proofs for part (a). One of them is a Fourier analytic proof and the other is based on the
transversality method of fractal geometry. The former one is shorter, but the second
one proves both parts (a) and (b).
If E ⊂ R2 with dimH E = 1 then by part (b) of Theorem 2.1 we have dimH(E +S1) = 2.
A natural question is: under which condition can we decide if L 2(E + S1) > 0? The
remainder of this section is dedicated to this question. A particularly intresting case is
when E =C (1/4), the four-corner Cantor set.
Theorem 2.2. Let E ⊂ R2 with dimH E = 1. Further we assume that H 1|E is σ-finite.
ThenL 2(E +S1)= 0 if and only if for every rectifiable curve γ, we haveH 1(γ∩E)= 0.
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Proof is given in Section 5. We say that a set E ⊂ R2 is regular or rectifiable if H 1-
almost all of its points can be covered by a countable union of rectifiable curves. On the
other hand, E is irregular or purely unrectifiable if H 1(γ∩E) = 0 for every rectifiable
curve γ. For example a four-corner set is an irregular 1-set. As an immediate conse-
quence of Theorem 2.2 we obtain that
Corollary 2.3. Let E ⊂R2 be a 1-set (H 1-measurable and 0<H 1(E)<∞). Then
(a): L 2(E + S1) = 0 whenever E is irregular. This happens for example if E is the
four-corner Cantor set.
(b): L 2(E +S1)> 0 whenever E is regular.
Remark 2.4. In the special case when E is the attractor of a self-similar iterated function
system which contains a map with irrational rotation in its linear part, Part (a) follows
from a result of A. Farkas [4].
Another immediate corollary of Theorem 2.2 is:
Corollary 2.5. Let E ⊂ R2 be an irregular 1-set. Assume that we throw randomly a unit
circle on the plane such that the distribution of the center is absolutely continuous w.r.t.
the two dimensional Lebesgue measureL 2. Then this random circle does not intersect E
almost surely.
Proof of the Corollary. The random circle S(x,1) intersects E if and only if x ∈ E+S1. But
this happens with zero probability from Theorem 5.1. 
The proof of Theorem 2.2 is given in Sections 5.2 (for irregular E) and in Section 5.3
for the general case.
Remark 2.6. There exist a regular 1-set F ⊂R2 such that (F +S1)◦ =;.
Proof of Remark 2.6. Let F := [0,1] \Q and γ(x) :=
p
1−x2. Then it is immediate that
(F × {0})+S1)∩ (Q×γ(Q)=;.
On the other hand, (Q×γ(Q)) is dense. 
3. THE CASE WHEN Γ IS A POLYGON
In this section we always assume that Γ is a piecewise linear curve. We call it polygon.
First we establish a very close connection between the size of A+Γ and projαi (A), the
orthogonal projection on the plane to the angle−αi line. Then we use Theorems of
Besicovitch [9], Hochman [5], Kenyon [6] about the projection properties of A in various
special cases to obtain the size of A+Γ.
Lemma 3.1. Let Γ =⋃ni=1 Ii , where Ii are straight line segments and we write αi for the
angle (with the positive part of the x-axis) of Ii . Then we have:
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(a): If ∃i ,L 1
(
projα⊥i
(A)
)
> 0 thenL 1 (A+Γ)> 0.
(b): If ∀i ,L 1
(
projα⊥i
(A)
)
= 0 thenL 1 (A+Γ)= 0.
(c): If ∃i ,
(
projα⊥i
(A)
)◦ 6= ; then (A+Γ)◦ 6= ;.
(d): dimH(A+Γ)= 1+ max
i=1,...n
(
dimH
(
projα⊥i
(A)
))
.
Using this we can prove the following:
Theorem 3.2. If Γ is piecewise linear then neither (a) nor (b) of Theorem 2.1 hold. That
is
(a’): ∃A ⊂R2 with dimH A > 1 andL 2 (A+Γ)= 0
(b’): ∃A ⊂R2 with dimH A < 1 and dimH(A+Γ)< 1+dimH A.
(c’): ∃A,B ⊂R2 with dimH A = dimH B = 1 andL 2(A+S1)= 0 but (B +S1)◦ 6= ;.
Actually in both cases (a′) and (b′), we can choose A to be self-similar with strong sepa-
ration condition. That is we can find a finite list of contracting similarities {S1, . . . ,Sm},
Si :R2 →R2 such that A =
m⋃
i=1
Si (A) and Si (A)∩S j (A)=; for i , j ∈ {1, . . . ,m}, i 6= j .
The proof is given in Section 6.
3.1. The sum of the Four-corner Cantor set and Nθ. Here we always assume that Γ =
Nθ, the angle θ rotation of the perimeter of [0,1]
2. The Four-corner Cantor set is a classic
object in the plane, and whenΓ=Nθ we can completely describe the size of C (1/4)+Nθ,
for every θ. We follow Kenyon [6] (see also [9, Section 10.3].
Definition 3.3. Let m be an integer and let j0 :=max
{
j : 4 j divides m
}
. Let m∗ ∈ {0,1,2,3}
be defined by
m∗ := m
4 j0
mod 4.
That is 6∗ = 2 since 6 is not multiple of any power of 4 but 112∗ = 3 since 112 = 7 · 42
and 7 mod 4 is 3. We say that an angle θ ∈ [0,pi) is rational if tanθ ∈Q. We partition the
rational angles as follows:
Small :=
{
θ ∈ [0,pi) : tanθ = p
q
, p∗, q∗ are both odd numbers,
}
,
Big :=
{
θ ∈ [0,pi) : tanθ = p
q
, either p∗ or q∗ is an even number,
}
,
where we assumed in both of the formulas above that the greatest common divisor of p
and q is 1.
Kenyon [6] gave a full characterization of the projθ-projection of C (1/4) for all θ ∈
[0,pi):
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Theorem 3.4 (Kenyon). (a): Assume that tanθ 6∈Q thenL 1(projθC (1/4))= 0.
(b): Assume that θ ∈ Small. Then dimH
(
projθC (1/4)
)< 1.
(c): Assume that θ ∈Big. Then (projθC (1/4))◦ 6= ;.
Using this Hochman’s Theorem [5] and Lemma 3.1 we immediately obtain that
Theorem 3.5. (a): Assume that tanθ 6∈Q. ThenL 2(C (1/4)+Nθ)= 0 but dimH(C (1/4)+
Nθ)= 2.
(b): Assume that θ ∈ Small. Then dimH(C (1/4)+Nθ)< 2.
(c): Assume that θ ∈Big. Then (C (1/4)+Nθ)◦ 6= ;.
Proof is given in Section 6. Actually, in this case Pallis Takens conjecture holds: C (1/4)+
Nθ is either big in a sense that it contains some interior points or small in the sense
that is has zero Lebesgue measure but it never happens that C (1/4)+Nθ has positive
Lebesgue measure with empty interior.
4. PROOF OF THEOREM 2.1
We assume throughout that the set A is contained in [0,1]2. Indeed, one may parti-
tion the plane into countably many squares, choose one so that the intersection with A
has dimension larger than 1 (or less than one), and apply a shift. When dimH(A)= 1, we
choose A˜ so that dimH(A˜) has dimension arbitrarily close to 1.
4.1. Proof of Part (a) with Fourier analysis. The proof of Theorem 2.1 relies on the
following well known properties of the Fourier transform. Each of them are available in
Mattila’s book: [9]
• dimH(A) = sup
{
s : ∃µ ∈M (A), Is(µ)<∞,
}
where Is(µ) =
Î |x − y |−sdµ(x)dµ(y)
and M (A) is the set of non-zero, finite, Borel measures with compact support
so that spt(µ)⊂ A.
• Let µ ∈M (Rd ). If µ̂ ∈ L2(Rd ), then µ absolute continuous w.r.t. the Lebesgue
measure with L2 density.
• Let µ ∈M (Rd ) and 0< s < n. Then
(4.1) Is(µ)= γ(d , s) ·
∫
|µ̂(ξ)|2 · |ξ|s−d dξ.
• if Γ′ is a C 2 subcurve of Γwith non-vanishing curvature, then there exists a mea-
sure σ supported in Γ′ with |σ̂(ξ)| ≤ (1+|ξ|)− d−12 . If Γ′ = Sd−1 then σ is the usual
surface measure on Sd−1 (see, for instance, [14] or [16]).
Proof of Theorem 2.1 Part (a). Assume that A ⊂ Rd with dimH(A) > 1. Then for all s <
dimH(A), there exists a measure µ on A so that∫
|µ̂(ξ)|2 · |ξ|s−d dξ<∞ and spt(µ)⊂ A.
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Clearly, spt(µ∗σΓ) ⊂ A+S1. Our aim is to verify thatL eb2(A+S1) > 0. This follows if
we show that
(4.2)
∫
|µ∗σΓ(ξ)|2dξ<∞.
From the basic facts above:
(4.3)
∫
|ξ|>1
|µ∗σΓ(ξ)|2dξ≤ ∫
|ξ|>1
|µ̂(ξ)|2 · |ξ|1−d dξ∼ I1(µ)<∞.

4.2. Proof of both Parts (a) and (b) of Theorem 2.1 with the transversality method.
In the rest of the Section we prove Theorem 2.1. The idea of the proof is that we use a
variant of the so-called transversality method (see Corollary 4.1 below) as it was stated
by B. Solomyak in [12, Theorem 5.1].
4.2.1. Choosing a sub-curve Γ˜⊂ Γ. Since Γ is assumed to be a piecewiseC 2 curve which
is not piecewise linear, there exists a Γ′ ⊂ Γ such that Γ′ is a C 2 simple curve and there
is a point P ∈ Γ′ which is different from the endpoints of Γ′ such that the curvature of Γ′
at P is not equal to zero.
We consider a subcurve Γ˜ of Γ′ such that P is an endpoint of Γ˜ and the length L of Γ˜ is
very small (specified in (4.6)). For convenience, we choose the direction of coordinate
axes in such a way that the tangent line to Γ˜ at P has an angle of 3pi4 with the positive
direction of the x-axis. Fix a small h > 0 satisfying
(4.4) h < L
100
.
Now we coverR2 by disks of radius h. We can find one, let us call it B such that dimH(A∩
B) is equal to the dimH A. That is why we may assume without loss of generality that
A ⊂B and B is centered at the origin (B =B(0,h)). Namely, if the assertions of Theorem
2.1 hold for any translate of A then it also hold for A itself. Further, we arrange things
so that Γ˜ intersects the x-axis at about its mid-point.
Let r(s) = (r1(s),r2(s)), 0 ≤ s ≤ L, r(0) = P be the arc-length parametrization of Γ˜. We
assumed that
(4.5) ∠(r′(0),e1)= 3pi
4
where e1 is the unit vector of the direction of the positive half of x-axis. We may assume
that we have chosen L > 0 so small that
(4.6)
|r ′i (t )|
|r ′i (0)|
∈ (0.99,1.01) and |r
′′
i (t )|
|r ′′i (0)|
∈ (0.99,1.01) t ∈ [0,L], i = 1,2.
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`λ
x
y
λ
Φλ(a)
a + Γ˜
(Φλ(a), λ)
FIGURE 1. Φλ(a)
4.2.2. The definition of the family of mappings {Φλ}λ∈U . Let λ0 > 0 be so small that the
interval U = [0,λ0] is contained in the interior of the orthogonal projection of the mid-
dle third part of Γ˜ to the y-axis. Let `λ :=
{
(x, y) : y =λ}. We define the one-parameter
family of mappings {Φλ(a)}λ∈U , Φλ : B → `λ as follows: For a fixed λ ∈U , let Φλ : a 7→{
`λ∩ (a+ Γ˜)
}
. From the construction `λ∩ (a+ Γ˜) is a singleton. (See Figure 1.) Observe
that
(4.7) Φλ(A)= {Φλ(a) : a ∈ A}⊂
(
A+ Γ˜)∩`λ.
Our strategy is that we prove by the transversality method that for Lebesgue typical
λ ∈U the slice Φλ(A) is sufficiently “large". Then by the Fubini theorem in part (a) of
Theorem 2.1 and by a Fubini-like inequality in part (b), we obtain that by (4.7), A+ Γ˜ is
also large enough and this will complete the proof of Theorem 2.1.
4.2.3. The transversality method. A general version of the transversality method was
proved by B. Solomyak in [12, Theorem 5.1]. An immediate corollary of this in our spe-
cial case is as follows
Corollary 4.1 (A Consequence of Theorem 5.1 of [12]). If the hypotheses (H1) and (H2)
below hold:
(H1): ‖Φλ(a)−Φλ(b)‖ < const · ‖a−b‖, ∀a,b ∈B and
(H2): L 1 {λ ∈U : ‖Φλ(a)−Φλ(b)‖ < r }≤ const · r‖a−b‖ for all r > 0, ∀a,b ∈B
then
(i): If dimH(A)> 1 thenL 1(Φλ(A))> 0 forL 1 almost all λ ∈U .
(ii): If dimH(A)≤ 1 then dimH(Φλ(A))= dimH(A) forL 1 almost all λ ∈U .
Where "const" means a positive number which is independent of a,b and r .
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Now we prove the Lemma below and later we verify that hypotheses (H1) and (H2)
hold. Hypothesis H2 is called "transversality condition". Clearly, H1 means thatΦλ is a
Lipschitz mapping, and
Lemma 4.2. The conclusions (i) and (ii) of Corollary 4.1 imply that the conclusions (a)
and (b) of Theorem 2.1.
Proof. The fact that (i) implies (a) is obvious from Fubini Theorem.
Now we prove that (b) follows from (ii). We assume that dimH(A) ≤ 1. First we give
the upper bound:
(4.8) dimH(A+Γ)≤ dimH A+1.
Using [3, Corollary 7.4], it follows from the observation that the box dimension of Γ is
one, dimBΓ= 1, that
(4.9) dimH(A×Γ)= dimH A+1.
Let Ψ : R2×R2 → R2 defined by Ψ(x,y) := x+y. The fact that Ψ is a Lipschitz mapping
and (4.9) yields that
dimH(A+Γ)= dimH(Ψ(A,Γ))≤ dimH(A×Γ)≤ dimH A+1.
This completes the proof of the upper bound (4.8).
Now we prove that (ii) implies that
(4.10) dimH(A+Γ)≥ 1+dimH A.
This immediately follows from [2, Theorem 5.8]. Namely,
Theorem 4.3 (Falconer). Let E ⊂ R2 and U˜ be a subset of the y-axis. We write E y :={
a : (a, y) ∈ E}. Suppose that for any y ∈ U˜ we have H t (E y ) > c, for some constant c.
Then
(4.11) H t+s(E)≥ bcH s(U˜ ),
where b = b(s, t ).
We use this theorem with the following substitution: Let U be the subinterval of the
y-axis introduced above. Then U˜ ⊂ U consists of those L -almost all elements of U
for which dimHΦλ(A) = dimH A. Let E := ⋃λ∈U Φλ(A). That is for a λ ∈ U , we have
Eλ =Φλ(A). Let t < dimH A be arbitrary. By (ii) for λ ∈U we haveH t (Φλ(A))> 1. Then
by Theorem 4.3 we haveH 1+t (E)≥ bH 1(U )> 0. This implies that dimH E ≥ 1+t . Using
that t < dimH A was arbitrary we get
dimH(A+S1)≥ dimH(E)≥ 1+dimH A.

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4.2.4. Checking the transversality condition H2. To finish the proof of Theorem 2.1, it
remains to verify that hypotheses H1 and H2 hold. It is immediate from the definitions
and (4.5) that (H1) holds. Now we explain how to prove that Hypothesis H2 holds. The
detailed proof is easy but tedious. It uses Taylor Theorem in a straightforward way.
Instead of giving all the details we present here only the main steps of the proof.
Here we use the notation of Figure 2. First we assume that there exists a,b ∈ A such
that
(4.12) (a+Γ)∩ (b+Γ) 6= ;.
That is there exists s0, s1 ∈ (0,L) and x such that
(4.13) x := a+ r(s0)= b+ r(s1).
We write dλ := dist(x,`λ). Let us define angleα as on the right hand side of Figure 2 that
is α is the angle between the tangent lines at x to the curves (a+Γ), (b+Γ). Clearly,
(4.14) α=∠(r′(s0),r′(s1)) .
and
(4.15)
α
‖a−b‖ ∼ curvature of Γ at P ,
where∼means that the ratio of the two sides is in between two positive finite constants
for all a,b ∈B .
`λ
a + r(s1)
b−
a
a + Γ˜
b + Γ˜
` b
s1
Φλ(b)
Φλ(a)
a + r(s0) = b + r(s1)
x
z
y
` a
s
0
` a
s1
b
+
Γ˜
a
+
Γ˜
`λ
d
λ
x
y z
Φλ(a)
Φλ(b)
αβ
a + r(s0) = b + r(s1)
FIGURE 2. The central part of the Figure on the left is zoomed in on the
Figure on the right.
This is so because (using the notation of Figure 2)
(4.16) ‖a−b‖ = ‖r(s1)− r(s0)‖ ∼ |s0− s1|,
where parameters 0< s0, s1 < L are defined such that a+ r(s0)= b+ r(s1).
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Further, using that the curvature is the speed of the change of the angle of the tangent
vector (since we use arc length parametrization) and using also that the length L of Γ˜ is
so small that the curvature of Γ˜ at any point of Γ˜ is almost the same as at P we obtain
that
(4.17) ∠
(
r′(s0),r′(s1)
)∼ |s0− s1| · (curvature of Γ at P ).
Putting together (4.16), (4.14) and (4.17) we obtain that (4.15) holds.
Having a look at the right hand side of Figure 2 then applying Taylor theorem we get
‖Φλ(a)−Φλ(b)‖ ∼ ‖y−z‖ ∼ dλ ·α,
where y and z are the intersection of`λ and tangent lines to a+r(s0), b+r(s1) respectively
at their point of intersection x. Putting these together, we get that if for anλ ∈U we have
‖Φλ(a)−Φλ(b)‖ < r then
dλ · ‖a−b‖ < const · r.
This yields that hypothesis H2 holds assuming that (4.12) holds. One can see that the
general case easily follows from this.
5. PROOF OF THEOREM 2.2
5.1. Proof of Theorem 2.2 for an irregular set E . Now we state a theorem which is es-
sentially the more difficult direction of Theorem 2.2.
Theorem 5.1. Let E ⊂R2 be an irregular 1-set. That is E isH 1-measurable, 0<H 1(E)<
∞, andH 1 (E ∩γ)= 0 for every rectifiable curve γ.
Then
(5.1) L 2(E +S1)= 0.
Remark 5.2. IfH 1(E)= 0 thenL 2 (E +S1)= 0. Namely, it is enough to see that
(5.2) L 2
(
E ×S1)= 0,
since E+S1 is a Lipschitz image of E×S1. Now we verify (5.2). Fix an arbitrary δ> 0 and
ε> 0. Then we can find a δ-cover {Ui }∞i=1 of E satisfying
(5.3) E ⊂
∞⋃
i=1
Ui , |Ui | < δ and
∞∑
i=1
|Ui | < ε.
For every i we can choose
{
Ui , j
}10|Ui |−1
j=1 , a |Ui |-cover of S1 with squares of sides |Ui |.
Then
{
Ui ×Ui , j
}10|Ui |−1
j=1 is a
p
2δ-cover of Ui ×S1. That is
E ×S1 ⊂
∞⋃
i=1
10|Ui |−1⋃
j=1
Ui , j .
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Φα(x)
Cθ(x)
pi
2
θ = θ(x,α)
α
`
α
e1
L
θ (x)
S(x,1)
1
1
x
x2
x1
arccos(α−x1)
FIGURE 3. Φλ(a)
is a
p
2δ-cover of E ×S1. Hence,
H 2p
2δ
(
E ×S1)≤ ∞∑
i=1
10|Ui |−1∑
j=1
|Ui |2 ≤ 10
∞∑
i=1
|Ui | < 10 ·ε.
Since this holds for all δ> 0 we obtain that (5.2) holds.
Our Theorem 5.1 is analogous to the following theorem of Besicovitch [2, Theorem
6.13]:
Theorem 5.3 (Besicovitch). We write projα for the orthogonal projection on the plane to
the angle α line. Let E be an irregular 1-set on the plane. Then
(5.4) L 1
(
projαE
)= 0, for a.a. α ∈ [0,pi).
Our approach is based on this analogy. Namely, we decompose E +S1 into its inter-
sections with vertical lines
(5.5) `α :=
{
(x, y) ∈R2 : x =α} .
By Fubini theorem it is enough to prove that
(5.6) L 1((E +S1)∩`α)= 0 forL 1 a.a. α.
To do so, we define a family of maps {Φα}α, Φα : E → `α (analogous of projα in Besi-
covitch’s Theorem) in such a way that Φα(E) ⊂ (E +S1)∩`α. It will be very easy to see
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that although this inclusion is proper it is enough to prove that
L 1 (Φα(E))= 0 forL 1 a.a. α.
To verify this, we extend Besicovitch’s method from the family of orthogonal projec-
tions
{
projα
}
α to the family of our mappings {Φα}α. This approach is based on the ob-
servation that both of the families
{
projα
}
α and {Φα}α satisfy the so-called transversality
condition (see [12, Theorem 5.1]).
Without loss of generality we may always assume in this section that E is a 1-set con-
tained in the unit square [0,1]2 and the interval panned by the orthogonal projection of
E to the x-axis is [0,1].
Before we present the proof of Theorem 5.1 in Section 5.1.6 we introduce a couple of
notions and study their properties.
5.1.1. The family {Φα}α. In this section we always assume that 0<α< 2 and we define
the admissible pairs of (x,α) ∈ [0,1]2× (0,2), x = (x1, x2), by
(5.7) A := {(x,α) : 0< x1, x2 < 1,α ∈ (x1, x1+1)} .
The α-admissible x’s are
(5.8) Aα :=
{
x ∈ [0,1]2 : (x,α) ∈ A} .
Definition 5.4 (The family {Φα}α). Let x = (x1, x2) ∈ [0,1]2 and (x,α) ∈ A. Then the set
(x+S1)∩`α has two elements, one of which has second coordinate greater than x2. By
definition this point isΦα(x). (See Figure 3.)
The mapping Φα is defined only on Aα and in general Aα∩E Ú E . Nevertheless we
use the offhand notation Φα(E) :=Φα(Aα∩E). Clearly, Φα(E)( E +S1. However, if we
write E˜ , (Ê) for the reflection of E to the horizontal line
{
(x, y) ∈R2 : y = 12
}
, (vertical line{
(x, y) : x = 12
}
) respectively, and if we can prove that⋃
α∈(0,2)
Φα(E)= 0,
⋃
α∈(0,2)
Φα(E˜)= 0 and
⋃
α∈(0,2)
Φα(Ê)= 0
then this implies thatL 2(E+S1)= 0. Since E˜ and Ê are irregular 1-sets like E . Hence to
verify our Theorem 5.1 it is enough to prove that
(5.9) L 1 (Φα(E))= 0 for a.a. α ∈ (0,2).
In order to use Besicovitch’s result [2, Lemma 6.11] stating thatH 1-almost all points of
an irregular 1-set are points of radiation (see Definition 5.17 below) we need to establish
a connection between the pairs (x,α) ∈ A and (x,θ) ∈ E × [0,pi) which corresponds sets
ofH 1|E ×L 1-zero measure to sets ofH 1|E ×L 1-zero measure.
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5.1.2. Correspondence between (x,α) and (x,θ(x,α)).
Definition 5.5. Fix an (x,α) ∈ A. Observe that by the definitions of Φα(x) and A, we
obtain that∠
(−−−−−−→
x,Φα(x),e1
)
∈ (0, pi2 ). We define θ(x,α) (see Figure 3) as follows: Let
(5.10) θ := θ(x,α) :=∠
(−−−−−−→
x,Φα(x),e1
)
+ pi
2
= arccos(α−x1)+ pi
2
∈
(pi
2
,pi
)
,
where e1 is the coordinate unit vector in the direction of the x-axis and x = (x1, x2) are
the Descartes coordinates of x. We define
(5.11) τ(x,α) :=
(
x,arccos(α−x1)+ pi
2
)
, (x,α) ∈ A.
Clearly τ : A→ [0,1]2× (pi2 ,pi) is a bijection and τ−1 : [0,1]2× (pi2 ,pi)→ A is
τ−1(x,θ)=
(
x, x1+cos
(
θ− pi
2
))
, (x,θ) ∈ [0,1]2×
(pi
2
,pi
)
.
Fact 5.6. Let µ be a probability Radon measure on [0,1]2. Then for every H ⊂ [0,1]2×(
pi
2 ,pi
)
with
(
µ×L 1) (H)= 0 we have (µ×L 1) (τ−1(H))= 0.
The proof is immediate from the Fubini Theorem since for every x1 the map θ 7→
x1+cos
(
θ− pi2
)
sends sets of zeroL 1 measures into sets of zeroL 1 measure.
5.1.3. The mappingΨx . First we define a shifted polar coordinate system.
Definition 5.7 (Polar coordinate system centered at an x ∈ R2). Fix an arbitrary x ∈ R2.
Then we say that an y ∈ R2 has polar coordinates (r,θ) with respect to (w.r.t.) x if r =
‖x − y‖ and θ := ∠(−→x y ,e1) , where e1 is the unit vector towards the positive half of the
axis: e1 := (1,0). We choose θ ∈ (−pi,pi] as the parameter domain of the angles. In this
case we write yPx = (r,θ).
We write Dx :=
{
y ∈R2 : ‖x− y‖ ≤ 1}. Moreover let
(5.12)
D+x :=
{
u ∈Dx : (u)Px = (r,φ),φ ∈ [0,pi)
}
,D−x :=
{
u ∈Dx : (u)Px = (r,φ),φ ∈ [−pi,0)
}
.
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Cθ(x)
Oθ
L
θ (x)
Ψ−x (z)
1
r
S(x,r )
1Ψ
+
x
Ψ
− x
θ
x
Ψ+x (y)
y
ϕy
r
z
ϕz
R1R2
R3 R4
R+
R−
11
1 1
11
1 1
1
1
x
FIGURE 4. The mappingΨx . The angle ofΨx(y) is ϕ= θ−arcsin
( r
2
)
.
In the proof of the theorem, the following isomorphism will play an important role:
Definition 5.8 (The mapping Ψx). Let x ∈ R2. Then the Ψx : Dx →Dx image is defined
as follows: Let θ ∈ [0,pi) and consider the straight line Lθ(x) through x of angle θ. We
describe theΨx image of the points of Lθ(x)∩Dx . Let y ∈D+x ∩Lθ(x) and z ∈D−x ∩Lθ(x).
Let Cθ(x) be that unit circle across x which is tangent to Lθ(x) at x and the center Oθ of
Cθ(x) is chosen such that∠(−→x y ,−−→xOθ)= θ−pi2 (See Figure 4). That is the angle∠(
−−→
xOθ,e1) ∈[−pi2 , pi2 ). (As θ runs from 0 to pi the angle ∠(−−→xOθ,e1) runs from −pi2 to pi2 . We define Ψx
for y and z as the element of Cθ(x)∩ S(x,r ) which is the closest (see Figure 4), where
r = ‖y −x‖ or r = ‖z−x‖ respectively.
Elementary coordinate geometry yields that the expression forΨx is as follows:
(5.13) (Ψx(u))
P
x =
{
(r,φ−arcsin( r2)), if φ ∈ [0,pi);
(r,φ+arcsin( r2)), if φ ∈ [−pi,0), u ∈Dx , uPx = (r,φ).
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Observe that ,Ψx is not 1-1, only piecewise injective. Namely, we define the injective
branches ofΨx :
(5.14) Ψ+x :=Ψx |D+x andΨ−x :=Ψx |D−x
Then with reference to the regions R1, . . . ,R4,R+,R− on the right hand side part of
Figure 4 one can easily see that
(5.15) Ψ+x (D
+
x )=R+∪R1∪R4 andΨ−x (D−x )=R−∪R4∪R1.
More precisely,
(5.16) Ψx(R2)⊂R+, Ψx(R+)⊂R+∪R1, Ψx(R1)=R4.
Similarly,
(5.17) Ψx(R3)⊂R−, Ψx(R−)⊂R−∪R4, Ψx(R4)=R1.
Consequently,
Fact 5.9. The following maps are bijections:
(5.18)
(
Ψ+x
)−1 : R+∪R1∪R4 →D+x and (Ψ−x )−1 : R−∪R4∪R1 →D−x .
Lθ2(x)
Lθ1(x)
x
r
S(x,r )
W −r (x, I )
W +r (x, I )
I
Lθ2(x)
Oθ2
Cθ2
Lθ1(x)
Oθ1
Cθ1(x)
S 1
1
1
r
S(x,r )
ØW −r (x, I )
ØW +r (x, I )
1
1
I
x
FIGURE 5. Wr (x, I ) := W +r (x, I ) ∪W −r (x, I ) and ØWr (x, I ) := ØW +r (x, I ) ∪ØW −r (x, I ) .
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Definition 5.10 (Wedges and circular wedges ). For an x ∈ R2, I ⊂ (0,pi) be a closed in-
terval and r > 0 we define the wedge Wr (x, I ) centered at x with radius r and angular
region I as
Wr (x, I ) :=
{
y ∈Dx : (y)Px = (ρ,φ) with ρ ≤ r, φ ∈ I ∪ (−I )
}
.
See Figure 5. Set
W +r (x, I ) :=Wr (x, I )∩D+x and W −r (x, I ) :=Wr (x, I )∩D−x
For every I ⊂ (0,pi) closed interval we can find an r I > 0 such that
(5.19) Ψ+x (W
+
r (x, I ))⊂R+ andΨ−x (W +r (x, I ))⊂R+, ∀r ≤ r I .
A wedge is a good wedge if it satisfies (5.19).
Now we define the circular wedge ØWr (x, I ) as follows: let Wr (x, I ) be a good wedge.
Set
(5.20) ØW +r (x, I ) :=Ψ+x (W +r (x, I )) and ØW −r (x, I ) :=Ψ−x (W −r (x, I )) , r < r I .
Finally, let ØWr (x, I ) :=ØW +r (x, I )∪ØW −r (x, I ).
Lemma 5.11. Let E ⊂Dx be an irregular 1-set and let x ∈ E.
(1) Let y1, y2 ∈Dx , y1 6= y2 be arbitrary with (yi )Px = (ri ,θi ) with 0< r1 ≤ r2 < 1. Then
the following inequality holds
(5.21)
‖F (y1)−F (y2)‖
‖y1− y2‖
< 1+1.4r2+ 2
3
r 22 .
in each of the following four cases:
(a): F :=Ψ+x and y1, y2 ∈D+x ,
(b): F :=Ψ−x and y1, y2 ∈D−x ,
(c): F := (Ψ+x )−1 and y1, y2 ∈R+∪R1∪R4 =Ψ+x (D+x ),
(d): F := (Ψ−x )−1 and y1, y2 ∈R−∪R4∪R1 =Ψ−x (D−x ),
where the R ⊂Dx-regions are introduced on Figure 4.
(2) BothΨ±1x and
(
Ψ±1x
)−1
are Lipshitz mappings on their domains which are
• D+x , (D−x ) forΨ+x , (Ψ−x ) respectively, and
• R+∪R1∪R4, (R−∪R4∪R1) for
(
Ψ+x
)−1, ((Ψ−x )−1) respectively.
(3) Ex :=Ψ−1x (E) is also an irregular 1-set.
Proof. We prove part (1). Fix an arbitrary x ∈ R2. For symmetry we may assume that
y1, y2 ∈D+x and F :=Ψ+x .
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FIGURE 6. δ2 = δ1+arcsin
( r2
2
)−arcsin( r12 )
We introduce
(5.22) δ1 := θ1−θ2, ∆ := arcsin r2
2
−arcsin r1
2
.
Note that δ1 can be negative but∆> 0. Morever, we assumed that r2 ∈ (0,1] this and the
Mean Value Theorem implies that
(5.23) ∆≤ r2− r1p
3
.
Set
δ2 =∠
(−−−−−−→
xΨx(y1),
−−−−−−→
xΨx(y2)
)
.
Then
(5.24) δ2 = δ1+∆
Now we consider the ratios
Rn,o := dnew
dold
= ‖Ψx(y1)−Ψx(y2)‖‖y1− y2‖
,
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We use the law of cosines for the triangle (x y1 y2)4 :
(5.25) d2old = r 21 + r 22 −2r1r2 cos(δ1)
Similarly to compute the distance after the application of Ψx on y1 and y2 we also use
the cosine theorem:
(5.26) (dnew)
2 = r 21 + r 22 −2r1r2 cos(δ1+∆) .
We introduce c ∈ (0,1] such that
(5.27) r1 = cr2.
With this substitution we get
(5.28) R2n,o =
(1− c)2+2c (1−cos(δ1+∆))
(1− c)2+2c (1−cos(δ1))
.
Thus
(5.29) R2n,o =
(1− c)2+2c (1−cos(δ1))
(1− c)2+2c (1−cos(δ1))︸ ︷︷ ︸
=1
+2c (cos(δ1)−cos(δ1+∆))
(1− c)2+2c (1−cos(δ1))
Hence by the Mean Value Theorem, the monotonicity of the sin function and the fact
that |sin(x)| ≤ |x|we get∥∥R2n,o −1∥∥ ≤ 2c sin(|δ1|+∆) ·∆(1− c)2+2c (1−cos(δ1))(5.30)
≤ 2c∆|δ1|
(1− c)2+2c (1−cos(δ1))︸ ︷︷ ︸
h1
+ 2c(∆)
2
(1− c)2+2c (1−cos(δ1))︸ ︷︷ ︸
h2
.
Putting together (5.23) and (5.27) we obtain that∆≤ (1−c)r2p
3
. Using this and (5.30) we get
(5.31) h1 ≤
2p
3
c(1− c)|δ1|r2
(1− c)2+2c (1−cos(δ1))
=
2p
3
|δ1|r2
1−c
c +2(1−cosδ1)︸ ︷︷ ︸
>a
· 11−c
.
To get a better understanding of the magnitude of the denominator, we consider the
function c 7→ 1−cc +a · 11−c . It takes its local minimum at c∗ := 11+pa and the value of this
minimum is 2
p
a+a. By Taylor theorem 1− δ
2
1
2 +
δ41
24 > cosδ1. So, using that |δ1| ≤ pi, we
obtain that for
a := δ21
[
1− δ
2
1
12
]
< 2(1−cosδ1).
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his yields that the denominator of the second fraction in (5.31)
1− c
c
+2(1−cosδ1) · 1
1− c >
1− c
c
+a · 1
1− c ≥ 2
p
a+a > 0.84δ1+0.17δ21.
Using this and (5.31) we get that for all |δ1| <pi
(5.32) h1 ≤
2p
3
|δ1|r2
0.84|δ1|+0.17δ21
=
2p
3
r2
0.84+0.17|δ1|
< 1.4 · r2
On the other hand, by (5.23) and (5.27)
(5.33) h2 <
2
3 c(1− c)2r 22
(1− c)2+2c(1−cosδ1)
=
2
3 c2r
2
2
1+ c
(1−c)2 ·2(1−cosδ1)
≤ 2
3
cr 22 ≤
2
3
r 22 .
That is
(5.34) R2n,o < 1+1.4r2+
2
3
r 22 .
Proof of part (2). This is immediate from the first part of this Lemma.
Proof of part (3). By (1), Ψx sends rectifiable curves into rectifiable curves and the
image of a set of H 1 positive measure by Ψx is also a set of H 1 positive measure. So,
the assertion follows from [2, Theorem 3.33].

The following notion will have a central role in the rest of the proof:
5.1.4. Densities of wedges.
Definition 5.12 (Wedge density and circular wedge density, B-good points). Let E be a
closed irregular 1-set on the plane.
• The wedge density d(x, I ,E) and the circular wedge density Ød(x, I ,E) of a set E
at the point x ∈ E with respect to the interval I ⊂ [0,pi) are defined by
(5.35)
d(x, I ,E) := limsup
r→0
:=H
1 (E ∩Wr (x, I ))
2r |I | and
Ød(x, I ,E) := limsup
r→0
:=
H 1
(
E ∩ØWr (x, I ))
2r |I | .
• We say that x ∈ E is a B-good (circular B-good) point of E if for any I ⊂ [0,pi) we
have
(5.36) d(x, I ,E)> 1
20
,
(Ød(x, I ,E)> 1
20
)
respectively.
We verify the following simple fact.
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Fact 5.13. For an irregular set E ⊂Dx and an interval I ⊂ [0,pi), we have:
(5.37) d(x, I ,E)=Ød(x, I ,E).
Proof. For any closed intervals I1 ⊂ I ◦2 and I2 ⊂ I ◦3 ⊂ (0,pi) we have Wr (x, I1)⊂ØWr (x, I2)⊂
Wr (x, I3) whenever r > 0 is small enough. Then we use the continuity of the measure
H 1|E to complete the proof of the fact. 
It was proved by Besicovitch (see [2, Corollary 3.30]) that
Lemma 5.14 (Besicovitch). If E ⊂R2 is an irregular 1-set thenH 1-almost every point of
E is a B-good.
Using this and Fact 5.13 we obtain that
Lemma 5.15. If E ⊂R2 is an irregular 1-set then forH 1-almost every point of E is also a
circular B-good point.
Now we turn to the following corollary of Lemma 5.11.
Corollary 5.16. Let E ⊂D := {(x, y) ∈R2 : x2+ y2 ≤ 1} be an irregular 1-set and let x ∈ E
be a B-good point of E. Then x is also a B-good point of Ex , where
(5.38) Ex :=ψ−1x (E).
Proof. Fix an I ⊂ [0,pi) and let 0< r < r I (r I was defined in (5.19)). Then we haveØW +r (x, I )⊂R+ and ØW −r (x, I )⊂R−,
so
(
Ψ+x
)−1 and (Ψ−x )−1 respectively, are well defined on these sets. By definition (5.20):
(5.39) Ex ∩W +r (x, I )=
(
Ψ+x
)−1 (ØW +r (x, I )∩E)
and
(5.40) Ex ∩W −r (x, I )=
(
Ψ+x
)−1 (ØW −r (x, I )∩E) .
We assumed that x is a B-good point of E . Then by Fact 5.13, x is also a circular B-
good point of E . By (5.21),
(
Ψ+x
)−1 and (Ψ−x )−1 are bilipschitz with a constant arbitrary
close to 1 in a sufficiently small neighborhood of x. Combining this, (5.39) and (5.40)
completes the proof of the Corollary. 
Besicovitch called a direction θ condensation a direction of a set E at a point x ∈
E if on some scales, we can find a lot of points of E close to x in the direction θ or
in directions nearby θ. Below we recall Besicovitch’s definitions and we define their
counterparts for circular wedges.
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5.1.5. Condensation direction and points of radiation. The aim of this Subsection is to
proof Proposition 5.20 which says that almost all points of E are points of circular radi-
ation based on the result of Besicovitch which asserted the same for ordinary radiation
(see [2, Theorem 6.13])
Definition 5.17 (Condensation points of type 1 and 2 and points of radiation ). Here we
use the notation of Definition 5.8. Let E ⊂R2.
(1) For an x ∈ E the set of condensation directions of first kind T 1x (E) (circular con-
densation directions of first kindØT 1x (E) ) respectively are defined as follows:
(5.41) T 1x := T 1x (E) := {θ ∈ [0,pi) : #{Lθ(x)∩B(x,r )∩E }≥ℵ0, ∀r > 0} .
and
(5.42) ØT 1x :=ØT 1x (E) := {θ ∈ [0,pi) : #{Cθ(x)∩B(x,r )∩E }≥ℵ0, ∀r > 0} ,
where (as we already mentioned) Lθ(x),Cθ(x) are defined in Definition 5.8 (see
also Figure 4).
(2) For an x ∈ E the set of condensation directions of second kind T 2x (E) (circular
condensation directions of second kindØT 2x (E) ) respectively are defined as fol-
lows:
(5.43) T 2x (E) :=
⋂
ρ>0
⋂
ε>0
⋂
0<m<∞
T 2(x,ρ,ε,m), andØT 2x (E) := ⋂
ρ>0
⋂
ε>0
⋂
0<m<∞
ØT 2(x,ρ,ε,m),
where T 2(x,ρ,ε,m) andØT 2(x,ρ,ε,m) are defined below:
(5.44)
T 2(x,ρ,ε,m) := {θ ∈ [0,pi) : ∃r < (0,ρ),∃I open interval with θ ∈ I , |I | < ε,d(x, I ,E)>m} ,
and
(5.45)ØT 2(x,ρ,ε,m) := {θ ∈ [0,pi) : ∃r < (0,ρ),∃I open interval with θ ∈ I , |I | < ε,Ød(x, I ,E)>m} ,
where d(x, I ,E) andØd(x, I ,E) were introduced in Definition 5.12.
(3) The set of all condensation directions at x are:
Tx(E) := T 1x ∪T 2x andØTx(E) :=ØT 1x ∪ØT 2x
(4) For i = 1,2 let
(5.46) T i (E) :=
{
(x,θ) : x ∈ E , θ ∈ T ix
}
andØT i (E) := {(x,θ) : x ∈ E , θ ∈ØT ix} .
Following Besicovitch, we say that an x ∈ E is a point of radiation or point of circular
radiation of E if
L 1
(
Tx(E)
c)= 0 orL 1 (ØTx(E)c)= 0,
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respectively. We write Rad(E), (ÙRad(E)) for the set of points of radiation (circular radia-
tion) of E .
Fact 5.18. Let E ⊂R2 be a closed irregular 1-set. Then
(5.47) θ ∈ T ix (Ex)⇐⇒ θ ∈ØT ix (E).
Proof. For i = 1 this follows from the fact that a small interval of Lθ(x) centered at x is
mapped byΨx onto a small arc of Cθ(x) also centered at x.
For i = 2: First recall that it follows from Lemma 5.11 that the mapping Ψ+x (Ψ−x )
restricted to W +r (x, I ) (W +r (x, I )) are bilipchitz with a constant as close to 1 as we wish if
r is sufficiently small. Then the assertion follows from (5.39) and (5.40).

The following result of Besicovitch (see [2, Lemma 6.11]) plays a central role in our
argument:
Lemma 5.19 (Besicovitch). Let E ⊂R2 be a closed irregular 1-set.
(5.48) x ∈ E is B-good =⇒L 1([0,pi) \ Tx(E))= 0.
( Actually this is not the assertion of [2, Lemma 6.11] but this is what is proved there.)
Proposition 5.20. Let E ⊂R2 be a closed irregular 1-set. Then
(5.49) x ∈ E is B-good =⇒L 1([0,pi) \ØTx(E))= 0.
It is immediate from this Proposition and Lemma 5.15 that:
Corollary 5.21. Let E ⊂R2 be a closed irregular 1-set. Then
(5.50) H 1
(ÙRad(E)c)= 0.
Hence,
(5.51) H 1|E ×L 1
{
(x,θ) ∈ E × [0,pi) : (x,θ) 6∈ØT 1(E)∪ØT 2(E)}= 0.
Namely, (5.51) follows from (5.50) since we can apply Fubini Theorem. (This can be
seen as the corresponding statement in the proof of [2, Lemma 6.12].)
Proof of Proposition 5.20. Let x ∈ E be a B-good point of E . Then by Corollary 5.16 x is
also a B-good point of the closed irregular 1-set Ex (recall Ex = ψ−1x ). Then we apply
Besicovitch’s Lemma 5.19 but for the set Ex . This implies that
(5.52) L 1 ([0,pi) \ Tx(Ex))= 0.
Then we apply the observation (5.47) to complete the proof of the Proposition. 
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Corollary 5.22. Let G be the good pairs of (x,α) ∈ A. That is
(5.53) G :=
{
(x,α) ∈ A∩ (E × (0,2)) : τ(x,α) ∈ØT 1(E)∪ØT 2(E)} .
Then forL 1- almost all α ∈ (0,2),
(5.54) H 1 {x ∈ Aα∩E : (x,α) 6∈G}= 0.
Proof. It follows from (5.51) and Fact 5.6 that
(5.55)
(
H 1|E ×L 1
)
(A∩ (E × (0,2)) \G)= 0.
Then the assertion follows from Fubini Theorem. 
Definition 5.23. • We say that an α ∈ (0,2) is good if it satisfies (5.54).
• For a good α let
G1α :=
{
x ∈ E ∩ Aα : θ(x,α) ∈ØT 1x (E)} .
Moreover let
G2α :=
{
x ∈ (E ∩ Aα) \G1α : θ(x,α) ∈ØT 2x (E)} .
It follows from Corollary 5.22 that for a good α
(5.56) x ∈G1α∪G2α forH 1 a.a. x ∈ E ∩ Aα.
5.1.6. Proof of Theorem 5.1. Our proof follows the lines of Besicovich’s Theorem [2, The-
orem 6.13].
Proof. Fix an arbitrary α which is good in the sense of Definition 5.23. Let
Badα := (E ∩ Aα) \ (G1α∪G2α).
As it was discussed in Section 5.1.1 it is enough to verify that
(5.57) H 1(Φα(Aα∩E))≤H 1(Φα(Badα))+H 1(Φα(G1α))+H 1(Φα(G2α))= 0.
We know by (5.56) that H 1(Badα) = 0. Using that Φα is a Lipschitz mapping we get
thatH 1(Φα(Badα)) = 0. Hence, to complete the proof of Theorem 5.1 we only have to
verify the following two Lemmas:
Lemma 5.24. Let α be good (in the sense of Definition 5.23). Then
(5.58) H 1(Φα(G
2
α))= 0.
Moreover,
Lemma 5.25. Let α be good (in the sense of Definition 5.23). Then
(5.59) H 1(Φα(G
1
α))= 0.
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FIGURE 7. The distance betweenΦα(x) andΦα(z) is less than const · r · |I |
Proof of Lemma 5.24. In our argument at some place we need to use (see Figure 7) that
the angle between the vertical line `α and the arc ÜΦα(x),U , (U is defined on Figure 7 and
below) is uniformly separated from zero. This happens exactly whenα−x1 is separated
from 1. This does not hold on Aα (see (5.8)). To this end we present G2α as the countable
union of its subsets G2,τα (defined below) such that this property holds on each of these
sets G2,τα . For a τ ∈ [max{0,α−1} ,α) let
(5.60) Aτ := {(x,α) : 0< x1, x2 < 1,τ<α−x1 < 1−τ} , Aτα :=
{
x ∈ [0,1]2 : (x,α) ∈ Aτ} .
That is A = A0 and Aα = A0α c.f. (5.7) and (5.8). Now let
G i ,τα :=G iα∩ Aτα.
By the continuity ofH 1 restricted to a compact interval, to verify Lemmas 5.24 and 5.25
it is enough to show that for a good α and i = 1,2
(5.61) H 1(Φα(G
i ,τ
α ))= 0, for all τ withmax{0,α−1}< τ<α.
Fact 5.26. Letα ∈ (0,2), max{0,α−1}< τ<α and x ∈ Aτα and let r > 0 be small. Consider
θ = θ(x,α) defined in (5.10). Let I ⊂ [0,pi) be an open interval such that θ ∈ I and |I | is
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also sufficiently small. Then
(5.62) Φα(ØWr (x, I ))⊂B(Φα(x),const · r · |I |)∩`α,
where const> 0 depends only on τ.
Proof of the Fact. The proof is visualized on Figure 7. Let z ∈ØWr (x, I ) with polar coordi-
nates zPx . We need to prove that
(5.63) |Φα(x)−Φα(z)| < const · r · |I |.
For symmetry, it is enough to verify this for one of the extremal points ofØWr (x, I ). In our
argument this extremal point z which is the intersection of S(x,r ) and Cθ1 (x), the unit
circle through x with tangent line Lθ1 (x), where I = (θ1,θ2) and the angle of the center
U of Cθ1 (x) is θ1− pi2 (see Figure 7). We introduce
• ρ: the length of the arc on the unit circle Cθ1 between x and z and
• ϕ := |θ−θ1|: the angle between the straight lines Lθ and Lθ1 .
Clearly,
(5.64) ρ < 2r and |ϕ| < |I |.
Consider the "triangle" T := (Φα(x),U ,Φα(z)) on the rigth hand side (zoomed in part) of
Figure 7. This T is actually not exactly a triangle since two of its sides are not segments
but arcs but if r and |I | are very small then these arcs are very close to be straight line
segments. Observe that
(a): the length of the arc ÜU ,Φα(x) is ϕ.
(b): The angle between the arcs ÜU ,Φα(x) and ÜU ,Φα(z) in T is ρ.
Part (a) follows from the fact that by definition of ϕ the angle ∠
(−→
xU ,
−−−−−→
xΦα(x)
)
=ϕ since
−→
xU⊥Lθ1 (x) and
−−−−−→
xΦα(x)⊥Lθ. Part (b) comes from the observation that ∠
(−→
Uz,−→ux
)
= ρ,
by the definition of ρ. Now if r > 0 is so small that r < arccos(1−τ)4 then we obtain from
the "triangular" T by elementary geometry that
|Φα(x)−Φα(z)| <ϕr 2
cos2
(
pi
2 −arccos(1−τ)
) .
This completes the proof of (5.63) and in this way also comletes the proof of the Fact
5.26. 
From here the proof of (5.61) goes exactly as the corresponding part of [2, Theorem
6.13]. Namely, fix an arbitrary m and define
Vm :=
{
J ⊂ `α, subinterval :H 1 {x ∈ E :Φα(x) ∈ J }>m|J |
}
Now we want to prove that
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Fact 5.27. For every m > 0, the collection of intervals Vm is a Vitali cover (for the defini-
tion see [2, p. 11]) forΦα
(
G2,τα
)
.
Proof. This is immediate now from the definition of ØT 2(x,r,ε,m) (5.45) and the Fact
5.26 above. 
Then by Vitaly Covering Theorem ([2, Theorem 1.10 part (b)]) for every ε> 0 we can
find a finite or countable sequence of system of disjoint intervals {Ji }i from Vm such that
(5.65) L 1(Φα(G
2,τ
α ))≤
∑
i
|Ji |+ε.
Using that the system {Ji }i is disjoint and the definition of Vm we obtain that
(5.66) L 1
(
Φα
(
G2,τα
))≤∑
i
|Ji |+ε≤ 1
m
H 1(E)+ε.
Now we use that m > 0 can be arbitrarily large and ε > 0 can be arbitrarily small and
we obtain that (5.61) holds for i = 2 and as explained before this implies that (5.58)
holds. 
Proof of Lemma 5.24. Now we verify that (5.61) holds for i = 1.
Φα(x) :=
(
α,η(x)
)
α
`
α
φ(x)
φ(x)
C
(x
):
=Φ
−1 α
(Φ
α
(x
))
λα(x)
S(x,1)
1
x
φ(x)
1
x2
x1
H
H
H
H(x)
Θα(x)=
(
α,η(x)−1)
FIGURE 8. The definition of the mapping H
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Fix a good α. From now we always assume that
(5.67) x ∈ Aτα.
Recall that we definedΦα(x) as that element of `α∩S(x,1) which is in North East direc-
tion from x (as opposed to the other element of this set which is in South East form x.)
The second coordinate ofΦα(x) denoted by η(x) . That is
(5.68) Φα(x)= (α,η(x)).
Observe thatΦ−1α (Φα(x)) is the set of those elements of S(Φα(x),1) which are located
in East Western direction from Φα(x). This is the one-quarter of the circle which goes
throughout x and centered at Φα(x) (see Figure 8). Let as call it C (x) (recall that α is
fixed). From now on we always assume that
x ∈G1,τα .
This means by definition that
(5.69) #
(
C (x)∩E ∩ Aτα
)≥ℵ0.
Now we introduce another Lipschitz mappingΘα : Aτα→ `α:
(5.70) Θα(x)= `α∩C (x).
Clearly,
(5.71) Θ−1α (Θα(x))=Φ−1α (Φα(x))=C (x).
For every y ∈ Aα
(5.72) Θα(y)=Φa(y)−e2,
where e2 = (0,1) is the unit cooedinate vector in the direction of y-axis. For the transla-
tion invariance of the Lebesgue measure, in oderer to prove thatL 1(Φα(G
1,τ
α ))= 0, it is
enough to check that
(5.73) L 1(Θα(G
1,τ
α ))= 0.
To this end, we introduce a map (see Figure 8). For an x ∈ Aα we define Hα(x) in the
following three steps:
• Let φ(x) ∈ (0, pi2 ) be the angle between the vector −−−−−−→Φα(x), x and the vertical line
`α.
• We define λα(x) as the horizontal half-line throughΘα(x) to the left fromΘa(x).
• Let Hα(x) be the element ofλα(x) with abscissa (first coordinate in the Descartes
coordinate system) α−φ(x).
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That is
Hα(x)= (α−ϕ(x),η(x)−1).
Using that x = (α− sinϕ(x),η(x)−cos(ϕ(x)))we obtain that
(5.74) H
(
α− sinϕ(x),η(x)−cosφ)= (α−ϕ,η(x)−1) .
Hence for x = (x1, x2) ∈ Aτα:
(5.75) H(x)=
(
α−arcsin(α−x1), x2+
√
1− (α−x1)2−1
)
Simple calculation shows that
Fact 5.28. H : Aτα→
(
α− pi2 ,α
)×R is a Lipschitz map.
Let proj90 be the 90
◦-projection (projection parallel to the horizontal lines) on the
plane, to vertical line `α. Observe that
Fact 5.29. (i): Hα(C (x))=
{
(u, v) :α− pi2 < u <α, v = η(x)−1
}
,
(ii): Θa
(
G1,τα
)
= proj90
(
Hα(G
1,τ
α )
)
,
(iii): L 1
(
Hα(G
1,τ
α )
)
<∞,
(iv): For every y ∈Hα(G1,τα ) we have(
Hα(E ∩ Aτα)∩proj−190 (y)
)≥ℵ0.
Part (i) immediate from the definition. Part (ii) follows from part (i) and the defini-
tion. Part (iii) is immediate from Fact 5.28. Moreover, (iv) follows from the definition.
Using the Besicovitch argument of the proof of [2, Theorem 6.13 Part (b)] we obtain that
(5.76) L 1
(
proj90
(
Hα(G
1,τ
α )
))= 0.
Namely, by Fact 5.29the sets Hα(E ∩ Aτα) and Hα(G1,τα ) have the same properties as the
sets E and E1 respectively, in [2, Theorem 6.13 Part (b)]. Then by part (ii) of the Fact
above we have
L 1
(
Θα
(
G1,τα
))= 0.
This completes the proof of (5.73), so it also completes the proof of the Lemma 5.24. 
As we discussed earlier the proof of Theorem 5.1 follows from Lemma 5.24 and 5.25.

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5.2. Proof of Theorem 2.2 for a regular set E .
Theorem 5.30. Let E be a regular 1-set, thenL 2
(
E +S1)> 0.
Proof of Theorem 5.30. First we observe that it follows from [2, Theorem 3.33] that E is
a countably rectifiable set. (For the definition see [2, Section 3.5]. Then by [8, Theorem
15.21] there are M1, M2, . . . C 1-curves such thatH 1
(
E \
∞⋃
i=1
Mi
)
= 0. That is we can find
a C 1 curve M such thatH 1 (E ∩M)> 0. Maybe after a suitable rotation applied on M ,
we can choose a subcurve γ of M such that ,
(5.77) H 1
(
γ∩E)> 0
and γ is the graph of a C 1 function f : [0, a]→R for an a < 14 such that
(5.78) 0<C−1 < f ′(x)<C ,∀x ∈ [0, a].
for a C > 0.
That is
γ= {(x, f (x)) : x ∈ [0, a]} .
Now we prove that
(5.79) L 1
(
(E ∩γ)+S1)> 0.
Let `α andΦα and be as in (5.5) and in Definition 5.4 respectively (see Figure 3).
Fact 5.31. The mappingΦα|γ is bilipschitz for all α ∈
[1
2 ,
3
4
]
.
Proof of the Fact. Fix an α ∈ [12 , 34]. For an x ∈ [0, a] we define ϕα(x) be the second coor-
dinate ofΦα(x, f (x)). That is
Φα(x, f (x))=
(
α,ϕα(x)
)
.
Then
ϕα(x) := f (x)+
√
1− (α−x)2, x ∈ [0, a].
This yields
ϕ′α(x) := f ′(x)+
α−x√
1− (α−x)2
, x ∈ [0, a].
Using that 14 ≤α−x ≤ 34 , it follows from (5.78) that there exists a C1 > 0 such that
C−11 <ϕ′α(x)<C1, ∀x ∈ [0, a] .
Let A = (x, f (x)), B = (y, f (y)) ∈ γ for arbitrary distinct x, y ∈ [0, a] . Then by the Mean
Value Theorem there exists ξx,yηx,y ∈ [0, a] such that
(5.80)
dist(Φα(A),Φα(B))
dist(A,B)
= ϕ
′
α(ηx,y )√
1+ ( f ′(ξx,y ))2
∈
(
1
C1 ·
p
1+C 2
,C1
)
.
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
Using (5.77) and Fact 5.31, we obtain that
(5.81) L 1
(
Φα(E ∩γ)
)> 0, ∀α ∈ [1
2
,
3
4
]
.
Clearly,
E +S1 ⊃ ⋃
α∈[ 12 , 34 ]
Φα(E ∩γ).
Then by (5.81) and Fubini Theorem we get thatL 2
(
E +S1)> 0.

5.3. Last step of the proof of Theorem 2.2.
Proof of Theorem 2.2. Assume that dimH E = 1 andH 1 is σ-finite restricted to E . Then
there are two possibilities:
• If there is a regular 1-set A ⊂ E withH 1(A) > 0, then by Theorem 5.30 we have
L 2(E +S1)> 0.
• Otherwise E can be presented as a countable union of irregular 1-sets En . Then
we apply Theorem 5.1 for each of them to obtain that L 2(En +S1) = 0, conse-
quentlyL 2(E +S1)= 0.

6. PROOF OF THEOREMS 3.2 AND 3.5
In this section we prove Theorem 3.2 first.
Proof of Theorem 3.2. Now we define the one-parameter family of self-similar Iterated
Function System (IFS)
(6.1) Sλ :=
{
Sk, j ,λ(x) :=λx+ tk, j
}
j=1,2,k=1,...,N /2 , λ ∈U ⊂
(
0,
1
N −1
)
.
tθk, j := projθ(tk, j ) ∈ `θ⊥ .
For every i = 1, . . . ,n the projαi projection ofSλ to the line `αi is self-similar IFS
S
αi
λ
:=
{
Sαik, j ,λ(x) :=λx+ t
αi
k, j
}
j=1,2,k=1,...,N /2 , λ ∈U .
We write Aλ for the attractor of the original system given in (6.1) and A
αi
λ
is the attractor
of the projected system. Since the linear parts of the mappings of the original system
are diagonal (they are homothopies) therefore we have
(6.2) Aαi
λ
= projαi (Aλ).
We choose the translation parameters tk, j such that
DIMENSION AND MEASURE OF SUMS OF PLANAR SETS AND CURVES 34
• the Strong Separation Condition (SSC) holds. That is for (k1, j1) 6= (k2, j2) we
have
Sk1, j1,λ(Aλ)∩Sk2, j2,λ(Aλ)=;.
• tαii ,1 = t
αi
i ,2 holds for all i = 1, . . . ,n.
Then by the well known Hutchinson Theorem (see [2]) we have
(6.3) dimH(Aλ)= s(λ) :=
log N
− logλ .
Observe that for every i = 1, . . . ,n the projected IFS S αi
λ
consist of only at most N −1
different similarities with ratio λ< 1/(N−1). This is so because tαii ,1 = t
αi
i ,2 and in this way
(6.4) Sαii ,1 ≡ S
αi
i ,2
holds for all i .
The proof of part (a’) Choose an arbitrary λ1 ∈
( 1
N ,
1
N−1
)
.
Then by (6.4) and by the choice of λ1 for all i = 1, . . . ,n we have
(6.5) dimH Aλ1 > 1 but dimH(Aαiλ )< 1
consequently,
(6.6) L 1
(
Aαi
λ
)= 0.
Then by (6.2) and Part (b) of Lemma 3.1 we obtain thatL 1(A+Γ)= 0.
The proof of part (b’) of Theorem 3.2 is analogous. Let λ2 ∈
(
0, 1N
)
. Then by (6.4)
(6.7) dimH
(
Aαi
λ2
)
≤ log(N −1)− logλ <
log N
− logλ = dimH(Aλ2 ).
(6.8) Aλ2 + Ii ⊂ ui ·eα⊥i + A
αi
λ2
+`α⊥i
Hence, dimH
(
Aλ2 + Ii
)= dimH (Aαiλ2)+1< dimH(Aλ2 )+1. Thus,
dimH
(
Aλ2 +Γ
)= max
i=1,...,n
dimH
(
Aλ2 + Ii
)< dimH(Aλ2 )+1.
This completes the proof of the second part of Theorem 3.2.
The proof of part (c’) is easy. Namely, let both A and B be subsets of the x-axis. Let
A ⊂ [0,1] be a set ofL 1(A)= 0 but dimH A = 1. And let B := [0,1]. 
Proof of Theorem 3.5. The fact that dimH(C (1/4)+Nθ)= 2 can be seen as follows: Hochman’s
Theorem [5] implies that projθ(C (1/4)) = 1 for all irrational θ. Then we apply part (d)
of Lemma 3.1. All other assertions of Theorem 3.5 are immediate combinations of
Kenyon’s Theorem above and Lemma 3.1. 
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