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SELF SIMILARITY OF GENERALIZED CANTOR SETS
DERONG KONG
Abstract. We consider the self-similar structure of a class of generalized Cantor sets
Γβ,D =
{ ∞∑
n=1
dnβ
n : dn ∈ Dn, n ≥ 1
}
,
where 0 < β < 1 and Dn, n ≥ 1, are nonempty and finite subsets of Z. We give
a necessary and sufficient condition for Γβ,D to be a homogeneously generated self
similar set. An application to the self-similarity of intersections of generalized Cantor
sets will be given.
Key words. generalized Cantor sets, self-similar sets, strongly eventually periodic, iter-
ated function systems, intersections.
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1. Introduction
For an integer d, let φd be a contractive map defined by
(1) φd(x) = β(x + d), x ∈ R,
where 0 < β < 1. Let Z∞ be the set of infinite sequences {dn}∞n=1 with each dn ∈ Z. We
define the coding map π : Z∞ → R by
(2) π({dn}
∞
n=1) := lim
m→∞
φd1 ◦ · · · ◦ φdm(0) =
∞∑
n=1
dnβ
n.
For n ≥ 1, let Dn be a nonempty and finite subset of Z, and let D =
⊗∞
n=1Dn be the set
of infinite sequences {dn}∞n=1 with dn ∈ Dn for all n ≥ 1. Then the generalized Cantor set
Γβ,D of type D is defined as the image set of D under the coding map π, i.e.,
(3) Γβ,D := π(D) =
{ ∞∑
n=1
dnβ
n : dn ∈ Dn for all n ≥ 1
}
.
We assume that the digit sets Dn, n ≥ 1, have bounded cardinality and the sums in (3) are
all convergent, which we express as
(4) sup
n≥1
max
d,d′∈Dn
(d− d′) <∞ and
∣∣∣
∞∑
i=1
λnβ
n
∣∣∣ <∞,
where λn = max{d : d ∈ Dn}.
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2The generalized Cantor set Γβ,D of type D =
⊗∞
n=1Dn can also be seen in a geometrical
way. To illustrate this geometrical construction, we need the extra assumptions:
γD := inf{γn : n ≥ 1} > −∞, λD := sup{λn : n ≥ 1} <∞,
where γn = min{d : d ∈ Dn}. Then all the digit sets Dn ⊆ {γD , γD + 1, · · · , λD}, n ≥ 1.
Let F0 = [γDβ/(1− β), λDβ/(1 − β)] and then, for n ≥ 1, inductively define
Fn =
⋃
d∈Dn
φd(Fn−1),
where φd is the contractive map defined in (1). Clearly, {Fn}∞n=0 is a monotonic decreasing
sequence of compact subsets of R. Then the generalized Cantor set Γβ,D can be written as
Γβ,D =
∞⋂
n=0
Fn.
For example, let β = 1/5, D1 = {0, 2}, D2 = {1, 2} and Dn = {0, 1, 2} for all n ≥ 3. Then
γD = 0, λD = 2, and the first few generations F0, · · · , F3 of Γ1/5,D are plotted in Figure 1.
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Figure 1. The first few generations F0, F1, F2, F3 of the generalized Can-
tor set Γβ,D of type D =
⊗∞
n=1Dn with β = 1/5, D1 = {0, 2}, D2 = {1, 2}
and Dn = {0, 1, 2} for all n ≥ 3.
A map S : R → R is called a similitude if there is r, 0 < |r| < 1, and b ∈ R such
that S(x) = rx + b for x ∈ R. Here r is called the contraction ratio of S. Suppose
{Sj(x) = rjx + bj : j ∈ J}, where J is a finite index set. Then there exists a unique
compact set Λ satisfying
Λ =
⋃
j∈J
Sj(Λ).
The compact set Λ is called a self-similar set generated by the iterated function system
(IFS) {Sj : j ∈ J}. In particular, if ri = rj for all i, j ∈ J , then Λ is called a homogeneously
generated self-similar set.
Intersections of Cantor sets have been studied by many authors (cf. [4, 5, 7, 1, 10, 3, 11]).
Recently, Deng et al. [2] studied the self-similarity of the intersections of the classical middle-
third Cantor set with its translations. Essentially they gave a characterization for Γ1/3,D
being a self-similar set, whereD =
⊗∞
n=1Dn withDn nonempty subsets of {0, 2}. Later this
3has been extended in [6] and [8] to the case for Γβ,{0,1,··· ,N−1}∞∩(Γβ,{0,1,··· ,N−1}∞+t), where
N ≥ 2 is an integer, 0 < β < 1/N and t ∈ [−1, 1] has a unique {0,±1, · · · ,±(N − 1)}-code.
In fact they gave a necessary and sufficient condition for the generalized Cantor set Γβ,D
being a self-similar set, where 0 < β < 1/N and all the digit setsDn ⊆ {0, 1, · · · , N−1}, n ≥
1, are consecutive, i.e., there exists some τn ≥ 0 such that
Dn = {γn, γn + 1, · · · , γn + τn} ⊆ Z.
However, when some digit set Dn is not consecutive, nothing is known about the self-
similarity of Γβ,D . This motivates us to investigate the self-similarity of generalized Cantor
sets.
We arrange the paper in the following way. In Section 2 we state the main result
in Theorem 2.1, and its proof will be given in Section 3. In Section 4 we consider an
application to the self-similarity of intersections of generalized Cantor sets.
2. Preliminaries and the main result
For 0 < β < 1, let Γβ,D be a generalized Cantor set of type D =
⊗∞
n=1Dn. Recall from
Equation (2) and (3) that π is a surjective map from D to Γβ,D defined by
π({dn}
∞
n=1) =
∞∑
i=1
dnβ
n.
The infinite sequence {dn}∞n=1 ∈ D is called a D-code of π({dn}
∞
n=1) ∈ Γβ,D . We point
out that a point x ∈ Γβ,D may have multiple D-codes. But when 0 < β < 1/ND , the map
π from D to Γβ,D is bijective and, hence, each point in Γβ,D has a unique D-code. Here
ND is the span of D defined as
(5) ND := sup
n≥1
max
d,d′∈Dn
(1 + d− d′).
Obviously, ND ≥ 1. If ND = 1, then Γβ,D contains only a single point. Excluding this
trivial case and using the assumption in (4), we have 2 ≤ ND <∞. If no confusion arises
about D , we will write N instead of ND . Let ΩN := {0, 1, · · · , N − 1}.
Definition 2.1 (Deng, He and Wen [2]). A sequence {dn}∞n=1 ∈ Ω
∞
N is called strongly
eventually periodic (or simply, SEP) with period p ∈ Z+ if there exist two finite sequences
{aℓ}
p
ℓ=1, {bℓ}
p
ℓ=1 ∈ Ω
p
N such that
{dn}
∞
n=1 = {aℓ}
p
ℓ=1{aℓ + bℓ}
p
ℓ=1,
where {cℓ}
p
ℓ=1 ∈ Ω
∞
N stands for the infinite repetition of a finite sequence {cℓ}
p
ℓ=1 ∈ Ω
p
N .
Obviously, a periodic sequence {dn}∞n=1 is a SEP sequence, and a SEP sequence {dn}
∞
n=1
is eventually periodic. Note that a SEP sequence {dn}∞n=1 is called strongly periodic in [2].
Analogously, we have the definition for the strong eventual periodicity of a sequence of
sets.
4Definition 2.2. A sequence of sets {Dn}∞i=1 with ∅ 6= Dn ⊆ Z is called strongly eventually
periodic (or simply, SEP) with period p ∈ Z+ if there exist two finite sequences of sets
{Aℓ}
p
ℓ=1, {Bℓ}
p
ℓ=1 such that
{Dn}
∞
n=1 = {Aℓ}
p
ℓ=1{Aℓ +Bℓ}
p
ℓ=1,
where A+B = {a+ b : a ∈ A, b ∈ B} and {Cℓ}
p
ℓ=1 denotes the infinite repetition of a finite
sequence of sets {Cℓ}
p
ℓ=1.
When a sequence of sets {Dn}∞n=1 is SEP with period p, it is easy to check that the
sequence {|Dn| − 1}∞n=1 is also SEP with period p, where |A| stands for the cardinality
of a set A. In general this is not true the other way around. But when all the digit
sets Dn, n ≥ 1, are consecutive, the SEP of the sequence {|Dn| − 1}∞n=1 is equivalent to
the SEP of the sequence of the sets {Dn − γn}∞n=1, where γn = min{d : d ∈ Dn} and
A− b := A+ {−b} = {a− b : a ∈ A} for a set A and a real number b.
When all the digit sets Dn, n ≥ 1 are consecutive, the authors in [6] and [8] showed
that for 0 < β < 1/N the generalized Cantor set Γβ,D is a self-similar set if and only if
the sequence {|Dn| − 1}∞n=1 is SEP. However, this characterization for the self-similarity of
Γβ,D fails if some digit set Dn is not consecutive. In the following theorem we give a more
general characterization for Γβ,D being a homogeneously generated self-similar set.
Theorem 2.1. Let Γβ,D be a generalized Cantor set of type D =
⊗∞
n=1Dn in (3) with
span N = ND ≥ 2. Suppose 0 < β ≤ 1/[(3N − 1)/2]. Then Γβ,D is a homogeneously
generated self-similar set if, and only if, the sequence of sets {Dn − γn}
∞
n=1 is SEP, where
γn = min{d : d ∈ Dn}.
We remark here that Theorem 2.1 generalize [9, Theorem 1.2] where the authors only
prove the theorem for 0 < β < 1/(2N − 1). When β gets larger, the proof is more involved.
Moreover, we give an example to illustrate that the upper bound 1/[(3N − 1)/2] for β in
Theorem 2.1 can not be improved to 1/N as in the consecutive case.
Example 2.1. Let D1 = {0}, D2 = {0, 4}, D2m+1 = {0, 1}, D2m+2 = {0, 2, 4} for all
m ≥ 1. Clearly, the span N of D =
⊗∞
n=1Dn equals 5, and the sequence of sets {Dn}
∞
n=1
is not SEP. Take β = 1/6. Then 1/[(3N − 1)/2] < β < 1/N . We will show that Γβ,D is a
self-similar set generated by an IFS {gj(x) = rx + bj : j ∈ J} with r = β2.
Recall that π is the coding map from D to Γβ,D defined by letting
π({dn}
∞
n=1) =
∞∑
n=1
dnβ
n for {dn}
∞
n=1 ∈ D .
Let {gj(x) = β2x+ bj}8j=1 be the sequence of similitudes, where
b1 = π(00000), b2 = π(00020), b3 = π(00040), b4 = π(00100);
b5 = π(04000), b6 = π(04020), b7 = π(04040), b8 = π(04100).
5Then, by using Dn = Dn+2 for n ≥ 3, we have
g1(Γβ,D) = g1
( ∞∑
n=1
Dnβ
n
)
= D1β
3 +D2β
4 +
∞∑
n=3
Dnβ
n+2
= D1β
3 +D2β
4 +
∞∑
n=5
Dnβ
n.
Similarly, g2(Γβ,D) = D1β
3 + (D2 + 2)β
4 +
∑∞
n=5Dnβ
n, g3(Γβ,D) = D1β
3 + (D2 + 4)β
4 +∑∞
n=5Dnβ
n, g4(Γβ,D) = (D1 + 1)β
3 + D2β
4 +
∑∞
n=5Dnβ
n. Then, by using β = 1/6 we
obtain that
4⋃
j=1
gj(Γβ,D) =
∞∑
n=3
Dnβ
n.
In a similar way, one can also show that
⋃8
j=5 gj(Γβ,D) = 4β
2 +
∑∞
n=3Dnβ
n. Hence,
Γβ,D is a self-similar set generated by the IFS {gj(x) : 1 ≤ j ≤ 8}, i.e.,
⋃8
j=1 gj(Γβ,D) =∑∞
n=1Dnβ
n = Γβ,D .
3. Proof of Theorem 2.1
For convenience we introduce the following notations. For a sequence of sets {An}
∞
n=1,
let
∞∑
n=1
An :=
{ ∞∑
n=1
an : an ∈ An, n ≥ 1
}
,
and for a real number x and a set A let xA := {xa : a ∈ A} = Ax. Then by (3) the
generalized Cantor set Γβ,D of type D can be rewritten as
Γβ,D =
∞∑
n=1
Dnβ
n.
To prove Theorem 2.1, it is convenient to shift Γβ,D such that 0 is the left endpoint.
More explicitly, let D′n := Dn − γn with γn = min{d : d ∈ Dn}. Then 0 ∈ D
′
n ⊆ ΩN for all
n ≥ 1. Accordingly, let
D
′ :=
∞⊗
n=1
D′n =
∞⊗
n=1
(Dn − γn).
Then the generalized Cantor set Γβ,D′ of type D
′ =
⊗∞
n=1D
′
n is a translation of Γβ,D ,
since
Γβ,D′ =
∞∑
n=1
D′nβ
n =
∞∑
n=1
(Dn − γn)β
n =
∞∑
n=1
Dnβ
n −
∞∑
n=1
γnβ
n
= Γβ,D −
∞∑
n=1
γnβ
n.
(6)
So it suffices to prove Theorem 2.1 for Γβ,D′ instead of Γβ,D . Clearly, since 0 ∈ D′n
for all n ≥ 1, we have
∑m
n=1 dnβ
n = π(d1 · · · dm0) ∈ Γβ,D′ for any m ≥ 1 and for any
dℓ ∈ D
′
ℓ, ℓ = 1, · · · ,m. In particular, 0 = π(0) ∈ Γβ,D′.
6The sufficiency of Theorem 2.1 follows from the following proposition which can be
proved in a similar way as in the proof of [8, Theorem 1.2].
Proposition 3.1. Let Γβ,D′ be a generalized Cantor set of type D
′ =
⊗∞
n=1D
′
n in (6).
Suppose 0 < β < 1. If the sequence of sets {D′n}
∞
n=1 is SEP, then Γβ,D′ is a homogeneously
generated self-similar set.
Proof. By Definition 2.2, we assume {Dn}∞n=1 = {Aℓ}
q
ℓ=1{Aℓ +Bℓ}
q
ℓ=1 for some q ∈ Z
+.
In a similar calculation as in [8, Theorem 1.2] one can show that Γβ,D′ is a self-similar set
generated by the IFS {ge(x) = βqx+ e : e ∈ E }, where
E =
{ 2q∑
ℓ=1
dℓβ
ℓ : dℓ ∈ Aℓ, dℓ+q ∈ Bℓ for all 1 ≤ ℓ ≤ q
}
.
This finishes the proof. 
To prove the necessity we need more effort. Recall in (6) that Γβ,D′ is a generalized
Cantor set of type D ′ =
⊗∞
n=1D
′
n with span N = ND′ ≥ 2. If Γβ,D′ is homogeneously
generated self-similar set, we will show in the following lemma that the sequence of sets
{D′n}
∞
n=1 is eventually periodic.
Lemma 3.1. Suppose 0 < β < 1/N . If Γβ,D′ is a homogeneously generated self-similar set,
then there exists some p ∈ Z+ such that {D′n}
∞
n=1 = {D
′
ℓ}
p
ℓ=1{D
′
p+ℓ}
p
ℓ=1 with D
′
ℓ ⊆ D
′
p+ℓ
for ℓ = 1, · · · , p.
Proof. Suppose Γβ,D′ is a self-similar set generated by an IFS {fi(x) = rx + ai : i ∈ I}
with 0 < |r| < 1, i.e.,
Γβ,D′ =
⋃
i∈I
fi(Γβ,D′).
One can assume that 0 < r < 1, since otherwise we can consider the IFS {fi ◦ fi′(x) : i, i′ ∈
I} instead of {fi(x) : i ∈ I}. Since 0 < β < 1, there exists some α > 0 such that r = βα.
In a similar way as in the proof of [6, Theorem 3.2] one can show that α must be a rational
number. Take m ∈ Z+ such that q := mα ∈ Z+. Then Γβ,D′ can be also generated by
{gj : j ∈ J} = {fi1 ◦ · · · ◦ fim(x) : in ∈ I, n = 1, · · · ,m} with contraction ratio equals
rm = βq.
Note that 0 ∈ Γβ,D′. Then there exists j0 ∈ J such that gj0(x) = β
qx. For ℓ ≥ 1, let
d ∈ D′ℓ, and we take dβ
ℓ = π(0ℓ−1d 0) ∈ Γβ,D′. Then
gj0(dβ
ℓ) = dβq+ℓ ∈ Γβ,D′ .
This implies d ∈ D′q+ℓ, since, by 0 < β < 1/N , any point in Γβ,D′ has a unique D
′-code.
So D′ℓ ⊆ D
′
q+ℓ. By iteration, this yields
D′ℓ ⊆ D
′
q+ℓ ⊆ · · · ⊆ D
′
mq+ℓ ⊆ · · ·
for all 1 ≤ ℓ ≤ q and m ≥ 1.
7Since D′n ⊆ ΩN for all n ≥ 1, there exists some large m∗ ≥ 1 which can be chosen
independent of ℓ, such that D′m∗q+ℓ = D
′
mq+ℓ for all 1 ≤ ℓ ≤ q and m ≥ m∗. Take
p = m∗q. Then
{D′n}
∞
n=1 = {D
′
ℓ}
p
ℓ=1{D
′
p+ℓ}
p
ℓ=1.
Clearly, D′ℓ ⊆ D
′
p+ℓ for ℓ = 1, · · · , p. This completes the proof. 
Recall from Section 2 that an infinite sequence {xn}∞n=1 ∈ D
′ is called a D ′-code of
x ∈ Γβ,D′ if x =
∑∞
n=1 xnβ
n with xn ∈ D′n for all n ≥ 1. Since 0 < β < 1/N , we have
N ≤ [1/β]. Then D ′ ⊆ Ω∞N ⊆ Ω
∞
[1/β], and so Γβ,D′ ⊆ Γβ,Ω∞[1/β] . In this case, {xn}
∞
n=1 is also
called a Ω∞[1/β]-code of x.
Lemma 3.2. Suppose 0 < β < 1/N . If x ∈ Γβ,D′ ⊆ Γβ,Ω∞
[1/β]
has a Ω∞[1/β]-code {xn}
∞
n=1
which is not of the form d1 · · · dk([1/β]− 1), then {xn}∞n=1 is the unique D
′-code of x.
Proof. The lemma follows by the fact that when 1/β /∈ Z+ the coding map π from
Ω∞[1/β] to Γβ,Ω∞[1/β] is bijective, and when 1/β ∈ Z
+ then π is almost bijective in the
sense that only countably many points in Γβ,Ω∞
[1/β]
have two Ω∞[1/β]-codes of the forms
d1 · · · dk−1dk([1/β]− 1) and d1 · · · dk−1(dk + 1)0 for some dk + 1 ≤ [1/β]− 1. 
Proof of the necessity. If N = 2, then all the digit sets Dn are consecutive, and in this case
the necessity follows from [8] and [6]. In the following we will assume N ≥ 3. Then by the
assumption we have 0 < β ≤ 1/[(3N − 1)/2] < 1/N. By Lemma 3.1 there exists p ∈ Z+
such that
(7) {Dn}
∞
n=1 = {D
′
ℓ}
p
ℓ=1{D
′
p+ℓ}
p
ℓ=1 with D
′
ℓ ⊆ D
′
p+ℓ for 1 ≤ ℓ ≤ p.
Moreover, we can require from Lemma 3.1 that Γβ,D′ is generated by an IFS {gj(x) =
βpx + bj : j ∈ J}. Recall that 0 ∈ Γβ,D′. Then we have bj = gj(0) ∈ Γβ,D′ for all j ∈ J .
Since 0 < β < 1/N , any point in Γβ,D′ has a unique D
′-code. Let {bj,n}∞n=1 be the unique
D ′-code of bj, i.e.,
bj = π({bj,n}
∞
n=1) =
∞∑
n=1
bj,nβ
n with bj,n ∈ D
′
n for all n ≥ 1.
For 1 ≤ ℓ ≤ p, let Bℓ := {b ∈ Z : b +D′ℓ ⊆ D
′
p+ℓ}. By Equation (7) the necessity will
then follow if we can show that D′p+ℓ = Bℓ + D
′
ℓ for 1 ≤ ℓ ≤ p. Clearly, 0 ∈ Bℓ since
D′ℓ ⊆ D
′
p+ℓ. Directly from the definition of sum of sets, we have the inclusion
Bℓ +D
′
ℓ =
⋃
b∈Bℓ
(b+D′ℓ) ⊆ D
′
p+ℓ.
On the other hand, let d ∈ D′p+ℓ for some 1 ≤ ℓ ≤ p. We split the proof of d ∈ Bℓ +D
′
ℓ
into the following two cases.
Case I. d ≤ [(N − 1)/2]. Take
x = dβp+ℓ +
∞∑
n=1
λp+ℓ+nβ
p+ℓ+n ∈ Γβ,D′,
8where λn := max{d : d ∈ D′n} for n ≥ 1. Since Γβ,D′ =
⋃
j∈J gj(Γβ,D′), there exist jx ∈ J
and x′ =
∑∞
n=1 x
′
nβ
n = π({x′n}
∞
n=1) ∈ Γβ,D′ such that x = gjx(x
′), i.e.,
dβp+ℓ +
∞∑
n=1
λp+ℓ+nβ
p+ℓ+n =
p∑
n=1
bjx,nβ
n +
ℓ−1∑
n=1
(bjx,p+n + x
′
n)β
p+n
+(bjx,p+ℓ + x
′
ℓ)β
p+ℓ +
∞∑
n=1
(bjx,p+ℓ+n + x
′
ℓ+n)β
p+ℓ+n.(8)
Since 0 < β < 1/N , we have x < βp+ℓ−1, and then we obtain that bjx,n = 0 for 1 ≤ n < p+ℓ
and x′n = 0 for 1 ≤ n < ℓ. Then Equation (8) can be rearranged in the following way:
(9) d = (bjx,p+ℓ + x
′
ℓ) +
∞∑
n=1
(bjx,p+ℓ+n + x
′
ℓ+n − λp+ℓ+n)β
n.
Since 0 < β < 1/N and the digit bjx,n satisfy bjx,n ≤ λn for all n ≥ 1, we have
∣∣∣
∞∑
n=1
(bjx,p+ℓ+n + x
′
ℓ+n − λp+ℓ+n)β
n
∣∣∣ ≤
∞∑
n=1
∣∣x′ℓ+n − (λp+ℓ+n − bjx,p+ℓ+n)∣∣βn
≤
∞∑
n=1
(N − 1)βn < 1.
Then it follows from Equation (9) that
(10) d = bjx,p+ℓ + x
′
ℓ ∈ bjx,p+ℓ +D
′
ℓ.
Since d ≤ [(N − 1)/2], we have by Equation (10) that bjx,p+ℓ ≤ [(N − 1)/2]. This,
together with λℓ ≤ N − 1 and 0 < β ≤ 1/[(3N − 1)/2], yields
bjx,p+ℓ + λℓ ≤ [(3N − 1)/2]− 1 ≤ [1/β]− 1,
i.e., bjx,p+ℓ +D
′
ℓ ⊆ Ω[1/β]. Note that
(11) gjx(D
′
ℓβ
ℓ) =
∑
n6=p+ℓ
bjx,nβ
n + (bjx,p+ℓ +D
′
ℓ)β
p+ℓ ⊆ Γβ,D′ =
∞∑
n=1
D′nβ
n.
Since 0 < β ≤ 1/[(3N−1)/2] and N ≥ 3, we have bjx,n ≤ N−1 < [1/β]−1 for n ≥ 1. Then,
by using Lemma 3.2 in Equation (11), we obtain bjx,p+ℓ +D
′
ℓ ⊆ D
′
p+ℓ, i.e., bjx,p+ℓ ∈ Bℓ.
So, by Equation (10) we have d ∈ Bℓ +D′ℓ.
Case II. d > [(N − 1)/2]. Take
y = λp+ℓ−1β
p+ℓ−1 + dβp+ℓ +
∞∑
n=1
λp+ℓ+nβ
p+ℓ+n ∈ Γβ,D′.
9Similarly, since Γβ,D′ =
⋃
j∈J gj(Γβ,D′), there exist jy ∈ J and y
′ =
∑∞
n=1 y
′
nβ
n =
π({y′n}
∞
n=1) ∈ Γβ,D′ such that y = gjy (y
′), i.e.,
λp+ℓ−1β
p+ℓ−1 + dβp+ℓ +
∞∑
n=1
λp+ℓ+nβ
p+ℓ+n
=
p∑
n=1
bjy,nβ
n +
ℓ−2∑
n=1
(bjy,p+n + y
′
n)β
p+n + (bjy,p+ℓ−1 + y
′
ℓ−1)β
p+ℓ−1
+ (bjy ,p+ℓ + y
′
ℓ)β
p+ℓ +
∞∑
n=1
(bjy,p+ℓ+n + y
′
ℓ+n)β
p+ℓ+n.
(12)
By using 0 < β < 1/N we have y < βp+ℓ−2, and then we obtain that
(13) bjy,n = 0 for 1 ≤ n < p+ ℓ− 1
and y′n = 0 for 1 ≤ n < ℓ− 1. Then Equation (12) can be rearranged as
λp+ℓ−1 = (bjy,p+ℓ−1 + y
′
ℓ−1) + (bjy,p+ℓ + y
′
ℓ − d)β
+
∞∑
n=1
(bjy ,p+ℓ+n + y
′
ℓ+n − λp+ℓ+n)β
n+1,(14)
where we set y′0 = 0. Since 0 < β ≤ 1/[(3N − 1)/2] and d > [(N − 1)/2], we have
(15) − ([1/β]− 1) ≤ bjy,p+ℓ + y
′
ℓ − d ≤ [(3N − 1)/2]− 1 ≤ [1/β]− 1.
In a similar way as in Case I, we can show that
(16)
∣∣∣
∞∑
n=1
(bjy ,p+ℓ+n + y
′
ℓ+n − λp+ℓ+n)β
n+1
∣∣∣ < β.
Then, by using Equation (15) and (16) it follows that
∣∣∣(bjy ,p+ℓ + y′ℓ − d)β +
∞∑
n=1
(bjy ,p+ℓ+n + y
′
ℓ+n − λp+ℓ+n)β
n+1
∣∣∣ < 1.
This, together with Equation (14), yields that
(17) λp+ℓ−1 = bjy,p+ℓ−1 + y
′
ℓ−1.
Substituting (17) in Equation (14) we obtain
d = (bjy ,p+ℓ + y
′
ℓ) +
∞∑
n=1
(bjy,p+ℓ+n + y
′
ℓ+n − λp+ℓ+n)β
n.
This, again by using Equation (16), yields that
(18) d = bjy,p+ℓ + y
′
ℓ ∈ bjy,p+ℓ +D
′
ℓ.
If bjy,p+ℓ + λℓ < [1/β], then bjy,p+ℓ +D
′
ℓ ⊆ Ω[1/β]. In a similar way as in Equation (11),
we can show that bjy,p+ℓ +D
′
ℓ ⊆ D
′
p+ℓ, i.e., bjy,p+ℓ ∈ Bℓ. Thus, by Equation (18) we have
d ∈ Bℓ +D
′
ℓ.
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We will finish the proof of Case II by showing that bjy,p+ℓ + λℓ ≥ [1/β] will lead to a
contradiction. Take z = y′ℓ−1β
ℓ−1 + λℓβ
ℓ ∈ Γβ,D′. Then, by Equation (13) and (17), we
have
gjy (z) = (bjy,p+ℓ−1 + y
′
ℓ−1)β
p+ℓ−1 + (bjy ,p+ℓ + λℓ)β
p+ℓ +
∑
n>p+ℓ
bjy ,nβ
n
= λp+ℓ−1β
p+ℓ−1 + (bjy ,p+ℓ + λℓ)β
p+ℓ +
∑
n>p+ℓ
bjy,nβ
n.
Since 0 < β < 1/N and bjy,p+ℓ + λℓ ≥ [1/β], we have
gjy (z) > λp+ℓ−1β
p+ℓ−1 +
∞∑
n=p+ℓ
(N − 1)βn
gjy (z) < (λp+ℓ−1 + 1)β
p+ℓ−1 +
∞∑
n=p+ℓ
(N − 1)βn.
Since gjy (z) ∈ Γβ,D′ ⊆ Γβ,Ω∞N , this implies that there exist cn ∈ D
′
n, n ≥ p+ ℓ such that
(19) gjy (z) = (λp+ℓ−1 + 1)β
p+ℓ−1 +
∞∑
n=p+ℓ
cnβ
n ∈ Γβ,D′.
Since by N ≥ 3 that 0 < β < 1/[(3N − 1)/2] ≤ 1/(N + 1), we have λp+ℓ−1 + 1 ≤ N ≤
[1/β] − 1. Then, by using Lemma 3.2 in Equation (19), we obtain λp+ℓ−1 + 1 ∈ D′p+ℓ−1,
leading to a contradiction with the definition of λp+ℓ−1. 
4. Intersections of generalized Cantor sets
Let Γβ,C and Γβ,D be two generalized Cantor sets of types C =
⊗∞
n=1 Cn and D =⊗∞
n=1Dn, respectively. Using (3), one can easily write the intersection Γβ,C ∩ Γβ,D as
Γβ,C ∩ Γβ,D =
{ ∞∑
n=1
dnβ
n : dn ∈ Cn ∩Dn
}
= π(C ∩D),
where C ∩ D :=
⊗∞
n=1(Cn ∩ Dn). So Γβ,C ∩ Γβ,D is also a generalized Cantor set if
Γβ,C ∩ Γβ,D 6= ∅. Using Theorem 2.1, we have the following characterization for the self-
similarity of intersections of generalized Cantor sets.
Proposition 4.1. Let Γβ,C and Γβ,D be two generalized Cantor sets of types C =
⊗∞
n=1 Cn
and D =
⊗∞
n=1Dn respectively. Let N = NC∩D ≥ 2 be the span of C ∩D :=
⊗∞
n=1(Cn ∩
Dn). Suppose 0 < β ≤ 1/[(3N − 1)/2]. Then Γβ,C ∩ Γβ,D is a homogeneously generated
self-similar set if, and only if, the sequence of sets {Cn ∩ Dn − γn}∞n=1 is SEP, where
γn = min{d : d ∈ Cn ∩Dn}.
In particular, we consider the self-similarity of intersections of a generalized Cantor set
Γβ,D with its translations, i.e., Γβ,D ∩ (Γβ,D + t) for t ∈ R. Clearly,
Γβ,D ∩ (Γβ,D + t) 6= ∅ if and only if t ∈ Γβ,D − Γβ,D .
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Using Equation (3) the difference set Γβ,D − Γβ,D can be written as
Γβ,D − Γβ,D =
{ ∞∑
n=1
tnβ
i : tn ∈ Dn −Dn
}
= π(D −D),
where D −D :=
⊗∞
n=1(Dn−Dn). Then, for t ∈ Γβ,D −Γβ,D we can show in a similar way
as in [8] that
Γβ,D ∩ (Γβ,D + t) =
⋃
{tn}∞n=1
π
( ∞⊗
n=1
(
Dn ∩ (Dn + tn)
))
,
where the union is taken over all D−D-codes {tn}∞n=1 of t. If t ∈ Γβ,D −Γβ,D has a unique
D −D-code {tn}∞n=1, then
Γβ,D ∩ (Γβ,D + t) = π
( ∞⊗
n=1
(
Dn ∩ (Dn + tn)
))
,
which is a generalized Cantor set of type
⊗∞
n=1(Dn ∩ (Dn + tn)).
By using Theorem 2.1, we have the following proposition on the self-similarity of inter-
sections of a generalized Cantor set with its translations.
Proposition 4.2. Let Γβ,D be a generalized Cantor set of type D =
⊗∞
n=1Dn with span
ND ≥ 2 in (3). Suppose 0 < β ≤ 1/[(3ND − 1)/2] and t ∈ Γβ,D − Γβ,D has a unique
D −D-code {tn}∞n=1. Then Γβ,D ∩ (Γβ,D + t) is a homogeneously generated self-similar set
if, and only if, the sequence of sets {Dn ∩ (Dn + tn) − γn(t)}∞n=1 is SEP, where γn(t) =
min{d : d ∈ Dn ∩ (Dn + tn)}.
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