ラインレーザと光学ファイバーを用いた極小領域におけるリアルタイム三次元可視化とナビゲーション by Long, Zhongjie









A Dissertation Submitted to the 
 University of Fukui for the Degree of 





Real-time 3D Visualization and Navigation Using Line Laser and 




















Department of Advanced Interdisciplinary Science and Technology
Doctor of Engineering
Real-time 3D Visualization and Navigation Using Line Laser and
Optical Fiber Applied to Narrow Space
by Zhongjie LONG
Minimally invasive surgery is a popular technique that uses an endoscopic
camera for direct viewing of patients’ internal organs for diagnosis and treat-
ment. The use of this technique is increasingly performed at current clinical
applications because it has advantages over the open surgery in terms of less
trauma and faster recoveries. However, conventional endoscope-based surgery
does not provide stereoscopic information to the surgeon. Accordingly, sur-
geons can only view the operation field via a video monitor on which two-
dimensional information of the surgical target are displayed. To overcome this
limitation, an endoscopic system was developed for visualizing the knee joint
surface and navigating its normal vector in real-time.
The endoscopic system is composed of an endoscopic camera, line laser,
optical fiber and acrylic prism. Two versions of the system configuration were
specifically designed based on the baseline and tested in experimental studies.
i
It is a challenge that the dimension of the endoscope can not be increased be-
yond 8 mm for practical applications in real surgery. Therefore, using the op-
tical fiber and prism ensured a relatively long baseline while maintaining the
small diameter of the endoscope. Meanwhile, an endoscopic tube was devel-
oped for a special diameter in order to apply in narrow space.
Without using a specific vertex configuration algorithm, the point cloud
obtained by the current endoscopic system is unable to render and thus iso-
surface can not be extracted. Hence, we proposed a modified marching cubes
algorithm for the vertex processing. This method arranges the spatial points
using midpoint comparison to construct three-dimensional regular grids. The
experimental results demonstrated that the extracted surface is able to render
and the cubic interval being 1.27 mm can obtain a smooth rendering surface.
Further, a comparison results showed that the proposed marching cubes did
not change the accuracy of the reconstructed surface.
Two sets of stereo reconstruction experiments were performed using system
I and system II respectively. The first set using a camera of 7.0 mmdiameter was
tested in air. It focuses on investigating the correlation between the baseline and
the reconstructed accuracy. The results revealed that the quality of laser point
detection improved when the deviation angle of the line laser with respect to
the optical axis was 14 in case that the baseline was 6 mm. Based on the results,
it was assumed that the deviation angle of the line laser could be achieved by
using a prism. The second set was conducted using a 3.9 mm diameter camera
in the water. Reconstruction of planar surface revealed that current system has
an average measurement error of 0.54 mm with the mean of standard devia-
tion (SD) being 0.26 mm. A comparative method using the least squares fitting
was employed to assess the accuracy of the surface reconstruction. The results
showed an average error of 2.42 mm that corresponded to a difference of 4.93%
from the ideal diameter; assuming those of the knee joint surface are the same.
In navigation experiments, as the second goal of our study, a specific naviga-
tion approach suitable for use in a rendered surface was presented in extenso.
ii
An experiment of navigating a normal vector using a femoral bone was per-
formed under water. Each location of the rendering surface can be navigated
by the harvester and displayed on the graphical user interface, the surgeon can
easily adjust the pose of the instrumentation based on the displayed navigation
info. The experimental results show that our system has an average navigation
error of 9.5 within the range of 5 to 17, with an SD of 2.86. In contrast, the
errors for two sites when applying a freehand technique during arthroscopic
surgery were 14.8 within the range of 6 to 26 (SD of 7.53), and 12.6 within
the range of 4 to 17 (SD of 3.98). A statistical analysis showed a significant
difference (P = 0.001 and P = 0.0024) between the navigated technique (N = 30)
and freehand technique (N = 20).
In conclusion, we have developed a fiber-based endoscopic system that en-
able small surface in narrow space to be visualized and navigated. Surgeons
will be able to identify and locate the surgical tool based on the displayed tips,
which will assist in their decision making. The small diameter (8 mm) of our
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Osteochondral transplantation is not a new technique. Over the past 70 years,
there have been numbers of reports on the use of allograft and autogenous
osteochondral material for the treatment of osteochondritis dissecans and for
replacement of bone defects after tumor resection [1]. Since the Mosaicplasty
method was proposed, there have been several clinical applications [2]–[4] on
the use of cylindrical osteochondral autografts for the treatment of focal chon-
dral and femoral condylar defects in the knee.
Femoral condylar defects can be treated arthroscopically or by open tech-
nique in terms of its size. Smaller lesions, less than 1.5 cm in diameter, can be
proceed arthroscopically [1]. Special arthroscopic instrumentations were devel-
oped for obtaining and inserting the plugs. Nevertheless, the operation of the
instrumentation relies mainly on the surgeon’s level of experience.
As the optical technique has grown, computer-assisted surgical (CAS) sys-
tem allows for more precise localization or navigation information of the instru-
mentation. However, standard endoscopes adopted in a clinical application are
not equipped with any global position tracking device to provide camera’s lo-
cation and orientation. Hence, recovering depth information of the surgical
objects in minimally invasive surgery (MIS) is crucial for developing advanced
image-guided and navigation systems [5]. Since the last decade, various CAS
systems that provide real-time stereo vision or navigation during diagnoses or
surgery have been increasingly developed. Some recent works utilized external
intraoperative markers for the tracking of pose estimation [6], [7]. Other works
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do not require any markers have been developed most recently. Depth-from-
Intensity method [8] was presented and used for 3D reconstruction of virtual
colon structure without any global positioning device. Similarly, an adaptive
marker-free registration approach has been successfully performed to provide
real-time endoscope electromagnetic navigation [9]. A novel technique that si-
multaneously segment multi-structure in multiple views of endoscopic videos
has been proposed by [10]. The 3D pose of the preoperative model can be au-
tomatically estimated and tracked. However, currently, there is a very limited
number of CAS system available on navigation performing in the knee during
osteochondral transplantation.
1.1 Objectives
The goal of this research is twofold. On one hand, it focuses on developing
a real-time endoscopic system for reconstructing the surface of the object in
narrow operating filed. The ability of the system to visualize surgical objects
will be expected to improve the operating precision.
On the other hand, it attempts to navigate a normal vector of the recovered
surface using the developed system. The normal direction corresponding to the
current point can be determined, thus contributing a low-cost alternative for the
real-time assistant analysis. The current system can be used as a stepping stone
for further study in the near future. Figure 1.1 depicts the goals above using a
block diagram.
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FIGURE 1.1: A simplified block diagram of our endoscopic sys-
tem. The arrow indicates the process step, and the line indicates
that data will be loaded into the display unit automatically when
its corresponding process is finished.
1.2 Thesis Structure
This thesis is composed of six chapters and organized as follows.
In Chapter 1, a very brief introduction of the research background is pre-
sented. The research objectives and steps are highlighted, followed by expla-
nation on the layout of this thesis. Chapter 2 describes the problem of osteo-
chondral lesions in the knee and its treatment method. Chapter 3 introduces
the component design, the adopted devices, and the system graphical user in-
terface. Chapter 4 explains the proposed method of the stereo reconstruction,
followed by experiments with system I and system II. Navigation approach
and corresponding results are presented in Chapter 5. Finally, Chapter 6 sum-





2.1 Osteochondral Lesions of the Knee
Osteochondral lesions of the knee are not uncommon in athletic individuals,
typically the result of osteochondritis dissecans or trauma [11]. Individuals
with this injury may suffer from swelling, pain, joint effusion, synovitis and
early degenerative changes [12]–[15].
The impacts of osteochondral lesions in our life cannot be underestimated.
Crul et al. reviewed 31,516 knee arthroscopies performed within four years
of 1990’s, and 53,569 hyaline cartilage lesions were documented in 19,827 pa-
tients, in which osteochondral lesions were the majority [16]. Widuchowski et
al. found that osteochondral lesions were happened in 60% of the patients, ac-
cording to their analysis of 25,124 knee arthroscopies performed from 1989 to
2004 [17]. Physical activity with an increase in sports participation in all age
groups is responsible for the growing incidence of these lesions [18].
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2.2 Osteochondral Autograft Transplantation and It’s
Procedure
To date, there are multiple techniques proposed to address osteochondral le-
sions. For example, micro-fracture, osteochondral allograft transplantation [19]–
[21], autologous chondrocytes implantation [22]–[25], and osteochondral autol-
ogous transplantation (OAT) [26]–[28].
OAT is a reconstructive surgical procedure that addresses osteochondral le-
sions while maintaining the hyaline cartilage by replacing defect area with sin-
gle osteochondral autograft [29]. As illustrated in Fig. 2.1, cylindrical osteo-
chondral plug is harvested from a low-weight-bearing area of the femur and
then injected into the defect region.
The Mosaicplasty method, firstly proposed by Hangody et al., was con-
ceived in the early 1990’s. In this method, multiple small cylindrical plugs can
be transfered to the regions with great-weight-bearing through an arthroscopic
approach. Since then, Mosaicplasty has been used widely for the treatment of
osteochondral lesions, particularly for smaller full-thickness chondral defects
[11], [18], [30].
According to the study reported by M. Mark et al. in 2008 [31], mainly pro-
cedure of the OAT is divided into six steps:
Step 1: Diagnostic arthroscopy.
After establishing the arthroscopic portals, a systematic evaluation is per-
formed for all compartments of the knee. Any loose bodies, as well as a
small portion of the fat pad, should be removed to facilitate visualization
of the lesion area.
Step 2: Graft harvest at the donor site.
The graft-harvesting extractor is driven into the subchondral bone to a
depth of 10-15 mm. The graft is then removed perpendicularly from the
low-weight-bearing zone by rotating the T-handle by 90 twice, clockwise
and then counterclockwise.
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FIGURE 2.1: Schematic representation of the OAT.
Step 3: Backfilling the donor plug.
The donor plug is backfilled with a synthetic plug.
Step 4: Preparing the recipient site.
The recipient tool is placed at an angle of 90 to the lesion area.
Step 5: Graft placement.
Using a tamp, the osteochondral graft is gently inserted into the recipient
socket.
Step 6: Closure.
Arthrotomy incisions are closed in layers.
In fact, surgical procedure of the OAT is not an easy task, numerous papers
have been carried out to elucidate the critical reasons for difficulties in a variety
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FIGURE 2.2: Graft harvesting and inserting on the joint surface
using a harvester.
of aspects. For example, D. Koulalis et al. [32] have reported that factors affect-
ing the accuracy of trimming of knee joint cartilage surface include the angle
of the harvesting tube and resultant depth graft insertion. Refs. [31], [33]–[36]
suggested that both grafts harvest and insertion have to be performed at 90 to
the articular surface of the femoral condyle. In other words, one of the crucial
steps during an OAT surgery is for the surgeons to decide the optimal pose of
the instrumentation. Fig. 2.2 illustrates perpendicularly harvesting/inserting
an autologous osteochondral plugs in relation to the articular cartilage surface.
The normal vector indicates the central axis of the harvester tube.
Tow clinical studies, [4] and [37] emphasized that accuracy of grafts harvest
had been identified as a major factor of success in OAT. Furthermore, several
medical technical factors play a critical role in the success of this surgery, such
as the overall surface coverage [38], the size [30] and shape [39] of the osreo-
chondral grafts, and congruency of the articular cartilage surface of the knee
between recipient and donor site [14].
Chapter 3
Design of the Components and
System
3.1 Introduction
In this chapter, the design of the components is described. Meanwhile, the
devices and instruments adopted in our research are also introduced.
3.2 Camera I and II
In our research, two cameras with different size were employed. The first one
with 7.0 mm diameter was used for experiments in air, and the second one
with 3.9 mm diameter was used for underwater experiments. Corresponding
experiments will be described later in Chapter 4. Table 3.1 below summarizes
the parameters of the two cameras.
3.2.1 Calibration
Calibration for the camera is to determine the intrinsic matrix, extrinsic matrix,
and distortion coefficients, which is essential prior to the 3D measurement.
For a pinhole model, the most successful model, the relationship between
the 3D world coordinate of a physical point S = [xw, yw, zw]T and its corre-
sponding coordinates s = [u, v]T projected on the image plane can be described
9
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TABLE 3.1: Camera parameters.
Items Camera I Camera II
Product model T&J TM-7M-USB-E M244P-T0833W-105-L
Image sensor 1/6" CMOS 1/18" CMOS
Dimension  7 mm  40 mm  3.9 mm  15 mm
Effective pixel 640  480 pixels 320  240 pixels
Angle of view 54 degrees 105 degrees
Focus distance 60 mm - infinite 20 mm - infinite
Waterproof Yes Yes
LED brightness adjustable unadjustable








where  is a scale factor, [Rc Tc] indicates the extrinsic matrix with Rc the rota-







denotes the intrinsic matrix with  and  are the focal lengths in pixel unit along
the horizontal and vertical axes,  is the skew factor, and (uo, vo) represents the
coordinates of the principle point.
There are twomain distortions in a lens, that is radial distortion and tangen-
tial distortion. The distortion coefficients are given as
dc = [r1; r2; t1; t2]; (3.3)
where r1, r2 indicate the radial distortion coefficients, and t1, t2 indicate the
tangential distortion coefficients.
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FIGURE 3.1: Images used for camera calibration.
3.2.2 Results
Camera calibration was performed using the method [42] developed by J. Y.
Bouguet. By analyzing 6 images took by the camera I with different view angles
(Fig. 3.1), intrinsic and extrinsic parameters of the camera could be automati-
cally obtained in Matlab (The MathWorks, Inc., USA).
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(a) (b)
FIGURE 3.2: Image difference: (a) before undistortion, and (b) af-
ter undistortion.
























OpenCV provides us with a ready-to-use undistortion algorithm. Based on
the distortion coefficients, raw image sequence can be corrected. For example,
one frame of the raw image sequence was captured and displayed in Fig. 3.2(a),
and Fig. 3.2(b) shows the undistorted result of Fig. 3.2(a) after camera calibra-
tion.
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FIGURE 3.3: Photograph of the optical fiber.
TABLE 3.2: Structure parameters of the fiber scope.
Items Details
Product model SPN-09
Diameter of lens 15 mm
Diameter of fiber 0.9 mm  0.1 mm
Resolution of lens 7,400 pixels
Angle of view 50 degrees
3.3 Optical Fiber
In order to scale down the size of the endoscope, an optical fiber, one side of
the fiber scope, was used for the irradiation of the line laser. Fig. 3.3 shows the
fiber scope’s structure (Asahi Kasei Corp., Japan). The side with the lens was
attached to a laser projector and thus, the line laser can be transmitted through
the optical fiber. More detailed parameters are given in Table 3.2.
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(a) Extracted area from the initial image. (b) Central coordinates of the line
laser.
FIGURE 3.4: Segmentation of the line laser.
3.4 Line Laser
Structured light techniques that use an artificial pattern of light are able to re-
cover the 3D surface of an object. The principle is based on parallax and the
trigonometric relationship generated between the projection center and a sin-
gle camera.
In our system, line laser was yielded by a laser projector and projected onto
the surface of an object. The line laser can be segmented using image processing
technique which depends on its color values (red, green, and blue), see Fig.
3.4(a). Central coordinates of the illuminated area were computed based on




The design of the prism was based on the properties of the endoscope and light
projector. Taking into account the fact that objects closer to the endoscope tip
have a larger parallax (parallax indicates a displacement in the apparent posi-
tion of an object viewed along two different lines of sight, and is measured by
the angle of inclination between those two lines), we found that the quality of
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FIGURE 3.5: Design of the prism.
point detection improved when the angle of deviation of the laser beam with
respect to the optical axis was 14. To achieve the desired angle of deviation,
we used an acrylic prism instead of setting a tilt angle for the optical fiber. This
enabled us to scale down the diameter of the endoscope significantly.
The design of the prism is shown in Fig. 3.5. The laser beam passes through
the air into the prismwith an angle of incidence 0, and then passes through the
prism yielding a refracted ray in water. The axis F is a reference axis parallel















1   ; (3.7)
where na = 1.00, np varies from 1.49 to 1.53, and nw = 1.33 are the refractive
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indices of air, the prism, and water, respectively. Hence, the total angle of devi-
ation of the laser beam,  is
 = 0 + 2: (3.8)
In our case, the incident laser beam was designed to be perpendicular to the
prism surface. As a result, sin 0 = 0 and 00 = 0. By substituting Eqs. (3.5) -









where  = 14 is an empirical value obtained from our previous experiments.
When a light wave strikes the boundary between two materials with dif-
ferent refractive indices, total internal reflection occurs when the angle of inci-
dence is greater than the critical angle. In Fig. 3.5, the total internal reflection
does not occur at boundary 1 because the angle of incidence (0) is zero. For






Table 3.3 summarizes the values of 1,  , and  for two different refractive
indices of the prism. It can be seen that the apex angles of the prism obtained
from Eq. (3.9) are smaller than the corresponding critical angles ( <  ).
Several types of prism have been made with different apex angles, as de-
picted in Fig. 3.6(a). The one on the rightmost side was the final version with
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(a) (b)
FIGURE 3.6: Samples of prism: (a) prisms designed with different
apex angles, and (b) structure of the prism.
FIGURE 3.7: 3D design of the endoscopic tube.
an apex angle of 54, which was chosen from an average value of the apex an-
gle. Fig. 3.6(b) shows the inner structure of the prism.
3.5.2 Endoscopic Tube
A custom-manufactured endoscopic tube was designed using the SolidWorks
(Dassault Systèmes, SolidWorks Corp., France), as depicted in Fig. 3.7. Camera
and prism will be affixed at the tip. The diameter of the tube is approximately
8 mm.
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FIGURE 3.8: Electromagnetic tracking devices: LIBERTY.
3.6 Electromagnetic Tracking Device
Electromagnetic tracking devices have been widely used in spatial digitization
and as a kinematic measuring tool [43]. In our experiment, a six degrees of free-
dom (DoF) electromagnetic device (LIBERTY, Polhemus, USA) is utilized, see
Fig. 3.8. This tracking system supports four sensors and is scalable to support
up to eight sensors, each operating at up to 240 Hz.
According to the manufacturer’s technical literature, which suggests system
accuracies of 2.5 mm root mean square (RMS) and 0.5 RMS for position and
orientation respectively. Whereas, a report pointed out that this device was
sensitive enough to detect positional and rotational changes of 0.25 mm and
0.1 when utilized within its optimal operating range of 225-640 mm [43].
With the aid of this device, 3D coordinates of the laser points extracted by
the camera will be measured and transformed into the coordinate system of this
device.
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(a) The output data in roll. (b) The output data in eleva-
tion.
(c) The output data in az-
imuth.
FIGURE 3.9: Effective measurement range of the sensor’s Eulerian
angles.
An experiment that investigates the measurement range of the sensor was
performed using the manufacture’s graphical user interface. This experiment
focus on the investigation of the sensor’s rotation on three axes (X, Y, and Z),
which refer to three Eulerian angles (roll, pitch, and yaw).
Twisting the sensor, from 0 degrees to 360 degrees, in azimuth, elevation,
and roll respectively without moving its position, data of the sensor’s orienta-
tion were then collected. As illustrated in Fig. 3.9, rotation in azimuth and roll
were discontinuous with a measurement range of 180 degrees, the shaded area
shown in Fig. 3.9(a) and Fig. 3.9(c). Although the output data in elevation were
continuous, the effective measurement range was only 90 degrees, Fig. 3.9(b).
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3.7 Programming
The program was edited with C++ language and compiled in the development
environment of the Microsoft Visual Studio on a desktop PC with a Core i7-
3770 3.4 GHz CPU and 8-GByte of RAM. In addition, due to the use of OpenCV
(open source computer vision) and OpenGL (open graphics library)on the im-
age processing and surface rendering, real-time performance of the system can
be achieved.
3.7.1 Graphical User Interface
The graphical user interface (GUI) of the program was developed using C++
Builder 4.0 (Borland Co. Ltd.). The main window of the scanning control is
of two functions of data exchange and precision evaluation as shown in Fig.
3.10(a). Extraction of the line laser was conducted using a separate software
and the computed results were imported into the display window via shared
memory technique. In order to observe the object conveniently, viewpoint as-
sistant window was developed, which makes it extremely convenient for the
user to select an optimal view angle, Fig. 3.10(b). A window for displaying
the obtained surface are shown in Fig. 3.10(c). Finally, the proposed marching
cubes algorithm, as well as the surface rendering, are performed by clicking
buttons located in this form.
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(a) The form for scan-
ning control.
(b) The form for viewpoint selec-
tion.
(c) The form for surface displaying.
FIGURE 3.10: Main GUI for displaying the reconstructed surface.
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FIGURE 3.11: Process of the shared memory technique.
3.7.2 Shared Memory
Windows provide a number of application program interface (API) functions
for the inter-process communication (IPC). Some functions provide for commu-
nication on the same host, while others facilitate host-to-host exchanges. In our
program, one application collects and generate data, while another application
progress and analyzes the information simultaneously. Hence, sharing infor-
mation by reading and writing from a common segment of memory is needed
to reduce the computational cost.
As its name implies, shared memory makes a common segment of memory
accessible to more than one process. Notice that shared memory is not drawn
from a process’s own memory. Instead, the common memory is allocated from
the computer system’s free memory and is annexed by each process that wants
access.
Fig. 3.11 depicts the process of sharedmemory. Firstly, two processes, A and
B, are executing different code on the same host. Secondly, process A requests
a segment of memory and names it so that another process can find it. Thirdly,
both processed mapping the shared memory segment into their address space.
Finally, the two processes can share data, including reading andwriting, via the
common memory.
Chapter 4
3D Visualization of the Knee Joint
Surface
4.1 Introduction
Minimally invasive surgery (MIS) is an advanced technique that uses an en-
doscope for direct viewing of patients’ internal organs for diagnosis and treat-
ment. The use of this technique has increased considerably in the past three
decades [44], [45]. MIS has advantages over traditional open surgery in terms of
less trauma, lower morbidity risk, and faster recoveries. Arthroscopic surgery
is a minimally invasive surgical procedure carried out on joints, most com-
monly used for the knee, elbow, and ankle joints. It involves examination and
treatment using an endoscope. For knee arthroscopy, only two small incisions
are required for the insertion of the endoscope and surgical instruments. Sur-
geons can view the operating field directly on a video monitor. However, in
contrast to open surgery, MIS cannot provide surgeons with stereo visual per-
ception of the surgical target. Surgeons have to rely upon motion parallax,
object exclusion, and other indirect evidence of depth to assess the spatial rela-
tionship of objects in the operating field [46].
In order to enhance the surgeon’s depth perception during MIS, image-
guided systems [47], [48], robotically assisted approaches [49], [50], and various
optical techniques including passive and active methods [51] have been devel-
oped in the recent past. These methods focus mainly on three-dimensional (3D)
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surface reconstruction of surgical targets. For example, the first study on stereo-
scopic depth reconstruction in MIS using parallel implementation of stereo-
scopic matching algorithms was reported in [52], and corresponding experi-
ments were performed to construct the 3D model of an organ using a robotized
stereoscopic endoscope [53]. A new image modality for 3D visualization of hu-
man organs, proposed in ref. [54] uses laparoscopic image sequences, and is
based on feature tracking. However, such an approach cannot be used in real
time because it involves selecting a set of image subsequence for surface recov-
ery. Furthermore, this approach requires iterations of a factorization method
that would increase the computational time. In contrast, a novel technique op-
erating in real time that uses motion tracking based on feature matching has
been reported to perform well for the surface recovery of a phantom model
and various in vivo endoscopic images [55]. However, it should be noted that
all the above-mentioned techniques are used for surface recovery of soft tissue
or human organs rather than in arthroscopic surgery, especially for the knee
joint. The reason for this is that the optical properties of the knee joint imaged
by different cameras vary from case-to-case.
While stereo vision is used for feature matching, structured-light techniques
are used for detecting the projected patterns correctly. Compared to stereo-
scopic techniques, structured-light techniques are faster and more accurate. An
early study [56] used an endoscope with structured light for measuring the pro-
file of a gastrointestinal surface. Although this method was able to restrict the
measurement error to an average value of 0.05 mm, it provided surgeons with
only an approximate estimate of the absolute distance to the surface of the ob-
ject. Thus, depth perception of the surgical target remained difficult. Moreover,
the instrument size was considerably large, the total diameter of the endoscope
and fiber bundle being as large as 20 mm. Subsequently, a similar system [57]
using an endoscope and image fiber was reported for high-speed measurement
of a lesion area. However, in this system, the required distance between the
endoscope tip and surface of the object during scanning was 50-70 mm. Such
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a large distance makes it unfeasible for application in arthroscopy. Further-
more, the large size of the endoscope tip (16 mm diameter) was the main lim-
itation of this particular system. Nevertheless, systems using structured light
and miniaturized optical components are being employed increasingly in MIS.
For instance, a flexible probe with a diameter of 1.7 mm has been developed
recently [58]. It uses a multispectral pattern projected using a supercontinuum
laser. The projected points with a specific wavelength are recorded by a color
endoscope camera, and can be segmented depending on their color values and
spatial coordinates. The most attractive features of this report are that the probe
itself is sufficiently small to be used in combination with a flexible medical en-
doscope, and the study has been performed on ex vivo tissue surface in real time.
However, the authors have not specified the size of the endoscope in their re-
port. Moreover, as in the case of stereo vision-based systems, techniques using
structured light also focus on the surface recovery of human organs and/or soft
tissues in MIS. To the best of our knowledge, there have been no reports on the
3D surface reconstruction of knee joints in arthroscopic surgery till date.
In this chapter, we propose a fiber-based endoscopic system for reconstruct-
ing the surface of the knee joint during MIS. Our experiments have revealed
that the proposed system can recover a 3D surface from a moving endoscope.
More importantly, our system can perform in a narrow operating field. We
have used a green line laser for creating the illumination pattern. An optical
fiber is used to project the line laser on the surface of the object. Additionally,
a prism is used to decrease the length and diameter of the baseline and endo-
scope tube, respectively. Surface reconstruction is achieved by calculating the
spatial location of the laser spots using the optical triangulation method.
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(a) (b)
FIGURE 4.1: Endoscopic system I: (a) configuration of endoscopic
system I, and (b) endoscope tip.
4.2 Methodology
In this section, we describe two endoscopic systems. The first system (system
I) is a previous system that tests in the air, while system II is developed to test
underwater. Although there are some differences in the system setup, the cal-
culations of data are the same methodology.
4.2.1 Configuration of Endoscopic System I
The endoscope system I is mainly composed of an endoscope and a fiber, as
depicted in Fig. 4.1(a). A lens, one end of the optical fiber, was connected to
the projection device of a line laser. The line laser was projected onto the object
surface by the fiber tip, which is the other end of the fiber. Distance b indicates
the baseline, and distance k indicates the scanning gap.
Additionally, the endoscopewas fixed to the fiber tipwith a small tilt angle 
(angle between fiber center and the optical axis of the camera). In this situation,
it is easier and more sensitive to extract the line laser from the image sequences
due to the existence of parallax. The optical fiber and endoscope are fixed using
a custom-manufactured holder, as shown in Fig. 4.1(b).
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(a) (b)
FIGURE 4.2: Endoscopic system II: (a) configuration of endoscopic
system II, and (b) endoscope tip.
4.2.2 Configuration of Endoscopic System II
The configuration of endoscopic system II is illustrated in Fig. 4.2(a). A lens
with optical fiber (Asahi Kasei Corp., Japan) on one side is attached to a laser
beam irradiation device. On the other side, a fiber tip with a diameter of 1 mm
is inserted into a prism designed using a certain angle applied in underwater
experiments. With this configuration, the brightness of the laser beam can be
transmitted sufficiently to the knee joint surface. Furthermore, the customized
acryl prism results in a relatively long baseline while allowing the endoscope
tube to remain small. The distance between the camera and the optical fiber is
the baseline length, and is 6 mm in the current system.
In addition, a 3.9-mm diameter camera (I-O Data Inc., Japan) with a video
resolution of 360 pixels  240 pixels is fixed to the prism in an axially aligned
configuration. As a consequence, the diameter of the endoscope tube is approx-
imately 8 mm, which is a significant improvement over our previous system
[59], which was limited to applications outside the body. Moreover, the size of
the endoscope tube (8 mm) matches the diameter of the graft-harvesting tool
[30]. The endoscope tip of system II fixed with the holder II is shown in Fig.
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FIGURE 4.3: Object projection on the camera system.
4.2(b). To further enhance the current system, we employed a DC power sup-
ply for the laser projector, which adjusts the input voltage of the projector based
on different environments, e.g., the level of brightness or material used.
4.2.3 2D Data Acquisition
A schematic of the object projection in the camera system is illustrated in Fig.
4.3. A laser passing through the prism illuminates a line laser on the object
surface, which is observed by the camera. Axis Z’ is a reference axis parallel to
the depth axis (Z) of the endoscopic camera, and  is the deviation angle of the
laser with respect to the Z axis. Depth changes of the object surface are reflected
in the vi axis located on the image plane. Laser points are then segmented in a
frame-by-framemanner depending on their color values and weighted average
of intensity [56].
For frame n-1, given a series of points Si of the surface and its correspond-
ing locations sn 1i =[ui, vi]T on the image plane (i is the index of the ui axis),
a trigonometric relationship is yielded. The coordinates in the camera system,
Sn 1i;c , can be express as
Sn 1i;x =
Sn 1i;z (ui   uo)
f
; (4.1)
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Sn 1i;y =





(vo   vi) + f  tan; (4.3)
where f is the focal length of the camera, (uo, vo) are the coordinates of the
principle point, and l is the baseline length.
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FIGURE 4.4: Euler angles of the sensor. Os denotes the sensor’s
electrical center. Xt, Yt, and Zt denote the three axes defining the
coordinate system of the transmitter.
4.2.4 3D Reconstruction
The position of the line laser was calculated and recorded by measuring its
six degrees of freedom (DoF) using a state-of-the-art electromagnetic device
(LIBERTY, Polhemus Inc., USA) consisting of one transmitter and three sensors.
Two of the sensors are fixed to the endoscope (sensor 1) and the scanning object
(sensor 2) respectively, and the other one is fixed to the harvester (sensor 3) for
navigation. The transmitter is a magnetic source and produces an electromag-
netic field, which is an accurate reference of the 6DoF position and orientation
measured by the sensors. The coordinate system of the transmitter was defined
to be the coordinate system of the real world.
The Euler angles of the sensor, namely, the azimuth, elevation, and roll are
represented by  , , and  in Fig. 4.4. These angles represent an azimuth-
primary sequence of frame rotations that define the sensor’s current orientation
corresponding to the zero-orientation state ( = 0,  = 0,  = 0) of the transmitter.
The rotation sequence can be defined as
~Rs = R( )R()R(); (4.5)










cos  0 sin 
0 1 0





0 cos   sin
0 sin cos
37775 : (4.8)
Consequently, the coordinate transformation from the camera system into
3D world coordinates is given by
Sn 1i;w = ~Rs[S
n 1
i;c + Lr] + Ts; (4.9)
where ~Rs is a square 3  3 matrix defining the rotation sequence of the sensors,
Lr represents the relative distance between the camera and sensor 1, and Ts is a
translation vector with respect to the transmitter coordinate system.
Eventually, the extracted point set R3 from the frame of an image sequence





where n is the total number of frames, and  indicates the union of spatial
points.
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4.3 Vertex Configuration
In general, the classical marching cubes (CMC) algorithm processes the 3D
medical images obtained from computed tomography (CT) or magnetic res-
onance imaging (MRI), while the volumetric data described in this work are
based on endoscopic images. Before displaying the reconstructed surface, a
process named vertex configuration is required. Thus, in this section, a mod-
ified marching cubes algorithm is presented for the point set R3 of the recon-
structed surface.
4.3.1 Classical Marching Cubes Algorithm
The use of CMC algorithm, as originally described byW. Lorensen andH. Cline
[60], is probably the most popular approach for extracting isosurfaces from a
volumetric dataset [61]. Since the CMC technique makes it easier for surgeon
to observe and visualize an object in a better sense, it has been applied to many
medical applications to overcome the difficulty of imagination related to the
complicated anatomical structures of organs or soft tissues. For example, au-
thors [62] proposed a novel and efficient implementation of the MC to recon-
struct anatomical structures. An improved MC algorithm reported in [63] was
used for modeling the pleural surface of the chest wall.
Commonly, past usage of many volumetric datasets often involved the 2D
cross-sectional “slices” that derived from a CT or MRI. One sample of CT slice
is shown in Fig. 4.5. These datasets can be segmented and viewed as a stack of
intersections with numbers of parallel planes, corresponding to a sequence of
3D image slices [62]. For each slice, the CMC takes it as a regular 3D grid and
each intersection of such a grid is called a voxel. A voxel (volumetric pixel) is a
volume element, and a scalar value (voxel content) is associated with it [64].
As illustrated in Fig. 4.6, one logical cube defined by eight neighboring
voxels within adjacent slice Sk and Sk+1 (1 < k < n, where n is the number of
slices). Thus, the voxels lay on row xi (8 i) and column yi (8 i) of the slice Sk is
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FIGURE 4.5: Volumetric dataset of a knee joint.
FIGURE 4.6: Formation of a logical cube.
directly adjacent to the next voxels, which lay on row xi and column yi of the
slice Sk 1 and Sk+1.
Using a divide-and-conquer approach, the CMC processes the volumetric
dataset cube-by-cube to make up the volume. Given an isovalue, viso, then the
related isosurface can be defined as a function viso = v (x, y, z) that associates
viso to a set of 3D points arranged on the edge of each logical cube. In terms of
the isovalue, the volume dataset is divided into two groups, one with v > viso
inside the isosurface itself, and the other with v < viso outside. Besides, in order
to find the isosurface intersection in each cube, the voxels at the eight vertexes
of the logical cube are compared against the viso and an eight-bit binary number
corresponding to each voxel is generated.
The voxels contained in a cube inside the isosurface are associated with 1,
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while the voxels outside are associated with 0. Based on the eight-bit binary
number, isosurface intersection algorithm is then performed within each cube.
The exact position of the triangle intersection can be calculated with sub-
vertex accuracy by a linear interpolation for each intersected edge. For example,
a unit-length edge E1 has end points Ps and Pe, whose scalar values are vs and
ve, respectively, the 3D position of intersection I is then given by the following
equation [65]








ve   vs : (4.12)
The last step in CMC is to estimate the gradient vector using finite difference
method for each triangle vertex, which is required for calculating the surface
normal. Besides, dividing the gradient vector by its length yields the unit nor-
mal of the vertex required for the rendering algorithm. At this step, four slices
have to be loaded into the memory at one time.
4.3.2 Proposed Marching Cubes Algorithm
Because the volumetric data obtained by our system are not as uniformly spaced
as those obtained from CT or MRI, the traditional marching cubes algorithm
cannot be applied directly in this work. Hence, the process of vertex configura-
tion was performed based on our proposed marching cubes (PMC) algorithm
[59]. This process makes use of an improved marching cubes algorithm that ar-
ranges the volumetric data using midpoint comparison to construct 3D regular
grids.
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FIGURE 4.7: Example of vertex configuration. The yellow points
denote the midpoints of each axis. t is the cubic interval.
To summarize, the PMC algorithm consists of three parts as followings:
 3D Grid Arrangement
 Surface Extraction
 Surface Rendering
(1) 3D Grid Arrangement
The process of vertex configuration is demonstrated in Fig. 4.7. First, we
project a physical point S among the volumetric data on the three perpendicu-
lar axes. If the projection distance along a certain axis exceeds the correspond-
ing midpoint, which is defined by the length of the edge of the cube, a binary
number 1 is assigned to the vertex, for example, (i, j, k + 1), and (i + 1, j, k).
On the other hand, if the projection distance along a certain axis is less than the
corresponding midpoint, a binary number 0 is assigned to the vertex.
Cubic interval, t, determining the size of the cube is set in advance. As we
observe in various results, parameter setting of t affects the overall effect of the
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reconstructed surface. Fig. 4.8 illustrates several cubic interval settings [66]. In
the case of t = 2.54 mm and t = 5.08 mm, shapes of the surface could not be
adequately reconstructed and some detailed information were lost, since the
interval setting was over big, Fig. 4.8(a) and Fig. 4.8(b). However, we can see a
lot of ’holes’ on the rendered surface in the case that t = 0.635 mm. These holes
may be due to the fail of the surface extraction process. Finally, interval t being
1.27 mm could obtain a smooth surface, Fig. 4.8(c). A 3D grid was then yielded
using the PMC algorithm, see Fig. 4.8(e). Fig. 4.8(f) shows the femoral bone
surface tested in this experiment.
Under this assumption, a regular 3D grid is then generated after finishing a
loop among the volumetric dataset. Note that the original volumetric dataset is
then replaced by this regular 3D grid, which is used for the next step: surface
extraction.
(2) Surface Extraction
The proposed algorithm employs the CMC look-up table to produce the
surface intersection. Taking account of the reflective and rotational symmetries
of a cube, the authors, Lorensen and Cline [60] reduced all possible combination
from 256 cases (28 = 256) to 15 basic patterns, see Fig. 4.9, some works have
described only 14 basic patterns [67]–[69].
The simplest pattern, 0, implies that there is no spatial point within the cube
at all and thus produces no triangles. The next pattern, 1, implies that only one
vertex contained in the cube receives a binary one.
Amethod proposed by C. Montani et al. [70] is utilized to obtain the exacted
position of the surface intersection. In contrast with the CMC, this method
based on midpoint selection does not require any interpolation along with the
edge of cubes in surface extraction processing. When a cube edge with a binary
number, zero or one, the midpoint of the edge is the intersection being looking
for.
The midpoints in a cube that can be yielded via midpoint selection are
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shown in Fig. 4.10: there are 12 different spatial positions (the white circles
from #1 to #12) on which triangle vertexes can be intersected. Moreover, an
index consists of eight-bit binary number is created based on the state of the
vertex to record its position. Using the vertex index shown in Fig. 4.10 (the
black circles from #1 to #8), the eight-bit index contains one bit for each vertex.
This index serves as a pointer into an edge table that gives all edge intersec-
tions for a given surface extraction [60].
38 Chapter 4. 3D Visualization of the Knee Joint Surface
(a) t = 5.08 mm (b) t = 2.54 mm
(c) t = 1.27 mm (d) t = 0.635 mm
(e) The 3D grid result corresponding
to (c)
(f) The tested bone surface
FIGURE 4.8: Cubic interval (t) setting and its result.
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FIGURE 4.9: Type of surface combinations for the CMC algorithm.
The black circles mean that vertexes inside the surface.
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FIGURE 4.10: Index for vertex position.
(3) Surface Rendering
Volumetric dataset are often rendered with indirect volume rendering (IVR)
technique [71]–[74] , such as the CMC algorithm, which involves the rendering
of an intermediate structure (e.g., an isosurface) that has been extracted from
the dataset, typically via automatic means [65]. In contrast, the render method
used in our system is the OpenGL technique due to the dataset type differs from
those of CMC. In order to reduce the overall computational time, the positions
of triangle vertexes intersected on the cube edge (256 cases) are computed in
advance depending on the look-up table. The detailed calculation is saved in a
list included in the rendering program.
The final step in the PMC calculates a unit normal for each triangle vertex,
which is used for surface rendering. Since the direction of the gradient vec-
tor, rg, is normal to the surface, we can use this fact to determine the surface
normal vector if the magnitude of rg is nonzero [60].
The calculation of gradient vector reported in the CMC were base upon the
central differences. As mentioned above, however, the volumetric data ob-
tained by our system are different, because we could not get the density of
each pixel as like the CT/MRI slice.
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(a) (b)
(c) (d)
FIGURE 4.11: Gradient calculation of the cube vertex: (a) the gra-
dient at cube vertex, (b) calculated unit normal, (c) surface ren-
dering without unit normal, and (d) surface rendering with unit
normal.
In our case, the gradient at a cube vertex is concerned with three directions.
As illustrated in Fig. 4.11(a)-4.11(b), the black point, V, is the cubic vertex, and
the smaller points, P1, P2, and P3, mean that vertexes inside the triangulated
surface. Hence, the gradient is then estimated by
rgx(i; j; k) =   !V P1   !V P2; (4.13)
rgy(i; j; k) =   !V P2   !V P3; (4.14)
rgz(i; j; k) =   !V P3   !V P1: (4.15)
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Dividing the gradient by its length then generate the unit normal [60], rg,
at the vertex required for surface rendering, see Fig. 4.11(b). The rendering
algorithm use this unit normal to produce triangulated surface. In addition, we
can use this normal to determine the angle of illumination source. The result of
surface rendering without the unit normal is shown in Fig. 4.11(c), whereas in
Fig. 4.11(d) the surface is rendered with the unit normal. Obviously, the latter
is much smoother and more detailed features are recovered.
In summary, the process of our proposed algorithm can be broken down
into the following steps:
Step 1: Scan and acquire the dataset from the endoscope system.
Step 2: Set the interval cube parameter to create logical cubes. Normally,
the default value is 1.27 mm.
Step 3: Yield the regular 3D grid by comparing the projection distance
against the midpoint of cube edges.
Step 4: Obtain the type of surface extraction based on the eight-bit binary
index.
Step 5: Calculate the positions of surface intersection via midpoint selec-
tion method.
Step 6: Render the triangle vertex coordinates to generate the surface.
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4.4 Experimental Results of System I
The primary goal of this work is to develop a fiber-based endoscopic system
for surface reconstruction. The experiments described in this chapter can be
classified into two groups.
The second experiment using system II is used for the underwater test. It
is no easy task to gain the 3D imaging in the water, especially in the environ-
ment of flowing water. Consequently, the previous experiment with system I
were designed to demonstrate the feasibility of using this technique. Besides,
we performed this experiment to show the relationship between accuracy and
baseline setting. These preliminary findings were reliable for us to design the
system II.
4.4.1 Reconstruction of Planar Surface
A plane of wood was placed in front of the endoscopic tip. Data collection of
three distances with an interval of 5 mmwas carried out. Planar reconstruction
is estimated by the depth values (z coordinates of the point cloud).
Fig. 4.12(a) shows the three groups’ data. The laser projection device em-
ployed in our system has a property that the best focusing performance occurs
only if the scanning gap is less than 20 mm. That is why the data of the third
group (20 mm) fluctuated stronger than the others. Besides, the line laser is
rarely extracted from the image plane when the scanning gap <8 mm.
The average errors were found to be around 0.50 mm with the standard de-
viation (SD) being 0.503 mm, 0.899 mm and 1.480 mm respectively, Fig. 4.12(b).
On the basis of these data, it can be concluded that scanning gap ranging from
10 to 20 mm can ensure us to obtain a better result.
Results shown in Fig. 4.13(a) is a point cloud of over hundred thousand spa-
tial points. Using the PMC, 3D grid and surface rendering were then generated,
Figs. 4.13(b)-4.13(d).
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(a) (b)
FIGURE 4.12: Experimental results of a wood plane: (a) depth
value evaluation, and (b) average accuracy and SD.
(a) (b)
(c) (d)
FIGURE 4.13: Reconstructed result of a wood plane: (a) extracted
point cloud, (b) 3D grid, (c) and (d) surface rendering in different
view point.
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4.4.2 Reconstruction of Surface
A standard wood cylinder (49 mm in diameter) was utilized for the experiment
of precision evaluation, Fig. 4.14(a). The endoscope was put close to the cylin-
der with a gap of 15 mm and moved along the surface by hands. A quarter of
the curved surface was obtained as shown in Fig. 4.14(b). 3D grid and surface
rendering are depicted in Figs. 4.14(c)-4.14(d).
To our knowledge, given a series of points (xi, yi), circles can be represented
algebraically by an equation of the form
(xi   a)2 + (yi   b)2 = r2; (4.16)
where (a, b) is the center coordinates and r is the radius.
Moreover, if the points distributed in a ring-shape on the xy-plane approxi-
mately, we can use the least squares fitting (LSF) algorithm to find the equation
of the circle that provides the best fit to the data points. The LSF implemented
in Matlab (The MathWorks, INC., USA) allows us to estimate the accuracy of
surface reconstruction. This method was also adopted by Neil T. Clancy et al.
in their recent works [58].
Finally, we calculated the equation of the fitting circle as below
(x  120:823)2 + (y + 39:893)2 = 23:3222: (4.17)
Extracted cylinder surface, as well as its center coordinates, are depicted in
Fig. 4.14(e). The fitting diameter was 46.637 mm (SD, 0.759). These data lead us
to conclude that the error of system I was 2.393 mm.
In addition, an imitation bone was chosen to test the whole effect of recon-
struction. As shown in Fig. 4.15, endoscopic system I was able to recover most
of the surface details.




FIGURE 4.14: Surface reconstruction of wood cylinder: (a) cylin-
der model, (b) extracted point cloud, (c) 3D grid arrangement, (d)
surface rendering, and (e) plot of the point cloud. The arrow de-
notes the center coordinates.
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(a) (b)
(c) (d)
FIGURE 4.15: Surface reconstruction of an imitation bone: (a) fig-
ure of the bone surface, and the marked area was used for scan-
ning, (b) extracted point cloud, (c) and (d) surface rendering in
different view point.
4.4.3 Discussion
In this section, we proposed the fiber-based endoscopic system I to reconstruct
3D surfaces. This system can be achieved in real-time and the reconstructed
error of plane and surface was 0.5 mm and 2.4 mm, respectively. However,
the performance of this system is limited to the environment of in the air and
outside the human body.
On the other hand, system I described in this sectionmainly seeks to demon-
strated the feasibility of using an optical fiber fixed to the camera with a non-
parallel way (a tilt angle of 14  between fiber center and the optical axis of the
camera). The experimental results have shown that by using the configuration
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of system I it is possible to obtain 3D imaging of the objects. Based on these
data and fact, we proposed a modified version (system II) that can recover a
3D surface in narrow operation field, being the endoscopic tube small in size.
Experiments of using system II will be described in the following section.
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4.5 Underwater Experimental Results of System II
4.5.1 Reconstruction of Planar Surface
A model of a planar surface of wood was employed to test the accuracy of the
proposed system. The model was placed underwater during data collection,
and the endoscope was moved manually across the surface with the different
scanning gaps measured using a ruler. The range of the scanning gaps used
was 10-20mm. This rangewas chosen based on the actual distances fromwhich
surgeons usually make observations in real medical cases [56].
Fig. 4.16(a) shows an example extracted point set. However, only the point
set are not enough to render a surface. To this end, each point was integrated
into a 3D regular grid using our proposed MC algorithm [59], the overall effect
of grid arrangement is shown in Fig. 4.16(b). A 3D plot of the grid is given
in Fig. 4.16(c) and Fig. 4.16(d) shows the reconstructed plane of over 47,000
spatial points.
For each reconstructed point, the depth (z coordinates) was used for the
purpose of evaluation only. The results are summarized in Table 4.1. The maxi-
mum error was 1.05 mm (obtained for group 1), while for the other groups, the
errors were less than 1mm. The average standard deviation was 0.26 mmwhile
the mean of the error was 0.54 mm. As we observed in experiments, scanning
gap is one of the factors that affect the reconstruction accuracy. Detecting laser
points at such short distance is not usually used for the rigid endoscope in our
situation.
Fig. 4.17 shows the error’s fluctuations of the six group tests. We notice that
the fluctuations were fewer when the scanning gap was 14-16 mm. That is why
we scanned the surface using a scanning gap of 15 mm, which will be discussed
in next section.
Though the scanning gaps were much smaller, our results demonstrate that
the proposed system has a higher precision than what has been reported previ-
ously [57] in terms of planar reconstruction.
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(a) (b)
(c) (d)
FIGURE 4.16: Reconstructed results of planar surface: (a) point set
of a plane, (b) 3D grid arrangement, (c) plot of the obtained point
set, and (d) reconstructed plane.
The comprehensive comparisons between our proposed system and other
two endoscopic system are given in Table 4.2. We can notice that our system
has the smallest size of the camera, baseline, and endoscopic tip. Although the
system of Haneishi et al. [56] could get a high accuracy, the experiments were
tested only in the air rather than under the water.
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FIGURE 4.17: Depth value evaluation of planar surface.
TABLE 4.2: Comprehensive comparisons of endoscope systems (unit: mm). z
Dia means the size in diameter. y Environment is the experimental environ-
ment, that is in the air or in the water.
Endoscope
systems Haneishi et al. [56] Hasegawa et al. [57] Our system
Endoscopic tip 20 (Dia) 16 (Dia) z 8 (Dia)
Baseline 10 8.5 6
Camera 10.2 (Dia) 8 (Dia) 3.9 (Dia)
Scanning gap 10-20 50-70 10-20
Average error 0.05 0.96 0.54
Environment y in the air in the air in the water
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(a) (b)
(c) (d)
FIGURE 4.18: Experimental results of surface reconstruction using
a cylindrical model. (a) Measured point cloud. (b) Reconstructed
surface after vertex configuration. (c) 3D plot of the point set, and
(d) Final reconstructed surface.
4.5.2 Reconstruction of Surface
For testing the performance of our system with regards to the surface recon-
struction, a cylindrical model with a diameter of 49.1 mm was chosen as the
object to be scanned. Because the aim of developing our endoscopic system
was to make it operational in narrow spaces, we performed a partial scan of a
small area on the surface of the model. The endoscope was moved around the
surface of the cylinder using a scanning gap of 10-20 mm. The movement of the
endoscope was controlled manually.
Fig. 4.18(a) shows the measured point cloud. A comparative method using
the least squares fitting technique was employed to evaluate the accuracy of the
surface reconstruction. The results revealed an average error of 2.425 mm that
corresponded to a difference of 4.93% from the ideal diameter. It can be clearly
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(a) (b)
(c) (d)
FIGURE 4.19: Results of 3D reconstruction of a normal-sized knee
joint. (a) Photograph of the synthetic knee joint model with the
scanned area marked by red lines. (b) Measured point cloud. (c)
Reconstructed surface after vertex configuration, and (d) Final re-
constructed surface.
observed in Fig. 4.18(b) that after the process of vertex configuration, most
of the spatial points were arranged in a grid-like pattern. The 3D coordinates
of the vertex are depicted in Fig. 4.18(c), and Fig. 4.18(d) displays the final
reconstructed surface. It can be seen that the reconstructed shape is significantly
similar to the original shape shown in Fig. 4.18(a).
For further evaluation of our endoscopic system, the second set of experi-
ments using a synthetic knee joint were performed. A model of a knee joint
of normal adult size was used for underwater testing. A specific area, referred
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(a) (b)
FIGURE 4.20: 3D reconstruction results of a mini size knee joint:
(a) mini size knee joint model and (b) its measured point cloud.
to as the donor site, from where a cartilage is harvested while performing mo-
saicplasty surgery [1], [2], [15], was selected as the object to be scanned. This
area, approximately 25  10 mm in dimension, is marked in Fig. 4.19(a) by red
lines. Fig. 4.19(b) shows the measured point cloud where the number of points
is greater than 94,000. Fig. 4.19(c) illustrates the result of vertex configuration,
and Fig. 4.19(d) displays the final reconstructed surface of the scanned area.
Because the width of the line laser passing through the optical fiber is ex-
tremely small (approximately 10 mm), a mini-sized synthetic knee joint model
(9 mm  6 mm  2 mm) suitable for such a short line laser width was also
tested for surface reconstruction using our endoscopic system. In this case, the
entire surface of the model, shown in Fig. 4.20(a), was scanned. Fig. 4.20(b)
depicts the 3D reconstructed point cloud. It is seen that a major portion of the
surface is well reconstructed, including the radian of the joint surface on both
sides.
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4.5.3 Discussion
The precision of surface reconstruction is mainly affected by two factors in our
system: the scanning gap and sensitivity to distance. Our results indicate that
the endoscope can obtain a clear underwater image with a scanning gap of 20
mm or less. Detecting a line laser at such short distances is usually not possible
in a rigid endoscope. As a result, perceiving the visual complexity of an im-
age during underwater testing has become the main challenge that needs to be
resolved. On the other hand, the proposed system differs from other reported
endoscopic systems because of underwater surface reconstruction. The second
parameter, sensitivity to distance depends mainly on the geometry of optical
triangulation, especially on the length of the baseline [56], [75]. The shorter the
baseline, the greater is the error in detecting the correct distance. Furthermore,
it was observed that the fluctuation of the line laser in the proposed system had
deteriorated compared to our previous system because of the shorter baseline
(6 mm) in the former. Such a fluctuation occurs because the focal depth of our
laser irradiation system is small [57]. The fluctuation can be decreased signifi-
cantly by increasing the length of the baseline. However, the dimension of the
endoscope tube cannot be increased beyond 8 mm for practical applications in
real arthroscopic surgery.
Another factor that determines the accuracy is the intensity of the light
source attached to the endoscope. A higher intensity will lead to a lower accu-
racy because of interference between the line laser and light source. The amount
of missing data during arthroscopic surgery can easily reach up to 50% [76].
Hence, a DC power supply was employed to control the input voltage for the
laser irradiation device in our system, since the interference can be decreased
by adjusting the input voltage.
Indeed, vertex arrangement with the proposed MC algorithm is a problem
in relation to the reconstructed outcome. Thus, a further investigation was then
carried out. The data plotted in Fig. 4.21 were obtained by our MC algorithm.
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FIGURE 4.21: The fitting result of MC data.
FIGURE 4.22: The fitting result of source data.
FIGURE 4.23: Comparison of fitting diameter.
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Using these values and the LsF method, we found a best-fit curve of
y = 0:033x2 + 0:518x+ 42:450: (4.18)
Another fitting curve based on the source data was also plotted with theMC
data in one figure, the red curve in Fig. 4.22, whose best-fit equation is given by
y = 0:033x2 + 0:536x+ 42:624: (4.19)
We can see that there were rarely differences, 0.4 mm difference in Fig. 4.23,
between these two curve. The red curve was overlapped with the blue one
(MC data).
In brief, the fitting result obtained from the source data is in line with those
of using the proposed MC algorithm. The results posted here to confirm that
our proposed MC algorithm does not affect or change the accuracy of the re-
covered surface.
4.6 Conclusion
In summary, we have developed an endoscopic system for underwater recon-
struction of the knee joint surface . Although the accuracy of the proposed sys-
tem is not as high as other endoscopic systems, in this study, we demonstrated
the feasibility of our system to provide enhanced 3D information to surgeons
during arthroscopic surgery. Our system can be especially useful for mosaic-
plasty surgery that is used for osteochondral transplantation in the knee. Nav-
igating normal vectors during the surface reconstruction of the knee joint will
be introduced in next chapter.
Chapter 5
3D Navigation of the Knee Joint
Surface
5.1 Introduction
Osteochondral lesions of the knee are a common occurrence in athletic individ-
uals. Such knee lesions result in increased focal contact pressure [32], [77], [78].
Without treatment, individuals may suffer from knee pain and the presence of
joint effusion.
The mosaicplasty method, proposed by Hangody et al., was first conceived
in 1991 and subsequently applied in vigorous animal trials before clinical ap-
plication the following year [79]. Since then, there have been a large number of
case reports on the use of fresh autogenous cylindrical osteochondral grafts for
the treatment of osteochondral lesions in the knee joint. In addition, over the
last decade, the method has been introduced in the treatment of advanced de-
fects in the elbow joint [80]–[83] . Fig. 5.1 illustrates an osteochondral transplan-
tation, where one or more cylindrical osteochondral grafts from a non-weight-
bearing side of the articular cartilage are harvested and subsequently implanted
into the debrided defect area.
This type of procedure is not easy to accomplish, especially when performed
using an arthroscopic technique. One of the crucial technical aspects of the
mosaicplasty technique is the congruity of the cartilage thickness between the
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FIGURE 5.1: Schematic representation of osteochondral transplan-
tation. A: Donor site. B: Cylindrical osteochondral graft. C: Os-
teochondral lesion area resurfaced with donor grafts.
donor and recipient [39]. Numerous case reports have been carried out to ad-
dress this issue. Bobic et al. [4] pointed out that graft harvesting and insertion
should be perpendicular to the articular surface, resulting in promising uniform
results. Similarly, a clinical study [1] on the treatment of osteochondritis disse-
cans also emphasized that perpendicular access to the lesion is critical to maxi-
mizing the surface congruency in an open and arthroscopic technique. To avoid
a potential pumping action and negative pressure in the depths of the recipient
side, osteochondral grafts should be inserted flush with the knee joint surface
[84]. With the rapid improvements in surgical technologies, newly designed
mosaicplasty instrumentation has enabled minimal damage during graft har-
vesting, and has made graft insertion more precise and predictable. However,
the perpendicular harvesting and insertion of grafts have been identified as a
technically demanding aspect of the mosaicplasty technique.
As one of themost frequently performedminimally invasive surgeries, arthro-
scopic surgery has become a major trend in the areas of medical diagnosis and
disease treatment. In general, an endoscope is inserted into the patient’s body
through a small incision to gain a direct view of the internal organ. Because an
endoscope itself cannot provide a stereo visual view of the surgical target, it can
be a difficult task to locate the six degrees of freedom (6DoF) of the endoscope
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FIGURE 5.2: Experiment on a cadaveric knee joint: (A) insertion
in a knee joint, and (B) femoral condyle and endoscopic tip. Here
w indicates the width of the laser beam.
or harvester based on its position and orientation. Surgeons must therefore rely
upon the motion parallax, object exclusion, and other indirect evidence of the
depth to assess the spatial relationship of the objects [46].
The purpose of this chapter is to propose a specific navigation method for
the rendering surface obtained using a 3D endoscopic system. Additionally,
each location of the rendering surface can be navigated in the normal direc-
tion in real-time, which will allow the surgeons more precise and predictable
operations when applying the mosaicplasty technique.
An experiment on a cadaveric knee joint was performed arthroscopically by
a surgeon, the results of which illustrate the potential real-world application of
the proposed system for use in minimally invasive surgery. An endoscopic tube
can be inserted into the knee joint surface through a small incision, Fig. 5.2(A).
In addition, an endoscopic tip is placed at a distance of approximately 15 mm
in relation to the articular surface, Fig. 5.2(B).
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FIGURE 5.3: Current pose of the harvester tube.
5.2 Methodology
5.2.1 Normal Vector
Asmentioned above, the optimal pose of the harvester should be perpendicular
to the articular cartilage surface, that is the normal direction of the articular
cartilage surface.
In our current study, the harvester used in experiment is somewhat different
with that of medical application. Navigation using an imitation bone is illus-
trated in Fig. 5.3, current pose of the harvester is indicated by its central axis. It
should be noted that 3D navigation experiments are performed in the water.
5.2.2 Calculation
For point set R3 located on the reconstructed surface, we need to compute its
normal vector while the harvester is placed on the surface. As depicted in Fig.
5.4, point O is the current indicated position of the harvester tip, and vector h
denotes the central axis of the harvester tube. Owing to the use of electromag-
netic sensor 3 and the OpenGL technique, the 6DoF position and orientation of
the harvester can be tracked and displayed continuously while the navigation
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FIGURE 5.4: Calculation of a normal vector using an equilateral
triangle inscribed in a circle. Improper triangle marked with a
dotted line should be ignored.








where w is the width of the laser beam.
Our objective is to find an equilateral triangle inscribed in a given circle,
whose radius is defined by r. In addition, all apexes of the triangle are located
on R3. The cross product of two arbitrary vectors built by the triangle is then
the normal direction corresponding to the current point. The setting of r may
affect the precision of the normal vector mathematically. In this case, we finally
set r as small as possible (r = 1-3 mm).
Let Ski;w = fS1; S2; S3g 2 R3 be the world coordinates of the apexes. The








In our system, the angle difference is displayed in real time to assist the
surgeon in adjusting the harvester pose. The angle da between vector n and h is
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express as
da = hn; hi = arccos









jjnjj ; (if n 6= 0);
k^; (otherwise);
(5.4)
where k^ is a unit vector in the depth direction of the point set for n = 0, which is
used for avoiding bugs from a programming perspective. In fact, experiments
have showed that we can consistently find a triangle that consists of three points
on the surface of interest, and thus the normal vector does not fall into a zero
vector. Our approach for computing the normal vector n^ is summarized in
Algorithm 1.
Algorithm 1: Navigating a normal vector for reconstructed surface
Input : Point set R3 and harvester pose h;
Output: Normal vector n^ and angle difference da;
1 Set width of the laser beam w, circle radius r, (Eq. 5.1);
2 for m = 0 to N (N : total number of points) do
3 if r 2 (1, w
2
) then
4 Save the first point S1;
5 end







7 Save the second point S2;
8 end







10 Save the third point S3;
11 end
12 Generate an equilateral triangle;
13 end





15 Compute the included angle between n and h, (Eq. 5.3);
16 Unitize vector n, (Eq. 5.4);
17 return n^ and da;
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5.3 Underwater Experimental Results
5.3.1 Precision Evaluation
A validation cylinder with a diameter of 50.0 mm was used to estimate the
system’s 3D navigation. A preliminary adjustment of the laser brightness was
needed prior to the data collection. A portion of the surface of the cylinder
was then scanned using the endoscope, and 30 spots on the surface whose real
normal directions were marked in advance were measured using the harvester
tip. The central axis of the harvester overlapping the real normal direction is
considered the optimal angle/pose. It should be noted that both the under-
water reconstruction and navigation experiments were conducted by the same
person, who is not a professional surgeon.
5.3.2 Statistical Analysis
All data are presented in terms of Mean  SD. The navigation results were
compared with those of two groups applying a freehand technique [30] using
a comparison of means (t - test). For all tests, when P <0.05, the two means are
considered significantly different. A statistical analysis was conducted using a
MedCalc, version 16.1 statistical software package (MedCalc Software, Ostend,
Belgium).
The experimental results show that our system has an average navigation
error of 9.5 within the range of 5 to 17, with an SD of 2.86. In contrast, the
errors for two sites when applying a freehand technique during arthroscopic
surgery were 14.8 within the range of 6 to 26 (SD of 7.53), and 12.6 within
the range of 4 to 17 (SD of 3.98). A statistical analysis showed a significant
difference (P = 0.001 and P = 0.0024) between the navigated technique (N = 30)
and freehand technique (N = 20), as depicted in Fig. 5.5.
In order to show the system performance, Fig. 5.6 summarizes the time
consumption of each process. It just took 1.47 s on average to scan a 200 mm2
surface. Further more, displaying the recovered surface with our proposed MC
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FIGURE 5.5: Angle comparison between proposed navigation
technique and freehand technique. Group Freehand-h represents
the data of a graft harvest, and Freehand-r represents the data of a
recipient site coring. The asterisk indicates that there is a signifi-
cant difference in the data.
FIGURE 5.6: System performance.
algorithm is quite fast (2.41 s), which includes the 3D grid processing and the
surface rendering. The time of navigation indicates the application response
time. Summarily, this endoscopic system takes the surgeon only 4.4 s to get the
3D navigation information.
Figure 5.7 shows an example of a navigated normal vector of a synthetic
femoral bone (Zimmer K.K. Inc., Japan). Auto-grafts have been generally used
to treat smaller (<200 mm2) full-thickness chondral defects [85]. Thus, the red
lines in Fig. 5.7(a) mark an area that was scanned in water. Using the OpenGL
technique, the reconstructed surface was rendered and displayed based on the
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electrical center of sensor 2, which was attached to the object that was scanned.
Fig. 5.7(b) depicts the measured point cloud while scanning the bone sur-
face. It can be observed in Fig. 5.7(c) that after the process of vertex configura-
tion, the spatial points were arranged in a grid-like patten. Fig. 5.7(d) shows
the final reconstructed surface of the scanned area.
The navigation process would start immediately when the ’Navi’ button
was clicked. Once the harvester was placed on the bone surface, current pose,
as well as a normal vector, were displayed continuously, see Fig. 5.7(e). During
navigation, we can move the harvester to choose a certain place where we want
to investigate. Furthermore, different viewpoints are available by controlling
the Form of CamePos, Fig. 5.7(f). Pose adjustment shown in Fig. 5.7(g) indicates
that the angle between the normal vector and harvester is 2 degree. When the
harvester was overlapping the normal vector, the screen would output an angle
difference (AngDif) of 0 degrees, Fig. 5.7(h).
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(a) Photograph of the femoral bone. The
red lines mark the area that was scanned
in the experiment.
(b) The surface was scanning and its measured pint cloud.
FIGURE 5.7: Examples of 3D navigation of imitation bone surface.
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(c) Reconstructed surface after vertex configuration and then the 3D
grid is generated.
(d) Final reconstructed surface.
FIGURE 5.7: (Continued).
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(e) The normal vector and current pose were displayed immediately
when the harvester was placed on the surface. ’AngDif’ indicates the
angle difference in degree.
(f) Pose adjustment of the harvester. Currently, error is 3 degree. View-
point can be changed with the aid of CamePos.
FIGURE 5.7: (Continued).
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(g) Pose adjustment of the harvester. Currently, error is 2 degree.
(h) Optimal pose of the harvester. The harvester was overlapping the
computed normal vector.
FIGURE 5.7: (Continued).
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5.3.3 Discussion
Osteochondral lesions are a common sports-related injury for which osteochon-
dral autograft transplantation (OAT) is a popular method of treatment. Al-
though computer-assisted arthroscopic techniques have increased considerably
recently, OAT of the knee joint performed with navigation technique is very
few.
An open surgical technique [32] and a minimally invasive surgery arthro-
scopic approach [30] were both reported by P. D. Benedetto et al. In their stud-
ies, a conventional image-free navigation system (Praxim, La Tronche, France)
was used in combination with an osteochondral autograft transplantation sys-
tem (OATS, Arthrex, Florida, USA). Navigated arthroscopic mosaicplasty for
osteochondral lesions in a cadaveric model ensures a permanent visualization
of the angle of graft removal and placement. However, the limitations of this
system mainly include the use of invasive intra-osseous reference markers and
a preliminary fixation of a marker to the instrumentation of the guide system.
Critically, the former is viewed as giving further harm to the patient’s knee.
Hence, it is meaningful for the minimally invasive surgery to navigate a knee
joint surface without any invasive instrumentation [86].
In our system, owing to the use of an electromagnetic device, the position
and orientation of the harvester can be accurately tracked, and each point lo-
cated on the reconstructed surface of the knee joint can be used to generate a
normal vector in real time using our proposed method. A smaller circle radius
can improve the calculation accuracy of a normal vector and hence the accu-
racy of 3D navigation; however, the main source of errors during navigation
is the 3D recovery of the surface. Difficulties remaining in the surface recov-
ery include an inter-reflection of the light source and non-uniform reflectance
property of the surface of the knee joint.
The general limitations of the proposed navigation system are mainly a con-
sequence of a lack of in vivo experiments. A limited number of models were
tested for an accuracy evaluation. A further limitation of our study is insuf-
ficient accuracy comparisons with other 3D navigation systems. An accuracy
Chapter 5. 3D Navigation of the Knee Joint Surface 73
comparison between the navigated and freehand techniques was assessed un-
der the assumption that the accuracy evaluated using a validation cylinder was
equal to that of a clinical application. A different analytic method, such as a 3D
navigation analysis or a custom-made knee joint model, may be required for an
exact accuracy assessment of the navigation procedure.
5.4 Conclusion
We proposed a practical approach to navigating a 3D normal vector of a knee
joint surface. Our method enables the selection of optimal points based on an
electromagnetic sensor, which can measure the 6DoF position and orientation
of the harvester. During the navigation, the harvester can be identified and pre-
cisely located, which is expected to guide surgeons in their decision-making.
The results from a knee joint model have confirmed the feasibility of achiev-
ing 3D navigation. Compared to the results of a freehand technique performed
during actual surgery, the navigation accuracy from using our proposed system
was significantly improved from at least 12.6 to 9.5. In addition, the small di-
ameter (8 mm) of our endoscope makes it extremely convenient for application




This thesis addressed the issue of stereoscopic visualization and navigation of
the knee joint surface in a narrow operating space. The stereo visual of the sur-
gical target is crucial to ensure surgeons depth perception during knee arthro-
scopic surgery. Currently, conventional endoscope-based arthroscopic surgery
does not provide stereoscopic information to the surgeon. Accordingly, sur-
geons can only view the operation field via a video monitor on which 2D infor-
mation of the surgical target is displayed. Under such circumstance, assessing
the spatial relationship of the objects is a troublesome task. An attempt to solve
this problem, a fiber-based endoscopic system was developed and capable of
3D imaging the surface of the knee joint underwater in real time. Moreover, this
system also can navigate a normal vector for the reconstructed surface which
seeks to provide the surgeon with more precise and predictable operation.
The endoscopic tip and graphical user interface (GUI) were concurrently
developed. There are several different sizes of the endoscopic tipwere designed
and evaluated. The final design of the endoscopic tip was the smallest diameter,
which is 8 mm that suitable to apply in the knee arthroscopic surgery. This size
was chosen based on the diameter of the incision is 10 mm or less.
Experiments to reconstruct the surface of the knee joint were conducted in
air using a camera of 7.0 mm diameter. These experiments were performed to
investigate the correlation between the length of the baseline and the recon-
structed accuracy. The results revealed that the quality of laser point detection
improved when the deviation angle of the line laser with respect to the optical
axis was 14 in case that the baseline was 6 mm. Based on the results, it was
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assumed that the deviation angle of the line laser could be achieved by using a
prism.
The obtained point cloud differ greatly from those of computed tomogra-
phy (CT) or magnetic resonance imaging (MRI). Without using a specific vertex
configuration algorithm, the point cloud is not able to render and the isosurface
can not be extracted. To overcome this limitation, a specific vertex processing
has been developed. The proposed marching cubes (PMC) algorithm was in-
troduced in extenso and applied in vertex processing. The experimental results
showed that the cubic interval being 1.27 mm could obtain a smooth rendered
surface. Further, a comparison of source data and MC data demonstrated that
the PMC method did not change the accuracy of the reconstructed surface.
Tacking into consideration fact that arthroscopic surgery is usually operated
with flowing water, a set of underwater experiments were performed using a
smaller camera and prism for further evaluation. Reconstruction of planar sur-
face revealed that the system has an average measurement error of 0.54 mm
with the mean of standard deviation being 0.26 mm. A comparative method
using the least squares fitting was employed to assess the accuracy of the sur-
face reconstruction. The results showed an average error of 2.425 mm that cor-
responded to a difference of 4.93% from the ideal diameter; assuming those of
the knee joint surface are the same.
In navigation experiments, a specific navigation approach suitable for use
in a rendered surface was presented. An experiment of navigating a normal
vector using a femoral bone was performed under water. Each location of the
rendering surface can be navigated by the harvester and displayed on the GUI,
the surgeon can easily adjust the pose of the instrumentation based on the dis-
played navigation info. The experimental results show that our system has an
average navigation error of 9.5 within the range of 5 to 17, with an SD of
2.86. In contrast, the errors for two sites when applying a freehand technique
during arthroscopic surgery were 14.8 within the range of 6 to 26 (SD of
7.53), and 12.6 within the range of 4 to 17 (SD of 3.98). A statistical analysis
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showed a significant difference (P = 0.001 and P = 0.0024) between the navi-
gated technique (N = 30) and freehand technique (N = 20).
To conclude, the fiber-based endoscopic system has been developed suc-
cessfully and used to investigate the 3D visualization and navigation of the
knee joint surface in real time. Current study illustrates that the endoscopic
system has a potential of the medical application. Whereas, the accuracy ob-
tained were affected by a few limitations depicted later in this chapter. Hence,
further research may provide a more reliable answer to the current issues.
6.1 Limitations
Current study was conducted carefully, however, there are some limitations
that might affect the results we obtained. Among the limitations are:
i. The experiments of this study were performed in the laboratory environ-
ment, and the imitation bone models were cleaned before doing the ex-
periments. Furthermore, a few factors that affect the laser points extrac-
tion do not include in the current study. For example, the soft-tissue and
blood, which is a consequence of missing data during the practical appli-
cation in real arthroscopic surgery.
ii. The current system is mainly a consequence of the lack of in vivo experi-
ments due to the missing data are high during arthroscopic surgery.
iii. In the experiment of 3D navigation, accuracy comparison with other 3D
navigation system is insufficient.
iv. The display form is not enough for the orientation adjusting of the har-
vester.
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6.2 Future Works
The present research can be further expanded in the near future by improving
some of the issues encountered. The list of possible enhancements includes:
i. Improve the pattern of laser or change another irradiation pattern to in-
crease the stability of the system.
ii. Scan the surface of the knee joint with a smaller scanning gap, e.g., 5-8
mm, which is a suggestion proposed by a surgeon.
iii. Perform the experiment using cadaveric bone such as the femoral bone of
the rabbit to assess the capability of the developed system.
iv. A different analytic method that evaluates the accuracy of 3D navigation
may be required.
v. Increase the test number of the experiment of 3D navigation to increase
the reliability of the system accuracy.
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