Impressive work has been done in the last years concerning the meaning of negation and disjunction in logic programs, but most of this research concentrated on propositional programs only. While it su ces to consider the propositional case for investigating general properties and the overall behaviour of a semantics, we feel that for real applications and for computational purposes an implementation should be able to handle rst-order programs without grounding them. In this paper we present a theoretical framework by de ning a calculus of program transformations that apply directly to rules with variables and function symbols. Our main results are that (a) this calculus is weakly con uent for arbitrary programs, (b) it is terminating for Datalog _;: programs, (c) for nite ground programs it is equivalent to a terminating calculus introduced by , and (d) it approximates a generalisation of D-WFS for arbitrary programs. We achieve this by transforming program rules into rules with equational constraints thereby using heavily methods and techniques from constraint logic programming (CLP). In particular, disconnection-methods play a crucial role. In principle, any constraint theory known from CLP can be exploited in the context of non-monotonic reasoning, not only equational constraints over the Herbrand domain. However, the respective constraint solver must be able to treat negative constraints of the considered constraint domain. In summary, this work yields the basis for a general combination of two paradigms: constraint logic programming and non-monotonic reasoning. This is a completely revised and extended version of DS97], originally presented at the Postconference Workshop on Non-monotonic Extensions of LP following JICSLP '96, Bad Honnef, Germany, September 7{8, 1996. 
Introduction 2 Preliminaries
In the rst part of this paper we restrict to propositional programs. We also allow that they are in nite, i.e. they are full instantiations of rst order programs. For this, let some xed nite signature containing the binary connectives^; _; !, the unary connective : and the falsum ? be given.
De nition 2.1 (Logic Program )
A logic program is a (possibly in nite) set of rules of the form A 1 _ _ A l B 1^ ^B m^: C 1^ ^:C n where the A i , B i and C i are -atoms di erent from ?, l 1, m 0, n 0. We allow empty conjunctions: they are considered as abbreviations for :? (the verum) which we also denote by >.
We identify such a rule with the triple consisting of the following sets of atoms A := fA 1 ; : : : ; A k g, B := fB 1 ; : : : ; B m g, C := fC 1 ; : : : ; C n g, and write it as A B^:C. This means, in particular, that we assume the A i (respectively the B i , respectively the C i ) to be pairwise distinct. We write heads( ) for the set of all atoms occurring in rule heads in : these are atoms that are possibly true. By pure disjunctions we mean disjunctions consisting solely of positive or solely of negative literals. We also want to allow integrity constraints, i.e. rules with empty heads (l = 0). This will sometimes lead to inconsistent programs, i.e. a program may semantically imply both a proposition and its negation.
De nition 2.2 (Operator j , Semantics S j ) By a semantic operator j we mean a binary relation between logic programs and pure disjunctions which satis es the following three arguably obvious conditions:
(1) Right Weakening: If j and 0 ( is a subdisjunction of 0 ), then j 0 .
(2) Necessarily True: If (A ) 2 for a disjunction A, then j A. (3) Necessarily False: If A 6 2 heads( ) for some -ground atom A, then j :A. Given such an operator j and a logic program , by the semantics S j ( ) of determined by j we mean the set of all pure disjunctions derivable by j from , i.e. S j ( ) := f j j g. Note that both model-based as well as completion-based approaches t well into this framework, because these approaches provide in a natural way a set of derivable disjunctions. We simply take the sceptical view: truth in all intended models or in all models of the completion. In this respect, we contribute to the discussion about the usefulness of model theory.
In addition to satisfying the general conditions from De nition 2.2, we may want a speci c semantic operator j to be invariant under certain natural program transformations.
So, we will give a set of reasonable transformation rules in the sequel.
De nition 2.3 (Invariance of j under a Transformation)
Suppose that a program transformation Trans is given. We view such a transformation as a relation (not necessarily a function) which speci es under what conditions a program 0 is a transformation of another program . To facilitate notation we also write such a transformation sometimes as a function Trans : 7 ! Trans( ), mapping logic programs into logic programs. In general, a particular transformation can be applied in di erent ways to a program so that Trans( ) is not uniquely de ned. We say that the operator j is invariant under Trans (or that Trans is a j -equivalence transformation) i j () Trans( ) j for any pure disjunction and any program . Why do we only consider pure disjunctions? This is simply because we are interested in the sceptical viewpoint and therefore we cannot assume that any semantics is given as a set of models. For example, SLDNF-like semantics usually are given in proof-theoretic terms. In order to be as general as possible (i.e. to cover as many semantics as possible in our framework), we can only assume that a semantics provides us at least with the notion of deriving arbitrary conjunctions consisting of either positive or either negative literals and of negations of such conjunctions. But these are exactly the pure disjunctions. Some semantics simply do not de ne what it means to derive a mixed disjunction.
D-WFS for Ground Programs
We now describe several transformations Trans which will be used later to de ne the D-WFS semantics. By abuse of language (and to facilitate reading) we will simply say \j satis es Trans\ meaning that \j is invariant under Trans". A more complete discussion of our calculus can be found in BD97a, BD97b].
The Calculus of Transformations
We begin with partial evaluation in the sense of the \unfolding" operation. It is the generalised principle of partial evaluation (GPPE) 
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Note that we are free to select a speci c positive occurrence of an atom B and then perform the transformation: this is just to say that the GPPE-transformation is a relation between programs. The new rules are obtained by replacing B by the bodies of all rules r with head literal B and adding the remaining head atoms of r to the head of the new rule. GPPE also covers the degenerate case when the atom B to be replaced does not appear in any head: then the whole rule is simply deleted.
The next transformation, elimination of tautologies, states that tautological clauses like p p do not in uence the semantics of a logic program. With the help of elimination of non-minimal rules we can get rid of clauses that are subsumed by others. In fact, in BD97b] we prove a much stronger result, namely strong termination for fair sequences of transformations. Just for illustration, let us consider the program consisting of the single clause p p. GPPE can be applied and leads to the same program. Therefore we get an in nite, nonterminating sequence. We call such a sequence unfair, because an application of elimination of tautologies can be applied but in fact is never done.
Excluding such behaviour leads to fair sequences that always terminate (see BD97b] for details). Fair sequences can be produced quite obviously by (1) never applying GPPE to a tautological clause (i.e. rst applying elimination of tautologies) and (2) by insisting that, if GPPE has been applied to get rid of an occurrence of atom A, then all other occurrences of A in bodies have to be removed before GPPE is applied to other atoms B 6 = A.
Originally, the semantics D-WFS has been de ned as follows: 
In nite Ground Programs
What happens if our programs are (countably) in nite? Our transformations are also dened for in nite programs but it is not guaranteed that the calculus always terminates. De nition 3.9 (Loop-Detection Rule) Let This rule formalises the intuition that if an atom always (and forever) depends positively on other atoms, then they all should be considered false: this is obviously true for WFS and GCWA. The notation ?! denotes the transitive closure of the transformations GPPE, TAUT, NMIN, RED + and RED ? . Of course, an application of the Loop-Detection rule can allow new applications of the other rules. Therefore, we denote with ?! from now on the transitive closure of all our rules (including loop-detection). We will later comment on how approximations of the loop-detection rule can be constructively incorporated in our calculus (see Section 6) . Note that the Loop-Detection Rule gives us termination of the calculus after possibly in nitely many derivation steps.
We are now in a position to generalise D-WFS and to extend Theorem 3.5 to countably in nite programs. As the following Theorems 3.10 and 3.11 will not be used in this paper anymore and as their proofs closely resemble that given at length in BD97c], we only sketch the proofs here. Proof.
To show that the weakest semantics exists, we have to show that our properties are preserved under intersection of two semantics (viewed as a set of pure disjunctions as in De nition 2.2). This is worked out in detail in BD97c] for the transformations introduced in Section 3.1 and we need to consider here just the Loop-Detection rule. But this is simple, because this rule refers to our old transformations and we can use the result for them. In particular, if the premises of the Loop-Detection rule are satis ed for the intersection of two semantics S j and S 0 j , then they are also satis ed for both S j and S 0 j , and therefore the Loop-Detection rule is valid for the intersection.
Why does D-WFS coincide with WFS for normal programs? Here we have to use a construction of WFS that is given in Dix95b] (Lemma 3.9). The Loop-Detection rule allows us to get rid of the unfounded atoms, i.e. to remove the clauses where they appear in the head and therefore to derive their negations.
That D-WFS coincides with GCWA for positive programs is even simpler. Obviously, the Loop-Detection rule preserves the minimal models. But all other transformations do this as well BD97a] . It is also easy to see that any positive disjunctive program can be reduced (using our transformations) to a set of rules with empty bodies (here we need our Loop-Detection rule). Therefore we end up with a residual program which still has the same minimal models as the program we started with. Consequently, D-WFS coincides with GCWA.
We also have the following con uence result:
Theorem 3.11 (Con uence for In nite Programs) Our set of transformations is con uent for in nite ground programs, i.e. if ?! 0 and ?! 00 and both 0 ; 00 are irreducible, then 0 = 00 . If a program 0 is irreducible, then D-WFS can be computed by using the characterisation given in Corollary 3.6.
Proof.
In this theorem, we do not have termination which facilitates the proof. At rst sight, a proof of this theorem seems to follow immediately from the observation that the LoopDetection rule commutes with all other rules. Therefore the con uence reduces to the con uence of the original transformations, which is stated in Theorem 3.4. But this is not quite right, because we allow also (as mentioned before De nition 3.9) for in nite applications of our rules. As the Loop-Detection rule also commutes with in nite applications of our transformations (if they lead to a well-de ned program), we are left with the con uence of our original rules, but now allowing in nite applications. But this result can be proved completely analogous to the proof of Theorem 3.4 in BD97b]. There are two important points concerning in nite ground programs that we would like to emphasise:
The above de ned version of D-WFS for in nite ground programs is just a theoretical construct that we will try to approximate with our calculus to be presented in Section 5. Like the WFS for rst-order programs, the D-WFS using the LoopDetection rule is uncomputable in general. The way out of this is to nd constructive approximations of the Loop-Detection rule (see Section 6) or to ensure termination for particular classes of programs. When considering countably in nite programs, we were forced to introduce in nite applications of rules. However, such in nite applications do not always lead to a well-de ned program. In the rst-order version to be presented in the main part of this paper, we only need nite applications. This is because one single application of GPPE to a rst-order rule corresponds to an in nite application of GPPE to the instantiated form of this rule (which is also in nite).
Non-Ground Programs
What are the problems to extend our transformations to rst-order programs? One of the main problems is already built-in in De nition 2.1 where we identi ed a rule with sets of atoms: this means that we do not allow for duplicate occurrences. This is not just a technical point: without this restriction, GPPE would not even be a sound transformation.
Example 4.1 (Duplicate Occurrences and GPPE)
In the following program we apply the GPPE and obtain GPPE B ( (1) q(x) _ q(a)
(2) and we want to replace q(x) in the rst clause. If we do this without taking care of the variables, we get p(x) _ q(a) (1 ) p(a) _ q(x) (1 ) q(x) _ q(a) (2) from which p(a) is not derivable, although it should! In order to make the GPPE sound, we should split the rule (2) q(x) _ q(a) into two rules p(x) q(x) (1) q(x) _ q(a) / x 6 = a (2 0 ) q(a) (2 00 ) such that we now can apply the GPPE in a sound way:
Therefore we are forced to generalise our rules by adding equational constraints. These constraints are not only equations and their negations as in Prolog II Col86], but also conjunctions, disjunctions and universally quanti ed formulae of them. See also Mah88, CL89] . Such constructs arise when we generalise our transformations and take care of the associated constraints. In order to perform the splitting as explained above, we have to introduce a factorisation rule which will be formally de ned in De nition 4.5.
By an extended version of the non-minimal rule (see De nition 5.1), we can nally reduce to what one may expect, namely: p(a)
(1 000 ) q(a) (2 00 )
Constraint Disjunctive Logic Programs
Equational Constraints are introduced and discussed in detail in Mah88, CL89] . There, it is shown that the satis ability problem for equational constraints is decidable. CL89] presents also a complete simpli cation algorithm for equational constraints, formulated by some rewrite rules. Mah88] gives a more abstract quanti er elimination procedure.
We will now state the theoretical framework for computing non-ground disjunctive wellfounded semantics and start with the de nition of the syntax for equational constraints. The equality theory in our context is just syntactical equality. We will generalise this to arbitrary constraint domains and constraint theories in Section 4.2.
De nition 4.3 (Equational Constraints R eq ) Let V be a set of variables and F a set of function symbols. Then T(F; V ) denotes the set of terms over F and V as usual. We de ne the set of equational constraints R eq as the smallest set satisfying the following properties:
?; > 2 R eq .
For all s; t 2 T(F; V ), s = t 2 R eq . If R; R 0 2 R eq and x 2 V , then :R; R^R 0 ; R _ R 0 ; 9xR; 8xR are in R eq . To facilitate reading, we write s 6 = t for :(s = t), and R ! R 0 for :R _R 0 . We are now able to lift the notion of disjunctive logic program to the non-ground case, by de ning a disjunctive logic program as a nite set of (not necessarily ground) rules (A 1 _ _ A l ) (B 1^ ^B m )^(:C 1^ ^:C n ) where l 1 and m; n 0. It is often abbreviated as A B^:C. We will identify A, B and C by their sets of atoms fA 1 ; : : : ; A l g, fB 1 ; : : : ; B m g and fC 1 ; : : : ; C n g, respectively. An atom has the form p(t 1 ; : : : ; t k ) where t 1 ; : : : ; t k 2 T(F; V ), and p stems from a nite set of predicate symbols. The next de nition introduces a further variant with equational constraints.
De nition 4.4 (Non-Ground Constraint Disjunctive Logic Program)
A constraint disjunctive logic program (or just constraint program for short) is a nite set of rules of the form L / R where L is a (not necessarily ground) disjunctive rule but without function symbols occurring in L, and R is an equational constraint.
We always assume that all constraint programs and rules are normalised according to De nition 4.8 (see below). For this, we need the de nitions of two transformation rules: elimination of tautologies TAUT and factorisation FACTOR. Both rules are local, i.e. they do not refer to the whole rule set. Therefore they can be implemented e ciently. Thus, it makes sense to integrate them into the normalisation process. In addition, we introduce the MERGE-rule here that bundles program rules containing the same predicate symbols.
De nition 4.5 (TAUT, FACTOR and MERGE)
We rst introduce elimination of tautologies, factorisation and the MERGE-rule. Using these rules we de ne later|in De nition 4.8|the normalisations of constraint rules and programs. It is important to note that the two rules which are merged by the MERGE-rule may be variants of one and the same rule. We need this in order to establish a strong notion of equivalence for irreducible and normalised constraint programs (see the following Example 4.7).
De nition 4.6 (Strong Equivalence of Programs: 0 )
Two programs and 0 are called strongly equivalent (written 0 ) i there is a bijection between the respective nite sets of rules such that any corresponding rules are equal. Two rules are called equal i their corresponding atom sets are variants of each other, and the constraints renamed accordingly are equivalent. 
which is translated into 
In the sequel, we will omit the second part of the constraint for the ease of notation. Furthermore, we will sometimes write rules in a form without variable abstraction in order to keep notation shorter. Our in nite ground program P loop from Section 3.3 can now be written easily as
One of the most important results of Section 3.2 was the de nition of the residual program and Theorem 3.6. Using these notions we can do query answering by just looking at the head atoms of the residual program. In order to de ne an analogue of heads( ) for constraint programs, we need the following de nitions.
De nition 4.10 (Projection) Let A B^:C=R be a constraint rule, and p(x 1 ; : : : ; x k ) a literal in A B C. Then we call p(x 1 ; : : : ; x k )=9y 1 9y n R, where fy 1 ; : : : ; y n g = var(R)?fx 1 ; : : : ; x k g, the projection of the given rule wrt. p(x 1 ; : : : ; x k ).
De nition 4.11 (heads( ))
For a constraint program , we de ne three sets of projections project X ( ), where X may be A, B or C, by the following procedure. We identify the possibly true facts, written heads( ), with project A ( ).
Take the set of all possible projections wrt. the literals occurring in program rules of in part X (i.e. in heads, in rule bodies or as negative conditions, respectively).
Normalise this set; in this context, it has to be understood as a constraint program consisting of constraint atoms only.
For all predicate symbols p (with arity k) that are not used so far, add p(x 1 ; : : : ; x k )=? to the set.
Note that heads( ) is always nite because is nite. For our Example 4.9, the possibly true facts are as follows. The constraints are given in an already simpli ed form here.
p(x) / x = 0 _ 9y y = s(x) _ 9z x = s(z) _ 9z x=s(s(z)) q(y) / y = 0
Reasoning with Arbitrary Constraint Theories
Until now we only considered equational constraints according to De nition 4.3. But our framework can easily be generalised for arbitrary constraint systems and theories. Thus, we do not restrict to equality constraints over the Herbrand domain. We may consider other domains and other constraints predicates besides =. Surprisingly, all de nitions (including the transformation rules introduced in Section 5) can also be applied to the general case. Here is the general de nition of a constraint system.
De nition 4.12 (Constraint System) A constraint system, often identi ed by its constraint theory T |see below|consists of four components:
D: a constraint domain, that is a non-empty set, : an alphabet, including a set V of variables, a set F of function symbols, and a set P of predicate symbols, containing at least the predicate =, which must be interpreted as the equality relation on D, and the truth constants ? and > with the meaning \false" and \true", respectively, R: the set of all -formulae, called constraints in our context, including all atomic -formulae and closed under all logical connectives, in particular negation :, and T : the constraint theory, which can be identi ed with a -interpretation over the domain D, since we assume T to be satisfaction-complete, i.e. for all constraint formulae R 2 R either T j = R or T j = :R holds.
The main di erence to conventional CLP is the requirement that the set of constraintformulae R must be closed not only under conjunction^, existential quanti cation 9
and instantiation of variables|as stated in JM94]|but under all logical connectives and quanti ers. We will see that this is necessary because of the rst-order versions of the NMIN, RED + and RED ? rules in De nition 5.1. Thus, the respective constraint solvers must be able to treat negative constraints of the considered constraint domain. For example, we could do non-monotonic reasoning with integer domain constraints. Example 4.9 can easily be viewed as such a problem:
Now we are also in a position to extend our notion of a semantics for ground programs (De nition 2.2) straightforwardly to one for constraint disjunctive programs. We say that a constraint disjunctive rule A / R subsumes another rule A 0 / R 0 if there is a variant A 00 / R 00 of A / R such that A 00 A 0 and T j = 8(R 00 ! R 0 ). De nition 4.13 (Operator j , Semantics S j ) By a semantic operator j we mean a binary relation between constraint disjunctive logic programs and pure constraint disjunctions which satis es the following three conditions: Given such an operator j and a constraint disjunctive program , by the semantics S j ( ) of (determined by j ) we mean the set of all constraint pure disjunctions derivable by j from , i.e. S j ( ) := fL / R j j L=Rg.
Compactness of Constraint Theories
An important feature while handling constraints is to simplify them, i.e. rewriting them into \simpler" ones while preserving equivalence. Since the underlying constraint theory is always assumed to be monotonic, simpli cation can be performed at any time. If a constraint R in a rule reduces to ?, then the respective rule can be discarded.
We discuss now in more detail the constraint theory T eq for equality constraints as an instance of De nition 4.12. After that, we will distinguish some classes of constraint theories by introducing several notions of compactness, since this a ects the complexity and termination of our overall procedure. See also Section 5.3.
The domain D for T eq is the set of all ground terms over the set F of function symbols. The set of constraints R eq and implicitly the alphabet has already been de ned in De nition 4.3. Now, = has to be interpreted as syntactical equality. This can be axiomatised as follows. We distinguish two cases:
If the set of function symbols F is in nite, then Clark's axiomatisation of the Herbrand domain yields a satisfaction-complete constraint theory for equational constraints. In this case, basic equational constraints|i.e. uni cation equations of the form s = t, but not general equational constraints|enjoy the independence of negative constraints property:
T eq j = 9(R^:R 1^ ^:R k ) i T eq j = 9(R^:R i ) for 1 i k :
This is equivalent to the strong compactness property which is just the contraposition of the proposition stated above. In the CLP context, this means that we can restrict to only one derivation while answering any query, provided that we do not have any inequalities. In our context, it means that in certain cases we can do it without the MERGE-rule. For details, the reader is referred to Mah93]. If we assume the set of function symbols F to be nite, then we need the weak domain closure axiom in order to make our theory complete Mah88]:
This case is mainly considered in CL89]. But this point of view is restricted to Herbrand models only and increases the computational complexity to 1 1 . Therefore, we will assume that F is in nite in the sequel. Nevertheless, the problem of solving equational constraints is of high complexity: it is known to be PSPACE-hard. Let us now introduce another notion of compactness.
De nition 4.14 (Constraint-Compactness) A constraint theory T is called constraint-compact if for any set of constraints S R with only nitely many distinct variables occurring in S, there are nitely many constraints S 1 ; : : : ; S n 2 S such that, for all S 2 S, it holds:
T j = 8(S ! (S 1 _ _ S n )) Constraint systems with this property are exploited by Toman in Tom96]. Constraintcompactness turns out to be crucial for the termination of our constraint calculus (see Section 5.3). Thus our termination results generalise not only our own results for the ground case of D-WFS (see Theorem 3.4) but also the corresponding results in Tom96] which are proved there just for normal Datalog : programs. Some constraint theories are constraint-compact, but unfortunately, equality constraints do not have this property. The following set of constraints fx = t j t 2 Dg is a simple counterexample.
A Calculus for Constraint Programs
We have now introduced all necessary machinery to extend our original calculus to constraint programs in Section 5.1: Our main results are Theorems 5.6 and 5.7. In Section 5.2 we consider the computation of the residual program (Theorem 5.11), query answering (Theorem 5.12) and we give an approximation of Theorem 3.6 (Theorem 5.14). Finally, in Section 5.3 we consider termination of our calculus for arbitrary Datalog _;: programs.
Extending our Original Transformations
We are now able to state the transformation rules for the new calculus with constraints. We will state the rules in a very abstract way, i.e. without mentioning control of the applicability of the rules. But it is clear that our procedure cannot always terminate because of the undecidability of the underlying problem. Note that our former elimination of tautologies rule will be incorporated into GPPE by normalisation.
De nition 5.1 (Transformation Rules)

If
A B^:C / R is a rule in the constraint program , then it can be replaced by one of the following (sets of) rules. Constraint simpli cation can be applied immediately on each newly generated rule. We will now state a derivation for Example 4.9. We start with RED ? on (2) with clause (3). This causes the replacement of (2) by: p(x) :p(x)^:p(y) / y = s(x)^:9z(x = s(z)^y = s(s(z))) ( 2 0 ) After applying the non-minimal rule with (1) which is essentially subsumption, the constraint can be simpli ed to y = s(x)^x 6 = 0^8z x 6 = s(z). This could be further simpli ed to ? if we assume that F is nite, for example F = f0; sg.
GPPE: (GPPE plus normalisation of rules)
Since for the predicate q only q(0) is in the set of possibly true facts, we can replace (4) with q(w) p(x)^:q(x) / w = 0^x = 0 (4 0 ) by RED + . Applying the GPPE on p(x) (where x = 0) we get nally: q(w) :q(x) / w = 0^x = 0 (4 00 ) When the reader compares De nition 5.1 with the corresponding ones in Section 3.1, he will notice that TAUT has been integrated into the GPPE, and RED + has been turned into a more exible incremental rule. Unfortunately, neither our constraint calculus (see De nition 5.1) nor the version for in nite ground programs without the Loop-Detection Rule is con uent. The following Example 5.2 reveals this fact. Nevertheless, the calculus is weakly con uent as stated in Theorem 5.6.
Example 5.2 (No Local Con uence)
Consider the following disjunctive logic program. Note that we omit some brackets for better readability and to abbreviate notation.
: p(x) p(fx)^p(gx):
Applying the GPPE to the rst literal in yields 1 : p(x) p(ffx)^p(gfx)^p(gx): Let us now consider another derivation starting from . If we apply the GPPE to the second literal in , we get 2 : p(x) p(fx)^p(fgx)^p(ggx): In both cases, only the GPPE can be applied again and again. We observe that in 1 we neither get rid of the literal p(gfx) nor produce p(fgx), and in 2 we neither get rid of p(fgx) nor produce p(gfx) in the body. This means, our calculus is not con uent (not even locally con uent): there is no 0 that can be reached both from 1 and from 2 .
However, there does not exist an irreducible program at all for this example. This example cannot be simulated for the in nite ground case, because of our Loop detection rule which ensures termination. But without it, we get the same problem.
Nevertheless, a weak con uence property holds, which we are going to prove now. For this, we relate a model set to each constraint program in De nition 5.3. Some of these models are partly inconsistent, i.e. there may be ground atoms in the models which are both true and false at the same time. After showing the Lemmata 5.4 and 5.5, we are able to prove weak con uence in Theorem 5.6. Proof.
Like in the proof of Theorem 3.5 (given in BD97c]), it is easy to see that for any two semantics S j and S 0 j satisfying all our properties, their intersection S j \ S 0 j also satis es all our properties. Therefore a weakest semantics must exist and is just the intersection of all possible semantics.
We could have also de ned the semantics on the class of all programs. The reason we did not so is because then the semantics would be too weak compared with WFS or GCWA. For the program loop it would not derive anything, because loop does not have an irreducible program below it. Note that we have not stated a Loop-Detection rule as we did for in nite ground programs (De nition 3.9). Of course, we aim to extend our de nition to a larger class of programs. CD-WFS can be seen as a constructive approximation of D-WFS (see Theorem 5.14).
Suppose a program can be transformed into an irreducible program res( ). An important problem is if any other sequence of transformations applied to will necessarily also lead to res( ). Or can it happen that a wrong choice will lead to an in nite derivation 1 ; 2 ; : : : ; n ; : : : such that no i is irreducible? In fact, this is possible as the following program shows. It is possible to apply GPPE again and again on the rst clause: this gives an in nite derivation producing programs 1 ; 2 ; : : : . But obviously, an application of negative Reduction RED ? allows to delete the rst clause and we get the residual program a _ b.
In the last example, we can reach the residual program from any of the i by applying RED ? . This means we never reach a program from which the irreducible program is unreachable. This immediately leads to the conjecture that once a program can be transformed into an irreducible program, there is no wrong sequence of transformations, i.e. no sequence which leads to a dead-end. This is an important property, because it expresses that during a derivation no backtracking is needed.
Theorem 5.9 (Calculus needs no Backtracking)
Let be a program such that there exists an irreducible program res( ). Let 0 be any other program that can be obtained from . Then res( ) can be obtained from 0 by a suitable sequence of transformations.
The only way to get an in nite derivation is by applying GPPE on program rules which contain a predicate A both in the head and in the body (this was the situation in Example 5.8). We have to show how such rules can be eliminated by looking at the derivation leading to the residual program. Eliminating rules is only possible with NMIN or RED ? . Let r 0 be such a program rule. It must have been derived from a rule r from by certain GPPE-steps. Since an irreducible program can be reached from , there is a sequence of transformations which eliminates a partial evaluation of r . This can be done either by RED ? or by NMIN.
If RED ? is applied, then we can partial evaluate those atoms in r 0 that have been partial evaluated in the sequence , and we can remove the rule by RED ? (note that all GPPE-steps increase the number of negative body-atoms and therefore negative reduction can still be applied).
If NMIN is applied, then we have to show that the smaller rule used to remove the partial evaluation of r can also be reproduced from 0 and thus NMIN can also be applied here. It su ces of course that we can reproduce an even smaller rule. That this is indeed possible can be shown using the following claim:
Every rule in res( ) can be obtained from 0 . Let a rule r res from res( ) be given. It is obtained from a rule r of by a sequence of GPPE and RED + steps. But 0 must then contain a partial evaluation of r, let us call it r 0 . Then it is easy to show that r 0 can be extended (by applications of GPPE and RED + using the original sequence ) to the rule r res .
Residual Program and Query Answering
Now we can de ne a constructive approximation of D-WFS for non-ground programs. Since our procedure is not guaranteed to terminate we cannot always compute the residual program (see De nition 5.10). But when it exists, we can do query answering similar as in the case of D-WFS (Theorem 3.6). Before doing so, let us summarise the result of applying the transformation to our example. We end with an irreducible program. A query is a pure disjunction of literals. We identify it with its translation into the rule L / R by variable abstraction.
Note that in a residual program, no positive body literals can occur. Otherwise, GPPE would be applicable. We have to show that CD-WFS and S j are identical. By De nition 4.13, Right Weakening and Necessarily True imply that all positive disjunctions contained in S j are also contained in CD-WFS. Necessarily False of De nition 4.13 implies that also all negative disjunctions contained in S j also belong to CD-WFS. Thus CD-WFS is at least as strong as S j .
But since CD-WFS is de ned as the least semantics satisfying our properties, it cannot be stronger than S j and therefore must coincide with it.
In the last theorem we started with checking a statement = L / R where R is a set of constraints. A more natural setting is given when we ask a query with free variables and try to instantiate these variables in order to nd solutions. Such query-answering can also be done. p(x) _ p(y) / x = 0^y = 0 p(x) _ p(y) / 9z(x = s(z)^y = s(s(z)))^x 6 = y Then the former query has the answer x = 0^y = 0 and the latter 9z(x = s(z)^y = s(s(z))). Both answers can be combined to the desired disjunctive constraint of the original query. Nevertheless, the MERGE-rule helps us to bundle answers. 
Termination
Although the constraint calculus cannot always terminate in general, it terminates for special classes of constraints, namely for constraint-compact constraint theories. In Section 3.2, we remarked that termination of the ground calculus can only be guaranteed for fair derivation sequences. Let us try transferring this result to the constraint calculus. At rst, we note that the GPPE is never applied to a tautological clause, because TAUT is built into the GPPE in De nition 5.1.
However, since there may be in nitely many di erent ground instances of constraint atoms in rule bodies, it is not obvious how we can systematically get rid of all these atoms.
Recall that, in the ground case, we can do this by insisting on the following: if the GPPE has been applied to get rid of an occurrence of atom A, then all other occurrences of A in bodies have to be removed before the GPPE is applied to other atoms B 6 = A. We are now going to show that this idea can be adapted for the constraint calculus, provided the considered constraint theory is constraint-compact.
After a careful inspection of De nition 5.1, we observe that NMIN, RED + and RED ? only \delete" atoms, because, for all these rules, existing constraints are always restricted further (by conjunction with other constraints). Let us state this more formally:
Lemma 5.15 If we consider constraint atoms A=R 2 project X ( ) and A=R 0 2 project X ( 0 ) (for X = A; B; C), where the constraint program 0 is obtained from the original program by a sequence of transformations (except GPPE), then it holds T j = 8(R ! R 0 ). This means, the projection sets decrease monotonically.
The GPPE does not always decrease the projection sets, it never increases it nevertheless. However, since each constraint-compact constraint theory can have only a nite domain|as the following Example 5.17 shows|, after at most nitely many applications of the GPPE they will decrease. But we have to take the right control discipline. 
Proof.
We can systematically get rid of all body literals by the following control discipline for the GPPE: take maximally many variants of projections of positive body literals A=R 1 ; : : : ; A=R n in , such that R = 9(R 1^ ^R n ) is consistent, and replace all the respective atoms in program rules by the GPPE, before applying the GPPE to other body literals. This works eventually, since once a constraint atom is deleted, it cannot come in again.
By this procedure we eventually arrive at an irreducible program after nitely many p(x) p(y) / x 6 = y 28 Applying the GPPE yields p(x) p(y) / 9z(x 6 = y^y 6 = z^x 6 = z). After n-times GPPE, we get p(x) p(y) / 9z 1 9z n alldistinctfx; y; z 1 ; : : : ; z n g where it holds: alldistinctft 1 ; : : : ; t n g =1 i<j n (t i 6 = t j )
Because of the argument from Theorem 5.16, it becomes clear that there can be at most nitely many elements in the domain D for constraint-compact theories.
Constraint programs with constraint-compact constraint theories correspond to Datalog _;: , i.e. general disjunctive logic programs without function symbols. This means, there are only nitely many individuals in the domain. Our result is therefore a generalisation of the termination result in Tom96] to the case with disjunctions. However, it remains an open question how to incorporate the control mechanism used in Theorem 5.16 into an actual implementation of our calculus.
Conclusions
The careful reader may have noticed that we did not explicitly incorporate the LoopDetection rule into our constraint framework. The reason is that this rule is essentially the only non-constructive rule that can only be approximated if the constraint system is not compact. For example, Chen and Warren do such loop-detection in their SLG or XSB system CW95, CSW95, CW96] for non-disjunctive programs (under WFS and STABLE) by tabling techniques. However, the main focus of this paper was to introduce the constraint machinery and to combine it with our former calculus. Loop-detection is beyond the scope of this paper and we only give some hints in the next subsection.
Another improvement is to apply the relevance-property BD97a]. Relevance is the condition that a query does only depend on the subprogram formed by the call-graph below that query. This property holds for D-WFS BD95] and therefore, given a query Q we do not have to consider the whole residual program of , but only the relevant part of it with respect to the query. This often has the e ect that this subprogram is much smaller than the original one.
Explicit Loop-Detection
Obviously, by the undecidability of D-WFS, there are always cases where our procedure will not terminate. But sometimes we can overcome this problem. Let us consider the following example:
: p(x) p(s(x)) p(s(0))) 29 Applying the GPPE and NMIN we get: 0 : p(x) p(s(s(x))) / x 6 = 0^x 6 = s(0) ( ) p(s(0)) p(0) We notice, that the GPPE rule can be applied on ( ) again and again, although it is clear that only p(0)) and p(s(0)) hold in the D-WFS semantics for this example (and :p(s i (0)) for all i 2), because both facts cannot be replaced by any of the transformation rules. Here we need a sort of loop-detection. As far as we know that GPPE can only be applied to the clause itself and that the corresponding term of the predicate to be replaced gets larger and larger, we can immediately delete such a rule|it will only cause an in nite loop that is not grounded. Such a deletion is in fact nothing but an approximation of the Loop-Detection rule. Finally we get the following residual program res( ) : p(s(0)) p(0) from which D-WFS follows immediately. Of course such approximations need further investigation.
Related Work
We know the approach GMN + 96, ELS97] that also considers non-ground disjunctive programs. In this approach, the authors de ne a Gelfond-Lifschitz transformation for rstorder programs and consider instantiation by need techniques. It is related to KNS95], where de nite non-ground programs are treated. But the latter approach only considers normal logic programs, i.e. without disjunctions. In addition, they do not consider the case with function symbols in its full generality.
Stu91] also considers normal logic programs only, employs constructive negation and gives a clean approach to negation in CLP. RS97] makes use of rewrite techniques to tackle the problem of computing answers for normal CLP programs with negation, based on the Kunen/Fitting semantics which is weaker than the semantics treated here.
Another approach is presented in PR97]. There, the complexity of several propositional non-monotonic logics enhanced by quanti ed Boolean formulas over propositional variables as constraints are investigated.
Other approaches with constraints for Datalog _;: are described in KKR95, Tom96]. Last but not least, we want to mention AD94, SS97]. These papers present methods based on partial deduction|as also done here|for normal logic programs and disjunctive logic programs, respectively, but both do not aim at incorporating CLP.
Outlook
Disjunctive logic programs are natural candidates for e.g. knowledge representation tasks. Often WFS for non-disjunctive programs is too weak. The possibility to explicitly write down disjunctive statements extends the expressive power and makes the formulation of many statements quite naturally. On the other hand, when such information is not needed, our semantics D-WFS coincides with WFS and hence shares its computational advantages. In contrast to the stable semantics, D-WFS is consistent and goal-directed since the GPPE acts top-down. For this, it seems a good idea to make the GPPE more incremental, i.e. to drop the requirement that all de nitions of one predicate have to be inserted at once.
A CLP implementation is currently undertaken in ECLiPSe-Prolog ECR95] at the University of Koblenz as part of the 4-year project on Disjunctive Logic Programming (see ADN97] and http://www.uni-koblenz.de/ag-ki/DLP/). We expect to improve e ciency of non-monotonic systems by exploiting CLP. For positive disjunctive logic programming, the advantage of such a combination has been shown e.g. in ST96]. Termination criteria and control are currently elaborated more precisely and are subject of future research. But here for the rst time, we have considered a framework for a non-ground disjunctive semantics with negation.
We also mentioned in Section 4.2 that our framework can be even more generalised. It is possible to introduce more constraint predicates than just equality =. In contrast to usual CLP, the constraint language must be closed not only under conjunction and existential quanti cation, but under all logical connectives. In this respect, our work yields the basis for a general combination of two paradigms: constraint logic programming and non-monotonic reasoning. This would lead to a very powerful programming language.
