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1Zusammenfassung
Das Ziel dieser Arbeit ist es zu zeigen, wie gut webbasierte Daten
fu¨r Positionierungsanalysen von Unternehmen geeignet sind. Dazu wer-
den die Ergebnisse einer quantitativen Marktstudie mittels Fragebogen
mit den Resultaten einer Datenerhebung aus dem Web mit statistischen
Verfahren und mit einem eigenen Gu¨tekriterium verglichen. Durch die
Anwendung von multivariaten Analyseverfahren wird gezeigt, inwieweit
die webbasierten Daten zur Beschreibung von Marktsituationen geeignet
sind.
Die Weberhebung ist in Form eines Softwaremoduls realisiert, das
auch praktisch in Unternehmen zum Einsatz kommen kann. Somit soll
den Marketing-Managern in Unternehmen die Mo¨glichkeit gegeben wer-
den, die in dieser Arbeit entwickelten Methoden direkt anzuwenden.
Deshalb wurde darauf geachtet, dass einerseits nur frei verfu¨gbare Quel-
len verwendet werden, andererseits soll die Bedienung der Software ohne
spezielle informationstechnologische Kenntnisse mo¨glich sein.
The purpose of this thesis is to show the usefulness of web-based data
for brand positioning studies through a comparison with empirical data
of a questionnaire by statistical methods and with a new developed qua-
lity criterion. By the use of multivariate data analysis techniques it will
be shown how suitable the web-based informations are for a description
of real world market situations.
A software module extracts the data from free sources in the world
wide web. This software is intended to be used in the marketing depart-
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1 Einleitung
In dem gegenwa¨rtigen Wirtschaftsumfeld mit sich sta¨ndig a¨ndernden Markt-
bedingungen ist eine Unternehmenspositionierung eine zentrale Herausforde-
rungen im Rahmen der strategischen Unternehmensfu¨hrung. Moderne Ma¨rkte
sind durch sta¨ndig neu eintretende Marktteilnehmer einerseits, Fusionen und
Insolvenzen andererseits einem stetigen Wandel unterworfen.
Diese A¨nderungen mu¨ssen Unternehmer und Fu¨hrungskra¨fte nicht nur wahr-
nehmen, sondern sie mu¨ssen vielmehr rasch darauf reagieren, um ihre bestehen-
den Positionen am Markt nicht zu verlieren. Weiters ist das Antizipieren von
neuen Trends durch immer rascher aufkommende neue Technologien ein we-
sentlicher Schlu¨ssel, um nicht von der Marktlandschaft zu verschwinden. Dass
selbst große Unternehmen von diesen Gefahren nicht verschont bleiben, hat
das Beispiel Nokia und das viel zu spa¨te Einsteigen in den Smartphone-Markt
eindrucksvoll gezeigt.
Eine weitere Neuerung des modernen Lebens bietet die Allgegenwart des In-
ternets durch Smartphones und Tablets. Angebote werden dadurch fu¨r den
Konsumenten transparenter, denn Produkte und Angebote sind weltweit mit-
einander vergleichbar. Dazu kommt eine Unmenge an Informationen, die Be-
nutzer selbst im Web in Form von Foreneintra¨gen, Social Media Beitra¨gen und
Blogs verfassen, hinzu.
Diese Faktoren stellen die Positionierung von Marken und Produkten vor neue
Herausforderungen, andererseits ergeben sich auch neue Chancen.
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1.1 Motivation
Die Daten zur Kontrolle einer Positionierung werden gewo¨hnlich u¨ber eine
Markterhebung gewonnen. Den verschiedenen mo¨glichen Erhebungstechniken
der quantitativen Befragung (computergestu¨tze, perso¨nliche Interviews oder
webbasierte Interviews) ist gemein, dass deren Ausfu¨hrung mit viel Zeit und
auch Kosten verbunden ist. Eine Projektdauer von mehreren Wochen und Ko-
sten von mehreren tausend Euro sind die Regel. Daher sind die Marketing-
Manager bestrebt, kostensparende Lo¨sungen zu finden.
Bei Befragungen von Personen gibt es immer Unsicherheiten. Andreas Diek-
mann [Diekmann04] unterscheidet drei Kategorien von Fehlerquellen: 1) Be-
fragtenmerkmale (etwa soziale Erwu¨nschtheit der Antworten oder Meinungslo-
se), 2) Fragemerkmale (missversta¨ndliche Frageformulierung, Effekt von Ant-
wortkategorien) und 3) Merkmale des Interviewers (Beeinflussung, Anwesenheit
Dritter, Interviewsituation). Durch die Verwendung eines Online-Fragebogens
ko¨nnen zumindest die Effekte durch den Interviewer großteils eliminiert wer-
den.
Eine alternative Mo¨glichkeit um an Daten zu gelangen ist es, das Web als
Quelle zu verwenden. Ta¨glich produzieren die Benutzer Informationen u¨ber
Produkte und Unternehmen auf Bewertungsseiten, in den sozialen Medien,
Newsgroups, Foren oder Blogs. Sie tauschen dabei Erfahrungen zu bereits ge-
kauften oder neuen Produkten aus, schreiben Bewertungen oder diskutieren,
wie Produktneuheiten aussehen ko¨nnten (beispielsweise die Spekulationen u¨ber
neue iPhone-Varianten).
Immer o¨fter bitten die Betreiber von Webshops oder Unternehmen ihre Kunden
auch gezielt um Feedback, etwa auf den von den Firmen betriebenen Seiten in
Facebook oder deren Twitter-Accounts.
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Diese subjektiven Texte (d.h. solche, die Meinungen, Einstellungen oder An-
sichten beinhalten) u¨ber Produkte oder Firmen sind nicht nur fu¨r die Marketing-
Abteilungen der Unternehmen interessant, sondern ko¨nnen auch als Handlungs-
empfehlung fu¨r andere Konsumenten dienen (z.B. Bewertungen in Onlineshops,
Reiseportalen,...). Die gewonnenen Erkenntnisse fu¨hren auch zu einem verbes-
serten Versta¨ndnis der Marktstrukturen sowie der Wettbewerbssituation, wie
Oded Netzer et al. in [Netzer12] zeigen.
Die Verwendung von webbasierten Daten erlaubt nicht nur die schnelle Be-
wertung von Werbekampagnen, sondern erschließt auch ein neues Spektrum
an Mo¨glichkeiten zur Kampagnensteuerung. Negativen Effekten kann schneller
entgegengesteuert werden, positive Effekte ko¨nnen versta¨rkt werden und das
Feedback aus den Bewertungen kann in laufende Kampagnen integriert werden.
Eine weitere Anwendung ist die Analyse von (ungeplanten) Marktnachrichten
auf die Positionierung. So kann beispielsweise schnell ermittelt werden, inwie-
weit sich negative Nachrichten u¨ber Zulieferfirmen auf die eigene Positionierung
auswirken (etwa Nachrichten u¨ber gesundheitsgefa¨hrdende Arbeitsbedingun-
gen bei Apple-Zulieferfirmen auf das Apple-Image).
Die bisherigen Untersuchungen von Inhalten aus dem Web haben einige we-
sentliche Ma¨ngel, die eine direkte Nutzung fu¨r eine Positionierungskonzeption
unmo¨glich machen. Die beiden wichtigsten seien an dieser Stelle erwa¨hnt.
Viele Studien (etwa [Archak11], [Baccianella09]) bescha¨ftigen sich nicht mit ei-
ner Positionierung von Unternehmen, sondern mit der Bewertung von Produk-
ten mit dem Ziel, eine Kaufempfehlung abzugeben. Dazu werden die einzelnen
Produkte entsprechend der Auspra¨gung ihrer Eigenschaften (z.B. verschiedene
Auflo¨sungen von Digitalkameras oder unterschiedliche Akku-Leistungen von
Laptops) beurteilt. Sehr ha¨ufig findet das bei technologischen Produkten mit
klaren Auspra¨gungen der Eigenschaften Anwendung.
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Die Gesamtbewertung eines Produktes ist dann die Summe der Einzelbewer-
tungen der Eigenschaften, entweder auf einer Schulnotenskala, einer Sterne-
Skala (a¨hnlich den Hotelkategorien) oder als bina¨re Klassifikation (Like/Dislike).
Fu¨r eine Positionierung sind jedoch die einzelnen Produkteigenschaften nicht
so wichtig wie die Einstellung, die ein Konsument zu der Marke hat.
Ein zweiter wesentlicher Aspekt ist das Datenmaterial selbst. Bei der Extrak-
tion von Informationen aus dem Web gibt es erhebliche Nachteile im Vergleich
zu klassisch erhobenen Daten. Das liegt einerseits an der Erhebungsart selbst,
andererseits sind die Probleme auf das Datenmaterial zuru¨ckzufu¨hren.
So ist es nicht mo¨glich, selbst Fragen zu formulieren, oder eine Stichprobe zu
definieren, die repra¨sentativ ist. Stattdessen lassen sich die Daten unterscheiden
nach regionaler Herkunft (weltweit, nur O¨sterreich), nach Sprache (deutsch,
englisch,...) oder nach der Datenquelle (das gesamte Web, Newsgroups, Foren,
Blogs, externe Anbieter wie Google Search Engine).
Ein weiterer wichtiger Aspekt in diesem Zusammenhang ist die Verfu¨gbarkeit
der Daten (frei verfu¨gbar oder nur gegen Gebu¨hr oder nach einer Registrie-
rung). Somit ko¨nnen auf diese Weise nur Dinge gefunden werden, die Benutzer
im Web bereits geschrieben haben. Die Mo¨glichkeit, aktiv Fragen an die Ziel-
gruppe zu stellen, wie es bei einem Fragebogen gemacht wird, entfa¨llt.
Allerdings ist der Einsatz webbasierter Daten fu¨r eine Analyse der Positionie-
rung von Unternehmen und Produkten wohl denkbar. Wie das funktioniert
und wie gut die auf diese Weise erhaltenen Ergebnisse sind, soll in dieser Dis-
sertation na¨her untersucht werden.
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1.2 Problemstellungen
Folgende Problemstellungen ergeben sich in der Dissertation:
• Es wird eine Opinion Mining Methode bezu¨glich ihrer Verwendbarkeit
fu¨r die Extraktion positionierungsrelevanter Daten getestet.
• Es wird eine Methode entwickelt, um die notwendigen Daten aus dem
Web zu extrahieren. Dabei sollen folgende Bedingungen an die Daten
gelten:
1. Sie sollen frei verfu¨gbar sein, d.h., es fallen keine Lizenz- oder son-
stigen Gebu¨hren an.
2. Sie sollen jedem Nutzer auch ohne spezielle Informatik-Kenntnisse
zur Verfu¨gung stehen. Dies soll dadurch gewa¨hrleistet werden, dass
nur Schnittstellen u¨ber Standardtools wie Google oder Yahoo ver-
wendet werden.
3. Sie sollen in kurzer Zeit erhebbar sein (also weder mit langer Vorlauf-
noch Nachbearbeitungszeit).
4. Sie sollen in einer u¨bersichtlichen, intuitiven Weise grafisch darge-
stellt werden.
Aus diesen Problemstellungen ergibt sich die folgende Forschungsfrage:
”
Wie gut sind Daten, die aus dem Web mit einfachen Mitteln gratis
gewonnen werden, fu¨r die Messung einer Positionierung geeignet?“
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1.3 Aufbau der Arbeit
Das erste Kapitel gibt einen U¨berblick der thematischen Fragestellung sowie
der Motivation dieser Arbeit.
Das Kapitel 2 (theoretischer Hintergrund) bescha¨ftigt zuna¨chst sich mit den
theoretischen Grundlagen der Unternehmens- und Markenpositionierung und
verschiedenen Wettbewerbsstrategien. Es resultiert in der Herleitung eines sechs-
dimensionalen Modells zur strategischen Positionierung, das in dieser Arbeit
zum Einsatz kommt. Danach folgt die Beschreibung der Methoden der Sub-
jektivita¨tsanalyse, mit denen Webdaten identifiziert, analysiert und aggregiert
werden.
Die Methodik zum Vergleich der Daten, sowie zur Erhebung und Auswertung
der Prima¨rdaten und die Beschreibung der Software zur Extraktion der Web-
daten sind Gegenstand von Kapitel 3 (Methodik).
Anschließend werden in Kapitel 4 (Ergebnisse) die Resultate der Prima¨r- und
Sekunda¨rdatenerhebung miteinander verglichen. Im Fokus steht dabei, ob die
Sekunda¨rdaten fu¨r eine Positionierung von Unternehmen geeignet sind.
Kapitel 5 (Zusammenfassung) bewertet die Ergebnisse dieser Arbeit und deren




Fu¨r die Erstellung moderner Marketing-Strategien ist ein genaues Versta¨nd-
nis und somit eine genaue Kenntnis der Wahrnehmungen und Pra¨ferenzen der
Konsumenten bezu¨glich der Produkte und Angebote eines Unternehmens un-
erla¨sslich. Zu diesem Zweck hat Yoram Wind [Wind82] die folgenden drei Ziele
einer Positionierung definiert:
1. Der Unternehmensfu¨hrung ein klares Bild zu vermitteln, wo man momen-
tan im Gegensatz zur Konkurrenz steht (bezogen auf den Gesamtmarkt
oder segmentspezifisch).
2. Herausfinden, warum man dort steht .
3. Richtungen identifizieren, in die man sich bewegen kann, um die eigene
Position zu sta¨rken.
In diesem Kapitel werden Methoden beschrieben, um diese drei Ziele zu er-
reichen. Dazu wird zuna¨chst die Entwicklung des Begriffes der Positionierung
nachgezeichnet, wobei besonders auf die Abgrenzung zu dem fa¨lschlicherwei-
se oft synonym verwendeten Begriff der
”
Differenzierung“ Wert gelegt wird.
Anschließend werden Verfahren fu¨r die Bestimmung einer Position und der
Weg zu einer Positionierung gezeigt. Das Kapitel endet mit der Beschreibung
eines sechsdimensionalen Modelles zur Positionierung von Unternehmen, Mar-
ken und Produkten, das in dieser Arbeit im methodischen Teil zur Anwendung
kommt.
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2.1.1 Konzept der Positionierung
Historisch gesehen gibt es eine Aufteilung der Ma¨rkte in bestimmte Gruppen
und eine Differenzierung der angebotenen Waren, seit die ersten Ha¨ndler be-
gonnen haben, sich in der Art und Weise, wie sie ihre Waren anbieten, von ih-
ren Mitbewerbern zu unterscheiden. Zum einen erkannte man, dass nicht jedes
Produkt fu¨r jeden Konsumenten gleichermaßen ansprechend ist, zum anderen
wurde den Anbietern klar, dass es unterschiedliche Zahlungsbereitschaften fu¨r
die Angebote gab. Daher begann man mit Arten der An- und Bepreisung und
unterschiedlichen Produktdesigns zu experimentieren.
In der modernen Form der Marktsegmentierung und Produktdifferenzierung
werden im Gegensatz dazu o¨konomische und verhaltenswissenschaftliche Theo-
rien sowie analytische Techniken verwendet. Die ersten derartigen Methoden
wurden Anfang des 20. Jahrhunderts entwickelt, allerdings wurde erst gegen
Ende der 80er Jahre damit begonnen, die darunterliegende Theorie zu be-
schreiben sowie der Versuch unternommen, eine einheitliche Terminologie zu
entwickeln.
Eines der bekanntesten Werke zur Positionierung ist das Buch von Al Ries und
Jack Trout
”
Positioning - the battle for your mind“ [Ries86]1. Der Titel des
englischen Originals ist dabei in zweierlei Hinsicht treffender, als der Titel der
deutschen Ausgabe (
”
Positionierung - die neue Werbestrategie“). Denn erstens
geht es bei der Positionierung um eine Position in den Ko¨pfen der Konsu-
menten und zweitens ist eine Werbestrategie nicht die einzige Kommunikati-
onsmaßnahme, die zu einer Positionierung fu¨hrt. So bezeichnet beispielsweise
Esch [Esch12] Positionierung als die
”
hohe Schule des Marketings“, die auf eine
aktive Gestaltung der Stellung einer Marke im jeweils relevanten Markt abziele.
1Das Buch basiert auf einer Reihe von Artikeln der beiden Autoren fu¨r die Handelszeitung
Advertising Age aus 1972.
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In Kapitel 2.1.3 wird ausfu¨hrlich dargestellt, dass eine Positionierung von Pro-
dukten oder Marken ein strategischer Prozess ist, der bereits bei der Planung
der Marketing-Strategie eines Unternehmens beginnt. In der letztendlichen
Umsetzung wird nicht nur die Kommunikation (in Form von Werbung), son-
dern werden sa¨mtliche Instrumente des Marketing-Mix eingesetzt.
Diese Sichtweise der Positionierung setzte sich in der wissenschaftlichen Ge-
meinschaft allerdings erst langsam durch. In der wichtigsten Marketinglite-
ratur der 1980er Jahre gab es unterschiedliche Auffassungen zu den Begrif-
fen Marktsegmentierung und Produktdifferenzierung. So beschrieben fu¨nf der
sechzehn von Peter R. Dickson und James L. Ginter [Dickson87] untersuchten
Marketinglehrbu¨cher Produktdifferenzierung als eine Alternative zur Markt-
segmentierung (siehe Tabelle 1), wa¨hrend die restlichen elf die Differenzierung
als entweder eine erga¨nzende Methode oder als eine Art zur Bearbeitung der
gefundenen Marktsegmente ansahen (siehe Tabelle 2).
Der Grund fu¨r diese unterschiedliche Verwendung der beiden Begriffe ist hi-
storisch bedingt. Bereits 1912 schrieb A.W. Shaw [Shaw12] u¨ber Produktdif-
ferenzierung als eine Strategie, um die Bedu¨rfnisse der Konsumenten besser
zu treffen als die Mitbewerber und fu¨hrte dabei auch die Notwendigkeit an,
nicht nur geographisch unterschiedliche Bedu¨rfnisse zu beru¨cksichtigen, son-
dern den o¨konomischen und sozialen Marktunterschieden durch eine Aufteilung
des Marktes gerecht zu werden.
Ein weiterer historischer Beitrag zur Marktsegmentierung und Produktdifferen-
zierung, der von Marktforschern und O¨konomen gern u¨bersehen wurde, stammt
von Edward H. Chamberlin [Chamberlin65] aus seiner
”
Theory of Monopoli-
stic Competition“, die erstmals im Jahr 1933 vero¨ffentlicht wurde. Er definiert
darin Produktdifferenzierung als
”
jedweden Unterschied, in dem sich ein Pro-
dukt oder Angebot eines Anbieters von anderen unterscheidet, und zwar auf
jeder beliebigen Basis, die fu¨r den Konsumenten eine Pra¨ferenz erzeugt“. So-
2.1 Positionierung 19
mit wurde erstmals die Wichtigkeit von nicht-physischen Produkteigenschaften
(wie beispielsweise das
”
Image“) betont, eine Ansicht die spa¨ter durch Michael
E. Porter [Porter76] bekra¨ftigt wurde.
Autor Titel Referenz
J.R. Evans Marketing [Evans82]
M. Mandell Marketing [Mandell81]
L.A. Neidell Strategic Marketing Management [Neidell83]
W.M. Pride Marketing [Pride85]
W.J. Stanton Fundamentals of Marketing [Stanton81]
Tabelle 1: Marketingliteratur, die Produktdifferenzierung als Alternative zur Markt-
segmentierung sieht.
Paul A. Samuelson [Samuelson76] und Wendell R. Smith [Smith56] sind der
Meinung, dass Produktdifferenzierung durchaus eine Mo¨glichkeit sei, auf die
unterschiedlichen Bedu¨rfnisse der Konsumenten zu reagieren. Die Differen-
zierung am Markt wird bei Chamberlin und Porter allerdings nicht durch
vera¨nderte Produkteigenschaften erzielt, sondern ku¨nstlich durch Werbung her-
vorgerufen. Kelvin Lancester [Lancester79] und Henry Mintzberg [Mintzberg88]
nennen eine solche Differenzierung, die nur durch verschiedene Produktnamen
und geschickte Werbung erzeugt wird,
”
Pseudodifferenzierung“.
Zusammenfassend la¨ßt sich feststellen, dass die Verwirrung um die Begriffe
Produktdifferenzierung und Marktsegmentierung, die in der Marketingliteratur
entstanden ist, demnach aus den unterschiedlichen Positionen von Smith und
Samuelson auf der einen Seite, und Shaw, Chamberlin und Porter auf der
anderen Seite, entstanden ist.
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Autor Titel Referenz
D.F. Abell Strategic Marketing Planning [Abell79]
V.P. Buell Marketing Maganement [Buell84]
P.S. Busch Marketing: Strategic Foundations [Busch85]
D.W. Cravens Strategic Marketing [Cravens82]
D.J. Dalrymple Marketing Management [Dalrymple83]
M.W. DeLozier Marketing Management [DeLozier78]
B.J. Enis Marketing Principles [Enis80]
J. P. Guiltinan Marketing Management [Guiltinan85]
D.G. Hughes Marketing Management [Hughes78]
P. Kotler Marketing Management [Kotler84]
D. J. Reibstein Marketing [Reibstein85]
Tabelle 2: Marketingliteratur, die Produktdifferenzierung als erga¨nzende Methode zur
Marktsegmentierung sieht.
Die Meinungen der ersteren Autoren sind in den 5 erstzitierten Lehrbu¨chern
vertreten, wa¨hrend sich in den 11 anderen die Position von Shaw et al. durch-
gesetzt hat, dass Produktdifferenzierung als Erga¨nzung beziehungsweise Mittel
zur Marktsegmentierung verstanden werden soll.
Peter R. Dickson und James L. Ginter [Dickson87] haben in ihrer Arbeit ein
Framework geschaffen, auf dessen Basis die Begriffe Marktsegmentierung und
Produktdifferenzierung definiert wurden und zugleich auch die zugrundelie-
genden Zielsetzungen klar formuliert wurden. Sie streichen in ihrer Arbeit aber
auch die unpra¨zise Verwendung des Begriffes
”
Marktsegmentierung“ heraus.
Manche Autoren, wie Ronald E. Frank et al. [Frank72], sehen Marktsegmen-
tierung als eine eigene Marketing-Strategie, wa¨hrend etwa Vijay Mahajan and
Arun K. Jain [Mahajan78] darin nur eine Methode sehen, um unterschiedliche
Ka¨ufergruppen zu identifizieren.
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Yoram Wind ([Wind72], [Wind82]) liefert einen formalen, methodischen Zu-
gang zur Positionierung. Dabei steht die Wahrnehmung der Konsumenten
bezu¨glich der Position, die ein Produkt am Markt besetzt, im Mittelpunkt.
Der Begriff Position wird dabei sowohl als Platz (welchen Platz besetzt das
Produkt im Markt), als Rang (wie steht das Produkt zu den Konkurrenzange-
boten in zuvor bestimmten Dimensionen) oder als mentale Einstellung (welche
Einstellungen haben die Konsumenten und welche Handlungsweisen ergeben
sich bei den Konsumenten) verstanden.
Die Position eines Produktes oder einer Marke wird durch die Messung der
Wahrnehmungen und Pra¨ferenzen der Konsumenten zu den betreffenden Ob-
jekten (Produkte oder Marken) in Relation zu den Mitbewerbern bestimmt.
Die Grundlage fu¨r die Bestimmung der relevanten Eigenschaften bilden Daten,
die aus der Marktforschung gewonnen werden.
Wind [Wind72] betont hierbei explizit, dass die Position nicht nur auf Basis der
Wahrnehmung - im Sinne einer wahrgenommenen (Un)a¨hnlichkeit zu anderen
Objekten - bestimmt werden soll, sondern dass die Pra¨ferenzen der Konsumen-
ten miteinbezogen werden mu¨ssen, da das Konsumentenverhalten von beiden
Faktoren abha¨ngt. So ko¨nnen sich beispielsweise Konsumenten, selbst wenn
sie a¨hnliche Pra¨ferenzen zu einem Produkt haben, doch in der Wahrnehmung
desselben stark unterscheiden.
Welche Methode man auch verwendet (Wahrnehmungsmessung, Pra¨ferenzmes-
sung, beides), die wichtigste Voraussetzung ist eine geeignete Auswahl der in
Frage kommenden Marken und/oder Produkte [Wind72].
Eine erfolgreiche Positionierung schafft dem Unternehmen Vorteile vor den
Mitbewerbern, die sich vor allem in der Sta¨rke der Pra¨ferenz der Konsumenten
zur eigenen Marke oder dem eigenen Produkt zeigen. Es herrscht eine direkte
Proportionalita¨t zwischen der Pra¨ferenz zu einer Marke und der Preisbereit-
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schaft und dem Absatz der Marke [Esch12]. Die Pra¨ferenz kann somit als eine
Steuerungsgro¨ße fu¨r Positionierung gesehen werden.
Eine klare Positionierung von Marken, Produkten oder Dienstleistungen er-
leichtert den Konsumenten die Entscheidung in schwierigen Kaufsituationen.
Dabei spielen die gelernten Erfahrungen und Einstellungen, die ein Konsument
mit einer Marke verbindet, eine wesentliche Rolle. In Situationen, in denen ein
Konsument die Wahlmo¨glichkeit zwischen a¨hnlichen, funktional gleichwertigen
Produkten hat, entscheidet oft das Markenimage u¨ber den Kauf oder Nichtkauf
eines bestimmten Produktes (Beispiele dafu¨r finden sich z.B. in [Keller93]).
Ries und Trout beschra¨nken in ihren Arbeiten den Begriff Positionierung nicht
nur auf Produktpositionierung, sondern beschreiben auch die Positionierung
von Dienstleistungen, Institutionen oder Personen im Bewusstsein der Konsu-
menten. Damit grenzen sie den Begriff auch von dem der Differenzierung ab,
bei dem es um die Unterschiede der Angebote (Produkte, Dienstleistungen) zu
den Konkurrenzangeboten geht [Ries86].
In der Literatur werden die beiden Begriffe Position und Positionierung ha¨ufig
vermischt, obwohl sie keineswegs gleichbedeutend sind. Denn jedes Produkt
und jede Marke, mit der ein Konsument bewußt oder unbewußt Erfahrun-
gen gemacht hat, bezieht eine Position in den Ko¨pfen der Konsumenten. Wird
diese Position jedoch aktiv vom Management der Unternehmen durch den Ein-
satz der Marketing-Instrumente herbeigefu¨hrt, spricht man von (strategischer)
Positionierung [Brockhoff88], [Baumgarth08], auf die in Kapitel 2.1.3 na¨her
eingegangen wird.
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2.1.2 Mo¨glichkeiten der Positionierung von Unternehmen
Als ersten Schritt werden die grundlegenden Strategien definiert, die einem
Unternehmen zur Positionierung zur Verfu¨gung stehen. Ausgangspunkt dafu¨r
sind die drei bekannten generischen Wettbewerbsstrategien fu¨r Unternehmen
von Michael E. Porter [Porter80]:
1. Kostenfu¨hrerschaft, mit dem Ziel, der kostengu¨nstigste Hersteller der
Branche zu sei.
2. Differenzierung, mit dem Ziel, in bestimmten Dimensionen einmalig zu
sein.
3. Konzentration auf Schwerpunkte, mit dem Ziel, sich auf eine bestimmte
Teilgruppe des Zielmarktes zu konzentriern, um dort einen Wettberwerbs-
vorsprung zu generieren.
Arnoldo C. Hax und Dean L. Wilde [Hax01] stellten in Studien fest, dass
Porter’s Strategien aus den 1980er Jahren fu¨r die vera¨nderten Wettbewerbsbe-
dingungen auf modernen Ma¨rkten (die vor allem durch die Informationstech-
nologie geschaffen wurden) adaptiert werden mu¨ssen.
Eine neue Strategie in ihrem Modell ist etwa wenn eine Abha¨ngigkeit von Per-
sonen zu bestimmten Produkten in Form von Systemeinschlu¨ssen erzeugt wird.
Beispielgebend dafu¨r ist die Abha¨ngigkeit der Ka¨ufer von PCs von Produkten
der Firma Microsoft.
Das Delta-Modell (das Modell wurde so benannt, weil die drei Strategien jeweils
die Eckpunkte eines Dreieckes bezeichnen) von Hax und Wilde bietet folgende
strategische Optionen fu¨r ein Unternehmen:
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1. Produktfu¨hrerschaft: Ein Unternehmen bietet das Produkt/die Dienst-
leistung mit dem gro¨ßten Nutzen fu¨r die Konsumenten. Die Differenzie-
rung zu den Konkurrenzprodukten kann u¨ber technische Eigenschaften,
Markenimage, zusa¨tzliche Funktionen oder spezielle (Zusatz-)Leistungen
erzielt werden.
2. Umfassende Kundenlo¨sung: Das Unternehmen bietet eine breite Palette
an Produkten und Dienstleistungen, um mo¨glichst viele (wenn nicht alle)
Bedu¨rfnisse des Kunden abzudecken. Das Ziel ist, den Kunden langfristig
an das Unternehmen zu binden.
3. Systemeinschlu¨sse: Bei dieser Strategie konzentriert sich das Unterneh-
men nicht nur auf das Produkt oder den Konsumenten, sondern auf al-
le relevanten Marktteilnehmer, die zum wirtschaftlichen Erfolg beitragen
ko¨nnen. Man sucht sich komplementa¨re Firmen (keine Mitbewerber), mit
deren Hilfe sich das eigene Angebotsspektrum erweitern la¨sst.
Einen weiteren Beitrag zu den Wettbewerbsstrategien liefert Henry Mintzberg
[Mintzberg88]. Er teilt die Strategien zur Differenzierung in solche, die das
Produkt direkt betreffen (Qualita¨t, Design) und solche, die im Zusammenhang
mit dem Produkt stehen (Image, Support, Preis). Als sechste Mo¨glichkeit bietet
er Unternehmen auch die Mo¨glichkeit keine Differenzierung an.
Das Konzept der Positionierung zielt auf eine u¨berdurchschnittliche Pra¨ferenz
beim Kunden gegenu¨ber dem Mitbewerb ab, daher sind nicht alle hier genann-
ten Wettbewerbsstrategien zur Positionierung von Unternehmen geeignet. Mit
dieser Fragestellung bescha¨ftigte sich Bernhard Goldberger [Goldberger11], er
hat ein Framework geschaffen, in dem die fu¨r eine Unternehmenspositionierung
relevanten Mo¨glichkeiten enthalten sind. Das besondere daran ist, dass die von
ihm identifizierten Positionierungsmo¨glichkeiten fu¨r alle Branchen Gu¨ltigkeit
besitzen sollen.
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Goldberger definiert folgende sechs Mo¨glichkeiten zur Positionierung von Un-
ternehmen:
1. Preispositionierung, mit dem Ziel, in der Wahrnehmung der Kunden
mo¨glichst preisgu¨nstig zu sein.
2. Imagepositionierung, mit dem Ziel, in der Wahrnehmung der Kunden ein
einzigartiges Image aufzubauen, das nicht unbedingt durch eine spezielle
Produkteigenschaft hervorgerufen wird.
3. Servicepositionierung, mit dem Ziel, in der Wahrnehmung der Konsumen-
ten neben oder unabha¨ngig vom Produkt hervorragende oder die besten
Serviceleistungen anzubieten.
4. Qualita¨tspositionierung, mit dem Ziel, in der Wahrnehmung der Kunden
Produkte mit besserer oder der besten Leistung zu haben.
5. Produkt (Design) - Positionierung, mit dem Ziel, in der Wahrnehmung
der Konsumenten hinsichtlich Ausstattung, Design und Produktfunktio-
nen einzigartig oder besonders zu sein.
6. Positionierung mit der besten Kundenbeziehung, mit dem Ziel, beim
Kunden als besonders kundenfreundlich. vertrauenserweckend und indi-
viduell agierend zu gelten, um damit die Kundenloyalita¨t zu steigern.
Preisdifferenzierung Der einfachste Weg ein Produkt (oder eine Dienst-
leistung) vom Mitbewerb zu unterscheiden ist, einen gu¨nstigeren Preis dafu¨r
zu verlangen. Das funktioniert vor allem bei Produkten die sich nicht sehr
von den Konkurrenzprodukten unterscheiden, etwa Massenprodukte mit ei-
nem Standarddesign oder bei einfachen Dienstleistungen wie z.B. einem Rei-
nigungsservice. Das Unternehmen nimmt dabei entweder die geringeren Er-
tra¨ge in Kauf oder versucht mit ho¨heren Absatzzahlen/mehr Auftra¨gen eine
Preisfu¨hrerschaft zu erlangen.
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Schafft es ein produzierendes Unternehmen, die Herstellungskosten zu senken,
ko¨nnen diese Kostenvorteile an die Konsumenten in Form von niedrigeren Prei-
sen weitergegeben werden. Erst dann wird der Kostenvorteil zu einer Positio-
nierungsmo¨glichkeit. Manchmal entstehen die billigeren Preise auch dadurch,
dass die Qualita¨t des Produktes schlechter ist, weil billigere Materialien zur
Herstellung verwendet werden.
Imagedifferenzierung Bei der Imagedifferenzierung geht es um eine ku¨nst-
liche Besserstellung eines Produktes oder einer Marke. Diese Besserstellung
wird meistens nicht (nur) durch das Produkt selbst erzeugt, sondern durch
die Erlebnisse und Gefu¨hle, die mit dem Produkt oder der Marke verbunden
werden.
Ein klassisches Beispiel fu¨r Imagedifferenzierung sind Hersteller von Marken-
mode. Die ku¨nstlichen Produktvorzu¨ge werden in der Praxis durch Werbung




Servicedifferenzierung Je besser ein Produkt die Wu¨nsche und Anspru¨che
eines Konsumenten erfu¨llt, desto mehr Wert ordnet dieser dem Produkt zu
[Levitt80]. Daher bietet sich fu¨r Unternehmen die Mo¨glichkeit, sich u¨ber die
Unterstu¨tzung des Kunden mit besonderen Service- oder Supportfunktionen
zu differenzieren (z.B. Zustellservice, Einschulung).
Diese Art der Differenzierung ist insbesondere dann mo¨glich, wenn eine sonsti-
ge Unterscheidung (etwa u¨ber die Produkteigenschaften oder das Image) nur
schwer mo¨glich ist.
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Qualita¨tsdifferenzierung Bei der Qualita¨tsdifferenzierung geht es um die
Funktionen eines Produktes, die es besser machen als die Produkte der Konkur-
renz. Es geht also nicht um eine Unterscheidung zu den Konkurrenzprodukten,
sondern um Zuverla¨ssigkeit, Haltbarkeit und Performance. Aus diesem Grund
ist diese Art der Positionierung fu¨r Produkte mit besonderen technischen Merk-
malen geeignet (Automobile, Haushaltsgera¨te, Elektronik).
Produktdesign Bei dieser Art der Unterscheidung geht es darum, eine Be-
sonderheit in Form einer neuen Produkteigenschaft zu bieten. Das eigene Pro-
dukt hebt sich wesentlich von der Konkurrenz oder dem ga¨ngigen Design ab.
Ein Beispiel hierfu¨r ist das Touchscreen bei Computern/Mobiltelefonen. Bei
dieser Art der Differenzierung ko¨nnen die Pra¨ferenzen der Konsumenten be-
sonders stark beru¨cksichtigt werden und in ein neues Produktdesign einfließen.
Daher wird diese Art auch als Innovationsdifferenzierung bezeichnet.
Kundenbeziehung Unternehmen, die sich u¨ber diese Dimension positionie-
ren wollen, haben das Ziel, eine mo¨glichst langfristige und vertrauensvolle Be-
ziehung zu ihren Kunden aufzubauen. Dies kann etwa durch direkte Ansprache
des Kunden oder die Einbeziehung des Kunden in den Wertscho¨pfungsprozess
gelingen.
Der Einsatz von Relationship Marketing kann dem Unternehmen dabei helfen,
ein loyales und dauerhaftes Verha¨ltnis aufzubauen. Diese Art der Beziehung
ist insbesondere in sensiblen Dienstleistungsbranchen wie Versicherungen oder
dem Bankwesen u¨blich.
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2.1.3 Positionierung als strategischer Prozess
Carsten Baumgarth [Baumgarth08] definiert einige grundlegende Faktoren, die
fu¨r eine erfolgreiche strategische Positionierung von Bedeutung sind:
• Relevanz: Ist die Positionierung fu¨r den Abnehmer wichtig?
• Konzentration: Ist die Positionierung auf die wichtigsten Eigenschaften
beschra¨nkt?
• Glaubwu¨rdigkeit: Ist die Positionierung mit der Geschichte der Marke zu
vereinbaren?
• Differenzierungsfa¨higkeit: Kann sich die Marke vom Mitbewerb unter-
scheiden?
• Dauerhaftigkeit: Sind die Positionierungseigenschaften kurzfristig vom
Mitbewerb kopierbar?
• Zukunftsorientierung: Hat die gewa¨hlte Position auch in Zukunft ausrei-
chend Kraft zur Differenzierung vom Mitbewerb?
• Flexibilita¨t: Kann die gewa¨hlte Positionierung auf Vera¨nderungen am
Markt reagieren?
• Kontinuita¨t: Wird die gewa¨hlte Positionierung langfristig beibehalten?
• Operationalisierbarkeit: Ist die Positionierung durch konkrete Maßnah-
men umsetzbar und kontrollierbar?
Daraus geht hervor, dass Positionierung ein langfristiger Prozess ist, der gut ge-
plant sein will. Eine erfolgreiche Positionierung einer Marke (oft wird das in der
Literatur auch als Markenfu¨hrung bezeichnet) geschieht in einem vierstufigen

















































Abbildung 1: Die vier Phasen der Positionierung, in Anlehnung an Goldberger
[Goldberger11] und Esch [Esch12].
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Positionierungsanalyse Der Zielmarkt wird hinsichtlich der Kundenbedu¨rf-
nisse, der relevanten Mitbewerber und der Position der eigenen Marke analy-
siert. Dazu wird der Gesamtmarkt nach bestimmten Kriterien in homogene
Gruppen (Segmente) geteilt. Ein Segmentierungsmodell (siehe z.B. [Lilien07])
verwendet als Segmentierungsbasis abha¨ngige Variable, durch die sich die Kon-
sumenten unterscheiden (Wu¨nsche, Bedu¨rfnisse, Anspru¨che). Als Segmentde-
skriptoren dienen unabha¨ngige Variable, die meist soziodemografische Faktoren
darstellen (Alter, Geschlecht, Einkommen, Mediennutzung). Deskriptoren wer-
den zur Beschreibung der Segmente und zur zielgerichteten Kommunikation der
Positionierungsinhalte verwendet.
Wie bereits in Kapitel 2.1.1 erwa¨hnt kann die Pra¨ferenz als Steuerungsgro¨ße
fu¨r Positionierung gesehen werden. Daher ist es naheliegend, pra¨ferenzbasierte
Segmente zu bilden (Preispra¨ferenz, Imagepra¨ferenz, Servicepra¨ferenz, Qua-
lita¨tspra¨ferenz, Produktdesign-/Innovationspra¨ferenz und die Pra¨ferenz fu¨r ei-
ne vertrauensvolle Kundenbeziehung [Goldberger11]).
Da Pra¨ferenzen die Ideale der Konsumenten zum Ausdruck bringen (gewisser-
maßen der SollL-Zustand), ist es fu¨r eine Positionierungsstrategie zweckma¨ßig,
auch den Ist-Zustand der Positionierung des Unternehmens zu erheben. Da-
zu ist es notwendig, die Konsumenten nach deren Wahrnehmung der Marken
bezu¨glich der Positionierungsdimensionen zu befragen, in der Praxis werden
meistens Likertskalen oder Imagedifferentiale verwendet [Farsky07]. Um kon-
krete Positionierungsstrategien ableiten zu ko¨nnen, schla¨gt Goldberger in seiner
Arbeit vor [Goldberger11], das Positionierungspotenzial (Pra¨ferenzen) mit der
gegenwa¨rtigen Position gegenu¨berzustellen (Wahrnehmungen), und zwar so-
wohl fu¨r die eigene Position, als auch fu¨r die der Konkurrenten. Somit ko¨nnen
Strategien vermieden werden, die zwar Potenzial ha¨tten, fu¨r das Unternehmen
aber unglaubwu¨rdig wa¨ren.
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Positionierungskonzeption In dieser Phase wa¨hlt das Unternehmen eine
Positionierungsstrategie auf der Grundlage der in der Marktanalyse gewonne-
nen Erkenntnisse (Pra¨ferenzen) und den eigenen Mo¨glichkeiten aus. Hat ein
Unternehmen nicht die Mo¨glichkeit gu¨nstiger zu produzieren als der Mitbe-
werb, fa¨llt beispielsweise die Preispositionierung als Option aus. Marktbezoge-
ne Auswahlkriterien einer Strategie sind neben dem Potential (Pra¨ferenzha¨ufig-
keit zu den Positionierungsdimensionen) vor allem die Anzahl und die Positio-
nen der Mitbewerber.
Positionierungsumsetzung Der Auswahl der Strategie folgt deren Umset-
zung. Goldberger [Goldberger11] hat zu diesem Zweck ein Balanced Scorecard
Framework erarbeitet, das die verschiedenen Blickwinkel (interne und externe
Faktoren) und typischen Fragestellungen bei der Umsetzung einer Positionie-
rungsstrategie beru¨cksichtigt. Goldberger betont insbesondere die Wichtigkeit
der Pru¨fung der umgesetzten Strategien, um Abweichungen rechtzeitig zu er-
kennen und um gegensteuern zu ko¨nnen. Dies fu¨hrt zu dem wichtigen Punkt
der Positionierungskontrolle, bei dem diese Dissertation im Besonderen ansetzt.
Positionierungskontrolle Die Kontrollphase ist dafu¨r zusta¨ndig, den Er-
folg der eingesetzten Maßnahmen zu u¨berpru¨fen. U¨blicherweise wird in dieser
Phase eine erneute Markterhebung durchgefu¨hrt. So la¨ßt sich beispielsweise
durch den Vergleich der Imageprofile mit denen der Vorperiode (Analysepha-
se) bestimmen, ob und wie sehr sich eine Position vera¨ndert hat.
Die in dieser Arbeit entwickelte Methode ist insbesondere fu¨r die Positionie-
rungskontrolle sehr gut geeignet, da die Erhebungen der Daten im Web wesent-




In den letzten Jahren ist zwar sowohl das akademische als auch das kommerzi-
elle Interesse an der Verwertung von webbasierten Daten gestiegen, die gezielte
Verwendung der Daten (etwa als Grundlage von Positionierungsstrategien) be-
findet sich noch in einer sehr fru¨hen Phase.
Das liegt mitunter daran, dass die Daten im Web neben den vielen Vorteilen,
etwa dass sie jederzeit ohne viel Aufwand gratis verfu¨gbar sind, auch eine
Menge an Problemen mit sich bringen (siehe etwa die Arbeit von Oded Netzer
et al., [Netzer12]).
Zum einen ist die Anzahl der Daten so enorm, dass das gezielte Aufspu¨ren und
Nachverfolgen relevanter Informationen schwierig ist. Zum anderen liegen die
Daten in einer qualitativen Weise vor, die nur schwierig in eine quantifizierbare






Ein weiteres Problem bei der Interpretation von Informationen aus dem Web
ist, dass Texte, die von Usern geschrieben werden, in natu¨rlicher Sprache ver-
fasst sind und somit keinen Formvorgaben unterliegen. Das stellt besondere
Herausforderungen an informationstechnologische Systeme, die aus diesen Tex-
ten automatisch positive oder negative Aussagen herausfiltern sollen.
In diesem Kapitel werden zuna¨chst die wichtigsten Verfahren vorgestellt, mit
denen Informationen gewonnen und klassifiziert werden ko¨nnen. Anschließend
wird die fu¨r diese Arbeit relevante Methode na¨her betrachtet.
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2.2.1 Konzept der Subjektivita¨tsanalyse
Fu¨r die Analyse von Texten aus dem Web wird auf Verfahren aus den Berei-
chen Information Retrieval (IR), Machine Learning (ML) und Natural Lan-
guage Processing (NLP)2 zuru¨ckgegriffen. Geht es um das Herausfiltern von
Meinungen und Einstellungen (engl. opinions), spricht man von Opinion Mi-
ning. Mo¨chte man Stimmungen (positiv, negativ, neutral) ermitteln, die einem
Text zugrunde liegen, spricht man von Sentiment Detection oder auch Senti-
ment Analysis3.
Opinion Mining hat ihre Wurzeln in der IR Community und behandelt die
Verarbeitung von den Meinungen von Usern u¨ber Produkte, Filme oder A¨hnli-
ches. Sentiment Analysis hingegen war urspru¨nglich ein Teilproblem der NLP,
in dem es darum ging, die Stimmungen, die in Texten ausgedru¨ckt wurden,
zu erkennen. Die Gemeinsamkeit von Opinion Mining und Sentiment Analysis
liegt darin, dass sowohl Opinions als auch Sentiments klassifiziert werden (z.B.
positiv, negativ). Als U¨berbegriff fu¨r die beiden Techniken ist die Bezeichnung
Subjektivita¨tsanalyse gebra¨uchlich.
Ein erster Vorla¨ufer in dem Bereich des Opinion Mining und der Sentiment
Analyse ist die Arbeit von Yorick Wilks und Janusz Bien ([Wilks83]), in der
versucht wurde, die Meinungen von Personen zu bestimmten Themen aus Dia-
logen computergestu¨tzt zu filtern. Andere Projekte bescha¨ftigten sich mit der
Interpretation von Aussagen oder Ansichten von Texten (z.B. Marti A. Hearst
[Hearst92], Janyce W. Wiebe et al. [Wiebe99] oder Alison Huettner und Pero
2Natural Language Processing (NLP) ist ein Teilgebiet der Informatik, in dem es darum
geht, die menschliche Sprache sowohl als Input als auch als Output in einer Kommunikati-
on mit einem Computer zu verwenden. Anwendungsgebiete sind beispielsweise die simulta-
ne U¨bersetzung von Sprache in mehrere Zielsprachen, oder komplexe Suchanfragen, die in
natu¨rlicher Sprache an den Computer gerichtet werden.
3In vielen anderen Arbeiten werden die beiden Begriffe synonym verwendet.
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Subasic [Huettner00]).
Seit Beginn des Milleniums gibt es dank der Weiterentwicklungen in den In-
formationstechnologien und der Verbreitung des World Wide Web eine Viel-
zahl an Publikationen zu Opinion Mining und Sentiment Analysis. Besonders
erwa¨hnenswert sind etwa Arbeit von Peter D. Turney [Turney02], der einen
eigenen Algorithmus zur Bewertung von Sentiments entwickelt hat und der in
Kapitel 2.2.3 na¨her erkla¨rt wird. Bo Pang et al. [Pang02] haben als erste Me-
thoden des maschinellen Lernens im Gebiet der Sentiment Analyse verwendet.
Als eine der ersten Arbeiten, die Opinion Mining fu¨r die Bewertung von Pro-
dukteigenschaften einsetzt, ist der Artikel von Kushal Dave et al. [Dave03] zu
nennen, der Begriff
”
Opinion Mining“ wurde dabei erstmals benutzt.
In Anlehnung an Mikalai Tsytsarau und Themis Palpanas [Tsytsarau12] wird
eine Subjektivita¨tsanalyse methodisch betrachtet in drei Phasen eingeteilt, auf





Mittels Sentiment Analysis und Opinion Mining Techniken mo¨chte man Mei-
nungen aus unstrukturierten, von Menschen verfassten Dokumenten (wie Pro-
duktbewertungen oder Filmbeschreibungen) zu vorgegebenen Themen extra-
hieren und in ein quantifizierbares Format bringen.
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Je nach Anwendung geht es zuna¨chst darum, aus den untersuchten Texten die
relevanten Themen herauszufiltern. Wichtige Arbeiten, die sich mit der Pro-
duktbewertungen bescha¨ftigen, sind von Satoshi Morinaga et al. [Morinaga02],
Minqing Hu und Bing Liu [Hu04], sowie von Ana-Maria Popescu und Oren
Etzioni [Popescu05]. Ist man beispielsweise an der Bewertung des iPhone 4
interessiert, sucht man aus einem Forum alle Eintra¨ge heraus, die sich mit dem
iPhone 4 bescha¨ftigen. Als na¨chstes werden aus den gefundenen Eintra¨gen jene
herausgefiltert, die subjektive Information enthalten. Folgendes Beispiel macht
den Unterschied klar:
”
Das iPhone 4S hat ein 3,5 Zoll Display“ (objektiv),
”
Das
Display beim iPhone 4S ist zu klein“ (subjektiv).
Die Unterscheidung zwischen subjektiven und objektiven Sa¨tzen ist fu¨r die
Gu¨te der Ergebnisse der anschließenden Klassifikationsphase von Bedeutung
(siehe Janyce W. Wiebe et al. [Wiebe01-2]). Spezielle Algorithmen fu¨r diese
Aufgabe wurden etwa von Yu und Hatzivassiloglou [Yu03] auf der Ebene von
Dokumenten und Sa¨tzen, und von Lun-Wei Ku et al. [Ku06], Wei Zhang et al.
[Zhang07], oder Ben He et al. [He08] fu¨r Blogs entwickelt.
An dieser Stelle sei auf einen entscheidenden Unterschied zwischen Sentiments
und Opinions hingeweisen: Opinions sind immer objektbezogen (z.B. die Mei-
nung zu einem bestimmten Thema oder einer Person), wa¨hrend Sentiments die
Befindlichkeit der Person wiedergeben, die den Beitrag verfasst.
Zur Identifikation von Produkteigenschaften wird oft davon ausgegangen, dass
diese als Hauptwo¨rter in Texten vorkommen. Klarerweise sind nicht alle in Tex-
ten vorkommende Nomen auch Produkteigenschaften, aber der Suchraum wird
dadurch extrem verkleinert. Die zugeho¨rigen Opinions lassen sich beispielswei-
se durch die Annahme finden, dass Adjektive, die im gleichen Satz vorkommen
wie ha¨ufige Nomen, Meinungen ausdru¨cken. Eine sehr gute Zusammenfassung
der Methoden des Opinion Mining und der Sentimentanalyse ist die Arbeit von
Bo Pang und Lillian Lee [Pang08].
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2.2.3 Klassifikationsphase
In der Klassifikationsphase wird jedes Dokument einer vorbestimmten Klasse
zugeordnet, beispielsweise {sehr positiv, positiv, neutral, negativ, sehr negativ}.
Verwendet man statt mehrerer Klassen nur {positiv,negativ}, spricht man von
bina¨rer Klassifikation (siehe Huifeng Tang et al. [Tang09]) oder (Sentiment)
Polarity Classification [Pang08]4. Die feinere Einteilung wird dann verwendet,
wenn man mehrere Auspra¨gungen reihen oder verschiedene Bewertungen mit-
einander vergleichen mo¨chte.
Moshe Koppel und Jonathan Schler ([Koppel06]) zeigen auch die Wichtigkeit
der Option
”
neutral“, um die Genauigkeit der Klassifikation zu erho¨hen. Oft-
mals wird der Einfachheit halber die bina¨re Klassifikation verwendet, beispiels-
weise wenn der Output der Analyse eine Kaufempfehlung sein soll, wie in den
Werken von Loren Terveen et al. [Terveen97] und Sanjiv R. Das und Mike Y.
Chen [Das07].
Jianwei Zhang et al. [Zhang09] verwenden zur Beschreibung der Sentiments die
elementaren Emotionen Joy ↔ Sadness, Acceptance ↔ Disgust, Anticipation
↔ Surprise und Fear ↔ Anger5. Eine Einteilung der Sentiments in diese vier
Dimensionen ist eine aufwa¨ndige und komplexe Aufgabe, daher wird in der
Praxis ha¨ufig als Vereinfachung nur die Polarita¨t der Sentiments bestimmt
[Pang08].
Die Herausforderung dabei liegt (im Gegensatz zur herko¨mmlichen Klassifika-
tion von Themen mittels Schlu¨sselwo¨rter) darin, dass das Sentiment oftmals
nicht eindeutig erkennbar ist, ein Umstand auf den etwa Satoshi Morinaga et
al. [Morinaga02] hinweisen. So kann in einem Satz beispielsweise stehen:
”
Das
4Manchmal wird in der Literatur statt von
”
bina¨rer Klassifikation“ einfach von
”
Sentiment
Classification“ oder der Besitmmung der
”
Semantic Orientation“ gesprochen.
5Freude ↔ Trauer, Akzeptanz ↔ Ekel, Erwartung ↔ Erstaunen, Furcht ↔ Zorn
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iPhone hat eine schlechte Empfangsqualita¨t, aber das neue iPhone hat ein su-
per Display, eine tolle Kamera und ein ansprechendes Design“. In einem Satz
werden negative Erfahrungen mit dem einen Produkt positiven Erfahrungen
mit einem anderen Produkt gegenu¨bergestellt.
Ein anderes Beispiel zeigt ein weiteres Problem: das Wort
”
klein“ kann sowohl
positiv als auch negativ sein, je nach Kontext: positiv:
”
Das Handy ist klein
und passt in jede Handtasche“. Negativ:
”
Das Display der Digitalkamera ist so
klein, dass man nichts erkennen kann“.
Es gibt eine Reihe von Verfahren, die zur Klassifikation verwendet werden.
Grundsa¨tzlich kann man diese in zwei Klassen einteilen [Kobayashi07]: die
unu¨berwachte Methode [Turney02] bei der positive und negative Wo¨rter in der
Suche vorgegeben werden, und die u¨berwachte Methode [Pang02] bei der das
System selbst versucht, auf die Sentiments zu schließen.
U¨berwachtes Klassifikationsverfahren Bei dem u¨berwachten Klassifika-
tionsverfahren wird versucht, mit Machine-Learning Verfahren den Sentiment
in Texten zu ermitteln. Eine gute U¨bersichtsarbeit zu allgemeinen Textklas-
sifikationsverfahren mit Machine-Learning (ML) Techniken ist die Arbeit von
Fabrizio Sebastiani [Sebastiani02].
Die Anwendung von ML fu¨r das Extrahieren subjektiver Daten aus dem Web
wird von Tsytsarau und Palpanas [Tsytsarau12] als ein Prozess beschrieben,
der in zwei Stufen abla¨uft:
1. Lernen des Modells von einem Corpus aus Trainingsdaten.
2. Klassifikation der nicht-erkannten Daten mit dem gelernten Modell.
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Die Trainingsdaten werden oftmals manuell klassifiziert, daher auch der Aus-
druck u¨berwachtes Klassifikationsverfahren. Ausgehend von den Trainingsda-
ten wird dann eine Funktion gesucht, welche die in den Texten gefundenen
Begriffe den entsprechenden Sentiments (positiv, negativ) mit einer gewissen
Wahrscheinlichkeit zuordnet.
Als Lernmethode werden Support Vector Machines, Naive Bayes-Klassifikation
oder eine Klassifikation mit maximaler Entropie verwendet6.
Eine gute Klassifikation beschreiben Pang et al. in [Pang04], in der sie in der
Extraktionsphase zwischen subjektiven und objektiven Texten unterscheiden.
Subjektive Texte sind solche, die Meinungen wiedergeben, wa¨hrend objektive
Texte beschreibende Natur haben (beispielsweise eine Buchbeschreibung am
Klappentext).
Das Problem der Klassifikation von Texten oder Textbausteinen in subjektiv
und objektiv wird auch in der Arbeit von Aidan Finn et al. [Finn02] behandelt.
Wiebe et al. [Wiebe01] ist ein guter Einstieg in das Thema Subjektivita¨tsana-
lyse in Texten.
Wichtige Beitra¨ge zur Klassifikation von Wo¨rtern sind die Arbeiten von Va-
sileios Hatzivassiloglou und Kathleen R. McKeown [Hatzivassiloglou97], Hat-
zivassiloglou und Wiebe [Hatzivassiloglou00], sowie von Wiebe [Wiebe00]. In
ersterer Arbeit wird nicht nur die Polarita¨t (positiv/negativ) bestimmt, son-
dern es werden auch Abstufungen der jeweiligen semantischen Ausrichtung des
Textes angegeben. In allen drei Arbeiten werden Textcorpora als Datenmaterial
herangezogen.
6Auf die Erkla¨rung dieser Methoden wird hier nicht na¨her eingegangen, da sie fu¨r diese
Arbeit nicht weiter relevant sind.
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Unu¨berwachtes Klassifikationsverfahren Bereits Ende der 90er Jahre
des vergangenen Jahrhunderts hat man sich mit der Clusterung von Wo¨rtern
mit a¨hnlicher Bedeutung bescha¨ftigt, beispielsweise Dekang Lin [Lin98] oder
Fernando Pereira et al. [Pereira93].
Fu¨r die vorliegende Dissertation ist die unu¨berwachte Methode (manchmal
auch statistische Methode genannt) von Bedeutung, die ohne externe Trai-
ningsdaten auskommt.
Folgende Annahme liegt der statistischen Methode zu Grunde: Dru¨ckt ein Text
eine bestimmte Meinung aus, so treten in diesem Text ha¨ufig Wo¨rter auf, die
diese Meinung ausdru¨cken (also beispielsweise in einem positiven Text wer-








unpassend“). Umgekehrt nimmt man an, dass wenn zwei Wo¨rter ha¨ufig ge-
meinsam in einem Text vorkommen, diese auch die gleiche Polarita¨t haben.
Die Polarita¨t oder semantische Orientierung eines unbestimmten Wortes wird
u¨ber die relative Ha¨ufigkeit bestimmt, mit der dieses Wort gemeinsam mit
einem Wort bekannter Polarita¨t (z.B.
”
gut“) auftritt. Man spricht dabei von
der Co-Occurence (gemeinsames Auftreten) von Wo¨rtern.
Turney [Turney02], [Turney02-2], [Turney03] pra¨sentiert einen einfachen Algo-
rithmus, der aus Bewertungen als Eingangsdaten Klassifikationen erzeugt. Aus-
gangspunkt der Methode ist die Sta¨rke der Assoziationen zwischen Wo¨rtern.
Bezeichnet man mit P eine Menge an positiven Wo¨rtern p (z.B. gut, exzellent),
mit N eine Menge an negativen Wo¨rtern n (z.B. schlecht, miserabel) und mit
A(w1, w2) ein Maß fu¨r die Assoziation der Wo¨rter w1 und w2, dann definiert









Fu¨r die Assoziation A gilt:
• A(w1, w2) ∈ R,
• A(w1, w2) > 0⇒ es besteht eine Assoziation zwischen w1, w2,
• |A| gibt die Sta¨rke der semantischen Orientierung.
Turney [Turney01] verwendet fu¨r A die Pointwise Mutual Information (PMI)
von Kenneth Ward Church und Patrick Hanks ([Church90]):






P (w1&w2) bezeichnet die Wahrscheinlichkeit, dass w1 und w2 gemeinsam im
Text vorkommen. Sind die Wo¨rter statistisch unabha¨ngig, so ist P (w1&w2) =
P (w1)P (w2) und somit PMI(w1, w2) = log2(1) = 0. Kommen die beiden
Wo¨rter jedoch gemeinsam vor, dann ist P (w1&w2) > P (w1)P (w2) und so-
mit PMI(w1, w2) > 0. Das Verha¨ltnis von P (w1&w2) zu P (w1)P (w2) stellt ein
Maß fu¨r die statistische Abha¨ngigkeit der beiden Begriffe dar. Der Logarithmus
Dualis gibt den Anteil an Information, den w1 leifert, wenn man w2 betrach-
tet (und umgekehrt, da die Gleichung symmetrisch ist, also PMI(w1, w2) =
PMI(w2, w1)). Somit ist Gleichung 1 ein ideales Maß, wenn es wie in dieser
Dissertation um das gemeinsame Auftreten von Begriffen wie Marken und Po-
sitionierungsdimensionen geht.
Folgendes Beispiel aus der Arbeit von Church und Hanks [Church90] soll zum
besseren Versta¨ndnis dieser Maßzahl beitragen. Die beiden Autoren haben den
Textcorpus von Associated Press aus 1987 mit 15 Millionen Wo¨rtern als Ba-
sis genommen und bestimmte Wortassoziationen gesucht. Tabelle 3 zeigt die
Annotationen zu den englischen Worten doctor und doctors.
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PMI(w1,w2) h(w1,w2) h(w1) w1 h(w2) w2
11,3 12 111 honorary 621 doctor
11,3 8 1 105 doctors 44 dentists
10,7 30 1 105 doctors 241 nurses
9,4 8 1 105 doctors 154 treating
9,0 6 275 examined 621 doctor
8,9 11 1 105 doctors 317 treat
8,7 25 621 doctor 1 407 bills
8,7 6 612 doctor 350 visits
8,6 19 1 105 doctors 676 hospitals
8,4 6 241 nurses 1 105 doctors
0,96 6 621 doctor 73 785 with
0,95 41 284 690 a 1 105 doctors
0,93 12 84 716 is 1 105 doctors
Tabelle 3: Interessante (oben) und uninteressante (unten) Assoziationen aus dem
1987 AP Corpus (N = 15 Millionen) [Church90]
.
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Die Funktion h(wi) bezeichnet, wie oft die jeweiligen Wo¨rter im gesamten Cor-
pus der Gro¨ße N auftreten. Der Zusammenhang mit der Auftrittswahrschein-





Somit ergibt sich fu¨r das PMI fu¨r honorary und doctor aus Tabelle 3










Verwendet man die Treffer h statt der Wahrscheinlichkeiten P la¨ßt sich Glei-
chung 1 umformen zu






Turney gewinnt die Information aus Suchmaschinen und nennt seine Methode
PMI-IR Algorithmus (pointwise mutual information and information retrieval,
[Turney01]). Da die Corpusgro¨ße als konstant angesehen wird und im Fall des
World Wide Web nur schwer ermittelt werden kann, verzichtet Turney auf den
log2(N)-Term, der ohnehin nur eine additive Konstante darstellt.


















schreiben. Fu¨r das Produkt und den Quotienten von Logarithmen gilt bekannt-
lich:




















Der PMI-IR Algorithmus verwendet die Anzahl der Hits, die sich aus wiederhol-
ten Anfragen an Suchmaschinen ergeben. Dazu wird ein Operator eingesetzt,
der die Begriffe miteinander verknu¨pft. Turney [Turney01] verwendete die da-
mals bekannte Suchmaschine AltaVista mit dem NEAR Operator, um nicht die
Gesamtzahl an Dokumenten zu erhalten, in denen beide Begriffe vorkommen
(wie es mit dem logischen AND Operator der Fall wa¨re), sondern nur diejenigen
Dokumente, in denen die Suchbegriffe nahe beieinander stehen.
Turney bezeichnet die Treffer der Suchmaschine zur Suchabfrage qry mit hits(qry).














Im na¨chsten Schritt, der Aggregation, werden die einzelnen Sentiments (je nach
Datenquelle sind das Sentiments einzelner Personen oder das Sentiment einer
Webseite) zusammengefasst.
Die Art der Darstellung der Daten ha¨ngt dabei von der Klassifizierung ab.
Wurde bina¨r klassifiziert, wird jeweils die Summe aller positiven und aller ne-
gativen Bewertungen gebildet. Bei einer feiner geteilten Klassifizierung oder
einer Klassifizierung mit neutraler Option ist das Ergebnis der Aggregation ein
numerischer Wert im Wertebereich der jeweiligen Skala.
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3 Methodik
Fu¨r die Positionierungsanalysen in dieser Arbeit werden zweierlei Arten von
quantitativen Daten verwendet. Daher ist es zweckma¨ßig, die in der Marktfor-
schung u¨bliche Unterscheidung in Prima¨r- und Sekunda¨rdaten zu verwenden
(siehe z.B. [Hoernberg04]).
Unter Prima¨rdaten versteht man Daten, die speziell fu¨r den Untersuchungs-
zweck erhoben werden, beispielsweise wie im vorliegenden Fall durch einen
Fragebogen. Das ist zeit- und kostenintensiv, liefert aber aktuelle Ergebnisse,
die sehr gut an die Fragestellungen angepasst sind.
Sekunda¨rdaten sind solche, die entweder fu¨r einen anderen Zweck gesammelt
wurden (beispielsweise die Daten der Volksza¨hlung) oder bereits zur Verfu¨gung
stehen. Sie sind schneller verfu¨gbar, mit niedrigeren Kosten und wenig Perso-
nalaufwand. Die Informationen, die von Benutzern im Internet generiert wur-
den, fallen daher in die Kategorie Sekunda¨rdaten.
In diesem Kapitel wird zuerst das fu¨r die Auswertung und den Vergleich der
Daten verwendete multivariate Analyseverfahren erkla¨rt. Es handelt sich dabei
um die sogenannte Korrespondenzanalyse. Anschließend wird die Prima¨rdate-
nerhebung beschrieben. Schließlich wird eine eigens entwickelte Software vor-




3.1.1 Prinzip der Korrespondenzanalyse
Die Korrespondenzanalyse (im Folgenden mit
”
CA“ fu¨r correspondence ana-
lysis abgeku¨rzt) wird zur Visualisierung von Datentabellen, insbesondere von
kategorialen Variablen verwendet [Backhaus11], [Greenacre07]. Sie findet An-
wendung, wenn man Merkmalsgruppen (etwa Marken und Positionierungsdi-
mensionen) miteinander vergleichen mo¨chte. Die Daten werden in Kreuztabel-
len angeordnet und die Ha¨ufigkeiten der Auspra¨gungen eingetragen. Wa¨hrend
die Kontingenzanalyse derartige Daten statistisch analysiert, geht es bei der
CA um eine grafische Darstellung der Daten.
Der grundlegende Unterschied etwa zur Faktorenanalyse, die metrische Daten
beno¨tigt, und zur multidimensionalen Skalierung, bei der ordinale Daten ge-
braucht werden, ist, dass die CA mit einfachen Ha¨ufigkeitsdaten auskommt.
Daher wird sie in der Praxis gerne verwendet, wenn keine aufwa¨ndigen Date-
nerhebungen mo¨glich sind.
Die eigentliche Sta¨rke der CA liegt darin, fu¨r die Daten, die man sich als
Punkte in einem mehrdimensionalen Raum vorstellen kann, eine bestmo¨gliche
Approximation in einem niedrigdimensionalen Raum (dieser Raum wird im
Folgenden auch Projektionsraum genannt) zu finden und zwar derart, dass
mo¨glichst wenig Information verloren geht.
Die gefundene Lo¨sung wird dann in einer (meist zweidimensionalen) Grafik ver-
anschaulicht. Die beiden Physiker Carl Eckart und Gale Young haben gezeigt
[Eckart36], dass die Singula¨rwertzerlegung, die in diesem Abschnitt na¨her be-
schrieben wird, eine geeignete Methode ist, diese Dimensionsreduktion durch-
zufu¨hren.
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Die Konzepte der CA sind somit vielmehr geometrischer als statistischer Na-
tur. Der statistische Aspekt fließt durch die Pearsonschen χ2-Abweichungen,
die den Zusammenhang zwischen den Zeilen- und Spalten einer Kreuztabelle
evaluieren, ein.
Es existieren einige Lehrbu¨cher, die sich mit der Anwendung der CA bescha¨fti-
gen. Die bekanntesten darunter sind die englischsprachigen Werke von Michael
Greenacre ([Greenacre84], [Greenacre94] und [Greenacre07]), der wesentlich an
der Entwicklung der Theorie der CA einerseits, als auch an der Implementie-
rung in der Statistiksoftware R7, die auch in dieser Arbeit verwendet wird,
andererseits mitgearbeitet hat [Nenadic07]. In der deutschsprachigen Literatur
findet sich ein guter Abschnitt zur CA im Standardwerk von Klaus Backhaus
[Backhaus11] u¨ber multivariate Datenanalyse.
Leider weichen die Formalismen und Notationen in den Quellen manchmal
voneinander ab und es ist schwer, eine mathematisch fundierte Grundlage der
CA zu finden (eine Ausnahme bildet [Greenacre84]), daher wird in dieser Arbeit
versucht, eine einheitliche Sprache zu finden, mit der sich die Methoden der
CA und die Ausgabe der Ergebnisse in R erkla¨ren lassen.
Wie schon oben erwa¨hnt wird die CA fu¨r die Analyse von Kreuztabellen ver-
wendet, die man aus mathematischem Standpunkt als Matrix auffassen kann.
Einige bekannte Prinzipien, wie Zeilen- und Spaltensummen, haben in der CA
eigene Namen. Aus diesem Grund widmet sich der na¨chste Abschnitt zuna¨chst
der Definition der Begriffe, die in der CA verwendet werden um die Datenma-
trizen zu beschreiben, sowie den Eigenschaften, die daraus abgeleitet werden
ko¨nnen.
7R Core Team (2013). R: A language and environment for statistical computing. R Foun-
dation for Statistical Computing, Vienna, Austria. URL www.R-project.org/.
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3.1.2 Eigenschaften der Datenmatrizen
Ausgangspunkt der CA ist eine m × n Datenmatrix8 N = (nij) ∈ Rm×n, i =
1, . . . ,m, j = 1, . . . , n, in der die Ha¨ufigkeiten der Merkmalskombinationen
eingetragen sind, beispielsweise (Auto-)Marken und Positionierungsattribute
(Preis, Qualita¨t, Image, Innovation, Service, Kundenbeziehung). Dividiert man
jedes Element von N durch die Stichprobengro¨ße N erha¨lt man die Korre-
spondenzmatrix P = (pij) ∈ Rm×n (die Matrix der relativen Ha¨ufigkeiten):
P = (pij) =












pm1 · · · pmj · · · pmn pm·
p·1 · · · p·j · · · p·n
(4)
In der letzten Spalte und der letzten Zeile sind die jeweiligen Spalten- und














Dividiert man die Zeileneintra¨ge von P durch die jeweilige Zeilensumme (links)
und die Spalteneintra¨ge durch die jeweiligen Spaltensummen (rechts), erha¨lt
man:
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In der Theorie der CA ist es wichtig, zwischen den Indizes der Zeilen- und
Spalten und den Komponenten von Vektoren zu unterscheiden. Die in der CA-
Literatur verwendeten Bezeichnungen sind teilweise verwirrend oder es wird
angenommen, dass die Bedeutung aus dem Kontext klar wird.
In dieser Arbeit wird versucht, eine klare Definition und eine saubere Notati-
on der Begriffe zu entwickeln, daher werden die Komponenten von Vektoren
hochgestellt geschrieben.
Definition 1 Die Zeilenvektoren, zi ∈ Rn, der linken Matrix in (5) heißen i-
tes Zeilenprofil von P und die Spaltenvektoren, sj ∈ Rm, der rechten Matrix
in (5) heißen j-tes Spaltenprofil von P:
zi = (z
1
i , . . . , z
n







j , . . . , s
m






Die letzte Spalte und die letzte Zeile der Darstellung in (4) (die farbigen Ein-
tra¨ge neben den Komponenten von P) enthalten die Zeilen- und Spaltensum-
men der Korrespondenzmatrix P.
Fasst man diese Eintra¨ge als Spalten- und Zeilenvektor auf, dann ergibt sich
folgende Definition:
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Definition 2 Der Vektor der Spaltensummen von P, z¯ ∈ Rn wird als Schwer-
punkt der Zeilenprofile9, der Vektor der Zeilensummen von P, s¯ ∈ Rm wird
als Schwerpunkt der Spaltenprofile bezeichnet:
z¯ = (z¯1, . . . , z¯n) mit z¯j = p·j
s¯ = (s¯1, . . . , s¯m) mit s¯i = pi·
(7)
In der CA spielen die Elemente der Schwerpunktvektoren eine besondere Rolle,
daher haben sie einen speziellen Namen:









Fasst man die Zeilenprofile als Punkte in einem n-dimensionalen Raum auf
(in der Literatur wird in diesem Zusammenhang oft von einer Punktwolke ge-
sprochen), so ist die Aufgabe der Korrespondenzanalyse, eine Projektion dieser
Punkte in einen niedrigdimensionalen (meist zweidimensionalen) Raum zu fin-
den, bei der die Absta¨nde zwischen den Punkten mo¨glichst erhalten bleiben.
Die Anordnung der Profile in einem niedrigdimensionalen Raum nennt sich
Konfiguration. Geometrisch bildet der jeweilige Schwerpunkt (der Zeilen oder
Spalten) einen Punkt, der im Mittelpunkt der gesuchten Konfiguration liegt.
Fu¨r die grafische Darstellung der CA werden die Konfigurationen der Zeilen-
und Spaltenpunkte so angeordnet, dass ihre Schwerpunkte in den Koordina-
tenursprung fallen [Backhaus11]. Dazu muss zuna¨chst definiert werden, was
unter einem Abstand gemeint ist. In den Lehrbu¨chern (z.B. [Greenacre07])
wird dazu ohne na¨her darauf einzugehen ein gewichteter euklidischer Abstand,
9Alternativ auch mittleres Zeilenprofil oder Centroid.
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auch χ2-Abstand genannt, eingefu¨hrt. Im Sinne einer sauberen Formulierung
soll an dieser Stelle kurz erkla¨rt werden, warum das zula¨ssig ist.
Neben dem ga¨ngigsten Abstandsbegriff, der euklidischen Distanz zwischen zwei
Punkten, lassen sich auf einem Vektorraum auch andere Absta¨nde definieren.
Ausgangspunkt ist zuna¨chst folgende Definition (in etwas abgewandelter Form
z.B. bei [Knabner13] zu finden):
Definition 4 Seien x, y ∈ Rm und ui > 0 ∈ R ∀i = 1, . . . ,m. Dann nennt
man




das gewichtete Skalarprodukt auf Rm.
Es ist eine grundlegende Eigenschaft eines Skalarproduktes, dass dadurch eine
Norm ||x||u = √< x,x >u auf dem Vektorraum induziert wird. Jede Norm
wiederum definiert auf einem reellen Vektorraum in natu¨rlicher Weise eine
Metrik, also einen Abstand d:
d(x,y) := ||x− y||u =
√
< x− y,x− y >u
Den (quadrierten) Abstand des i-ten Zeilenprofils zi vom Schwerpunkt der
Zeilenprofile z¯ und den (quadrierten Abstand) des j-ten Spaltenprofils sj vom
Schwerpunkt der Spaltenprofile s¯ kann man somit folgendermaßen bestimmen:
d2i = d















Mit dem Abstandsbegriff aus (9) la¨ßt sich nun eine weitere wichtige Kenngro¨ße
der CA definieren, die aus der Mechanik ausgeborgt ist. In der Physik ist das
Tra¨gheitsmoment Θ eines starren rotierenden Ko¨rpers fu¨r n Massepunkte der





la¨ßt sich analog zur Physik schreiben10:
Definition 5 Die Tra¨gheit der Zeilen, ϕ2i , sowie die Tra¨gheit der Spal-


























Eine weitere interessante Gro¨ße in einer Kreuztabelle ist die erwartete Ha¨ufig-
keit eij einer Kombination (i, j), die bei Unabha¨ngigkeit zwischen Zeilen- und
Spaltenmerkmalen zu erwaten wa¨re. Sie berechnet sich aus dem Produkt der






10Bei der CA wird von Tra¨gheit (engl.: inertia) statt exakter vom Tra¨gheitsmoment ge-
sprochen.
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Wie schon eingangs erwa¨hnt fließt der statistische Aspekt der CA durch die
Pearsonschen χ2-Abweichungen ein. Die Chi-Quadrat-Abweichung (χ2) errech-
net sich aus den Abweichungen zwischen erwarteten und beobachteten Ha¨ufig-
keiten [Backhaus11] und ist in der CA ein Maß fu¨r die Abha¨ngigkeit zwischen
Zeilen und Spalten, oder anderes ausgedru¨ckt ist χ2 ein Maß fu¨r die Streuung
der beobachteten Werte um die erwarteten Werte. Je sta¨rker die beobachteten









Ein Nachteil der χ2-Abweichungen als Maß fu¨r die Streuung ist allerdings die
Abha¨ngigkeit von der Stichprobengro¨ße N . Aus einem Vergleich der letzten




Die Tra¨gheit ist somit ein wesentlich besseres Maß fu¨r die Streuung der Daten.







































Aus der Tra¨gheit leitet sich eine weitere wichtige Eigenschaft der CA ab, die
fu¨r die Darstellung der Lo¨sung bedeutsam ist: Die Tra¨gheit ϕ2 nimmt Werte
zwischen 0 und min{m,n}−1 an. Ihr Maximum wird als die Dimensionalita¨t
des Problems bezeichnet.
Fu¨r die Analyse der Ergebnisse einer CA beno¨tigt man auch die χ2-Distanzen
zwischen den Zeilen (Spalten) der Matrix N und dem Schwerpunkt. Sei dazu
aij das j-te Element des Profils der Zeile i, also aij = nij/ni· = pij/ri und bij
das i-te Element des Profils der Spalte j, also bij = nij/n·j = pij/cj. Dann
gilt fu¨r χ2i (χ
2 der Zeile i zum Schwerpunkt) und fu¨r χ2j (χ














In diesem Abschnitt wird die grundlegende mathematische Methode beschrie-
ben, die der CA zugrunde liegt. Dazu greift man auf ein Verfahren der linearen
Algebra zuru¨ck, na¨mlich die Zerlegung von Matrizen. Das bekannteste Bei-
spiel einer Matrixzerlegung, das viele Anwendungen in Naturwissenschaften
und Technik hat, ist die Eigenwertzerlegung, die allerdings nur fu¨r symmetri-
sche Matrizen funktioniert. Es gibt jedoch auch eine Zerlegung, die fu¨r beliebige
Matrizen definiert ist: die Singula¨rwertzerlegung.
Das Ergebnis dieser Zerlegung ermo¨glicht es, die Distanzen zwischen den Zeilen-
und Spaltenprofilen grafisch darzustellen. Weiters wird sich zeigen, dass es einen
Zusammenhang zwischen den Ergebnissen der Singula¨rwertzerlegung und der
Tra¨gheit der Korrespondenzmatrix gibt11.
11Dieser Zusammenhang wird in der Literatur nie explizit erwa¨hnt, ist aber einer der
wichtigsten Fakten der CA.
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Zuna¨chst ist es no¨tig, die Korrespondenzmatrix P symmetrisch zu den Zeilen-
und Spaltenschwerpunkten zu zentrieren, damit die Analyse der Daten relativ
zum Schwerpunkt durchgefu¨hrt werden kann. Schreibt man die Zeilenmassen
ri in einen Vektor r und die Spaltenmassen in einen Vektor c (diese Vektoren
sind vom mathematischen Standpunkt fu¨r die Theorie nicht notwendig, jedoch
fu¨r die praktische Berechnung in R von Vorteil), dann la¨ßt sich die Zentrierung
in Matrixschreibweise darstellen als P− rcT [Hoffmann86].
Die Matrixschreibweise eignet sich auch gut, Formeln in Form von Matrizen





c , dann kann man die zentrierten Da-
ten, die bei Greenacre [Greenacre94] als standardisierte Residuen bezeichnet
werden, als Komponenten einer Matrix S schreiben:





Fu¨r beliebige Matrizen gibt es folgenden Satz (ein Beweis des Satzes findet sich
z.B. in [Eckart36]):
Satz 1. Fu¨r jede reelle Matrix S ∈ Rm×n kann man zwei orthogonale Matri-
zen12 U und V finden, so dass
S = UDαV
T (17)
gilt. Dα = (αij) ∈ Rm×n ist eine reelle Diagonalmatrix mit nicht-negativen
Eintra¨gen α11 = α1 ≥ α22 = α2 ≥ . . .
Definition 6 Eine Darstellung der Form (17) heißt Singula¨rwertzerlegung
von S. Die Werte αii heißen Singula¨rwerte von S. Die Spalten von U bezie-
hungsweise V nennt man linke beziehungsweise rechte Singula¨rvektoren
von S.
12Eine Matrix A heißt orthogonal, wenn AAT = 1[Courant93].
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Da die Singula¨rwerte nur auf der Diagonalen vorkommen, wird im Folgenden
αii = αk gesetzt, wobei k der Dimensionalita¨t des Problems, also dem Maxi-
mum der Tra¨gheit, entspricht.
Zwischen der Singula¨rwertzerlegung und den Eigenwerten einer Matrix besteht
ein Zusammenhang. Ausgangspunkt ist die Diagonaliserbarkeit von Matrizen.
Es gilt na¨mlich [Bronstein91]:
Behauptung 1. Sei A ∈ Rn×n eine symmetrische Matrix (d.h., A = AT ),
dann gibt es eine Diagonalmatrix D ∈ Rn×n und eine orthogonale Matrix C,
so dass
D = CTAC (18)
Die Eintra¨ge von D sind die Eigenwerte von A.
Mit anderen Worten, eine reelle symmetrische Matrix A la¨ßt sich als Produkt
A = CDCT schreiben (diese Form der Darstellung wird auch Eigenwertzerle-
gung genannt). Setzt man nun A = SST und B = STS, dann erha¨lt man13:
A = SST = UDαV
T (UDαV










Aus (18) in obiger Behauptung folgt nun, dass die quadrierte Diagonalmatrix
D2α die Eigenwerte λk von SS




Das heißt, um die Singula¨rwerte einer Matrix S zu ermitteln, berechnet man
die Eigenwerte von SST .
13Allgemein gilt (AT )T = A, (AB)T = BTAT , speziell fu¨r Diagonalmatrizen gilt DT = D.
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Bis jetzt wurde gezeigt, dass das Problem der Singula¨rwertzerlegung auf eine
Eigenwertzerlegung zuru¨ckgefu¨hrt werden kann. Zwei wichtige Tatsachen aus
der linearen Algebra (siehe z.B. [Bronstein91] oder [Knabner13]) werden nun
noch beno¨tigt, um den Zusammenhang zwischen der Singula¨rwertzerlegung
der Matrix der standardisierten Residuen und der Tra¨gheit der Datenmatrix
zu zeigen.















Setzt man in (19) die standardisierten Residuen aus (16) ein, dann erha¨lt man
















Somit sind folgende Aussagen a¨quivalent:








3.1.4 Koordinaten der Korrespondenzanalyse
Fu¨r die graphische Darstellung ist die Berechnung von Koordinaten no¨tig. In
der CA gibt es zwei Arten von Koordinaten, die ineinander transformiert wer-
den ko¨nnen. Grundlage dafu¨r sind die rechten und linken singula¨ren Vektoren
aus der Singula¨rwertzerlegung, also die Spalten der Matrizen U und V.
Definition 7 Die Standardkoordinaten der Zeilen, X, und der Spalten, Y,
sind
X = D−1/2r U xik =
uik√
ri
Y = D−1/2c V yik =
vik√
cj
Die Hauptkoordinaten der Zeilen, F, und der Spalten, G, sind





































r U = U
TD−1/2r DrD
−1/2
r U = U
TU =
= 1 = YTDcY
Die u¨blichste grafische Darstellungsform der CA ist ein zweidimensionaler Plot
der Hauptkoordinaten (symmetrische Darstellung), der auch in dieser Arbeit
verwendet wird.
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3.1.5 Kenngro¨ßen der Korrespondenzanalyse
Fu¨r die Interpretation einer CA werden meistens folgende Kenngro¨ßen verwen-
det, die auch in R ausgegeben werden. Daher empfiehlt es sich, sie an dieser
Stelle zu definieren. Die Berechnung der Gro¨ßen in R und ein Beispiel der
Ausgabe findet sich in Anhang A.
Definition 8 Die Kontribution der i-ten Zeile, κik, und der j-ten Spalte,









k ist die Anzahl der Dimensionen, die fu¨r die Lo¨sung betrachtet werden (k = 2
fu¨r zweidimensionale Darstellungen).
Die Kontributionen geben an, wie gut die Variationen der Zeilen und Spalten
durch die jeweiligen Achsen erkla¨rt werden. Die Summe der Kontributionen
u¨ber k ist ein Maß dafu¨r, wie gut die Variablenauspra¨gungen in den einzelnen
Dimensionen repra¨sentiert wird:








Die Qualita¨t wird in R mit qlt, die Kontribution mit cor bezeichnet (die
Bezeichnung ru¨hrt daher, dass die Kontribution in der englischsprachigen Li-









ik γjk = cjy
2
jk
An den Streuungsanteilen (ctr in R), auch relative Tra¨gheitsgewichte genannt,
ist abzulesen, mit welchem Anteil die einzelnen Merkmalsauspra¨gungen an der
Festlegung der geometrischen Ausrichtung der jeweiligen Dimension im Pro-
jektionsraum beteiligt sind.







Der Tra¨gheitsanteil (inr in R) gibt an, wie stark die geometrische Ausrichtung
des gesamten Modells von den einzelnen Merkmalen bestimmt wird - dabei
werden auch die nicht in der zweidimensionalen Darstellung gezeigten Dimen-
sionen beru¨cksichtigt.


















Im Rahmen dieser Arbeit wurden im Jahr 2011 zwei Positionierungsstudi-
en durchgefu¨hrt. Die erste Studie untersuchte den o¨sterreichischen Automo-
bilmarkt, die zweite die heimischen Energieversorger. Die Kernthemen dieser
quantitativen Studien sind:
• Wie sind die Top-6 Marken der jeweiligen Branche bezu¨glich der Pra¨fe-
renzen positioniert?
• Wie ist die Wahrnehmung der einzelnen Marken bezu¨glich der Positio-
nierungsdimensionen?
Fu¨r die empirische Untersuchung wurde als Zielpopulation ein fu¨r O¨sterreich
repra¨sentatives Sample von 1 000 Personen anvisiert. Beim Automobilmarkt
gab es eine Einschra¨nkung bei der Erhebung: Der Besitz eines Fu¨hrerscheines
der Klasse B war Voraussetzung fu¨r die Teilnahme an der Befragung. Der
Grund dafu¨r ist, dass eine Person, die nicht selbst ein Auto lenken darf, keine
validen Aussagen u¨ber die Wahrnehmung bezu¨glich spezieller Eigenschaften
(Qualita¨t, Service, Fahrverhalten) machen kann. Die genaue Verteilung der
Zielpopulation fu¨r beide Studien ist in Tabelle 4 dargestellt.
Als Pretest des jeweiligen Fragebogens wurden 10 Probeinterviews durchgefu¨hrt,
um inhaltliche und formale Inkonsistenzen zu bereinigen. Als Testpersonen
wurden je fu¨nf Experten aus der Wirtschaft (ein Gescha¨ftsfu¨hrer und drei
Consultants einer Unternehmensberatung, sowie ein Marktforscher) und aus
der Wissenschaft befragt.
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Bundesland % Alter % Geschlecht %
Wien 21 18 bis 24 Jahre 18 ma¨nnlich 48,2
Niedero¨sterreich 19 25 bis 34 Jahre 18 weiblich 51,8
Obero¨sterreich 17 35 bis 44 Jahre 28
Steiermark 14 45 bis 54 Jahre 24





Tabelle 4: O¨sterreich repra¨sentative Verteilung laut Statistik Austria 2011. Quelle:
Prolytic GmbH
Bei der Erstellung des Fragebogens wurde auf die Empfehlungen geachtet, die
im Gebiet der Marktforschung u¨blich sind (siehe z.B. [Churchill95]). Die Date-
nerhebung erfolgte mittels einer Online Befragung, die vom Wiener Marktfor-
schungsunternehmen MindTake Research im November 2011 durchgefu¨hrt wur-
de. MindTake verfu¨gt u¨ber ein Online Panel mit 16 000 Mitgliedern in O¨ster-
reich. Die Erhebung, Verarbeitung und Nutzung personenbezogener Daten der
Mitglieder erfolgt im Einklang mit dem o¨sterreichischen Datenschutzgesetz
(DSG 2000) und MindTake unterliegt den strengen Richtlinien des Marktfor-
schungskodex ESOMAR (European Society for Opinion and Marketing Rese-
arch). Fu¨r jede vollsta¨ndig ausgefu¨llte Umfrage erha¨lt ein Panelmitglied Punkte
auf sein MindTake-Konto gutgeschrieben, die gegen Pra¨mien (z.B. Barauszah-
lungen, Gutscheine, Zeitungsabos) eingelo¨st werden ko¨nnen.
Die Erhebung durch ein professionelles Marktforschungsunternehmen hat meh-
rere Vorteile. Erstens wird die Erfu¨llung der o¨sterreich-repra¨sentativen Quote
aus Tabelle 4 garantiert, zweitens wird den Befragten die Anonymita¨t in der
Studie zugesichert und drittens ist die Datenqualita¨t sowohl durch die Incenti-
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vierung als auch durch die von MindTake durchgefu¨hrten Qualita¨tskontrollen
erheblich besser als bei anderen Umfragen (z.B. unter Studierenden). MindTa-
ke hat insgesamt 1 026 gu¨ltige Fragebo¨gen bei der Automobilstudie und 1 004
gu¨ltige Fragebo¨gen bei den Energieversorgern geliefert. Die durchschnittliche
Interviewdauer lag jeweils bei 20 Minuten.
3.2.2 Positionierung
In der sozialwissenschaftlichen Forschung mo¨chte man die subjektive Wahr-
nehmung von Personen zu bestimmten Merkmalen darstellen. Die grundlegen-
de Annahme dabei ist, dass die Objekte (im vorliegenden Fall die Automar-
ken/Energieversorger und die Positionierungsvariable) eine bestimmte Posi-
tion im sogenannten Wahrnehmungsraum der Person einnehmen (siehe z.B.
[Backhaus11]).
Mit Hilfe von verschiedensten Abbildungsverfahren wird versucht, die multidi-
mensionalen Konstrukte, die sich aus psychologischen Messungen der Wahrneh-
mung von Objekten ergeben, auf zwei- oder dreidimensionale Ra¨ume zu u¨bert-
ragen. Die ga¨ngigste Methode in den Sozialwissenschaften ist in diesem Fall die
Multidimensionale Skalierung (MDS). Da die Inputdaten Reihungen oder Be-
wertungen sind, spricht man genauer von nichtmetrischer MDS [Backhaus11].
Am Institut fu¨r Produktionsmanagement der Wirtschaftsuniversita¨t Wien wur-
de das Analyseprogramm DELI fu¨r Neuproduktentwicklungen, Segmentierun-
gen und Positionierungsanalysen basierend auf dem STP-Ansatz (STP steht
fu¨r Segmentation, Targeting, Positioning) von Gary L. Lilien und Arvund Ran-
gaswamy [Lilien04] entwickelt. Bei dieser Methode geht es darum, Marketing-
Strategien in einem dreistufigen Prozess zu entwickeln. Die einzelnen Stufen
bauen dabei aufeinander auf.
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Die Ziele der einzelnen Stufen sind (siehe [Natter03]):
• Segmentation: Eine optimale Anzahl an homogenen Segmenten zu fin-
den. Die segmentbildenden Variablen dabei sind die Pra¨ferenzen der Kon-
sumenten, beschreibende Variable sind das Ausgabeverhalten oder die
Preissensitivita¨t sowie soziodemografische Faktoren. Die Methode fa¨llt
daher in die Kategorie der a posteriori Segmentierungsverfahren.
• Targeting: Das Auffinden eines oder mehrere Zielsegmente.
• Positioning: Im letzten Schritt werden Strategien formuliert, um die
geeigneten Positionen fu¨r die eigene(n) Marke(n) oder Produkte zu errei-
chen.
DELI erzeugt aus den Reihungen von Produkt- und Attributsfragen mit ei-
ner nichtmetrischen MDS eine zweidimensionale Repra¨sentation des Wahrneh-
mungsraumes der Konsumenten14. Methodisch verwendet DELI fu¨r die Seg-
mentierung den k-means Clustering Algorithmus und fu¨r die Bestimmung der
optimalen Anzahl an Segmenten den Davies-Bouldin Index [Davies79]. Eine ge-
nauere Beschreibung der DELI Methode findet sich in der Arbeit von Martin
Natter und Andreas Mild [Natter03].
Fu¨r eine Produkt- oder Markenpositionierung misst man die Pra¨ferenzen und
Wahrnehmungen der Konsumenten zu dem Produkt oder der Marke im Ver-
gleich zu den Konkurrenten. Bei einer kleinen Zahl an Stimuli verwendet man
als Erhebungstechnik eine Rangreihung, wa¨hrend man bei vielen Stimuli (bei-
spielsweise mehr als 20 Marken) Bewertungsskalen einsetzt [Wind82].
In der vorliegenden Studie werden Rangreihungen fu¨r die Positionierung der
Marken und Eigenschaften in einem Pra¨ferenzraum verwendet. Bei einer Rei-
14Wenn bei einer MDS die Inputdaten Reihungen sind, spricht man auch von Unfolding,
siehe [Borg10].
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hung werden die untersuchten Stimuli nach Pra¨ferenz der Konsumenten in eine
Rangreihenfolge gebracht. Die Reihung hat im Gegensatz zur Bewertung den
Vorteil, dass die Konsumenten zur Angabe einer Pra¨ferenz gezwungen werden.
Fu¨r die Messung der Wahrnehmung werden hingegen Bewertungsfragen mit
Imagedifferentialen oder Likertskalen verwendet, die den Ist-Zustand der Posi-
tion wiedergeben [Farsky07]. Die befragten Personen bewerten die Automarken
hinsichtlich der sechs Dimensionen von Goldberger [Goldberger11] auf einer
Skala von 1-7. Die Verwendung einer 7-stufigen Skala hat zwei wesentliche
Vorteile zu einer 5er Skala: erstens ist eine feinere Abstufung mo¨glich, zweitens
wird sie nicht mit Schulnoten assoziiert.
Nach Wind [Wind82] gibt es neben den Pra¨ferenzen noch weitere Mo¨glichkeiten
fu¨r die Bestimmung einer Positionierung. Es wird der Markt zuna¨chst als aus
den Wahrnehmungen der Konsumenten bezu¨glich der verschiedenen Marken
aufgebaut beschrieben. Daraus folgt ein mehrdimensionaler Raum, in dem die
einzelnen Marken Positionen beziehen ko¨nnen. Die Positionierung eines Pro-
duktes oder einer Marke wird dann aus der Position in diesem Raum, sowie aus
der relativen Lage zu den anderen Marken bestimmt. Die traditionelle Metho-
de einer direkten Messung der wahrgenommenen Positionierung einer Marke
oder eines Produktes ist mittels Imageprofilen, in denen die Attribute den Mar-
ken zugeordnet werden [Wind82]. Imageprofile werden erzeugt, indem aus den
Antworten fu¨r jede Dimension der Mittelwert der Bewertungen berechnet wird.
Die Visualisierung kann offen durch ein Snake-Chart oder geschlossen in Form
eines Radarcharts visualisiert werden.
In dieser Arbeit werden fu¨r die Detailanalysen zur Positionierung nicht alle
abgefragten, sondern nur die sechs beliebtesten Marken verwendet, wobei als
Maßzahl fu¨r die Beliebtheit der Topscore, der angibt, wieviele Personen (in
Prozent) die jeweilige Marke an die erste Stelle gereiht haben, berechnet wird.
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3.3 Sekunda¨rdatenerhebung
Die fu¨r die Zwecke dieser Arbeit geeignete Sekunda¨rerhebungsmethode ist die
Dokumentenanalyse. Unter Dokumenten versteht man generell jegliche (elek-
tronischen) Bilder, Grafiken, Zeichnungen, Zahlen und Texte, also im Speziel-
len jene Texte, die von Usern auf Websites, in Blogs oder Newsgroups erstellt
werden.
Der Vorteil dieser Methode ist der geringe Aufwand fu¨r die Gewinnung der
Information, jedoch mit den Nachteilen, dass der Untersucher keinen direk-
ten Einfluss auf den Untersuchungsgegenstand nehmen kann, wie dies bei der
Online-Befragung durch das gezielte Stellen von Fragen mo¨glich ist.
Im Rahmen dieser Dissertation wurde ein Prototyp15 der Software WebPos zur
automatisierten webbasierten Positionierung entwickelt und auf die Brauchbar-
keit fu¨r Positionierungsanalysen getestet. Diese Software sollen Praktiker aus
den Bereichen Marketing und Produktmanagement in ihrer ta¨glichen Arbeit
ohne spezielle Informatikkenntnisse verwenden ko¨nnen. Die Ausgabe soll in ei-
ner grafischen Form dermaßen aufbereitet sein, dass die Positionen der Marken
oder Unternehmen unmittelbar ersichtlich sind. WebPos hat folgende Aufgaben
zu erfu¨llen:
• Extraktion der Daten aus dem Web: Mit frei verfu¨gbaren Suchma-
schinen werden aus dem Web Daten zu den vom Benutzer definierten
Suchbegriffen extrahiert.
• Klassifikation der Ergebnisse: Bestimmung der semantischen Orien-
tierung der Kombinationen Marken/Unternehmen und Positionierungs-
dimensionen mit Formel (3) aus Kapitel 2.2.
15Der Prototyp wurde in R geschrieben. Der Sourcecode von R ist unter
www.adrowitzer.at/webpos/WebPos.zip verfu¨gbar.
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• Berechnung der Positionierung: Mit den Werten fu¨r die semantische
Orientierung werden sowohl die Auspra¨gungen der Marken auf den Po-
sitionierungsdimensionen als auch ein Distanzmaß zwischen Marken und
Dimensionen berechnet.
• Visualisierung der Ergebnisse: Das Ergebnis des Prozesses ist ei-
ne anschauliche grafische Anzeige der Positionierungsinformationen. Die
Auspra¨gungen werden als Imageprofile in Form eines Radar-Charts ab-
gebildet, die Distanzen zwischen den Marken und Dimensionen werden





Abbildung 2: Ablaufdiagramm der Funktionen von WebPos.
Der Ablauf des Prozesses von der Abfrage der Daten bis zur Visualisierung ist
in Abbildung 2 dargestellt. In den folgenden Abschnitten werden die einzelnen
Anforderungen an die Software ausfu¨hrlich behandelt.
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3.3.1 User Interface von WebPos
WebPos besitzt keine grafische Benutzeroberfla¨che, die Kommunikation mit dem
Programm la¨uft u¨ber Textdateien, die mit einem beliebigen Texteditor erzeugt
werden ko¨nnen. Wichtig ist, dass in jeder Zeile genau ein Begriff steht.
Marken oder Produkte Die Datei brands.txt muss auf jeden Fall vom
Benutzer erstellt werden, ansonsten kann das Programm nicht starten.
Dimensionen In der Datei dimensions.txt kann man die Dimensionen fest-
legen, mit denen die Marken positioniert werden sollen. Wird keine Datei ange-
geben, werden standardma¨ßig die Positionierungsdimensionen nach Goldberger
(Preis, Qualita¨t, Image, Innovation, Service, Kundenbeziehung) verwendet.
Sentiments In den Dateien psentiments.txt und nsentiments.txt werden
die positiven sowie negativen Sentiments definiert. Als Standard wird folgen-
de Auswahl an Wo¨rtern von Peter Turney und Michael Littman [Turney03]
verwendet, die kontextunabha¨ngig positiv bzw. negativ sind16:
• positiv: gut, angenehm, großartig, positiv, glu¨cklich, korrekt, u¨berdurch-
schnittlich.
• negativ: schlecht, unangenehm, mangelhaft, negativ, unglu¨cklich, falsch,
unterdurchschnittlich
Suchmaschine In searchengine.txt wird die Suchmaschine fu¨r die Abfragen
definiert. Default ist Google.
16Die Abfrage erfolgt mit der deutschsprachigen U¨bersetzung der vorgeschlagenen Begriffe,
um eine Vergleichbarkeit mit den erhobenen Daten zu gewa¨hrleisten. Original wurden folgen-
de Attribute verwendet: positiv: good, nice, excellent, positive, fortunate, correct, superior.
Negativ: bad, nasty, poor, negative, unfortunate, wrong, inferior.
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3.3.2 Extraktions-Modul
Das Extraktions-Modul ist fu¨r die Abfrage der Daten aus dem Web zusta¨ndig.




Fu¨r jeden dieser Schritte wurde eine eigene Funktion in WebPos implementiert.
Die Schnittstellen zu den Funktionen sind so definiert, dass die zugrundeliegen-
de Funktionalita¨t leicht auszutauschen ist, ohne die Funktionalita¨t der Softwa-
re zu beeintra¨chtigen. Somit kann WebPos problemlos erweitert oder an neue
Erfordernisse (z.B. neues Inputformat bei Suchmaschinen) angepasst werden.
Es werden folgende Bezeichnungen verwendet: B ist die Anzahl der Marken,
D die Anzahl der Dimensionen, P die Anzahl der positiven Sentiments und
N die Anzahl der negativen Sentiments, die fu¨r die Abfrage verwendet werden
sollen. Bei dem ersten Prototyp muss P = N gelten.
Zuna¨chst werden mit der Funktion readConfig die Konfigurationsdateien ein-
gelesen:
Aus den Query-Arrays werden die Suchbegriffe definiert, in dem sowohl nach
allen Marken, Dimensionen und Sentiments, sowie nach allen Kombinationen
daraus gesucht wird. Die Anzahl der Suchbegriffe Q ergibt sich somit aus den
La¨ngen der q-Arrays:










qbrands - B × 1 string-Vektor
qdimensions - D × 1 string-Vektor optional
qpsentiments - P × 1 string-Vektor optional
qnsentiments - N × 1 string-Vektor optional
qsearchengine - string optional
Die Inputfiles werden zeilenweise eingelesen und in eigenen Arrays gespei-
chert, wobei die Query-Arrays mit den Suchbegriffen den Pra¨fix q erhalten.
Fu¨r eine Abfrage mit 6 Marken, 6 Dimensionen und 12 Sentimentbegriffen
kommt man demnach auf
Q = 6 + 6 + 12 + 6 · 6 · 12 = 24 + 432 = 456
Abfragen. Die Begriffe, die in den query-Arrays gespeichert sind, werden in der
Funktion generateQuery miteinander kombiniert. In den Arrays qDS werden
die Suchstrings fu¨r Dimensionen und Sentiments, in qBDS die Suchstrings fu¨r
Dimensionen, Sentiments und Marken gespeichert:







q-brands, q-dimensions, q-psentiments, q-nsentiments
Output: Suchstrings
qDS - D · (P+N) × 1 string-Vektor
qBDS - B · D · (P+N) × 1 string-Vektor
Pseudocode:
for alle Marken B do
for alle Dimensionen D do
for alle positiven Sentiments P do
schreibe ’Sentiment Dimension’ in qDS
schreibe Marke +’Sentiment Dimension’ in qBDS
end for
for alle negativen Sentiments N do
schreibe ’Sentiment Dimension’ in qDS





Die eigentliche Abfrage aus dem Web ist in der Funktion doQuery implemen-
tiert. Dafu¨r wird das R Paket RCurl17 verwendet. In doQuery werden aus den
in der Funktion generateQuery erstellten Listen von Suchbegriffen Suchstrings
erstellt, die von Google verarbeitet werden ko¨nnen. Diese werden dann nach
dem q = in der URL http://www.google.com/search?hl=de&q=)eingesetzt:
Die Abfrage an Google liefert die komplette Ergebnisseite als Textstring. Mit
der Hilfsfunktion parseResults werden daraus die Suchtreffer extrahiert.







rDS - D · (P+N) × 1 Datenvektor
rBDS - D · (P+N) × B Datenmatrix
Pseudocode:
for alle Eintra¨ge in qDS do
Abfrage in Google
Extrahiere Hits
schreibe Anzahl Hits in rDS
end for
for alle Eintra¨ge in qBDS do
Abfrage in Google
Extrahiere Hits
schreibe Anzahl Hits in rBDS
end for
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Gibt es zu einem Suchbegriff keinen Treffer, wird der Wert nicht auf 0 sondern
auf 1 gesetzt, um eine Division durch Null in der Formel fu¨r die semantische
Orientierung zu vermeiden.
3.3.3 Positionierungs-Modul
Das Positionierungsmodul besteht aus zwei Funktionen. Die erste Funktion,
calcImageprofile, berechnet die Imageprofile, das heißt die Auspra¨gung der
Positionierungsdimensionen fu¨r jede Marke.
Die Distanzen zwischen den Marken und den Dimensionen werden in der zwei-
ten Funktion, calcCA, mit einer Korrespondenzanalyse ermittelt.
Fu¨r die Berechnung der semantischen Orientierung (SO) der Suchergebnisse













Die Werte fu¨r Dimensionen und Sentiments, hits(p) und hits(n), stehen in rDS,
die Werte fu¨r die Marken, Dimensionen und Sentiments, hits(w AND p) und
hits(w AND n), stehen in rBDS:
Die in Kapitel 3.1 beschriebene Methode der Korrespondenzanalyse18 wird da-
zu verwendet, die Marken und Dimensionen gemeinsam darzustellen.




Input: Hits aus den Suchergebnissen
rDS, rBDS
Output: matSO - D × B Datenmatrix mit Werten der semantischen Orientie-
rung
Pseudocode:
for alle Kombinationen Marken und Dimensionen do
berechne SO aus rDS, rBDS
schreibe SO in matSO
end for
Funktion calcCA
Input: Hits aus den Suchergebnissen
rDS, rBDS
Output: datCA - (B+D) × 2 Koordinatenmatrix
Pseudocode:
for alle Kombinationen Marken und Dimensionen do
berechne Korrespondenzmatrix aus rDS, rBDS
fu¨hre Korrespondenzanalyse durch




Die Ergebnisse der Aggregation werden als Radar-Chart geplottet19, fu¨r das
Array mit den Query-Results fu¨r die gemeinsame Abfrage nach Marken und
Dimensionen wird eine Korrespondenzanalyse berechnet und grafisch ausgege-
ben.
Funktion plotPos
Input: matSO - D× B Datenmatrix mit Werten der semantischen Orientierung
datCA - (B+D) × 2 Koordinatenmatrix
Pseudocode:
Zeichne ein Radar-Chart fu¨r alle Marken mit radar(matSO)
Zeichne Marktlandkarte mit plot(datCA)
Optional lassen sich die beiden Datenmatrizen auch mit externen Visualisierungs-
Programmen darstellen.
3.3.5 Erhebungsdesign
Die webbasierte Erhebung wurde im Dezember 2011 durchgefu¨hrt, nachdem
die Daten der Prima¨rstudien zum Thema Automarken und Energieversorger
ausgewertet wurden. Fu¨r die Dimensionen und Sentiments wurden die Stan-
dardwerte (Positionierungsdimensionen nach Goldberger und Sentimentbegrif-
fe nach Turney), als Suchmaschine Google verwendet.
Die fu¨r eine Positionierung relevanten Ergebnisse werden im folgenden Kapitel
pra¨sentiert und mit den Resultaten der Prima¨rdatenerhebung verglichen.




In Kapitel 3.2 wurde die Gewinnung der Prima¨rdaten durch einen online erho-
benen Fragebogen beschrieben. Kapitel 3.3 widmete sich der Gewinnung von
Sekunda¨rdaten aus dem Web mit Hilfe der Software WebPos.
In diesem Abschnitt werden die Ergebnisse der beiden Erhebungen pra¨sentiert
und diskutiert. Zusa¨tzlich zu einer Pru¨fung mit bekannten statistischen Ver-
fahren wird ein Gu¨tekriterium entwickelt, anhand dessen sich die Resultate der
Prima¨r- und Sekunda¨rdatenerhebung miteinander vergleichen lassen. Dadurch
ist es mo¨glich, eine Aussage u¨ber die Brauchbarkeit der Sekunda¨rdatenerhe-
bung fu¨r die Positionierung von Marken treffen zu ko¨nnen.
Anschließend wird ein Gesamtbild des Marktes erstellt, auf dem die Positionen
der Marken zu den Positionierungsdimensionen fu¨r beide Erhebungen sichtbar
gemacht werden. Dazu werden einerseits die grafischen Marktlandkarten, die
mit Korrespondenzanalysen berechnet werden, verwendet. Fu¨r die Betrachtung
der Imageprofile wird im Fall der Prima¨rdaten die durchschnittlichen Bewer-
tungen aus den Fragebo¨gen und im Fall der Sekunda¨rdaten die Werte der
semantischen Orientierung herangezogen.
Das Kapitel endet mit einer Zusammenfassung der wichtigsten Erkenntnisse
und einer Beurteilung der Gu¨te der Sekunda¨rdaten fu¨r Positionierungsstudien.
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4.1 Prima¨rdatenerhebung - Automarken
4.1.1 Positionierung im Wahrnehmungsraum
Bei der Positionierung im Wahrnehmungsraum werden alle Marken und Posi-
tionierungsdimensionen in einer grafischen Darstellung abgebildet. So entsteht
ein U¨berblick u¨ber die Marktverha¨ltnisse der jeweiligen Branche. Daher werden
derartige Abbildungen auch als Marktlandkarten bezeichnet.
Fu¨r die Ermittlung der Wahrnehmungen der Konsumenten bezu¨glich der Po-
sitionierungsdimensionen werden, wie in Kapitel 3.2 beschrieben, Bewertungs-




Bitte beurteilen Sie die Automarken auf einer Skala von 1-7 hinsichtlich Qua-
lita¨t, wobei 1...schlechte Qualita¨t, 7...gute Qualita¨t, 0...weiß nicht bedeutet.“
Die Datenmatrix N ist daher eine Ha¨ufigkeitstabelle in der eingetragen ist,
wie viele der befragten Personen die jeweilige Marke in der entsprechenden
Positionierungsdimension als besonders positiv (d.h. mit einem Wert von 6
oder 7) bewertet haben20:
Qualita¨t Preis Image Innovation Service KB
VW 718 195 633 544 585 462
BMW 770 133 821 657 564 462
Audi 790 164 862 554 605 441
Toyota 677 359 595 708 513 410
Mazda 687 472 595 492 534 492
Skoda 564 677 431 349 575 451
20
”
KB“ steht fortan fu¨r
”
Kundenbeziehung“
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Nach Greenacre [Greenacre84] ist das Ergebnis einer Korrespondenzanalyse
vollsta¨ndig durch die Angabe der numerischen Lo¨sung einerseits und der gra-
fischen Darstellung andererseits bestimmt. Die numerische Lo¨sung hat dabei
folgende Werte zu umfassen, die in Kapitel 3.1 definiert sind:




• Qualita¨t der Zeilen und Spalten Qi, Qj
• Kontribution der Zeilen und Spalten κik, κjk
• Streuungsanteil der Zeilen und Spalten γik, γjk
Die Zeilen- und Spaltenmassen sowie die Tra¨gheit sind die einzigen Gro¨ßen, die
direkt aus der Datenmatrix gewonnen werden ko¨nnen, fu¨r die restlichen Gro¨ßen
ist eine Singula¨rwertzerlegung, die mathematisch der Korrespondenzanalyse
zugrunde liegt, notwendig.
Die Korrespondenzmatrix P ist:
P =

0, 037 0, 010 0, 032 0, 028 0, 030 0, 024
0, 039 0, 007 0, 042 0, 034 0, 029 0, 024
0, 040 0, 008 0, 044 0, 028 0, 031 0, 023
0, 035 0, 018 0, 030 0, 036 0, 026 0, 021
0, 035 0, 024 0, 030 0, 025 0, 027 0, 025
0, 029 0, 035 0, 022 0, 018 0, 029 0, 023

(21)
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Die Singula¨rwertzerlegung liefert die Eigenwerte λk. Diese sind mit den Eigen-
wertanteilen Ek = λk/ϕ
2 fu¨r jede der fu¨nf Lo¨sungsdimensionen (die Dimensio-
nalita¨t bei einer 6× 6 Matrix ist 5) in Tabelle 5 dargestellt.
Dim. λk Ek Kum.
1 0,0492518 89,7 % 89,7 %
2 0,0043591 7,9 % 97,6 %
3 0,0009166 1,7 % 99,3 %
4 0,0003437 0,6 % 99,9 %
5 0,0000378 0,1 % 100,0 %
ϕ2 0,0549090
Tabelle 5: Eigenwerte, Eigenwertanteile, kumulierte Eigenwertanteile und Tra¨gheit
ϕ2 der Korrespondenzanalyse fu¨r die Prima¨rdaten der Automarken.
Die ersten beiden Dimensionen erkla¨ren 97,6 % der Varianz, eine zweidimensio-
nale Lo¨sung liefert daher eine hinreichend genaue Beschreibung der Ausgangs-
daten.
Die restlichen wichtigen Kenngro¨ßen der Korrespondenzanalyse sind in Ta-
belle 6 zu sehen. Greenacre [Greenacre84] hat fu¨r eine bessere Lesbarkeit der
Kenngro¨ßen vorgeschlagen, die Werte entweder als Promill oder mit 1 000 mul-
tipliziert auszugeben. Diese Konvention wird in dieser Arbeit u¨bernommen.
Fu¨r die Tra¨gheitsanteile der Zeilen, φ2i , und der Spalten, φ
2
j , die in der Spalte
”
inr“ eingetragen sind, definiert Greenacre in [Greenacre07] eine Abscha¨tzung,
welche Zeilen beziehungsweise Spalten einen bedeutsamen Anteil zur gesamten
Tra¨gheit haben.
Er teilt dazu die Promillskala in m beziehungsweise n gleiche Teile, entspre-
chend der Anzahl m der Zeilen und n der Spalten der Korrespondenzmatrix.
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qlt inr k=1 cor ctr k=2 cor ctr
Zeilen Qi φ
2
i fi1 κi1 γi1 fi2 κi2 γi2
VW 765 54 -117 741 44 21 25 17
BMW 994 162 -225 994 180 -4 0 1
Audi 970 140 -194 852 133 72 118 208
Toyota 989 58 8 3 0 -137 986 715
Mazda 937 59 146 934 72 8 3 3
Skoda 998 517 424 990 570 40 9 57
Spalten Qj φ
2
j gj1 κj1 γj1 gj2 κj2 γj2
Qualita¨t 954 21 -70 909 22 16 45 12
Preis 998 715 618 997 794 -22 1 11
Image 933 128 -173 865 123 49 68 109
Innovation 999 109 -128 458 56 -139 542 747
Service 567 15 18 69 1 48 498 91
KB 489 12 38 296 4 31 193 30
Tabelle 6: Numerisches Ergebnis der Korrespondenzanalyse fu¨r die Prima¨rdaten der
Automarken in zwei Dimensionen (k = 1, 2).
Eine Zeile oder Spalte in einer Promillskala (d.h., die φ2i , φ
2
j sind in Promill







Fu¨r den Fall einer 6 × 6 Korrespondenzmatrix, wie es bei der vorliegenden
Untersuchung der Fall ist, liegt der Schwellenwert somit bei ≈ 167.
Die Betrachtung der Werte fu¨r die Zeilen im oberen Teil der Tabelle liefert
folgendes Bild: Die Marke
”
Skoda“ (517) tra¨gt eindeutig einen bedeutsamen
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Anteil zur Tra¨gheit bei,
”
BMW“ liegt mit 162 nur knapp unter dem Schwel-
lenwert von 167.
Betrachtet man die Werte fu¨r die Spalten, so sieht man, dass nur die Positionie-
rungsdimension
”
Preis“ (715) u¨ber dem von Michael Greenacre vorgeschlage-
nen Grenzwert liegt. In Summe kann man daraus ableiten, dass es eine wirklich
eindeutige Positionierung nur fu¨r die Marke
”




Die Qualita¨t der Zeilen gibt an, wie gut die Variablenauspra¨gungen durch die
beiden Dimensionen erkla¨rt werden. Betrachtet man die Qualita¨ten der Zeilen,
Qi, so haben fast alle Marken einen Wert u¨ber 900 (entspricht 90 %), oder an-
ders ausgedru¨ckt, die Darstellung der jeweiligen Auspra¨gungen im zweidimen-
sionalen Projektionsraum ist mit einem
”
Fehler“ von weniger als 10 % behaftet.
Die Marke
”
VW“ ist etwas schlechter abgebildet, hat aber mit 76,5 % immer
noch einen guten Wert.





Qualita¨t“ (95,4 %) und
”
Image“ (93,3 %) sehr gute Werte,
wa¨hrend
”
Service“ (56,7 %) und
”
Kundenbeziehung“ (48,9 %) sehr schlecht re-
pra¨sentiert werden. Die Darstellung dieser beiden Positionierungsdimensionen
mit Hilfe der ersten beiden Hauptachsen kann daher als unzureichend bezeich-
net werden. Die fehlende Varianz dieser beiden Dimensionen ko¨nnte durch die
Hinzunahme einer dritten Dimension erkla¨rt werden.
Die anderen Werte der Tabelle bestimmen die Position der Punkte im Projek-
tionsraum. Eine na¨here Betrachtung ist dann wichtig, wenn das Ergebnis mehr
als 2 Dimensionen hat.
Als na¨chstes betrachtet man die grafische Darstellung der Korrespondenzana-
lyse (Abbildung 3).
4.1 Prima¨rdatenerhebung - Automarken 81
Abbildung 3: Grafisches Ergebnis der Korrespondenzanalyse der Automarken fu¨r die
Prima¨rdaten.
Die klarste Positionierung hat die Marke
”
Skoda“ mit der Positionierungsdi-
mension
”
Preis“, wie es auch schon die Werte fu¨r die Tra¨gheitsanteile φ2i , φ
2
j

























allerdings, wie oben erwa¨hnt, eine schlechte Repra¨sentation durch die beiden
ersten Hauptachsen haben.
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4.1.2 Individuelle Positionierung
Bei der individuellen Positionierung wird fu¨r jede der abgefragten Marken die
Auspra¨gung entlang der Positionierungsdimensionen bestimmt. Im Gegensatz
zur Positionierung im Wahrnehmungsraum, bei der nur die stark positiven
Bewertungen herangezogen wurden, wird diesmal der Durchschnittswert fu¨r
jede Dimension u¨ber alle befragten Personen berechnet, das heißt es gehen auch
die negativen Bewertungen mit ein. Die Werte sind in Tabelle 7 aufgelistet und
werden in Abbildung 4 fu¨r jede Marke als Radar-Chart gegenu¨bergestellt.
Qualita¨t Innovation Service Preis Image KB
VW 5,65 5,32 5,52 4,14 5,99 5,32
BMW 5,73 5,65 5,66 3,66 6,16 5,33
Audi 5,81 5,74 5,61 3,85 6,26 5,26
Mazda 5,42 5,28 5,47 5,24 5,48 5,3
Toyota 5,56 5,57 5,50 4,97 5,56 5,29
Skoda 5,33 4,89 5,49 5,72 5,04 5,15
Tabelle 7: Mittelwerte der Bewertungen der Automarken bezu¨glich der Positionie-
rungsdimensionen fu¨r die Prima¨rdaten.
In fu¨nf von sechs Dimensionen haben deutsche Traditionsmarken die jeweils
ho¨chsten Auspra¨gungen. Die Marke
”













Kundenbeziehung“ (5,33). Die Marke
”
Skoda“ hingegen hat die
beste Auspra¨gung in der Dimension
”
Preis“ (5,72), dafu¨r bei allen anderen












































































Abbildung 4: Imageprofile der Automobilmarken.
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4.2 Prima¨rdatenerhebung - Energieversorger
4.2.1 Positionierung im Wahrnehmumngsraum
Wie bei der Automobilstudie wurden auch bei den Energieversorgen Bewer-
tungsfragen fu¨r die Messung der Wahrnehmung verwendet. Allerdings haben
die befragten Personen die Energieversorger auf einer Skala von 1-5 und nicht
von 1-7 bewertet21.
”
1“ steht diesmal fu¨r
”
positiv“:
Bitte bewerten Sie Ihren derzeitigen Stromanbieter hinsichtlich der Aussage
”
Hat ein sehr gutes Markenimage“ auf einer Skala von 1-5. Dabei gilt 1 =
trifft vollkommen zu, bis 5 = trifft u¨berhaupt nicht zu.
Die Datenmatrix N fu¨r die Energieversorger wird a¨hnlich wie bei den Au-
tomarken erstellt. Da bei den Energieversorgern nur eine 5er Skala bei den
Bewertungsfragen verwendet wurde, sind diesmal alle positiven Antworten mit-
einbezogen worden (d.h. bei denen die Personen die jeweilige Dimension mit
einem Wert von 1 oder 2 bewertet haben):
Qualita¨t Preis Image Innovation Service KB
Verbund 788 701 723 285 336 234
Wienstrom 304 222 637 234 351 240
EVN 337 279 654 308 394 260
Energie AG 500 329 744 366 463 341
Kelag 472 486 653 347 444 264
Salzburg AG 349 698 540 667 365 349
21Die Daten u¨ber die Energieversorger wurden im Rahmen eines kommerziellen Projektes
erhoben, das auftraggebende Unternehmen hat ausdru¨cklich auf die Verwendung dieser Skala
bestanden.
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Die Korrespondenzmatrix P ist:
P =

0, 050 0, 045 0, 046 0, 018 0, 021 0, 015
0, 019 0, 014 0, 041 0, 015 0, 022 0, 015
0, 022 0, 018 0, 042 0, 020 0, 025 0, 017
0, 032 0, 021 0, 047 0, 023 0, 030 0, 022
0, 030 0, 031 0, 042 0, 022 0, 028 0, 017
0, 022 0, 045 0, 034 0, 043 0, 023 0, 022

(22)
Anhand der Eigenwertanteile fu¨r jede der fu¨nf Dimensionen, die in Tabelle 8
dargestellt sind, zeigt sich, dass auch bei den Energieversorgern eine zweidi-
mensionale Lo¨sung die Ausgangsdaten hinreichend genau beschreibt (erkla¨rte
Varianz von 97,1 %).
Dim. λk Ek Kum.
1 0,0296646 53,0 % 53,0 %
2 0,0246492 44,1 % 97,1 %
3 0,0009475 1,7 % 98,8 %
4 0,0006319 1,1 % 99,9 %
5 0,0000270 0,1 % 100,0 %
ϕ2 0,0559200
Tabelle 8: Eigenwerte, Eigenwertanteile, kumulierte Eigenwertanteile und Tra¨gheit
ϕ2 der Korrespondenzanalyse der Prima¨rdaten fu¨r die Energieversorger.
Wie schon bei den Automarken sieht man sich in Tabelle 9 jene Tra¨gheitsanteile
der Zeilen, φ2i , und der Spalten, φ
2






Salzburg AG“ (395) haben
Werte fu¨r die Tra¨gheit φ2i , die deutlich u¨ber dem Schwellenwert von 167 liegen,
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qlt inr k=1 cor ctr k=2 cor ctr
Zeilen Qi φ
2
i fi1 κi1 γi1 fi2 κi2 γi2
Verbund 998 325 64 44 27 298 953 704
Wienstrom 960 121 -211 833 190 -82 127 35
EVN 986 74 -137 648 90 -99 338 56
Energie AG 847 73 -133 753 104 -47 95 16
Kelag 138 12 -4 4 0 23 134 4
Salzburg AG 999 395 304 792 589 -155 207 186
Spalten Qj φ
2
j gj1 κj1 γj1 gj2 κj2 γj2
Qualita¨t 976 213 -46 31 12 253 945 457
Preis 986 273 271 830 428 118 157 97
Image 956 134 -168 953 241 -9 3 1
Innovation 993 239 209 462 208 -224 531 287
Service 906 90 -144 622 106 -98 284 58
KB 923 51 -39 58 6 -151 865 99
Tabelle 9: Numerisches Ergebnis der Korrespondenzanalyse fu¨r die Prima¨rdaten der
Energieversorger in zwei Dimensionen (k = 1, 2).








Aus diesen Werten la¨ßt sich ableiten, dass im Fall der untersuchten Energiever-
sorger kein Unternehmen eine alleinige eindeutige Positionierung besitzt, wie




Preis“ der Fall war.
Als na¨chstes wird die Qualita¨t der Lo¨sung, ausgedru¨ckt durch die Zeilen- und
Spaltenqualita¨ten betrachtet. Im Fall der Energieversorger sind lediglich
”
Ener-
gie AG“ (84,7 %) und
”
Kelag“ (13,8 %) nicht gut im zweidimensionalen Pro-
jektionsraum abgebildet. Alle anderen haben einen Wert von u¨ber 90 %. Bei
den Spaltenqualita¨ten, Qj, haben alle Dimensonen einen Wert u¨ber 90 %.
4.2 Prima¨rdatenerhebung - Energieversorger 87
Die zweidimensionale Projektion der Lo¨sungen fu¨r jeweils die Prima¨r- und
Sekunda¨rdatenerhebung ist in Abbildung 5 zu sehen.









Salzburg AG“ fu¨r Innovation steht. Die dritte gut repra¨sentierte Di-
mension ist
”
Preis“, jedoch wird diese keinem Unternehmen zugeordnet.
”
Ke-
lag“ nimmt eine sehr zentrale Position beim Ursprung des Koordinatensystems
ein. Das liegt daran, dass diese Marke in der zweidimensionalen Abbildung
schlecht repra¨sentiert ist. Die u¨brigen Unternehmen liegen sehr nahe beisam-






Kundenbeziehung“ hat keine Zuordnung zu einem Unternehmen.
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4.2.2 Individuelle Positionierung
Die Durchschnittswerte aus den Antworten auf die Bewertungsfrage zur Er-
stellung der Imageprofile sind in Tabelle 10 zu sehen. Da bei dieser Studie die
umgekehrte Logik bei den Antworten (niedriger Wert bedeutet
”
ich stimme
u¨berein“, hoher Wert bedeutet
”
ich stimme nicht u¨berein“) verwendet wurde,
sind die Daten fu¨r eine bessere Vergleichbarkeit mit den Automarken invertiert
worden (nach der Vorschrift neuer Wert = 6 - alter Wert).
Abbildung 6 zeigt die grafische Auswertung als Radarcharts fu¨r alle Energie-
versorger.
Qualita¨t Innovation Service Preis Image KB
Verbund 4,12 3,13 3,17 3,83 3,95 2,8
Wienstrom 3,1 2,83 3,11 2,84 3,71 2,65
EVN 3,16 3,07 3,29 3,01 3,75 2,98
Energie AG 3,61 3,22 3,38 3,1 3,8 3,02
Kelag 3,58 3,17 3,43 3,4 3,86 2,83
Salzburg AG 3,92 3,3 3,49 3,29 3,83 2,94





Salzburg AG“ haben die jeweils ho¨chste Auspra¨gung mit 4,12
beziehungsweise 3,92 in der Dimension
”
Qualita¨t“. Die restlichen Unternehmen
haben die ho¨chsten Werte in der Dimension
”
Image“. Die schlechtesten Werte
haben alle Unternehmen in der Dimension
”
Kundenbeziehung“.


























































Abbildung 6: Individuelle Positionierung der Energieversorger - Prima¨rdaten.
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4.3 Sekunda¨rdatenerhebung - Automarken
4.3.1 Positionierung im Wahrnehmungsraum
Bei den Prima¨rdaten wurden die positiven Bewertungen fu¨r die Positionie-
rung im Wahrnehmungsraum verwendet. Bei den Sekunda¨rdaten stehen keine
individuellen Daten zur Verfu¨gung, sondern nur die aggregierten Werte aller
Suchabfragen aus dem Web, die mit der Software WebPos ermittelt wurden.
Statt der Bewertungsfragen wird fu¨r jede Automarke und jede Positionierungs-
dimension folgende Kombination abgefragt:
<Marke>+ <Dimension> + <positives Sentiment>
Die Datenmatrix N ist daher wieder eine Ha¨ufigkeitstabelle in der angegeben
ist, wie oft die jeweilige Kombination aus Unternehmen, Dimensionen und posi-
tiven Sentiments bei der Websuche gefunden wurde. Da die Suchresultate sehr
große numerische Werte waren, wurden diese zur besseren Veranschaulichung
und Vergleichbarkeit durch 1000 dividiert.
Qualita¨t Preis Image Innovation Service KB
VW 1 070 150 630 220 440 135
BMW 800 80 780 418 400 120
Audi 930 100 1 100 330 600 110
Toyota 590 220 500 340 270 100
Mazda 540 240 450 180 370 150
Skoda 410 500 390 130 390 130
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Die Korrespondenzmatrix P ist
P =

0, 044 0, 002 0, 088 0, 012 0, 031 0, 003
0, 035 0, 001 0, 054 0, 019 0, 019 0, 002
0, 065 0, 002 0, 139 0, 023 0, 094 0, 002
0, 022 0, 008 0, 030 0, 024 0, 019 0, 006
0, 041 0, 008 0, 014 0, 009 0, 027 0, 013
0, 029 0, 037 0, 027 0, 013 0, 027 0, 011

(23)
Die Eigenwerte sind in Tabelle 11 zusammengefasst. Die ersten beiden Di-
mensionen erkla¨ren 89,1 % der Varianz, das ist zwar ein schlechterer Wert als
bei den Prima¨rdaten (dort wurden 97,6 % der Varianz von den beiden ersten
Dimensionen erkla¨rt), allerdings ist es immer noch eine hinreichend gute Dar-
stellung.
Dim. λk Ek Kum.
1 0,0773072 76,7 % 76,7 %
2 0,0125098 12,4 % 89,1 %
3 0,0092589 9,2 % 98,3 %
4 0,0017048 1,7 % 100,0 %
5 0,0001073 0,0 % 100,0 %
ϕ2 0,1007914
Tabelle 11: Eigenwerte, Eigenwertanteile, kumulierte Eigenwertanteile und Tra¨gheit
der Korrespondenzanalyse der Sekunda¨rdatenerhebung der Automarken.
Die Hinzunahme einer dritten Dimension wu¨rde zwar eine ho¨here Varianz er-
kla¨ren (98,3 %), allerdings ist dann die Darstellung schwerer vergleichbar und
unu¨bersichtlicher.
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Die Detailwerte der Korrespondenzanalyse fu¨r die Sekunda¨rdatenerhebung fin-
den sich in Tabelle 12.
qlt inr k=1 cor ctr k=2 cor ctr
Zeilen Qi φ
2
i fi1 κi1 γi1 fi2 κi2 γi2
VW 798 106 -112 215 30 184 582 498
BMW 984 118 -230 809 125 -107 175 167
Audi 674 152 -215 670 133 16 4 5
Toyota 679 59 31 22 2 -166 657 311
Mazda 762 51 164 715 47 42 47 19
Skoda 990 514 614 990 664 -2 0 0
Spalten Qj φ
2
j gj1 κj1 γj1 gj2 κj2 γj2
Qualita¨t 719 104 -121 418 57 102 300 253
Preis 997 614 826 994 796 -47 3 16
Image 645 95 -148 610 76 -35 35 27
Innovation 900 121 -160 239 38 -267 661 643
Service 425 29 55 184 7 63 241 55
KB 577 37 199 556 27 38 20 6
Tabelle 12: Numerisches Ergebnis der Korrespondenzanalyse fu¨r die Sekunda¨rdaten
der Automarken in zwei Dimensionen (k = 1, 2).
Bei den Zeilenwerten erkennt man, dass die Marke
”
Skoda“ (514) eindeu-
tig einen bedeutsamen Anteil zur Tra¨gheit hat,
”
Audi“ liegt mit 152 unter
der Schwelle von 167. Bei den Positionierungsdimensionen liegt
”
Preis“ (614)
daru¨ber, daher gibt es auch in diesem Fall eine eindeutige Positionierung nur
fu¨r die Marke
”
Skoda“ in der Dimension
”
Preis“.
Bei den Zeilenqualita¨ten haben
”
Skoda“ (99,0 %) und
”
BMW“ (98,4 %) sehr
gute Werte, die restlichen Marken liegen immerhin u¨ber 67 % und sind somit
gut im Projektionsraum dargestellt.
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Die Spaltenqualita¨ten der Sekunda¨rdaten zeigen eine schlechte Darstellung der
Dimensionen
”
Service“ (42,5 %) und
”
Kundenbeziehung“ (57,7 %). Sehr gute
Werte haben in diesem Fall nur
”




Qualita¨t“ (71,9 %) und
”
Image“ (64,5 %) sind gut repra¨sentiert.
Die Marktlandkarte der Sekunda¨rdaten ist in Abbildung 7 dargestellt.
Abbildung 7: Grafisches Ergebnis der Korrespondenzanalyse der Automobilmarken
fu¨r die Sekunda¨rdaten.
”
















Qualita¨t“ assoziiert. Die Marke
”
Mazda“
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4.3.2 Individuelle Positionierung
Ebenso wie bei den Prima¨rdaten wird auch fu¨r die Sekunda¨rdaten eine in-
dividuelle Positionierung berechnet. Statt des Durchschnitts der Bewertungs-
fragen wird die semantische Orientierung, die von WebPos mit der Formel 3
aus Kapitel 2.2 berechnet wird, verwendet. Es wurde statt dem NEAR-Operator
der AND-Operator implementiert und als weitere Vereinfachung wurden nur die
sta¨rksten Assoziationen im positiven und negativen Fall beru¨cksichtigt:
SO(w) = log2
(




SO(w) < 0 ist somit ein negatives Sentiment, SO(w) > 0 ein positives und der
Fall SO(w) = 0 bedeutet, dass die Aussage weder einen positiven noch einen
negativen Wert hat. Bei den Prima¨rdaten liegen die Bewertung zwischen 1
und 7, 4 ist die neutrale Skalenmitte. Fu¨r eine bessere Vergleichbarkeit werden
daher die Sekunda¨rdaten transformiert, und zwar durch SO(w)′ = SO(w) + 4
(Tabelle 13).
Qualita¨t Innovation Service Preis Image KB
VW 5,27 4,48 4,54 3,25 5,53 4,13
BMW 5,24 5,17 5,22 2,99 5,57 4,33
Audi 5,65 5,38 5,15 3,28 5,87 4,45
Mazda 4,88 4,03 4,94 3,24 5,25 4,69
Toyota 5,14 5,16 4,66 2,61 5,12 3,68
Skoda 4,98 3,28 5,18 5,63 4,29 4,41
Tabelle 13: Semantische Orientierung der Automarken bezu¨glich der Positionierungs-
dimensionen.













Audi“ den ho¨chsten Wert von allen Marken hat.
”














































































Abbildung 8: Individuelle Positionierung der Automobilmarken - Sekunda¨rdaten.
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4.4 Sekunda¨rdatenerhebung - Energieversorger
4.4.1 Positionierung im Wahrnehmungsraum
Die Datenmatrix fu¨r die Sekunda¨rdaten wird wiederum aus den positiven Asso-
ziationen zu den Energieversorgern bezu¨glich der Positionierungsdimensionen
gebildet, wobei fu¨r eine bessere Darstellung die erhobenen Werte durch 100
dividiert wurden:
Qualita¨t Preis Image Innovation Service KB
Verbund 902 760 765 248 289 135
Wienstrom 325 141 700 358 436 194
EVN 330 310 689 345 479 227
Energie AG 534 326 712 267 569 403
Kelag 345 508 672 263 368 212
Salzburg AG 402 680 522 768 424 474
Die Korrespondenzmatrix P ist
P =

0, 050 0, 045 0, 046 0, 018 0, 021 0, 015
0, 019 0, 014 0, 041 0, 015 0, 022 0, 015
0, 022 0, 018 0, 042 0, 020 0, 025 0, 017
0, 032 0, 021 0, 047 0, 023 0, 030 0, 022
0, 030 0, 032 0, 042 0, 022 0, 028 0, 017
0, 022 0, 045 0, 034 0, 043 0, 023 0, 022

(24)
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Aus den kumulierten Eigenwertanteile in Tabelle 14 zeigt sich, dass bei den
Automarken eine zweidimensionale Lo¨sung nur mehr 89,1 % der Varianz er-
kla¨rt. Wie schon bei den Autodaten gilt auch bei den Energieversorgern, dass
eine dritte Dimension zwar mehr Varianz erkla¨ren wu¨rde, das ginge allerdings
zu Lasten der U¨bersichtlichkeit der Darstellung.
Dim. λk Ek Kum.
1 0,0524894 51,6 % 51,6 %
2 0,0360241 35,4 % 87,1 %
3 0,0079435 7,8 % 94,9 %
4 0,0049834 4,9 % 99,8 %
5 0,0001878 0,2 % 100,0 %
ϕ2 0,1016280
Tabelle 14: Eigenwerte, Eigenwertanteile, kumulierte Eigenwertanteile und Tra¨gheit
der Korrespondenzanalyse.
Wie schon bei den vorherigen Betrachtungen der Singula¨rwertzerlegungen wer-
den auch fu¨r die Sekunda¨rdaten der Energieversorger die detaillierten numeri-





Salzburg AG“ (294) haben
Werte fu¨r φ2i , die u¨ber dem Schwellenwert von 167 liegen. Bei den Spalten, die
fu¨r die Positionierungsdimensionen stehen, gibt es drei mal einen Wert gro¨ßer







Aus diesen Werten la¨ßt sich ableiten, dass im Fall der untersuchten Energiever-
sorger kein Unternehmen eine alleinige eindeutige Positionierung besitzt, wie




Preis“ der Fall war.
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qlt inr k=1 cor ctr k=2 cor ctr
Zeilen Qi φ
2
i fi1 κi1 γi1 fi2 κi2 γi2
Verbund 988 370 -438 982 704 32 5 5
Wienstrom 817 140 194 355 96 -222 462 183
EVN 847 50 123 444 43 -117 403 57
Energie AG 484 104 70 81 16 -156 403 118
Kelag 136 42 -63 136 11 -1 0 0
Salzburg AG 995 294 183 227 129 336 768 637
Spalten Qj φ
2
j gj1 κj1 γj1 gj2 κj2 γj2
Qualita¨t 868 200 -311 839 325 -57 28 16
Preis 933 225 -244 439 192 259 494 314
Image 839 110 -12 3 1 -192 836 258
Innovation 883 218 283 507 214 244 377 231
Service 963 114 189 492 109 -185 471 152
KB 697 133 287 623 160 99 74 28
Tabelle 15: Numerisches Ergebnis der Korrespondenzanalyse fu¨r die Sekunda¨rdaten
der Energieversorger in zwei Dimensionen (k = 1, 2).
Als na¨chstes wird die Qualita¨t der Lo¨sung. Bei den Zeilenqualita¨ten haben
”
Verbund“ (98,8 %) und
”
Salzburg AG“ (99,5 %) einen
”
Fehler“ in der Darstel-









Image“ sind mit 88,3 % beziehungsweise
83,9 % noch ganz gut repra¨sentiert, wa¨hrend
”
Kundenbeziehung“ nur mehr zu
69,7 % dargestellt wird.
Die zweidimensionale Projektion der Lo¨sungen fu¨r jeweils die Prima¨r- und
Sekunda¨rdatenerhebung ist in Abbildung 9 zu sehen.
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Salzburg AG“ fu¨r Innovation steht. Die dritte gut repra¨sentierte
Dimension ist
”
Preis“, jedoch wird diese keinem Unternehmen zugeordnet.
Bei den Unternehmen nimmt
”
Kelag“ aufgrund der schlechten Repra¨sentation
in zwei Dimensionen eine Position nahe des Ursprungs des Koordinatensystems
ein.
”







EVN“ positioniert sich zwischen diesen beiden Di-
mensionen.
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4.4.2 Individuelle Positionierung
Die Ausgangsdaten fu¨r die individuelle Positionierung bilden die semantischen
Orientierungen, die analog wie bei den Automarken berechnet wurden. Bei
den Energieversorgen wurden jedoch bei den Prima¨rdaten die Positionen aus
einer Bewertung auf einer Skala von 1 bis 5 gewonnen, daher stellt diesmal die
Skalenmitte von 3 den neutralen Wert dar. Die Skalentransformation ist daher
SO(w)′ = SO(w) + 3. Die Werte sind in Tabelle 16 zu sehen.
Qualita¨t Innovation Service Preis Image KB
Verbund 4,43 2,79 2,84 3,03 3,14 2,48
Wienstrom 3,78 2,90 3,86 3,00 3,99 1,68
EVN 3,73 3,35 3,80 3,14 4,01 2,10
Energie AG 3,91 3,24 3,73 2,62 4,30 1,74
Kelag 3,86 2,22 3,84 2,85 3,94 1,22
Salzburg AG 3,72 2,98 3,26 2,84 3,69 2,47




Verbund“ hat den besten Wert in der Dimension
”
Qua-
lita¨t“ (4,43), die restlichen haben den jeweils ho¨chsten Wert in der Dimension
”
































































Abbildung 10: Individuelle Positionierung der Energieversorger - Sekunda¨rdaten.
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4.5 Vergleichsmethodik
4.5.1 A¨hnlichkeitsmessung mit Korrelationen
Ein in der Statistik verwendetes Maß fu¨r einen Zusammenhang zwischen zwei





(xi − x¯) · (yi − y¯)√
n∑
i=1





wobei die xi, yi die einzelnen Merkmalsauspra¨gungen und x¯, y¯ die Mittelwerte
der Auspra¨gungen darstellen. Der Korrelationskoeffizient ist eine dimensions-
lose Gro¨ße und kann Werte zwischen -1 und +1 annehmen. Fu¨r die Korrelation
zwischen den beiden Merkmalen gilt [Auer10]:
• rxy = 0: keine Korrelation
• 0, 5 ≤ |rxy| < 0, 8: schwache Korrelation
• |rxy| ≥ 0, 8 starke Korrelation
• |rxy| = 1: perfekte Korrelation
Im vorliegenden Fall sind die Prima¨rdaten Merkmal x und die Sekunda¨rda-
ten Merkmal y. Man kann die Prima¨rdaten somit als
”
zu erwartende“ Daten
und die Sekunda¨rdaten als die damit zu vergleichenden
”
gemessenen“ Daten
auffassen. Der Korrelationskoeffizient ist dann ein Maß fu¨r die Gu¨te des Zu-
sammenhangs der Daten.
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4.5.2 A¨hnlichkeitsmessung mit Vektornormen
Eine weitere Mo¨glichkeit die Ergebnisse der Prima¨r- und Sekunda¨rdatenanalyse
zu vergleichen ist fu¨r beide eine Korrespondenzanalyse zu rechnen. Dazu ist es
allerdings notwendig ein Kriterium zu definieren, anhand dessen der Vergleich
der Ergebnisse bewertet werden kann. Dieses Kriterium zeigt dann auch die
Eignung der Sekunda¨rdaten fu¨r eine Positionierung.
Fu¨r die Festlegung eines derartigen Gu¨tekriteriums verwendet man die Tatsa-
che, dass sich die Matrizen der standardisierten Residuen S aus Formel (16) als
Elemente eines Vektorraumes auffassen lassen (siehe Kapitel 3.1). Dann la¨ßt
sich zuna¨chst definieren [Knabner13]:







die Frobenius-Norm von A.
Durch jede Norm la¨ßt sich ein Abstand d auf einem Vektorraum definieren.








Die Matrizen der standardisierten Residuen stellen eine um den Ursprung der
Zeilen- und Spaltenschwerpunkte zentrierte Korrespondenzmatrix dar. Berech-
net man derartige Matrizen fu¨r die Prima¨rdaten (Sprim) und die Sekunda¨rdaten
(Ssek) dann ist zu erwarten, dass der Frobenius-Abstand zwischen ihnen dann
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am gro¨ßten ist, wenn sich die Matrizen sehr una¨hnlich sind. Ist in den Ma-
trizen die Positionierungsinformation enthalten, dann ist diese Aussage gleich-
bedeutend damit, dass sich die durch sie dargestellten Positionierungen stark
unterscheiden.
Als Beweis dieser Vermutung betrachtet man die beiden Extremfa¨lle, die in der
Korrespondenzanalyse auftreten ko¨nnen. Mit Mmin sei die Matrix bezeichnet,
die in jeder Zelle den gleichen Eintrag hat. Den anderen Extremfall bildet eine
Diagonalmatrix, denn anschaulich gesprochen ist das eine extrem
”
scharfe“
Positionierung (die gesamte Zeilenmasse steckt in einem Element). Fu¨r den
Fall einer 6×6 Datenmatrix mit beliebigen Werten ko¨nnte man also schreiben:
Mmin =
200 200 200 200 200 200
200 200 200 200 200 200
200 200 200 200 200 200
200 200 200 200 200 200
200 200 200 200 200 200
200 200 200 200 200 200
Mmax =
1200 0 0 0 0 0
0 1200 0 0 0 0
0 0 1200 0 0 0
0 0 0 1200 0 0
0 0 0 0 1200 0
0 0 0 0 0 1200
Dass es sich tatsa¨chlich um Extremfa¨lle handelt zeigt die Tatsache, dass die Ma-
trix Mmin minimale Tra¨gheit ϕ
2 = 0 hat, die Matrix Mmax maximale Tra¨gheit
min(m,n)− 1, also ϕ2 = 5 (die Dimensionalita¨t des Problems).
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Ausgangspunkt der weiteren Betrachtungen sind vier verschiedene Datenma-
trizen mit hypothetischen Daten fu¨r Automarken und Positionierungsdimen-
sionen M1, . . . ,M4:
M1 :
Qu Pr Im In Se KB
VW 1200 100 600 600 600 600
BMW 1000 100 1200 600 600 600
Audi 800 200 1100 600 600 600
Toyota 600 600 600 100 1100 600
Mazda 600 600 600 800 500 1100
Skoda 600 600 600 700 600 1200
M2 :
Qu Pr Im In Se KB
VW 1100 50 600 600 600 600
BMW 1200 100 1100 600 600 600
Audi 900 200 900 600 600 600
Toyota 600 600 600 100 1100 600
Mazda 600 600 600 800 500 1100
Skoda 600 600 600 700 600 1200
Die Matrizen M1 und M2 sind so gewa¨hlt, dass sie einander sehr a¨hnlich sind.






Skoda“ sind in beiden







Audi“, jedoch so, dass die jeweilige Positionierung
der Marken erhalten bleibt. Das wird in der Gegenu¨berstellung der grafischen
Auswertung der Korrespondenzanalyse fu¨r M1 und M2 in Abbildung 11 deut-









Audi“ noch sehr nahe bei beiden Dimensionen, wa¨hrend im zweiten Fall












Qualita¨t“-Position in beiden Fa¨llen
behalten.
M3 :
Qu Pr Im In Se KB
VW 150 800 600 1100 600 600
BMW 100 1200 500 600 600 600
Audi 200 1200 600 600 600 600
Toyota 600 600 600 100 1100 600
Mazda 600 600 600 800 500 1100
Skoda 600 600 600 700 600 1200
M4 :
Qu Pr Im In Se KB
VW 150 800 600 1100 600 600
BMW 100 1200 500 600 600 600
Audi 200 1200 600 600 600 600
Toyota 600 600 600 200 1100 700
Mazda 800 600 600 700 400 1200
Skoda 600 600 600 800 700 1100





Audi“ kontra¨r zu denen in M1 und M2. Die Werte der anderen drei Marken
werden wiederum leicht variiert. Es ist jetzt interessant zu beobachten, dass die
beiden Darstellungen in Abbildung 12 auf den ersten Blick sehr unterschiedlich
wirken, in der Tat handelt es sich aber nur um eine an der x-Achse gespiegelte
Darstellung. In M4 liegt
”
Skoda“ viel sta¨rker bei der Positionierungsdimension
”
Kundenbeziehung“ als in M3, wa¨hrend
”
Mazda“ sta¨rker in Richtung
”
Qua-
lita¨t“ verschoben ist. Dieses Verhalten ist auch von den Daten her zu erwarten.
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Abbildung 11: Korrespondenzanalyse fu¨r M1 und M2 bezu¨glich Automobilmarken
und Positionierungsdimensionen.
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Abbildung 12: Korrespondenzanalyse fu¨r M3 und M4 bezu¨glich Automobilmarken
und Positionierungsdimensionen.
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Fu¨r den Test des Frobenius-Abstandes dF als Gu¨tekriterium wird nun fu¨r jede
der vier Matrizen M1, . . . ,M4 sowie fu¨r die beiden Extremfa¨lle Mmin und
Mmax die Matrix der standardisierten Residuen berechnet. Danach werden alle
Kombinationen von dF berechnet und in einer Dreiecksmatrix eingetragen:
S2 S3 S4 Smin Smax
S1 0,064 0, 499 0, 515 0, 365 2, 265
S2 − 0, 502 0, 518 0, 360 2, 290
S3 − − 0,085 0, 358 2, 299
S4 − − − 0, 357 2, 312
Smin − − − − 2, 236
Die maximalen Absta¨nde ergeben sich zu der Matrix mit der maximalen Tra¨gheit
Smax. Fu¨r Darstellungszwecke wurden die Auspra¨gungen sehr idealisiert um
den Mechanismus zu zeigen, es funktioniert jedoch auch bei nicht so a¨hnlichen
Variationen. Die einander una¨hnlichen Paare zeigen Werte u¨ber 0,35, wa¨hrend
die einander a¨hnlichen Paare deutlich unter 0,1 liegen (die fettgedruckten Wer-
te in der Diagonalmatrix).
Zwei Matrizen der standardisierten Residuen S1,S2 sind einander a¨hnlich, wenn
gilt:
dF (S1,S2) < 0, 15 (26)
4.6 Vergleich Prima¨r- und Sekunda¨rdaten - Auto
4.6.1 Positionierung im Wahrnehmungsraum
Bei der Positionierung im Wahrnehmungsraum werden die A¨hnlichkeiten mit-
tels des Bravais-Pearsonschen Korrelationskoeffizienten (25) einerseits und mit
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dem heuristischen Gu¨tekriterium, das auf dem Frobeniusabstand dF basiert,
andererseits bewertet.
Korrelationen Zuna¨chst gilt es, die zu vergleichenden Merkmale x, y aus-
zuwa¨hlen. Ausgangspunkt dafu¨r sind die Korrespondenzmatrizen der Prima¨rda-
ten (21) und der Sekunda¨rdaten (23), die im Folgenden zur besseren Unter-
scheidung Pp und Ps genannt werden.
Fu¨r die Berechnung der Korrelationen der einzelnen Marken wird der Bravais-
Pearson Koeffizient r fu¨r die entsprechenden Zeilen der beiden Matrizen be-
rechnet, also beispielsweise fu¨r
”
VW“ sind x und y Vektoren, die aus der jeweils
ersten Zeile von Pp und Ps bestehen.
Um die gesamte Korrelation zwischen Pp und Ps zu berechnen, bildet man
aus allen Zeilen der jeweiligen Matrix einen einzigen langen Vektor. In Tabelle










Tabelle 17: Werte fu¨r den Bravais-Pearsonschen Korrelationskoeffizienten fu¨r die
Positionierung der Automarken im Wahrnehmungsraum
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(0,761) schwache, fu¨r alle anderen Marken (Werte u¨ber 0,8) starke Korrelatio-
nen vor. Insgesamt gesehen gibt es zwischen den beiden Korrespondenzmatri-
zen eine starke Korrelation (r = 0, 825).
Vektornorm-Vergleich Fu¨r die A¨hnlichkeitsbeurteilung mit dem Vektornorm-
Vergleich berechnet man den Frobenius-Abstand der Matrizen der standardi-
sierten Residuen (siehe Appendix B):
dF (Sprim,Ssek) = 0, 1383132 < 0, 15
somit ist das Gu¨tekriterium (26) erfu¨llt.
4.6.2 Individuelle Positionierung
Eine Bewertung der A¨hnlichkeit auf statistischem Weg erfolgt wieder mit Hilfe
der Korrelationen. Die Merkmale werden wie zuvor bei der Positionierung im
Wahrnehmungsraum definiert, die Ergebnisse dafu¨r sind in Tabelle 18.
Es liegt nun sowohl bei allen individuellen Korrelationen als auch insgesamt
ein starker Zusammenhang zwischen den Prima¨r- und Sekunda¨rdaten vor.
Einen weiteren starken Hinweis auf eine Gu¨ltigkeit der Webdaten fu¨r eine Po-
sitionierung liefert folgende Betrachtung. In den Abbildungen 13 bis 18 sind
die Ergebnisse der individuellen Positionierung fu¨r alle Marken dargestellt. Die




VW“ zeigt eine sehr gute U¨bereinstimmung zwischen den Prima¨r-









Tabelle 18: Werte fu¨r den Bravais-Pearsonschen Korrelationskoeffizienten fu¨r die
individuelle Positionierung der Automarken




Kundenbeziehung“ noch die gleiche mittlere Bewertung (5,32), bei den Se-
kunda¨rdaten ist
”





BMW“ zeigt sowohl bei den Prima¨r- als auch bei den Sekunda¨rda-
ten eine ausgepra¨gte positive Positionierung in der Dimension “Image“ (6,16
bzw. 5,57) und eine negative bei der Dimension
”
Preis“ (3,66 bzw. 2,99). In
den Dimensionen dazwischen hat die Marke ebenfalls in beiden Erhebungen
ein ausgeglichen gutes Profil.
Ein a¨hnliches Bild wie bei
”
BMW“ bietet auch die Marke
”
Audi“, allerdings
sind in diesem Fall die Sekunda¨rdaten in den Dimensionen an den Stellen 2 bis
5 nicht so ausgeglichen wie bei den Prima¨rdaten.




Toyota“. Beide hatten in der Prima¨rdatenerhebung ein ausgeglichenes Profil,
das auf keine eindeutige Positionierung schließen la¨ßt. Beide Marken schneiden
bei der Dimension
”
Preis“ deutlich schlechter ab, als in der Erhebung durch









Kundenbeziehung“ Unterschiede zu den Prima¨rdaten.
Bei
”
Skoda“ zeigt sich eine sehr gute U¨bereinstimmung in der Dimension
”
Preis“, jedoch ein deutlicher Unterschied bei
”
Innovation“. Wa¨hrend in der
Prima¨rdatenerhebung diese Dimension nur knapp hinter den anderen gelegen
hat, fa¨llt sie in der Sekunda¨rdatenerhebung doch sehr stark hinter den anderen
Dimensionen zuru¨ck.
Es zeigt sich klar, dass bei allen Marken die Reihenfolgen der Positionierungs-
dimensionen sowohl bei der Prima¨r- als auch bei der Sekunda¨rdatenerhebung
gleich sind. Das ist ein weiterer Hinweis dafu¨r, dass die webbasierten Daten
gut fu¨r eine Positionierungsanalyse geeignet sind.





















































Abbildung 13: Vergleich der Imageprofile (oben) und der Bewertungen von den Po-
sitionierungsdimensionen (unten) der Marke VW. Die Werte der Prima¨rdatenerhe-
bung sind blau, die der Sekunda¨rdatenerhebung rot dargestellt.


















































5.57 5.24 5.22 5.17
4.33
2.99
Abbildung 14: Vergleich der Imageprofile (oben) und der Bewertungen von den Po-
sitionierungsdimensionen (unten) der Marke BMW. Die Werte der Prima¨rdatener-
hebung sind blau, die der Sekunda¨rdatenerhebung rot dargestellt.


















































5.87 5.65 5.38 5.15
4.45
3.28
Abbildung 15: Vergleich der Imageprofile (oben) und der Bewertungen von den Posi-
tionierungsdimensionen (unten) der Marke Audi. Die Werte der Prima¨rdatenerhe-
bung sind blau, die der Sekunda¨rdatenerhebung rot dargestellt.



















































5.25 4.94 4.88 4.69
4.03
3.24
Abbildung 16: Vergleich der Imageprofile (oben) und der Bewertungen von den Po-
sitionierungsdimensionen (unten) der Marke Mazda. Die Werte der Prima¨rdatener-
hebung sind blau, die der Sekunda¨rdatenerhebung rot dargestellt.























































Abbildung 17: Vergleich der Imageprofile (oben) und der Bewertungen von den Posi-
tionierungsdimensionen (unten) der Marke Toyota. Die Werte der Prima¨rdatener-
hebung sind blau, die der Sekunda¨rdatenerhebung rot dargestellt.























































Abbildung 18: Vergleich der Imageprofile (oben) und der Bewertungen von den Po-
sitionierungsdimensionen (unten) der Marke Skoda. Die Werte der Prima¨rdatener-
hebung sind blau, die der Sekunda¨rdatenerhebung rot dargestellt.
4.7 Vergleich Prima¨r- und Sekunda¨rdaten - Energie 120
4.7 Vergleich Prima¨r- und Sekunda¨rdaten - Energie
4.7.1 Positionierung im Wahrnehmungsraum
Korrelationen Ebenso wie bei den Automarken werden fu¨r die Energie-
versorger die indivduellen Korrelationen fu¨r die einzelnen Unternehmen und
die Korrelation zwischen den gesamten Korrespondenzmatrizen berechnet. Die









Tabelle 19: Werte fu¨r den Bravais-Pearsonschen Korrelationskoeffizienten fu¨r die
Positionierung der Energieversorger im Wahrnehmungsraum
Im Fall der Energieversorger liegen sowohl fu¨r alle Unternehmen (alle Werte ¿
0,9), als auch insgesamt (0,939) besonders starke Korrelationen vor.
Vektornorm-Vergleich Die Berechnung des Frobeniusabstandes der Matri-
zen der standardisierten Residuen liefert
dF (Sprim,Ssek) = 0, 1439056 < 0, 15
und somit ist wiederum das Gu¨tekriterium (26) erfu¨llt.
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4.7.2 Individuelle Positionierung
Die Werte der Korrelationsberechnung fu¨r die individuelle Positionierung sind









Tabelle 20: Werte fu¨r den Bravais-Pearsonschen Korrelationskoeffizienten fu¨r die
individuelle Positionierung der Energieversorger
Bei den Energieversorgern liegt fu¨r das Unternehmen
”
Verbund“ eine schwache
(0,797), fu¨r die anderen Unternehmen eine starke Korrelation (Werte ¿ 0,8)
vor. Die gesamte Korrelation ist mit einem Wert von 0,713 leicht im Bereich
”
schwach“.
Wiederum werden auch die einzelnen Werte der individuellen Positionierung
betrachtet. In den Abbildungen 19 bis 24 sind die Ergebnisse fu¨r alle Unterneh-
men dargestellt. Beim Unternehmen
”
Verbund“ hat die Dimension
”
Qualita¨t“
bei den Sekunda¨rdaten mit 4,43 sogar eine leicht bessere Bewertung als bei den
Prima¨rdaten (4,12).
”
Service“, “ Innovation“ und
”
Kundenbeziehung“ sind in
beiden Erhebungen a¨hnlich, der deutlichste Unterschied zeigt sich bei
”
Preis“
(3,83 prima¨r, 3,03 sekunda¨r).
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Fu¨r
”
Wienstrom“ ist nur die
”
Kundenbeziehung“ bei den Sekunda¨rdaten (1,08)





Innovation“) u¨ber den Prima¨rdaten. Das bedeutet, dass das Un-
ternehmen im Netz deutlich besser dargestellt ist, als in der tatsa¨chlichen Wahr-
nehmung der Kunden.





a¨hnliche Bilder fu¨r beide Erhebungen, lediglich die Dimension
”
Kundenbezie-
hung“ liegt jeweils bei den Sekunda¨rdaten (1,74 bei
”
Energie AG“, 2,83 bei
”
Kelag“) deutlich unter den Prima¨rdaten (3,02 bei
”
Energie AG“, 1,22 bei
”
Kelag“).
Die beste U¨bereinstimmung der Prima¨r- und Sekunda¨rdaten zeigt sich bei der
”
Salzburg AG“.
Wie schon bei den Automarken gilt auch bei allen Energieversorgern, dass die
Reihenfolgen der Positionierungsdimensionen sowohl bei der Prima¨r- als auch
bei der Sekunda¨rdatenerhebung gleich sind. Wiederum eine Besta¨tigung, dass
die webbasierten Daten gut fu¨r eine Positionierungsanalyse geeignet sind.
















































3.14 3.03 2.84 2.79 2.48
Abbildung 19: Vergleich der Imageprofile (oben) und der Bewertungen von den Po-
sitionierungsdimensionen (unten) fu¨r den Verbund. Die Werte der Prima¨rdatener-
hebung sind blau, die der Sekunda¨rdatenerhebung rot dargestellt.


















































Abbildung 20: Vergleich der Imageprofile (oben) und der Bewertungen von den Po-
sitionierungsdimensionen (unten) fu¨r Wienstrom. Die Werte der Prima¨rdatenerhe-
bung sind blau, die der Sekunda¨rdatenerhebung rot dargestellt.
















































4.01 3.8 3.73 3.35 3.14
2.1
Abbildung 21: Vergleich der Imageprofile (oben) und der Bewertungen von den Posi-
tionierungsdimensionen (unten) fu¨r EVN. Die Werte der Prima¨rdatenerhebung sind
blau, die der Sekunda¨rdatenerhebung rot dargestellt.




















































Abbildung 22: Vergleich der Imageprofile (oben) und der Bewertungen von den Po-
sitionierungsdimensionen (unten) fu¨r Energie AG. Die Werte der Prima¨rdatenerhe-
bung sind blau, die der Sekunda¨rdatenerhebung rot dargestellt.




















































Abbildung 23: Vergleich der Imageprofile (oben) und der Bewertungen von den Po-
sitionierungsdimensionen (unten) fu¨r Kelag. Die Werte der Prima¨rdatenerhebung
sind blau, die der Sekunda¨rdatenerhebung rot dargestellt.

















































3.26 2.98 2.84 2.47
Abbildung 24: Vergleich der Imageprofile (oben) und der Bewertungen von den Posi-
tionierungsdimensionen (unten) fu¨r Salzburg AG. Die Werte der Prima¨rdatenerhe-
bung sind blau, die der Sekunda¨rdatenerhebung rot dargestellt.
4.8 Schlussfolgerung 129
4.8 Schlussfolgerung
In diesem Kapitel wurden die Ergebnisse von zwei realen Online-Befragungen
mit zwei webbasierten Datenanalysen bezu¨glich ihrer Eignung fu¨r eine Markt-
positionierung miteinander verglichen. An dieser Stelle seien nun die zentralen
Aussagen zusammengefasst:
• Sowohl fu¨r die Automarken als auch die Energieversorger zeigen die nu-
merischen Auswertungen der Korrespondenzanalyse fu¨r beide Erhebun-
gen bemerkenswert klare U¨bereinstimmungen bezu¨glich der Positionen
der Marken zu den Positionierungsdimensionen. Das wird nicht nur an-
schaulich in der grafischen Darstellung deutlich, sondern auch durch die
relevanten Kenngro¨ßen, den Tra¨gheitsanteilen und Qualita¨ten, ausge-
dru¨ckt.
• Der Bravais-Pearsonsche Korrelationskoeffizient weist in allen Fa¨llen Kor-
relationen aus. Das heuristische Gu¨tekriterium mit dem Frobenius-Abstand
fu¨r die Matrizen der standardisierten Residuen der Prima¨r- und Sekunda¨rda-
ten liegt bei beiden Studien unter dem Grenzwert von 0,15. Daher ist eine
A¨hnlichkeit der beiden Positionierungen gegeben.
• Bezieht man die negativen Bewertungen der Befragung und die negativen
Sentiments aus der Weberhebung mit ein, ergeben sich mittlere Image-
profile fu¨r jede Automarke und jedes Energieunternehmen. Es zeigt sich,
dass die Reihenfolge der Positionierungsdimensionen (und somit die Po-
sitionierung) auch hier erhalten bleibt. Wiederum wurden mit Bravais-
Pearson Korrelationen nachgewiesen.
Daher kann der Schluss gezogen werden, dass eine Positionierung, die aus Web-
daten gewonnen wird, als eine sehr gute Na¨herung an eine Positionierung aus
realen Befragungsdaten angesehen werden kann.
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5 Zusammenfassung
In diesem abschließenden Kapitel sollen die Ergebnisse dieser Arbeit im Hin-
blick auf die Forschungsfrage und die Problemstellungen, die in Kapitel 1 be-
schrieben wurden, diskutiert werden.
5.1 Zusammenfassung der Ergebnisse
Ausgangspunkt der U¨berlegungen ist die in der unternehmerischen Praxis u¨bli-
che Art, eine Marken- oder Unternehmenspositionierung mittels Marktbefra-
gung durchzufu¨hren. Die Kosten dafu¨r belaufen sich auf mehrere tausend Euro
und die Projekte dauern meist mehrere Monate. In dieser Arbeit ging es darum
zu zeigen, wie gut eine webbasierte Methode fu¨r die Positionierung von Un-
ternehmen geeignet ist, die nicht nur kostengu¨nstiger, sondern auch schneller
durchfu¨hrbar ist als eine Erhebung mittels Fragebogen.
Aus diesem Grund wurden zuna¨chst zwei reale Studien zum Thema Positionie-
rung von Automarken und von Energieversorgern mit einem Marktforschungs-
unternehmen mit je 1 000 Teilnehmern o¨sterreich-repra¨sentativ durchgefu¨hrt.
Auf diese Weise sind Referenzdaten als Kontrolle der webbasierten Ergebnisse
vorhanden. Fu¨r diese Prima¨rdatenerhebung musste ein Fragebogen erstellt und
programmiert werden und die Erhebung durch die Marktforscher durchgefu¨hrt
werden. Anschließend wurden die Daten mittels der Marketing Engineering
Software DELI fu¨r die pra¨ferenzbasierte Positionierung, sowie mit der Stati-
stiksoftware R fu¨r die wahrnehmungsbasierte Positionierung ausgewertet.
Die erste Problemstellung dieser Arbeit war eine Opinion Mining Methode auf
ihre Brauchbarkeit fu¨r Positionierungsanalysen zu testen. Es hat sich gezeigt,
dass die Pointwise Mutual Information von Peter Turney, die zu den unu¨ber-
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wachtes Klassifikationsverfahren za¨hlt, gemeinsam mit der semantischen Ori-
entierung als Maß fu¨r positive oder negative Stimmungen in Texten, sehr gut
geeignet ist.
Die zweite Problemstellung bestand darin eine Methode zu entwickeln, die
frei verfu¨gbare Daten aus dem Web extrahiert und auch fu¨r Anwender ohne
Informatikkenntnisse bedienbar ist. So wird sichergestellt, dass die Methode
auch in Unternehmen in den Marketing-Abteilungen eingesetzt werden kann.
Im Rahmen dieser Arbeit wurde dafu¨r ein Prototyp der Software WebPos ent-
wickelt. Dieses Programm beno¨tigt lediglich eine einfache Textdatei mit den
Markennamen, die positioniert werden sollen, als Eintra¨ge in jeder Zeile. Die-
se Datei kann auf jedem System (Windows, Mac, Linux) mit einem einfachen
Texteditor erstellt werden. Anschließend erstellt WebPos die notwendigen Such-
abfragen, fu¨hrt diese (standardma¨ßig mit Google) aus und berechnet aus den
Ergebnissen Imageprofile und eine Korrespondenzanalyse. Als Ausgabe wird
ein Radar-Charts mit den Profilen der Marken zu den Positionierungsdimen-
sionen und eine Martlandkarte angezeigt.
Die Erhebung der webbasierten Daten dauerte vom Erstellen der Inputfiles bis
zur Darstellung der Ergebnisse als Imageprofile und Perceptual Maps keine
fu¨nf Minuten und kostete null Euro. Somit sind auch die Anforderungen an
eine rasche Erhebungsgeschwindigkeit und Kostenfreiheit erfu¨llt.
Die zentrale Forschungsfrage dieser Dissertation war, wie gut diese aus dem
Web gewonnenen Daten fu¨r die Messung einer Positionierung sowie der Ablei-
tung von Positionierungsstrategien geeignet sind.
Um diese Frage zu beantworten wurden die Daten der Prima¨r- und Sekunda¨rda-
tenerhebung mit Hilfe des Bravais-Pearsonschen Korrelationskoeffizienten ver-
glichen. Sowohl auf der einzelnen Markenebene (Vergleich der Marken unter-
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einander) als auch der Gesamtvergleich liegt eine Korrelation vor. Zusa¨tzlich
wurde ein eigenes Gu¨tekriterium entwickelt, anhand dessen sich die Prima¨r-
und Sekunda¨rdaten miteinander vergleichen lassen. Durch die unterschiedliche
Natur der Daten, die Prima¨rdaten liegen individuell, die Sekunda¨rdaten nur
aggregiert vor, musste eine Methode ausgewa¨hlt werden, die in beiden Fa¨llen
anwendbar ist. Unter den multivariaten Analyseverfahren ist die Korrespon-
denzanalyse dafu¨r das geeignete Mittel. Diese beruht auf einer Zerlegung von
Matrizen in Singula¨rwerte, dabei handelt es sich um ein Teilgebiet der linearen
Algebra. Dieser Umstand wurde auch fu¨r das Gu¨tekriterium ausgenutzt. Da
sich Matrizen als Elemente eines Vektorraumes auffassen lassen, kann A¨hnlich-
keit mit der Na¨he der Matrizen in diesem Raum gleichsetzen.
Als geeignetes Maß dient der Frobenius-Abstand, der aus der gleichnamigen
Norm abgeleitet wird. Tests mit verschiedenen Konfigurationen haben einen
Wert fu¨r den Frobenius-Abstand ergeben, ab dem man zwei Positionierungs-
matrizen als a¨hnlich bezeichnen kann.
Fu¨r beide Studien wurden die Positionierungsmatrizen fu¨r die Prima¨r- und
Sekunda¨rdaten berechnet. In beiden Fa¨llen lag der Frobenius-Abstand unter
dem Grenzwert und man kann von A¨hnlichkeit der Positionierungen sprechen.
Abschließend wurden die Imageprofile der Webdaten mit denen der empirischen
Erhebung verglichen. Es zeigte sich, dass die Reihenfolge der Positionierungs-
dimensionen auch im Web erhalten blieb. Einzig die Sta¨rke der Auspra¨gungen
war im Web teilweise unterschiedlich. Vor allem bei den Energieversorgern zeigt
sich, dass die Unternehmen im Web bessere Werte hatten als bei der Befragung.
Die Problemstellungen der Arbeit sind somit erfu¨llt und auch die Forschungs-
frage wurde ausreichend beantwortet.
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5.2 Implikationen der Arbeit
Diese Arbeit zeigt, dass die webbasierte Erhebung von Daten fu¨r Unterneh-
men eine sinnvolle Erga¨nzung zu einer Positionierungsstudie auf Grundlage
einer Marktforschung ist. In der Praxis kann eine solche Webstudie einerseits
als Vorstudie einer Marktforschung eingesetzt werden, oder dazu dienen, die
Ergebnisse von Marketingmaßnahmen zu u¨berpru¨fen.
Durch die einfache Handhabung der WebPos Software kann diese in jedem Un-
ternehmen von Marketing-Managern bedient werden. Weiters ist der Anzahl an
Studien, die man in einem Jahr durchfu¨hren mo¨chte, kein Limit gesetzt. Gerade
wenn sich ein Unternehmen in einem Markt befindet, in dem neue Marktteil-
nehmer eintreten werden, lassen sich mit dieser Methode rasch Abbildungen
des Marktgeschehens generieren.
Einen weiterem interessanten Aspekt stellt die Zeitentwicklung der Positio-
nierung dar. Mit Hilfe der webbasierten Analyse kann man in regelma¨ßigen
Absta¨nden ein Bild des Marktes betrachten und untersuchen, in wie weit ak-
tuelle Ereignisse die Positionierung von Unternehmen positiv oder negativ be-
einflussen.
5.3 Limitationen
Natu¨rlich ko¨nnen die Webdaten eine echte Marktforschung nicht ersetzen. Das
beginnt schon dann, wenn das Ergebnis auch eine Segmentierung beinhalten
soll. Durch das Fehlen sa¨mtlicher beschreibender Variablen einerseits, und des
Operierens auf einer aggregierten Datenbasis andererseits ist es unmo¨glich, den
Markt detailreich zu betrachten.
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Ein weiteres Hindernis stellen mehrdeutige Markennamen dar. Die Automarken
sind weltweit eindeutig, jedoch mu¨sste beispielsweise eine Studie fu¨r Marken
am o¨sterreichischen Lebensmittelsektor mit Markennamen wie
”
Merkur“, der
auch fu¨r einen Gott, einen Planeten oder eine Versicherung stehen kann, klar-
kommen. Die WebPos Software mu¨sste dahingehend erweitert werden, dass die
Suche kontextbezogen zur jeweiligen Branche la¨uft.
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A Praktische Berechnung der Korrespondenz-
analyse in R
Die Korrespondenzanalyse kann direkt u¨ber eine Singula¨rwertzerlegung oder
mit dem R-Paket ca berechnet werden.
A.1 Singula¨rwertzerlegung
data.P <- data/sum(data.N) # Korrespondenzmatrix P
data.r <- apply(data.P,1,sum) # Zeilenmassen
data.c <- apply(data.P,2,sum) # Spaltenmassen
data.Dr <- diag(data.r) # Diagonalmatrix D_r
data.Dc <- diag(data.c) # D_c
data.Drmh <- diag(1/sqrt(data.r)) # D_r^-1/2
data.Dcmh <- diag(1/sqrt(data.c)) # D_c^-1/2
data.P <- as.matrix(data.P)
data.S <- data.Drmh %*% (data.P-data.r%*% t(data.c))%*%data.Dcmh
%*% bezeichnet die Matrixmultiplikation in R, t() berechnet die Transponier-
te einer Matrix. Die Singula¨rwertzerlegung in R wird mit dem Befehl svd()
berechnet, als Ergebnis erha¨lt man die Diagonalmatrix der Singula¨rwerte Dα,






Die Standardkoordinaten X,Y und die Hauptkoordinaten F,G bekommt man
mit:
P.X <- Drmh %*% d.svd$u
P.Y <- Dcmh %*% d.svd$v
P.F <- Drmh %*% d.svd$u %*% diag(d.svd$d)
P.G <- Dcmh %*% d.svd$v %*% diag(d.svd$d)
Fu¨r die Berechnung des Zeilen- und Spalten-χ2 in R beno¨tigt man eine kleine






































cj. Daher kann man die R-Funktion dist() verwenden,
um die χ2 Distanz zu berechnen:






Damit hat man alle Werte, die auch das fertige ca-Paket zur Verfu¨gung stellt.
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A.2 Das Paket ca
Meistens wird zur Berechnung einer CA in R das Paket ca verwendet. Die Be-
deutung der ausgegebenen Werte ist jedoch nicht offensichtlich und auch die
Dokumentation des Paketes von Nenadic und Greenacre [Nenadic07] gibt kei-
nen vo¨lligen Aufschluss daru¨ber, wie die Werte bestimmt werden. Aus diesem
Grund wird an dieser Stelle eine genaue Erkla¨rung vorgenommen.
Die Berechnung der CA fu¨r eine Datenmatrix data und eine Darstellung in 2
Dimensionen (nd=2) ist denkbar einfach:
cd <- ca(data,nd=2) # CA rechnen
Es gibt mehrere Mo¨glichkeiten, sich eine Detailansicht der Ergebnisse anzuse-
hen [Nenadic07]. Mit names(cadata) oder str(cadata) lassen sich alle vor-
handenen Werte, die von ca() zuru¨ckgegeben werden, anzeigen. Der Output ist
in R als Liste strukturiert, auf deren Elemente mit dem $-Operator zugegriffen
werden kann. Das ca-Paket bietet folgende Werte:
• sv: Singula¨rwerte
• nd: Anzahl der Dimensionen (Input-Parameter)
• rowmass,colmass: Zeilen- und Spaltenmassen
• rowdist,coldist: Zeilen- und Spalten χ2 Abstand zu den Centroiden
• rowinertia,colinertia: Zeilen- und Spaltentra¨gheiten
• rowcoord,colcoord: Standardkoordinaten fu¨r die Zeilen- und Spalten-
profile
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Eine Zusammenfassung der wichtigsten Kenngro¨ßen entha¨lt die Standardaus-
gabe des cd-Objektes. Diese ist hier beispielhaft fu¨r die Prima¨rdaten gezeigt:
> cd
Principal inertias (eigenvalues):
1 2 3 4 5
Value 0.049252 0.004359 0.000917 0.000344 3.8e-05
Percentage 89.7% 7.94% 1.67% 0.63% 0.07%
Rows:
VW BMW Audi Toyota Mazda Skoda
Mass 0.160534 0.174351 0.174812 0.166931 0.167443 0.155929
ChiDist 0.135376 0.226218 0.209751 0.137655 0.150710 0.426677
Inertia 0.002942 0.008922 0.007691 0.003163 0.003803 0.028387
Dim. 1 -0.524986 -1.016051 -0.872387 0.034747 0.656382 1.912575
Dim. 2 0.321955 -0.067475 1.090967 -2.069847 0.124406 0.603202
Columns:
Qualitaet Preis Image Innovation Service KB
Mass 0.215240 0.102349 0.201474 0.169080 0.172765 0.139092
ChiDist 0.073631 0.619294 0.186468 0.188545 0.067914 0.069709
Inertia 0.001167 0.039253 0.007005 0.006011 0.000797 0.000676
Dim. 1 -0.316399 2.785868 -0.781651 -0.574718 0.080216 0.170882
Dim. 2 0.235719 -0.327627 0.735787 -2.101926 0.725744 0.464194
Principal inertias (eigenvalues)
















Dim.1: Erste Komponente der Standardkoordinate der Zeilenxi1
cd$rowcoord[,1]









Dim.1: Erste Komponente der Standardkoordinate der Spalten yi1
cd$colcoord[,1]
Dim.2: Zweite Komponente der Standardkoordinate der Spalten yi2
cd$colcoord[,2]
Eine detailliertere Ausgabe mit mehr Informationen zu den Parametern der
CA liefert der Befehl summary(), der wieder beispielhaft fu¨r die Prima¨rdaten
gezeigt wird:
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>summary(cd)
Principal inertias (eigenvalues):
dim value % cum% scree plot
1 0.049252 89.7 89.7 *************************
2 0.004359 7.9 97.6 **
3 0.000917 1.7 99.3
4 0.000344 0.6 99.9




name mass qlt inr k=1 cor ctr k=2 cor ctr
1 | VW | 161 765 54 | -117 741 44 | 21 25 17 |
2 | BMW | 174 994 162 | -225 994 180 | -4 0 1 |
3 | Audi | 175 970 140 | -194 852 133 | 72 118 208 |
4 | Toyt | 167 989 58 | 8 3 0 | -137 986 715 |
5 | Mazd | 167 937 69 | 146 934 72 | 8 3 3 |
6 | Skod | 156 998 517 | 424 990 570 | 40 9 57 |
Columns:
name mass qlt inr k=1 cor ctr k=2 cor ctr
1 | Qltt | 215 954 21 | -70 909 22 | 16 45 12 |
2 | Pres | 102 998 715 | 618 997 794 | -22 1 11 |
3 | Imag | 201 933 128 | -173 865 123 | 49 68 109 |
4 | Innv | 169 999 109 | -128 458 56 | -139 542 747 |
5 | Srvc | 173 567 15 | 18 69 1 | 48 498 91 |
6 | KB | 139 489 12 | 38 296 4 | 31 193 30 |
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Principal inertias (eigenvalues)









qlt: Qualita¨t der Zeilen Qi
(cd$rowcoord[,1]*cd$sv[1])∧2/cd$rowdist∧2
+ (cd$rowcoord[,2]*cd$sv[2])∧2/cd$rowdist∧2
inr: Tra¨gheitsanteil der Zeilen φ2i
cd$rowinertia/sum(cd$rowinertia)
k=1: Erste Komponente der Hauptkoordinaten der Zeilen fi1
cd$rowcoord[,1]*cd$sv[1]
cor: Kontribution der Zeilen der Dimension 1 κi1
(cd$rowcoord[,1]*cd$sv[1])∧2/cd$rowdist∧2
ctr: Streuungsanteil der Zeilen der Dimension 1 γi1
(cd$rowmass*cd$rowcoord∧2)[,1]
k=2: Zweite Komponente der Hauptkoordinaten der Zeilen fi2
cd$rowcoord[,2]*cd$sv[2]
cor: Kontribution der Zeilen der Dimension 2 κi2
(cd$rowcoord[,2]*cd$sv[2])∧2/cd$rowdist∧2
ctr: Streuungsanteil der Zeilen der Dimension 2 γi2
(cd$rowmass*cd$rowcoord∧2)[,2]
22Fu¨r eine bessere Lesbarkeit ist es in der CA ist es u¨blich, die Kenngro¨ßen in Promill-
Schreibweise anzugeben. Dazu werden alle folgenden Gro¨ßen mit 1000 multipliziert und auf
null Nachkommastellen gerundet.




qlt: Qualita¨t der Spalten Qj
(cd$colcoord[,1]*cd$sv[1])∧2/cd$coldist∧2
+ (cd$colcoord[,2]*cd$sv[2])∧2/cd$coldist∧2
inr: Tra¨gheitsanteil der Spalten φ2j
cd$colinertia/sum(cd$colinertia)
k=1: Erste Komponente der Hauptkoordinaten der Spalten gj1
cd$colcoord[,1]*cd$sv[1]
cor: Kontribution der Spalten der Dimension 1 κj1
(cd$colcoord[,1]*cd$sv[1])∧2/cd$coldist∧2
ctr: Streuungsanteil der Spalten der Dimension 1 γj1
(cd$colmass*cd$colcoord∧2)[,1]
k=2: Zweite Komponente der Hauptkoordinaten der Spalten gj2
cd$colcoord[,2]*cd$sv[2]
cor: Kontribution der Spalten der Dimension 2 κj2
(cd$colcoord[,2]*cd$sv[2])∧2/cd$coldist∧2
ctr: Streuungsanteil der Spalten der Dimension 2 γj2
(cd$colmass*cd$colcoord∧2)[,2]
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B Ergebnisse der Singula¨rwertzerlegung
Hier sind die wichtigsten Matrizen fu¨r die Prima¨r- und Sekunda¨rdatenerhebung




0, 012 −0, 050 0, 000 0, 004 0, 013 0, 009
0, 010 −0, 083 0, 037 0, 024 −0, 007 −0, 004
0, 014 −0, 071 0, 047 −0, 007 0, 004 −0, 011
−0, 007 0, 010 −0, 017 0, 048 −0, 015 −0, 015
−0, 005 0, 054 −0, 018 −0, 019 −0, 009 0, 012




0, 079 −0, 048 −0, 026 −0, 038 −0, 006 −0, 002
0, 004 −0, 084 0, 026 0, 061 −0, 019 −0, 011
−0, 008 −0, 092 0, 071 −0, 013 0, 019 −0, 036
−0, 008 0, 024 −0, 016 0, 062 −0, 035 −0, 004
−0, 016 0, 042 −0, 025 −0, 022 0, 017 0, 041





−0, 210 0, 129 0, 865 0, 094 0, 144 0, 401
−0, 424 −0, 028 −0, 144 −0, 193 −0, 766 0, 418
−0, 365 0, 456 −0, 455 0, 321 0, 418 0, 418
0, 014 −0, 846 −0, 121 0, 246 0, 207 0, 409
0, 269 0, 051 −0, 092 −0, 814 0, 294 0, 409




−0, 173 0, 706 0, 472 −0, 245 0, 066 0, 430
−0, 353 −0, 409 0, 109 0, 214 0, 685 0, 426
−0, 364 0, 067 −0, 730 −0, 201 −0, 262 0, 471
0, 041 −0, 558 0, 436 −0, 278 −0, 528 0, 376
0, 217 0, 139 0, 016 0, 842 −0, 299 0, 367




−0, 147 0, 109 0, 136 −0, 172 0, 839 −0, 464
0, 891 −0, 105 −0, 301 0, 006 0, 043 −0, 320
−0, 351 0, 330 −0, 712 −0, 024 −0, 242 −0, 449
−0, 236 −0, 864 0, 020 0, 087 −0, 141 −0, 411
0, 033 0, 302 0, 424 0, 722 −0, 184 −0, 416




−0, 239 0, 503 0, 552 −0, 285 −0, 034 −0, 551
0, 892 −0, 126 0, 043 −0, 294 −0, 097 −0, 300
−0, 276 −0, 164 −0, 603 −0, 165 −0, 487 −0, 519
−0, 194 −0, 802 0, 361 0, 064 0, 268 −0, 336
0, 083 0, 236 −0, 405 0, 276 0, 724 −0, 415





0, 222 0 0 0 0 0
0 0, 066 0 0 0 0
0 0 0, 030 0 0 0
0 0 0 0, 019 0 0
0 0 0 0 0, 006 0




0, 278 0 0 0 0 0
0 0, 112 0 0 0 0
0 0 0, 096 0 0 0
0 0 0 0, 041 0 0
0 0 0 0 0, 003 0






0, 086 0, 0587 −0, 015 −0, 057 −0, 046 −0, 042
−0, 019 −0, 0528 0, 048 −0, 022 0, 024 0, 014
−0, 022 −0, 0438 0, 031 −0, 003 0, 026 0, 010
0, 007 −0, 0537 0, 016 −0, 008 0, 020 0, 021
0, 001 0, 0089 −0, 006 −0, 012 0, 017 −0, 011




0, 120 0, 081 −0, 005 −0, 070 −0, 073 −0, 081
−0, 022 −0, 092 0, 053 0, 026 0, 039 −0, 014
−0, 035 −0, 037 0, 028 0, 005 0, 040 −0, 008
0, 013 −0, 054 0, 001 −0, 050 0, 045 0, 054
−0, 028 0, 042 0, 024 −0, 030 −0, 004 −0, 015





0, 165 0, 839 −0, 073 −0, 248 0, 082 0, 442
−0, 436 −0, 187 0, 284 −0, 544 −0, 521 0, 356
−0, 300 −0, 236 0, 186 −0, 115 0, 815 0, 377
−0, 322 −0, 125 −0, 775 0, 296 −0, 130 0, 418
−0, 009 0, 061 0, 523 0, 717 −0, 195 0, 413




−0, 839 0, 073 −0, 043 0, 302 0, 070 0, 439
0, 310 −0, 428 −0, 428 0, 473 −0, 424 0, 366
0, 207 −0, 238 −0, 259 −0, 152 0, 814 0, 385
0, 128 −0, 344 0, 827 −0, 036 −0, 074 0, 418
−0, 105 −0, 001 −0, 247 −0, 796 −0, 383 0, 384




0, 112 0, 676 −0, 525 0, 194 0, 206 0, 419
0, 654 0, 312 0, 465 −0, 045 −0, 289 0, 416
−0, 490 −0, 029 0, 303 −0, 622 0, 165 0, 502
0, 456 −0, 536 −0, 296 −0, 036 0, 524 0, 375
−0, 325 −0, 241 0, 348 0, 752 0, 007 0, 388




−0, 570 −0, 126 0, 319 0, 614 0, 062 0, 420
−0, 438 0, 560 −0, 084 −0, 544 0, 147 0, 412
−0, 026 −0, 508 −0, 443 −0, 191 −0, 506 0, 502
0, 462 0, 481 −0, 421 0, 485 0, 050 0, 374
0, 330 −0, 390 0, 137 −0, 191 0, 724 0, 399





0, 172 0 0 0 0 0
0 0, 157 0 0 0 0
0 0 0, 031 0 0 0
0 0 0 0, 025 0 0
0 0 0 0 0, 005 0




0, 229 0 0 0 0 0
0 0, 190 0 0 0 0
0 0 0, 089 0 0 0
0 0 0 0, 071 0 0
0 0 0 0 0, 014 0





Fragen fu¨r die Pra¨ferenzmap
Bitte reihen Sie die folgenden Automarken nach Attraktivita¨t und beginnen Sie







Welche Punkte sind Ihnen im Zusammenhang mit einer Automarke wichtig?
Bitte reihen Sie folgende Eigenschaften im Zusammenhang mit einer Automar-







• Beziehung zum Ha¨ndler
Imageprofile
Bitte beurteilen Sie auf einer Skala von 1-7 die folgenden Automarken hinsicht-








Bitte beurteilen Sie auf einer Skala von 1-7 die folgenden Automarken hinsicht-









Bitte beurteilen Sie auf einer Skala von 1-7 die folgenden Automarken hinsicht-
lich Serviceangebot, wobei 1...schlechtes Serviceangebot, 7...sehr gutes Service-







Bitte beurteilen Sie auf einer Skala von 1-7 die folgenden Automarken hin-
sichtlich Kundenbeziehung, wobei 1...schlechte Kundenbeziehung, 7...sehr gute








Bitte beurteilen Sie auf einer Skala von 1-7 die folgenden Automarken hinsicht-








Bitte beurteilen Sie auf einer Skala von 1-7 die folgenden Automarken hin-











Fragen fu¨r die Pra¨ferenzmap








Welche Eigenschaften sind Ihnen im Zusammenhang mit einem Stromanbieter
wichtig? Bitte reihen Sie diese Eigenschaften nach Wichtigkeit und beginnen









Bitte beurteilen Sie Ihren derzeitigen Stromanbieter hinsichtlich der folgenden
Werte/Aussagen auf einer Skala von 1-5. Dabei gilt 1...trifft vollkommen zu,
5...trifft u¨berhaupt nicht zu.
• hat ein sehr gutes Markenimage
• bietet Leistungen von sehr guter Qualita¨t
• hat sehr gute Serviceleistungen
• hat fortlaufend innovative Lo¨sungen
• hat sehr gu¨nstige Tarife
• hat gute Beziehungen zu seinen Kunden
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