Objective. A pilot study aimed to determine the extent to which each of three data sources could provide complete and reliable data for valid assessment of clinical performance.
There is an increasing consensus that care provision should be made transparent, both for external (accountability to society) and internal purposes (learning from mistakes and gaps in performance) [1] . In the UK, Clinical Governance demands the quality of clinical performance to be assessed and efforts have been made to produce useful indicators to this task [2, 3] . Recently, there has been growing optimism about the potential of measuring quality [4] . The Wrst statement of a National Roundtable on Health Care Quality in the United States was that quality could be deWned and measured with a degree of scientiWc accuracy comparable to that of most measures in clinical medicine [5] . Schuster and colleagues demonstrated that it is possible to clearly describe many aspects of the quality of care [6] . Despite encouraging developments in the Weld of quality measurement, many methodological problems have not been solved satisfactory [7] [8] [9] [10] . For instance, the data sources used to assess physicians' performance are variously criticized for being biased, subjective, incomplete, or cumbersome and expensive [11] [12] [13] [14] [15] .
Valid performance assessment requires data from everyday practice, including relevant clinical details. Commonly used 'objective' data sources, like medical records and databases from pharmacies or health insurance companies, are said to be incomplete and miss the link with relevant clinical details. Examples of alternative methods are observation and physician self-reports. Observation, however, is a time-consuming activity and it is not known whether it produces a complete set of data for performance assessment. Data may be missed, especially if video-or audiotape is used instead of direct observation. The physician, on the other hand, is aware of most aspects of performance during consultations, and may therefore be an ideal data source for performance assessment. However, performance assessment that makes use of the physicians themselves is usually regarded as subjective [11, 16, 17] . Adams and colleagues showed that physicians generally overestimate their guideline adherence [16] . This is explained by the phenomenon of social desirability, meaning that physicians feel a pressure to adhere to the guidelines and respond in a socially desired way. Another source of bias is the awareness of being observed or having your performance assessed, causing diversion from usual behaviour [18] . Observation is suggested to be a golden standard [19, 20] , but suffers from this bias too. Some authors indicate the subjectivity and suggestibility of implicit judgements by physicians and observers in performance assessment, and therefore stress the need for explicit review criteria [21] . Objectivity in performance assessment increases when a set of rigorously developed criteria is used. Data may be collected by physicians or observers, but performance is assessed by comparing the performance data with explicit review criteria, and not necessarily or preferably by the physicians or observers.
On behalf of a study assessing everyday performance of physicians with explicit medical review criteria, we aimed to perform a pilot study to explore the use of physician self-recording as a method of data collection for performance assessment. A structured method of self-recording was compared with medical record review and direct observation, because they are considered to be complete and objective [19, 20] . We sought to see how self-recording compared with these two other methods in terms of data completeness and agreement.
Materials and methods
A comparison was made between: (i) data collected for performance assessment by means of family physician selfrecording; (ii) data collected routinely as part of the patient's medical record; and (iii) data collected by an independent observer in the consulting room.
A convenience sample of family physicians practising in one district and known not to have previously participated in (quality of care) research was approached directly for participation. One physician refused because of lack of time, but seven others agreed. Their mean age was 47 years; none of them had academic interests; six were practising in cities, one in a small village; Wve were male; six had many years of practising experience; two had been GP trainers; and Wve used computerized medical records.
Clinical decisions made by these physicians in consultations were assessed over a period of 2 weeks. This assessment was carried out using explicit medical review criteria derived from national, evidence-based guidelines for family practice. In the Netherlands, the Dutch College of Family Physicians has produced these evidence-based practice guidelines since 1989 [22] . So far, just over 70 guidelines have been developed and updated, using a rigorous method that combines analysis of scientiWc literature, consensus discussions, and the testing of the guidelines by regular family physicians. However, no consideration has yet been given to how use of these guidelines could be monitored. Fifteen of these guidelines were selected in such a way that important areas of family practice were covered (see Appendix Table 1 ). Recommendations for appropriate clinical decision-making were extracted from these guidelines and used to deWne criteria for medical review or appropriateness. Criteria and recommendations were selected when they were found to be important to the purpose of review by a panel of Wve expert family physicians. Their expertise was based on their experience as Wnal editors of the Dutch College's guidelines. As recommendations are intended to guide clinical decisions by deWning how to act under speciWc case conditions or existent clinical details, each criterion was constructed by relating clinical actions to relevant and speciWc clinical details using 'if then' algorithms [23, 24] . In this way different cases meet different-yet more speciWed-criteria and thus certain aspects of case-mix are accounted for. The process of selecting key recommendations from the guidelines and translating these into clinical actions and review criteria was also performed with the help of the expert panel. Thus, for the 15 clinical practice guidelines selected, 206 performance indicators were constructed for the assessment of various diagnostic and therapeutic decisions. Each indicator consists of a clinical action and none, one, or more relevant clinical details. For the condition angina pectoris, for instance, the following decision is being reviewed: did the physician have an electrocardiogram (ECG) performed (clinical action) for the right reasons? According to the national guideline, a clinical detail relevant to this decision is whether a recent infarction is suspected from the medical history. If this is the case, carrying out an ECG is the appropriate thing to do.
The indicators covered six areas, representing the Weld of decision making in family practice (see Appendix Table 1 ).
Procedures
SpeciWc structured recording forms were carefully developed [25] to collect data on the decisions made and on the clinical details relevant to these decisions. Appendix Table 2 shows an example of such a recording form for the review of clinical decisions made in consultations with patients who suffer from angina pectoris. Both clinical details and decisions are listed, without any indication as to the appropriate performance in a speciWc case. Each form contained a description of the criteria for cases to be included; the physician and the observer/record reviewer had to decide independently whether the case matched the criteria.
Over a period of 2 weeks, performance was detailed on the recording forms by the seven family physicians as well as by two carefully instructed senior medical students serving as non-participating observers and medical record examiners. In order to limit the burden for the practices and because observation of practices is very time-consuming, the duration of recording was limited to 2 weeks.
The students were trained by scoring audiotaped consultations. A consensus procedure was applied using repetitive cycles of independent scoring, comparison of the scores, reaching consensus, and scoring again until 95% agreement was reached.
This took two cycles, containing 29 consultations. The medical record was reviewed at the end of every day of observation.
The family physicians were instructed to perform and keep records as usual. In addition, they had to complete the structured recording form immediately after Wnishing the consultation. Only those cases were recorded where, Wrstly, the patient did not object to the presence of the observer and secondly, the reason for encounter matched the criteria of enclosure. Family physicians and observers were kept blind from the exact review criteria. All patients were informed prior to the consultation and an ethics committee was consulted.
Analysis
Complete data yield (100%) means that all items on the recording forms (actions or decisions and clinical details) have been scored. Completeness of data for the review of clinical decisions was therefore analysed by calculating the percentage of the number of items actually scored (meaning that they were not left open or scored with a '?') and the maximum number of items on the form (Table 1) . Moreover, scores (%) of decisions that could actually be reviewed were calculated. A clinical decision could be reviewed when both data on actions performed and data on relevant clinical details were available and complete for evaluation of adherence to the guideline's recommendation ( Table 2) .
The reliability of data collection was analysed by calculating the Kappa agreement between data obtained from the three sources [26, 27] . Kappa agreement between the review results derived from the three data sources was also calculated (Table 3) .
Finally, all calculations were repeated for two subgroups of clinical conditions: diabetes mellitus and hypertension versus the remaining conditions. The aim of this procedure was to explore to what extent completeness of recording was condition-speciWc [28] . Diabetes mellitis and hypertension were chosen because they accounted for up to 58% of conditions encountered.
Results
Fifty-one out of 1015 patients objected to participation. In 168 cases of the remaining 964 patients, the physicians and 
Completeness of raw data
The availability of data varied with the source used ( Table 1) . Whereas medical records provided 40% of the required data for decision review, 72% was obtained by the observer and 95% by self-recording. Data on giving information and advice to patients was lacking from the medical records, as are data on diagnostic examinations such as history taking and physical or instrumental examinations. Information on the prescribing of medicine and on referral could be extracted from the medical records in 96% and 91% of cases, respectively. Twenty-eight per cent of the data on diagnostic decisions could be derived from the medical record, whereas the observer picked up twice as much. With self-recording or observation, clinical details appeared to be somewhat less available than clinical actions or decisions. For the medical records, the reverse was the case. Patient-related details were not readily captured by the observer or from the medical record.
Completeness of decision review data
Using medical records, only 9% of decisions could be reviewed. In decision review based on observation and self-recording data, this was 46% and 69%, respectively (Table 2) .
About one quarter of the decisions on referral and prescription could be reviewed validly with the use of data from the medical records. Less than 10% of the remaining types of decisions could be reviewed. The latter could be reviewed in about half the cases where data from observation were used. Sixty to eighty per cent of all types of clinical decisions could be reviewed using the data obtained by physicians' self-recording (Table 2) .
Scores for completeness of data and completeness of review showed no signiWcant differences between cases of hypertension or diabetes (n = 97) and cases of the remaining conditions (n = 71).
Agreement concerning data collected and decision review results
Agreement between data obtained from self-recording and data obtained by observation could be computed for 1409 of 1631 clinical decisions, and for 445 of 1022 clinical details (Table 3) . Agreement appeared to be good (Kappa scores were 0.67 and 0.79, respectively). For 222 decisions and 567 clinical details, agreement could not be computed because data from either observation or (less frequently) self-recording were lacking.
Calculations of Kappa scores between data from selfrecording and data from medical records showed the same tendency: agreement was almost perfect (0.81 and 0.86), but this concerned only one-third of the data. The overall Kappa score of all data pairs involved for comparison of the three sources amounted to 0.79.
The calculation of Kappa scores between results of decision review based on data from self-recording compared with review results based on medical records or on observation and between medical records and observation were 0.75, 0.93, and 0.87, respectively (Table 3) . These calculations could only be made from a small number of data pairs (620, 125, and 101, respectively), because only for these cases was all the necessary information available. The overall Kappa score was also 0.79.
Discussion

Principal finding
Physician self-recording clearly provides a more complete set of data elements than observation and medical record examination. Moreover, agreement between results from review using the three methods of data collection appears to be good. Therefore self-recording may be a valid and reliable source for performance review. ................................................................................................................................................................................................................. 
Potential weaknesses of the study
Our study design had some limitations. Firstly we used a small and select sample of family physicians, characterized by ready acceptance of observation of their practice. Theoretically, physicians that are at ease while being observed may be less afraid to show their performance and likewise are less inclined to fake a self recording-based performance review compared with physicians who object to observation. Secondly, observation bias was hard to avoid. The participating physicians understood that not only their clinical decisions were the focus of interest, but also their self-recordings and medical records. Therefore we cannot be sure whether physicians generally record similarly to the physicians in our study. However, in succession to the present study, self-recording without observation was performed by 200 family physicians. This allowed review of the same percentage of decisions as in the current pilot. Thirdly, for practical reasons the observers also performed the medical record review, whereas it would have been more prudent to have this review performed by others blinded to the observation. Blinding might have resulted in a less positive Kappa score between both data sources. In future, research-anonimized hard copies of the medical record could be taken from the practice and reviewed by an independent reviewer. Although criteria and recommendations only covered a part of clinical practice in family medicine, it is unlikely that recording of decisions and clinical detail will differ much for conditions not studied in this pilot.
Since this was a Wrst exploration of the method of selfrecording, we acknowledge that the study needs to be replicated in a larger group of physicians. It needs no explaining, however, that observation of clinical practice on a large scale is a highly time consuming and very expensive activity. Additional methods may be considered in future studies, such as patient questionnaires in which patients report on the case received, or the observer questioning the physician about the justiWcation for clinical decisions. We considered the last option, but did not include it in the comparison because we were afraid that it would inXuence performance.
Pros and cons of self-recording
The most signiWcant advantage of self-recording is the increased data yield, leading to more complete clinical decision review. Compared with medical records, self-recording provides more information on more areas of clinical performance or decision making. Unlike medical records, self-recording offers potential to the assessment of diagnostic performance (58-74% of cases) and patient education (82-83% of cases). This contrasts sharply to the shortcomings of medical records, whether computerized or not, in performance review, as demonstrated previously by others [29, 30, 31] .
Rethans and colleagues' Wndings were very similar to ours [11] . In their study, 32% of all actions taken by Dutch general physicians were in the medical record, and again diagnostics and patient education scored lowest. Medication and therapy was recorded in 68% of cases, history in 29%, physical examination in 31%, and guidance and advice in 22%. Wilson and McDonald found that no more than ∼30% of advice given could be retrieved from the patients' notes [32] .
In using self-recording, the validity of performance assessment is not only made stronger by increased data yield of clinical actions or decisions, but also by the gain of detailed clinical information. As many decisions depend on the clinical details of a case, they can only be reviewed validly when information on these details is available. Routinely collected data and even medical record data are often too global and unspeciWc to be related to the complex setting of doctor-patient contacts and decision making. Additionally collected relevant clinical details may be helpful to adjust for differences in case-mix and clinical severity, thus increasing the validity of performance scores or physicians' proWles. Many of the concerns expressed with respect to physician proWling and public disclosure have to do with this aspect of validity [8, 33] .
It is not surprising that self-recording leads to increased data yield. Firstly, a preformatted form functioning like a data checklist guides recording, and secondly the family physician is considered to be an expert on the clinical data of the case he or she has just encountered. It is therefore more or less surprising that even with the use of self-recording, ∼30% of clinical decisions cannot be reviewed! This is probably due to the fact that most decisions depend on clinical details, some of which (6-13%) cannot be reproduced by the physician (Table 1) . In other words, the physician does not recognize some of the clinical details that have essential positions in guideline recommendations.
There are some potential disadvantages of the method of self-recording. Firstly, the self-recording physician is aware of the fact that his or her performance is being studied, which is likely to inXuence both practice and recording, and probably to improve both [33] [34] [35] . It is, however, to be expected that this effect wears off with repeated or prolonged self-recording, in the same way as was suggested for video observation [36] . The effect needs to be studied and quantiWed. Probably only a selection of decisions that can be reviewed with the use of medical records would be most suitable to track the effects of self-recording (and observation) on the level of performance. A second disadvantage of self-recording is that the form itself may direct the physician's behaviour by giving clues on how to adhere best to the current guideline. It is generally suggested that the use of close-ended scoring forms biases performance upwards. Moreover there could be learning effects. There is also the possibility of the physician gaming the score or being selective when deciding which cases to enclose [33, 37] . Measures that can be taken to counteract these phenomena are: (i) to instruct physicians not to use the recording form until after the consultation; (ii) not to record more than two cases of the same clinical condition in order to reduce the learning effect; (iii) to record consequent cases, making sure no cases are inappropriately excluded from review; (iv) to construct recording forms that do not reveal the medical review criteria or the guidelines that underlie them, i.e. forms contain the lowest number of clues possible on how to adhere to the guideline; (v) to emphasize the conWdentiality of the review results; and (vi) to reassure the physician that the review results serve no selective goals, only educational and scientiWc ones [38] .
Improved medical recording for quality of performance assessment
Data on the quality of clinical performance need to be valid and detailed. Physicians have Wrst rank knowledge of what is decided and performed in relation to (details of) the presented conditions during consultations. They routinely keep records of their consultation as well. Unfortunately, medical records are not kept for the purpose of clinical decision review. Thus, if medical records are to be used in quality assessment, they need to be adapted in such a way that relevant information is recorded. The main barriers will be: (i) the physician and the quality controller have different perspectives of what the relevant clinical data are, i.e. the physician may be unaware of the data essential for record review; and (ii) the physician is not prepared to invest extra time in the recording of data that do not serve immediate and clear clinical or administrative goals.
The use of computerized record-keeping and standardized work sheets may help to obtain data for quality of care [12] , but electronic medical recording in itself is no guarantee of substantial improvements in the quality of recording [39] . More directive interventions are probably required to prompt the physician to record relevant clinical actions and details. Menu-guided recording with pop-up screens triggered by diagnose or complaint codes may be useful and represent an alternative to the recording forms used in this study. As a reward for the recording of essential data, the physician could be supplied with speciWc recommendations aiding his or her decision making.
Conclusion
This pilot study suggests that structured self-recording allows fuller performance assessment than medical record review and observation. Future research, however, needs to replicate the study in larger numbers of physicians. Computerized selfrecording instruments need to be developed and tested. Table 2 Recording form developed for consultations on pain in the chest (the items are derived from the Angina Pectoris guideline): Angina Pectoris diagnosis
