a b s t r a c t
To understand the world around us, continuous streams of information including speech must be segmented into units that can be mapped onto stored representations. Recent evidence has shown that event-related potentials (ERPs) can index the online segmentation of sound streams. In the current study, listeners were trained to recognize sequences of three nonsense sounds that could not easily be rehearsed. Beginning 40 ms after onset, sequence-initial sounds elicited a larger amplitude negativity after compared to before training. This difference was not evident for medial or final sounds in the sequences. Across studies, ERP segmentation effects are remarkably similar regardless of the available segmentation cues and nature of the continuous streams. These results indicate the preferential processing of sequence-initial information is not domain specific and instead implicate a more general cognitive mechanism such as temporally selective attention.
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One of the challenges of perceptual processing is determining where one object or event ends and the next begins. For example, natural speech consists of multiple acoustic changes, with silence as common within as between words, forcing listeners to rely on other sources of information to segment the continuous streams of sound. Importantly, this process of segmentation must be carried out in a rapid, online manner. Event-related potentials (ERPs) have proven to be a critical tool for indexing online segmentation. For example, in participants who learned to discriminate between six three-syllable nonsense words and foils created from the same syllables in different sequences, word onsets in continuous streams elicited a larger negativity 70-130 ms (N1) and 200-500 ms (N400) after compared to before training (Sanders, Newport, & Neville, 2002) . In this study, there were no acoustic cues in the synthesized speech that could have contributed to segmentation. Instead, both the N1 and N400 effects were dependent on listeners using newly learned lexical information acquired during a brief training session.
Synthesized speech is an extremely useful tool for determining the sources of information that can be used to segment continuous streams. However, it is also important to determine if similar mechanisms are employed during natural language processing. To address this question, ERPs elicited by acoustically similar word and syllable onsets in normal English, Jabberwocky in which the openclass words had been replaced with nonwords, and sentences in which all of the words had been replaced with nonwords have been compared (Sanders & Neville, 2003a) . For all three types of sentences, word onsets elicited a larger amplitude negativity between 70 and 120 ms (N1). Evidence for the N1 differences for sentences composed entirely of unfamiliar nonsense words indicates lexical segmentation cues are not necessary to observe this early ERP index of speech segmentation. Instead, listeners were likely using multiple acoustic segmentation cues including allophonic variation, phonotactic constraints, and language-specific rhythmic properties (Brent & Cartwright, 1996; Cutler, Mehler, Norris, & Sequi, 1992; Jusczyk, 1999) . To make use of lexical and acoustic segmentation cues, listeners have to be familiar with a language and the language-specific associations between word boundaries and acoustic features. However, a great deal of evidence has shown that adults and infants can make use of transitional probabilities to segment speech with no previous knowledge of the language (Saffran, Aslin, & Newport, 1996a; Saffran, Newport, & Aslin, 1996b; Saffran, Newport, Aslin, Tunick, & Barrueco, 1997) . Listeners take advantage of the fact that syllables that are part of the same word are heard together more frequently than syllables that cross word boundaries to learn syllable sequences that are never presented in isolation and for which no other segmentation cues are available. Abla, Katahira and Okanoya (2008) demonstrated that statistical information alone can be used to segment sounds in the same fast, online manner reported for lexical and acoustic segmentation cues. Specifically, initial compared to medial and final tones in continuous streams elicited a larger negativity 80-160 ms (N1) and 300-500 ms (N400) with less exposure to the stream in the group of participants who showed behavioral evidence of larger amounts of statistical learning.
