Abstract. In this paper, we present and analyze a new finite difference method for computing three dimensional wave maps into spheres. By introducing the angular momentum as an auxiliary variable, we recast the governing equation as a first order system. For this new system, we propose a discretization that conserves both the energy and the length constraint. The new method is also fast requiring only N log N operations at each time step. Our main result is that the method converges to a weak solution as discretization parameters go to zero. The paper is concluded by numerical experiments demonstrating convergence of the method and its ability to predict finite time blow-up.
Introduction
The purpose of this paper is to develop a new numerical method for computing wave maps. Here, Ω ⊂ R n , n = 2, 3, is either assumed to be the unit box Ω = [0, 1] n or it is assumed that Ω = T n , where T n is the n-dimensional torus. In the first case, (1.1) is augmented with homogenous Neumann boundary conditions. The γ appearing in (1.1) is a Lagrange multiplier enforcing the constraint |d| = 1. In particular, by dotting (1.1) with d and using that |d| = 1, one finds that γ = |∇d| 2 − |d t | 2 .
Thus, (1.1) is in this sense highly nonlinear which in turn obscures the task of developing conservative numerical methods. Moreover, in three spatial dimensions, it is known that solutions of (1.1) may blow-up [5] . Specifically, there is initial data for which the gradient ∇d develops singularities in finite time. Thus, solutions of the wave map equation are not smooth. We will return to the issue of blow-up in the numerical section (Section 5). The literature on numerical methods for (1.1) seems to be confined to a handful of results. In the papers [1, 3, 4] , the authors develops convergent splitting and relaxation methods. With these methods, (1.1) is either solved iteratively, using one evolution step and one projection step onto the sphere, or the constraint |d| = 1 is relaxed altogether. In the paper [2] , the wave map equation (1.1) is computed using an approximate Lagrange multiplier γ h . The approximate γ h is then designed such that the constraint |d| = 1 holds. Clearly, this leads to a γ h which depends nonlinearly and implicit on the unknown d and hence leads to a rather unpractical method.
The method we will develop in this paper differs significantly from the previously proposed methods. The key observation allowing us to deduce an energy and constraint preserving method is a new formulation of (1.1). Specifically, by introducing the angular momentum:
the wave map equation (1.1) can be recast in the form
2)
In this formulation, the constraint |d| = 1 is inherit and hence there is no need for the Lagrange multiplier γ. Constraint preserving time integration for this system is easily derived. Here, we will use the first order integration: 
and hence the method also conserves the energy. To discretize (1.4) in space, we will use a standard central difference approximation of the Laplace operator on a regular grid. The only potential downside of using the discretization (1.4) is that it is nonlinear and implicit and hence requires implementing a fixed point solver. Moreover, this fixed point solver should be such that at least the length constraint is conserved at every iteration. In Section 4, we will give the details on how such a solver may be constructed and prove that a fixed point may be computed (up to any tolerance in energy norm) using only N log N operations, where N is the number of degrees of freedom of d. In practice, finding a solution with tolerance N −2 requires only around 5 − 10 iterations depending on the regularity of the underlying solution, but not on N . Note that there is not much point in decreasing the tolerance beyond N −2 as the discretization error of (1.4) will then dominate the error.
Our main theoretical result in this paper is that the new angular momentum method converges to a weak solution as discretization parameters go to zero. The proof of this fact will follow directly using energy arguments together with the observation that
for some matrix A.
The remaining parts of this paper are structured as follows: In the upcoming section, we will properly define the new method and prove some basic properties. Then, in Section 3, we will prove that the method converges to a weak solution as discretization parameters go to zero. In Section 4, we will provide a way to compute the needed fixed point through an iterative procedure and prove that a fixed point may be obtained using only N log N operations. In Section 5, the paper is concluded by a series of numerical experiments illuminating some of the properties of the new method.
The angular momentum method
Given a number of degrees of freedom N , we set M = N 1 n , where n = 2, 3 is the spatial dimension, and assume that M is an integer. Next, we let h = 1/M and set the time step ∆t = κh, where κ is some constant. The domain Ω is then discretized in terms of the N points
To simplify notation, we introduce the multiindex i ∈ I N := {0, . . . , M } 3 such that we can write
We will approximate d at these points. Specifically,
. Next, let 1 := (1, 0, 0), 2 := (0, 1, 0), and 3 := (0, 0, 1). Using these vectors, we then define the forward and backward difference operators
respectively, for j = 1, 2, 3, and i ∈ I N . The standard central Laplace discretization is then defined as
If we introduce the backward gradient
which will be convenient in the upcoming analysis.
For time discretization, we will use the notation
To approximate the initial conditions, we shall use the operator
with the obvious modification if d = 2.
We are now ready to state the new method.
Determine sequentially,
by solving the nonlinear system
We will now prove some fundamental properties of the new method.
Lemma 2.2. There exists a unique numerical solution to the method posed in Definition 2.1. Moreover, the length is preserved
3) and the energy is preserved
where the energy is defined as
Proof. The existence of a unique solution will be proved through a constructive iteration in Section 4. The proof can be found in Corollary 4.9. That the length is conserved, (2.3), follows immediately from (2.1). Indeed, dotting with d
Finally, to prove (2.4), we calculate
This concludes the proof.
The method converges
To prove that the method converges, it will be convenient to extend the numerical solution to all of Ω. For this purpose, we shall use the piecewise constant extension:
where
Observe that the numerical method can then be written
where ∆ h is derived in the obvious way. Our main result in this section is the following convergence result:
be a sequence of numerical approximations obtained using Definition 2.1 and (3.1), where ∆t = κh for some constant
is a weak solution of the wave map equation (1.2)-(1.3). By a weak solution, we mean that (d, w) satisfies
where the supscript T means the transposed gradient matrix.
To prove this theorem, our starting point is Lemma 2.2 yielding the hindependent bounds:
where the ∈ b means that the inclusion is independent of h. From these bounds, we can assert the existence of functions d and w, and a subsequence h j , such that
where the limit d also satisfies the constraint
To show that the limit pair (d, w) is a weak solution of (1.2) -(1.3), we will need a vector identity. It is this identity which allows us to pass to the limit without having higher-order bounds on d.
Lemma 3.2. The following identity holds,
Proof. By direct calculation, we see that
and (3.6) follows.
Proof of Theorem 3.1: For test functions
. Then we dot (3.2) and (3.3) with ϕ m , ψ m , integrate over Ω, and sum over m, to discover
Using Lemma 3.2 and summation by parts, we deduce that
We denote
such that (3.7) becomes
Now, since ∇ h ψ → ∇ψ a.e and (D t ϕ, D t ψ) → (ϕ t , ψ t ) a.e, there is no problems with applying the convergences (3.5) to discover that the limit (d, w) satisfies (3.4). Hence, (d, w) is a weak solution of (1.2)-(1.3) and the proof of Theorem 3.1 is complete.
A solution may be obtained fast
The new angular momentum method (Definition 2.1) is both nonlinear and implicit. Hence, in practice, finding a solution requires solving a fixed point problem at each time step. In this section, we will construct a fixed point iteration scheme and prove that this scheme provides the desired solution using only N log N operations.
To find a solution of (2.1)-(2.2), we propose the following iterative scheme: ) satisfying
until the following stopping criteria is met:
Clearly, if the iteration (4.1) yields a fixed point w
) is a solution to the nonlinear scheme (2.1)-(2.2). Moreover, the iteration in (4.1) is put up precisely such that the length is preserved at each iteration:
Seen from the practical point of view, the remaining questions are whether the iteration converges or not and, if so, how many iterations that are needed to reach the given tolerance . The following theorem provides an answer to these questions and is our main result in this section. Theorem 4.2. Given h > 0, ∆t = κh for a sufficiently small κ > 0, and a small tolerance > 0, there is a number of iterationss ∈ N + ,s ≤ C| log |, such that (4.2) holds and the error
< , ∀s ≥s.
The proof of this theorem will follow as a consequence of the results stated and proved in the remaining parts of this section. . This is the only instance at which we need to require anything on κ.
As an immediate corollary of Theorem 4.2, we have that a desired solution may be computed in N log N operations: 
Proof. By multiplying the first equation in (4.
where the last inequality follows from Lemma 2.2. Finally, we assume that s >s such that both (4.2) and (4.3) holds. The Cauchy-Schwarts inequality then provides the estimate
which brings the proof to an end.
Remark 4.6. In practice, the (d m h , w m h ) appearing in the fixed point scheme (4.1) would be the approximation coming from the previous time-step. In this case Corollary 4.5 tell us that the "error" will be summed and thus
4.1. The fixed point map F m . To prove Theorem 4.2, it will be convenient to write the fixed point iteration in terms of a map. To define this map, we first notice that (2.1), can be rewritten as
where V = V (w) is the following matrix
and Q(w) is defined as
In particular, Q(·) is such that
for any vector v ∈ R 3 . Note that V is an orthogonal matrix, and therefore, independently of w,
To prove the theorem, we will demonstrate that w m+1 h is the fixed point of a contractive mapping F m which is defined as follows: Definition 4.7 (The mapping F m ). For a piecewise constant function u h on Ω,
for some {u i } i∈I N , we define the piecewise constant function
where v i , i ∈ I N is given by
A fixed point v h = v * h of F m , will be a solution to (2.2) and d * h defined as a piecewise constant interpolation of d * i = V (v * i ) d m i , i ∈ I N , will be a solution to (2.1).
4.2.
The map F m is a contraction. We now proceed by proving that the mapping F m is a contraction.
Lemma 4.8. The mapping F m defined by (4.7) is a contraction in the L 2 (Ω)-norm if ∆t ≤ κh for a constant κ sufficiently small, that is,
for some q < 1 for any two piecewise constant functions u 1,h , u 2,h on Ω defined as in (4.6). In particular, by Banach's fixed point theorem, this implies that the mapping F m has a unique fixed point.
Proof. For the ease of notation, we will omit the indices i, m and h and write w, d, F , u 1 , u 2 for w m h , d m h , F m , u 1,h , u 2,h , respectively. Moreover, we denote y 1 := F (u 1 ) and y 2 := F (u 2 ) and u j := (w + u j )/2, j = 1, 2, such that
Then, using the inverse inequality,
For the I term, we apply the Cauchy-Schwartz inequality to discover that
where we have used |d| = 1 to conclude the last inequality.
To bound the II term, we first see that
.
We consider one of the summands:
2 )
By adding and subtracting, and applying the Cauchy-Schwartz inequality, we deduce the following bound for the first term,
where the last inequality follows by inserting the definition of α. Term II 2 may be written as
We consider one of the terms in the sum. Note that if i = j, the term where i = j = k cancels, hence we can assume without loss of generality that i = k. By adding and subtracting, we rewrite one of the terms in II 2 as follows
Next, we apply Young's inequality to the previous identity giving
As a consequence, we conclude that
From (4.10) and (4.11), we have that
The final term III can be bounded as follows
(4.13)
Summing up (4.8), (4.9), (4.12) and (4.13), we find
and hence the map F m is a contraction as long as ∆t ≤ κh for a constant κ > 0 small enough. This concludes the proof.
The previous lemma immediately provides the existence of a unique solution to (2.1)-(2.2). ) to the numerical method given in Definition 2.1.
Proof of Theorem 4.2.
Using the previous lemma, we can now prove that the fixed point iteration in Definition 4.1 will converge to the correct solution.
Theorem 4.2 is an immediate consequence of the following lemma.
Lemma 4.10. Given any 0 > 0, there is a number of iterationss ∈ N + in Definition 4.1 withs ≤ C| log 0 | such that (4.2) holds with = 0 and
Proof. We again omit writing the indices h and i and denote w m+1,0 := w m , w m+1,s := F m (w m+1,s−1 ) for s ≥ 1. Now, since F m is a contraction with 'Lipschitz' constant q < 1 and F m (w m+1 ) = w m+1 ,
. Thus, it follows from the energy estimate,
Moreover, we note that it follows by the inverse inequality, (4.4), (4.5) and (4.9), (4.12) and (4.13),
where the last inequality follows from the cfl condition and (4.15). Hence, by using the triangle inequality,
and therefore also
which implies that the fixed point iteration converges. That is, the stopping criteria (4.2) is met once s is high enough to satisfy
From (4.15) and (4.16), it is clear that this s also satisfies
Numerical results
In this final section, we shall report on some numerical experiments with the new angular momentum method. We shall consider two cases. In the first case, we will explore the rate of convergence of the method. In the second case, we will check whether the method predicts blow-up of the gradient for initial data where this is known to be the case.
Convergence test.
It is a non-trivial task to find analytical solutions of the wave map equation (1.1) in 3D. In 2D however, the dynamics of the wave map equation may be totally described by the linear wave equation. Specifically, upon introducing an angle ϑ(t, x) and writing
one easily derives that ϑ evolves according to the linear wave equation
Hence, in the 2D case, we can compute analytical solutions using d'Alembert's formula. In particular, (5.1) has solutions of the form 
for J ≥ 0. In Figure 1 , we have plotted the errors between the approxima- Figure 2 . The evolution of the errors E d h (t), E w h (t) and E E h (t) versus time for the approximations to (1.1) for a solution of the form (5.2) for h = 2 −10 . Left: Real error, right: Error in log-scale.
tions d h and d, w h and w respectively, in the L 2 -norm and in the energy norm, that is
, T = 20, ∆t = 0.5h, and Ω = T 2 . Moreover, h j = 2 −j , j = 6, . . . , 10 for tolerance 0 = h 2 . We observe a rate of convergence of almost 2 for E d h and E w h and about 1.8 for E E h (Table 1 ). Other choices of 0 such as h 3/2 or h 3 gave similar results. In Figure 2 , the evolution of the errors E α h (t), α ∈ {d, w, E} , where
, and the other two defined in a similar way, for h = 2 −10 versus time is shown. It appears that after an initial exponential increase, the error increases linearly with time.
5.2. Initial data developing singularities. In our second experiment, we compare the approximations computed by (2.1)-(2.2) to those obtained with the algorithms from [3] . Specifically, we compute approximations for Figure 5 the approximation of (1.1), (5.3) in a neighborhood of the origin near blow-up time is shown. We observe that the third component of d first switches sign away from the origin and then closer to it, which seems to cause the blow-up in the gradient of d.
