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It was shown by S.N. Bernstein that if f is an entire function of exponential type τ such
that | f (x)| M for −∞ < x< ∞, then | f ′(x)| Mτ for −∞ < x< ∞. If p is a polynomial
of degree at most n with |p(z)| M for |z| = 1, then f (z) := p(eiz) is an entire function
of exponential type n with | f (x)|  M on the real axis. Hence, by the just mentioned
inequality for functions of exponential type, |p′(z)| Mn for |z| = 1. Lately, many papers
have been written on polynomials p that satisfy the condition zn p(1/z) ≡ p(z). They do
form an intriguing class. If a polynomial p satisﬁes this condition, then f (z) := p(eiz) is an
entire function of exponential type n that satisﬁes the condition f (z) ≡ einz f (−z). This led
Govil [N.K. Govil, Lp inequalities for entire functions of exponential type, Math. Inequal.
Appl. 6 (2003) 445–452] to consider entire functions f of exponential type satisfying
f (z) ≡ eiτ z f (−z) and ﬁnd estimates for their derivatives. In the present paper we present
some additional observations about such functions.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Bernstein’s inequality for polynomials
By Pn we mean the class of all polynomials p(z) := ∑nν=0 cν zν of degree at most n with coeﬃcients in C. For any
given n, we use Tn to denote the class of all trigonometric polynomials t(θ) := a0 +∑nν=1(aν cosνθ +bνsinνθ), where, once
again, the coeﬃcients belong to C. Clearly, if p ∈ Pn then t(θ) := p(eiθ ) belongs to Tn . A classical inequality known after
S.N. Bernstein (see [25, Chapter 14]) says that
max
θ∈R
∣∣t′(θ)∣∣ nmax
θ∈R
∣∣t(θ)∣∣ (t ∈ Tn); (1.1)
in particular
max|z|=1
∣∣p′(z)∣∣ nmax|z|=1
∣∣p(z)∣∣ (p ∈ Pn). (1.2)
Both (1.1) and (1.2) are sharp.
In (1.2) equality holds if and only if p(z) is a constant multiple of zn , that is, if and only if p has a single zero of
multiplicity n at the origin. By a result of Lax [20], if p has no zeros inside the unit disk then
max|z|=1
∣∣p′(z)∣∣ n
2
max|z|=1
∣∣p(z)∣∣. (1.3)
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If p(z) := c∏nν=1(z− eiθν ), where θ1, . . . , θn are all real, then znp(1/z) is equal to (−1)nce−i(θ1+···+θn)∏nν=1(z− eiθν ), that
is, p(z) ≡ eiγ znp(1/z), where γ ∈ R. We shall say that p belongs to P∗n if p ∈ Pn and p(z) ≡ eiγ znp(1/z) for some γ ∈ R.
By a result of Govil [13] (also proved by Saff and Sheil-Small [28] and by O’Hara and Rodriguez [18]), if p ∈ P∗n , then
max|z|=1
∣∣p′(z)∣∣= n
2
max|z|=1
∣∣p(z)∣∣. (1.4)
It may be noted that p satisﬁes p(z) ≡ zneiγ p(1/z) if and only if the polynomial P (z) := e−iγ /2p(z) satisﬁes the condition
P (z) ≡ zn P (1/z). So, little is lost by taking γ = 0. If p(z) ≡ znp(1/z), then t(θ) := e−inθ p(e2iθ ) is a trigonometric polynomial
of degree at most n which is real for real θ . Conversely, if t is a trigonometric polynomial of degree at most n such that t(θ)
is real for real θ , then einθ t(θ) = p(eiθ ), where p is a polynomial of degree at most 2n such that p(z) ≡ z2np(1/z). This is
what makes the class P∗n interesting. Note that a polynomial p belonging to P∗n cannot have more than n/2 zeros inside
the unit disk.
We shall say that p ∈ ℘n if p ∈ Pn and p(z) ≡ znp(1/z). Like polynomials in P∗n , those belonging to ℘n cannot have more
than n/2 zeros inside the unit disk. This is because a polynomial p ∈ ℘n cannot vanish at a point ζ unless it vanishes at
1/ζ also. The sub-class ℘n of Pn has been studied in many papers (see [1,8–17,19,26,27]). Since the two sub-classes P∗n
and ℘n of Pn look somewhat similar it is natural to wonder if (1.4) holds also for polynomials belonging to ℘n . Dewan and
Govil [9] proved that
max|z|=1
∣∣p′(z)∣∣ n
2
max|z|=1
∣∣p(z)∣∣ (p ∈ ℘n), (1.5)
and Frappier, Rahman and Ruscheweyh [11, p. 97] showed by means of an example that
κn := sup
p∈℘n
max|z|=1 |p′(z)|
max|z|=1 |p(z)|  n − 1. (1.6)
Subsequently, Frappier, Rahman and Ruscheweyh [12, Theorem 2] proved that for any polynomial p(z) := ∑nν=0 aν zν of
degree n whose constant term is the same as the coeﬃcient of zn , i.e. for which a0 = an , we have
max|z|=1
∣∣p′(z)∣∣ (n − 1
2
+ 1
2(n + 1)
)
max|z|=1
∣∣p(z)∣∣. (1.7)
A fortiori, this inequality holds for any polynomial p ∈ ℘n since, clearly, a polynomial p(z) :=∑nν=0 aν zν belongs to ℘n if
and only if ak = an−k for k = 0,1, . . . ,n.
One cannot fail to notice that (1.7) represents a very slight improvement over Bernstein’s bound, given in (1.2), that is
true for all polynomials in Pn . This fact, in view of (1.3) and (1.4), makes the sub-class ℘n quite intriguing, more so since
a polynomial in ℘n cannot have more than n/2 zeros inside the unit disk.
1.2. Transcendental entire functions of exponential type
For any entire function f and any r > 0, let M(r) = M f (r) := max|z|=r | f (z)|. Unless f is a constant of modulus less than
or equal to 1, its order, which is denoted by ρ , is deﬁned to be limsupr→∞(log r)−1 log logM(r). Constants of modulus less
than or equal to 1 are of order 0 by convention. If f is of ﬁnite positive order ρ , then T := limsupr→∞ r−ρ logM(r) is called
its type.
An entire function f is said to be of exponential type τ if for any ε > 0 there exists a constant k(ε) such that | f (z)|
k(ε)e(τ+ε)|z| for all z ∈ C. Clearly, any entire function of order less than 1 is of exponential type τ , where τ can be taken
to be any number greater than or equal to 0. Functions of order 1 type T  τ are also of exponential type τ . Clearly,
t(z) := a0 +∑nν=1(aν cosνz + bν sinνz), where the coeﬃcients belong to C, is an entire function of exponential type n. In
other words, a trigonometric polynomial t of degree at most n is the restriction of an entire function of exponential type
n to R. Trigonometric polynomials are bounded on the real axis and they are 2π -periodic. There are entire functions of
exponential type bounded on the real axis that are not periodic; as an example we mention the function f (z) := (sinτ z)/z,
τ > 0.
The indicator function of an entire function f of exponential type is deﬁned as h f (θ) := limsupr→∞ r−1 log | f (reiθ )|,
0 θ < 2π. It is ﬁnite or −∞. Unless h f (θ) ≡ −∞, it is continuous. From the deﬁnition of an entire function of exponential
type τ and that of its indicator function it readily follows that if f is an entire function of exponential type τ , then
h f (θ) τ for 0 θ < 2π .
Bernstein himself (see [2, p. 102]) extended inequality (1.1), known after him, to arbitrary entire functions of exponential
type bounded on the real axis.
Theorem A. Let f be an entire function of exponential type τ > 0 such that | f (x)| M on the real axis. Then
sup
−∞<x<∞
∣∣ f ′(x)∣∣ Mτ . (1.8)
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The reader will ﬁnd another proof of Theorem A in [25, pp. 512–514], where it is also shown that a function f satisfying
the conditions of Theorem A for which | f ′(x0)| = Mτ at some point x0 ∈ R must be of the form
f (z) ≡ aeiτ z + be−iτ z (a ∈ C, b ∈ C, |a| + |b| = M). (1.9)
Special classes of functions of exponential type
If p ∈ Pn and p(z) 
= 0 in the open unit disk, then f (z) := p(eiz) is an entire function of exponential type n such
that f (z) 
= 0 for z > 0 and h f (π/2) = 0. Hence, the following result, formulated and proved by R.P. Boas, Jr. [6], is
a generalization of (1.3).
Theorem B. Let f be an entire function of exponential type τ > 0 such that sup−∞<x<∞ | f (x)|  M on the real axis. Suppose, in
addition, that f (z) 
= 0 for z > 0, and that h f (π/2) = 0. Then
sup
−∞<x<∞
∣∣ f ′(x)∣∣ M τ
2
. (1.10)
It is known [23] that equality holds in (1.10) for any entire function f of exponential type τ > 0 whose zeros are all
real and for which h f (π/2) = 0.
If p(z) ≡ znp(1/z), then f (z) := p(eiz) satisﬁes the condition f (z) ≡ einz f (z). Hence the following result of Govil
[15, Corollary 2] is a generalization of (1.4).
Theorem C. Let f be an entire function of exponential type τ > 0 such that f (z) ≡ eiτ z f (z) and sup−∞<x<∞ | f (x)| = M. Then
sup
−∞<x<∞
∣∣ f ′(x)∣∣= M τ
2
. (1.11)
Let p be a polynomial of degree at most n such that znp(1/z) ≡ p(z). Then f (z) := p(eiz) satisﬁes f (z) ≡ einz f (−z). This
led Govil [15] to consider entire functions f of exponential type τ such that f (z) ≡ eiτ z f (−z). Here is one of his results
[15, p. 448] about this kind of entire functions of exponential type. It is a generalization of (1.5).
Theorem D. Let f be an entire function of exponential type τ satisfying the condition f (z) ≡ eiτ z f (−z). Suppose, in addition, that
sup−∞<x<∞ | f (x)| = M. Then
sup
−∞<x<∞
∣∣ f ′(x)∣∣ M τ
2
. (1.12)
The example f (z) := eiτ z/2 shows that the estimate (1.12) is sharp.
Theorem D tells us how small
q( f ) := sup{| f
′(x)|: x ∈ R}
sup{| f (x)|: x ∈ R} (1.13)
can be if f is an entire function of exponential type τ > 0 which is bounded on the real axis and satisﬁes the condition
f (z) ≡ eiτ z f (−z). One may ask: how large can the quantity q( f ), deﬁned in (1.13), be for such a function? Since equality
holds in (1.8) only for functions of the form (1.9) and since a function f satisfying the condition f (z) ≡ eiτ z f (−z) cannot
be of this form, q( f ) must be less than τ for any such f . However, it can be arbitrarily close to τ . In fact, the following
result holds [27, Theorem 1].
Theorem E. Given any number ε ∈ (0, τ ), we can ﬁnd an entire function fε of exponential type τ satisfying the condition fε(z) ≡
eiτ z fε(−z) such that
sup
−∞<x<∞
∣∣ f ′ε(x)∣∣ (τ − ε) sup−∞<x<∞
∣∣ fε(x)∣∣. (1.14)
The function fε(z) := {(1− ieiεz)2 + ei(τ−2ε)z(eiεz − i)2}/4 has the desired properties. It is of order 1 type τ and satisﬁes
the condition eiτ z fε(−z) ≡ fε(z). Besides, sup−∞<x<∞ | fε(x)| = | fε(−π/(2ε))| = 1 and | f ′ε(−π/(2ε))| = τ − ε.
It may be noted that if ε ∈ (0, τ /2) then fε(iy) → 1/4 as y → ∞. Hence, h fε (π/2) = 0 for any such ε. Also note that
if zν is a zero of fε then so is −zν , and that if zν lies in the closed upper half-plane then −zν lies in the closed lower
half-plane. So, in view of Theorems A, B and C, it is surprising that (1.14) holds.
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For any τ > 0, let Bτ denote the class of all entire functions of exponential type τ bounded on the real axis. If f
belongs to Bτ and satisﬁes the condition f (z) ≡ eiτ z f (−z), then we say that f belongs to Bτ . Let q( f ) be as in (1.13).
By Bernstein’s theorem, sup f ∈Bτ q( f ) = τ and q( f ) = τ for all entire functions of the form f (z) := aeiτ z + be−iτ z with|a| + |b| > 0. By Theorem E, we can ﬁnd functions f1, f2, . . . , all belonging to Bτ , and real points ξ1, ξ2, . . . such that
sup
x∈R
∣∣ fn(x)∣∣= 1 and ∣∣ f ′n(ξn)∣∣> τ − 1n (n = 1,2, . . .).
Thus, sup{q( f ): f ∈ Bτ } = sup{q( f ): f ∈ Bτ } = τ . However, there are functions f belonging to Bτ but not to Bτ , like
aeiτ z,a 
= 0 and be−iτ z,b 
= 0, for which | f ′(ξ)| is equal to τ supx∈R | f (x)| at every point of the real axis. This suggests
the following question. Although sup{q( f ): f ∈ Bτ } = τ , are there functions f in Bτ with supx∈R | f (x)| = 1 for which
τ − | f ′(x)| is “uniformly small” on the real axis?
The answer to the question just asked is “no”. The results presented in this section show that | f ′(x)| and | f ′(−x)| cannot
be simultaneously large for an entire function f of exponential type τ satisfying the condition f (z) ≡ eiτ z f (−z).
2.1. Sharp upper bound for | f ′(x)| + | f ′(−x)|
The condition f (x) ≡ eiτ x f (−x) readily implies that if | f (x)| M on the real axis, then∣∣∣∣ f ′
(
2kπ
τ
)
+ f ′
(
−2kπ
τ
)∣∣∣∣= τ
∣∣∣∣ f
(
−2kπ
τ
)∣∣∣∣ Mτ
and ∣∣∣∣ f ′
(
(2k + 1)π
τ
)
− f ′
(
− (2k + 1)π
τ
)∣∣∣∣= τ
∣∣∣∣ f
(
− (2k + 1)π
τ
)∣∣∣∣ Mτ
for k = 0,±1,±2, . . . . Though not obvious, it is true (see Corollary 1) that if f (x) ≡ eiτ x f (−x), then∣∣ f ′(x)∣∣+ ∣∣ f ′(−x)∣∣ Mτ (x ∈ R), (2.1)
which means that if | f ′(x0)| is close to Mτ , as it can be by Theorem E, then | f ′(−x0)| must be relatively small. On the
other hand, in the absence of this condition the upper bound Mτ can be attained at every point of the real axis, as the
example Meiτ z shows.
Inequality (2.1) is an immediate consequence of the following result.
Theorem 1. Let f be an entire function of exponential type τ > 0 satisfying the condition f (z) ≡ eiτ z f (−z), and suppose that | f (x)|
is bounded on the real axis. Then, for any γ ∈ [0,2π) and s = −γ /τ , we have
−i{eiγ f ′(x) + eiτ x f ′(−x)}= ∞∑
n=−∞
cn f
(
x− s + nπ
τ
)
(x ∈ R), (2.2)
where
cn = cn(γ ) = 1
(sτ − nπ)2
{
1+ (−1)n}{1− (−1)n cosγ }τ (2.3)
for all n ∈ Z if γ /∈ {0,π}. When γ = 0, the coeﬃcients cn(0) are given by (2.3) for all n ∈ Z\{0} while c0(0) = τ . In the case where
γ = π , the coeﬃcients cn(π) are given by (2.3) for all n ∈ Z\{−1} while c−1(π) = 0.
Remark. Note that the coeﬃcients cn are all non-negative and those with an odd index are zero. Also note that 1 −
(−1)n cosγ = 2sin2(γ /2) for n = 0 and that 1 − (−1)n cosγ is equal to 2 cos2(γ /2) for n = −1. Hence it is natural that
c0(0) = τ and c−1(π) = 0.
Remark. Applying (2.2) to the function f (z) := (1+ eiτ z)/2, with x = s, we see that
∞∑
n=−∞
|cn| = −i
{
eiγ i
τ
2
eiτ s + eiτ s
(
i
τ
2
e−iτ s
)}
= −i
{
i
τ
2
ei(γ+τ s) + iτ
2
}
= τ ,
since sτ = −γ .
The interpolation formula (2.2) leads us to the following result.
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on the real axis. Then∣∣ f ′(x+ iy)∣∣+ ∣∣ f ′(−x+ iy)∣∣ Mτeτ |y| (x ∈ R, y  0). (2.4)
In particular, we have∣∣ f ′(iy)∣∣ 1
2
Mτeτ |y| (y  0), (2.5)
min
{∣∣ f ′(x+ iy)∣∣, ∣∣ f ′(−x+ iy)∣∣} 1
2
Mτeτ |y| (x ∈ R, y  0) (2.6)
and
1
2T
T∫
−T
∣∣ f ′(x+ iy)∣∣dx 1
2
Mτeτ |y| (y  0, T > 0). (2.7)
The function f (z) := M(1+ eiτ z)/2 shows that inequalities (2.4)–(2.7) are all sharp.
2.2. An inequality for uniformly almost periodic functions
Let f : R → C be a continuous function, and ε an arbitrary positive number. A real number t = t(ε) = t f (ε) is called
a translation number of f corresponding to ε provided that | f (x + t) − f (x)|  ε for all real x. A continuous function
f : R → C is called uniformly almost periodic, u.a.p. for short, if there exists a relatively dense set of translation numbers of
f corresponding to any given ε > 0. In other words, for any ε > 0 there exists a positive number L = L(ε) such that any
interval of length L contains at least one translation number t(ε). Here are some of the most basic results about u.a.p. For
their proofs we refer the reader to [3,7]. The reader may also look over [21, Chapter VI].
If f is uniformly almost periodic then so is cf for any constant c; also | f | is u.a.p. Let f and g be two u.a.p. functions.
Then f + g and f g are both uniformly almost periodic. If f is u.a.p. then T−1 ∫ T0 f (x)dx tends to a ﬁnite limit as T → ∞.
The limit is denoted by M{ f } and is called the mean value. It may be mentioned (see [3, p. 15] and [7, p. 44]) that in fact
M{ f } = 1
T
T∫
0
f (x)dx = 1
T
0∫
−T
f (x)dx = 1
2T
T∫
−T
f (x)dx. (2.8)
Since | f | is u.a.p. if f is, we may add that also T−1 ∫ T0 | f (x)|dx tends to a ﬁnite limit as T tends to ∞.
In addition, we need to mention (see [3, p. 6]) that if the derivative of a u.a.p. function f (x) is uniformly continuous, then it
(the derivative) is u.a.p.
Let f be uniformly almost periodic and λ a real number. Since g(x) := e−iλx is periodic and so uniformly almost periodic,
the product f (x)e−iλx is uniformly almost periodic. Hence,
a(λ) = M{ f (x)e−iλx} := lim
T→∞
1
T
T∫
0
f (x)e−iλx dx (2.9)
exists. Remarkably, a(λ) = 0 except for a countable number of λ’s.
Let f be uniformly almost periodic. Denote the values of λ for which a(λ) differs from zero by Λ1,Λ2, . . . , and write
An := a(Λn) for n = 1,2,3, . . . . We call the numbers Λ1,Λ2, . . . Fourier exponents and the numbers A1, A2, . . . Fourier coeﬃ-
cients of the function f . The formal series
∑∞
n=1 AneiΛnx is called the Fourier series of f , and we write f (x) ∼
∑∞
n=1 AneiΛnx .
The following result will be referred to as “Bohr’s fundamental theorem”.
Lemma 1. Let f (x) ∼∑∞n=1 AneiΛnx be any u.a.p. function with its Fourier series. Then
M{| f |2}= ∞∑
n=1
|An|2. (2.10)
Inequality (2.7) says in particular (see (2.8)) that if a function f satisﬁes the conditions of Corollary 1 and is uniformly almost
periodic, then
M{| f ′|} := lim
T→∞
1
T
T∫ ∣∣ f ′(x)∣∣dx 1
2
Mτ .0
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to know how large (M{| f ′|})/(M{| f |}) can be for a uniformly almost periodic entire function f of exponential type τ
satisfying the condition f (z) ≡ eiτ z f (−z). We do not know this but we can prove the following result.
Theorem 2. Let f be an entire function of exponential type τ satisfying the condition f (z) ≡ eiτ z f (−z). Furthermore, let f be
uniformly almost periodic. Then
M{| f ′|2} τ 2
2
M{| f |2}. (2.11)
Inequality (2.11) is sharp, as the example f (z) := (1+ eiτ z)/2 shows.
2.3. An inequality for functions belonging to L2(−∞,∞)
In analogy with Theorem 2 we prove the following result about entire functions f of exponential type τ that belong to
L2 on the real axis and satisfy the condition f (z) ≡ eiτ z f (−z).
Theorem 3. Let f be an entire function of exponential type τ satisfying the condition f (z) ≡ eiτ z f (−z). Furthermore, let f belong to
L2 on the real axis. Then
∞∫
−∞
∣∣ f ′(x)∣∣2 dx τ 2
2
∞∫
−∞
∣∣ f (x)∣∣2 dx. (2.12)
The coeﬃcient τ 2/2 of
∫∞
−∞ | f (x)|2 dx in (2.12) cannot be replaced by a smaller number.
3. Further auxiliary results
The following result plays an essential role in the proof of Theorem 1.
Lemma 2.With τ > 0, γ ∈ [0,2π) and s = −γ /τ , let χ : R → C be the 2τ -periodic function deﬁned in [−τ , τ ] by
χ(t) :=
{
(τ − t + teiγ )eist if 0 t  τ ,
(τ + t − te−iγ )eist if − τ  t < 0.
Then, the Fourier series expansion of χ is
χ(t) ∼
∞∑
n=−∞
cne
in(π/τ )t, (3.1)
where the coeﬃcients cn are as in (2.3), with the proviso that c0(0) = τ and c−1(π) = 0.
Proof. Except for n = 0 when γ = 0 and except for n = −1 when γ = π , we have
2τ cn :=
τ∫
0
(
τ − t + teiγ )eiste−in(π/τ )t dt +
0∫
−τ
(
τ + t − te−iγ )eiste−in(π/τ )t dt
=
[(
τ − t + teiγ ) ei(s−n(π/τ ))t
i(s − n(π/τ ))
]τ
0
− (1− eiγ )[ ei(s−n(π/τ ))t
(s − n(π/τ ))2
]τ
0
+
[(
τ + t − te−iγ ) ie(s−n(π/τ ))t
i(s − n(π/τ ))
]0
−τ
+ (1− e−iγ )[ ei(s−n(π/τ ))t
(s − n(π/τ ))2
]0
−τ
= 1
i
eiγ (−1)neisτ − 1
sτ − nπ τ
2 − (1− eiγ ) (−1)neisτ − 1
(sτ − nπ)2 τ
2
+ 1
i
1− e−iγ (−1)ne−isτ
sτ − nπ τ
2 + (1− e−iγ )1− (−1)ne−isτ
(sτ − nπ)2 τ
2.
The condition sτ = −γ implies that
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i
eiγ (−1)neisτ − 1
sτ − nπ τ
2 + 1
i
1− e−iγ (−1)ne−isτ
sτ − nπ τ
2 = {(−1)
n − 1} + {1− (−1)n}
(sτ − nπ)i τ
2
= 0.
In other words, the ﬁrst and the third terms in the last expression for 2τ cn cancel each other. Replacing sτ by −γ in the
other two terms of that expression, we obtain
2τ cn = τ
2
(sτ − nπ)2
{−(1− eiγ )((−1)ne−iγ − 1)+ (1− e−iγ )(1− (−1)neiγ )}
= 2τ
2
(sτ − nπ)2
{(
1+ (−1)n)(1− (−1)n cosγ )},
except for n = 0 when γ = 0 and except for n = −1 when γ = π .
When γ = 0, the function χ(t) is identically equal to τ and its Fourier series is simply τ . In other words, c0(0) = τ and
cn(0) = 0 for all other n.
In the case where γ = π , the condition s = −γ /τ implies that eistei(π/τ )t = 1 and so 2τ c−1 =
∫ τ
0 (τ − 2t)dt +∫ 0
−τ (τ + 2t)dt = 0, i.e. c−1(π) = 0. 
The next result contains a useful observation about functions f of exponential type τ that satisfy the condition f (z) ≡
eiτ z f (−z).
Lemma 3. Let f be an entire function of exponential type τ satisfying the condition f (z) ≡ eiτ z f (−z). Then h f (π/2) 0.
Proof. Since f is of exponential type τ , we have h f (−π/2) τ and so for any given ε > 0 there exists a positive number
yε such that log | f (−iy)| < (τ + ε)y for all y > yε . Then, from the condition f (z) ≡ eiτ z f (−z), it follows that
log
∣∣ f (iy)∣∣= −τ y + log ∣∣ f (−iy)∣∣< εy (y > yε),
and so h f (π/2) 0. 
For the proof of Theorem 3 we use the Paley–Wiener representation which says [22, Theorem X, p. 13] that an en-
tire function f is of exponential type τ and belongs to L2 on the real axis if and only if f (z) = ∫ τ−τ eizuϕ(u)du, where
ϕ ∈ L2(−τ , τ ). As explained below, considerably more can be said about the representation if f satisﬁes the condition
f (z) ≡ eiτ z f (−z).
Lemma 4. Let f be an entire function of exponential type τ belonging to L2 on the real axis. If h f (π/2)  0, then there exists a
function ϕ ∈ L2(0, τ ) such that
f (z) =
τ∫
0
eiztϕ(t)dt. (3.2)
In particular, if f (z) ≡ eiτ z f (−z), then the function ϕ satisﬁes the condition ϕ(τ − t) = ϕ(t) almost everywhere (a.e. for short) in
(0, τ ).
Proof. By a well-known result of Plancherel and Pólya [5, Theorem 6.7.1], if an entire function f of exponential type belongs
to L2, then f (x) → 0 as x → ∞ or x → −∞. In particular, | f (x)| is bounded on the real line. Hence, if g(z) := e−izτ/2 f (z),
then hg(0) = h f (0) 0 and hg(π) = h f (π) 0. Besides,
hg
(
π
2
)
= τ
2
+ h f
(
π
2
)
 τ
2
and hg
(
−π
2
)
= −τ
2
+ h f
(
−π
2
)
 τ
2
.
These estimates for hg(0),hg(π/2),hg(π) and hg(−π/2) imply [5, Theorem 5.1.2] that hg(θ)  (τ/2)| sin θ | for all real θ ,
and so the entire function g is of exponential type τ/2. It, clearly, belongs to L2 on the real axis. Hence, by the Paley–Wiener
theorem, there exists a function ψ belonging to L2(−τ/2, τ /2) such that
g(z) =
τ/2∫
−τ/2
eizuψ(u)du,
and so
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τ/2∫
−τ/2
eiz(u+τ/2)ψ(u)du =
τ∫
0
eiztψ
(
t − τ
2
)
dt =
τ∫
0
eiztϕ(t)dt,
where
ϕ(t) := ψ
(
t − τ
2
)
(0 t  τ )
belongs to L2(0, τ ). This proves the representation (3.2). Clearly, then
eiτ z f (−z) =
τ∫
0
ei(τ−t)zϕ(t)dt =
τ∫
0
eitzϕ(τ − t)dt.
Thus, the condition f (z) ≡ eiτ z f (−z) says that
τ∫
0
eitz
{
ϕ(τ − t)− ϕ(t)}dt ≡ 0.
Hence,
∫ τ
0 |ϕ(τ − t)− ϕ(t)|2 dt = 0 and so ϕ(τ − t) = ϕ(t), a.e. in (0, τ ). 
Remark. By Parseval’s formula, which we have used towards the end of the proof of Lemma 4, we have
∞∫
−∞
∣∣ f (x)∣∣2 dx = 2π
τ∫
0
∣∣ϕ(t)∣∣2 dt. (3.3)
4. Proofs of the main results
Proof of Theorem 1. First, let us suppose that f belongs to L2 on the real axis. Then, by Lemma 4, there exists a function
ϕ ∈ L2(0, τ ) such that
f (z) :=
τ∫
0
eiztϕ(t)dt. (4.1)
Also let γ ∈ (0,2π) and s = −γ /τ . Then
τ f (x)+ i f ′(x) − ieiγ f ′(x) =
τ∫
0
(
τ − t + teiγ )eistei(x−s)tϕ(t)dt
=
τ∫
0
χ(t)ei(x−s)tϕ(t)dt,
where χ is the function introduced in Lemma 2. From (2.3) it is clear that the Fourier series of χ , given in (3.1), is
absolutely convergent. So, we may substitute it for χ(t) and integrate term by term, obtaining the formula
τ f (x)+ i f ′(x) − ieiγ f ′(x) =
∞∑
n=−∞
cn
τ∫
0
ei(x−s+
nπ
τ )tϕ(t)dt
=
∞∑
n=−∞
cn f
(
x− s + nπ
τ
)
.
If f is an entire function of exponential type τ , bounded on the real axis, such that h f (π/2) 0, then
g(z) := f (z)eiδz sin δz
δz
has the form (4.1) with τ replaced by τ + 2δ (by the Paley–Wiener theorem). Therefore
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∞∑
n=−∞
c′ng
(
x− s + nπ
τ + 2δ
)
, (4.2)
where c′−1 = 0,
c′n =
1
(γ + nπ)2
{
1+ (−1)n}{1− (−1)n cosγ }(τ + 2δ) (n ∈ Z\{−1}),
and s = −γ /(τ + 2δ). Since the series on the right-hand side of (4.2) converges uniformly in δ, we may let δ tend to zero to
conclude that if f is an entire function of exponential type τ , bounded on the real axis with h f (π/2) 0, then, for any γ ∈ (0,2π),
we have
τ f (x)+ i f ′(x) − ieiγ f ′(x) =
∞∑
n=−∞
cn f
(
x− s + nπ
τ
)
(x ∈ R), (4.3)
where cn is as in the statement of Theorem 1 and s = −γ /τ .
If f (x) ≡ eiτ x f (−x), then
f ′(x) = −eiτ x f ′(−x) + iτeiτ x f (−x) = −eiτ x f ′(−x) + iτ f (x),
which implies that
τ f (x)+ i f ′(x) − ieiγ f ′(x) = −ieiτ x f ′(−x) − ieiγ f ′(x),
and (4.3) comes to be (2.2).
In the remaining case where γ = 0, the desired formula says that
−i{ f ′(x) + eiτ x f ′(−x)}= τ f (x) (x ∈ R),
which is an immediate consequence of the identity f (z) ≡ eiτ z f (−z). 
Proof of Corollary 1. In view of the second Remark after the statement of Theorem 1 it follows from (2.2) that if | f (x)| M
on the real axis, then for any real x and any real γ , we have
∣∣eiγ f ′(x) + eiτ x f ′(−x)∣∣ M ∞∑
n=−∞
|cn| = Mτ .
Now, for any ﬁxed x we can choose γ appropriately to conclude that∣∣ f ′(x)∣∣+ ∣∣ f ′(−x)∣∣ Mτ (x ∈ R), (4.4)
which proves (2.4) in the case where y = 0.
If f (z) :=∑∞k=0 akzk then, setting ω(z) := f (−z) =∑∞k=0 ak(−z)k , we see that
− f ′(−z) = −
∞∑
k=0
kak(−z)k−1 = −
∞∑
k=0
kak(−z)k−1 = ω′(z). (4.5)
Hence, (4.4) says that | f ′(x)| + |ω′(x)| Mτ for all real x, and so∣∣ f ′(x) + eiβω′(x)∣∣ Mτ (β ∈ R).
Thus, if Fβ(z) := f ′(z) + eiβω′(z) then |Fβ(x)|  Mτ for all real x. Since Fβ is an entire function of exponential type τ ,
a well-known result [5, Theorem 6.2.4], applied to the function Fβ(−z), shows that∣∣ f ′(z) + eiβω′(z)∣∣ Mτeτ |y| (y := z 0)
for any real β . In view of (4.5) this means that∣∣ f ′(z) − eiβ f ′(−z)∣∣ Mτeτ |y| (y := z 0)
for any real β . This can also be written as∣∣ f ′(x+ iy) − eiβ f ′(−x+ iy)∣∣ Mτeτ |y| (x ∈ R, y  0, β ∈ R).
Since the only restriction on β is that it is real, we can, for any given x ∈ R and any y  0, choose it appropriately to
obtain (2.4). 
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deﬁned in (2.9) differs from zero. From the condition f (z) ≡ eiτ z f (−z), satisﬁed by f , it follows that a(Λn) cannot differ
from zero unless a(τ −Λn) does. If f (x) ∼∑∞n=1 AneiΛnx , then clearly
eiτ x f (−x) ∼
∞∑
n=1
Ane
i(τ−Λn)x,
and so from the condition f (z) ≡ eiτ z f (−z) it also follows that the Fourier coeﬃcient corresponding to τ − Λn is equal
to the Fourier coeﬃcient corresponding to Λn . Thus, the Fourier series of f , although it is unique, can also be written as∑∞
n=1 Anei(τ−Λn)x .
It is useful to recall ([27, Lemma 3, p. 179]; also see [4]) that the Fourier exponents Λ1,Λ2, . . . cannot be larger than τ
for n = 1,2, . . . . Since Λn cannot be a Fourier exponent of f unless τ − Λn is, 0Λn  τ for n = 1,2, . . . . The derivative
f ′ is also uniformly almost periodic (see [3, Chapter III, §2, 7◦]), and f ′(x) ∼∑∞n=1 iΛn AneiΛnx . We need to observe that
the Fourier series of f ′(x) can also be written as
∑∞
n=1 i(τ − Λn)Anei(τ−Λn)x . Thus, by Bohr’s fundamental theorem (rather,
by (2.10) for the derivative f ′), we have
lim
T→∞
1
T
T∫
0
∣∣ f ′(x)∣∣2 dx = ∞∑
n=1
Λ2n|An|2 =
∞∑
n=1
(τ − Λn)2|An|2.
Hence
lim
T→∞
1
T
T∫
0
∣∣ f ′(x)∣∣2 dx = 1
2
( ∞∑
n=1
Λ2n|An|2 +
∞∑
n=1
(τ − Λn)2|An|2
)
= 1
2
∞∑
n=1
{
Λ2n + (τ − Λn)2
}|An|2
 τ
2
2
∞∑
n=1
|An|2 = τ
2
2
lim
T→∞
1
T
∞∫
−∞
∣∣ f (x)∣∣2 dx,
where Bohr’s fundamental theorem has been used again at the last step. 
Proof of Theorem 3. By Lemma 4, f (z) = ∫ τ0 eiztϕ(t)dt , where ϕ ∈ L2(0, τ ) and ϕ(τ − t) = ϕ(t), a.e. in (0, τ ). Then f ′(z) =
i
∫ τ
0 te
iztϕ(t)dt and by formula (3.3), we have
∞∫
−∞
∣∣ f ′(x)∣∣2 dx = 2π
τ∫
0
t2
∣∣ϕ(t)∣∣2 dt. (4.6)
Changing the variable from t to u = τ − t , we obtain
∞∫
−∞
∣∣ f ′(x)∣∣2 dx = 2π
τ∫
0
(τ − u)2∣∣ϕ(τ − u)∣∣2 du.
Since ϕ(τ − u) = ϕ(u), a.e. in (0, τ ), we see that
∞∫
−∞
∣∣ f ′(x)∣∣2 dx = 2π
τ∫
0
(τ − u)2∣∣ϕ(u)∣∣2 du = 2π
τ∫
0
(τ − t)2∣∣ϕ(t)∣∣2 dt. (4.7)
From (4.6) and (4.7), we conclude that
∞∫
−∞
∣∣ f ′(x)∣∣2 dx = 2π 1
2
{ τ∫
0
t2
∣∣ϕ(t)∣∣2 dt +
τ∫
0
(τ − t)2∣∣ϕ(t)∣∣2 dt
}
= 2π
τ∫
t2 + (τ − t)2
2
∣∣ϕ(t)∣∣2 dt
0
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2
2
τ∫
0
∣∣ϕ(t)∣∣2 dt = τ 2
2
∞∫
−∞
∣∣ f (x)∣∣2 dx,
where (3.3) has been used again at the last step. Hence (2.12) holds.
Next, we shall show that inequality (2.12) is sharp. For this, let
ϕ(t) :=
⎧⎨
⎩
1 if τ − δ  t  τ ,
0 if δ < t < τ − δ,
1 if 0 t  δ,
where δ ∈ (0, τ /2). Then
f (z) :=
τ∫
0
eiztϕ(t)dt =
δ∫
0
eizt dt +
τ∫
τ−δ
eizt dt
deﬁnes an entire function of exponential type τ belonging to L2 on the real axis. Besides,
eiτ z f (−z) =
δ∫
0
eiz(τ−t) dt +
τ∫
τ−δ
eiz(τ−t) dt =
τ∫
τ−δ
eizu du +
δ∫
0
eizu du = f (z).
By Parseval’s formula (3.3), we have
∞∫
−∞
∣∣ f (x)∣∣2 dx = 2π
τ∫
0
∣∣ϕ(t)∣∣2 dt = 4πδ.
Clearly,
f ′(z) = i
δ∫
0
teizt dt + i
τ∫
τ−δ
teizt dt,
and so, once again, by Parseval’s formula
∞∫
−∞
∣∣ f ′(x)∣∣2 dx = 2π
( δ∫
0
t2 dt +
τ∫
τ−δ
t2 dt
)
= 2π
{
δ3
3
+
(
τ 3
3
− (τ − δ)
3
3
)}
= 2π
(
δτ 2 − δ2τ + 2
3
δ3
)
.
Hence ∫∞
−∞ | f ′(x)|2 dx∫∞
−∞ | f (x)|2 dx
= τ
2
2
− δ
(
τ
2
− δ
3
)
.
The right-hand side of this relation can be made as close to τ 2/2 as we wish by taking δ suﬃciently small, which proves
that the coeﬃcient τ 2/2 of
∫∞
−∞ | f (x)|2 dx, in (2.12), cannot be replaced by a smaller number. 
5. A couple of questions
The results discussed in this paper raise many questions. However, we shall mention only two.
1. From (1.6) and (1.7) we know that
n − 1 κn := sup
p∈℘n
max|z|=1 |p′(z)|
max|z|=1 |p(z)|  n −
1
2
+ 1
2(n + 1) . (5.1)
It was shown by Govil, Jain and Labelle [16] that κ2 =
√
2.
Question. What is the value of κn for n = 3,4, . . .? We do not even know the exact value of κ3.
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∣∣p′(z)∣∣ 3
√
3
2
(|z| = 1) (5.2)
as long as
|p(1)|2 + |p(e2π i/3)|2 + |p(e4π i/3)|2
3
 1. (5.3)
In order to prove this assertion we argue as follows: If p(z) :=∑3ν=0 aν zν belongs to ℘3 then a3 = a0 and a2 = a1, so
that
∣∣p(eiθ )∣∣2 = p(eiθ )p(eiθ )= 3∑
ν=−3
cνe
νiθ ,
where
c−3 = |a0|2, c0 = 2
(|a0|2 + |a1|2) and c3 = |a0|2. (5.4)
Clearly, we have
∣∣p(1)∣∣2 + ∣∣p(e2π i/3)∣∣2 + ∣∣p(e4π i/3)∣∣2 = 3∑
ν=−3
cν
{
1+ e2νπ i/3 + (e2νπ i/3)2}. (5.5)
If ω 
= 1 is a cube-root of unity, then
1+ω +ω2 = 1−ω
3
1−ω = 0,
which implies that
1+ e2νπ i/3 + (e2νπ i/3)2 = 0 (ν = ±1,±2).
Using this in (5.5) we see that∣∣p(1)∣∣2 + ∣∣p(e2π i/3)∣∣2 + ∣∣p(e4π i/3)∣∣2 = 3c−3 + 3c0 + 3c3.
Thus, in view of (5.4), inequality (5.3) holds if and only if
4|a0|2 + 2|a1|2  1. (5.6)
We write p(z) = p1(z) + p2(z), where p1(z) := a0 + a0z3 and p2(z) := a1z + a1z2. Clearly,
max|z|=1
∣∣p′1(z)∣∣= 3|a0| and max|z|=1
∣∣p′2(z)∣∣= max|z|=1 |a1 + 2a1z| = 3|a1|.
Hence
max|z|=1
∣∣p′(z)∣∣max|z|=1
∣∣p′1(z)∣∣+max|z|=1
∣∣p′2(z)∣∣ 3(|a0| + |a1|). (5.7)
We wish to maximize 3(|a0|+ |a1|) under the condition (5.6), which is equivalent to (5.3). By Schwarz’s inequality, we have
|a0| + |a1|
√
4|a0|2 + 2|a1|2
√
1
4
+ 1
2
 1 ·
√
3
2
.
This, in view of (5.7), shows that (5.2) holds if (5.3) does.
Example. Let
p(z) := 1
2
√
3
+ 1√
3
z + 1√
3
z2 + 1
2
√
3
z3.
Then p(1) = √3 and p(e2π i/3) = p(e4π i/3) = 0, so that
|p(1)|2 + |p(e2π i/3)|2 + |p(e4π i/3)|2
3
= 1.
Since p′(1) = 3√3/2, this example shows that (5.2) is the best possible estimate for max|z|=1 |p′(z)| if p belongs to ℘3 and
satisﬁes (5.3).
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κ3 
3
√
3
2
= 2.598 . . . ,
which is slightly better than the bound κ3  2.625 given by the second inequality in (5.1).
2. The following question is suggested by Theorem 3 (also see [24]).
Question. How large can∫∞
−∞ | f ′(x)|p dx∫∞
−∞ | f (x)|p dx
be if f is an entire function of exponential type τ which belongs to Lp(R) for some p > 0 and satisﬁes the condition
f (z) ≡ eiτ z f (−z)?
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