We study the class of disentangled realized estimators for the integrated covariance matrix of Brownian semimartingales with finite activity jumps. These estimators separate correlations and volatilities. We analyze -in a thorough Monte Carlo study -different combinations of quantile-and-median-based realized volatilities, and four estimators of realized correlations with three synchronization schemes. Their finite sample properties are studied under four data generating processes and in presence, or not, of microstructure noise, and under synchronous and asynchronous trading. The main finding is that pre-averaged disentangled estimators provide a precise, computationally efficient and easy alternative to measure integrated covariances on basis of noisy and asynchronous prices. Moreover, the gain is not only statistical but also financial. A minimum variance portfolio application shows the superiority of the disentangled realized estimators in terms of numerous performance metrics.
Introduction
Most of the activities in financial institutions such as risk management, portfolio selection and asset pricing require precise measures that summarize the relationships between risk factors. Among these parameters, correlations and volatilities are of paramount importance as they provide, on the one hand, insights on the links between assets and, on the other hand, necessary inputs for various risk measures.
Realized correlations and volatilities are nonparametric estimators of the ex-post variation of prices. In both the univariate and multivariate cases, the baseline estimators (simply obtained by summing intraday squared returns or intraday product of returns) face numerous drawbacks.
First, empirical properties of asset prices suggest the existence of jumps. Jumps enable to accommodate fat tails in the empirical density of returns and smiles in volatility surfaces of option prices. Models for jumps can be of two types: either with finite amount of large jumps or with infinite amount of small jumps. Jumps introduce an additional source of variation in prices which is of interest for many purposes, but lead to biases in covariance measurements. Several estimators are able to separate these sources of variations. For the univariate case, see e.g. bipower variation (Barndorff-Nielsen and Shephard (2004b) ), quantile-based realized variances (Christensen et al. (2010b) ), and MinRV and MedRV (Andersen et al. (2012) ). In the multivariate case, bipower covariations are proposed in Barndorff-Nielsen and Shephard (2004a) , thresholds covariances in Mancini and Gobbi (2012) , outlyingness weighted covariances in Boudt et al. (2011b) , and disentangled covariances in Boudt et al. (2012) .
Second, intraday prices are unreliably recorded, as they do not necessarily correspond to those at which the underlying asset has been traded, as pointed out in Zhou (1996) . This phenomenon, labeled as market microstructure noise (noise henceforth), affects significantly the properties of realized measures. Several solutions are provided in the literature both for realized variances and covariances. They include, among others, sparse sampling (Andersen et al. (2001) and Bandi and Russell (2008) ), multi-scale estimators (Zhang et al. (2005) and Zhang (2006) ), pre-averaging techniques (Shephard and Xiu (2012) and Corsi et al. (2012) ).
Third, and this is specific to the multivariate setup, while price series are non-synchronous and discrete, the underlying theory of realized estimators is based on continuous stochastic processes.
As a result, most of the multivariate tools require synchronous data. Several estimators and sampling methods have been proposed to cope with non-synchronous transactions.
This article investigates the properties of the class of disentangled estimators introduced by Boudt et al. (2012) , i.e. realized covariances computed as the product of realized volatilities and correlations. Though numerous estimators can be constructed on basis of combinations of volatilities and correlations, we focus on estimators presenting robust properties with respect to jumps. In other words, we consider finite activity jumps and build the covariance estimator on basis of robust correlation and volatility estimators.
Our main contribution is to show that this class of estimators, if implemented properly, is appropriate for covariation measurement. Indeed, the estimators are precise, simple to program, computationally fast, and the estimated matrix is positive definite. Moreover, we underline the robustness of the estimator with respect to the three aforementioned issues related to high-frequency data. First, we point out that the use of robust statistics for the correlations, such as Gaussian ranks and Spearman ρ, provide jump-robust estimates. Second, we show that microstructure noise does not generate biases when log-returns are pre-averaged. Finally, asynchronous trading does not generate biases when log-returns are aligned using previous-tick interpolations.
The reason for disentangling covariances into correlations and volatilities is the optimal use of the available information. Measuring separately volatilities and correlations allows to measure each component using the largest amount of available information. Indeed, as returns only need to be synchronized for correlations, volatilities are measured using the full sample of data. This approach has potential advantages in terms of precision for the estimation. In fact, separating the estimation of correlations and volatilities is not an uncommon practice in econometrics. In the parametric MGARCH set up, Bollerslev (1990) , Tse and Tsui (2000) , and Engle (2002) propose equivalent approaches with CCC and DCC models (see Bauwens et al. (2006) for an extensive review). Halbleib and Voev (2011) propose a mixed approach, combining the DCC for the correlations and the realized estimators for the volatilities.
We compare different combinations of estimators and study their properties in a Monte Carlo exercise and with real data.
The Monte Carlo study is based on four different models that are frequently used in the literature. For testing our estimators in a realistic setting, these models are simulated along with different components to accommodate finite activity jumps, microstructure noise, and asynchronous trading. We find out that the pre-averaged version of disentangled realized covariances computed with Gaussian ranks and median-based realized volatilities provide the most precise results in case of jumping assets and it competes closely with realized kernels in absence of jumps.
We empirically assess the goodness of disentangled realized covariances through an indirect evaluation based on a minimum variance portfolio management exercise. Data represent the largest companies traded on the NYSE. Competing estimators are also evaluated in the application. We find that disentangled realized covariances can be used reliably with forecasting models such as the HEAVY of Noureldin et al. (2012) . Finally we underline different empirical implications from the use of different forecasting models.
Throughout the paper, we use the following notations, unless explicitly stated otherwise: i) p denotes the dimension of the random vector of returns, which has a covariance matrix with elements generically indexed by i and j, ii) t denotes time (measured in low frequency, typically a day), iii) N is the number of high frequency observations (intraday observations if t is measured in days) with index m (i.e. m = 0, ..., N ), iv) every day is divided in K blocks or subsamples indexed by q (i.e. q = 1, ..., K), and k is the number of observations in each block. The hierarchy of frequency is therefore: 1 day composed by N intraday observations, divided in K blocks with k observations within each block. Bold denotes vectors and matrices.
The rest of the paper is organized as follows. In Section 2 we first introduce the data generating process, notation, and the class of disentangled estimators. In Section 3, we define several synchronization schemes. We report the results of a Monte Carlo study based on various models in section 4. Section 5 presents the gains of the disentangled estimators in terms of returns on investment. Section 6 concludes. Additional results are reported in the Appendix.
Jump-robust covariation measurement
We consider a p-dimensional random vector of no-arbitrage log-prices denoted {X t } t≥0 and defined on a filtered probability space (Ω, A, (A t ) t∈[0,1] , P). We assume that the process is adapted to the filtration (A t ) t∈ [0, 1] and that the vector of log-prices behaves as an Itō semimartingale with finite activity jumps:
The process µ u is locally element-wise bounded predictable, and the elements of Λ u are adapted cádlag processes such that Σ u = Λ T u Λ u . The matrix Σ u denotes the spot (or instantaneous) covariance matrix of the process. The random vector W u denotes a p-dimensional standard Brownian motion and J s denotes the jumps magnitude. Jumps are driven by a finite activity (1) is the continuous part and denoted by X c t , so that work might integrate finite and infinite activity jumps, and test whether it is possible to separate between large and small jumps in the price process using the statistics presented hereafter.
The period of interest is [0,1] (e.g. one day). We denote by π N an ordered set of times such that 0 = t 0 < t 1 < ... < t m < ... < t N = 1 forming a partition (see definition 1 below) of the period considered, and µ(π N ) is the mesh of the partition. In this setup, the π N -quadratic variation process of {X t } t≥0 is defined as the random process
If Q π N (X t ) converges in probability to a process {V t } t∈ [0, 1] for any sequence partition π N over
and denote it by [X] t . Assuming X 0 = 0, it is well known for Itō semimartingales that
where
Σ u du is the "path-by-path" continuous part of the quadratic variation (Protter (2004) ), which also corresponds to the quadratic variation of the continuous part X 
In other words, we are interested in a jump robust estimator of the daily integrated covariation by considering separately spot correlations and volatilities. As mentioned above, this approach allows to use the full data sample for volatilities as no synchronization technique is required for their estimation.
We now define more rigorously the partitions one might encounter: 2. synchronous and evenly spaced if N i = N j , π Ni = π Nj but time intervals between prices are not deterministic.
1 This definition is in terms of 2 assets, but it can be generalized to any dimension.
3. asynchronous if π Ni = π Nj but we might have that π Ni ∩ π Nj = {0, 1}, i.e. there may be common points in the two sets except the first and the last (both sets are partitions of the same interval).
4. completely asynchronous if π Ni = π Nj and π Ni ∩ π Nj = {0, 1}. 2 The returns scaled (by time)
We construct K non-overlapping smaller subsets (or blocks) of returns containing each k data points, i.e. N = K × k. 4 We denote by B k q X * = (∆ N m X * ) (q−1)k+1≤m≤qk the subset of scaled returns contained in block q.
The class of Disentangled Realized Covariances (DRC) between assets i and j is
denote respectively estimators of the correlation and volatilities for assets i and j computed using the scaled returns contained in block q. The choice of these estimators determine the properties of (5).
Indeed, many choices are available for We close this sub-section with three remarks. The first concerns consistency and the jumprobust properties of the estimators. They are related to the idea that, in a small interval, logreturns generated by the process in (1) can be well approximated by a Brownian motion with constant covariance matrix: Second, the finite activity jumps that we consider correspond to large unexpected movements.
In a small block, these jumps can be mapped intuitively to outliers in the statistical sense. Estimators that are robust to outliers thus eliminate the effect of finite activity jumps.
Third, in the case of synchronous data (π Ni and π Nj are of types 1 or 2 in definition 1), measuring volatilities and correlations separately has of course little interest since no efficiency can be gained from disentangled estimation. Our class of estimator is best suited in the case of partitions π Ni and π Nj that are of type 3 or 4, requiring a synchronization technique to estimate the spot correlations within each block. We discuss this point more in detail later.
Estimation of the spot volatilities
In this section, we describe two jump-robust estimators of spot volatilities. They are derived from two classes of integrated volatility estimators proposed by Christensen et al. (2010b) and Andersen et al. (2012) . We limit the analysis to these two classes as both are based on a blocking strategy, and hence map easily into the class of disentangled realized covariances.
The estimator of integrated volatility proposed by Christensen et al. (2010b) is based on quantiles and defined, for asset i, as
k-th order statistics. The parameter λ is the probability level at which QRV is computed. The second class of estimators for integrated volatility is a generalization of those proposed by Andersen et al. (2012) , which, for asset i, are defined as
The scalings ξ M in (k) and ξ M ed (k) are such that the summands are consistent estimators of the spot volatility in the corresponding block under the assumption that observations are i.i.d. 6 If k = 1, the scaling is trivially equal to 1 for both estimators, which coincide with the baseline realized variance estimator. If k → ∞, the scaling for MedRV converges to 5 The information contained at more than one probability level can be exploited by considering
, where α is a vector (summing to one) that has the same size as λ. 
2.198, while the scaling for MinRV increases exponentially to infinity.
7 Because of this drawback, combined with its sensitivity to zero returns (leading to a bias towards zero), we do not consider the MinRV estimator. MedRV by contrast strikes a good balance between stability and jump robustness.
Based on QRV i (λ, K) and MedRV i K , the estimators for the spot volatility
And likewise for
Estimation of the spot correlations
The statistical literature on robust estimators for correlations is extensive (see e.g. Shevlyakov and Smirnov (2011) and references therein). We measure spot correlations using benchmarks of this literature (Kendall's τ and Spearman's ρ), as well as other alternatives -quadrant signs and
Gaussian ranks -that deliver good results in the realized literature (Boudt et al. (2012) ).
To facilitate notations in this section, we denote L q = (q − 1)k + 1 and U q = qk the lower and upper bounds for the index of returns belonging to B k q X * .
Kendall's τ is based on the statistical and geometric properties of elliptical distributions. Heuristically, it considers concordance of the combinations of observations by means of the signs.
Kendall's τ between two random variables X i and X j is defined as
where (X i ,X j ) is an independent copy of (X i , X j ). In our setup, the estimator for block q is
The estimated Pearson correlation is obtained as r
It is pairwise and does not necessarily provide positive definite estimated matrices. However, if the sample size is at least three times larger than the cross section, the resulting matrix is positive definite with probability one (Boudt et al. (2011a) ).
Spearman's rho is based on the Pearson correlation between cumulative distribution functions.
If one defines F i (x) = P (X i ≤ x) (and likewise for X j ), the Spearman's correlation is
The estimator for block q, denoted r i,j Sp,q , is the sample Pearson correlation between ranks of the vectors in B k q X * . The estimated Pearson correlation between X i and X j is then r
Sp,q . The estimated matrix is positive definite with probability one if the sample size is at least two times larger than the cross sectional size (Boudt et al. (2011a) ).
Quadrant signs, or quadrant correlations are defined as
The estimator based on B k q X * is the sample average of the signs
The estimated Pearson correlations and the condition for positive definite estimated matrix are the same as for the Kendall's τ .
Gaussian ranks is a direct estimator of the Pearson correlation:
,
only depends on the amount of points k in block q, Φ −1 (·) denotes the quantile function of the standard normal distribution, and rank(∆ N n X * i ) the rank of ∆ N n X * i in block q. Positive semi-definiteness is ensured as long as the sample size is greater than the cross section.
Positive definiteness and number of blocks
The matrix version of (5) is
where R(·) denotes the jump robust estimator of the spot correlation matrix and S(·) is a diagonal matrix containing jump robust estimates of the spot volatilities of each asset over block q. Positive definiteness of DRC(K) depends on R(·) and S(·). If R(·) is positive definite, and if the diagonal matrix S(·) has no zero entries, then S(·)R(·)S(·) and the average (9) are positive definite.
In practice, choices have to be made for the number of blocks K (and hence the number of observations per block k), which, for a fixed sample size N , lead to the classical trade-off between precision and bias. A smaller amount of blocks implies a larger amount of available observations for the estimation. In the opposite, estimation based on a larger amount of blocks allows to decrease the sensitivity to zero-returns, reducing the chances of downward biases. Moreover, the spot correlations and volatilities being time-varying, inference based on a small amount of blocks is unlikely to capture accurately the dynamics, advocating the use of a larger number of blocks.
The amount of blocks per day should be an decreasing function of the cross section size p. In higher dimensions, smaller amount of blocks should be used in order to preserve positive definiteness. Note that this points in favor of the estimation of R(·) on basis of Gaussian ranks, which provide positive definite matrices as long as the amount of assets considered is smaller than the sample size. On basis of simulated and real data, a reasonable user choice for frequently sampled data is around 5 blocks.
Market Microstructure noise
Up to this point, we described the class of DRC estimators under the assumption that efficient prices are observable and not contaminated by market microstructure noise. In practice, however, observed prices do not always match with those that are exchanged on markets (see e.g. Zhou (1996) ). From a modeling viewpoint, noise is an additive component to log-prices that can be written as Y t = X t + η t , where X t denotes the efficient log-prices (1) and η t denotes the market microstructure noise. Generally, noise generates upward biases in standard realized volatilities and is less impactful on covariance measures. We describe three techniques for decreasing the impact of noise.
Sparse sampling consists of sampling prices on a sparse grid of time points, i.e. choosing a value for ∆ in the interpolation scheme. At lower frequencies, the impact of noise is known to be less relevant and the bias tends to vanish (Barndorff-Nielsen and Shephard (2007)). The resulting estimator is computed using the synchronous low frequency data. Sparse sampling may reduce significantly the number of available observations, which has two drawbacks: it limits the size of the cross section for which the estimated matrix is positive definite, and the precision of the estimates worsens.
Subsampling is introduced in the univariate case by Zhang et al. (2005) and Zhang (2006) , and studied in the multivariate setup by Zhang (2011) and Boudt and Zhang (2013) We construct K overlapping sub-grids at a calendar frequency δ, i.e. we skip δ points in π Ni between two consecutive points of the new sub-grid. Returns are computed from prices projected on the sparse grid of times using previous-tick interpolation. They are denoted by
. denotes the floor operator. 8 We denote the new set of returns contained in subsample q by
The estimator is then computed as in (5) by replacing the blocks by the new subsamples.
Sampling at lower frequencies allows to decrease the impact of noise on estimates and averaging over the subsamples allows to increase the efficiency of the estimator. However, the cost of subsampling is that the size of the cross section for which the estimator is positive definite will be limited by the frequency of the subsamples. The reason is alike to sparse sampling since the average is composed of covariance matrices based on low frequency data.
Pre-averaging is introduced by Podolskij and Vetter (2009) and studied by .
Multivariate extensions can be found in Christensen et al. (2010a) and Christensen et al. (2013) .
It relies on the intuitive idea that if the noise η t is i.i.d. with mean zero, then smoothing the log-prices Y t may decrease the impact of microstructure noise and provide an approximation of the true latent price X t .
We use pre-averaging in calendar time assuming prices are aligned on an homogeneous grid of time. If ∆ N m Y * denotes the m-th vector of noisy scaled returns, pre-averaged returns are defined
following Christensen et al. (2010a) . The scaling in front of the sum is necessary to avoid insample biases in the estimates. We replace the returns used to construct the blocks in the previous section by their pre-averaged counterpart and compute the estimator following equation (5), which provides the pre-averaged version of the class of DRC. Pre-averaging of log-returns enables to keep more points for the estimation. Consequently, precise estimates can be obtained and the dimension 8 Note that if returns are sampled every second along a grid π N i of type 1, then K = δ.
is not reduced as in the case of sparse sampling.
Synchronization schemes
We now assume that the partitions π N1 and π N2 (see definition 1) are of type 3 or 4, i.e. observations are asynchronous and assets may have different sample sizes. As in the synchronous case every day there is an opening and a closing, and the day is evenly divided in K blocks. The main difference with regularly spaced arrivals is that that the number of observations per block is random. Once re-scaled, these observations can be used to estimate the volatilities, one by one independently of each other. However, for the estimation of the correlations within each block, observations for all assets need to be synchronized. What follows is the list of the synchronization techniques that we use.
Interpolation is based on first choosing a fixed calendar sampling frequency. For example, it is common in practice to use 5, 10 or 15 minutes returns, i.e. returns computed on basis of prices sampled every 5, 10 and 15 minutes along the day. This is the multivariate extension of sparse sampling (see Andersen et al. (2001) ) and it provides homogenous time series (Dacorogna et al. (2001) ). The sampling frequency is chosen according to an optimality criterion, such as the minimization of issues related to market microstructure noise and jumps. In any case, the choice of the calendar sampling frequency is delicate and may significantly modify the statistical properties of the estimators. On the one hand, sampling at higher frequencies entails a larger sample and potentially more precise estimates. On the other hand, the impact of microstructure noise is known to be more important at high frequencies and can generate biases in realized measures.
Asynchronous trading induces microstructure effects that can lead to downward bias in the correlations among assets, such as the Epps effect (after Epps (1979) ) that is illustrated in Figure   2 . It shows the baseline realized correlations (of Andersen et al. (2003) ) between Apple and the SPDR S&P500 ETF on April 30 2012 and as a function of the sampling frequency. The correlation increases with the sampling interval and reach a stable level for low sampling frequencies, illustrating the Epps effect.
Once the frequency is chosen, homogeneous price vectors are constructed. If we denote by ∆t the frequency at which we sample returns, the number of observations is day length (seconds)/∆t(seconds) .
Then, if one denotes by t 0 the starting time of the day, the i-th observation is constructed as X ti = X t k where k = max(k|tk ≤ t 0 + i∆t) and t k ≤ t 0 + i∆t ≤ t k+1 . I.e. prices are constructed by projecting the closest past observation to the i-th point of the time grid. This interpolation is called previous tick.
Alternatively, one may opt for linear interpolation. The construction is similar to the previous technique and the amount of points in the homogeneous vector is deterministic. If one denotes by t 0 the starting time of the day, the i-th observation is constructed as
where k = max(k|tk ≤ t 0 + i∆t). prices by projecting asynchronous data on a grid of time coordinates similar to the one used by Harris et al. (1995) and Martens (2004) . The new grid of time coordinates has a random amount of data depending on the relative trading intensity/liquidity of the assets considered. As a result, the less liquid asset drives the construction of the grid. Refresh time can in fact being seen as a previous-tick interpolation on a grid of time coordinates defined as follows.
Definition 2 Denote the trading times of an asset i as t ).
The time τ 1 designates the first moment at which all the assets are traded at least once, i.e. the first time at which all prices were refreshed. Then, τ 2 = max(t
) and, from τ 1 , we have that N Hayashi and Yoshida (2005)'s scheme handles asynchronous data without projecting prices.
As a result, all prices are used in the computation of realized covariances. This scheme was first used to compute realized covariances by aggregating returns recorded in overlapping time intervals.
The estimator of cumulative covariance between asset i and j is defined as follows:
=∅} is an indicator function. The aggregation scheme can be used with different versions of the cumulative covariance estimator as, for example, the thresholds realized covariances of Mancini and Gobbi (2012) . However, the class of DRC does not map naturally into the construction of aggregated returns and hence we only apply it to the realized covariances of Andersen et al. (2003) and the thresholds realized covariances of Mancini and Gobbi (2012) . More details are provided in the next section.
Monte Carlo Simulation
We assess the finite sample behavior of the combinations of realized volatilities, correlations and synchronization techniques. We report the performances and compare the best combinations We implement these estimators them as suggested by the authors, which represents the current state of the art. For instance, TC is estimated with a hreshold value r h,t = 9BPV t ∆ 0.98 t , following Jacod and Todorov (2009) , where BPV t is the bipower variation and ∆ t refers to the time interval between two successive returns. We implement OWC with hard rejection functions and a threshold of 0.999, following the results of Boudt et al. (2011b) . As for RK, we use refresh time and subsampled realized variances to compute the optimal bandwidth. When necessary more details are given below.
In a nutshell, the conclusion of our study is that across the four simulated models (presented below) with jumps, noise and asyncrhonous prices, pre-averaged DRC implemented with Gaussian ranks provide the best results.
Data generating processes
We simulate 10000 trading days from four models that are often used in the literature: a Brownian motion, the Heston model, a stochastic volatility with constant correlation, and a continuous GARCH diffusion. Assuming that the market opens 252 days per year and 6.5 hours per day, a trading day has 23400 seconds. This is the number of prices we generate per day (using the Euler discretization scheme) which implies that 1 second corresponds to 1/(252 x 23400) units of time.
In the sequel of this section we first show the models. The calibration is done following the choices made in previous works (see Table 1 ). Next, results are divided in four sub-sections. We start with the ideal world where assets trade synchronously and without noise (section 5.2). Then we introduce asynchronicity (5.3), noise (5.4), and asynchronicity and noise (5.5). Model 1 is a Brownian motion with constant parameters:
for i = 1, 2, and where W it are Brownian motions (also denoted by B it in the next models) and < dW 1t , dW 2t >= ρdt. The initial log prices are X 1,0 = log(100) and X 2,0 = log(40). 9 We show results for RK for the two cases with noise.
Model 2 is the Heston model, in which correlations remain constant while volatilities change over time and display jumps, as in Aït-Sahalia et al. (2010) and Shephard and Xiu (2012) . For i = 1, 2, we simulate log-prices as
where < dW it , dB jt >= δ ij ρ i dt (δ ij denotes the Kronecker delta), < dW 1t , dW 2t >= ρdt, and is distributed like N (θ i , η i ), N it is a Poisson Process with parameter λ i , and initial log-prices are set equal to X 1,0 = log(100) and X 2,0 = log(40).
Model 3 also has stochastic volatility and constant correlation. It follows the model on BarndorffNielsen et al. (2011), used for assessing the finite sample properties of multivariate realized kernels.
For i = 1, 2, we simulate log-prices as
where < dW t , dB jt >= 0, < dX 1t , dX 2t >= 1 − ρ 2 1 1 − ρ 2 2 dt. We calibrate the model following Barndorff-Nielsen et al. (2011) .
Model 4 is a continuous GARCH diffusion. This is the only model allowing stochastic correlations and volatilities. For i = 1, 2, we simulate log-prices as
where < dW it , dB jt >= 0, < dW 1t , dW 2t >= ρ t dt. We calibrate the parameters following Voev and Lunde (2007) and Andersen and Bollerslev (1998) . 
where Estim t denotes the estimator of the integrated covariance matrix for period t, IC t stands for the integrated covariance matrix for period t, vech denotes the vector containing the k is the number of lower diagonal elements of the inputted matrix, T is the amount of simulated periods (days), ./ denotes the element wise division, and ||.|| is the Euclidian norm. respectively. Similar results are found by Boudt et al. (2011b) . In fact, our model 3 corresponds to their main model, except that the jump process is different.
Synchronous prices & no noise
Third, the threshold used for TC provides good results, as the performances of TC are close to those of RC in absence of jumps and far better when jumps are added. 10 Moreover, most of the time OWC outperforms the other estimators, followed by TC for high frequencies. Our combinations are generally less accurate than these two estimators and perform on average better than the BPC. The goodness of our estimators will appear more clearly in case of asynchronous trading.
Fourth, and as briefly mentioned above, combinations based on median operators for volatility measures provide in general more accurate measures than those based on quantiles. Moreover, quadrant correlations perform in a less convincing way than Gaussian ranks, Spearman's ρ and Kendall's τ . In the sequel we only show results for the combination based on median measures for volatilities and Spearman's ρ and Gaussian ranks for correlations. We skip Kendall's τ as it is less computationally efficient that the others.
Asynchronous prices & no noise
We study the impact of asynchronous trading. Following Mancini and Gobbi (2012) , RC and TC are implemented with the pseudo-aggregation scheme proposed by Hayashi and Yoshida (2005);  we denote this estimator as HY-RC and HY-TC. For OWC and BPC, we follow Boudt et al.
(2011b) and use returns aligned on a 5-minute grid with previous-tick interpolation in order to avoid microstructure effects related to asynchronous trading; we denote the estimators PT-BPC and PT-OWC. Our estimators are computed with data synchronized using refresh time (denoted RT), 30-seconds previous tick (denoted PT) and 30-seconds linear interpolation (denoted LI).
Results are in Table 3 . We draw two conclusions. First, estimators based on the HayashiYoshida scheme are very good. The technique provides an efficient way to cumulate overlapping log-returns. HY-TC is the most efficient way to estimate the integrated covariance matrix. LT-OWC losses efficiency because of the lower sampling frequency. Nevertheless, at higher frequencies, biases related with the Epps effect appear, as pointed out in Boudt et al. (2011b) .
Second, our estimators perform on average less efficiently than HY-TC. The 30-second linear interpolation scheme leads to the best results among the different combinations for disentangled realized covariances. Without jumps it performs less efficiently than HY-RC but better than other estimators. In presence of jumps it performs better than all its competitors except for 10 Note that TC is a truncated version of RC and should provide equivalent results in absence of jumps Monte Carlo simulation results for eight estimators of the integrated covariance matrix under four different models specified with and without jumps. The columns report the root mean square errors (RMSE) computed as in (17) for 10000 draws of 23400 observations recorded over one period of trading (6.5 hours). Prices are simulated simultaneously each second and without noise. Every panel of the table contains the four competitors (RC, BPC, TC and OWC), followed by the disentangled estimators, which are computed with 5 blocks (except for 15-minute returns for which only 1 block is used).
HY-TC. This result, though unfavorable for the class of disentangled realized measures, is logical.
Indeed, Hayashi-Yoshida scheme uses all the data points by aggregating returns which have been recorded on overlapping time periods. As mentioned previously, interpolation techniques project prices on fixed grids and inevitably delete data points, just as refresh time and other generalized synchronization schemes. Monte Carlo simulation results for eight estimators of the integrated covariance matrix under four different models specified with and without jumps. The columns report the root mean square errors (RMSE) computed as in (17) 
Synchronous prices & noise
We now study the impact of noise with synchronous trading. Our estimators are computed with sparse sampling (denoted by B at the end of the name; e.g. SpearB). sub-sampling (denoted by S), and pre-averaging (denoted by P). We add to the comparison the realized kernels of BarndorffNielsen et al. (2011) (denoted RK) and we skip results for 30 seconds, as it is well known to be a too high frequency in the presence of noise (i.e. upward biases in th realized masures). Results are in Table 4 and three are the main conclusions.
First, pre-averaging is the most efficient technique for dealing with microstructure noise, while sparse sampling displays the worse results. Sub-sampling -implemented on 5-minute returnsincreases the efficiency of the estimates compared to sparse sampling, but provides higher RMSE than pre-averaged estimators. However, as the sampling frequency decreases from 1 to 5 minute, DRC estimators based on blocks become more efficient, revealing the goodness of a sparser grid of time coordinates when prices are noisy. Additionally, results for 15 minutes-returns provide less clear cut results and advocates the use of 5 minute returns when using sparse sampling. Monte Carlo simulation results for eight estimators of the integrated covariance matrix under four different models specified with and without jumps. The columns report the root mean square errors (RMSE) computed as in (17) for 10000 draws of 23400 observations recorded over one period of trading (6.5 hours). Prices are simulated simultaneously each second and with noise. The abbreviations correspond to the the name of the estimator followed by the noise reduction technique (B = sparse sampling, S = sub-sampling, and P = pre-averaging).
Disentangled estimators are computed with 5 blocks, except for 15-minute returns for which only 1 block is used.
Second, for all approaches, the DRC estimator implemented with Gaussian ranks and Spearman's ρ provide similar precision, except for model 1 for which Spearman's ρ has smaller RMSE.
These results, jointly with the milder condition for positive definiteness, supports the use of Gaussian ranks.
Third, when jumps are added, the pre-averaged DRC estimators provide uniformly more precise estimates than the competitors. However, in absence of jumps, realized kernels provide slightly more precise results. For 5-minute returns, the two subsampled combinations perform better than most of the competitors except for OWC. Depending on the simulated model, one performs better than the other. The competing estimators are described by their respective authors as the least sensitive to noise when computed on basis of 5-minute returns. This statement is verified: the RMSE's are on average smaller for the middle panel.
Asynchronous prices & noise
Last, we analyze the goodness of the estimators with asynchronous and noisy observations. For the competing estimators, we focus on 5-minutes frequency, as previous sub-sections showed that this frequency gave the best results. Likewise, the DRC estimators are shown using pre-averaging and subsampling, since sparse sampling gave the worst results in previous subsections.
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We synchronize using last tick interpolation at a frequency depending on the trading intensity of the considered securities. Results are shown in Table 5 . As in the case of synchronous trading and noise, pre-averaging provides better estimates than subsampling. In the absence of jumps, realized kernels provide the best results, followed by the pre-averaged DRC. With jumps however the realized kernels provide inaccurate measures. They are as sensitive as the baseline realized covariances to jumps.
Pre-averaged DRC strike hence a good balance between jump-robustness and precision and form a serious alternative to other realized measures. Additionally, results are similar for DRC based on Spearman rho and Gaussian ranks. When jumps occur, they perform slightly less efficiently than OWC. Nevertheless, this drawback is compensated by a less demanding computational effort.
11 Pre-averaging is implemented on basis of the new grid of synchronous prices and subsampling is conducted with 5-minute returns also sampled from the new grid. 12 We compute the 75% quantile of time intervals between trades for each asset, take the minimum and stamp the sampling frequency to the nearest second. The 75% quantile may be considered as a conservative choice but it allows to keep under control effects of asynchronous trading causing downward biases in correlations. Monte Carlo simulation results for six estimators of the integrated covariance matrix under four different models specified with and without jumps. The columns report the root mean square errors (RMSE) computed as in (17) for 10000 draws of 23400 observations recorded over one period of trading (6.5 hours). Prices are simulated asynchronously and with noise. The abbreviations correspond to the used synchronization technique, followed by the name of the estimator, and the noise reduction technique. Disentangled estimators are sub-sampled.
Empirical application
We now study the gains of our estimators from a financial perspective. We proceed with a longshort portfolio management exercise using 52 large stocks traded on the NYSE from 2006 to 2012.
Volatility timing strategies are based on conditional covariance matrix of daily returns. Since realized covariances are ex-post measures of the co-variation between assets, we use one-day ahead forecasts of the covariance matrix Σ t in the portfolio construction. The investor updates and rebalances his portfolio every day on basis of the new information generated by markets. If we consider a market composed of p assets that the investor can select in his portfolio, the optimal p×1 vector of weights ω t for the portfolio allocation are computed by solving standard conditional mean-variance criterion: min ωt ω t Σ t ω t subject to ω t 1 = 1. The solution ω t to this strategy is well known:
We evaluate the performance of the portfolio on basis of five criteria: i) the annualized mean returns, ii) the annualized standard deviation, iii) the annualized Sharp ratio, iv) the annualized average turnover (given by T O t = |ω t − ω t−1 |1 p ), and v) the cumulated performance in terms of the return on investment.
Models for conditional covariance matrices
The practical implementation of volatility timing strategies require conditional covariance matrix measurement, i.e. the covariance matrix at time t + 1 given information up to time t. We consider a set of p stocks and denote the daily returns at t by r t and realized covariance measures on day t as V t . Investors believe that asset returns behave as:
where z t ∼ i.i.d.N (0, I p ) and I p denotes the identity matrix of size p. Moreover, µ t = E[r t |A t−1 ] and Σ t = V [r t |A t−1 ]. We assume µ t to be constant and estimate it with the sample mean. Three models are considered for Σ t . Two of them rely on realized covariances and one on daily returns only. In other words, we compare investments conducted on basis of two different information sets: 
i,t , and h 1/2 i,t denotes the elements on the diagonal of D t , i.e. the univariate volatilities which are specified as GARCH(1,1) processes. Long memory is not considered since only one step ahead forecasts are required.
We consider two models for the conditional covariance matrix based on high-frequency data.
First, we estimate a rolling window volatility model. 13 The estimation procedure closely follows
De Pooter et al. (2008) and Fleming et al. (2003) . This technique is based on the work of Foster and Nelson (1996) and Andreou and Ghysels (2002) . The daily conditional covariance matrix based on high-frequency data is:
Smaller values for the decay parameter α point to a less informative innovation process V t−1 , i.e.
the estimator is too noisy from a portfolio construction perspective, while a large value for α point to more informative innovations (Bannouh et al. (2009) The second model with high frequency data is the HEAVY of Noureldin et al. (2012) . Their model is specified as the BEKK of Engle and Kroner (1995) but lagged values of the cross products of returns which are replaced by lagged values of the realized covariances:
Realized covariances are modeled as E[V t |A HF t−1 ] = M t for which M t is again specified as a BEKK:
Various specifications can be adopted to limit the amount of parameters. We study the scalar-BEKK specification whose properties are illustrated in the empirical study of Noureldin et al. (2012) . The Wishart distribution is assumed and estimation is done by maximum likelihood.
Results
The investment universe is composed of 52 large stocks traded on the NYSE. Data consists of trades and prices. Results of the minimum variance portfolio are in Table 6 The strategy based on the HEAVY model is more profitable (mean returns) than based on the rolling window model. It is also less risky (of the order of 12.4%). Compared with the average S&P 500 VIX over the sample period (24.66%), the volatility of the portfolio using the HEAVY model is unusually low. Moreover, on average, the Sharp ratios are higher than for the rolling window model. These results are not surprising since the HEAVY model has a richer specification than the rolling window. Nevertheless, it has to be noted that the portfolios constructed on basis of the HEAVY model are less stable as the turnover is higher. The DCC behaves worse that the other models. The average return is lower while the annualized volatility remain similar to other strategies. This performance may be due to the fact that the DCC E is based on a poorer information set. The return on investment (see figure) confirms that investing on basis of the HEAVY model is preferable to the rolling window and the DCC E .
Conclusion
We study the properties of the class of disentangled estimators of the integrated covariance matrix of Itō semimartingales in an extensive Monte Carlo study. We cover different scenarios when efficient prices are observable or contaminated by noise, with and without jumps, and with synchronous or non-synchronous trading. We show that if one selects the right combinations of estimators and robustification techniques, disentangled realized covariances prove to be as precise as other measures, jump robust, simpler, robust to noise, positive definite, and computationally efficient.
Our main conclusion is that if observations are non-synchronous and noisy (as it is the case of multivariate high frequency data), the subsampled version of disentangled estimators based on Gaussian ranks (for the correlations) and median deviations (for the volatilities) is the most appropriate metrics in terms of root mean square error. This result dovetails with Boudt et al.
(2012).
Moreover, this finding is confirmed by an empirical analysis based on a cross-section of stocks traded on the NYSE. Performances from a minimum variance portfolio strategy based on our favorite estimator provide the highest mean return, lower volatility, highest Sharp ratio, and highest return on investment. 
Appendix: supplementary Monte Carlo results

