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Abstract
For a given graphG=(V ,E), the interval completion problem ofG is to ﬁnd an edge setF such that the supergraphH =(V ,E∪F)
of G is an interval graph and |F | is minimum. It has been shown that it is equivalent to the minimum sum cut problem, the
proﬁle minimization problem and a kind of graph searching problems. Furthermore, it has applications in computational biology,
archaeology, and clone ﬁngerprinting. In this paper, we show that it is NP-complete on split graphs and propose an efﬁcient algorithm
on primitive starlike graphs.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
LetG=(V ,E) be a ﬁnite, simple, and undirected graphwithV andE being the vertex and edge sets ofG, respectively.
Graph G is an interval graph if it can be associated with each vertex u ∈ V of an interval Iu on the real line such
that Iu ∩ Iv is nonempty precisely when (u, v) ∈ E. We call the set {Iu}u∈V an interval representation of G. Interval
graphs have been extensively studied [4,13,22,23,25]. The INTERVAL COMPLETION PROBLEM on G = (V ,E) is to ﬁnd
an interval graph H = (V ,E∪F) containing G as a subgraph such that |F | is minimum where |F | is called the interval
completion number of G.
For a given graph G = (V ,E), let n = |V |. A linear layout  of G is a bijective function  : V → {1, 2, . . . , n}.
For a given layout  of G and an integer i ∈ {1, . . . , n}, let (i,,G) = {u|(u) i and ∃v with (v)> i such
that (u, v) ∈ E}. The MINIMUM SUM CUT PROBLEM on G is to ﬁnd a  such that∑ni=1|(i,,G)| is minimum. The
PROFILE MINIMIZATION PROBLEM on G is to ﬁnd a  such that
∑
u∈V ((u) − minv∈N [u] (v)) is minimum, where
N [u] = {u} ∪ {v|(u, v) ∈ E}.
The minimum sum cut and proﬁle minimization problems were independently studied in [7,24], respectively. It is
interesting that both problems turn out to be equivalent to the interval completion problem [8]. Surprisingly, Fomin
and Golovach showed that for any graph G the total search cost of G is equal to the smallest number of edges of all
interval supergraphs of G [11]. Hence, for the graph searching problem, computing the total search cost of G solves
the interval completion problem of G. Besides, the applications of interval completion arise in computational biology
[2,14], archaeology [21], and clone ﬁngerprinting [20].
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It has been shown that the interval completion problem is NP-complete on general graphs [12], edge graphs [12],
and cobipartite graphs [33]. Kuo and Chang showed that it can be solved in O(n1.722) time on trees [24]. Independently,
Díaz et al. showed that it can be solved in O(n) time on trees [7].
A triangulation of G is a chordal graph on the same vertex set that contains G as a subgraph. Möhring [26] showed
that every triangulation of an AT-free graph is an interval graph. This implies that the minimum number of additional
edges in a triangulation of G (ﬁll-in) equals its interval completion number. Thus, the interval completion problem can
be solved in O(nd) time on d-trapezoid graphs [3]. It also implies that the problem on trapezoid graphs and permutation
graphs can be solved in O(n2) time since both of them are 2-trapezoid graphs. Fomin and Golovach showed that it
can be solved in linear time on cographs [11]. Besides, it is known that the problem is ﬁxed parameter tractable (FPT)
[6,18,19].
Some researchers deal with approximation algorithms for the interval completion problem. Ravi et al. [29] ﬁrst
obtained an O(log2 n)-approximation algorithm on general graphs. Even et al. [9] then proposed an O(log n log log n)-
approximation algorithm on general graphs and an O(log n)-approximation algorithm on planar graphs. Rao and
Richa [28] improved these results. They obtained an O(log n)-approximation algorithm on general graphs and an
O(log log n)-approximation algorithm on planar graphs.
A similar problem called PATHWIDTH PROBLEM is to ﬁnd an interval supergraph of G such that its maximum clique
size is as small as possible [1,30]. It has been shown that the pathwidth problem is NP-complete on starlike graphs (a
subclass of chordal graphs) [16] and there are polynomial-time algorithms on k-starlike (for ﬁxed k), split, and primitive
starlike graphs [16,27]. However, the complexity of the interval completion problem is unknown on chordal graphs. In
this paper, we give a polynomial-time algorithm to solve the interval completion problem on primitive starlike graphs
and show that it is NP-complete on split graphs. The rest of this paper is organized as follows: Section 2 provides a
necessary background. Section 3 shows the NP-completeness result. Section 4 proposes some useful properties for the
problem. Our polynomial-time algorithm for primitive starlike graphs is proposed in Section 5. Finally, we give some
concluding remarks in the last section.
2. Preliminaries
For a graph G= (V ,E) and a subset W ⊆ V we write G[W ] for the subgraph of G induced byW, i.e., the subgraph
with vertex set W and edges those elements of E with both end-vertices in W. For detailed terminology, notation, and
deﬁnitions of graph classes mentioned in this paper we refer to [5,15].
A clique in a graph is a complete subgraph. A graph G is chordal if there is a tree T and a family of subtrees of T
indexed by the vertices of G, {Fu}u∈V , such that subtrees Fu and Fv share a node of T if and only if the vertices u
and v are adjacent, where the subtree Fu is comprised of all nodes that correspond to maximal cliques containing u.
Furthermore, it is possible to construct T in such a way that there is a bijection between the nodes of T and the maximal
cliques of G. In general, such a tree T is called a clique tree of G. A chordal graph is called starlike if one of its clique
trees is a star. Note that an interval graph is a chordal graph with one of its clique trees being a path.
For a starlike graph G, let {X0, X1, . . . , Xr} be the set of all maximal cliques of G with X0 being the maximal clique
corresponding to the center of its clique tree. For convenience, X0 is called the central clique and the other maximal
cliques Xi , i = 0, are called peripheral cliques. Graph G is primitive if Xi ∩ Xj = ∅ for all i = j = 0. Graph G is
called a k-starlike graph if |Xi\X0|k for all i = 0. In the case of k = 1, it is called a split graph. Another deﬁnition
of a split graph G = (V ,E) is that its vertex set V can be partitioned into C and I such that G[C] induces a maximum
clique and G[I ] induces an independent set [10,17].
Gilmore and Hoffman [13] showed that a graph is an interval graph if and only if its maximal cliques can be ordered
as C1, C2, . . . , Cs such that for every vertex the maximal cliques containing it consecutively. Using this concept, a path
decomposition of a graph can be deﬁned as follows. Let I={1, . . . , s}. For a given graphG=(V ,E), (Yj )=(Y1, . . . , Ys)
is a path decomposition of G if the following conditions are satisﬁed.
(1) ∪i∈I Yi = V .
(2) For every (u, v) ∈ E there is an i ∈ I with {u, v} ⊆ Yi .
(3) For every i, j, k ∈ I , ijk, Yi ∩ Yk ⊆ Yj .
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Given a path decomposition (Yj ), the interval completion number of (Yj ) is |∪i∈I {(u, v)|u, v ∈ Yi and (u, v) /∈E}|.
For the interval completion problem, the objective is to ﬁnd a path decomposition such that |∪i∈I {(u, v)|u, v ∈ Yi
and (u, v) /∈E}| is minimum. (Note that in the pathwidth problem, the goal is to ﬁnd a path decomposition with
maxi∈I |Yi | being the minimum.) For interval completion, a path decomposition (Yj ) of G is optimal if |∪i∈I {(u, v)|
u, v ∈ Yi and (u, v) /∈E}| is minimum over all possible path decompositions of G. In the following, we con-
sider path decompositions of G in interval completion problem. The following lemma is ﬁrst derived from [16]
for the pathwidth problem. However, it is not hard to verify that it is also true for interval completion
problem.
Lemma 1. Let (Yj ) be a path decomposition of G, and let C be a maximal clique of G. Then there exists an i ∈ I such
that C ⊆ Yi .
For a starlike graph G with central clique X0 and peripheral cliques Xi , i ∈ {1, . . . , r}, a path decomposition (Yj ) of
G is normalized if every maximal clique Xi , i ∈ {1, . . . , r}, is contained in exactly one Y(i), i.e., there is a permutation
 : {0, 1, . . . , r} → {0, 1, . . . , r} with Xi ⊆ Y(i) and XjY(i) for j /∈ {0, i}.
In a normalized path decomposition (Yj ), X0 may appear in several Yj . Nevertheless, we assume there always
exists a vertex set Ys = X0 for some s. Then every peripheral clique Xi , i ∈ {1, . . . , r}, can be mapped to Yj ,
j ∈ {0, . . . , s − 1, s + 1, . . . , r}. If the peripheral clique Xi is contained in vertex set Yj , where 0js −
1 (respectively, s + 1jr), then we say that Xi is on the left (respectively, right) side of the path
decomposition (Yj ).
Lemma 2. Every starlike graph has a normalized path decomposition which is optimal.
Proof. The proof is similar to the one proved for the pathwidth problem on starlike graphs in [16]. For a starlike graph
G with central clique X0 and peripheral cliques Xi , i ∈ {1, . . . , r}. Let (Yj ) be an optimal path decomposition of G.
By Lemma 1, each peripheral clique Xi has to appear in at least one Yj since Xi is a maximal clique.
(1) If one peripheral clique Xi appears in more than one Yj , just choose one of them and remove all vertices of Xi\X0
from the others.
(2) If there are k(> 1) different Xi’s which are contained in a Yj , then make a sequence of k copies of Yj . Delete extra
vertices as above such that each copy of Yj contains only one Xi .
(3) If we have now X0 = Yj more than once, we choose an arbitrary one.
It is not hard to see that the resulting path decomposition is still optimal and it is normalized. 
3. NP-completeness
A graph G= (V ,E) is bipartite ifV can be partitioned into two independent sets.A bipartite graph is a chain graph if
for every two vertices in one partite the neighborhood of one is contained in the neighborhood of the other.Yannakakis
showed the following lemma.
Lemma 3 (Yannakakis [31]). It is NP-complete to ﬁnd the minimum number of edges whose addition to a bipartite
graph gives a chain graph.
A split graph is called threshold if for every two independent vertices the neighborhood of one is contained in the
neighborhood of the other. For a bipartite graph G, by letting one partite become a clique then the resulting graph G′
is a split graph.Yannakakis showed the following lemma.
Lemma 4 (Yuan et al. [32]). G′ is a threshold graph if and only if G is a chain graph.
For any graphG, the THRESHOLDCOMPLETIONPROBLEM onG is to ﬁnd theminimumnumber of edgeswhose addition
to G gives a threshold graph. Based on Lemma 3, we have the following theorem.
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Theorem 1. The threshold completion problem is NP-complete on split graphs.
Proof. It is obvious that the threshold completion problem on split graphs is in NP. For a bipartite graph G, by letting
one partite become a clique then we obtain the resulting split graph G′. By Lemma 4, there is a chain completion of G
with additional k edges if and only if there is a threshold completion of G′ with additional k edges. By Lemma 3, the
theorem holds. 
Theorem 2. The interval completion problem is NP-complete on split graphs.
Proof. To test whether a split graph is an interval graph is easy. Thus, the problem is in NP.We now reduce the threshold
completion problem on a split graph to the interval completion problem on another split graph. Let G = (V ,E) be a
split graph with V = C ∪ I where G[C] induces a clique and I is an independent set of G. Assume that |V | = n. Note
that G is an interval graph if and only if its independent set I can be partitioned into I and Ir such that both G[I ∪C]
and G[Ir ∪ C] are threshold graphs.
Let C′ be a vertex set with n2 vertices. Let G′ = (V ′, E′) be a supergraph of G with V ′ = C′ ∪ C ∪ I and
E′ = E ∪ {(u, v)|u ∈ V and v ∈ C′} ∪ {(u, v)|u, v ∈ C′}. That is, G′ is a split graph with G′[C ∪ C′] being a clique
and I being its independent set. Let G1 = (V1, E1) and G2 = (V2, E2) be two copies of G′ such that V1 = C1 ∪ I1 and
V2 =C2 ∪ I2. Now let G′′ = (V1 ∪V2, E1 ∪E2 ∪E′′) where E′′ = {(u, v)|u ∈ C1 and v ∈ C2}. It is easy to check that
G′′ is a split graph with G′′[C1 ∪ C2] being a clique and I1 ∪ I2 being an independent set. Furthermore, this reduction
takes polynomial time.
Now we show that G′′ can be augmented to an interval graph with 2k additional edges if and only if G can be
augmented to a threshold graph with k additional edges. We ﬁrst show that there exists a k such that the interval
completion number of G′′ is 2k. Let (Yj ) be an optimal normalized path decomposition of G′′. With respect to Y(0),
if all the vertices of G1 appear on one side and vertices of G2 on the other side, then the interval completion number is
no greater than n2. If there exist two vertices u and v on the same side such that u ∈ V1 and v ∈ V2, then the interval
completion number is at least n2. Thus, it is impossible to have such u and v in (Yj ) by our construction. That is, G1
and G2 must appear in (Yj ) on different sides. Since G1 and G2 have the same adjacency relation, they contribute the
same number for the interval completion of G′′. By letting this number be k, we obtain that the interval completion
number of G′′ is 2k. It is not hard to verify that k is the threshold completion number of G′. By the construction of G′,
the threshold completion number of G′ is equal to the threshold completion number of G.
On the other hand, it is easy to check that if the threshold completion number of G is k, then the interval completion
number of G′′ is 2k. By Theorem 1, the interval completion problem is NP-complete on split graphs. 
Corollary 1. Both the interval completion problem and threshold completion problem are NP-complete on chordal
graphs.
4. Strongly comparable property
Let G be a starlike graph with central clique X0 and peripheral cliques Xi , i ∈ {1, . . . , r}. For any i = 0, let
i = |Xi ∩ X0| and i = |Xi\X0|. In the following, by Lemma 2, we only consider a path decomposition which is
normalized.
For the pathwidth problem, Gustedt [16] showed that every starlike graph has an optimal path decomposition (Yj )
and a permutation  such that Xi ⊂ Y(i) and ′0′1 · · · ′s = 0 = 0′s+1 · · · ′r where ′i = −1(i) for
i ∈ {0, . . . , r}. Such a property is called sorted and has been shown that it is useful for designing polynomial-time
algorithms for the pathwidth problem on split and primitive starlike graphs. However, it cannot be used for the interval
completion problem. In the following, we deﬁne a comparable relation and propose a similar property for the interval
completion problem on starlike graphs.
For any i, j = 0, let ij = |Xi ∩ Xj |. We deﬁne XiXj if j (i − ij )i (j − ij ), where i, j = 0. An ordering
X1, . . . , Xr is comparable if XiXj for 1 ijr . We say that G is comparable if there is an ordering on its
peripheral cliques such that the ordering is comparable. Unfortunately, not every starlike graph is comparable. That is,
for a starlike graph G if XiXj and XjXk , then it is possible that XkXi . For example, consider a starlike graph G
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with three peripheral cliques satisfying the following conditions:
i = 18, j = 12, k = 10,
i = 10, j = 4, k = 3,
ij = 4, jk = 3, ik = 7.
We can verify the comparable property by the following:
XiXj since 5680,
XjXk since 2728,
XiXk since 3330.
Although the comparable property does not hold on the class of starlike graphs, it still holds on the classes of primitive
starlike graphs and split graphs.
Lemma 5. Every primitive starlike graph is comparable.
Proof. For any primitive starlike graph G, ij = 0 for all i, j = 0 since Xi ∩ Xj = ∅. Assume that there exist i, j,
and k such that XiXj and XjXk . By deﬁnition, we have (1) ij ji and (2) jkkj . Since ’s and ’s are
positive integers, (ij )(jk)(ji )(kj ). Thus, (ik)(jj )(ki )(jj ). That is, ikki . Therefore,
XiXk . 
Lemma 6. Every split graph is comparable.
Proof. For any split graph G, i = 1 for all i = 0. Assume that XiXj and XjXk . We have i − ij j − ij .
It implies that ij . Similarly, we obtain that j k . Thus, ij k . That is, i − ikk − ik . Therefore,
XiXk . 
To determine whether a starlike graph is comparable is easy. However, this property is not enough to be used
for the interval completion problem on starlike graphs. We need a stronger ordering property. In the following, we
consider a comparable starlike graph G and assume that (Xi ) = (X1, . . . , Xr) is its comparable ordering cliques. Let
E =∑2 i r i |
⋃
1 j i−1((Xj\Xi) ∩ X0)|. Let (X′1, . . . , X′r ) be a permutation  of (Xi). Let E =
∑
2 i r i
|⋃1 j i−1((X′j\X′i )∩X0)|. We say that (Xi ) is strong if EE for all possible ’s. Graph G is strongly comparable
if its peripheral cliques can be ordered as (Xi ) such that (Xi ) is comparable and strong. Note that if (Xi ) is strongly
comparable, then any subsequence (X′j ) of (Xi ) is also strongly comparable with respect to (X′j ).
Let (Yj ) be a normalized path decomposition of a comparable starlike graphG.We say thatYiYj ifX−1(i)X−1(j)
and i = j = (0). We call (Yj ) sorted if YiYj for all i < j < (0) and for all i > j > (0). By the deﬁnition of the
strongly comparable property, we have the following lemma.
Lemma 7. Every strongly comparable starlike graph has an optimal path decomposition that is sorted.
Unfortunately, the class of split graphs does not have the strongly comparable property. For example, consider the
split graph with the central clique X0 ={1, 2, 3, 4, 5, 6, 7} and four peripheral cliques X1 ={a, 1, 2}, X2 ={b, 5, 6, 7},
X3 ={c, 1, 2, 3, 4}, and X4 ={d, 1, 2, 3, 4, 5}. We have X1X2X3X4 (i.e., it is a comparable ordering) and E= 7.
However, the permutation  = (X1, X3, X4, X2) obtains E = 4 which is smaller than E. Therefore, its comparable
ordering is not strong. In general, it is hard to check whether a comparable ordering is strong or not. Nevertheless, we
have the following lemma.
Lemma 8. The comparable ordering of peripheral cliques of a primitive starlike graph is strong.
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Proof. We assume that (X1, . . . , Xr) is the comparable peripheral cliques of the primitive starlike graph G. Our
objective is to show that it is strong.Assume that there is a permutation = (X′1, . . . , X′r ) such that E is the minimum
over all possible permutations. By assumption, EE.
Let i be the ﬁrst index in  such that Xi = X′i (i.e., Xk = X′k for all k < i). Let j be the index of Xi in
 (i.e., Xi = X′j ). In , Xi contribute
∑j−1
k=i (i′k) to E. Let S = E −
∑j−1
k=i (i′k). Now we consider ′ =
(X′1, . . . , X′i−1, Xi,X′i , . . . , X′j−1, X′j+1, . . . , X′r ). In ′, the contribution of Xi to E′ is decreased by
∑j−1
k=i (i′k).
However, each X′k increases i
′
k , ikj − 1. That is, E′ = S +
∑j−1
k=i (i
′
k). For ikj − 1, i′k′ki since
XiX′k . Therefore, E′ =S +
∑j−1
k=i (i
′
k)S +
∑j−1
k=i (i′k)=E. By repeating the process above, we ﬁnally obtain
that EE. That is, (X1, . . . , Xr) is strong. 
A split graph is called primitive if it is a primitive 1-starlike graph. Following Lemma 8, we have the following
theorem as a by-product.
Theorem 3. The threshold completion problem is polynomial solvable on primitive split graphs.
5. A polynomial-time algorithm on primitive starlike graphs
In this section, we propose a polynomial-time algorithm for the interval completion problem on primitive starlike
graphs. Our algorithm is similar to the one proposed by Gustedt for the pathwidth problem on the same class of graphs
[16]. The objective is to decide which side a peripheral clique should go. The strongly comparable property gives an
ordering of peripheral cliques such that we can process these peripheral cliques one by one.
Deﬁnition 1. Given nonnegative integers (1, . . . , r ), (1, . . . , r ) with ij ji for all ij and a permutation
 : {0, . . . , r} → {0, . . . , r}, let
• sk :=∑ki=1i ;• Optk denote the value of an optimal solution when the problem is restricted to (1, . . . , k) and (1, . . . , k);
• Optk(s), for ssk , be deﬁned asOptk but with the additional assumption that
∑
(i)<(0) i =s, and we setOptk(s)=∞ if such a solution does not exist;
• Optck(s), for ssk and c ∈ {+,−}, be deﬁned as Optk(s) but with the additional assumption that (k)< (0) for
c = “ − ” and (k)> (0) for c = “ + ” .
Lemma 9. The following statements hold:
(1) Optk = min0 s skOptk(s).
(2) Optk(s) = min{Opt−k (s),Opt+k (s)}.
(3) Opt−k (s) = Optk−1(s − k) + k(s − k).
(4) Opt+k (s) = Optk−1(s) + k(sk − s − k).
Proof. (1) and (2) are clear. We now show (3).
If we have an optimal solution  for Optk−1(s − k), then we can easily extend it to a solution for Opt−k (s) by
inserting (k) just before (0) in . This gives “” in (3).
Now let  be an optimal solution for Opt−k (s), and let ′ be the resulting permutation after omitting (k). ′ is a
solution for Optk−1(s − k). So “” holds for the optimal values.
Finally, using a similar argument, we can show that (4) holds. 
By Lemma 9, we use a dynamic programming approach to deriveAlgorithm 1. The correctness ofAlgorithm 1 is due
to Lemma 9. Its time complexity depends on the for loop from Line 5 to Line 16. Since r is the number of peripheral
cliques, it is bounded by the number of vertices in G. The maximal value of s is |X0|, which is also bounded by |V |. So
the time complexity of our algorithm is O(n2), where n = |V |. It is not hard to see that the space used is also bounded
by O(n2).
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Algorithm 1. Compute the interval completion number of a primitive starlike graph G;
Input: Nonnegative numbers r, 1, . . . , r , 1, . . . , r , where for all pairs (i , i ) and (j , j ), i < j⇒ij ji ;
Output: Opt, the interval completion number of G;
1: Opt0(0) = 0; s0 = 0
2: for k := 1 to r do
3: sk := sk−1 + k
4: end for
5: for k := 1 to r do
6: for s := 0 to sk do
7: Opt−k (s) := Optk−1(s − k) + k(s − k);
8: Opt+k (s) := Optk−1(s) + k(sk − s − k);
9: Optk(s) := min{Opt−k (s),Opt+k (s)}
10: if Opt−k (s)Opt
+
k (s) then
11: Indexk(s) := “ − ”
12: else
13: Indexk(s) := “ + ”
14: end if
15: end for
16: end for
17: Opt = min
0 s sr
Optr (s)
Theorem 4. The interval completion problem on primitive starlike graphs can be solved in O(n2) time and O(n2)
space.
After the interval completion number of G is computed, we then wish to know the corresponding path decomposition
of G. It can be tracked by using the information recorded in Indexk(s). In the case that Indexk(s)=“ −” , we know that
Xk is on the left side; otherwise, Xk is on the right side. Algorithm 2 shows the detail. Its correctness can be derived
easily. We omit its proof. Note that in Algorithm 2, “&” is a concatenating operator which concatenates two lists.
Algorithm 2. Find an optimal path decomposition of G;
Input: r, 1, . . . , r , Opt, and tables of Optk(s) and Indexk(s) computed from Algorithm 1;
Output: A list of r + 1 numbers;
1: list := (0)
2: for m := sr to 0 do
3: if Opt = Optr (m) then
4: s := m
5: end if
6: end for
7: for k := r to 1 do
8: if Indexk(s) = “ − ” then
9: list := (k)&list;
10: s := s − k
11: else
12: list := list&(k)
13: end if
14: end for
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6. Conclusion
In this paper, we propose a strongly comparable property on starlike graphs. Based on this property, we show that
there is a normalized and sorted path-decomposition for the interval completion problem on strongly comparable
starlike graphs. Moreover, we propose a polynomial-time algorithm for the problem on primitive starlike graphs. We
show that it is NP-complete on split graphs though the pathwidth problem is polynomial solvable on split graphs. It will
be a challenge for solving the interval completion problem on circular-arc graphs and graphs with bounded treewidth.
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