Lock step walker model is a one-dimensional integer lattice walker model in discrete time. Suppose that initially there are infinitely many walkers on the non-negative even integer sites. At each tick of time, each walker moves either to its left or to its right with equal probability. The only constraint is that no two walkers can occupy the same site at the same time. It is proved that in the large time limit, a certain conditional probability of the displacement of the leftmost walker is identical to the limiting distribution of the properly scaled largest eigenvalue of a random GOE matrix (GOE Tracy-Widom distribution). The proof is based on the bijection between path configurations and semistandard Young tableaux established recently by Guttmann, Owczarek and Viennot. Statistics of semistandard Young tableaux is analyzed using the Hankel determinant expression for the probability from the work of Rains and the author. The asymptotics of the Hankel determinant is obtained by applying the Deift-Zhou steepest-descent method to the Riemann-Hilbert problem for the related orthogonal polynomials.
Introduction
In [12] , two types of random vicious walkers models, random turn walker model and lock step walker model, are considered. In these models, walkers are on one-dimensional integer lattice, and time is discrete. For their applications and earlier results, see, for example, [12, 15, 16, 17, 18, 7, 8, 14] and references therein. In this paper, we present results on lock step model showing a relation to random matrix theory. For random turn walker model, see [14, 5] and discussions following Theorem 1.1 below.
At time t = 0, infinitely many walkers are located at the sites {0, 2, 4, 6, · · · }. We label the walkers by P 1 , P 2 , P 3 , · · · from the left to the right. In the lock step model, at each time t = n, all the particles move either to their right or to their left with equal probability. The only constraint is that no two particles can occupy the same site at the same time. This is why the walkers are called "vicious". One typical path configuration is shown in Figure 1 .
This model can also be thought of as a certain totally asymmetric exclusion process in discrete time.
Initially there are infinitely many particles at {1, 2, 3, · · · }. A particle is called left-movable if its left site is vacant. Particles P j+1 , P j+2 , · · · , P k are called successors of a particle P j at a certain time if they are next to each other in the order of the indices. At each (discrete) time step, a left-movable particle either moves to its left site together with arbitrarily taken number of its successors, or stays at the same site with equal probability.
It is easy to see that this process is equivalent to the above lock step model ; right move of lock step corresponds staying at the same site in the exclusion process. Suppose that during N time steps, total k left moves are made by all the particles. In the example of Figure   1 , N = 6 and k = 14. We denote by P(N, k) the set of all path configurations during N time steps with total k left moves. Then each configuration has equal probability, 1 over the cardinal of P(N, k). Hence our probability space is P(N, k) with uniform probability given by 1/| P(N, k)|. We denote by L j (N, k)(π) the number of left moves made by the particle P j in a path π ∈ P(N, k). We are interested in the limiting statistics of the random variables L j (N, k) as N, k → ∞. This is indeed a distribution function, and the decay rate is given by
3/2 ), as x → +∞, (1.3)
3 ), as x → −∞, (1.4) for some c > 0 (see, e.g. (2.11)-(2.14) of [4] ). In [29] , Tracy and Widom proved that F 1 is the limiting distribution of the properly centered and scaled largest eigenvalue of a random matrix taken from a Gaussian orthogonal ensemble. The subscription 1 in F 1 is a general convention : there are also GUE and GSE TracyWidom distribution functions F 2 and F 4 [28, 29] . One can find general discussion for random matrices in [23, 9] . Now the main theorem is Theorem 1.1. For fixed 0 < t < 1, let 
Also all the moments of the scaled random variable converge to the corresponding moments of the limiting random variable.
In other words, in the large N limit, the (conditional) fluctuation of the displacement of the leftmost particle in lock step model is identical to the fluctuation of the largest eigenvalue of a random GOE matrix. Naturally we expect that the k th particle corresponds to the k th eigenvalue of random GOE matrix.
It is interesting to compare the above result with the results for random turn walker model. Initially there are infinitely many walkers Q 1 , Q 2 , Q 3 , · · · at the position {1, 2, 3, · · · }. We again call a walker left-movable if its left site is vacant. At each time, we select one walker at random among left-movable walkers, and move it to its left site. Hence there is one and only one movement at each time and all the movements are to the left.
An example of random turn walker path configuration is in Figure 3 . Let X j (N ) be the displacement of the It is shown in [5] that for j = 1, 2, we have
where F
1 is the limiting distribution of the (scaled) j th largest eigenvalue of a random GOE matrix. Especially
1 (x). On the contrary, if we assume that the walkers move to their left in the first N time steps, and then move to their right in the next N time steps so that at the end walkers come back to their original positions, then we obtain the GUE Tracy-Widom distribution in the limit [14] . Indeed in this case, a lot more are known. The general j th row statistics and also the correlation functions converge to the corresponding quantities of random GUE matrix in the limit [14] .
The first step to prove the above theorem is to map the path statistics into tableaux statistics following [18] .
By definition, a semistandard Young tableau (SSYT) is an array of positive integers top and left adjusted as in Figure 4 so that the numbers in each row increase weakly and the numbers in each column increase strictly. A reference for tableaux is [26] , and we freely use the notations in it. In [18] , Guttmann, Owczarek and Viennot established a simple bijection between path configurations of lock step model and the set of SSYT : for a path configuration, we write down the time steps at which the j th particle made movement to its left on the j th column. Hence the top row is the array of time steps the particles made first movement to their left, the second row is the array of time steps the particles made their second movement to their left, and so on. If we draw boxes around each number, the result is a SSYT. See figure 4 for the tableau corresponding to the path configuration of Figure 1 . This map is a bijection between P(N, k) and the set of SSYT of size k with fillings taken from {1, 2, · · · , N }. Moreover, under this bijection, L j (N, k) is equal to the number of boxes in the j th column of the corresponding SSYT. Therefore the statistics of L j is identical to the j th column statistics of random tableaux. This paper is organized as follows. In Section 2, using the result of [3] , we express the generating function for the probability of the first column of random tableaux in terms of a Hankel determinant. It is a general fact that Hankel determinant is related to orthogonal polynomials on the unit circle. The asymptotics of orthogonal polynomials is obtained via Riemann-Hilbert problem and summarized separately in Section 3. We can obtain the limiting statistics of the first column from the knowledge of Hankel determinant asymptotics. This work occupies the second half of Section 2. The proof of Theorem 1.1 is given at the end of Section 2.
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Proof
Let d λ (N ) be the number of semistandard Young tableaux of shape λ with fillings taken from {1.2. · · · , N }, and let ℓ(λ) be the number of rows of λ (parts of λ, or the length of the first column). From the bijection of path configurations and tableaux, the number of path
In our analysis (see also [3, 4] ), it turns out that in addition to the number of rows, the number of odd columns plays an important role in describing a tableau. For a partition λ, we define λ ′ to be the transpose of λ, f (λ)
to be the number of odd row in λ, and |λ| to be the size of λ. Let b(N, j, m, l) be the number of semistandard Young tableaux of size 2j +m with m odd columns with at most l columns with fillings taken from {1, 2,
We use the notation b(N, j, m, ∞) for the sum above without restriction on ℓ(λ). Now we define a generating function φ(N, l, t, β) :
where the sum in the first expression is taken over all the partitions λ satisfying ℓ(λ) ≤ l.
The starting point of our analysis is the following result of [3] .
Lemma 2.1. Let φ(N, l, t, β) be defined as in (2.3) . We have
where
Remark. Note that the right hand side of (2.4) does not depend on β.
Proof. This proof is in [3] in a slightly different form. Let s λ (x), x = (x 1 , x 2 , · · · ), be the Schur function, and define H(u; y) with y = (y 1 , y 2 , · · · ) by
In (5.65) of [3] , it is proved that
which is an identity as a formal power series in x. But the combinatorial definition of the Schur function is (see, e.g. Chapter 7.10 of [26] )
where the sum is over all semistandard Young tableaux T of shape λ, and α j (T ) is the number of parts of T equal to j (type of T ). Since j α j (T ) = |λ|, if we take the special case x = (t, t, · · · , t, 0, 0, · · · ) where the first N elements are t and the rest are 0, then s λ (x) becomes
Hence for this special choice of x (2.7) is now
Now using Weyl's integration formula for Sp(2l) (see, e.g. [25] ), the expectation in (2.10) becomes
which again after change of variables x = cos θ, is equal to
where Using this expression, we first obtain the asymptotic result for the generating function. The limit is insensitive to β since so is φ.
Proposition 2.2. Let 0 < t < 1 and β > 0 be fixed satisfying 0 < βt < 1. For each l and N , define x ∈ R by
where η(t) and ρ(t) are defined in ( 
Also we have
Proof. It is enough to consider the limit for φ(N, 2l + 1, t, β) since from the definition (2.3), φ is monotone increasing in l. First we related the determinant in (2.4) with certain quantities of orthogonal polynomials on the circle.
Let p j (x) = x j + · · · be the j th monic orthogonal polynomial with respect to the weight w(
, and let C j be the norm of p j :
It is a well known result of orthogonal polynomial theory (see, e.g. [27] ) that C j = det(H j+1 )/ det(H j ), wherẽ
which is equal to
Since the Szegö strong limit theorem for Hankel determinants (see, e.g. [20] ) implies that lim l→∞ det(
Now we use the relation between orthogonal polynomials on the unit circle and those on the interval (−1, 1).
Let π j (z) = z j + · · · be the j th monic orthogonal polynomials on the unit circle {|z| = 1} with respect to the 21) and let N j be the norm of π j (z) :
There is a simple relation between orthogonal polynomials p j on the unit circle and orthogonal polynomials π j on the interval (see the forth equation of (11.5.2) in [27] ) :
Especially comparing the coefficient of the leading term x j , we have the relation
But we also have (1 − π n+1 (0) 2 )N n = N n+1 (see (11.3.6) in [27] ). Hence (2.24) is equal to Interpreting the notation b(N, j, m, ∞) as the sum without constraints on ℓ(λ) in (2.2), the number of path configuration in P(N, k) is equal to 27) and the probability of interest that
For fixed N , as l → ∞, the Szegö strong limit theorem for Hankel determinants (see, e.g. [20] ) implies that (2.4) becomes 1. Thus we have the identity j,m≥0
By taking Taylor expansion of the right hand side in t and β, we obtain
There is a more direct way to see this. See the remark after Lemma 2.6 below. Now from (2.27), the total number of paths in P(N, k) is equal to
Now it is straightforward to obtain the following result on the number of all paths.
Lemma 2.3. Let 0 < t < 1 and let
As N → ∞, we have
where the term o(1) vanishes as N → ∞, and µ is defined by
which is of order o(N 1/3 ) from (2.33). Moreover, the main contribution to the sum comes from |m −
; precisely, there is a constant c > 0 such that for any 0 < ǫ < 1 3 , we have
Proof. From (2.32), we have
The ratio of a(m) is
One can directly check that under the condition (2.33), the above ratio is decreasing in m, and becomes closest to 1 at 
For any M, x > 0, Stirling's formula yields
Using (2.33), (2.40) and (2.41), we have for m in N ,
and
Thus we have
where * denotes the set N of m satisfying (2.40) and * * denotes the rest of the range of m. From (2.44), the first sum over * is equal to the right hand side of (2.34). Also from the unimodality, a(m) in * * is less than or equal to the largest of a(m + ) and a(m − ) where m ± = [ 
The asymptotics of φ(N, l, t, β) and p(N, j, m, l) are related as follows. 
The proof follows by using the following Lemma twice for j and m indices together with the Lemma 2.6.
(Recall the (2.31)).
Lemma 2.5. For a sequence {q j } j≥0 , we define the following generating function
For each d > 0, there are constants C 1 , c 1 ≥ 0 such that for any sequence {q j } j≥0 satisfying (i) q j ≥ q j+1 and
52)
53)
Proof. This proof is parallel to that of the de-Poissonization lemma in [21] . We have
Stirling's formula yields for n, m ≥ 1,
with some constant C. Thus we have
One can directly check the following estimates of h :
We take a constant c 1 > 0 satisfying
From (2.58) and the condition (ii), we have
with a new constant C. Similarly,
Also using (2.59), we have
for some constants c ′ , C ′ . Thus we have
with a possibly different constant C. Now from the monotonicity condition (i), we have
65) using the equality (2.63) for the second equality. Thus we obtained the desired result.
To use the above Lemma to φ, we need monotonicity in l. It is more convenient now to view semistandard Young tableaux (SSYT) as generalized permutations. A two-rowed array Let M j,m be the set of N × N matrices π = (a ik ) which is symmetric a ik = a ki , and satisfies 
has the upper triangular part same as that of π ∈ S i,m .
Now for each π = (a rs ) ∈ S i,m , we generate N + m elements in S is the subset of π ∈ S i,m satisfying L(π) ≤ l. Therefore the second inequality in the Lemma is obtained.
The first inequality follows from a similar argument.
Remark. As mentioned before, using the generalized permutation interpretation of SSYT, we can see ( proof of Theorem 1.1. In (2.28), we have We use Lemma 2.4 to estimate p(N, j, m, l) for (j, m) in (1). Set
where k satisfies the condition in (1.6), and we taket > 0. For (j, m) in (1), they satisfỹ
The first inequality of (2. 
is bounded for x ∈ R, we have from (2.76) that F 1 (x) = F 1 (x) + o(1). Thus we have for large N ,
where o(1) term is independent of (j, m) in (1) and vanishes as N → ∞. Thus using Lemma 2.3, we have for large N ,
Similarly, we obtain the lower bound using the second inequality of (2.48). Thus we proved (1.6).
The convergence of moments is also similar using (2.16) and (2.17) (cf. Section 8 of [4] ).
Asymptotics of orthogonal polynomials
This section is devoted to asymptotics of orthogonal polynomials used in the proof of Proposition 2.2. The key ingredient is the equilibrium measure (see [10, 11, 2] ).
On the unit circle, the equilibrium measure dµ V (z) = ψ(θ) dθ 2π for V (z) and its support are uniquely determined by the following Euler-Lagrange variational conditions :
there exits a real constant l such that,
Lemma 3.1. Let γ ≥ 0 and 0 < t < 1, and let
Then their equilibrium measure ψ(θ)dθ/2π is given as follows.
, we have J = Σ, l = 0, and
and 6) and finally 8) where (z − ξ)(z − ξ −1 ) + denotes the limit of z from inside the unit circle. And in this case, the inequality of the second variational condition in (3.1) is strict for z ∈ Σ \ J.
Proof. The proof given here is similar to the proof of Lemma 4.3 in [2] , whose main ingredient is the following results of Lemma 4.2 in [2] . Let dµ(s) = u(θ)dθ be an absolutely continuous probability measure on the unit circle Σ and u(θ) = u(−θ). Define
where for fixed s = e iθ0 ∈ Σ, log(z − s) is defined to be analytic in C \ (−∞, −1] ∪ {e iθ : −π ≤ θ ≤ θ 0 } , and log(z − s) ∼ log z for z → +∞ with z ∈ R. Then for z = e iφ ∈ Σ, we have
Also evenness of u yields g(0) = πi.
• When 0 ≤ γ ≤ 1+t 2t : By residue calculation, it is easy to check
2π as in (3.9) . Then by direct residue calculation, we obtain
Since g(0) = πi and g(z) ∼ log(z) as z → ∞, we have
Thus, from (3.10), the variational condition (3.1) is satisfied with J = Σ and l = 0.
• When γ > 1+t 2t : Set β(z) = (z − ξ)(z − ξ −1 ) which is analytic in C \ J and β(z) ∼ z as z → +∞ with z ∈ R. Then we have
First, direct residue calculation using (3.14) shows that
as before. Using (3.14) again, residue calculations yield
Thus we have for |z|
Now we compute g + (1) + g − (1). From (3.10) with z = 1 and the evenness of ψ, we have
, the above becomes
x 2 +p 2 dx = 1 which is a consequence of the fact that ψ(θ)dθ/(2π) is a probability measure, we have
Now we use
log(sin θ)dθ = − π 2 log 2 to rewrite the last term in the above as
Also one can show by residue calculations that
But one can directly verify that
Thus from (3.20) , (3.21) and the definition of p in (3.19), we have
which is equal to 2γ log(1 − t) − l. Now for z ∈ J, from (3.16) and (3.17), we have
Thus (3.10) yields that the first variational condition (3.1) is satisfied. On the other hand, for z ∈ Σ \ J, g + (z) + g − (z) is equal to the right hand side of (3.25) plus 26) where C 1 = {e iθ : θ c ≤ θ ≤ arg z} oriented from ξ to z if arg z > 0, and 27) and for −π < arg z < −θ c , it is equal to
Thus the second variational condition of (3.1) is satisfied and the inequality is strict.
For fixed 0 < t < 1, we define a weight function on the unit circle Σ by
Let π n (z; N ) = z n + · · · be the n th monic orthogonal polynomial with respect to the measure ϕ(z; N )dz/(2πiz) on the unit circle, and let N n (N ) be the norm of π n (z; N ) :
We also define
Then Y (· ; n; N ) solves the following Riemann-Hilbert problem (RHP) (see Lemma 4.1 in [2] ) : Here the notation Y + (z; n : N ) (resp., Y − ) denotes the limit of Y (z ′ ; n; N ) as z ′ → z satisfying |z ′ | < 1 (resp.,
. Note that n and N play the role of external parameters in the above RHP. One can easily show that the solution of the above RHP is unique, hence (3.32) is the unique solution of the above RHP. This RHP formulation of orthogonal polynomials on the unit circle is an adaptation of a result of Fokas, Its and Kitaev in [13] where orthogonal polynomials on the real line are considered.
From (3.32), it is easy to check that
The asymptotics of the above quantities can be obtained by applying Deift-Zhou method for Riemann-Hilbert problem (3.33). A reference for Deift-Zhou method is [9] . In [2] and [4] , similar asymptotics are obtained 
and for
There exits M 0 > 0 such that as n, N → ∞, the following asymptotic results hold.
for some constants C, c which may depend on a.
for some constant C and c depending on M .
for some constant C depending on M .
1+t for some a > 1,
for some constant C depending on a.
Remark. From the calculations analogous to Section 10 of [4] , in addition to the above asymptotics results, we can obtain more results similar to those in Section 5 of [4] . For example, suppose x defined in (3.37) above satisfies c 1 ≤ x ≤ c 2 for some constants c 1 , c 2 ∈ R (hence we are in the case (iii) of above proposition). For
Then we have for w > 0 fixed, But in this paper, we only need Proposition 3.2 above.
We are not going to present the detail of the proof because the computation is parallel to that of Lemma 5. 
