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Abstract: The effects of distracted driving are one of the main causes of deaths and injuries on
U.S. roads. According to the National Highway Traffic Safety Administration (NHTSA), among the
different types of distractions, the use of cellphones is highly related to car accidents, commonly
known as “texting and driving”, with around 481,000 drivers distracted by their cellphones while
driving, about 3450 people killed and 391,000 injured in car accidents involving distracted drivers
in 2016 alone. Therefore, in this research, a novel methodology to detect distracted drivers using
their cellphone is proposed. For this, a ceiling mounted wide angle camera coupled to a deep
learning–convolutional neural network (CNN) are implemented to detect such distracted drivers.
The CNN is constructed by the Inception V3 deep neural network, being trained to detect “texting
and driving” subjects. The final CNN was trained and validated on a dataset of 85,401 images,
achieving an area under the curve (AUC) of 0.891 in the training set, an AUC of 0.86 on a blind test
and a sensitivity value of 0.97 on the blind test. In this research, for the first time, a CNN is used
to detect the problem of texting and driving, achieving a significant performance. The proposed
methodology can be incorporated into a smart infotainment car, thus helping raise drivers’ awareness
of their driving habits and associated risks, thus helping to reduce careless driving and promoting
safe driving practices to reduce the accident rate.
Keywords: driver’s behavior detection; texting and driving; convolutional neural network; smart
car; smart cities; smart infotainment; driver distraction
1. Introduction
Currently, car manufacturers devote much of their attention to equipping cars with new integrated
safety features. These features include avoiding collisions, pedestrian detection, lane change warning,
driver feedback, even semi-autonomous driving, among others.
With the advance of technology, the car can now infer dangerous behaviors such as drowsiness
by using advanced sensors integrated in the vehicle (for example, night cameras, radars, ultrasonic
sensors) [1]. In addition, some high-end cars can activate automatic steering when the car moves to
another lane without a safe warning (for example, the driver did not turn on the turn signal to indicate
a line change), and the car can even brake before dangerously approaching the car ahead by means
Appl. Sci. 2019, 9, 2962; doi:10.3390/app9152962 www.mdpi.com/journal/applsci
Appl. Sci. 2019, 9, 2962 2 of 16
of the assistant of automatic braking. However, only a small fraction of automobiles present these
warning systems to the driver and, even with all these safety features, one of the biggest problems that
has not yet been solved is the “distracted” driver, which continues to have significant repercussions
throughout the world due to the accidents generated.
According to the National Highway Traffic Safety Administration (NHTSA) [2], around 3450
people were killed and 391,000 were injured in motor vehicle accidents with distracted drivers in 2016
and approximately 481,000 drivers were using their cell phones while they were driving, which is a
potential danger to drivers and passengers, as it can cause deaths or injuries on the U.S. roads.
According to the National Highway Traffic Safety Administration (NHTSA) [2], around 3450
people died and 391,000 were injured in car accidents with distracted drivers in 2016 and approximately
481,000 drivers participated in the use of their cell phones while driving, which represents a potential
danger to drivers and passengers, as it can cause deaths or injuries on the roads in the U.S.
Therefore, the popularity of mobile devices has had some unplanned and even dangerous
consequences, since distracted drivers accounted for only 8.5% of total deaths in 2017 [3], and mobile
communications are now linked to a significant increase in distracted driving, which is a serious and
growing threat to road safety, causing injuries and loss of life [4].
Based on this, detecting driver distraction, specifically the use of the cell phone while driving,
can help increase drivers’ awareness of their driving habits and associated risks, and thus help reduce
sloppy driving and promote safe driving practices.
A large number of studies have focused on measuring the effects of distracted driving among
the four types of driver distraction: visual (when drivers do not look at the road for a period of time);
cognitive (reflecting on a topic of conversation as a result of talking on the phone, instead of analyzing
the situation on the road); physical (when the driver holds or operates a device instead of driving with
both hands, or dials from a mobile phone or leans to tune to a radio that can lead to the address); and
auditory (responding to a ringing mobile phone, or if a device is activated so loudly that it masks other
sounds, such as ambulance sirens) [5].
A term that has been studied with great interest due to its negative effects is “texting and driving”,
which is defined as the act of holding/using the cell phone in front of a person near the chest, and is
likely to cause accidents. This term can be differentiated from talking on the cell phone while driving,
since the focal point of the driver’s eye is not the same, so it is possible to identify this action according
to the movement of the eyes.
On this basis, and trying to prevent accidents related to text messages and driving, a methodology
to detect such distracted behavior is proposed. This research presents a ubiquitous oriented
methodology based on deep learning: convolutional neural networks (CNN) to detect drivers who
use the cell phone while driving. We intend to use a wide-angle camera mounted on the roof
to send images of the driver to CNN and detect distraction. Once implemented, manufacturers
can use this methodology to detect and avoid accidents caused by “text and handling” behavior,
thus reducing deaths.
In the next sections, the details of the proposed methodology will be presented. In Section 2,
related work is shown, followed by Section 3, where the proposed methodology is presented. Section 4
presents the results obtained and, finally, Section 5 provides the discussion, while the final section
presents the conclusions.
2. Related Work
According to the literature, several works have been developing different research in order to
address the problem related to “texting and driving”.
Li et al. [6] investigated the pattern of eye movement of drivers in a process of collision avoidance
from the rear under the influence of driver distraction induced by cell phones using the driving
simulator of the Beijing Jiaotong University (BJTU), which was projected through a 300-degree
front/peripheral field of view at a resolution of 1400 × 1050 pixels, and the eye-tracking system
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mounted on the head, Eye tracking glasses SensoMotoric Instruments (SMI ETG), to collect eye
movement data. The study showed that the distraction of tasks that were not of visual demand could
also interrupt the visual attention of the drivers to the source of danger due to the multiple tasks
superimposed between the manual operation (adjustment of the force exerted on the brake pedal) and
the cognitive activities (calculation of arithmetic problems).
Atiquzzaman et al. [7] developed an algorithm to detect driving behavior in two distracting tasks,
sending text messages and eating or drinking. Using a simulator, subjects performed a series of tasks
while driving the simulation; then, 10 characteristics related to vehicle acceleration, steering angle,
speed, etc. were used as input data. Then, three data mining techniques were used: linear discriminant
analysis (LDA), logistic regression (LR) and support vector machine (SVM). Results showed that the
SVM algorithm outperformed LDA and LR, in the detection of distractions related to texting and
eating/drinking with an accuracy of 84.33% and 79.53%, respectively. The false alarm rates for these
SVM algorithms were 15.77% and 23.54%, respectively.
On the other hand, telephone conversations while driving are another type of distraction.
Iqbal et al. [8] focused on proactive alert and mediation through voice communication. The authors
studied the effect of indicating the next critical conditions of the road and placing the calls on hold while
driving; quantitative data was collected, such as the number of errors during the turn and collisions,
as a measure of driving performance. Results show that context-sensitive mediation systems could
play a valuable role in focusing the driver’s attention on the road during telephone conversations.
Klaner et al. [9] studied the relationship between the performance of secondary tasks, including
the use of cell phones, and the risk of collisions and near collisions, measured through different sensors
such as accelerometers, cameras, global positioning systems, among others. The results obtained
show that the most critical risk of a collision or a near collision between novice drivers is when
they were dialing a number on a cell phone (odds ratio = 8.32, 95% confidence interval (CI), 2.83 to
24.42), reaching an object other than a cell phone (odds ratio = 8.00; 95% CI, 3.67 to 17.50) and among
experienced drivers; the dialing of a mobile phone was associated with a significantly greater risk of a
fall or near-fall (Probability ratio = 2.49, 95% CI, 1.38 to 4.54).
Gliklich et al. [10] described the frequency of the cell phone related to distracted driving behaviors.
They reported a reading or writing activity on the cell phone within the previous 30 days, with reading
texts (48%), writing texts (33%) and viewing maps (43%) reported more frequently. Only 4.9% of
respondents had enrolled in a program aimed at reducing distracted driving related to the cell phone.
Based on this, some technology approaches intend to reduce the dangers of distracted driving,
working to dissuade people from texting while driving.
An example of the technological advances that try to reduce the accident rate with text messages
is the Driver’s Distraction Prevention Dock (DDD Dock). DDD Dock is a device that can be used as
a method to prevent drivers from texting while driving, putting the driver’s phone out of sight and out
of reach. The car will not start unless your phone is on the dock. The device works by linking to the
phone, and, if the phone is removed from the base, a notification is sent to the device administrator [11].
In addition, “The SmartSense” is a sensor based on advanced algorithms based on computer
vision and combines them with motor data, telematics, accelerometer and analytical data based on
SmartDrive cameras to help solve the epidemic. Distracted and unattractive driving at the root of the
problem. The system interprets unit tracks that indicate distraction, such as movements of the head
and eyes, and activates a video, which is prioritized and downloaded for immediate verification and
intervention [12]. Among the applications-based solutions, Wahlström et al. [13] present a 10-year
comprehensive study of smartphones and their use in the automotive industry; among the risk factors,
having a telephone conversation can increase the risk of shock factor by a factor of two, while sending
text messages is even more distracting [13,14]; this is due to the fact that sending text messages is
a cognitive task. The effect of using the cell phone while driving at the cognitive level is shown in the
research proposed by Jibo et al. [15]; the author presented a novel study to study the mutual influences
of driving and text messages. For this, the subjects were asked to perform a lane change task using
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a simulator; then, measurements of the driving performance were taken, such as the mean and the
standard deviation of the lane deviation; the results showed a greater lane deviation to sending text
messages and driving. Trying to detect and prevent accidents caused by the cognitive distraction
of texting and driving, several investigations have been proposed; among them, Watkins et al. [16]
present a methodology based on applications to detect texting and driving; the authors focused on
the change of keystrokes and how the act of texting is affected while driving rather than how it is
affected by the sending of text messages alone; the authors developed an application that recorded
each event. Then, the pattern of the distribution of beats with text messages without driving was
compared. This showed greater entropy in the distribution of key presses when texting and driving,
demonstrating the cognitive complexity of the task. Bo et al. [17] presented a methodology for detecting
texting and driving through non-intrusive detection. TEXIVE is a system based on inertial sensors and
magnetometers integrated in common smartphones to distinguish the drivers from the passengers
through the recognition of rich micro-movements of smartphone users. Initially, the system detects
when a subject is driving and, once the system detects such behavior, it is able to distinguish when
the user is sending text messages by means of the speed and accuracy of text messages (writing).
The precision reports a value of 87.18%. On the other hand, Chu et al. [18] used smart phone sensors
coupled to a support vector machine algorithm to detect if the subject was a passenger or the driver;
the authors reported an accuracy of 85% using cross-validation. However, the authors did not focus on
text messages and the driver, but on detecting the act of driving (pushing the accelerator pedal). Later,
Mantouka et al. [19] presented a methodology to detect unsafe driving profiles, including driving
aggressively, being distracted from the task of driving (use of the mobile phone) and developing risk
behavior (speed) while he drives. The methodology was based on an application that the user must
use while driving, the application collects data (acceleration/km, Brakes/km, smoothness indicator,
acceleration standard deviation, percentage of mobile use, percentage of speeding), and then the
K-means that the algorithm grouped as aggressive and non-aggressive travel, nevertheless, no metrics
regarding “texting and driving” were presented.
Related to accident prevention, Dai et al. [20] developed a system to detect drunk driving using
only the smartphone’s accelerometer by characterizing the drunk driver’s behavior. Händel et al. [21]
discussed the technological aspects of vehicle insurance telematics and the use of smartphones as a
platform for vehicle insurance telematics [22].
Finally, on the commercial side, several approaches have been presented, TrueMotion [23]
presented a smartphone app that monitors driving behavior using sensors in the smartphone. The app
then gives an overall safety score based on the habits behind the wheel. Later, TrueMotion developed
an app called “Mojo” that provides feedback and incentives to help users reduce distracted driving.
The app provides an overall score that characterizes how distracted a user is while driving. The app
runs in the background on a driver’s phone and uses sensor-based algorithms to capture and break
down distracted driving into three categories: typing, handheld calls and hands-free calls [24].
DriveWell is an app developed by Cambridge Mobile Telematics (Cambridge, MA, USA) that uses
phone sensors to records trip data and using telematics and machine learning infer key metrics about
vehicle mileage, road types, speed, acceleration patterns, phone distraction, and collisions. Contrary to
TrueMotion, DriveWell can aggregate the data and provide a driver/passenger classification. Moreover,
this app showed a 40% reduction in phone usage once the app is used [25]. Similar to DriveWell, Floow
Score is an app developed by The Floow Limited (Yorkshire, UK), which uses the phone sensors and
telematic data, to score speed, smoothness of driving, distraction and time for the driver; this app is
mainly used to aid insurance companies with pricing their policies and predicting risk for each driver
more accurately; the app also provides tips, education, and coaching, in order to improve the score and
drive more safely. A software developer kit (SDK) is also available to provide data collection, storage,
scoring, etc. and generate custom solutions [26].
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3. Materials and Methods
The flow chart of the proposed methodology is presented in Figure 1, where, in order to detect
“texting and driving” or any other form of cellphone induced distraction, (1) a driver’s video is
compiled from a wide angle GoPro camera (GoPro, Inc., San Mateo, CA, USA). Then, (2) each second
of the video is split into 24 pictures with a resolution of 1980 × 1080. (3) These images are then used to
feed a deep learning algorithm in order to train it to (4) accurately detect the distraction of “texting
and driving”. In the next subsections, each stage is explained in detail.
Figure 1. Flowchart of the methodology proposed.
3.1. Data Acquisition
The first stage is to acquire the data; for this, a total of six test subjects was used, both women
and men, as well as two different vehicles and a different set of cell phones. This was chosen to
avoid biases towards a specific item, such as the color of the clothes, the model of the mobile phone,
the shape/color/clothes of the driver or the lighting conditions.
To detect the use of the cellphone while driving, a camera with a wide angle lens mounted in
the middle of the ceiling car is used. The camera, which is a GoPro Hero 5 sessions camera with an
equivalent 14 mm field of view angle, is mounted as depicted in Figure 2a and pointed towards the
driver’s body, as shown in Figure 2b. With the camera positioned, a series of videos with a resolution
of 1980 × 1080 and sample rate of 24 Hz were taken.
(a) Camera setup (b) Sample daylight Region of Interest (ROI) image.
Figure 2. Image acquisition setup.
With the camera mounted, in the second stage, test subjects were instructed to drive the car as
they normally do, without any special position or restriction of movement. Then, they had to move the
cellphone from anywhere they had it and send a text message or use an application, without restrictions
on how they held the phone or the time between events (as in real life, when the cellphone is held for
short or long periods of time). This process was repeated five times by each subject. For each subject
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video, every frame was saved as an independent image; then, the said image was assigned a label
(distracted, non distracted). Table 1 shows all the details of the data used, including, cellphone model,
vehicle type, number of images by subject, etc. All this was performed under two different lighting
conditions, daytime driving, and night driving, gathering a total of 85,401 images.
Table 1. Data distribution.
Day Night
Dataset Vehicle Subject Cellphone Model Distracted Non Distracted Non TotalID Distracted Distracted
ID1 Honda HR-V 2017 Az Xiaomi redmi 5a 1707 5451 2755 4394 14,307
ID1 Honda HR-V 2017 Fa Motorola X Play 1885 5260 1952 5239 14,336
ID1 Honda HR-V 2017 Je Alcatel pop 5 1312 5763 1236 5833 14,144
ID1 Honda HR-V 2017 Jo Huawei P20 Light 2453 4446 683 6471 14,053
ID2 VW Golf 2016 Ja Moto G5 plus 1222 5975 1057 5842 14,096
ID2 VW Golf 2016 va Motorola moto g5 plus 2006 5207 2355 4897 14,465
Total = 85,401
Number of captured images.
3.1.1. Data Privacy
All the data used in this investigation was processed in the vehicle, without transferring
information outside it. Once the data had been processed, the information was destroyed to maintain
the privacy of the data.
3.2. Image Processing
In order to minimize the effect of external lighting and focus on the hands of drivers, from the
85,401 images depicted in Table 1, a region of interest (ROI) was selected as the input image. The ROI
was placed in the center of the image with a size of 700 × 700, selecting this location to focus on the
movement of the hands while minimizing foreign objects, i.e., passing vehicles, walking pedestrians,
incoming cars, among others. Each ROI is then resized to a 299 × 299 image, using a bi-cubic
interpolation, which can be calculated with Equation (1):
f (x, y) =
3
∑
i=0
3
∑
j=0
aijxiyj, (1)
where aij are the coefficients of the polynomial system and f (x, y) is the output image. After the size
reduction, the f (x, y) image is normalized to a f ′(x, y) image through Equation (2), with I being the
input image (α = −0.5 and θ = 0.5), so that all values are within the same range:
minIdst(I) = α, maxIdst(I) = θ. (2)
3.3. Model Development
The pre-trained Google CNN architecture Inception v3 is implemented in this work (Mountain
View, CA, USA). This CNN used 1.28 million images and 1000 classes for its pre-training, achieving an
accuracy of 93.33% on the 2014 ImageNet Challenge [27].
For this approach, the CNN is trained using a “transfer learning” technique [28], where the final
classification layer from the network presented in Figure 3 was retrained for 5000 epochs with the
dataset collected in this research [29,30] and optimized to detect the presence of cellphones while
driving. The rest of the layers are fine-tuned using the original learning parameters [27]. Inception
CNN was chosen due the fact that such CNN can be exported for low cost hardware such as Raspberry
Pi and can be deployed in Android platforms; furthermore, the CNN architecture acted as multiple
convolution filters that were then applied to the same input; the results were then concatenated and
passed forward. This approach allowed the model to take advantage of multi-level feature extraction.
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The CNN Inception V3 is based on a pattern recognition network, and it is designed to use minimal
amounts of image pre-processing. Each of the proposed CNN layer reinforces key features; the first
layer detects edges, and the second tackles the overall design, among others [29].
The final CNN is shown in Figure 3. For this stage, using Python (version 2.7), the Google
TensorFlow deep learning framework is used to retrain the CNN; the experimental parameters were
set to 5000 epochs, with two binary classes (distracted i.e., “texting and driving”, non distracted i.e.,
“driving”) using the transfer learning technique presented by [28].
Figure 3. Inception V3 CNN architecture. Adapted from [31].
3.3.1. Re-Training Setup
From the dataset of Table 1, the subset ID1 with a total of 56,840 images was used to train and test
the CNN model, composed of four randomly selected subjects, four different phones, day and night
light conditions and the same vehicle, while the remaining subset ID2 was used as an independent
blind-test with a total of 28,561 images, composed of two different subjects (not participating in the
training/testing set), two different phones, day and night light conditions and a different vehicle.
This data distribution allows for training the model with several different images, and validating it
in a complete unseen scenario, looking for the generalization in the behavior of the model to guarantee
good performance with real data on any new unseen vehicle or new unseen subject [32]. Figure 4
shows the proposed data set distribution for the training and testing, as well as the independent
blind test.
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Figure 4. Experiment image data distribution.
3.4. Model Evaluation
In this section, the description of each metric calculated to evaluate the model performance
is presented.
3.4.1. Cross-Entropy
Cross-entropy uses the Kullback–Leibler distance, which is a measure between two density
functions g and h, known as the cross-entropy between g and h, as shown in Equation (3).
This operation is based on iterations, generating a random set of values estimating the value to
be obtained and then actualizing the parameters in the next iteration to generate “better” values or
more approximately, in terms of the Kullback–Leibler distance [33,34], thus obtaining the model that
best fits the data [34]:
D(g, h) =
∫
g(x)ln
g(x)
h(x)
µ(dx) =∫
g(x)lng(x)µ(dx)−
∫
g(x)lnh(x)µ(dx).
(3)
This method consists of evaluating the loss for each n sized batch sample of the total data as the
sum of the cross-entropy of the CNN, which is calculated with Equation (4) [35],
L(y∗, yˆ) = −
n
∑
j=1
[
yˆjlogy∗j + (1− yˆj)log(1− y∗j )
]
, (4)
where y∗ is the output of the model for all n batch samples, y∗j is the output for sample j, and yˆje0, 1 is
the true label of the sample j, with “0” representing “no texting while driving” and “1” representing
“texting and driving”.
3.4.2. Accuracy
The accuracy allows for measuring the performance of the CNN through a non-differentiable
function. This metric allows for selecting the model that presents the most suitable performance in
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the training stage, based on the average of the differences between the output calculated by the CNN
and the true output of the sample data. Equation (5) is reported as 1-error, where Vpred is the output
predicted by the CNN and Vactual refers to the real output of the sample data [34,36]:
error = Vpred −Vactual . (5)
For this work, the “binary-accuracy” function from “tensorflow” is used, which calculates the
average accuracy rate across all predictions for binary classification problems [34].
3.4.3. ROC Curve
The receiver operating characteristic (ROC) curve is computed to evaluate the precision with
which the model classifies and it is based on the relationship between sensitivity and specificity
across the predictions, where sensitivity is the proportion of subjects “texting and driving” that were
classified as positive, commonly known as positive predictive values (PPV), and it is calculated with
Equation (6), where TP represents the number of true positives and FP represents the number of false
positives [37,38]:
PPV =
TP
TP + FP
. (6)
Specificity is defined as the proportion of no-texting subjects that were classified as negative,
commonly known as the negative predictive values (NPV), and it is calculated with Equation (7), where
TN represents the number of true negatives and FN represents the number of false negatives [34,37,38]:
NPV =
TN
TN + FN
. (7)
Finally, Cohen’s kappa statistic coefficient is computed to measure the inter-rater agreement of the
final models [39]; this metric measures the amount of agreement corrected by the agreement expected
by chance, the Kappa coefficient κ is given by (8), where P(o) is the relative observed agreement among
raters (identical to accuracy), and P(e) is the hypothetical probability of chance agreement:
κ =
P(o)− P(e)
1− P(e) . (8)
4. Results
The accuracy obtained by the CNN is shown in Figure 5, where the blue line represents the
behavior of the training data, obtaining a final accuracy of 0.93, while the orange line represents the
behavior of the testing data, obtaining a final accuracy of 0.98.
In contrast, Figure 6 shows the loss function, where the blue line represents the behavior of the
training data, obtaining a final value of 0.12, while the orange line represents the behavior of the testing
data, obtaining a final value of 0.12.
The ROC curves obtained are shown in Figure 7, where the training subset presented an area
under the curve (AUC) value of 0.89 (red line), the testing subset presented an AUC value of 0.88
(green line), and the blind subset presented an AUC value of 0.86 (blue line).
In Figure 8, the confusion matrix of the CNN for the training dataset is shown, obtaining
a sensitivity of 0.81, specificity of 0.96, PPV of 0.87 and kappa value of 0.80.
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Figure 5. Graph of the accuracy obtained along the 5000 epochs, red line = train data, blue line = validation data.
Figure 6. Graph of the cross entropy obtained along the 5000 epochs, red line = train data, blue line = validation data.
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Figure 7. Performance of the model measured using receiver operating characteristic (ROC) curves,
red line = train data set, green line = test data set, blue line = blind data set.
Figure 8. Convolutional neural network (CNN) confusion matrix for the training dataset.
For the testing dataset, the confusion matrix of the CNN is shown in Figure 9, obtaining a
sensitivity of 0.81, specificity of 0.95, PPV of 0.86 and kappa value of 0.79.
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Figure 9. CNN Confusion matrix for the test dataset.
Finally, for the blind dataset, the confusion matrix of the CNN is shown in Figure 10, obtaining
a sensitivity of 0.97, specificity of 0.75, PPV of 0.5479 and kappa value of 0.57.
Figure 10. CNN Confusion matrix for the blind dataset.
5. Discussion
The proposed methodology is able to demonstrate the effectiveness of deep learning in the smart
connected cars. The CNN of this work is able to detect distracted drivers while performing dangerous
tasks such as texting and driving.
According to the results obtained, the CNN presents a generalized behavior since the evaluation
using the test dataset presents very similar values to the obtained using the train dataset, even when
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the images were not seen by the CNN in the training stage, suggesting the high degree of detection
once the system is fully trained.
On the other hand, in order to validate the CNN performance in a more realistic scenario, a blind
dataset was used, where the data contained only unseen samples from different subjects, vehicles
and cellphones, achieving an accuracy of 0.80, sensitivity and specificity of 0.97 and 0.75, respectively,
and kappa value of 0.57. As it is evident, the CNN performance presents a decrease in its values due
to the complete change of the environmental conditions; however, the CNN is still able to detect the
texting and driving action with statistically significant performance.
From the confusion matrices for training and testing presented in Figures 8 and 9, it is possible to
observe that the performance of the CNN for the training and testing stages is very similar, with less
than 1% of a difference in the false positive (FP) and, when the CNN is compared with the blind data
set presented in Figure 10, an increase of 15.5% in the false negative (FN) with respect to the original
testing data set is obtained; nevertheless, the FP, with a value of 0.06% in the blind test, remained within
the original training values; therefore, even with different conditions, the CNN is able to precisely
detect the “texting and driving” condition with a low rate of FN and FP.
From the validation stage, Figure 7 shows that the performance of the training and testing is also
very similar, obtaining both AUC values higher than 0.88, being statistically significant, as well as the
value obtained with the blind dataset, which is higher than 0.86, demonstrating again that the CNN is
capable of detecting the “texting and driving” task in different conditions, suggesting the robustness
of the CNN model.
In Table 2, a comparison of the presented research against two similar approaches is shown. These
approaches are “SmartSence” and “TEXIVE”, where, from the SmartSence, no performance is disclosed
and, from the TEXIVE, the authors present an accuracy of 87.18%; however, even when TEXIVE
presents statistically significant performance, it is based on the assumption that the subject always
carries the phone in the same position (i.e., left pocket) prior to entering the car, and it is placed or held
in the same place inside the car. Chu et al. [18] focused instead on the detection of driving and did not
detect distracted drivers. Lastly, Mantouka et al. [19] detected aggressive driver detection; however,
the author did not disclose any performance regarding distracted driving. From this table, it is possible
to observe that the methodology presented in this work exceeded any other similar approaches; in
addition, it is not necessary to force the driver to carry the phone in any way or special place.
Table 2. Performance comparison of related work.
Approach Research Objective Description Performance
Our Approach Distracted Drivers (Textingand driving)
Computer vision &
Convolutional Neural Network 92.8% Accuracy
The SmartSense [12] Distracted Drivers throughhead and eye movements Computer vision & Telematics Non Disclosed
TEXIVE [17] Distracted Drivers (Textingand driving)
Phone based, Inertial Sensors,
No Crossvalidation 87.18% Accuracy
Chu et al. [18] Passanger orDriver Detection
Smartphone sensors,
SVM classifier 85% Accuracy
Mantouka et al. [19] Aggressive driver detection Smartphone, K-means to detectaggressive driving Non Disclosed
SVM = Support-vector machine.
The present study limits the system to a green box delimited by return on investment, shown in
Figure 2b; this restriction was selected as the most common place to hold the phone while texting,
since, in order to write a text, the subject should see the screen of the phone; therefore, holding the
phone outside of the ROI and texting represent only a small fraction of the total cases; nevertheless,
future research will focus on addressing such scenarios. As mentioned in the related work in Section 2,
several approaches have been proposed to solve the problem of distracted drivers [13,15–19]. Most of
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the approaches are based on applications; therefore, it does not require any modification of hardware,
while our approach uses fixed sensors for vehicles, while we can think that this implementation will
have a higher cost; the CNN used in this investigation can export to low-cost computers like Raspberry
Pi 3 and can even be incorporated into an Android application, reducing the cost gap only at the
cost of the wide-angle camera. In addition, our approach does not analyze “writing” patterns such
as those proposed by He et al. [15] nor does it send any telematics outside the vehicle such as the
SmartSense [12] approach, thus maintaining privacy. If we compare our approach with He et al. [15],
if changes in the pattern of text messages are used to detect driving, our approach does not require
any text message patterns. That is, we can detect when the user is distracted even when the user
scrolls down in certain applications, sees a video, plays a game, etc. Furthermore, we do not force the
user to enter from a specific door or take the cell phone to a particular place (i.e., the right pocket),
according to the research proposed by Chu et al. [18]. Another aspect is that the proposed approach
is not based on cloud-based telematics such as [12,21,23,25,26]; all the processing is done on the site,
keeping, as shown, the fixed sensors in the vehicle. They have huge advantages over application-based
approaches; however, we do not believe that both approaches fight each other, but we think that the
both approaches can benefit from each other; for example, our approach can work backwards (i.e.,
detect driving instead of sending text messages), and communicate with the mobile phone to inform
when the driver was driving, and the mobile phone in combination with other application-based
approaches can use that information to block notifications, calls and other distraction events, so that
the proposed methodology can be more complete for the user.
The industry has driven some approaches based on applications such as TrueMotion, DriveWell,
Floow Score, among others [23,25,26]. However, these approaches focus on the driver’s score to
evaluate the risk on the part of the insurance companies. Some of them present some feedback to the
driver. In some cases, the user of this feedback reduced the use of the cell phone as in DriveWell [25].
Nevertheless, this change is achieved by increasing the policy insurance or labor penalties for those
who use the cell phone. Contrary to this, our approach does not require that the data be collected,
transmitted and analyzed to “score” a driver, but our approach is based on the detection of users in
real time. With this approach, we can send feedback in real time to avoid such use (i.e., steering wheel
vibration, dashboard warning, etc.). With this warning, we could reduce the use of the cellphone while
driving, and, contrary to industry approaches, we can prevent accidents related to the distraction,
and not only calculate a “risk” score. In addition, as indicated above, our approach can be used with
other applications as a complement to assess driver behavior and calculate individual risk.
6. Conclusions
In conclusion, according to the literature, this is the first time that a CNN has been used to detect
the problem of texting and driving, achieving a very good performance and being able to detect the
distracted driver with high sensitivity and specificity. Then, the implementation of this system in
intelligent information and entertainment can provide a tool for the prevention of accidents related to
the sending of text messages and driving, giving a warning to the driver about the use of the mobile
phone while driving, supporting the reduction of mortality. Due to this scenario, it was thought that
the system would be incorporated in future automobiles as a standard infotainment security system
that can communicate with other systems (i.e., force the activation of maintenance line assistance
until the driver is no longer distracted, activate pedestrian detection, advance) collision warning, etc.);
however, the system can be easily developed to be incorporated as an independent device to monitor
the performance of the driver of large fleets of driving cars.
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