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Abstract
A ring R is called reversible if ab= 0 implies ba= 0 for a; b∈R. We continue in this paper
the study of reversible rings by Cohn [4]. We 8rst consider properties and basic extensions
of reversible rings and related concepts to reversible rings, including some kinds of examples
needed in the process. We next show that polynomial rings over reversible rings need not be
reversible, and sequentially argue about the reversibility of some kinds of polynomial rings.
Moreover we prove that if R is a reduced ring then R[x]=(xn) is a reversible ring, where (xn) is
the ideal generated by xn and n is a positive integer; and that for a right Ore ring R with Q its
classical right quotient ring, R is reversible if and only if Q is reversible.
c© 2003 Elsevier B.V. All rights reserved.
MSC: Primary: 16U80; 16U10; secondary: 16U20
Throughout this paper, all rings are associative with identity. Given a ring R, the
polynomial ring over R is denoted by R[x] with x its indeterminate and rR(−) (lR(−))
is used for the right (left) annihilator over R. It is well-known that constructing 8elds
of fractions requires the absence of zero-divisors for commutative rings; but for general
rings, other kinds of conditions are needed to characterize subrings of division rings.
Hence we introduce the following concepts for the study of a class of rings including
commutative rings and domains. According to Cohn [4], a ring R is called reversible
if ab=0 implies ba=0 for a; b∈R. Anderson–Camillo [2], observing the rings whose
zero products commute, used the term ZC2 for what is called reversible; while Krempa–
Niewieczerzal [8] took the term C0 for it. According to Lambek [9], a right ideal A
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of a ring R is called symmetric if rst ∈A implies rts∈A for all r; s; t ∈R, so we shall
call R symmetric if rst = 0 implies rts = 0 for all r; s; t ∈R; while Anderson–Camillo
[2] took the term ZC3 for this notion. By [8, Proposition 1], a ring R is symmetric if
and only if r1r2 · · · rn=0, with n any positive integer, implies r(1)r(2) · · · r(n) = 0 for
any permutation  of the set {1; 2; : : : ; n}; while Anderson–Camillo proved this result
independently in [2, Theorem I.1]. A ring R is called semicommutative if for every
a∈R; rR(a) is an ideal of R. Reduced rings (i.e., rings with no nonzero nilpotent el-
ements) are symmetric by [2, Theorem I.3], commutative rings are clearly symmetric,
symmetric rings are clearly reversible, and reversible rings are semicommutative by
[9, Proposition 1.3]. But these implications are irreversible as follows: (i) There is a
noncommutative nonreduced symmetric ring by [2, Example II.5], (ii) There is a non-
symmetric reversible ring by [2, Example I.5], and (iii) There is a nonreversible semi-
commutative ring by Examples 1.5 and 1.10(3) in this paper. Semicommutative rings
are abelian rings (i.e., rings in which each idempotent is central) by [13, Lemma 2.7].
In this note we continue the study of reversible rings by Cohn [4]. First we consider
properties and basic extensions of reversible rings and semicommutative rings, includ-
ing some kinds of examples needed in the process. We next show that polynomial
rings over reversible rings need not be reversible, and sequentially argue about the
reversibility of some kinds of polynomial rings. Moreover we prove (i) that if R is a
reduced ring, n is any positive integer, and (xn) is the ideal generated by xn in R[x],
then R[x]=(xn) is a reversible ring; and (ii) that for a right Ore ring R with Q its
classical right quotient ring, R is reversible if and only if Q is reversible.
1. Reversible rings and related rings
In this chapter we observe the properties of reversible rings and semicommutative
rings, and introduce some basic extensions of them. First we recall the equivalences
for the semicommutativity in [13, Lemma 1.2].
Lemma 1.1. A ring R is semicommutative if and only if the following three equivalent
statements hold:
(1) Any right annihilator over R is an ideal of R.
(2) Any left annihilator over R is an ideal of R.
(3) For any a; b∈R ab= 0 implies aRb= 0.
By the following assertion we may extend the class of semicommutative rings.
Proposition 1.2. Let R be a reduced ring. Then
S =




a b c
0 a d
0 0 a


∣∣∣∣∣∣∣∣
a; b; c; d∈R


is a semicommutative ring.
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Proof. First notice that for

a1 b1 c1
0 a1 d1
0 0 a1

 ;


a2 b2 c2
0 a2 d2
0 0 a2

∈ S
we can denote their addition and multiplication by (a1; b1; c1; d1)+(a2; b2; c2; d2)=(a1+
a2; b1 + b2; c1 + c2; d1 +d2) and (a1; b1; c1; d1)(a2; b2; c2; d2)= (a1a2; a1b2 + b1a2; a1c2 +
b1d2 + c1a2; a1d2 + d1a2), respectively. Suppose that (a1; b1; c1; d1)(a2; b2; c2; d2) = 0.
Then we have the following system of equations:
a1a2 = 0; (1)
a1b2 + b1a2 = 0; (2)
a1c2 + b1d2 + c1a2 = 0; (3)
a1d2 + d1a2 = 0: (4)
Use the condition that R is reduced and the fact that reduced rings are semicommutative.
The following computations are based on Lemma 1.1. From Eq. (1), we see that
a1Ra2 = 0. Multiply Eq. (2) on the right hand side by a2, then 0 = a1b2a2 + b1a2a2 =
b1a2a2 and so b1a2=0; hence b1Ra2=0 and then a1b2=0 implies a1Rb2=0. Similarly
from Eq. (4) we obtain d1Ra2 = 0 and a1Rd2 = 0. Next multiply Eq. (3) on the right
side by a2, then 0=a1c2a2 +b1d2a2 +c1a2a2 =c1a2a2 and so c1a2 =0; hence c1Ra2 =0
and we have an equation
a1c2 + b1d2 = 0: (5)
Multiply Eq. (5) on the right side by a1, then 0 = a1c2a1 + b1d2a1 = a1c2a1 because
a1d2 = 0 implies d2a1 = 0. Whence a1Rc2 = 0 and then b1d2 = 0 implies b1Rd2 = 0.
Now by the preceding results we have that for any elements r; s; t and u in R
(a1; b1; c1; d1)(r; s; t; u)(a2; b2; c2; d2)
= (a1ra2; a1rb2 + a1sa2 + b1ra2; a1rc2 + a1sd2 + b1rd2 + a1ta2 + b1ua2
+ c1ra2; a1rd2 + a1ua2 + d1ra2) = 0:
Consequently

a1 b1 c1
0 a1 d1
0 0 a1




r s t
0 r u
0 0 r




a2 b2 c2
0 a2 d2
0 0 a2

= 0
for any

r s t
0 r u
0 0 r

∈ S;
and therefore S is semicommutative.
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Let S be a reduced ring and de8ne new rings as following:
Rn =




a a12 a13 · · · a1n
0 a a23 · · · a2n
0 0 a · · · a3n
...
...
...
. . .
...
0 0 0 · · · a


∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a; aij ∈ S


;
where n is a positive integer ¿ 2. Based on Proposition 1.2, one may suspect that
Rn may also be semicommutative for n¿ 4. But the following example eliminates the
possibility.
Example 1.3. Let S be any ring and
R4 =




a a12 a13 a14
0 a a23 a24
0 0 a a34
0 0 0 a


∣∣∣∣∣∣∣∣∣∣∣
a; aij ∈ S


:
Note that

0 1 −1 0
0 0 0 0
0 0 0 0
0 0 0 0




0 0 0 0
0 0 0 1
0 0 0 1
0 0 0 0

= 0:
But we have

0 1 −1 0
0 0 0 0
0 0 0 0
0 0 0 0




0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0




0 0 0 0
0 0 0 1
0 0 0 1
0 0 0 0

=


0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

 = 0:
So R4 is not semicommutative by Lemma 1.1, and it is proved similarly that Rn is not
semicommutative for n¿ 5.
The following lemma was proved by Lambek in [9, Proposition 1.3]. For the sake
of completeness, we include the proof.
Lemma 1.4. Reversible rings are semicommutative.
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Proof. For a; b∈R let ab=0. Then ba=0 and bar=0 for all r ∈R, so arb=0; hence
R is semicommutative by Lemma 1.1.
The converse of Lemma 1.4 is not true in general by Proposition 1.2 as follows.
Example 1.5. Let R be a reduced ring. Then
S =




a b c
0 a d
0 0 a


∣∣∣∣∣∣∣∣
a; b; c; d∈R


is a semicommutative ring by Proposition 1.2. However

0 1 0
0 0 0
0 0 0




0 0 0
0 0 1
0 0 0

=


0 0 1
0 0 0
0 0 0

 = 0
and 

0 0 0
0 0 1
0 0 0




0 1 0
0 0 0
0 0 0

= 0:
So S is not reversible.
Given a ring R and a bimodule RMR, the trivial extension of R by M is the ring
T (R;M) = R⊕M with the usual addition and the following multiplication:
(r1; m1)(r2; m2) = (r1r2; r1m2 + m1r2):
This is isomorphic to the ring of all matrices(
r m
0 r
)
;
where r ∈R and m∈M and the usual matrix operations are used.
Proposition 1.6. Let R be a reduced ring. Then T (R; R) is a reversible ring.
Proof. Let(
a b
0 a
)
;
(
c d
0 c
)
∈T (R; R)
with (
a b
0 a
)(
c d
0 c
)
= 0:
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Then ac=0=ad+bc, and since R is reduced we have ca=0 and so 0=cad+cbc=cbc,
which implies bc = 0, so ad= 0 and hence cb= 0 = da. Therefore(
c d
0 c
)(
a b
0 a
)
= 0:
Considering Proposition 1.6, we may conjecture that if a ring R is reversible then
T (R; R) is reversible or semicommutative. However the following example eliminates
the possibility.
Example 1.7. Let H be the Hamilton quaternions over the real number 8eld and R be
the trivial extension of H by H. Then R is reversible by Proposition 1.6. Let S be the
trivial extension of R by R. Note that

(
0 i
0 0
) (
j 0
0 j
)
(
0 0
0 0
) (
0 i
0 0
)




(
0 1
0 0
) (
k 0
0 k
)
(
0 0
0 0
) (
0 1
0 0
)

= 0:
However we have

(
0 i
0 0
) (
j 0
0 j
)
(
0 0
0 0
) (
0 i
0 0
)




(
j 0
0 j
) (
0 0
0 0
)
(
0 0
0 0
) (
j 0
0 j
)


×


(
0 1
0 0
) (
k 0
0 k
)
(
0 0
0 0
) (
0 1
0 0
)

=


(
0 0
0 0
) (−2 0
0 −2
)
(
0 0
0 0
) (
0 0
0 0
)

 = 0:
Thus S = T (R; R) is not semicommutative by Lemma 1.1 and so is not reversible by
Lemma 1.4.
We obtain basic equivalences for reversible rings as follows.
Lemma 1.8. For a ring R the following statements are equivalent:
(1) R is reversible.
(2) rR(S) = lR(S) for each S ⊆ R.
(3) For each a∈R; lR(a) = rR(a).
(4) AB= 0 implies BA= 0 for any two nonempty subsets A; B of R.
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Proof. (1) ⇒ (2): aS = 0 implies Sa = 0 by the condition for a∈R and S ⊆ R, and
vice versa. (2) ⇒ (3) and (4) ⇒ (1) are straightforward. (3) ⇒ (4): Let A; B be two
nonempty subsets of R with AB = 0. Then ab = 0 for a∈A and b∈B, so ba = 0 by
the condition; hence BA=
∑
a∈A;b∈B ba= 0.
By Lemma 1.8(2) we simply speak of annihilators in reversible rings. The following
result is a direct consequence of routine computations.
Lemma 1.9. The class of reversible rings is closed under subrings and direct products.
Given a ring R; P(R) denotes the prime radical of R. Let R be a reduced ring.
Then T (R; R) is reversible by Proposition 1.6; but T (R; R) is not reversible in general
when R is reversible by Example 1.7. This situation gives a simple condition for the
reversibility as follows.
Remark. Let R be a ring with P(R)2 = 0, and suppose that ab= 0 implies ba= 0 for
any subset {a; b} of R with {a; b}* P(R). Let ab= 0 for a; b∈R. If {a; b}* P(R),
then ba= 0 by the condition; if {a; b} ⊆ P(R), then ba= 0 since P(R)2 = 0. So R is
reversible.
In situation of the preceding remark, the conditions are not superKuous as follows.
Example 1.10. (1) The condition P(R)2 = 0 is not superKuous; hence the result may
not be extended to the cases of P(R)n = 0 with n¿ 3. Let S be a division ring and
R=




a b c
0 a d
0 0 a


∣∣∣∣∣∣∣∣
a; b; c; d∈ S

 :
Then R is semicommutative by Proposition 1.2, but not reversible by Example 1.5.
Notice
P(R) =


0 S S
0 0 S
0 0 0

 ;
so P(R)3 = 0 but P(R)2 = 0. Given x; y∈R, if {x; y} * P(R), say x ∈ P(R), then x
is invertible and so xy = 0 implies y = 0 (hence yx = 0).
(2) The other condition is also not superKuous. Let R be the 2 by 2 upper triangular
matrix ring over a semiprime ring S. Then
P(R) =
(
0 S
0 0
)
;
so P(R)2 = 0. But we have(
0 1
0 0
)(
1 0
0 0
)
= 0
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and (
1 0
0 0
)(
0 1
0 0
)
=
(
0 1
0 0
)
= 0;
so R is not reversible.
(3) There is a semicommutative ring that is not reversible and satis8es neither of the
conditions. Let D be a reduced ring and S=D⊕D with componentwise multiplication.
Next let R be the ring in (1) over S. Then since S is reduced, R is semicommutative
by Proposition 1.2; but R is not reversible by Example 1.5. Notice
P(R) =


0 S S
0 0 S
0 0 0

 ;
so P(R)3 = 0 but P(R)2 = 0. Take
x =


(1; 0) (0; 1) 0
0 (1; 0) 0
0 0 (1; 0)

 and y =


0 0 0
0 0 (0; 1)
0 0 0


in R. Then x ∈ P(R) and yx = 0, but
xy =


0 0 (0; 1)
0 0 0
0 0 0

 = 0:
(4) For the commutative case, we have diLerent situations. Let R be the ring Z2n of
integers modulo 2n with n a positive integer. Then R is clearly reversible, but P(R)n=0
and P(R)i = 0 for i6 n− 1, where P(R) = {0; 2; : : : ; 2n−1}.
Observing the reversible ring, in Proposition 1.6, T (R; R) with R a reduced ring, one
may conjecture that R is a reversible ring if for any reversible nonzero proper ideal
I of R; R=I reversible, where I is considered as a ring without identity. However the
following example erases the possibility.
Example 1.11. Let R be the ring in Example 1.10(1). Then R is not reversible. First
notice that R has only the following nonzero proper ideals
I1 =


0 S S
0 0 S
0 0 0

 ; I2 =


0 S S
0 0 0
0 0 0

 ;
I3 =


0 0 S
0 0 S
0 0 0

 and I4 =


0 0 S
0 0 0
0 0 0

 ;
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since every element of the form

a b c
0 a d
0 0 a

 ;
with a = 0, is invertible. I1 is not reversible by the elements

0 0 1
0 0 1
0 0 0

 and


0 1 1
0 0 1
0 0 0

 ;
but Ij’s, with j = 2; 3; 4, are reversible since they are nilpotent of index 2. So we
consider the cases for Ij with j = 2; 3; 4. The following computations are based on
[2, Theorem I.3] and the condition that S is a division ring. Let
!=


x1 0 0
0 x1 y1
0 0 x1

 ; " =


x2 0 0
0 x2 y2
0 0 x2

∈R=I2
with !" = 0. Then x1x2 = x1y2 + y1x2 = 0, so 0 = x1y2x2 + y1x2x2 = y1x2x2 implies
y1x2 = 0 = x1y2, hence we have x2x1 = x2y1 = y2x1 = 0, so "! = 0. The computation
for the case of R=I3 is similar to the preceding one. Next let
!=


x1 y1 0
0 x1 z1
0 0 x1

 ; " =


x2 y2 0
0 x2 z2
0 0 x2

∈R=I4
with !" = 0. Then x1x2 = x1y2 + y1x2 = x1z2 + z1x2 = 0, so x1x2 = x1y2 + y1x2 = 0
implies x1y2 = y1x2 = 0 and x1x2 = x1z2 + z1x2 = 0 implies x1z2 = z1x2 = 0, hence we
have x2x1 = x2y1 = y2x1 = z2x1 = x2z1 = 0, and then "!= 0. Thereby we have that for
any reversible nonzero proper ideal I of R; R=I is reversible.
But we have an aNrmative answer if we take a stronger condition as in the following.
Proposition 1.12. Suppose that R=I is a reversible ring for some ideal I of a ring R.
If I is reduced then R is reversible.
Proof. Let ab = 0 with a; b∈R. Then we have ba∈ I since R=I is reversible, hence
(ba)2 = 0 implies ba= 0 since I is reduced. So R is reversible.
As a dual argument, one may conjecture that if a ring R is reversible then R=I is
also reversible for any ideal I in R. However there may be a counterexample for this
one as we see later by the argument after Example 2.1 in this paper. Semicommutative
rings are abelian by [13, Lemma 2.7], so are reversible rings.
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Proposition 1.13. (1) Let R be a ring. Then eR and (1− e)R are reversible for some
central idempotent e of R if and only if R is reversible.
(2) Let R be a ring and % be a multiplicatively closed subset of R consisting of
central regular elements. Then R is reversible if and only if %−1R is reversible.
Proof. For the proofs of (1) and (2), it suNces to show the necessities by Lemma 1.9.
(1) Let ab=0 with a; b∈R. Then eab=0 and (1− e)ab=0, so we have eba=0 and
(1− e)ba= 0 by supposition. Hence ba= eba+ (1− e)ba= 0 and so R is reversible.
(2) Let !"= 0 with != u−1a; "= v−1b; u; v∈% and a; b∈R. Since % is contained in
the center of R, we have 0= !"= u−1av−1b=(u−1v−1)ab=(uv)−1ab and ab=0. But
R is reversible by supposition, so ba=0 and we have "!= v−1bu−1a= (vu)−1ba=0;
hence %−1R is reversible.
In the following we obtain more examples of reversible rings. Let R be an algebra
over a commutative ring S. Recall that the Dorroh extension of R by S is the ring
R×S with operations (r1; s1)+(r2; s2)=(r1+r2; s1+s2) and (r1; s1)(r2; s2)=(r1r2+s1r2+
s2r1; s1s2); where ri ∈R and si ∈ S. The next construction is due to Nagata [11]. Let R
be a commutative ring, M be an R-module, and  be an endomorphism of R. Give
R⊕M a (possibly noncommutative) ring structure with multiplication (r1; m1)(r2; m2)=
(r1r2; (r1)m2+r2m1); where ri ∈R and mi ∈M . We shall call this extension the Nagata
extension of R by M and .
Proposition 1.14. (1) Let R be a symmetric ring and I be an ideal of R that is an
annihilator in R. Then R=I is a reversible ring.
(2) Let R be an algebra over a commutative ring S, and D be the Dorroh extension
of R by S. If R is reversible and S is a domain, then D is also reversible.
(3) Let R be a commutative domain, and  be an injective endomorphism of R.
Then the Nagata extension of R by R and  is reversible.
Proof. (1) Put I = rR(J ) with J ⊆ R and Or = r + I . Let Oa Ob = 0, then Jab = 0, so
Jba = 0 since R is symmetric. We have Ob Oa = 0 and hence R=I is reversible. (2) Let
(r1; s1); (r2; s2)∈D with (r1; s1)(r2; s2)=0. Then from 0=(r1; s1)(r2; s2)=(r1r2 + s1r2 +
s2r1; s1s2), we have r1r2 + s1r2 + s2r1 = 0 and s1s2 = 0; but since S is a domain,
s1 = 0 or s2 = 0. Say s1 = 0, then 0 = r1r2 + s2r1 = r1(r2 + s2); but R is reversible
and so 0 = (r2 + s2)r1 = r2r1 + s2r1. This result implies (r2; s2)(r1; s1) = r2r1 + s1r2 +
s2r1 = r2r1 + s2r1 = (r2 + s2)r1 = 0, so D is reversible. (3) Let N be the extension and
(r1; m1)(r2; m2) = 0 for (r1; m1); (r2; m2)∈N . Then r1r2 = 0 and (r1)m2 + r2m1 = 0, so
r1 = 0 or r2 = 0 since R is a domain, say r1 = 0. It follows 0= (r1)m2 + r2m1 = r2m1,
and so r2 = 0 or m1 = 0; hence we have (r2)m1 = 0 and then (r2; m2)(r1; m1) =
(r2r1; (r2)m1 + r1m2)= 0. Next say r2 = 0, then 0= (r1)m2 + r2m1 = (r1)m2, and so
(r1) = 0 or m2 = 0. Since  is injective and R is a domain, r1 = 0 or m2 = 0, and so
we have (r2; m2)(r1; m1) = (r2r1; (r2)m1 + r1m2) = 0.
For Proposition 1.14(3), one may conjecture that the result also holds for commu-
tative reduced rings, however we may answer negatively by the following.
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Example 1.15. Let D be a domain of characteristic zero, and R = D ⊕ D with com-
ponentwise multiplication. Then clearly R is a commutative reduced ring but not a
domain. De8ne  :R→ R by (s; t)= (t; s), then  is an automorphism of R. We have
the following computations:
((0; 1); (0; 1))((1; 0); (0; 1)) = (0; ((0; 1))(0; 1) + (1; 0)(0; 1)) = 0
but
((1; 0); (0; 1))((0; 1); (0; 1)) = (0; ((1; 0))(0; 1) + (0; 1)(0; 1)) = (0; (0; 2)) = 0:
Thus the Nagata extension of R by R and  is not reversible.
2. Polynomial rings and classical quotient rings
In this chapter we observe the reversibility of two important kinds of extensions of
reversible rings, and obtain related examples. First we are concerned with polynomial
rings. A ring R is called Armendariz if whenever polynomials f(x)= a0 + a1x+ · · ·+
amxm; g(x)=b0 +b1x+ · · ·+bnxn ∈R[x] satisfy f(x)g(x)=0, then aibj=0 for each i; j
(see [12] for details). Reduced rings are Armendariz by [3, Lemma 1], and Armendariz
rings are abelian by [7, Lemma 7]; hence there may be relations between Armendariz
rings and reversible rings. About polynomial rings over some concepts which are related
to reversible rings, we recall the following useful results about polynomial rings over
some coeNcient rings which are related to reversible:
(1) A ring R is commutative if and only if R[x] is commutative.
(2) A ring R is reduced if and only if R[x] is reduced.
(3) A ring R is Armendariz if and only if R[x] is Armendariz by [1, Theorem 2].
(4) A ring R is abelian if and only if R[x] is abelian by [7, Lemma 8].
Based on the preceding results and Lemma 1.9, one may suspect that a ring R is
reversible if and only if R[x] is reversible. However the following example erases the
possibility.
Example 2.1. We refer to the argument in [6, Example 2]. Let Z2 be the 8eld of
integers modulo 2 and A=Z2[a0; a1; a2; b0; b1; b2; c] be the free algebra of polynomials
with zero constant terms in noncommuting indeterminates a0; a1; a2; b0; b1; b2; c over
Z2. Note that A is a ring without identity and consider an ideal of the ring Z2 + A,
say I , generated by
a0b0; a0b1 + a1b0; a0b2 + a1b1 + a2b0; a1b2 + a2b1; a2b2; a0rb0; a2rb2;
b0a0; b0a1 + b1a0; b0a2 + b1a1 + b2a0; b1a2 + b2a1; b2a2; b0ra0; b2ra2;
(a0 + a1 + a2)r(b0 + b1 + b2); (b0 + b1 + b2)r(a0 + a1 + a2); and r1r2r3r4;
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where r; r1; r2; r3; r4 ∈A. Then clearly A4 ∈ I . Next let R = (Z2 + A)=I and consider
R[x] ∼= (Z2 + A)[x]=I [x]. Notice that
(a0 + a1x + a2x2)(b0 + b1x + b2x2)∈ I [x]; but
(a0 + a1x + a2x2)c(b0 + b1x + b2x2) ∈ I [x]
because a0cb1 + a1cb0 ∈ I ; hence R[x] is not semicommutative and so not reversible.
Next we show that R is reversible. We call each product of the indeterminates a0; a1; a2;
b0; b1; b2; c a monomial and say that ! is a monomial of degree n if it is a product
of exactly n number of indeterminates. Let Hn be the set of all linear combinations of
monomials of degree n over Z2. Notice that Hn is 8nite for any n and that the ideal
I of R is homogeneous (i.e., if
∑s
i=1 ri ∈ I with ri ∈Hi then every ri is in I).
Claim 1. If f1g1 ∈ I with f1; g1 ∈H1 then g1f1 ∈ I .
Proof. By the de8nition of I , we have only the following cases:
(f1 = a0; g1 = b0); (f1 = a2; g1 = b2); (f1 = a0 + a1 + a2; g1 = b0 + b1 + b2);
(f1 = b0; g1 = a0); (f1 = b2; g1 = a2); and (f1 = b0 + b1 + b2; g1 = a0 + a1 + a2):
So we obtain the result, using the de8nition of I again.
Claim 2. If fg∈ I with f; g∈A then gf∈ I .
Proof. We may write f = f1 + f2 + f3 + f4; g = g1 + g2 + g3 + g4 for some
f1; g1 ∈H1, f2; g2 ∈H2; f3; g3 ∈H3 and some f4; g4 ∈ I , since Hi ⊆ I for i¿ 4. Then
fg=f1g1 +f1g2 +f2g1 +h with h∈ I , so fg∈ I implies f1g1 +f1g2 +f2g1 ∈ I . But
I is homogeneous; hence f1g1 ∈ I and f1g2 +f2g1 ∈ I . We will show g1f2 +g2f1 ∈ I ,
observing that g1f1 ∈ I by Claim 1. From f1g2 + f2g1 ∈ I , we have the following
cases:
f1 = a0; g1 = b0 (1)
f1 = a2; g1 = b2 (2)
f1 = a0 + a1 + a2; g1 = b0 + b1 + b2 (3)
f1 = b0; g1 = a0 (4)
f1 = b2; g1 = a2 (5)
f1 = b0 + b1 + b2; g1 = a0 + a1 + a2: (6)
If f2 and g2 are in I then we get the result, so we consider the other cases of f2 and g2.
For the situation (1), we may obtain the following cases:
(f2 ∈ I; g2 = b0t); (f2 ∈ I; g2 = tb0); (f2 = a0s; g2 = b0t); (f2 = a0s; g2 = tb0);
(f2 = sa0; g2 = b0t); (f2 = sa0; g1 = tb0); (f2 = a0s; g2 ∈ I); and (f2 = sa0; g2 ∈ I);
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where s; t are arbitrary monomials of degree 1. Then we get g1f2 + g2f1 ∈ I . The
proofs for (2) and (3) are similar, and the ones for (4), (5) and (6) are obtained by
symmetry. Consequently g1f2 + g2f1 ∈ I and so gf = g1f1 + g1f2 + g2f1 + k, with
k ∈ I , is also contained in I .
Now set gh∈ I with g; h∈Z2 +A, to see that R is reversible. We may write g= !+
g′; h= "+ h′ for some !; "∈Z2 and some g′; h′ ∈A. So !"+ !h′+ g′"+ g′h′= gh∈ I ;
hence !=0 or "=0. Assume !=0. Then g′"+g′h′ ∈ I , so g′ ∈ I and g′h′ ∈ I because
I is homogeneous and "∈Z2; hence h′g′ ∈ I by Claim 2 and so hg="g′+h′g′ ∈ I . For
the case of " = 0, we obtain hg= h′! + h′g′ ∈ I similarly. Therefore R is a reversible
ring.
This example also provides a counterexample to the previous conjecture that if a
ring R is reversible then R=I is also reversible for any ideal I in R. In Example 2.1,
(Z2 + A)[x] is a domain (so reversible clearly), but the factor ring (Z2 + A)[x]=I [x] ∼=
R[x] is not reversible. Next we will observe some conditions under which the preceding
question may have an aNrmative answer. Given a ring R we denote the center of R by
Z(R), i.e., Z(R)= {s∈R | sr= rs for all r ∈R}. The ring of Laurent polynomials in x,
coeNcients in a ring R, consists of all formal sums
∑n
i=k mix
i with obvious addition
and multiplication, where mi ∈R and k; n are (possibly negative) integers; denote it by
R[x; x−1].
Lemma 2.2. For a ring R; R[x] is reversible if and only if R[x; x−1] is reversible.
Proof. By Lemma 1.9, it suNces to establish necessity. We provide two proofs. Let
% = {1; x; x2; : : :}, then clearly % is a multiplicatively closed subset of R[x]. Since
R[x; x−1] = %−1R[x], it follows that R[x; x−1] is reversible by Proposition 1.13(2).
The following is another direct proof. Let f(x); g(x)∈R[x; x−1] with f(x)g(x) = 0.
Then there exists a positive integer n such that f1(x) = f(x)xn; g1(x) = g(x)xn ∈R[x],
obtaining f1(x)g1(x) = 0; hence g1(x)f1(x) = 0 since R[x] is reversible. So we have
g(x)f(x) = x−2ng1(x)f1(x) = 0 and then R[x; x−1] is reversible.
Proposition 2.3. Let R be a ring and suppose that Z(R) contains an in>nite sub-
ring whose nonzero elements are regular in R. Then the following statements are
equivalent:
(1) R is reversible.
(2) R[x] is reversible.
(3) R[x; x−1] is reversible.
Proof. By Lemmas 1.9 and 2.2, it suNces to show (1) ⇒ (2). It is well-known that
R[x] is a subdirect product of R’s, under given conditions. Thus R[x] is reversible by
Lemma 1.9.
For example, in8nite 8elds contained in centers satisfy the condition in Proposition
2.3; so in this situation, we also have the equivalences of Proposition 2.3.
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Proposition 2.4. Let R be an Armendariz ring, then the following statements are
equivalent:
(1) R is reversible.
(2) R[x] is reversible.
(3) R[x; x−1] is reversible.
Proof. By Lemmas 1.9 and 2.2, it suNces to show (1) ⇒ (2). Let f =∑mi=0 aixi,
g=
∑n
j=0 bjx
j be polynomials in R[x] such that fg= 0. Then since R is Armendariz,
each aibj is zero; but R is reversible so bjai = 0 for all i; j. Consequently we have
gf = 0 and R[x] is reversible.
The following result, similar to [1, Theorem 5], extends the class of reversible rings.
Theorem 2.5. Let R be a ring and n any positive integer. If R is reduced, then
R[x]=(xn) is a reversible ring, where (xn) is the ideal generated by xn.
Proof. Let S = R[x]=(xn). If n = 1 then S ∼= R; if n = 2 then S is symmetric by
[2, Example II.5]: hence S is reversible for n = 1; 2 and so we assume n¿ 3. Set
A = a0 + a1u + · · · + an−1un−1; B = b0 + b1u + · · · + bn−1un−1 ∈ S such that AB = 0,
where u= x+ (xn). Notice that aibjui+j = 0 for all i; j with i+ j¿ n, so it suNces to
check the cases of i + j¡n. From AB= 0, we have the following equations:
a0b0 = 0 (1)
a0b1 + a1b0 = 0 (2)
a0b2 + a1b1 + a2b0 = 0 (3)
· · · · · · · · · · · ·
a0bn−2 + a1bn−3 + · · ·+ an−3b1 + an−2b0 = 0 (n-1)
a0bn−1 + a1bn−2 + · · ·+ an−2b1 + an−1b0 = 0: (n)
We proceed by induction on i + j and use the condition that R is reduced in the
following: (1) and (2)×b0 give 0 = a0b1b0 + a1b0b0 = a1b0b0 = a1b0a1b0, so we have
a1b0 = 0 and a0b1 = 0: (2′)
From (1), (2′), (3)× b0, and (3)× b1, we obtain 0 = a0b2 = a1b1 = a2b0 in a similar
way. Inductively we may assume that aibj = 0 for i + j = 0; 1; : : : ; n − 2. The next
computations are based on this assumption. From (n) × b0, we have 0 = a0bn−1b0 +
a1bn−2b0 + · · · + an−2b1b0 + an−1b0b0 = an−1b0b0 = an−1b0an−1b0 since aib0 = 0 for
i = 0; 1; : : : ; n− 2; hence an−1b0 = 0. Then we have
a0bn−1 + a1bn−2 + · · ·+ an−2b1 = 0: (n′)
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From (n′) × b1, we have 0 = a0bn−1b1 + a1bn−2b1 + · · · + an−3b2b1 + an−2b1b1 =
an−2b1b1=an−2b1an−2b1; hence an−2b1=0 and we get a0bn−1+a1bn−2+· · ·+an−3b2=0.
Proceeding in this manner, we 8nally have 0=a0bn−1=a1bn−2= · · ·=an−2b1=an−1b0,
and consequently obtain aibj=0 for all i; j with i+j=0; 1; : : : ; n−1. It then follows that
bjai=0 for all i; j with i+ j¡n since R is reduced. But we also have that bjaiui+j=0
for all i; j with i+ j¿ n, so BA=
∑n−1
i=0
∑n−1
j=0 bjaiu
i+j =0. Therefore S is a reversible
ring.
In the following argument, we extend [7, Theorem 16] to reversible rings. A ring R
is called right Ore if given a; b∈R with b regular there exist a1; b1 ∈R with b1 regular
such that ab1 = ba1. It is a well-known fact that R is a right Ore ring if and only if
the classical right quotient ring of R exists. Let F be a 8eld and R be the free algebra
in two indeterminates over F . Then R is a domain but cannot have its classical right
(left) quotient ring. So the following hypothesis is not superKuous.
Theorem 2.6. Let R be a right Ore ring and Q be the classical right quotient ring of
R. Then R is reversible if and only if Q is reversible.
Proof. It is enough to show the necessity by Lemma 1.9. Let != ab−1 and "= cd−1.
Assume !"=0. By hypothesis there exist b1; c1 ∈R with b1 regular such that bc1 = cb1
and b−1c= c1b−11 ; hence 0= !"= ab
−1cd−1 = ac1b−11 d
−1 and ac1 = 0. Next for a and
d there exist a1; d1 ∈R with d1 regular such that ad1 = da1 and d−1a= a1d−11 . Since
R is reversible (so semicommutative), we have the following computations: c1a = 0
implies 0 = abc1 = acb1, so ac= 0 and ca= 0⇒ 0 = ad1c= da1c implies a1c= 0, so
ca1 = 0. Consequently we have "! = cd−1ab−1 = ca1d−11 b
−1 = 0 and therefore Q is
reversible.
Previously mentioned concepts coincide if given rings are semiprime by [8, Theorem
2.5].
Lemma 2.7. For a semiprime ring R, the following statements are equivalent:
(1) R is a reduced ring.
(2) R is a symmetric ring.
(3) R is a reversible ring.
(4) R is a semicommutative ring.
It is well-known that a ring R is semiprime right Goldie if and only if the classical
right quotient ring of R exists and is semisimple Artinian. A ring R is called strongly
regular if for each x∈R there is y∈R such that x2y=x. In [1, Theorem 7], Anderson–
Camillo showed that if R is a prime ring which is left and right Noetherian, then R is
Armendariz if and only if R is reduced. The following result generalizes this one, and
also gives a relation between Armendariz rings and reversible rings, with the help of
Theorem 2.6 and Lemma 2.7.
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Proposition 2.8. Let R be a semiprime right Goldie ring with Q its classical right
quotient ring. Then the following statements are equivalent:
(1) R is an Armendariz ring.
(2) R is a reduced ring.
(3) R is a reversible ring.
(4) Q is an Armendariz ring.
(5) Q is a reduced ring.
(6) Q is a reversible ring.
(7) Q is a >nite direct product of division rings.
(8) Q is strongly regular.
Proof. (2) ⇔ (3) and (5) ⇔ (6): By Lemma 2.7. (2) ⇒ (1) is obtained by [3,
Lemma 1]. (3) ⇔ (6) comes from Theorem 2.6. (4) ⇒ (7): Armendariz rings are
abelian by [7, Lemma 7] and so Q is a 8nite direct product of division rings. (7) ⇒
(8) is straightforward, and (8) ⇒ (5) comes from [5, Theorems 3.2 and 3.5]. (1) ⇒
(5): Let f(x)=!0 +!1x; g(x)="0 +"1x∈Q[x] with f(x)g(x)=0. By [10, Proposition
2.1.16], we may assume that !i=ais−1; "j=bjt−1 with ai; bj ∈R for all i; j and regular
s; t ∈R; and that there exist cj ∈R and regular u∈R such that s−1bj=cju−1 for each j.
Set h(x) = a0 + a1x; k(x) = c0 + c1x∈R[x]. Then we have
0 = f(x)g(x) = !0"0 + (!0"1 + !1"0)x + !1"1x2
= a0(s−1b0)t−1 + (a0(s−1b1)t−1 + a1(s−1b0)t−1)x
+ a1(s−1b1)t−1x2
= a0c0(tu)−1 + (a0c1(tu)−1 + a1c0(tu)−1)x + a1c1(tu)−1x2
= (a0c0 + (a0c1 + a1c0)x + a1c1x2)(tu)−1
= h(x)k(x)(tu)−1;
hence we have h(x)k(x)=
∑1
i=0
∑1
j=0 aicjx
i+j =0 in R[x]. Now since R is Armendariz
by the condition, it follows that aicj =0 for all i; j and consequently we obtain !i"j =
ais−1bjt−1 = aicju−1t−1 = 0 for all i; j. Note that Q is von Neumann regular, so
[1, Theorem 6] implies that Q is reduced.
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