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Abstract
In this paper, a new controller adjustment proce-
dure is proposed in order to ensure a better control
of closed loop characteristics when the controller or-
der is lower than the plant order. The basic idea is
the close relation between identification quality and
command insensitivity. The advantage of this me-
thod is that the full order model of the system is
directly considered in association with its reduced
controller. In this way, it is useless to compute a re-
duced model before adjustment : the result of the ad-
justment can be immediatly applied to the system.
The method consists in defining closed loop noises
in order to identify fictitiously modal characteristics
of the controlled plant via a bayesian identification
algorithm.
Introduction
Lorsqu’on effectue la synthe`se d’un correcteur sur
un syste`me complexe, on est souvent amene´ a` re´duire
l’ordre de notre mode`le [1] ou bien l’ordre du correc-
teur [2] (synthe´tise´ sur le mode`le du syste`me le plus
complet), et a` faire des hypothe`ses simplificatrices
sur le cahier des charges pour le rendre compatible
avec la me´thode de synthe`se. Il se trouve alors que
le correcteur d’ordre re´duit issu de cette synthe`se
ne remplit plus force´ment le cahier des charges ini-
tial sur le mode`le d’ordre complet. Il convient alors
de refaire une synthe`se ou de modifier le correcteur
de´ja` existant. D’une fac¸on plus ge´ne´rale il peut eˆtre
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e´galement inte´ressant de modifier ou d’ajuster le cor-
recteur suite a` une e´volution du mode`le ou du ca-
hier des charges sans relancer tout le processus de
synthe`se.
La me´thode de retouche du correcteur que nous
proposons ici pre´sente l’avantage de travailler direc-
tement a` partir du mode`le complet, et du correcteur
d’ordre re´duit. Les objectifs de retouche conside´re´s
ici sont la maˆıtrise de la dynamique en boucle ferme´e
(pulsations et amortissements des modes).
L’outil qui sera utilise´ est un de´rive´ de l’outil
PRABI1. Le PRABI est un outil d’analyse de la ro-
bustesse parame´trique fonde´e sur une identification
fictive des parame`tres incertains [3] [4] [5] [6].
1 Contexte du proble`me
Avant de de´buter la retouche, on a a` notre dispo-
sition deux donne´es :
— un mode`le complet du syste`me a` corriger,
— un correcteur d’ordre re´duit.
Le correcteur dont on dispose est souvent sous une
forme quelconque, ses e´tats ne repre´sentant rien de
physique. Une premie`re e´tape consiste donc a` mettre
le correcteur sous une forme exploitable en vue de
la retouche. On utilise pour cela une structure du
type estimation/commande (qui exploite un mode`le
re´duit du syste`me pour la partie estimation, mode`le
que l’on appelle mode`le embarque´). Cette structura-
tion est de´taille´e dans [7], et on obtient la structure
de la figure 1.
Les parame`tres de re´glage du correcteur ont,
graˆce a` cette structure, un sens physique, puisque
les e´tats du correcteur constituent une partie des
e´tats estime´s du syste`me. De sorte que si l’on choi-
sit de mettre dans le mode`le embarque´ les modes
inte´ressants du point de vue de la retouche, on
pourra agir sur ces modes principalement par le re-
tour d’e´tat Kc. De plus une bonne connaissance du
syste`me nous permet de re´gler la dynamique de la
boucle ferme´e “au touche´” (cf [8]).

































Figure 1: Structure estimation/commande.
Les gains de la matrice Kc de retour d’e´tat consti-
tuent donc un ensemble pertinent de parame`tres
pour le re´glage de la boucle ferme´e. L’objectif est
donc de mettre au point une me´thode qui permette
de trouver de fac¸on syste´matique l’ensemble des nou-
veaux gains de la matriceKc re´pondant aux objectifs
de retouche.
2 La me´thode d’identification
baye´sienne
Conside´rons a` pre´sent le syste`me suivant :
(S)
 x˙ = A(θ)x+ wy = Cx+ vyk = y(k∆t) (1)
ou` v et w sont des bruits blancs gaussiens inde´pen-
dants centre´s, ayant pour proprie´te´s2 :
E[w(t)w(τ)T ] = Qδ(t− τ)
E[v(t)v(τ)T ] = Rδ(t− τ)
3
(Q et R repre´sentant les matrices de covariance des
bruits d’e´tat et de mesure), et ou` yk repre´sente
la sortie e´chantillonne´e (∆t e´tant la pe´riode
d’e´chantillonnage) utilise´e pour l’identification baye´-
sienne.
En outre, on conside`re que le syste`me pre´ce´dent
comprend un certain nombre de parame`tres incer-
tains, conside´re´s comme des variables ale´atoires, et
regroupe´s dans un vecteur θ. On se limite dans un
premier temps aux variations de la matrice A. De
plus les calculs d’espe´rance seront mene´s en re´gime
asymptotique. On peut alors de´montrer (cf [3] et [9])
que :
p(θ0 +∆θ/yk) = Λ exp
[−Trace(M−10 ∆M)] (2)
ou`
— p(θ0+∆θ/yk) est la probabilite´ que θ = θ0+∆θ
sachant yk,
2E[x] de´signant l’espe´rance mathe´matique de la variable
ale´atoire x.
3La signification de la fonction δ est ici un Dirac ; cepen-
dant si l’on choisi δ comme e´tant une fonction “triangle” de
largeur ∆t on ontiendra les meˆmes re´sultats par passage a` la
limite.
— yk est l’ensemble des sorties e´chantillonne´es de
y0 a` yk,
— Λ une constante,
— M0 =E[(yk− yˆk/k−1)(yk− yˆk/k−1)T ] lorsque le
filtre de Kalman [10] (qui permet l’obtention de
yˆk/k−1) associe´ au syste`me nominal est accorde´
sur θ0 [11],
— ∆M / M0 + ∆M =E[(yk − yˆk/k−1)(yk −
yˆk/k−1)T ] lorsque le filtre de Kalman associe´ au
syste`me nominal est calcule´ en θ0 +∆θ (filtre
de´saccorde´).
On peut e´galement de´montrer que :
Trace(M−10 ∆M) = ∆θ
TG−1θ0 ∆θ
Il en de´coule que suivant une direction ∆θ la pro-
babilite´ p(θ0 + ∆θ/yk) suit une loi gaussienne, Gθ0
repre´sentant la matrice de covariance de l’erreur
d’identification du parame`tre θ autour de θ0.
Dans [3] et [9] on trouvera l’ensemble des calculs
permettant d’obtenir G−1θ0 . Les calculs y sont mene´s
sur un syste`me discre´tise´, mais un calcul analogue
peut eˆtre fait pour un syste`me continu (voir annexe).
L’e´quation (2) permet donc de caracte´riser la qua-
lite´ d’identification du vecteur θ0 suivant la direction
∆θ et la de´composition en valeurs singulie`res de la
matrice G−1θ0 permet de trouver, dans l’espace pa-
rame´trique θ, la direction ∆θM des variations du pa-
rame`tre θ (autour de la valeur nominale θ0) qui sont
le mieux identifiables, c’est-a`-dire telle que le syste`me
soit le plus sensible aux variations parame´triques
dans cette direction. ∆θM correspond au vecteur sin-
gulier (∆θTM∆θM=1) associe´ a` la plus grande valeur
singulie`re de G−1θ0 , c’est-a`-dire a` la plus petite va-
leur singulie`re de Gθ0 que l’on notera σ
2 car elle
repre´sente une variance. On peut alors e´crire :







Dans la direction ∆θM , la gaussienne est tre`s
se´lective (figure 2.a).
On peut e´galement determiner, et c’est cela meˆme
que nous allons exploiter par la suite, la direction
∆θm des variations du parame`tre θ qui sont le moins
identifiables, c’est-a`-dire telle que le syste`me soit le
plus insensible aux variations parame´triques dans
cette direction (figure 2.b). ∆θm correspond au vec-
teur singulier associe´ a` la plus petite valeur singulie`re
de G−1θ0 .
Notons tout de meˆme que nous ne nous inte´ressons
pas ici au choix de l’estimateur, mais uniquement
a` la qualite´ de l’identification parame´trique qui en
re´sulte, voire meˆme uniquement a` la direction de sen-
sibilite´ minimale.
3 Identification et retouche
On peut de´duire de ce qui pre´ce´de que s’il




∆θm = 0, alors le syste`me est totalement
(a) (b)
p(θ = θ0 + α∆θM |y
k)





p(θ = θ0 + α∆θm|y
k)
αα
Figure 2: Qualite´ de l’identification baye´sienne : (a)
dans la direction de sensibilite´ maximale, (b) dans la
direction de sensibilite´ minimale.
insensible aux variations parame´triques suivant cette
direction (puisque la direction est nullement identi-
fiable). Ou encore, la variation d’une partie des pa-
rame`tres est parfaitement compense´e par la variation
de l’autre partie des parame`tres.
L’interpre´tation de cette direction ∆θm en termes
de retouche est alors la suivante : si le vecteur pa-
rame´trique θ est compose´
— d’une part, des parame`tres de la boucle ferme´e
que l’on de´sire maˆıtriser (pulsations et amor-
tissements des modes),
— d’autre part, des parame`tres de re´glage du cor-
recteur,
alors la direction ∆θm nous donnera la combinai-
son line´aire des parame`tres de re´glage permettant
de maˆıtriser (ou de contrer) une direction de va-
riation des parame`tres de la boucle ferme´e. Si par
exemple nous voulons maˆıtriser 2 parame`tres de la
boucle ferme´e a` l’aide de 2 parame`tres de re´glage,
nous conclurons que ces parame`tres de re´glages sont
parfaits si le noyau de la matrice G−1θ0 (de taille 4×4)
est de dimension 2. Plus ge´ne´ralement la pertinence
de parame`tres de re´glages sera e´value´e par l’ana-
lyse comparative des valeurs singulie`res de G−1θ0 les
unes par rapport aux autres. Si l’on dispose de plu-
sieurs parame`tres de re´glage pour maˆıtriser un seul
parame`tre de la boucle ferme´e, on peut chercher une
combinaison line´aire de ces parame`tres de re´glage qui
minimise ∆θTG−1θ0 ∆θ (voir section suivante).
4 Obtention du vecteur
parame´trique
On extrait un premier vecteur θK compose´ des pa-
rame`tres de re´glage du correcteur selon la figure 3.
θK est le vecteur des variations de tous les coeffi-
cients du gain Kc. Les matrices Mk et Nk sont telles
que :
δKc =Mk diag(θK) Nk .
Pour pouvoir ensuite travailler sur les modes de
la boucle ferme´e (amortissements et pulsations) il



















































Figure 4: Repre´sentation compacte du syste`me aug-
mente´
Ceci e´tant fait, on extrait le vecteur θP des pa-
rame`tres mode´lisant les variations sur la matrice dy-
namique Abf de la boucle ferme´e selon la figure 5.
Les matrices Mp et Np sont telles que :
δAbf =Mpdiag(θP )Np
repre´sente des variations sur les amortissements et
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Figure 5: Extraction des parame`tres de Abf a` mo-
difier.
Le vecteur parame´trique complet θ = [θP θK ]T
agit donc selon le sche´ma de la figure 6, sa valeur
nominale est θ0 = 0.
Une fois effectue´ le calcul de la matrice G−1θ0 sur le
syste`me augmente´ (figure 5), le but est de trouver,
a` δθP fixe´, la variation de δθK telle que ∆θTG−1θ0 ∆θ
soit minimal (avec ∆θ = [δθP δθK ]
T ). Il s’agit donc
d’un proble`me de minimisation quadratique sous
contrainte.
On peut alors de´composer notre crite`re :
∆θTG−1θ0 ∆θ = δθ
T








Le minimum de ce crite`re a` δθP fixe´, correspond a` :





















Figure 6: Vecteur parame´trique θ complet.
5 Exemple applicatif
















Modes issus de la dynamique correcteur
Premier mode flexible
Figure 7: Effet du potentiome`tre sur le roulis hol-
landais.
Le mode`le utilise´ ici est un mode`le d’avion souple
comportant 20 modes, dont 4 modes rigides (le roulis
hollandais, le mode de roulis pur et le mode spiral).
On dispose e´galement de 6 sorties (ou mesures) et
de 2 entre´es (braquages des ailerons et de la gou-
verne). Le correcteur nominal utilise´ est un correc-
teur d’ordre 6.
L’objectif est de modifier l’amortissement du mode
de roulis hollandais tout en conservant au mieux les
2 autres modes rigides et sans de´stabiliser les modes
flexibles.
Sur la figure 7, on peut observer l’effet du poten-
tiome`tre synthe´tise´ selon la me´thode expose´e dans
le paragraphe 4 (autour de sa position nominale re-
pre´sente´e par les ronds) sur le lieu des racines de
la boucle ferme´e. On constate que le mode de roulis
pur et le mode spiral ont tre`s peu e´volue´s, le mode
de roulis hollandais quant a` lui se de´place bien se-
lon une courbe d’isopulsation. Les autres modes (qui
comprennent les modes issus de la dynamique cor-
recteur et les modes flexibles) ont un de´placement
peu significatif et donc largement satisfaisant.
6 Parame´trisation de l’identifi-
cation
Lorsqu’on souhaite effectuer plusieurs corrections
simultane´es avec contraintes de “poids” diffe´rents, on
a besoin d’orienter l’identification. En effet l’identifi-
cation des parame`tres par cette me´thode est en fait
une identification fictive, puisqu’on a le choix des
matrices de bruits d’e´tats et de mesures (Q et R)
ainsi que le choix de la matrice d’observation (Co)























Figure 8: Syste`me fictif pour l’identification.
Or il apparaˆıt que le choix de ces 3 parame`tres
est d’une grande importance lors du calcul de G−1θ0 .
Par exemple, on peut de´montrer qu’un poˆle inobser-
vable d’un point de vue de la sortie fictive (Co) ne
donne aucune contrainte pour le de´placement d’un
autre poˆle -i.e : lors du de´placement d’un poˆle, les
poˆles inobservables par Co se de´placent de fac¸on non
controˆle´e. Re´ciproquement, le de´placement d’un poˆle
fortement observable aura une grande influence sur
la matrice G−1θ0
4.
Ceci est e´galement vrai pour un mode com-
plexe conjugue´, puisque si l’on ne fait aucun calcul
pre´alable des matrices Q R et Co, l’identifiabilite´ de
la pulsation et de l’amortissement ne sont pas e´gales.
Supposons par exemple que la pulsation du mode
soit tre`s peu identifiable et que l’on veuille modifier
l’amortissement du mode sous une contrainte forte
d’isopulsation, il paraˆıt alors e´vident que le re´sultat
de la retouche aura grande chance d’eˆtre de´cevant.
Si, par contre, la pulsation et l’amortissement de ce
mode sont e´galement identifiables, le poˆle sera beau-
coup plus manoeuvrable dans le plan complexe. Un
choix judicieux des parame`tres de l’identification fic-
tive (Q, R et Co) est donc indispensable.







4On trouvera en [12] une interpre´tation plus pre´cise de
cette matrice.
Supposons de plus que les parame`tres auxquels on












alors on ne pourra pas maˆıtriser les variations de ξ






alors ξ et ω sont e´galement maˆıtrisables. Par la`-
meˆme, lorsqu’on choisira de de´placer ξ a` ω constant,
l’erreur commise en ξ et en ω sera du meˆme ordre.
Par extension, si on de´sire effectuer un de´placement
de ξ avec une tole´rance sur les variations de ω, on







Cette parame´trisation optimale de l’identifica-
tion fictive peut eˆtre obtenue par optimisation
nume´rique. L’inconve´nient est que ce type d’optimi-
sation fait appel a` un grand nombre de calculs de
G−1θ0 ce qui prend e´norme´ment de temps. Une autre
solution en cours de de´veloppement consiste a` obte-
nir la parame´trisation de fac¸on analytique.
7 Conclusions et perspectives
En l’e´tat actuel de l’avancement des travaux, cette
me´thode de retouche s’est re´ve´le´ performante pour
maˆıtriser la dynamique en boucle ferme´e. Les inte´reˆts
de cette me´thode sont d’une part, d’agir directement
sur le mode`le de validation (on modifie directement
les caracte´ristiques du syste`me complet boucle´) et
d’autre part cette me´thode permet d’effectuer des re-
touches sur des syste`mes d’ordre relativement e´leve´s
(environ une centaine de poˆles).
La me´thode pre´sente aussi des inconve´nients : on
se limite pour le moment a` des retouches de type
modales (variations de la matrice Abf ) et il faut
e´galement pre´ciser que ces retouches ont un caracte`re
local. Cependant, il est possible de calculer une ma-
trice G−1θ0 ou` ∆θ est un vecteur parame´trique com-
prenant des variations de Abf et e´galement des va-
riations de Co (cf [13]).
Cette extension peut permettre de mettre en e´vi-
dence des de´couplages, puisque le fait qu’un para-
me`tre de C (ou un ensemble de parame`tres) ne soit
pas identifiable signifie qu’il y a un de´couplage entre
une sortie et un mode (selon le choix judicieux de Q,
on peut e´galement mettre en e´vidence d’autres types
de de´couplages).
On espe`re e´galement effectuer des de´veloppements
comple´mentaires pour que la me´thode permette la
retouche de spe´cifications fre´quentielles (roll-off par
exemple) ou, plus ge´ne´ralement, la retouche de cer-
tains crite`res dans un proble`me multi-objectifs.
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Annexe
Calcul de Trace(M−10 ∆M) pour un sys-
te`me continu
Conside`rons le syste`me incertain (1) et le filtre de




x˙ = A0x+ w
˙ˆx = A0xˆ+K0C(x− xˆ) +K0v
y = Cx+ v
(4)
ou` A0 = A(θ0) et ou` w et v sont des bruits pseudo
blancs, gaussiens, centre´s, inde´pendants, et tels que :
E[w(t)w(τ)T ] = Q∆tδ(t− τ)
E[v(t)v(τ)T ] = R∆tδ(t− τ)












Figure 9: Fonction δ(u)
On de´finit P0 =E[(x−xˆ)(x−xˆ)T ]. P0 ve´rifie l’e´qua-
tion de Riccati continue ([14]) :
P0A
T
0 +A0P0 − P0CTR−1CP0 +Q = 0 (5)
et le gain de Kalman est K0 = P0CTR−1. De plus
on de´finit la sortie e´chantillonne´e comme :
yk = Cx(k∆t) + v(k∆t)
Le but est de calculer :
M0 = E[(yk − yˆk/k−1)(yk − yˆk/k−1)T ]
L’inte´gration de (4) sur un pas ∆t a` partir de
t = (k − 1)∆t par la formule des rectangles permet
d’e´crire :
yk=C(I +∆tA0)xk−1 +∆tCwk−1 + vk
yk − yˆk/k−1=C(I +∆t(A0 −K0C))(xk−1 − xˆk−1)
+∆tC(wk−1 −K0vk−1) + vk
(6)
avec : xˆk = xˆk/k = xˆ(k∆t), ∀k. On dispose
e´galement des relations suivantes :
E[(xk−1 − xˆk−1)(xk−1 − xˆk−1)T ]= P0
E[(xk−1 − xˆk−1)vTk−1] =− 12K0R
E[(xk−1 − xˆk−1)wTk−1] = 12Q
E[(xk−1 − xˆk−1)vTk ] = 0





On de´duit des e´quations (6) et (7) que lorsque
∆t → 0 (on ne´gligera les termes d’ordre 1 en ∆t
devant les termes constants et les termes en 1∆t ),
alors :




Conside´rons maintenant le cas ou` le filtre de Kal-
man est de´saccorde´ ; c’est-a`-dire synthe´tise´ sur un




x˙ = A0x+ w
˙ˆx = (A0 +∆A)xˆ+KpC(x− xˆ) +Kpv
y = Cx+ v
(9)
avec ∆A = A(θ0 + ∆θ) − A0 et Kp = PpCTR−1,
ou` Pp ve´rifie l’e´quation de Riccati sur le filtre et le
syste`me accorde´s en θ0 +∆θ :
Pp(A0+∆A)T+(A0+∆A)Pp−PpCTR−1CPp+Q = 0
(10)
Une de´marche analogue au calcul de M0 nous
me`ne a` la relation :




ou` P = E[(x− xˆ)(x− xˆ)T ] pour le syste`me (Sd).
Si on note X = [x (x− xˆ)]T , alors X ve´rifie















et en notant :



















alors P˜ ve´rifie l’e´quation de Lyapunov (13) :
0 = A˜P˜ + P˜ A˜T + B˜Q˜B˜T (13)
et on obtient P a` partir de P˜ par :
P = [0 I] P˜ [0 I]T (14)
On a donc au final, d’apre`s les e´quations (11) et
(8), toujours pour ∆t→ 0 :
Trace[M−10 ∆M ] = ∆t.T race[R
−1C(P − P0)CT ]
(15)
Le scalaire re´sultant de ce calcul donne la valeur de
∆θTG−1θ0 ∆θ pour l’incertitude ∆θ conside´re´e dans la
synthe`se du filtre de Kalman de´saccorde´ (e´quation
(9)). Pour calculer tous les e´le´ments de la matrice
G−1θ0 , il faut re´pe´ter ces calculs dans toutes les direc-
tions e´le´mentaires de l’espace parame´trique (voir [13]
pour plus de de´tails ; notamment en ce qui concerne
les termes hors-diagonaux de la matrice G−1θ0 ). On
peut alors noter que ∆t viendra en facteur de chaque
terme de la matrice G−1θ0 , on peut donc le supprimer
puisqu’on ne s’inte´resse qu’a` l’identifiabilite´ des pa-
rame`tres les uns par rapport aux autres.
