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We demonstrate the ability to excite atoms at well-defined, programmable locations in a magneto-
optical trap, either to the continuum (ionisation), or to a Rydberg state. To this end, excitation
laser light is shaped into arbitrary intensity patterns with a spatial light modulator. These optical
patterns are sensitive to aberrations of the phase of the light field, occuring while traversing the
optical beamline. These aberrations are characterised and corrected without observing the actual
light field in the vacuum chamber.
PACS numbers: 32.80.Rm, 41.85.Ct, 42.15.Fr, 42.40.My, 42.40.Jv
Ultracold atomic gases provide a versatile platform
for creating and studying well-controlled quantum many-
body systems [1]. In particular, highly excited Rydberg
atoms offer extremely strong and tunable van der Waals
interactions, providing acces to a regime dominated by
the interaction energy. The system dynamics is then re-
duced to that of the internal state of the atoms, while
their motion can be neglected. In this so-called frozen
gas limit, Rydberg atoms can for instance be employed in
quantum information processing [2–5], as quantum sim-
ulators for interacting spin systems [6–10], for studying
resonant (exitonic) energy transfer [11–14], interfacing
matter with quantum light [15–18], and even for emulat-
ing wireless networks [19].
In each of the aforementioned applications a precise
control over the locations of the excitations would be
greatly beneficial, or even a necessity. This control is
typically envisioned by restricting the positions of the
ground state atoms, e.g., by confining them to an opti-
cal lattice and thus enforcing regularly spaced geometries
for the excitations to localise on. In contrast, we consider
adding structure to the excitation laser light instead. As-
suming a dense enough underlying atomic density in the
frozen gas limit, the possible positions of the Rydberg
excitations are then determined solely by the presence of
excitation light. In principle, arbitrary geometries can be
constructed this way, such as lattice structures exceeding
the capabilities and flexibilities of optical lattices.
There exist several methods of generating arbitrary
light fields in cold atom experiments, e.g., time-averaged
potentials [20, 21], intensity masking [22, 23], or diffrac-
tive optical elements [24–28]. Here, we employ an active
optical element in the form of a spatial light modulator
(SLM), which is a commercially available device able to
imprint a spatially varying phase onto a laser light field.
This way, it is possible to electronically control the in-
tensity of the light field in the focal plane of a lens, as
illustrated in Fig. 1. One great advantage of SLMs is
that the intensity patterns are programmatically recon-
figurable, without requiring physical alterations to the
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optical beamline. SLMs have already been succesful, for
instance, in creating arrays of dipole traps [29–31], arbi-
trarily shaped dipole traps [32–34], atom guiding [35–37],
and shaping ultracold electron bunches [38].
Shaping the intensity of the light field through phase
modulation requires a high degree of control over the
phase of the light field. First, the phase pattern to be
imprinted by the SLM needs to be carefully engineered, a
task typically performed numerically [33, 39–42]. Second,
the quality of the optical light field may be compromised
by aberrations introduced by the myriad of components
in a typical beamline. This requires a precise characteri-
sation of any phase aberrations experienced by the light
field, and subsequent countermeasures need to be taken.
We demonstrate the ability to control the phase of the
laser excitation light to sufficiently high degree, and ex-
cite atoms at well-defined, programmable locations in a
ultracold atomic cloud, either to the continuum (ionisa-
tion), or to a Rydberg state.
Figure 1 shows the essential part of the experimen-
tal setup. A magneto-optical trap (MOT), containing a
cloud of ultracold 85Rb atoms at densities of 1016m−3
and temperatures of 0.2mK, is illuminated by two laser
FIG. 1. Experimental setup, consisting of a red 780 nm and
blue 480 nm laser effecting a two-photon transition of atoms in
a magneto-optical trap (MOT) to either the continuum (ioni-
sation) or Rydberg level. The SLM imprints a phase onto the
780 nm laser, shaping the intensity into the desired pattern, in
this case an array of diffraciton limited spots. Rydberg atoms
and ions created at the targeted locations can be accelerated
onto a detector which can spatially resolve single ions.
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2beams. A red, 780 nm laser, excites the atoms to an in-
termediate 5P3/2 state. A blue, 480 nm laser then ionises
the atoms, or excites them to the Rydberg state. A Holo-
Eye Pluto SLM modulates the phase of the 780 nm ex-
citation laser, shaping the intensity pattern in the focal
plane of a final lens with a focal length f = 90mm. The
blue laser providing the final excitation step is shaped
into a thin sheet of light, with a waist diameter of 40µm
in the z-direction, and propagating along the focal plane
of the 780 nm laser. The two lasers thus form a 2D excita-
tion volume in the xy-plane of the MOT where Rydberg
atoms or ions can be created.
An accelerator extracts the ions and images them onto
a detector. In the case of Rydberg atoms the accelera-
tion fields will strip the Rydberg atoms of their valence
electron, and the imaging procedure is the same as for
ions. During the time of flight the ion pattern does not
deform, apart from a global magnification of a factor 46.
The detector, consisting of a double micro-channel plate
and phosphor screen, is able to spatially resolve single
ions and thus provides a direct measurement of the ion
or Rydberg distribution as it was in the MOT, projected
onto a plane.
We continue with discussing the phase modulation of
the red excitation laser. At the start of the beamline the
laser forms a wide beam, to be considered as a plane wave
with amplitude U0. The SLM imprints not only a phase
ϕ onto the light field, it additionally acts as an aperture
with a pupil function P . This function is valued 1 inside
the active area, and 0 outside, truncating the beam to a
rectangle with the dimensions Sx×Sy = 15mm×8mm of
the SLM. In scalar diffraction theory and under the Fres-
nel approximation [43], the amplitude of the light field Uf
in the focal plane follows from a Fourier transform of the
light field immediately behind the SLM,
|Uf (x′, y′)| = 1
λf
∣∣∣∣F [PU0 exp(iϕ(x, y))]( x′λf , y′λf
)∣∣∣∣ ,
(1)
where x′, y′ are coordinates in the focal plane, and
F [·] (u, v) denotes a 2-dimensional Fourier transform of
the function in square brackets, evaluated at spatial fre-
quencies u, v.
The degree of freedom provided by ϕ can thus be used
to modulate the intensity in the focal plane. In partic-
ular, we focus on creating arrays of diffraction limited
spots. It is instructive to first consider the trivial case
of a single spot, by choosing ϕ = 0. Writing u = x′/λf ,
and v = y′/λf , we recover the well known Airy spot:
F [PU0] (u, v) = U0SxSy
λf
sinc(Sxu) sinc(Syv), (2)
where sinc(x) = sin(pix)/pix. The size of the central
spot ∆x×∆y between the first minima follows from the
diffraction limit
∆x×∆y = 2λf
Sx
× 2λf
Sy
, (3)
FIG. 2. (a) Iterative Fourier transform algorithm (IFTA) used
for calculating the SLM phase patterns, consisting of a series
of virtual propagations (circles) between the SLM plane and
the focal plane, while applying constraints (dashed boxes).
(b) Camera image of the 780 nm laser beam, shaped into an
array of diffraction limited spots with the IFTA algorithm.
(c) Portrait of Johannes Rydberg, made out of 780nm laser
light, with a modified IFTA algorithm.
which determines the size of the smallest possible spot
we can make in our setup.
In order to compute phases ϕ for complicated inten-
sity patterns such as spot arrays, we employ an iterative
Fourier transform algorithm (IFTA) [39, 40, 42], as de-
picted schematically in Fig. 2(a). Starting from an ini-
tial guess for the phase, the algorithm consists of a series
of virtual propagations of the light field back and forth
between the SLM and focal planes. In each plane, con-
straints to the amplitude of the light field are applied. In
the SLM plane, the amplitude is constrained to that of
the input field, U0. In the focal plane, the constraint is
formed by the target amplitude, denoted by UT . These
steps can be viewed as a series of projections between
two subsets of C2, where in each subset one of the two
constraints is satisfied [44, 45]. The algorithm converges
to a phase ϕ which minimizes the distance between both
sets, i.e., satisfying both constraints as well as possible.
In practice, we are only interested in the amplitude
of the light field in a small window W in the focal
plane, with associated pupil function PW . Restrict-
ing the constraint to the window, i.e. setting |Uf | →
PWUT + (1 − PW )|Uf | in Fig. 2(a), provides the algo-
3rithm with a greater degree of freedom for the phase pat-
tern, resulting in better convergence and better quality
of the final solution [46]. Fig. 2(b) shows a direct camera
image of the laser light, which is shaped into an array of
diffraction limited spots using the methodology described
above. Fig. 2(c) shows a direct camera image of a com-
plicated intensity pattern, demonstrating the enormous
degree of control over the light field that can be effected
by the SLM. The computation of the corresponding phase
pattern is described elsewhere [42, 47].
However, shaping the laser intensity by phase modu-
lation is sensitive to aberrations of the phase of the light
field, which are inevitably introduced by imperfections
in the various optical components in the beamline. We
model the phase profile ϕ of the light in a plane immedi-
ately behind the last optical element as
ϕ(x, y) = ϕ0(x, y) + ϕL(x, y) + ϕA(x, y), (4)
where ϕ0 is the phase imprinted on the light field by
the SLM. The phase ϕL is the lens phase of an idealised
lens focusing at the MOT and effectively performing the
Fourier transform. In writing the first term on the rhs.
of Eq. (4), we have assumed that a ray of light start-
ing at point (x, y) in the SLM plane, remains close to
the transverse coordinates (x, y) during its traversal of
the beamline [48].The phase ϕA contains all aberrations,
i.e., any deviation of the actual phase from the required
phase. Clearly, the aberrations ϕA can be corrected by
the SLM by subtracting ϕA(x, y) from ϕ0.
A key step is the (nontrivial) determination of the ex-
act phase error inside the vacuum chamber. We resort
to a method reminiscent of the Shack-Hartmann proce-
dure [49, 50]. We divide the phase pattern on the SLM
into two parts, as shown in Fig. 3(a). A small circular
area of the SLM is selected, and imprinted with a con-
stant phase. The remaining area of the SLM outside the
circular region is imprinted with a linear phase pattern
which causes all the light incident on it to be deflected
at a large angle, such that it no longer hits the MOT.
Therefore, the excitation laser impinging on the MOT is
reduced to a single narrow beam, originating from the
small circular area on the SLM. One can think of the
phase pattern as if modifying the original pupil function
P to an effective pupil function P ′ corresponding to the
small circular area.
As the narrow beam passes through the optical system,
it samples only a small part of the total phase aberration,
in a small area around the coordinates (x0, y0) [see Fig.
3(b)]. To a first approximation the phase aberration in
this small area, as experienced by our probe beam, is
linear in x and y. The effect of a purely linear phase is
to move the intensity pattern in the focal plane:
F
[
P ′U0 e2pii(ax+by)
]
(u, v) = F [P ′U0] (u−a, v− b). (5)
Our phase pattern thus produces a single spot, whose
size and shape are determined by the pupil function P ′,
whereas its displacement is proportional to the gradient
FIG. 3. Method for sampling the phase aberration ϕA of the
optical system. (a) SLM phase pattern, used for (b) sending
a small probe beam through the beamline, which experiences
only a small, approximately linear part of ϕA(x, y). The gra-
dient of ϕA can then be recovered from the displacement δ
of the focal spot. In practice, the lens is part of the optical
system, but for conceptual simplicity it is drawn separately.
of the phase aberration, with 2pia = ∂ϕA/∂x, and 2pib =
∂ϕA/∂y in Eq. (5). The position of the spot in the focal
plane is detected by measuring the displacement of the
ion spot on the detector, allowing us to determine the
local gradient of the phase aberration. By varying the
coordinates (x0, y0) we can sample ∇ϕA in its entirety.
By subsequently fitting the gradient data with a smooth
polynomial composed of rectangular Zernike polynomials
[51], we reconstruct the total phase aberration ϕA.
Fig. 4(a) shows the measured ion spot displacements
in the x and y directions, denoted by δx, δy, respectively,
as a function of the sampling coordinates (x0, y0) on the
surface of the SLM. The sampling beam diameter was
set at 1mm, and a total of 20× 20 = 400 measurements
are taken. There is a clear dependence of the measured
spot displacement on the sampling coordinates. The
corresponding root-mean-square (RMS) wavefront error
is more than a wavelength, which can be classified as
highly aberrated. Near the edges of the sampling area
no ion signal was visible, and hence no data points are
shown. Light emanating from these areas of the SLM is
obstructed by the accelerator structure before it reaches
the MOT. The total usable area of the SLM is determined
FIG. 4. (a) Measured spot displacement δ before and af-
ter aberration correction, showing significant flattening of the
wavefront. The probe beam is blocked near the edges, hence
no data is shown there. (b) Phase aberration ϕA as subtracted
from the wavefront.
4FIG. 5. Ion detector signal. (a): 10 × 10 array of spots,
no aberration correction, excitation to the continuum (ioni-
sation). (b): Identical settings as in (a), but after aberration
correction. (c): 10 × 10 array of spots, atoms excited to the
82D Rydberg state. (d): Complex pattern demonstrating
the ability of the SLM to create arbitrary intensity patterns
(ionisation). The spatial coordinates are calculated back to
positions x′, y′ in the MOT from where the detected ions orig-
inated.
to (approximately) range between−5mm < x0 < +5mm,
and −3mm < y0 < +3mm.
The reconstructed phase aberration ϕA, as shown in
Fig. 4(b), is then subtracted from the light field by the
SLM. In practice, the procedure is iterated ∼ 5 times,
since the path of the probe beam through the optical
system is slightly altered by imprinting a phase with the
SLM. The final spot displacements after iteratively cor-
recting the phase aberrations (see Fig. 4) are significantly
reduced, and the aberrations have been removed to a
large extent. The RMS wavefront error associated with
the final displacements is approximately λ/18.7, suggest-
ing a performance at the diffraction limit (< λ/14 [52]).
After correcting the phase aberration we proceed by
creating intensity patterns consisting of arrays of spots.
For a single experimental shot we illuminate the cloud
below saturation intensity for 20µs, after which the ions
are extracted. The detector is exposed for 100s at a 10Hz
repetition rate. Fig. 5(a) shows the resulting ion de-
tector image with a 10 × 10 spot array, measured be-
fore the aberration correction was applied. Fig. 5(b)
shows the same spot pattern, after applying the aber-
ration correction while keeping all other parameters the
same, showing a significant improvement in pattern qual-
ity. The spacing between the spots is approximately
60µm in the x-direction, and 30µm in the y-direction,
with a spot size which would correspond to a diffraction
limit of 24µm×15µm. This agrees well with the theoreti-
cal diffraction limit from Eq. (3), taking into account the
reduced aperture due to beam clipping. Smaller spacings
are possible, we are able to resolve individual spots down
to a spacing of 25µm×14µm. Fig. 5(c) shows an array of
spots, with the atoms in the target locations excited to
the Rydberg 82D state. The spacing between the spots is
approximately 70µm in the x-direction, and 35µm in the
y-direction. A distinct intensity gradient is visible across
the spot pattern, due to density variations of the atomic
gas. Finally, Fig. 5(d) further demonstrates the capabil-
ity of the SLM to produce arbitrary intensity patterns in
the MOT.
In conclusion, we have demonstrated the ability to ex-
cite atoms to the Rydberg state or the continuum at well
defined, programmable locations in an ultracold atomic
gas. We employed an SLM for delivering high quality op-
tical patterns inside a vacuum chamber, controlling the
phase of the light field to well within a wavelength, de-
spite a highly aberrated optical beamline. The aberra-
tions are characterised by observing the ion signal result-
ing from small probe beams, that are sent by the SLM
along different paths through the optical beamline. The
SLM could then be used to subtract the phase aberration
from the light field, removing the aberrations.
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