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ABSTRACT 
In Electrical Impedance Tomography the conductivity of an object is estimated from 
boundary measurements. An array of electrodes is attached to the surface of the object 
and current stimuli are applied via these electrodes. The resulting volt ages are measured. 
The process of estimating the conductivity as a function of space inside the object from 
voltage measurements at the surface is called reconstruction. Mathematically the ElT 
reconstruction is a non linear inverse problem, the stable solution of which requires regu-
larisation nwthods. 
Most common regularisation methods impose that the reconstructed image should 
be smooth. Such methods confer stability to the reconstruction process, but limit the 
capability of describing sharp variations in the sought parameter. 
In this thesis two new methods of regularisation are proposed. The first method, Galls-
sian anisotropic regularisation, enhances the reconstruction of sharp conductivity changes 
occurring at the interface between a contrasting object and the background. As such 
changes are step changes, reconstruction with traditional smoothing regularisation tech-
niques is unsatisfactory. The Gaussian ani::;otropic filtering works by incorporating prior 
structural information. The approximate knowledge of the shapes of contrasts allows us 
to relax the smoothness in the direction normal to the expected boundary. The construc-
tion of Gaussian regularisation filters that express such directional properties on th(' basis 
of the structural information is discussed, and the results of numerical experiments are 
analysed. The method gives good results when the actual conductivity distribution is in 
accordance with the prior information. When the conductivity distribution violates the 
prior information the method is still capable of properly locating the regions of contrast. 
The second part of the thesis is concerned with regularisation via the total variation 
functional. This functional allows the reconstruction of discontinuous parameters. The 
properties of the functional are briefly introduced, and an application in inverse problems 
in image denoising is shown. As the functional is non-differentiable, numerical difficulties 
are encountered in its use. The aim is therefore to propose an efficient numerical imple-
mentation for application in ElT. Several well known optimisation methods arc analysed, 
as possible candidates, by theoretical considerations and by numerical experiments. Such 
methods are shown to be inefficient. The application of recent optimisation methods 
called primal- dual interior point methods is analysed be theoretical considerations and 
by numerical experiments, and an efficient and stable algorithm is developed. Numerical 
experiments demonstrate the capability of the algorithm in reconstructing sharp conduc-
tivity profiles. 
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Chapter 1 
Introduction 
This thesis discusses reconstruction methods in Electrical Impedance Tomography (ElT). 
ElT is a measurement technique that estimates the conductivity a(x, y, z) of an object 
from boundary measurements. An array of electrodes is attached to the body under mea-
surement, and some currents are applied to the electrodes. The stimulation results in some 
electric potentials at the electrodes, which are measured. The process of estimating the 
conductivity of the object from such measurements is called tomographic reconstruction, 
or simply reconstruction. 
The collected measurements are linked to the object's conductivity by known physical 
laws [1]. Such a relationship is called a forward operator. The inverse operator, which 
given the measurements would return the conductivity, is not known in the general case. 
The widely adopted method for reconstructing the data is to use a non-linear least squares 
approach. Such an approach is based on a forward model, that given a conductivity dis-
tribution calculates the corresponding theoretical measurements. Then, with optimisation 
techniques, the conductivity distribution for which the corresponding simulated measure-
ments fit best the real measurements (in the least squares sense) is sought. 
From the mathematical point of view this estimation task is a non-linear inverse prob-
lem. The task is to recover a coefficient (the conductivity) of an elliptic partial differential 
equation from data on the boundary. The problem is ill-posed in the sense that small 
perturbations in the measured data can cause arbitrarily large errors in the estimated 
conductivity. The developments of the technique, from the mathematical point of view, 
began with a publication by Calder6n [2], where the uniqueness of the ElT inverse prob-
lem was firstly addressed. Other publications on the uniqueness of the inverse problem in 
the isotropic case followed [3] [4] [5] [6]. On the other hand it was demonstrated t:hat the 
problem is not unique for anisotropic conductivities [7] [8]. 
4 
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Given the ill-posedness of the inverse problem, the optimisation process used in the 
reconstruction has to adopt particular techniques in order to obtain a stable solution. 
In practical terms, such ill-conditioning arises form certain patterns of conductivity for 
which the corresponding measurements are extremely small [9], and which are therefore 
affected by measurement noise. Such patterns of conductivities, for which the observations 
are unreliable, corrupt the reconstructions. Particular techniques, called regularisation 
techniques, are adopted to discourage the presence of such patterns in the image. 
The use of such techniques is equivalent to introducing a priori information in the 
reconstruction process. Most common regularisation techniques impose that the inverse 
solution should be smooth. As the undesired patterns are known to be rich in high spatial 
frequencies, this is a way of preventing them from participating in the reconstructions. 
Such techniques therefore confer stability to the inversion process, but affect the capability 
of describing steep variations in the sought parameter. 
In many applications of ElT, the objects under measurement are known to be non-
smooth. Reconstruction of such conductivity profiles with traditional regularisation tech-
niques is therefore unsatisfactory. In such cases different forms of prior information should 
be used. Information that can be incorporated into the reconstruction process is, for exam-
ple, the knowledge of the boundary shape of an expected region of contrast (like an organ 
in medical imaging), or simply the knoweledge that steep variations are expected in the 
conductivity (as at the interface of two different media). By using additional information 
in the reconstruction process, tailored to the specific situation, it may be possible there-
fore to improve the estimates. Techniques for the incorporation of such forms of structural 
prior information are fairly recent [10] [11], and are the subject of active research. The 
principal topic of this thesis is the proposition of novel methods to exploiting such kinds 
of prior information. 
For what concerns the applications of the technique, three principal areas can be iden-
tified: medical imaging, industrial process imaging and geophysical surveying [12]. In 
medicine different organs present different resistivities [13] and so they are distinguishable 
by electrical means. Secondly, organs can change their resistivities during their physio-
logical activity, allowing functional imaging. Examples of applications in medicine are: 
monitoring of pulmonary and cardiac functions [14J [15] [16J [17] [18] [19], detection of 
brain activity [20] [21] [22], detection of haemorrhage [23] [24] [25] and gastric imaging 
[26] [27], to cite a few. 
Applications in industry include the imaging of mixing vessels and of flow of fluids in 
pipes [28] [29] [30], crack detection [31] [32], and many others. In geophysics the technique 
is very well developed, and many applications exist at research and commercial levels [33]. 
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Aims and Contents of the Thesis 
The aim of this thesis is to develop reconstruction methods that exploit prior infor-
mation in order to estimate conductivity profiles with sharp variations. In the context 
of the ElT research group at Oxford Brookes University such methods are desirable for 
the reconstruction of thoracic images, where the conductivity of the three main imaged 
organs, lungs, heart and the surrounding tissue, differs considerably [13]: sharp variations 
are expected at the organs' interfaces. In a broader view, such methods are useful in 
industrial and geophysical applications, where, for example, large air bubbles need to be 
imaged against a conducting liquid or a burial chamber must be located against conductive 
soil. 
All the reconstruction methods that are proposed in this thesis are applied to the 
two-dimensional case. For the anisotropic regularisation method, presented in Chapter 
5 the extension to the three-dimensional case is possible, with some modifications. For 
the total variation regularisation method, presented in Chapter 7, the extension to 3D is 
straightforward. Details of such extensions are discussed at the end of each chapter. 
The approach of the present work to the reconstruction problem is deterministic, the 
inverse solution is formulated as a non-linear least squares problem, and Tikhonov style 
regularisation is used to stabilise the algorithms. The equivalence with methods based 
on the Bayesian approach is often mentioned, especially in Chapter 5, where some of the 
techniques are motivated from a statistical point of view. 
The present work is organised in eight chapters, the first being the introduction. In 
Chapter 2 a review of the theory of inverse problems is given. The approach is formulated 
first from the probabilistic point of view, as it constitutes a unifying theory for recon-
struction. The deterministic inversion follows and its equivalence to particular statistical 
methods is shown. The chapter discusses briefly the ill-conditioning of inverse problems 
and regularisation techniques. 
In Chapter 3 the ElT specific topics needed by the following sections of the thesis are 
introduced. The topics of this chapter regard data acquisition strategies, 2D /3D issues 
and absolute / differential/ dynamic techniques. 
Chapter 4 is dedicated to modelling ElT experiments, and to techniques for calculating 
the forward solution. In the first part of the chapter physical laws that describe the 
experiments, and models for the electrodes are discussed. The second part of the chapter 
describes the numerical solution of such models via the Finite Element Method. The 
realisation of a forward solver is discussed; results from simulations and tests are shown. 
Results pertaining to these subjects have been published in [34]. 
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Chapter 5 proposes a novel technique for incorporating structural prior information 
into reconstruction. The technique, called anisotropic Gaussian smoothing, enhances re-
construction of sharp conductivity profiles when the boundary of such profiles is approxi-
mately known. The method works by relaxing the smoothness constraints in the direction 
normal to the expected discontinuities. The approach is justified from the Bayesian point 
of view. The effect of the introduction of prior information into regularisation is analysed 
via GSVD decomposition. Results are explained on the basis of the new structure that 
the generalised singular vectors assume. Results pertaining to the Gaussian anisotropic 
regularisation were published in [35]. 
Chapter 6 is dedicated to introducing the use of the total variation as a regularisation 
functional. The use of such a functional, as a regularisation term, allows reconstruction 
of discontinuous parameters in inverse problems. Some theoretical properties of the regu-
larisation functional are discussed. Through simulations it is shown that it is possible to 
solve the denoising inverse problem, and restore images affected by high-frequency pertur-
bations, while retaining the sharp features of the image. Numerical challenges associated 
with such a method are discussed. 
Chapter 7 is dedicated to the application of the total variation (TV) regularisation in 
ElT. The main issue addressed by the chapter is the efficient and stable solution of the 
TV regularised problem, as numerical difficulties are associated with such problem. The 
first part of the chapter analyses, by theoretical considerations and by numerical experi-
ments, the application of well known methods of optimisation. Given the inefficiency of 
such methods the novel application of new optimisation techniques in the field of ElT is 
discussed from the theoretical point of view and by simulations. Such new techniques, 
called primal-dual interior-point-methods, allow the formulation of a framework for effi-
cient ElT regularisation with TV and more in general with PI-norm functionals. Results 
pertaining to the use of TV regularisation in ElT have been published in [36]. 
The last chapter is a discussion section; results of the thesis are discussed as a whole. 
Suggestions for further development are given. 
Chapter 2 
Discrete Inverse Problems 
2 .1 Introduction 
In many fields of science and engineering it is desirable to infer properties of a system 
from experimental observations. Assume that we are able to define a set of model pa-
rameters that completely describe the properties of the system, to the extent required by 
the application. These parameters may not be directly measurable, but we might be able 
to define some experiments that allow us to measure some observable parameters whose 
actual values depend on the values of the model parameters. To solve the forward problem 
is to predict the values of the observable parameters, given arbitrary values of the model 
parameters. To solve the inverse problem is to infer the values of the model parameters 
from the measured values of the observable parameters. 
Methods for solving inverse problems can be categorised as statistical or as determin-
istic. The statistical approach to inverse problems allows formulation of a unifying theory 
of inverse problems [37], from which deterministic approaches stem. In this chapter some 
of the main topics on inverse problems are reviewed, introducing first the statistical ap-
proach, second showing that deterministic methods can be interpreted from the statistical 
point of view. 
2.2 Statistical Inversion 
Probability axioms 
In this section we introduce some notations of probability theory that will be used in the 
following. Let K E ]RK be an arbitrary space. A measure over K is a rule that to any 
subset Ki of K associates a positive real number P(Ki)' named measure of Ki , and that 
8 
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satisfies the following properties 
• P(0) = 0 
• If lCl, lC2, .. . , lCn are disjoint sets in lC, then 
(2.1) 
If P(lC) is finite, P is termed probability. 
Let k = (kl' k 2 , ... ,kK f be the generic vector of lC. A function p(k) such that for 
any subset lC i C lC 
(2.2) 
is called probability density junction, and it can be normalised by imposing P(JC) = 1. 
The expectation of k is defined as 
1Jk = E{k} = L kp(k) dk (2.3) 
and the covariance of k as 
(2.4) 
Let now x and y be two vectors of two arbitrary spaces X in jRx and Y in jRY. A 
function p(x, y) such that for any subset Xi C X and any subset Yi C Y 
(2.5) 
is called joint probability density junction, and it can be normalised by imposing P(;t', Y) = 
1. 
Let p(x, y) be a normalised joint probability density function of the couple (x, y). The 
marginal probability density for x is defined as 
p(x) = L p(x, y) dy (2.6) 
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and the conditional probability density for x given y = y is defined as 
p(x I y) = p(x,y) 
Lp(x,y) dx 
10 
(2.7) 
From these definitions follow that the joint probability density equals the conditional 
probability density times the marginal probability density 
p(x I y)p(y) = p(x,y) (2.8) 
and hence Bayes theorem 
p(y I x)p(x) = p(x I y) p(y) (2.9) 
Bayes interpretation of probability 
It is possible to associate more than one meaning to any mathematical theory. The first 
interpretation of the axioms of Section 2.2 is purely statistical: a random process takes 
place and leads to several realisations. The parameters that describe the realisations are 
called random variables. If the number of realisations that have been observed is large, 
these can be described in terms of probabilities, which follow the laws of 2.2, and no 
ulterior meaning is associated with them. A second approach, called Bayesian, interprets 
probabilities in terms of degree of knowledge of t?e "true" values of a physical parameter. 
Let lC be a generic discrete parameter set with a finite number of parameters. The state 
of information on lC is described by defining a probability density over lC. If we definitely 
know that the true value of k is k = ko, then the corresponding probability density is 
p(k) = <5(k - ko) (2.10) 
which represents the state of perfect knowledge, and where <5 is the Dirac delta function 
in IRK. The use of probabilities to describe the degree of knowledge is supported by the 
fact that real observations are always subject to uncertainties. In practice states of infor-
mation will be defined by probability densities with some dispersion, which represent the 
uncertainty of the knowledge. The lowest state of information is the state of total igno-
rance defined by the non-informative probability density. The mathematical expression 
of non informative probability density depends on the system of coordinates in us€, for a 
Cartesian system with lC E IRK and finite, it is 
Pn.dk) = constant (2.11) 
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Parameter spaces 
Model Space Given a physical system under study, after a discretisation, the properties 
of interest can be described with a vector m of model parameters. Depending on 
the system under study, the model parameters make take their values in a discrete 
or in a continuous set. In the following we will assume that the parameters take 
their values in a continuous set of conceivable model "configurations" M, and that 
M E ~M. 
Data Space Given a system under study and having defined a model space M, some ex-
periments can be performed in order to gather information on the model parameters 
m. The experiments must be designed to carry information about the model param-
eters. The collected data vector d will take values in a continuous set of conceivable 
instrument responses 'D, and V E ]RD. 
Physical Parameters Space The couples f = (m, d) define the joint space F = M x V 
that holds the model and data parameters. 
Sources of information 
Three sources provide information in inverse problems: physical laws, results of measure-
ments and a priori information. Physical laws apply to the system under study. They 
are used to derive a model, called the forward model. The forward model holds the rela-
tionships that link the model parameters m to the measured data d. The forward model 
enables the solution of the forward problem: to predict the error-free values of data, d, 
that would correspond to a given model rn. The predicted values, in general, cannot 
be identical to the observed values, as uncertainties are acting on the measurements and 
predictions are affected by modelling errors. These two sources of errors, even if different, 
produce errors of the same magnitude. Models are developed to match instrumentation 
errors. It wouldn't be wise to use a poor model for reconstructing data from a good in-
strument, as it wouldn't be useful to have a very accurate model, but a poor instrument. 
Following the postulate that the more general way to describe any state of information 
is to define a probability density function, the forward model and the relative uncertain-
ties can then be described by defining, for given values of the model parameters rn, a 
probability density 8(d I rn) over'D (called likelihood). 
Results from experiments are the second source of information in inverse problems. 
Measurements will give a certain amount of information about the true values of the 
observable parameters. This state of information can be described with the probability 
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This thesis discusses reconstruction methods in Electrical Impedance Tomography (ElT). 
ElT is a measurement technique that estimates the conductivity a(x, y, z) of an object 
from boundary measurements. An array of electrodes is attached to the body under mea-
surement, and some currents are applied to the electrodes. The stimulation results in some 
electric potentials at the electrodes, which are measured. The process of estimating the 
conductivity of the object from such meal-iurementl-i is called tomographic reconstruction, 
or simply reconstruction. 
The collected measurements are linked to the object's conductivity by known physical 
laws [1]. Such a relationship is called a forward operator. The inverse operator, which 
given the measurements would return the conductivity, is not known in the general case. 
The widely adopted method for reconstructing the data is to use a non linear least squares 
approach. Such an approach is based on a forward model, that given a conductivity dis-
tribution calculates the corresponding theoretical measurements. Then, with optimisation 
techniques, the conductivity distribution for which the corresponding simulated measure-
ments fit best the real measurements (in the least squares sense) is sought. 
From the mathematical point of view this estimation task is a non -linear inverse prob-
lem. The task is to recover a coefficient (the conductivity) of an elliptic partial differential 
equation from data on the boundary. The problem is ill-posed in the sense that small 
perturbations in the measured data can cause arbitrarily large errors in the estimated 
conductivity. The developments of the technique, from the mathematical point of view, 
began with a publication by Calderon [2], where the uniqueness of the ElT inverse prob-
lem was firstly addressed. Other publications on the uniqueness of the inverse problem in 
the isotropic case followed [3] [4] [5] [6]. On the other hand it was demonstrated that the 
problem is not unique for anisotropic conductivities [7] [8]. 
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Given the ill-posedness of the inverse problem, the optimisation process used in the 
reconstruction has to adopt particular techniques in order to obtain a stable Holution. 
In practical terms, such ill-conditioning arises form certain patterns of conductivity for 
which the corresponding measurements are extremely small [9], and which are therefore 
affected by measurement noise. Such patterns of conductivities, for which the observations 
are unreliable, corrupt the reconstructions. Particular techniques, called regularisation 
techniques, are adopted to discourage the presence of such patterns in the image. 
The use of such techniques is equivalent to introducing a priori information in the 
reconstruction process. Most common regularisation techniques impose that the inverse 
solution should be smooth. As the undesired patterns are known to be rich in high spatial 
frequencies, this is a way of preventing them from participating in the reconstructions. 
Such techniques therefore confer stability to the inversion process, but affect the capability 
of describing steep variations in the sought parameter. 
In many applications of ElT, the objects under measurement are known to be non-
smooth. Reconstruction of such conductivity profiles with traditional regularisation tech-
niques is therefore unsatisfactory. In such cases different forms of prior information should 
be used. Information that can be incorporated into the reconstruction process is, for exam-
ple, the knowledge of the boundary shape of an expected region of contrast (like an organ 
in medical imaging), or simply the knoweledge that steep variations are expected in the 
conductivity (as at the interface of two different media). By using additional information 
in the reconstruction process, tailored to the specific situation, it may be possible there-
fore to improve the estimates. Techniques for the incorporation of such forms of structural 
prior information are fairly recent [lOJ [11], and are the subject of active research. The 
principal topic of this thesis is the proposition of novel methods to exploiting such kinds 
of prior information. 
For what concerns the applications of the technique, three principal areas can be iden-
tified: medical imaging, industrial process imaging and geophysical surveying [12]. In 
medicine different organs present different resistivities [13] and so they an' distinguishable 
by electrical means. Secondly, organs can change their resistivities during their physio-
logical activity, allowing functional imaging. Examples of applications in medicine are: 
monitoring of pulmonary and cardiac functions [14] [15] [16] [17] [18] [19], detection of 
brain activity [20J [21] [22], detection of haemorrhage [23] [24] [25] and gastric imaging 
[26J [27J, to cite a few. 
Applications in industry include the imaging of mixing vessels and of flow of fluids in 
pipes [28J [29J [30], crack detection [31] [32], and many others. In geophysics the technique 
is very well developed, and many applications exist at research and commercial levels [33]. 
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The aim of this thesis is to develop reconstruction methods that exploit prior infor-
mation in order to estimate conductivity profiles with sharp variations. In the context 
of the ElT research group at Oxford Brookes University such methods are desirable for 
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two-dimensional case. For the anisotropic regularisation method, presented in Chapter 
5 the extension to the three-dimensional case is possible, with some modifications. For 
the total variation regularisation method, presented in Chapter 7, the extension to 3D is 
straightforward. Details of such extensions are discussed at the end of each chapter. 
The approach of the present work to the reconstruction problem is deterministic, the 
inverse solution is formulated as a non~linear least squares problem, and Tikhonov style 
regularisation is used to stabilise the algorithms. The equivalence with methods based 
on the Bayesian approach is often mentioned, especially in Chapter 5, where some of the 
techniques are motivated from a statistical point of view. 
The present work is organised in eight chapters, the first being the introduction. In 
Chapter 2 a review of the theory of inverse problems is given. The approach is formulated 
first from the probabilistic point of view, as it constitutes a unifying theory for recon-
struction. The deterministic inversion follows and its equivalence to particular statistical 
methods is shown. The chapter discusses briefly the ill-conditioning of inverse problems 
and regularisation techniques. 
In Chapter 3 the ElT specific topics needed by the following sections of the thesis are 
introduced. The topics of this chapter regard data acquisition strategies, 2D /3D issues 
and absolute/differential/dynamic techniques. 
Chapter 4 is dedicated to modelling ElT experiments, and to techniques for calculating 
the forward solution. In the first part of the chapter physical laws that describe the 
experiments, and models for the electrodes are discussed. The second part of the chapter 
describes the numerical solution of such models via the Finite Element Method. The 
realisation of a forward solver is discussed; results from simulations and tests are shown. 
Results pertaining to these subjects have been published in [34J. 
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Chapter 5 proposes a novel technique for incorporating structural prior information 
into reconstruction. The technique, called anisotropic Gaussian smoothing, enhances re-
construction of sharp conductivity profiles when the boundary of such profiles is approxi-
mately known. The method works by relaxing the smoothness constraints in the direction 
normal to the expected discontinuities. The approach is justified from the Bayesian point 
of view. The effect of the introduction of prior information into regularisation is analysed 
via GSVD decomposition. Results are explained on the basis of the new structure that 
the generalised singular vectors assume. Results pertaining to the Ganssian anisotropic 
regularisation were published in [35]. 
Chapter 6 is dedicated to introducing the use of the total variation as a regularisation 
functional. The use of such a functional, as a regularisation term, allows reconstruction 
of discontinuous parameters in inverse problems. Some theoretical properties of the regu-
larisation functional are discussed. Through simulations it is shown that it is possible to 
solve the denoising inverse problem, and restore images affected by high- frequency pertur-
bations, while retaining the sharp features of the image. Numerical challenges associated 
with such a method are discussed. 
Chapter 7 is dedicated to the application of the total variation (TV) regularisation in 
ElT. The main issue addressed by the chapter is the efficient and stable solution of the 
TV regularised problem, as numerical difficulties are associated with such problem. The 
first part of the chapter analyses, by theoretical considerations and by numerical experi-
ments, the application of well known methods of optimisation. Given the inefficiency of 
such methods the novel application of new optimisation techniques in the field of ElT is 
discussed from the theoretical point of view and by simulations. Such new techniques, 
called primal-dual interior-point-methods, allow the formulation of a framework for effi-
cient ElT regularisation with TV and more in general with £1 norm functionals. Results 
pertaining to the use of TV regularisation in ElT have been published in [36]. 
The last chapter is a discussion section; results of the thesis are discussed as a whole. 
Suggestions for further development are given. 
Chapter 2 
Discrete Inverse Problems 
2.1 Introduction 
In many fields of science and engineering it is desirable to infer properties of a system 
from experimental observations. Assume that we are able to define a set of model pa-
rameters that completely describe the properties of the system, to the extent required by 
the application. These parameters may not be directly measurable, but we might be able 
to define some experiments that allow us to measure some observable parameters whose 
actual values depend on the values of the model parameters. To solve the forward problem 
is to predict the values of the observable parameters, given arbitrary values of the model 
parameters. To solve the inverse problem is to infer the values of the model parameters 
from the measured values of the observable parameters. 
Methods for solving inverse problems can be categorised as statistical or as determin-
istic. The statistical approach to inverse problems allows formulation of a unifying; theory 
of inverse problems [37], from which deterministic approaches stem. In this chapter some 
of the main topics on inverse problems are reviewed, introducing fin;t the statistical ap-
proach, second showing that deterministic methods can be interpreted from the statistical 
point of view. 
2.2 Statistical Inversion 
Probability axioms 
In this section we introduce some notations of probability theory that will be used in the 
following. Let K E ]RK be an arbitrary space. A measure over K is a rule that to any 
subset Ki of K associates a positive real number P(Ki ), named measure of K i , and that 
8 
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satisfies the following properties 
• P(0) = 0 
• If lC 1, lC2, ... , lCn are disjoint sets in lC, then 
(2.1 ) 
If P(lC) is finite, P is termed probability. 
Let k = (k1, k2 , ... , kK? be the generic vector of /C. A function p(k) such that for 
any subset lCi C lC 
P(/C i ) = li p(k) dk (2.2) 
is called probability density junction, and it can be normalised by imposing P(lC) = 1. 
The expectation of k is defined as 
1Jk = E{k} = L kp(k) dk (2.3) 
and the co variance of k as 
(2.4) 
Let now x and y be two vectors of two arbitrary spaces X in IRx and Y in IR Y. A 
function p(x, y) such that for any subset Xi C X and any subset Yi C Y 
(2.5) 
is called joint probability density junction, and it can be normalised by imposing P( X, y) = 
1. 
Let p(x, y) be a normalised joint probability density function of the couple (x, y). The 
marginal probability density for x is defined as 
p(x) = h p(x, y) dy (2.6) 
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and the conditional pr·obability density for x given y = y is defined as 
( I) 
p(x, y) 
p x y = 
Lp(X,y) dx 
(2.7) 
From these definitions follow that the joint probability density equals the conditional 
probability density times the marginal probability density 
p(x I y) p(y) = p(x, y) (2.8) 
and hence Bayes theorem 
p(y I x)p(x) = p(x I y) p(y) (2.9) 
Bayes interpretation of probability 
It is possible to associate more than one meaning to any mathematical theory. The first 
interpretation of the axioms of Section 2.2 is purely statistical: a random process takes 
place and leads to several realisations. The parameters that describe the realisations are 
called random variables. If the number of realisations that have been observed is large, 
these can be described in terms of probabilities, which follow the laws of 2.2, and no 
ulterior meaning is associated with them. A second approach, called Bayesian, interprets 
probabilities in terms of degree of knowledge of the "true" values of a physical parameter. 
Let /C be a generic discrete parameter set with a finite number of parameters. The state 
of information on /C is described by defining a probability density over /C. If we definitely 
know that the true value of k is k = ko, then the corresponding probability density is 
p(k) = 15(k - ko) (2.10) 
which represents the state of perfect knowledge, and where 8 is the Dirac delta function 
in IRK. The use of probabilities to describe the degree of knowledge is supported by the 
fact that real observations are always subject to uncertainties. In practice states of infor-
mation will be defined by probability densities with some dispersion, which represent the 
uncertainty of the knowledge. The lowest state of information is the state of total igno-
rance defined by the non-informative probability density. The mathematical expression 
of non informative probability density depends on the system of coordinates in use. for a 
Cartesian system with /C E IRK and finite, it is 
Pn.dk) = constant (2.11 ) 
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Parameter spaces 
Model Space Given a physical system under study, after a discretisation, the properties 
of interest can be described with a vector m of model parameters. Depending on 
the system under study, the model parameters make take their values in a discrete 
or in a continuous set. In the following we will assume that the parameters take 
their values in a continuous set of conceivable model "configurations" M, and that 
M E ~Al. 
Data Space Given a system under study and having defined a model space M, some ex-
periments can be performed in order to gather information on the model parameters 
m. The experiments must be designed to carry information about the model param-
eters. The collected data vector d will take values in a continuous set of conceivable 
instrument responses D, and D E ~D. 
Physical Parameters Space The couples f = (m, d) define the joint space F = M x D 
that holds the model and data parameters. 
Sources of information 
Three sources provide information in inverse problems: physical laws, results of measure-
ments and a priori information. Physical laws apply to the system under study. They 
are used to derive a model, called the forward model. The forward model holds the rela-
tionships that link the model parameters m to the measured data d. The forward model 
enables the solution of the forward problem: to predict the error-free values of data, d, 
that would correspond to a given model m. The predicted values, in general, cannot 
be identical to the observed values, as uncertainties are acting on the measurements and 
predictions are affected by modelling errors. These two sources of errors, even if different, 
produce errors of the same magnitude. Models are developed to match instrumentation 
errors. It wouldn't be wise to use a poor model for reconstructing data from a good in-
strument, as it wouldn't be useful to have a very accurate model, but a poor instrument. 
Following the postulate that the more general way to describe any state of information 
is to define a probability density function, the forward model and the relative uncertain-
ties can then be described by defining, for given values of the model parameters m, a 
probability density 8(d I m) over D (called likelihood). 
Results from experiments are the second source of information in inverse problems. 
Measurements will give a certain amount of information about the true values of the 
observable parameters. This state of information can be described with the probability 
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density II[)(d) over the data space. 
Lastly, prior information on the model parameters, which is obtained independently 
from measurements results, is an additional source of information. The probability density 
that describes this state of information will be denoted IIi\1(m), and it is defined on the 
model space. If no prior information is known, then IIlI1(m) = Pn.i.(m); the general case 
is however that some prior information is given. A common form of prior information 
are constraints on admissible values for the model parameters. In ElT, for example, 
the conductivity values are known to be positive. Further constraints on model values 
might come from knowledge of the composition of imaged object. Consider for example a 
system under study that is composed of a finite number of materials, each with a known 
conductivity. The model parameters could be constrained to take values in a discrete set 
of jR+, by defining an opportune probability density over M. 
Solution of the inverse problem 
All the available sources of information have been described with the three states of infor-
mation 8(m I d), IID(d) and IIM(m) defined on the spaces D and M. In general we are 
interested in "translating" information from V to M. The Bayesian approach suggests 
doing so by defining the conditional probability density 3(m I d) over the model space, 
which thanks to (2.9) is 
=( I d) = 8(d I m)IIM(m) 
- m IID(d) (2.12) 
Equation (2.12) expresses the posterior state of information on the model space as a 
combination of three sources of information: it can be labelled as "the solution" of the 
general inverse problem. From 3(m I d) it is possible to extract information on the model 
parameters in many forms, as discussed in the next section. 
The analysis of existence and uniqueness of the solution is straightforward: the solu-
tion exists if 3(m I d) is not identically null over M. If this was the ca.'ie, it would indicate 
that the theoretical and prior information are not compatible with the experimental re-
sults. The uniqueness of the solution, if by solution we mean the state of information 
3(m I d), follows from the definition of conditioned probability density, which defines 
uniquely 3(m I d) by (2.12). It may happen of course that 3(m I d) is, for example, 
multimodal or non informative on certain parameters, the state of information itself is 
however uniquely defined. 
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Using the information 
The most general way of studying the information obtained on the model parameters is 
by direct study of the probability density 3(m I d). A comprehensive way to do so is to 
study the probability that the true values of the model parameters lie in a given range 
MIEM 
P(m E Md = r 3(m I d)dm i M1 (2.13) 
By experimenting with several ranges, it is then possible to gain a good indication of 
the parameters. As anticipated, the model's state of information can show a complex 
behaviour, it could be multimodal or it could present infinite variances. 
Very often we are interested in the values of the parameters per se. If the posterior 
probability density 3(m I d) is "well bchaved", it is thcn possible to characterise it by its 
central estimators and estimators of dispersion. 
Central estimators and estimators of dispersion 
Central estimators and estimators of dispersion are used for characterising a state of 
information in an intuitive and concise manner. From the Bayesian point of view, central 
estimators relate to the question: "what are the values of the parameters '!". Dispersion 
estimators relate to the question: "what confidence do we have about the values of the 
parameters?" . There are several central and dispersion estimators. Amongst central 
estimators the maximum a posteriori (MAP) estimate, the maximum likelihood (ML) 
estimate and the the minimum mean square (MS) estimate are commonly used in inverse 
problems. Given the posterior probability density 3(m I d) defined for the parameters 
m E M, the maximum a posteriori estimate is given by 
mMAP = max 3(m I d) 
mEM 
(2.14) 
The estimate mM AP is the most probable configuration of the model, given the outcome 
of the experiments, the prior information, and the physical laws that apply to the system. 
The computation of the maximum a posteriori estimate leads to an optimisation problem. 
The posterior probability density is not guaranteed to show a unique maximum, it could be 
multimodal, in this case non-trivial numerical methods are required to find the extremum. 
The maximum likelihood estimate is defined as 
m/l,fL = max 8(d I m) 
mEM 
(2.15) 
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The probability density 8(d I m) is called the likelihood. It describes how likely the event 
is, of the experimental data being d, given that the model configuration is m. The estimate 
mM L therefore corresponds to the model configuration which would yield the observation 
d with the highest probability. It is important to notice that the ML approach, differently 
from MAP, does not consider PM(m). As will be discussed in the following Sections this 
typically corresponds to solving the inverse problem with no regularisation. 
The minimum mean square estimation can be calculated as the expectation of the 
posterior probability density 
mMS = 11mld = E{3(m I d)} (2.16) 
It can be shown [38] that mM S minimises the expectation of the mean square error (MSE) 
of the model parameters, which is 
MSE = IlmMs - mll 2 (2.17) 
In many cases, as for example in the case of Gaussian assumptions about 8(m I d), 
ITM(m), ITD(d), the MS estimation corresponds to the MAP estimation, as the expectation 
of the Gaussian distribution is numerically equal to the mode. 
Having obtained a central estimator for m it is desirable to have indicators of its 
reliability. A common dispersion estimator is the posterior covariance 
(2.18) 
where 17mld is the expectation of the posterior probability density 3(m I d) as in (2.16). 
Naturally the posterior covariance gives understandable information only in the case that 
the posterior probability density can be fitted with good approximation to a Gaussian 
distribution. A more general way of estimating dispersion is to obtain confidence limits. 
For a single component mi of the model m the marginal posterior probability density is 
(2.19) 
The one-dimensional distribution 3(mi I d) is informative on each single component mi. 
Confidence limits, for each parameter of the model, can then be calculated by finding the 
range around the parameter's estimated value that correspond to the required confidence 
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level Pc 
(2.20) 
where mi is the value of a central estimator of mi and 8mi gives the range [mi - 8mi, mi + 
8mi] in which the true value of mi falls with a probability Pc (eg. Pc = 0.9, Pc = 0.99). 
As discussed in the present section, the integration of the posterior conditioned proba-
bility 3(m I d) is often needed in order to extract information. Examples are the calcula-
tion of the expected values and of confidence limits. In the most general case integrating 
3(m I d) over M requires numerical techniques. In a few cases, corresponding to par-
ticular assumptions on the modelling errors, measurements errors and prior distribution 
integrations can be calculated analytically. In the next two Sections numerical and ana-
lytical methods are briefly overviewed. 
Numerical integration 
For inverse problems with a small number of model parameters the integration of the 
posterior probability density can be carried out by traditional integration methods like 
quadrature formulas. The continuous integral of a function 4>(m) with respect to a prob-
ability density 7l'(m) 
I = fM 4>(m) 7l'(m) dm 
is approximated by finite sums like 
(2.21) 
(2.22) 
where m(k) are points over a regular grid defined in the parameter space. As dimensionality 
of the model space is often large, by exploring the domain in such a way, quadrature 
methods like (2.22) require an enormous number of evaluations of 4>(m(z») 7l'(m(z») to 
reach a given accuracy. 
Markov Chain Monte Carlo (MCMC) [39] [40] methods are a successful alternative to 
traditional quadrature formulas for problems with a large number of model parameters. 
MCMC methods substitute the systematic exploration of the integration domain by a 
random exploration. The points m(z) are drawn from an opportune random processes, 
defined by a probability density p(m) over the space M. If p(m) = const. the exploration 
of M is uniform. The goal of MCMC methods is to explore M drawing m(z) from 
distributions for which a lower number of evaluations of the integrands is required for 
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a given accuracy, with respect to uniform exploration. This is achieved by sampling M 
more densely where significant values of the integrands are expected. MCMC methods use 
properly built Markov Chains to generate sequences of draws m(z) that have a stationary 
distribution equal to 7r(m). Suppose that a series of draws {m(1),m(2), ... ,m(Z)} EM 
is taken from such a chain, and that the series is a representative ensemble of 7l'(m) then 
(2.21) can be approximated as 
(2.23) 
In practice, a certain number h of draws are taken from the Markov Chain. Being p(m) 
the stationary distribution for the chain, if h is sufficiently large, the distribution of the 
subsequent m(h+l), ... , m(h+Z) draws will be a good approximation to 7r(m). The draws 
m(h+l), ... , m(h+Z) are then used to calculate (2.23). 
MCMC methods thus allow one to extract information from the a posteriori probability 
density 3(m I d) in the form of, for example, mean values and confidence limits. It is 
important to note that no assumptions need to be made on 3(m I d). The approach is 
therefore suitable for dealing with non-differentiable a posteriori densities like the ones 
deriving from £1 -norm priors (see Chapter 6 and 7). Succes.sful examples of application 
in Optical Tomography and Electrical Impedance Tomography are the ones by Somersalo 
[41] and Kolehmainen [11]. 
Analytic solutions 
As seen in the preceding Sections, the sources of information in inverse problems can 
be described with the three states of information 8(d I m), IlM(m) and IlD(d). Each 
distribution can be modelled by an analytic expression. A common model for states of 
information is the generalised Gaussian distribution, that for a parameter k is defined as 
(2.24) 
with n ~ 1, and where r is the Gamma function and Un is the dispersion estimator in the 
en-norm, which is defined as follows 
(2.25) 
Plots of the generalised Gaussian distribution, for various values of n, are shown in Fig-
ure 2.1. For n = 2 the generalised Gaussian is a Gaussian distribution. For n < 2 the 
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generalised Gaussian tends to zero, for k ----> 00, less rapidly than for n = 2. The family 
of distributions Gn(k) with n < 2 are therefore called "long tailed" distributions, and are 
used to model data that presents samples with a possibly very large deviation from the 
central estimator. Data points with these properties are called outlier·s. Their presence 
in a data set d usually does not arise from instrument noise, for which the dispersion is 
supposed to be "small". Outliers are caused from accidental errors, such as an electrode 
not making proper contact in electrical impedance tomography. They represent signifi-
cantly larger errors in comparison to the ones introduced by the measurement system, and 
they are (hopefully) small in number in comparison to the whole data set. Data sets con-
taining outliers are often modelled with ITD(d) = G1(d), which is Cl symmetric decaying 
exponential centered in ko. Reconstruction algorithms that assume sllch distributions on 
the input data are called robust algorithms for their smaller sensitivity to outliers than 
algorithms that assume ITD(d) = G2 (d) (see for example [42]). 
For n > 2, Gn(k) is called a "short tailed" distribution, as it tends to zero, for k ----> 00, 
more rapidly than G2 (k). To the limit, for n ----> 00, the generalised Gaussian tends 
to a box function, with support [ko - (I' 00, ko + (I' 00]' Such distributions are used to 
model situations where errors can be strictly controlled, as for example errors arising from 
rounding numbers. 
Other kinds of distributions are also common, as for example the Log Normal [37] 
and others. In general, each of the three states of information 8(d I m), ITM(m) and 
ITD( d) should be modelled independently with an appropriate distribution. Long tailed 
distributions will imply that parameters might deviate substantially from the expected 
value, in other words that our knowledge of the true values of the parameters is scarce. 
Short tailed distributions will imply "hard bounds" on the errors, in other words the true 
values of the parameters can be assumed to be within an interval with greater confidence. 
In general, given a model for each of the three states of information 8(d I m), TI",t(m) 
and TID(d), the resulting a posteriori probability density S(m I d) could still be difficult to 
integrate or to be characterised analytically by means of central and dispersion estimators. 
In few special cases of practical relevance it is possible to do so. 
Additive noise and Gaussian hypothesis 
An important special case is the one of Gaussian assumptions. The case leads to sirnplifi-
cations for the posterior probability density S(m I d), allowing one to formulate analytic 
expressions for mMAP and mML· Additionally, these point estimates establish an equiv-
alence with least squares deterministic methods. 
Assuming that the uncertainties arising from the instrumentation and from modelling 
Chapter 2. Discrete Inverse Problems 18 
0J : : ~/~-:~~~ : , 
n=10 
0:[: : : z : \: , : I 
-5 -4 -3 -2 -1 0 1 2 3 4 5 
Figure 2.1: Generalised Gaussian distribution for n = 1, n = 1.5, n = 2, n = 3, n = 10. 
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errors are additive 
d = h(m) + v (2.26) 
where h(m) is the forward model, v represents the uncertainties, and pv is the distribution 
of v, the likelihood distribution is 
8(d I m) = pv(d - h(m) I m) (2.27) 
Additionally, if v and m are statistically independent 
8(d I m) = Pv(d - h(m)) (2.28) 
and if Pv is Gaussian with zero mean, and covariance Cv 
8(d I m) ex exp { -~(d - h(m))T C,} (d - h(m))} (2.29) 
Suppose also now that the prior state of information on m is Gaussian with mean mD and 
covariance Cm, applying 2.12, given that d is measured and therefore IID(d) is a constant, 
the posterior model parameters distribution is 
3(m I d) ex exp { -~(d - h(m)f Cv! (d - h(m))} 
{
IT! } . exp -2(m - mD) C; (m - mD) 
(2.30) 
As the maximization of 3(m I d) and 8(d I m) gives respectively the MAP and ML 
estimates, from the last two equations it follows that 
mML = argmin ~(d - h(m))T Cv! (d - h(m)) (2.31) 
1 
mMAP = argmin 2 [(d - h(m)f Cv! (d - h(m)) + (m - mof C;l (m - mo)] (2.32) 
It is important to note that equations (2.31) and (2.32) establish a parallelism with deter-
ministic methods. They are, in their expression, identical to deterministic weighted least 
square estimates, respectively for the unregularised and regularised case (see Section 2.4). 
The calculation of mM Land mMAP with (2.31) and (2.32) requires solving non linear 
optimisations problems, as in general the forward model h(m) is so. For the discussion of 
such optimisations the reader is referred to the methods in Section 2.3. 
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Additive noise and generalised Gaussian hypothesis 
With the same conventions adopted for the Gaussian hypothesis, following the same pro-
cedure, and assuming that both the uncertainties J.I and the state of prior information on 
the model parameters IlM(m) are generalised Gaussian distributions respectively of order 
nl and n2, one obtains for the likelihood 
(2.33) 
and for the a posteriori density 
(2.34) 
The ML and MAP approaches therefore become 
(2.35) 
and 
(2.36) 
The choice of the model orders n 1 and n2 should be made independently, in such a way 
that each distribution models appropriately the respective state of information. Often, for 
simplicity, model orders are chosen in such a way that nl = n2. 
For n1 > 1 and n2 > 1 and finite the objective functions in (2.35) and (2.36) are 
differentiable functions, the minima are found by traditional optimisation methods. For 
nl = 1 or n2 = 1, the objective functions involve sums of absolute values, which are not 
differentiable at any point for which their argument is null. Special algorithms are required 
to deal efficiently with the optimisation problem. 
Traditionally Gaussian assumptions (nl = 2, n2 = 2) are made both on the noise 
characteristics and on the prior information on model parameters, as this leads to well 
known least squares problems. As introduced earlier, the choice nl = 1 is important in the 
presence of outliers in the data, and leads to robust methods. Recently the choice n2 = 1 is 
assuming an important role in conjunction with the reconstruction of nOIl smooth images. 
The reader is referred to Chapter 7, for a detailed description of the MAP approach for 
n2 = 1. 
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2.3 Deterministic Inversion 
In this section the deterministic approach to inverse problems is introduced. Central to 
the approach is the definition of the mapping h : M f--+ D, which is the forward model. 
For a non -linear forward problem 
d = h(m) (2.37) 
defines the observations corresponding to the model configuration m, if the problem is 
linear, then the observations are expressed as 
d=Hm (2.38) 
Deterministic approaches seek to determine the value of the parameters m from the exper-
imental values d through the deterministic mapping h that links them. In most practical 
situations, due to modelling errors and to measurement uncertainties, the measured data 
d does not belong to the range of h, therefore the classical solution 
h(m) - d = 0 (2.39) 
does not exist. There are other difficulties are associated with (2.39). For continuous 
inverse problems, the inversion is often ill-posed in the Hadamard sense: 
• (as already seen) The solution might not exist. 
• The solution might be non-unique. 
• The solution could be a non-continuous function of the data, such that small pertur-
bations on the data cause arbitrarily large errors in the reconstructed parameters. 
A common approach is to define the solution by the least squares (L8) method 
mLS = argmin Ilh(m) - dl1 2 (2.40) 
which guarantees the existence of a solution even if the measured data is not in the range 
of the forward model. The problems of uniqueness and stability (continuous dependence 
of the inverse solution with the measured data) remain. 
For finite dimensional problems, strictly speaking, the stability of the inverse solution 
is not an issue, as errors in the model space are always bounded for bounded errors in the 
data space [43]. However, most finite dimensional inverse problems might have a similar 
behaviour to the infinite dimensional counterparts, as the sensitivity to small perturbations 
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can be very large. For this characteristic, and for the fact the the uniqueness of the inverse 
might not be granted, these problems are called discrete ill posed problems. 
The study the null space of h, the space N(h) = {m EM: h(m) = O}, is important in 
order to analyse the ill-posedness of (2.40). As an example, consider a parameter vector 
mN E N(h). If mLS is a solution, then mLs+mN is too. The null space of h is therefore a 
source of non uniqueness for the inverse. A general characterisation of N(h) for non-linear 
problems is difficult. For linear problems, as (2.38), such analysis is possible via $ingular 
value decomposition (SVD) of the forward operator H. As non-linear inverse problems 
are usually solved through successive linearisations, the SVD analysis of a linear forward 
operator is important even in this context. 
SVD Decomposition of Hand ill-posedness 
The linear forward operator H : M f--+ V is represented by the matrix HEIR D x M, the 
associated linear inverse problem is 
mLS = argmin IIHm - dl1 2 (2.41) 
The null space N(H) is defined as 
N(H) = {m EM: Hm = O} (2.42) 
The SVD decomposition of H, is a decomposition of the form 
q 
H = U~VT = L UiAiVf (2.43) 
i=l 
where U = (Ul, ... ,UD) E IRDxD and V = (Vl, ... ,VM) E IRMxM are orthonormal 
matrices, q = min(M, D), and ~ = diag(Al, ... ,Aq) E IRDxM is a diagonal matrix with 
non negatives entries ordered in such a way that 
(2.44 ) 
The numbers Ai are called singular values of H and the vectors Ui and Vi are called 
respectively left singular vectors and right singular vectors. Denoting the matrix H rank 
with r, if r < q, the last Ar+l,"" Aq singular values are zero and the corresponding 
singular vectors Vr+l,· .. , Vq are in the null space N(H). 
Consider now the calculated forward measurement d = Hm of an arbitrary vector 
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m E M. Given the SVD decomposition of H, the vector m can be expressed as a linear 
combination of the singular vectors Vi 
r 
m = 2:(vT m)vi (2.45) 
i=1 
we have therefore 
r 
d = 2: Ai(vT m)ui (2.46) 
i=1 
The ill posedness of a problem is showed by the singular values rapidly decaying to zero. 
This indicates that there are certain model configurations m, parallel to the higher singular 
vectors Vi, for which the observations d are strongly attenuated by the small values of Ai' 
Such observations are unreliable in the presence of noise, therefore it is difficult to invert 
the data. In ill-posed problems, the higher-order singular values can become so small, 
that numerical instability can occur even for simulated data. 
It is typical for inverse ill-posed problems to have a singular spectrum that decays to 
zero without any particular gap in the singular values. We will have the following general 
situation 
where fl is the accuracy threshold set by the instrumentation in use, f is a threshold for 
which observations are numerically null. Singular values {AI, . .. , Az } cause observations 
which are reliable, singular values {Az+l' ... ,Aw} cause observations which are unreliable, 
singular values {Aw+l,"" Aq} cause observation which are in practice null. The space M, 
which is spanned by the singular vectors Vi, can be categorised therefore as follows: 
• The subspace of M spanned by {VI, ... , V z} gives rise to observations that are 
reliable; no problems are associated with it. 
• The subspace of M spanned by {Vz+l,"" v w } does not indicate a rank deficiency in 
H, but it implies that model configurations m belonging to it give rise to observations 
that have small amplitudes. The reconstruction of model parameters belonging to 
this space will therefore be (very) sensitive to observation errors. 
• The subspace of M spanned by {Vw+l,"" v q } gives rise to observations that are 
null, at least numerically. The space, if not empty, is a cause of non uniqueness and 
indicates a rank deficiency in the matrix H. Additional information is needed to 
invert the data uniquely. 
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The ill-posedness is therefore a condition for which some models parameters cannot be 
identified either because they are in the null space of the forward operator, or because they 
give rise to observations that are too small to be measured with accuracy. An indicator 
of ill-posedness is the condition number of H 
Al cond(H) = ::\ 
q 
(2.48) 
which assumes large values for ill-posed problems, and tends to infinity for rank deficient 
matrices H. 
Linear LS inversion 
Suppose, for now, that the matrix H in (2.41) has full column rank and that D > M, in 
other words suppose that N(H) = 0. In this case the solution of the least squares problem 
is known to be unique, and it is obtained by solving the so called normal equations 
(2.49) 
or equivalently by 
(2.50) 
where the matrix Ht = (HT H)-I HT is called the Moore Penrose inverse of H. Given 
the SVD decomposition of H, the LS inverse solution can be expressed from (2.50) as 
M Td "U. mLS= ~TVi 
i=1 l 
(2.51) 
Equation (2.51) shows the difficulties associated with solving inverse ill-posed problems. 
Terms with larger values of i, for which observations are poor, are strongly amplified by 
the factor 1/ Ai. As it is common for ill-posed inverse problems to have condition numbers 
as high as 1 . 1020 , any noise on the data d which has components parallel to the higher 
singular vectors Ui is amplified enormously, leading to a solution that is dominated by 
noise. 
Non-linear LS inversion 
Similar conclusions arise from the analysis of the LS inversion of the non linear inverse 
problem 
mLS = argmin Ilh(m) - dl1 2 (2.52) 
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The solution for the non--linear problem can be computed using iterative methods such as 
Newton's Method. The method works by approximating firstly the objective funct.ional 
1jJ(m) = Ilh(m) - dl1 2 around an initial estimate m(k) with its second order Taylor series 
and then by seeking the minimiser of the approximat.ed functional -0(m). A new estimate 
m(k+l) is found in this way. The iteration is repeated until some convergence criterion 
is met. By imposing the EulerLagrange equations for -0(m) we find that, at an optimal 
point m(k+l), we must have 
from which, assuming that the Hessian matrix g:~ (m(k)) is invertible, follows 
(2.55 ) 
where the gradient B*(m(k)) can be expressed in the following form 
(2.56) 
and the Hessian can be expressed as 
81jJ (m(k)) = 2 (8h (m(k)))T (8h (m(k))) + 2 '" (8
2
hi (m(k))(hi(m(k)) - d i )) 8m 8m 8m ~ 8m2 , 
(2.57) 
As in the neighbourhood of a solution the second order terms in (2.57) become negligible 
with respect to the first order terms, they are often neglected for simplicity. Thus labelling 
the term Fm(m(k)) as Jk, the Newton's update equation becomes finally 
(2.58) 
or equivalently 
(2.59) 
In this form, the calculation of the update for a non-linear inverse problem (2.59) is similar 
to the solution of a linear inverse problem (2.50). The properties of Jk therefore determine 
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Figure 2.2: Singular spectrum for the linearised ElT forward operator , calculated on a 
model of a circular t ank with 64 electrodes. In this particular simulation H E 1R992x51O as 
the conductivity is represented with 510 parameters, and 992 observations are collected. 
the ill-posedness of each linear step of the Newton 's method , and can be analysed by means 
of SVD analysis: the calculation of each update tep suffers from t he same d ifficul t ie 
associa ted with (2.51) if the problem is ill-posed. 
As an illustra tive example, Figure 2.2 shows the ingular spectrum for the linearised 
ElT forward operator , calculated on a model that reproduce. a typical experimental setup. 
The singular values have been scaled in such a way that .AI = 1. With the typical instru-
mentation accuracy of 1 . 10- 2 : 1 .10- 3 it is possible to gather reliable observat ions only 
for model configurations spanned by the first 150 : 250 right singular vectors. T he re-
maining part of the model space, spanned by {V251 , .. . , V5 10} produ es observations that 
are not accurately measurable. Secondly, as some singular values are as small as 1 . 10- 17 , 
measurement noise will be amplified enormously by a simple LS inversion. 
It is therefore not possible to solve an inverse ill-posed problem simply by applying 
(2 .49) or (2.52) . Specific technique', called regularisation techniques must be adopted to 
deal wi th the difficulties . The most immediate way to regularise an inverse problem is 
called Truncated SVD (TSVD) regularisation. Given that there is a threshold /-L set by 
the instrumentation , under which the observation are not reliable, the technique solves 
(2 .50) or (2.59) by expanding the solution in terms of SVD and by stopping the summation 
at the index z for which .A z > /-L. For example, in the linear case, (2.51 ) become 
(2.60) 
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In ~uch a way only ob~ervations that are ~ignificant are taken into account. All the noise 
components parallel to {Uz+I, ... , UD}, which would be ~trongly amplified, are rejected. 
Regulari~ation brings therefore stability to the inversion process. Naturally the estimated 
model parameters mTSV D will belong to the subs pace of M spanned by the singular 
vectors {VI, ... , V z }: some limitation has been imposed on the inverted data. In ElT, 
as in many inverse problems, higher singular vectors span fast ~patial changes in the 
model parameters, and lower singular vectors span slow spatial change~ (as illustrated ill 
Figure 2.3). The effect of the truncation is therefore that the estimated model mTSV/J 
will be spanned by singular vectors with slow spatial changes: the inversion process will 
produce only smooth models and resolution will suffer. This negative effect is common to 
all regularisation techniques, as the aim of such techniques is to penalise the presencp of 
the higher singular vectors in the reconstructed images. The TSVD approach completely 
rejects such vectors; an alternative approach is Tikhonov Regularisation. 
2.3.1 Tikhonov Regularisation 
Tikhonov regularisation [44][45] is popular in many fields of inverse problems. The aim of 
the method is to dampen the contribution of the higher singular vectors into the recon-
structed model mLS· The TSVD achieves this by explicitly truncating (2.60). Tikhonov 
regularisation is an implicit method that achieves similar results by means of adding a 
penalty term to the objective function. 
Regularised linear LS inversion 
For the linear LS inverse problem, the regularised inverse solution is formulated as the 
minimiser of the following modified functional 
m(Q,!,) = argmin IIHm - dl12 + Q F(m) (2.61) 
where F(m) 2: 0 is a regularisation functional and Q > 0 is the regularisation parameter, 
or Tikhonov factor. Very often the regularisation functional F(m) assumes the form 
F(m) = IILml12 (2.62) 
or the form 
F(m) = IIL(m - mo)112 (2.63) 
where L is an appropriate regularisation matrix and mo is an a priori estimate of m. Of 
the two forms (2.62) and (2.63) we will be using the second one, for maximum generality. 
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Figure 2.3: From left to right and from top to bottom, plots of the 2nd,sth,69th and 
225th singular vectors for the linearised ElT forward operator, calculated on a model of 
a circular tank with 64 electrodes. As it is possible to appreciate from the plots, lower 
singular vectors span slower spatial changes, while the higher ones span fast variations. 
The 2nd singular vector is associated with a singular value of 0.774, the 8th with a singular 
value of 0.469, the 69th with a singular value of 0.173 and the 225th with a singular value 
of 0.001. 
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The regularised LS inverse problem is therefore 
m(a,L) = argmin IIHm - dl12 + Cl' IIL(m - mo)112 (2.64) 
and the regularised solution can be shown to be 
(2.65) 
The effect of the regularisation can be understood by noting the fact that LT L is a positive 
semidefinite matrix, hence the regularised solution should be less suscept.ible to perturba-
tions in the data d. In fact L will be typically chosen in such a way that the Morozov 
complementation condition [46][47] is satisfied. The condition requires that 
IIHml1 + IILml1 2: ,llmll (2.66) 
for some, > 0 and for all the m EM. In other words, the regularisation matrix L must 
be properly chosen in such a way that N(H) nN(L) = 0. In this case (2.64) is said to be 
regularised. and (HT H + Cl' LT L) is positive defined and the inverse is unique and depends 
continuously on the data d [47]. 
The basis of the Tikhonov regularisation is the following: minimising (2.64) means to 
search for some m(a:,L) that provides at the same time a small residual IIHm - dll and a 
moderate value of the penalty functional IIL(m - mo)ll. 
The requirement that N(H)nN(L) = 0 means that higher right singular vectors (that 
span the null space of H. or the nearly null space of H) are in the range of L. The matrix 
L thus assumes large values in correspondence to model configurations m that have large 
components in the higher part of the singular spectrum. The effect is therefore to penalise 
such model configurations in the reconstruction, effectively achieving a similar effect to 
the TSVD regularisation. 
The regularisation L thus introduces some a priori information into the problem, com-
plementing in such a way the information that is not observable because of the null space 
of H. The role of the Tikhonov factor is to balance the amount of prior information that 
is used in t.he inversion process. Several methods for the choice of the parameter exist, 
the most common ones are the L -curve Method [43], the Discrepancy Principle [48] and 
the Generalised Cross Validation Method [49]. The reader is referred to [50] [10] for an 
overview on such methods. 
Chapter 2. Discrete Inverse Problems 30 
Standard Tikhonov regularisation 
One of the simplest forms of Tikhonov regularisation is the damped least squares inversion, 
that corresponds to the choice L = I and mo = o. 
With L = I, the solution to the linear inverse prohlem is 
(2.67) 
which, hy applying the SVD decomposition to H can be written as 
(2.68) 
The multiplicative factors AT /(AT +a) tend to the value of 1, for large values of Ai (Ai» a), 
and to the value of 0 for small values of Ai (Ai « a). The contribution of the higher singular 
vectors is therefore rejected from participating to the inverse solution. 
NOSER 
A second option for the matrix L is the ones suggested by the NOSER algorithm [51] 
which chooses L = diag(.J JT J). As in the previous choice the regularisation matrix is 
diagonal, and with SVD decomposition, the regularised solution can he expressed a,.'l 
(2.69) 
where li are the diagonal elements of L. Also in this case the multiplicative factors AT /(AT+ 
a [2) tend to the value of 1, for large values of Ai and to the value of 0 for small values of Ai. 
l T 
The multiplicative terms in front of U~idvi are called filter factors. Different regularisation 
techniques can be distinguished by having different filter factors, attenuating (in different) 
ways the content of higher portion of the singular spectrum in the inversion. For the 
example the TSVD technique has the following filter factors 
which correspond to a net truncation. 
1 for i < z 
o for i?: z (2.70) 
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Regularisation with dense matrices L 
If L is a dense matrix, the regularisation is said to be a Generalised Tikhonov Regulari-
sation. It is common in many inverse problems to use regularisation matrices L that are 
discrete representations of first or second order differential operators [52]. Regularisation 
functionals corresponding to such choices of L assume large values for models m with 
large first or second spatial derivatives. As higher singular vectors have sharp spatial 
variations, their contribution in the inversion is penalised. First order differential opera-
tors produce almost constant inversions, while second order differential operators produce 
smooth inversions. 
The analysis of the regularised solution via SVD decomposition is possible only for 
diagonal matrices L such as the ones discussed in the previous sections. Chapter 5 will 
discuss the choice of some non-standard matrices L and will introduce the analysis of such 
inverse solutions by means of GSVD decomposition. 
Regularised non-linear LS inversion 
The Tikhonov regularised non linear inverse problem is formulated similarly to (2.61) 
m(a,F) = argmin Ilh(m) - dl1 2 + a IIL(m - mo)112 (2.71 ) 
by applying Newton's method, the non-linear problem can be solved iteratively with the 
following recursion 
(k+l) (k) (JTJ LTL)-l[JT(h( (k)) ) T ( )] m(a,L) = m(a,L) - k k + a k m(o,L) - d - aLL m - mo (2.72) 
All the considerations made for the linear regularised LS problem apply to each linearised 
step of the non-linear inversion. Similarly to the linear problem, (2.72) is regularised if 
N(Jk) nN(L) = f/J for every k. 
2.4 Comments on Statistical and Deterministic Inversion 
A clear line of separation between statistical and deterministic methods is difficult to 
be drawn, as deterministic methods make implicit assumptions on the distribution of the 
measurement errors and model uncertainties. The very common LS inversion is equivalent 
to assuming that such errors are additive, Gaussian and with zero mean. In particular, the 
unregularised LS inversion (2.52) is equivalent to the ML estimates (2.31) whenever the 
distribution of the Gaussian uncertainties has the same variance on all the observations, 
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and different observations are uncorrelated, i.e Ci/ ex [. 
The equivalence of the two approaches is even more evident for the weighted least 
squares inversion (WLS), where each observation is weighted depending on its reliahilit.y 
by a diagonal matrix W. The unregularised inverse problem becomes thus 
mWLS = argmin IIW(h(m) - d)11 2 (2.73) 
In this case where considerations of probabilistic nature are explicitly incorporated in the 
deterministic approach, the classification of the method as deterministic or probabilist.ic 
is not clear. 
Similarly Tikhonov regularised solutions such as (2.71) make implicit a:.,sumptions on 
the prior distribution of model parameters. Such an approach is equivalent to the MAP 
estimate (2.32) under the same hypothesis for the measurement uncertainties (CVl ex I), 
and assuming that the model parameters follow a Gaussian distribution such that LTL ex 
C- l m' 
The use of the €2-norm for measuring the data mismatch term and the regulariHa-
tion term is intimately relat.ed t.o a Gaussian assumpt.ion. The choice of different norms 
corresponds to assuming different models for the distribution either of the measurement 
errors, or of the model parameters as in (2.36). Deterministic methods can therefore be 
thought as particular cases of probabilistic methods, where point estimates (ML or MAP) 
are sought and assumptions about distributions 8(d I m) and TIl\1(m) are made implicitly. 
Chapter 3 
ElT Techniques 
3.1 Introduction 
In the preceding chapter a general overview on inverse problems was given, and a general 
framework for the solution of inverse problems was discussed from the deterministic and 
statistical point of view. In the present chapter topics specific to ElT are briefly introduced. 
An exhaustive overview of the field of research would be out of the scope of the present 
work. The aim is therefore to introduce topics that are relevant to work developed in the 
following parts of the thesis. Specifically, given that inverse problems are solved by fitting 
a model to the data, the present chapter is mainly concerned with techniques for gathering 
such data. Modelling techniques will be discussed in the next chapter. 
The present chapter begins by describing the principle of the technique. Methods for 
energising the object under measurement and for collecting data are then discussed, in 
particular the concepts of optimal experiments and optimal excitations are discussed. The 
first part of the chapter, focused on measurement schemes, is followed by a brief discussion 
of 2D/3D issues, and of Absolute/Differential/Dynamic imaging techniques. 
3.2 ElT Principle 
Electrical Impedance Tomography is a measurement technique that estimates the conduc-
tivity a(x. y. z) of an object from boundary measurements. A set of electrodes is attached 
to the surface of a body under investigation. Some currents are injected through the elec-
trodes and the resulting potentials are measured. The conductivity is then estimated by 
processing the measurement data. 
A common measurement setup, illustrated in Figure 3.1, comprises a specific data 
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Figure 3.1: Example of Electrical Impedance Tomography experiment. 
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acquisition system, the tomograph, that is connected to the electrodes applied to the 
object under measurement and is responsible for setting currents and reading voltages. 
The instrument is typically controlled by a personal computer that sets the excitations, 
gathers the data and performs the tomographic reconstruction. 
The applied currents are AC, as this reduces the corrosion of the electrodes by elec-
trolytic phenomena. Additionally, in medical applications such stimuli are required to be 
AC to meet safety standards. The amplitude and frequency of the stimuli vary with the 
application. Current intensity and frequency can range from several Amperes and few Hz 
in geophysical applications to 1- lOmA and lOkHz- 1MHz in medical imaging applications. 
In the medical filed particular systems apply several AC stimuli of different frequencies 
at one time [53J [54J [55], such systems are called multifrequency tomographs and are 
normally used for differential imaging (see Section 3.5). 
As the injected currents are AC, the resulting voltages are in principle out-of- phase 
with respect to them, given that the object's load could be complex. In some settings, as 
in the industrial field, loads are assumed for simplicity to be mainly resistive or mainly 
capacitive, and only the in- phase or the out- of- phase component of the voltages is mea-
sured. In this case only the real or imaginary parts of 0' are reconstructed . In the medical 
context the loads are not assumed to be purely real, but commonly the interest is focused 
on their real part and only in- phase components of the volt ages are measured. Estima-
tion of complex loads, if needed, is possible [56J [22J. Throughout this work we assume 
that the measured objects are mainly resistive, or that we are interested in their resistive 
component . 
In the next section the operation of ElT tomographs is discussed , and common data 
acquisition schemes used in medical and industrial applications are overviewed. For a 
detailed analysis on the hardware design and analysis the reader is refereed to [12J [57J 
[58J [59J [60J [61J. 
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3.3 Data Collection Strategies 
Common acquisition systems stimulate the object under measurement by applying currents 
and by measuring resulting voltages, as this arrangement is less sensitive to the degrading 
effect of contact impedances. Instruments differ in the way in which currents are applied 
and voltage are measured. Apart from a few methods, that will be covered later, strategies 
can be categorised as pair drive and multiple drive collection methods. 
3.3.1 N umber of Independent Measurements 
The number of independent measurements that can be collected with N electrodes applied 
to a body can be calculated considering the object as an electrical network with N ports. 
Such a network can be completely characterised by the indefinite admittance matrix Y E 
IRNxN [62]. Given that the matrix Y is rank deficient, as the sum over columns and 
over rows is zero (the matrix is a description of the N-pole with no ground reference), 
the number of matrix elements that uniquely identify Y is less then N2. Considering 
the rank deficiency, and considering that Y is symmetric due to the reciprocity theorem, 
the matrix is characterised completely by the diagonal and upper triangular part of the 
IR(N-l)x(N-l) matrix obtained by deleting a row and a column from Y. The number 
of such elements amounts to N(N - 1)/2. One should therefore expect this to be the 
maximum number of independent measurements that could be gathered from a body with 
N electrodes attached to it. Omitting measurements on current carrying electrodes, the 
total number of independent measurements is N(N - 3)/2 [63]. 
3.3.2 Pair Drive Instruments 
Pair drive instruments have a single current source whose terminals are connected to the 
driving electrodes, giving rise to a current flow in the measured object. Voltage differences 
resulting from the stimulus are then measured between pairs of the remaining electrodes. 
During the measurement sequence the current source is switched to another pair of elec-
trodes and the voltage measurement process repeated until a complete independent set of 
measurements has been collected. 
The way in which the driving pair is switched and the voltage measurements are 
collected varies. In geophysics there are several measurement configurations [33], all of 
them based on a stimulus pair and a measurement pair. In medical applications and 
process tomography applications, where the imaged object is often similar to a cylinder 
(thorax, mixing vessel) or a sphere (head), two schemes are prominent: the adjacent drive 
method [12][64][65] where the driving pair are neighboring electrodes and the polar drive 
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method [66] [67] where the driving pair are diametrally opposed electrodes. In both the 
schemes the driving pairs are rotated in several steps around the object until all the linearly 
independent measurements are collected. 
The adjacent drive method, even if the most common "four electrode" measurement 
scheme, suffers from the fact that the current is driven mostly in the outer region of the 
imaged object. The method is therefore very sensitive to conductivity contrasts near the 
boundary and almost insensitive to central contrasts, worsening the ill-posedness of the 
problem. Additionally the method is very sensitive to perturbations in the houndary shape 
of the object and in the positioning of the electrodes. The polar drive method offers a 
better distribution of the sensitivity, as the current travels with greater uniformity through 
the imaged body. 
The ideal angular position of the driving electrodes has been studied in [68] for a 
circular object with a circular inclusion of known position and radius. The larger and 
deeper the expected anomaly is, the larger the angular separation of the electrodes should 
be. The diametral position optimises the sensitivity for a contrast in the centre of the 
imaged object. 
The problem of optimising the measurements with respect to the measured conductiv-
ity profile has been studied by means of distinguishability as discussed in the next section. 
The optimisation of the applied stimuli leads to multiple drive systems. 
3.3.3 Distinguishability, Optimal Experiments and Multiple Drive In-
struments 
Firstly we introduce the concept of current pattern. Given the representation of the 
object under measurement as N·-pole, it is natural to arrange the applied currents at each 
electrode in a vector I = [11, ..• , IN]T. A generic vector I E jRNxl is said to be a current 
pattern if Li Ii = 0, as imposed by the charge conservation law. 
The distinguishability in ElT was defined by Isaacson [69]. Given two conductivity 
distributions al and a2, they are said to be distinguishable by measurements of precision 
i if there exists a current pattern I with 11111 = 1 for which 
(3.1) 
where R(a) is the impedance matrix of the N-pole, assumed for simplicity to be real. 
Based on the definition (3.1) Gisser, Isaacson and Newell [70] defined the optimal current 
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pattern for the distinction of al from a2 as 
I 
_ IIR(al)I - R(a2)III 
opt - argmax 111 11 (3.2) 
The optimal current pattern as defined in [70] maximises therefore the P2norm of the 
difference of the electrode potentials VI = R(aI)I and V2 = R(a2)I with respect to the 
P2-norm of the injected current. One problem with :,;uch definition i:,; that the £2 norm of I 
has no particular physical meaning. In a later publication Gisser [71] considered optimising 
the distinguishability with respect to the dissipated power, using IT RI a:,; denominator in 
(3.2). 
Formula (3.2) can be employed in iterative reconstruction algorithms, a.s Newton's 
algorithm, to calculate at each step the pattern that maximises the disting1lishahility of tlw 
currently reconstructed conductivity arec from the conductivity of the object, enhancing 
the progress of the algorithm. With this method R(arec ) must be calculated numerically 
on the basis of arec , while R(a) is measured. 
The optimal current pattern is calculated [69] as the eigenvector of the operator 
(R(arec ) - R(a))2 associated with the largest eigenvalue. The next best pattern to ap-
ply is the current pattern associated with the second largest eigenvalue. Further optimal 
patterns can be applied until the distinguishability reaches the accuracy thre:,;hold of the 
measurement system. All the applied optimal current patterns gather new information, as 
they are independent eigenvectors of a matrix and therefore linearly independent stimuli. 
As an example the optimal patterns for a centered circular inhomogeneity embedded 
in a larger circular object are the so-called trigonometric current patterns [69]. 
k {COS(k 2;/) i=1, ... ,NK=1, ... ,N/2 
Ii = sin((k-N/2)2An i=l, ... ,N K=N/2+1, ... ,N-l 
(3.3) 
Clearly the application of an arbitrary current vector requires an instrument with 
multiple current sources. Such systems are called multiple drive tomographs, or adaptive 
tomographs, as the current patterns can be calculated to be optimal with respect to 
the measured object with the mentioned procedure. There are two arrangements for 
such tomographs. The first, proposed by researchers at Rensellaer Polytechnic Institute 
[57], consists in applying the stimuli to all the electrodes and in measuring potentiais 
on the same electrodes. The tomograph they developed, ACT Ill, has 32 electrodes ill 
total, they are used both for stimulation and voltage collection. The approach is sensitive 
to contact impedances, as voltages are collected on driving electrodes. The alternative 
approach, proposed by researchers at Oxford Brookes University [60], is to split the set of 
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electrodes: some are used for injecting currents and some solely for voltage measurement. 
In the developed tomograph, OXBACT - Ill, 32 injection electrodes (current electrode8) 
are interleaved with a set of 32 passive electrodes (voltage electrodes). The arrangement 
avoids measuring voltages on driving electrodes. 
An important side effect in applying optimal current patterns is that they re~mlt in 
faster acquisition rates than traditional pair drive schemes, as there is no need to apply 
stimuli that would result in measurements under the accuracy threshold of the instrument. 
As an example, it is common practice with the OXBACT--III system to apply the first 
10 12 optimal patterns out of 31 possible linearly independent excitation vectors. This 
results in a gain of speed of more than two fold. 
The rationale behind optimal patterns is to maximise the voltage measurements with 
respect to the injected currents and, in such a way, t.o improve the signal to noise ratio in 
the measured values. A consideration must be taken regarding this conclusion. The use of 
optimal patterns does not necessarily guarantee a better accuracy over pair drive systems. 
With the pair drive system the stimuli are generated by a single device therefore they are 
repeatable through the whole set of patterns. A gain error in the device affects all the 
measurements simply as a multiplicative factor with no other effect on the reconstructed 
image than a scaling. The use of multiple current sources requires a perfect matching of 
the devices, as unmatched gains would distort the applied patterns, and affect the recon-
structed image. Accurate calibration techniques are therefore needed for such systems [59] 
[60]. 
Some other important considerations for optimal patterns have been raised by several 
researchers, regarding in particular the definition of optimaJity. The original definition 
(3.2) is not based on practical considerations. Eyiiboglu and Pilkington [67] argued that in 
a medical setting, where the safety regulations restrict the total amount of applied current, 
the distinguishability should be maximised with respect to this constraint. In industrial 
settings the constraints could arise from the output dynamic range of the current sources, 
such that Ii < Imax i = 1, ... ,i = N. The reader is referred to [72] for a generalisation 
of optimality criteria. 
3.3.4 Other Excitation Methods 
Recently Polydorides and McCann [73] proposed an excitation scheme that cannot be clas-
sified in the two preceding schemes. They suggest using a single current source instrument, 
but connecting this source to several neighbouring electrodes at one time. Volt ages are 
collected traditionally, as potential differences between single electrodes. The set. of cur-
rent injection electrodes is then "scrolled" around the object by connecting Ilew electrodes 
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at one side and leaving some free at the other. Voltage measurements are repeated for 
each new configuration. Polydorides and McCann have shown that the Jacobian matrix 
corresponding to measurements gathered with such a scheme shows a slower decay of the 
singular values, therefore the inverse problem is better conditioned. 
3.4 2D and 3D Imaging 
When a current is flowing between two electrodes applied to a body, dearly the flow of 
that current is three dimensional, in the sense that the current spreads from one electrode 
both horizontally and vertically for gathering then at the other electrode. If a 2D ring of 
electrodes is applied to an object, the measurements are sensitive to off-plane conductivity 
variations. ElT is therefore inherently three-dimensional. On the contrary hard field 
techniques such as the X-Ray computed tomography, by setting detectors and emitters 
on a plane, can image just 2D sections as measurements depend only on that portion of 
the object. 
In spite of these considerations, for other reasons, 2D imaging is very common, even 
though the trend is to go towards 3D in recent years [74] [65] [75] [22]. A first reason 
for which 2D is often adopted is that 3D imaging involves a number of unknowns much 
larger then the 2D problem. Modern desktop PCs have just enough resources for dealing 
with such problems in reasonable times; this was hardly the case just 4 or 5 years ago. A 
second important reason for which 2D imaging is a widespread technique has to do with 
data acquisition systems. For a 3D reconstruction electrodes should cover the height of the 
object. Such a requirement raises quickly the number of electrodes needed, and therefore 
the complexity of the tomograph. For 3D, a typical configuration is the one with 4 rings of 
16 electrodes each [65], requiring 64 electrodes, while most measurement systems have 16 
or 32. As an additional consideration, raising the number of electrodes poses performance 
issues for the data acquisition system. A greater number of measurements translates to 
a reduced frame rate. In applications such as medical imaging, where the data must be 
acquired faster than the physiological rates of change, this is an important consideration. 
Above the mentioned reasons, and for the fact that in certain cases the user is in-
terested simply in a 2D section, two-dimensional reconstructions are performed. Such 
reconstructions approximate the 3D problem assuming that currents and conductivities 
are invariant in the 3rd dimension. The 2D technique has been proven useful at imaging 
objects, quantitative estimates however suffer from the approximations. Some techniques 
that account for the vertical spread of the currents, but not for a variability of a in that 
dimension have been introduced as a "partial fix" to the problem; they have been called 
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2~ D [76]. 
3.5 Absolute, Differential and Dynamic Imaging 
Absolute imaging 
Absolute imaging, sometimes referred to as static imaging, is an attempt to quantify in a 
absolute way the conductivity of an object. The properties of the object are not supposed 
to change during the measurement cycle, hence the name of static irnaging. Most current 
attempts [22] [56] [75] [77] [78] [79] formulate the reconstruction problem as a non linear 
least squares inversion. Given the ill-posedness of the problem [9] the reconstruction is 
regularised with the Tikhonov method. Recalling (2.71), the inverse solution is formulated 
as 
(Tree = argmin Ilh(O') - dl1 2 + 0 F(O') (3.4) 
where 0' is the discrete conductivity of the forward model, d is the measured data and 
F(O') ~ 0 the regularisation functional. Commonly the €2-norm is used for the regularisa-
tion functional. In the discrete setting we have F(O') = IILO'I12 or F(O') = IIL(O' - 0'0)11 2 , 
where L is a regularisation matrix and (To a prior estimate of the conductivity. With such 
a choice the non linear problem (3.4) is easily solved with iterative techniques such as 
Newton's method (2.72), with the- following recursion 
/-
It is common practice [22] [56] [80] to start the reconstruction from a constant conductivity 
distribution O'~~~. The value of such homogeneous initial guess is found by a least squares 
fit to the data. 
Certain algorithms such as NOSER [51], called one -step reconstructors, perform only 
the first step of the Newton's method. They calculate O'~~~ from O'~~~. Such algorithms 
require the computation of the Jacobian J and of the forward solution h(O') solely for 
the initial homogeneous guess O'~~L which can be done with analytical methods. Such 
methods assume the inhomogeneities in the investigated medium to differ moderately from 
the background value, so that the problem can be considered linear (and only one step is 
needed). It is important to note that with these methods it is possible to precompute the 
regularised inverse (J[ Jk +0 LT L )-1 and the forward solution h(O'~~b) for the homogenous 
initial guess. The reconstruction is then just a matter of matrix multiplication operations. 
In ElT, the choice of the regularisation matrix L has been traditionally either an 
identity matrix [81]. or a diagonal matrix [51] or an approximation of differential operators 
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[22] [56] [78] [82] [79]. In the last decade no-standard choices for L have been proposed 
in the literature [83] [84] [85] [35], with particular regard to introducing prior information 
into reconstruction as discussed in greater detail in Chapter 5. Different choices have also 
been made for the regularisation norm. Particular interest has been placed on the f I norm 
[86] [87] [36] as means of reconstructing non-smooth conductivity profiles. Chapters 6 and 
7 discuss such methods in greater detail. 
In absolute imaging the accuracy of the measured volt ages and of the predicted voltages 
is crucial, given the ill-posedness of the inverse problem. Apart from the uncertainties aris-
ing from the measurement system, and from solving the forward problem with numerical 
methods, particular consideration must be paid to geometrical uncertainties. Geometrical 
uncertainties arise from the non-perfect knoweledge of the electrodes' position and of the 
object's shape. The forward model, that is built on that data, therefore will not match 
the experiment with precision. These errors are particularly common in medical imaging, 
given the variability of anatomy and the difficulty in placing electrodes in a repeatable 
way. 
Differential imaging 
The aim of differential imaging is to reconstruct a change in conductivity rather then an 
absolute value. Such methods reconstruct t::..u = U2 - UI in the hypothesis that t::..u is 
small, and the problem linearisable: 
t::..d = Kt::..u (3.6) 
where K is a constant matrix and t::..d = d2 - dl is the difference between a reference 
voltage data dl acquired for UI and a second data set d 2 acquired for U2. 
The technique is commonly used for imaging temporal phenomena in medical applica-
tions, such as impedance changes during respiration [88] [89]. The data set d l is acquired 
at a time tl for which the conductivity UI is assumed as reference, the data set d2 is 
acquired at a later time t2 for which the conductivity change needs to be calculated. By 
reconstructing the conductivity change t::..u, parameters of medical interest such as the 
pulmonary ventilation can be estimated. 
In [88] [89] the matrix K is computed as the Jacobian in UI and the inverse problem 
formulated as 
t::..Urec = argmin IIJt::..u - t::..d11 2 (3.7) 
Problem (3.7) is of course ill--posed. Techniques such as Tikhonov regularisation (2.65) are 
used, usually assuming no prior information on t::..u, and formulating the reconstruction 
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as 
(3.8) 
It is common in differential imaging to use techniques called backpmjcction method and 
sensitivity method in place of (3.7) [65J [90J [91J. Such techniques are based on gross 
approximations; the reader is referred to the bibliography for further reading on the par-
ticular subject. 
The rationale behind the use of differential techniques, especially in the medical field, 
is that errors arising from the uncertain positioning of the electrodes and uncertain knowl-
edge of the patient's shape are lessened by t.aking the difference of two data sets. 
An alternative approach to temporal difference irnaging is rnultifrequency imaging, 
where with the same intent of acquiring two data sets and lessening geometrical errors by 
subtraction, voltages are collected at two different frequencies [53] [54] [55]. The recon-
structed image depends on how the tissue electrical properties change with frequency. 
Dynamic imaging 
Absolute imaging techniques assume the conductivity t.o he constant during the acquisition 
period. Differential imaging techniques assume the conductivity to be slowly varying, in 
such a way that two successive data sets differ, but the conductivity can be approximated 
as constant during the acquisition period. The aim of dynamic imaging is to reconstruct 
fast conductivity changes. The conductivity is assumed to vary rapidly in comparison 
with the time period needed by the instrumentation to acquire a single image [10]. The 
changes are however supposed to be slow with respect to the acquisition period of a single 
pattern. 
Seppanen applied these methods for imaging fast flowing liquids transporting resistive 
objects [92] [93]. Vauhkonen applied the method in the context of thoracic imaging, with 
the purpose of imaging cardiac related phenomena. 
The reconstruction is stated as a state estimation problem, where the conductivity is 
not only a function of space but also of discrete time t 
(3.9) 
where the matrix p(t) is a transition matrix and w(t) is a state noise process. The obser-
vation model is written linearising the forward operator 
(3.10) 
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where d(t) indicates the part of the data vector that has been collected at time t, and J(t) 
the Jacobian relative to that particular data, v(t) is a measurement noise process. 
The aim of the method b not to estimate a single conductivity distribution er, but 
instead to estimate a sequence of states {er(t) , er(t+ 1) , ... ,er(t+n)}. 
Equations (3.9) and (3.10) constitute what is called state space representation of the 
linearised ElT problem. The transition matrix p(t) is llsed to illcorporate prior informatioll 
on the temporal evolution of the particular phenomena under study. The choice p(t) = J 
corresponds to the random walk model; other choices can be made considering the physical 
laws that govern the temporal phenomena [92] [93]. The matrix p(t) has a role of temporal 
regularisation; spatial regularisation can be included in (3.10) with traditional techniques. 
Chapter 4 
Forward Model 
4.1 Introduction 
In inverse problems a forward model is used to predict observations. In the specific case 
of ElT, a model that predicts the voltage measurements given the current stimuli and the 
conductivity dhitribution must be derived. In the first part of this chapter such a mathe-
matical model is derived from Maxwell's equations. It is assumed that the object under 
measurement has a conductivity which is linear and isotropic, and that the electric and 
magnetic fields are slowly varying. The presence of the electrodes is taken into account via 
appropriate boundary conditions. The second part of the chapter describes the numerical 
solution of the forward problem with the Finite Element Method. Lastly some numerical 
experiments and a validation of the forward model are briefly described. 
4.1.1 Body Electrical Model 
The typical experiment in ElT consists in applying some currents to a subset of a set of 
electrodes attached to a body [I and in measuring the resulting volt ages on the remaining 
electrodes. The applied currents are sinusoidal with a frequency in the range of 10kHz 
IMHz. In order to derive the model, the Faraday and Ampere laws can be formulated in 
the differential form yielding to the Maxwell equations 
aB V' x E =--at 
aD V'xH=J+-at 
(4.1a) 
(4.1b) 
where, as in the usual convention, E is the electric field, B is the magnetic induction, H 
is the magnetic field, J the current density vector and D the dielectric induction. The 
44 
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Figure 4.1: Typical ElT experiment. 
current den ity vector J in (4.1) is due to purely conductive phenomena: no internal 
current sources are supposed to be acting on the measurements. The assumption is true 
for electrically passive imaged objects. In biological experiments , where the imaged object 
can be a source of bioelectric fields, the rejection of stimuli is achieved by frequency 
selective voltage detection, as the applied stimuli are at a much higher frequency than 
physiological signals. As a further simplification, it is general practice to assume the 
imaged media to be linear and isotopic. The first assumption can be justified by the mall 
amplitude of the stimuli (few mA) and of the resulting voltages (few mY) , while the lat ter 
is a simplification of the real phenomena which are known to be anisotropic [94]. If the 
aforementioned hypotheses are however accepted for simplicity, the fo llowing constitutive 
relat ions hold 
J = ()E 
D = tE 
B = J.LH 
(4.2a) 
(4.2b) 
(4.2c) 
where () is the electric conductivity, t is the dielectric permittivity and J.L the magnetic 
permeability. The applied stimulus in ElT is a single frequency sinusoidal waveform, it 
is convenient therefore to express all t he fields with their phasors , indicated with the 
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circumflex accent 
E(x,y,z,t) = Re{E(x,y,z)ejwt } 
H(x,y,z,t) = Re{H(x,y,z)ejwt } 
46 
( 4.3a) 
(4.3b) 
Substituting (4.2) into (4.1) and expressing the fields with their phasors as in (4.3) gives 
\7 x E = -jw/-LH 
\7xH=(a+jwf)E 
( 4.4a) 
( 4.4b) 
It is a common practice to further simplify the Maxwell equations. The injected currents 
are assumed to be "slowly varying", so that the electric field hi conservative and the 
conduction currents are dominant with respect to the displacement currents, yielding 
\7xE=O 
\7 x H = aE 
(4.5a) 
(4.5b) 
Dropping for simplicity, from now on the phasor notation, taking the divergence at both 
the sides of (4.5b), and substituting (4.5b) in (4.5a) gives 
\7. a\7u = 0 (4.6) 
which is the equation that governs the electric potential u inside the body O. 
4.1.2 Electrode Models 
In order to describe the electrode interactions with the body, appropriate models for t.he 
electrodes should be developed. Current injection and voltage measurement are accounted 
by imposing appropriate boundary conditions. Several electrode models have been devel-
oped for use in ElT. In this paragraph we describe briefly four of the most important 
models, in order of complexity, focusing on the Complete Electrode Model that at present 
is the most sophisticated description of the electrode/body interaction. 
Continuum Electrode Model 
The Continuum Model is the simplest of the models used in electrical impedance tomogra-
phy. The electrodes themselves are not modelled as discrete conductors facing the bound-
ary of the object, but the model assumes that the current density can be set arbitrarily 
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on all of the boundary of the object 
Jint·n = -Jinj · n on an (4.7) 
where n is the outward pointing normal versor to an. Solely normal components hav(' 
been considered, as electrodes (supposed to be perfect conductors) would shunt tangential 
components of the electric field. Using Ohm's law and recalling that E is conservative, 
(4.7) can be expressed 8.<; a Neumann boundary condition 
au 
(1 an = -J inj . n on an 
Additionally the conservation of charge must be preserved 
and the condition 
r Jinj' n = 0 ian 
r u = 0 ian 
( 4.8) 
( 4.9) 
(4.10) 
defines a "ground" or reference voltage, making the model complete. The ContinuuTIl 
Model is a very crude approximation of the electrode/body interactioll, forward predictions 
can differ sensibly from actual measurements [95]. 
Gap Electrode Model 
The Gap Electrode Model is a refinement of the Continuum Model, it accounts for the 
discreteness of the electrodes. Electrodes are mathematically represented as a set of dis-
joint sub domains {El,'" ,Ed of the boundary an. The model sets the injected current 
density to zero On each interelectrode gap 
au 
(1- =0 an onan\{EjU ... UEd 
and to a constant underneath each electrode 
au 11 
(1-= -
an A on El, l = 1, ... , L 
(4.11 ) 
(4.12) 
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where I[ is the injected current at each electrode and A is the area of the electrode. The 
conservation of charge is stated in this case as 
(4.13) 
Equations (4.11), (4.12), (4.13) with (4.10) define completely the Gap EIPctrode Model, 
which has been used widely as an improvement over the Continuum Model. However t.he 
assumption that the current density is constant on the interface of each electrode is an 
oversimplification for many practical ElT setups [95]. Secondly the shunting effect of thf' 
electrodes and their contact impedances are not accounted for. 
Shunt Electrode Model 
The Shunt Electrode Model refines the Gap Electrode model in the fact that the current 
density profile underneath electrodes, far from being constant, is not aS8um('d to 1)(> known. 
Not anticipating any current density profile, the model simply states that the net flux of 
the current density through the contact surface must be equal to the injected current 
on El, l = 1, ... , L (4.14) 
Secondly the model considers the conductive nature of the electrodes, which implies that 
the potential of each electrode £/ must be a constant VI, taking into account in this way 
the shunting effect 
u = VI on El, l = 1, ... , L (4.15) 
The model is completed by a condition for defining the ground reference 
(4.16) 
The Shunt Electrode Model ignores the contact impedance of the electrodes, it. is therefore 
less accurate than the Complete Electrode Model [1]. 
Complete Electrode Model 
The Complete Electrode Model is a refined description of the interaction between the 
electrodes and stimulated object [1] [96]. The model has proven able t.o predict tank 
measurements within the typical accuracy of a data acquisition system a'i verified by 
Cheng et. al. [95] and in Section 4.5. The model is a refinement. of the Shunt Electrode 
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Model as the effect of contact impedances is accounted for. As for the Shunt Model we 
have 
on El, l = 1, ... , L ( 4.17) 
and on the interelectrode gaps (4.11) continues to hold. Com;idering secondly the conduc-
tive nature of the electrodes, and accounting for the drop across the contact impedallce z/, 
the potential u on an and the potential VI on the electrode ohey the following relationship 
on El, l = 1, ... , L (4.18) 
Equations (4.11), (4.17), (4.18) together with a condition for defining the ground reference 
(4.19) 
constitute the model, which is well posed and has a unique solution [1]. The Complete 
Electrode Model is currently the most refined model in use in ElT. However, the accuracy 
to which the model is able to describe medical experiments has been studied for laboratory 
phantoms, but not for in-vivo experiments yet. 
4.1.3 Modelling the OXBACT-III setup 
In this section some characteristics of the data acquisition system are introduced, and a 
model for the measurement setup is derived from the preceding analysis. Here, we briefly 
explain the characteristic aspects of the Oxford Brookes Adaptive Current Tomograph -
mark III (OXBACT-III) that have a direct influence on the forward model. The reader 
is referred to consult Section 3.3.3 for an introduction to the adaptive current acquisition 
strategy. The OXBACT-III tomograph is an 64 channel ElT tomograph. The device uses 
32 electrodes for voltage measurements (voltage electrodes) and 32 electrodes for current 
injection (current electrodes). The arrangement, for which some electrodes are dedicated 
solely to gathering measurements and others solely to injecting currents is called hybrid, 
as opposed to traditional systems where all the electrodes will assume in turns both the 
functionalities. Each of the current electrodes is connected to an independent current 
source; the system stimulates the object from different electrodes at the same time, with 
controlled amplitudes, applying a current pattern. 
In Equations (4.20) the complete electrode model is adapted to describe the OXBACT-
III measurement setup. The electrodes are split in two sets, indicated hy a subscript, the 
voltage electrodes being Ev and the current electrodes Ee, the number of voltage electrodes 
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being L" and the number of current electrodes Le. On the voltage electrodes the injected 
current is zero (4.20d) and on the current ones is equal to le (4.20e), the conservation of 
charge law (4.20g) and the reference voltage selection (4.20h) apply separately to the two 
sets of electrodes, resulting in 
(4.20a) 
1=1, ... , Lv (4.20b) 
l=l, ... ,Lc (4.20c) 
1=1 .... , Lv (4.20d) 
1=1, ... , Le ( 4.20e) 
( 4.20f) 
(4.20g) 
1=1 
(4.20h) 
Equation (4.20c) states the potentials Vel assumed by current electrodes during the stim-
ulation, we are concerned usually just with the potential assumed by voltage electrodes 
VVI' which is the one the instrument gathers. Nevertheless (4.20c) is required to make 
the model complete, and to account for the shunt phenomena on current electrodes. In 
the next sections an implementation of the finite element method that solves (4.20) is 
discussed. 
4.2 Forward Solving 
4.2.1 Computational Techniques 
For circular geometries of n, such as experimental tanks, analytic implementations have 
been developed [97] [98] [99] [51] [100], although their extension to other geometries is 
prevented by the complexity involved. Furthermore these methods have been used solely 
for linear reconstruction algorithms as they handle purely homogeneous conductivities. 
To treat general domains and to allow non-linear reconstruction, numerical techniques 
are needed. A review of the methods for bioelectrical field problems is offered by C. R. 
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Johnson [101J. The three most common methods for Holving partial diffprential equatiollH 
are the Finite Difference Method (FDM), the Finite Element Method (FEM) and the 
Boundary Element Method (BEM). The FD method discretises the domain n with a 
regular grid. The coordinates of each point of the grid are of the kind x = lh, y = rnh and 
z = nh with l, rn, n integers. The electric potential u(x, y, z) is evaluated at each point, 
and denoted as u(l, rn, n). The Taylor's theorem is then used to provide the difference 
equation, for example to express fxu(l, rn, n) as a function of u in (l - 1, rn, n), (l, rn, n) 
and (l + 1, rn, n), turning the partial differential operator into a linear algebraic operator. 
For each point in the grid the process is repeated, leading to a system of linear equatiolls 
of the kind Au = h, which can be solved for the electric potential at grid points u, 
given the boundary data specified by h. The FDM is used frequently in geophysical 
applications of ElT [102] where the imaged underground is often modelled as an half space 
of jR2. The geometrical simplicity of the domain makes the numerical method Huitable 
for the application. When complex geometries are involved the FD method requireH a 
very fine level of discretisation and special techniques to handle curved boundaries, which 
make the method less attractive for bioelectrical modelling. The FE and BE methods 
are often chosen as an alternative to FDM. The BEM operates a reduction of one degree 
on the dimensionality of the problem, by transforming any differential operator defined 
on a domain into an integral operator defined on a boundary. The dependent variable is 
assumed to be constant on each subdomain, so that the object model must be segmented 
in several regions, depending on its heterogeneity. The BE method is therefore best suited 
for applications where the domain is highly homogeneous, avoiding excessive levels of 
discretisation associated to the variations of the material. Additionally the BE method 
involves dense matrices, and therefore could be computationally disadvantageous. 
The FE method consists in discretising the domain n in a number of non uniform, 
non overlapping, elements connected via nodes. The dependent variable is approximated 
within each element by an interpolating function, defined by the values of the variable at 
the nodes of the element. The Galerkin principle is then used to turn the original PDE 
into a set of integral equations for each nodal value. By combining the equations over 
the domain, the electric potential u at each node can be expressed in matrix notation 
Au = h. The FE method is very versatile with regards to the domain geometry, to 
boundary conditions and to heterogeneity of the domain, for these reasons it is has been 
the preferred choice in ElT modelling since the early stages [103] [81][104], and was, for 
the same reasons, adopted by us. 
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4.2.2 Finite Element Modelling 
In September 1999, when this work began, two FEM forward solvers implementing the 
complete electrode model were known. A first implementation was proposed hy K. Paulsoll 
et. al. [96]; a similar approach was followed by M. Vauhkonen in his doctoral resPaTch 
[lO]. The work of Vauhkonen become publicly available, in the form of MATLAB software 
libraries, during the year 2000 under the project EIDORS. 
It was decided, at Oxford Brookes University, to independently develop a FEM forward 
solver that would implement the complete electrode model. Several considerations con-
trihuted to the choice. The developments of Paulson, former researcher at Oxford Brookes 
University, could be made available. However the code was written in FORTRAN lan-
guage, and our aim was to use the MATLAB environment. Secondly, the MATLAB 
libraries developed by Vauhkonen were not public at the time thb work started. Thirdly 
the experience gained by independently developing the forward solver would contribute 
some benefit. 
As briefly introduced in the previous paragraph, the FE method allows discretisation of 
the continuous problem (4.20) by subdividing the domain into non overlapping elements 
of simple shape, which are usually triangles or quadrangles for the hidimcnsional case. 
The vertices of the polygons are called nodes for the chosen discretisation. The electriC' 
potential is expressed as a linear combination of nodal basis functions. The nodal basis 
functions are polynomial interpolating functions·· they assume the value of 1 at the node 
i and they decay to 0 on each other node; they are tent-like functions. The support of 
each nodal basis function is limited to the elements sharing the common node i. The 
approximated potential will be expressed as 
w 
U = L ni4>i 
i=! 
(4.21 ) 
where 4>i are the nodal basis functions, ni are the nodal values assumed by the solution 
and W is the number of nodes. Given (4.21) the nodal values n that best approximate the 
continuous solution have to be determined. This can be done by the Galerkill or weighted 
residuals method, which is briefly described here. The same results can be obtained with 
the Rayleigh-Ritz or variational method [105]. Equation (4.20a) requires that 
\7. a\7u = 0 x E n (4.22) 
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in general (4.22) will not be satisfied by U, and a residual r can be defined a.'.; 
V'. aV'u = r =I- 0 x E n ( 4.23) 
The method of the weighted residuals determines the W unknowns 1/.i in such a way that 
the error r over the entire solution domain is small. This is accomplished by forming a 
weighted average of the error, and by specifying that it should vanish owr the domain. 
Hence W linearly independent test functions Wi are chosen and the condition 
1nlV' ·aV'U]Wi = 1n rWj = 0, i = 1, ... , W ( 4.24) 
ensures that the residual r is small in some sense. Depending on the weighting fUIlctions Wi 
the error will be distributed differently across the domain. The Galerkin criterion suggests 
using as weighting functions the same functions used to represent u, that is Wi = ifJi for 
i = 1, ... , W. Thus condition (4.24) becomes 
1n lV"Q'V'U]ifJt=O, i=1, ... ,W (4.25) 
Equation (4.25) states that the error r is orthogonal to all the basis functions spanning the 
space of the approximate solutions. Consequently the error is orthogonal to U and must 
the minimum error given the discretisation. In the preceding discussion we assumed we 
were dealing with the entire solution domain, however since (4.20a) holds for any region 
in the domain, it holds if we restrict our attention to a single element E 
r [V'. aV'u lifJi/ nr = 0, iloc = 1, ... , R JEk (4.26) 
where k is the element number, iloc is local nodal index relative to element Ek, and R is the 
number of nodes on the single element. Boundary conditions can be expressed applying 
Gauss' theorem to (4.26), allowing in this way the description of the electrodes 
(4.27) 
The boundary integral needs to be carried out only for elements underneath electrodes. It 
enables us to take into account the boundary conditions expressed by (4.20b) or (4.20c) 
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depending on whether Ek is touching a voltage electrode or a current electrode 
i/oe = 1, ... , R ( 4.28a) 
i/oe=l, ... ,R (4.28b) 
where l is the electrode number. By applying equations (4.28) to every element, W 
different conditions on the nodal variables ni are specified. The model has W + Lv + L,. 
unknowns: the W nodal potentials ni, and the potentials of the two sets of electrodes. 
The remaining Lv + Le conditions are specified using (4.20d) and (4.20e), substituting 
(4.20b) or (4.20c) into them, obtaining 
l =1, ... , Lv (4.29a) 
l =1, ... , Le (4.29b) 
where the contact impedance is supposed to be greater than zero. 
Equations (4.28) and (4.29) therefore completely define the model in its discrete form. 
Substituting the definition of u into them, and arranging all the equations in matrix form, 
the following linear system in W + Lv + Le unknowns is obtained 
Yp = c (4.30) 
where the vector of unknowns p is arranged in such a way that the topmost entries are the 
nodal potential values, followed by the voltage electrodes potentials and by the current 
electrodes potentials 
(4.31) 
the Y matrix is partitioned and will assume the following form 
[ 
Y'+ Y" 
Y = y'T v 
yT 
e 
( 4.32) 
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and the right hand side will be 
(4.33) 
with the blocks of the Y matrix being 
( 4.34a) 
i,j=l, ... ,W (4.34b) 
( 4.34c) 
i = 1, ... , W ( 4.34d) 
l = 1, ... , Lv (4.34e) 
l=l, ... ,Lc ( 4.34f) 
By choosing the element geometry and nodal basis functions the system matrix Y is 
completely specified. For the implementation of our two-dimensional forward solver we 
have adopted triangular elements, with a piecewise representation of the conductivity, and 
linear nodal basis functions. 
4.2.3 Assembly of Y 
The most intensive task in assembling the system matrix is to calculate the block Y'. 
All the remaining integrals in (4.34) are line integrals over electrodes, involving a small 
number of elements. We recall the formulation of the matrix: 
(4.35) 
Since the interpolation functions cP is linear, the gradients are constants over each triangle. 
Similarly the conductivity is chosen to be piecewise constant. The integration over each 
element therefore reduces to the multiplication of three constant terms times the area of 
the element itself. Given these considerations, the whole matrix Y' can be calculated with 
linear algebra operations, if appropriate data structures are precomputed. Two gradient 
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operators G:e and Gy must be part of this structures. The gradient operators are matrices 
that return x and y components of the gradient of the field variable, when applied to th(' 
vector of nodal values: V' xu = Gx N, 'V yU = Gy N, the elements of the matrices being 
G (") r7(Ej )", x z, J = v x 'l'i (4.36) 
where the superscript (E)) is the restriction to the element Ej. The operators 'V x and 'V y 
can be expressed in the form of matrices, since the gradient on each clement is a lineal' 
combination of the nodal values assumed by the field variable. Given these structures, th<' 
whole matrix yl can be calculated as 
yl = G; ArGx + G~ ArGy ( 4.37) 
where A is a diagonal matrix containing the area of the triangles and r is a diagonal matrix 
containing the conductivity of each element. For non linear reconstructions, where the 
conductivity is updated during iterations, the admittance yl is recalculated rapidly, as 
only the matrix r needs changes. Formula (4.37) can be derived from the expression of, 
the elements of Y' 
= L Ak rk 'V(Ekl 1>i . V'(Ek) 1>j = 
k 
= L Ak rk ('V~Ed1>if 'V~Ek)1>j + Ak rk (V'~Ekl1>if 'V1Ek )1>j (4.38) 
k 
where k is the index over elements belonging to the support of the dot product of gradients. 
The matrix Y' is sparse. As illustrated in Figure 4.2.3, the functions 1>1 and 1>2, basis 
functions of the nodes NI and N2, have the respective supports El U E2 U E3 U E4 U E5 
and El U E2 U E6 U E7 U Eg , consequently the support of the dot product is: El U E2 . 
The supports of two nodal basis functions intersect only if the nodes are neighhours; ill 
general, for most of the index couples (i, j) the supports of 1>i and 1>j will be disjoint, and 
corresponding elements of Y' null. Assembling the matrix as in (4.37) exploits MATLAB 
linear algebra, without resorting to for loops over elements and nodes, which are slower 
compared to vector and matrix operations in this particular language. The operation 
should be performed with sparse matrix routines, since the final product is sparse as well 
as all the operands. The matrices A and r are diagonal and Gx , Gy have only three nOIl-
null element per row: the gradient on each triangular element depends OIl the three nodal 
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F igure 4.2: The supports of nodal basis function are in general di join t, t hey intersect 
only for neighbouring nodes as illustrated. T his gives rise to the sparsity of the sy. tem 
matrix. 
values. In order to complete the as embly of the matrix Y the blocks Y " , Yv, YcDv, Dc 
should be calculated. I have not found a straightforward way to express t hese calculati ons 
in terms of linear algebra operations as for Y'. 
4.2.4 Solving the forward problem 
The vector of unknown potentials p is calculated solving the linear system 
Yp = c (4.39) 
which requires Y to be invertible. A reference potential has not been specified yet , Y is 
rank deficient , and therefore not invert ible. The Complete Electrode Model speeifi sa r f-
erence potential th rough (4.20h). Condition (4.20h) involves VVI' which are t he unknown 
be to be solved for, thus it is not readily applicable. The usual way to proceed is to choose 
an arb itrary ground node and to apply Dirichlet boundary condi t ions to it. T he mat rix 
Y is then symmetric, po it ive defined and invert ible. T his ensure t hat th solu t ion to 
(4.39) exists and is unique. Each electrode potentia l i comput d applying a measurement 
operator m l E IR I X(W+Lc+ Lv ) to the unknown ' vector 
tr _ T 
V Vt - ml p , 1= 1, ... ,Lv 
(4.20h) will be satisfi ed by an appropriate choice of ml , for example 
( 4.40) 
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Ow Ow 
OLe OLl' 
ml= 6(1, l) l/Lv (4.41) 
8(Lv, l) l/L11 
where Ow and OLe are column zero vectors of length Wand Le and J(i,j) iH Kronecker's 
delta. 
Concerning the actual solution of (4.39), in 2D ElT, where the number of unknownH is 
not excessively large, direct methods such Cholesky factorisation can be used. The sytitcm 
matrix is factorised as Y = RT R, where R is an upper triangular sparse matrix. Eqllation 
4.39 becometi 
( 4.42) 
and using a dummy variable q = Rp 
( 4.43) 
firstly (4.43) is solved with respect to q, p is calculated then as 
Rp=q (4.44) 
The steps (4.43) and (4.44) are called back and forward substitution, they are trivial 
since RT and R are triangular. The sparsity of R is in general different from the sparsity 
of Y, the factorisation usually results in some additional non-null elements, called fill-
ins. Depending on the structure of Y, the number of fill-ins can be considerable. As 
an example Figure 4.2.4 shows sparsity plots relative to a simulation involving a system 
matrix E 1R539x539 with 3669 non-null elements, which rose to 37155 after factorisation. To 
maximise the sparsity of R, reordering techniques such as the MATLAB symmmd routine 
can be used, which by permuting the columns and rows of Y optimises the number of 
fill-ins that occur during factorisation. 
For small problems, solving 4.39 via Cholesky decomposition is advantageous over iter-
ative methods, as the system be can solved for different RHS computing the factorisation 
Y = RT R only once. The repeated solution of 4.39 for several current patterns is compu-
tationally inexpensive as just back and forward substitutions are to be computed. Forwarrl 
solutions {Vv(l), ... , Vv(P)} corresponding to different current patterns {Cl, ... , cp} are ar-
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ranged into the measured data vector d E IR L"px 1 
(4.45 ) 
which forms the output of the forward solver. 
4.3 Calculation of the J acobian matrix 
The Jacobian matrix, defined as 
(
2.!h. .fu!L) iHr! aUK 
%~: g~A; 
( 4.46) 
needs to be calculated for use with Gauss-Newton type reconstruction algorithms. The 
calculation of the matrix can be computationally very intensive, as it requires several 
forward solutions to be computed. Three calculation methods are known: the perturbation 
method (numerical derivation based on the definition of derivative), Yorkey's method [81] 
and the lead field method [22] [106][103]. Both the Perturbation and Yorkey's Methods 
require one to perform a number of forward solutions equal to the number of model 
elements, which is an expensive requirement. We adopted the lead field method, as fewer 
forward solutions are needed. The method requires at most Lv + Le - 2 forward solutions, 
which, in practical situations, is much smaller than the number of model elements. 
The lead field method is explained in the following on the basis of the linear algebra 
and for the FEM context, an analytic derivation can be found in [106]. Recalling firstly 
(4.40) and (4.45), each element of the Jacobian can be expressed as 
(4.47) 
where cp , with p = p(i), and ml, with l = l(i), are the current pattern and the measurement 
operator from which results the observation d i . Using the symmetry of Y, the last term 
on the right of (4.47) becomes 
T -1 ay -1 ((y-1)T)T ay -1 -1 T ay -I -m[ Y -a Y Cp = - m[ -a Y Cp = -(Y m[) -a Y ep 
~ ~ ~ 
( 4.48) 
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Figure 4.3: Sparsity plots of a system matrix Y E 1R539x539. On the top left, sparsity of 
the unoI'd red matrix, and on the top right spar ity of the factorisation. On the bottom 
left , sparsity of the symmmd reordered Y and on the bottom right parsity of its Cholc 'ky 
facto risat ion . 
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the vectors (y-l cp ) and (y-l md can be recognised to be forward solutions vectors cor-
responding respectively to the actual current pattern and to a curreut pattern numerically 
equal to the measurement operator. We will label them respectively fc" and fm / thus 
-1 T ay -1 T ay 
-(Y md -a (Y Cp ) = -fm/ -a fc 
Uj Uj P 
(4.49) 
The term ay / a U j, recalling 4.34 and noting that only Y' is dependent on the conductivity 
becomes 
(4.50) 
Recalling (4.37) and the partitioned structure of the forward solution vectors (4.31), it is 
possible to write 
(4.51 ) 
where Aj is the j-th diagonal term of A of equation (4.37), and EX' and Ey, are the x and 
y components of the electric field that derives from the application of the operators Gx 
and Gy to fm, . Similarly, Exp and Eyp are the components of the electric field that derives 
from the application of the operators Gx and Gy to fcp ' 
Given that the space of the current patterns can be spanned with Le - 1 vectors (see 
4.20g) and that the space of the measurement operators can be spanned with Lv - 1 (see 
4.20h) vectors, and given the linearity of the forward model with respect to the stimuli, 
(4.51) requires one to compute at most Le + Lv - 2 forward solutions. 
The electric field El is historically called the lead field, as it is the electric field that 
would result from the application of the stimuli to the measurement leads. Formula (4.51) 
is the finite dimensional analogue, for a piecewise constant conductivity model, of the 
analytic derivation published by Polydorides and Lionheart [22]. 
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4.4 Simulations 
In this paragraph are presented some forward simulations over a mesh resembling the 
Oxford Brookes experimental tank. It is highlighted, in particular, the ability of tlw 
Complete Electrode Model to describe correctly the phenomena at electrode interfaces. 
The ijimulationij show the great complexity of the current density profiles, indicating that 
ijimpler choices of electrode models (i.e. flat current density profile under the electrode) 
are not justified and could significantly reduce the accuracy of the forward ijolution. 
4.4.1 Meshing 
Two meshes are required by our implementation of the forward solver: a coarser one for 
the representation of the conductivity, and a finer one for the calculation of the forward 
solution. This is a common arrangement, which allows one to have a sufficiently small 
number of model parameters, while attaining the necessary accuracy by having a refined 
forward mesh. A free program called EMC2 (Edition de Maillages et Contours en 2 dimen-
ijions), which has been developed at the French institute INRIA, was used for meshing. 
Ei\IC2 iij a 2D rneijh generator; the program workH similarly to a CAD application, allow-
ing the user to define objectij through a graphic interface (see Figure 4.4). The procedure 
we adopt to create the two meshes is: first, generate the coarser mesh in EMC2: secondly, 
import the mesh into MATLAB and, lastly, use adaptive refinement procedures to gener-
ate a suitable finer mesh. The adaptation procedure is intended to refine the mesh when' 
the forward solution is most likely to suffer from discretisation errors. The procedure 
works in the following manner: at the first iteration a forward solution is computed over 
the coarse mesh. Error estimates are then computed with MATLAB's function pdejmps, 
which calculates the posteriori error as a weighted sum of the discontinuities of the current 
density'S normal component across each element (as a reference on adaptation techniques 
the reader b referred to [107]). Elements with the largest error are then refined with H 
procedure based on MATLAB's refinemesh. The routine takes care to update structures 
associated with the mesh during its operation, as for example, the lists of nodes under each 
electrode which can vary if elements in contact with electrodes are refined. If necessary, 
the forward solution can be recomputed on the newly generated finer mesh, and the whole 
procedure repeated until the desired refinement level is obtained. Figure 4.5 shows on 
the left the coarse mesh obtained from EMC2 for the Brookes tank, and on the right the 
corresponding refinement. The coarse mesh has 510 elements, while the fine has 12444 
elements. Figure 4.6 shows a magnification of the refined mesh. As the electric field is 
more intense close to the electrodes, a finer discretisation occurs t.here. On the right of 
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Figure 4.4: INRIA's EMC2 mesh generator running under Linux. Creation of the Brookes 
tank mesh. 
the figure is shown a detail of the mesh; the refinement is the finest a t the edges of the 
electrode, as in these regions the electric fi eld presents peaks as illustra ted by Figures 4. 
and 4.9. 
4.4.2 Forward Solutions 
Illustrative simulations were performed over the Brookes tank me h. Stimuli were applied 
through 32 current electrodes, equispaced on the boundary of the disk, and covering 30% 
of the lateral surface. An homogeneous resistivity distribution was set , with a value of 60 
n . CID, and contact impedances were set to 15 n . cm2 . The first two simula tions, in Figure 
4.7, show the electric potential and the current densi ty on the bou ndary of the tan k for 
the first t rigonometric current pa ttern. As shown on the left part of the figure, the current 
density is discontinuous at electrode edges, and non uniform on the electrod es themselves. 
The resul t ing potential presents ripples corresponding to the variability of the injected 
current density. Figure 4. shows in detai l the current density for two different electrodes. 
On the left of the figure is illustrated the current density for an injecting el ectrode. The 
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Figure 4.5: On the left is the coarser mesh, created with EMC2, used for the representa-
tion of conductivity. On the right, the finer mesh, used for the calculation of the forward 
solution. The finer mesh is obtained by an adaptive refinement of the coarser mesh. Ini-
tially electrodes are defined on the coarser mesh (red thick lines), the adaptive refinement 
procedure generates the finer mesh from it. 
Figure 4.6: Details of the refined mesh. On the left it is possible to appreciate how the 
mesh is finer in the proximity of the electrodes, where the electric field is more intense. 
On the right, detail of a single electrode. The refinement of the mesh is finer near the 
edges, where the current density peaks cause an intense electric field (see Figures 4.8 and 
4.9) . 
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Figure 4.7: On the left, electric potential around the perimeter of the Oxford Brookes 
tank calculated for the fi rst trigonometric pattern. The ripples are caused by the presence 
of the electrodes. On the right , current density on the perimeter of the tank , for the 
same stimulus. The current density is null in between electrodes, and non constant over 
electrodes. 
applied current is posit ive, resulting in a net flux of charges across the electrode. On the 
right , is illustrated the current density for a passive electrode. The electrode is subject to 
a difference of potential, created by stimuli applied to other electrodes. As the electrode 
is a conductor, a flux of charges is crossing it. The phenomenon is called the shunting 
effect. The net flux across the electrode is null , since no current is applied to it . Similar 
phenomena are shown in Figure 4.9 where the current density vectors have been plotted 
for a few mesh elements in the proximity of the electrodes. On the left is shown the ac tive 
electrode, and on the right the passive one, which is shunting current. 
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Figure 4.8: Details of the current density at two electrode interfaces. On the left is the 
plot of the current density of an active electrode: the net current is positive. On the right 
a passive electrode, subject to a difference of potential produced by other electrodes, is 
shunting current. Charges are entering the electrode and leaving it, the net flux is zero. 
Figure 4.9: Det ails of the current density in the proximity of the two electrodes of Fig. 
4.8 . The current density vectors (blue arrows) are shown for few elements close to the 
electrode (red thick line). On the left , p lot for the active electrode. On the right , plot for 
the passive electrode subject to shunting. 
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4.5 Testing the forward solver 
Once implemented, the FEM forward solver was tested against a second FEM implementa-
tion, in order to verify the correctness of the realisation. In May 2000 the EIDORS project 
published on the web M. Vauhkonen's software library for 2D reconstruction, which in-
cludes a Complete Electrode Model forward solver [56]. Forward solutions computed with 
the EIDORS project forward solver and with our implementations, computed on the same 
mesh, agreed to a relative error smaller than 10-8 . 
An additional test was conducted against results published by Cheng et. al. [95]. The 
authors, in their study, validated a forward solver implementing the full electrode model 
against tank measurements. The forward solver they used is based 011 a series expansion 
of the PDE [1] [96]. 
For a cylindrical homogeneous disk (such as the saline solution in a circular tank) it can 
be shown that when spatial sine or cosine current densities are applied to the boundary 
of the disk, the resulting potential on that surface is proportional to the applied current 
density [57]: 
. pb 
Jk(()) = cos(k ()) -4 Uk(()) = k cos(k ()) 
jk(()) = sin(kO) -4 Uk(()) = Pkb sin(kO) ( 4.52) 
where 0 is the angle around the disk, k the spatial frequency, jk(e) is the applied current 
density, udO) is the resulting potential, P is the resistivity of the disk and b is the radius. 
Such result, valid for the theoretical case where one can apply a current density that 
varies continuously with 0, can be used however to calculate the volt ages resulting from 
the presence of discrete electrodes. By expressing an arbitrary applied current density 
J(O) as a linear combination of jk(O) of (4.52) 
J(O) = L aklk(e) (4.53) 
k 
the resulting boundary potential u( ()) is 
(4.54) 
where ak are the coefficients of the linear combination (Fourier coefficients). 
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Recalling (4.18), for the complete electrode model we have 
z J(O) = \11 - u(fJ) (4.55) 
where z is the contact impedance (assumed constant across electrode::;), \11 is the voltage 
on each l-th electrode, and u(8) the potential on the boundary of the disk. For an evell 
number L of symmetrically placed electrodes, one can restrict himself to even functions 
of 8. By u::;ing (4.53) and (4.54), by multiplying each side of (4.55) by co::;(~(}) and by 
integrating over 8, (4.55) becomes 
z 7ra( ~) = t (\11 ( cos( ~ fJ) - L ak Pkb ( cos( ~ fJ) co::;(k ())) 
1=1 JEt k JEt 
(4.56) 
where £1 are the segments of the boundary underneath each electrode. The unknowns of 
the linear sy::;tem of equations (4.56) are the coefficients ak and the electrode voltages V. 
To make the system complete, conditions (4.17) can be applied 
(4.57) 
where II is the current injected into the l--th electrode. In such a way, (4.56) and (4.57) 
can be ::;olved to yield the coefficients ak and the electrode potentials \11. 
In their experiment, Cheng et. al. measured the tank's characteristic resistances. Such 
resistances are the eigenvalues of the impendence matrix R(a) of the object (see Section 
3.3.3), and can be measured as 
V(if I(i) 
Pi = I(i)TI(i) (4.58) 
where I(i) is the current pattern that corresponds to the ith eigenvector of R(a) and 
V(i) is the re::;ulting voltage vector. 
The experiment consisted in measuring the characteristic resi::;tances for four dift"erent 
bath resistivitie::;: 284.0 n· cm, 139.7 n· cm, 62.3 n· cm and 29.5 n· cm. Measurements 
were then compared to forward simulations. The simulations were computed by feeding 
the forward model with the geometry of the tank and with the bath resistivity values, both 
known. The contact impedances of the electrodes, which depend on the bath concentration 
and on the AC stimuli's frequency [108], were not known. The authors found these values 
by data fitting procedures. They showed that, when their forward solver wa::; fed with the 
proper contact impedance value, the forward solutions accurately matched the measured 
data. 
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We reproduced similar results with the FEM forward solver. 
For us, it was possible to gather all the necessary information to reproduce the test: 
a circular tank with a diameter of 30 cm was used, the tank had 32 current plectrocies, 
each with an area of 12 cm2 , the tank was filled with a saline solution to a depth of 
4.24 cm. A FE mesh of the described tank was generated with EMC2 and imported into 
MATLAB. Forward solutions were computed setting the simulated bath conductivity to 
the four different values and using the fitted contact impedance values reported by the 
authors. Tables 4.1 and 4.2 list the results. Each of the tables reports the experimental 
characteristic resistances, the simulated values by Cheng and FEM calculated oncs. Thc 
first table contains the results for the 284.0 n . cm and 139.7 n . cm baths, to which COII-
tact impedances of 58.0 n . cm2 30.5 n . cm2correspond. The second for 62.3 n . cm and 
29.5 n . cm baths, to which contact impedances of 15.0 n . cm2 and 7.5 n . cm2correspond. 
Simulated values were close to measured characteristic resistances. The relative error for 
each bath, averaged on all the spatial frequencies, resulted in the best case in a value of 
0.3%, which is comparable to the typical accuracy specification of an ElT data acqllisi-
tion system. For a particular experiment, the 284.0 n· cm bath, the error was 2%. The 
discrepancy is particularly significant for the first spatial frequency (319.45 n against 
312.0 n ), while all the remaining values are consistent. As a test, the original mesh used 
for the simulations was refined several times, and experiments repeated. The predictions 
from the FEM solver remained unchanged (to the significant digits), indicating that the 
level of refinement was sufficient. Given the very good consistency of the characteristic 
resistances for the same bath and contact impedances, for spatial frequencies from 2 to 
16, we believe that it is most likely that the values published by Cheng could be affected 
by a typographic error, and that the first spatial frequency should read 320 or 321 instead 
of 312. 
Chapter 4. Forward Model 70 
Table 4.1: Comparison of experimental and calculated characteristic resistances. 
p 284.0 11· cm 1:19.7 'C!U 
Ze 58.0 n· cm" ~iO.rl n . (~ltl"J. 
Spat. Freq. Exp Cheng Sim. f'EM !:iim. Ex!, C ellg Silll. • ';M Silll. 
1 312.00 312.00 319.45 1!)6.80 156.80 157.fifi 
2 150.00 148.40 150.90 75.00 74.40 74.GB 
3 96.00 94.80 96.02 47.90 47.50 47.64 
4 69.50 68.70 69.36 34.60 34.40 34.4B 
5 54.00 53,50 53.92 27.00 26.80 26.86 
6 44.10 43.70 44.02 22.00 21.90 21.97 
7 37.30 37.00 37.25 18.60 18.60 18.62 
8 32.40 32.30 32.44 16.21l 16.20 11;.2:1 
9 28.90 28.80 28.91 14.41l 14.40 14.48 
10 26.20 26.20 26.28 13.10 1:l.lO 1:1.18 
11 24.30 24.20 24.33 12.21l 12.10 1221l 
12 22.80 22.80 22.87 11.41l 11.41l 11.48 
13 21.80 21.70 21.82 1O.!lO IIl.9O lU.!Hi 
14 21.00 21.00 21.11 10.60 10.60 10.61 
IS 20.60 20.60 20.70 10.30 10.40 IOAO 
16 20.50 20.50 20.57 10.30 10.:10 10.:14 
Table 4.2: Comparison of experimental and calculated characteristic resistances. 
p 
11 
62.3 n· cm 
11 150 n· cm' c 
Spat. Freq. Exp. heng im. .eM "im. expo ;heng Sim. FEM !:iim. 
I 70.70 70.70 70.66 33.90 33.90 :1:i.55 
2 33.80 33.70 33.62 16.30 16.10 Hi.IlO 
3 21. 70 21.50 21.53 10.10 10.30 10.27 
4 15.70 15.60 15.64 7.60 7.50 7.47 
5 12.20 12.20 12.21 5.90 5.80 5,M5 
6 10.00 10.00 10.01 4.80 4.80 4.80 
7 8.50 8.50 8.50 4.10 4,10 4.08 
8 7.40 7.40 7.43 3.60 3.60 3.57 
9 6.60 6.60 6.64 3.20 3.20 3.19 
10 6.00 6.00 6.05 2.90 2.90 2.91 
II 5.60 5.60 5.61 2.70 2.70 2.70 
12 5.20 5.20 5.28 2.60 2,50 2.54 
13 5.00 5.00 5.04 2.50 2.40 2.43 
14 4.90 4.90 4.88 2.40 2.30 2.3!'i 
15 4.80 4.80 4.79 2.30 2.30 2.:11 
16 4.70 4.70 4.76 2.30 2.30 2.30 
Chapter 5 
Anisotropic Regularisation 
5.1 Introduction 
In the preceding Chapters standard reconstruction methods for ElT have been intro-
duced. The present chapter is concerned with the introduction of prior information into 
reconstruction. The aim in introducing prior knowledge is to enhance the inversion of 
conductivity profiles in terms of achieving more accurate quantitative estimates, in terms 
of partially preventing the smoothing effect introduced by the regularisation and in terms 
of reducing the sensitivity to measurement errors. Different methods can pursue all these 
aims, or part of them. 
The issues of enhancing quantitative estimation and of preventing excessive smoothness 
are related: smooth solutions often overestimate the area of a contrasting inclusion and 
as a consequence the value of the contrast is often underestimated. 
Our particular interest is to treat the problem of reconstructing conductivity profiles 
with steep conductivity variations, as often encountered in medical imaging. A first ap-
proach is to assume that the conductivity profile presents a "blocky" nature: the image 
consists mainly of a few uniform regions, separated possibly by steep variations that occur 
on a domain of small size. Methods that lead to el-norm regularisation functionals are 
best suited for these applications, as discussed in detail in Chapters 6 and 7. A second 
possible approach, viable when specific structural information (known as anatomical pri-
ors) is known a priori, is to use t'2-norm regularisation and to relax the smoothing effect 
on the basis of such information. By these means it is possible to reconstruct conductivity 
profiles with sharp features and to estimate their values with greater accuracy than with 
traditional t'2norm regularisation techniques. 
The present chapter discusses the realisation of such regularisation functionals in the 
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form of anisotropic Gaussian filters. An anisotropic Gaussian filter is a reglllarisatioll 
functional that weights conductivity variations differently depending on their direction. 
The aim is to use such filters to depenalise conductivity variations that occur at locations 
and in directions that match the prior information, allowing sharper reconstruction of the 
expected features. 
5.2 Incorporating Prior Information in ElT 
All reconstruction methods in ElT incorporate some form of prior information, via Bayesian 
approaches or via Tikhonov regularisation. Often the prior information is of generic na-
ture. As seen in Chapter 2, in conjunction with Tikhonov regularisation, differential 
operators are often used as penalty functionals. Nearly constant inversions are obtained 
for first order differential operators, and smooth inversions are obtained for second order 
differential operators. Clearly many situations of practical interest do not conform to 
these assumptions. The choice of such regularisation functionals is justified by the fact 
that they guarantee the stability of the inversion by filtering out components in the higher 
singular spectrum. 
When prior information of the object properties is known, it is desirable to incorpo-
rate it into the reconstruction. The Bayesian approach offers a natural framework for 
doing so, by coding the prior information into the dhltribution I1M(m) (2.12). In practicp 
the construction of the prior information distribution is a difficult task, especially if tll(' 
model conductivities are assumed to be correlated. Common approaches tend to simplify 
somehow the construction of such a state of information. In the following sections some 
methods that have been used in the medical imaging context are reviewed. A clear classi-
fication of the methods as deterministic or probabilistic is not possible. All of them can be 
justified with considerations of probabilistic nature, and can be thought, to some extent, 
to build a sate of prior information. 
5.3 Incorporating Prior Information Directly in the Model 
Grouping Constraints 
Grouping constraints methods (GCM) are used in situations when regions of the object are 
known to present the same conductivity. Image elements belonging to the same grouping 
region are constrained to have the same value. This situation is typical in medical imaging, 
where elements belonging to the same organ exhibit the same electrical properties (if the 
organ is uniform or assumed so). Anatomical information can be exploited to designate the 
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grouping regions appropriately. In [109J a FE mesh of the human thorax W8.'i created using 
known structural information. Five different areas were identified to represent different 
organs. The images reconstructed with this anatomically constrained mesh exhibitecl 
changes of lung resistivity related to the breathing cycle. A similar approach was followecl 
in [llOJ. 
With the GCM the reconstruction is formulated 8.'l an unregularised LS problem, where 
the resistivity values of the few anatomical regions are fitted to the data. Regularisation is 
not needed 8.'l the constrained regions are usually sufficiently large to guarantee sufficient. 
sensitivity (large singular values in the linearised forward operator). The inverse problem 
is therefore relatively well-posed. 
In [111] mean values and covariance of the conductivity values of the constrained 
regions were assumed to be known, as well as the statistics of the measurement errors. An 
approach called statistically constrained minimum mean square error estimator (MiM8EE) 
was adopted, with improved results over the traditional L8 approach. 
The introduction of grouping constraints and of prior statistics reduces the ill-posedness 
of the inverse problems and achieves better quantitative results over traditional methods 
[109J [llOJ [111 J. The major disadvantages in grouping image elements on the basis of known 
anatomy are that the shape of the organs is not allowed to change during their physiological 
activity and, secondly, that the reconstruction is completely bi8.'led to produce results 
conforming to the prior information. 
Basis Constraints 
Vauhkonen [112] proposed the basis constraints method (BCM) in order to overcome par-
tially the limitations of the GeM method. The BCM works by estimating the conductivity 
distribution as a linear combination of specially constructed basis functions 
s 
(7' = Lf-LiWi 
i=l 
(5.1 ) 
where f-Li are appropriate weights and Wl,.··, Ws are orthonormal basis functions. These 
basis functions are built in such a way to be the principal eigenvectors of a representative 
ensemble of possible conductivity distributions. Vauhkonen built an ensemble of 81 pos-
sible thoracic conductivity distributions, using anatomical information from MRI scans, 
and conductivity values from standard medical tables. The ensemble distributions arose 
from the combination of nine different states of the heart and lungs. Each state repre-
sented, respectively, a different stage during the cardiac and breathing cycle, and was 
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characterised by a particular value of resistivity and shape of the organ. In such a way the 
basis functions that he used span both changes in conductivity values and in shape that 
occur during the physiological activity. Vauhkonen was able to show that changes in the 
reconstructed conductivity values were closely related to air and blood volume changes 
occurring during inspiration and breath holding of a subject. 
The BCM method overcomes the problem associated with shape change during a phys-
iological cycle, which was not described by the GCM. The BCM method suffers however, 
as the GCM does, from a "hard" bias toward a possible set of reconstructed images. 
5.4 Prior Information via Tikhonov Regularisation 
A major problem of methods that act directly on model parameters is that they enforce 
"hard" priors, in the sense that the inverse solution is constrained to belong necessarily 
to a subspace of the model space M. If the imaged object does not conform to the 
prior information misleading results are obtained. Recent methods for incorporating prior 
information [83] [84] [85] [35] do so via Tikhonov regularisation. Recalling (3.4) the ElT 
inverse solution is formulated as 
U rec = argmin Ilh(u) - dl12 + Q F(u) (5.2) 
The role of the regularisation functional is to penalise solutions that according to some 
prior knowledge are unlikely. The solution is "pushed" towards N(F) by the penalising 
effect of the regularisation functional. The approach is to build F is such a way that N(F) 
spans a particular subspace of M in which the solution is believed to lie according to the 
prior information. The enforcement of such prior information is "soft" as the conformity 
to the prior knowledge can be controlled via the parameter Q and via the structure of 
F(u). 
As mentioned, the regularisation functional in (5.2) assumes usually the form F(u) = 
11 Lu 112. Methods for incorporating prior information into regularisation therefore build 
appropriate matrices L according to the priors. 
Subspace Regularisation Method 
The Subspace Regularisation Method [112] [83] (SSRM) was introduced by Vauhkonen to 
overcome the "hard" prior bias of BCM. Suppose that some basis vectors Wl, ... , W shave 
been built, for example, by computing the principal vectors of a representative ensemble 
as for BCM. These vectors will span the subspace of the model parameters Sw E M in 
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which the solution is expected to lie. Vauhkonen suggests calculating a regularisation 
matrix whose null space is Sw in the following way 
L=I-WWT (5.3) 
where W is the matrix holding the vectors Wt, ... , Ws as columns and I is the identity 
matrix. In [112] [83] it was shown that SSRM reconstructions are more robust in the pres-
ence of noise than reconstructions using traditional regularisation matrices L. Secondly, 
it was shown that the SSRM method is capable of recom,tructing conductivity profiles 
that do not conform to the prior information, in other words that the prior information is 
"soft" . 
Anisotropic regularisation 
Anisotropic regularisation is a technique that can be used to incorporate prior information 
in situations where steep variations in conductivity are expected, but the localisation of 
them is only roughly known. Typical examples of this situation arise in medical imaging, 
where the shape of each organ is know from the anatomy, but it will vary to some extent 
from patient to patient. The non perfect knowledge of an organ's shape can arise also 
from physiological activity: the shape of the organ will change during time as it will con-
tract or expand. The anisotropic regularisation works by formulating the reconstruction 
as a traditional Tikhonov regularisation and by using a regularisation matrix L that pe-
nalises conductivity variations according to their direction. The smoothness constraints 
are relaxed along the the direction of the expected changes, allowing faster transitions 
in this direction while preserving the necessary smoothness tangentially. Kaipio [84] ha.'l 
shown that when localisation of the structures is not exactly known such relaxation can 
be performed on a whole region of the image, maintaining a sufficient regularisation effect 
but allowing rapid variations in the anticipated directions. In his work Kaipio proposes a 
way of constructing anisotropic regularisation functionals for a piece-wise linear 2D FEM 
forward model. As the conductivity is linear on each element, the partial derivatives of 
the conductivity are expressed as functions of the nodal values of the variable. The re-
construction then penalizes the conductivity variations differently, according to the local 
direction of the expected changes. Kaipio showed, through numerical simulations, that by 
using anisotropic regularisation techniques it is possible to reconstruct with good accuracy 
the high impedance step presented by the skull with respect to the surrounding matter. 
In the next sections anisotropic regularisation is discussed in more detail and a method 
for construction Gaussian anisotropic regularisation filters for a piece-wise constant 2D 
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FEM forward model is presented. The method is introduced by firstly considering the 
isotropic Gaussian regularisation and its relation to statistical inversion, and then by in-
troducing the anisotropic Gaussian regularisation on the basis of statistical considerations. 
5.5 Isotropic Gaussian Regularisation 
As introduced in Chapter 2 the £2- norm Tikhonov regularised inveniion is intimately 
related to Gaussian hypothesis on the measurement errors and prior informat.ion distribu-
tions. Recalling (2.32), the MAP inverse solution with such assumptions is 
UMAP = argmin [(h(u) - d)fCvl(h(u) - d)+ 
(5.4) 
where Cv and Cu are the covariances of the measurement noise and of the conductivity. 
Formally, the Tikhonov solution of the inverse problem (5.2) is identical to the MAP 
approach when Ci} = I, LT L ex: Co.1 and Uo is a prior estimate of u. As already 
mentioned the choice of L is in such a way connected to the statistical information 011 u. 
The properties of Cu reflect the prior knowledge of the system under measlU'ement. 
The diagonal elements of the matrix represent the variance of each element in the im-
age, the off-diagonal elements of the matrix are a function of the correlation r between 
elements of the image CUij = ry'Cuii CUjj' It is therefore possible to enviHage the pos-
sibility of constructing CUI on the basis of the structural knowledge of the syst.em under 
measurement, and of using a regularisation matrix L such that LT L ex: CUI. 
The latter approach, LT L ex: CUI, has been considered by Adler et al. [88], even 
though the authors finally assumed just the implicit information that a limited resolution 
is achieved by ElT. They therefore used a covariance matrix that allowed some correlation 
between neighbouring image elements. The authors observed that the inversion of such 
covariance matrix was ill-posed and thus numerically unstable. Noting that the covariance 
matrix has the structure of a low-pass filter, the solution they proposed is to use a Gaussian 
high-pass filter to represent its inverse. For the 2D case, the frequency respomie of the 
filt.er with a spatial frequency of Wo is 
(5.5) 
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with the following convolution kernel 
(5.6) 
A regularisation matrix L that approximates the filter can be found by expressing the 
filtered value a of the continuous conductivity a at the mid-point coordinates Xi,:th of the 
i- th element of the image 
a(Xi, yd = g(x, y) * a(x, y)lx=x"y=y, (5.7) 
and assigning the value at the mid-point to the discrete conductivity 
iTi = J g(Xi - X, Yi - y)a(x, y) dx dy (5.8) 
The integration can be carried out on the single elements Ej of a mesh, after uringing the 
piece-wise constant conductivity (such is the representation used by the forward model) 
out of the integration 
(5.9) 
the filtered conductivity can be expressed as iT = L (7 with the following definition for L 
Lij = r g(Xi - X,Yi - y) dxdy JE; 
5.6 Anisotropic Gaussian Smoothing 
(5.10) 
The statistical interpretation of the matrix L sets the basis for incorporation of prior 
structural information into regularisation. In their study, Adler et. al., however did not 
assume this information and used an isotropic Gaussian filter in order to mimic CO-I. 
Nevertheless their proposed method inspired the use of an anisotropic Gaussian kernel 
that we adopt in this study for exploiting the anatomical priors, which are, in the medical 
imaging context, the equivalent of the structural information. 
We now consider the problem for which we propose a method by examining the situ-
ation presented in Figure 5.1. Assume that a body n has an inclusion nine that presents 
a different conductivity from the surrounding body. The shape of the inclusion is not 
precisely known, but it is bounded by rh and /31. The boundary a nine of the ohject is as-
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Figure 5.1: An object n has an inclusion nine with a different conductivity (gray area). T he 
contour of the inclusion is bounded by (3 l and (32 and is expect d to follow approximately 
the bounding profil es . In order to exploit the structural information, the smoothing filt; r 
weights (represented by crosses) should be anisotropic in the region bounded by the two (3 
curves, allowing for a faster variation of the conductivity in the direction of the expected 
changes. 
sumed to follow approximately the bounding curves . An organ expanding and contracting 
during its physiological act ivity could be an example of the depicted situation . 
The region enclosed between the two bounding curves (3, which w lab I n change, i 
where the expected conductivity discontinuity wi ll occur . The object ive is to relax the 
smoothing constraints in the region n ehange along the direction normal to the line of 
changes, that has yet to be defined . The tangential smoothing can be maintained , expect-
ing the changes to be orthogonal to that direction. 
We therefore propose to use the anisotropic Gaussian kernel that is obtained by trans-
forming (5.6) 
(5.11) 
where nand t are the tangent ial and normal directions of t he expected changes in the 
conductivity. Such a kernel would separate the control of the smoothing along nand t 
by varying the parameters Wn and Wt · From a statistical point of view this i, equivalent 
to assuming that the image elements are less correlated in the direction of the expected 
changes. 
Theoretically the use of such a filter is straightforward ; in pract ice the problem is 
to find a way of calculating the system of coordinates (n, t) given the g ometry of the 
domains. The normal and tangential directions need to be defined somehow in the region 
n change , in order to make the use of the Gaussian anisotropic kernel possible. 
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5.7 Finding Normal and Tangential Coordinates 
The problem of finding the normal and tangential coordinates can be solved naturally with 
a system of harmonic coordinates. The intention is to find a system of coordinates where 
in Ochange 
The solution we propose is to find (n, i) satisfying (5.12-5.14) by solving a PDE. 
Solving V' 2n = 0 over 1tchange with the following Dirichlet boundary conditions 
n=1 
n=O 
(5.12) 
(5.13) 
(5.14) 
(5.15) 
gives a solution n defined over all the domain 1tchange that can be regarded as one of the 
coordinates of the system (n, t). Points with n = 0 will lie on /32, points with n = 1 will lie 
on (31' The vector n == V' n is orthogonal to (31 for n = 1 and orthogonal to /32 for n = O. 
Therefore n satisfies (5.12) and (5.13). Now assume a crack in the domain Ochange as 
illustrated in Figure 5.2, and that V'2t = 0 is solved over Ochange with Dirichlet boundary 
conditions 
t=O 
t = 1 
on one side of the crack. 
on the other side of the crack. 
(5.16) 
and Neumann conditions (at/an = 0) on /31 and /32. The solutions nand t will form 
a system of harmonic coordinates. The level sets of t are distributed radially on the 
domain 1tchange, giving a vector i == Vt that is orthogonal to n on it, satisfying (5.14). 
The coordinate change (x, y) --- (n, t) maps the cracked domain Ochange to the rectangle 
[0 1] x [0 1] in JR2 . The coordinates (n, t) can therefore be used to carrying out the 
integration of the kernel (5.11) producing an anisotropic weighting matrix L. 
5.8 Comments on Calculation of L 
The idea of solving a PDE for the calculation of (n, t) was based on the opportunity of 
relying mostly on the forward solver for the task. In electrical impedance tomography the 
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Figure 5.2: Calculation of the normal and tangential coordinates solving the Laplace 
equation over the domain nchange with opportune boundary conditions. The solutions n 
and t form a system of harmonic coordinates (n, t) that maps the cracked domain nchange 
to a rectangle. 
forward algorithm solves 
V'. aV'u = 0 (5.17) 
where u is the electric potential. It is sufficient to set a to a constant value in (5.17) 
order to enable the forward solver to solve the Laplace equation. The calculation of (n, t) 
requires to solve the Laplace equation twice, with two different sets of boundary conditions. 
In the following the details of the numerical procedure are briefly explained. 
5.8.1 Calculation of n 
The calculation of n requires the solution of the Laplace equation over nchange with Dirich-
let boundary conditions on fh and {32. In order to achieve this, the numerical procedure 
uses the following steps: 
• The FEM system matrix for the whole mesh of the domain n is assembled, setting 
the conductivity of each element to a constant value (eg. 1). The calculation of the 
FEM matrix is achieved making use of the forward solver. As the forward solver 
normally implements boundary conditions that simulate the presence of electrodes, 
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slight modifications are needed. Referring to Chapter 4, with the notation introduced 
for (4.32), the system matrix Y is calculated as Y = Y', with Y' of Equation (4.34a) 
• The system matrix Y is modified in order to apply Dirichlet boundary conditions: 
for each node belonging to /31 or /32 the corresponding row and colullln of Y are set 
to 0, the diagonal elements of Y corresponding to those nodes are set to 1. 
• The right hand side vector, that with the notation of Chapter 4 we label c, is created 
with all zero elements except for those elements corresponding to the nodes on /11 , 
which are set to 1 (Dirichlet condition n = 1). 
• The linear system Yn = c is solved, and the unknowns vector n, restricted to the 
domain Ochange, represents the value of n on such domain. 
5.8.2 Calculation of t 
The calculation of t is slightly more complicated than that of n as Dirichlet boundary 
conditions need to be applied on the crack of the domain Ochange and Neumann boundary 
conditions need to be applied to the boundaries /31 and /32. In order to achieve this, the 
domain Ochange needs to be "cut out" from the whole domain 0, in such a way that the 
condition atl an = 0 is naturally applied on /31 and /32. Then the Dirichlet conditions can 
be applied to the crack. The numerical procedure uses the following steps: 
• In order to "cut out" the sub domain Ochange from 0, the submesh of elements be-
longing to Ochange need to be identified, and a reduced system matrix calculated just 
for the elements of the submesh. In order to identify a list of the elements belonging 
to Ochange a numerical trick is used, based on the following consideration: 
The previously calculated solution n is constant on the inside of /31 and on the outside 
of /32, the nodal values are in fact identically 1 in the inside of /31 and identically 0 on 
the outside of /32, Elements belonging to Ochange can be identified therefore by the 
fact that '\In =I O. This is achieved numerically by searching the vector Gxn + Gyn 
for elements that are greater than a small positive constant (eg. 1 x 10-6 ), where 
Gx and Gy are the gradient operators defined in (4.36) and already available to the 
forward solver. The output of this procedure is therefore the list of mesh elements 
belonging to Ochange. 
• A submesh for the domain Ochange is built from the list of elements identified with 
the previous procedure. The mesh represents the domain Ochangl" "cut out" from O. 
• The crack is practiced to the submesh. 
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• The routines of the forward solver are used to calculate the reduced system matrix 
Ychange for the submesh. This task is achieved in the same manner as in 5.8.1 (i.e. 
Ychange = Y;hange' where Y;hange is computed with an arbitrary constant value of 
cond ucti vi ty). 
• The system matrix Ychange is modified in order to apply Dirichlet boundary concli-
tions: for each node belonging crack the corresponding row and column of Ychange 
are set to 0, the diagonal elements of Ychange corresponding to those nodes are set to 
1. 
• The right hand side vector, that with the notation of Chapter 4 we label c, is created 
with all zero elements except for those elements corresponding to the nodes on one 
side of the crack, which are set to 1 (Dirichlet condition t = 1). 
• The linear system Yt = c is solved, and the unknowns vector t, represents the value 
of t on Ochange' 
An algorithm for the calculation of (n, t) has been developed in the MATLAB envi-
ronment and integrated with the routines currently in use for the forward solution. The 
algorithm presupposes that a FEM mesh matching the external and internal boundaries of 
the object to be imaged has been produced. The user describes the structural information 
by selecting on the screen the nodes on (31, (32 and on the crack. The algorithm computes 
(n, t) with the aforementioned procedures. Given the two spatial frequencies Wn and Wt, 
it then calculates the anisotropic regularisation matrix L. 
For each finite element Ei belonging to the domain Ochange the corresponding row 
of Li is calculated by integrating (5.11), while for the rest of the elements the isotropic 
kernel (5.6) is used. As it happens that the convolution kernels do not decay completely 
to zero on the integration domain, the sum over rows of L is not equal to zero. Uniform 
conductivity regions would therefore raise the response of the filter. In order to prevent 
this, the diagonal elements of L have been set to be equal to the negative sum of the 
remaining elements on the same row. In such a way a uniform conductivity distribution is 
orthogonal to L. The alteration is equivalent to assuming a flat prolongation of the image 
outside the domain of integration. 
5.9 Simulations 
In this section we compare reconstructions using prior information, in the form of anisotropic 
smoothing, and traditional reconstructions using Gaussian isotropic smoothing. A numer-
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Figure 5.3: Setup of the simulated experiment: round object with a square inclusion, 
definition of the domains and dimensions in cm. Generated mesh, boundari s and crack 
are shown in thick line . 
ical experiment involving a square inclusion embedded in a round object was set up. The 
experiment has no physiological meaning but allows easy visual com pari 'on of the re-
constructed profiles with respect to the original conductivity distribu t ion, secondly the 
square object was chosen because of its sharp corners, that are a challenge for traditional 
regularised solutions. The numerical imulation a llowed us to compare anisotropic and 
isotropic regularisation techniques, and to find some interest ing resul ts on the effect of the 
prior informat ion on the regularisation. 
5.9.1 Setup of the Experiment 
The numerical experiment was set up as illustrated in Figure S.3a. An outer round object 
with a diameter of 30 cm is expected to contain a square shaped inclusion with a different 
conductivi ty. The dimensions of the inclusion can vary, the side of the anomaly can rang 
from 8 cm to 16 cm. 
A me'h of 798 triangular elements, shown in Figure 5.3b, was used for the inver:e 
computations. The mesh matches the internal boundaries /31 and /32 in order to allow 
the calculation of (n, t) with the PDE method. The forward solver uses a finer mesh for 
calculat ing the electric potential, attaining higher accuracy in the forward solutions. The 
fin er mesh was obtained from an adaptive refinement of the first mesh , result ing in 6346 
elements. The me h was used also for the generation of the test cond uctivity profiles of 
the simulat ions. T he inclusions of the test profiles were generated not coincide wi th the 
discretisation of the coarse mesh , as this would be not representative of a real situat ion. 
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Figure 5.4: Level sets of (n, t). On the left part, the plot shows the level sets of (n, t) 
calculated by means of unsign the list of nodes on /31 and /32. In this case the level sets 
of n are rounded, far from the two boundaries they follow loosely the anticipated shape. 
On the right part, the plot shows the level sets of (n, t) calculated using an additional 
set of nodes, selected halfway between /31 and f32 (as the mesh is concentric in the region 
nchange)' The algorithm for the calculation of n has been applied twice: once between /31 
and the halfway set of nodes, and then between the halfway set of nodes and (32. The 
arrangement allows the level sets of n to more closely describe the prior information. 
The disposition of the electrodes resembles the hybrid arrangement of the OXBACT In 
tomograph, with 32 electrodes for voltage measurements, and 32 for current injection. The 
simulations were performed applying the first 31 trigonometric patterns to the object, as 
this resembles the typical OXBACT In experiment, and enhances the sensitivity of the 
measurements to conductivity changes in the inner part of the object. 
5.9.2 Reconstructions - Correct Prior Information 
A first test conductivity profile matching the expected structure was used to compare the 
reconstructions with and without prior information. In the simulations, the conductivity 
of the surrounding circular object was set to 1 n· cm, and an 11 cm square inclusion, 
with conductivity 0.7 n . cm, was generated, as shown in Figure 5.5a. 
For the reconstructions, trigonometric current patterns were used and the resulting 
measurements were calculated with a forward solver implementing the complete electrode 
model. A Gaussian white noise with zero mean and a standard deviation of 0.1% of 
the voltage range was added to the measurements to simulate instrument noise [25] . The 
reconstruction is solved iteratively, starting from a homogeneous conductivity that best fits 
the data. The first four steps of the algorithm were performed, as no further improvement 
in the reconstructed profile was noticed prolonging the iterations. In Figure 5.5b and 5.5c 
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respectively, the isotropic and anisotropic reconstructed conductivities are shown. Several 
values of the ratio wn/Wt were used; a high ratio produces an image conforming strongly 
with the prior information, while a low ratio is close to conventional Gaussian smoothing. 
An anisotropy of 2.5 was found to be a good compromise for these experiments. 
Figure 5.4 shows the level sets resulting from the calculation of the anisotropic flit!'!'. 
Far from the boundaries (31 and (32 the level sets of n follow the square shape loosely, as 
shown on the left part of the figure. The concentric structure that the mesh shows in the 
region nchange was used to improve the fidelity of the level sets to the prior information. 
By applying the algorithm for the calculation of n twice: once to (31 and to a set of mesh 
nodes halfway between {31 and {32, and the then to the latter set of nodes and to {12, the 
level sets can be forced to describe the prior information more closely, as shown in the 
right part of the figure. This arrangement was used in the simulat.ions, as this improves 
the description of the corners of the square inclusion. The overall effect however depends 
both from the shape of the level sets, and from the discrete nature of the filter, which is 
calculated by integration on the mesh. 
As expected, in the reconstructions, the isotropic solution smooths the lateral db-
continuities of the square inclusion and rounds off the corners. The anisotropic solut.ion, 
incorporating the prior information, estimates the square shape of the detected object 
more accurately. In Figure 5.6a and 5.6b cross sections of the true and reconstructed con-
ductivities are shown for an easier quantitative comparison. Figure 5.6a illustrates a cross 
section along the x axis. The anisotropic solution follows the sharp transitions and settles 
closer to the correct value in the centre of the object than the isotropic one. The effect 
is more evident in Figure 5.6b. where the cross section is cut on the 45° diagonal, cross-
ing the corners of the inclusion. The discontinuity of the corners is even more difficult to 
describe for isotropic smoothing, resulting in a larger difference in the two reconstructions. 
5.9.3 Reconstructions - Incorrect Prior Information 
The risk in using prior information in the reconstruction process is to bias the solution 
toward the assumed distribution, and to miss inclusions that do not respect the prior 
assumptions. 
In this section are presented reconstructions comparing the two methods in the case 
where the priors are incorrect. Figure 5.7a shows the test conductivity to be reconstructed. 
The inclusion is a rectangular object with the lateral edges orthogonal to the direction 
assumed for the conductivity changes in nchange. The object therefore violates the prior 
information assumed by the regularisation. The conductivity values for this test are again 
1 n· cm for the embedding object and 0.7 n . cm for the inclusion. In Figure 5.7b and 
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5.7c, the isotropic and anisotropic reconstructions are shown. Both reconstructions were 
performed with the same parameters ( 0:, Wn , Wt ) as the ones used for the results of Figure 
5.5, and the same level of noise. The anisotropic solution detects the anomaly and locates 
it correctly. Some fake responses are however triggered in the Ochange region, resulting in 
a poorer performance when compared to the isotropic reconstruction. 
5.10 GSVD Analysis 
As mentioned in Chapter 2, the linearised inverse problem 
(5.18) 
is said to be in standard form when the regularisation matrix £ is equal to the identity. For 
such a case, or when £ is a diagonal matrix, the inverse solution can be studied by means 
of SVD analysis. For the general case, when £ is a full matrix, there are two possible 
methods that allow similar characterisation of the inverse solution. The first method is to 
use transformations to standard form, and the second is to use GSVD analysis [43J. 
For the simple case where £ is square and invertible the transformation to standard 
form is straightforward: by choosing] = J£-1 and (j = £0' and cl = d, (5.18) is 
transformed to 
(5.19) 
which can be analysed via SVD, and the results transformed back as 0' = £ -1 (j. The 
matrix £ can be understood to define simply a different norm for weighting the conduc-
tivity vector u, and the transformation to standard form to be a method of transforming 
a problem regularised in such norm to a problem regularised in the traditional £2 norm. 
The GSVD decomposition allows study of the problem (5.18) in the generic case where 
£ is rectangular (although transformation methods exist also for this case [43]). The 
generalised decomposition can be applied therefore to the Gaussian filter. The matrices 
J E IRffixn and £ E IRPxn (where p is the number of "regularisation constraints", p = n in 
the Gaussian case) are then decomposed as 
(5.20) 
where r = rank(£), U E jRffixn, V E IRPxp and X E IRnxn. The matrices U and V have 
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orthonormal columns and X is non singular, A and M are diagonal matrices E IRpxp, 
A = diag(A1, ... ,Ap) and M = diag(/11, ... ,/1p) with 
1 2: Al 2: ... 2: Ar > Ar+ 1 = ... = 0, O:S /11 :s ... :s /11' :s 1 (5.21 ) 
and 
(5.22) 
The generalized singular values are defined as li = Ad ILi for i = 1 ... r, they appear in 
non-increasing order: 
11 2: 12 2: .. , 2: 1,'-1 2: Ir > 0 (5.23) 
Using this decomposition the regularised solutions to the linear bed problem (5.18) can he 
expressed as 
~ IT (u;od) ~ T 
OU rec = L 2 2 A. Xi + L (Ui od) Xi /+0: l i=l l i=r+ 1 
(5.24) 
Similar conclusions can be drawn from (5.24) to those from the SVD analysis. The gen-
eralized singular values Ai show the ill-posedness of the problem by rapidly decaying to 
zero for increasing i. The term IT I(rT + 0: 2 ) should therefore tend to zero with sufficient 
rapidity to prevent the first term at the right hand side of (5.24) from diverging. The 
matrix pair (J, L) is therefore understood to regularise the inversion in a similar fashion 
to (J, I): by damping the content of the singular vectors (SV) for which the corresponding 
singular values are too small. 
When anisotropic filtering is adopted, we have found interesting changes in the struc-
ture that the singular vectors assume. Typically the singular vectors associated with 
bigger singular values are smooth; they have components only in the lower part of the 
spectrum of spatial frequencies and do not present discontinuities. The GSVD analysis 
of the pair (J, L) revealed that with the anisotropic Gaussian filter the structure of the 
singular vectors changes. 
Figure 5.8a illustrates the second SV for the isotropic Gaussian filter, which is a vertical 
gradient as usually happens for traditional choices of L. The corresponding vector for the 
anisotropic Gaussian filter is shown if Figure 5.8b. The plot of t.he singular vector presents 
null region corresponding to the area delimited by f32. The singular vector appears t.o span 
only changes in the outer region of the image, to carry information decorrelated from the 
area of prior information. Figure 5.9 shows the 14th, 42nd, 108th and 13pt singular vectors 
for the anisotropic case. The structural prior information appears to having been embed-
ded in the SVs, modifying the smooth structure that one would expect otherwise. Some 
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of the vectors Xi decouple the information relative to the inclusion froUl the background 
by spanning only particular regions of the image. The non-smooth properties of t.he lower 
SVs allow the reconstruction to describe inclusions matching the prior information, as 
explained in more detail via spectral analysis in the next section. 
5.11 Spectral Analysis 
As with the SVD decomposition, it is possible to express a given conductivity distribut.ion 
(1' as a linear combination of the singular vectors Xi 
n 
(1' = L WiXi 
i=l 
(5.25) 
The Wi are said to be the spectral coefficients of (1'. The actual calculation of the coeffi-
cients differs from the standard SVD case in that Xi are not orthogonal hut just. linearly 
independent. The first. r spectral coefficients Wi can be calculat.ed as 
since the vectors Xi are LT L orthogonal for i = 1, ... , r, and (Xi, Xj) L = 0 for i = 
1 ... r , j = r + 1 ... n. 
The remaining coefficients can be calculated as 
Wi=((1',Xi)J i=r+l, ... ,n (5.27) 
since the last n - r columns of X are JT J orthogonal and (Xi, Xj) J = 0 for i = 1 ... r , j = 
r + 1 .. . n. 
Traditionally, the lower singular vectors are smooth and the higher one::; are oscillatory. 
Smooth conductivity distributions will therefore have components in the lower part of the 
spectrum and vice versa. In this sense the decomposition (5.25) is similar to a Fourier 
analysis of (1'. 
As introduced earlier, the regularisation dampens the contribution of the higher singu-
lar vectors in the image. For a given conductivity distribution (1', the higher the spectral 
content, the more the reconstructed image will suffer from the dampening. Thus, an im-
age with sharp changes, having significant components in the higher part of the spectrum, 
will be heavily smoothed. However, when anisotropic filtering is used, the lower singu-
lar vectors are able to span certain sharp transitions, shifting the corresponding compo-
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11 iso Xi ani so Xi 
I ~~ 11 273 11 38 64 
Table 5.1: Number of singular vectors required to describe a test conductivity within 0.04 
error. 
nents downwards in the spectrum. These conductivity patterns will therefore survive the 
smoothing effect of the regularisation. 
The spectral shifting property was verified by expanding the test conductivity of Figure 
5.5a in its spectral coefficients, using the singular vectors derived both from the isotropic 
and anisotropic filters. The singular vectors span the conductivity space of the mesh 
used for the inverse calculations. The test conductivity, defined on a finer mesh, was 
therefore projected onto this mesh. The distribution of the spectral energy was compared 
by truncating the two expansions at an index k for which 
11 L:7=1 Wi Xi - 0'11 < 0 04 
110'11 . (5.28) 
the value of 0.04 was chosen by visual inspection as a threshold that would guarantee a 
good approximation to the original image. The results are shown in the first row of Tahle 
5.1 labelled 0'1' The lower 273 singular vectors are needed to describe the conductivity 
0'1 within 4% error, if isotropic filtering is used. The same conductivity is spanned within 
the same error by the lower 11 singular vectors in the anisotropic case. The non-smooth 
nature of the SVs deriving from the anisotropic filter can thus describe a sharp conductivity 
profile with a smaller spectral content, resulting in less smoothing from the regularbation 
as shown by the reconstructions. The conductivity 0'1 matches the prior information used 
for setting up the matrix L and for calculating the corresponding singular vectors. For 
this reason the sharp changes in 0'1 are spanned by the lower SVs. 
The same experiment was repeated for the test conductivity of Figure 5.7a; the results 
are reported in the second row of Table 1, labelled (72. In this case the situation differs, 64 
singular vectors are needed to span the image within the 4% error in the anisotropic case, 
versus 38 for the isotropic regularisation. The conductivity (72 does not match the prior 
information, it isn't spanned by the lower singular vectors, resulting in a slightly worse 
spectral distribution. 
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5.12 Discussion 
In the present chapter a novel method for using structural prior information in ElT image 
reconstruction has been proposed. The method is based on considerations of statistic 
nature as an extension of the traditional Gaussian regularisation techniques. The approach 
is to enhance the reconstructions of sharp conductivity variations by illcorporating the 
structural information into the Tikhonov regularisation functional. The effectiveness of 
the approach has been positively compared to the use of isotropic functionals by means 
of simulations. The simulations show that the sharpness and quantitative eHtimation of 
the conductivity are enhanced when the experiment matches the prior information. Oil 
the other hand, with a careful selection of the regularisation parameters, the algorithm 
was able to detect a contrast that violated the prior assumptions. In the simlllations the 
regularisation parameter was chosen by visual inspection. If needed, common methods 
for the choice of the parameter, as the L-curve method, the Discrepancy Principle or the 
Generalised Cross Validation could be used. Alternatively, from the strict Bayesian point 
of view, the regularisation parameter should be chosen according to the prior statistics, 
by imposing that et LT L = Ca.!· 
In our view the present work contributes in three different respects to the field of 
anisotropic regularisation: the use of anisotropic Gaussian filten; b proposed, a method 
for the calculation of the regularisation matrix L is proposed, the regularised problem 
is analysed via GSVD decomposition and some interesting aspects are highlighted. The 
use anisotropic Gaussian smoothing is a contribution of general validity, and a natural 
extension of the isotropic equivalent. The use of such regularisation filters is believed to 
be useful for forward models that assume the conductivity to be piece-wise linear. As 
with such a representation of the conductivity the partial derivatives of are not readily 
available, the Gaussian filter achieves directional properties by weighting opportunely 
neighbouring elements, allowing the use of structural prior information. Regarding the 
method we propose for the calculation of L, we believe it to be best suited for objects 
with a relatively simple contour, and of reasonably large dimensions compared to the mesh 
size. Both the calculation of the normal and tangential coordinates and the effect of the 
filter are independent from discretisation if the mesh elements are small compared to the 
details of the prior structures. Regarding the analysis of the effect of anisotropic filtering 
on the regularisation, some interesting modifications to the structure of the generalised 
singular vectors were found. The capability of the reconstruction method of describing 
steep conductivity variations is explained in terms of such analysis. 
In this work only the 2D dimensional case was studied. As a concluding remark, the 
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extension to 3D is briefly discussed here. The extension of the Gaussian filter to the three 
dimensional case is straightforward, the integration of the kernel (5.11) should be carried 
out on the volume elements. The calculation of a system of coordinates for such integration 
(one normal and two tangentials to the surfaces) is instead complicated by the fact that 
a system of harmonic coordinates cannot be found with the method we propose for 2D. 
In the 3D setting the curves {31 and f32 would be two surfaces. One possibility could be to 
find the normal coordinate by solving again the Laplace equation with Dirichlet boundary 
conditions on the two surfaces. The other two coordinates, both ortho?;onal to tiw first 
one, could be found by choosing an arbitrary system of coordinates on, for example, (h 
and mapping it onto {31 through Ochange following the streamlines of the field used for the 
calculation of t. On all the region Ochange and on {31 and {32 those two new coordinates 
would be orthogonal to the tangential coordinate as required. 
The choice of the initial system of coordinates on f32 is not straightforward. For simple 
topologies polar coordinates could be projected from a sphere onto {32. 
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a) 
b) c) 
Figure 5.5: Comparisons of isotropic and anisotropic priors. a) Test conductivi ty profile. 
b) Reconstruction with Gaussian isotropic smoothing of the 10 cm square inclusion. c) 
Reconstruction using a Gaussian anisotropic filter 
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Figure 5.6: Cross sections of the reconstructions. The thick line represents the true con-
ductivity, the dashed line the anisotropic reconstruction and the dotted line the isotropic 
one. a) Cross section along the horizontal axis. b) Cross section along the 45° diagonal. 
Chapte r 5 . Anisotropic Regularisation 93 
D 
a) 
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b) c) 
Figure 5. 7: Inclu ion violating the priors. a) A rectangular inclusion cros es the region 
O change , the prior assumptions are violated, the lateral borders of the inclusion are or-
thogonal to t he expected direction. b) Isotropic reconstruction of the conductivity. c) 
Anisotropic reconstruction of the same conductivity. 
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a) b) 
Figure 5.8: a) Second singular vector calcula ted with the Gau sian isotropi matrix L . b) 
Second singular vector in the Gaussian anisotropic case. 
a) b) 
c) d) 
Figure 5.9: Generalized singular vectors (14th, 42nd , 108 t", 131 st) calcula t d with t he 
Gaussian anisotropic mat rix L. 
Chapter 6 
Total Variation Regularisation 
6.1 Introduction 
The present chapter is dedicated to introduction of the Total Variation (TV) regularisation 
techniques. The Total Variation functional is assuming an important role in the regular-
isation of inverse problems belonging to many disciplines, after its first introduction by 
Rudin, Osher and Fatemi (1992) [113J in the image restoration context. The use of such 
a functional as a regularisation penalty term allows the reconstruction of discontinuous 
profiles. As this is a desirable property, the method is gaining popularity. The aim of 
the present chapter is to motivate the use of such functional by illustrating the properties 
of TV regularisation. Such properties are illustrated in the context of inver::;c problems 
deriving from image restoration/denoising applications. At the beginning of the chapter 
the TV functional is defined and its main properties introduced. As the functional will be 
used as a penalty term, the class of functions that increase the value of the TV is defined. 
In the following of the chapter the problem of denoising a "blocky" image perturbed by a 
high-frequency noise is discussed. The aim of such discussion is to show the different regu-
larisation properties of TV and of traditional C2--norm functionals. Numerical experiments 
show how the sharp features of the original image are retained by the TV regularisation, 
and how the C2-norm regularisation smooths the recovered image. 
At the end of the chapter the some numerical difficulties associated with TV regu-
larisation are highlighted, with particular regard to non-differentiability. Methods for 
addressing such numerical difficulties and the application of TV regularisation to the ElT 
inverse problem are discussed in the next chapter. 
95 
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6.2 Total Variation Functional 
Total variation measures the total amplitude of the oscillations of a function. For a 
differentiable function 1 : ne JRd --+ JR, with d = 1,2,3 the total variation is [114] 
TV(f) = In IV'/I (6.1) 
The definition can be extended to non-differentiable functions [115] as: 
TV(f) = sup r 1 div iJ 
vEV lo. 
where V is the space of Cl (n; JRd) functions that vanish on an and 111711n ::; 1. 
(6.2) 
As the TV functional measures the variations of a function over its domain, it can 
be understood to be effective at reducing oscillations in the inverted profile, if used as a 
penalty term. The same properties apply however to £2 regularisation functionals. The 
important difference is that the class of functions with bounded total variation also includes 
discontinuous functions, which makes the TV particularly attractive for the regularisation 
of non-smooth profiles. The following one-dimensional example illustrates the acivantagp 
of using the TV against a quadratic functional in non-smooth contexts 
Let F = {f : [0,1] --+ JR, I 1(0) = a, 1(1) = b}, we have 
• min Jd 1J'(x)ldx is achieved by any monotonic function, including discontinuous 
JEF 
ones . 
• min Jd (f'(x) )2dx is achieved only by the straight line connecting the points (0, a) (1, b). 
JEF 
Figure 6.1 shows three possible functions h,/2,h in F. All of them have the same 
total variation, including h which is discontinuous. Only h however minimises the HI 
semi-norm 
( t (81)2 )1/2 IflHJ = lo 8x dx (6.3) 
which is called semi-norm, as IflHl = 0 does not imply that f = O. The quadratic 
functional, if used as penalty, would therefore bias the inversion toward the linear solution 
and the function h would not be admitted in the solution set as its HI semi-norm is 
infinite. 
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(O.a) 
Figure 6.1: Three possible functions: ft, 12, 13 E F. All of them have the same TV, bllt 
only 12 minimises the HI semi-norm. 
6.3 Perturbations That Increase the Total Variation 
In order to motivate the use of the TV functional as a regularisatioll penalty term alld to 
understand the benefits associated with it, it is helpful to characterise the pertnri>ations 
that will increase the TV of a function. We report in this section some results published 
by Dobson and Santosa [116]. As most of the results arise from inverse problems in image 
processing applications, the model parameter to be recovered, the image intensity, will he 
indicated by m, and it is defined on 0 = (0 1) x (0 1) in ]R2. 
Lets consider the following noise removal problem: an image mo is observed in the 
presence of a perturbation omo , the original image mo is to be restored from the obser-
vations d = mo + omo . We consider restoring mo by minimising the tot.al variation of m, 
subject to lid - mo l12 ::; f/, or similarly adopting the Tikhonov unconstrained forrnulatioll. 
To establish that the process could recover mo, it is necessary (but not. sufficient) to show 
that the perturbation omo will increase the total variation of the image moo We study 
therefore the class of functions that will result in such an increase. 
6.3.1 Nearly Piecewise Constant Images 
Assume that mo E Cl (0), and that it is a "nearly piecewise constant" function. That is: 
the set upon which mo is not constant: 
B = {x EO: V'mo (x) ¥ O} (6.4) 
has some "small" extent with respect to O. 
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Lets represent the signal perturbation 8mo with it's Fourier transform, assuming peri-
odic boundary conditions 
8mo = L 8mOk e27Tix . k 
kEZ2 
where Z = {a, ±1, ±2, ... } and 
then 
V' 8mo = - 27ri L k8mOk e27Tix . k 
kEZ2 
and provided V'8mo E L1(0) 
where IBI is the measure of B. It follows that for any k E Z2 
taking the supremum of the left-hand side 
Combining (6.8) and (6.10) 
r 1V'(mo + 8mo)1 ~ r lV'mol- r 1V'8mol + r 1V'(mo + 8mo)1 In lB lB In-B 
~ k lV'mol + 27r(llk8mok ll oo - 21Blllk8mok lld 
Thus the total variation of mo + 8mo is greater than the total variation of rno if 
Two important conclusions can be drawn from the results 
• Given IIk8mok l11 is finite, mo could be recovered if IBI is sufficient.ly small. 
(6.5) 
((i.{l) 
(6.7) 
(6.8) 
(6.10) 
(6.11) 
(6.12) 
• Given IBI is finite, mo could be recovered as long as the spread of the perturbation's 
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spectrum is sufficiently small. 
So for example, a "nearly piecewise constant" function polluted by a few neighbouring pure 
frequencies would be easily recovered. On the other hand, a smoothly varying function 
polluted by a spatially localised perturbation (which impliel:> a large spectral spread) IIIay 
be impossible to recover. 
6.3.2 Discrete Images 
Results similar to the continuous case exist for discrete images. Assume that m is piecewise 
constant on a uniform square grid over n, with N x N pixels, and that mz,h denotes the 
value of m on the pixel (z, h). In this case IVmol is a measure supported on the lines of 
the grid. In order to calculate it we define the horizontal and vertical difference operators 
DH and Dv as 
(DH m)z,h = mz+l,h - mz,h 
(Dv m)z,h = mz,h+l - mz,h 
(6.13) 
where mz,N+I = mz,l and mN+1,h = ml,h, due to the periodicity of m. From definition 
(6.13) we see that 
10 IVml = IIDH mill + IIDv milt (6.14) 
Again assume that m = mo + t5mo , and define the set S upon which mo is not constant 
(6.15) 
Lets denote with S the number of elements in S, and express the perturbation 8mo as 
1 "'.i' (-27l'i(Z -l)(k -1)) (-27l'i(h - 1)([- 1)) 
6mOz ,h = N2 ~ umOk •1 exp N exp N 
k,l 
(6.16) 
Assuming that t5mo is band-limited, i. e. (k, l) E K, where K is some finite set with K 
elements, by application of the triangle inequality one finds that 
2: IDH (mo + 6moL,hl 2:: 2: IDH (mo)z,hl - ~~ 118moll oo 
(z,h)ES (z,h)ES 
(6.17) 
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With a similar calculation it can be shown that 
( 6.18) 
Combining the previous two inequalities, it follows that 
(6.19) 
The same derivation yields an analogous inequality for the vertical differencp operator. 
Adding the horizontal and vertical contributions, one finds that 
Therefore TV(mo + 8mo) ~ TV(mo) if 
N2 
KS<-- 2 
( 6.20) 
(6.21) 
In the discrete case no restrictions are imposed on the spread of spectrum of the pertur-
bation, simply the number of spectral components of 8mo must be small compared to the 
proportion of edges over which mo is not constant (SI N 2 ). 
6.3.3 Application: perfect recovery from band-limited perturbations 
In the preceding sections we have shown under which conditions the total variation of 
an image is increased by a perturbation. However it is not sufficient to show that the 
unperturbed image is the infimum in a set of images to prove that it can be recovered 
by minimisation of the TV functional, as the recovery process depends also on the effect 
of the perturbation on the observations. An image can be restored either with a noise 
constrained minimisation 
m rec = argmin 10 lV'ml 
s.t. Ilm - dll ~ 1] 
(6.22) 
where rJ qualifies the error level on the observations, either with a Tikhonov approach 
m rec = argmin Ilm - dll + Q k lV'ml ( 6.23) 
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where a is the Tikhonov factor. In general, the effect of the perturbation would alter d 
in such a way that IImo - dll =I- 0, consequently the original unperturbed image mo might 
not be the infimum of the objective function, and perfect recovery would not be possible. 
An interesting case to study is the one where <5mo belongs to the class of perturha-
tions that increase the total variation for the given image, and 8mo does not alter the 
observations. In this case the original image can be recovered in it's original form, since 
it is the extremum of the objective function. A practical example of this case is the onc 
of band~limited perturbations. Suppose that the perturbation 8mo belongs to a space of 
functions Q with a limited spectral support, the reconstruction problem can be formulated 
as 
min r lV'ml 
m In 
s.t. (m-d) E Q 
(6.24) 
making the constraints insensitive to the effect of the perturbations. Lets assume that Q 
is a class of perturbations supported in the discrete frequencies Ikl > R with R a known 
constant. The set K being finite, the total variation of any image mo with S S !fR will 
be increased by a perturbation belonging to Q, guaranteeing that 1no can be recovered 
exactly by (6.24). By building a convolution operator A, whose kernel is an ideal low pa.ss 
filter with a cut off frequency le S k, it is possible to recover the unperturhed image, 
reformulating (6.24) as 
mree = argmin IIA(m - d)11 + a 10 lV'ml (6.25) 
The Tikhonov regularised formulation (6.25) is equivalent to the constrained formulation 
(6.24) in that only the components of (m - d) orthogonal to Q are considered. 
6.3.4 Numerical Experiments 
This section reports the results of numerical experiments that we conducted to support 
the general findings of Section 6.3, and to show an application of the findings of Section 
6.3.3. A noise~~free checker board image mo, 32 x 32 pixels wide, was generated as shown 
on the left of Figure 6.2. The image is not constant over 180 edges. On the right of Figure 
6.2 a perturbation 8mo is shown. The perturbation has support limited to four discrete 
frequencies in the higher part of the spectrum. With the introduced notation N = 32, 
S = 180, and K = 4, the perturbation therefore satisfies (6.21) and increases the total 
variation of moo The perturbed image mo + 8mo shown in Figure 6.3 has in fact a TV of 
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Figure 6.2: Two images, each 32 x 32 pixel wide, represented in an arbitrary color scale. 
On the left , an unperturbed checker board image mo with S = 180 and TV(mo) = 5.6250. 
On the right, a high frequency perturbation omo with K = 4 . 
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Figure 6.3: Pertubed image mo + omo in arbitrary colour scale, TV(mo + omo) = 51.4813 
51.4813, against 5.6250 for the unperturbed image. 
In order to recover mo with (6.25) we utilised an operator A that corresponds to 
a Gaussian low pass convolution kernel with a standard deviation of 3 pixcls. The fil-
ter's response gives a good attenuation at the frequencies of the perturbation, being 
IIAomoll/l lomoll = 0.031, making the first term of (6.25) almost insensitive to omo. 
The PD-IPM algorithm (see Section 7.3) was used for the actual minimisation of (6.25). 
Figure 6.4 shows several steps of the restoration process (1 st , 51t , 10th , 15th ). The original 
image can be restored almost perfectly, small differences remain due to the fact that A 
is not completely orthogonal to the perturbation. The restored image presents a total 
variation of 5.6256, close to the original image's TV of 5.6250. 
For comparison with i 2- norm regularisation methods, a Pseudo- TV (PSTV) restora-
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F igure 6.4: Several steps (1 st, sIt, 10th , I sth) ofthe TV restoration of the perturbed image. 
Cl Cl Cl I Cl Cl Cl : ' ~,,-
Cl D D 
Figure 6.S: PSTV restoration . 
Chapter 6. Total Variation Regularisation 104 
35 
o 0 
Figure 6.6: Mesh plots of the TV restoration, on the left, and of the PSTV restoration, 
on the right. 
tion was performed. We call PSTV the £2 equivalent of the TV functional , defined for 2D 
discrete images as 
(6.26) 
The results of the restoration are shown in Figure 6.5. For the TV and the PSTV restora-
tions different values of the Tikhonov factor were used, as the penalty terms are in different 
norms. The Tikhonov factor for the PSTV experiment was chosen in such a way as to 
offer in the restored image a similar rejection of the high-frequency perturbation as of-
fered by TV regularisation. The PSTV experiment shows the smoothing characteristic 
of 1!2 regularisation: the restoration process alters significantly the edgy characteristics of 
the original image. The effect is evident in the mesh plots of Figure 6.6 where the two 
restorations are compared. 
6.4 Numerical Challenges 
Total variation based regularisation methods necessarily involve the minimisation of the 
TV functional. In order to minimise the total variation of a function f, optimality con-
ditions must be met. That is: partial derivatives of the functional should be nulled. The 
gradient of TV(J) can be shown to be [117] 
'\1 TV(J) = -'\1. C~~I) (6.27) 
Chapter 6. Total Variation Regularisation 105 
theoretical and numerical challenges arise therefore in the minimisation primarily for the 
following reasons: 
• '1TV(J) is non-differentiable at locations where 1'111 = 0 
• The term 'V' . 1~11 is strongly non-linear 
For discrete representations of I, similar difficulties arise. Often the unknown parameter 
is represented over square elements, for discrete images, or on triangular elements, for 2D 
FEM meshes. As seen in Section 6.3.2 the TV functional can be expressed, for piecewise 
constant functions, as: 
N 
TV(f) = L li Ifm(i) - fn(i) I (6.28) 
i=l 
where N is the number of edges over the domain of f and m(i) and n(i) are the indices of 
the elements adjacent the i--th edge and fm(i), fn(i) are the values assumed by f on those 
elements. A similar representation exists for piecewise-linear parameters, which involves 
sums of the absolute values of each element's nodal values. Whichever form the discrete 
parameter f assumes, TV(f) can be expressed in matrix form as: 
TV(f) = IlL flit (6.29) 
where L is an opportune sparse matrix. The discrete functional presents, like its continuous 
counterpart, points of non-differentiability for any value of f for which ILi fl = o. 
6.4.1 Discussion 
The present chapter shows by theoretical considerations and by numerical experiments 
the different regularisation properties of the TV functional and of typical £2- norm regu-
larisation functionals. In particular, the capability of TV regularisation of retaining sharp 
features in the sought parameters, is shown. Theoretical results indicate that it is possible 
to reconstruct blocky images from partial knowledge of their spectrum. In this sense the 
TV regularisation is attractive for use in ElT, as observations of the higher spectral com-
ponents of the conductivity are poor. The use of TV regularisation poses computational 
difficulties. The aim of the next chapter is therefore to address the difficulties associated 
with the technique and to apply this type of regularisation to ElT inversion. 
Chapter 7 
Deterministic methods for TV 
Regularised ElT Inversion 
The aim of this chapter is to overview the numerical methods that have been applied in 
TV regularised inverse problems, and to examine their suitability for application in ElT. 
Two different approaches have been already proposed for application in electrical imaging, 
the first by Dobson et. al. [86] and the second by Somersalo et. al. and Kolehmainen 
et. al. [41] [11]. The approach proposed by Dobson and Santosa is suitable for the lin-
earised problem and suffers from poor numerical efficiency. Somersalo and Kolehmaillell 
successfully applied MCMC methods (see Section 2.2) to solve the TV regularised inverse 
problem. The advantage in applying MCMC methods over deterministic methods is that 
they do not suffer from the numerical problems involved with non-differentiability of the 
TV functional. They do not require ad hoc techniques. Probabilistic methods, such as 
MCMC, offer central estimates and errors bars by sampling the posterior probability den-
sity of the sought parameters. The sampling process involves a substantial computational 
effort, often the inverse problem is linearised in order to speed up the sampling. Our 
aim is to find efficient methods for deterministic Tikhonov style regularisation, to offer a 
non--linear TV regularised inversion in a short time. 
A second aspect, which adds importance to the study of efficient MAP (Tikhollov) 
methods, is that the linearisation in MCMC methods is usually performed after an initial 
MAP guess. Kolehmainen [11] reports calculating several iterations of a Newton method 
before starting the burn-in phase of his algorithm. A good initial deterministic TV inver-
sion could therefore bring benefit to these approaches. 
Examining the relevant literature, a variety of deterministic numerical methods have 
been used for the regularisation of image denoising and restoration problems with the TV 
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functional (a good review is offered by Vogel in [50]). The numerical efficiency and stability 
are the main issues to be addressed. Use of ad-hoc techniques is common, given the poor 
performance of traditional algorithms. Most of the determinh;tic methods draw frolll 
ongoing research in optimisation, as TV minimisation belongs to the important classes 
of problems known as "Minimisation of sum of norms" [118] [119] [120] and "Linear PI 
problems" [121] [122]. 
The present chapter is concerned with the applicability of such techniques to the 
ElT inverse problem. The first part of the chapter analyses by theoretical considerations 
and by numerical experiments of the application of well known optimbation methods 
(Steepest Descent and Newton Methods) to the TV regularised ElT inverse problem. 
Such methods are shown to be inefficient and to present numerical difficulties. The second 
part of the chapter discusses the novel use of optimisation techniques called Primal Dual 
Interior-Point Methods in ElT. Such new techniques allow the formulation of a numerical 
framework for efficient and stable TV regularisation. The properties of the PD-IPM 
methods are analysed by theoretical considerations and by numerical experiment::;. 
7.1 Approximations of the TV Functional 
The TV functional is an element of a class F of regularisation fUIlctioIlals that can be 
represented as 
F(f) = In </J(IV fl) (7.1) 
where <p : ~+ -+ ~+ can assume different forms. The choice <p(t) t2 yields the HI 
seminorm, and <p(t) = It I the TV functional. A number of modifications to <p(t) = It I have 
been proposed to deal with the non-differentiability of the absolute value for t = o. One 
of the most recurring examples is [123] [124] [114] [125] [117] 
(7.2) 
where {3 is a small positive parameter. A second example is the approximation used by 
Chambolle and Lions [126] 
~,(t) ~ { 
t 2 t ~ E 2l 
t - ~ E<t<l (7.:3) - - f 
d 2 l- f 2 t>l 22£ - f 
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where E is a small positive parameter. Dobson and Santosa adopt a very similar modifi-
cation for small values of tin [86]' while Kolehmainen [11] adopts a different modification 
1 4>(t) = - log(cosh(-yt)) 
I 
(7.4) 
where I is a small positive parameter. The rationale behind all these modifications to the 
choice 4>(t) = It I is that the resulting functionals are differentiable and they tend to the 
TV functional for the parameters (3, E, I tending to zero. In the following we will adopt 
4>(3(t) = Jt2 + {3 defining the TV(3 regularisation functional 
(7.5) 
We refer to Acar and Vogel [123] for an existence, uniqueness and stability analysis for 
TV(3 regularised problems with (3 > 0, (3 -> O. 
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Methods for TV Regularisation 
(and most relevant literature) 
Statistical Approach 
Markov Chain-
Monte Carlo Methods 
Constrained fl Formulation 
via SVD decomposition 
Deterministic Approach 
Mixed f2/fl Formulation 
Non--linear LS with Tikhonov 
regularbation: free = min TV(J) 
f 
with linear constraints on f free = argmin ~IIAf - dl1 2 + a TV(J) 
/ 
• Image enhancement approach 
Dobson 94 [86J 
• PP-TSVD algorithm 
Hansen 99 [127] 
• Diffusion equation approach 
Rudin 92 [113J 
• Lagged diffusion equation approach 
Vogel 96 [124] 
• Newton method 
Chan 95 [125J 
/ 
Primal 
Methods 
• PD-IPM method I 
Chan 95 [117J 
• PD-IPM method II 
Li 96 [128] 
\ 
Primal Dual 
Methods 
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7.2 Primal Methods for the Mixed £d£2 Problem 
Primal methods solve the following convex [123] optimisation problem 
free = argmin'ljJ(f) 
'ljJ(f) = !II Af - dll 2 + o TV(3(f) (7.6) 
where (7.6) is called the primal problem (P), as a dual formulation exists for which free is 
a supremum of an optimisation problem called dual (see Paragraph 7.3). Primal methods 
were the first to be used in TV regularisation, as they are commonly Ilsed in opt.imisation, 
and widely known. 
7.2.1 Artificial Time Evolution (or Steepest Descent Method) 
Rudin Osher and Fatemi [113] have introduced the use of the TV functional for the regu-
larisation of inverse problems in image restoration. Their approach, called artificial time 
evolution, is a time marching technique based on a diffusion equation. Originally the tech-
nique was applied to the noise-level constrained inversion. We will show its application to 
(7.6), as the two forms are equivalent [129]. 
The Euler Lagrange equation for 'ljJ(f), obtained by imposing the condition that the 
gradient 'ljJ'(f) should be zero at an optimal solution, is: 
'ljJ' (f) = AT (Af - d) - 0 V'. ( 1 V' f) = 0 
vlV' fl2 + (3 
(7.7) 
or equivalently 
(7.8) 
where L{3(f) is the diffusion operator that applied to v gives 
(7.9) 
Rudin et. al. then assume that f is a function of time (as well as space) and to compute 
the steady state of the following non-linear diffusion equation for f(x, y, t) 
af T at = A (Af - d) + 0 L{3(f)f (7.10) 
with f(x, y, 0) given as initial guess. After spatial discretisation, with finite difference 
schemes, the authors time-integrated (7.10) to the steady-state, applying the recurring 
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equation: 
(7.11) 
with a constant step size t.l.t (and some restrictions on the size for stability). The approach 
is therefore a steepest descent method, with fixed step size. 
The approach has a few limitations, mainly due to stability and efficiency. Rudin ct. 
al. did not perform a line search along 'IjJ'(f(k)) , as this would involve some processing 
time, and opted for a fixed step t.l.t. Issues of stability arise from choosing the step size a 
priori, as j(k+l) should fall within the trust region around j(k). In other words, as a linear 
approximation to 'IjJ is used in (7.11), not every step size t.l.t is guaranteed to produce a 
reduction of V, (the approximation has local validity). The step size t.l.t must be therefore 
restricted in order to guarantee that 
(7.12) 
is satisfied. The neighbourhood around j(k), identified by all the possible step sizes t.l.t 
and search directions 'ljJ'(f(k)) for which (7.12) holds, is called trust region of j(k), and it 
is commonly used to restrict the possible step sizes. 
As Rudin et. al. in their algorithm have chosen a fixed the step size, the step size had to 
be small in order to result a priori within the trust region of j(k) for each k. As a result the 
convergence of their implementation was slow. The steepest descent algorithm is however 
slow even with a line search procedure, as its convergence is linear [130]. Secondly, the 
method proves to be particularly inefficient when applied to (7.6) as the behavior of 'IjJ(f) 
results in small trust regions, and therefore small step sizes as noted by several authors 
[86] [117] [124] [128]. 
Numerical Experiment 
For the purpose of comparison with more efficient methods we have applied the steepest 
descent method 2D ElT reconstruction. The Tikhonov formulation for the ElT problem, 
substituting the proper variables in (7.6) and writing it as a non-linear inversion, is 
O'rec = argmin'ljJ(O') 
'ljJ(0') = ~lIh(O') - dl1 2 + a TV{3(O') (7.13) 
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Steepest Descent Algorithm 
find homogeneous Uo: Uo = argmin Ilh(uo) - dll; 
set (3 
k=O; 
while k<kmax 
8dk = (h(Uk) - d); 
Jk = J(Uk); 
Ek = diag (vilLi ukl 2 + (3); 
'l/Jk = J[(h(Uk) - dk) + Cl LT E;l L Uk; 
'l/Jk = 'l/JUII'l/Jkll; 
>. = argmin 'I/J(Uk - >. 'I/J/.); 
Uk+1 = Uk - >. 'l/Jk; 
k=k+1 ; 
end while 
Figure 7.1: Pseudo code for the Steepest Descent algorithm. 
As the conductivity is discretised on a mesh using piecewise constant representatioIl, and 
with the notation introduced for (6.29), the TV,e functional becomes 
N 
TV,e(u) = L vilLi uI2 + (3 (7.14) 
i=l 
The discretised diffusion operator Cf3(u) can be expressed as 
(7.15 ) 
where E = diag(17i) and TJi = vilLi uI2 + (3. The gradient 'IjJ'(u) becomes 
(7.16) 
The steepest descent algorithm was implemented using the following procedure: 
In order to test the algorithm a resistivity profile with a background value of 1 
n . m . 10-2 containing three inclusions with respective values of 0.5, l.3 and 2 n· m' 10-2 
was generated, as shown in the left part of Figure 7.2. Reconstructions were performed 
solving the non linear problem by updating the matrix J at each iteration, and perform-
ing a simple non-linear line search procedure on the objective function 'IjJ(u) with the 
following fixed step lengths: >. = [1.10-4,1.10-3,1 . 10-2,1. 10-1,0.2,0.5,0.8,1]. 
Different values of {3 were used in the reconstructions, precisely 1 . 10-2 , 1 . 10-4 , 1 . 10-6 . 
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Figure 7.2: On the left , test resistivity profile. On the right, 20th step of the steepest 
descent reconstruction with {3 = 1 . 10-6 . (Conductivity scale in arbitrary units) 
The value of (3 = 1 . 10- 2 produces a good smoothing of 'ljJ(u) , but results in a poor ap-
proximation of the TV functional as, with the chosen mesh and conductivity values, the 
mean value of ILi ul is 8.10- 3 . The two smaller values of {3: 1.10- 4 and 1.10- 6 pro-
duce less smoothing but are better approximation of the f l behavior of the regularisation 
functional. 
Figure 7.2 shows the reconstructed conductivity at the 20th step of the steepest descent 
algorithm, for a value of {3 of 1.10-6 . Table 7.1 reports the main numerical parameters 
during the iterations of the algorithm, for the same choice of {3. Different values of {3 did 
not have an influence on the convergence of the algorithm, and on the final reconstructed 
image, as the algorithm is slow to converge for all {3's values. Figure 7.3 displays the 
behavior of the gradient's norm II 'ljJic ll, showing a very slow reduction with iterations. 
From the numerical experiments, the steepest descent algorithm becomes inefficient as 
the step size after the first few iterations becomes small, preventing the algorithm from 
achieving a significant reduction of the objective function, and resulting in a very slow 
convergence rate. The algorithm has shown the same slow behavior even for the extreme 
value of {3 = 10 for which a reduction of 1I 'ljJ~1I to the order of 1.10- 2 is obtained at the 
20th iteration (as obtained for smaller values of (3 ). 
7.2 .2 Newton's Method 
Newton's Method has been considered by Vogel and Oman [124], Chan, Zhou and Chan 
[125], and by Chan, Golub and Mulet [117] as an obvious choice over the poor effectiveness 
of the steepest descent algorithm. Newton's Method exhibits in fact quadratic performance 
in a region around the optimal point [130]. The method works by locally approximating 
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I ter. 1/>( <7 ) 11t(<7 ) d ll TV (7 ) >. 11 '" (<7 ) 11 
0 2 .430e+000 1.5590+000 O.OOOe +OOO O.OOOe+OOO 1. 5570+000 
1 5. 131 ... 001 7. 162.-00 1 1.596e+00 l 1.0000+000 4 .0790-00 1 
2 3.368e-00 l 5 . 01 e-00 l 2 . 164e+00 l 5.0000-00 1 3 .5320-00 1 
3 2 .6 14e-00 l 5 . 111 e-00 l 2 .070e+00l 2 .0000-00 1 2 .0900-00 1 
4 2 . 158e-00 l 4 .6430-00 1 2 . 182e+00 l 2.0000-00 1 2 .2840-00 1 
5 1.86 1e-00l 4 .3 12e-00 l 2.232e+00 l 1.0000-00 1 1.39 70-00 1 
6 1.074e-00l 3 .274e-00 l 2 .8 170+00 1 5 .0000-00 1 2 .5560-00 1 
7 8 . 1030-002 2 .842e-00 l 2 .8400+00 1 1.000e-00 l 7 .2 120-002 
8 6 .0270-002 2 .44ge-00 l 3.0820+00 1 2.0000-00 1 9 .3 70-002 
9 5 .858e-002 2.4140-00 1 3 .090.+00 1 1.000c-002 7 .5950-002 
10 5 .72 10-002 2 .3850-00 1 3 . 1000+00 1 1.0000-002 6 .2050-002 
11 5 .4 9 10-002 2 .3360-00 1 3 .223e+00l 1.0000-001 1.2380-00 1 
12 5.2660-002 2.2880-00 1 3 .2270+00 1 1.0000-002 1.0 11 0-00 1 
13 5.0850-002 2 .2480-00 1 3 .2320+00 1 1.0000-002 7 .9980-002 
14 4 .9450-002 2 .2 16e-00 l 3 .2380+00 1 1.0000-002 6. 167e-002 
15 4 .8360-002 2 . 1920-00 1 3.2460+00 1 1.0000-002 4 .8260-002 
16 4 .7480-002 2 . 17 10-00 1 3 .3640+00 1 1.0000-00 1 1.2360-00 1 
17 4.5260-002 2. 11 90-00 1 3.3670+00 1 1.0000-002 9 .9080-002 
18 4 .35 10-002 2 .078.-00 1 3 .372e+00 l 1.0000-002 7 .5920-002 
19 4 .22 1e-002 2 .0460-00 1 3.3790+00 1 1.0000-002 5 .54 10-002 
20 4 . 1270-002 2 .023e-00 l 3 .3880+00 1 1.0000-002 4 .0150-002 
Table 7.1 : Main numerical parameters for the first 20 itera tions of the Ste pes t D 'cent 
algorithm with (3 = 1 . 10-6 . 
10' 
10" L._--'-__ ...L __ '-_-<-_ _ -'-_--' __ -'-__ "-_--'-__ ...J 
o 10 12 14 16 18 20 
Figure 7.3: Gradient's norm during the first 20 steps of the steepest descent algorithm for 
the three values of (3. The graphical results are superimposed as the numerical values are 
close. 
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the objective function with second order terms (see Section 2.3). For the Tikhonov TV/i 
regularised inverse problem (7.6) the gradient has been shown to be 
(7.17) 
consequently the Hessian is 
'l/J"(f) = AT A + o:Cf3(f) + C~(f)f (7.1H) 
with the operator C~(f) equal to [125] 
(7.19) 
and the iteration of Newton's Method being 
(7.20) 
The convergence properties of the method were studied Vogel et. al. in [131] and by Chan 
et. al. in [125]. Both authors report that the method results convergent only for values of 
(3 which are sufficiently large; in other words the method has a small convergence region, 
with respect to (3. Vogel reports that for small values of (3 the size of the convergence 
region can be shown to be proportional to (33/2, therefore decreasing with beta decreasing. 
To overcome the convergence problems Chan et. al. proposed in [125] a continuation 
method on both 0: and (3, starting the optimisation procedure from sufficiently large values 
of the parameters and diminishing them on successful progress of the algorithm, while in 
[117] they proposed a continuation on (3 and a line search on f· 
Numerical Experiment 
Numerical experiments were conducted in order to compare the efficiency of Newt.on's 
Method with the Steepest Descent method and with more efficient methods to be intro-
duced later in this section. In the experiments the optimisation algorithm was applied 
to the ElT inverse problem as formulated in (7.13), and the conductivity test profile of 
Figure 7.2 was used. 
The method requires the calculation of gradient 'l/J' (er) and of the Hessian 'l/J" (er) at 
each step. The gradient can be calculated as in (7.16). With the notation introduced for 
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(7.15) the discretised operator C~(tr)tr of equation (7.18) becomes 
(7.21) 
with 
(7.22) 
and the Hessian of the objective function 
(7.23) 
with 
F d· (1 IL i tr 12 ) = lag - --2-
rh 
(7.24) 
The Newton's Method algorithm can be therefore implemented with the procedure of 
Figure 7.4. Numerical experiments were conducted both with and without continuation 
techniques on {3 and line searches on tr. When applied to the test ElT inverse problem 
Newton's Method appeared to be particularly unstable even for large values of {3 if no 
continuation and line search procedures were adopted. The algorithm converged in fact 
only for values of {3 greater then 0.5. The left part of Figure 7.5 shows the plot of the norm 
of gradient 'l/Jk during iterations for values of {3 equal to 10,1,0.5. The convergence of the 
method in this case is quicker than that observed with the Steepest Descent method, H.'l 
in 20 steps a reduction of 7 decades is obtained for the gradient's norm, as opposed to 
1.5 decades for the second method. Our interest however is to use smaller values for the 
parameter {3, to have a £1 behaviour for TVe. 
To achieve the convergence of the algorithm for smaller values of beta, both a contin-
uation technique technique on {3 and a line search on tr were adopted. The continuation 
procedure on (3 decreases the parameter by 20% at each iteration if a reduction of the 
objective function 'l/J(Uk) was achieved. The reduction rate was chosen empirically, as it 
resulted in a steady reduction of the objective function. The line search procedure that 
was adopted is the same as used for the Steepest Descent algorithm, where 'l/J(Uk + ).. i5uk) 
is evaluated for the fixed values of ).. = [1 .10-4 , 1 . 10-3, 1 . 10-2 , 1 . 10-1,0.2,0.5,0.8, 1]. 
The right part of Figure 7.5 shows the plot of the norm of gradient 'l/J~ for the two 
different initial values {3 = 10 and {3 = 1.10-1 • In the first case, for the first 8 iterations 
the reduction rate of 11'l/J~11 is higher than with no continuation and line search techniques. 
The progress of the algorithm comes however to a halt after the 11th iteration, when the 
gradient's norm keeps oscillating in between the values 1 . 10-4 and 1 . 10-5 (if iterations 
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are prolonged). With the smaller initial value of f3 the algorithm progress is slower, and 
the gradient of the objective function is not reduced beyond 1· 10-2 . Continuation and 
line search procedures seem therefore to bring stability to the algorithm, but performance 
remains compromised by choices of small betas. 
The main numerical parameters for both the initial choices of f3 are reported in Table 
7.1. In both cases a similar final value of the objective function is reached, 2.6· 10-5 in 
the first case and 7.0.10-5 in the second. The final value total variation of the recon-
structed conductivity is smaller when the algorithm is started with f3 = 0.1, as the TV 
functional is approximated better. The step size for the smaller initial value of fJ deteri-
orates during iterations becoming quickly very small and preventing the algorithm frolll 
making further significant progress. Table 7.1 reports also the angle in degreeH between 
the Newton direction and the Steepest Descent direction. The angle always appears to 
be high, reaching almost orthogonality at the last iterations. At first we tried to relate 
the behaviour of Newton's algorithm to the fact that the curvature of 'ljJ(cr) could change 
abruptly in correspondence with a sign change in ILi cri. We thought that Newton's al-
gorithm, using curvature information, could avoid sign changes by following directions 
almost perpendicular to -'1//( cr), still yielding a significant reduction on '1/) having possibly 
a larger trust region then the Steepest Descent method. In practice we found that the step 
directions and step lengths are not directly linked to the "fine" behaviour of 'ljJ as for both 
the algorithms each step corresponds to tenths or hundredths of sign changes in IDi cri. 
The Newton's algorithm seems to lead to step directions and lengths that results in more 
sign changes in ILi lTl at each iteration, and to be able in this way to identify sooner the 
right relative conductivity values for the elements. 
7.2.3 Iterative Reweighting Properties 
An interesting insight on the regularisation properties of the TV (3 functional iH given by 
inspection of the Newton's iteration 7.20 for the discrete case: 
(7.25) 
Apart from the presence of diagonal matrices E- 1 F at the LHS and E- 1 at the RHS 
(7.25) is similar to the normal equations of a £2 regularised problem, with a penalty term 
equal to IILcrI1 2 . Equation (7.25) is however non-linear as both E and F depend on cr. 
From this point of view, the Newton's iteration can be thought to be an IRLS (Iterative 
Reweighted Least Squares)[132] [133] [134] method applied to the penalty term TV (3. The 
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Newton's Method Algorithm 
find homogeneous lTo: lTo = argmin IIh(lTo) - dll ; 
set initial {3 
k=O; 
vhile k<kmax 
8dk = (h(lTk) - d) ; 
Jk = J(lTk); 
Ek = diag (JILi lTkl2 + {3); 
. ( ILi~12). Fk = d1ag 1- , 
1'/i 
7/Jk = f[(h(lTk) - dk) + 0: LT E-;;l L lTk; 
7/JZ = JT J + o:LT Ekl FkL; 
• [0 /,1,] - 10/,1 . ulTk = - 'f'k 'f'k' 
A = argmin 7/J( lTk + A8lTk); 
if sufficient reduction of 7/J( lTk) achieved 
lTHl = lTk + A 8lTk; 
decrease {3 
k=k+l; 
else 
increase {3 
end if else 
end while 
Figure 7.4: Pseudo code for the Newton's Method algorithm with cont inuation on {3 and 
line search on IT. 
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Figure 7.5: On the left , plot of II7/Jlc ll for the Newton's Method algorithm with no contin-
uation on {3 and no line search on IT , for two different constant values of {3. On the right 
plot of II 7/Jlc ll for the same algorithm and with continuation on {3 and line search on IT , for 
two different initial values of {3. 
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Iter. ,p(a) IIh( ... ) dll TV ... ) f3 >. 1I,p "')11 Angle(6 ... , ,p ... 
0 2.4310+000 1.5590+000 0.0000+000 1.0000+001 0.000.+000 1.557.+000 +81. 
I 1.0600+000 1.0290+000 2.9110+002 8.0000+000 5.0000-001 1.3410+000 +H~.7 
2 5.0010-001 7.0710-001 1.6870+002 6.4000+000 5.0000-001 9.594.-001 +77.~ 
3 2.599e-002 1.6070-001 9.2360+001 5.1200+000 1.000e+000 2.4650-001 +H4.4 
4 1.2560-003 3.331 ... 002 7.4180+001 4.0960+000 1.0000+000 5.0440-002 +86.6 
5 1.5080-004 4.5050-003 7.0740+001 3.2770+000 1.0000+000 6.541 .. 003 +88.S 
6 1.1750-004 7.7700-004 6.9960+001 2.6210+000 1.0000+000 9.564.-004 +89.6 
7 1.048.-004 3.5300-004 6.9470+001 2.097.+000 1.0000+000 2.732.-004 +89.8 
8 9.394 .. 005 3.0410-004 6.8990+001 1.6780+000 1.0000+000 1.245e-004 +89.9 
9 8.422 ... 005 2.9980-004 6.832e+001 1.342e+000 1.0000+000 6.162e-005 +89.9 
10 7.5560-005 3.099 ... 004 6.767e+001 1.074e+000 1.0000+000 4.780.-005 +89.9 
11 6.782e-005 3.211 ... 004 6.690e+001 8.5900-001 1.0000+000 4.853 .. 005 +89.9 
12 6.0930-005 3.338e-004 6.6080+001 6.8720-001 1.0000+000 6.402.-005 +89.9 
13 5.4770-005 3.498e-004 6.5150+001 5.4980-001 1.0000+000 9.637.-005 +89.9 
14 4.9290-005 3.757e-004 6.4150+001 4.3980-001 1.0000+000 1.533ew OO4 +89.9 
15 4.4410-005 3.965e-004 6.3260+001 3.518 .. 001 8.0000-001 1.867.-004 +89.9 
16 4.0040-005 4.0330-004 6.2550+001 2.815 .. 001 5.0000-001 1.9140-004 +89.9 
17 3.6180-005 4.3690-004 6.1620+001 2.2520-001 5.0000-001 2.5130-004 +8!l.9 
IS 3.2740-005 4.8270-004 6.0530+001 1.801 .. 001 5.000e-001 3.2410-004 +89.!l 
19 2.9680-005 5.1520-004 5.9360+001 1.4410-001 5.000 .. 001 3.708.-004 +89.8 
20 2.692e-005 5.186e-004 5.8190+001 1.153 .. 001 5.0000-001 3.7370-004 +89.8 
Iter. ,p("') II h ( ... ) dl TV ... ) {3 >. 1I,p ( ... ) 11 Anilo 6 ... , ,p ... ) 
0 2.4300+000 1.55ge+000 0.0000+000 1.0000-001 0.000.+000 1.557.+000 +72.5 
1 4.3730-001 6.6120-001 1.7610+002 8.0000-002 8.000e-001 1.0530+000 +86.3 
2 3.209 .. 001 5.6650-001 1.2380+002 6.4000-002 2.0000-001 8.8310-001 +82.5 
3 4.912 ... 002 2.216 .. 001 9.0030+001 5.1200-002 1.0000+000 3.0640-001 +84.9 
4 7.7160-003 8.7740-002 6.8590+001 4.096 .. 002 1.0000+000 1.1810-001 +87.5 
5 2.5100-003 4.9930-002 5.8960+001 3.2770-002 8.000.-001 6.420.-002 +89.3 
6 2.210 ... 003 4.6860-002 5.6510+001 2.6210-002 1.000.-001 6.007.-002 +88.6 
7 1.0380-003 3.2000-002 5.7960+001 2.097.-002 8.0000-001 3.7460-002 +89.7 
8 9.7120-004 3.0960-002 5.4080+001 1.67S ... OO2 1.0000-001 3.6750-002 +89.1 
9 6.7560-004 2.5760-002 5.3430+001 1.342 .. 002 5.0000-001 2.990.-002 +89.6 
10 6.324 ... 004 2.4930-002 5.1710+001 1.0740-002 1.0000-001 2.8780-002 +88.5 
11 8.4740-005 8.6240-003 5.2420+001 8.5900-003 1.000.+000 1.074.-002 +89.9 
12 8.2880-005 8.5540-003 5.2100+001 6.8720-003 1.000 .. 002 1.0650-002 +89.9 
13 8.1110-005 8.4840-003 5.1780+001 5.498 ... 003 1.0000-002 1.057e-002 +89.9 
14 7.9410-005 8.4150-003 5.1480+001 4.398 ... 003 1.000 ... 002 1.048 ... 002 +89.9 
15 7.7790-005 8.345 ... 003 5.1170+001 3.518 ... 003 1.000 ... 002 1.040.-002 +89.9 
16 7.6230-005 8.2760-003 5.0870+001 2.815 ... 003 1.000.-002 1.031 ... 002 +89.9 
17 7.4730-005 8.207 ... 003 5.0570+001 2.252 ... 003 1.000 ... 002 1.0220-002 +89.9 
18 7.329 .. 005 8.138 .. 003 5.0280+001 1.8010-003 1.000 ... 002 1.014 ... 002 +89.9 
19 7.18S ... OO~ 8.070 ... 003 4.9990+001 1.441.,..003 1.000 .... 002 1.005 .... 002 +89.9 
20 7.051 ... 005 8.000 ... 003 4.9720+001 1.153 ... 003 1.000 ... 002 9.966.-003 +89.9 
Table 7.2: Main numerical parameters for the first 20 iterations of the Newton's Method 
algorithm with continuation on (J and line search on (T, On the top, initial value (J = 1,101, 
On the bottom, initial value (J = 1.10-1. 
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Figure 7.6: On the left , test resistivity profile. On the right, 40th step of the Newton's 
Method reconstruction with continuation on (3, initial value (3 = 0.1, and line search on 
u. (Conductivity scale in arbitrary units) 
IRLS method has been widely used for the solution of the lp problems of the kind 
min ~IIAx - yllP 
x P l' (7.26) 
By defining the residuals r = Ax - y, the gradient of the objective function in (7.26) can 
be expressed as 
(7.27) 
where the elements of diagonal the weighting matrix Ware W i = Iri lp- 2, and the so-called 
non- linear normal equations can be expressed as 
(7.28) 
Equations (7.28) are called non- linear normal equations as the weights W depend on x. 
The method works by iterating (7.28) and updating W using the current residuals values 
until convergence is reached. The base method can be generalised [42], to allow solution 
of the following problems 
mincp(Ax - y) 
x 
(7.29) 
This formulation is used to handle non-differentiability occurring for p = 1, by choosing cp 
similarly as done in 7.1. The reweighting technique allows thus to solve lp- norm problems 
by repeated application of traditional least squares algorithms. The IRLS algorithm suc-
cessfully achieves convergence, the convergence is however linear [135] [136]; usually more 
efficient algorithms are preferred [137] [138] . Taking the view that the Newton's algorithm 
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Figure 7.7: Logarithmic plot of the weights (E- 1 F)i against ILi lTl for several values of {3. 
is an IRLS method applied to the TV f3 functional, this can explain why the convergence of 
that algorithm is not rapid as expected. However, these considerations do not apply fully 
to our case, as the situation is complicated by the fact that the reweighting procedure 
is actually dynamically varying the regularisation of an ill-posed inverse problem. In the 
product LTE-1L at the RHS of (7.25), the diagonal elements of E - ] = diag(17; I) , with 
(7.30) 
are a monotonically decreasing function of ILial · As ElT algorithms are usually started 
from homogeneous initial guesses, for which LilT is null on the whole domain, the regu-
larisation weights 17;1 are initially dominated by {3: the first step corresponds therefore 
to a traditional £2 regularised inversion. As areas of contrast arise, regularisation weights 
behave like 1/ JILial for large gradients in IT . The regularisation therefore penalises large 
variations less and less as they appear in the reconstructed profile. Analysis of the TV f3 
regularised Newton's Method step depends therefore on the dynamic behaviour of such 
weights. Besides, the numerical well- posedness of (7.25) depends on the properties of 
the matrix pencil (JT J + aLT E-1 F L). The diagonal elements of the Hessian's weighting 
matrix E- 1 Fare 
(E-1 F) _ 1 (1 ILi a 12 ) 
I - JILial2 + {3 - ILi lTI2 + {3 (7.31 ) 
and they behave like 1/v1J for small gradients and like 1/ILia13 for large gradients. Figure 
7.7 shows the plot of (E- 1 F)i against ILi lTl for the three values of {3 1, 1.10- 2 and 1.10- 4 . 
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Figure 7.8: Logarithmic plot of the singular values of the matrix (.P' J + aL7'E- J FL) for 
several values of {3. 
For larger values of {3 the dynamic range of the weights is smaller covering approximat Iy 
3 decades for {3 = 1 and covering almost 9 decades for {3 = 1· 10- 4 . During iterations , as 
the reconstruction approaches the true conductivity distribution (which could present dis-
continuities) ILiUI will assume a large range of values and consequently the regularisatioll 
weights will too. As some weights can become small during the reconstruction progre. s, 
the regularisation is likely to suffer. This effect is supported by the SVD analysis of the 
matrix (JT J + aLT E - 1 F L) calculated using the true conductivity profile (to whi h the 
algorithm tends as it progresses). Figure 7.8 shows a logarithmic plot of the singular 
values of the Hessian matrix for the three different values of {3. The conditioning of the 
matrix becomes poorer and poorer as {3 is reduced , due to the fact that the weights values 
assume a larger range. The sensitivity of Newton's Method to the value of {3, aJld it 's 
potential instability [124] [125] [117] can therefore be explained in terms of the dynallli 
regularisation properties that the terms E - l and E - l F bring to (7.25). 
7.2.4 Lagged Diffusivity Method (and Fixed Point iteration) 
The Legged Diffusivity method was introduced by Vogel and Oman [124] and others [131] 
[114] as an alternative to the Steepest Descent and Newton's Methods, given the poor 
performance of the first, and stability issues of the second. The method was originally 
formulated as a fixed point iteration, obtained by setting the gradient of the objective 
function in (7.6) to zero 
(7.32) 
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or 
(7.33) 
from which the fixed point iteration follows 
k = 0,1, ... (7.34) 
The method is based on the fact that under opportune conditions on A (linearity, injectiv-
ity, bounded condition number) [131] iteration (7.34) converges to the minimiser of (7.6). 
In literature the method is often called Lagged Diffusivity approach, as each jk+l is cal-
culated on the basis of C(3(Jk), which is the diffusion operator at the preceding step. The 
equivalent Quasi-Newton's Method can be derived from the Newton's Method dropping 
the term C~(J) from the Hessian matrix, with the following iteration 
(7.35) 
The method is believed to have better convergence properties with respect to Newton 
Method thanks to dropping the negative semidefinite matrix C~(J) from the Hessian. 
The method is globally convergent, though local convergence is only linear [114]. 
Numerical Experiment 
With the notation introduced in the preceding paragraphs, the Lagged Diffusivity iteration 
for the discretised inverse problem is 
(7.36) 
Numerical experiments were conducted on the ElT inverse problem (7.13) using the same 
test conductivity profile as for the Steepest Descent and Newton's Methods tests, using 
the formulation of Figure 7.9. The algorithm appeared stable for smaller values of {i 
in comparison to Newton's algorithm, being convergent for values of the parameter as 
small as 1· 10-4 requiring no continuation. Such techniques were however adopted in 
the algorithm to reduce the smoothing parameter even further during iterations. The 
continuation policy reduced !3 by 50% on each successful step, starting from initial values 
of !3 equal to 1, 1 . 10-2 ,1 . 10-4 • The method showed good progress, being able to reduce 
11'1/1'(0')11 even at the last iterations, when !3 reached values smaller than 1.10-10 . Figure 
7.10 shows the norm gradient of the objective function during the progress of the algorithm, 
Table 7.3 reports the main numerical parameters for the initial value of !3 = 1· 10-2 . In 
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Lagged Diffusivity Algorithm 
find homogeneous 0'0 : 0'0 = argmin Ilh(O'o) - dll; 
set (3 
k=O; 
while k<kmax 
6dk = (h(O'k) - d); 
Jk = J(O'k); 
Ek = diag (VilLi O'kll 2 + (3); 
'lj!~ = J[ (h(O'k) - dk) + a LT Ekl L O'k; 
'lj!~ = JT J + aLTEklL; 
.. [0/,111- 10/,1 • UO'k = - 'l-'k 'l-'k' 
). = argmin 'l/J(O'k + ). 80'k); 
if sufficient reduction of 'l/J(O'k) achieved 
O'k+l = O'k + )'60'k; 
decrease (3 
k=k+l ; 
else 
increase f3 
end if else 
end while 
Figure 7.9: Pseudo code for the Lagged Diffusivity algorithm with line search on 0'. 
comparison with Newton's Method the algorithm is capable of achieving a better reduction 
in the objective function's gradient, approximately one order of magnitude higher, and 
to do that for much smaller values of the smoothing parameter. The Lagged Diffusivity 
algorithm is therefore an improvement over Newton's Method, especially from the stability 
point of view. The method is however less efficient with respect to Primal Dual methods, 
which are introduced in the next section. 
7.3 Primal Dual Methods for the Mixed £1/£2 Problem 
As seen in Paragraph 7.2, traditional methods for TV {3 regularised inversion solve the 
following minimisation problem, called primal (P) 
free = argmin'l/J(f) 
'l/J(f) = ~IIAf - dl1 2 + a TV{3(f) (7.37) 
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Figure 7.10: Gradient 's norm during the first 20 steps of the Lagged Diffusivity algori thm 
for three initial values of (3 . 
I ter . "'( 17 ) IIh( l7 ) dll TV( I7 ) {3 >. Il l/! (17 I A " g le 6". - l/! " 0 1. 2 15e+000 1.55ge+000 O.OOOe+OOO 1.000e-002 O.OOOe+OOO 1.5570+000 +70 .3 
1 I. 73ge-00 1 5 .897e-00 1 1.326e+002 5. 000e-003 8 .000e-00 1 9 .24 10-00 1 +8 1.2 
2 2 . 11 5e-002 2.056e-00 1 8. 4600+00 1 2 .500e-003 1.000.+000 2.4390-00 I + 0 .5 
3 5 .403e-004 3.262e-002 6 .985e+00 1 1.250e-003 1.000. +000 4 .0100-002 +87 .2 
4 3 .987e-005 8 . I 37e-003 5 .853e+00 1 6.250e-004 1.0000+000 1.0390-002 +89 . 1 
5 1.663e-005 4 .6060-003 5.373e+001 3 . 1250-004 8 .000e-00 1 5 .30ge-003 +80 .3 
6 1.084e-005 3.242e-003 5 .154e+00 1 1. 563e-004 5.000e-00 1 3 .6520-003 +89 .5 
7 8 .638e-006 2.5990-003 4 .970e+001 7 .8130-005 5 .0000-00 1 2 .8430-003 89 .5 
8 7.456e-006 2.2 12e-003 4.816e+00 1 3.906e-005 5. 000e-001 2 .3530-003 +80.5 
9 6.3680-006 I. 75ge-003 4 .692e+00 1 1.953e-005 5.0000-00 1 1.8 320-003 +89 .5 
10 5.428e-006 1. 2580-003 4 .548e+00 1 9. 766.-006 8.0000-00 1 1 .2960-003 +89 .4 
11 4 .706e-006 6. 17 I e-004 4 .454e+001 4 .8830-006 1.0000+000 4 .8800-004 +89 .7 
12 4.5830-006 5.2090-004 4 .4070+001 2.44 10-006 1.000e+000 1.8650-004 +89 .7 
13 4.5360-006 5 .08 Ie-004 4 .3800+00 1 1.22 l e-006 1.0000+000 6.5450-005 80 .5 
14 4 .5 100-006 5.066e-004 4 .364e+00 1 6 . 104 e-007 1.0000+000 2 .6560-005 +80 . 1 
15 4 .4940-006 5.0540-004 4 .3540+00 1 3.0520-007 1.000e+000 1.3430-005 + 8 .5 
16 4 .483e-006 5 .040e-004 4 .348e+00 1 1. 526. -00 7 1.0000+000 8. 1040-006 +88 .0 
17 4.4 750-006 5.026e-004 4 .344e+00 1 7.629. -008 1.0000+000 5 .9270-006 + 7 .7 
18 4.46ge-006 5.0 11 0-004 4 .340e+00 1 3 .8 150-008 1.000.+000 5. 0380-001; +87 .6 
19 4 .465e-006 4 .993.-004 4 .338e+00 1 1.9070-008 1.0000+000 4 .623e-006 +87 .7 
20 4 .462e-006 4 .974e-004 4 .3360+00 1 9 .537e-009 1.0000+000 4 .5020-006 +87 .9 
Table 7.3 : Main numerical parameters for the firs t 20 iterations of the Lagged Diffusivi ty 
algorithm with continuat ion on {3 and line search on a , for the ini t ial value {3 = 1 · 10- 2 . 
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Figure 7.11 : Reconstructions of the resistivity test profile of Figure 7.2. On the left , 20th 
step of the Lagged Diffusivity method with initial /3 = 1 . 10- 2 , on the right reconstruction 
with the same method, and init ial /3 = 1.10- 4. (Conductivity scale in arbitrary units) 
Solving 7.37 presents two main difficulties: First, the regularisation functional is non-
differentiable for (3 = O. For small values of (3 the primal algorithms can prove unstable and 
inefficient. Second, a highly non- linear term is present in the Euler- Lagrange equations, 
as we will discuss shortly. Apposite techniques are therefore needed to solve the primal 
problem. Similar conclusions arise from analysing the discretised form of 7.37 that , with 
the notation introduced for ElT and with (3 -t 0, can be written as 
0' rec = argmin 1P (0') 
1P(u) = !lIh(u) - dIl 2 + aIlLulh (7.38) 
or equivalently as 
0' rec = argmin 1P( 0') 
1P(u) = !lIh(u) - dl1 2 + a E IILi 0'11 (7.39) 
The minimisation of IILul11 with constraints is classified in Optimisation as the (1 linear 
approximation problem. Several authors have proposed ad hoc techniques to overcome 
the associated difficulties [121] [139], [140], [118]. Similarly, when (7.38) is expressed as 
(7.39), the minimisation of E IILi 0'11 with constraints is known in Optimisation as the 
i 
minimisation of sum of norms problem (MSN) and has been studied by several authors 
[141], [142], [134], [119], [137] , [119], [122] [120] . Andersen [120] reports that he was the 
first to solve the MSN problem in an efficient and accurate manner for large problems 
even when many norms IILi 0'11 are zero at a solution point. Andersen [137] developed the 
duality theory for the MSN problem, which led to the publication with other coauthors of 
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"An efficient primal dual interior point method for minimising a sum of Euclidean norms" 
[120] which is probably the most efficient algorithm for solving MSN to date. In tlIP next 
sections the duality theory for MSN and its application to the TV regularised ElT inverse 
problem are discussed. 
7.3.1 Duality Theory for the MSN Problem 
The minimisation of sum of Euclidean norms problem can be formulated in the most 
general way as 
n 
min L IIAiY - Ci 11 
y i=l 
(7.40) 
with y E lRm; Ci E lRd and Ai E lRdx m, which is equivalent to 
(P) min {t Ilzill : Aiy + Zi = Ci, i = 1, ... , n} 
y i=l 
(7.41) 
with Zi E ]Rd. We call (7.40) primal problem. The duality of (P) can be described ill the 
following way 
n 
min _ L Ilzill = . min_ . 
y:A,y+z;-c, i=l y.A,y+z,-c, 
= max 
x,:lIx,lI~l 
n 
max LxTzi 
xi:llxill~l i=l 
n 
. min_ LxTzi 
y.A,y+Z,-Ci . 
t=l 
(7.42) 
where the first equality follows from Cauchy-Schwartz, the second from min-max theory 
n 
[120] [143], the third trivially, and the fourth because if L AT Xi is not zero, the minimised 
i=l 
value would be -00. The dual problem of (P) is therefore 
(D) (7.43) 
and the variables Y are called primal variables and the variables Xi E lRd dual variables. The 
problems (P) and (D) are therefore equivalent. The concept of duality and the relation 
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between primal and dual optimal points can be formalised defining the primal feA.'iible 
region as 
y = {(y, z) E ]Rm x ]Rdn : Ay + Z = e} 
and the dual feasible region as 
(7.44) 
(7.45 ) 
where x is obtained by stacking the vectors Xi· The following theorem was proved by 
Andersen [137]: 
Theorem 7.1 Let (y, z) E y, x E X be feasible and let (y*, z*) E y, x* E X be optimal 
solutions to (P) and (D) respectively, then 
n n 
L Ilzill- LcT Xi> 0 
;=1 i=1 
(7.46) 
n n 
L Ilz711- LcT xt = 0 
i=1 i=1 
n n 
In words: for feasible points the term L Ilzill is an upper bound to LeT Xi and vice-versa. 
~l ~1 
n n n 
The difference L IIZill - L cT Xi = L (1lzill - xT Zi) is called the primal dual gap; it is 
i=1 i=1 i=1 
positive except at an optimal point where it vanishes. The primal-dual gap can he zero if 
and only if, for each i = 1, ... , n , either 11 Zi 11 is zero or Xi = z;j" Zi". This can be expressed 
conveniently in a form called complementarity condition 
(7.47) 
The complementarity condition encapsulates therefore the optimality of both (P) and (D). 
An important class of algorithms called Primal Dual Interior Point Methods (PD IPM) 
is based on the observation that (7.47) with the feasibility conditions (7.44) and (7.45) 
captures completely the optimality of both problems. The framework for a PD IPM 
algorithm for MSN problem works by enforcing the three following conditions (primal 
feasibility, dual feasibility, complementarity) 
Ay+ z = c (7.48a) 
(7.48b) 
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The Newton Method cannot be applied in a straightforward manner to (7.48) as the 
complementarity condition is not differentiable for Ilzi 11 = O. Andersen et. al. [120] 
suggest replacing it with the so called centering condition 
(7.4!J) 
Even if at first sight the centring condition is very similar to the smooth approximations 
used for the TV functional in 7.1, it has different implications in this context. Particularly, 
it was shown in [137] the the centring condition is the complementarity condition of the 
following pair of smooth optimisation problems 
(PB) min {t,(IIZill' H')l , (y,z) E Y} 
(D~) min {eT x + i1 t,(l ~ IIxill')1 ox EX} 
and that the following theorem holds: 
(7.50) 
Theorem 7.2 The problem Pj3 and D{3 are a primal dual pair. Specifically, D{3 has the 
solution (y({3), z({3)) and Pj3 has the solution x({3), all satisfying (7.48a), (7.48b). (7.4!J). 
The theorem shows that introducing the perturbation {3 in the complementarity COIl-
dition for the original pair of problems is equivalent to smoothing the norms in (P) and 
n 1 
introducing a cost into (D). Particularly the cost function E(1 - Ilxi112)2 can be un-
i=l 
derstood to keep the dual solution away from its boundary (1lxill = 1), from which the 
name of centring condition for (7.49), and of interior point method for the algorithm. The 
concept of keeping iterates away from the boundary of feasible regions originates from in-
terior point methods for linear programming (LP) [144]. In LP optimal points are known 
to lie on vertices of the feasible set; traditional algorithms, such as the simplex method, 
exploited this by working on the frontier of the feasible region and examining vertices to 
find the solution. This approach changed in the mid 80s with Karmarkar's [145] intro-
duction of interior point methods, which work by following a smoother path inside the 
feasible region called a central path (identified by a centering condition), and possibly 
making larger steps at each iteration. In MSN the central path is defined by the solutions 
(y(f3) , z({3), x({3)) of Pj3, Dj3 for {3 > 0, {3 -+ O. Using these results Andersen et. al. re-
alised an efficient PD-IPM algorithm that works maintaining feasibility conditions (7.48a), 
Chapter 7. Deterministic methods for TV Regularised ElT Inversion 130 
(7.48b) and applies the centering condition (7.49) with a centering parameter (J which is 
reduced during iterations, following the central path to the optimal point. Chall et. al. 
[117] applied Andersen's PD-IPM algorithm for solving TV regularised inverse problerw; 
in image restoration. In the following we describe the application of the PD-IPM method 
to inversion with £1 functionals, similarly to Chan et al. 
7.3.2 Duality for Tikhonov Regularised Inverse Problems 
In inverse problems, with linear forward operators, the discretised TV regularised inven;e 
problem, can be formulated as 
(P) 
1 n 
min -IIAf - dl1 2 + 0' L IILi fll 
f 2 i=l 
(7.51) 
We will label it as the primal problem. With similar arguments as used in the preceding 
paragraph, the dual of (P) can be shown to be 
(D) 
The optimisation problem 
max mfin -2111Af - dl1 2 + O'xT Lf 
x:llxdl:'S1 
. 1 
min 211Af - dl12 + 0' xT Lf 
has an optimal point defined by the first order conditions 
the dual problem can be written therefore as 
(D) 1 max 211Af - dl1 2 + 0' xT Lf 
x: Ilxdl :s 1 
AT (Af - d) + 0' LT x = 0 
(7.52) 
(7.53) 
(7.54) 
(7.55) 
The complementarity condition for (7.51) and (7.55) is set by nulling the primal dual gap 
which with the dual feasibility Ilxill :s 1 is equivalent to requiring that 
(7.57) 
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in analogy with the findings of the previous paragraph. The PO-IPM framework for the 
TV regularised inverse problem can thus be written as 
AT(Af - d) + Cl LT x = 0 
Lif -IILifllxi = 0 i = 1, ... , n 
(7.58a) 
(7.58b) 
(7.58(') 
Again it is not possible to apply the Newton Method directly to (7.58) as (7.58e) is not 
differentiable for Lif = O. A centering condition has to be applied, obtaining a smooth 
pair of optimisation problems (p t3) and (0 t3) and a central path parameterised by {3. This 
is done by replacing IILifll by (IILi f 1l 2 + (3)! in (7.58c). 
7.3.3 Application to ElT 
The PO-lPM algorithm in its original form [117] was developed for inverse problems with 
linear forward operators, as non-linear problems have not yet been addressed by research 
in this field at the time of this writing. The following section describes the numerical 
implementation for inversion in ElT tomography. The implementation is based on the 
results of the duality theory for inverse problems with linear forward operators. The 
extension of the theoretical results to non-linear inversion is out of the scope of the present 
work. It was possible to apply the original algorithm to the ElT inverse problem with 
minor modifications, and to obtain successful reconstructions. The formulation for the 
ElT inverse problem is 
U ree = argmin 'IjJ( u) 
'IjJ(u) = ~lIh(u) - dll2 + a TV(O') (7.59) 
With a similar notation as used in Section 7.2, the system of non linear equations that 
defines the PD-lPM method for (7.59) can be written as 
Ilxill :S 1 
JT(h(u) - d) + a LTx = 0 
Lu - Ex = 0 
(7.60) 
with Tli = VilLi ull 2 + (3 and E = diag(Tld, and J the Jacobian of the forward operator 
h(O'). Newton's method can be applied to solve (7.60) obtaining the following system for 
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the updates 80" and 8x of the primal and dual variables 
with 
[ 
JT J 0: LT 1 [ fJO" 1 = _ [ JT(h(O") - d) + 0: LT X 1 
FL -E fJx LO" - Ex 
F - d' (1 XiLi 0") - Jag ---
'T]i 
which in turn can be solved as follows 
(7.61) 
(7.62) 
(7.63a) 
(7.63b) 
Equations (7.63) can therefore be applied iteratively to solve the non linear inversion 
(7.59). Some care must be taken on the dual variable update, to maintain dual feasibility. 
A traditional line search procedure with feasibility checks is not suitable as the dual update 
direction is not guaranteed to be an ascent direction for the penalised dual objective 
function (Dj3). The simplest way to compute the update is called the scaling Tulr [120] 
which is defined to work as follows 
(7.64) 
where 
;\ = max{A: ;\llx~k) + 8X~k) 11 ::; 1, i = 1, ... ,n} (7.65) 
An alternative way is to calculate the exact step length to the boundary, applying what 
is called the steplength rule [120] 
X(k+l) = x(k) + min(I,;\) fJx(k) (7.66) 
where 
;\ = max{;\: IIx~k) + ;\fJx~k)1I ::; 1, i = 1, ... ,n} (7.67) 
In the context of ElT, and in tomography in general, the computation involved in cal-
culating the exact step length to the boundary of the dual feasibility region is negligib!l~ 
compared to the whole algorithm iteration. It is convenient therefore to adopt the exact. 
update, which in our experiments resulted in a better convergence. The scaling rule ha.<; 
the further disadvantage of always placing x on the boundary of the feasible region, which 
prevents the algorithm from following the central path. Concerning t.he updates OIl the 
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primal variable, the update direction 00" is a descent direction for (Pf3) therefore a line 
search procedure could be opportune. In our numerical experiments we have found that 
for relatively small contrasts (e.g. 3:1) the primal line search procedure is not needed, a.<; 
the steps are unitary. For larger contrasts a line search on the primal variahle guarantees 
the stability of the algorithm. 
As a general comment, it is important to note that equation (7.63a) is identical to 
the update equation for the primal Newton's method (7.25) except for the presence of F 
in place of F; secondly F -. F as the solution is approached. Furthermore as the dual 
variable is usually started from the feasible initial point x = 0, the matrix F is initially 
the identity matrix. The PD-IPM method can thus be considered as an interpolation 
between the Lagged diffusivity method and Newton's Method for the primal problem. 
Initially the algorithm behaves like the Lagged Diffusivity method, which is Htahle, and 
as the optimal point is approached the algorithm behaves like Newton's Method, which 
converges quadratically (at least for linear forward operators [117]) in a region around 
the solution. The method therefore shows stability and efficiency [120],[117],[36] (see also 
Section 7.5) at the small additional cost (over primal methods) of computing the updates 
of the dual variables. 
7.3.4 Comments on the Duality for the Continuous Problem 
Some insight on the greater efficiency of primal dual methods over primal methods can 
be gained from some observations reported by Chan and Mulet in [117] and [146]. One 
major difficulty associated with finding an optimal point for the TV regularised inverse 
problem (7.6) is that the associated Euler-Lagrange equation 
AT (AI - d) - a V'. ( V'I ) = 0 
vlV'Il2 + (3 
(7.68) 
contains the highly non-linear term V'. (J '\7 f ). The linearisation of equation (7.68) 1'\7 112 +(3 
and its solution by Newton's method is therefore likely to have a very small convergence 
region. A better way to solve (7.68) is to note that 1~71 is the unit normal vector to the 
level sets of I, and would, in general, be smoother than V'. 1~71' An auxiliary variable 
w = 1~71 can thus be introduced and the Euler-Lagrange equation solved by mealls of this 
equivalent system of partial differential equations 
AT(AI-d)-aV'·w = 0 
V' f - IV' flw = 0 
(7.69a) 
(7.69b) 
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which is "more linear" than (7.68) and thus better suited to be solved via linearisation 
techniques. By inspection, equations (7.69) can be thought to be the continuous equivalent 
to the discrete system of equations (7.58). The primal dual method can therefore be 
expected to achieve better results thanks to a better linearisation of the problem. 
7.3.5 Comments on an Alternative PD-IPM Algorithm 
We would like to make some comments on an alternative primal-dual formulation fOllnd in 
literature [147] [128] [138] [148]. This implementation is based on the original algorithm 
for el-norm minimisation proposed by Coleman [118]. The primal dual formulation of 
Coleman is equivalent to (7.48). While Andersen [120] suggests dealing with the non 
differentiability of such system of equations by using a centering condition (scc (7.49)), 
Coleman proposes a different alternative. Observing that (7.48) is piecewise differentiabl(' 
and that non-differentiability occurs only for Ilzill = 0, instead of smoothing the problem 
with a parameter (3, he suggests keeping all the iterates inside the differentiability domains. 
Since the optimal point might lie on a differentiable region not connected to the one where 
the initial guess falls, the algorithm crosses the hypersurfaces of non--differentiability. To 
avoid numerical instability and to avoid falling on a non-differentiable point he uses an 
equivalent framework to (7.48), with a line search procedure that guarantees a "clearance" 
of r from points with Ilzill = ° (boundary ofthe differentiable region). The parameter T is 
reduced during the progress of the algorithm, in such a way that, if for the optimal point 
Ilzill = 0, the numerical solution can approach such an optimal point. The algorithm can 
therefore be understood to be an interior point method and the "clearance" condition to 
act similarly to the centering condition. 
As a last remark, we noted that it is not clear from the original publication [118] or 
from [128] [138] [148] how to find an initial guess that would satisfy such "clearance". 
The algorithm is in fact capable of keeping a "clearance" but must be started from a 
differentiable region. In ElT it is common practice to use an initial homogeneous guess. 
As the conductivity values are the same, Ilzill = 0 for all i; such a natural starting guess 
would be an infeasible point for the algorithm. Other initial guesses, like the first step of 
a Newton method, are not guaranteed to be feasible points either. 
Chapter 7. Deterministic methods for TV Regularised ElT Inversion 135 
7.4 Comments on Methods That Use the SVD Decomposi-
tion 
Two methods have been proposed that formulate the TV regularised solution using the 
SVD decomposition of the linearised forward operator. The aim of this chapter is to use 
the TV functional to regularise the non~linear least squares problem. Methods that make 
use of the SVD decomposition are not suitable for iterative reconstruction techniques 
required to solve non~linear problems, due to the high computational requirement of such 
decomposition. Given that the two methods are well known, we briefly comment on them. 
The first method was proposed by Dobson [86] for the specific case of ElT. The forward 
operator was linearised and the inverse problem expressed as 
flu rec = argmin J IV' flu I (7.70) 
with the following constraints 
J flu = fld (7.71) 
where J is the Jacobian of the forward operator. Given the ill-conditioning of the matrix ./, 
Dobson suggests stabilising the constraints by replacing J with a matrix j obtained frolll 
a truncated SVD decomposition of the linear operator. Considering that u is discrete, the 
formulation becomes 
(7.72) 
with the following constraints 
(7.73) 
where cl is the projection for the measurements on the truncated space. Dobson proposes 
to solve the inverse problem by smoothing (7.72) with a formula similar to (7.3), and using 
projected gradient methods for maintaining the feasibility of the constraints. As Dobson 
admits in his publication and as verified in [36], the numerical efficiency of the method is 
very poor for the same problems encountered by the Artificial Time Evolution method. 
If the TV regularised inversion formulated by Dobson is used, the minimisation of 
(7.72) subject to (7.73) can be performed efficiently with PD-IPM schemes. The duality 
of such a problem is studied by Andersen in [119], where he then solves the problem with 
Newton's barrier methods. The results for the MSN problem that Andersen obtained 
later [120], can be applied to the primal~dual formulation in [119] and the problem can 
be solved with a similar framework as presented here. 
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A second method that employs the SVD decomposition in a TV regularised formulation 
is the PP-TSVD algorithm of Hansen [127]. The author considers first the linenrised 
inverse problem, and approximates the Jacobian with its SVD truncated version of order 
k 
(7.74) 
where 6Uk is the TSVD solution of (7.74). Suppose now that the matrix B holds in its 
columns the higher right singular vectors of the Jacobian B = [Vk+l, Vk+2, .. . ]. Then 
6Uk + Bz, with z a generic vector, is a solution of (7.74), as B spans the null space of Jk. 
Hansen proposes therefore to formulate the TV regularised inversion as 
6urec = argmin IIL(6uk + Bz)lll (7.75) 
where L is the discrete TV operator, as in the preceding sections, and to solve it with 
the Barrodale algorithm [121]. As (7.75) is a MSN problem, it could be solved with the 
methods of Section 7.3.1. 
7.5 Numerical experiments with the PD-IPM algorithm 
Numerical Experiments Regarding the Efficiency of the Algorithm 
The primal dual algorithm, which is illustrated in Figure 7.12, was tested against the 
same numerical experiment used for the primal methods. The PD-IPM method showed 
a greater efficiency and stability over the traditional methods. In particular, much more 
aggressive continuation procedures on the parameter f3 were possible, while retaining sta-
bility. The adopted continuation procedure reduces the {3reduction factor at each successful 
step, resulting in a fast reduction rate of the parameter, as shown in Table 7.4. In these 
conditions the algorithm showed steady progress, even for very small {3s. The value of {3 
was limited to a lower bound of 1.10-12 as the regularisation functional TV f3 becomes 
a close approximation to TV, while retaining differentiability for the primal problem. 
In contrast to Newton's and Lagged Diffusivity algorithms, the PD-IPM algorithm is 
therefore capable of reducing the primal objective function's gradient for very small val-
ues of {3. Similar gradient reduction rates were experienced with primal algorithms for 
values of {3 bigger than 1· 10-2 , which result in a very poor approximation of the TV 
functional. Table 7.4 also reports in the first and second column the terms I:~=.1 I LiUI, 
which is the TV of the reconstructed image, and I:~=1 Xi LiU, which is the dual of the 
first term. The difference between the two terms is proportional to the primal dual gap: 
a O=~=l ILiUI- L~=1 Xi Lier), which is reported in the third column. The algorithm, with 
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PD-rPM Algorithm 
find homogeneous 0'0 : 0'0 = argmin Ilh(O'o) - dll; 
initialise primal variable 0' with one step of LS algorithm 
initialise dual variable x to zero 
set initial (3 
k=O; 
while k<kmax 
t5dk = (h(O'k) - d); 
Jk = J(O'k); 
Ek = diag (VilLi O'kll 2 + (3); 
Fk = diag (1- x,LjO'); 
17. 
t5O'k = _[JT J + aLT Ekl FkLj-l f{(h(O'k) - dk) + a LT Ekl LOOk; 
t5x k = xk + Ekl L O'k + Ekl FkL t5O'k; 
>'0' = argmin 1/J(O'k + >'0' t5O'k); 
>'x = max{>.x : IIXi + >'xt5xill ~ 1, i = 1, ... , n}; 
if a reduction of primal objective function has been achieved 
O'k+l = O'k + >'0' t5O'k; 
Xk+l = xk + min(l, >'x) t5xk; 
decrease (3 by a factor (3reduction 
decrease (3reduction 
k=k+l ; 
else 
increase (3 
end if else 
end while 
Figure 7.12: Pseudo code for the PD-IPM algorithm with continuation on (3, line search 
on 0' and dual steplength rule on x. 
the present test situation (no measurement noise and contrasts matching the mesh w;ed 
for the inverse parameters) shows the capability of perfectly reconstructing the blocky 
objects of the test conductivity profile, as shown in Figure 7.14, thanks to the properties 
of the regularisation functional and of a very small Tikhonov factor. The simulated data 
does not however reflect any practical situation, where measurement noise is expected to 
affect the measurements and the conductivity profiles would not match the mesh used for 
the inversion. 
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I ter. L IL; O' I LXI L i C7 PD GA P / o II h (u ) d ll {3 A" 11'" (0' )11 AIIg io(oO' , 1/1 (0' » 
; , 
i 1.034e+002 O.OOOe+OOO 1.034e+002 8 .370e-00 l 1.0000-00 1 0 .0000+000 1.547e+OOO +83 . 1 
2 1.5 74 0+002 4 .2560+00 1 1.1480+002 4 .038e-00 1 7 .000e-002 8.000e-00 1 6 .3220-00 1 + 3 . ~ 
3 9. 4550+001 3 . 1900+001 6 .264 0+00 I 1.1 890-00 1 3.9200-002 1.2000+000 1.6070-00 I +85.8 
4 7.04 20+001 3 .4 080+00 1 3 .6340+00 1 2 .73ge-002 I. 7560-002 1.400e+000 2 .6 150-002 +88 .2 
5 5.3 720+001 3.77ge+001 1.5930+001 1.467e-002 6.294e-00 3 8 .000e-00 1 1.85 10-002 +89 . 1 
6 4.9710+00 1 3.9590+001 1.012e+00 1 1.064e-002 1.805e-003 5. 000e-00 l 1.3200-002 +89 .0 
7 4.4050+001 3.962.+001 4.425e+000 6 .935e-003 4 . I 3ge-004 8 .0000-001 8 .052 -003 +8 7.0 
8 4. 1220+00 1 3.9 73e+001 1.490e+000 5.002e-004 7 .5960-005 1.000.+000 6 .6500-00 '1 +80 .0 
9 4.058e+001 4.002e+00 1 5 .6330-001 3 .265e-005 I. I 15e-005 1.0000+000 4 .5130-005 +89 .9 
10 4 .0200+001 4.008e+001 1.11 80-00 1 6 .0 16e-006 1.3 10e-006 1.400.+000 1.9520-006 +80 . 
11 4 .0 18e+00 1 4.010e+001 7.704 0-002 3 .674 e-006 1.230e-007 1.2000+000 5 .88:10-007 +89 .5 
12 4 .0 130+00 1 4 .0 1Ie+001 1.924 .-002 2. 19 I e-006 9 .24 0-009 1.4000+000 7 .4280-007 +89.6 
13 4.0 120+00 1 4 .0 1I e+00 1 S.245e-003 I. 256e-006 5.5610-010 1.2000+000 9 .2 790-008 +88 .2 
14 4.0 11 e+00 1 4.0 11 e+00 1 1.803e-003 7.09ge-007 2.6750-0 11 1.2000+000 6 .2 100-00 +88 .:1 
15 4 .01 1e+00 1 4.0 11 e+00 1 4 .6 1ge-004 3.7340-007 1.0290-012 1.4000+000 3 .3 70-008 +83 .3 
16 4.0 11e+00 1 4 .0 110+00 1 1.41 5e-004 2 .790e-007 1.0000-012 1.200e+000 1.5820-008 +6:),5 
17 4.0 11 0+00 1 4 .0 1 Ie+001 1.1 03e-004 2. 755e-007 1.000e-0 12 5 .000e-001 9 . 13 10-009 +7 1. 2 
18 4.0 11 e+00 1 4 .0 1 Ie+001 1.087e-004 2.75 10-007 1.000e-0 12 1.000e -001 8 .2850-009 72 .0 
19 4.0 11 0+00 1 4.0 1I e+00 1 1.096e-004 2. 75 1e-007 1.0000-0 12 1.0000-002 8 .2070-009 + 7 1.0 
20 4 .0 11 0+00 1 4 .0 1 Ie+00 1 1.088e-004 2 .750e-007 1.000e-0 12 1.0000-002 8 . 1300-009 +72 .0 
Table 7.4: Main numerical parameters for the first 20 iterations of the PD- IPM a lgorithm 
with continuation on (3 and line search on er and Steplength update on x. 
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Figure 7. 13: Gradient 's norm during the first 20 steps of the PD-IPM algorithm. 
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Figure 7.14: On the left, test resistivity profile. On the right, 20th step of the PD- IPM 
reconstruction, for the noiseless test setup. 
Further Numerical Experiments 
The setup of the previous numerical test was intended to highlight the numerical effi-
ciency of the different methods in relation to the differentiability issues involved with TV 
regularisation. Having proved first that the PD-IPM method is efficient, we conducted 
some further tests in order to evaluate its usefulness in practical situations. For this sec-
ond group of experiments the conductivity test profiles were generated on one mesh, and 
then reconstructions were performed over a second mesh. It is not possible in fact to 
assume that the mesh used for the inverse computations will match in the real word the 
conductivity profile under measurement. Secondly noise was added to the measurements . 
In the first experiment a test conductivity profile comprising two small circular anoma-
lies was set up on a mesh with 6081 triangular elements, as shown in Figure 7.15. Forward 
measurements were calculated applying 31 trigonometric current patterns and adding to 
them Gaussian noise with a standard deviation of 0.1% of each measurement value. The 
reconstruction was performed with a coarse/fine mesh pair. The coarse mesh, used to 
represent the conductivity, had 510 triangular elements, while the finer mesh, used for 
the forward calculations had 6232 elements. On the right part of Figure 7.15 is shown a 
pseudo TV (PSTV) inversion (as in 6.26), computed with the same regularisation matrix 
as for the TV inversion, but using the e2- norm, for comparison purposes. 
Figure 7.16 illustrates the 5th and 10th iterations of the TV regularised PD-IPM re-
construction. The reconstruction shows the characteristics of a e1 inversion, with sharp 
definition of the contrasts. The profiles of the two circular object of the test profiles have 
been superimposed to the plots. As the targets do not match the coarse mesh, it is diffi-
cult for the algorithm to estimate their shape and value correctly. The overestimation of 
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Figure 7.15: On the left , test resistivity profile defined on a 6081 elements mesh, with the 
discretisation used for the inversion superimposed. On the right, traditional reconstruction 
with t'2- norm regularisation, plotted for comparison with the TV regularised inversions. 
the contrasts area, due the the coarseness of the discretisation, results in a lower estima-
tion of the conductivities. Given this limitation, the TV regularised inversion shows good 
localisation properties, and a relatively closer estimation of the contrasts' values when 
compared to the PSTV inversion. 
In order to show the different properties of the TV and PSTV reconstructions, the val-
ues of \LilT\ , which is proportional to the conductivity difference between two neighbouring 
elements sharing the i- th mesh edge, have been plotted in Figure 7.17 for both methods. 
The values have been sorted in increasing order. The TV reconstruction presents values 
of \LilT\ as high as 1.8, approximately 10 times as high as for the PSTV reconstructions. 
The plot of \LilT\ for the TV reconstruction presents a slowly rising trend followed by a 
steep bend on the right side of the graph. By setting a threshold it is possible to identify a 
small number of edges as belonging to the boundary of the reconstructed targets, thanks 
to their large jump of conductivity. Adjusting the level of such a threshold for the PSTV 
reconstruction is not immediate, as for this method the graph of \LilT\ has a very smooth 
trend. A classification of edges would be somehow more arbitrary. 
Given this consideration, we decided to conduct some numerical experiments incorpo-
rating adaptive mesh refinement strategies into the reconstruction algorithm. The original 
PD- IPM reconstruction algorithm has been modified to perform a refinement of the mesh 
used for the inverse computations after the 5- th step. This arrangement allows the sharp 
characteristic of the TV inversion to be prominent enough at that stage of the reconstruc-
tion to allow an easy classification of the edges, as explained for the graph of Figure 7.17. 
The algorithm selects edges for which the value of \LilT\ is greater than 0.3, and for each 
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Figure 7.16: On the left, the 5th step of the PD- IPM reconstruction, on the right, the 
10th step. The forward measurements were computed from the test profile of Figure 7.15 
with trigonometric current patterns and 0.1% additive Gaussian noh;e. The contours of 
the two circular inclusions are superimposed to the graph. 
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Figure 7.17: Plots of ILiO"I for the TV (continuous line) and for the PSTV (dash-dotted 
line) reconstructions. The values have been sorted in increasing order. 
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edge elects the neighbouring triangles for refinement. The refinement is then carried Ollt 
by routines based on MATLAB's refinemesh. 
The reconstruction obtained with this method is shown in Figure 7.18. The invers(~ 
profile presents good improvements over the unrefined reconstruction ism in tenm; of 1)(>t.-
ter shape matching to the original contours. The quantitative estimation showed some 
moderate improvement, which is shown especially in terms of better uniformity inside the 
targets' area. In Figure 7.19 the initial and refined meshes used for the inverse computa-
tions are shown. The initial mesh has 510 elements, and is coupled with a mesh of 6232 
elements used for the forward solutions. The refinement raised the number of elements to 
741 in the mesh used for the inverse computations and to 7005 in the mesh uHcd for the 
forward solutions. 
Experimenting with the technique, it was noted that further refinement of the mf'sh did 
not bring further improvements, and that the convergence of the algorithm slowed down. 
Clearly the refinement technique cannot be protracted indefinitely, as the the elements 
become too small, as does the sensitivity of the measurements to their conductivity values, 
worsening the conditioning of the problem. Dobson, in a theoretical analYHis of methodH 
for TV regularisation [114], reports similar results concerning the level of discretisatioll 
and the rate of convergence for the Lagged Diffusivity algorithm. 
With mild contrasts such as the ones in the test profile of Figure 7.15, the algorithm 
does not require line search procedures on the primal variables u. The computational time 
involved in each iteration is therefore almost identical to traditional inversion methods such 
as the Gauss-Newton method, except for the calculation of the dual update ox which in 
practice is negligeble. In these situations the TV;3 inversion is therefore very competitive 
with respect to traditional inversion techniques. 
The performance of the TV;3 inversion algorithm was also tested against the high 
contrast test profile shown on the left of Figure 7.20. From numerical experiments Wp 
noted that the algorithm needs a line search on the primal variables for contrasts larger 
that 2.5 to 1 or 3 to one, as the inverse problem shows a pronounced non linearity. With 
such high contrasts the quantitative discrepancy between the estimation the original value 
becomes larger, due to a greater non-linearity of the problem. 
7.6 Discussion 
The present chapter focuses on use of the TV regularisation as a technique for enhancillg 
the reconstruction of sharp conductivity profiles. As introduced in Chapter 6, numerical 
difficulties arise in the solution of the inverse problem, and ad hoc methods are needed for 
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Figure 7.18: Reconstruction of the test profile of Figure 7.15 with adaptive mesh refine-
ment . The contours of the two circular inclusions are superimposed to the graph. 
Figure 7.19: Mesh refinement during reconstruction. On the left , initial mesh used for 
inverse computations, the mesh has 510 elements . On the right, the refined mesh used for 
the inverse computations, for which the number of elements rose to 741. The contours of 
the two circular inclusions are superimposed to the graphs. 
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Figure 7.20: On the left , a test resistivity profile presenting two high contrast targets: the 
top target has a conductivity 10 times the background and the bottom one of 0.1 t imes 
the background. The test profile is defined on a 6081 elements mesh. Superimposed on 
the picture is the discretisation used for the inversion. On the right, the corresponding 
10th step of the PD- IPM reconstruction. The forward measurements were computed using 
trigonometric current patterns and 0.1 % additive Gaussian noise. 
it 's solution. Such methods have been discussed and analysed by theoretical considerations 
and by numerical experiments. Traditional algorithms like the Steepest Descent, the New-
ton 's method and the so alled Lagged Diffusivity Method have been shown to present 
numerical difficult ies in conjunction with TV regularisation. The Newton's method formu-
lation of the inverse problem gave rise to a novel interpretation of the TV regularisation , 
in terms of adaptive properties. 
In the second part of the chapter the use of recent optimisation methods, the inte-
rior point primal dual method, is discussed. Via the duality theory, the traditional least 
squares Tikhonov regularised inverse problem, called primal problem, is reformu lated in 
new variables, called dual variables, as a maximisation problem. Feasible sets are associ-
ated with the primal and dual problems. Primal feasible points are upper bounds to the 
dual feasible points, and vice versa. The observation of this fact allows the introduction 
of the so-called primal-dual gap, the difference of primal feasible points and dual feasible 
points, which is null only at an optimal point for both the problems. Instead of minimising 
the primal problem, or maximising the dual problem, the PD- IPM framework seek , the 
zero of the primal- dual gap. 
The numerical efficiency and stability of this formulation are explained in terms of a 
better suitability to linearisation. The non- linear problem can therefore be solved with 
improved results by iterative methods that make successive linear approximations, sllch 
as Newton's method (applied to PD-IPM framework) . 
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Chan [117J noted that the PD-IPM algorithm tends to Newton's algorithm for the 
primal problem as the solution is approached. In this work, a novel interpretation WI~ 
given to the behaviour of the algorithm: the PD-IPM method is an interpolation between 
the Lagged Diffusivity method and Newton's method. Initially the algorithm behaves like 
the Lagged Diffusivity method, which has good global convergence properties, in proximity 
of the solution it behaves like Newton's method which has fast local convergence properties. 
Finally the PD-IPM algorithm was tested with numerical experiments. The numerical 
results show that it is possible to regularise the ElT inverse problem with the TV func-
tional, and calculate inverse solutions in a stable and efficient way. The computational 
effort required by the algorithm is similar to the one required by e2 norm regularisation 
as the computation of the dual variables update is trivial. 
Apart from the considerations regarding the benefits of using the TV as a regularisation 
functional in conjunction with non-smooth conductivity profiles, from the analysis of the 
literature and from the numerical experiments we believe the PD~IPM algorithm to be 
the right framework to be used for el-norm regularisation. The algorithm extends easily 
to the 3D case, where only the construction of the regularisation matrix L changes. 
Chapter 8 
Conclusions and Future Work 
In this work a brief review of the theory of inverse problems, and of the ElT measurement 
and forward modelling techniques has been given in the first four chapters. The remain-
ing part of the work deals with ways of reconstructing sharp conductivity profiles. As 
traditional f2-norm regularisation functionals produce smooth reconstructions, two novel 
methods to overcome the limitation are proposed. The first is the use of anisot.ropic Gaus-
sian filters with the f2-norm, the second is to use the total variation functional that leads 
to fl-norm regularisation. 
The anisotropic Gaussian filtering approach allows introduction of prior structural 
information into the regularisation functional, and therefore to reconstruct with better ac-
curacy sharp conductivity profiles that match that information. On the other hand, with 
a careful selection of the regularisation parameter the method is capable of reconstruct-
ing conductivity profiles that violate the prior information, with slightly worse results in 
comparison to a similar method with no prior information. The capability of the method 
of describing profiles containing sharp features is explained in terms of generalised sin-
gular vectors. When the prior information is introduced, such vectors assume a different 
structure: some of the lowest SVs span the sharp conductivity profiles. Such SVs, not 
attenuated by the regularisation, contribute to forming a I3harp image of the reconstructed 
object. 
The Gaussian anisotropic smoothing has the advantage over TV regularisation tech-
niques of not requiring particular numerical schemes for the reconstruction and to allow 
analysis with numerical tools such as GSVD. The complexity of the method shows in the 
calculation of the regularisation matrix and in the requirement of having ad hoc meshes. 
Some work is therefore needed on the side of the user to tailor the method for any specific 
application. 
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In contrast, the TV regularisation method does not require the user to tailor the recon-
struction for the particular application. The method requires however particular numerical 
schemes, as it involves the minimisation of a non-differentiable functional. Total variation 
regularisation has been successfully used in ElT by Kaipio [87] with MCMC methods. 
Such statistical methods work by sampling posterior probability densities, therefore they 
are not affected by non-differentiability. The sampling of such space is a computation-
ally intensive task; for this reason the forward problem is linearised, as this allows faster 
sampling. 
In Chapter 7 we analysed deterministic methods for TV regularisation, with the aim 
of solving quickly the full non-linear problem. In the first part of the chapter traditional 
optimisation methods are analysed, and their inefficiency shown. In the second part of the 
chapter the novel application of primal-dual interior-point methods to ElT is discussed 
and successful reconstructions are shown. The PD-IPM method is very efficient; the 
computational effort required for a non-linear TV regularised inversion is similar to that 
of the same inversion regularised with a traditional t'2-norm functional. 
Concerning the analysis of the regularisation properties of TV, there are no standard 
tools. A novel interpretation was given to such functional, interpreting it as a non linear 
t'2--norm functional that weights less and less large conductivity variations, allowing steep 
changes in the sought parameter. 
Concerning future work, at present we foresee three possible extensions of the results 
of this thesis. The first is the extension of the TV regularisation to the 3D case. In the 
2D case, for piece-wise constant elements, the TV functional is represented as 
TV(o-) = liLo-Ill (R.l) 
where L is a matrix that weights conductivity differences across neighbouring elements 
by the length of the shared edge. In 3D, for piece-wise constant conductivities, the 
expression of the functional is the same as (8.1), but the matrix L will weight differences 
of conductivities by the area of the shared triangular face (for FEM tetrahedral elements). 
Apart from this trivial change, the numerical scheme does not require any modification. 
Such extension is under way and numerical testing is currently performed with the help 
of the EIDORS 3D package [22]. 
A second possible extension of the present work is to experiment with anisotropic 
TV regularisation. With piece-wise constant representations of the conductivity, where 
the variations are associated with the edges, rows of the regularisation matrix could be 
weighted depending on the alinement of the corresponding edge to the direction of expected 
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changes. Otherwise piece-wise linear representations could be used, and the anisotropic 
TV functional be defined as 
(8.2) 
where ~ and Tl are the anisotropic weights and where the partial derivatives of u are 
easily expressed as functions of the nodal values of the variable. Such an approach is 
interesting for the fact that traditional TV regularisation enforces only the prior informa-
tion that a discontinuity might occur, but specific structural information il:i not enforced. 
By using the anisotropic TV functional, structural information would be incorporated in 
reconstructions, as with Gaussian anisotropic smoothing. 
A third extension that we propose is to mix f2 and fl-norm regularisation fundionals 
on the same image. There are possibly two aims in doing so, the first is to apply the 
two functionals to different areas of the image. This approach is equivalent to 8.'isuming 
that particular areas of the image are smooth and others are not. The aim is therefore to 
introduce prior structural information. A second approach is to apply the two functionals 
to the whole domain of the image, but to weight them differently, on a element by element. 
basis, possibly in an adaptive way, as prosed by Chan in denoising applications [149]. 
The aim in such case is to mix the smooth properties of l2norm regularisation with the 
capability of describing sharp details of the TV regularisation in an automated way. 
The inversion would be formulated as 
u rec = argmin Ilh(u) - dll + Cl IIL2 ull + (3IIL1 ul11 (8.3) 
where Cl and (3 are regularisation parameters and L2 and Ll the regularisation mat.rices 
respectively for the l2 and II norms. 
We propose to use the PD-IPM method for these problems. In general the two matrices 
L2 and Ll will not have the same number of rows, as the two types of regularisation 
can be applied to subdomains of the image, or as in the case of piece wise constallt 
representations, L2 is associated with elements and Ll with edges. In any ca.'ie, the 
inversion would be formulated as 
u rec = argmin Ilh(u) - dll + Cl IIL2 ull + (3 L: II(Ldi ull (8.4) 
which is a MSN problem; the PD-IPM method can be applied for the numerical solution 
of such a problem. 
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As a concluding remark, we believe the methods described in the thesis and the sug-
gestions for future development to be useful in several applications. The present work 
deals mainly with structural prior information and with non-smooth reconstruction. In 
the three principal areas of application of the ElT technique, medical imaging, indulltrial 
process imaging and geophysical prospecting, it is common both for the imaged bodies 
to present sharp conductivity variations, and that som~ form of structural information ill 
known a priori. We believe therefore that separate application of the proposed methodll, 
or the combination of them as suggested earlier could improve current imaging techniques. 
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Abstract 
Electrical impedance tomography is a technique that permits estimation of 
resistivity within a subject by reconstructing from boundary measurements. 
Due to the ill conditioning of the problem, images are greatly affected by 
boundary errors. Reconstruction algorithms account for boundary shape and 
electrode position by using a forward solver. In this paper is presented the 
realization of a 2D realistic thoracic model as a better approach compared to 
circular meshing. Several meshes with different discretizations are compared 
in terms of accuracy with a complete electrode model forward solver. By 
comparing the different discretizations it is possible to choose an appropriate 
mesh density for the 2D ElT problem. 
Keywords: Electrical impedance tomography (ElT), finite element modelling 
(FEM), mesh generation, complete electrode model, full electrode model, 
thoracic imaging, lungs 
1. Introduction 
Electrical impedance tomography (ElT) is an imaging technique that estimates the resistivity 
distribution inside the subject. Current patterns are applied to the subject through several 
electrodes and surface potentials are measured. The acquired boundary data are processed to 
reconstruct images. Reconstruction algorithms account for boundary shape and electrode po-
sition by making use of a forward model. Usually the electrode positions and boundary shape 
are not accurately known. Due to the ill posedness of the problem this greatly affects the image 
quality; strong regularization techniques are needed to obtain the convergence of the recon-
struction process. Therefore, ideally, the actual shape should be measured for each experiment. 
For practical reasons 2D ElT thoracic images have often been reconstructed over circular 
meshes. In our group progress in modelling has been represented by the use of a non-circular 
mesh (McLeod et aI1997). The contour was calculated by averaging shape measurements over 
several subjects. The mean contour was then expressed in polar coordinates-four components 
of the Fourier series of the radius against the circular angle were considered, obtaining a mean 
smoothed thoracic shape. 
3 Addressee for correspondence. 
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Figure I. Cryostatic image of the human th orax. 
As an alternative attempt to closely describe the human thoracic shape, the possibili ty of 
meshing a cryostatic image fro m the National Library of Medic ine's Visible Human Project 
(fi gure I) was considered . 
In thi s paper are presented results obtained with this approach. Five meshes resembling 
the human thorax were generated. Different degrees of discreti zation were et fo r splines 
describing electrodes and organs in order to assess the accuracy of the forwa rd so lutions. A 
complete electrode model forward so lver was employed in the simulations. 
2. Mesh generation 
In order to generate realistic meshes, pixel coordin ates ofthe exterior boundary and mai n organs 
were imported to the INRI A's4 EMC25 mesh generator. By connecting imported po ints, splines 
describing heart , le ft lung, right lung and spine were defined (figure 2) . 
The measurement protocol carried out with the OXBACT 1I1 data acqui sition sy. tem (Zhu 
et of 1994, Denyer 1996) consists of stimulating the body with 32 electrodes carry ing current 
and in measuring potenti als over another 32 interleaved passive electrodes. For this purpose 
64 electrodes have been defined on the exterior boundary. The rati o of the covered to free 
surface for these electrodes is 10: I. 
Hav ing set up all the necessary in formati on, fi ve di fferent meshes were genera ted, wi th 
diffe rent degrees of coarseness . 
The meshes are based on unstructured tri angul ar elements, and as rep0l1ed in table I the 
number of elements varies from 5390 to 353 14. The fi rst three columns of the table report 
the number of nodes with which the splines definin g electrodes, lungs, heatt and spine were 
di scretized . T he last two columns report the number of nodes and tr iangles that resulted for 
each mesh correspondin g to a particular di screti zation. 
The discreti zation of inner splines was set in such a way to produce coarser meshes toward 
the centre, where the intensity of the electric fi eld is weaker. The di screti zation of the e lectrodes 
was set to deliver a finer mesh toward the boundary where the inten ity of the electric fi eld is 
higher due to the presence of di scontinuiti es (figure 3). 
4 Insti tut National de la Recherche en tnform alique et en Automatique. 
5 Editor of meshes and contours in two dimensions. 
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Figure 2. Splines defining organs and boundary. 
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3. Complete electrode model 
The complete electrode model was originally developed for taking in account the effects of 
contact impedances in ElT measurements. 
The model can be stated with the following equations, when applied to our system: 
v .uVu =0 XEn (1) 
au 
u + ZVIU aii = VVI x E eVI 1=1 •... ,Lu (2) 
au 
u +zqu aii = Vq x E eq 1= 1, ... , Lc (3) 
[ ua~ = 0 
e"l an 
x E eVI 1=1, ... ,Lv (4) 
[ au 1= 1 •... , Le U-=; = 1/ X E ee, (5) 
e an 
Cj 
au x E an x ~ eVI u-=o x ~eq (6) aii 
where n is the region to be imaged, u is the electric potential, U is the conductivity distribution, 
ii is the outward normal to the boundary an, eVI and eC, are the current and voltage electrodes 
and ZVI and ZCI are their respective contact impedances and Lv and Le are the respective numbers 
of electrodes. The vector I represent the currents injected at the current electrodes and the 
vectors Vv and Ve the potentials assumed by voltage and current electrodes. 
Since the electric charge must be conserved the following rule must be obeyed by the I 
vector: 
L1/=0 
/ 
and a reference potential can be chosen imposing that 
LVvl =0. 
/ 
4. Finite element implementation 
The FEM method allows discretization of the continuous problem by subdividing the region 
to be imaged into elements of simple shape, which are usually triangles or quadrangles for the 
2D case. The electric potential is expressed as a linear combination of nodal basis functions. 
The nodal basis functions have support limited to each element-they assume the value of 1 
at node i and 0 on each other node. 
The approximated potential can then be expressed as 
M 
u' = LNi<Pi 
i=1 
where <Pi are the nodal basis functions, Ni are the nodal values assumed by the approximate 
solution and M is the number of nodes. 
Wishing to calculate the nodal values Ni, the continuous problem is then turned into a 
linear system by applying the Galerkin method: 
f l <Pi (V • uVu') = O. (7) 
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Using Green's theorem this can be rewritten as 
j. { uV4Ji' Vu' - ( 4Ji U a~ = o. 10 lao an (8) 
The boundary integral of equation (8) enables us to take into account the conditions expressed 
by equation (2) and (3). Additionally when we express the conditions stated by (4)-(6) we 
may write the system of linear equations 
YN=C (9) 
where N is the vector of nodal values and Y and C are the system matrix and its right-hand 
side. 
The f matrix and the C vector have the following form: 
where: 
fe(i. j) = -~ 1 4Ji 
Ze, ~CJ 
., length(evJ 
Dv(l. ,) = --=-...;,...;.:... 
Zv, 
Dv(i. j) = 0 
., length (ecJ 
De (I. z) = -"-----'-
Ze. 
De(i. j) = 0 
i = I . .... M j = 1. .... Lv 
i = 1 . .... M j = 1 •...• Le 
i = 1 ..... Lv 
i =/; j 
i = 1 •.... Le 
i =/; j. 
i.j=I ..... M 
The finite element version of the complete electrode model was implemented in MATLAB 5. 
The implementation was tested against the forward solver of the Kuopio MATLAB 2D 
EIDORS6 toolbox (Vauhkonen et a1200 1). Forward solutions computed with the two different 
forward solvers on the same mesh agreed with a relative error of the order of 1 x 10-8• 
Studies have also been conducted in order to validate the model against tank measurements. 
In 'Electrode models for electric current computed tomography' (Cheng et al1989) the authors 
present a validation of the complete electrode model against measurements conducted on a 
tank. In the study characteristic impedances (p 921. table 1) measured on the tank are compared 
to simulations obtained with a boundary fourier series implementation of the electrode model. 
In order to validate the finite element method implementation of the model. the tank described 
in the paper by Cheng et al was meshed. and similar results reproduced; the measured 
characteristic impedances and the FEM simulated ones agreed to within 2% down to 0.3% 
depending on the bath concentration. 
The realized forward solver has been used to compare different thoracic meshes as 
explained in the next section. 
6 Err and diffuse optical tomography reconstruction software. 
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Table 2. Error and computational time of the forward solutions. 
Percentage error Computation time (s) 
Mesh_1 1.216% 23.2 
Mesh..2 0.522% 15.9 
Mesh3 0.248% 146.6 
MeshA 0.092% 350.2 
Mesh..5 Not applicable 806.0 
5. Forward solutions 
Due to the discontinuities of the electric field near the electrodes, fine discretization is needed 
there. Discretization of electrodes greatly affects the total number of elements in the mesh. 
The reason for this is that the number of electrodes is high, and setting for each electrode a fine 
discretization will result in a very fine mesh near the boundary. By contrast the inner region of 
the mesh does not require the same accuracy, so usually the inner splines are discretized with 
a lower number of nodes, giving a locally coarser mesh. For these reasons the greatest number 
of elements is located near the boundary and it is highly influenced by the discretization of the 
electrodes. 
Forward solutions 7 with the various meshes were performed and considering the solution 
over the mesh with the highest number of elements as the most accurate one, errors were 
computed with the following formula: 
11 V (MeshJ) - V (Mesh..5) 11 
Err = 11 V (Mesh..5) 11 x 100. (10) 
Table 2 reports the errors and the forward solution computational time. 
As is possible to see from table I the electrodes were discretized in seven. II or 15 
nodes, giving six, ten and 14 edges underneath each electrode. For each of the two finer 
discretizations of electrodes two different levels of definition were adopted for the inner splines 
describing organs. This enables estimation of the sensitivity of the error to the coarseness of 
the inner portion of the mesh. Examining tables I and 2 together it is possible to make several 
observations. Mesh_1 was generated with a reasonably low electrode discretization resulting in 
a high error. Leaving unchanged the inner portion of the mesh. the discretization of electrodes 
was raised to II nodes (Mesh.2). This significantly reduced the error of the forward solution. 
To evaluate the sensitivity of the error to the coarseness of the central portion of the mesh. the 
splines describing heart. lungs and spine were discretized with a much higher number of nodes 
(Mesh.3). In this case the error decreased by a factor of two with respect to the previous mesh. 
Therefore the inaccuracy delivered by Mesh_1 should be attributed primarily to an insufficient 
discretization of electrodes. In MeshA the number of nodes per electrode was increased to 15. 
The gain in the error is about a factor of two. not as significant as from Mesh_1 to Mesh_2 
since the approximate solution is converging. It is impractical to raise the number of nodes 
per electrode any further. and having reached anyway a trend of convergence in the error. a 
reference mesh (Mesh..5) was generated with a finer central portion. 
6. Choosing a mesh 
In order to choose a mesh to use with a reconstruction algorithm one must consider that the 
goal of the forward solver is to provide an accuracy comparable to the one delivered by the data 
7 The solutions were computed with a homogeneous body with a resistivity of 5 n m and with contact impedances 
of 0.09 (2 m2. 
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acquisition system. Any accuracy less than this will spoil the accuracy of the data acquisition 
system, since its measurements would be compared to an inaccurate set of data. Otherwise 
employing a much more accurate forward solver would result in a waste of computation time, 
since the overall accuracy will be set by the acquired data. Therefore the mesh should be 
chosen considering the accuracy delivered by the DAS in use. 
In our case the data acquisition system used is the OXBACT Ill, which is designed to 
deliver an accuracy of 12 bits. Considering this accuracy as the one we can expect from the 
real measurements is too optimistic since many other factors other then the DAS accuracy 
affect the measurements themselves. In particular we can consider that even if the mesh shape 
is realistic, it will not match exactly the patient's body shape, the electrodes in practice will be 
not equispaced as assumed during the mesh generation, and the problem is 3D rather then 2D 
as assumed by the forward solver. For these reasons, most probably a sensible mesh to use in 
a forward solver is Mesh_2, which delivers a much higher accuracy then Mesh_I, and does not 
require the high number of elements of MeshA to have an evident increase in accuracy. 
7. Conclusions 
Usually ElT chest images have being reconstructed on circular meshes. The ill posedness of 
the problem make this approach viable for differential imaging, where errors due to boundary 
shape and electrodes position are lessened by using previous acquired voltage measurements 
as a reference and reconstructing differences with respect to them. Wishing to reconstruct 
absolute images, a realistic model could deliver a better forward solution, even though this 
effort on its own is not sufficient to resolve all the challenges of the problem. 
In this paper is presented the realization of a realistic human thorax mesh, along with a 
complete electrode model implementation of the forward problem as a step to increasing the 
accuracy delivered by the forward solver. 
This approach, supported by the implementation of anatomical prior information in the 
reconstruction algorithm could enhance the quality of absolute imaging. 
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Generation of anisotropic-smoothness regularization 
filters for ElT 
Andrea Borsic, William R.B. Lionheart, Christopher N. McLeod 
Abstract- In the inverse conductivity problem, as in any 
ill-posed inverse problem, regularization techniques are nec-
essary in order to stabilize inversion. A common way to 
implement regularization in ElT is to use Tikhonov regu-
larization. The inverse problem is formulated as a mini-
mization of two terms: the mismatch of the measurements 
against the model, and the regularization functional. Most 
commonly, differential operators are used as regularization 
functionals, leading to smooth solutions. Whenever the im-
aged region presents discontinuities in the conductivity dis-
tribution, such as inter organ boundaries, the smoothness 
prior is not consistent with the actual situation. In these 
cases the reconstruction is enhanced by relaxing the smooth-
ness constraints in the direction normal to the discontinuity. 
In this paper we derive a method for generating Gaussian 
anisotropic regularization filters. The filters are generated 
on the basis of the prior structural information, allowing a 
better reconstruction of conductivity profiles matching these 
priors. When incorporating prior information into a recon-
struction algorithm, the risk is of biasing the inverse solu-
ti01J8 toward the assumed distributions. Simulations show 
that, with a careful selection of the regularization param-
eters, the reconstruction algorithm is still able to detect 
conductivities patterns that violate the prior information. 
A GSVD analysis of the effects of the anisotropic filters on 
regularization is presented in the last sections of the paper. 
K eyworda- Electrical Impedance Tomography, Prior In-
formation, Anisotropic Smoothing, Regularization, GSVD. 
I. INTRODUCTION 
ELECTRICAL Impedance Tomography involves recon-structing the conductivity of an object from current and voltage measurements on the boundary. Usuallyelec-
trodes are applied to the object and known currents are 
passed through some of them; the resulting volt ages are 
measured on the electrodes. Reconstruction algorithms 
make use of a forward model: simulated measurements are 
matched to the real ones by acting on the discretized con-
ductivity of the model; the reconstructed conductivity is 
the solution of the least-squares problem 
Srec = argmin Ilh(s) - zl12 (1) 
where z is the vector of measured voltages, s is the dis-
crete conductivity, h is the nonlinear forward operator from 
model space to measurements space. 
The reconstruction problem is ill-conditioned and reg-
ularization techniques are necessary in order to stabilize 
the process. Commonly (1) is solved using the Tikhonov 
regularization, formulating the reconstruction as 
Srec = argmin {lIh(s) - zli 2 + o:2F(s)} (2) 
A. Borsic and C. N. McLeod are with the School Of Engineering 
oxford Brookes University, Oxford, UK. ' 
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where F(s) ~ 0 is the regularization functional, and n 
the regularization parameter. The conductivity being dis-
crete, the regularization functional is usually expressed as 
F(s) = IILsIl 2 , where L is the regularization matrix. The 
reconstruction is therefore formulated as 
srec = argmin {llh(s) - Zll2 + o:211Ls1l2} (3) 
The role of the regularization functional is to penalize solu-
tions that according to some prior knowledge are unlikely. 
A classic choice for the matrix L is suggested by the identity 
matrix, a similar choice is made by the NOSER algorithm 
[1] which uses a positive diagonal matrix. Matrices that 
approximate first and second order differential operators 
have also been commonly used in ElT over the last decade 
[2]. All these regularization methods achieve the stability 
of the inversion by penalizing sudden variations in the con-
ductivity; the cost is that the reconstruction is rendered 
incapable of describing sharp variations. 
There are of course situations of practical interest where 
the actual conductivity presents sudden variations. In the 
literature two different approaches have been proposed for 
dealing with those situations. The first approach seeks so-
lutions with the least total variation [3] or uses the to-
tal variation as a regularization functional [4], allowing 
the presence of step changes in the reconstructed images. 
This approach is particularly suitable for reconstructing 
piece-wise constant conductivities, although it might lead 
to staircase effects in the presence of conductivity gradi-
ents. 
The second approach is that of incorporating struc-
tural prior information into the reconstruction pro-
cess to estimate the unknown conductivity more closely 
[5],[6],[7],[8],[9]. By this means it is possible to enhance 
the sharpness of the images when the prior information is 
matched by the actual experiment, as shown by Kaipio et. 
al. [10]. 
The approach followed in [10] is to use anisotropic 
smoothness constraints in the regularization. The smooth-
ness constraints are relaxed along the direction of the ex-
pected changes, allowing faster transitions in this direc-
tion while preserving the necessary smoothness tangen-
tially. The study proposes a way of constructing the fil-
ters for a piece-wise linear 2D FEM forward model. The 
conductivity being linear, it is possible to express the first 
partial derivatives of each element as functions of the nodal 
values of s. The reconstruction then penalizes them dif-
ferently, according to the local direction of the expected 
changes. 
In this paper we present a method for constructing Gaus-
sian anisotropic filters for a piece-wise constant 2D FEM 
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forward model. As the spatial derivatives are not readily 
available, the filters express their directional properties by 
weighting appropriately the conductivity values of neigh-
boring elements. The approach is introduced first by ana-
lyzing the traditional forms of regularization, then extend-
ing Gaussian isotropic filtering to the anisotropic case. 
H. STANDARD REGULARIZATION 
An insight on the ill-conditioning of the reconstruction 
problem and on traditional regularization techniques is 
gained by linearizing (1) about a point So 
oSrec = argmin IIJ oS - (z - h(so))1I 2 (4) 
and by analyzing the singular value decomposition (SVD) 
of the Jacobian J of the forward operator. The matrix 
J E jRmxn (m is the number of observations, and n is the 
number of elements in which the conductivity has been 
discretized) is decomposed as 
(5) 
where U and V are m x m and n x n orthonormal matrices 
and E = diag('\l, ... , All) with Al ? ... ? An ? O. Given 
the decomposition, the mapping J 8s of a change in the 
conductivity 8s can be expressed as 
n 
J os = L Ui '\;(v; 8s) (6) 
i=l 
The ill-posedness of the problem is shown by the singu-
lar values Ai rapidly decaying to zero: there are certain 
changes in s parallel to the higher singular vectors v i th~t 
are strongly attenuated and would become unobservable m 
the presence of noise. 
When inverting the conductivity, assuming that J has 
full rank, solutions of (4) are expressed as 
~ (u;8z) 
8srec = L...J -A-.- Vi 
i=l 1 
(7) 
Terms with higher values of i, for which observations are 
oor, are strongly amplified by the factor 1/ Ai, leading to 
P solution that is dominated by noise. 
&. The aim of regularization is therefore to dampen the con-
tribution of the higher singular vectors to the reconstructed 
"m&.ge. This is achieved explicitly by the truncated SVD 
~echnique stopping the summation of (7) at an index k < n 
for which the observations are not exceeded by the noise 
level. fil· er . I . d . I·· I . A similar termg euect IS ac lleve Imp IClt y, at a mmor 
oJIlPutational expense, by using the identity matrix in the 
c egularization term or by using the NOSER algorithm, for 
~hiCh the regularized solutions of (4) are expressed as 
(8) 
here li are the diagonal elements of L. The regularization 
;revents the multiplicative term from diverging for Ai -+ O. 
Similarly, the effect of regularization matrices that are 
discrete approximations of first order and second order dif-
ferential operators can be understood in terms of SVD de-
composition by considering the fact that higher singular 
vectors Vi tend to be more and more oscillatory, therefore 
constraining the image to be smooth rejects their contri-
bution. 
All the standard techniques therefore stabilize the inver-
sion by limiting the unreliable contribution of the higher 
singular vectors to the reconstructed images. 
Ill. STATISTICAL INTERPRETATION OF L 
A similar regularization approach is suggested by the 
statistical interpretation of the reconstruction [11]. In this 
case the discretized conductivity s is assumed to be a ran-
dom variable and the observations z to be contaminated 
by the random noise n 
Z = h(s) + n (9) 
Assuming also that s is a Gaussian variable with mean ms 
and covariance matrix Cs and that n has zero mean and 
covariance matrix Cn , the posterior probability density for 
the vector s given the observation z is 
( I ) 
- pz(z I s)Ps(s) 
pssz- () pz Z 
(10) 
Where subscripts indicate which probability density P is 
used. Additionally recalling (9) 
pz(z I s) = Pn(z - h(s) Is) (11) 
If sand n are statistically independent 
pz(Z Is) = Pn(z - h(s)) (12) 
Given that pz(z) is a constant since z is fixed, and using 
(10) and (12) 
Ps(s I z) ex exp { -~(z - h(s)f C;;-1 (z - h(S))} 
·exp {-~(S -ms)TC;l(s - m s)} (13) 
If s is now estimated with the maximum a posteriori (MAP) 
criterion, the maximum of Ps(s I z) is sought, which is 
equivalent to minimizing the argument of the exponentials 
in (13) 
SMAP = argmin {(z - h(s)fC~'(z - h(s))+ 
Formally, the Tikhonov solution of the inverse problem (3) 
is identical to the MAP approach when C;;I = I, LT L ex 
C;l and ms is a prior estimate of s. This cOllnects the 
choice of L to the statistical information on s. 
The properties of C. reflect the prior knowledge of the 
system under measurement. The diagonal elements of the 
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matrix represent the variance of each element in the im-
age, the off-diagonal elements of the matrix are a func-
tion of the correlation r between elements of the image 
C = r IGs · Cs ··· It is therefore possible to envisage the 8 ij V U ]J 
possibility of constructing G;l on the basis of the struc-
tural knowledge of the system under measurement, and of 
using a regularization matrix L such that LT Lex G;l. 
IV. ISOTROPIC GAUSSIAN SMOOTHING 
The latter approach, LT L ex Gs- 1 , has been considered 
by Adler et al. [12], even though the authors finally as-
sumed only the implicit information that a limited resolu-
tion is achieved by ElT. They therefore used a covariance 
matrix that allowed some correlation between neighbour-
ing image elements. In this case the inversion of the co-
variance matrix is ill-posed and thus numerically unstable. 
Observing that the covariance matrix has the structure of 
a low-pass filter , the solution they proposed is to use a 
Gaussian high-pass filter to represent its inverse. For the 
2D case, the frequency response of the filter with a spatial 
frequency of Wo is 
with the following convolution kernel 
A regularization matrix L that approximates the filter can 
be found by expressing the filtered value a of the continuous 
conductivity a at the mid-point coordinates Xi, Yi of the i-
th element of the image 
&(xi , yd = g(x,y) *a(x,y)lx=x"y=y; (17) 
and assigning the value at the mid-point to the discrete 
conductivity 
Si = J g(Xi - X, Yi - y)a(x, y) dx dy (18) 
The integration can be carried out on the single elements 
E . after bringing the piece-wise constant conductivity out J' . of the integratlOn 
Si = L>i 1 g(Xi - X,Yi - y) dxdy (19) 
i Ej 
the filtered conductivity can be expressed as S = L s with 
the following definition for L 
Lij = r g(Xi - X, Yi - y) dx dy (20) lE; 
V. ANISOTROPIC GAUSSIAN SMOOTHING 
The statistical interpretation of the matrix L sets the 
basiS for incorporation of prior structural information into 
regularization . In their study, Adler et. al., however did 
not assume this information and used an isotropic Gaussian 
Fig. 1. An object n has an inclusion nine with a different conduc-
tivity (gray area). The contour of the inclusion is bounded by {3 1 and 
{32 and is expected to follow approximately the bounding profiles . 
In order to exploit the structural information , the smoothing filter 
weights (represented by crosses) should be anisotropic in the region 
bounded by the two {3 curves, allowing for a faster variation of the 
conductivity in the direction of the expected changes. 
filter in order to mimic G;l. Nevertheless their proposed 
method inspired the use of an anisotropic Gaussian kernel 
that we adopt in this study for exploiting the anatomi-
cal priors, which are, in the medical imaging context, the 
equivalent of the structural information . 
We now consider the problem for which we propose a 
method by examining the situation presented in Figure 1. 
Assume that a body n has an inclusion nine that presents 
a different conductivity from the surrounding body. The 
shape of the inclusion is not precisely known , but it is 
bounded by (32 and (31. The boundary a ninc of the object 
is assumed to follow approximately the bounding curves. 
An organ expanding and contracting during its physiologi-
cal activity could be an example of the depicted situation. 
The region enclosed between the two bounding curves 
(3, which we label n change, is where the expected conduc-
tivity discontinuity will occur. The objective is to relax 
the smoothing constraints in the region n change along the 
direction normal to the line of changes, that has yet to 
be defined. The tangential smoothing can be maintained, 
expecting the changes to be orthogonal to that direction . 
We therefore propose to use the anisotropic Gaussian 
kernel that is obtained by transforming (16) 
where nand t are the tangential and normal directions of 
the expected changes in the conductivity. Such a kernel 
would separate control of the smoothing along nand t by 
varying the parameters Wn and Wt. From a statistical point 
of view this is equivalent to assuming that the image ele-
ments are less correlated in the direction of the expected 
changes. 
Theoretically the use of such a filter is straightforward; 
in practice the problem is to find a way of calculating the 
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F' 2. Calculation of the normal and tangential coordinates solv-
. Ig. the Laplace equation over the domain nchILnge with opportune 
~:undary conditions. The solutions nand t form a .system of har-
monic coordinates (n. t) that maps the cracked domam nchILnge to a 
rectangle. 
ystem of coordinates (n, t) given the geometry of the do-
~ains. The normal and tangential directions need to be 
defined somehow in the region Dchange, in order to make 
the use of the Gaussian anisotropic kernel possible. 
VI. FINDING NORMAL AND TANGENTIAL COORDINATES 
The problem of finding the normal and tangential coor-
dinates can be solved naturally with a system of harmonic 
coordinates. The intention is to find a system of coordi-
nates where 
id. PI 
fd.P2 
i 1.. ft 
on PI 
onP2 
in Dchange 
(22) 
(23) 
(24) 
The solution we propose is to find (ft, i) satisfying (22-24) 
by solving a PDE. 
Solving V'2n == 0 over Dchange with the following Dirichlet 
boundary conditions 
n=l 
n=O 
(25) 
'ves a solution n defined over all the domain Dchange that 
gt an be regarded as one of the coordinates of the system 
( t). Points with n = 0 will lie on P2, points with n = 1 
;il lie on PI' The vector ft == V'n is orthogonal to PI for 
_ 1 and orthogonal to P2 for n = O. Therefore ft satisfies 
(2;) and (23). Now assume a crack in the domain Dchange 
as illustrated in Figure 2, and that V'2 t = 0 is solved over 
Dchange with Dirichlet boundary conditions 
t=O on one side of the crack. (26) 
t = 1 on the other side of the crack. 
and Neumann conditions (at/aft = 0) on (31 and P2. The 
solutions nand t will form a system of harmonic coordi-
nates. The level sets of t are distributed radially on the 
domain Dchange, giving a vector i == V't that is orthog-
onal to ft on it, satisfying (24). The coordinate change 
(x, y) -+ (n, t) maps the cracked domain Ochange to the 
rectangle [0 1] x [0 1] in ]R2. The coordinates (n, t) can 
therefore be used to carrying out the integration of the 
kernel (21) producing an anisotropic weighting matrix L. 
VII. COMMENTS ON CALCULATION OF L 
The idea of solving a PDE for the calculation of (n, t) was 
based on the opportunity of relying mostly on the forward 
solver for the task. In electrical impedance tomography the 
forward algorithm solves 
V'. aV'u = 0 (27) 
where u is the electric potential. It is sufficient to set a 
to a constant value in (27) order to enable the forward 
solver to solve the Laplace equation. In order to apply 
Dirichlet boundary conditions however, the solver needs to 
be slightly modified; in fact Neumann or constrained Robin 
conditions are applied in ElT depending on which electrode 
model is implemented [13]. 
An algorithm for the calculation of (n, t) has been de-
veloped in the MATLAB environment and integrated with 
the routines currently in use for the forward solution. The 
algorithm presupposes that a FEM mesh matching the ex-
ternal and internal boundaries of the object to be imaged 
has been produced. The user describes the structural in-
formation by selecting on the screen the nodes on (31, (32. 
Given the two spatial frequencies Wn and Wt the algorithm 
computes the transformation of the domain Dchange and 
calculates the anisotropic regularization matrix L. 
For each finite element Ei belonging to the domain 
Ochange the corresponding row of Li is calculated by inte-
grating (21), while for the rest of the elements the isotropic 
kernel (16) is used. 
VIII. SIMULATIONS 
In this section we compare reconstructions using prior in-
formation, in the form of anisotropic smoothing, and tradi-
tional reconstructions using Gaussian isotropic smoothing. 
A simple experiment involving a square inclusion embed-
ded in a round object was set up. The experiment has 
no physiological meaning but its validity is general. The 
numerical simulations allowed us to compare the two meth-
ods, and to present a generalized singular value decompo-
sition (GSVD) analysis of the effect of prior information on 
the regularization. 
A. Setup of the experiment 
The numerical experiment was set up as illustrated in 
Figure 3. An outer round object with a diameter of 30 
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Fig. 3. Setup of the simulated exper.iment: round object with a 
square inclusion , definitIOn of the domalOs and dllnenslOns 10 cm . 
Fig. 4. 
line. 
Generated mesh, boundaries and crack are shown in thick 
rTl is expected to contain a square haped inclusion with a 
~ifferent conductivity. The dimensions of the inclusion can 
Y the side of the anomaly can range from 8 cm to 16 cm. var , . . A mesh of 798 t riangular elements , shown m FIgure 4, was 
ed for the inverse computations. The mesh matches the 
~Sternal boundaries {31 and {32 in order to allow the calcu-
ID . I tion of (n t) WIth the POE method. The forward solver 
a eS a finer mesh for calculating the electric potential, at-
~:ining higher accuracy in the forward solutions. The finer 
rnesh was obtained from an adaptive refinement of the first 
esh , resulting in 6346 elements. The mesh was used also r r the generation of the test conductivity profiles of the 
~rnulations. The inclusions of the test profiles were gen-
SI ated not coincide with the discretization of the coarse 
er esb, as this would be not representative of a real situa-
~ n The dispo ition of t he electrodes resembles the setup 
tlO . 
f the OXBACT III [14] adaptive current tomograph: 32 
~urrent electrodes, each one capable of injecting a current, 
are interleaved with another 32 electrodes, used to measure 
the electric potential, resulting in a total of 64 electrodes 
equispaced around the object. 
B. Reconstructions 
A first test conductivity profile matching the expected 
structure was used to compare the reconstructions with 
and without prior information . In the simulations, the 
conductivity of the surrounding circular object was set to 1 
0- 1 m-I , and an 11 cm square inclusion, with conductivity 
0.70- 1 m-I, was generated, as shown in Figure 5a. 
For the reconstructions, trigonometric current patterns 
were used and the resulting measurements were calculated 
with a forward solver implementing the complete electrode 
model. A Gaussian white noise with zero mean and a stan-
dard deviation of 0.1% of the voltage range was added to 
the measurements to simulate instrument noise [15]. The 
reconstruction (3) is solved iteratively, starting from a ho-
mogeneous conductivity that best fits the data. The first 
four steps of the algorithm were performed. In Figure 
5b and 5c respectively, the isotropic and anisotropic re-
constructed conductivities are shown. Severa l values of 
the ratio wn/Wt were used; a high ratio produces an im-
age conforming strongly with the prior information, while 
a low ratio is close to conventional Gaussian smoothing. 
An anisotropy of 2.5 was found to be a good compromise 
for these experiments. As expected the isotropic solution 
smooths the lateral discontinuities of the square inclusion 
and rounds off the corners. The anisotropic solution, incor-
porating the prior information , estimates the square shape 
of the detected object more accurately. 
In Figure 6a and 6b cross sections of the true and recon-
structed conductivities are shown for an easier quantitative 
comparison. Figure 6a illustrates a cross section along the 
x axis. The anisotropic solution follows the sharp transi-
tions and settles closer to the correct value in the centre of 
the object than the isotropic one. The effect is more evi-
dent in Figure 6b. where the cross section is cut on the 45° 
diagonal , crossing the corners of the inclusion. The discon-
tinuity of the corners is even more difficult to describe for 
the isotropic smoothing, resulting in a larger difference in 
the two reconstructions. 
C. Incorrect priors 
The risk in using prior information in the reconstruction 
process is to bias the solution toward the assumed distri-
bution , and to miss inclusions that do not respect the prior 
assumptions. 
In this section are presented reconstructions comparing 
the two methods in the case where the priors are incor-
rect . Figure 7a shows the test conductivity to be recon-
structed. The inclusion is a rectangular object with the 
lateral edges orthogonal to the direction assumed for the 
conductivity changes in Ochange. The object therefore vio-
lates the prior information assumed by the regularization . 
The conductivity values for this test are again 1 0- 1 m- I 
for the embedding object and 0.7 0-1 m-I for the inclu-
sion. In Figure 7b and 7c, the isotropic and anisotropic 
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reconstructions are shown. Both reconstructions were per-
formed with the same parameters ( 0, W n , Wt ) as the ones 
used for the results of Figure 5, and the same level of noise. 
The anisotropic solution detects the anomaly and locates 
it correctly. Some fake responses are however triggered in 
the Ochange region, resulting in a poorer performance when 
compared to the isotropic reconstruction. 
IX. GSVD ANALYSIS OF THE RESULTS 
GSVD analysis allows study of the problem (3) in the 
generic case where L is a full rectangular matrix, rather 
then the more restrictive case of a diagonal matrix allowed 
by the SVD [16]. The generalised decomposition can be 
applied therefore to the Gauss~an filter. Again, the Iin-
earization of (3) should be considered 
8srec = argmin IIJ 8s - 8z11 2 + 0211L8s112 (28) 
The matrices J E IRrnxn and L E IRpxn (where p is the 
number of "regularisation constraints" , p = n in the Gaus-
sian case) are then decomposed as 
o 
I n - p 
o 
(29) 
where r = rank(L), U E IRmxn , V E IRPxp and X E 
RftXft. The matrices U and V are orthonormal and X 
non singular, A and AI are diagonal matrices E IRPxp , 
A == diag()q, ... , Ap) and AI = diag(lll, ... , IIp) with 
1 2: Al ~ ... ~ Ar ~ 0, 0 ~ III ~ ... ~ Ilr ~ 1 (30) 
and 
A~+Il~=1, i=1, ... ,p (31) 
The generalized singular values are defined as "Ii = Ad Ili 
for i = 1 ... r, they appear in non-increasing order: 
"11 ~ "12 ~ ... ~ ,'r-l ~ "Ir > 0 (32) 
Using this decomposition the regularized solutions to the 
linearized problem (28) can be expressed as 
E
r 'Y~ (u;8z) En T 
t:s = 2 2 --,- Xi + (Ui 6z) Xi u reC T + 0 Ai . 
i=1 1 l=r+1 
(33) 
Similar conclusions can be drawn from (33) to those from 
the SVD analysis. The generalized singular values Ai show 
the ill-posedness ofthe problem by rapidly decaying to zero 
for increasing i. The ~erm "I~/~'Y'f + ( 2) should therefore 
tend to zero with sufficient rapidity to prevent the first term 
t the right hand side of (33) from diverging. The matrix 
a if (J, L) is therefore understood to regularize the inver-
~:n in a similar fashion to (J,I): b~ damping the cont~nt 
of the singular vectors (SV) for which the correspondmg 
'ngular values are too small. 
SI When anisotropic filtering is adopted, we have found in-
resting changes in the structure that the singular vectors 
!:sUllle. Typically the singular vectors associated with big-
S ingular values are smooth; they have components only ger 
in the lower part of the spectrum of spatial frequencies and 
do not present discontinuities. The GSVD analysis of the 
pair (J, L) revealed that with the anisotropic Gaussian fil-
ter the structure of the singular vectors changes. 
Figure 8a illustrates the second SV for the isotropic 
Gaussian filter, which is a vertical gradient as usually hap-
pens. The corresponding vector for the anisotropic Gaus-
sian filter is shown if Figure 8b. The central region of 
the image presents a sudden variation corresponding to the 
area delimited by (32. Figure 9 shows the 14th, 42nd , 108th 
and 131 8t singular vectors for the anisotropic case. The 
structural prior information appears to having been em-
bedded in the SVs, modifying the smooth structure that 
one would expect otherwise. Some of the vectors Xi de-
couple the information relative to the inclusion from the 
background by spanning only particular regions of the im-
age. The non-smooth properties of the lower SV s allow the 
reconstruction to describe more easily inclusions matching 
the prior information, as the spectral analysis explains in 
more detail. 
X. SPECTRAL ANALYSIS 
As with the SVD decomposition, it is possible to express 
a given conductivity distribution s as a linear combinatioll 
of the singular vectors Xi 
n 
S = 2:= WiXi 
i=1 
(34) 
The Wi are said to be the spectral coefficients of s. The ac-
tual calculation of the coefficients differs from the standard 
SVD case in that Xi are not orthogonal but just linearly 
independent. The first r spectral coefficients Wi can be 
calculated as 
Wi = (S,Xi)L i = 1, ... ,r (35) 
since the vectors Xi are LT L orthogonal for i = 1, ... , r, and 
(Xi, Xjh = 0 for i = 1 ... r , j = r + 1 ... n. 
The remaining coefficients can be calculated as 
Wi=(S,Xi)J i=r+1, ... ,n (36) 
since the last n - r columns of X are JT J orthogonal and 
(Xi, Xj) J = 0 for i = 1 ... r , j = r + 1 ... n. 
Traditionally, the lower singular vectors are smooth and 
the higher ones are oscillatory. Smooth conductivity dis-
tributions will therefore have components in the lower part 
of the spectrum and viceversa. In this sense the decompo-
sition (34) is similar to a Fourier analysis of s. 
As introduced earlier, the regularization dampens the 
contribution of the higher singular vectors in the image. 
For a given conductivity distribution s, the higher the 
spectral content, the more the reconstructed image will 
suffer from the dampening. Thus, an image with sharp 
changes, having significant components in the higher part 
of the spectrum, will be heavily smoothed. However, when 
anisotropic filtering is used, the lower singular vectors are 
able to span certain sharp transitions, shifting the corre-
sponding components downwards in the spectrum. These 
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TABLE I 
NUMBER OF SINGt:LAR VECTORS REQt:lRED TO DESCRIBE A TEST 
CONDt:CTIVITY WITHIN 0.04 ERROR. 
I 11 iso Xi aniso Xi 
I :~ 11 
273 11 
38 64 
conductivity patterns will therefore survive the smoothing 
effect of the regularization. 
The spectral shifting property was verified by expand-
ing the test conduc~ivity of Figure 5a ~n its spectral coef-
ficients, using the smgular vectors derived both from the 
isotropic and anisotropic filters. The singular vectors span 
the conductivity space of the mesh used for the inverse cal-
culations. The test conductivity, defined on a finer mesh, 
88 therefore projected onto this mesh. The distribution 
~ the spectral en~rgy was comp~red by truncating the two 
expansions at an mdex k for whIch 
11 E~-I Wj Xi - sll < 0.04 
11 8 11 
(37) 
The results are shown in the first row of Table 1 labelled 
The lower 273 singular vectors are needed to describe 
:~~ conductivity 81 within 4% error, if isotropic filtering is 
used. The same conductivity is spanned within the same 
rror by the lower 11 singular vectors in the anisotropic 
ease The non-smooth nature of the SVs deriving from 
~he ~nisotropic filter can thus describe a sharp ~ond.uctiv­
'ty profile with a smaller spectral content, resultmg m less 
J oothing from the regularization as shown by the recon-
s~ructions. The conductivity 81 matches the prior informa-
8. n used for setting up the matrix L and for calculating the 
:rresponding singular vectors. For this reason the sharp 
hanges in SI are spanned by the lower SVs. 
c The same experiment was repeated for the test conduc-
t"vity of Figure 7a; the results are reported in the second 
J w of Table 1, labelled 82' In this case the situation differs, 
~ singular vectors. are ne~ded to span the image w~thin t~e 
4% error in the amsotroplc c~e.' versus 38 for the IsotropIC 
egularization. The conductIVIty 82 does not match the 
r rior information, it isn't spanned by the lower singular 
~ectors, resulting in a slightly worse spectral distribution. 
XI. CONCLUSIONS 
In this paper a method is proposed for dealing with 
the reconstruction of conductivity images with sharp varia-
tions, as encountered in situations of m~dical in~erest. The 
approach is to enhance tl:e recons~ruc~lOns by mcorpo~at­
ing the prior st.ructural m.formatlOn. mto .the re?ulanza-
'on. This is achIeved by usmg GaussIan amsotropIc filters, 
tJ hich relax the smoothness in the direction of the expected 
~anges. The effectiveness of the approach has been posi-
~'velY compared to the use of isotropic filters by means of 
~rnulations. The simulations show that the sharpness and 
:uantitative estimation of the conductivity are enhanced 
when the experiment matches the prior information. On 
the other hand, with a careful selection of the regulariza-
tion parameters, the algorithm was able to detect a contrast 
that violated the prior assumptions. 
In our view the paper addresses three different aspects of 
anisotropic regularisation: the introduction of anisotropic 
Gaussian smoothing, a method for the calculation of the 
regularization filter and a GSVD analysis of the regular-
ized problem. The first and the last contribution are of 
general validity. We believe the method we propose for the 
calculation of L to be best suited for objects with a rela-
tively simple contour, and of reasonably large dimensions 
compared to the mesh size. 
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Fig. 5. Comparisons of isotropic and anisot ropic p~iors. a) Test con~ucti v i t?' profil e. b) Reconstruction with Gaussian isot ropic smoothing 
of the 10 cm square inclusIOn . c) ReconstructIon uSl!1g a Gausslan a msotroplc fi lter 
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Fig. 6. Cross sections of the reconstructions. The t hick line represents the true conductivity, the d ashed line the anisotropic reconst ruction 
and the dotted line the isotropic one. a) Cross section along the horizontal ax is . b) Cross section along the 45° diagona l. 
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Fi . 7. Inclusion violating the priors . a) A rectangu l a~ inclusion crosses the region rl change , the prior assumptions are viola.ted , the la teral 
g d ers of the inclUSIOn are orthogonal to the expected dIrect Ion. b) Isotropic reconstruction of the conductivity. c) An isotropic reconstruction 
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Fig. 8. a) Second singular vector calcu lated with the Gaussian isotropic matrix L. b) Second singular vector in the Gaussian anisot ropic 
case. 
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Fig. 9. Generalized singular vectors calculated with the Gaussian anisotrop ic matrix L . a) 14 th , b) 42nd, c) lOSt!" d) 131" ·. 
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ABSTRACT 
Electrical Impedance Tomography is an ill-posed inverse problem. Regularisation techniques are 
adopted in order to stabilise the reconstruction. The problem is formulated as the minimisation of the 
sum of two terms: the first is the mismatch between the real measurements and simulated ones, the 
second is the regularisation functional. The functional accomplishes the task of stabilising the 
inversion by assuming large values corresponding to conductivity distributions that are unlikely. Such 
images are therefore rejected by the minimisation process. The choice of a regularisation functional 
selects the class in which the inverse solutions will lie. 
Commonly adopted regularisation functionals in ElT penalise non-smooth images, rendering the 
reconstruction algorithm incapable of describing step conductivity distributions. Situations where the 
imaged body has a non continuous conductivity distribution are of practical interest both in process 
and medical imaging. Total Variation regularisation is an emerging technique that we believe is 
particularly successful for solving such problems. The technique involves a regularisation functional 
which is not differentiable everywhere. An appropriate framework for solving the problem efficiently is 
presented in this paper. 
Keywords Electrical Impedance Tomography, Total Variation, Primal Dual Interior Point Methods 
1 INTRODUCTION 
The inverse conductivity problem is well known to be ill-posed (Brekon 1990); regularisation 
techniques have been adopted in order to stabilise the inversion. Usually a FEM forward model is 
used in the reconstruction algorithm: the reconstruction process estimates the conductivity of each 
discrete element by matching the simulated measurements to the real ones. The reconstruction is 
commonly stabilised using the Tikhonov regularisation; the inversion is stated as: 
(1 ) 
where v is the vector of the measured voltages, 0' is the discretised conductivity vector, h( er) the 
non-linear forward model prediction, F(O') the regularisation functional, a the regularisation 
parameter and the norm is the 2-norm. The functional is very often expressed as: 
F(O') = 11 L(O'- 0") r (2) 
where L is an appropriate regularisation matrix and 0" a prior estimate of the conductivity 
distribution. In the literature there are several choices for the matrix L, for example the identity matrix 
(Yorkey 1986), a positive diagonal matrix (Cheney 1990) and approximations of first and second order 
differential operators (Hua 1990). All these choices tend to smooth the reconstructed images. They 
impose a certain degree of smoothness in order to obtain stability in the reconstruction process. 
There are situations in almost every field of application of ElT where the imaged conductivity has 
discontinuities. In the medical field an example is that of the inter organ boundaries where each organ 
has its own electrical properties. In archaeology a buried wall will give rise to a sudden jump in 
conductivity, and in process tomography a multiphasic fluid will give rise to discontinuities at each 
phase interface. 
It is therefore important to be able to reconstruct these situations correctly, even though such 
conductivities are difficult to deal with using a traditional algorithms. Several approaches have been 
investigated in order to overcome these limitations, often they can be categorised as a way to 
introduce prior information. An example is the anisotopic regularisation (Kaipio 1999; Borsic 2001a) 
where the structure of the expected sudden changes is assumed to be roughly known. The 
smoothness constraints are relaxed therefore in the direction normal to the discontinuities; in this way 
the algorithm describes rapid variations in the object better. 
Algorithms of this class use a particular matrix L which is calculated ad hoc given the specific prior 
information of the problem. They fall into general framework expressed by equations (1) and (2), that 
is: 
(3) 
where L, is the i th line of the matrix L . 
The framework expressed by eq. (3) can be called L2 regularisation since the 2-norm is used. A norm 
guarantees that the functional is always positive, as a penalty term should be, and more important, the 
resulting L2 functional is differentiable, leading to an easier solution of the minimisation problem. 
e regularisation, because of its simplicity, has been the common framework for solving several 
inverse problems, and particularly for ElT (Yorkey 1986; Cheney 1990; Hua 1990; Brekon 1990; 
Kaipio 1999; Borsic 2001a ). The drawback is that the technique is bad at describing sudden changes 
in the solution, irrespective of the choice of L it tends to distribute the changes evenly across the 
image and therefore to favour smooth solutions. 
2 TOTAL VARIATION FUNCTIONAL 
Many regularisation matrices are discreet representations of differential operators and they are used in 
conjunction with the e norm. A different approach is represented by the choice of the total variation 
functional, which is still a differential operator but leads to a Ll regularisation. 
The total variation (TV) of a conductivity image is defined as: 
TV(u) = jlv ul dQ (4) 
Cl 
where 0 is the region to be imaged. 
The TV functional was firstly employed by Rudin, Osher and Fatemi (1992) for regularising the 
restoration of noisy images. The technique is particularly effective for recovering 'blocky' images, and 
has become well known to the image restoration community (Chan 1998). 
The effectiveness of the method in recovering discontinuous images can be understood by examining 
the following one dimensional situation. 
B 
A 
Figure 1. Two points A and B can be connected by several paths. All of them have the same TV 
Suppose that the two points A and B of Figure 1 are to be connected by a path. Three possible 
functions f(x) connecting them are shown. Each one has the same total variation as the others: 
B 
TV = jf'(x)dx = f(B)- f(A) (5) 
A 
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The three possible functions would have the same penalty; TV regularisation treats f. ,12 and J; in 
the same way. A much broader class of functions are allowed therefore to be the solution of the 
inverse problem, including functions with discontinuities. 
An other way to understand the differences with other techniques is to consider the discretised version 
of eq. (4). Suppose that the conductivity is described by piecewise constant elements, the TV of the 
image, in the sense of distributions, can be expressed as: 
TV(u) = Lik l<1m(k) -Un(k)1 
t 
(6) 
where /t is the length of the k th edge in the mesh, m(k) and n(k) are the indices of the two 
elements on opposite sides of the k th edge, and the index k ranges over all the edges. Equation (6) 
can be expressed in terms of matrices as: 
(7) 
where L is a sparse matrix, with one row per each edge in the mesh. Every row Lt has two non zero 
elements in the columns m(k) and n(k): Lt = [0, ... ,0,/. ,0, ... ,0'-/.\:10, ... ,0]. 
TV regularisation is therefore of the L' kind: it is a sum of absolute values. The absolute value 
guarantees the positivity of the penalty function but not the differentlability at the points where 
O'm(t) = Un(t)· The numerical problem needs to be addressed properly. The important gain is that the 
L' regularisation doesn't distribute the jumps across the image evenly. 
3 IMAGE ENHANCEMENT APPROACH 
Early published work making use of the TV properties employed the technique as an image 
enhancement method. Dobson and Santosa (1994) published the first attempt to use the new 
technique in ElT. They do not use TV as a regularisation functional but as an approach to image 
enhancement. Traditional techniques were used in order to reconstruct a first image; the sharpness of 
the image was enhanced by minimising the TV in succeeding iterations. 
Given a conductivity distribution that satisfies the measurements, an iterative constrained minimisation 
can be applied: 
U,."c =argmin JIVuldO subject to h(u)=v 
Cl 
(8) 
The TV of the conductivity is minimised, providing that the simulated measurements match the real 
ones. There are two difficulties associated with the formulation of eq. (8). The first is that noise on the 
measurements can bring the vector v outside the range of the forward operator, and therefore there 
would not exist any conductivity distribution satisfying the constraints. The second is that the inverse 
problem is iII-conditioned: small changes in v could lead to large changes in any u satisfying the 
constraints. 
The solution proposed by Dobson and Santosa is to stabilise the constraints by truncating the SVD 
decomposition of the linearised forward operator. The proposed method therefore addresses the linear 
step. The conductivity increment &1 .... , is calculated as: 
M N!C = arg min JIV &11 an subject to M &1 = v' 
Cl 
(9) 
where M is the linearised and SVD truncated forward operator and v'is the projection of the real 
measurements onto the reduced measurements space. 
3.1 Numerical solution 
The problem of eq. (9) is numerically difficult to solve because of the non-differentiability of the TV 
functional. Dobson and Santosa define the following function: 
and solve (9) redefining (6) as: 
{
X ifx>e 
w(x)= x 2 e . -+- if x<5:e 
2e 2 
(10) 
(10) 
The function w(x) is of class Cl for e > 0 and rounds off the comers of the absolute value. The 
numerical scheme proposed for solving (9) consists in finding a feasible starting point for a by 
applying the Moore-Penrose inverse of M to the vector v'. Successively, the conductivity is updated 
by projecting the gradient of (10) on the null space of M thus maintaining the feasibility during the 
Iterations. The problem is solved for a sufficiently small value of e . 
The published results show the ability of the TV approach to reconstruct blocky images, but the 
numerical efficiency is limited and only the linearised problem is solved. 
4 EFFICIENT METHODS FOR TV REGULARISATION 
Recent developments in operations research (Andersen 2000) have provided new classes of methods 
to deal efficiently with the problems of minimising the sum of absolute values. 
Chan, Golub and Mulet (1995) have drawn from these advances (already public as a technical report) 
and investigated the problem of restoring images with Primal Dual Interior Point Methods (PO-IPM). 
The formulation of the image restoration problem is very similar to the ElT reconstruction problem, and 
results can be easily exploited. 
The reconstruction problem is Tikhonov regularised: 
(11 ) 
or more conveniently: 
(12) 
The absolute value has been exchanged with the 2-norm since each argument is a scalar. The non 
smooth optimisation problem of eq. (12) is efficiently addressed by the primal dual interior point 
method. If we call problem (12) primal (P), there exists a second problem, called dual (D) that can be 
derived from P using the equality: Ilxll = rnax x T y lylSI 
in (13) the min and max can be exchanged (Rockafellar Cor. 37.3.2) leading to: 
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the problem min!llv-h(CT)11 2 +aCTT LT1] can be solved by solving the linear equation: 
~ 2 
where J is the Jacobian of the forward operator. The problem 0 can therefore be written as: 
(15) 
(16) 
The problems P and 0 form what is called a primal dual pair. The variables CT are called primal 
variables and 1] dual variables. An optimal solution of P is also an optimal solution of 0 and under 
opportune conditions feasible points of P are upper bounds to feasible points of 0, and feasible points 
of 0 are lower bounds to feasible points of P. The solution is therefore bounded above and below by 
feasible points of P and D. 
The way to solve effiCiently (12) or (16) is to reduce the gap between P and 0 rather then trying to 
minimise (12) or maximise (16) separately. The primal dual gap has to be zero at an optimal solution: 
!II v-h(a)1I 2 +aLII L/call =!lIv-h(a) 112 +a L7h T Lka 
2 • 2 k 
(17) 
the condition 1177. 11 ~ 1 together with condition (17) is equivalent to the condition (18): 
(18) 
which in tum is equivalent to: 
(19) 
The solution of the P and 0 problems is therefore yielded by the system of equations: 
11 LkO' l177k - Lt 0' = 0 (20) 
a LT 77- JT (v-h(a)) = 0 
l177kll ~ 1 
The condition (19) is not-differentiable if 11 L/ca 11 = O. This is addressed by replacing the term by 
~IILkaW + p . The system can then be linearised and properly solved iteratively with p ~ O. 
The non-differentiability of (19) may leave one to wonder if there was any gain in solving a non-
differentiable problem with a method that presents the same difficulty. The method however has 
proven to be extremely efficient, and has been applied to a number of applications (Alpert 1997; 
Alexander 1998) 
5 SIMULATIONS 
A reconstruction algorithm that formulates the inverse problem as in (11) and solves it as in (20) was 
developed in the MATLAB environment. The method proposed by Chan et al. to solve (20) assumes 
the forward operator to be linear. The reconstructions that we present in this section of the paper are 
fully non-linear, the algorithm has shown to work in this case, but we do not provide a proof of 
convergence at present. 
The forward solver used for the reconstructions uses Finite Element Method and implements the 
complete electrode model; the practical implementation of the algorithm has been published by Borsic, 
McLeod and Lionheart (2001 b). 
Reconstructions were performed on a simulated round object and are presented in figures 2, 3 and 4. 
The conductivity of the object was discretised with a mesh of 510 elements. Measurements were 
performed by stimulating the object with a set of 32 current electrodes and by measuring the electric 
potential on a separate set of 32 voltage electrodes interleaved with the first ones. The first 10 
trigonometric current patterns were applied, resulting in 320 measurements given the measurement 
configuration. 
All the results presented in this paper are a preliminary study: the conductivity was reconstructed on 
the same mesh used for generating the forward solutions, and no noise was added to the 
measurements. However the simulations were useful for testing the efficiency of the algorithm and its 
ability to reconstruct step conductivity images. 
On the left side of figures 2, 3 and 4 is shown the true conductivity and on the right side the 
reconstructed conductivity. Figure 2 and 3 show how the Lt regularisation is capable of reconstructing 
particular situations that would be otherwise difficult to treat with the e scheme. The TV 
regularisation is know to give good results in the case of 'blocky' objects, and to perform less well in 
case of 'strip' objects (objects that have a very large perimeter compared to the surface). The case 
simulated in figure 4 is therefore more difficult to be handled by the TV approach, even more because 
a circular annulus is in general a difficult situation to deal with in ElT. 
The reconstruction method has been demonstrated to be very efficient compared to the solution 
proposed by Dobson and Santosa, which was also implemented in order to allow comparisons. The 
progress achieved by the first 6 steps of the PD-IPM IS usually reached after more then a thousand 
iterations by the projected gradient method. The presented images are the results of the 15th iteration 
of the DP-IPM algorithm, the overall processing time is approximately 34 seconds on a Pentium 11 
machine running at 400Mhz. Conversely the processing time for the first 1000 steps of the projected 
gradient method (PGM) is greater then 600 seconds. However it must be noted that the PGM solves 
the linear problem, its progress decreases thus during the iterations, and even if left working for hours 
it is not capable of reaching the progress of the first 15 steps of PD-IPM. 
6 CONCLUSIONS AND FUTURE WORK 
Practical results of the TV regularisation and the efficiency of PD-IPM method are of interest in 
process and medical imaging. More work has to be done in order to evaluate the robustness of the 
method in the presence of noisy measurements, we expect therefore to publish results from tank 
studies in future. It is important to note that the generality of the PD-IPM scheme allows its use for the 
3D TV regularisation. The method is expected to work equally well in three dimensions, and to be 
easily extended to this case. 
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Figure 2: Reconstruction of and object with several inclusions, left true conductivity, right reconstruction. 
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Figure 3: Reconstruction of U shaped object, left true conductivity, right reconstruction. 
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Figure 4: Reconstruction of a round annulus, left true conductivity, right reconstruction. 
