The dataset is provided as a supporting information of the manuscript.

Introduction {#sec001}
============

The human visual system works in many ways to reduce the inherent redundancy of visual information in natural scenes, coding it in an efficient way \[[@pone.0168963.ref001]--[@pone.0168963.ref003]\]. A key mechanism for efficient representation is that of lateral inhibition, which allows to encode the difference in activity between a cell and its surround: in this manner, large homogeneous areas in the scene generate little neural activity and can be represented with less resources. This center-surround organization has important implications for perception as well \[[@pone.0168963.ref004]--[@pone.0168963.ref010]\], explaining phenomena like simultaneous brightness induction, by which the perceived brightness of an object depends on its surround. Induction can take the form of *contrast*, when the brightness of the object drifts away from that of its neighborhood, e.g. a dark object on a light background appears even darker, or a light object in a dark surround becomes even lighter (see [Fig 1A](#pone.0168963.g001){ref-type="fig"}). The reverse is called *assimilation*, in which case the brightness of the objects becomes more similar to that of its surround (see [Fig 1B](#pone.0168963.g001){ref-type="fig"}). Whether one perceives assimilation or contrast systematically depends on the size of the surface that surrounds the induction target, such that a large surrounding surface induces contrast on the target while reducing the surrounding size decreases the magnitude of the contrast and ultimately induces assimilation \[[@pone.0168963.ref011]--[@pone.0168963.ref013]\].

![Examples of brightness induction.\
(a) Brightness contrast: the grey squares have the same luminance, but the one over a black background appears lighter, and the other appears darker. (b) Brightness assimilation: all the grey bars have the same luminance, but the ones over a black background appear darker, while the ones over white appear lighter.](pone.0168963.g001){#pone.0168963.g001}

Lateral inhibition is produced in the retina by interneurons (horizontal and amacrine cells) that pool signals over a neighborhood of presynaptic feedforward cells (photoreceptors and bipolar cells) and send inhibitory signals back to them \[[@pone.0168963.ref014]--[@pone.0168963.ref017]\] ([Fig 2](#pone.0168963.g002){ref-type="fig"}). The typical center-surround RF structure of a ganglion cell is the combination of the excitatory center created by the feedforward cells and the inhibitory surround formed by the interneurons, and is usually modeled as a DOG \[[@pone.0168963.ref005]--[@pone.0168963.ref008],[@pone.0168963.ref010],[@pone.0168963.ref015],[@pone.0168963.ref018],[@pone.0168963.ref019]\] in which the standard deviations of the center and the surround Gaussian functions reflect the RF sizes of the feedforward cells and the interneurons, respectively.

![Lateral inhibition process in the retina and the formation of the center-surround RF.\
Lateral inhibition in the retina occurs as the feedback from the interneurons, horizontal cells and amacrine cells, which receive excitatory inputs from photoreceptors and bipolar cells, respectively, inhibit the excited photoreceptors and bipolar cells and their neighborhood. The typical center-surround RF structure of a ganglion cell is the combination of the excitatory center created by the feedforward cells and inhibitory surround formed by the interneurons. The current study tests the effect of the wide RF component of these interneurons in addition to the classic (narrow) RF (inset).](pone.0168963.g002){#pone.0168963.g002}

Previous studies showed that the DOG computation accounts for the brightness contrast (e.g. \[[@pone.0168963.ref005],[@pone.0168963.ref007],[@pone.0168963.ref008],[@pone.0168963.ref020]\]). The spatial properties of DOG in these studies are based on the known spatial extent of the ganglion cell RF found in the earlier neurophysiology studies, which is now commonly referred to as 'the classic RF' \[[@pone.0168963.ref005]--[@pone.0168963.ref008],[@pone.0168963.ref010],[@pone.0168963.ref015],[@pone.0168963.ref018],[@pone.0168963.ref019]\]. The spatial extent of the classic RF is assumed to be narrow, with the surround component ranging from 100--300 μm \[[@pone.0168963.ref015],[@pone.0168963.ref018],[@pone.0168963.ref021]--[@pone.0168963.ref023]\].

On the other hand, this implies that the classic RF of a ganglion cell has a spatial extent much smaller than what would be necessary to generate a brightness assimilation effect because the range of spatial extent that generates a distinguishable assimilation effect much exceeded the classic RF of a ganglion cell \[[@pone.0168963.ref005],[@pone.0168963.ref012],[@pone.0168963.ref013],[@pone.0168963.ref020],[@pone.0168963.ref024]\]. For this reason, in the literature there appears to be a consensus that induction cannot be explained by retinal lateral inhibition alone and should involve post-retinal processing. For instance, Reid and Shapley \[[@pone.0168963.ref025]\] argued that lateral inhibition in the retina generates brightness contrast between a pair of adjacent surfaces while brightness assimilation is generated by a long-range surface interaction operated by an unknown post-retinal neural source, so contrast and assimilation would stem from two independent mechanisms (we call this dual-mechanism hypothesis). Heinemann and Chase \[[@pone.0168963.ref005]\] supported this claim by computationally showing that lateral inhibition by the classic RF alone cannot explain assimilation, and the full range of the surrounding-size effect in the assimilation-to-contrast phenomena required an additional spatially-global computation process.

However, increasing number of recent neurophysiological studies report that the retinal interneurons exhibit spatially much extended RF profiles (wide RF; \> 500--1000 μm; see blue dashed box in [Fig 2](#pone.0168963.g002){ref-type="fig"}) \[[@pone.0168963.ref026]--[@pone.0168963.ref031]\] and that an extra-classical surround component is detected in the ganglion cell responses \[[@pone.0168963.ref021],[@pone.0168963.ref032]--[@pone.0168963.ref035]\]. This evidence provides another perspective on the spatial structure of the classic RF that so far has only considered the prominent narrow RF-surround component (\< 100--300 μm) \[[@pone.0168963.ref015],[@pone.0168963.ref018],[@pone.0168963.ref021]--[@pone.0168963.ref023],[@pone.0168963.ref036]\] and suggests that there exists a much wider lateral interaction in the retina.

Here, we computationally demonstrate that the wide RF component of retinal interneurons could generate the kind of long-range surface interaction that is required to produce brightness assimilation. For this we use two biophysical retinal circuitry models that aim to emulate biological voltage responses of the real retinal cells \[[@pone.0168963.ref036]--[@pone.0168963.ref038]\], models which were designed based on neurophysiological evidence and validated by matching single cell recording data. We find that only when we incorporate the wide RF of the interneurons into these models they become capable of producing results which are compatible with the classic psychophysical data on the surrounding size effect on brightness induction reported by Helson \[[@pone.0168963.ref011]\] and by Reid and Shapley \[[@pone.0168963.ref012]\]; also, the spatial extent of the influence of the wide RF component on brightness induction extends up to several degrees, a figure comparable to the psychophysical data by Rudd and Zemach \[[@pone.0168963.ref039]\]. This suggests the possibility that both brightness contrast and assimilation is produced at the retina by a single mechanism, lateral inhibition.

The current study proposes an unconventional methodology of utilizing biophysical models to predict perceptual data (see also \[[@pone.0168963.ref036]\]). The data prediction becomes challenging this way, since all the model architectures and parameters are predetermined in the original studies through neurophysiological validation \[[@pone.0168963.ref036]--[@pone.0168963.ref038]\] and there is no parameter tuning allowed to fit the model output to the perceptual data in our simulations. Nevertheless, the assimilation-to-contrast phenomenon is predicted across the two different models we tested, substantiating the biological justification of our claim.

Methods: Retinal Model Implementation {#sec002}
=====================================

The main motif of this study is to examine the effect of the wide RF component of the retinal interneurons by adding and removing the component in the biophysical retinal models and assessing how this changes the spatial induction patterns in the model responses. The patterns of the model responses are compared to those of the psychophysical data.

To make a fair comparison between the model responses and human perception data, we presented the model retinas with the configurations of stimuli identical to those used for psychophysical experiments, and designed the simulation procedures as intuitive and straightforward parallels to the behavioral experiments. The models by Wilson \[[@pone.0168963.ref036]\] and by van Hateren \[[@pone.0168963.ref037],[@pone.0168963.ref038]\] were chosen to meet these needs among available retinal models \[[@pone.0168963.ref040]--[@pone.0168963.ref042]\], since both of the models take in realistic input (2-D images in projected retinal sizes and troland intensities) as stimulus.

We compared the results across two different retinal models, each with distinct algorithmic design, rather than testing on a single model in order to ensure the computational robustness of our claim. This way, we intended to identify coherent mechanical features with which both of the models predict the brightness induction data patterns regardless of the algorithmic details of each model.

The most critical difference between the two models for the purpose of the current study is that Wilson's model \[[@pone.0168963.ref036]\] did not incorporate the wide interneuron RF component, whereas van Hateren's model \[[@pone.0168963.ref037],[@pone.0168963.ref038]\] did, and neurophysiologically validated it. Thus, we added the wide RF structure to Wilson's model and compared the model behavior with that of the original model in its native algorithm (without wide RF) as well as with that of van Hateren's model (with wide RF). We also removed the wide RF component in van Hateren's model and compared the results with that of the original model (with wide RF).

Also, Wilson's model \[[@pone.0168963.ref036]\] contains a comprehensive retinal structure embodying all the main layers and parallel processing pathways but this model computes the cell responses in a mathematically abridged way (less precise quantitative fit to neurophysiological data). van Hateren's model \[[@pone.0168963.ref037],[@pone.0168963.ref038]\] embodies only photoreceptor and horizontal cell layers but consists of complicated algorithmic processes of the internal dynamics of each cell class such that the model cell responses quantitatively match a large collection of neurophysiological data.

The implementation and modification of the models in the current study aimed to best assure that we do not adapt the retinal models merely for the purpose of obtaining a better data fit. Since Wilson \[[@pone.0168963.ref036]\] and van Hateren \[[@pone.0168963.ref037],[@pone.0168963.ref038]\] rigorously validated each of their models for neurophysiological feasibility, we implemented the models in their native algorithmic structures with the native parameters, except for the sizes of the interneuron RF that were the key modifications for our study. For van Hateren's model, since this is a photoreceptor-horizontal cell partial circuitry model, we minimally augmented the model with the spatial processing structure of the parasol pathway.

In the following subsections, we concisely introduce the original models by Wilson and by van Hateren and describe our main modifications and other implementation details. We refer to the original studies for most of the algorithmic details of the models.

The generic simulation setup is provided in full detail in **[S1 Appendix](#pone.0168963.s001){ref-type="supplementary-material"}**.

The Model by Wilson {#sec003}
-------------------

### Overall model architecture {#sec004}

The retinal model by Wilson \[[@pone.0168963.ref036]\] demonstrates the functional architecture of the retinal circuitry ([Fig 3](#pone.0168963.g003){ref-type="fig"}, Wilson's model). The model embodies a full set of basic anatomical layers (photoreceptors, horizontal cells, parasol and midget ON and OFF bipolar cells, ON and OFF amacrine cells, interplexiform layer cells, and parasol and midget ON and OFF ganglion cells). Photoreceptors and horizontal cells are paired to form a local feedback circuit and, similarly, parasol/midget ON (OFF) bipolar and ON (OFF) amacrine cells are paired. Interplexiform layer cells receive inputs from amacrine cells and send inhibitory signals back to horizontal cells thereby accomplishing a long-range feedback that adaptively adjusts the gain and speed of horizontal cell responses. These local and long-range interneuron feedbacks regulate the feedfoward signals transmitted along the feedforward hierarchy and accomplish lateral inhibition, contrast gain control, and light adaptation. The center-surround form of the ganglion cell RF arises as a result.

![Diagrams of Wilson \[[@pone.0168963.ref036]\] and van Hateren \[[@pone.0168963.ref037],[@pone.0168963.ref038]\] model structures and the modifications made to the models in the current study.\
Grey box shows the original versions of the models. Modifications made in the current study are shown in green boxes led by the red arrows. See text for details.](pone.0168963.g003){#pone.0168963.g003}

### Spatial structure of the model cells {#sec005}

In Wilson's original model \[[@pone.0168963.ref036]\], the spatial extents of the inhibitory surround, that is, the inhibitory interneuron RF sizes, are within the narrow- to small-field range. The RF is defined as a 2-dimensional Gaussian unit point-spread function, $e^{{- r^{2}}/\sigma^{2}}$, where *r* is the distance from the RF center and *σ* is the spatial constant in visual angle (*σ* is 0.08° for horizontal cells and 0.15° for amacrine cells).

In the feedforward hierarchy, the parasol pathway signals spatially converge at the bipolar cell (averaging three neighboring photoreceptor inputs) and at the ganglion cell (a Gaussian summation with spatial constant of 0.033°) synapses. In the midget pathway, signals are not spatially converged (one-to-one synaptic correspondence along the feedforward hierarchy).

### Pertinent modifications for the current study {#sec006}

In the current study, we incorporated the wide RF component of retinal interneurons into Wilson's model \[[@pone.0168963.ref036]\] by increasing the size of the amacrine cell RF. The wide RF size was set to roughly correspond to the size of the wide horizontal cell RF in van Hateren\'s model (spatial constant of 1.47°) for direct comparison. The RF profile used in the simulation is plotted in [Fig 4A](#pone.0168963.g004){ref-type="fig"} (solid black line) together with the horizontal cell RF (dashed green line) in the same scale for comparison.

![Illustration of the wide RF profiles in the retinal models.\
(a) Wilson's model. The amacrine cell wide RF profile (solid black line) is a modification introduced in this study. The dotted green line shows the horizontal cell filter profile (narrow RF) in the same scale for comparison. (b) The horizontal cell narrow + wide RF in van Hateren's model (the RF structure is directly taken from \[[@pone.0168963.ref030]\]). The solid black line illustrates the actual dual-component RF profile and the dotted lines in the plot and the solid lines of the corresponding colors in the inset separately shows the narrow (green) and the wide (red) components for comparison.](pone.0168963.g004){#pone.0168963.g004}

In the primate retina, the types of different amacrine cells are abundant with many of them anatomically classified as wide-field cells (dendritic field diameter \> 500 μm). However, the functional roles and precise synaptic connectivity structures of varying types of amacrine cells are subject to future studies and how far and which type of these cells could shape the retinal spatial processing as we demonstrate through the model are open questions \[[@pone.0168963.ref031]\].

### Minor implementation details {#sec007}

In the original study by Wilson \[[@pone.0168963.ref036]\], all the simulations were performed in 1-dimensional space merely to reduce computation time while the model algorithms were readily extendable to 2-dimensional simulations. We did extend Wilson\'s model and performed all the simulation in 2-dimension. Note that this extension slightly changes Equation (4) in the original article \[[@pone.0168963.ref036]\] (a bipolar cell averages three neighboring photoreceptors' inputs in the 1-dimensional simulations, but this changes to averaging 3x3 neighboring photoreceptors in the 2-dimensional simulation).

Otherwise, our model implementation adhered to the original study \[[@pone.0168963.ref036]\].

The Model by Van Hateren {#sec008}
------------------------

### Overall model architecture {#sec009}

van Hateren \[[@pone.0168963.ref037],[@pone.0168963.ref038]\] developed a state-of-the-art partial retinal circuitry model that implements a cascade of phototransduction processes in photoreceptors (see also \[[@pone.0168963.ref043]\]) and the inhibitory feedback from the horizontal cells to photoreceptors, which gives rise to the center-surround RF in photoreceptor responses.

Note that the initial version of the model \[[@pone.0168963.ref037]\] is thoroughly tested regarding its performance to emulate realistic temporal dynamics of horizontal cell responses, and van Hateren later improved the model by adding spatial processing RF structures as well as the light-adaptive properties of the horizontal cells (refer to Fig 1C in \[[@pone.0168963.ref038]\]). The two versions of the model slightly differ in terms of the mathematical details and here we implemented the latter version \[[@pone.0168963.ref038]\].

### Spatial structure of the model cells {#sec010}

The horizontal cell RF in van Hateren's model is directly taken from neurophysiological studies \[[@pone.0168963.ref029],[@pone.0168963.ref030],[@pone.0168963.ref044]\], showing that the dual-component RF profile is well represented as a weighted sum of two exponential unit point-spread functions (*e*^−*r*/*λ*^; *r* is the distance from the RF center; *λ* is a spatial constant in μm; for more details about the RF structure, see the section 'A two-component spatial receptive field' in \[[@pone.0168963.ref038]\]), one exponential function with the small spatial constant (narrow RF component) and the other with the large spatial constant (wide RF component) as illustrated in [Fig 4B](#pone.0168963.g004){ref-type="fig"}. The narrow RF component results from the direct dendritic connection from photoreceptors to horizontal cells, while the wide RF component results from electric coupling among adjoining horizontal cells. In the original study of van Hateren, the suggested generic parameter values for these spatial constants were 20 μm in radius for the narrow RF component and 300 μm for the wide RF component. We used these generic values in the current study.

### Pertinent modifications for the current study {#sec011}

Since van Hateren only modeled a partial retinal circuitry, an additional computational process was needed to introduce the spatial convergence of the parasol pathway where luminance processing is largely accomplished \[[@pone.0168963.ref045]--[@pone.0168963.ref047]\]. As a minimal treatment for this purpose, we passed the model photoreceptor responses through two stages of spatial convolution with each stage representing the RF of diffuse bipolar cells and of parasol ganglion cells. We defined the corresponding RF structures (i.e. spatial filter shapes) to be identical to those used in Wilson's model (a 3 x 3 grid averaging filter for a bipolar cell and a Gaussian filter with the standard deviation of 0.033° for a ganglion cell).

To confirm the necessity of the wide RF component of horizontal cells in reproducing the perceptual phenomena of our interest, we additionally performed control simulations, in which we removed the wide RF from the model. We also conducted the same simulations when the narrow RF component was removed to isolate the wide RF effect. In these control simulations, we simply generated the filters with a single exponential function.

### Minor implementation details {#sec012}

While the original study used autoregressive-moving-average filtering in space coordinates, we simplified the computational process by performing the filtering in the frequency domain (see **[S1 Appendix](#pone.0168963.s001){ref-type="supplementary-material"}**).

For computational convenience, we omitted one minor enhancement that was introduced in the later version of the model, the adaptive temporal filtering feature (Fig 1C in \[[@pone.0168963.ref038]\]) implemented for a slight quantitative improvement of model responses for high temporal-frequency stimulations (80 Hz) of a large stimulus with a homogeneous surface (10°). Since such temporal precision at high temporal frequencies is irrelevant in the context of the current study, however, we bypassed this feature.

In all other respects the implementation is exactly as in the original, including the parameter values.

Results: Comparison of Outputs of Retinal Models with Psychophysical Data {#sec013}
=========================================================================

We demonstrate the effect of the wide interneuron RF component by simulating psychophysical experiments on simultaneous brightness induction in the two biophysical retinal models described above. We targeted three psychophysical experiments: two classic experiments on brightness assimilation-to-contrast as a function of increasing surrounding surface size by Helson \[[@pone.0168963.ref011]\] and by Reid and Shapley \[[@pone.0168963.ref012]\] and a long-range brightness induction experiment by Rudd and Zemach \[[@pone.0168963.ref039]\] that systematically measured the magnitude of brightness induction as a function of spatial extent of the surrounding surface. Before presenting the details of the model simulation results, we briefly introduce these psychophysical studies here.

Helson \[[@pone.0168963.ref011]\] investigated brightness induction by varying the width of bars (refer to [Fig 5A](#pone.0168963.g005){ref-type="fig"}). Using a stimulus comprised of a set of white bars (left half of stimulus) and a set of black bars (right half of stimulus) that were drawn on a homogeneous grey surface, he measured the direction (assimilation vs. contrast) and magnitude of the induction when the widths of the white and black bars were varied. The results showed that the grey area among white bars was perceived to be lighter than that among the black bars (brightness assimilation) when the bars were narrow. However, when the white and the black bars were sufficiently wide, the brightness of the grey area among the white bars appeared darker compared to that among black bars (brightness contrast) and stronger contrast induction was observed with increasing bar width. These results suggest that increasing the spatial scale of the white and the black bars gradually changed the direction of induction from assimilation to contrast.

![Behavioral and simulation results of Helson's experiment \[[@pone.0168963.ref011]\].\
(a) Examples of stimuli with narrow bars (left) and wide bars (right). The comparison of stimulus intensity profile with brightness profile schematically illustrates how brightness assimilation and contrast are induced, given narrow bars and wide bars, respectively. (b) The behavioral data on the induction direction and magnitude as a function of grey width for different sizes of bars (replotted from Fig 2 in \[[@pone.0168963.ref011]\]). A negative / positive induction score indicates assimilation / contrast. (c-h) The retinal model simulation results. (c-e) for Wilson's model \[[@pone.0168963.ref036]\] and (f-g) for van Hateren's model \[[@pone.0168963.ref037],[@pone.0168963.ref038]\], with the original algorithms (c, f), modified versions (d, g) and control versions (e, h). All are plotted comparable to (b) except that y-axis is ∆V (mean responses to the grey area among white bars---mean response to the grey area among black bars). Wide RF + parasol spatial processing structures are necessary to predict the bright assimilation-to-contrast induction with increasing bar widths comparable to (b).](pone.0168963.g005){#pone.0168963.g005}

Reid and Shapley \[[@pone.0168963.ref012]\] reported another evidence of the surrounding-size-dependent brightness assimilation-to-contrast by different widths of rings surrounding a disk (refer to [Fig 6A](#pone.0168963.g006){ref-type="fig"}), which verified their dual-mechanism hypothesis on assimilation-to-contrast effect (see [Introduction](#sec001){ref-type="sec"}). They presented two identical disk-and-ring stimuli, both with the same physical amount of luminance contrast between the disk and the ring, one on a dark and the other on a light background field, and compared the brightness of the disks in the two stimuli. This method allowed to exclusively quantify the magnitude of assimilation (the influence of the background luminance onto the disk brightness through long-range interaction) induced by different widths of rings while the amount of brightness contrast (brightness induction by the ring to the disk by local contrast) was fixed. The results showed that the brightness of the disk in the dark background appeared lighter than the one in the light background (assimilation) but the magnitude of this assimilation (difference of the brightness between the two disks) gradually decreased as a function of increasing ring width, supporting that increasing the size of the surrounding surface decreases assimilation and increases contrast.

![Behavioral and simulation results of Reid and Shapley's experiment \[[@pone.0168963.ref012]\].\
(a) Examples of stimuli with a narrow ring (left) and a wide ring (right). The comparison of stimulus intensity profile with brightness profile schematically illustrates how a narrower ring induces stronger assimilation compared to a wider ring. (b) The behavioral data on the assimilation strength as a function of difference of the background luminance (labeled 'induction' following the terminology in \[[@pone.0168963.ref012]\]) by different sizes of rings (replotted from Fig 3 in \[[@pone.0168963.ref012]\]). Larger values indicate stronger assimilation. (c-h) The retinal model simulation results. (c-e) for Wilson's model and (f-h) for van Hateren's model, with the original algorithms (c, f), the modified versions (d, g) and the control versions (e, h). All are plotted comparable to (b) except that y-axis is ∆L (the luminance of the disk in the lighter background minus the baseline condition result). The wide RF component is necessary to predict the stronger assimilation magnitude by the narrower rings as in the behavioral data illustrated in (b).](pone.0168963.g006){#pone.0168963.g006}

Rudd and Zemach \[[@pone.0168963.ref039]\] also investigated the effect of the ring width using the same disk-and-ring display and experimental method as Reid and Shapley \[[@pone.0168963.ref012]\] did, but, rather than investigating assimilation, they examined the magnitude of brightness induction directly produced by different widths of the rings. For this, they measured the brightness of the disk as Reid and Shapley except that they varied the target ring luminance (direct manipulation of the magnitude of local contrast) instead of the background luminance difference (manipulation of the magnitude of the long-range induction effect). The results showed that the magnitude of the induction by the ring onto the disk increased with increasing ring luminance and the rate of the induction magnitude increment was steeper for wider rings. The rate difference appeared over the entire ring width range they tested, which suggests that this effect should be regulated by a long-range interaction extending to several degrees.

Helson (1963): Assimilation-to-Contrast by Increasing Bar Width {#sec014}
---------------------------------------------------------------

### Summary of psychophysical experiment {#sec015}

Helson \[[@pone.0168963.ref011]\] conducted a behavioral study in which sets of black and white bars of varying width (0.06°, 0.19°, 0.38°, 0.54°, 0.76°, 0.96°) were drawn on a homogeneous 3.4° x 5.33° rectangular grey field of 36% reflectance and the induction by the bars onto the grey area was measured. The grey area width (i.e. distance between two neighboring bars) was also manipulated (0.06°, 0.19°, 0.38°, 0.54°, 0.76°, 0.96°; note that all the different unit notations in the original behavioral studies are converted into visual angle degree for stimulus size and *cd/m*^*2*^ for stimulus intensity throughout the text for coherence). The induction effect was measured by rating how much darker (lighter) the grey appears among white bars compared to that among black bars, with higher (lower) score indicating more contrast (assimilation). [Fig 5B](#pone.0168963.g005){ref-type="fig"} re-plots the phychophysical data reported in \[[@pone.0168963.ref011]\] ([Fig 2](#pone.0168963.g002){ref-type="fig"}; we rescaled the original plot so that the negative values on the y-axis indicate assimilation and the positive values contrast), which shows this induction score as a function of grey area width for different bar widths. Demonstrating the bar width effect, a wider bar induced stronger contrast but the strength of the contrast was reduced and ultimately reversed to assimilation as the bar width decreased.

### Simulation method and procedure {#sec016}

The stimuli for the model simulations were generated in identical retinal-projection sizes as in Helson\'s study \[[@pone.0168963.ref011]\]. Since the absolute luminance values for black and white bars and grey area were not provided in the original study and only the reflectance of the grey area was reported, we set the input stimuli intensity by first choosing the mean luminance intensity, which is assumed to be the mean display luminance (i.e. adapting light intensity; we arbitrarily set this value to 30 *cd/m*^*2*^), and assuming this value to be the mean luminance level that corresponds to the 50% reflectance grey point (other mean luminance values were tested and confirmed not to affect the results). Then values for the black and the white bars were set to yield Michelson contrast of 90% around this mean luminance level such that the black bars have reflectance of 5% (3 *cd/m*^*2*^) and white bars 95% (57 *cd/m*^*2*^) with the homogeneous-illumination assumption. The luminance of the grey region between the black and white bars was set to 36% (22 *cd/m*^*2*^) as used by Helson.

The 36 stimulus conditions (6 bar width x 6 grey width) were simulated and the mean activities of the model cells whose RF locations correspond to the grey stimulus area were computed for each condition. Brightness induction was scored by subtracting the mean voltage of the cells responding to the grey area among white bars from the mean at grey among black bars (∆V; positive / negative values indicate contrast / assimilation). Since ∆V is the relative mean voltage difference index, the relative relation of ∆V among different conditions, rather than the absolute value of ∆V in each condition should be considered. Also, note that the absolute value of the ∆V should not be directly compared to the y-axis of the psychophyscial data that indicates the rank score value ([Fig 5B](#pone.0168963.g005){ref-type="fig"}).

For Wilson\'s model, we analyzed parasol ganglion cell responses as a standard, for these cells are known to code luminance information \[[@pone.0168963.ref045]--[@pone.0168963.ref047]\]. On the other hand, since van Hateren\'s model only contains photoreceptors and horizontal cells, we first analyzed the photoreceptor responses as the original model output. Then we imitated the parasol pathway spatial processing structure by passing photoreceptor responses through a two-stage spatial low-pass filter.

### Simulation result {#sec017}

The simulation results produced by the two models using their original algorithms were different, and neither of them matched Helson\'s data. The parasol ganglion cell response pattern from Wilson\'s model did not show any distinguishable bar size effect on the magnitude of brightness induction (for the widths of 0.19°-0.96°), except for the narrowest bar (0.06°) that induced assimilation ([Fig 5C](#pone.0168963.g005){ref-type="fig"}). On the other hand, the photoreceptor responses of van Hateren\'s model did show a distinguishable size effect among different bar widths, but the model did not produce assimilation for the narrowest bar ([Fig 5F](#pone.0168963.g005){ref-type="fig"}).

On the other hand, with the proper modifications to the models, the responses of both of the models matched the psychophysical data. When Wilson\'s model was modified to include a wide RF for the amacrine cells, then it produced a bar width effect comparable to Helson\'s data ([Fig 5D](#pone.0168963.g005){ref-type="fig"}), showing gradual increase of the magnitude of the contrast induction by increasing the bar width from 0.19° to 0.96°. Likewise, when we added the two-stage spatial convergence of the parasol pathway to van Hateren's model, the parasol cell responses of the model showed the assimilation for the narrowest bar (0.06°) ([Fig 5G](#pone.0168963.g005){ref-type="fig"}). These results suggest that the wide RF component of the interneurons is essential to produce the systematic effect of the bar width on brightness assimilation-to-contrast phenomena. We verified this point again by performing the simulations for the same experiment when the wide RF component in van Hateren\'s model was removed (parasol cell responses; [Fig 5H](#pone.0168963.g005){ref-type="fig"}), which eliminated the systematic effect of the bar width on the magnitude of the induction.

On the other hand, assimilation by the narrowest bar (0.06°) required the parasol pathway spatial convergence. The midget ganglion cell responses in Wilson's model ([Fig 5E](#pone.0168963.g005){ref-type="fig"}) did not show assimilation for the narrowest bar (0.06°) similarly to the photoreceptors of van Hateren's model ([Fig 5F](#pone.0168963.g005){ref-type="fig"}).

The simulation results of the modified retinal models ([Fig 5D and 5G](#pone.0168963.g005){ref-type="fig"}) overall showed a good match with the behavioral data ([Fig 5B](#pone.0168963.g005){ref-type="fig"}), except for the condition of the narrowest width of the grey area (i.e. the left-most data point for all the bar width conditions in [Fig 5B, 5D and 5G](#pone.0168963.g005){ref-type="fig"}). The mismatch at this data point is probably resolved if the combined effect of the parasol and the midget pathway processing on perception is considered. Although encoding of luminance information in the visual system depends mostly on the parasol pathway processing \[[@pone.0168963.ref045]--[@pone.0168963.ref047]\], the parasol pathway spatial summation is too crude for a higher-end spatial-frequency bandwidth of information and such information needs to be represented in the midget pathway \[[@pone.0168963.ref021],[@pone.0168963.ref023],[@pone.0168963.ref045]\]. However, how the midget and the parasol pathway signals are combined in the visual system is still an open problem. To avoid making any assumptions without a conclusive neurophysiological justification, we separately provide both the parasol and the midget pathway results.

Reid and Shapley (1988): Assimilation-to-Contrast by Increasing Ring width {#sec018}
--------------------------------------------------------------------------

### Summary of psychophysical experiment {#sec019}

This experiment measured the magnitude of assimilation (the influence of background onto the disk brightness through long-range interaction) by varying ring widths (0°, 0.08°, 0.2°, 0.35°, 0.53°, or 0.71°) while the amount of brightness contrast (brightness induction by the ring to the disk by local contrast) was constant \[[@pone.0168963.ref012]\]. Reid and Shapley presented two disk-and-ring stimuli of identical luminance composition (the disk luminance was 78 *cd/m*^*2*^ and the ring luminance and the mean display luminance were 70 *cd/m*^*2*^), one on a dark and the other on a light background field. Observers adjusted the luminance of the disk in the lighter background (D~B_light~) to match the disk brightness in the darker background (D~B_dark~). The difference of background luminance for each stimuli pair was systematically manipulated ({70, 70}, {65, 74}, {61, 78}, {57, 82}, and {53, 86} *cd/m*^*2*^ with the {70, 70} set as the baseline condition in which assimilation strength = 0, i.e. the same background luminance for both background fields). The assimilation strength was indexed as the adjusted luminance of D~B_light~ subtracted by that of the baseline condition. [Fig 6B](#pone.0168963.g006){ref-type="fig"} presents this assimilation strength index, replotted and re-labeled from Fig 3 in \[[@pone.0168963.ref012]\] (the average data of four subjects), which demonstrates that the luminance of the matched disk (D~B_light~) increased as a function of increasing luminance difference of the background fields for each ring width. For wider rings, however, the background effect was smaller (lower slope) than the narrower rings; thus, the narrower the ring is, the stronger the assimilation.

### Simulation method and procedure {#sec020}

The input stimuli to the model simulations were entirely identical to those in the behavioral study.

For the analysis of the model outputs, the mean voltage of model cells responding to the disk was set as the indicator of the disk brightness and we determined the luminance of D~B_light~ such that the mean voltage of the model cell responses to D~B_light~ equals to the mean voltage responses to D~B_dark~.

The simulation procedure needed to be slightly modified with respect to the procedure of the behavioral experiment to be suitable for a simulation environment, in which observers were presented with the target and the match stimuli sets simultaneously and they continuously compared the appearance of the match disk (D~B_light~) and the target disk (D~B_dark~). For the model simulations, this adjustment process was imitated by performing simulations for a large match disk luminance range for the match stimulus set (in log luminance range from -1 to 1 around the target disk luminance with a unit step size of 0.2 log units; 11 steps in total) per each of the 30 conditions (6 ring widths x 5 background luminance pairs). We then computed the mean of the model cell activities responding to the match disks for each of the 11 luminance-steps, and fitted these results with a 5^th^ order polynomial function (i.e. the mean model cell response as a function of match disk luminance). The mean cell response was computed for the target disk of the corresponding condition as well, and we searched for the luminance of the match disk that yielded the same mean response as did the target disk.

As in the psychophysical study, the baseline luminance was subtracted from the determined D~B_light~ luminance, which is equivalence of the assimilation strength index (∆L; larger values indicate stronger assimilation). Thus, what the y-axis indicates is identical between the psychophysical data ([Fig 6B](#pone.0168963.g006){ref-type="fig"}) and the model simulation results ([Fig 6C--6H](#pone.0168963.g006){ref-type="fig"}) and the absolute values can be compared in this case.

### Simulation result {#sec021}

Comparison of the cell responses between the two original models without any modifications (parasol ganglion cell responses for Wilson\'s model and photoreceptor responses for van Hateren\'s model) showed that van Hateren\'s model readily reproduced the varying magnitude of assimilation (∆L) by the different ring widths, explaining the ring size effect on the brightness of the disk as a function of background luminance difference ([Fig 6F](#pone.0168963.g006){ref-type="fig"}), while Wilson\'s model did not ([Fig 6C](#pone.0168963.g006){ref-type="fig"}). Comparably, however, modifying Wilson\'s model to include the wide amacrine cell RF produced the ring size effect matching the psychophysical data ([Fig 6E](#pone.0168963.g006){ref-type="fig"}).

Eliminating the wide RF component in van Hateren\'s model removed the systematic ring size effect on assimilation ([Fig 6H](#pone.0168963.g006){ref-type="fig"}). In this case, assimilation was induced only for the two narrowest rings. This result suggests that the narrow interneuron RF alone cannot explain the systematic ring size effect over the entire ring width range, which is consistent with an earlier computational study by Heinemann and Chase \[[@pone.0168963.ref005]\] (see [Discussion](#sec027){ref-type="sec"}).

The synaptic convergence in the parasol pathway was not critical in predicting the overall ring size dependency of the assimilation magnitude in the data pattern in this case ([Fig 6D and 6E](#pone.0168963.g006){ref-type="fig"} and [Fig 6F and 6G](#pone.0168963.g006){ref-type="fig"}).

Our results demonstrate that the wide RFs of retinal interneurons indeed account for assimilation in Reid and Shapley\'s data. Moreover, van Hateren\'s model results imply that this effect could in fact occur at the very first stage of visual processing at the photoreceptor level.

Control Simulation: Isolated Effect of Wide RF {#sec022}
----------------------------------------------

In the previous sections, we compared the model stimulation results when a wide RF was included or not in the retinal models and showed that the wide RF component of the interneurons was necessary to predict the brightness assimilation-to-contrast induction patterns as functions of increasing surround size in the studies by Helson \[[@pone.0168963.ref011]\] and Reid and Shapely \[[@pone.0168963.ref012]\].

In this section, we show that the wide RF component is sufficient to predict most of the surrounding size effect with van Hateren's model \[[@pone.0168963.ref037],[@pone.0168963.ref038]\] by simulating the same experiments when the narrow RF component of the horizontal cells was eliminated. We did not perform this simulation with Wilson's model since the horizontal cells in Wilson's model have a complex functional structure (i.e. the long-range feedback from the interplexiform layer cells that governs the light adaptive properties of the entire retinal circuitry \[[@pone.0168963.ref036]\]) such that it was not possible to remove the horizontal cells or to drastically increase their RF size without an alternative mathematical solution to stabilize the system.

The simulation methods and procedures were identical to previous simulations except for the removal of the narrow RF component from the horizontal cell RF. The results are plotted in [Fig 7](#pone.0168963.g007){ref-type="fig"}. The patterns of the simulation results are comparable to the results in the previous sections ([Fig 5G](#pone.0168963.g005){ref-type="fig"} for Helson and [Fig 6G](#pone.0168963.g006){ref-type="fig"} for Reid and Shapley), showing clear systematic effects of the different bar widths on induction direction (i.e. assimilation or contrast) and magnitude ([Fig 7A](#pone.0168963.g007){ref-type="fig"}) as well as the varying effect of the ring size on the assimilation strength ([Fig 7B](#pone.0168963.g007){ref-type="fig"}). This suggests that the wide RF was mostly responsible for producing the cell responses matching the assimilation-to-contrast behavioral patterns.

![Simulation results of van Hateren's model with only the wide RF component of horizontal cells.\
(a) The result for Helson's experiment \[[@pone.0168963.ref011]\]. (b) The result for Reid and Shapley's experiment \[[@pone.0168963.ref012]\]. See and compare with Figs [5G](#pone.0168963.g005){ref-type="fig"} and [6G](#pone.0168963.g006){ref-type="fig"}, respectively.](pone.0168963.g007){#pone.0168963.g007}

Rudd and Zemach (2004): Spatial Extent of Wide RF Effect {#sec023}
--------------------------------------------------------

### Summary of psychophysical experiment {#sec024}

Rudd and Zemach performed an experiment very similar to the experiment by Reid and Shapley, but with varying target ring luminance instead of the luminance difference of the background fields. The target ring luminance varied in six steps from 2.56 to 6.31 *cd/m*^*2*^. Nine different ring widths were tested (0.06°, 0.18°, 0.35°, 0.70°, 1.06°, 1.41°, 1.77°, 2.13°, and 2.48°). The target disk luminance and the match ring luminance were set to 1.02 *cd/m*^*2*^ and 3.94 *cd/m*^*2*^, respectively, and the observers adjusted the luminance of the match disk to appear in the same brightness as the target disk as in Reid and Shapley's experiment. The stimulus sets were presented on a 0.1 *cd/m*^*2*^ background field.

Rudd and Zemach \[[@pone.0168963.ref039]\] computed the slope of the log match disk luminance (adjusted) against log luminance of the target ring (varying; independent variable). Note, if the target ring renders the target disk to appear darker by inducing local contrast, the match disk luminance would decrease with increasing target ring luminance (the slope is negative). Also, if a narrower ring generates a weaker local contrast effect, the slope of the narrow ring would be shallower (the absolute value of the slope is smaller) than a wider ring. Finally, if the spatial extent of the ring size effect has an upper limit beyond which the ring width no longer alters the induction magnitude, the slope decrement with increasing ring width would reach a plateau after this upper limit.

[Fig 8A](#pone.0168963.g008){ref-type="fig"} re-plots Fig 3 from \[[@pone.0168963.ref039]\] that shows the slopes of log match disk luminance against log target ring luminance as a function of the ring size for the two observers tested. The results indicated that the magnitude of the ring luminance effect increased with increasing ring width, although the plateau of the slope change differed between the two observers.

![Behavioral and simulation results of Rudd and Zemach's experiment \[[@pone.0168963.ref039]\].\
(a) The behavioral data on the slope of the log match disk luminance vs. log target ring luminance for two subjects, IKZ and JL (see text for details). (b) The simulation results for the same experiment. The green line with '+' markers represent the result of van Hateren's model and the blue line with 'o' markers represent the result of Wilson's model.](pone.0168963.g008){#pone.0168963.g008}

### Simulation method and procedure {#sec025}

We simulated this same experiment in our modified versions of Wilson's and van Hateren's models. All the stimulus aspects were identical to the psychophysical experiment except that the luminance step size for the target ring luminance was linear in the 8-bit intensity (i.e. RGB channel values of the image) scale in the original study, and we set them linearly in log step for the simulation. The simulation procedure was identical to those for the simulation of Reid and Shapley's experiment in that we determined the luminance of the match disk such that the mean model cell responses coinciding at the target disk location of the visual field and the mean model cell responses at the match disk location are equal. We then performed the same slope analysis on the obtained match disk luminance that Rudd and Zemach applied to their psychophysical data. As in the simulation of Reid and Shapley's experiment, the absolute slope values (y-axis) of the psychophysical data plot ([Fig 8A](#pone.0168963.g008){ref-type="fig"}) and the model simulation results ([Fig 8B](#pone.0168963.g008){ref-type="fig"}) are directly comparable in this case.

### Simulation result {#sec026}

[Fig 8B](#pone.0168963.g008){ref-type="fig"} plots the results of the same slope analysis for the retinal cell output in our simulations (parasol ganglion cells; with the wide interneuron RF in both of the retinal models). The results show a distinguishable effect of the ring width up to or beyond \~1° comparable to the behavioral data, although the two models produced different results as to the rate of slope decrement for increasing ring width and also to the plateau point of the slope change (similarly to the behavioral results). The detailed shape difference of the results between the models and the quantitative deviation of the model results from the behavioral results might be due to the specific algorithmic architecture of each model (e.g. RF or gain control design) or to the omission of some luminance-dependent gain control processes that occur beyond the architectures of the models (e.g. the amacrine cell circuit for the case of van Hateren's model, or other retinal or post-retinal mechanisms for both of the models). While understanding these matters may be important in analyzing and improving the retinal model architectures, we leave these discussions for future studies since the current work focuses only on demonstrating the long-range interaction of wide interneuron RF. Nevertheless, the overall results suggest that the wide interneuron RF can produce the long-range spatial interaction that extends \~1° or beyond.

Discussion {#sec027}
==========

We simulated brightness induction experiments in two different biophysical retinal models and showed that the effect of the size of the surrounding surface on brightness assimilation-to-contrast phenomena observed by Helson \[[@pone.0168963.ref011]\] and Reid and Shapley \[[@pone.0168963.ref012]\] is reproduced when the wide RF component of the interneurons is incorporated in the models. We further showed that most of the surrounding size effect could be explained exclusively by the wide RF component. Moreover, the spatial extent to which the wide RF affects the induction phenomena was comparable to the perceptual data by Rudd and Zemach \[[@pone.0168963.ref039]\].

The architectures of the two retinal models are based on neurophysiological data both anatomically and functionally, and all the spatial processing structures in the original models including the wide RF component of horizontal cells in van Hateren\'s model were designed to essentially reproduce the response properties of the real retinal cells.

Even though neither of these retinal models is a complete replica of the true retinal circuitry, the current results support our main argument. If there exists a wide RF component for the retinal interneurons (regardless of the type, horizontal cells or amacrine cells) that send inhibitory signals to the retinal feedforward cells, the long-range effect observed in the perceptual phenomena of spatial induction can be explained at the retinal level. There are many neurophysiological reports on the existence of the wide RF component. Therefore, we conclude that the long-range effect is very likely to occur at the retinal level. Thus, our results provide compelling evidence that the retina contains sufficient spatial processing structures to produce the surrounding-size dependency in the simultaneous brightness induction phenomena.

At the same time, it should be noted that our claim on the retinal origin of the simultaneous brightness induction is limited to the surrounding size dependency. Especially, assimilation is further shown to involve post-retinal mechanisms including orientation/depth processing and attention \[[@pone.0168963.ref013],[@pone.0168963.ref048]--[@pone.0168963.ref058]\]. Indeed, the output signals from the retina are subject to more complex information processing in the cortex and brightness computation must result from this whole range of processing. Meanwhile, our results show that the retina is a significant starting point of the spatial induction including assimilation.

The results of the current study raise questions on the traditional lateral inhibition theories that are based on the classic RF. The classic RF assumption omits the wide RF component of the retinal interneurons, which seems to be the reason that the neural mechanism underlying surrounding size dependency of brightness induction has been left largely unexplained. We propose that incorporating the wide RF component to the classic RF is a simple and effective update to the traditional view on lateral inhibition.

In fact, the classic RF traditionally assumed in the context of lateral inhibition is in discord with the later neurophysiological discoveries on the ganglion cell's response characteristics, which exhibit an extra-classical suppressive RF surround component \[[@pone.0168963.ref021],[@pone.0168963.ref032]--[@pone.0168963.ref035]\]. The reason this extra-classic RF component was not considered for the 'classic' ganglion cell RF might be simply because the early stage studies on the retinal ganglion cells (to which the classic RF is based on) focused on the robust, thus, more detectable RF components (the center and the narrow surround), bypassing any weak peripheral effect (the extra-classic surround). As of yet, little has been discussed about the wide RF component of the interneurons in the literature beyond its existence, and evidence has been lacking to shed light on how the extra-classic RF is formed or what is the functional role of the wide RF component or the extra-classic RF surround (but see \[[@pone.0168963.ref031]\]). Our results suggest that the wide interneuron RF can affect ganglion cell response patterns and function to operate the long-range cellular communication that is comparable to the 'global response mean computation.'

We may deduce a mechanical interpretation on the functionality of the wide RF component by comparing our results to the earlier computational model by Heinemann and Chase \[[@pone.0168963.ref005]\] on simultaneous brightness induction. Heinemann and Chase's model was comprised of the following three computational stages: The lateral inhibition stage (the input stimulus is spatially filtered through a DOG function, i.e. the classic RF), the response nonlinearity stage (the output of the lateral inhibition stage is thresholded and logarithmically scaled), and the global adaptation stage (the output of the response nonlinearity stage is subtracted by its global mean). According to their model, the ring width effect in Reid and Shapley\'s experiment resulted mostly from the global adaptation stage (since decreasing the ring width reduces the contribution of the ring luminance to the global mean), whereas there was no significant influence of the ring width in the outputs of the lateral inhibition or the response nonlinearity stages, except for the smallest ring width (0.08°).

These results are comparable to our simulation results in that the models with only the wide RF component, even without the narrow RF component, could produce most of the ring width effect ([Fig 7B](#pone.0168963.g007){ref-type="fig"}), while the narrow RF only generated a distinctive ring width effect for the narrowest widths ([Fig 6H](#pone.0168963.g006){ref-type="fig"}). Thus, the wide RF component yields the functional consequence equivalent to the global mean computation in Heinemann and Chase's model.

The current study in fact provides the biological ground to the non-biological assumption made on the global mean computation in Heinemann and Chase's model \[[@pone.0168963.ref005]\]. Heinemann and Chase limited the area of the global mean computation to be within 0.5°-1.5° in visual angle based on the psychophysical evidence on the distance of a remote stimulus influencing perception of a foveal stimulus. We likewise found that the wide RF component of the interneurons could generate the spatial effect up to or beyond 1.5° ([Fig 8](#pone.0168963.g008){ref-type="fig"}). This evidence in general suggests that the long-range effect of spatial induction could result from the wide RF of the retinal interneurons.

The results of the current study contest the dual-mechanism hypothesis proposed by Reid and Shapley \[[@pone.0168963.ref012]\]. Their work, in line with other studies \[[@pone.0168963.ref005],[@pone.0168963.ref025],[@pone.0168963.ref059],[@pone.0168963.ref060]\], postulated that lateral inhibition and long-range surface interaction are two separate mechanisms modulating spatial induction that occur in different stages of the visual processing. However, our results suggest that these seemingly discrete processes can be accomplished by a wide and narrow dual-component RF of retinal interneurons and need not involve a neural mechanism other than retinal center-surround processing. In other words, retinal lateral inhibition regulates both local and long-range spatial induction effects.

The long-range cellular interaction in the retina could in theory be mediated by either horizontal cells (as in van Hateren\'s model) or amacrine cells (as in Wilson\'s model). On one hand, various types of wide RF amacrine cells are anatomically identified \[[@pone.0168963.ref026]--[@pone.0168963.ref028]\], and some studies postulate a type of amacrine cell to be the potential source of the formation of the extra-classic surround \[[@pone.0168963.ref033],[@pone.0168963.ref035]\]. Manookin et al. \[[@pone.0168963.ref031]\] recently showed that a type of amacrine cells ("wiry" amacrine cells) integrates signals over wide spatial range, much exceeding the classic ganglion cell RF, and suggested that they could serve for long-range interaction. On the other hand, a horizontal cell's sensitivity differs between driving stimuli as large as 5° vs. 10° \[[@pone.0168963.ref029],[@pone.0168963.ref030]\] (replicated in van Hateren\'s model \[[@pone.0168963.ref038]\]), as neurophysiologically and computationally shown to result from its wide RF component. Horizontal cells are also argued to contribute to the ganglion RF surround to a larger degree than amacrine cells \[[@pone.0168963.ref014],[@pone.0168963.ref061]\]. However, no discussion has been made so far regarding any potential contribution of the horizontal cells' wide RF component on the extra-classic ganglion cell RF surround to the best of authors' knowledge and whether they contribute to long-range retinal communication is an open question.

For these reasons, the current study suggests a substantially disparate claim on the neural origin of the long-range effect recurrently observed in the spatial induction phenomena across various experimental conditions \[[@pone.0168963.ref012],[@pone.0168963.ref020],[@pone.0168963.ref024],[@pone.0168963.ref025],[@pone.0168963.ref048]--[@pone.0168963.ref054],[@pone.0168963.ref059],[@pone.0168963.ref060],[@pone.0168963.ref062]--[@pone.0168963.ref066]\]. Rather than it involving the post-retinal processing as proposed in the previous studies \[[@pone.0168963.ref012],[@pone.0168963.ref013],[@pone.0168963.ref020],[@pone.0168963.ref024]\], it might occur at the very first stage of the visual processing in the photoreceptor-horizontal cell circuit.

In a more global perspective, our results may be linked to the neural mechanism of the Retinex theory on lightness perception \[[@pone.0168963.ref067]--[@pone.0168963.ref069]\]. Retinex theory proposes a general framework in which the lightness of a certain area (target) in a visual scene is well predicted by the mean average of chain products of luminance ratios along paths that start at arbitrary points and end on the target area \[[@pone.0168963.ref067]\]. In a version of Retinex theory, Land \[[@pone.0168963.ref069]\] proposed to use the average of the luminance ratios of the target with multiple surrounding areas, which is a computation conceptually similar to the center-surround processing. This version of Retinex computation incorporated the contribution of remote surfaces on the target lightness by taking into account the luminance ratio averages over the entire scene. In later Retinex implementations \[[@pone.0168963.ref070],[@pone.0168963.ref071]\] and related perceptually based algorithms \[[@pone.0168963.ref072]\], the influence of the remote surface on the target lightness is weighted as a function of the distance between the target and the surface. The current study proposes that this kind of weighted summation process can be accomplished by wide-RF interneuron feedback. Since there are also works suggesting a connection between Retinex and neuroscience \[[@pone.0168963.ref071],[@pone.0168963.ref073],[@pone.0168963.ref074]\], at present we are working at establishing what kind of relationship there is between those models and the ones employed in this study (for more relevant discussions, see also \[[@pone.0168963.ref013],[@pone.0168963.ref039],[@pone.0168963.ref064],[@pone.0168963.ref075]--[@pone.0168963.ref077]\] for perceptual evidence and \[[@pone.0168963.ref078],[@pone.0168963.ref079]\] for neural evidence).

Our finding proposes alternative perspectives on important classic topics in vision science, such as lateral inhibition, long-range spatial induction, assimilation and simultaneous brightness induction. The current study suggests that lateral inhibition theories need an update to consider the effect of the wide RF component of the retinal interneurons, and this update elucidates the neural mechanism underlying the surrounding size dependency in the spatial induction and explains the assimilation-to-contrast phenomena. Here we provide the primary evidence to initiate revising these important vision science topics and more concrete theoretic effort is required to precisely delineate the impact of the retinal processing.

Supporting Information {#sec028}
======================

###### Generic Simulation Methods.

The details of the general simulation set ups on retinal projection, luminance unit, data acquisition and temporal spatial filtering methods are illustrated.

(PDF)

###### 

Click here for additional data file.

###### The complete set of data for the model simulation results.

(XLSX)

###### 

Click here for additional data file.
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