Efficient power amplification is inherently a non linear operation that introduces unwanted interference in the amplified signal. Strong inter-symbol interference is generated when the amplifier non linear ity is combined with channel memory effects. Further, signals with very high peak to average power ratio, typical of multiple carrier sys tems, are even more sensitive to the non linearities resulting in severe distortion effects. Signal pre-clipping (crest factor reduction) and predistortion are conventional countermeasure techniques to reduce the generated non linear distortion and improve power and spectral efficiency. In this work, novel optimization methods for predistor tion and pre-clipping are analytically derived for a general non-linear communication channel with memory. A combined architecture in which crest factor reduction is followed by signal predistortion is proposed and the parameters are estimated resorting to iterative al gorithms based on least squares method. Performance evaluation of the estimation techniques shows the effectiveness of the derived algorithms and significant gain compared to previously known meth ods.
INTRODUCTION
Communication systems are based on the assumption that the trans mitter can deliver the signal to the receiver with the required level of energy. Power amplification has the key purpose of enhancing the signal power sufficient to compensate for the channel losses and im pairments and achieve the target signal to noise ratio at the receiver. However, power amplification is inherently a non-linear operation that introduces distortion of the signal. This distortion is due to the natural saturation effect present in the high power amplifier (HPA) that, depending on the amplitude of input signal distribution and the required power efficiency, can generate significant distortions. Fur ther, the severity of the interference generated is magnified when the non-linearity of the HPA is combined with channel memory effects. A simple mechanism to avoid such distortions is to operate the HPA in the linear region far from the saturation region. However, operat ing the amplifier in the linear region drastically reduces the power ef ficiency and the resulting signal output power. The back-off needed for such an operation depends on the peak to average power ratio (PAPR) of the input signal. PAPR refers to the ratio between the peak input power and the average input signal power. Further, the PAPR is significant for multiple carrier signals being amplified by a single HPA.
A common approach to counteract the distortion effect and still maintain the required level of output power, is to perform specific preprocessing of the signal prior to signal amplification. This tech nique, referred as signal predistortion (DPD) is usually performed on the baseband version of the signal and it is often based on polynomial functions [1, 2, 3, 4, 5] or look up tables (LUT) [6, 7] . While liter ature mostly focuses on terrestrial applications, signal predistortion techniques are also becoming popular in satellite communications [8] partly due to the move towards amplification of multiple carriers (or multicarrier signals) in a single wideband HPA for reducing the payload mass and mission costs. Very large PAPR values, typical of multicarrier signals, force a substantial component of the signal input distribution beyond the amplifier saturation point. This effect introduces unwanted strong distortion that cannot be compensated with predistortion. Motivated by this, we pursue the study of PAPR reduction in multicarrier systems. Several PAPR reduction meth ods have been proposed in [9] : amongst these, clipping and filter ing can provide significant PAPR reduction with minor interference generation (clipping noise) [10] . Clipping of the signal is in general referred as crest factor reduction (CFR). Further, the use of PAPR re duction in conjunction with signal predistortion has also been widely considered in literature. Several works propose a scheme in which PAPR reduction precedes predistortion [11, 12] , while [13] proposes a scheme where predistortion is followed by PAPR reduction. A different approach was recently proposed in [14] , that presents a method to include PAPR control as a constraint in the estimation of the predistortion parameters.
In this work we consider a transmitter architecture in which PAPR reduction is performed before signal predistortion. The con tribution with respect to the state of the art is two fold: on one hand, we propose a novel optimization framework to automatically deter mine the optimal level of PAPR reduction towards maximizing sys tem performance; on the other hand, direct estimation for predistor tion proposed in [15] is reformulated to include new terms towards improving the parameter optimization and consequently the system performance. While the focus here is on signal predistortion, an opti mization of the CFR reduction in presence of data predistortion [16] can be equivalently pursued.
Notation: a and A respectively denote vectors and matrices, T , * denote the transposition and complex conjugation operations, (>9 Kronecker product.
SYSTEM MODEL
Referring to the Fig. 1 , we consider a general baseband multicarrier signal u( n) input to the cascade of CFR and predistortion (DPD) blocks prior to transmission. The channel is assumed to be a non linear function with memory.
The general multicarrier signal, u(n), is defined as,
m where I3.fm is the center frequency of mth channel and um(n) is 
k where T m is the symbol rate of the mth channel, Ts is the oversam piing period and PmO is the pulse shaping function. Notice that the oversampling period Ts is equal for all carriers and such that Ts > > MT m where M is the total number of carriers. Referring to Fig. 1 , Uc ( n) is the signal output of the CFR. The objective of the CFR is to ensure PAPR(uc(n)) S; PAPR(u(n)). Further, x(n), the output of the predistortion block serves as input to the channel.
Channel Model
We consider a general baseband Volterra non-linear system with memory to model the channel [17] . The Volterra baseband model, while being general, it is particularly applicable to satellite channels [18, 19] . Using Kronecker products, we formulate the general base band Volterra function in a compact way and referring to Fig. 1 , the noiseless channel output is expressed as,
where Xk d = [xC n -kd), ... ,x( n + kd) f, K d is the single side memory relative to the dth degree and hd is a row vector with Ld elements where Ld = IT��� 1 )/2(2kd+ I-a) ITb:-;; 3 )/2(2kd+ I-b).
Cd is a Ld x (2kd + l) d matrix selecting the relevant product terms from the dth degree Kronecker product vector for a complete, non redundant Volterra representation.
In particular we have
where each row vector corresponds to a standard basis g is,js,qs = e p with P = qs + (js -I)(2k3 + 1) + (is -I)(2k3 + 1)2 Further, we have (is,js,qs) E 03 where 03 = {(i,j,q)l\fi
tl,jl,Ql,al,bl' 't Ls,JLs ,qLs,aLs,bLs where each row vector corresponds to a standard basis g is,js,qs,as,bs = e p with P = bs + (as -I)(2k5 + 1) + (qs -I)(2k5 + 1)2 + (js -1)(2k5 + 1) 3 + (is -1)(2k5 + 1)4. Further, we have (is,js, qs, as, bs) E 05 where 05 = {(i,j, q, a, b)l\fi E (1"" ,2k5+ 1), \fj E (i,'" ,2k5+I), \fq E (j,'" ,2k5+I), \fa E (1, ... ,2k5+ 1), \fb E (a,'" ,2k5 + 1)}.
Crest Factor Reduction Model
The output of CFR is related to its input as {u(n)
where 'Y is the clipping parameter. Notice that the CFR clipping function does not modify the phase of the complex signal, i. e.
Luc(n) = Lu(n). Further, the clipping function as defined here, is slightly different from the standard clipping function of [20] and involves bl2 rather than 'Y. This choice will enable the formulation of the optimization algorithm to compute the optimal clipping value.
Predistorter Model
The predistortion function acts on the output of the clipping func tion to yield the channel input x(n). The predistorter per-se is a non-linear function with memory accomodating various polynomial functions including memory polynomials [1] , generalized memory polynomials [3] and Volterra expansion [5] . The output of the pre distorter is computed as,
where the predistorter function is explicitly expressed as a function of the parameter m x 1 vector w and where 4>(n) is a m x 1 vec tor collecting the linear and non-linear terms generated from input signal uc(n) including linear terms {u(n -k)} third degree terms {u(n -k 1 )u(n -k 2 )U' (n -k3)} and so on [1, 5] . The value of m depends on the degree and the associated memory depth [1, 5] and is not detailed further for ease of comprehension. Central to the per formance of the predistortion is the determination of the parameters w. Well known methods for estimation of predistortion parameters are the indirect [5] and direct learning [15] approaches. Referring to Fig. 1 we notice that the DPD block is between the CFR block and the channel. This means that the predistortion function is not designed to invert the channel function but rather to reduce the receiver interference. This fundamental observation sug gests a direct estimation approach rather then an indirect one [21] for obtaining w.
ADAPTIVE PEAK CONTROLLED DIRECT PREDISTORTION
Given the crest factor reduction and predistortion techniques pro posed in Sections 2.2 and 2.3, we define a transmitter architecture in which the CFR block precedes the DPD block. In this section, we derive optimization algorithms to determine the optimal CFR and predistortion parameters towards reducing the error at the receiver. Fig. 2 illustrates the considered transmitter architecture including the two iterative optimization processes. The target of the predistortion function is to reduce the non-linear distortion at the channel output. This is achieved by optimizing the parameters w. The general estimation paradigm is shown in Fig. 2 .
Referring to (3) and (5), we define Xki (n) = <I>ki (n)w, (6) <I>ki = [<p(n -ki),'" ,<p(n + kiW,
Combining (3) with (6) and limiting the expansion to third de gree polynomial for ease of presentation, we obtain, yen) h1G1<I>kl(n)w (8) +h3G3 [<I>k3 (n) (9 <I>k3 (n) (9 <I>k3 (n)'] [w (9 w (9 w*] .
Similarly to [15] , we define the cost function for the optimization of the predistortion parameters as C(w) = lu(n) -y(nW and formu late a least mean squares (LMS) algorithm for minimizing C(·). We can then derive the update equation for w as, 8C(w) wen + 1) = wen) -J.l ----a; ;;- (9) where J.l is the algorithm step. Using C(w) in (9), we obtain wen + 1) = wen) + J.l(e*(n) 8y(n) + e(n) 8y*(n) ). (10) 8w(n) 8w(n)
where e(n) = u(n) -yen), and 8y(n) 8w 8y'(n) 8w +h3G3 [<I>k3 (n) (9 <I>k3 (n) (9 <I>k3 (n)*] [w (9 1m + 1m (9 w](9 w*, w* (9w* (9 1m,
where 1m is an m x m identity matrix (recall from Section 2.3 that the size of w is m x 1). Notice that in the derivation of the direct estimation method in [15] , the term in (12) is not included in the algorithm. This results in a performance degradation which is illus trated in Section 4. In order to guarantee optimal performance, the vector of predistortion parameters, w, is initialized with the result of the off-line indirect estimation [22] where CFR is assumed to be absent.
Adaptive Crest Factor Reduction
The CFR block performs clipping of the original signal before sig nal predistortion. The challenge of signal clipping is to understand if and to what extent it is convenient to clip the signal. In fact, clipping too much results in a loss of the signal while not clipping would nat urally enhance PAPR. In particular, referring to (4), it is necessary to estimate the parameter 'Y towards improving the system perfor mance.
The cascaded predistortion and channel blocks (kindly refer to Figs. 1, 2) result in a non-linear system with memory that can be modeled using a Volterra system as (here limited to the third degree),
where K1 quantifies the linear memory, K3 is the third degree mem ory component and {q( d ) (.)} are the model parameters relative to the dth degree. Parameters in (13) can be estimated during on-line oper ation using standard least squares techniques [23] . Towards this, we consider the cost function Cb) = lu(n) -y(n)12 and formulate a least mean squares algorithm to determine the optimal 'Y. We define the update equation for'Y as,
where f is the algorithm step. Notice that, in general, we have 'Y E C
From (14), and using the chain rule, we obtain,
where e(n) = u(n) -yen) and both :::c « (),) and ��:�:� can be derived analytically from (13) using the partial differential rules pro vided in [24] . Notice that, in general, ��:�:� =J. [:::}(),) ]*. Further, we can define analytically the differential quantity
where we used ak� 2 = 'Y' [24] . Notice that for lu(n)1 b12, the derivative of (16) does not exist and hence its value is set to 0 in the simulations. Further, if the algorithm is initialized such that binitl2 > maxlu(n)1 the reSUlting derivative will always be zero and the algorithm will only produce b(nW = binitl2 'in. There fore, key to the convergence of the algorithm, is the choice of the initial guess 'Yinit. This can be trivially set to 0 or obtained from knowing the amplifier output saturation power , the signal PAPR and the selected Input Backoff (IBO= 10 10g lQ (Pin/ pl:r) , where Pin is the amplifier signal input power and pP:T is the amplifier satura tion input power).
NUMERICAL RESULTS
In this section we numerically evaluate the performance of the algo rithms for a selected case of study.
Simulation Scenario
We consider a typical satellite communication scenario where the channel includes a satellite transponder model [18] . As transpon der model, we consider an input multiplexer filter (IMUX), a HPA, and an output multiplexer filter (OMUX). Typical responses for the IMUX and OMUX filter are extracted from [25] and modelled as FIR filters. On the other hand, the HPA is parameterized using the standard Saleh model with AM/AM and AMIPM functions taking the form A(r) = 1 ��2; <I>(r) = % 1 ::2, respectively [16] .
The channel input signal u(n) consists of five independent DVB-S2 [26] carriers, each employing 16APSK modulation, with identical symbol rate Rs and spaced equally in frequency with a separation of Rs(l + p ) where p = 0.2 is the pulse roll off. The resulting PAPR of the signal, without compensation, is 9.8 dB.
Algorithm Setting
Both estimation algorithms described in Sections 2.2 and 3.1 are trained over 100000 samples corresponding to 10000 symbols per carrier (oversampling factor or 10).
Step parameters are determined by fine simulation tuning to be: E = 10-2 in (16); fL = 10-5 in (10) .
Notice that, in all considered cases, training is carried out in absence of receiver noise. The channel parameters hd (kindly refer to (3) with kl = 5, k3 = 3 and k5 = 0) and the parameters corresponding to the cascaded predistortion and channel function ( q( d ) (-) in (l3) with Kl = 3, K3 = 2 and K5 = 1), are estimated on-line using standard least squares (LS) techniques [23] .
The predistortion function of (5) implements a standard memory polynomial [I] of fifth degree with single side memory depth kl = 5, k3 = 3 and k5 = 1 for each degree respectively.
Further, in the case when both CFR and DPD algorithms are ap plied, they can be run alternately or concurrently. However, when running concurrently the final performance is slightly penalized due to the inter dependency in the target error. For the sake of perfor mance optimization, we alternate them in three phases: we first per form a DPD estimation followed by the CFR estimation and a sub sequent DPD estimation. We noticed that further iterations do not improve significantly the performance.
Further, depending on the channel characteristics and the param eter setting, the convergence property of the proposed algorithms might vary. In general, we observed poorer convergence when the channel exhibits longer memory effects.
Performance Evaluation

Figure of Merit
As figure of merit, we consider the signal to interference plus noise ratio (SINR) at the output of the channel with respect to the amplifier output backoff (OBO= 10 log 10 (Pout/ P;t[), where Pout is the out put power of the amplified signal and p;�r is the amplifier saturation output power). In practice, the OBO determines the operating point of the amplifier and hence determines both the useful output power and amount on non-linearities. For the current study, we focus on the impact of OBO on non-linearities; in particular, the receiver signal to noise ratio (SNR) is fixed. Further, we plot the power spectral den sities at the channel output to observe and compare the spectral re growth. Towards quantifying the spectral shaping, we also consider the normalized mean square error (NMSE) at the receiver in absence of noise as NMSE= liN L-�= l lu(n) -y(nW I L-�= l ly(nW computed with respect the channel output signal yen) with respect to the properly delayed version of the input signal u(n). Fig. 3 depicts the SINR versus OBO for different techniques with a set SNR= 20dB. Referring to Fig. 3 and focussing on the cases in which CFR is not applied, we present three sets of results: standard indirect estimation [4] (brown), conventional direct estimation [15] (red) and our novel direct estimation algorithm (green) of Section 3.1. Observing Fig. 3 , we have that standard indirect predistortion and conventional direct predistortion have similar performance while the reformulated LMS algorithm of (10) provides additional perfor mance gain over [15] of about 1 -1.25 dB due to inclusion of new terms. Considering the combination of CFR and DPD, we compare the peak constraint predistortion of [12] with our method. Referring to Fig. 3 we have a significant gain in performance of our proposed method over [12] of about 2 dB. At the output of the channel (output of the OMUX filter), we can observe the typical spectral regrowth of the signal due to the non linear characteristic of the amplifier. In Fig. 4 we can observe the power spectral density of the multi carrier signal (only the positive part it is shown) for the different techniques considered.
SlNR Performance
Normalized. Frequency (X1l" rnd/samplc) Fig. 4 . Power Spectral Density Response for Five Carriers DYB-S2 carriers at IBO=4 dB As expected, techniques with a lower NMSE also show a lower spectral regrowth.
S. CONCLUSION
A novel design method for combined CFR and DPD has been pro posed. This includes an automatic method to determine the opti mal clipping amplitude for a general non-linear channel with mem ory together with a reformulated and generalized direct estimation method for predistortion. While the reformulated direct estimation itself shows to provide gain with respect to the state of the art, the combination of CFR and DPD is shown to provide the best perfor mance.
