Abstract. We discuss factorization of the hypergeometric-type difference equations on the uniform lattices and show how one can construct a dynamical algebra, which corresponds to each of these equations. Some examples are exhibited, in particular, we show that several models of discrete harmonic oscillators, previously considered in a number of publications, can be treated in a unified form.
2. Preliminaries: the classical "discrete" polynomials. The discretization of the hypergeometric differential equation on the lattice x(s) [26, 27] The above equation have polynomial solutions P n (s), usually called classical discrete orthogonal polynomials, if and only if λ = λ n = −n(τ ′ + (n − 1)σ ′′ /2). It is well known [26] that under certain conditions the polynomial solutions of (2.2) are orthogonal. For example, if σ(s)ρ(s)x k s=a,b = 0, for all k = 0, 1, 2, . . . , then the polynomial solutions P n (x) of (2.2) satisfy
where the weight functions ρ(s) are solutions of the Pearson-type equation
∆ [σ(s)ρ(s)] = τ (s)ρ(s) or σ(s + 1)ρ(s + 1) = [σ(s) + τ (s)]ρ(s). (2.4)
In the following we will consider the monic polynomials, i.e., P n (x) = x n +b n x n−1 +· · · . The polynomial solutions of (2.2) are the classical discrete orthogonal polynomials of Hahn, Meixner, Kravchuk and Charlier and their principal data are given in the Using the above notations, we have for the monic polynomials of Hahn, Meixner, Kravchuk and Charlier, respectively h α,β n (x, N ) = (1 − N ) n (β + 1) n (α + β + n + 1) n 3 F 2 −x, α + β + n + 1, −n 1 − N, β + 1 1 , (2.7) A further information on orthogonal polynomials on the uniform lattice can be found in [1, 20, 26, 27] . 
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Meixner Kravchuk Charlier 
where e α∂s f (s) = f (s + α) for all α ∈ C, ν(s) = σ(s + 1)[σ(s) + τ (s)], and I is the identity operator, and let (Φ n ) n be the set of functions
where d n is a norm of the polynomials P n (s), which satisfy equation (2.2), and ρ(s) is the solution of the Pearson-type equation (2.4) . If P n (s) possess the discrete orthogonality property (2.3), then the functions Φ n (s) have the property
Using the identity ∇ = ∆ − ∇∆ and the equation (2.2), one finds that
i.e., the functions Φ n (s), defined in (3.2) , are the eigenfunctions of h 1 (s). In the following we will refer to h 1 (s) as the hamiltonian.
Our first step is to find two operators a(s) and b(s) such that the Hamiltonian h 1 (s) = b(s)a(s), i.e., the operators a(s) and b(s) factorize the Hamiltonian h 1 (s).
Definition 3.1. Let α be a real number. We define a family of α-down and α-up
respectively. A straightforward calculation (by using the simple identity e ∂s ∇ = ∆) shows that for all α ∈ R
i.e., the operators a ↓ α (s) and a ↑ α (s) factorize the Hamiltonian, defined in (3.1). Thus, we have the following 
Proof. Taking the expression for the operators a 
In the same way, a
∂s + B 2 (s)e −∂s + B 3 (s)I, where
To eliminate the two terms in the right-hand side of (4. 
Furthermore, the operators 6) are such that h Using the preceding formulas for the Charlier polynomials, one finds
where U n and D n are some constants.
If we now apply a ↑ 0 (s) to the first equation of (4.7) and then use the second one and (3.4), we find that λ n = D n U n−1 . On the other hand, applying a ↓ 0 (s) to the second equation in (4.7) and using the first one, as well as the fact that a
, from which it follows that λ n should be a linear function of n (that is also obvious from table 2.1).
If we use the boundary conditions σ(s)ρ(s) s=a,b = 0, as well as the formula of summation by parts, we obtain
i.e., the operators a ↓ 0 (s) and a ↑ 0 (s) are mutually adjoint. From the above equality (the adjointness property) and (4.7) it follows that 
(4.8)
From the above corollary one can deduce that
Using the orthonormality of Φ C 0 (s), one obtains that
Notice that
This example constitute a discrete analog of the quantum harmonic oscillator [8] .
5. The dynamical algebra: The Meixner and Kravchuk cases. From the previous results we see that only the Charlier polynomials (functions) have a closed simple oscillator algebra. What to do in the other cases? To answer to this question, we can use the following operators:
For this operators
We will define a new hamiltonian h 2 (s) and operators b(s) and b
where C a and E are some constants (to be fixed later on). Notice that from (3.4) it follows that the eigenfunctions of h 2 (s) are the same functions (3.2), but the eigenvalues
A straightforward computation yields
and 5) or, equivalently,
The right-hand side of (5.5) suggests us to use the following new operators
where, as before,
The above expression leads to the following Theorem 5.1. If σ ′′ = 0, then the operators h 2 (s), c(s) and c + (s), defined by (5.4) and (5.6), respectively, form a closed algebra such that
Observe also that with this particular choice σ ′ (s+
and
Furthermore, using the boundary conditions σ(s)ρ(s) s=a,b = 0, one finds
i.e., the following theorem follows. Theorem 5.2. The operators c(s) and c + (s) are mutually adjoint.
Notice also that the operators h 1 (s) and h 2 (s) are selfadjoint operators.
Remark 5.3. Since λ = λ n = −n(τ ′ + (n − 1)σ ′′ /2), the identity σ ′′ = 0 is equivalent to the statement that λ n is a linear function of n. In this case λ n = −nτ ′ . In the following we will consider only the case when σ ′′ = 0, i.e., the case of the Meixner, the Kravchuk and the Charlier polynomials.
If we define the operators
where
The case A 0 = 0 corresponds to the Charlier case (see the previous section). If A 0 = 0, we have two possibilities: A 0 > 0 and A 0 < 0. In the following we will choose C 2 a = −1/τ ′ , i.e., −τ ′ C 2 a = 1. In the first case A 0 > 0 one can choose C b and E in such a way that A 0 = 2 and A 1 = 0. Thus
Consequently, the operators K ± and K 0 are such that
This case corresponds to the Lie algebra Sp(2, R).
In the second case one can choose C b and E in such a way that A 0 = −2 and A 1 = 0. Thus
This case corresponds to the Lie algebra so(3).
Notice that since the operator h 2 (s) is selfadjoint, the operators K ± (s) are mutually adjoint in both cases, i.e.
Dynamical symmetry algebra Sp(2, R). Let us consider the first case.
We start with the operator
where K 0 (s), K + (s), and K − (s) are the operators given in (5.7). A straightforward calculation gives
where E is given by (5.8), i.e., the K 2 (s) is the invariant Casimir operator. Furthermore, if we define the normalized functions
we have
Now using the commutation relation (5.9), it is easy to show that
Consequently, from (5.13) and the above equation we deduce that
Employing the mutual adjointness of the operators K ± , one obtains
In order to compute κ n , use (5.13) and (5.14); this yields
In this case the functions (Φ n ) n define a basis for the irreducible unitary representation D + (−E) of the Lie group (algebra) Sp(2, R).
From the above formula it follows that the functions Φ n (s) can be obtained recursively via the application of the operator K + (s), i.e.,
where ρ(s) is the weight function of the corresponding orthogonal polynomial family and d 0 is the norm of the P 0 (s).
Example: The Meixner functions. Let consider the Meixner functions
and the hamiltonian h 1 (s) h M 1 (s) = − µs(s + γ − 1)e −∂s − µ(s + 1)(s + γ)e ∂s + (s + µ (s + γ)) I,
In this case we have
Consequently,
Moreover, 
A similar result have been obtained before in [8] .
Dynamical symmetry algebra so(3).
Let us consider the second case and define the following operator
where K 0 (s), K + (s), and K − (s) are the operators given in (5.7). Substituting the value of E, given by (5.10), and doing some straightforward computations yield
i.e., the K 2 (s) is the invariant Casimir operator. Moreover, if we define the normalized functions as
Now using the commutation relation (5.11), we have
Consequently, from (5.13) and the above equation, we conclude that
Using the mutual adjointness of the operators K ± , one obtains
To compute κ n , use (5.13) and (5.18); this leads to
In this case the functions (Φ n ) n define a basis for the irreducible unitary representation D + (−E) of the Lie algebra so(3). As in the previous case, from the above formula it follows that the functions Φ n (s) can be obtained recursively via the application of the operator K + (s), i.e.,
where ρ(s) is the weight function for the associated orthogonal polynomial family and d 0 is the norm of the P 0 (s).
Example:
The Kravchuk functions. Let us consider now the Kravchuk functions
and the corresponding hamiltonian h 1 (s)
Moreover,
, together with the formulas (5.7) and (5.19), we find
6. The q-case. To conclude this paper we will discuss here briefly what happens in the q-case. The preliminary results, related with this case, have been presented during the Bexbach Conference 2002 [2] . A more detailed exposition of these results is under preparation.
One can first introduce the corresponding normalized functions
where d n is the norm of the q-polynomials P n (s; q), ρ(s) is the solution of the Pearsontype equation
and A(s) is an arbitrary continuous function, not vanishing in the interval (a, b) of orthogonality of P n . If P n (s; q) possess the discrete orthogonality property (2.3), then the functions Φ n (s) satisfy
Notice that if A(s) = ∇x 1 (s), then the set (Φ n ) n is an orthonormal set. Obviously, in the case of a continuous orthogonality (as for the Askey-Wilson polynomials) one needs to change the sum in (6.2) by a Riemann integral [9, 26] .
Next, we define the q-Hamiltonian H q (s) of the form
As in the previous case, one can easily check that
(6.5)
Now we define the α operators: Definition 6.1. Let α be a real number and A(s) and B(s) are two arbitrary continuous non-vanishing functions. We define a family of α-down and α-up operators by Obviously, we already know the answer to the first part: these are the operators
, given in (6.6). The answer to the second part of this problem is summarized in the following two theorems (in what follows we assume that A(s) = B(s)).
Theorem 6.4.
[2] Let (Φ n ) n be the eigenfunctions of H q (s), corresponding to the eigenvalues (λ n ) n , and suppose that the problem 1 has a solution for Λ = 0. Then the eigenvalues λ n of the difference equation (3.4) are q-linear or q −1 -linear functions of n, i.e., λ n = C 1 q n + C 3 or λ n = C 2 q −n + C 3 , respectively. 
(6.9) The proof of the theorem 6.5 is similar to the proof of the theorem 4.1, presented here for the case of the uniform lattice x(s) = s.
Let us point out that the q(respectively, q −1 )-linearity of the eigenvalues is a necessary condition in order to provide that the solution of problem 1 exists. But this condition is not sufficient. For example, if we take the discrete q-Laguerre polynomials L α n (x; q) (for more details see [2] ) with a = q −1/2 , the problem has not a solution, but λ n is a q-linear function of n.
6.1. Examples. We present here only two examples, others can be found in [2] .
n (x; q). We start with the very well known case: the Al-Salam & Carlitz I polynomials [20] . The corresponding normalized functions (3.2) are
, we have that the functions (Φ n ) n satisfy the orthogonality condition
where the integral 1 a f (x)d q x denotes the classical Jackson q-integral. For these polynomials σ(s) + τ (s)∇x 1 (s) = a, therefore α = 0 and ς = q −1 . The q-Hamiltonian has the form
Consequently, H q (s)Φ n (s) = q A straightforward calculation shows that the operators a ↑ (s) and a ↓ (s) are mutually adjoint. A similar factorization was obtained earlier in [5] and more recently in [3] with the aid of a different technique.
The special case of the Al-Salam & Carlitz I polynomials are the discrete qHermite I h n (x; q), x = q s , polynomials, which correspond to the parameter a = −1 [20] .
6.2. Continuous q-Hermite polynomials. Let us now consider the particular case of the Askey-Wilson polynomials when all their parameters are equal to zero, i.e., the continuous q-Hermite polynomials [20] . In this case σ(s) = C σ q 2s . Let us choose A(s) = B(s) = ∇x 1 (s). In this case α = 1/2 and ς = 1/q. The corresponding Hamiltonian is given by This case was first considered in [11] .
