Models of business processes can be discovered and improved by process mining techniques according to event logs generated by enterprise information systems. With the changing of business processes, some new activities that have choice relations with original activities appear in event logs, while the original model cannot replay them. Thus, a new process mining technique named model repair is developed. However, existing model repair methods cannot accurately find the positions where to add these new activities. This paper proposes a new model repair method based on logic Petri nets, which can add new activities as choice branches to the original model. First, two order sets for an event log and an original model are constructed by redefining order relations. Then the deviations related to new activities are collected. Next, the model is repaired by adding new activities as choice branches or constructing new choice structures. The correctness and effectiveness of the proposed method is illustrated by some case studies and experiments. The precision and simplicity of the repaired model is improved by our method comparing with other methods.
I. INTRODUCTION
With the development of business processes, more and more event logs are recorded in the enterprise information systems. As a complement to business process management (BPM) methods, process mining establishes associations between business processes and event logs, as well as between business processes and models [1] . Process mining techniques can extract knowledge from event logs to discover, monitor, and improve actual processes. It has three functions: process discovery, conformance checking and process enhancement [1] - [3] .
Process discovery can mine a process model based on event logs. At present, many algorithms about process discovery have been proposed [4] - [6] . For example, the α algorithm in [4] uses order relations among activities to mine a process The associate editor coordinating the review of this manuscript and approving it for publication was Shouguang Wang . model. However, repetitive activities, non-free choice structures and invisible transitions cannot be mined accurately by α algorithm. Therefore, some extensions of α algorithm have been proposed. Wen et al. propose an α + + algorithm [5] to mine non-free choice structures. And the algorithm in [6] solves the problem that α algorithm cannot mine invisible transitions.
There are four criteria for evaluating the quality of a model: fitness, precision, simplicity and generalization [1] , [7] . Fitness is used to measure the ability of a model to replay an event log. A model has a perfect fitness if all activity sequences called traces in an event log can be completely replayed by the model. Precision requires that a model does not contain the behaviors that are not appearing in an event log. Simplicity describes that a model that can replay all traces should be simple. Generalization means that a model can reproduce some activities to occur in the future. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Conformance checking associates an event log with the corresponding model. Comparing an event log with a process model, the differences between them can be found. There are two perspectives to explain the differences: the model does not reflect the actual behaviors (''model error''), and the cases deviate from the model (''log error''). Some common conformance checking techniques such as alignment, token replay and footprint comparison [1] can detect when and where the model needs to be changed.
Process enhancement expands or improves a model according to event logs. For example, with the updating or changing of an enterprise information system, the original model cannot reflect the current business process correctly. Here, we introduce a type of process enhancement -model repair. This technique can repair the model to better express the actual business process. Model repair takes an event log and a process model as input. And its output is a repaired model. The repaired model can replay the event log and reflect the actual business process accurately. What's more, model repair preserves the correct parts of a model. This ensures the similarity between the original model and the repaired model.
Several model repair methods have been proposed in recent years. Fahland's method [8] is the cornerstone of model repair techniques. In this method, the deviations between an event log and an original model are found by using optimal alignments. Then the method constructs a non-fitting sub-log and mines a corresponding sub-process. Finally, the subprocess is added as self-loop to the model. By adding invisible transitions to the model, this method can also skip some transitions or handle several types of loop structures. The model repaired by Fahland's method can replay the event log accurately, i.e., it has an almost perfect fitness value. In [9] , Polyvyanyy et al. propose some model repair methods by reducing the number of alignment computations. Its Goldratt's method repairs the model by inserting activities as self-loops or skipping activities. The model repaired by this method also has a high fitness value. Other recent model repair methods [10] - [12] mainly consider some particular structures. For instance, the method proposed in [10] can add bridges to choice structures. The model repaired by this method can replay activities that belong to the same choice branch or different choice branches. Qi et al. [11] uses extended alignments to find the deviations between an event log and an original model. Then it can add new branches to choice structures. Teng et al. [12] propose a method to find deviations based on process trees. Then the model containing concurrent blocks can be repaired.
As the actual business process changes, some new activities appear in event logs, and these activities have choice relations with original activities. At this time, the original model needs to be repaired by adding new activities as branches to choice structures, or constructing new choice structures. However, the existing methods such as [8] - [9] usually repair the model by adding new activities as self-loops or skipping some activities with invisible transitions. This will cause the repetition of transitions, making the repaired model redundant and complex. Therefore, they cannot ensure an acceptable precision and simplicity of the model. The model repair methods in [10] , [12] cannot add new activities to the model. And the method proposed in [11] only adds new activities to choice structures, and it cannot construct new choice structures in the model. To solve the above problems, this paper proposes a new model repair method. For new activities that have choice relations with original activities, we can add them as new branches to choice structures, or construct new choice structures in the model. As an extension of Petri nets, logic Petri nets [13] - [15] can improve the precisions and simplicities of models. Here, we adopt logic Petri nets to describe the repaired models. The models repaired by our method can express the business process accurately. This work makes the following contributions: The rest of this paper is organized as follows. Section II introduces some basic concepts. Section III proposes some definitions and algorithms, they are used to obtain new activities and collect deviations between a process model and an event log. A model repair method for constructing choice structures is proposed in Section IV. Section V conducts simulation experiments and comparative analysis. Section VI concludes this work and discusses future work.
II. PRELIMINARIES
Petri nets [16] - [22] are a tool for system analysis and modeling, which is widely used in many fields. They can describe the structures and operations of systems. Logic Petri nets [13] - [15] are an extension of Petri nets, and they can further improve the precisions and simplicities of models. In this section, the related concepts of Petri nets [23] - [29] , logic Petri nets [13] - [15] , and process models [30] are briefly introduced.
Definition 1 (Multi-sets): Let S be a set. A multi-set over S is a function Z : S → N, where N is the set of natural number. B(S) is the set of all multi-sets over S.
Definition 3 (Traces and Event logs): Let A be an activity set, and A * be the set of all activity sequences on A. A activity sequence σ ∈ A * is called a trace. A multi-set of traces L ∈ B(A * ) is called an event log.
If the frequency of traces is irrelevant, we refer to an event log as a set of traces, i.e., L ={σ 1 , σ 2 , · · · , σ n }.
Definition 4 (Pre-activity Set and Post-activity Set): Let L ∈ B(A * ) be an event log. For ∀a ∈ A, 
In Definition 5, for ∀x ∈ P ∪ T , • x ={y|y ∈ P ∪ T , (y, x) ∈ F} and x • ={y|y ∈ P ∪ T , (x, y) ∈ F} represents the input-and output-set of x, respectively.
A Petri net that contains loop, sequential, parallel, and choice structures is called a block-structured Petri net [30] .
Definition 6 (Process Model): Ns=(PN, α, M i , M f ) is a process model, where (1) PN= (P, T ; F, M ) is a block-structured Petri net, where p i ∈ P is a unique initial place in it, i.e., • p i = ∅; p f ∈ P is a unique final place, i.e., p • f = ∅; and ∀x ∈ P ∪ T lies on a path from p i top f ;
(2) α: T → A∪{τ } is a function that attaches each transition to an activity, and τ represents an invisible transition; and
(3) M i is an initial marking with M i (p i ) =1, and M f is a final marking with M f (p f ) =1. This work mainly considers process models. Because each transition attaches to an activity, we use the same name to represent the transition and its corresponding activity. Fig. 2 shows a logic Petri net LPN 1 where a is a logic input transition, b is a classical transition, and c is a logic output transition. I (a) = p 1 ⊗ (p 2 ∨ p 3 ) is the logic input function of a, it means that a is enabled in any of the following cases: (1) only p 1 contains a token; (2) only p 2 contains a token;
(3) only p 3 contains a token; (4) both p 2 and p 3 contain a token. O(c) = p 6 ∨ p 7 is the logic output function of c, it means that at least one of p 6 and p 7 contains a token after c is fired.
III. DEVIATION SET CONTAINING NEW ACTIVITIES
With the actual business process changing, some new activities appearing in event logs, while the original model cannot replay these activities accurately. There are two possible to add new activities to the model: one is to add new activities to the original branches; another is that new activities are added to the model as new branches. In this paper, we focus on the second case mentioned above. Therefore, we need to find all deviations between event logs and the corresponding model at first. This section proposes some methods to find deviations.
A. A PROBLEM OF MODEL REPAIR
An original model may not be consistent with the new event log generated from the updated or changed system. Model repair technique can repair wrong or old models to reflect actual business processes. According to the deviations between a new event log and an original model, a new repaired model can be got by this technique.
Algorithm 1 Find New Activity Set
Input: An event log L and a complete firing sequence set S PN of Ns Output: The set of new activities C new
As a system changes, some new activities appear in a new event log, and they have choice relations with some original activities in the event log. However, the original model does not contain these new activities, and it cannot represent the relations among activities accurately. To reflect the business process correctly, we should add these activities as new choice branches to the model.
For two activities with a choice relation, we assume that one is a new activity, and the other is an original activity. If the original one belongs to a choice structure in the original model, then we add the new activity as a branch to the choice structure. If the original activity belongs to other structures (e.g., sequential or parallel structures), we add the new activity to the model to construct a new choice structure. These two activities belong to different branches in the new choice structure. Note that, the new activity can also have choice relation with a part in the original model. For example, we assume that i is a new activity relative to Ns 1 in Fig. 1 . If i and a have a choice relation, activity i should be added as a new choice branch to the choice structure where a is. If ihas a choice relation with g, then i and g construct a new choice structure after i is added to Ns 1 . When we add multiple new activities to the model, these activities may belong to the same new choice branch or different branches.
B. COLLECT NEW ACTIVITIES
To solve the above problem, we should collect new activities only appearing in the event log at first. The following algorithm is used to find new activities appearing in the event log but not in the original model. Algorithm 1 works as follows.
Step 1 initializes C new , C A , and C T . Steps 2-7 collects all activities in L. All transitions in Ns can be found by Steps 8-13. Steps 4 and 10 ensure that there are no repetitive activities in C A and C T . Then we can get all new activities in L by Steps 14-17.
For example, let
and a process model Ns 1 is shown in Fig. 1 . According to Algorithm 1, we can get C A1 ={a, b, c, d, e, f , g, h, i} and
The activities in C new1 should be added to Ns 1 .
C. LOG-BASED ORDER SET AND MODEL-BASED ORDER SET
After collecting new activities, the relations between new and original activities need to be identified. Therefore, we should find the relations among activities according to the event log. To correctly represent the relations among activities, the following definition is proposed based on [31] , [32] .
Definition 9 (Extended Order Relations): Let L ∈ B(A * ) be an event log. For ∀a, b ∈ A:
and for a, b ∈ σ 2 : b > a; and (4) Choice relation:
. Activity a (b) is called a logic choice activity.
Note that, a logic choice activity corresponds to a logic input (output) transition in LPN. And we assume that each trace does not contain repetitive activities.
For L ∈ B(A * ) and a, b ∈ A, the relations between a and b can be a → b, a||b, a × b, or a ⊗ b. a → b denotes that a and b have a casual relation, i.e., b always follows a directly in a trace that contains a and b. a||b denotes that a and b have a parallel relation, i.e., a follows b directly in a trace, b follows a directly in another trace. a × b denotes thata and b have a classical choice relation, i.e., a and b appear in different traces at any time. a ⊗ b denotes thata and b have a logic choice relation, i.e., only one of a and b can be contained in any trace, and the pre-activity set (post-activity set) of a (b) contains the pre-activity set (post-activity set) of b (a).
Definition 10 (Log-based Order Set): Let L ∈ B(A * ) be an event log. A log-based order set is defined as L R ={a ⊕ b|a, b ∈ A}. ⊕ denotes the L-based order relation between a and b is one of →, ||, × and ⊗.
A log-based order set records order relations among activities in an event log. Similarly, we can get the order relations among transitions in a process model. Note that, there are no logic choice relations in process models, and they only appear in event logs or logic Petri nets.
The order relations among activities in an event log can be acquired by the following algorithm.
Algorithm 2 works as follows.
Step 1 initializes R and L R . Theorem 1: Let L ∈ B(A * ) be an event log, L R be a logbased order set of L, and a, b ∈ A be two activities in L.
Proof: (1) According to Definitions 4 and 9, b ∈ a means that
Here, a||b ∈ L R according to Algorithm 2.
(2) According to a = b, we can get b / ∈ a and a / ∈ b. Then σ ∈ L: a ∈ σ and b ∈ σ according to (1) . That is, ∃c ∈ a satisfies c > a in σ , and ∃c ∈ b:
, g >} be an event log, then we can get the order relations among activities in L 1 :
(1) Follow relation:
(2) Causal relation:
(3) Parallel relation:
(4) Classical choice relation:
(5) Logic choice relation:
So the log-based order relation set of L is as follows:
From Ns 1 , we can get its complete firing sequence set:
The following order relations among transitions can also be obtained by Algorithm 2: (1) Follow relation:
So the model-based order relation set of Ns 1 is as follows:
D. A DEVIATON SET ABOUT NEW ACTIVITIES
For an event log L and a process model Ns, we can find the deviations between them by comparing L R and M R . In this paper, all deviations are related to new activities. Here, we propose the following definition.
Definition 13 (Deviation Set): Let L R be a log-based order set, M R be a model-based order set, and C new be a new activity set. D R is a deviation set where 
According to the above examples, the order relation sets of L 1 and Ns 1 have been obtained:
IV. MODEL REPAIR BY CONSTRUCTING CHOICE STRUCTURES
After finding deviations between an event log and its corresponding model, we can repair the process model based on these deviations. For new activities having choice relations with original activities, this section introduces how to repair a process model by constructing choice structures. 
is a successor set of a.
Note that, ξ is only a notation, and it does not represent any activity. ξ ∈ p[a] (ξ ∈ s[a]) means that a is the first (last) activity in some trace. S pre records all new activities' precursor sets, and S suc records all new activities' successor sets. The following algorithm is used to compute the precursor sets and successor sets of new activities.
Algorithm 4 works as follows. Step if a → p ∈ F , then 27. Proof:
Then a can be fired by adding I (a) = b • ⊗ p i , i.e., a is a logic input transition. In this paper, if there are logic choice relations among new activities, we add logic choice activities to the original model at last. For example, Fig. 4 shows a new choice branch where p O1 and p O2 belong to the original model. New activities b and d have a logic choice relation, and d is a logic choice activity. We add these new activities to the model in the following order: a, b, c, e, d. Now we illustrate Algorithm 5 with some different cases. In Fig. 5(a) , Ns 2 contains sequential and choice structures. Let L 2 ={< σ 1 , σ 2 , σ 3 , σ 4 , σ 5 , σ 6 >}={< a, b, c, d >, < a,  b, c, e >, < a, b, f , g, d >, < a, b, f , g, e >, < a, f , g, d > , < a, f , g, e >}. According to Algorithms 1-3, 
Finally, the repaired model LPN 2 is shown in Fig. 5(b) . Fig. 6(a) shows a process model Ns 3 which contains a choice structure. For L 3 ={< σ 1 , σ 2 , σ 3 , σ 4 , σ 5 , σ 6 >}={< a, b, c, g >, < a, d, e, f , g >, < a,h,i, k, g >, < a,h,j, k, g >, < a,d, h,i, k, g >, < a,d, h, j,k, g >}, we can get the repaired model as shown in Fig. 6(b) according to Algorithms 1-5. New activities h, i, j and k are added as a branch to a choice structure. The logic input function I (h) = p 2 ⊗ p 3 allows the model to replay activities belonging to different choice branches in a trace (e.g., σ 5 and σ 6 ).
In Fig. 7(a) , it shows a process model Ns 4 containing a parallel structure. Assume that L 4 ={< σ 1 , σ 2 , σ 3 , σ 4 , σ 5 , σ 6 , σ 7 , σ 8 , σ 9 , σ 10 , σ 11 R4 . Here, f is a logic activity. f and g are added to the model as two branches, and a choice structure is constructed by c, f and g. The repaired model LPN 4 by our method is shown in Fig. 7(b) , and it can replay all traces in L 4 .
The process model Ns 5 is shown in Fig. 8(a) . Let L 5 ={< σ 1 , σ 2 , σ 3 , σ 4 , σ 5 , σ 6 >}={< a, b, c, e, g, h >, < a, b, d, f , g, h >, < a, i, j, k, l, m, h >, < a, i, k, j, l, m, h >, < a, i, j, k, l, m >, < a, i, k, j, l, m >}. By Algorithms 1-5, m is a logic output transition in C new5 ={i, j, k, l, m}, and the repaired model LPN 5 is shown in Fig. 8(b) . All traces in L 5 can be replayed by LPN 5 accurately. According to Fig. 8 , a new choice structure is constructed, where new activities belong to a choice branch, and a part of the model belong to another choice branch.
V. SIMULATION EXPERIMENTS
This section conducts simulation experiments and comparative analysis. First, we repair the same original model with the proposed method and other existing methods respectively. Then, the repaired models by different methods are compared and analyzed according to the criteria for evaluating the qualities of models. The most recent model repair methods [10] - [12] only consider some particular structures, which are different from this paper. There is no comparability among them. Therefore, we choose the two most representative methods for comparative analysis, i.e., Fahland's method [8] and Goldratt's method [9] . The one in [8] is implemented in the Process Mining Toolkit ProM 6.6, available from http://www.promtools.org/prom6/. The one in [9] is implemented in DOS window. A. MODEL AND EXPERIMENT DATA Fig. 9 shows a process model of cancer diagnosis and treatment in a hospital in Qingdao, China. This model is regarded as an original model, and the main process is described as follows: when patients go to hospital, they need to register at first. There are two kinds of registration: self-help registration and outpatient registration. They can get medical cards after registration. If patients have any questions, they can go to the outpatient for consultation. Then they go to the general clinic, and the doctor will call their number by order. At this time, patients can make an inquiry to a doctor and perform some examinations. There are two main kinds of examinations for patients to choose: (1) PET-CT and ESR; (2) ordinary CT, blood gas analysis, and NMR. The doctor makes diagnoses of the patients' conditions based on the examination results. If the condition of a patient is mild, he or she can receive basic treatment at the outpatient clinic, and inject drugs according to the doctor's prescription. If patient's condition is serious, he or she needs to receive further treatment at the surgery clinic. Before conducting surgery, some preoperative examinations needs to be performed, such as blood pressure measurement, blood routine, and ECG. Then he or she will undergo surgery. After this, patient can leave the hospital when his or her condition is improved.
At first, all event logs generating from the hospital system can be replayed by the process model. As the hospital treatment process changes, some new activities appear in new event logs. For example, patients can also go to specialist clinic besides general clinic. If patients choose specialist clinic for treatment, they can go to the outpatient for consultation, or go to the specialist clinic directly. In addition, the kinds of examinations are increased: (1) patients can also choose biochemical full set during examination; (2) they can perform biochemical full set, and NMR; (3) they can do ordinary CT, biochemical full set, and NMR; (4) or they can choose ordinary CT and biochemical full set. Before surgery, patients can also do laboratory testing and ECG, or do laboratory testing, blood routine and ECG according to the doctor's advice. The original model cannot describe the above situations.
To correctly reflect the actual process, we repair the model according to 20 event logs obtained from the hospital system. And in event logs, the cases with significant deviations from the original model have been manually removed. Table 1 gives the main information of 20 event logs: the number of traces, events, activities, and the range of length. The event logs can be accessible at https://pan.baidu.com/s/1piO9OGwfg8DDTF9IZ2RUBA.
B. MODEL REPAIRE EXPERIMENTS BASED ON DIFFERENT METHODS
In this sub-section, we repair the original model in Fig. 9 with Fahland's method [8] , Goldratt's method [9] and the proposed method. The event log L 20 contains the most comprehensive activities since it has the largest number of traces. Therefore, L 20 is used to repair the original model.
The model repaired by Fahland's method is shown in Fig. 10 . Comparing with Fig. 9 , the changes are as follows: (1) new transitions are added respectively to the original branches of a sequential structure, a choice structure, and a parallel structure. What's more, some repetitive transitions appear in the repaired model. For example, the new transitions ''Laboratory testing'' appears three times in a parallel structure; (2) fifteen invisible transitions are added to represent the choice relations between new and original activities. For example, the choice relation between ''Laboratory testing'' and ''Blood pressure measurement'' is described by adding five invisible transitions to the model. The model shown in Fig. 10 can replay all event logs in Table 1 . Fig. 11 shows the repaired model by Goldratt's method. For new activities that have choice relations with original activities, this method adds each new activity as a self-loop to the model. To represent choice relations, three invisible transitions are added to the model. However, some traces cannot be replayed by the repaired model in Fig. 11 . For example, patients can go specialist clinic directly after getting medical cards. Fig. 12 gives the repaired model by our method. According to Algorithm 1, it can be found that C new ={t 23 , t 24, t 25 }. The deviation set between L 20 and the original model in Fig. 9 is D R ={t 4 → t 23 , t 5 → t 23 , t 6 ⊗ t 23 , t 23 → t 7 , t 8 → t 24 23 ] and t 23 ∈ T , an arc from t • 5 (i.e., p 5 ) to t 23 is added to the original model. For t 7 ∈ s[t 23 ], t 7 / ∈ C new and | • t 7 | =1, an arc from t 23 to • t 7 (i.e., p 6 ) is added to the model. For t 4 , t 5 ∈ p[t 23 ], there exists casual relation between them, i.e. t 4 → t 5 ∈ M R . Then we can compute the logic input function of t 23 : I (t 23 24 ]={t 8 , t 11 }, | • t 8 | =1 and | • t 11 | =1, t 24 and two arcs (i.e., p 8 to t 24 and p 10 to t 24 ) are added to the model. Two arcs from t 24 to p 11 and t 24 to p 12 are added to the model according to s[t 24 ]. t 24 is both a logic input transition and a logic output transition since t 8 → t 11 ∈ M R and t 13 → t 14 ∈ M R . The logic functions of t 24 19 can be computed. Finally, we can get the repaired model in Fig. 12 . The repaired model can replay all event logs in Table 1 .
C. MODEL EVALUATION
There are four criteria to evaluate the quality of a model: fitness, precision, simplicity and generalization. In this paper, we do not consider generalization. It is not be easily evaluated because the behaviors happened in the future is unknown [7] . Then this sub-section compares and analyzes the repaired models from the following three aspects: fitness, precision and simplicity. Note that, the tools for mining logic Petri nets are being developed. Then we compute the fitness and precision of logic Petri net-based repaired model according to the formulas in [7] .
Fitness measures the ability of a model to replay an event logs. If a model can replay all traces in an event log, its fitness value is 1. Fig. 13 shows the fitness values between different number of event logs and models. For models repaired by our method and Fahland's method, they can replay all event logs in different amounts, i.e., the fitness value is always 1. The model repaired by Goldratt's method cannot replay all event logs, and then its fitness value is slightly lower.
A model with a high precision does not allow the behaviors that are not in event logs to occur. From Fig. 14, we can obtain the precision values between event logs and repaired models. From the figure, the precision value of our method is higher than other methods under different numbers of event logs. Repetitive transitions, invisible transitions and self-loops appears in other repaired models, they reduce the precision values.
If the repaired model that can replay all event logs adds fewer elements (e.g., places, transitions, invisible transitions and arcs) to the original model, the repaired model has a high degree of simplicity. Comparing the repaired models in Figs. 10-12 with the original model in Fig. 9 , Table 2 shows the number of added places, transitions, invisible transitions and arcs in the repaired models by three methods, respectively. From Table 2 , we can find that Fahland's method adds six places, six transitions, fifteen invisible transitions and forty-two arcs to the original model. Goldratt's method adds five transitions, three invisibles transitions and sixteen arcs. Our method adds three transitions and ten arcs to the original model, and it has a higher simplicity. 
VI. CONCLUSION
In this paper, a logic Petri net-based model repair method is proposed to constructing choice structures. For new activities appearing in an event log, they may have choice relations with original activities. We aim at adding them as new choice branches to the model. To collect deviations between an event log and an original model, and determine deviation positions, some concepts related to new activities are proposed, such as deviation set, precursor set and successor set. Then we repair the original model by adding new activities as choice branches or constructing new choice structures. The correctness and effectiveness of our method is illustrated by some simulation experiments. Using logic Petri nets to denote the repaired models, not only can represent the relations among activities accurately, but also can improve the precisions and simplicities of models. This work mainly considers choice relations between new activities and original ones. There is no guarantee that our method has a better performance for other relations (e.g., parallel relations) between new and original activities. In the future, we will propose some model repair methods by considering other order relations between new activities and original ones.
