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Kurzzusammenfassung 
Kleinste Partikel mit Durchmesser im Mikro- und Nanometerbereich sind für den Men-
schen mit bloßem Auge nicht sichtbar. Dennoch werden wir fast überall mit diesen kon-
frontiert und von ihnen beeinflusst, ohne es bewusst wahrzunehmen. Sie bestimmen 
zahlreiche physikalische Vorgänge. Die Kenntnis von Partikelvorkommen und Parti-
keltransport, sowie der Entstehung und Zusammensetzung trägt entscheidend dazu bei, 
ein tieferes Verständnis für uns und unsere Umwelt zu erlangen. Wie Forscher im Be-
reich der Staubastronomie herausgefunden haben, entstand unser Sonnensystem aus 
einer riesigen Wolke kosmischen Staubs (also Mikro- und Nanopartikeln). Die Teilchen 
tragen Informationen mit sich, die älter sind als unser Heimatplanet. Durch Entschlüs-
seln dieser Informationen erlangen Wissenschaftler neue Erkenntnisse über die Entste-
hung der Sonnensysteme. Eine weitere und besondere Motivation für den Menschen 
sind Themen mit Bezug zur Umwelt und Gesundheit. Aktuelle Studien und Medienbe-
richte sensibilisieren für das Thema Feinstaub und die Auswirkung auf die Gesundheit. 
Vertreter der Wissenschaft und Industrie fordern immer genauere Sensoren und Mess-
systeme, mit denen kleinste Partikel detektiert und analysiert werden können.  
Sensoren, die auf dem Prinzip der elektrischen Influenz basieren, werden schon seit 
Jahrzehnten bei erfolgreichen wissenschaftlichen Missionen im All eingesetzt; bei An-
wendungen in einer Atmosphäre dominieren andere sensorische Verfahren. Trotz der 
hervorragenden Eigenschaften der ladungsinfluenzbasierten Partikelmessung werden 
bei Aerosolen vor allem optische-, gravimetrische oder auf Elektrometern basierte 
Messprinzipien eingesetzt. Dies ist auf die Empfindlichkeit der Messelektronik zurück-
zuführen, da durch das umgebende Trägergas zusätzliche Störeinflüsse auf das Parti-
kelmesssystem wirken. Zum aktuellen Stand der Technik ist die Empfindlichkeit nicht 
ausreichend, um Nanopartikel mit Aerosolsensoren basierend auf elektrischer Influenz 
zu detektieren. Wegen dieser Gründe widmet sich die vorliegende Arbeit dem Thema 
der Ladungsinfluenzsensoren mit dem Schwerpunkt der Steigerung der Empfindlichkeit 
und der Übertragbarkeit auf ein breites Einsatzspektrum. Um das zu erreichen, wird der 
aktuelle Stand der Sensorik diskutiert, sowie die Möglichkeiten der Weiterentwicklun-
gen identifiziert und untersucht.  
Um die o. g. Ziele zu erreichen, wird ein digitales System entwickelt, dessen Funktionali-
tät speziell für die hochempfindliche Partikelmessung ausgelegt wird. Mit Algorithmen 
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der digitalen Signalverarbeitung wird die Empfindlichkeit der Messung zur Signallauf-
zeit erhöht. Da vor allem im Weltraum Partikel mit unterschiedlichen Geschwindigkei-
ten vorkommen, muss die Elektronik des Partikelmesssystems so ausgelegt sein, dass 
ein breites Frequenzband interpretiert werden kann. Dadurch wird die Komplexität der 
Triggerung auf das digital aufbereitete Signal erhöht. Mit vorliegender Arbeit wird diese 
Problemstellung bearbeitet.  
Um die Erhöhung der Empfindlichkeit nachzuweisen, werden komplette Messsysteme, 
bestehend aus Sensorkopf, analogem Frontend und digitaler Signalverarbeitung aufge-
baut, die auf spezielle Einsatzgebiete abzielen. Durch theoretische Untersuchungen und 
Labormessungen wurden vielversprechende Erkenntnisse hinsichtlich der Messemp-
findlichkeit sowie neuer Einsatzgebiete gewonnen. Die Ergebnisse der Arbeit zeigen, 
dass mit der Weiterentwicklung der Partikelsensoren, basierend auf elektrischer In-
fluenz, neue Möglichkeiten bei der Partikelmesstechnik geschaffen werden können. Dies 
führt dazu, dass weitere Potentiale entfaltet werden können, bei allen Einsatzgebieten, 
bei denen Nano- und Mikropartikel eine Rolle spielen. 
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Abstract 
Smallest particles with diameters of a few micro- or nanometers are not visible to the 
human eye. Nevertheless, people are confronted and influenced by the small particles 
without even realizing it. The particles determine numerous physical processes, so the 
knowledge of the particles’ density, transport, origin and composition contribute deci-
sively to a deeper understanding of our environment. Scientists working on dust astron-
omy discovered that our solar system originated from a huge cloud of cosmic dust (nano 
and micron sized objects). These particles contain information that is older than our 
planet. By deciphering this information, scientists gain new insights into the origin of the 
solar systems. Further motivations for human beings with particular importance are 
environmental and health related topics. Recent studies and reports raise awareness for 
particulate matter and its impact on the human body. Representatives of science and 
industry demand for precise sensors and systems to detect and analyze the smallest par-
ticles.  
Sensors based on electrical influence have been deployed on successful scientific mis-
sions in space for decades. In atmospheric applications particle sensors based on differ-
ent physical principles are commonly used. For the measurement of aerosols generally 
optical, gravimetric or electrometer-based physical principles are used, despite the out-
standing properties of charge-influence-based particle sensors. This is due to the sensi-
tivity of the frontend electronics, as the surrounding carrier gas has additional interfer-
ence effects on the particle measuring system. At the current state of the art, the sensi-
tivity is not sufficient to detect nanoparticles with aerosol sensors based on electrical 
influence. For these reasons this work deals with particle sensors based on electrical 
influence with a main focus on the improvement of sensitivity and to apply those sen-
sors to a wide range of applications. In order to achieve this, the current state of sensor 
technology is discussed and the possibilities for further development are identified and 
investigated.  
In order to achieve the above-mentioned goals, a digital system is developed whose 
functionality is specially designed for highly sensitive particle measurement. Using digi-
tal signal processing, the sensitivity of the measurement is increased at signal runtime. 
Especially particles in space have a wide variety of relative speed to the sensor. There-
fore, the electronics of the particle measurement system must be designed in such a way 
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that a wide frequency band can be interpreted. This increases the complexity of trigger-
ing on the digitally processed signal. The solution of triggering on digital processed sig-
nals with high bandwidths to signal runtime will be provided by the present work.  
In order to prove the increase in sensitivity, complete measuring systems consisting of 
sensor head, analog frontend and digital signal processing are set up, which are de-
signed for specific areas of application. By theoretical investigations and laboratory 
measurements with prototypes, promising results are obtained in terms of sensitivity of 
the sensors as well as the possibility to use these sensors in new fields of applications. 
The results of this work point out that advancing development of sensors based on elec-
trical influence may lead to new possibilities in the particle measurement technology. In 
all areas of application where nano and micron sized particles occur, major improve-
ments can be obtained.  
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1 Einleitung 
Aufgrund des Drangs nach Wissen beschäftigt sich die Menschheit vor allem mit den 
grundlegenden Fragestellungen: Wie kam das Leben auf die Erde? Wie ist unsere Erde, 
Galaxie bzw. Sonnensystem entstanden? Gibt es weitere habitable Himmelskörper und 
kann es sein, dass dort schon Leben existiert? Wissenschaftler beschäftigen sich seit An-
beginn Antworten darauf zu finden.  
Seit Anfang des 20. Jahrhunderts ist bekannt, dass der Weltraum voll ist von winzigen 
submikrometergroßen Partikeln, welche im Fachjargon auch Staubteilchen genannt 
werden. Doch erst seit Mitte der fünfziger Jahre werden diese Teilchen hinsichtlich de-
ren Zusammensetzung und Verteilung im All untersucht. Denn mit der Erklärung der 
Entstehung der Staubwolken lässt sich auch die Entstehung von Sternen und Planeten 
ableiten. Wohingegen die Teilchen (für irdische Dimensionen) in unserem Sonnensys-
tem im Mittel relativ dünn verteilt sind (ein Teilchen in einem Volumen von 
100 m x 100 m x 100 m), können selbige auch in Form riesiger Kollektive (Staubwolken) 
vorkommen. [Greenberg, 2001] schätzt die Gesamtmasse des interstellaren Staubs in 
unserer Galaxis auf mehr als das Hundertfache der Masse aller Planeten des Milchstra-
ßensystems, wovon 80 % einen Durchmesser in der Größenordnung von 0,2 µm haben. 
Etwa 10 % der Teilchen sind im Bereich von 5 nm und die restlichen 10 % sind im Be-
reich kleiner 2 nm.  
Der Wissenschaftszeig der sich mit dieser Materie befasst nennt sich Staubastronomie. 
Um Daten zu sammeln, deren Auswertung die o. g. Erkenntnisse liefern sollen, werden 
Raumsonden mit Partikelsensoren bestückt. Je nach Komplexität des Sensors können 
unterschiedliche Parameter aus den Partikelvorkommen ermittelt werden. Diese rei-
chen über Sensoren zur Trajektorienbestimmung bis hin zur Massenspektroskopie, mit 
der die Zusammensetzung des kosmischen Staubs ermittelt wird. Mit wissenschaftlichen 
Missionen wie z. B. Ulysses, Cassini und Rosetta wurden in den letzten Jahren wertvolle 
Daten gesammelt.  
Das Staubinstrument der Cassini-Mission wird betrieben von PD Dr.-Ing. Ralf Srama, 
dem Leiter der Forschergruppe Kosmischer Staub des Instituts für Raumfahrtsysteme 
der Universität Stuttgart. Mit diesem Staubdetektor konnten erstmalig einzelne gelade-
ne Mikropartikel im interplanetaren Raum und in der Saturnumgebung gemessen wer-
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den [Srama et al, 2004], [Kempf et al., 2004]. Die Forschungsgruppe beschäftigt sich 
darüber hinaus nicht nur mit der Entwicklung solcher wissenschaftlicher Messgeräte 
sondern auch mit der Auswertung der empfangenen Daten und der Erzeugung von Mo-
dellen zur Simulation des Staubvorkommens und Flugbahnen einzelner Partikel.  
Doch nicht nur die Partikel im All stehen im Fokus aktueller Forschungen. Saubere Luft 
ist eines der dominierenden Themen des öffentlichen Interesses der vergangenen Jahre. 
Mikroskopische Partikel in der Luft zählen zu den Schadstoffen, die große Auswirkun-
gen auf das Leben in Großstädten und Ballungsgebieten haben. Für Feinstaub gibt es 
keine unbedenklichen Grenzwerte [Stoll, 2015]. Laut World Health Organisation (WHO) 
und Umweltbundesamt (UBA) ist Feinstaub gesundheitsschädigend. Die Luftverschmut-
zung forderte im Jahr 2012 weltweit 3,7 Millionen Todesopfer [WHO, 2013], [WHO, 
2014], [UBA, 2015]. Um diesen Zahlen entgegenzuwirken, muss die Anzahl der Mikro- 
und Nanopartikel in der Atemluft vor allem in den Ballungsgebieten drastisch reduziert 
und überwacht werden. Um das Ausmaß der Belastung festzustellen, werden Partikel-
messgeräte benötigt, die in der Lage sind immer kleinere Partikel (bis zum unteren Na-
nometerbereich) zu detektieren.  
Da der Hauptteil der Belastung von Dieselfahrzeugen kommt [Janssen et al., 2012], wur-
de bereits im Jahr 2001 die Arbeitsgruppe Particle Measurement Programme (PMP) ge-
gründet, die sich mit der Aufgabe der Partikelmessung in Abgasen beschäftigt. Der Poli-
tik gelingt es bislang nicht, einheitliche bzw. gerechte Regulierungen zu schaffen, da der 
Partikelausstoß nur über aufwendige Messungen am Prüfstand bestimmt werden kann. 
Die aktuellen Partikelmessgeräte sind aufgrund ihres Messprinzips sehr komplex aufge-
baut (Beispiel: Kondensationspartikelzähler für Euro6 Abgasmessung). Dahingegen 
kündigte das PMP der Europäischen Union 2012 Verordnungen an, die eine Partikel-
messung bei Fahrzeugen im Betrieb (On-Board-Diagnose) vorsehen, sobald Parti-
kelsensoren den notwendigen Entwicklungsgrad erreicht haben [Stoll, 2015], [Verord-
nung (EU) Nr. 459, 2012]. 
Wie aus den einleitenden Abschnitten ersichtlich wird, haben Partikelmessgeräte ein 
breites Einsatzspektrum und sind nicht nur bei den o. g. Bereichen der Staubastronomie, 
Umwelt- und Gesundheitstechnik sowie Automobilindustrie von Relevanz. Weitere Dis-
ziplinen erstrecken sich dabei von Meteorologie und dem Transport bzw. Levitation von 
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Staub auf Oberflächen von Himmelskörpern (Mond, Asteroiden, Kometen) bis hin zur 
Steigerung der Effizienz von Bauteilen durch sauberere Herstellung in Reinräumen.  
1.1 Stand der Technik - Partikelsensorik 
Aktuelle Sensoren wie der CDA [Srama et al, 2004], [Kempf et al., 2004], LDX [Li et al., 
2014] und ELDA [Duncan et al., 2011] bilden den Stand der Technik der Detektoren für 
kosmischen Staub. Die Sensorbaugruppe die für die Detektion der Partikel verantwort-
lich ist, nutzt das physikalische Prinzip der elektrischen Influenz aus, indem freie La-
dungsträger verschoben werden, sobald das zu detektierende Teilchen den Einflussbe-
reich einer Elektrode durchfliegt. Ist die Ladungsträgerverschiebung ausreichend groß, 
kann diese mit einem empfindlichen Frontendverstärker in ein messbares Spannungs-
signal gewandelt werden. Dies bedingt in jedem Fall, dass das zu messende Objekt eine 
Ladung besitzt, was im All durch die elektromagnetische Strahlung auf natürliche Weise 
gegeben ist.  
Der wesentliche Unterschied bei den Anwendungen auf der Planetenoberfläche ist die 
umgebende Atmosphäre. Für alle Einsatzgebiete, bei denen die Partikeldetektion nicht 
im Vakuum stattfindet, haben sich andere Messprinzipien durchgesetzt. Hier liegen die 
zu messenden (sub-)mikrometergroßen Partikel in Form einer Dispersion mit dem Trä-
gergas vor. Sensoren die dieses Gemisch (Aerosol) messen, nutzen hauptsächlich:  
· optische Verfahren,  
· gravimetrische Verfahren und 
· auf Elektrometern basierte Verfahren.  
Der Nachteil des optischen Messprinzips ist, dass die zu detektierenden Partikel zuerst 
durch Kondensation vergrößert werden müssen, um von der Optik erfasst werden zu 
können. Dazu muss das zu messende Aerosol in komplexen Aufbereitungsstrecken 
(mehrstufige Verdünner, Kondensatabscheider, etc.) aufbereitet werden, wodurch die 
verfügbaren Messgeräte extrem aufwändig und teuer sind. Die Entwicklung muss also 
dahin gehen, dass die Messung in dem jeweiligen Prozess integriert werden kann und 
das Messverfahren robust gegenüber äußeren Einflüssen ist. Für die Kondensation wird 
ein Zusatzstoff (meist n-Butanol) benötigt, bei dessen Verwendung die Sicherheitsricht-
linien des Chemiedatenblatts einzuhalten sind.  
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Beim gravimetrischen Verfahren wird ein bestimmter Abgasmassenstrom abgezweigt, 
gefiltert und es werden Proben entnommen. Die Gesamtmasse an Partikeln in den Fil-
tern wird durch Wiegen bestimmt. Bei diesem Prozess ist keine in-situ Partikelmessung 
möglich. Somit können keine schnellen Änderungen in der Partikelkonzentration ge-
messen werden. Dies ist bei vielen Anwendungen (vor allem bei der Abgasmessung) 
erforderlich. Im Prozess muss zudem berücksichtigt werden, dass die Filter zum Auffan-
gen der Partikel gereinigt bzw. ersetzt werden müssen.  
Mit Messsystemen auf Basis von Elektrometern können bauartbedingt keine 
Einzelevents (einzelne Partikel) gemessen werden. Das Verfahren benötigt einen Parti-
kelstrom, der aufgrund der bekannten Ladung der einzelnen Partikel ausgewertet wer-
den kann. 
Betrachtet man die beschriebenen Messprinzipien im Vergleich, so stellen sich folgende 
Aspekte heraus: Mit dem Prinzip basierend auf elektrischer Influenz, welches für die 
Detektion kosmischen Staubs im All eingesetzt wird, ist es möglich, alle wichtigen An-
forderungen an die Partikelmessung einzuhalten. Diese sind die in-situ Detektion, Mes-
sung von Einzelevents sowie von Größenverteilungen bis zum unteren Nanometerbe-
reich, etc. Die nachteiligen Eigenschaften der o. g. Messgeräte zum aktuellen Stand der 
Technik sind bei diesem Verfahren nicht vorhanden. D. h. die Partikelmessung mit 
elektrischer Influenz ist unabhängig von den optischen Eigenschaften der Partikel. Der 
Aufbau sowie der Messvorgang ist weniger komplex, da keine künstliche Partikelver-
größerung oder Probenentnahme stattfindet. Durch die sehr gute Skalierbarkeit des 
Sensors kann dieser einfach miniaturisiert werden. Dies ermöglicht ein Masseneinsatz 
z. B. in der Automobilindustrie. Zudem werden keine zusätzlichen Verbrauchsmateria-
lien (n-Butanol, Filter, etc.) benötigt.  
1.2 Motivation 
Die Anforderungen an die Partikelmessgeräte in Wissenschaft und Industrie nehmen 
stetig zu. Aus diesem Grund rüstet die Prüfmittelindustrie aktuell mit großem Aufwand 
nach, um den geforderten Eigenschaften an die Partikelzähler gerecht zu werden. Dazu 
zählen: die Verbesserung der Empfindlichkeit, Erweiterungen der Messbereiche (Größe, 
Rate, Ladung, Geschwindigkeit der Partikel) sowie eine einfachere Anbindung an den zu 
untersuchenden Prozess und der in-situ Betrieb. Mit der Einhaltung dieser Anforderun-
gen beschäftigen sich die Ingenieure unserer Forschergruppe bereits seit dem Bau der 
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ersten Staubdetektoren. Diese Erfahrungswerte befähigen die Cosmic-Dust-Gruppe im 
Speziellen, eine effiziente Forschung in diesem Gebiet zu leisten. Die Recherchen zeigen, 
dass die Motivation gegeben ist, neue empfindliche Partikelsensoren zu entwickeln. Da-
bei gilt: je empfindlicher gemessen werden kann, desto mehr Nutzen kann im jeweiligen 
Anwendungsbereich daraus gewonnen werden. Das bedeutet beispielsweise: es können 
kleinere Partikel gemessen werden oder die Auflösung der Partikeldichten ist genauer, 
höhere Partikelraten sind messbar, etc. Aufgrund der genannten herausragenden Eigen-
schaften wird die ladungsinfluenzbasierte Partikelmessung mit der vorliegenden Arbeit 
genauer untersucht.  
1.3 Lösungsansatz 
Bei den nachfolgenden Studien wird besonderer Fokus darauf gelegt, die Empfindlich-
keit zu steigern. Um das zu erreichen, werden zwei Ansätze verfolgt. Beim Ersten wird 
jede Baugruppe des Sensors, die zur Partikeldetektion beiträgt, analysiert und jene Pa-
rameter identifiziert, die einen Einfluss auf die Messempfindlichkeit haben. Diese Analy-
se dient als Werkzeug zur Auslegung und Optimierung der einzelnen Baugruppen. Zu-
dem dienen die Parameter als Anzeige der Verluste, mit denen die eingesetzten Bauteile 
behaftet sind. Beim zweiten Ansatz zur Empfindlichkeitssteigerung wird die digitale 
Signalverarbeitung eingesetzt. Mit speziellen mathematischen Funktionen wird das 
Messsignal des Sensors aufbereitet, um Informationen zu extrahieren, die von Störungen 
überlagert sind. Dies kann auch als eine Erhöhung des Signal-zu-Rauschverhältnisses 
interpretiert werden.  
Zudem wird mit vorliegender Arbeit die Problemstellung der in-situ Sensorik bearbeitet. 
Die Cosmic Dust Forschergruppe betreibt einen Van-de-Graaff-Partikelbeschleuniger, 
mit dem die Hochgeschwindigkeitseinschläge der Partikel im All simuliert werden kön-
nen. Dies dient als Testumgebung der entwickelten wissenschaftlichen Instrumente und 
insbesondere auch zur Kalibrierung. Mit dem Beschleuniger werden Partikel eines aus-
gewählten Materials im Vakuum beschleunigt und zum Testobjekt befördert. Aufgrund 
des Van-de-Graaff-Prinzips sind die Partikelparameter: Ladung (QP), Geschwindigkeit 
(vP), Masse (MP) und Durchmesser (DP) nicht exakt einstellbar; diese variieren in einem 
bestimmten Rahmen. Da bei den wissenschaftlichen Studien oftmals definierte Partikel 
benötigt werden, sind jene herauszufiltern, die außerhalb des geforderten Bereichs lie-
gen. Um dies technisch umzusetzen, muss die Messeinrichtung in der Lage sein, die 
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Hochgeschwindigkeitsteilchen in-situ zu detektieren und die Parameter zu bestimmen. 
Anhand dieser Informationen kann mit einer nachgeschalteten Vorrichtung das jeweili-
ge Teilchen zum Testobjekt entweder durchgelassen, oder so abgelenkt werden, dass es 
das Ziel in der Messkammer nicht erreicht. Daher rührt die Anforderung an eine in-situ 
Detektion im Speziellen. Im Allgemeinen wird diese benötigt, um einen Partikelstrom 
bzw. -rate messen zu können, ohne die laufende Messung zu unterbrechen.  
Zudem widmet sich diese Arbeit der Fragestellung ob sich das Partikeldetektionssystem 
(aufgrund des inneren Aufbaus im Folgenden auch Triggersystem genannt) auf unter-
schiedliche Einsatzgebiete anwenden lässt. Dazu wird ein solches System konstruiert 
und jeweils an die Anwendung am Partikelbeschleuniger, an einen Sensor zum Betrieb 
im All sowie für einen Aerosolsensor angepasst. Anhand des digitalen Triggersystems 
wird die Signalaufbereitung charakterisiert sowie die automatische in-situ Detektion 
validiert. Für dieses Arbeitspaket wird jedes Element der Messkette für die jeweilige 
Anwendung entwickelt und gebaut; also vom Detektor an dem die Ladungen influenziert 
werden, über das analoge Frontend bis hin zum Element der digitalen Signalverarbei-
tung.  
1.4 Methoden und Vorgehen 
In vorliegendem Manuskript wird der Sachverhalt in nachstehender Reihenfolge doku-
mentiert:  
In Kapitel 2 findet die theoretische Abhandlung statt. Zu Beginn wird jedes Bauelement 
der Messkette untersucht und sog. Performanceparameter herausgestellt. Anhand die-
ser ist es einerseits möglich die Empfindlichkeit des bisherigen Messsystems zu be-
stimmen. Andererseits lässt sich das digitale Triggersystem bewerten, welches im Rah-
men dieses Projekts aufgebaut wird. Anhand einer Gegenüberstellung wird gezeigt, um 
welchen Faktor sich die Empfindlichkeit mittels digitaler Signalverarbeitung steigern 
lässt.  
In Kapitel 3 wird die technische Umsetzung des Triggersystems beschrieben. Angefan-
gen wird mit dem Auswahlprozess des digitalen Signalverarbeitungssystems. Darauf 
folgt die Erläuterung der programmierten Software, mit der das Interface zum Benutzer 
hergestellt wird. Abschließend werden die Funktionsblöcke beschrieben, aus denen sich 
die Firmware des Signalverarbeitungssystems zusammensetzt.  
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Mit Kapitel 4 werden die Messsysteme für unterschiedliche Anwendungsbereiche do-
kumentiert. Zuerst wird die Anwendung des digitalen Triggersystems am Partikelbe-
schleuniger beschrieben. Danach wird auf die Sensorik eingegangen die zur Messung 
von Partikeln in langsamen Gasströmungen entwickelt wurde. Im Anschluss folgt die 
Beschreibung eines Sensors, der für den Einsatz im niederen Erdorbit vorgesehen ist.  
Im letzten Kapitel 5 werden alle Ergebnisse zusammengefasst und hinsichtlich der Be-
deutung für die Partikelmesstechnik bewertet. Mit weiterführenden Gedanken wird das 
Thema abgegrenzt und abgeschlossen.  
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2 Partikeldetektionssystem - Theoretische Abhandlung 
Ladungsinfluenz wurde bei Teilchenbeschleunigern (Cern) zur Detektion kleinster La-
dungen erfolgreich eingesetzt [Kolanoski et al., 2016]. Dort handelt es sich allerdings um 
zeitlich periodisch auftretende Ereignisse. Die Besonderheit des Systems dieser Arbeit 
ist es, dass stochastische Einzelereignisse von Staubpartikeln mit kleinsten Primärla-
dungen (<1 ݂ܥ) nachgewiesen werden.  
Das System zur Detektion von kosmischem Staub auf Basis von elektrischer Influenz 
besteht aus mehreren mechanischen und elektronischen Bauelementen, die in funktio-
nelle Gruppen unterteilt werden können. Zusammengefügt bilden diese Baugruppen die 
Messkette, an deren Anfang die ladungssensitive Einheit ist und an deren Ende die Par-
tikelinformation in Form digitaler Daten oder Triggerpulsen ansteht. Im Folgenden wird 
die Messkette kurz erläutert, vom Eintritt des zu messenden Teilchens bis hin zum   
Messergebnis. In den nachfolgenden Unterkapiteln wird jede funktionelle Gruppe im 
Detail analysiert.  
Das zu messende Teilchen mit der Ladung QP und der Geschwindigkeit vP bewegt sich 
entlang seiner Trajektorie durch den ladungssensitiven Teil des Sensors – der Detektor-
kaskade (vgl. Abbildung 2.1). Aufgrund der Partikelladung bilden sich E-Feldlinien aus, 
die mit den Elektroden im Inneren jedes Detektors wechselwirken. Die Ladungen stoßen 
sich ab und verursachen eine Verschiebung der freien Ladungsträger der Elektrode. Die 
Verschiebung ist proportional zum Anteil des E-Feldes, das die Elektrode „sieht“. Durch 
eine elektrisch leitende Verbindung wird die verschobene Ladung (influenziertes Signal) 
von den Elektroden abgegriffen und der nachfolgenden Baugruppe zugeführt. Damit das 
Signal des Messpunkts MP_q interpretiert werden kann, muss dies in ein Spannungssig-
nal gewandelt und mehrfach verstärkt werden, was mit dem analogen Frontend reali-
siert wird. Das auswertbare Signal liegt am Messpunkt MP_x an. Dies wird mit der Bau-
gruppe zur Signalverarbeitung ausgewertet. In Abbildung 2.1 sind an dieser Stelle zwei 
Pfade dargestellt; der Analoge und der Digitale. Der obere zeigt den Stand der Technik 
vor dieser Arbeit auf. Die Messempfindlichkeit für diesen Pfad ist bereits vor der Signal-
verarbeitung durch die verwendeten Bauteile determiniert. Während dieses Projekts 
wird der Einsatz von digitaler Signalverarbeitung (DSV) untersucht. Das analoge Signal 
von MP_x wird digitalisiert und mittels digitaler Filter aufbereitet. Im Gegensatz zum 
analogen Pfad wird hier auf das digitale Signal getriggert. Damit soll die Empfindlichkeit 
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deutlich gesteigert werden. Mit dem Schwellenwertvergleich wird auf das jeweilige Sig-
nal getriggert (daher rührt der Name: Triggersystem). Mit nachfolgenden Logikbaugrup-
pen werden diese Trigger ausgewertet und die Parameter des Teilchens ermittelt.  
 
Abbildung 2.1: Komplette Messkette des Partikeldetektionssystems. Hauptbaugruppen sind: De-
tektoren, analoges Frontend und Signalverarbeitung. Zwischen den Messpunkten (MP_q, MP_x und 
MP_y) sind Baugruppen, die mit ihren Übertragungsfunktionen das Messsignal verändern. Die 
Signalverarbeitung zeigt zwei Pfade (analog und digital), die vergleichend betrachtet werden.  
Nach dieser Übersicht des Gesamtsystems wird in den folgenden Unterkapiteln auf jede 
Unterbaugruppe separat eingegangen. Mit der theoretischen Abhandlung werden jene 
Konstruktionsdetails hervorgehoben, die zur Empfindlichkeit des Systems beitragen 
und solche, die benötigt werden um die DSV auszulegen.  
2.1 Detektor 
Die Partikelmessung erfolgt berührungslos. Der Detektor (auch Sensorkopf genannt) hat 
die Aufgabe, die passierenden Ladungen zu erfassen und ein korrespondierendes La-
dungssignal zu erzeugen. Das induzierte Signal soll in der Amplitude maximal sein, also 
idealerweise so groß wie die vorbeifliegende Ladung. Dieser Sachverhalt wird in Abbil-
dung 2.2 dargestellt am Beispiel eines Sensorkopfmodells mit röhrenförmiger Elektrode.  
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Abbildung 2.2: Simulation des elektrischen Felds in einer Messkammer des Sensorkopfs [Bosch 
Bruguera, 2014].  
Die Abbildung zeigt die Ergebnisse der Simulation der elektrischen Feldlinien (rote Li-
nien), welche von einer kugelförmigen Probenladung ausgehen. Die Messkammer ist 
hier im Querschnitt dargestellt. 
Das zentrale Element ist die röhrenförmige Elektrode, an der das Ladungssignal influen-
ziert wird. Kommt eine Ladung in den Einflussbereich einer leitenden Oberfläche (hier 
Elektrode), werden dort die beweglichen Ladungen (Elektronen) verschoben. Die   
Elektronenverschiebung entspricht einem elektrischen Strom. Dieser kann mit hoch-
empfindlicher, analoger Messelektronik gemessen werden. Auf die Elektronik wird spä-
ter in diesem Dokument eingegangen. Je mehr Feldlinien des elektrischen Felds von der 
Ladung auf die Elektrode fallen, desto größer ist die Ladungsverschiebung und somit die 
Signalamplitude. Damit die Forderung einer möglichst hohen Amplitude erreicht wird, 
müssen die Feldlinien fokussiert werden. Dies wird durch eine geerdete Abschirmung 
(Schild) realisiert. Zum einen wird durch die Schirmung ein Übersprechen der E-
Feldlinien (hier rote Linien) auf benachbarte Bauelemente minimiert. Zum anderen 
werden äußere elektromagnetische Felder abgeschirmt, die ansonsten als Störung in die 
Messung mit eingehen würden. Ist die influenzierte Ladung gleich der Partikelladung, 
dann trägt das komplette E-Feld zur Signalerzeugung bei. In der Realität wird bei aktuel-
len Detektordesigns ca. 99,9% erreicht. Bei anderen Elektrodenformen (z. B. Gitter oder 
Draht) ist der prozentuale Anteil geringer. Der Anteil der Ladung, den der Sensorkopf in 
Signalamplitude umsetzt, ist designbedingt und kann als Sichtfaktor oder Dämpfung 
(DDet) für E-Feldlinien verstanden werden. Für diesen Faktor gilt:  
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 ܦ஽௘௧ ൌ ܳ஽௘௧ܳ௉ ൑ ͳ (2.1) 
Je nach Anwendung und Bauraum werden unterschiedliche Detektorformen eingesetzt. 
Die drei gängigsten sind Röhrenform, Gitter und Draht. Die Erstgenannte wird vor allem 
in Strahlröhren oder Sensoren mit Gasströmung eingesetzt. Diese wird aufgrund des 
vergleichsweise hohen Platzbedarfs vor allem in Labor oder an Sensoren verwendet, bei 
denen auf hohe Empfindlichkeit Wert gelegt wird [Srama et al., 2008]. Gitter werden 
hauptsächlich bei Satellitenanwendungen eingesetzt, da dort der Bauraum begrenzt ist 
und seitens der Missionsplanung eine große Öffnung gefordert ist (vgl. Kapitel 4.3). 
Drahtelektroden finden vor allem bei Trajektoriensensoren Anwendung [Auer et al., 
2008]. Abbildung 2.3 zeigt die gängigen Elektrodengeometrien:  
 
Abbildung 2.3: Gängige Elektrodengeometrien von Influenzdetektoren. Links: Röhrenform. Mitte: 
Gitter. Rechts: Drahtelektroden. Die Diagramme zeigen die korrespondierenden Signalverläufe 
beim Durchflug einer Ladung (ࡽࡼ in Richtung von࢜ࡼሬሬሬሬሬԦ).  
Jede Geometrie reagiert mit einer unterschiedlichen Signalform auf eine Ladung, die sich 
durch den Einflussbereich bewegt. Die influenzierte Ladungsträgerverschiebung kann 
entweder als Stromfluss i(t) aufgefasst werden oder als Ladungssignal q(t). Beide Inter-
pretationen haben Vor- und Nachteile, die in Kapitel 2.2 beschrieben werden und die bei 
der Auslegung des analogen Frontends zum Tragen kommen.  
In den Diagrammen ist zudem die bauartbedingte Dämpfung angedeutet. Beim Röhren-
detektor gehtܦ஽௘௧ ՜ ͳ (Amplitude des Ladungssignals geht gegen Wert der Partikella-
dung). Bei Gitterelektroden ist die E-Feldführung komplexer und somit kann hier der 
Sichtfaktor bis 70 % betragen. Bei nebeneinanderliegenden Drähten ist DDet u. U. kleiner 
als 50 %. Wie später anhand Gleichung (2.11) und (2.12) gezeigt wird, ist die Sig-
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nalenergie ein wichtiger Punkt bei der Auslegung der DSV. Um eine möglichst große 
Energie zu bekommen, muss DDet möglichst groß werden. Aber auch die Form des Sig-
nals spielt eine Rolle. Das trapezförmige Ladungssignal des Röhrendetektors hat bei-
spielsweise eine höhere Energie als die Dreiecksform eines vergleichbaren Gitters.  
Einen weiteren Aspekt der Auslegung des Sensorkopfs beschreibt [Bertuccio et al., 
1994]. Demnach kann ein Verstärker mit besserem SNR an einen Detektor angepasst 
werden, wenn die Kapazität (CDet) des Detektors möglichst klein ist. Nach der Kondensa-
torformel ist die Kapazität im Wesentlichen abhängig von den Kondensatorflächen (A) 
und dem Abstand der Platten (d):  
ܥ஽௘௧ ൌ ߳଴ ڄ ߳௥ ڄ ݀ܣ ൌ ݇݋݊ݏݐ ڄ ݀ܣ 
Im Falle des Sensorkopfs entspricht die Elektrode der einen und der Schirm der zweiten 
Kondensatorplatte. Demnach sollten bei der Konstruktion möglichst kleine Flächen ein-
gesetzt werden. Je größer der Plattenabstand umgesetzt wird, desto kleiner wird die 
Kapazität. Bei gegebenem Design des Sensorkopfs und somit gegebenem CDet, wird in 
Kombination mit einem nachfolgenden Verstärker das beste SNR erreicht, wenn CDet 
gleich der Eingangskapazität (CGS) des Verstärkers ist.  
Der Forderung, den Abstand d zu erhöhen, um dadurch das SNR zu vergrößern, stehen 
jedoch noch andere Auslegungsaspekte gegenüber. Aufgrund des integrierenden Verhal-
tens der nachfolgenden Verstärker mit Ladungseingang ist ein steiler Signalanstieg ge-
fordert. Dieser wird erreicht, indem die Abschirmung nahe an der Elektrode platziert 
wird, was einen kleinen Abstand d impliziert.  
2.2 Elektronisches Frontend 
Die im vorangegangenen Unterkapitel beschriebenen Ladungsinfluenzdetektoren er-
zeugen eine Verschiebung der freien Ladungsträger. Damit dieser physikalische Vorgang 
elektronisch erfasst werden kann, muss aus der Ladungsträgerverschiebung ein aus-
wertbares Spannungssignal generiert werden. Mit einem analogen, elektronischen 
Frontend werden die Signale in ein äquivalentes Spannungssignal gewandelt. Zudem 
muss das Signal entsprechend verstärkt werden, um es an den dynamischen Bereich der 
Signalauswertung (Backend) anzupassen.  
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Das vom analogen Frontend generierte Messrauschen determiniert die kleinste Ladung, 
die gemessen werden kann (Empfindlichkeit). Aus diesem Grund muss bei der Ausle-
gung der einzelnen Schaltungen und bei der Auswahl der Bauteile darauf geachtet wer-
den, dass möglichst wenig Rauschen induziert wird. Zum aktuellen Stand der Technik 
(Anfang 2017) existieren kommerzielle Operationsverstärker (OP) mit Rauschzahlen 
(„Input Voltage Noise“) von kleiner Ͷǡͺ ୬୚ξୌ୸ [TI, 2008].  
Da Ladungsinfluenzdetektoren ein sehr kleines Stromsignal (im Bereich von Picoam-
pere) induzieren, muss bei der Signalverarbeitung mit einem analogen Frontend ein 
weiterer Aspekt berücksichtigt werden. Zum Betrieb benötigen elektronische Halblei-
terbauelemente einen sog. Biasstromܫ஻, der auch im Ruhezustand (Eingangssignal liegt 
auf Masse) in die Schaltung fließt. Aus dem Grund muss der Detektor ein größeres Signal 
als ܫ஻ induzieren. Da der anteilige Biasstrom nicht zum Messergebnis beiträgt, können 
für diese Anwendung nur Halbleiterbauelemente verwendet werden, die speziell für den 
Betrieb mit geringemܫ஻ ausgelegt sind. Bei gängigen Operationsverstärkern ist der 
Biasstrom in der gleichen Größenordnung wie die Signale der hier verwendeten Detek-
toren. Um diese kleinen Ströme dennoch messen zu können, muss für das Design des 
Frontends eine spezielle Klasse an Operationsverstärkern, die sog. „Electrometer-grade 
OpAmps“ gewählt werden. Der Biasstrom dieser Operationsverstärkerklasse liegt im 
Bereich von Femtoampere. Abbildung 2.4 zeigt die prinzipiellen Funktionen und Signal-
pfade des analogen Frontends.  
 
Abbildung 2.4: Blockschaltplan des analogen, elektronischen Frontends mit Unterteilung in drei 
Stufen. Das Signal der Ladungsinfluenzdetektoren (von links kommend) wird mit einem Vorver-
stärker in ein Spannungssignal gewandelt. Mit der Shaper Stufe werden Signaloptimierungen 
durchgeführt. Der Puffer stellt eine stabile Ausgangsspannung für das Backend zur Verfügung.  
Mit dem jeweiligen Eingangssignal (links der jeweiligen Verstärkerstufe) und der Über-
tragungsfunktion erhält man das Ausgangssignal (rechts der jeweiligen Verstärkerstu-
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fe). Die Berechnung kann sowohl im Zeitbereich, als auch im Frequenz- oder auch Bild-
bereich genannt, getätigt werden. Bei der Entwicklung des Frontends werden die Über-
tragungsfunktionen so ausgelegt, dass die oben genannten Anforderungen bestmöglich 
umgesetzt werden.  
Bevor auf die elektronischen Schaltungen aus Abbildung 2.4 im Detail eingegangen wird, 
muss zunächst das Eingangssignal genauer betrachtet werden. Dies wird im folgenden 
Unterkapitel abgehandelt; danach folgt die Diskussion der elektronischen Schaltungen 
für das analoge Frontend.  
2.2.1 Signalanalyse 
Wie an den Diagrammen in Abbildung 2.3 zu sehen ist, lässt sich das Ausgangssignal der 
Ladungsinfluenzdetektoren (Eingangssignal der Frontendelektronik) auf zwei unter-
schiedliche Arten beschreiben; entweder als Ladungssignal oder als Stromsignal. Welche 
Signalform für die Auslegung der Frontendelektronik am besten geeignet ist, hängt vom 
jeweiligen Anwendungsfall (Dimensionierung des Detektors und Geschwindigkeitsbe-
reich der zu messenden Partikel) ab. Anhand des Detektors mit röhrenförmiger Elektro-
de werden die Formeln zur Signalbeschreibung hergeleitet. Mittels dieser kann be-
rechnet werden, ob die Anpassung des Frontends an das Ladungssignal oder an das 
Stromsignal zu einem besseren Ergebnis führt.  
Wie in Kapitel 2.1 beschrieben, wird an der Elektrode des Sensorkopfs ein Ladungssig-
nal q(t) influenziert, dessen Maxima unter Annahme idealer Schirmung der Ladung des 
Partikels QP entspricht. Das Q(t)-Diagramm in Abbildung 2.3 (links) zeigt den trapezför-
migen Verlauf des Ladungssignals. Die steigende bzw. fallende Flanke hat die Dauer: 
 
ݐ௙௟ ൌ ݏݒ௉ǡ (2.2) 
wobei s der Strecke vom Einlass der Abschirmung bis zur vorderen Kannte des Röhr-
chens entspricht. Befindet sich die Ladung im inneren der Detektorröhre, so tragen an-
nähernd alle E-Feldlinien zur Ladungsverschiebung bei, was sich im Q(t)-Diagramm als 
konstanter Wert QP wiederspiegelt. Dieser Signalabschnitt hat die Dauer: 
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ݐ஽௘௧ ൌݏ஽௘௧ݒ௉ Ǥ (2.3) 
Für das Ladungssignal Q(t) lassen sich aus diesen Teilsegmenten folgende vereinfachte 
Beziehungen ableiten. Es gelten die Bezeichnungen aus Abbildung 2.3: 
 ܳሺݐሻ ൌ ܳ௉ݐଵ ڄ ݐ für Ͳ ൑ ݐ ൏ ݐଵ  
 ܳሺݐሻ ൌ ܳ௉ ൌ ݇݋݊ݏݐǤ für ݐଵ ൑ ݐ ൏ ݐଶ  
 
ܳሺݐሻ ൌ െ ܳ௉ሺݐଷ െ ݐଶሻ ڄ ሺݐ െ ݐଷሻ൅ ܳ௉ für ݐଶ ൑ ݐ ൏ ݐଷ  
 ܳሺݐሻ ൌ Ͳ sonst (2.4) 
Aufgrund der vereinfachten Betrachtung mit Signalabschnitten, liegt Q(t) hier Ab-
schnittsweise (nicht stetig) vor. Für eine exakte Signalbeschreibung müssen Maxwell-
gleichungen für das vorhandene Problem aufgestellt und die Differentialgleichungen 
über der Detektorgeometrie gelöst werden. Dies ist analytisch nicht möglich und muss 
numerisch durch Diskretisieren der Flächen der vorhandenen Geometrie berechnet 
werden. Das Softwarepaket Coulomb der Fa. Integrated Engineering Software ist ein 
Werkzeug, das auf diese Problemstellungen angepasst ist. Bei den Herleitungen der 
Sachverhalte, die bei dieser Arbeit untersucht werden, ist die abschnittsweise Beschrei-
bung mit den Gleichungen (2.4) ausreichend. Bei der exakten Auslegung der Messkette 
muss auf die Maxwellgleichung (bzw. Softwaretool) zurückgegriffen werden.  
Die Maximalstelle des Q(t)-Verlaufs ist bei gegebener Detektorgeometrie ausschließlich 
von der Partikelladung abhängig. Die Flanken des Ladungssignals sind bei den meisten 
Detektoren sehr steil, da beim Großteil der Anwendungen die Partikelgeschwindigkeit 
extrem hoch ist (mehrere km/s). Wenn der Detektor mit ݏ ا ݏ஽௘௧ dimensioniert wurde, 
kann das Ladungssignal in diesem Fall vereinfacht als Sprungfunktion angenommen 
werden. Bei realen Detektoranwendungen sind die Übergänge von den Signalflanken 
eher abgerundet und haben einen stetigen Kurvenverlauf.  
Eine weitere Möglichkeit der Interpretation dieses physikalischen Vorgangs ist die Be-
trachtung der Ladungsträgerverschiebung als elektrischen Strom. Die vereinfachte Sig-
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nalform des Stroms zeigt Abbildung 2.3 unten links. Strom und Ladung hängen über die 
Beziehung: 
 ݀ܫ ൌ ݀ܳ݀ݐ  (2.5) 
zusammen. Der Verlauf des Stromsignals entspricht der Ableitung des Ladungsverlaufs, 
was beim vorliegenden trapezförmigen Ladungssignal zwei rechteckförmigen Pulsen 
mit umgekehrtem Vorzeichen entspricht. Der absolute Wert des Strompulses hängt 
nicht nur vom Wert der zu messenden Partikelladung ab, sondern ist ebenfalls eine 
Funktion der Strecke s (Detektorgeometrie) und der Partikeleigenschaften (QP, vP). Die 
Amplitude berechnet sich in dem Fall mit Formel (2.6): 
 ܫ௉ ൌ ܳ௉ݐ௙௟ ൌ ܳ௉ ڄ ݏݒ௉  (2.6) 
Unter Annahme konstanter Partikelladung und festem Auslegungsparameter s, erhält 
man für schnelle Partikel eine größere Signalamplitude des Stromsignals. Diese Abhän-
gigkeit von der Partikelgeschwindigkeit hat das Q(t)-Signal nicht.  
Bei der Auslegung muss der Fokus darauf gelegt werden, dass die Amplituden (des Q(t) 
bzw. I(t)-Signals) größtmöglich werden. Wie später gezeigt wird, ist die Detektions-
wahrscheinlichkeit eines Partikels umso höher, je größer dessen Signalamplitude ist. 
Wie Formel (2.4) zeigt, gibt es beim Ladungssignal keine konstruktive Möglichkeit das 
Maximum zu beeinflussen. Dahingegen kann das Stromsignal über die in Formel (2.6) 
enthaltenen Parameter im Rahmen der vorgegebenen Möglichkeiten der jeweiligen An-
wendung eingestellt werden. Die Grenzen, ab denen das Stromsignal dem Ladungssignal 
vorgezogen werden sollte, zeigt die Beispielrechnung in Kapitel 2.2.5.  
Für die weitere Auslegung des Frontends müssen die im Signal enthaltenen Frequenzen 
bestimmt werden. Dies bedingt die Kenntnis der Signale im Zeitbereich, wie sie im vo-
rangegangenen Unterkapitel am Beispiel des Röhrendetektors hergeleitet wurden. Die 
Frequenzanalyse ist im Wesentlichen für zwei Auslegungsaspekte wichtig. Zum einen 
haben alle elektronischen Bauelemente ein Zeitverhalten. Dies ist das Vermögen eines 
Bauteils, auf eine Eingangssignaländerung zu reagieren und das Signal am Ausgang neu 
einzustellen. In den Bauteildatenblättern ist dies unter dem Begriff „Slew-Rate“ (SR) zu 
finden. Bei der Auswahl der elektronischen Komponenten des Frontends ist darauf zu 
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achten, dass keine der im Nutzsignal enthaltenen Frequenzen, aufgrund zu niedriger SR, 
gedämpft bzw. ausgelöscht werden. Zum anderen erlaubt die Kenntnis des Frequenzbe-
reichs der Nutzsignale eine Optimierung des Signal-zu-Rausch-Verhältnisses (SNR). In 
jenen Frequenzbereichen, die keine Energieanteile des zu verstärkenden Signals enthal-
ten, sind ausschließlich Störungen in Form von Rauschen zu erwarten. Durch herausfil-
tern dieser Bandbereiche wird der absolute Energieanteil der Störsignale verringert, 
was zu einer höheren Messempfindlichkeit beiträgt. Die Frequenzanalyse ermöglicht die 
ideale Auslegung des Frontends, bei der die im Nutzsignal enthaltenen Frequenzen 
durchgelassen werden und die restlichen Bereiche die nur Störungen enthalten ge-
dämpft werden.  
Im Folgenden wird die Frequenzanalyse am Beispiel der röhrenförmigen Detektoren 
durchgeführt. Die Dimensionen entsprechen denen der Strahldetektoren [Srama et al., 
2008], die im Strahlrohr (Beamline) des Partikelbeschleunigers [Mocker et al., 2011] 
integriert sind. Der Geschwindigkeitsbereich der zu messenden Partikel ist zwischen Ͳǡͷ ୩୫ୱ  undʹͲͲ ୩୫ୱ . Das Signal im Zeitbereich (vgl. Abbildung 2.3 links) wird mittels dis-
kreter Fourieranalyse (DFT) in die Frequenzdomäne transformiert. Dazu wird der „Fast-
Fourier-Transform“-Algorithmus (FFT) verwendet, wie er zum Beispiel in dem Soft-
warepacket Matlab implementiert ist. Formel (2.22) zeigt diesen, auf Rechenoperatio-
nen optimierten Algorithmus, zur Umsetzung der DFT. 
 ݕሺ݇ሻ ൌ ෍ݔሺ݆ሻ ڄ ݁ିଶڄగڄ࢏ڄሺ௝ିଵሻڄሺ௞ିଵሻ௡௡௝ୀଵ  (2.7) 
Hierbei entspricht die Variable ݔ dem zu transformierenden Signal, welches an zeitdis-
kreten Punkten vorliegt. ࢏ entspricht der komplexen Zahl.  
Bei der detaillierten Systemanalyse, wie sie im weiteren Verlauf der Arbeit durchgeführt 
wird, liegt das Signal stellenweise im Frequenzbereich vor (ݕ). Mit der inversen Fourier-
transformation (IFFT, vgl. Formel (2.8)) lässt sich das Signal dementsprechend in den 
Zeitbereich rücktransformieren.  
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 ݔሺ݆ሻ ൌ  ͳ݊ ڄ ෍ݕሺ݇ሻ ڄ ݁ଶڄగڄ௜ڄሺ௝ିଵሻڄሺ௞ିଵሻ௡௡௞ୀଵ  (2.8) 
Die bei dieser Arbeit durchgeführten Transformationen (FFT und IFFT) werden aus-
schließlich numerisch durchgeführt. Daher liegen die Rechenvorschriften in Summen-
schreibweise vor.  
Die Methoden zur Frequenzanalyse werden in der Literatur größtenteils mit Span-
nungssignalen beschrieben. Der Sonderfall, dass die Analyse hier mit dem Ladungssignal 
durchgeführt wird, ist in Unterkapitel 2.2.2 gerechtfertigt. Durch einsetzen von 
Formel (2.4) in Formel (2.7) erhält man die Signale im Frequenzbereich, wie sie in fol-
genden Diagramm in Abbildung 2.5 für das Beispiel des Röhrendetektors aufgetragen 
sind. Das Signal im linken Diagramm wird vom Detektor beim Durchflug eines Partikels 
mit der Geschwindigkeit von Ͳǡͷ ୩୫ୱ  (untere Geschwindigkeitsgrenze) und das Signal 
rechts mit der Geschwindigkeit vonʹͲͲ ୩୫ୱ  (obere Grenze) erzeugt.  
 
Abbildung 2.5: Signale des Detektors mit röhrenförmiger Elektrode abgebildet im Spektralbereich. 
Links: Spektrum eines Partikels mit niedrigster zu erwartender Geschwindigkeit. Rechts: Spekt-
rum eines Partikels mit höchster zu erwartender Geschwindigkeit.  
Das Diagramm zeigt den charakteristischen Verlauf für ein aperiodisches Signal im Fre-
quenzbereich mit den sog. Frequenzkeulen. Die erste weist die höchste Energie auf und 
wird als Hauptkeule bezeichnet; die darauf folgenden als Nebenkeulen. Die Hauptkeule 
im Diagramm rechts ist annähernd 1 MHz breit, wohingegen die Breite der Hauptkeule 
links knapp 2,5 KHz beträgt. Das bedeutet, dass in den Signalen, die durch Partikel mit 
hoher Geschwindigkeit erzeugt werden, auch die höheren Frequenzen zu erwarten sind. 
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Der Frequenzbereich, für den das Frontend für den untersuchten Detektor ausgelegt 
werden muss, wird vom Partikel mit höchster erwarteter Geschwindigkeit determiniert. 
Da in den Nebenkeulen ebenfalls noch Energie steckt, die zur Amplitude des Nutzsignals 
beiträgt, wird das Frequenzband nicht direkt hinter der Hauptkeule begrenzt. Da in den 
höheren Frequenzen jedoch mehr Rauschanteile als Signalanteile zu erwarten sind, 
muss hier eine Abwägung stattfinden, ab wann eine sinnvolle Grenze gezogen wird. Die 
Aspekte dazu werden in Kapitel 2.2.3 im Detail beschrieben.  
Im bisherigen Verlauf des Unterkapitels wurden die Eingangssignale der Frontendelekt-
ronik beschrieben. Im weiteren Verlauf wird auf die Ausgangssignale eingegangen. Jede 
elektronische Schaltung hat ein Übertragungsverhalten. Dies bestimmt die Signalant-
wort des Schaltungsausgangs auf das Eingangssignal. Bei der Systemtheorie wird der zu 
betrachtende Stromkreis vereinfachend als Vierpol bezeichnet. Dieser Abstraktion liegt 
die Annahme zugrunde, dass die Schaltung zwei Eingangsleitungen (Signaleingang und 
Bezugspunkt) sowie zwei Ausgangsleitungen (Signalausgang und Bezugspunkt) besitzt. 
Der Vierpol wird als „Black Box“ angesehen, dessen Funktionsweise mathematisch mit 
der Übertragungsfunktion (ܩ) beschrieben wird (vgl. Abbildung 2.6).  
 
Abbildung 2.6 Links: Schaltungsabstraktion mittels Vierpol und Übertragungsfunktion. Rechts: 
Zusammenhang zwischen dem Ausgangssignal und Eingangssignal mit Übertragungsfunktion für 
Spektral- und Zeitbereich.  
Unter Berücksichtigung der Kreisfrequenz ߱ ൌ ʹ ڄ ߨ ڄ ݂ definiert [Hoppe, 1994, S.23] die 
Übertragungsfunktion folgendermaßen: „Die Übertragungsfunktion ܩሺ߱ሻ einer analo-
gen Schaltung gibt das frequenzabhängige Verhältnis zwischen Ausgangs- und Ein-
gangsspannung an: 
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 ܩሺ߱ሻ ൌ ஺ܷሺ߱ሻܷாሺ߱ሻ (2.9) 
Vorausgesetzt wird, dass die Schaltung jeweils zwei Anschlüsse für das Eingangs- und 
das Ausgangssignal hat. Solch eine Schaltung wird auch als Vierpol bezeichnet. 
Wenn die Schaltung eine Phasenverschiebung zwischen Ausgangs- und Eingangssignal 
verursacht (…), ist ܩሺ߱ሻ komplex. Das wird meistens der Fall sein.“ 
Von ܩሺ߱ሻ lassen sich zwei für die Signalverarbeitung benötigte Informationen ableiten. 
Dies sind zum einen der Amplitudengang und zum anderen der Verlauf der Ausgangs-
spannung UA(t). Der Amplitudengang ist Teil des Bode-Diagramms und gibt den Fre-
quenzbereich an, in dem der Verstärker arbeitet. Dieser ist proportional zum Betrag 
vonܩሺ߱ሻ und muss an das Spektrum des Nutzsignals (vgl. Abbildung 2.5) angepasst 
sein. Für den Amplitudengang ȁ ஺ܷሺ߱ሻȁ gilt folgende Beziehung: 
 ȁ ஺ܷሺ߱ሻȁ ൌ ȁܷாሺ߱ሻȁ ڄ ȁܩሺ߱ሻȁ (2.10) 
Der Amplitudengang hat die Einheit der Spannung. Oftmals wird auch nur der dimensi-
onslose, proportionale Faktor ȁܩሺ߱ሻȁ aufgetragen.  
Die Kenntnis der genauen Signalform UA(t) ist für die Auslegung der digitalen Signalver-
arbeitung des Backends der dominierende Faktor. Dies wird in Kapitel 2.4 herausge-
stellt. Das Vorgehen zur Bestimmung von UA(t) zeigt Abbildung 2.6 rechts. Da die Detek-
tionswahrscheinlichkeit der zu messenden Partikel durch das Ausgangssignal des elekt-
ronischen Frontends determiniert wird, ist die Übertragungsfunktion ein wichtiger Pa-
rameter, auf den während des Schaltungsdesigns Einfluss genommen werden kann. Um 
alle Parameter herausstellen zu können, die einen Einfluss auf die Messempfindlichkeit 
des Partikeldetektionssystems haben, wird in den folgenden Unterkapiteln zu jedem 
Schaltungsteil die korrespondierende komplexe Übertragungsfunktion, sowie der 
Amplitudengang und der Verlauf von UA(t) hergeleitet.  
Jeder der o. g. Schaltungsparameter hat einen Einfluss auf das Ausgangssignal des 
Frontends hinsichtlich Signalform, Amplitude und Pulsdauer. Um die Auswirkung dieser 
Parameter auf das Backend quantitativ beschreiben zu können sei an dieser Stelle die 
Definition der Signalenergie eingeführt. Für zeitkontinuierliche Signale x(t) gilt: 
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 ܧ ൌ න ݔଶሺݐሻ݀ݐஶିஶ  (2.11) 
Für zeitdiskrete Signale x(n) gilt: 
 ܧ ൌ ෍ ݔଶሺ݊ሻஶ௡ୀିஶ  (2.12) 
Mit der Signalenergie werden sowohl Nutzsignalanteile beschrieben, als auch die Stör-
anteile.  
2.2.2 1. Stufe: Vorverstärker 
Bei der Auslegung des elektronischen Frontends zur Aufbereitung der influenzierten 
Detektorsignale muss zunächst abgewogen werden, ob der Verstärker auf das Ladungs-
signal, oder auf das Stromsignal angepasst wird. Die Umsetzung des Schaltungsentwurfs 
und die resultierenden Eigenschaften werden im Folgenden erörtert. Der Vorverstärker 
hat im Allgemeinen die Aufgabe der Wandlung des Detektorsignals in ein Spannungssig-
nal.  
Ladungssensitiver Verstärker 
Diese Verstärkergrundschaltung wird in der Literatur auch unter dem Begriff „Charge 
Sensitive Amplifier“ (CSA) geführt und ist an das Ladungssignal angepasst. Der Detektor 
agiert als Ladungsquelle. Diese Funktionsweise wird mit der elektronischen Ersatzschal-
tung aus Abbildung 2.7 (links) physikalisch beschrieben. Da es keine kommerzielle La-
dungsquelle gibt, mit der die unterschiedlichen Signalverläufe (zur Simulation der ver-
schiedenen Detektorbauformen) erzeugt werden kann, hat diese Ersatzschaltung auch 
einen praktischen Ansatz. Zur Kalibrierung und für Testzwecke kann eine Spannungs-
signalform eines Arbiträrgenerators über eine äußerst exakte Kapazität nach: 
 ݍሺݐሻ ൌ ܥ௜௡ ڄ ݑሺݐሻ (2.13) 
in ein definiertes Ladungssignal gewandelt werden. Physikalisch kann der Detektor als 
Kapazität betrachtet werden (vgl. hierzu auch Abbildung 2.3). Die Elektrode entspricht 
der einen Kondensatorplatte, die am Eingang des CSA angeschlossen ist. Die andere Plat-
te ist das Abschirmgehäuse, welches auf dem Massepotential liegt. Um bei der Kalibrie-
rungsmessung des CSA im Vergleich zur realen Anwendung (mit einem Detektor) kein 
abweichendes Verhalten zu bekommen, muss das Signal der Ersatzschaltung ebenfalls 
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kapazitiv eingekoppelt werden. Das Schaltbild des ladungssensitiven Verstärkers zeigt 
die rechte Seite von Abbildung 2.7.  
 
Abbildung 2.7: Links: Ersatzschaltung für Ladungsquelle. Rechts: Schaltung des Vorverstärkers mit 
Ladungseingang.  
Mit Hilfe der Systemtheorie (z. B. [Hoppe, 1994]) wird im Folgenden die komplexe Über-
tragungsfunktion hergeleitet. Durch das Aufstellen der Maschengleichungen lassen sich 
folgende Gleichungen ableiten: 
 െܷா ൅ ݅ா ڄ ܺ஼௜௡ െ ௘ܷ ൌ Ͳ (2.14) 
 ஺ܷ ൅ ௘ܷ ൅ ݅ா ڄ ܼி ൌ Ͳ (2.15) 
Hierbei entspricht ܺ஼௜௡ dem kapazitiven Blindwiderstand der Einkoppelkapazität ܥ௜௡ 
und ܼி entspricht der komplexen Impedanz der Parallelschaltung von ܥிundܴி . Mit 
der Übertragungsfunktion ܸሺ߱ሻ wird der Einfluss des Operationsverstärkers berück-
sichtigt: 
 ௘ܷ ൌ ஺ܷܸሺ߱ሻ (2.16) 
Einsetzen der Formeln (2.15) und (2.16) in (2.14) und Auflösen nach 
௎ಲ௎ಶ liefert die Be-
ziehung nach (2.9) für die komplexe Übertragungsfunktion: 
ܩ௏ሺ߱ሻ ൌ  ஺ܷܷா ൌ െͳܺ஼௜௡ܼி ڄ ൬ͳ ൅ ͳܸሺ߱ሻ൰ ൅ ͳܸሺ߱ሻ 
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Unter Annahme eines idealen Operationsverstärkers geht ௘ܷ ՜ Ͳ. Somit geht nach Be-
ziehung (2.16) ܸሺ߱ሻ ՜ λ. Dies Vereinfacht die Übertragungsfunktion der Gesamtschal-
tung zu: 
 ܩ௏ሺ߱ሻ ൌ െ ܼிܺ஼௜௡ (2.17) 
Für die Parallelschaltung der Blindwiderstände (ܴிȁȁܥி) im Rückführkreis des Operati-
onsverstärkers gilt: 
 ܼி ൌ ൬ ͳܴி ൅ ͳܺ஼ி൰ିଵ (2.18) 
Für komplexe, kapazitive Blindwiderstände gilt allgemein: 
 ܺ஼ ൌ ͳ࢏ ڄ ߱ ڄ ܥ (2.19) 
Das Einsetzen von (2.18) und (2.19) in (2.17) liefert die komplexe Übertragungsfunktion 
für die Grundschaltung des CSA-Vorverstärkers: 
 
ܩ௏ሺ߱ሻ ൌ െ ܴி ڄ ܥ௜௡ͳ࢏ ڄ ߱ ൅ ܴி ڄ ܥி (2.20) 
Durch Betragsbildung nach ȁܩሺ߱ሻȁ ൌ ඥܴ݁ሼܩሺ߱ሻሽଶ ൅ ܫ݉ሼܩሺ߱ሻሽଶ erhält man den zum 
Amplitudengang proportionalen Faktor aus Formel (2.10), der sich über der Frequenz 
auftragen lässt. Unter Berücksichtigung der Kreisfrequenz ߱ ൌ ʹ ڄ ߨ ڄ ݂ erhält man: 
 
ȁܩ௏ሺ݂ሻȁ ൌ ͳඨ ͳሺʹ ڄ ߨ ڄ ݂ ڄ ܴி ڄ ܥ௜௡ሻଶ ൅ ቀܥிܥ௜௡ቁଶ (2.21) 
Für ein gegebenes Eingangssignal UE(t) am Vorverstärker kann mit der Übertragungs-
funktion (mit Gleichung (2.20) beschrieben) das Ausgangssignal UA(t) berechnet werden 
(das Vorgehen zeigt Abbildung 2.6). Dies wird im Folgenden beispielhaft für den röhren-
förmigen Detektor durchgeführt. Zunächst wird UE(t) in den Frequenzbereich transfor-
miert. Dazu wird das Signal aus (2.4) in Gleichung (2.7) eingesetzt und es resultiert das 
Signal im Frequenzbereich UE(f). Durch punktweise Multiplikation (Hadamard-Produkt) 
mit der komplexen Übertragungsfunktion (2.20) erhält man das Spektrum des Aus-
gangssignals: 
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஺ܷሺ݂ሻ ൌ ܷாሺ݂ሻ ڄ ܩሺ߱ሻ 
Dieses lässt sich durch inverse Fouriertransformation mit Gleichung (2.8) in den Zeitbe-
reich rücktransformieren und man erhält das Signal am Ausgang der Schaltung UA(t). 
Abbildung 2.8 zeigt den Verlauf des berechneten Amplitudengangs und des Ausgangs-
signals UA(t).  
 
Abbildung 2.8 Links: Amplitudengang für die Schaltung aus Abbildung 2.7 unter Berücksichtigung 
folgender Bauteilwerte: ࡾࡲ ൌ ૜૙૙ۻπ, ࡯࢏࢔ ൌ࡯ࡲ ൌ ૚ܘ۴. Rechts: Mittels Übertragungsfunktion be-
rechneter Verlauf des Ausgangssignals für ein Partikel mitࡽ ൌ െ૚܎۱, welches den Röhrendetek-
tor mit einer Geschwindigkeit von ࢜ ൌ ૙ǡ ૞ܓܕȀܛ passiert. 
Sofern UE(t) bekannt ist, kann dieses Schema zur Berechnung des Ausgangssignals für 
die komplexesten Detektorgeometrien durchgeführt werden. Es ist ebenfalls möglich 
den Verlauf von UE(t) mithilfe eines geeigneten Softwarewerkzeugs (wie z. B. Coulomb 
oder Comsol) an zeitdiskreten Punkten zu bestimmen und anhand der vorgestellten Me-
thoden die Schaltungsantwort in Form von UA(t) zu berechnen. Der Rechenaufwand ist 
allerdings nicht unerheblich. Liegt die Übertragungsfunktion im Spektralbereich vor, so 
müssen zwei Fouriertransformation (hin und rück) durchgeführt werden, sowie eine 
punktweise Multiplikation über die Vektorlänge des Eingangssignals. Für Detektorgeo-
metrien, die weniger komplexe Signale erzeugen, kann durch die Laplace-
Transformation eine analytische Lösung bereitgestellt werden. Dies ist meist jedoch nur 
mit vereinfachenden Annahmen möglich. Betrachtet man beispielsweise den Verlauf des 
Ladungssignals am röhrenförmigen Detektor als Sprungfunktion (nicht als Trapez vgl. 
Abbildung 2.3), so kann folgende Beziehung (ohne Herleitung) zur Verfügung gestellt 
werden: 
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 ݑ஺ሺݐሻ ൌ ொ೔೙஼ಷ ڄ ݁ష೟ഓ . (2.22) 
Für die Zeitkonstante gilt: ߬ ൌ ܴி ڄ ܥி ൌ ܴܥ.  
Die in diesem Unterkapitel hergeleiteten Gleichungen beschreiben das analoge Messsig-
nal des Triggersystems in Abhängigkeit der Bauteilwerte der elektronischen Komponen-
ten des Vorverstärkers mit Ladungseingang. Durch variieren der Bauteilwerte ändern 
sich die Signaleigenschaften, welche wiederrum einen Einfluss auf die nachfolgende di-
gitale Signalverarbeitung haben. Aus diesem Grund werden im Folgenden die relevanten 
Signaleigenschaften im Detail diskutiert. Aus (2.22) lässt sich folgendes ableiten: Für den 
Zeitpunktݐ ൌ Ͳ erhält man die maximale Amplitudeݑ஺௠௔௫ ൌ ொ೔೙஼ಷ , welche dann mit der 
Exponentialfunktion über der Zeit t abklingt (vgl. Abbildung 2.8 rechts). Nach der Zeit ͷ כ ߬ gilt die Amplitude als vollständig abgeklungen. Sind die Bauteilwerte dimensio-
niert, hängt die maximale Amplitude von uA(t) nur von der Partikelladung ab. Im Um-
kehrschluss kann von der gemessenen Amplitude mittels eines Konversionsfaktors (β) 
die zu messende Ladung (QP) berechnet werden: 
 ܳ௉ ൌ ݑ஺௠௔௫ߚ  (2.23) 
Der Konversionsfaktor hat die Einheitቂ୚େቃ. Durch Vergleich von (2.22) und (2.23) kann 
der Konversionsfaktor für den Vorverstärker mit Ladungseingang zu ߚ ൌ ଵ஼ಷ bestimmt 
werden.  
Mit dem Backend wird eine Pulserkennung mittels Schwellenwertabgleich durchgeführt 
(vgl. Abbildung 2.1). Betrachtet man den rein analogen Schwellenwertabgleich, so wird 
uA(t) ständig mit einem zuvor festgelegten Schwellenwert (SW) verglichen. Istݑ஺ሺݐሻ ൐ܹܵ, dann ist ein Puls im Signal vorhanden, was als Partikelevent am Detektor gewertet 
wird. Aus elektrotechnischer Sicht lässt sich diese Funktion mit einer Komparator- oder 
Schmitt-Trigger-Schaltung umsetzen. Um die Detektionswahrscheinlichkeit größtmög-
lich zu erhalten, muss β größtmöglich ausgelegt werden. Bei gegebener Partikelladung 
bedeutet ein großes β eine hohesݑ஺௠௔௫ , was bedeutet, dass die Kapazität im Rückführ-
kreis kleinstmöglich gewählt wird (ܥி ՜ Ͳ).  
Im späteren Verlauf dieser Arbeit wird der digitale Schwellenwertabgleich besprochen. 
Dazu wird das analoge Signal uA(t) digitalisiert, mit digitaler Signalverarbeitung aufbe-
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reitet und dann einem Schwellenwertvergleich unterzogen. Im Gegensatz zur analogen 
Variante muss hier noch der Einfluss der RC-Konstanten τ (auch Zeitkonstante genannt) 
berücksichtigt werden. Deren Einfluss lässt sich anhand der Energiebetrachtung nach 
Gleichung (2.11) verdeutlichen. Wie später in Kapitel 2.4 gezeigt wird, so werden mit 
der digitalen Signalverarbeitung höhere Detektionswahrscheinlichkeiten erzielt, je hö-
her die im Nutzsignal enthaltene Energie ist. Einsetzen von (2.22) in (2.11) liefert: 
ܧ ൌ ൬ܳ௜௡ܥி ൰ଶ ڄ න ݁ቀିଶ௧ఛ ቁ ڄ ݀ݐହڄఛ଴  
Es lässt sich leicht zeigen (hier ohne Beweisführung), dass die Signalenergie umso grö-
ßer wird, desto größer τ ausgelegt wird. τ hängt von den elektronischen Komponenten 
im Rückführkreis des Operationsverstärkers ab (߬ ൌ ܴி ڄ ܥிሻ. Unter diesem Aspekt muss 
RF größtmöglich gewählt werden. Da ܥி zusätzlich auch den Konversionsfaktor beein-
flusst, muss bei dessen Dimensionierung bei der digitalen Auswertung zwischen hoher 
Signalenergie und hohem Konversionsfaktor abgewogen werden.  
Transimpedanzverstärker 
Diese Verstärkergrundschaltung wird in der Literatur auch unter dem Begriff „Strom zu 
Spannungswandler“ oder auch „Elektrometer“ geführt und ist an das Stromsignal ange-
passt. Das Schaltbild des Transimpedanzverstärkers zeigt Abbildung 2.9.  
 
Abbildung 2.9: Grundschaltung des Vorverstärkers mit Stromeingang.  
Unter der Annahme rein idealer Bauteile (keine Blindwiderstände, idealer OP, etc.), ist 
die Übertragungsfunktion nicht komplex, da sie keine Verschiebung zwischen Eingangs- 
und Ausgangssignal erzeugt. Die Maschengleichung liefert: 
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 ஺ܷሺݐሻ ൌ െܴி ڄ ݅ாሺݐሻ (2.24) 
Da dieser Vorverstärkertyp im Vergleich zum CSA keine integrierende Kapazität besitzt, 
ist der zu erwartende Puls am Ausgang vor allem bei langsamen Partikeln sehr klein, 
was für die Detektionswahrscheinlichkeit des Gesamtsystems nachteilig ist. Wie bei der 
Signalanalyse beschrieben, hängt die Amplitude des Strompulses (im Vergleich zum La-
dungssignal) von mehreren Parametern ab. Ist beispielsweise die Integrationszeit auf-
grund schneller Partikel sehr klein, so kann die Wahl des Strom-zu-Spannungswandlers 
als Vorverstärker zu einer größeren Ausgangsamplitude führen. Welcher der beiden 
vorgestellten Vorverstärker die richtige Wahl ist, hängt vom Gesamtsystem ab. Überle-
gungen dazu und Berechnungen zur Auslegung werden in Kapitel 2.2.5 angestellt.  
2.2.3 2. Stufe: Shaper 
Die Hauptaufgabe dieser Verstärkerstufe ist das Optimieren des SNR. Dazu gibt es im 
Wesentlichen zwei Steuergrößen. Zum einen muss die Verstärkung des Nutzsignals an 
den dynamischen Bereich des Backends angepasst werden. Hierzu genügt der Verstär-
kungsfaktor der Vorverstärker in den meisten Fällen nicht und das Nutzsignal muss wei-
ter verstärkt werden (im Bereich von ܩ ൌ ͳͲଵ bisͳͲଷ). Zum anderen wird das Rauschen 
gedämpft. Dies wird erreicht, indem das Frequenzband durch Filterung entsprechend 
eingegrenzt wird.  
Bei Verwendung eines Backends mit DSV wird zusätzlich ein Anti-Aliasing-Filter benö-
tigt. Der Hintergrund ist, dass bei der Abtastung mit dem ADC das Nyquist-Shannon-
Abtasttheorem nicht verletzt wird. Abbildung 2.10: zeigt die Grundschaltung, mit der 
eine Verstärkung des Nutzsignals sowie eine Bandbegrenzung durch Tiefpassfilterung 
umgesetzt werden kann: 
 
Abbildung 2.10: Grundschaltung der Shaper-Stufe. Optimierung des SNR durch Verstärkung des 
Signals und Reduzierung des Rauschens durch Bandbegrenzung.  
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Diese Verstärkerstufe hat einen großen Einfluss auf die Signalform. Daher ist die Kennt-
nis der Übertragungsfunktion ܩሺ߱ሻ für die Auslegung des Backends (Anpassung der 
DSV) von Bedeutung. Mit Hilfe der Systemtheorie wird ܩሺ߱ሻ für diese Grundschaltung 
bestimmt. Da beim Vorverstärker mit Ladungseingang die Herleitung ausführlich be-
schrieben ist, wird an dieser Stelle darauf verzichtet und die verwendete Funktion di-
rekt zur Verfügung gestellt. Das Vorgehen und die zugrunde liegenden Annahmen sind 
identisch zur Herleitung von (2.20).  
 ܩௌሺ߱ሻ ൌ െ்ܴ௉ܴଵ ڄ ͳͳ ൅ ࢏ ڄ ߱ ڄ ்ܴ௉ ڄ ܥ்௉ (2.25) 
Nach Beziehung (2.10) ergibt sich der Amplitudengang durch Betragsbildung vonܩௌሺ߱ሻ. 
Mit der Kreisfrequenz ߱ ൌ ʹ ڄ ߨ ڄ ݂ resultiert: 
 ȁܩௌሺ݂ሻȁ ൌ ்ܴ௉ܴଵ ڄ ͳඥͳ ൅ ሺʹ ڄ ߨ ڄ ݂ ڄ ்ܴ௉ ڄ ܥ்௉ሻଶ (2.26) 
Trägt man (2.26) über der Frequenz auf, erkennt man den typischen Verlauf eines Tief-
passes 1. Ordnung. Dies zeigt das Diagramm auf der linken Seite von Abbildung 2.11. Die 
grüne Kurve entspricht dem Verlauf des Amplitudenganges der Shaper-Stufe für die 
Bauteilwerte்ܴ௉ ൌ ͵ǡͻ݇ȳ, ܥ்௉ ൌ Ͷǡ͹݌ܨ und்ܴ௉ ൌ ͳ݇ȳ. Die Indizes der einzelnen 
Messpunkte sind Abbildung 2.4 zu entnehmen. Mit der Gleichung (2.27) lässt sich die 
Grenzfrequenz für den Tiefpass 1. Ordnung bestimmen: 
 ௚݂ ൌ ͳʹ ڄ ߨ ڄ ்ܴ௉ ڄ ܥ்௉ (2.27) 
Mit der o. g. Dimensionierung beträgt ௚݂ ൌ ͺǡ͸ͺܯܪݖ. Um den Einfluss des gesamten 
Frontends zu verdeutlichen, ist der Amplitudengang des Vorverstärkers ebenfalls mit 
aufgetragen (blaue Kurve). Sind die einzelnen Verstärkerstufen gegenseitig entkoppelt, 
können die komplexen Übertragungsfunktionen durch Multiplikation zusammengefasst 
werden: 
 ܩ௚௘௦ሺ߱ሻ ൌ ܩ௏ሺ߱ሻ ڄ ܩௌሺ߱ሻ (2.28) 
Entkoppelt bedeutet in diesem Fall, dass keine Verstärkerstufe durch die nachfolgende 
belastet wird. Dies ist bei Verwendung von Filterschaltungen basierend auf aktiven Bau-
elementen (z. B. Operationsverstärker) gegeben. Bei einfachen RLC-Schwingkreisen 
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kommt es auf die Dimensionierung an, ob die einzelnen Stufen gegenseitig entkoppelt 
sind.  
 
Abbildung 2.11 Links: Verlauf des Amplitudengangs für Vorverstärker und Shaper. Rechts: Aus-
gangssignal des Vorverstärkers und des Shapers im Zeitbereich.  
Im rechten Diagramm sind die Zeitverläufe des Messsignals an den Messpunkten vor 
und nach der Shaper-Stufe aufgetragen. Diese wurden für ein Partikel mit ܳ ൌെͳ , welches den Röhrendetektor mit einer Geschwindigkeit von ݒ ൌ ͲǡͷȀ 
passiert. Hierzu wurde das Detektorsignal aus Gleichung (2.4) mittels der Fouriertrans-
formation (2.7) in den Frequenzbereich übertragen. Dort wird dem Signal das Schal-
tungsverhalten mittels der komplexen Übertragungsfunktion aufgeprägt. Für die rote 
Kurve wurde das Übertragungsverhalten der 1. Stufe (2.20) und für die blaue Kurve das 
Übertragungsverhalten der ersten beiden Stufen (2.28) verwendet. An dieser Stelle liegt 
das Ausgangssignal im Frequenzbereich vor. Um das Ausgangssignal in den Zeitbereich 
zu transformieren wird die inverse Fouriertransformation (2.8) angewandt. Das be-
rechnete Signal von UA(t) weist den charakteristischen Verlauf der Kombination aus 
Röhrendetektor und ladungssensitivem Verstärker auf. Zudem ist im Diagramm die Sig-
nalverstärkung der Shaper-Stufe um den Faktor ܩ ൌ ோ೅ುோభ  deutlich zu erkennen.  
Die Dimensionierung der elektronischen Komponenten wurde hier so durchgeführt, 
dass die Hauptsignalanteile aus der Frequenzanalyse zum Röhrendetektor (vgl. Abbil-
dung 2.5) nicht begrenzt werden. Bei Verwendung eines digitalen Backends mit DSV 
müssen noch weitere Aspekte berücksichtigt werden. Die Ordnung der vorliegenden 
Tiefpassfilterung ist 1. Um eine Filterung höherer Ordnung zu bekommen ist ein erheb-
lich höherer Bauteilaufwand nötig. Da jedes Bauteil Störungen (Rauschen) mit sich 
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bringt, ist eine effiziente analoge Filterung nur extrem schwer umsetzbar. Mittels digita-
ler Signalverarbeitung lassen sich Filterungen mit höheren Ordnungen im Vergleich da-
zu wesentlich einfacher durchführen. Diese gehen lediglich auf Kosten der Rechenleis-
tung der Signalverarbeitung. Bei Verwendung eines Signalverarbeitungssystems mit 
DSV sollte die Funktion der Bandbegrenzung zur Verbesserung des SNR in den digitalen 
Teil des Triggersystems verschoben werden, da dieser dort wesentlich effizienter 
durchgeführt werden kann. Der Anti-Aliasing-Filter kann aber nicht ersetzt werden. Aus 
dem Grund wird die Bandbegrenzung des Tiefpasses bei Verwendung eines digitalen 
Backends auf die halbe Abtastrate der Analog-zu-Digitalwandler gesetzt.  
Damit das Frontend ideal an die Detektorkapazität angepasst werden kann, existieren 
Schaltungsdesigns mit externem Eingangs-JFET (Junction-Feldeffekttransistor) im Vor-
verstärker. Bei den korrespondierenden Shaper-Stufen ist zusätzlich ein Hochpass inte-
griert. Dieser dient zum Herausfiltern des Gleichstromanteils, der durch das Einstellen 
des Arbeitspunktes des JFETs eingekoppelt wird. Nachteilig daran ist, dass das Nutzsig-
nal ebenfalls gedämpft wird, da auch niedrige Frequenzanteile enthalten sind.  
2.2.4 3. Stufe: Treiber 
Damit das analoge Frontend am Ausgang genügend Strom liefern kann, um das Backend 
zu treiben, wird eine Treiberstufe nachgeschaltet. Mit dieser wird der Ausgang des 
Frontends niederohmig ausgeführt. Vor allem bei Verwendung von passiven und 
hochohmigen Filterstufen am Ausgang des Shapers muss ein Treiber eingesetzt werden, 
damit die Spannung am Ausgang nicht einbricht.  
Die Treiberstufe hat die Übertragungsfunktionܩ ൌ ͳ. Er verändert also das Signal und 
dessen Form nicht.  
2.2.5 Design- und Auswahlkriterien 
Die zu verstärkende Ladungsträgerverschiebung des Sensorkopfs kann als Ladungs- 
oder als Stromsignal aufgefasst werden (vgl. Abbildung 2.3). Die Wandlung in ein kor-
respondierendes Spannungssignal erfolgt mit dem Vorverstärker. Bei der Entschei-
dungsfindung, ob ein Verstärker mit Ladungseingang (CSA) oder mit Stromeingang 
(Transimpedanzverstärker) die beste Wahl für die vorliegende Problemstellung ist, sind 
folgende Aspekte zu berücksichtigen. Die Missionsanforderung definiert den Geschwin-
digkeitsbereich der zu messenden Partikel. Anhand der Sensorgeometrie kann berech-
 31 
 
net werden, welcher Vorverstärker die höhere Amplitude liefert. Die Berechnung wird 
beispielhaft für einen Detektor mit röhrenförmiger Elektrode durchgeführt. Dazu wer-
den die Bezeichnungen und Kurvenverläufe aus Abbildung 2.3 verwendet. Die maximale 
Amplitude des CSA ergibt sich aus Gleichung (2.22) und beträgt: 
ܷ஼ௌ஺ ൌ ܳ௉ܥி̴஼ௌ஺ 
Die Maximalstelle des Transimpedanzverstärkers wird durch einsetzen von (2.5) in 
(2.24) berechnet: 
ூܷ௎ ൌ ܴி̴ூ௎ ڄ ݀ܳ݀ݐ  
Die Betrachtung des linearen Anstiegs des trapezförmigen Ladungssignals liefert: ݀ܳ݀ݐ ൌ ݇݋݊ݏݐ ൌ ݏݒ௉ 
Durch Gleichsetzen der Maximalstellen erhält man die Geschwindigkeitsschwelle, ab der 
ein Einsatz des Strom-zu-Spannungswandler eine höhere Amplitude als der CSA liefert: ݒ௉ ൌ ݏܥி̴஼ௌ஺ ڄ ܴி̴ூ௎ 
Fürݏ ൌ ͳǡͶ͸ ڄ ͳͲିଶ, ܥி̴஼ௌ஺ ൌ ͳ	 und ܴி̴ூ௎ ൌ ͳͲͲȳ liegt die Grenze bereits bei 
einer Geschwindigkeit vonݒ௉ ൌ ͳͶ͸Ȁ. Zusätzlich zur maximalen Amplitude muss 
auch das induzierte Rauschen des jeweiligen Vorverstärkers berücksichtigt werden. 
Diese Parameter determinieren die Empfindlichkeit des analogen Systems, was im wei-
teren Verlauf des Dokuments gezeigt wird. Bevor die Wahl des Vorverstärkers endgültig 
getroffen werden kann, muss die komplette Messkette mit dem verwendeten Backend 
betrachtet werden. Wird ein System zur Auswertung mit DSV nachgeschaltet, so muss 
die Signalenergie möglichst hoch sein. Aufgrund des integrierenden Verhaltens des CSA 
hat dieser am Ausgang Signale mit längeren Amplitudendauern, als der Transimpedanz-
verstärker, was in den meisten Fällen zu einer höheren Signalenergie führt. Zudem ge-
staltet sich die Auswertung des Stromsignals aufwändiger als die des Ladungssignals. 
Wie in der obigen Rechnung ersichtlich ist, kann die Amplitude des CSA direkt in eine 
korrespondierende Partikelladung umgerechnet werden. Demgegenüber steht, dass die 
Amplitude des Stromsignals abhängig von der Partikelgeschwindigkeit ist. Zur Ladungs-
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bestimmung muss in diesem Fall zuerst die Partikelgeschwindigkeit gemessen werden, 
mit der dann die Ladung berechnet werden kann.  
Nachdem die Diskussion der Grundschaltungen und der Bauteildimensionierung abge-
schlossen ist, werden im Folgenden Aspekte genannt, die bei der Platinenfertigung und 
Bauteilauswahl zu berücksichtigen sind. Eingangs wurde beschrieben, dass die Ströme 
der Ladungsinfluenzdetektoren eine Größenordnung von wenigen Picoampere aufwei-
sen. Wohingegen Kriechströme durch das Platinenmaterial bei den meisten Anwendun-
gen vernachlässigt werden können, haben diese u. U. einen signifikanten Einfluss bei der 
Signalverarbeitung des influenzierten Signals. Dies liegt daran, dass der Strom des Nutz-
signals und der Kriechstrom die gleiche Größenordnung besitzen. Bei der Verstärkerfer-
tigung im Rahmen des vorliegenden Projekts wurde diesem Problem mit zwei unter-
schiedlichen Verfahren begegnet. Beim ersten wurde der Ladungseingang des Vorver-
stärkers auf einen Teflonpin gelötet. Dieser weist eine höhere Isolation als ein Platinen-
material auf, was den Kriechstrom deutlich minimiert. Ist die Verwendung von Teflon-
pins technisch nicht umsetzbar, werden sog. Guardflächen verwendet. Details zu diesen 
Verfahren sind in [Jung, 2005, S. 257 ff.] beschrieben.  
2.3 ADC 
Mit dem ADC-Baustein wird das analoge Signal des Frontends digitalisiert, um es der 
DSV zuzuführen. Die Hauptfaktoren, die das Signal bei diesem Vorgang beeinflussen 
sind: die Abtastrate (fS), die Auflösung (engl. Resolution, Res), sowie das Rauschverhal-
ten (engl. Effective Number Of Bits, ENOB). Die Abtastrate hat bei der digitalen Signal-
verarbeitung einen signifikanten Einfluss. Dies lässt sich am besten mit der Definition 
der Signalenergie durch Gleichung (2.12) verdeutlichen. Je öfter eine Nutzsig-
nalamplitude abgetastet wird, desto größer wird die Energie des betrachteten Signalab-
schnitts. Der Parameter Res gibt den Grad der Quantisierung an, dessen Einfluss bei 
niedrigen Signalpegeln dominanter wird. Mit hochaufgelöster Abtastung können zusätz-
lich kleinere Signalenergien erfasst werden und zur Gesamtenergie beitragen. ENOB ist 
ein Indikator, der den Beitrag zum Rauschen des verwendeten ADC-Bausteins anzeigt. 
Auf diese vorgestellten Parameter wird im Speziellen bei der Auslegung der DSV Bezug 
genommen. ٻ
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2.4 Digitale Signalverarbeitung 
Nach der Signalaufbereitung durch das analoge Frontend können die Detektorsignale 
ausgewertet werden. Die Empfindlichkeit, also die Schwelle der kleinsten Ladung, die 
gemessen werden kann, ist an dieser Stelle durch zwei Faktoren determiniert. Zum ei-
nen ist das die Fähigkeit der Detektor-Frontendkombination zur Erzeugung eines Sig-
nals mit möglichst hoher Amplitude bzw. Signalenergie aufgrund eines Partikelevents 
mit gegebener Ladung. Zum anderen sind das die Störungen in Form von stochastischem 
Rauschen, das durch die elektronischen Komponenten der Frontendelektronik induziert 
wird. Bei aktuellen Systemen liegt diese Schwelle bei 950 Elementarladungen (e-) [Sra-
ma et al., 2008, S. 4]. Bei Laboraufbauten von [Auer, 2007], die speziell auf Empfindlich-
keit optimiert sind, wurden durch Kühlung mit flüssigem Stickstoff 100 e- erreicht. [Kelz, 
2015, S. 3] stellt mit Tabelle 1 eine Auflistung von Ladungsverstärkern vergangener so-
wie aktueller Projekte und Studien zur Verfügung: 
Tabelle 1: Übersicht verschiedener Ladungsverstärker für Staub- und Trajektoriensensoren [Kelz, 
2015].  
Projekt ENC [e-] Frequenzbereich CDet [pF] Eingang 
Galileo ca. 60000    
Cassini 2250 ca. 4 [KHz] … 3 [MHz] 200  
Staubbeschleuniger IRS 950 2 [KHz] … 10 [MHz] 7,1 JFET 
Dust Telescope 95 1 [KHz] … 10 [MHz] 5 JFET 
Dust Telescope 83 10 [KHz] … 10 [MHz] 5 MOSFET 
Lunar Dust Analyzer 356 7 [Hz] … 10 [KHz] 5,4 MOSFET 
Auer Low Noise Amp. 100 1 [KHz] … 10 [MHz] 5 JFET 
 
Die Detektionsschwelle, die mit rein analoger Messtechnik erreicht werden kann, ist also 
im Wesentlichen vorgegeben durch den aktuellen Stand der Verstärkertechnologie. Da 
die wissenschaftliche (und kommerzielle) Notwendigkeit gegeben ist, kleinere Ladun-
gen zu detektieren, muss entweder die Verstärkertechnologie weiterentwickelt werden 
oder es muss auf anderem Wege versucht werden, an die im Rauschen verborgene Sig-
nalinformation zu gelangen. Mit dem Ersteren befasst sich aktuell [Kelz, 2015]. Für den 
zweitgenannten Ansatz stellt die Mathematik numerische Lösungsmethoden zur Verfü-
gung.  
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Damit mathematische Methoden auf ein elektronisches Signal angewandt werden kön-
nen, muss dieses an diskreten Stellen erfasst und die Signalkurve abgespeichert werden. 
Liegt die Kurve dann in Form von einem Vektor vor, können die numerischen Verfahren 
mit einem digitalen Signalverarbeitungssystem durchgeführt werden. Für die Realisie-
rung des Systems zur digitalen Signalverarbeitung werden digitale Bauelemente wie 
Analog-zu-Digitalwandler, Speicher, Arithmetik und Logikblöcke etc. benötigt. Um das 
System auslegen zu können müssen zuerst die benötigten Speichertiefen, Datenraten, 
Rechenoperationen pro Zeiteinheit, etc. abgeschätzt werden. Diese Parameter ergeben 
sich aus den numerischen Algorithmen, die auf das elektronische Signal angewandt 
werden. Zudem muss bei der Systemauslegung berücksichtigt werden, ob das Signal 
lediglich digitalisiert und abgespeichert wird, damit die Informationen zu einem späte-
ren Zeitpunkt aus den Daten extrahiert werden können, oder ob die Algorithmen zur 
Laufzeit auf das Signal angewandt werden. Da bei den meisten Anwendungen des Parti-
keldetektionssystems wie z. B. bei [Mocker et al., 2011] die Partikelinformationen benö-
tigt werden, noch während sich das Teilchen (mit hohen Geschwindigkeiten bis 
200 km/s) im Messaufbau befindet, ist die in-situ-Detektion eine Anforderung an das 
Messsystem. Somit müssen bei dieser Anwendung die numerischen Verfahren direkt zur 
Signallaufzeit (entspricht der Partikelflugzeit) berechnet werden. Dies ist nur möglich, 
wenn die mathematischen Operationen soweit möglich parallel durchgeführt werden. 
Der hohe Parallelisierungsgrad hat wiederum einen Einfluss auf die Gesamtanzahl der 
benötigten arithmetischen und logischen Elemente.  
Mit den numerischen Methoden befasst sich dieses Unterkapitel. Hierzu werden zuerst 
die relevanten mathematischen Verfahren vorgestellt und deren Einfluss auf die Parti-
keldetektion untersucht. Anhand der gewonnenen Ergebnisse wird dann ein Set an 
Funktionen zusammengestellt und an ein Partikeldetektionssystem (bestehend aus ei-
nem Detektor und analogen Frontend) angepasst. Am Ende dieses Unterkapitels wird 
das System zur digitalen Signalverarbeitung ausgelegt und alle Parameter aufgelistet, 
die das digitale System beeinflussen.  
2.4.1 Digitale Filterung 
Wird ein Signal mathematisch manipuliert, wie z. B. das Verstärken oder Dämpfen be-
stimmter Frequenzen, spricht man auch von einer digitalen Filterung. Wie eingangs er-
wähnt, wird das zeitkontinuierliche Signal (mittels ADC) an zeitdiskreten Punkten quan-
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tisiert und liegt als Vektor vor. Die zeitdiskreten Punkte ergeben sich durch die Abtast-
rate ௦݂ ൌ ଵο௧. Mit ݊ א Գ kann die Zeit (ܶ) als Vielfaches von οݐ wiedergegeben werden: ܶ ൌ ݊ ڄ οݐ. Die digitale Filterung kann mit Hilfe einer „Black Box“ veranschaulicht wer-
den (Analogie Vierpol bei Verstärken). Das Eingangssignal x(n) wird elementweise ein-
geschoben und man erhält das mit der Übertragungsfunktion manipulierte Ausgangs-
signal y(n). Hervorzuheben ist hier die Analogie zur Systemtheorie, wie sie bei der Her-
leitung des Übertragungsverhaltens der analogen Verstärker verwendet wurde. Diesen 
Signalpfad sowie das Vorgehen zur Bestimmung von y(n) zeigt Abbildung 2.12.  
 
Abbildung 2.12: Digitalisierung des analogen Signals und digitales Filtern.  
Auch hier gibt es wieder zwei Wege, um das Ausgangssignal im Zeitbereich y(n) zu be-
stimmen. Der eine Weg führt über den Spektralbereich und der andere direkt über den 
Zeitbereich. Je nachdem in welchem Bereich (Zeit- bzw. Frequenz) die Übertragungs-
funktion h vorliegt, muss anhand der benötigten Rechenoperationen abgewogen wer-
den, welcher Weg der effizienteste ist. Die Faltung im Zeitbereich ist meist aufwendiger 
als die Multiplikation im Spektralbereich, jedoch ist keine Fouriertransformation und 
Rücktransformation nötig. Im Gegensatz zu den analogen Verstärkern liegt die Übertra-
gungsfunktion der meisten digitalen Filter im Zeitbereich vor. Aus diesem Grund wird 
hier meistens die Faltung im Zeitbereich vorgezogen. Die Faltung wird in der Literatur 
mit dem (*)-Operator beschrieben. Die Arithmetik der Faltungsoperation ݕሺ݊ሻ ൌ ݔሺ݊ሻ כ݄ für zeitdiskrete Signale beschreibt Gleichung (2.29): 
 ݕሺ݊ሻ ൌ ෍ݔሺ݇ሻ ڄ ݄ሺ݊ ൅ ݇ሻே௞ୀଵ  (2.29) 
Es gibt weitere Formen der digitalen Filterung, bei denen das Ausgangssignal y(n) auf 
den Eingang rückgekoppelt wird. Diese haben unter Umständen zur Folge, dass sie eine 
unendlich lange Impulsantwort generieren. Filter mit dieser Eigenschaft werden als „In-
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finite Impulse Response“-Filter (IIR) bezeichnet. Die Filterformen, die für das Partikel-
detektionssystem verwendet werden, sind alle ohne Rückkopplung realisierbar. Diese 
sind somit stabil und haben eine endliche (finite) Impulsantwort. In der Literatur wird 
diese Filterform eingeordnet in die Klasse der „Finite Impulse Response (FIR)“-Filter. 
FIR-Filter lassen sich mit Beziehung (2.29) beschreiben. Die einzige Voraussetzung ist 
die Kenntnis der Übertragungsfunktion (h) mit der Länge N.  
2.4.2 Beispielsystem zur Partikeldetektion 
Die Missionsanforderungen geben vor, welche Detektorgeometrie und Elektrodenform 
(Röhrenelektrode, Gitterelektrode, Drahtelektrode) eingesetzt wird. Mit dem Detektor-
design und dem Geschwindigkeitsbereich der zu detektierenden Partikel wird berech-
net, ob ein Vorverstärker mit Ladungseingang oder mit Stromeingang verwendet wird. 
In Kapitel 4 sind unterschiedliche Partikeldetektionssysteme beschrieben, die für ver-
schiedene Missionen entwickelt wurden. Zur Auslegung der digitalen Signalverarbeitung 
für jedes dieser Systeme werden einheitliche Methoden benötigt. Dazu wird ein Bei-
spielsystem definiert, anhand dessen die Auslegungsverfahren hergeleitet werden. Bei 
der Herleitung wird darauf geachtet, dass die Auslegungsmethoden allgemeingültig be-
schrieben sind. Somit sind die vorgestellten Verfahren auf alle Detektor-Frontend-
Kombinationen anwendbar. Das Beispielsystem besteht aus der Kombination eines De-
tektors mit röhrenförmiger Elektrode und einem analogen Frontend mit Ladungsein-
gang (vgl. Abbildung 2.13).  
 
Abbildung 2.13: Beispielsystem bestehend aus Detektor mit röhrenförmiger Elektrode und ana-
logem Frontend mit Ladungseingang. Messpunkte (MP_q, MP_x) jeweils nach Detektor und Front-
end.  
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In Tabelle 2 sind alle relevanten Parameter aufgelistet, die dem Beispielsystem zugrun-
de liegen. Der Partikelgeschwindigkeitsbereich geht vonݒ௉ ൌ Ͳǡͷ bisʹͲͲ ୩୫ୱ . Sofern 
keine anderen Angaben gemacht werden gilt für die Partikelladung: ܳ௉ ൌ ͳ.  
Tabelle 2: Dimensionierung des Beispielsystems.  
 
QP [fC] vP_min [km/s] vP_max [km/s]   s [m] sDet [m] 
Partikel ൐ Ͳǡͳ Ͳǡͷ 200  Detektor ͳǡͶ͸ ڄ ͳͲିଶ Ͳǡʹ 
        
 β [V/C] RC [s] Var [V2]   fs [MHz] Res [bit] 
Frontend ͳͻ ڄ ͳͲଵଶ ͳͳ ڄ ͳͲିହ ͹ǡͻʹ ڄ ͳͲି଺  ADC 50 12 
 
Die Algorithmen der DSV werden auf das Signal am Messpunkt MP_x angewandt. Dazu 
muss das Messsignal digital vorliegen. Mit einem ADC wird u(t) an diskreten Zeitpunk-
ten quantisiert. Das Signal nach Quantisierung wird mit x(n) bezeichnet. Die diskreten 
Zeitschritte (οݐ) zwischen zwei Abtastwerten sind konstant und ergeben sich aus der 
eingestellten Abtastrate (fs) des ADCs. Mit ݊ א Գ kann die kontinuierliche Zeit t als Viel-
faches von οݐ beschrieben werden: ݐ ൌ ݊ ڄ οݐ. Mit οݐ ൌ ଵ௙௦ lässt sich ݊ mit der Beziehung: ݊ ൌ ݐ ڄ ௦݂ beschreiben.  
Die Messempfindlichkeit des Partikeldetektionssystem an der Stelle von MP_x ist im 
Wesentlichen durch zwei Parameter determiniert. Erstens ist das die maximale 
Amplitude von u(t), die bei einem CSA mit Ladungseingang lediglich von der Partikella-
dung QP abhängt. Zweitens hängt die Empfindlichkeit vom Messrauschen ab, dass haupt-
sächlich vom Frontend induziert wird. Bei anschließender digitaler Signalverarbeitung 
steigt die Anzahl der Parameter die einen Einfluss auf die Performance haben und damit 
die Komplexität. Da mit den Algorithmen zusätzlich die Signalform ausgewertet wird, 
fließt in die Bewertung der Performance des Messsystems die Detektorgeometrie, der 
Partikelgeschwindigkeitsbereich, die Übertragungsfunktion des eingesetzten analogen 
Frontends G(ω), sowie die Abtastrate fS des ADC mit ein.  
Aufgrund der Komplexität der Algorithmen kann die Auswirkung der DSV nicht auf ana-
lytischem Weg beschrieben werden. Deshalb wird das zu untersuchende Partikeldetek-
tionssystem numerisch simuliert. Die Physik des Detektors wird mit Gleichung (2.4) be-
schrieben und die Reaktion des Frontends auf das Detektorsignal ist durch (2.28) gege-
ben (vgl. Abbildung 2.11). Unter Annahme konstanter Partikelladung kann für jede Par-
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tikelgeschwindigkeit ein zugehöriges Signal an MP_x aufgestellt werden. Diese Kurven-
schar wird mit ݔ௩ሺ݊ሻ bezeichnet. Für den Index giltሼݒ א ԹȁͲǡͷ ൑ ݒ ൑ ʹͲͲሽ und dessen 
Wert entspricht der zugrundeliegenden Geschwindigkeit inቂ୩୫ୱ ቃ. Bei den folgenden Her-
leitungen wird auf diese Kurvenschar zurückgegriffen.  
2.4.3 Frequenzanalyse der Signale des analogen Frontends 
Um die Fragestellung zu beantworten, mit welcher digitalen Filterform das Messsignal 
am besten manipuliert wird, so dass die Signalinformationen hervorgehoben und die 
Störungen abgeschwächt werden, muss zuerst eine Frequenzanalyse aller Eingangssig-
nale ݔ௩ሺ݊ሻ durchgeführt werden. Die folgenden Untersuchungen werden anhand des 
Beispielsystems für den allgemeinen Fall hergeleitet. Die vorgestellten Methoden lassen 
sich für jede Kombination der beschriebenen Detektoren und Frontendverstärker äqui-
valent durchführen.  
Jede Kurve der Schar von ݔ௩ሺ݊ሻ kann mit Gleichung (2.7) in den Frequenzbereich trans-
formiert werden. In Abbildung 2.14 oben sind exemplarisch die Kurven ݔ଴ǡହሺ݊ሻ und ݔଶ଴଴ሺ݊ሻ an den Geschwindigkeitsrandbereichen aufgetragen. In den unteren Diagram-
men sind die zugehörigen Fourier-Transformierten abgebildet. Dies zeigt das komplette 
Spektrum, welches der digitalen Filterung zugeführt wird.  
Um den Einfluss und die Notwendigkeit der digitalen Filterung zu verdeutlichen wurden 
den Signalen starke Störungen in Form von weißem gaußschen Rauschen (AWGN) über-
lagert. Für den Effektivwert der überlagerten Rauschspannung (vrms) wurde hier für An-
schauungszwecke ein Wert von ݒ௥௠௦ ൌ ͳ ڄ ͳͲିଶ gewählt. Das Überlagern des Signals 
mit dem Rauschen wurde numerisch unter Verwendung von Pseudozufallszahlen gelöst. 
Da das Rauschen zufällig (nicht vorhersehbar) ist, kann es mathematisch nur mithilfe 
der Stochastik beschrieben werden. Der stochastische Parameter, der vrms entspricht 
wird als Standardabweichung (σ) bzw. Varianz (Var) bezeichnet. Zwischen diesen Pa-
rametern gilt die Beziehung: 
 ݒ௥௠௦ ൌ ߪ ൌ ξܸܽݎ (2.30) 
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Abbildung 2.14: Signale des Beispielsystems aus Kapitel 2.4.2 nach dem ADC im Zeit- und Fre-
quenzbereich. Links: für ein Partikel mit ࢜ࡼ ൌ ૙ǡ ૞ܓܕȀܛ. Rechts: für ein Partikel mit ࢜ࡼ ൌ૛૙૙ܓܕȀܛ.  
Liegt ein Nutzsignal x(n) mit AWGN r(n) vor, so kann man schreiben: ݏሺ݊ሻ ൌ ݔሺ݊ሻ ൅ݎሺ݊ሻ. Für s(n) können die stochastischen Parameter (2.30) mit Gleichung (2.31) be-
stimmt werden. ܰ א Գ entspricht der untersuchten Signallänge.  
 ݒ௥௠௦ ൌ ඩͳܰ ڄ෍ ݏଶሺ݊ሻே௡ୀଵ  (2.31) 
Die Betrachtung des Frequenzbereichs in Abbildung 2.14 zeigt, dass für langsame Parti-
kel Signale mit nennenswerten Frequenzanteilen im unteren Kiloherzbereich zu erwar-
ten sind. Für schnelle Partikel treten Frequenzen im unteren Megaherzbereich auf. Das 
zu filternde Frequenzband ist demnach sehr breit. Dies hat einen Einfluss auf die Anpas-
sung der Filter und somit auf die Komplexität (Rechenintensität) der Filteralgorithmen.  
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An dieser Stelle sei auch die unterschiedliche Form der Hauptfrequenzkeulen zu erwäh-
nen. Für Partikel im unteren Geschwindigkeitsbereich steigt diese weniger steil an. Dies 
liegt darin begründet, dass die zugehörige Signalform im Zeitbereich weniger steile Kur-
venanteile besitzt.  
2.4.4 Formen der digitalen Filterung 
Für die Auslegung der DSV des Triggersystems gibt es mehrere relevante Filtermetho-
den. Diese werden im Folgenden diskutiert und deren Funktionen bei der Partikelmes-
sung beschrieben. Betrachtet man die verrauschten Signale (blaue Kurven) aus Abbil-
dung 2.14 im Zeitbereich, so erkennt man, dass diese mittels einfacher Schwellenwert- 
erkennung nicht verlässlich auswertbar sind. Die Aufgabe der digitalen Filterung muss 
sein, die gestörten Signale dahingehend zu manipulieren, dass ein Schwellenwertver-
gleich zu einem sicheren Ergebnis führt. Dies kann erreicht werden durch: 
Forderung 1:  Abschwächen der Signalanteile des Rauschens relativ zu den Nutz-
signalanteilen. 
Forderung 2:  Verstärken der Nutzsignalanteile relativ zu den Störanteilen. 
Die Filterklasse mit der Forderung 1 umgesetzt werden kann, sind die sog. bandbegren-
zenden Filter. Dazu zählen Hochpass (HP) und Tiefpass (TB) sowie die zusammenge-
setzten Formen Bandpass (BP) und Bandsperre (BS). Wie der Name andeutet, werden 
bestimmte Bereiche des Frequenzbands gedämpft. Damit keine Nutzsignalanteile abge-
schwächt werden, muss der Abstand der Grenzfrequenz (fg) zu den erwarteten Frequen-
zen des Nutzsignals ausreichend groß dimensioniert werden. Für die detaillierte Be-
stimmung der Filterübertragungsfunktion, sowie Dimensionierung der Grenzfrequenzen 
sei auf Standardwerke wie z. B. [Kammeyer et al., 2006] verwiesen. Um die Eigenschaf-
ten der Filterklasse der bandbegrenzenden Filter und deren Bedeutung für die Parti-
kelmessung herauszustellen, wird das Signal ݔ଴ǡହሺ݊ሻ (vgl. Abbildung 2.14) tiefpassgefil-
tert. Der Übertragungsfunktion hTP wurden folgende Eigenschaften zugrunde gelegt:  
· Funktion: Tiefpassfilterung 
· Umsetzung: Least Squares 
· Ordnung: 1000 
· Grenzfrequenz: ௚݂ ൌ ʹͷ 
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Damit sind Signal ݔ଴ǡହ und Filterübertragungsfunktion hTP gegeben und das gefilterte 
Signal kann mit Beziehung (2.29) berechnet werden. Dies zeigt Abbildung 2.15.  
 
Abbildung 2.15: Auswirkung der Tiefpassfilterung auf die realen Signale im Zeit und Frequenzbe-
reich. Schwarze Kurve: Nutzsignal. Blaue Kurve: Nutzsignal mit AWGN. Grüne Kurve: Gefiltertes 
Signal y(n).  
Im Spektrum (rechtes Diagramm) zeigt sich die Dämpfung der Signalenergie ab der 
Grenzfrequenz fg. Da hier laut Analyse (vgl. Kapitel 2.4.3) kaum Signalanteile vorhanden 
sind, wird hauptsächlich das Rauschen gedämpft. Dies zeigt sich im Zeitbereich im lin-
ken Diagramm durch eine Reduzierung des Rauschens. Das überlagerte Rauschen hat 
vor der Tiefpassfilterung eine Standardabweichung von ߪௌ ൌ ͳ כ ͳͲିଶ (blaue Kurve). 
Mit Gleichung (2.31) wird die Standardabweichung des gefilterten Signals (grüne Kurve) 
berechnet. Diese beträgtߪ௬ ൌ ʹǡͷ כ ͳͲିସ, was um den Faktor 40 geringer ist.  
Die Diagramme zeigen auch ein weiteres wichtiges Phänomen dieser Filterklasse. Die 
Filterung mit den Bandbegrenzenden Filtern verändert die Grundsignalform nicht (so-
fern richtig dimensioniert). Dies zeigt der Vergleich des unverrauschten Nutzsignals ݔ଴ǡହ 
(schwarze Kurve) mit dem rückgewonnenen Signal ݕ଴ǡହ (grüne Kurve) im Zeitbereich. 
Die zu erkennende Abweichung in Form von Kantenglättung bzw. Amplitudendämpfung 
resultiert vor allem aus dem geringen Abstand von fg zum erwarteten Frequenzbereich. 
Wird der Abstand von fg vergrößert, wird die Grundform besser erhalten, es wird jedoch 
das Rauschen weniger abgeschwächt. Diese Aspekte fließen später in die Berechnung 
der Empfindlichkeit des Partikeldetektionssystems mit ein.  
Die Filterung mit sehr hoher Ordnung (hier 1000) liefert sehr gute Resultate. Dies ist mit 
analoger Filterung nicht realisierbar. Bei der digitalen Filterung steigt mit der Ordnung 
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auch der Speicherbedarf und die benötigte Anzahl der arithmetischen und logischen 
Elemente. Dies muss bei der Systemauslegung berücksichtigt werden.  
Als Fazit lässt sich anführen: Aufgrund der Tiefpassfilterung ließe sich das Messsignal 
mit einem Schwellenwertvergleich auswerten, trotz des starken AWGN. Stecken im Sig-
nal vor der Filterung die Partikelinformationen (z. B. Partikelladung), können diese aus 
y(n) ohne weiteres extrahiert werden, da die Grundsignalform nicht geändert wird.  
Beim hier behandelten Messsystem werden bandbegrenzende Filter vor allem einge-
setzt, um Funktionen der Shaper-Stufe (analoges Frontend) umzusetzen. Sofern es mög-
lich ist DSV-Ressourcen zur Verfügung zu stellen, ist es effizienter Funktionen der analo-
gen Shaper-Stufe digital zu realisieren. Diese Filterklasse wird bei der vorliegenden 
Problemstellung vor allem eingesetzt zur Vorfilterung (TP), DC-Kompensation (HP) und 
zur Bandbegrenzung (BP). Der Vollständigkeit halber sei an dieser Stelle eine weitere 
Form der Filterung erwähnt, mit der eine Vorfilterung getätigt werden kann. Dies ist die 
sog. Wavelet-Transformation (WT).  
Eingangs des Unterkapitels wurden zwei Forderungen an die digitale Filterung aufge-
stellt, mit denen sich die Empfindlichkeit der Partikeldetektion steigern lässt. Durch die 
bandbegrenzenden Filter konnte der ersten Forderung nachgekommen werden. Bessere 
Ergebnisse liefert eine Filterklasse, mit der beiden Forderungen nachgekommen werden 
kann. Diese wird im Folgenden diskutiert. Dabei handelt es sich um die Klasse der Kor-
relationsfilter. In der Literatur werden mehrere (deutsche und englische) Bezeichnun-
gen für diese Filterart verwendet: Optimalfilter, Matched-Filter oder Pattern-Matching-
Filter.  
Um den Performancegewinn qualitativ beschreiben zu können, der durch den Einsatz 
der Korrelationsfilter entsteht, wird (analog zum Vorgehen oben) das Signal ݔ଴ǡହ in der 
Zeit- und Frequenzdomäne geplottet (vgl. Abbildung 2.16). Anhand der ebenfalls darge-
stellten Filterübertragungsfunktionen ht (Zeitbereich) und hf (Frequenzbereich) werden 
die Eigenschaften dieser Filterklasse analysiert. Die rote Kurve beschreibt die Übertra-
gungsfunktion der Autokorrelation und die magentafarbene Kurve beschreibt einen 
Rechteckfilter.  
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Abbildung 2.16: Nutzsignal und Filterübertragungsfunktionen der Korrelationsfilter (Rechteck 
und Autokorrelation) im Zeit- und Spektralbereich.  
Die Berechnung der IIR-Filterung kann laut dem Vorgehen aus Abbildung 2.12 auf zwei 
Wegen durchgeführt werden. Der direkte Weg über den Zeitbereich führt unter Ver-
wendung der Übertragungsfunktion ht zur Faltungsoperation (2.29). Diese wird im Ver-
lauf der vorliegenden Arbeit fast ausschließlich verwendet. An dieser Stelle wird aus 
Anschauungsgründen der alternative Pfad über den Frequenzbereich erwähnt. Dieser 
Weg führt zum Filterergebnis, indem die Übertragungsfunktion im Frequenzbereich hf 
mit der zu filternden Kurve x(f) punktweise multipliziert wird (Hadamard-Produkt). 
Diese Kurven x(f) und hf sind in Abbildung 2.16 (rechts) aufgetragen. Anhand dieser 
Darstellung und der Rechenvorschrift (ݕሺ݂ሻ ൌ ݔሺ݂ሻ ڄ ௙݄; punktweise Multiplikation) 
kann man sich die Filterung grafisch vergegenwärtigen.  
Um Forderung 2 nachzukommen, müssen die Nutzsignalanteile verstärkt werden. Die 
Korrelationsfilter werden so ausgelegt, dass diejenigen Frequenzbereiche umso mehr 
verstärkt werden, desto mehr Signalenergie an dieser Stelle erwartet wird (Gewich-
tung). Die optimale Form der Gewichtung ist die Autokorrelation. Hierbei wird das zu 
filternde Signal mit einer Filterübertragungsfunktion korreliert, welche dieselbe Form 
hat wie das Signal selbst (schwarze und rote Kurve im Diagramm). Durch die Gegeben-
heit, dass lediglich Nutzsignalanteile gewichtet werden, erhält man zudem eine Art der 
Bandbegrenzung. Aufgrund der damit einhergehenden Dämpfung der Rauschenergie 
wird die Klasse der Korrelationsfilter zudem der eingangs aufgestellten Forderung 1 
gerecht.  
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Um Aussagen über das Filterergebnis zu treffen, wird im nächsten Schritt beispielhaft 
das Signal ݔ଴ǡହ mit dem rechteckförmigen Korrelationsfilter bearbeitet (analog zum Vor-
gehen oben). Der Übertragungsfunktion hKorr wurden folgende Eigenschaften zugrunde 
gelegt: 
· Funktion: Korrelationsfilter 
· Form: Rechteck 
· Länge: ܶ ൌ ͶͲͲɊ 
In den Diagrammen für den Zeit- und Frequenzbereich in Abbildung 2.17 ist die Filte-
rung des Signals mit angegebenem Korrelationsfilter zu verdeutlicht.  
 
Abbildung 2.17: Auswirkung der Optimalfilterung auf die realen Signale im Zeit und Frequenzbe-
reich. Schwarze Kurve: Nutzsignal. Blaue Kurve: Nutzsignal mit AWGN. Grüne Kurve: Gefiltertes 
Signal y(n). 
Für die Auswertung mittels Schwellenwertabgleich spielt hauptsächlich der Abstand 
zwischen maximaler Signalamplitude und dem maximalen Wert des Rauschens eine Rol-
le. Man beachte die separate Skalierung der Ordinate für y(n). Um eine erste Abschät-
zung der Performancesteigerung zu erlangen, werden die charakteristischen Werte vor 
und nach der Filterung aus den Kurven abgelesen. Die Maximalstelle vor dem Filtern 
liegt bei ݔ௠௔௫ ൌ ሺȁݔሺ݊ሻȁሻ ൌ ͲǡͲͳͻ und die Standardabweichung beiߪ௑ ൌ ͳ ڄ ͳͲିଶ. 
Die Maximalstelle nach dem Filtern beträgtݕ௠௔௫ ൌ Ͳǡͷͺ. Nach [Strack, 2013, S.28] bzw. 
[Rice, 2008, S. 193] verändert sich die Standardabweichung aufgrund der Faltung nach 
Beziehung (2.32): 
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 ߪ௬̴௜ ൌ ߪ௫ ڄ ඩ෍݄௜ଶሺ݊ሻே௡ୀ଴  (2.32) 
Mit der Filterlänge N der verwendeten Übertragungsfunktion hKorr erhält man eine Stan-
dardabweichung nach dem Filtern vonߪ௬ ൌ ͹ǡ͵ ڄ ͳͲିଷ. Mit den Korrelationsfiltern las-
sen sich beide eingangs aufgestellten Forderungen einhalten. Die Störungen werden um 
den Faktor 
ఙ೤ఙೣ ൌ Ͳǡ͹͵ abgeschwächt (Forderung 1). Der Maximalwert wird um den Fak-
tor 
௬೘ೌೣ௫೘ೌೣ ൌ ͳͳǡͲ͵ verstärkt (Forderung 2). Die Einheiten wurden absichtlich vernachläs-
sigt, da nach der digitalen Signalverarbeitung die physikalischen Bezugsgrößen nicht 
mehr repräsentativ sind. Diese Zahlen bestätigen den Anstieg des Signal-zu-
Rauschabstands. Die Untersuchung des Signals x0,5 (für ein Partikel mit Geschwindigkeit ݒ ൌ Ͳǡͷ ୩୫ୱ ) dient an dieser Stelle einer ersten Abschätzung der Steigerung der Mess-
empfindlichkeit des Gesamtsystems. Detaillierte Werte für den kompletten Geschwin-
digkeitsbereich werden im Verlauf dieser Arbeit abgeleitet.  
Durch die Gewichtung sowie Rauschunterdrückung wird der Abstand der maximalen 
Amplitude zum Rauschteppich stark erhöht. Dies steigert den Bereich signifikant, in dem 
eine sichere Detektion mittels Schwellenwertvergleich durchgeführt werden kann. Al-
lerdings wird die Signalgrundform verändert. Dadurch ist es aufwändiger die Informati-
onen aus dem gefilterten Signal (z. B. Partikelladung) zu extrahieren. 
Das obige Rechenbeispiel wurde mit einem Rechteck-Korrelationsfilter durchgeführt 
und nicht mit der Autokorrelation. Dies hat den Hintergrund, dass die Autokorrelation 
für die Umsetzung nicht praktikabel ist, da der Ressourcenaufwand der benötigten 
Hardware gegen unendlich geht (es kann nicht für jede Partikelgeschwindigkeit ein Fil-
ter angepasst werden). In der Praxis wird der komplette Geschwindigkeitsbereich un-
terteilt. Für jeden Unterbereich wird ein Filter angepasst. Je feiner der Geschwindig-
keitsbereich unterteilt wird, desto genauer korrelieren die Filter mit dem Messsignal. 
Um (2.28) mit dem DSV-System zu lösen, muss die Übertragungsfunktion für jeden Ge-
schwindigkeitsunterbereich gespeichert werden. Umso mehr Unterbereiche gewählt 
werden, desto mehr Speicher wird benötigt, um die Übertragungsfunktionen zu spei-
chern. Auch die Grundform der Filterübertragungsfunktion spielt eine Rolle beim Res-
sourcenbedarf. Komplexe Formen müssen gespeichert werden, wohingegen einfache 
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Formen wie z. B. die Rechteckform über Logik und Zähler umgesetzt werden können. 
Damit sinkt der Speicherbedarf drastisch. 
Da die Autokorrelation das beste Filterresultat liefert, ist sie ein äußerst geeigneter In-
dikator dafür, wie gut die Geschwindigkeitsbereiche unterteilt wurden bzw. wie gut die 
gewählte Filtergrundform korreliert.  
Das Fazit zur Untersuchung der Korrelationsfilter ist folgendes: Da beide eingangs auf-
gestellten Forderungen eingehalten werden, ist eine extreme Empfindlichkeitssteige-
rung möglich. Somit sind die Korrelationsfilter die beste Wahl zur Steigerung der Emp-
findlichkeit des Partikeldetektionssystems. Die Ableitung der Messparameter aus dem 
gefilterten Signal gestaltet sich allerdings aufwändiger, da die Form des Messsignals 
durch die Filterung abgeändert wird.  
2.4.5 Auslegung der Korrelationsfilter 
Nachdem die relevanten Filterklassen für die vorliegende Problemstellung identifiziert 
wurden und sich die Optimalfilterung als bestes Verfahren zur Signalmanipulation für 
den Schwellenwertvergleich herausgestellt hat, wird nun auf die Auslegung der Filter-
grundform ht der Korrelationsfilter eingegangen. Im vorangegangenen Unterkapitel 
wurden die Rechteckform (im Zeitbereich) und die Autokorrelation von ht bereits ange-
sprochen. Welche Filtergrundformen für die vorliegende Problemstellung in Frage 
kommen und welche Eigenschaften die Verschiedenen Formen mit sich bringen wird in 
den folgenden Abschnitten erörtert. Anhand dieser Erkenntnisse kann anschließend ein 
komplettes Filterset basierend auf der ermittelten Grundform an das vorliegende Parti-
keldetektionssystem angepasst werden.  
Es gibt zwei Auslegungsaspekte, mit denen die Korrelationsfilter dimensioniert werden 
können: die Filtergrundform von ht und die Längenanpassung. Geht man von zeitlich 
angepassten Filtern aus, wird mit der Filtergrundform die maximale Amplitude ymax des 
korrelierten Signals eingestellt. Mit der Längenanpassung werden die Bandbegrenzung 
sowie die Gewichtung der korrekten Bereiche eingestellt. Dies beeinflusst die maximale 
Amplitude ymax und die Rauschunterdrückung. Die Auslegung der Filterlängen und die 
damit einhergehende Unterteilung des Geschwindigkeitsbereichs ist eine sensible Ein-
flussgröße, mit der sich [Strack, 2013] befasst hat.  
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Um die Frage zu beantworten, welche Filtergrundform für die jeweilige Aufgabe am bes-
ten geeignet ist, werden die wichtigsten Eigenschaften zusammengestellt und diskutiert. 
Anhand dieser wird eine Bewertung durchgeführt. Um eine erste Auswahl zu treffen, sei 
auf die Komplexität der Filtergrundform von ht eingegangen. Dies wird am Beispiel eines 
Polynoms 1. Grades erläutert. Die Grundgleichung des Polynoms lautet: ݄ሺ݇ሻ ൌ ݉ ڄ ݇ ൅ܾ mit der Steigung m und dem Achsenabschnitt b. Die Umsetzung der digitalen Filterung 
mit Formel (2.29) kann nun auf zwei unterschiedliche Arten gelöst werden. Bei der ers-
ten Variante werden die Werte von h(k) in einer sog. Lookup-Tabelle (LUT) zwischenge-
speichert. Eine LUT wird mittels eines Speicherbausteins realisiert, in dem alle zuvor 
berechneten Folgenwerte von h(k) abgelegt sind. Dies geht auf Kosten der Speicherres-
sourcen des DSV-Systems. Dabei gilt: Je länger die Filter, desto mehr Speicher wird be-
nötigt. Mit der zweiten Variante wird vor allem auf Logik- und Arithmetik-Elemente zu-
rückgegriffen. Es werden lediglich die Werte für m und b zwischengespeichert. Mittels 
eines Zählers wird die Laufvariable k erhöht. Für jeden Zählschritt werden nach obiger 
Geradengleichung unter Verwendung eines Multiplizierers und eines Addierers die Wer-
te für h(k) berechnet. Diese Beispielfunktion (Polynom 1. Grades) für ht kann einfach 
über Arithmetik- und Logikelemente realisiert werden.  
Je genauer der Filter an das Signal angepasst wird, desto komplexer werden die Funkti-
onen. Im Falle der Filteranpassung an das Signal des in Kapitel 2.2 behandelten Front-
ends (vgl. Abbildung 2.11 rechts) könnte man ht ideal mit zwei Geradenabschnitten mit 
jeweils abklingender Exponentialfunktion anpassen. Die numerische Darstellung der 
Exponentialfunktion ist die Potenzreihe: 
ሺݔሻ ൌ ෍ݔ௡݊Ǩஶ௡ୀ଴  
Abgesehen von der Potenzierung der Variablen x muss eine Division gelöst werden. Der 
Vorgang ist nur mit aufwändigen Algorithmen durchführbar, für deren Umsetzung eine 
große Anzahl an Arithmetik- und Logikelementen eingesetzt werden müssen. Wird eine 
Übertragungsfunktion mit dieser Komplexität (Potenzierung + Division + Summe +…) 
gewählt, ist eine Umsetzung mit erstgenannter Variante (Verwenden von LUT-Speicher) 
vorzuziehen. Diese Aspekte verdeutlichen Folgendes: Die Komplexität der Filtergrund-
form hat einen erheblichen Einfluss auf den Ressourcenbedarf des DSV-Systems.  
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In der Arbeit von [Strack, 2013] wurden Korrelationsfilter für den Einsatz am Stuttgar-
ter Partikelbeschleuniger [Mocker et al., 2011] untersucht. Bei der Untersuchung konnte 
nachgewiesen werden, dass mit Filtern bestehend aus einfachen Formen (zusammenge-
setzt aus einfachen Rechtecken) die Detektionswahrscheinlichkeit von schwach gelade-
nen Partikeln (ܳ௉ ൌ Ͳǡͳ) auf über 99,99 % angehoben werden kann.  
Die weiteren Untersuchungen zur Filtergrundform beschränken sich auf zusammenge-
setzte Rechtecke. Dies hat folgende Gründe. Ein hoher Ressourcenbedarf (vor allem 
Speicherelemente) wirkt sich negativ auf das Kosten- vor allem aber auf das Energie-
budget aus. Da das Partikeldetektionssystem auch für Plattformen zum Betrieb im All 
ausgelegt werden soll, muss hier besonderer Fokus darauf gelegt werden. Zudem lassen 
sich auch mit solchen Filtern bereits gute Ergebnisse liefern, die hauptsächlich mit  Lo-
gikelementen (und deswegen wenig Speicherelementen) umgesetzt werden können.  
Wie eingangs erwähnt hat die Form der Korrelationsfilter einen Einfluss auf dessen Ei-
genschaften. Diese sind im Folgenden aufgelistet und werden anhand den in Abbil-
dung 2.18 dargestellten Filtern im Detail beschrieben: 
E1. : Reaktion auf Störungen im Eingangssignal 
E2. : Filterlaufzeit (Definition s. u.) 
E3. : Filterqualität (maximale Detektionswahrscheinlichkeit) 
E4. : Komplexität (Ressourcenbedarf) 
Um die Verständlichkeit der folgenden Erläuterungen zu fördern, sind im Anhang A 
mehrere Filterergebnisse der Optimalfiltermethode dargestellt.  
 
Abbildung 2.18: Zusammengesetzte Grundformen von Filterübertragungsfunktionen. Links: Mexi-
can-Hat hmex. Mitte: doppeltes Rechteck hdre. Rechts: einfaches Rechteck hre.  
Eigenschaft E1 bezieht sich nicht auf Störungen in Form von stochastischem Rauschen, 
sondern auf globale Effekte wie z. B. die Überlagerung einer Gleichspannungskomponen-
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te (DC-Offset). Dieses kann z. B. einer Temperaturdrift eines Operationsverstärkers ge-
schuldet sein. Ein weiterer Effekt wäre ein stetiger Spannungsanstieg bzw. Spannungs-
abfall (slope). Dieser kann beispielsweise induziert werden durch eine Überlagerung mit 
niedriger Frequenz (hervorgerufen durch ungenügende Abschirmung). Je nach Filter-
grundform reagiert die Kreuzkorrelation (2.29) unterschiedlich auf die Störungen. Dies 
wird anhand der Filter aus Abbildung 2.18 verdeutlicht. Sind die Flächen des Filters 
über und unter der Abszisse gleich groß, dann kompensiert der Filter die Gleichspan-
nungskomponente. Dies ist beim Mexican-Hat und dem doppelten Rechteckfilter gege-
ben, wenn gilt: ܣ ൌ ܤ ൅ ܥ undܦ ൌ ܧ. Ist der Filter zusätzlich symmetrisch zur Ordinate, 
dämpft dieser zudem den Einfluss eines langsamen Spannungsanstiegs (oder Abfalls). 
Dies ist hier nur beim Mexican-Hat gegeben. Der einfache Rechteckfilter hat keine dämp-
fende Wirkung auf die genannten Störungen des Eingangssignals.  
Bevor der Einfluss von E2 beschrieben wird, sei zuerst die Filterlaufzeit definiert. Die 
obigen Filter sind optimal für einen rechteckförmigen Puls der Länge W ausgelegt. An-
hand Abbildung 2.19 wird der Korrelationsvorgang (2.29) grafisch beschrieben.  
 
Abbildung 2.19: Grafische Darstellung des Korrelationsvorgangs und der resultierenden Filter-
laufzeit. Diagramm oben: Kreuzkorrelation von x(t) mit h. Diagramm unten: Filterantwort y(t).  
Die Übertragungsfunktion h läuft von links über das Messsignal x(n) und erzeugt die 
Filterantwort y(n). Die vordere Kannte von h beginnt zum Zeitpunkt t0 über den Puls 
von x(n) zu laufen (Beginn der Korrelation). Zum Zeitpunkt t1 liegt der vordere Teil des 
Filters komplett über dem Puls. Die Maximalstelle des korrelierten Signals ymax tritt zum 
Zeitpunkt t2 auf. Die Filterlaufzeit (Th) ist die Zeit, die vergeht, startend vom Zeitpunkt 
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an dem der vordere Teil des Filters komplett über dem Puls liegt, bis hin zum Auftreten 
der Maximalstelle der Korrelation: ௛ܶ ൌ ݐଶ െ ݐଵ. Sowohl im Falle des Mexican-Hat-
Filters, als auch beim doppelten Rechteckfilter beträgt ௛ܶ ൌ ܹ. Beim Rechteckfilter 
ist ௛ܶ ൌ Ͳ.  
Die Filterlaufzeit hat einen Einfluss auf die Auswertung von y(t). Beim Gesamtsystem 
werden anhand des korrelierten Signals Triggerimpulse ausgelöst. Damit lässt sich so-
wohl die Partikelgeschwindigkeit messen, als auch weitere Events starten (Triggern von 
Oszilloskopen, Auslösen von Ablenkplatten, etc.). Zudem kann anhand der Triggerpulse 
die Position des Partikels im System (z. B. Strahlrohr am Beschleuniger) noch während 
der Flugdauer angezeigt werden. Um sicher Triggern zu können, müssen zuerst die Sig-
nale aller (parallelen) Filter ausgewertet werden. Da die parallelen Filter unterschiedli-
che Längen haben, ist auch die Filterlaufzeit unterschiedlich. Bei der Auswertung muss 
stets auf die Korrelation mit der am längsten andauernden Verzögerung gewartet wer-
den. Die Strecke, die das zu detektierende Teilchen während dieser Zeit zurücklegt, 
muss bei der Auslegung des Gesamtsystems berücksichtigt werden. Mit dem in Kapitel 3 
vorgestellten Triggersystem gelingt die eigentliche Auswertung in Echtzeit, die Filter-
laufzeit muss dennoch abgewartet werden. Diese kann nur durch die Wahl der Filter-
grundform beeinflusst werden.  
Die Filterqualität (E3) ergibt sich daraus, wie gut die vorliegende Filterform mit dem 
Signal korreliert (wie genau sich die Forderungen aus Kapitel 2.4.4 umsetzen lassen). Je 
größer der Signal-zu-Rausch-Abstand des korrelierten Signals ist, desto höher ist die 
Detektionswahrscheinlichkeit. Dies lässt sich einfach anhand der Korrelation eines 
Rechteckpulses beschreiben. Wird dieser mit einem Mexican-Hat und einem vergleich-
baren Rechteckfilter korreliert, zeigen die resultierenden Kurven einen übereinstim-
menden Wert der Maximalstellen ymax. Aufgrund (2.32) ist die Standardabweichung σy 
bei der Korrelation mit einfachem Rechteckfilter kleiner (was zu einem besseren SNR 
führt). Das bedeutet, dass das Ergebnis der Filterung mit einfacher Rechteckform besser 
ist. Damit wird beim Gesamtsystem die Ladungsschwelle abgesenkt, ab der Partikel si-
cher gemessen werden können (Messung schwächer geladener Partikel möglich). Dies 
belegen die Ergebnisse der Studie von [Strack, 2013]. Dort wurde die Filterqualität meh-
rerer Filtergrundformen untersucht, mit dem Resultat, dass die Korrelation mit einfa-
chem Rechteck bei den meisten Anwendungen am höchsten ist.  
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Der Vollständigkeit halber sei folgendes Szenario angemerkt: Sobald die Detektor-
Frontend-Kombination ein Signal liefert, welches der Mexican-Hat-Form gleicht, wird 
die Filterqualität am höchsten ausfallen, wenn mit selbiger Form korreliert wird.  
Den Einfluss der Filtergrundform auf die Komplexität (E4) wurde eingangs des Unter-
kapitels beschrieben. Alle in Abbildung 2.18 dargestellten Formen lassen sich Ressour-
ceneffizient mit Logikelementen umsetzen. Durch den Fakt, dass die Filter jeweils eine 
unterschiedliche Länge haben (Rechteck W, doppeltes Rechteck 2W, Mexican-Hat 3W) 
muss zur Lösung von (2.29) das Eingangssignal dementsprechend zwischengespeichert 
werden. Das Fazit an dieser Stelle lautet: Die Komplexität (Ressourcenbedarf) steigt mit 
der Länge der gewählten Grundform von ht. Die Berechnung der benötigten  Speicher-
ressourcen ist im Anhang B zu finden.  
In Tabelle 3 sind die diskutierten Grundformen und Eigenschaften zusammengefasst. 
Die Bewertungen beziehen sich auf die Filterung des Messsignals des Beispielsystems 
aus Kapitel 2.4.2. Das zu filternde Signal (nach Frontend) hat eine Form wie in Abbil-
dung 2.11 (rechts) dargestellt.  
Tabelle 3: Bewertung der Grundformen für die Anwendung am Röhrendetektor.  
  Rkt. auf Störungen im Ein-
gangssignal (E1) 
Filterlauf-
zeit (E2) 
Filterqua-
lität (E3) 
Komple-
xität (E4) 
  DC-
Kompensati-
on 
Anstiegs-
dämpfung 
   
Mexican-Hat       
 
Ja Ja W (-) + ~3W (-) 
doppeltes Rechteck       
 
Ja Nein W (-) ++ ~2W (+) 
Rechteck       
 
Nein Nein 0 (+) +++ ~W (++) 
 
Anhand der zusammengestellten Aspekte folgt, dass für das Partikeldetektionssystem 
die Grundform der einfachen Rechteckfilter eingesetzt wird. Das wohl wichtigste Argu-
ment ist die Filterqualität. Schnelle Partikel besitzen meist die geringste Ladung und 
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sind somit am schwierigsten zu detektieren. Gerade die Rechteckfilter korrelieren am 
besten mit den Signalen schneller Partikel und steigern somit die Detektionswahr-
scheinlichkeit am meisten. Des Weiteren ist die Filterlaufzeit ௛ܶ ൌ Ͳ, was die spätere 
Auswertung immens vereinfacht. Zudem können diese am effizientesten hinsichtlich des 
Ressourcenbedarfs umgesetzt werden. Der Nachteil, dass sie keine dämpfende Wirkung 
auf Störungen im Eingangssignal haben, kann anderweitig gelöst werden. Zur DC-
Kompensation kann entweder ein HP vorgeschaltet werden oder der Gleichspannungs-
anteil wird per Messung bestimmt und (mittels Addierer/Subtrahierer) vom Eingangs-
signal abgezogen. Ein ansteigendes Eingangssignal (slope) aufgrund einer Störung ist in 
jedem Fall schlecht. Diesem sollte nicht durch Kompromisse beim Filtern entgegnet 
werden, sondern vielmehr mit einem verbesserten Abschirmkonzept.  
2.5 Systemperformance 
Eines der Hauptziele dieser Arbeit ist, die Empfindlichkeit der Partikelmessung mittels 
digitaler Signalverarbeitung zu steigern. Die Theorie der optimalen Filtermethode wur-
de bereits hergeleitet und im späteren Teil der Arbeit folgt die Beschreibung der techni-
schen Umsetzung. Um zu zeigen, wie hoch die Steigerung der Empfindlichkeit durch 
Verwendung von DSV ist, muss ebenfalls das ursprüngliche System bewertet werden. 
Vorbereitend dazu wurden alle Parameter der kompletten Messkette (analog und digi-
tal) untersucht und die Einflussfaktoren auf die Messempfindlichkeit herausgestellt. Das 
Ziel der folgenden Unterkapitel ist: aus den Parametern der einzelnen Baugruppen ein 
Verfahren zur Bewertung des Gesamtsystems zu entwickeln. Als Ergebnis dieser Verfah-
ren zur Bewertung sollen sog. Performanceparameter berechnet werden, mit denen die 
Empfindlichkeit des Systems in Zahlen ausgedrückt werden kann. Die Anforderung an 
das Bewertungsverfahren ist zudem, dass es auch für Unterbaugruppen einsetzbar ist. 
Mit diesem muss es möglich sein, einerseits das ursprüngliche (rein analoge) System zu 
bewerten und andererseits das System mit DSV; also mit dem Beitrag dieses Projekts. 
Der Vergleich und die anschließende Diskussion zeigen den Einfluss der entwickelten 
Algorithmen zur Signalaufbereitung.  
2.5.1 Methoden zur Analyse der Systemperformance 
Mit folgenden Analysemethoden werden zwei Ziele verfolgt. Zum einen kann die absolu-
te Empfindlichkeit des Messsystems in Zahlen wiedergegeben werden. Zum anderen 
wird die Performance der digitalen Filter bewertet. Der Vergleich mit dem Ergebnis der 
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Autokorrelation zeigt, wie weit der gewählte Filter vom Optimum entfernt ist (bzw. wie 
gut der Filter mit dem zu filternden Signal korreliert). Die Performance ist abhängig von 
der Anpassung des Filters (Form und Länge) an die jeweiligen Signale der Detektor-
Frontendkombination. Mit dem im Folgenden hergeleiteten Parameter, der die Korrela-
tion von Filter und Signal beschreibt, ist eine Aussage möglich, um welchen Faktor die 
Systemperformance durch die DSV (bzw. durch das angepasste Filterset) gesteigert 
wird. Hierzu werden in diesem Unterkapitel zwei Verfahren beschrieben, mit denen die 
Performanceparameter hergeleitet werden. Mittels dieser Parameter ist eine Bewertung 
des Partikelmesssystems möglich. Bei beiden Methoden wird zunächst die Empfindlich-
keit aufgestellt, die mit dem rein analogen System (ohne digitale Filterung) erreicht 
wird. Um den Performancegewinn aufgrund DSV zu verdeutlichen, wird der Empfind-
lichkeit der analogen Messkette die theoretisch erzielbare Empfindlichkeit des digitalen 
Systems gegenübergestellt. Die Beschreibung und Herleitung der Analysemethoden er-
folgt an dieser Stelle für den allgemeinen Fall am Beispiel eines Röhrendetektors und 
Frontends mit CSA als Vorverstärker. Hierzu werden die Signale jeweils vor dem 
Schwellenwertvergleich betrachtet. Für den analogen Fall x(t) ist das nach der Frontend-
elektronik am Messpunkt MP_x und für den digitalen Fall nach der Filterung y(t) am 
Messpunkt MP_y (vgl. Abbildung 2.1). Die Indizes der Signale geben die zugrundeliegen-
de Partikelgeschwindigkeit an. Abbildung 2.20 zeigt die Signale an den o. g. Messpunk-
ten für ein Partikel mit der Geschwindigkeitݒ௉ ൌ Ͳǡͷ ୩୫ୱ  und der Ladung ܳ௉ ൌ ͳ, die 
mit dem Beispielsystem aus Kapitel 2.4.2 erzeugt wurden. Die Kurve x0,5(t) beschreibt 
das Signal direkt nach dem Frontend. Die grüne Kurve resultiert aus der Filterung mit-
tels Autokorrelationݕ଴ǡହ ൌ ݔ଴ǡହ כ ݄ܽ݇଴ǡହ. Für die Filterübertragungsfunktion der Auto-
korrelation (hakv) gilt: 
 ݄ܽ݇௩ ൌ ݊݋ݎ݉௩ ڄ ݔ௩ǡ (2.33) 
mit dem Normierungsfaktor ݊݋ݎ݉ א Թ. Auf die Normierung wird im Verlauf des Unter-
kapitels im Detail eingegangen. Diese ist ein wichtiger Punkt zur Herstellung einer Ver-
gleichbarkeit zwischen den ermittelten Performanceparametern. Für den Verlauf von 
y0,5(t) wurde keine Normierung durchgeführt (݊݋ݎ݉ ൌ ͳ). Die rote Kurve entspricht 
der normierten Autokorrelation. Diese wurde über den Faktor norm so eingestellt, dass 
dessen Amplitude der des Eingangssignals entspricht: ݕ௡̴௠௔௫ ൌ ȁݔ௠௔௫ȁ.  
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Abbildung 2.20: Signale an den Messpunkten MP_x und MP_y des Beispielsystems. Die linke Ordi-
nate entspricht den Kurven x0,5(t) und y0,5n(t). Die rechte Ordinate entspricht der Kurve y0,5(t). Der 
Detailausschnitt verdeutlicht, dass die autokorrelierten Signale ebenfalls verrauscht sind.  
Im Diagramm erkennt man die deutliche Steigerung des Signal-zu-Rausch-Abstandes 
der digital gefilterten Signale y0,5(t) und y0,5n(t) im Vergleich zur analogen Kurve x0,5(t). 
Um diese Steigerung als Zahlenwert ausdrücken zu können, werden im Folgenden Per-
formanceparameter hergeleitet. Dazu wurden Methoden entwickelt, von denen sich die-
se Parameter anhand der analogen und digitalen Messkurve ableiten lassen. Es werden 
zwei Ansätze verfolgt; der stochastische Ansatz und der Ansatz über den Signal-zu-
Rausch-Abstand.  
Methode 1: Stochastischer Ansatz (Ermittlung der Detektionswahrscheinlichkeit) 
Der stochastische Ansatz wurde bereits in [Strack, 2013] zur Bewertung eines Filtersets 
aufgestellt und angewandt. Dieses Verfahren wurde im Verlauf der vorliegenden Arbeit 
erweitert. Das zugrunde liegende Modell wird an dieser Stelle vereinfacht beschrieben. 
Für detailliertere Informationen sei auf die o. g. Arbeit verwiesen.  
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Bei dieser Methode wird das Rauschen stochastisch beschrieben. Dabei liegt die Annah-
me zugrunde, dass den Signalen ein Rauschen in Form von AWGN überlagert ist. Die zu-
gehörige Wahrscheinlichkeitsdichtefunktion (WDF) hat die Form einer gaußschen Glo-
ckenkurve: 
 ܹܦܨሺݔሻ ൌ ͳξʹ ڄ ߨ ڄ ߪ ڄ ݁ିሺ௫ିஜሻమଶڄఙమ  (2.34) 
Die WDF ist vollständig gegeben, wenn der Erwartungswert (µ) und die Varianz (Var) 
des Rauschens aus dem zu untersuchenden Signal bestimmt werden. Die Standardab-
weichung (σ) hängt mit der Varianz folgendermaßen zusammen: 
 ߪ ൌ ξܸܽݎ (2.35) 
Mittels Integration der WDF lässt sich die Wahrscheinlichkeit berechnen, mit der eine 
bestimmte Abweichung vom erwarteten Wert (µ) auftritt. Dies wird anhand des folgen-
den Szenarios verdeutlicht (vgl. Abbildung 2.21). Bei der Signalauswertung durch 
Schwellenwertvergleich können aufgrund des Rauschens zwei Fehlerfälle auftreten. Die 
hellblaue Kurve im Spannungs-Zeitdiagramm beschreibt das ideale Messsignal. Die 
schwarze Kurve zeigt das fehlerbehaftete Signal.  
 
Abbildung 2.21: Links: Fehlerfälle (1) und (2) beim Schwellenwertvergleich. Die türkise Kurve 
beschreibt das ungestörte Signal und die schwarze Kurve ist Fehlerbehaftet. Fehlerfall (1): Samp-
les des Rauschens überschreiten den Schwellenwert. Fehlerfall (2): Amplitude des Nutzsignals 
wird durch zufälliges Rauschen vermindert und überschreitet dadurch nicht den Schwellenwert. 
Rechts: Grafische Veranschaulichung der Berechnung der Wahrscheinlichkeiten des Auftretens 
des jeweiligen Fehlerfalls durch Integration der Wahrscheinlichkeitsdichtefunktionen (hier gauß-
sche Glockenkurve).  
Fehlerfall (1): Es befindet sich keine Ladung in der Messkammer des Detektors. Das 
Messsignal hat den ErwartungswertɊሺଵሻ ൌ Ͳ. Aufgrund des AWGN übersteigt (mindes-
tens) ein Messwert den eingestellten Schwellenwert (SW).  
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Fehlerfall (2): Es befindet sich eine Ladung in der Messkammer des Detektors. Nach 
(2.23) hat das Messsignal den ErwartungswertɊሺଶሻ ൌ ߚ ڄ ܳ௉ ൌ ܯܽݔ ൐ ܹܵ. Aufgrund 
des AWGN übersteigt kein Messwert den eingestellten Schwellenwert. 
Die rechte Seite von Abbildung 2.21 zeigt die WDF für beide Fehlerfälle. Die rote Glo-
ckenkurve beschreibt die Wahrscheinlichkeitsverteilung für Fehlerfall (1) um den Er-
wartungswert Ɋሺଵሻ ൌ Ͳ. Die blaue WDF beschreibt Fehlerfall (2) um den 
wertɊሺଶሻ ൌ ܯܽݔ. Die schraffierten Flächen unter den Kurven entsprechen den Wahr-
scheinlichkeiten, mit denen einer der Fehler auftritt.  
Die höchste Detektionswahrscheinlichkeit erhält man, wenn der Schwellenwert genau 
zwischen µ1 und µ2 liegt. Bei gegebenen µ kann man sagen, je kleiner die Varianz, desto 
kleiner ist die Öffnung der Glockenkurve, desto kleiner wird die schraffierte Fläche, des-
to größer ist die Detektionswahrscheinlichkeit. Aus diesem Grund ist die Varianz am 
jeweiligen Messpunkt ein direkter Vergleichsparameter für die Messempfindlichkeit. Da 
Gleichung (2.34) nach [Rice, 2008] in nicht geschlossener Form vorliegt, kann das Integ-
ral nur numerisch unter Zuhilfenahme der Error-Funktion (erfc) gelöst werden.  
 
ܹሺݔǡ Ɋǡ ߪሻ ൌ ͳξʹ ڄ ߨ ڄ ߪ නڄஶௌௐ ݁ିሺ௫ିஜሻమଶڄఙమ ൌෝ ͳʹ ݁ݎ݂ܿ ൬ܹܵ െ Ɋξʹ ڄ ߪ ൰ 
 
(2.36) 
Um die Steigerung der Detektionswahrscheinlichkeit aufgrund des Einsatzes von digita-
len Filtern zu ermitteln, wird das oben beschriebene Szenario auf die Messsignale x0,5(t) 
und y0,5(t) angewandt. Die zugrundeliegenden Zahlenwerte (β, Varx, etc.) des Beispiel-
systems sind Kapitel 2.4.2 zu entnehmen. Für das analoge Signal x0,5(t) sind die Parame-
ter der ܹܦܨሺɊ௫ǡ ߪ௫ሻ für beide Fehlerfälle: Ɋͳ௫ ൌ Ͳ, Ɋʹ௫ ൌ ߚ ڄ ܳ௉ und ߪ௫ ൌ ඥܸܽݎ௫ ൌʹǤͺͻʹܸ݉. Abbildung 2.22 (blaue Kurve) zeigt die zugehörigen Wahrscheinlichkeits-
dichtefunktionen. Diesen seien die WDF-Kurven des digitalen Signals y0,5(t) gegenüber-
gestellt. Die Standartabweichung des korrelierten Signals lässt sich nach (2.32) 
berechnen. Im Falle der Autokorrelation gilt: ݄଴ǡହ ൌ ݄ܽ݇଴ǡହ ൌ ݔ଴ǡହ. Damit erhält man: 
ߪ௬̴଴ǡହ ൌ ߪ௫ ڄ ඩ෍ݔ଴ǡହଶ ሺ݊ሻே௡ୀ଴ ൌ ͶǡͶܸ݉ 
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Der Erwartungswert für Fehlerfall (1) ist Ɋͳ௬ ൌ Ͳ und für Fehlerfall (2) Ɋʹ௬ ൌ ݕ௠௔௫ . Für 
den Spezialfall der Autokorrelation kann ymax direkt anhand Gleichung (2.29) berechnet 
werden. Die beste Korrelation tritt an der Stelle auf, an der Signal und Filter exakt über-
einander liegen. Mit der Signallänge W (= Filterlänge) tritt dieser Fall auf bei y(W) und 
mit (2.34) eingesetzt in (2.29) vereinfacht sich die Gleichung zu: 
 ݕ୫ୟ୶̴ ௜ ൌ ݕ௜ሺܹሻ ൌ ෍ݔ௜ሺ݊ሻ ڄ ݄ܽ݇௜ሺ݊ሻ ൌ ෍ݔ௜ଶሺ݊ሻଶڄௐ௡ୀଵଶڄௐ௡ୀଵ ൌ Ɋʹ௬ (2.37) 
 
Damit sind alle Parameter gegeben, um die WDF für das korrelierte Signal y0,5(t) zu plot-
ten.  
 
Abbildung 2.22: Wahrscheinlichkeitsdichtefunktion (WDF) des analogen Systems (blaue Kurve) 
und WDF des digitalen Systems (grüne Kurve) für beide Fehlerfälle. Unterbrechung im Diagramm 
verdeutlicht großen Abstand von y_max.  
Bewertet man das Diagramm hinsichtlich der Schwellenwertauswertung, so können fol-
gende Aussagen getroffen werden: Die Maximalstelle nach der Filterung ist größer, je-
doch ist die Glockenkurve weiter geöffnet (nachteilig bei der Wahrscheinlichkeitsbe-
rechnung). Das Ablesen der Zahlenwerte aus Abbildung 2.20 zeigt den Abstand der Ma-
ximalstellen (ȁݔ௠௔௫ȁ ൌ ͲǡͲͳͻܸ, ݕ௠௔௫ ൌ ʹǡʹ͹ܸ).  
Das Problem an dieser Stelle ist, dass die Empfindlichkeitssteigerung des Messsystems 
nicht ohne weitere Rechenschritte abgeschätzt werden kann, da bei der Auswertung der 
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Kurven (Abbildung 2.22) noch mehrere Parameter (Maximalstellen, Varianz vor und 
nach Filterung, etc.) enthalten sind. Zudem sind die Amplituden des digitalen Signals y(t) 
im Gegensatz zu x(t) abhängig von der Partikelgeschwindigkeit bzw. der Signalenergie 
(vgl. Kapitel 2.2.5).  
Durch korrekte Normierung wird dieses Problem gelöst. Um eine verbesserte Vergleich-
barkeit herzustellen, die nur von einem Parameter abhängt, werden die digital gefilter-
ten Signale so skaliert, dass diese direkt vergleichbar sind. Eingangs wurde gezeigt, dass 
die Varianz ein Maß für die Detektionswahrscheinlichkeit ist. Die Normierung darf somit 
keinen Einfluss auf den Wert der Detektionswahrscheinlichkeit haben. Zunächst wird 
die Annahme getroffen, dass dies durch die Normierung der Filterübertragungsfunktion 
möglich ist: ݄௜̴௡ ൌ ݊݋ݎ݉௜ ڄ ݄௜  
Der Index n zeigt an, dass die Übertragungsfunktion mit ݊݋ݎ݉ א Թ normiert ist. Die ge-
troffene Annahme lässt sich beweisen, indem die Fehlerwahrscheinlichkeiten des nicht-
normierten Signals und des normierten Signals gegenübergestellt werden. Mit Glei-
chung (2.36) folgt: ܹ൫ܹܵݕǡ Ɋ௬ǡ ߪ௬൯ ൌ ܹሺܹܵݕ௡Ɋ௬௡ǡ ߪ௬௡ሻ ͳʹ ݁ݎ݂ܿ ቆܹܵݕ െ Ɋͳ௬ξʹ ڄ ߪ௬ ቇ ൌ ͳʹ ݁ݎ݂ܿ ቆܹܵݕ௡ െ Ɋͳ௬̴௡ξʹ ڄ ߪ௬̴௡ ቇ 
Mit ܹܵݕ ൌ ௬೘ೌೣଶ  und ܹܵݕ̴݊ ൌ ௬ౣ౗౮̴ ೙ଶ  , sowie Ɋͳ௬ ൌ Ɋͳ௬̴௡ ൌ Ͳ folgt: 
 ݁ݎ݂ܿ ቆ ݕ௠௔௫ʹ ڄ ξʹ ڄ ߪ௬ቇ ൌ ݁ݎ݂ܿ ቆ ݕ୫ୟ୶̴ ௡ʹ ڄ ξʹ ڄ ߪ௬̴௡ቇ (2.38) 
Die normierte Maximalstelle erhält man durch das Einsetzen von (2.33) in (2.36): 
 ݕ୫ୟ୶̴ ௡̴௜ ൌ ݊݋ݎ݉௜ ڄ ෍ ݔ௜ଶሺ݊ሻଶڄௐ௡ୀଵ ൌ ݊݋ݎ݉௜ ڄ ݕ୫ୟ୶̴ ௜  (2.39) 
Die normierte Standardabweichung (2.33) in (2.32): 
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 ߪ௬̴௡ ൌ ݊݋ݎ݉௜ ڄ ߪ௫ ڄ ඩ෍݄௜ଶሺ݊ሻே௡ୀଵ ൌ ݊݋ݎ݉௜ ڄ ߪ௬ (2.40) 
Mit (2.39) und (2.40) in (2.38) folgt: 
݁ݎ݂ܿ ቆ ݕ௠௔௫ʹ ڄ ξʹ ڄ ߪ௬ቇ ൌ ݁ݎ݂ܿ ቆ ݊݋ݎ݉ ڄ ݕ௠௔௫ʹ ڄ ξʹ ڄ ݊݋ݎ݉ ڄ ߪ௬ቇ 
Q. E. D. 
Durch Normierung der Filterübertragungsfunktion wird das Ergebnis nicht verändert.  
Um eine Vergleichbarkeit aller (analogen und digitalen) Signale herzustellen, werden 
alle Kurven auf die Maximalstelle von xmax normiert. Mit ݊݋ݎ݉଴ǡହ ൌ ௫೘ೌೣ௬೘ೌೣ erhält man den 
Skalierungsfaktor für y0,5(t) und damit die resultierende Kurve y0,5_n(t) (vgl. 
Abbildung 2.20). Wiederholt man die beschriebene Methode, basierend auf der stochas-
tischen Beschreibung des Messrauschens, kann man die WDF für das Signal vor der Fil-
terung und die normierte Autokorrelation für beide Fehlerfälle auftragen. Dies zeigt Ab-
bildung 2.23.  
 
Abbildung 2.23: WDF analoges System (blaue Kurve) und WDF des normierten digitalen Signals 
(rote Kurve) für beide Fehlerfälle. Um den aussagekräftigen Diagrammausschnitt darstellen zu 
können, wurden die normierten WDF in der Höhe begrenzt (abgeschnitten). Den Kurven liegen 
folgende Werte für die Varianz zugrunde: ࢂࢇ࢘࢞ ൌ ૡǡ ૜૟ כ ૚૙ି૟ und ࢂࢇ̴࢘࢟࢔ ൌ ૚ǡ ૜૝ כ ૚૙ିૢ. 
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Hier wird deutlich, dass die Wahrscheinlichkeitsdichtefunktionen der jeweiligen Signale 
direkt miteinander verglichen werden können. Die Varianz (Var), welche die Öffnung 
der Glockenkurve beschreibt, ist der einzige Parameter, der sich für jede WDF unter-
scheidet. Alle anderen Parameter wurden durch Normierung ausgeschlossen. Nach 
(2.36) kann für jeden Wert der jeweiligen Varianz die zugehörige Detektionswahr-
scheinlichkeit berechnet werden. Dabei gilt: Je kleiner der Wert von Var, desto größer ist 
die Detektionswahrscheinlichkeit. Der bei dieser Methode ermittelte Parameter Var 
(bzw. Varnorm) zeigt für jedes Messsignal direkt an, wie gut das Signal mittels Schwellen-
wertvergleich ausgewertet werden kann. Die normierte Varianz (Varnorm) kann direkt 
berechnet werden, indem Gleichung (2.35) in (2.40) eingesetzt wird. Durch Umstellen 
erhält man: 
 ܸܽݎ௡௢௠̴௜ ൌ ߪ௬̴௡̴௜ଶ ൌ ۉۇ݊݋ݎ݉௜ ڄ ߪ௫ ڄ ඩ෍݄௜ଶሺ݊ሻ
ே
௡ୀଵ یۊ
ଶ
 (2.41) 
In Kapitel 4 werden reale Systeme beschrieben, an die ein Filterset (Grundform, Länge) 
angepasst wurde. Für jedes Filterset werden die zugehörigen normierten Varianzen be-
stimmt. Im Verlauf der Entwicklung eines Filtersets für das jeweilige Detektionssystem 
wird Varnorm an mehreren Stellen eingesetzt um das Ergebnis zu validieren. Erstens kann 
bei der Wahl der Filtergrundform (vgl. Kapitel 2.4.5) überprüft werden, welche Übertra-
gungsfunktion das beste Resultat liefert. Zweitens eignen sich die Kurven von Varnorm 
über der Geschwindigkeit ideal für eine richtige Unterteilung des Geschwindigkeitsbe-
reichs des jeweiligen Systems (das genaue Vorgehen wird in Kapitel 4 beschrieben). 
Drittens zeigt der Vergleich mit der Autokorrelation (vgl. Abbildung 2.24) direkt an, wie 
weit das Ergebnis des jeweiligen Filtersets von der maximal möglichen Performance 
mittels Korrelationsfilterung abweicht. Ist die Abweichung in einem Teilabschnitt zu 
groß, kann (auf Kosten von Hardwareressourcen) die Filterform bzw. der Geschwindig-
keitsbereich genauer angepasst werden. Viertens kann die absolute Detektionswahr-
scheinlichkeit für jedes Partikel (mit QP und vP) für jedes System vorab berechnet wer-
den.  
Methode 2: Ansatz über SNR (Ermittlung der äquivalenten Rauschladung) 
Wohingegen beim stochastischen Ansatz (bei Methode 1) ein Performanceparameter 
hergeleitet wurde, der ein Maß für die Detektionswahrscheinlichkeit ist, soll mit dieser 
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Methode ein Parameter zur Verfügung gestellt werden, mit dem eine direkte Aussage 
über die Empfindlichkeit des Messsystems möglich ist. Hierzu wird eine passende Defi-
nition des Signal-zu-Rauschabstandes herangezogen. Für das vorgestellte Partikeldetek-
tionssystem, basierend auf Ladungsinfluenz, eignet sich die Definition der äquivalenten 
Rauschladung (ENC) am besten. Diese wird im Bereich der CSA Entwicklung (z. B. bei 
[Noulis et al., 2008] oder [Sansen et al., 1990]) ebenfalls verwendet.  
Der ENC-Wert gibt die Anzahl an Elementarladungen (e-) an, mit der ein Partikel geladen 
sein muss, damit das vorliegende System einen Messimpuls erzeugt, der sich vom Rau-
schen abhebt. Für den Fall des analogen Frontends beschreibt das Gleichung (2.42): 
 ܧܰܥ ൌ ݒ௥௠௦ߚ ڄ ݁ି (2.42) 
Mit anderen Worten kann man sagen: Ist ein Partikel mit einer Ladung von ܳ௉ ൌ ܧܰܥ ڄ݁ି geladen, erzeugt das Messsystem (Detektor-Frontend) einen Signalausschlag, dessen 
Amplitude dem Effektivwert der Rauschspannung (vrms) entspricht. Der ENC-Wert ent-
spricht der Detektionsgrenze.  
Für das Signal am Messpunkt MP_x des Partikeldetektionssystems kann für die Berech-
nung des ENC-Wertes direkt Gleichung (2.42) verwendet werden. Der Konversionsfak-
tor (ߚ) ist eine Konstante des analogen Frontends (vgl. Kapitel 2.2). Die Rauschspan-
nung kann beispielsweise über eine Messung an MP_x ermittelt werden.  
Im Folgenden wird diese Definition auf das Signal nach den Korrelationsfiltern y(t) über-
tragen (Messpunkt MP_y). Der Effektivwert der Rauschspannung entspricht der Stan-
dardabweichung (ݒ௥௠௦̴௬ ൌ ߪ௬). Diese wird nach Gleichung (2.32) berechnet. Der Kon-
versionsfaktor des digitalen Systems (ߚ஽ௌ௏) ist nach obiger Definition das Verhältnis der 
Ausgangsamplitude zur Eingangsladung: 
 ߚ஽ௌ௏̴௩ ൌݕ୫ୟ୶̴ ௩ܳ௉  (2.43) 
Einsetzen von (2.32) und (2.43) in (2.42) liefert den ENC-Wert für das digitale System:  
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 ܧܰܥ௬̴௩ ൌ ߪ௬̴௜ߚ஽ௌ௏̴௩ ڄ ݁ି (2.44) 
Sowohl für die Bestimmung von σy, als auch für die Bestimmung von ߚ஽ௌ௏ fließen (wie 
auch bei Methode 1) mehrere Parameter mit in die Rechnung ein. Dies sind die Abtastra-
te fs, Filterübertragungsfunktion hi (Form, Länge) und Partikelgeschwindigkeit vp.  
2.5.2 Systemperformance der analogen Baugruppen 
Wendet man die hergeleiteten Verfahren auf das analoge Messsystem an, erhält man die 
Empfindlichkeit der bisherigen ladungsinfluenzbasierten Partikelmessung, so wie sie 
zum Stand vor dieser Arbeit durchgeführt wurde.  
Die analoge Signalverarbeitung hat im Vergleich zur digitalen Signalverarbeitung nur 
wenige Einflussparameter. Daher lassen sich die Performanceparameter (Varnorm und 
ENC) einfach bestimmen. Die Varianz am Messpunkt MP_x kann direkt aus Tabelle 2 ab-
gelesen werden. Der ENC-Wert lässt sich direkt mit Gleichung (2.42) berechnen: 
ܧܰܥ௫ ൌ ݒ௥௠௦ሾሿߚ ቂቃ ڄ ݁ିሾሿ ൌ ඥܸܽݎ௫ሾଶሿߚ ቂቃ ڄ ݁ିሾሿ 
Die Varianz des Beispielsystems beträgt: ܸܽݎ௫ ൌ ͹ǡͻʹ ڄ ͳͲି଺ଶ und der Konversionsfak-
tor ߚ ൌ ͳͻȀ. Daraus folgt eine Empfindlichkeit von: ܧܰܥ௫ ൌ ͻͷͲ Elementarladun-
gen. Der ENC-Wert der Detektor-Frontend-Kombination ist konstant über dem komplet-
ten Partikelgeschwindigkeitsbereich.  
2.5.3 Systemperformance der digitalen Baugruppen 
Die Algorithmen zur digitalen Signalverarbeitung haben einen großen Einfluss auf die 
Empfindlichkeit des ladungsinfluenzbasierten Messsystems. Um das qualitativ zu bele-
gen, werden die Performanceparameter für das neue System berechnet, das im Zuge 
dieser Arbeit entwickelt wurde. Während die Empfindlichkeit des analogen Systems für 
alle Partikel (QP und vP) konstant ist, weisen die charakteristischen Werte der DSV eine 
Abhängigkeit über der Partikelgeschwindigkeit auf. Die in Kapitel 2.5.1 hergeleiteten 
Methoden zur Bestimmung von Varnorm und ENC müssen auf den kompletten Geschwin-
digkeitsbereich ausgeweitet werden. Zunächst folgt die Bestimmung von Varnorm.  
Um den maximalen Empfindlichkeitsgewinn der Korrelationsfilter zu bestimmen, wer-
den an dieser Stelle Autokorrelationsfilter verwendet. Um Varnorm für den kompletten 
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Geschwindigkeitsbereich zu berechnen, wird erneut die Kurvenschar von ݔ௩ሺݐሻ des Bei-
spielsystems (aus Kapitel 2.4.2) herangezogen. Damit lassen sich äquivalent zu obigem 
Vorgehen alle zugehörigen Werte von normi für Gleichung (2.41) ermitteln. 
Abbildung 2.24 zeigt die normierte Varianz für Autokorrelation über den Geschwindig-
keitsbereich des Beispielsystems am Messpunkt MP_y. Im Diagramm ist zudem der kon-
stante Wert von Varnorm am Messpunkt MP_x aufgetragen. Dies ermöglicht eine verglei-
chende Betrachtung beider Performanceparameter.  
 
Abbildung 2.24: Normierte Varianz über Geschwindigkeit für das Beispielsystem aus Kapitel 2.4.2. 
Vergleich von analogem Signal mit Autokorrelation. Detailansicht des unteren Geschwindigkeits-
bereichs bis 20 km/s.  
An dieser Stelle sei auf die logarithmische Skalierung der Ordinate hingewiesen. Der 
große Abstand beider Kurven verdeutlicht die enorme Verbesserung der Messempfind-
lichkeit durch das digitale System. Zudem zeigt der Vergleich der Kurvenverläufe, dass 
sich die Empfindlichkeit des analogen Systems (Varnorm_x) im Gegensatz zum digitalen 
(Varnorm_y) nicht über der Geschwindigkeit ändert.  
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Äquivalent zum obigen Vorgehen wird der ENC-Wert des Gesamtsystems mit DSV ermit-
telt. Dazu werden alle Kurven der Kurvenschar ݔ௩ሺݐሻ (vgl. Kapitel 2.4.2) autokorreliert. 
Für Gleichung (2.43) werden die Maximalstellen (ymax_v) aller resultierenden Signale be-
stimmt. Mit (2.32) und (2.43) eingesetzt in (2.44) erhält man den geschwindigkeitsab-
hängigen ENC-Wert für das digitale System mit Autokorrelation. Dieser wird in Abbil-
dung 2.25 zusammen mit dem konstanten ENC-Wert an MP_x geplottet.  
 
Abbildung 2.25: ENC (Equivalent Noise Charge) über Geschwindigkeit für das Beispielsystem aus 
Kapitel 2.4.2. Vergleich von analogem Signal mit Autokorrelation. 
2.5.4 Auswertung der Performanceanalyse 
In den vorangegangenen Kapiteln wurden zwei Methoden zur Verfügung gestellt, mit 
denen die Empfindlichkeit des Partikelmesssystems berechnet werden kann. Die Ver-
fahren sind sowohl für die bisherige analoge Signalverarbeitung gültig, als auch für das 
neue System mit DSV. Bei den Bewertungsverfahren wurde besonderer Wert darauf ge-
legt, dass die resultierenden Performanceparameter (Varnorm und ENC) ohne weitere 
Berechnungen direkt eine Aussage über die Messempfindlichkeit des jeweiligen Systems 
ermöglichen.  
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Im weiteren Verlauf der Arbeit (Kapitel 4) werden konkrete Partikeldetektionssysteme 
vorgestellt. Für jedes Messgerät wurde ein Set aus digitalen Filtern nach den beschrie-
benen Verfahren entwickelt. Mit den Performanceparametern wird eine Aussage getrof-
fen, wie gut die angepassten Filter korrelieren und ob die Vorgaben eingehalten werden. 
Die Performancekurven des angepassten Filtersets werden zwischen der analogen Kur-
ve und der Autokorrelation erwartet.  
Für das Beispielsystem aus Kapitel 2.4.2 wurde die Empfindlichkeit für die analoge Sig-
nalverarbeitung an MP_x bestimmt. Um die maximal mögliche Steigerung der Empfind-
lichkeit durch digitale Korrelationsfilteralgorithmen aufzuzeigen, wurde die Empfind-
lichkeit an MP_y für die Autokorrelation berechnet. Die Kurven für Varnorm und ENC sind 
in den Diagrammen in Abbildung 2.24 und Abbildung 2.25 gegenübergestellt. Für beide 
Performanceparameter gilt: Je kleiner der Wert, desto höher die Empfindlichkeit.  
Die Kurven zeigen, dass das analoge System über dem kompletten Geschwindigkeitsbe-
reich konstant ist. Das induzierte Rauschen des analogen Frontends determiniert an die-
ser Stelle im Wesentlichen die Empfindlichkeit. Dahingegen zeigen die digitalen Perfor-
manceverläufe eine Abhängigkeit von der Partikelgeschwindigkeit. Zusätzlich hängt 
Varnorm_y und ENCy von der Samplingrate und der Filterübertragungsfunktion (Form und 
Länge) ab. Da aufgrund der konstanten Samplingrate für langsame Partikel wesentlich 
mehr Samples in die Berechnung der Korrelation mit einfließen, wird das Ergebnis für 
diese immer genauer. Die Performancekurven wurden für das Beispielsystem (mit einer 
Abtastrate von 50 MHz) berechnet. Durch Erhöhung der Samplingrate kann die Emp-
findlichkeit weiter gesteigert werden. Den Einfluss von fs zeigt Abbildung 2.26: 
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Abbildung 2.26: Einfluss der Abtastrate auf die Empfindlichkeit nach digitaler Filterung.  
Ohne Korrelationsfilter ist die Partikeldetektionsschwelle beiܧܰܥ௫ ൌ ͻͷͲ Elektronen. 
Für Partikel mit einer Geschwindigkeit von ݒ௉ ൌ ʹͲͲ ୩୫ୱ  (entspricht der oberen Ge-
schwindigkeitsgrenze) nach Autokorrelation mit ݂ݏ ൌ ͷͲ ist die Empfindlichkeit 
bei ܧܰܥ௬̴ଶ଴଴ ൌ ͳ͵Ͳ Elektronen. Am unteren Geschwindigkeitsbereich sinkt die detek-
tierbare Ladung auf ܧܰܥ௬̴଴ǡହ ൌ ͳʹ Elektronen. Durch eine Steigerung der Abtastrate von 
50 auf 200 MHz ist es möglich die Empfindlichkeit sogar auf 6 Elektronen zu halbieren 
(sofern ߪ௫ ൌ ݇݋݊ݏݐǤ und AWGN am Frontend realisiert wird). Für das Beispielsystem 
kann die Empfindlichkeit mit den vorgestellten Algorithmen bis zu einem Faktor von ாே஼ೣாே஼೤̴బǡఱ ൌ ͹ͻ verbessert werden.  
Den Herleitungen der Performanceparameter Varnorm und ENC liegen unterschiedliche 
Ansätze zugrunde (Stochastik und Signal-zu-Rauschabstand). Varnorm zeigt die Detekti-
onswahrscheinlichkeit eines Partikels an und der Wert von ENC gibt die Empfindlichkeit 
in Elementarladungen an. Dennoch sind beide Werte ineinander überführbar. Nach 
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(2.35) kann der Verlauf von Varnorm_y in die Standardabweichung (ߪ௬) über der Ge-
schwindigkeit umgerechnet werden. Diese Kurve entspricht dem um den Faktor 
ாே஼ೣఙೣ  
skalierten Verlauf von ENCy.  
In vorangegangenen Unterkapiteln wurde die Behauptung aufgestellt, dass ein analoges 
Signal x(t), welches mit der Optimalfiltermethode aufbereitet wird, eine höhere Detekti-
onswahrscheinlichkeit besitzt, je höher dessen Signalenergie ist. Dies wird mit den nun 
bekannten Performanceparametern bewiesen. Dazu werden folgende Überlegungen 
angestellt: Die Autokorrelation liefert die höchste Detektionswahrscheinlichkeit. An dem 
Zeitpunkt an der Signal und Filter direkt übereinanderliegen tritt die Maximalstelle 
(ymax) am gefilterten Signal auf. Mit Gleichung (2.29) wird ymax berechnet. Bei der Auto-
korrelation sind Filter- und Signalform im Zeitbereich gleich, also gilt: ݄ܽ݇ሺ݊ሻ ൌ ݔሺ݊ሻ: 
 ݕ௠௔௫ ൌ ෍ݔଶሺ݇ሻே௞ୀ଴ ൌ ݕሺܰȀʹሻ ൌ ܧ௫ (2.45) 
N entspricht in diesem Fall der Pulsdauer des gefilterten Signals y(n). Bei der Autokorre-
lation tritt die Maximalstelle auf, sobald der Filter komplett über dem Eingangssignal-
liegt, also bei N/2. Der Vergleich der Berechnung von ymax mit der Definition der Sig-
nalenergie (2.12) zeigt, dass diese gleichzusetzen sind. Für die weitere Beweisführung 
bietet sich die Definition des ENC-Werts an und mit den Gleichungen (2.43) und (2.44) 
kann man schreiben: ܧܰܥ௬ ൌ ߪ௬ݕ௠௔௫ܳ௉ ڄ ݁ି 
Einsetzen von (2.32) und (2.45) liefert:  
ܧܰܥ௬ ൌ ߪ௫ ڄ ඥσ ݔଶே௞ୀ଴σ ݔଶே௞ୀ଴ ڄ ܳ௉݁ି 
Der Summenterm entspricht der Signalenergie des Eingangssignals. Somit vereinfacht 
sich die Gleichung zu: 
 ܧܰܥ௬ ൌ ߪ௫ ڄ ඥܧ௫ܧ௫ ڄ ܳ௉݁ି ൌ ߪ௫ ڄ ܳ௉ඥܧ௫ ڄ ݁ି (2.46) 
Q. E. D. 
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Anhand Gleichung (2.46) erkennt man, je größer die Signalenergie am Ausgang des ana-
logen Frontends bei gegebener Partikelladung ist, desto kleiner ist der korrespondie-
rende ENC-Wert nach DSV. Dies führt zu dem Fazit, dass bei Verwendung der Optimalfil-
termethode der Fokus nicht auf eine hohe Amplitude zu legen ist, sondern vielmehr auf 
eine hohe Signalenergie. Dies ist u. a. zu erreichen, indem die integrierenden Vorver-
stärker mit hoher Zeitkonstante ausgelegt, oder ADCs mit hoher Abtastrate eingesetzt 
werden.  
In diesem Kapitel wurde jedes Bauelement der Messkette des Partikeldetektionssystems 
im Detail beschrieben. Zudem wurden alle Parameter herausgestellt, die einen Einfluss 
auf die Empfindlichkeit des Messsystems haben. Zum Schluss wurden Performancepa-
rameter hergeleitet, die alle Einflussfaktoren aller Bauelemente miteinbeziehen. In Ta-
belle 4 sind alle der beschriebenen Auslegungsparameter zur Übersicht aufgelistet.  
Tabelle 4: Auflistung aller relevanten Parameter der gesamten Messkette.  
 
Parameter: Abgeleitet:   Performance:   
Detektor           
Dämpfung DDet  Ladungs- oder ݍ஽௘௧ሺݐሻ     
Kapazität CDet  Stromsignal ݅஽௘௧ሺݐሻ     
  
        
  
        
Frontend-
elektronik  
        
Eingangskapazität CGS Erwartungswert Ɋ௫      
Widerstand im 
Rückführkreis 
RF 
Standard-
abweichung 
ߪ௫  normierte Varianz des analogen Systems Varnorm_x 
Kapazität im Rück-
führkreis 
CF Signalenergie ܧ   
 
Bandbreite B 
Übertragungs-
verhalten 
ߚ௫, ܩ௫ሺ߱ሻ Empfindlichkeit ana-loges System ENCx 
  
      
 
  
      
 
DSV 
 
      
 
Abtastrate ADC fs       
 
Auflösung ADC Res 
Standard-
abweichung 
ߪ௬ normierte Varianz der digitalen Signal-
verarbeitung 
Varnorm_y 
Rauschen ADC ENOB       
 
Filterklasse Korrelation 
Übertragungs-
verhalten 
ߚ௬, ܩ௬ሺ߱ሻ Empfindlichkeit digi-tales System ENCy 
Filterübertragungs-
funktion 
h         
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Die Parameter des analogen Frontends sind bis auf Bauteilebene heruntergebrochen. 
[Noulis et al., 2008] und [Kelz, 2015] beschreiben die Verstärkerparameter auf Sub-
stratebene u. a. in Abhängigkeit der Gate-Fläche des Eingangstransistors und der ver-
wendeten Technologie. Da bei der Auslegung der Messkette von einer Verwendung ver-
fügbarer Verstärker-ICs ausgegangen wird, ist die Beschreibung auf Bauteilebene an 
dieser Stelle praktikabler.  
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3 Umsetzung des Triggersystems mit digitaler Signalverarbeitung 
Mit dem Triggersystem wird die digitale Signalverarbeitung der Messsignale der Detek-
tor-Frontend-Kombination durchgeführt (vgl. Abbildung 2.1). Im Wesentlichen werden 
zwei Aufgaben mit dem digitalen System umgesetzt:  
· Signalaufbereitung: Erhöhung der Messempfindlichkeit mittels digitaler Filte-
rung.  
· Triggerung: Automatische Partikelerkennung in Echtzeit und Prozesssteuerung.  
Abbildung 3.1 zeigt die Funktionsblöcke und Abfolgen mit denen diese beiden Signal-
verarbeitungsprozesse logisch umgesetzt werden können. Im Folgenden wird auf diese 
Umsetzung des Triggersystems im Gesamten eingegangen. Eine detaillierte Beschrei-
bung der einzelnen Blöcke findet im späteren Verlauf der vorliegenden Arbeit statt.  
Am Eingang werden die analogen Signale aller Detektoren digitalisiert. Sind beim jewei-
ligen Partikeldetektionssystem designbedingte Störungen in Form von DC-Offset oder 
überlagerten Frequenzen zu erwarten, so können diese zu Beginn der digitalen Signal-
verarbeitung kompensiert werden.  
Die digitalisierten Signale der ܭ א Գ Detektoren werden mit den in Kapitel 2.4 beschrie-
benen Filtern aufbereitet. An dieser Stelle sei der hohe Parallelisierungsgrad hervorge-
hoben. Um eine Echtzeitdetektion zu ermöglichen, müssen die Filter für jeden Ge-
schwindigkeitsteilbereich parallel auf jedes der K Detektorsignale angewandt werden. 
Besteht das Partikeldetektionssystem beispielsweise aus ܭ ൌ ͵ Detektorebenen und die 
gesamte Geschwindigkeitsspanne der Partikel wird mit ܰ ൌ ͻ Filtern abgedeckt, so er-
hält man ܭ ڄ ܰ ൌ ʹ͹ parallele digitale Filteroperationen nach Gleichung (2.29).  
Nach diesem Vorgang (digitale Filterung) ist die Aufgabe der Signalaufbereitung abge-
schlossen. Mit den darauffolgenden Funktionsblöcken wird die automatische Partikeler-
kennung und Prozesssteuerung durchgeführt. Mit der „Triggerung“ werden alle dieser ܭ ڄ ܰ digital gefilterten Signale yj_i(n) hinsichtlich bestimmter Pulsformen untersucht, 
die als Partikelevents gewertet werden. Durch Schwellenwertvergleich mit Hysterese 
(vgl. [Strack, 2013, S. 68]) wird der Zeitpunkt ermittelt, an dem sich das zu messende 
Teilchen im Detektor befindet. Anhand der Signale des (in Flugrichtung hintersten) De-
tektors K, dessen ladungssensitiver Bereich zuletzt vom Teilchen durchschritten wird, 
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löst die Logik des Funktionsblocks spezielle Triggerimpulse aus. Diese zeigen an, dass 
alle Daten des aktuellen Partikelevents vorliegen und ausgewertet werden können.  
 
Abbildung 3.1: Funktionsblöcke und Beschreibung der Logik des Triggersystems.  
Mit dem Funktionsblock „Partikelauswahl“ wird zunächst untersucht, ob die aktuell ge-
messenen Signalimpulse einem Partikelevent zugeordnet werden können. Weicht die 
zeitliche Abfolge der Messpulse zweier benachbarter Detektoren zu stark voneinander 
ab, muss die Messung verworfen werden. Befinden sich mehrere Partikel gleichzeitig im 
Messbereich der Detektoren, wird nur das Teilchen mit der höchsten Geschwindigkeit 
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ausgewertet. Da mit N Filtern parallel gemessen wird, muss zudem jener Filterkanal 
ausgewählt werden, der für den vorliegenden Geschwindigkeitsbereich angepasst wur-
de. Nach diesem Funktionsblock ist die Aufgabe der automatischen Partikeldetektion 
abgeschlossen und die gewonnenen Partikelinformationen können weiterverarbeitet 
werden.  
Die grün hinterlegten Parameter werden vom Experimentator vorgegeben. Aus diesen 
Steuervariablen und den Detektorsignalen werden die Partikelinformationen ermittelt 
(blau hinterlegt). Um diese Werte einzustellen bzw. die gewonnenen Partikeldaten zur 
weiteren wissenschaftlichen Analyse abzuspeichern, wird ein Bedieninterface benötigt.  
3.1 Hardware 
Die im vorangegangenen Kapitel beschriebene Problemstellung des Triggersystems lässt 
sich mit den in Abbildung 3.2 veranschaulichten Hardwarekomponenten realisieren.  
 
Abbildung 3.2: Hardware des Triggersystems. Zentrales Element ist das FPGA-Evaluation-Board. 
Die analogen Kanäle der Detektoren und Frontends werden mit mehrkanaliger ADC-Karte digitali-
siert. Mit dem Bedienterminal werden Steuerungsparameter eingestellt bzw. Messdaten empfan-
gen. Für Debug-Zwecke ist zusätzlich zur TCP/IP-Schnittstelle ein DAC (einkanalig) und eine seriel-
le Konsole implementiert.  
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Aufgrund des hohen Parallelisierungsgrades der arithmetischen und logischen Operati-
onen wird die Signalverarbeitung mit einem FPGA durchgeführt. Somit ist das zentrale 
Element des Triggersystems die FPGA-Platine, mit der die Funktionalität des FPGA-
Bausteins zur Verfügung gestellt wird. Dazu zählt beispielsweise das Beschreiben mit 
der Konfigurationsdatei, das Ansprechen der I/O-Ports, etc. Die analogen Signale wer-
den mit einer mehrkanaligen ADC-Karte abgetastet. Für das Bedieninterface wird ein PC 
mit grafischer Benutzeroberfläche (engl. Graphical User Interface, GUI) verwendet, mit 
dem über das TCP/IP-Protokoll Daten mit dem FPGA ausgetauscht werden können. Mit 
dieser Baugruppe werden zum einen die Steuerparameter des Triggersystems gesetzt 
und zum anderen die Partikeldaten empfangen und abgespeichert. Für die Implementie-
rung der Funktionsblöcke des Triggersystems werden entsprechende Debug-
Schnittstellen benötigt. Mit Hilfe dieser muss während des Entwicklungsprozesses die 
Funktion der jeweiligen Blöcke verifiziert werden. Für die weitere Prozesssteuerung 
werden Triggerpulse über I/O-Ports gesendet. Jeder Puls steht für eine bestimmte Posi-
tion entlang der Trajektorie des Partikels. Mit diesen sog. Ortspulsen wird die Trigge-
rung weiterer Bauelemente (Ablenkplatten, Oszilloskope, Anzeigeelemente, etc.) ermög-
licht. In den folgenden Unterkapiteln werden die Kriterien erörtert, die dem Auswahl-
prozess der verwendeten Hardwareelemente zugrunde liegen.  
3.1.1 FPGA-Board und Schnittstellen 
Das zentrale Element des Triggersystems ist das FPGA. Je nach Hersteller und FPGA 
wird dieser konfigurierbare Chip basierend auf dem Antifuse-, SRAM- oder Flash-Prinzip 
gefertigt. Jedes Funktionsprinzip weist spezielle Eigenschaften auf, welche z. B. von 
[Codinachs et al., 2009] und [Dittmar, 2009, S. 4 ff] zusammengestellt wurden. Die Ei-
genschaften werden im Folgenden diskutiert und hinsichtlich der Eignung für das Trig-
gersystem untersucht. Für die vorliegende Problemstellung werden unter Berücksichti-
gung des Einsatzes im All folgende Anforderungen gestellt: 
- Geringe Leistungsaufnahme,  
- hohe Strahlenhärte,  
- Wiederbeschreibbarkeit oder geringer Schaltungsaufwand,  
- Größe (Anzahl verfügbarer logischen Zellen),  
- ITAR 
- Verfügbarkeit und Support 
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FPGA-Chips basierend auf dem Antifuse-Verfahren sind nur einmal beschreibbar. Da 
sich der Entwicklungsstand des Triggersystems noch im experimentellen Status befin-
det, wird dieser FPGA-Typ zum aktuellen Stand nicht weiter verfolgt. Aufgrund der 
Strahlenhärte der Antifuse-FPGAs sind diese durchaus interessant für die spätere An-
wendung auf einem Satelliten. Zudem ist dieser FPGA-Typ nichtflüchtig, was sich durch 
einen reduzierten Beschaltungsaufwand bemerkbar macht.  
Die SRAM basierten FPGA-Chips sind wiederbeschreibbar und haben den niedrigsten 
Preis. Im Vergleich zu den anderen Bauformen hat dieser FPGA-Typ die größte Dichte an 
arithmetischen und logischen Elementen und bietet dadurch die höchste Rechenkapazi-
tät. Die Nachteile (hohe Leistungsaufnahme und hoher Beschaltungsaufwand aufgrund 
flüchtigen Konfigurationsspeichers) müssen für den Einsatz im All abgewogen werden. 
Bei stationären Anwendungen am Boden fallen diese Nachteile jedoch nicht ins Gewicht, 
was diesen FPGA-Typ ideal für Laboranwendungen macht.  
Flash-FPGAs sind nicht flüchtig, wiederbeschreibbar und haben eine vergleichsweise 
niedrige Leistungsaufnahme (vgl. Abbildung 3.3), was diese Bausteine für Anwendungen 
im Weltraum besonders interessant macht. Laut [Dittmar, 2009, S. 6] ist die Datenbasis 
zur Strahlenhärte noch äußerst gering. Somit muss im Schaltungsdesign zum aktuellen 
Stand der Technik für Redundanz gesorgt werden.  
 
Abbildung 3.3: Abschätzung der Leistungsaufnahme für die Grundfunktionalität des Triggersys-
tems. Links: Flash basierter FPGA (ProASIC3) mit dem Tool „Power Calculator“ von Microsemi. 
Rechts: SRAM basierter FPGA (Virtex6) mit dem Tool „XPower Analyzer“ von Xilinx.  
Damit für den Entwicklungsprozess des Triggersystems ausreichend Ressourcen zur 
Verfügung stehen, werden SRAM basierte FPGA-Bausteine für den Laborbetrieb einge-
setzt. Diese Chips werden von mehreren Herstellern angeboten. Für dieses Projekt wird 
ein FPGA der Fa. Xilinx verwendet, da diese eine sehr hohe Rechenkapazität besitzen. 
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Allerdings zeigt die Erfahrung, dass die Entwicklungsprogramme (engl. Toolchain), die 
zur Konfiguration der Xilinx-FPGAs benötigt werden vergleichsweise wenig ausgereift 
sind. Dies wirkt sich in Form von Fehlfunktionen der Firmware (engl. Bugs) oder Pro-
grammabstürzen (zum Teil ohne Fehlermeldung) aus. Zum Teil werden diese Bugs vom 
Hersteller beim nächsten Versionsupdate behoben. Anderenfalls muss, soweit möglich, 
die Problemstellung mit alternativen Funktionen gelöst werden, die keinen Bug aufwei-
sen (engl. Workaround). Für den Entwicklungsprozess der FPGA-Funktionen ist somit 
mehr Zeit einzuplanen.  
Aufgrund der geringen Leistungsaufnahme und der Wiederbeschreibbarkeit werden für 
den Flugbetrieb zum aktuellen Entwicklungsstand Flash-FPGAs vorgesehen (siehe Kapi-
tel 4.3). Aufgrund der Erfahrungen am Institut für Raumfahrtsysteme (IRS) mit diesem 
FPGA-Typen, werden Chips der Fa. Microsemi eingesetzt.  
Um Entwicklungszeit und Kosten einzusparen wird auf ein sog. Evaluationsboard zuge-
griffen, das von unterschiedlichen Herstellern angeboten wird. Dabei handelt es sich um 
eine Platine, mit der die Hauptfunktionalitäten der jeweiligen FPGAs zur Verfügung ge-
stellt werden und sämtliche Pins angeschlossen sind. Für den Entwicklungsprozess mit 
den SRAM basierten FPGAs werden die Platinen mit der Bezeichnung: ML605 (Fa. 
Xilinx), ZedBoard (Fa. Avnet) und ZC706 (Fa. Xilinx) eingesetzt. Beim Flash-FPGA steht am 
IRS das Evaluationsboard: ProAsicPLUS (Fa. Microsemi) zur Verfügung. Bei den folgenden 
Ausführungen wird (sofern nicht gesondert vermerkt) auf die Laborhardware (SRAM 
basierte FPGAs) eingegangen.  
Da für die Umsetzung des Triggersystems mehrere hochaufgelöste ADC-Kanäle eingele-
sen werden müssen (vgl. Abbildung 3.2), ist das Hauptauswahlkriterium der Evaluati-
onsboards die Anzahl der I/O-Pins, die über ein Steckersystem angesprochen werden 
können. Mit dem FMC-Standard (FPGA Mezzanine Card) wird ein spezielles Steckersys-
tem bereitgestellt, bei dem je nach Variante entweder 68 I/O-Pins (beim Low Pin Count, 
LPC) oder 160 I/O-Pins (beim High Pin Count, HPC) des FPGAs angeschlossen sind.  
Sowohl zur Steuerung (Eingabe der Steuerparameter vgl. Abbildung 3.1) als auch zum 
Datenhandling (Abspeichern der Messwerte) wird ein PC mit einem GUI basierten Cli-
ent-Programm verwendet (vgl. Kapitel 3.2). An die Schnittstelle zwischen FPGA-Board 
und PC werden hohe Anforderungen hinsichtlich Datenrate und Fehlerkorrektur ge-
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stellt. Je höher die Datenrate ist, desto höher ist die Partikelrate, die gemessen werden 
kann. Zudem ist während des Entwicklungsprozesses eine Datenschnittstelle vorzuse-
hen, mit der die Funktionsblöcke aus Abbildung 3.1 verifiziert werden können (Debug-
Schnittstelle). Die digitale Filterung, die mit dem Triggersystem zur Signalaufbereitung 
durchgeführt wird, ist umso genauer, desto höher die Abtastrate des ADC ist. Daher sind 
die Datenraten zwischen den einzelnen Funktionsblöcken sehr hoch. Um die Signale 
zwischen den Funktionsblöcken auslesen zu können, müssen mit der Debug-
Schnittstelle hohe Datenraten übertragen werden. Die Ethernet-Schnittstelle mit 
TCP/IP-Protokoll bietet eine hohe Datenrate mit bis zu 1000 Mb/s sowie einer sehr gu-
ten Fehlerkorrektur. Aus diesem Grund wird die Ethernet-Schnittstelle als Datenüber-
tragungspfad zwischen PC und FPGA gewählt. Um die Ethernet-Schnittstelle zu realisie-
ren, wird ein existierender TCP/IP-Stack verwendet. Auf der PC Seite werden die be-
triebssystemseitigen Funktionen verwendet. Auf der Seite des FPGA-Boards muss ein 
Prozessorsystem eingesetzt werden, um diese Funktionalität nutzen zu können.  
Mit einem Digital-zu-Analog-Wandler (DAC) und einer seriellen Schnittstelle sind bis-
lang zwei weitere Debug-Schnittstellen umgesetzt. Mit dem DAC werden im FPGA be-
rechnete Signalverläufe (z. B. digital gefiltertes Signal) ausgegeben und können mittels 
Oszilloskop ausgewertet werden. Mit der seriellen Schnittstelle werden Systemzustände 
auf einer Konsole ausgegeben.  
3.1.2 Mehrkanaliger ADC 
Für die Funktion des Triggersystems werden mehrere ADC-Kanäle benötigt (vgl. Abbil-
dung 3.1). Um Entwicklungszeit und Kosten zu sparen, wird eine kommerzielle Steck-
karte mit dem FMC-Standard zugekauft. Die Fa. 4DSP bietet verschiedene Modelle von 
ADC-Platinen mit den geforderten Spezifikationen an. Je nach Anzahl der benötigten Ka-
näle wurden unterschiedliche Karten der Baureihe FMC10x verwendet.  
Auf den FMC10x-Modulen sind zweikanalige ADC-Chips vom Typ ADS62P49 (Fa. Texas 
Instruments) verbaut. Für die Abtastung des analogen Signals mit dem ADC wird ein sehr 
genauer Takt (Samplingfrequenz) mit geringem Jitter benötigt. Dieser wird mit dem 
Clock-Chip vom Typ AD9510 der Fa. Analog Devices erzeugt, der ebenfalls auf der FMC-
Karte verbaut ist. Die so generierten digitalen Daten müssen mit speziellen FPGA-
Bausteinen (Primitiven) gepuffert werden, bevor man mit der weiteren Logik des Trig-
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gersystems darauf zugreifen kann. Das Einlesen der ADC-Signale mit dem FPGA wird in 
Kapitel 3.3.1 besprochen.  
3.1.3 Bedienterminal 
Als Bedienterminal wird ein handelsüblicher PC mit Ethernet-Anschluss verwendet, auf 
dem die GUI zur Steuerung des Triggersystems läuft. Die GUI wurde im Rahmen dieses 
Projekts in C++ programmiert und verwendet die Socket-Funktionen des Betriebssys-
tems. Um die Verwendung unterschiedlicher Systeme (Linux, MS Windows, macOS) vor-
zusehen, wurde auf eine systemübergreifende Programmierung (engl. Cross-plattform 
software development) Wert gelegt. Diese wurde mit der Entwicklungsumgebung Qt der 
Fa. The Qt Company realisiert.  
3.2 Software 
Für den Datentransfer zwischen GUI und FPGA mit der oben beschriebenen Hardware 
werden zwei Programme benötigt (vgl. Abbildung 3.4). Auf der Seite des Triggersystems 
wird auf dem Arm Core Prozessor ein Datenhandler gestartet. Dieser wird benötigt, um 
die per Ethernet empfangenen Daten zum FPGA zu transferieren bzw. die Daten vom 
FPGA per TCP/IP zum Bedienterminal zu schicken. In der Datenhandler-Software läuft 
ein TCP/IP Server, mit dem Anfragen von Client-Programmen bearbeitet werden.  
 
Abbildung 3.4: Übersicht der Softwareumsetzung zum Datentransfer zwischen Bedienterminal 
und FPGA.  
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Auf der PC Seite läuft die GUI „Triggersystem_Control“, welche einen integrierten Client 
besitzt. Mit diesem kann sich die GUI mit der IP-Adresse des Servers verbinden und Da-
ten austauschen.  
Das Triggersystem hat mehrere Steuerparameter und verschiedene Daten, die mit dem 
Bedienterminal ausgetauscht werden (vgl. Abbildung 3.1). Damit diese von der jeweili-
gen Empfängerseite korrekt ausgewertet werden können, wird vor jedem Befehl- bzw. 
Datensatz ein spezieller Header eingefügt, in dem sowohl die Art des Befehls als auch die 
Länge der Daten stehen. Der implementierte Befehlssatz ist im Anhang zu finden.  
3.3 Logikblöcke (FPGA-Firmware) 
Die Umsetzung der digitalen Signalverarbeitung des Triggersystems wird mit digitalen 
Grundelementen (Flip-Flop, Und-/Oder-/Nicht-Gatter, LUT, etc.) erreicht. Mit dem FPGA 
wird eine große Auswahl dieser Grundelemente bereitgestellt, die über eine Konfigura-
tionsdatei (Firmware) beliebig miteinander verknüpft werden können. Bei der FPGA-
basierten Hardwareentwicklung wird mit einer Hardwarebeschreibungssprache (engl. 
Hardware Description Language, HDL) ein Funktionsblock (Black Box) beschrieben. 
Dieser wird sowohl hinsichtlich seiner Funktion als auch von der Anzahl der Ein- und 
Ausgangssignale definiert. Bei der Beschreibung muss zusätzlich definiert werden, wel-
che Funktionen (echtzeit-) parallel nebeneinander laufen und welche Operationen se-
quentiell durchgeführt werden. Ein weiterer Aspekt, der definiert werden muss, ist, ob 
die Signale getaktet oder direkt bei Signaländerung weiterverarbeitet werden. Dies 
zeigt, dass die Verwendung einer Hardwarebeschreibungssprache eine umfangreiche 
Kenntnis über die FPGA-Hardware sowie der auftretenden Effekte in den Signalpfaden 
(wie z. B. Signalverzögerung, Jitter der Taktung) voraussetzt.  
Zudem gibt es höhere Programmiersprachen, mit denen sich komplexe Designs schnell 
umsetzen lassen. Beispiele für FPGAs der Fa. Xilinx sind: Handel C oder Vivado High-Level 
Synthesis. Bei den höheren Programmiersprachen ist meist keine Kenntnis über die 
FPGA-Hardware notwendig. Die gängigen Software-Werkzeuge sind entweder herstel-
lerspezifisch oder unterstützen keine neuen FPGA-Bausteine. Laut der Diskussion in 
Kapitel 3.1.1 werden für die verschiedenen Anwendungsbereiche des Triggersystems 
FPGA-Chips unterschiedlicher Bauart (und Hersteller) eingesetzt. Aus diesem Grund 
wird bei diesem Projekt bei der Hardwareentwicklung auf die Verwendung höherer 
Programmiersprachen verzichtet. Bei den allgemeinen Hardwarebeschreibungsspra-
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chen haben sich in Industrie und Forschung hauptsächlich Verilog und VHDL durchge-
setzt. Um Synergieeffekte mit anderen Forschergruppen des IRS zu erhalten, fällt die 
Wahl auf VHDL.  
Um aus dem VHDL-Programm eine Konfigurationsdatei für den FPGA zu bekommen, 
müssen verschiedene Prozesse durchgeführt werden. Diese werden mit einer Reihe von 
Herstellertools (Toolchain) abgearbeitet. Die Abfolge zeigt Abbildung 3.5.  
 
Abbildung 3.5: Umsetzung der Logikblöcke. Prozess von Hardwarebeschreibung zur Konfigurati-
onsdatei des FPGA.  
Mit der allgemeinen Hardwarebeschreibungssprache werden die benötigten Logikblö-
cke beschrieben und miteinander verknüpft. Diese VHDL-Programme werden dann mit 
den jeweiligen Herstellertools synthetisiert. Synthese bedeutet in diesem Zusammen-
hang die Realisierung der beschriebenen Funktion mit digitalen Grundelementen, die 
das FPGA zur Verfügung stellt. Im nächsten Schritt werden mit den Herstellerprogram-
men konkrete Primitive ausgewählt und entsprechend des Syntheseschaltplans mitei-
nander verbunden. Hierbei werden mittels spezieller Algorithmen ideale Pfade gewählt, 
sodass die Signallaufzeiten vorgegebene Grenzen nicht überschreiten. Zwischen den in 
Abbildung 3.5 gezeigten Prozessschritten muss vom Entwickler überprüft werden, ob 
die gewünschte Funktion und Signallaufzeiten (Timing) wie spezifiziert durch die Ent-
wicklungstools umgesetzt wurden. Ist die Funktion nach dem Prozess der Hard-
wareimplementierung korrekt, wird die Konfigurationsdatei für das gewählte FPGA ge-
schrieben.  
In den folgenden Unterkapiteln werden die einzelnen Funktionsblöcke zur Realisierung 
des Triggersystems (vgl. Abbildung 3.1) beschrieben.  
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3.3.1 ADC Hardwareimplementierung 
Die Signale der analogen Frontends werden mit den ADCs digitalisiert und in Form von 
binär dargestellten Zahlen gepuffert. Bevor die einzelnen Bits der Abtastwerte von den 
FPGA-Logikbaugruppen eingelesen und als Zahlen interpretiert werden können, müssen 
die Chips der ADC-Karte konfiguriert werden. Abbildung 3.6 zeigt die Beschaltung der 
einzelnen Chips, sowie die Generierung der digitalen Daten mit internen FPGA- Baustei-
nen (Primitiven).  
 
Abbildung 3.6: Blockschaltbild der ADC Implementierung. Die Grafik zeigt die Anschlüsse des 
Clock-ICs (AD9510) und des ADC-ICs (ADS62P49) an die Eingänge des FPGAs über die Pins des 
FMC-Steckers. Die Spezifikationen sind den Bauteil-Datenblättern zu entnehmen. Mit speziellen 
FPGA-Primitiven werden die Signale gepuffert bzw. kontrolliert.  
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Mittels vier Leitungen (SCLK, SDIO, SDO, CSB) wird der interne Konfigurationsspeicher 
des Clock-Chips mit einem seriellen Datenstrom beschrieben [AD, 2013]. Hier werden 
Parameter gesetzt, mit denen das Spannungslevel der Ausgänge, Samplingfrequenz, 
Taktreferenz, etc. eingestellt wird. Der Konfigurationsvorgang wird mit der FPGA-Logik 
(„Konfigurator“) durchgeführt. In der Logik des Konfigurator-Elements sind die Konfigu-
rationsparameter des Clock-Chips gespeichert. Beim Start des Triggersystems wird der 
AD9510 seriell mit diesen Inhalten beschrieben.  
Der vorliegende ADC-Chip löst das analoge Signal mit 14-Bit auf. Um die Anzahl der be-
nötigten Leitungen und I/O-Pins zu reduzieren, werden die Daten mit doppelter Daten-
rate (DDR) ausgegeben. Pro Takt werden über eine (differentielle) Leitung 2 Bit über-
tragen. Somit wird die Anzahl der benötigten I/O-Pins halbiert. Mit der FPGA-Logik 
muss dieses DDR-Signal mit speziellen Primitiven eingelesen und in eine einfache Da-
tenrate (engl. Single Data Rate, SDR) umgewandelt werden, damit es mit den nachfol-
genden Funktionsblöcken des Triggersystems richtig interpretiert werden kann. Durch 
verschiedene Laufzeiten bedingt durch unterschiedliche Leiterbahnlängen auf der ADC-
Platine und dem Routen der FPGA-Logik kann ein Versatz zwischen den Datenbits und 
dem Takt am Ausgang auftreten. Durch den Einsatz von Delay-Bausteine kann dieser 
störende Effekt kompensiert werden, indem die entsprechenden Datenbits um den 
Bruchteil eines Takts verzögert werden.  
3.3.2 Signalkorrektur 
Mit diesem Funktionsblock werden Störungen kompensiert, die sich an der Stelle nach 
den ADCs auf dem digitalisierten Signal befinden. Hier gibt es hauptsächlich zwei Arten 
von Störungen. Eine ist das DC-Offset, welches durch Bauteiltoleranzen bzw. durch das 
Schaltungsdesign der vorangehenden Schaltungen (CSA und ADC) verursacht wird. Die 
andere Störung sind überlagerte Sinuswellen mit unterschiedlicher Intensität je Fre-
quenz, die entweder durch das Versorgungsnetz oder durch elektromagnetische Strah-
lung eingekoppelt werden können. Diese können als Rauschen betrachtet werden.  
Das Rauschen kann durch bandbegrenzende Filter reduziert werden. Da die anschlie-
ßende Korrelationsfilterung ebenfalls eine Bandbegrenzung bewirkt, wird an dieser 
Stelle auf eine Vorfilterung des Rauschens verzichtet.  
Das DC-Offset kann prinzipiell auf zwei Arten kompensiert werden: 
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1. Das Offset wird zu einem Zeitpunkt bestimmt. Dieser konstante Wert wird stän-
dig vom Signal abgezogen.  
2. Das Offset wird ständig über mehrere Punkte gemittelt. Der Mittelwert wird vom 
Signal abgezogen.  
Sollte sich das Offset (bedingt durch Wärmeentwicklung bzw. Entladung von Akkus bei 
der Spannungsversorgung) im Verlaufe der Messung ändern, wird das nicht durch die 
erste Möglichkeit erfasst. Bei der zweiten Variante wird diese Änderung mitberücksich-
tigt. Der Nachteil hier ist allerdings, dass auch Nutzsignalanteile und nicht nur Offset-
Werte bei der Mittelung mit einfließen. Diese Variante wirkt wie ein HP, der das Nutz-
signal ebenfalls beeinflusst. Aus diesem Grund ist zum aktuellen Stand Variante 1 umge-
setzt.  
3.3.3 Digitale Filterung 
Mit diesem Funktionsblock werden die digitalisierten Detektorsignale xj(n) aufbereitet, 
um das SNR zu erhöhen. Dazu wird die in Kapitel 2.4 hergeleitete Optimalfiltermethode 
implementiert. Diese folgt Gleichung (2.29). Da aus den oben genannten Gründen meh-
rere Filter parallel zum Einsatz kommen, liegen am Ausgang des Blocks mehrere gefil-
terte Signale vor, die ausgewertet werden müssen. Zu jedem Filter gehört ein Ausgangs-
signal y(n). Abbildung 3.7 zeigt schematisch die zeitparallele Berechnung der resultie-
renden Ausgangssignale ݕ௝௜ሺ݊ሻ der kaskadierten Detektorkanäle.  
 
Abbildung 3.7: Schematische Darstellung der parallelen Filterung der K Signale der Detektor-
kaskade. Im Detailausschnitt ist die mehrfach parallele Filterung jedes Detektorsignals mit dem 
angepassten Filterset dargestellt. Formel (2.29) ist die mathematische Vorschrift zur Berechnung 
der digitalen Filterung.  
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Mit jedem Takt der Abtastrate wird ein neuer Signalwert xi(n) erzeugt. Die Filterlogik 
wird so ausgelegt, dass mit jedem Takt die neuen Werte für die Filterausgangssignale 
yji(n) berechnet werden. Dies wird dadurch erreicht, indem die verwendeten Arithme-
tik- und Logikelemente in Reihe so zusammengeschaltet werden, sodass der Ausgangs-
wert des einen Elements dem Eingangswert des Nachfolgenden entspricht („Pipeli-
ning“).  
Die Datenrate, mit der jeder Eingang des Funktionsblocks gespeist wird, entspricht der 
eingestellten Abtastrate an den ADCs multipliziert mit der Bittiefe der Zahlenwerte. Für 
das Beispielsystem aus Kapitel 2.4.2 (mit Res = 12 bit, fs = 50 MHz) erhält man eine Da-
tenrate von 600 Mbit/s je Detektorkanal. Durch die parallele Korrelation mit mehreren 
digitalen Filtern fällt die Datenrate am Ausgang des Blocks wesentlich höher aus. Die 
Signale werden hier nicht nur vervielfältigt, sondern auch hinsichtlich der Bittiefe ver-
größert. Je nach Länge Ni der eingesetzten digitalen Filter vergrößert sich die Bittiefe 
des jeweiligen Ausgangssignals yji(n) zuܴ݁ݏ௬ሺ݅ሻ ൌ ݈݋݃ʹሺ ௜ܰ ڄ ܴ݁ݏሻ. Um eine Größenord-
nung zu nennen, sei hier auf ein konkretes System aus Kapitel 4.1 verwiesen. Die 
Particle Selection Unit (PSU) in der vorgestellten Ausbaustufe hat am Ausgang des Funk-
tionsblocks (vgl. Abbildung 3.7) eine Datenrate von 35,55 Gbit/s (intern des FPGA-
Chips).  
Bei den Anwendungen, die in Kapitel 4 beschrieben werden, sind zum aktuellen Stand 
ausschließlich Optimalfilter, bestehend aus zusammengesetzten Rechteckformen einge-
setzt. Die Gründe dafür wurden in Kapitel 2.4.5 erörtert. Deshalb wird in diesem Ab-
schnitt im Speziellen auf die ressourceneffiziente Umsetzung der Korrelation mit recht-
eckförmiger Übertragungsfunktion (im Zeitbereich) eingegangen. Um die Rechnung wei-
testgehend zu vereinfachen, werden die Amplituden der Rechteckfilter auf den Wert 1 
gesetzt. Somit wird x(n) bei der Filterung lediglich mit 1, 0 oder -1 multipliziert. Dies 
kann im FPGA einfach mittels Logik umgesetzt werden. Somit müssen keine Hardware-
multiplizierer (wie z. B. der DSP48E1-Baustein) angesprochen werden. Dies ist vor allem 
vorteilhaft, wenn die Firmware auf unterschiedlichen FPGA-Typen betrieben wird, da 
nicht jeder Chip diese Multiplizierer besitzt. Weitere Vorteile sind eine niedrigere Leis-
tungsaufnahme sowie ein geringerer Programmieraufwand. Abbildung 3.8 zeigt grafisch 
die Faltungsoperation mit den zwei Filtergrundformen (Rechteck und doppeltes Recht-
eck).  
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Abbildung 3.8: Grafische Veranschaulichung der Korrelation. Links: mit Rechteckfilter. Rechts: mit 
doppeltem Rechteckfilter.  
Rechteckfilter: Bei der Verwendung von Rechteckfiltern lässt sich die Summe aus Glei-
chung (2.29) stark vereinfachen, indem die grafische Betrachtung der Faltungsoperation 
herangezogen wird. Sei N die Länge des eingesetzten digitalen Filters, dann liegen bei 
jedem Takt die neuesten N abgetasteten Signalwerte über der Filterkurve. Aufgrund der 
gewählten Amplitude (von 1) des Rechteckfilters werden diese N Signalwerte mit 1 mul-
tipliziert. Alle weiteren Signalwerte fallen weg (werden mit 0 multipliziert).  
Die Summe der N Multiplikationen entspricht dem gefilterten Signal y(n). Damit nicht 
bei jedem Takt die Summe über die komplette Filterlänge für y(n) berechnet werden 
muss, wird das arithmetische Konstrukt weiter vereinfacht. Hierbei wird nur der neues-
te Signalwert x0 auf das Filterergebnis aufaddiert und der älteste xN abgezogen. Dazu 
müssen ständig die neuesten N-Werte von x(n) vorgehalten werden. Aus diesen Überle-
gungen leitet sich Gleichung (3.1) ab.  
 ݕ௥௘ሺ݊ሻ ൌ ݕ௥௘ሺ݊ െ ͳሻ ൅ ݔ଴ െ ݔே (3.1) 
Die Gleichung zeigt, dass bei der digitalen Filterung mit einfachen Rechteckgrundformen 
keine Multiplikation in der Hardware durchgeführt werden muss. Für diese Operation 
werden im FPGA lediglich LUTs benötigt, mit denen die zweifache Addition umgesetzt 
wird, sowie ein Speicher, der N Signalwerte von x(n) fasst.  
Doppelte Rechteckfilter: Auch diese Operation lässt sich stark vereinfachen. Jedoch ist 
die grafische Interpretation komplexer als bei den Rechteckfiltern (vgl. Abbildung 3.8, 
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rechts). Aus diesem Grund wird die Vereinfachung mathematisch hergeleitet. Die Filter-
kurve lässt sich folgendermaßen beschreiben: 
݄ௗ௥௘ሺ݊ሻ ൌ ൝ ͳǡ ݂òݎͲ ൑ ݊ ൏ ܰെͳǡ ݂òݎܰ ൑ ݊ ൏ ʹ ڄ ܰͲǡ ݏ݋݊ݏݐ  
Setzt man dies in Gleichung (2.29) ein, können die Summen abschnittsweise wie folgt 
beschrieben werden: 
ݕௗ௥௘ ൌ ෍ Ͳ ڄ ݔሺ݊ ൅ ݇ሻିଵ௞ୀିஶ ൅ ෍ ݔሺ݊ ൅ ݇ሻேିଵ௞ୀ଴ ൅ ෍ െݔሺ݊ ൅ ݇ሻଶڄேିଵே ൅෍Ͳ ڄ ݔሺ݊ ൅ ݇ሻஶଶڄே  
Die äußeren Abschnitte fallen weg, da hier der Filter den Wert 0 hat. Es bleiben also 
zwei Summen (S1 und S2) für die gilt: 
 ݕௗ௥௘ ൌ ܵଵ ൅ ܵଶ (3.2) 
Mit: 
ܵଵሺ݊ሻ ൌ ෍ ݔሺ݊ ൅ ݇ሻேିଵ௞ୀ଴ ൌ ݔሺ݊ሻ ൅ ݔሺ݊ ൅ ͳሻ ൅ ڮ൅ ݔሺ݊ ൅ ܰ െ ͳሻ 
ܵଶሺ݊ሻ ൌ ෍ െݔሺ݊ ൅ ݇ሻଶڄேିଵே ൌ െݔሺ݊ ൅ ܰሻ െ ݔሺ݊ ൅ ܰ ൅ ͳሻ െڮെ ݔሺ݊ ൅ ʹ ڄ ܰ െ ͳሻ 
Damit die Summen nicht bei jedem Takt erneut über gleiche Bereiche gebildet werden 
müssen, wird der letzte Wert des gefilterten Signals y(n-1) abgespeichert. Für diesen 
gilt: 
 ݕௗ௥௘ሺ݊ െ ͳሻ ൌ ܵଵሺ݊ െ ͳሻ ൅ ܵଶሺ݊ െ ͳሻ (3.3) 
Es lässt sich leicht zeigen, dass gilt: 
 
ܵଵሺ݊ሻ ൌ ܵଵሺ݊ െ ͳሻ ൅ ݔሺ݊ሻ െ ݔሺ݊ ൅ ܰሻ ܵଶሺ݊ሻ ൌ ܵଶሺ݊ െ ͳሻ െ ݔሺ݊ ൅ ܰሻ ൅ ݔሺ݊ ൅ ʹ ڄ ܰሻ (3.4) 
Durch einsetzen von (3.4) in (3.2) erhält man für die Korrelation: ݕௗ௥௘ሺ݊ሻ ൌ ܵଵሺ݊ െ ͳሻ ൅ ܵଶሺ݊ െ ͳሻ ൅ ݔሺ݊ሻ െ ʹ ڄ ݔሺ݊ ൅ ܰሻ ൅ ݔሺ݊ ൅ ʹ ڄ ܰሻ 
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Mit (3.3) lässt sich die Korrelation vereinfacht ausdrücken und man erhält 
Gleichung (3.5): 
 ݕௗ௥௘ሺ݊ሻ ൌ ݕௗ௥௘ሺ݊ െ ͳሻ ൅ ݔሺ݊ሻ െ ʹ ڄ ݔሺ݊ ൅ ܰሻ ൅ ݔሺ݊ ൅ ʹ ڄ ܰሻ (3.5) 
Dies zeigt, dass sich die Korrelation mit einem doppelten Rechteckfilter einfach mit dem 
vorherigen Wert der Korrelation ydre(n-1) und drei Additionen implementieren lässt. Die 
Multiplikation mit 2 eines binären Speichers lässt sich ressourceneffizient durchführen, 
indem der Speicherinhalt um eine Stelle nach Links geschoben („geshifted“) wird. Für 
die Operation wird ein Speicher benötigt, mit dem die letzten ʹ ڄ ܰ Signalwerte des De-
tektorsignals x(n) gespeichert werden können.  
3.3.4 Automatische Pulserkennung und Trigger 
Mit diesem Funktionsblock wird der Datenstrom der gefilterten Signale yji(n) des vor-
hergehenden Blocks ausgewertet. Die konkrete Aufgabenstellung ist es, die Nutzsig-
nalanteile, die aufgrund eines Partikelevents enthalten sind, automatisch zu erkennen. 
Zudem werden bei festgestellter Detektion Triggersignale erzeugt, mit denen bestimmte 
Zustände Signalisiert werden. Es werden beispielsweise Trigger ausgelöst, sobald das 
Teilchen einen Detektor verlässt. Damit wird der weiteren Signalverarbeitung signali-
siert, dass die Messung am jeweiligen Detektor abgeschlossen ist und die vorliegenden 
Daten ausgewertet werden können. In Abbildung 3.9 wird die Funktion veranschaulicht.  
 
Abbildung 3.9: Funktion des Logikblocks zur automatischen Signalauswertung und Triggerung. 
Implementierte Funktionen sind: Schwellenwertvergleich, auslösen von Triggern und abspeichern 
von Daten des Partikelevents.  
Am Eingang dieses Funktionsblocks werden die Signale yji(n) angeschlossen. Auch hier 
muss das Pipeline-Verfahren eingesetzt werden, um eine instantane Auswertung zu rea-
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lisieren. Das bedeutet, dass bei jedem Takt neue Daten hinzukommen, die bei der Aus-
wertung miteinbezogen werden.  
Alle gefilterten Signale werden parallel auf Nutzsignalanteile überprüft. Für diese Auf-
gabe werden bei der Signalverarbeitung je nach Anforderung mehrere Verfahren prakti-
ziert. Bei der Medizintechnik wird oftmals ein Verfahren eingesetzt, bei dem Flanken im 
Signal gesucht werden. Dabei wird die mittlere Steigung von mehreren aufeinanderfol-
genden Datenpunkten ermittelt. Aufgrund der geforderten Reaktionszeit bei der in-situ 
Detektion wird die Amplitude im Signal dieser Anwendung mittels Schwellenwerten 
ermittelt. Eine detaillierte Diskussion und Beschreibung dieses Verfahrens ist in der Ar-
beit [Strack, 2013, S. 64 ff] zu finden.  
Der Vorgang des Schwellenwertvergleichs zeigt obige Abbildung. Wird ein Schwellen-
wertdurchgang des auszuwertenden Signals yji(n) festgestellt, werden Triggersignale 
ausgelöst. Jedem Trigger kann eine Aktion zugeordnet werden, die von weiteren Logik- 
elementen ausgeführt wird. Mit diesem Prinzip werden die Maximalstellen (ymax_ji) aller 
Signale ermittelt und abgespeichert. Für die spätere Auswertung des Partikelevents 
werden alle Zeitpunkte beim Auftreten der Trigger abgespeichert und in Tabellen („Ti-
metables“) gespeichert.  
Beim Detektorkanal K, den das Teilchen zuletzt passiert, werden spezielle Trigger ausge-
löst (TSIG_i). Diese signalisieren den nachfolgenden Logikblöcken, dass alle benötigten 
Daten des aktuellen Partikelevents zur Auswertung vorliegen.  
3.3.5 Auswertung der Messdaten 
Beim Auftreten eines Partikelevents werden mit diesem Funktionsblock die korrespon-
dierenden Daten ausgewertet und entschieden, ob es sich bei der Messung um ein gülti-
ges bzw. auswertbares Teilchen handelt. Da aufgrund der o. g. Überlegungen mit mehre-
ren digitalen Filtern parallel gemessen wird, liegen. u. U. die Datensätze eines Partikele-
vents von mehreren Filterkanälen vor. Daher muss jener Kanal identifiziert werden, bei 
dem das genaueste Ergebnis erwartet wird. Dessen Datensatz wird zur Auswertung her-
angezogen und die anderen verworfen. Abbildung 3.10 zeigt die Funktion und die Abfol-
ge der Entscheidungen bis hin zur Partikelauswahl.  
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Abbildung 3.10: Funktion des Logikblocks zur Auswertung der Messdaten.  
Die N Triggersignale (TSIG_i) des in Partikelflugrichtung letzten Detektors werden am 
Eingang des Funktionsblocks angeschlossen. Mit diesen wird signalisiert, dass ein Parti-
kelevent stattgefunden hat und alle Daten zur Auswahl bereitstehen. Zunächst wird für 
jeden Filterkanal, bei dem TSIG ausgelöst wurde geprüft, ob es sich bei den vorliegenden 
Daten um ein Partikel handelt, dass sich auf koaxialem Weg durch die Messeinrichtung 
befindet oder ob TSIG aufgrund von Störungen ausgelöst wurde. Konkret wird aus den 
Daten folgendes ermittelt: 
1) Flugzeiten zwischen den Detektoren DtDet_i_jk (vgl. Diagramm in Abbildung 3.10). 
Daraus lässt sich ableiten, ob die Flugbahn nicht gestört und ob sie geradlinig 
durch die Messeinrichtung ist.  
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2) Partikelgeschwindigkeit. Diese dient als Parameter bei der Entscheidungsfindung 
des korrekten Filterkanals.  
3) Ermitteln des SNR des getriggerten Filterkanals, sowie das SNR der benachbarten 
Kanäle. Diese Parameter werden zur Entscheidungsfindung des korrekten Filter-
kanals herangezogen.  
Zu 1): Im oberen Pfad (vgl. Abbildung 3.10) wird überprüft, ob das zu detektierende 
Teilchen sich geradlinig durch die Messeinrichtung bewegt. Dazu werden die Zeiten er-
mittelt, die das Teilchen zwischen den jeweiligen Detektoren verweilt. Diese Zeit wird 
mit DtDet_i_jk bezeichnet. Dabei entspricht Index i wieder der Messung des Filterkanals 
und mit Index j wird der Detektor in der Kaskade hochgezählt. Da hier die Indizierung 
die Bereiche zwischen den Signalen benennt, wird j nur bis K-1 hochgezählt (vgl. Detail 
in obiger Abbildung). K entspricht der Anzahl der Detektoren in der Kaskade.  
Um festzustellen, ob alle DtDet eines Filterkanals die gleiche Größenordnung aufweisen, 
sind im System Werte für die maximal zulässige Abweichung hinterlegt, die im Dia-
gramm mit abwi bezeichnet sind. Ist die Abweichung aller Verweildauern (DtDet) zwi-
schen den Detektoren im zugelassenen Rahmen, wird die Flugbahn des Teilchens für in 
Ordnung befunden. Ansonsten wird das Messereignis verworfen.  
Zu 2): Im mittleren Pfad (vgl. Abbildung 3.10) wird die Teilchengeschwindigkeit ermit-
telt und damit eine Vorauswahl getroffen, welche Filterkanäle in Frage kommen. Das 
Triggersystem hat einen Geschwindigkeitsbereich in dem die zu messenden Teilchen 
vorkommen, der je nach Problemstellung unterschiedlich breit ist. Bei der Auslegung 
der DSV wird jeder Filter so ausgelegt, dass dieser in einem Teilbereich optimal arbeitet. 
Die Geschwindigkeitsgrenzen der Teilbereiche ergeben sich bei dem vorgestellten Ver-
fahren zur Filterauslegung nach Kapitel 2.5.1. Diese Grenzen werden in der Firmware 
hinterlegt und sind in obiger Abbildung mit limu bzw. limo bezeichnet. Wenn: ݈݅݉௨̴௜ ൑ݒ௜ ൏ ݈݅݉௢̴௜ , dann wird Filterkanal i als wahrscheinlich eingestuft. Eine eindeu-
tige Identifizierung kann so allerdings nicht realisiert werden, da die Messungen jedes 
Kanals unabhängig voneinander sind. So kann es vor allem in den Randbereichen (nahe 
limu bzw. limo) vorkommen, dass aufgrund von Ungenauigkeiten bei der Bestimmung 
von vi aufgrund Clockjitter zwei Kanäle Geschwindigkeiten ermitteln, die in unterschied-
liche Geschwindigkeitsabschnitte fallen. Somit wäre kein eindeutiges Ergebnis ermittelt. 
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Aus dem Grund wird ein weiterer Parameter zur eindeutigen Entscheidungsfindung mit 
herangezogen, der bei Punkt 3) beschrieben wird.  
Abgesehen von der Kanalvorauswahl wird mit den Geschwindigkeitsgrenzen noch ein 
weiterer Aspekt verfolgt. Wird das Triggersystem an einer Messeinrichtung verwendet, 
bei der nach der Detektion weiter auf das Teilchen eingewirkt wird, besteht die Anfor-
derung an eine in-situ Detektion. Ein Beispiel wäre das Aussortieren mittels Ablenkplat-
ten nahe den Detektoren. An dieser Stelle müssen die Filterlaufzeiten der einzelnen Ka-
näle mit berücksichtigt werden. Durch limitieren der oberen Grenzen (limo_i) lässt sich 
einstellen, wie weit das schnellste Teilchen eines Filterbereichs im Strahlrohr fliegt, bis 
eine sichere Detektion gewährleistet ist.  
Zu 3): Im unteren Pfad (vgl. Abbildung 3.10) wird das SNR der Messung zur Kanalaus-
wahl mit herangezogen. Bei dem in Kapitel 2.5.1 beschriebenen Verfahren zur Filteraus-
legung, wurde mittels der CSA-Übertragungsfunktion und der Filterkurve der Parameter 
Varnorm über der Geschwindigkeit hergeleitet. Varnorm kann als skalierte Kehrfunktion 
des SNR interpretiert werden. Mit Gleichung (2.41) kann somit bei jedem Partikelevent 
ein Wert ermittelt werden, der eine Aussage zum SNR ermöglicht. Durch skalieren mit 
dem Maximalwert ymax der Messung erhält man mit Gleichung (2.41): 
ܸܽݎ௡௢௥௠̴௜ ൌ ߪ௫ଶݕ୫ୟ୶̴ ௜ଶ ڄ ෍ ݄ሺ݊ሻଶே௡ୀ଴  
Umformen liefert folgendes Konstrukt: 
 ඨ ͳܸܽݎ௡௢௥௠̴௜ ൌ ݕ୫ୟ୶̴ ௜ ڄ ඨ ͳߪ௫ଶ ڄ σ ݄ሺ݊ሻଶே௡ୀ଴  (3.6) 
Die Variablen der Wurzel auf der rechten Seite sind vor der Messung bekannt. σx ist für 
alle Filterkanäle konstant und skaliert deshalb lediglich das Ergebnis. Die Summe über 
der Filterübertragungsfunktion h ist eine kanalspezifische Konstante. Der Wert der rech-
ten Wurzel kann also direkt berechnet und in der Firmware im FPGA hinterlegt werden. 
Der Wert der rechten Wurzel dient als filterspezifischer Gewichtungsfaktor des Mess-
wertes ymax und wird im Folgenden mit G bezeichnet. Durch Multiplikation (Gewichtung) 
der gemessenen Maximalstelle wird der Wert der linken Wurzel ermittelt. Wie aus der 
obigen Diskussion hervorgeht, ist die Kehrfunktion von Varnorm als skaliertes SNR zu 
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verstehen (vgl. dazu auch die Filterauslegungskurven aus Kapitel 4: Abbildung 4.4, Ab-
bildung 4.12 und Abbildung 4.24). Das Ergebnis der linken Wurzel kann somit als kanal-
spezifischer Vergleichswert I angesehen werden, mit dem der richtige Kanal bei einer 
Partikeldetektion eindeutig identifiziert werden kann. Mit der Definition für G und I lässt 
sich Formel (3.6) umschreiben zu: 
 ܫ௜ ൌ ݕ୫ୟ୶̴ ௜ ڄ ܩ௜ (3.7) 
Sobald ein Filterkanal mit TSIG auf ein Partikelevent triggert, werden mittels den gemes-
senen Maximalstellen ymax_i die Vergleichswerte des jeweiligen Kanals sowie der Kanäle 
der benachbarten Geschwindigkeitsbereiche ermittelt. Ist das SNR bzw. der Vergleichs-
wert I des getriggerten Kanals am höchsten, ist der korrekte Filter für die vorliegende 
Partikelgeschwindigkeit ermittelt. Weitere Informationen zur Herleitung des Gewich-
tungsfaktors sind in [Strack, 2013, S. 63ff] zu finden.  
Anhand der in Punkt 1) bis 3) diskutierten Parameter werden Vorentscheidungen ge-
troffen. Durch UND-Verknüpfen dieser Entscheidungen erhält man die Information, ob 
der Filterkanal korrekt ist und dem vorliegenden Datensatz logisch ein Partikel zuge-
wiesen werden kann.  
Bei dem diskutierten Verfahren zur Kanalauswahl sei besonders hervorgehoben, dass 
mehrere Kanäle parallel zueinander auf ein durchfliegendes Teilchen triggern. Dabei ist 
es für die Funktion des Triggersystems unablässig, dass jeder Kanal unabhängig (und 
parallel) den korrekten Filter ermitteln kann, da aufgrund der weiteren Prozesssteue-
rung und der Anforderung an eine in-situ-Messung nicht auf die langsameren Filterer-
gebnisse gewartet werden kann.  
3.3.6 Datenverarbeitung 
Bei einer erfolgten Partikeldetektion wird mit dem letzten Funktionsblock je nach Ein-
satzbereich des Triggersystems auf das Teilchen reagiert bzw. die Daten weiterverarbei-
tet. Bei der Anwendung am Partikelbeschleuniger kann der Experimentator mit der GUI 
Parameterbereiche für Partikelladung (Qp), Geschwindigkeit (vP), Masse (MP) und 
Durchmesser (DP) eingeben. Bei der vorangegangenen Detektion wurden Qp und vP be-
reits bestimmt, MP und DP werden mit diesem Funktionsblock berechnet. Dazu werden 
anwendungsspezifische Parameter wie z. B. das Teilchenmaterial (Dichte), Beschleuni-
gungsspannung etc. herangezogen. Zusammenhänge und Formeln zur Berechnung der 
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Partikelparameter am Van-de-Graaff-Beschleuniger sind in den Arbeiten von 
[Friichtenicht, 1964], [Manning et al., 2006] und [Mocker et al., 2011] gegeben. Mit die-
ser sog. Fensterauswahl werden jene Teilchen selektiert, die bis zur eigentlichen Mess-
kammer durchgelassen werden. Alle weiteren werden aussortiert, indem die Trajektorie 
so verändert wird, dass Partikel die Kammer nicht treffen. Zwischen zwei Ablenkplatten 
liegt ein konstantes E-Feld an, das die Flugbahnen der nicht selektierten und geladenen 
Teilchen abändert. Partikel, die sich in den vorgegeben Fensterparametern bewegen, 
werden durchgelassen. Dies wird realisiert, indem das E-Feld vom Triggersystem (bzw. 
PSU) abgeschaltet wird, sobald das Teilchen die Ablenkplatten passiert. Die ermittelten 
Daten werden mittels TCP/IP Schnittstelle an das Steuerterminal gesendet, in dem sie 
grafisch dargestellt und zur weiteren Analyse abgespeichert werden.  
Damit Ereignisse ebenfalls ausgewertet werden können, die von den Algorithmen zur 
automatischen Partikelerkennung nicht eindeutig identifiziert werden konnten, ist es 
praktikabel alle oben vorgestellten Zwischenergebnisse des Partikeldetektionsprozesses 
an geeigneten Debug-Schnittstellen auszugeben. Anhand dieser Werte ist es möglich, die 
Steuerparameter der Algorithmen zu überprüfen und gegebenenfalls zu optimieren. An-
hand der Verfügbarkeit der Zwischenergebnisse wurde u. a. auch die Funktionalität des 
Triggersystems validiert.  
Existiert bei einem Anwendungsbereich des Triggersystems die Anforderung an eine 
weitere Prozesssteuerung, so werden Ortspulse benötigt. Dies ist meistens bei den 
„Nicht-Sensor-Anwendungen“ der Fall. Mit den Ortspulsen wird signalisiert, zu welchen 
Zeitpunkten sich das Teilchen an voreingestellten Positionen entlang des Strahlrohrs 
befindet. Damit die Ortspulse berechnet werden können, muss aus dem gefilterten Sig-
nal y(n) eine exakte Partikelposition in der Messeinrichtung abgeleitet werden. Von die-
ser Position aus können (aufgrund der Kenntnis der Partikelgeschwindigkeit) der Mo-
ment des Vorbeiflugs an den gewählten Positionen, berechnet werden.  
Aufgrund der in Kapitel 2.4.4 diskutierten signalverzerrenden Eigenschaften der Opti-
malfiltermethode ist die Ableitung der Partikelposition aus dem gefilterten Signal y(n) 
nicht ohne weitere Berechnungen bzw. Messung möglich. Anhand Abbildung 3.11 wer-
den die notwendigen Überlegungen abgeleitet.  
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Abbildung 3.11: Oben: Innerer Aufbau des Detektors mit ladungssensitiver Oberfläche. Partikel-
positionen und Flugbahn entlang der Strahlröhre. Unten: Korrespondierende Signale beim Durch-
flug einer Ladung.  
Die Ladung befindet sich auf koaxialem Weg durch die Messeinrichtung. Punkt (1) be-
schreibt den Anfang der ladungssensitiven Elektrode. Eine vereinfachende Annahme ist, 
dass an dieser Stelle das ungefilterte Signal x(n) seinen maximalen Messausschlag hat 
(in der Realität leicht dahinter). Da dieser Signalpunkt der Position des Teilchens zuge-
wiesen werden kann, dient dieser als Referenz. Die maximale Amplitude des gefilterten 
Signals tritt später auf, da sich bei x(n) zuerst Signalenergie aufbauen muss, die mittels 
Optimalfilterung erkannt wird (Filter läuft über das CSA-Signal). Punkt (2) kann sich je 
nach Partikelgeschwindigkeit und gewähltem Filter im Inneren oder bereits außerhalb 
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des Detektors befinden. Damit jedem gefilterten Signal y(n) ebenfalls eine Partikelposi-
tion zugewiesen werden kann, muss der zeitliche Versatz Dtxy von Punkt (1) und (2) be-
stimmt werden. Da dieser von mehreren (o. g.) Parametern abhängt, wird Dtxy mittels 
numerischer Simulation berechnet und zwar für alle der eingesetzten Filterübertra-
gungsfunktionen über dem kompletten Geschwindigkeitsbereich. Hierzu wurden die 
Signale nach dem CSA für äquidistante Geschwindigkeiten über dem kompletten Bereich 
simuliert und mit den eingesetzten Optimalfiltern korreliert. Anhand dessen kann der 
Versatz von Punkt (1) und Punkt (2) für jeden Filter zu den äquidistanten Partikelge-
schwindigkeiten ermittelt werden. Das Ergebnis zeigt Abbildung 3.12. 
 
Abbildung 3.12: Kurven der Verzögerung Dtxy über der Partikelgeschwindigkeit für das Beispiel-
system (definiert in Kapitel 2.4.2). Gefiltert mit Rechteckfiltern mit den Längen 26 bis 211. Die Filter 
sind optimiert für Geschwindigkeitsteilbereiche. Der kürzeste Filter a6 mit der Länge 26 ist opti-
miert für den oberen Bereich bis 200 km/s. Je länger der Filter, desto niedriger ist der angepass-
ten Geschwindigkeitsbereich. Die Zeiten sind umgerechnet in die Anzahl an Takten einer Frequenz 
mit 50 MHz. 
Diese Kurven werden in der FPGA-Logik hinterlegt. Durch messen der Partikelge-
schwindigkeit, kann somit die kanalspezifische Verzögerung Dtxy ermittelt werden.  
Mit den oben diskutierten Algorithmen zur automatischen Partikeldetektion wird das 
Partikelevent bei Punkt (3) erkannt (vgl. Abbildung 3.11). Dieser Punkt ist abhängig von 
der Partikelgeschwindigkeit und den Schwellenwerteinstellungen des Bedieners des 
Triggersystems. Aus dem Grund lässt sich die Verzögerung zwischen (2) und (3) nicht 
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vorab bestimmen. Dieser Versatz (Dtym_StT) wird gemessen, indem der Zeitpunkt des 
Triggerns von TSIG vom Zeitpunkt des Auftretens der Maximalstelle ymax subtrahiert 
wird.  
Die Zeit startend vom Referenzpunkt (1) bis zum Zeitpunkt der Detektion (3) wird als 
Totzeit bezeichnet. Die Zeit von der Detektion bis zum Auftreten des ersten Ortspulses 
als Reaktionszeit (DtRkt). Mit dem vorgestellten Verfahren ist es möglich aus dem gefil-
terten Signal die Partikelposition zu bestimmen. Mit dieser Information kann die weitere 
Prozesssteuerung (Ortspulsbestimmung, Ansteuern von Ablenkplatten, etc.) realisiert 
werden. Unter Berücksichtigung der Verzögerung der FPGA-Firmware (DtFW) können 
somit die Zeiten berechnet werden, zu denen das geladene Teilchen bestimmte Positio-
nen längs der Flugbahn passiert. Ist die Distanz zwischen dem Detektorausgang und den 
Ablenkplatten sDP zu gering, so kann aufgrund der filterbedingten Totzeit mit dem Trig-
gersystem nicht mehr rechtzeitig auf das Teilchen reagiert werden. Abbildung 3.13 zeigt 
die Zeiten (umgerechnet in die Anzahl der Takte eines 50 MHz Zählers) die ein Teilchen 
benötigt von der Detektion bis zur Ablenkplatte.  
 
Abbildung 3.13: Filterspezifische Reaktionszeit über der Partikelgeschwindigkeit für einen Ab-
stand ࢙ࡰࡼ ൌ ૟૙૙ܕܕ. Zu jeder Partikelgeschwindigkeit existiert ein positiver Kurvenabschnitt. 
Somit kann für jedes vorkommende Teilchen eine Reaktion an den Ablenkplatten erfolgen. Die 
Zeiten beziehen sich auf die Anzahl an Takten eines 50 MHz Zählers. 
Negative Zeiten bedeuten an dieser Stelle, dass mit dem jeweiligen Filterkanal nicht auf 
das Teilchen reagiert werden kann, bevor es die Ablenkplatten erreicht (Punkt (3) be-
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findet sich im Inneren der Ablenkplatten). Hier gilt es sicherzustellen, dass der Filterka-
nal im korrespondierenden Geschwindigkeitsteilbereich keine negativen Zählerwerte 
aufweist. Dies kann durch vergrößern des Abstandes zu den Ablenkplatten sDP oder ein-
grenzen des Geschwindigkeitsbereichs erreicht werden. 
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4 Anwendungen 
Im Verlauf des Projekts wurde die komplette Messkette untersucht und zwar vom Ver-
schieben freier Ladungsträger mittels elektrischer Influenz bis hin zur digitalen Sig-
nalaufbereitung und automatischen Signalauswertung. Bei allen eingesetzten Bauteilen 
bzw. Baugruppen wurde der Stand der Technik vorgestellt sowie alle Parameter heraus-
gearbeitet, die einen Einfluss auf die Empfindlichkeit der Partikelmessung haben. Mit 
den vorgestellten Baugruppen und Verfahren lassen sich entweder bestehende Systeme 
aufrüsten oder neue, optimierte Systeme für die unterschiedlichen Bereiche der Parti-
keldetektion bauen. Wie in den einleitenden Kapiteln beschrieben, besteht eine drin-
gende Notwendigkeit der Partikelmessung in Industrie und Forschung sowie im Ge-
sundheitswesen. Daraus ergeben sich die Anwendungsbereiche der Partikelmessung im 
Labor, im Vakuum sowie die Messung von Schwebeteilchen im Gasmedium (Aerosol).  
Im Rahmen dieses Projekts wurden mehrere Systeme zur Partikeldetektion entwickelt, 
mit denen Messungen in den unterschiedlichen Bereichen möglich sind. Für die Labor- 
anwendung mit Prozesssteuerung wurde ein Triggersystem (Particle Selection Unit, 
PSU) entwickelt, dass am Partikelbeschleuniger eingesetzt wird. Mit einem neuartigen 
Prototyp eines Aerosolsensors für den Einsatz auf planetaren Oberflächen mit Atmo-
sphäre wird ein Vorstoß gewagt, indem die ladungsinfluenzbasierte Partikelmessung 
erstmals auf langsame Schwebeteilchen angewandt wird. Hierzu wurde das Partikelde-
tektionssystem ASPM (Aerosol Sensor für Partikel in der Marsatmosphäre) konstruiert 
und getestet. Für den Einsatz im All wurde das Stuttgart Dust Detector System (SD2S) 
entwickelt. Dieser Partikelsensor kommt auf Satelliten zum Einsatz. Die genannten Sys-
teme werden in den folgenden Unterkapiteln beschrieben und die Performance be-
stimmt.  
4.1 Triggersystem (PSU) für Partikelbeschleuniger 
Die „Cosmic-Dust“-Forschergruppe des IRS unter der Leitung von PD Dr.-Ing. Ralf Srama 
befasst sich mit der Entstehung und Zusammensetzung von Planeten und Sternen des 
Sonnensystems. Im All kommen stellare und interstellare Partikel vor, die Informatio-
nen über die Entstehungsgeschichte enthalten. Mit Staubteleskopen werden die mikro-
metergroßen Partikel detektiert und analysiert. Um diese wissenschaftlichen Instru-
mente zu testen und zu kalibrieren, wird eine Laborumgebung benötigt, in der die Welt-
raumbedingungen nachgestellt werden. Zu diesem Zweck wird von der Forschergruppe 
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ein Partikelbeschleuniger in einer Laborumgebung betrieben. In dieser können mono-
disperse Partikel unterschiedlicher Dichte im Vakuum auf die im All vorkommenden 
Geschwindigkeiten beschleunigt werden. Damit ist es möglich, die im All vorherrschen-
den Bedingungen zu simulieren. Darüber hinaus wurden in der Vergangenheit mit die-
ser Laborumgebung Einschlagsstudien für unterschiedliche Oberflächen getätigt. Der 
Partikelbeschleuniger ist in der Arbeit von [Mocker et al., 2011] im Detail beschrieben. 
Abbildung 4.1 zeigt den schematischen Aufbau: 
 
Abbildung 4.1: Funktion des Partikelbeschleunigers aus [Stübig et al., 2001].  
Die Partikel aus der Staubquelle (Dust Particle Source) werden elektrisch geladen und 
durch ein gerichtetes E-Feld (mit Beschleunigungsspannung von 2 MV) auf Geschwin-
digkeiten bis zu 200 km/s beschleunigt. Die Ladungen bewegen sich durch das Strahl-
rohr, passieren die Detektoren und erzeugen dort Signale, die automatisch von der PSU 
ausgewertet werden. Je nach Einstellungen des Experimentators werden die Partikel mit 
Hilfe der Ablenkplatten selektiert. Somit erreichen nur Partikel mit ausgewählten Para-
metern die zu testende Baugruppe (engl. Device Under Test, DUT) bzw. Target in der 
Vakuum-Experimentierkammer.  
Mit dem ursprünglichen System der PSU werden die analogen Signale der Ladungsver-
stärker direkt ausgewertet. Um die Messempfindlichkeit zu steigern, wird das hier vor-
gestellte digitale Triggersystem für die Anwendung am Partikelbeschleuniger ausgelegt. 
Damit wird das Signal der Ladungsverstärker durch geschwindigkeitsangepasste 
Matched-Filter aufbereitet, was die Detektion von kleineren Ladungen ermöglicht.  
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Die zur Partikeldetektion relevanten Randbedingungen des Partikelbeschleunigers sind:  
· Umgebungsdruck: Hochvakuum,  
· Geschwindigkeitsbereich: Ͳǡͷ ୩୫ୱ ൑ ݒ௉ ൑ ʹͲͲ ୩୫ୱ  und  
· zu detektierende Ladungen: ܳ௉ ൐ Ͳǡͳ.  
Daraus leiten sich weitere Anforderungen an die Baugruppen (Detektor-CSA-ADC-DSV) 
ab. Diese werden im nächsten Unterkapitel diskutiert.  
4.1.1 Auslegung der Baugruppen zur Ladungsdetektion 
Wie in der theoretischen Abhandlung beschrieben, ergibt sich die Messempfindlichkeit 
des Gesamtsystems aus den Parametern der eingesetzten Baugruppen: Detektor, CSA 
und DSV. Diese werden für den Partikelbeschleuniger im Folgenden aufgelistet.  
Detektor: Um Amplituden mit möglichst großen Nutzsignalanteilen zu erhalten, werden 
Röhrenelektroden eingesetzt. Es wird eine Kaskade von ܭ ൌ ͵ Detektorelementen anei-
nander gereiht.  
Ladungsverstärker: Die Ladungssignale der Detektoren werden mit analogen 
Frontendverstärkern in messbare Signale gewandelt.  
Die erste Stufe (vgl. Kapitel 2.2) ist ein ladungssensitiver Verstärker basierend auf dem 
Chip A250F/NF der Fa. Amptek. Dieser hat einen Widerstand von ܴி ൌ ͳ
ȳ und eine 
Kapazität von ܥி ൌ Ͳǡʹͷ	 im Rückführkreis. Die Zeitkonstante der Schaltung beträgt 
somit߬ଵௌ ൌ ܴி ڄ ܥி ൌ ʹͷͲɊ.  
Die zweite Stufe besteht aus einem Bandpass 1. Ordnung und einem nichtinvertieren-
dem Spannungsverstärker. Damit wird das Band zwischen den Grenzfrequenzen ௦݂௨ ൌ ͳͷͻǡͳͷ und ௦݂௢ ൌ ͳͻǡͶͳ eingestellt und die Spannung mit ܩ ൌ ͷǡ͵ͳ ver-
stärkt.  
Die dritte Stufe ist eine Treiberstufe basierend auf dem OpAmp OPA633 der Fa. TI. Das 
Rauschverhalten dieser dreistufigen Frontendschaltung wurde in [Srama et al., 2008] 
und [Strack, 2013, S. 12 ff] untersucht. Die Varianz des normalverteilten gaußschen Rau-
schens beträgtܸܽݎ ൌ ͹ǡͻʹ ڄ ͳͲି଺ଶ und die Empfindlichkeit liegt bei ܧܰܥ ൌ ͻͷͲ Elekt-
ronen. Damit sind alle Parameter für die Bestimmung der Übertragungsfunktion gege-
 100 
 
ben. Die Signalform, die der Auslegung der DSV zugrunde liegt, ist in [Strack, 2013, S. 37 
ff] beschrieben.  
ADC: Die analogen Signale werden mit der FMC107-Steckkarte der Fa. 4DSP mit einer 
Samplingrate von ௌ݂ ൌ ͷͲund einer Auflösung von ܴ݁ݏ ൌ ͳʹ digitalisiert.  
DSV: Bei diesem System werden Matched-Filter mit rechteckiger Grundform sowie dop-
pelte Rechtecke eingesetzt (vgl. Tabelle 3). Die charakteristischen Kurven Varnorm(vP) der 
verwendeten Matched-Filter wurden nach dem Verfahren aus Kapitel 2.5.1 bestimmt 
und sind im Diagramm in Abbildung 4.2 aufgetragen.  
 
Abbildung 4.2: Charakteristische Kurven des implementierten Filtersets über dem kompletten 
Geschwindigkeitsbereich.  
Die Schnittpunkte der Kurven legen die Geschwindigkeitsteilbereiche fest. Die Grund-
form, die Länge und der korrespondierender Geschwindigkeitsbereich sind in Tabelle 5 
zusammengefasst. 
Tabelle 5: Auswahl der digitalen Filter der PSU.  
Filter Bezeichnung Bereich vP [km/s] Länge [Samples] Form 
1 b14 0,5 bis 1 ଵܰ ൌ ͳ͸͵ͺͶ Doppeltes Rechteck 
2 b13 1 bis 2 ଶܰ ൌ ͺͳͻʹ Doppeltes Rechteck 
3 b12 2 bis 3,5 ଷܰ ൌ ͶͲͻ͸ Doppeltes Rechteck 
 101 
 
4 a11 3,5 bis 7 ସܰ ൌ ʹͲͶͺ Rechteck 
5 a10 7 bis 14,5 ହܰ ൌ ͳͲʹͶ Rechteck 
6 a9 14,5 bis 29 ଺ܰ ൌ ͷͳʹ Rechteck 
7 a8 29 bis 59,5 ଻ܰ ൌ ʹͷ͸ Rechteck 
8 a7 59,5 bis 120 ଼ܰ ൌ ͳʹͺ Rechteck 
9 a6 120 bis 200 ଽܰ ൌ ͸Ͷ Rechteck 
4.1.2 Performance 
Für die ausgewählten Filter wird die Empfindlichkeit mit dem ENC-Wert nach dem in 
Kapitel 2.5 beschriebenen Verfahren ermittelt. Abbildung 4.3 verdeutlicht die signifikan-
te Steigerung der Empfindlichkeit bei Verwendung des neuen Triggersystems, welches 
Inhalt dieser Arbeit ist. Die blaue Linie zeigt die Empfindlichkeit des analogen Systems 
bei 950 Elementarladungen. Die rote Linie bezeichnet die Grenze der maximal erreich-
baren Performance mittels Autokorrelation für die aktuelle Konfiguration (Samplingra-
te, Auflösung, etc.).  
 
Abbildung 4.3: Vergleich der Performance von analoger und digitaler PSU. Die blaue Kurve ent-
spricht dem Rauschen des analogen Systems. Die rote Linie zeigt das bestmögliche Ergebnis nach 
Autokorrelation (bei einer Abtastrate von 50 MHz). Die gestrichelten Linien entsprechen den im-
plementierten digitalen Filtern. Der Detailausschnitt zeigt, dass die Empfindlichkeitskurven der 
Filter in den korrespondierenden Teilgeschwindigkeitsbereichen nahe an das Optimum gehen.  
Die ENC-Kurven der eingesetzten Matched-Filter liegen im korrespondierenden Ge-
schwindigkeitsbereich (Angaben siehe Tabelle 5) nahe an der Kurve der Autokorrelati-
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on. Dies ist im Detailausschnitt im obigen Diagramm bzw. in Abbildung 4.4 zu sehen. 
Dies rechtfertigt die getroffene Wahl der „einfachen“ Filterformen bestehend aus zu-
sammengesetzten Rechtecken, die sich mit dem Datenverarbeitungssystem ressourcen-
effizient umsetzen lassen.  
Je niedriger die Geschwindigkeit, desto kleiner wird der ENC-Wert. Dies liegt an der ver-
gleichsweise hohen Signalenergie, die aus der Überabtastung resultiert. Die Signale 
schnellerer Partikel werden aus weniger Abtastpunkten zusammengesetzt, was sich mit 
höheren ENC-Werten bemerkbar macht.  
Für den Filter des untersten Geschwindigkeitsbereichs (b14) liegt die Detektionsschwel-
le bei 16 Elektronen. Der höchste ENC-Wert liegt am oberen Ende des Geschwindig-
keitsbereichs. Dieser Bereich wird mit dem Filter mit der Bezeichnung a6 gefiltert. Hier 
liegt der ENC-Wert bei 136 Elektronen.  
 
Abbildung 4.4: Detailausschnitt der Empfindlichkeitskurven der eingesetzten Matched-Filter.  
4.1.3 Messungen 
Mit folgender Messauswertung wird die Funktion der PSU validiert und gezeigt, dass mit 
der digitalen Signalaufbereitung zusätzliche, schwach geladene Partikel detektiert wer-
den können. Mit dem digitalen Triggersystem (hier: PSU) wurden die Signale der drei 
Detektoren des 2 MV-Van-de-Graaff-Partikelbeschleunigers des IRS aufbereitet und die 
Partikelinformation extrahiert. Bei der Messung wurden insgesamt 52697 Teilchen de-
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tektiert. Die Geschwindigkeitsverteilung zeigt Abbildung 4.5, wobei xmax der gemessenen 
Amplitude entspricht (mit der digitalen Einheit der ADCs). Dieser Wert ist proportional 
zur Ladung und lässt sich mit einem Faktor in die physikalische Einheit Coulomb um-
rechnen. 
 
Abbildung 4.5: Partikelmessung mit digitalem Triggersystem (PSU) in doppelt-logarithmischer 
Darstellung. Die Messung zeigt ein Partikelvorkommen bis 200 km/s. Die blaue Punktwolke ent-
spricht den Partikeln, die mit dem analogen System gemessen werden können. Die grünen Daten-
punkte entsprechen dem Anteil, der mit DSV zusätzlich erkannt wird. Dies verdeutlicht die enorme 
Steigerung der Ladungssensitivität bei Verwendung digitaler Filter. Im Bereich kleiner Ladungen 
ist bei dieser Darstellung die Quantisierung der ADCs zu erkennen.  
Der Messbereich (ܯܤ ൌ േͳ) der eingesetzten ADCs wird bei dem PSU-System mit ܴ݁ݏ ൌ ͳʹ aufgelöst. Damit kann dem digitalen Messwert der ADCs die physikalische 
Größe der Spannung zugewiesen werden. Mit (2.23) lässt sich der konstante Faktor be-
stimmen, mit dem der digitale Wert xmax direkt in die korrespondierende Ladung trans-
formiert werden kann: 
 ܳ ൌ ܷߚ ൌ ݔ௠௔௫ ڄ ʹோ௘௦ିଵߚ  (4.1) 
Der Konversionsfaktor der dieser Messung zugrunde liegt, beträgtߚ ൌ ͶǡͲͷ ቂ ௏௣஼ቃ. Um die 
Steigerung der Empfindlichkeit aufgrund digitaler Filterung zu zeigen, wird zuerst die 
Grenze bestimmt, ab der das rein analoge System (Detektoren und CSA) die Partikel 
nicht mehr zuverlässig erkennen kann. Laut [Srama et al., 2008] haben die Detektoren 
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eine Empfindlichkeit von 950 Elementarladungen. Mit der Definition des ENC-Wertes 
(2.42) und des Konversionsfaktors β (direkt nach dem CSA) lässt sich die Standartab-
weichung des Rauschens am Detektor bestimmen, der zur Ladungsmessung verwendet 
wurde:  
ߪ௫ ൌ ܧܰܥ ڄ ߚ௖௛௔௥௚௘ ڄ ݁ି ൌ ͻͷͲ ڄ ͶǡͲͷ ൤ ൨ ڄ ͳǡ͸Ͳʹʹ ڄ ͳͲିଵଽሾܥሿ ൌ Ͳǡ͸ͳ͸ሾሿ 
Im vorliegenden Fall wird das Rauschen mit ߪ௫̴ௗ௡ ൌ ߪ௫ ڄ ʹோ௘௦ିଵ ൌ ͳǡʹ͸ሾሿ, also 2 bit 
aufgelöst. Um eine sichere Detektion zu gewährleisten, ist es eine gängige Praxis, den 
Schwellenwert, also die Grenze, ab der ein Teilchen detektiert wird, auf den Abstand von ͷ ڄ ߪ௫ zu legen. Umgerechnet in die digitale Einheit der ADCs liegt die Schwelle bei vor-
handener Problemstellung bei:  ൌ ͷ ڄ ߪ௫ ڄ ʹோ௘௦ିଵ ൌ ͳͲሾሿ 
Somit kann man festhalten: Bei allen Messungen, bei denen die Amplitude xmax kleiner 
als die Schwelle von 10 dn ist, konnte das korrespondierende Teilchen aufgrund der di-
gitalen Filterung detektiert werden. Ohne digitale Filterung liegt der Signalausschlag im 
Rauschen verborgen und ist nicht mittels Schwellenwertvergleich auswertbar. Jene Par-
tikel, die mit den digitalen Filtern zusätzlich erkannt werden, sind im obigen Diagramm 
als grüne Punkte dargestellt. Partikel, die von beiden Systemen erkannt werden, sind im 
Diagramm blau gekennzeichnet. Von der gesamten Partikelanzahl wurden 35,6 % (das 
entspricht 18761 Teilchen) aufgrund digitaler Signalverarbeitung detektiert. Zudem 
wird anhand des Diagramms deutlich, dass die schnellen Teilchen eine geringere Ladung 
besitzen. Vor allem bei Anwendungen mit Hochgeschwindigkeitsteilchen bietet der Ein-
satz des digitalen Triggersystems zukünftig einen signifikanten Fortschritt. Zum selben 
Fazit kommt man bei der Untersuchung des Testbeschleunigers, der im Anhang D be-
schrieben ist.  
4.2 Aerosol Sensor für Partikel in der Marsatmosphäre - ASPM 
In den einleitenden Kapiteln des vorliegenden Manuskripts wurde die aktuelle Relevanz 
der Partikelmessung in mehreren Bereichen der Wirtschaft und Industrie diskutiert. Die 
o. g. Aspekte legen den Gedankengang nahe das Einsatzspektrum des ladungsinfluenz-
basierten Partikeldetektionssystems auf diese Bereiche zu erweitern. Bis zum aktuellen 
Zeitpunkt haben sich für Partikelmessungen, die nicht im Vakuum stattfinden, andere 
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Messprinzipien durchgesetzt. Diese sind vor allem: optische, gravimetrische und Elekt-
rometer basierte Verfahren. Dies liegt hauptsächlich an dem großen Geschwindigkeits-
unterschied. Im Vakuum des Weltalls weisen Partikel hohe Relativgeschwindigkeiten 
von z. T. mehreren 100 km/s zum Sensor auf. Bei planetaren Oberflächen mit Atmo-
sphäre hingegen bewegen sich die Teilchen in einer Gasströmung mit Geschwindigkei-
ten <100 m/s. Die daraus resultierenden langsamen Signale erfordern eine große Band-
breite der Elektronik, die das Rauschen erhöht und die Nachweisgrenze für Mikroparti-
kel einengt. Zudem sind die Frequenzanteile des Nutzsignals in niederen Bereichen, in 
denen das 1/f-Rauschen der Signalverstärker dominant ist. Zum aktuellen Stand der 
Technik konnte noch kein Partikelsensor auf Basis von Ladungsinfluenz gebaut werden, 
mit dem Messungen von einzelnen Schwebepartikeln mit Durchmessern im Nano- und 
Mikrometerbereich in Gasströmungen (Aerosolen) möglich sind. Aufgrund der neuen 
Erkenntnisse dieser Arbeit wird untersucht, ob mit dem ladungsinfluenzbasierten Mess-
system mit digitaler Signalauswertung eine ausreichend gute Empfindlichkeit erreicht 
werden kann. Für diese Untersuchung ist das Institut für Raumfahrtsysteme besonders 
qualifiziert. Die Cosmic-Dust-Forschungsgruppe des IRS hat langjährige Erfahrung in der 
Entwicklung und Bau von Partikelmessgeräten vorzuweisen. Bei den bisherigen Arbei-
ten konnten erstmalig einzelne geladene Mikropartikel im interplanetaren Raum und in 
der Saturnumgebung mit dem Staubdetektor auf der Raumsonde Cassini gemessen wer-
den [Srama et al, 2004], [Kempf et al., 2004]. Weiterführende Instrumententwicklungen 
wie der Trajektoriensensor [Srama et al., 2007] oder der Staubsensor für die Mondum-
gebung LDX [Li et al., 2014] haben zu Ergebnissen geführt, die beweisen, dass die Parti-
kelmessung mittels elektrischer Influenz für Anwendungen im All besonders geeignet 
ist. Mit nachfolgenden Untersuchungen wird gezeigt, dass dieses Messprinzip ebenfalls 
auf Anwendungsbereiche mit Schwebepartikeln anwendbar ist.  
In den vorangegangenen Kapiteln dieser Arbeit wurde die komplette Messkette analy-
siert und Methoden identifiziert, mit denen sich die Grenzen der Partikelmessung ein-
stellen lassen. Zudem wurde ein digitales Verfahren zur Signalaufbereitung erörtert. Mit 
diesen Werkzeugen wurde die Problemstellung der Aerosolpartikelmessung untersucht 
und ein Sensor gebaut, der Inhalt dieses Unterkapitels ist. Mit dem neuen Sensorproto-
typ soll die Frage beantwortet werden, ob sich die Partikelmessung mittels elektrischer 
Influenz mit den gegebenen Werkzeugen auf die neuen Bereiche der Aerosolpartikel-
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messung anwenden lässt. Da dieses Messprinzip die Nachteile der „State-of-the-Art“ 
Sensoren kompensiert, ließe sich die Partikelmessung damit erheblich verbessern.  
Die zur Partikeldetektion relevanten Randbedingungen der Messung von Schwebeteil-
chen in langsamen Gasströmungen sind:  
· Umgebungsdruck: 1 mbar bis mehrere bar,  
· Geschwindigkeitsbereich: Ͳǡͷ ୫ୱ ൑ ݒ௉ ൑ ͳͲͲ ୫ୱ  und  
· zu detektierende Ladungen: ܳ௉ ൐ ͳ.  
4.2.1 Hardware 
Während der Entwicklung des Aerosolsensors ist die Problemstellung der Strömungs-
führung zu lösen. Wohingegen diese Gedanken bei den Pendants fürs Vakuum keine Rol-
le spielen, bringt die Gasströmung neue Einflussfaktoren mit sich, die berücksichtigt 
werden müssen. Die dominierenden Faktoren sind: Triboelektrifikation durch Reibung 
der Partikel mit dem Material der Wandung sowie Entladung der Partikel durch Feuch-
tegehalt und Wahl des Trägergases. Das mechanische Design des Sensorkopfs mit dem 
die o. g. Forderungen umgesetzt werden, zeigt Abbildung 4.6.  
 
Abbildung 4.6: CAD Explosionszeichnung des Sensorkopfs [Bosch Bruguera, 2014].  
Durch die Strömungsröhre fließt das zu untersuchende Aerosol. Es wurde ein nichtlei-
tendes Material gewählt (hier Glas), da es für das elektrische Feld durchlässig ist, aber 
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selbst nicht geladen wird. Es verhindert somit die Berührung zwischen den geladenen 
Teilchen und den Kupferelektroden. Weiterhin bietet das Glasmaterial durch die geringe 
Rauigkeit gute Strömungseigenschaften innerhalb der Strömungsröhre [Bosch Bruguer-
a, 2014]. Die Elektroden aus Kupfer werden entlang einer Achse auf der Strömungsröhre 
in jeweils gleichem Abstand befestigt. Ein aufgelöteter Draht verbindet die Elektroden 
elektrisch mit den jeweiligen ladungssensitiven Verstärkern. Die nichtleitenden zylind-
rischen Abstandshalter aus dem Hochleistungskunstoff PEEK dienen dazu, die Elektro-
den in den einzelnen Messkammern zu fixieren. Dieses Material wurde aufgrund seiner 
hohen Temperaturbeständigkeit gewählt, um einen hohen Temperatureinsatzbereich zu 
gewährleisten.  
Der komplette ladungssensitive Teil des Sensors muss vor elektromagnetischen Interfe-
renzen von umgebenden Geräten abgeschirmt werden. Die metallische Oberfläche der 
Schilde ist geerdet, somit absorbieren sie das umgebende elektrische Feld. Das Material 
für die Abschirmung sollte leitend und ferromagnetisch sein, um gute Schirmeigenschaf-
ten zu bekommen (z. B. Stahl). Die innere Abschirmung minimiert die Interferenz zwi-
schen den einzelnen Messkammern. Die elektrischen Feldlinien eines Partikels in einer 
Messkammer müssen bestmöglich von den Elektroden der anderen Kammern geschirmt 
werden um eine gute, separierte Signalerzeugung zu gewährleisten.  
Um die Kapazitäten der Elektroden möglichst klein zu halten, werden die Platinen der 
analogen Frontends mit möglichst geringem Abstand zu den Elektroden platziert. Diese 
werden in den Verstärkergehäusen (mit Abschirmwirkung) direkt am äußeren Schirm 
fixiert. In den folgenden Absätzen werden die Parameter genannt, aus denen sich die 
Empfindlichkeit des Sensors ableitet.  
Detektor: Um Amplituden mit möglichst großen Nutzsignalanteilen zu erhalten, werden 
Röhrenelektroden eingesetzt. Es wird eine Kaskade von ܭ ൌ ͵ Detektorelementen anei-
nander gereiht. Die relevanten Dimensionen zur Signalerzeugung zeigt Abbildung 4.7:  
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Abbildung 4.7: Dimensionen der ladungssensitiven Flächen im Inneren des Sensorkopfs des ASPM.  
CSA: Zur Signalverstärkung wird ein empfindliches und rauscharmes Frontend mit La-
dungseingang eingesetzt. Da mit der Partikelsensorik erstmals Geschwindigkeiten 
<100 m/s untersucht werden, wurde am IRS für die vorliegende Problemstellung eine 
neuartige Frontendschaltung entwickelt, die für den niederen Frequenzbereich opti-
miert ist. Die finale Schaltung basiert auf dem Operationsverstärker LMP7721 von Texas 
Instruments. 
Die vereinfachte Grundschaltung des analogen Frontends zeigt Abbildung 4.8. Mit der 
ersten Stufe bestehend aus OpAmp1 (LMP7721), CF und RF wird das Ladungssignal in ein 
Spannungssignal gewandelt. Aufgrund des Widerstands und der Kapazität im Rückführ-
kreis weist diese Stufe ein integrierendes Verhalten mit der Zeitkonstanten ߬ ൌ ܴி ڄ ܥி 
auf. 
 
Abbildung 4.8: Grundschaltung des Frontends mit Ladungseingang und Shaper-Stufe.  
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Das Frequenzband wird mit dem Bandpass bestehend aus den Bauteilen: CHP, CTP, RHP, R1, 
RTP und OpAmp2 (AD8655 von Analog Devices) eingestellt. Um einen sehr breiten Ge-
schwindigkeitsbereich zu gewährleisten, wird in der finalen Konfiguration des Front-
ends eine hohe Bandbreite (DC bis 2,35 MHz) eingestellt. Dies geht auf Kosten der Emp-
findlichkeit des analogen Frontends.  
Mit dem Spannungsverstärker bestehend aus OpAmp2, RTP und R1 wird der Spannungs-
bereich des analogen Frontends an den dynamischen Bereich des nachfolgenden Ana-
log-zu-Digitalwandlers (ADC) angepasst. Dieser liefert genügend Strom um die ADCs zu 
treiben. Damit dient OpAmp2 gleichzeitig als Treiberstufe.  
Anhand Gleichung (2.20) und (2.25) lässt sich die komplexe Übertragungsfunktion der 
Gesamtschaltung aufstellen:  
 
ܩீ௘௦ሺ߱ሻ ൌ ܸ ڄ ܴி ڄ ܥ௜௡ͳ࢏ ڄ ߱ ൅ ܴி ڄ ܥி ڄ ்ܴ௉ܴଵ ڄ ͳͳ ൅ ࢏ ڄ ߱ ڄ ்ܴ௉ ڄ ܥ்௉ (4.2) 
Mit dem empirisch ermittelten Wert ܸ ൌ ͻͷͲ ڄ ͳͲସ wird der spezifische Einfluss des 
LMP7721 ICs auf die Verstärkung berücksichtigt. Die röhrenförmige Elektrodengeomet-
rie des Detektors (vgl. Abbildung 4.7) erzeugt trapezförmige Ladungssignale. Diese wer-
den mit dem Frontend gemäß der Übertragungsfunktion (4.2) beeinflusst und man er-
hält das Signal im Zeitbereich am Ausgang der Frontendschaltung. Die Diagramme aus 
Abbildung 4.9 zeigen den Vergleich der berechneten und gemessenen Signale für die 
Konfiguration mitܴி ൌ ͵ͲͲȳ,ܥி ൌ ͳͲ	,ܥ்௉ ൌ ͸ǡͺ	, ்ܴ௉ ൌ ͳͲȳ und ܴଵ ൌ ͳȳ:  
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Abbildung 4.9: Vergleich des theoretisch ermittelten Ausgangssignals und dem gemessenen Signal. 
Mit einem Pulsgenerator und einer Kapazität wurden nach ࡽ ൌ ࢁ ڄ ࡯ eine Ladung erzeugt und dem 
CSA zugeführt. Die Form des Ladungssignals entspricht der Trapezform für einen Röhrendetektor 
mit den Dimensionen aus Abbildung 4.7. Dem berechneten Signal liegt die Übertragungsfunktion 
(4.2) zugrunde.  
Die grüne Kurve beschreibt die berechneten Signale mit der Übertragungsfunktion (4.2). 
Die blaue Kurve zeigt ein gemessenes Signal am Frontendausgang für eine Ladung von 
100 fC mit der jeweiligen Geschwindigkeit. Der Vergleich zeigt die gute Übereinstim-
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mung des theoretisch ermittelten Übertragungsverhaltens mit dem realen Verhalten 
über dem geforderten Geschwindigkeitsbereich. Aufgrund der guten Übereinstimmung 
wird Gleichung (4.2) zur Auslegung der digitalen Filter herangezogen.  
Für die Frontendelektronik wurden von [Strack, 2017] mittels Messungen die folgenden 
charakteristischen Werte aus Tabelle 6 ermittelt: 
Tabelle 6: Charakteristische Werte des analogen Frontends basierend auf dem LMP7721. 
Bezeichnung Wert Beschreibung 
Offset 0,173 [mV] DC Offset 
vrms 0,738 [mV] Rauschen (root mean square) 
β 0,94 [mV/fC] Gain/Konversionsfaktor 
ENCCSA 4900 [e-] Equivalent Noise Charge 
 
Während der Entwicklungsphase wurden mehrere Konfigurationen des ladungssensiti-
ven Frontends getestet. Mit dieser Schaltung wurden ENC-Werte <750 Elementarladun-
gen erreicht. Um den breiten Geschwindigkeitsbereich von Ͳǡͷ ୫ୱ  bis ͳͲͲ ୫ୱ  zu ermögli-
chen, wurde die Zeitkonstante durch vergrößern der Kapazität im Rückführkreis CF er-
höht. Nach Gleichung (2.22) geht dies auf Kosten der Verstärkung der ladungssensitiven 
Verstärkerstufe und somit wird der ENC-Wert vergrößert. In der finalen Version wurde 
die Empfindlichkeit auf Kosten eines breiten Geschwindigkeitsbereichs abgesenkt. Da 
mit einem Sensor für Schwebepartikel eine feste Strömungsgeschwindigkeit eingestellt 
werden kann, ist durch das Anpassen der Zeitkonstante (eingrenzen des Geschwindig-
keitsbereichs) eine deutliche Steigerung der Empfindlichkeit nach dem analogem Front-
end realisierbar.  
ADC: Die analogen Signale werden mit der FMC104-Steckkarte der Fa. 4DSP mit einer 
Samplingrate von ௌ݂ ൌ ͷund einer Auflösung von ܴ݁ݏ ൌ ͳͶ digitalisiert.  
DSV: Bei diesem System werden ausschließlich Matched-Filter mit rechteckiger Grund-
form eingesetzt (vgl. Tabelle 3). Die charakteristischen Kurven Varnorm(vP) der verwen-
deten Matched-Filter wurden nach dem Verfahren aus Kapitel 2.5.1 bestimmt und sind 
in Abbildung 4.10 im Diagramm aufgetragen.  
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Abbildung 4.10: Kurven zur Auslegung der digitalen Filter über der Partikelgeschwindigkeit im 
geforderten Bereich.  
Die Schnittpunkte der Kurven legen die Geschwindigkeitsteilbereiche fest. Die Grund-
form, die Länge und der korrespondierender Geschwindigkeitsbereich sind in Tabelle 7 
zusammengefasst. 
Tabelle 7: Auswahl der digitalen Filter des Aerosolsensors. 
Filter Bezeichnung Bereich vP [m/s] Länge [Samples] Form 
1 Filter 4 0,5 bis 5,5 ଵܰ ൌ ͵ʹ͹͸ͺ Rechteck 
2 Filter 3 5,5 bis 11,5 ଶܰ ൌ ͳ͸͵ͺͶ Rechteck 
3 Filter 2 11,5 bis 24 ଷܰ ൌ ͺͳͻʹ Rechteck 
4 Filter 1 24 bis 50 ସܰ ൌ ͶͲͻ͸ Rechteck 
5 Filter 0 50 bis 100 ହܰ ൌ ʹͲͶͺ Rechteck 
 
4.2.2 Performance 
Für die ausgewählten Filter wird die Empfindlichkeit mit dem ENC Wert nach dem in 
Kapitel 2.5 beschriebenen Verfahren ermittelt. Abbildung 4.11 verdeutlicht die signifi-
kante Steigerung der Empfindlichkeit aufgrund der digitalen Aufbereitung mit den ge-
wählten Filtern. Die blaue Linie zeigt die Empfindlichkeit des analogen Systems bei 4900 
Elementarladungen. Die rote Linie bezeichnet die Grenze der maximal erreichbaren Per-
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formance mittels Autokorrelation für die aktuelle Konfiguration (Samplingrate, Auflö-
sung, etc.). 
 
Abbildung 4.11: Vergleich der Empfindlichkeit des Aerosol-Partikeldetektionssystems nach ana-
logem Frontend und nach digitaler Filterung.  
Die ENC-Kurven der eingesetzten Matched-Filter liegen im korrespondierenden Ge-
schwindigkeitsbereich (Angaben siehe Tabelle 7) nahe an der Kurve der Autokorrelati-
on. Dies ist im Detailausschnitt in Abbildung 4.12 zu sehen.  
Bei dieser Konfiguration liegt die höchste Empfindlichkeit bei der Geschwindigkeit von ݒ௉ ൌ ͷǡ͹Ȁ (bei Filter 3) vor. Für langsamere Signale kommt der Einfluss der Zeitkon-
stanten des CSA zum Tragen und somit nimmt die Empfindlichkeit hier wieder ab. Die-
ser Effekt kann entweder durch anpassen der Detektorgeometrie oder durch einengen 
des Geschwindigkeitsbereichs kompensiert werden. Der höchste ENC-Wert liegt am 
oberen Ende des Geschwindigkeitsbereichs. Dieser Bereich wird mit Filter 0 aufbereitet. 
Hier liegt der ENC-Wert bei 157 Elektronen.  
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Abbildung 4.12: Empfindlichkeit der digitalen Filter des Aerosol-Partikeldetektionssystems. 
4.2.3 Messungen 
Um das Partikeldetektionssystem ASPM zu validieren und zu charakterisieren wurden 
im Verlauf des Projekts mehrere Versuchsaufbauten entwickelt und Messungen durch-
geführt. Mit den Messungen, die Inhalt der nachfolgenden Abschnitte sind, werden die 
einzelnen Baugruppen des Aerosol-Partikeldetektionssystems getestet.  
Unterdruckprüfstand: Die vorhandene Problemstellung der Messung eines strömen-
den Fluides mit geladenen Mikropartikeln beinhaltet eine Vielzahl von äußeren Stör-
größen. Um die Grundfunktionen des Detektors testen zu können, wird ein Versuchs-
aufbau benötigt, der möglichst viele dieser Störgrößen eliminieren, bzw. einzeln wieder 
zuschalten kann. Störgrößen und weitere Anforderungen sind in Tabelle 8 aufgelistet. 
Tabelle 8: Störgrößen und Anforderungen an den Versuchsaufbau. 
Störgrößen  Anforderungen 
Luftfeuchtigkeit  
Definierte, reproduzierbare Aufladung 
der Probenpartikel 
Luftbewegung  
Unterschiedliche Geschwindigkeiten der 
Probenpartikel 
Tunneleffekte beim Ablösen der Pro-
benladung von der Elektrode 
 
Reproduzierbare Beförderung der Pro-
benladung durch den Detektorprototyp 
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Ladungsaustausch durch Reibung an 
Luftmolekülen bzw. an Rohrwänden 
(somit keine definierte Ladung) 
 
Keine Entladung des Probenpartikels bis 
zum Ende der Messung 
 
Mit dem Versuchsaufbau aus Abbildung 4.13 werden diese Testbedingungen geschaffen. 
Er besteht aus einem Acrylglasrohr (mit Länge = 1,5 m und Durchmesser = 0,3 m), wel-
ches mit Deckeln an beiden Enden abgedichtet wird. Über eine Vakuumpumpe wird ein 
Unterdruck im Acrylglasrohr erzeugt. An einem Gerüstaufbau aus Profilmaterial in dem 
Unterdruckrohr können für unterschiedliche Versuche die benötigten Testbaugruppen 
angebracht werden. Durch Ausdünnen der Luft in dem Unterdruckzylinder wird der 
Einfluss der umgebenden Atmosphäre auf die Probenladung untersucht. 
 
Abbildung 4.13: Links: Unterdruckprüfstand mit Detailansichten. Oben rechts: Probennachlade-
mechanismus. Unten rechts: Referenzmessgerät. 
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Der zu untersuchende Partikelsensor kann auf beliebiger Höhe in der Fallstrecke mon-
tiert werden. Über dem Sensor wird der Probennachlader angebracht. Dieser hat die 
Aufgabe magnetisierbare Testkugeln mit einem Durchmesser zwischen 1 mm und 5 mm 
elektrisch aufzuladen und gezielt über dem Sensor auszuklinken. Somit werden mehrere 
Ladungen nacheinander durch den Sensor befördert, ohne dass die Unterdruckstrecke 
belüftet werden muss. Die Probenkugeln werden in einem Reservoir vorgehalten. Per 
Knopfdruck wird mit einem Hubmagneten ein Schlitten ausgelenkt, der bei jedem Hub 
eine Kugel aus dem Reservoir holt und unter dem Elektromagneten platziert. Der Elekt-
romagnet zieht die Kugel an eine Elektrode, durch die eine definierte Ladung übertragen 
wird.  
Unter dem Sensor werden die geladenen Kugeln mit einem Faraday-Cup aufgefangen, 
wobei die Ladungen durch Berührung mit dem leitenden Becher übertragen werden. 
Dies wird als Referenzmesssystem herangezogen. Abbildung 4.14 zeigt die Messsignale, 
die vom Sensor und Referenzsystem beim Durchflug einer Ladung erzeugt werden. 
 
Abbildung 4.14: Signale des Detektors (blau, gelb, rot) und Faraday-Cup (grün) im Unterdruck-
prüfstand.  
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Weitere Untersuchungen mit diesem System wurden von [Böyükbas, 2015] durchge-
führt. Für Details zum Aufbau des Probennachladers sei auf den technischen Bericht von 
[Helbach, 2017] verwiesen.  
Motorenprüfstand: Eine weitere Messung unter realen Bedingungen wurde bei der Fa. 
Friedrich Boysen GmbH & Co. KG am Motorenprüfstand durchgeführt. Abbildung 4.15 
zeigt schematisch den Versuchsaufbau.  
 
Abbildung 4.15: Schematischer Versuchsaufbau am Motorenprüfstand bei Fa. Boysen GmbH & Co. 
KG [Stoll, 2015]. 
Das Abgas des Dieselmotors wird dem Abgasstrang nach dem Dieselrußpartikelfilter 
entnommen. Die Rußpartikel des zu vermessenden Aerosols werden mit dem Referenz-
partikelzähler APCPLUS AVL-Particle-Counter gemessen [Stoll, 2015]. Dies ist ein speziell 
zur Euro6-Abgasmessung zugelassener Partikelzähler. Parallel dazu wird das Abgas ab-
gezweigt und steht für ein weiteres Messgerät zur Verfügung. Mit diesem Versuchsauf-
bau ist also eine parallele Messung mit dem Referenzgerät und dem zu untersuchenden 
Detektorprototypen möglich. 
Mit der Studie [Stoll, 2015] sollte zum einen gezeigt werden, ob es theoretisch möglich 
ist, den auf Ladungsinfluenz basierenden Partikelsensor ebenfalls für eine Euro6-
Abgasmessung zu verwenden. Zum anderen sollte die theoretisch bestimmte Ab-
schirmwirkung des Detektors gegenüber EMV-Pulsen verifiziert werden. Bei der Studie 
konnte gezeigt werden, dass eine Euro6 Messung theoretisch durchgeführt werden 
kann. Des Weiteren zeigten die Messungen, dass die Abschirmung gegenüber den am 
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Prüfstand auftretenden EMV-Störungen äußerst gut funktioniert. Partikel konnten auf-
grund der zu geringen Ladungen nicht nachgewiesen werden. Die Ursache dafür liegt 
entweder in einem zu hohen Strom schwach geladener Partikel, oder in einer nicht aus-
reichenden einzelnen Partikelladung. Ein zu hoher Partikelstrom kann in Zukunft durch 
eine Änderung des Querschnitts der Messröhre begrenzt werden. Sollte eine nicht aus-
reichende Aufladung der Partikel vorliegen, so ist eine zusätzliche Aufladungsstufe vor 
der eigentlichen Messung zu implementieren.  
Partikelbeschleuniger: Für die Vermessung und Validierung des Partikelsensors ist 
der Test- bzw. der Partikelbeschleuniger (vgl. Abbildung 4.16 und Anhang D) hervorra-
gend geeignet, da dieser Teilchen im geforderten Geschwindigkeitsbereich liefert. Aller-
dings kann der ASPM an diesem Teststand nur im Vakuum vermessen werden. Im rech-
ten Teil des Aufbaus werden die Partikel geladen und in Richtung des Strahlrohrs be-
schleunigt. Im Strahlrohr passieren die Partikel einen kalibrierten Detektor, der als Re-
ferenzmessgerät dient. Der zu validierende Partikelsensor befindet sich in der Test-
kammer. Anhand des Referenzmessgeräts kann dieser kalibriert werden.  
 
Abbildung 4.16: Testbeschleuniger am Institut für Raumfahrtsysteme.  
Mit diesem System wurde eine Messreihe durchgeführt. Das Diagramm in 
Abbildung 4.17 zeigt exemplarisch eine der Messungen.  
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Abbildung 4.17: Exemplarische Messung (Datensatz: 170503_ASPM_Messung_38.dat) der Messrei-
he vom 03.05.2017 mit dem ASPM (vgl. Abbildung 4.6) am Testbeschleuniger . 
Trotz der geringen Partikelladung sind hier die gut ausgeprägten trapezförmigen Signa-
le der Ladungsverstärker des Partikelsensors zu erkennen. Über den zeitlichen Versatz 
lässt sich die Geschwindigkeit des Teilchens bestimmen. 
Laboraufbau mit Gasströmung: Mit den oben beschriebenen Versuchsaufbauten kön-
nen entweder Mikropartikel im Vakuum oder millimetergroße Teilchen in der Gasum-
gebung getestet werden. Das Ziel dieses Laboraufbaus ist es, die Funktionsfähigkeit des 
Partikeldetektionssystems mit dem spezifizierten Medium (Mikropartikel in Gasströ-
mung) zu validieren.  
Da mit dem Messprinzip der elektrischen Influenz ausschließlich Ladungen detektiert 
werden können, wurde in den Studien von [Behr, 2015/10] die Aufladung von Aeroso-
len untersucht. In den Arbeiten von [Behr, 2016], [Nguyen-Ngoc, 2017] und [Schubert, 
2017] wurden Prototypen von Aufladern mit unterschiedlichen physikalischen Prinzi-
pien entwickelt und gebaut. Mit dem in Abbildung 4.18 dargestellten Versuchsaufbau 
werden Mikropartikel elektrisch aufgeladen und in einem Trägergas dispergiert. Das 
Testmedium wird dem Sensor zugeführt.  
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Abbildung 4.18: Laboraufbau zur Vermessung von Mikropartikeln in einer Gasströmung mit Kon-
taktauflader. 
Bei diesem Laboraufbau dient ein einfacher Auffangbehälter in Form eines Trichters als 
Partikelquelle. Dieser ist mit einem Teflonschlauch mit dem Kontaktauflader verbunden. 
An der Nadel wird eine Spannung von 1-2 kV angelegt und an den Wehneltzylinder eine 
Spannung von 0,75-1,5 kV. Der Auslass des Kontaktaufladers ist mit einem Teflon-
schlauch mit dem Detektor verbunden. Die einzelnen Elektroden des Detektors sind zur 
Messung an ein Oszilloskop angeschlossen. Um einen Luftstrom im gesamten System zu 
erzeugen, ist eine Vakuumpumpe nachgeschaltet.  
Mit diesem System wurde eine Messreihe durchgeführt. Das Diagramm in 
Abbildung 4.19 zeigt exemplarisch eine der Messungen. Getestet wurden Eisen und Koh-
lenstoffpartikel mit ähnlichen Ergebnissen. 
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Abbildung 4.19: Kanal zwei und drei des Partikelsensors. Strömungsmedium ist Umgebungsluft 
mit dispergierten Eisenpartikeln mit einem Durchmesser von ca. 10 µm. Mit dem zugrundeliegen-
den Konversionsfaktor ࢼ ൌ ૙ǡ ૢ૝ ܕ܄܎۱  (vgl. Tabelle 7) und Gleichung (2.23) kann die Amplitude in 
die korrespondierende Partikelladung umgerechnet werden. Die mittlere Amplitude des höchsten 
Messpulses liegt bei 60 mV.  
Diese Messung zeigt zwei deutlich ausgeprägte Einzelevents die von geladenen Mikro-
partikeln in einer langsamen Gasströmung resultieren. Bei beiden Partikeln weisen die 
Amplituden der zwei angezeigten Elektroden einen Versatz von ca. 10 ms auf. Das be-
deutet, dass die Strömung mit 4,5 m/s durch den Partikelsensor fließt. Hiermit ist die 
korrekte Funktion des spezifizierten Partikeldetektionssystems bestätigt. 
4.3 Stuttgart Dust Detector System - SD2S 
Mit den oben beschriebenen Partikeldetektionssystemen wird zum einen der Laborbe-
reich und zum anderen die Partikelmessung auf planetaren Oberflächen abgedeckt. Mit 
dem Stuttgart Dust Detector System wird die Sensorik zur Detektion von Mikropartikeln 
im All realisiert. Der Sensor wird für den Betrieb an der Außenstruktur eines Satelliten 
konzipiert. Je nach Ort und Blickrichtung der Raumsonde häufen sich die messbaren 
Partikel, die entweder unserem Sonnensystem entspringen oder interstellarer Herkunft 
sind. Durch Analyse der Mikropartikel mit dem Detektionssystem lassen sich wertvolle 
Daten generieren mit denen Fragestellungen zur Entstehung unseres Sonnensystems 
sowie entfernter Galaxien beantwortet werden können.  
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SD2S ist ein Partikelsensor der Ursprünglich für den Einsatz im Low Earth Orbit (LEO); 
genauer auf einer Höhe zwischen 400 km und 650 km ausgelegt wurde. Der Sensor kann 
mit kleinen Modifikationen auch in anderen Umgebungen (GEO, interplanetarer Flug, 
Mondorbits) betrieben werden. Damit das quaderförmige Partikeldetektionssystem auf 
einem Kleinsatelliten betrieben werden kann wurde es mit den äußeren Maßen von 
156,5 mm x 109 mm x 90,75 mm vergleichsweise klein konzipiert. Der komplette Sensor 
wiegt weniger als 1,5 kg. Anhand Abbildung 4.20 werden die jeweiligen Module und 
Baugruppen beschrieben: 
 
Abbildung 4.20: Links: CAD-Modell des kompletten SD2S [Schüle, 2015]. Rechts: Explosionsansicht 
zur Veranschaulichung des inneren Aufbaus [Kaupe, 2017].  
Der Sensor lässt sich in zwei funktionale Bereiche unterteilen: die Messkammer und die 
Elektronikbox (in obiger Abbildung weiß umrandet). Die Messkammer ist an der vorde-
ren Seite (Eintrittsseite) geöffnet, sodass die einfallenden Partikel durch die Gitter-
kaskaden (mit insgesamt 7 Gittern) fliegen können. Diese besitzen einen definierten 
Transmissionsgrad [Kaupe, 2017, S. 5 u. 7], sodass 56% der senkrecht einfallenden Par-
tikel die Messkammer komplett passieren und die Aufprallplatte (Target) an der Rück-
wand treffen. Mit dem SD2S werden Geschwindigkeit und Ladung der Mikropartikel mit-
tels drei gitterförmigen Influenzelektroden gemessen. Die restlichen vier Gitter dienen 
der Abschirmung der Detektoren und zum Aufbau eines gerichteten E-Felds. Durch Ein-
schlagsionisation auf der goldbeschichteten Targetplatte können weitere Partikelinfor-
mationen extrahiert werden.  
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In der Elektronikbox befindet sich der Platinenstack mit dem die Funktionalität des Sen-
sors bereitgestellt wird. In Abbildung 4.21 sind die zur Systemauslegung relevanten ana-
logen Signale und Datenströme sowie Schnittstellen und Funktionselemente dargestellt.  
 
Abbildung 4.21: Systemauslegung des SD2S. Verschaltung der Baugruppen und Signalpfade.  
Das Gitter am Eintritt der Messkammer des SD2S liegt auf dem Potential GND2. Dies ent-
spricht dem Potential der Außenhülle der Raumsonde (SC, engl., spacecraft). Um freie 
Elektronen abzustoßen, die das SC umgeben, wird ein gerichtetes E-Feld erzeugt, indem 
die zweite Gitterebene auf -200 V gelegt wird. Die ladungssensitiven Gitter sind farblich 
markiert. Diese werden an analoge Frontendverstärker angeschlossen. Um Interferen-
zen und Spannungsschwankungen zu kompensieren, liegen die angrenzenden Gitter der 
ladungssensitiven Ebenen auf Signalmasse (GND1). Beim initialen Design des SD2S 
wurden zwei Piezodetektoren vorgesehen, die zum Messen der Partikelrate eingesetzt 
werden.  
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Mit dem digitalen Datenverarbeitungssystem werden die Signale weiterverarbeitet. 
Hierzu zählen die Aufgaben des oben diskutierten Triggersystems und das Abspeichern 
der Daten. Da kein ständiger Downlink besteht, wird der Speicher so ausgelegt, dass ge-
nügend Partikelevents gespeichert werden können. Zur Überwachung des Systems wer-
den Housekeepingdaten erzeugt und direkt ausgewertet. Sobald ein Link zur Bodensta-
tion besteht, werden die Daten seriell zum Bordcomputer übertragen.  
Um die sensible Elektronik vor externen Störeinflüssen zu schützen, wird ein zweistufi-
ges Abschirmkonzept verfolgt. Die komplette Außenhülle des SD2S ist in Sandwichbau-
weise konstruiert. Die äußere Schicht besteht aus Mu-Metall, welches aufgrund seiner 
hohen Permeabilität eine hohe Schirmwirkung auf B-Felder hat. Die innere Schicht be-
steht wegen den Gewichtsvorteilen aus Alu. Damit wird die Wirkung eines faradayschen 
Käfigs aufgebaut, womit das E-Feld abgeschirmt wird. Beide leitenden Schichten (Mu-
Metall und Alu) müssen aufgrund der unterschiedlichen Potentiale elektrisch isoliert 
sein. Aus dem Grund wird eine Zwischenschicht aus nichtleitendem Material eingesetzt. 
Diese dient zugleich als Strukturelement. Für detailliertere Beschreibungen zu Funktion 
und Aufbau des SD2S wird auf die Arbeiten von [Behr, 2015], [Schüle, 2015] und [Kaupe, 
2017] verwiesen.  
Bis zum aktuellen Stand dieser Arbeit wurde ein Ingenieursmodell des SD2S aufgebaut. 
Bei der Entwicklung wurde bereits Wert auf die Tauglichkeit für einen Einsatz im Welt-
raum gelegt. Dies betrifft zum einen die Material- und Bauteilauswahl und zum anderen 
spezielle Designaspekte wie das Ausgasen, das Entlüften aller Bauelemente beim Rake-
tenstart (venting analysis) sowie der Reaktion der Struktur auf zyklisch auftretende, 
hohe Temperaturunterschiede. Mit dem aktuellen Design des SD2S wurde von [Behr, 
2015/12] eine erste FEM-basierte Strukturanalyse durchgeführt, bei dem die Eigenfre-
quenzen sowie auftretende Bauteilspannungen aufgrund statischer und dynamischer 
Lasten berechnet wurden. Bei der Elektronik wurde bisher der Fokus auf das analoge 
Fronend gelegt. Hierzu wurden Verstärker mit Ladungseingang auf Basis des ICs A250 
der Fa. Amptek ausgelegt und gefertigt. Die Wahl fällt vor allem auf besagten Verstärker-
IC, da mit diesem bereits Erfahrungswerte am IRS existieren und da dieser Chip in einer 
für den Weltraum qualifizierten Variante (space grade) erhältlich ist. In der Arbeit von 
[Kaupe, 2017] wurden die charakteristischen Kurven des Frontends aufgenommen und 
die Performance bestimmt. Aufgrund der kleinen Bauform des SD2S müssen die benö-
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tigten elektronischen Bauelemente auf kleiner Platinenfläche platziert werden. Diese 
Problemstellung erfordert einen erheblichen Zeitaufwand beim Platinenlayout. Aus dem 
Grund wurde lediglich das analoge Frontend in der Elektronikbox integriert. Die Funkti-
onen der digitalen Platinen wurden mit dem in Kapitel 3.1 beschriebenen Laboraufbau 
(außerhalb der Elektronikbox) umgesetzt. Anhand dieses voll funktionsfähigen Ingeni-
eursmodells lassen sich die weiteren Tests für die nächsten Entwicklungsschritte durch-
führen.  
Im Orbit der Sonde weisen alle zu detektierenden Teilchen Relativgeschwindigkeiten im 
Bereich von 1 km/s bis 20 km/s zur Sonde auf. Der dynamische Bereich wird so ausge-
legt, dass Ladungen zwischen 0,1 fC ≤ QP ≤ 10 fC gemessen werden können. Daraus lei-
ten sich weitere Anforderungen an die Baugruppen zur Partikeldetektion (Detektor-
CSA-ADC-DSV) ab. Diese werden im nächsten Unterkapitel diskutiert.  
4.3.1 Hardware 
Detektor: Aufgrund des begrenzten Bauraums werden Gitterelektroden eingesetzt, um 
die Spiegelladungen zu influenzieren. Da für die vorliegende Problemstellung noch nicht 
alle Daten vorliegen, werden für die weitere Auslegung folgende Annahmen und Verein-
fachungen getroffen:  
· keine Dämpfung am Detektor ܦ஽௘௧ ൌ Ͳ,  
· Detektorkapazität (ܥ஽௘௧ ൎ ʹͲ	) und 
· Ladungssignal entspricht idealem Dreieck. 
Die konstruktionsbedingte Dämpfung, Kapazität und Kurvenform (vgl. Kapitel 2.1) las-
sen sich mittels numerischer Simulation ermitteln. Bei vorangegangenen Projekten hat 
sich dazu das Softwarepaket Coulomb der Fa. Integrated Engineering Software bewährt. 
Die im Folgenden präsentierten charakteristischen Kurven des SD2S können, sobald 
vorhanden, um die exakten Werte korrigiert werden.  
CSA: Die erste Stufe des analogen Frontends ist ein Verstärker mit Ladungseingang. Dies 
wird mit dem A250-IC mit externem JFET realisiert. Mit der zweiten Stufe wird das Fre-
quenzband mit einem Bandpass 1. Ordnung zwischen 159 Hz ≤ f ≤ 4,8 MHz begrenzt. Die 
Spannung wird mit dem differentiellen Verstärker des Typs LMP8350 der Fa. Texas In-
struments verstärkt, um die Signale an den dynamischen Bereich der ADCs anzupassen. 
Dieser liefert genügend Strom für den Betrieb der ADCs. Ein spezieller Treiber wird so-
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mit nicht benötigt. Der Schaltplan des kompletten analogen Frontends wurde von 
[Kaupe, 2017] beschrieben. Während dieser Arbeit wurden die charakteristischen Wer-
te für das Frontend per Messung ermittelt. Diese sind Tabelle 9 zu entnehmen.  
Tabelle 9: Charakteristische Werte des analogen Frontends basierend auf dem A250.  
Bezeichnung Wert Beschreibung 
Offset 40,42 [mV] DC Offset 
vrms 0,62 [mV] Rauschen (root mean square) 
β 40 [mV/fC] Gain/Konversionsfaktor 
ENCCSA 97 [e-] Equivalent Noise Charge 
 
Die Zeitkonstante des Frontends ist ߬ ൌ ܴி ڄ ܥி ൌ ͵ͲͲሾȳሿ ڄ ͳሾ	ሿ ൌ ͵ͲͲሾɊሿǤDa die 
Flanken des Dreiecksignals am Eingang deutlich schneller sind (ا ߬), wird das Signal 
durch die Übertragungsfunktion des Frontends nicht verzerrt. Deshalb wird bei der Aus-
legung der digitalen Filter von einem dreieckförmigen Signal am Ausgang des Ladungs-
verstärkers ausgegangen.  
ADC: Um eine deutliche Empfindlichkeitssteigerung durch die digitale Filterung zu er-
zielen, werden die analogen Signale mit einer Abtastrate von ௌ݂ ൌ ͷͲ und einer Auf-
lösung von ܴ݁ݏ ൌ ͳʹ digitalisiert. Es gibt nur wenige kommerzielle Bauteile in der 
„space grade“-Variante, die diesen Anforderungen genügen. Wegen der vergleichsweise 
geringen Leistungsaufnahme fällt die Wahl auf den AD9254S der Fa. Analog Devices.  
DSV: Bei diesem System werden ausschließlich Matched-Filter mit rechteckiger Grund-
form eingesetzt (vgl. Tabelle 3). Die charakteristischen Kurven Varnorm(vP) der verwen-
deten Matched-Filter wurden nach dem Verfahren aus Kapitel 2.5.1 bestimmt und sind 
in Abbildung 4.22 im Diagramm aufgetragen. 
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Abbildung 4.22: Kurven zur Auslegung der digitalen Filter über der Partikelgeschwindigkeit im 
geforderten Bereich. 
Die Schnittpunkte der Kurven legen die Geschwindigkeitsteilbereiche fest. Die Grund-
form, die Länge und der korrespondierende Geschwindigkeitsbereich sind in Tabelle 10 
zusammengefasst.  
Tabelle 10: Auswahl der digitalen Filter des SD2S 
Filter Bezeichnung Bereich vP [km/s] Länge [Samples] Form 
1 Filter a9 1 bis 1,33 ଵܰ ൌ ͷͳʹ Rechteck 
2 Filter a8 1,33 bis 2,66 ଶܰ ൌ ʹͷ͸ Rechteck 
3 Filter a7 2,66 bis 5,33 ଷܰ ൌ ͳʹͺ Rechteck 
4 Filter a6 5,33 bis 10,56 ସܰ ൌ ͸Ͷ Rechteck 
5 Filter a5 10,56 bis 20 ହܰ ൌ ͵ʹ Rechteck 
 
4.3.2 Performance 
Für die ausgewählten Filter wird die Empfindlichkeit mit dem ENC-Wert nach dem in 
Kapitel 2.5 beschriebenen Verfahren ermittelt. Abbildung 4.23 verdeutlicht die signifi-
kante Steigerung der Empfindlichkeit aufgrund der digitalen Aufbereitung mit den ge-
wählten Filtern. Die blaue Linie zeigt die Empfindlichkeit des analogen Systems bei 97 
Elementarladungen. Die rote Linie bezeichnet die Grenze der maximal erreichbaren Per-
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formance mittels Autokorrelation für die aktuelle Konfiguration (Samplingrate, Auflö-
sung, etc.). 
 
Abbildung 4.23: Vergleich der Empfindlichkeit des SD2S nach analogem Frontend und nach digita-
ler Filterung. 
Die ENC-Kurven der eingesetzten Matched-Filter liegen im korrespondierenden Ge-
schwindigkeitsbereich (Angaben siehe Tabelle 10) nahe an der Kurve der Autokorrelati-
on. Dies ist im Detailausschnitt in Abbildung 4.24 zu sehen.  
 
Abbildung 4.24: Empfindlichkeit des SD2S nach digitaler Filterung. Das Diagramm zeigt den Teil-
ausschnitt aus Abbildung 4.23, um die Empfindlichkeiten der Teilbereiche nach DSV zu verdeutli-
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chen. Die Filterkurven liegen nahe der Kurve der besten Performance (Autokorrelation). Dies 
zeigt, dass die rechteckige Filtergrundform sehr gut mit den Signalen des SD2S korreliert.  
Für den Filter des untersten Geschwindigkeitsbereichs (a9) liegt die Detektionsschwelle 
bei 6 Elektronen. Der höchste ENC-Wert liegt am oberen Ende des Geschwindigkeitsbe-
reichs. Dieser Bereich wird mit dem Filter mit der Bezeichnung a5 gefiltert. Hier liegt 
der ENC-Wert bei 28 Elektronen. 
Aufgrund des noch frühen Entwicklungsstadiums des SD2S sind noch nicht alle Parame-
ter exakt bestimmt oder können sich noch ändern. Aus dem Grund wurden zur Bestim-
mung der Performancekurven die oben diskutierten Annahmen getroffen. Die Kurven 
sind als Vorauslegung zu betrachten, die eine Aussage über die Korrelation liefern. 
Durch die oben getroffenen Annahmen ändert sich die Form der Performancekurven 
nur gering, sondern lediglich die absoluten Werte der Empfindlichkeit (Kurven im Dia-
gramm verschieben sich entlang der y-Achse nach oben oder unten).  
4.3.3 Messungen 
Mit dem Testbeschleunigersystem des IRS wurden während der Arbeit von [Kaupe, 
2017] Messreihen durchgeführt. Die Laborumgebung ist in Kapitel 4.2.3 und im An-
hang D beschrieben. Da dieses System mit niedriger Beschleunigerspannung keine Par-
tikelgeschwindigkeiten im geforderten Bereich des SD2S liefern kann, wurde das analo-
ge Frontend während der Messkampagne getauscht, um die langsamen Signale ausrei-
chend zu verstärken. Trotz dieser Einschränkung konnte damit die Funktion des SD2S 
validiert werden. Abbildung 4.25 zeigt exemplarisch eine der Messungen.  
Während des Durchflugs durch den Referenzdetektor erzeugt die Ladung den ersten 
Messausschlag (grüne Linie). Nach einem zeitlichen Versatz erreicht das Teilchen die 
Messkammer des SD2S und erzeugt dort der Reihe nach die dreieckförmigen Pulse, aus 
denen Ladung und Geschwindigkeit abgeleitet werden können.  
Anhand der Messdaten konnte die Funktion der Gitterelektroden nachgewiesen und 
eine erste Abschätzung der Empfindlichkeit abgeleitet werden. Um die Standartkonfigu-
ration des analogen Frontends sowie DSV des SD2S zu testen, sind weitere Messungen 
notwendig, mit einem Partikelbeschleuniger mit höherer Beschleunigerspannung.  
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Abbildung 4.25: Exemplarische Partikelmessung (Datensatz: 170317_SD2S_Messung10.dat) der 
Messreihe vom 17.03.17 mit dem SD2S am 20 kV Testbeschleuniger. Das 20 kV System beschleu-
nigt die Teilchen nicht bis zum spezifizierten Geschwindigkeitsbereich des SD2S. Um die langsa-
meren Teilchen mit dem SD2S messen zu können, wurden nicht die eigentlichen Ladungsverstär-
ker (aus Tabelle 9) eingesetzt, sondern externe Laborverstärker mit einem Konversionsfaktor von 
1,4 mV/fC. Der Konversionsfaktor des Beschleunigerdetektors liegt bei 41 mV/fC.  
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5 Zusammenfassung und Ausblick 
Kleinste Mikro- und Nanopartikel bestimmen zahlreiche Vorgänge im gesamten Univer-
sum. Auch in der näheren Umgebung des Menschen existieren Partikel unterschiedlichs-
ten Ursprungs und Zusammensetzung, die unser tägliches Leben beeinflussen, ohne dass 
wir es bewusst registrieren. Die Sinne des Menschen sind nicht empfindlich genug um 
diese kleinsten Teilchen direkt wahrzunehmen. Um die Vorgänge dennoch verstehen 
und beeinflussen zu können, werden Partikelsensoren eingesetzt, mit denen die Unter-
suchung der Teilchenumgebung möglich ist. In den einleitenden Kapiteln wurde die 
Wichtigkeit der Partikelmessung herausgestellt und aufgezeigt, dass bei Wissenschaft 
und Industrie der Bedarf besteht die Partikelumgebung immer genauer zu charakteri-
sieren; denn je empfindlicher das Messsystem ist, desto mehr Nutzen wird für den je-
weiligen Anwendungsbereich generiert. Die Empfindlichkeit ergibt sich aus dem einge-
setzten physikalischen Messprinzip, aktueller Technologie der verwendeten Baugrup-
pen und der Verfahren der Messtechnik bzw. Signalauswertung. Allgemein werden bei 
der Partikelmesstechnik unterschiedliche physikalischen Verfahren angewandt. Bei der 
Raumfahrt wird vor allem das Prinzip der elektrischen Influenz eingesetzt, da dies deut-
liche Vorteile bietet. Für Anwendungen, die nicht im Vakuum stattfinden, haben sich 
bislang andere Verfahren durchgesetzt, da die atmosphärische Umgebung weitere Ein-
flussfaktoren mit sich bringt. Aufgrund dieser konnten zum aktuellen Stand der Techno-
logie keine Messungen von elektrisch geladenen Schwebepartikeln in einem Trägergas 
(Aerosol) realisiert werden, die über vergleichbare Eigenschaften (in-situ Detektion von 
Einzelpartikeln, etc.) der Partikelmessung im All verfügen. Die für diese Arbeit festgeleg-
te Zielstellung ist die Verbesserung der Empfindlichkeit der Partikelmesstechnik unter 
Verwendung des Prinzips der elektrischen Influenz. Zudem wird untersucht, ob dieses 
Messprinzip mit den neuen Erkenntnissen auch für Anwendungsbereiche in einer Atmo-
sphäre geeignet ist.  
Um diese Ziele zu erreichen, wurde die Messkette aufgestellt und jede Funktionskompo-
nente separat analysiert, sowie der aktuelle Stand der Bauteiltechnologien ermittelt. Mit 
dieser Analyse konnten jene Parameter identifiziert und Verfahren aufgestellt werden, 
die als Werkzeuge zur Sensorauslegung und Optimierung dienen. Mit Hilfe dieser lassen 
sich zudem Unterbaugruppen bewerten sowie der benötigte Aufwand abschätzen, um 
eine geforderte Empfindlichkeit zu erreichen. 
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Um die Empfindlichkeit der bestehenden Technik weiter zu steigern, wurden numeri-
sche Verfahren untersucht mit denen kleinste Nutzsignalanteile aus dem verrauschten 
Signal extrahiert werden können. Die Optimalfiltermethode wurde hierbei als besonders 
geeignet eingestuft, um Signale der Partikelsensoren aufzubereiten. Um die Praxistaug-
lichkeit der digitalen Filterung zu validieren, wurde ein digitales Triggersystem entwi-
ckelt, auf dem Algorithmen zur Signalaufbereitung sowie zur automatischen Signalaus-
wertung (Partikeldetektion) prozessiert werden. Durch Anschließen an das analoge Sys-
tem des Partikelbeschleunigers des IRS konnte eine Erhöhung der detektierten Partikel 
um 35,6 % nachgewiesen werden.  
Die absolute Empfindlichkeitssteigerung wurde ermittelt, indem das Triggersystem an 
unterschiedliche Partikeldetektionssysteme angepasst und integriert wurde. Anhand 
der hergeleiteten Verfahren zur Bewertung des Systems wurden die Performancepara-
meter des analogen Systems zum Stand vor dieser Arbeit und mit dem Beitrag dieser 
Arbeit (digitales System) ermittelt. Der Vergleich zeigt, dass die geschwindigkeitsabhän-
gige Empfindlichkeit bei allen Anwendungen um ein Vielfaches verbessert wurde. Bei 
der PSU liegt die Empfindlichkeit der analogen Komponenten bei 950 Elementarladun-
gen. Dieser Wert konnte im oberen Geschwindigkeitsbereich auf 136 und im Unteren bis 
auf 16 Elementarladungen signifikant gesteigert werden. Beim ASPM wurde die Emp-
findlichkeit des analogen Systems auf 4900 Elementarladungen eingestellt. Mit dem di-
gitalen Triggersystem wurde die Empfindlichkeit deutlich verbessert und zwar auf einen 
Bereich zwischen 70 bis 157 Elementarladungen (abhängig von der Partikelgeschwin-
digkeit). Beim SD2S konnte aufgrund des optimalen Bereichs der erwarteten Partikelge-
schwindigkeiten bereits eine sehr empfindliches Frontend entwickelt werden. Die De-
tektionsschwelle der analogen Laborelektronik wurde per Messung bestimmt und hat 
einen Wert von 97 Elektronen. Die vorläufigen Werte der Detektionsgrenze nach der 
digitalen Filterung liegen im Bereich von 6 bis 28 Elektronen.  
Die einleitende Fragestellung eines möglichen Einsatzes der Ladungsinfluenzsensoren 
für Aerosole konnte ebenfalls beantwortet werden, indem ein Sensor für langsame Gas-
strömungen konstruiert wurde. Die Ergebnisse der Messungen bestätigten, dass die ge-
forderte Detektionsgrenze für Ladungen eingehalten und mit DSV sogar deutlich über-
troffen wird. Während dieses Projekts konnte von unserer Forschergruppe erstmals 
gezeigt werden, dass sich ein Detektor auf Ladungsinfluenzbasis dazu eignet, Partikel-
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messungen an Aerosolen zu tätigen. In dieser Disziplin stehen bislang andere Messver-
fahren im Fokus. Wegen der nützlichen Eigenschaften wie z. B. der Skalierbarkeit bietet 
sich das Verfahren für zukünftige Partikelmessungen vor allem zum Masseneinsatz im 
automobilen Sektor an.  
Aufgrund der festgestellten Tauglichkeit des vorgestellten Messprinzips für Aerosolde-
tektoren, ist es ausdrücklich zu empfehlen, in weitere Entwicklungsarbeiten zu investie-
ren. An die gute Performance des Prototyps kann angeknüpft werden, indem eine minia-
turisierte Version des Sensors konstruiert wird. Durch Weiterentwicklung einer inte-
grierten Baugruppe zur Aerosolaufladung wird ein wertvoller Beitrag zur Partikelmes-
sung in langsamen Gasströmungen erwartet.  
Mit der Entwicklung des Partikeldetektionssystems SD2S zur Detektion von kosmi-
schem Staub im niederen Erdorbit, konnte ebenfalls bei der Anwendung im Raumfahrt-
sektor eine signifikante Empfindlichkeitssteigerung festgestellt werden. Während des 
Entwicklungsprozesses des Triggersystems wurde insbesondere darauf Wert gelegt, 
raumfahrttaugliche Bauteile auszuwählen sowie digitale Ressourcen effizient einzuset-
zen so dass das System auf einer Plattform eingesetzt werden kann, bei der Power- und 
Massenbudget streng limitiert sind.  
Die Ergebnisse der vorliegenden Arbeit führen zu dem Fazit, dass für zukünftige wissen-
schaftliche Missionen der Einsatz der hier entwickelten digitalen Signalverarbeitung 
dringend empfohlen wird. In den einleitenden Kapiteln wurde die Größenverteilung des 
kosmischen Staubs beschrieben und festgestellt, dass im All Teilchen mit Durchmessern 
bis zum unteren Nanometerbereich vorkommen. Mit dem Triggersystem konnte die 
Grenze der detektierbaren Ladungen um ein vielfaches abgesenkt werden. Daraus folgt, 
dass die Anzahl einzelner detektierbarer Partikel signifikant erhöht wird, und damit zu-
sätzliche wissenschaftlich wertvolle Daten geliefert werden. Eine Steigerung der La-
dungsempfindlichkeit um den Faktor 10 bedeutet eine Steigerung um den Faktor 1000 
der detektierbaren Partikelmasse. Dieser Zusammenhang verdeutlicht das Potential, das 
mit den neuen Erkenntnissen im Bereich der ladungsinfluenzbasierten Partikelmessung 
in Raumfahrt und Industrie in Zukunft entfaltet werden kann.  
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Anhang 
A Ausgangssignalformen nach Korrelation mit einfachen Rechteckfiltern 
Die Signalbearbeitung mit Matched-Filtern wirkt sich auf die Form des resultierenden 
Signals aus. Um einen Überblick zu geben, werden in diesem Abschnitt Ergebnisse der 
Optimalfilterung mit unterschiedlichen Filterübertragungsfunktionen zur Verfügung 
gestellt. Dies wird exemplarisch für das Signal x(t) des Beispielsystems aus Kapitel 2.4.2 
durchgeführt. Hierbei handelt es sich um ein System bestehend aus röhrenförmigem 
Sensorkopf und analogem Frontend mit Ladungseingang. Bei der Herleitung der geeig-
netsten Übertragungsfunktionen für die Anwendung der ladungsinfluenzbasierten Par-
tikeldetektion wurden drei Funktionen besonders hervorgehoben: 
· Mexican-Hat mit der Übertragungsfunktion hmex,  
· Doppelter-Rechteckfilter mit der Übertragungsfunktion hdre,  
· Rechteckfilter mit der Übertragungsfunktion hre. 
In den Diagrammen in Abbildung A1 sind die Signale nach dem analogen Frontend x(t) 
für 4 unterschiedliche Partikelgeschwindigkeiten dargestellt, und zwar für v=1 km/s, 
v=2 km/s, v=5 km/s und v=20 km/s (blaue Kurven). An die Amplitudendauern dieser 
Signale wurden die Filter optimal angepasst. Somit entspricht die Filterlänge W der 
Dauer des Aufenthalts der Ladung im sensitiven Teil des Detektors. Die grünen Kurven 
geben die Form des Signals nach der Filterung wieder.  
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Abbildung A1: Blaue Kurven: Signal nach analogem Frontend mit röhrenförmiger Elektrode. Rote 
Kurven: Übertragungsfunktionen von einfachen Optimalfiltern aus zusammengesetzten Recht-
ecken. Grüne Kurven: Ausgangssignalformen nach Optimalfilterung.  
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B Kalkulation des Ressourcenbedarfs von FPGA-Primitiven 
Die Logik des digitalen Triggersystems (vgl. Kapitel 3.3) wurde adaptiv ausgelegt, damit 
diese zum einen an unterschiedliche Anwendungsbereiche (wie z. B. Partikelbeschleuni-
ger, ASPM, SD2S, etc.) angepasst oder zum anderen hinsichtlich der Erhöhung des SNR 
erweitert werden kann. Die Empfindlichkeit für Ladungen kann erhöht werden, indem 
z. B. die Samplingrate oder die Anzahl der Filterkanäle vergrößert wird. Je nach Anpas-
sung ändert sich die Komplexität bzw. die Anzahl benötigter digitaler Ressourcen. FPGA-
Chips sind von verschiedenen Herstellern verfügbar, die sich in ihrer Größe, also der 
Anzahl verfügbarer digitaler Ressourcen (Primitiven) stark unterscheiden. Um die Frage 
zu beantworten, welche FPGA-Größe für die vorliegende Problemstellung benötigt wird, 
müssen Aspekte berücksichtigt werden, die in dieser Sektion beschrieben werden.  
Der Ressourcenbedarf der finalen FPGA-Firmware hängt von drei Parametern ab. Diese 
sind:  
(1) Auswahl des FPGA-Typs und Herstellers,  
(2) Umsetzung der Logik mit der Hardwarebeschreibungssprache und 
(3) Algorithmus der Herstellertools (Optimierungsdurchläufe).  
Zu Punkt (1): Ein FPGA kann als Baukastensystem verstanden werden, das dem Ent-
wickler eine Sammlung digitaler Grundelemente zur Verfügung stellt, die miteinander 
verschaltet werden können. Damit ist es möglich, mehrere digitale Schaltungen bzw. 
Funktionen parallel auf einem Chip zu betreiben. Ein FPGA besteht aus Basisblöcken, die 
mit einem Netzwerk von Leitungen und Knotenpunkten (der sog. Schaltmatrix) ver-
knüpft sind. Mit der Konfigurationsdatei werden die benötigten Bauelemente der jewei-
ligen Basisblöcke ausgewählt und anhand der Schaltmatrix miteinander verknüpft. Diese 
Grundstruktur eines FPGAs wird als „fabric“ (deutsch: Gewebe oder Struktur) bezeich-
net. Je nach Hersteller variiert der Aufbau eines solchen Basisblocks stark. Dies beginnt 
schon bei der Benennung: die Fa. Xilinx bezeichnet die Basisblöcke als Configurable Logic 
Block (CLB) oder als Slice, die Fa. Microsemi als VersaTiles und die Fa. Altera als Adaptive 
Logic Moduls (ALM). Genauso verschieden ist der Aufbau dieser Basisblöcke, da je nach 
Hersteller Lookup-Tabellen (LUT) mit unterschiedlicher Anzahl an Eingängen verwen-
det werden. Somit wird je nach gewähltem FPGA eine unterschiedliche Anzahl an Basis-
blöcken benötigt, um ein und dieselbe digitale Funktion umzusetzen. Die wichtigsten 
Daten der drei FPGAs, die während dieser Arbeit eingesetzt wurden, sind in Tabelle 11 
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aufgelistet. Die Werte sind aus den Herstellerdokumenten [Xilinx, 2017], [Xilinx, 2015] 
und [Microsemi, 2015] entnommen.  
Tabelle 11: Angaben der FPGA-Ressourcen zur Abschätzung der benötigten Mindestgröße und 
Vorauswahl des FPGAs.  
Entwicklungsumge-
bung/Hersteller 
ZedBoard/ 
Avnet 
ML605/ 
Xilinx 
ProASIC3 Starter 
Kit/Microsemi 
Chip XC7Z020 XC6VLX240T A3PE1500 
Hersteller FPGA Xilinx Xilinx Microsemi 
FPGA Technologie SRAM SRAM Flash 
Basisblock/Anzahl Slice/13300 Slice/37680 VersaTile/38400 
LUT 53200 150720 NA 
Memory/Size BRAM/4900 [kb] BRAM/14976 [kb] RAM/270 [kb] 
IO-Pins 200 720 444 
FMC-Standard LPC LPC und HPC Nicht vorhanden 
 
Die Anzahl der Basisblöcke ist beim XC7Z020 FPGA am geringsten und beim A3PE1500 
am höchsten. Da die Slices der beiden untersuchten Chips der Fa. Xilinx gleich aufgebaut 
sind, können diese direkt miteinander verglichen werden. Die Anzahl verfügbarer LUT 
ist beim ML605-Board um den Faktor 2,83 größer als beim ZedBoard. Ein VersaTile der 
Fa. Microsemi kann entweder für kombinatorische Logik oder als Flip-Flop eingesetzt 
werden. Die Anzahl verfügbarer LUT hängt somit von der umzusetzenden Logik ab. Des-
halb kann hier kein Vergleichswert zur Verfügung gestellt werden. Zudem besitzen die 
LUT der VersaTiles weniger Eingänge, was dazu führt, dass beim FPGA der Fa. Microsemi 
technologiebedingt mehrere LUTs für das Umsetzen einer Logik benötigt werden, als mit 
dem FPGA der Fa. Xilinx. Aus diesem Grund muss angenommen werden, dass die Größe 
des A3PE1500 FPGAs deutlich geringer ist, als die Größe des XC6VLX240T FPGAs trotz 
der höheren Anzahl an Basisblöcken.  
Zusätzlich zu den Basisblöcken enthält die „fabric“ eines FPGAs noch weitere digitale 
Bauelemente zum Speichern von Daten (Memory), für Arithmetik (DSP), zum Signal-
handling an den IO-Pins (IOB) und zur Takterzeugung bzw. Aufbereitung (Clocking).  
Zu Punkt (2): Eine arithmetische oder logische Funktion kann auf verschiedenen Wegen 
umgesetzt werden. Dies wurde am Beispiel der digitalen Optimalfilterung in Kapi-
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tel 2.4.5 beschrieben. Für eine Ressourceneffiziente Beschreibung der Logik sind Erfah-
rungen in der digitalen Schaltungstechnik und FPGA-Design, sowie die Kenntnis des 
Compilers notwendig, der zum Übersetzen der Hardwarebeschreibungssprache (HDL) 
eingesetzt wird. Zwischen den Herstellerprogrammen (Toolchain) mit denen die HDL 
übersetzt wird existieren z. T. signifikante Unterschiede hinsichtlich der Auswahl der 
Elemente, aus denen die logische Funktion zusammengesetzt wird. Für die weitere Ab-
schätzung der benötigten Ressourcen wird von einer effizienten Umsetzung ausgegan-
gen und es werden lediglich die Elemente betrachtet, die in jedem Fall bei der Umset-
zung der Logik des Triggersystems genutzt werden. Aus der Diskussion in Kapitel 2.4.5 
und Kapitel 3.3.3 geht hervor, dass für die Umsetzung der Optimalfilterung in jedem Fall 
die digitalisierten Eingangssignale der elektronischen Frontends zwischengespeichert 
werden müssen. Der Speicherbedarf hängt ab von der Anzahl an kaskadierten Detekto-
ren K und vom Parallelisierungsgrad N der digitalen Filterung (vgl. Abbildung 3.7), so-
wie von den Parametern fs und Res der ADCs und der jeweiligen Periodendauer W des 
Nutzsignals (vgl. Abbildung A1). Der Speicherbedarf einer Optimalfilterung nach Glei-
chung (3.1) mit einem angepassten Rechteckfilter an die Periodendauer W beträgt: ܯ݁݉௥௘ ൌ ܹ ڄ ௌ݂ ڄ ܴ݁ݏǡ 
wobei der Faktor ܹ ڄ ௌ݂  der Filterlänge entspricht. Der Speicherbedarf beim Einsatz 
doppelter Rechteckfilter istܯ݁݉ௗ௥௘ ൌ ʹ ڄ ܯ݁݉௥௘ . Im Folgenden wird der Speicherbe-
darf der Filterung einer konkreten Umsetzung ermittelt. Hierzu wird exemplarisch das 
Triggersystem des Partikelbeschleunigers (PSU) verwendet, welches in Kapitel 4.1 be-
schrieben ist. Aus Tabelle 5 sind die Filterdaten zu entnehmen. Somit erhält man: ܯ݁݉௔଺ ൌ ௔ܹ଺ ڄ ௌ݂ ڄ ܴ݁ݏ ൌ ଽܰ ڄ ܴ݁ݏ ൌ ͸Ͷ ڄ ͳʹሾሿ ൌ ͹͸ͺሾሿ ܯ݁݉௔଻ ൌ ଼ܰ ڄ ܴ݁ݏ ൌ ͳʹͺ ڄ ͳʹሾሿ ൌ ͳͷ͵͸ሾሿ ܯ݁݉௔଼ ൌ ଻ܰ ڄ ܴ݁ݏ ൌ ʹͷ͸ ڄ ͳʹሾሿ ൌ ͵Ͳ͹ʹሾሿ ܯ݁݉௔ଽ ൌ ଺ܰ ڄ ܴ݁ݏ ൌ ͷͳʹ ڄ ͳʹሾሿ ൌ ͸ͳͶͶሾሿ ܯ݁݉௔ଵ଴ ൌ ହܰ ڄ ܴ݁ݏ ൌ ͳͲʹͶ ڄ ͳʹሾሿ ൌ ͳʹǡʹͺͺሾሿ ܯ݁݉௔ଵଵ ൌ ସܰ ڄ ܴ݁ݏ ൌ ʹͲͶͺ ڄ ͳʹሾሿ ൌ ʹͶǡͷ͹͸ሾሿ ܯ݁݉௕ଵଶ ൌ ଷܰ ڄ ܴ݁ݏ ൌ ʹ ڄ ͶͲͻ͸ ڄ ͳʹሾሿ ൌ ͻͺǡ͵ͲͶሾሿ 
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ܯ݁݉௕ଵଷ ൌ ଶܰ ڄ ܴ݁ݏ ൌ ʹ ڄ ͺͳͻʹ ڄ ͳʹሾሿ ൌ ͳͻ͸ǡ͸Ͳͺሾሿ ܯ݁݉௕ଵସ ൌ ଵܰ ڄ ܴ݁ݏ ൌ ʹ ڄ ͳ͸͵ͺͶ ڄ ͳʹሾሿ ൌ ͵ͻ͵ǡʹͳ͸ሾሿ 
Der Speicherbedarf der Filterung eines Detektorsignals mit den 9 Filtern beträgt: ܯ݁݉஽௘௧ ൌ ܯ݁݉௔଺ ൅ܯ݁݉௔଻ ൅ܯ݁݉௔଼ ൅ܯ݁݉௔ଽ ൅ܯ݁݉௔ଵ଴ ൅ܯ݁݉௔ଵଵ ൅ܯ݁݉௕ଵଶ൅ܯ݁݉௕ଵଷ ൅ܯ݁݉௕ଵସ ൌ ͹͸͵ǡͷͳʹሾሿ 
Der Gesamtspeicherbedarf des Filtervorgangs beträgt bei dieser Anwendung mit 3 De-
tektoren: ܯ݁݉௚௘௦ ൌ ͵ ڄ ܯ݁݉஽௘௧ ൌ ʹʹͲͻǡͷ͵͸ሾሿ 
Vergleicht man diesen Wert mit den verfügbaren Speicherressourcen der untersuchten 
Entwicklungsboards in Tabelle 11, so erkennt man, dass lediglich die Entwicklungs-
boards mit FPGAs der Fa. Xilinx genügend Memory-Ressourcen besitzen. Anhand der 
Memory-Ressourcen lässt sich somit eine Vorauswahl des geeigneten FPGAs treffen. 
Existiert die Vorgabe, dass anstatt der SRAM-FPGAs (flüchtig, gute Datenbasis zur Strah-
lenhärte) eine andere -Technologie wie z. B. Flash basierte FPGAs (nicht flüchtig, ver-
gleichsweise geringe Leistungsaufnahme) eingesetzt werden muss, kann der geringe 
Memory mit externen Komponenten kompensiert werden. Diese Beispielrechnung ver-
deutlicht, je länger die Periodendauern sind (langsame Partikel) oder je höher die Ab-
tastrate ist, desto höher fällt der Speicherbedarf aus. Hier muss eine Abwägung zwi-
schen Empfindlichkeit für Ladungen und Ressourcenverbrauch stattfinden.  
Zu Punkt (3): Die herstellerspezifische Toolchain übernimmt die Prozesse vom Kompi-
lieren der HDL-Datei bis hin zum Erstellen der Konfigurationsdatei (vgl. Abbildung 3.5). 
Mit Optimierungsdurchläufen zwischen den einzelnen Prozessschritten kann der Res-
sourcenverbrauch optimiert werden. Dies geht allerdings auf Kosten der Dauer, die die 
Tools für die Erstellung der Konfigurationsdatei benötigen.  
Anhand der diskutierten Aspekte lässt sich das Fazit ziehen, dass eine exakte Berech-
nung des Ressourcenbedarfs für den allgemeinen Fall nicht möglich ist. Berechnungen 
für einzelne Komponenten (vor allem der benötigte Memory oder IO-Pins) sind möglich. 
Anhand dieser lässt sich eine Vorauswahl treffen. Bevor der gewählte FPGA im eigenen 
Platinendesign integriert wird, bietet sich die Verwendung einer Entwicklungsumge-
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bung an. Während dieser Arbeit wurden die Entwicklungsboards ML605, ZedBoard und 
ProASIC3 Starter Kit (vgl. Tabelle 11) auf deren Eignung hin untersucht. Mit dem Ent-
wicklungsboard lassen sich die einzelnen Funktionselemente und Logikschaltungen va-
lidieren. Ist die Logik der vorliegenden Problemstellung getestet und komplett in einer 
Hardwarebeschreibungssprache beschrieben, lässt sich der exakte Ressourcenver-
brauch mit den Herstellertools ermitteln. Abbildung B1 zeigt den Platzbedarf der Um-
setzung des Triggersystems für den ASPM auf dem XC7Z020 FPGA des ZedBoards.  
 
Abbildung B1: Exakte Ausgabe der benötigten FPGA-Primitiven am Beispiel des angepassten Trig-
gersystems an den ASPM (vgl. Kapitel 4.2). Die Angaben beziehen sich auf die Ressourcen des 
XC7Z020 FPGAs auf dem ZedBoard.  
Anhand der ermittelten absoluten Anzahl der einzelnen Elemente lässt sich die genaue 
FPGA-Größe ermitteln. Der exakte Ressourcenbedarf kann somit erst nach der Design-
phase der FPGA-Implementierung festgestellt werden. Erfordert der Entwicklungspro-
zess eine Bauteilauswahl vor der Designphase, so muss die Entscheidung anhand der 
Vorauswahl über einzelne Ressourcen (z. B Memory oder IO-Pins) getroffen werden. Das 
Vorgehen zur Bestimmung der benötigten FPGA-Größe zeigt Abbildung B2.  
Durch Definieren der Anforderungen an den FPGA lässt sich die geeignete Technologie 
für die vorliegende Problemstellung ermitteln. Die Eigenschaften verschiedener FPGA-
Typen (SRAM, Flash und Antifuse) wurden in Kapitel 3.1.1 beschrieben. Mit einer Vorab-
schätzung basierend auf der umzusetzenden Logik kann eine Vorabschätzung von ein-
zelnen FPGA-Komponenten getroffen werden. Diese sind vor allem die Anzahl benötig-
ter Pins und Anschlussmöglichkeiten (z. B. FMC-Standard) und die Memory-Größe.  
 
 145 
 
 
 
Abbildung B2: Prozess zur exakten Bestimmung der benötigten FPGA-Ressourcen der jeweiligen 
Anpassung des Triggersystems.  
Mit diesen Informationen wird eine Entwicklungsumgebung basierend auf einem Ent-
wicklungsboard zusammengestellt. Bei der Wahl des Entwicklungsboards ist darauf zu 
achten, dass der verbaute FPGA ausreichend groß ist. Ein weiterer Aspekt ist die Dauer, 
die die Herstellertools benötigen. Diese sind im Vergleich zu den Kompilierzeiten bei 
einer Software sehr hoch (ca. 30 min bis mehrere Stunden). Zudem variieren die Zeiten 
je nach gewählter FPGA-Größe und Grad der Ressourcenausnutzung stark. Mit der Ent-
wicklungsumgebung bzw. der korrespondierenden Toolchain wird das Hardwaredesign 
beschrieben und getestet. Steht das finale Design fest, so kann der exakte Ressourcenbe-
darf ausgegeben werden.  
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C Befehlssatz Triggersystem 
Header Daten 
ID Länge       …   
 
Der implementierte Header des Befehlssatzes zur Kommunikation mit dem Triggersys-
tem ist 2 Byte lang. Aufgrund der Verwendung des TCP/IP-Protokolls muss hier keine 
Fehlerkorrektur durchgeführt werden. Deshalb kann auf eine Checksumme etc. verzich-
tet werden. Folgende Informationen stehen im Header: 
ID:   Gibt die Nummer bzw. die Bezeichnung des Befehls an. Anhand der ID 
kann der Befehl vom jeweiligen System zugeordnet werden.  
Länge:  Gibt die Länge des Befehls in Byte an. Gezählt werden Header (2 Byte) und 
Daten.  
Je nach Befehl werden entweder Parameter gesetzt (GUI zu FPGA) oder empfangene 
Daten zum Abspeichern geschickt (FPGA zu GUI). Folgende Befehle sind implementiert: 
Tabelle 12: Implementierter Befehlssatz (GUI zu FPGA). 
ID Länge Daten Parameterlänge Beschreibung 
0x01 10 Byte channel 4 bit 
Auswahl des Filterkanals, dessen 
Schwellenwert neu gesetzt wird. 
  SWo 28 bit Wert des oberen Schwellenwertes 
  SWo 28 bit Wert des unteren Schwellenwertes 
0x10 3 Byte OFFS_EN 8 bit 
Aktivieren/Deaktivieren der Anzei-
ge der DC-Offsets der Detektoren 
0x12 8 Byte corr_val1 16 bit 
DC-Korrekturwert für den ersten 
Detektor 
  corr_val2 16 bit 
DC-Korrekturwert für den zweiten 
Detektor 
  corr_val3 16 bit 
DC-Korrekturwert für den dritten 
Detektor 
0x30 3 Byte STATS_EN 8 bit 
Aktivieren/Deaktivieren der Anzei-
ge von Zwischenergebnissen der 
jeweiligen Filterkanäle 
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0xD0 5 Byte v 0b0 @ 7 bit  
Wert gibt die Länge des Testpulses 
an 
  amp 0b00 @ 14 bit 
Wert gibt die Amplitude des Test-
pulses an 
0xD1 3 Byte trigger 8 bit 
Sobald Befehl gesendet wird, wer-
den am Testpulsgenerator Signale 
getriggert.  
 
Tabelle 13: Implementierter Befehlssatz (FPGA zu GUI). 
ID Länge Daten Parameterlänge Beschreibung 
0x11 8 Byte OFFS1 16 bit 
Ermittelter Wert des DC-Offsets von 
Detektorkanal 1 
  OFFS2 16 bit 
Ermittelter Wert des DC-Offsets von 
Detektorkanal 2 
  OFFS3 16 bit 
Ermittelter Wert des DC-Offsets von 
Detektorkanal 3 
0x31 9 Byte channel 8 bit 
Filterkanal, dessen Daten übermit-
telt werden 
  dt_12 24 bit 
Partikelgeschwindigkeit ermittelt 
zwischen Detektor 1 und 2 (Zähler-
wert 
  dt_23 24 bit 
Partikelgeschwindigkeit ermittelt 
zwischen Detektor 2 und 3 (Zähler-
wert 
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D Testbeschleuniger am IRS 
Der Testbeschleuniger ist eine kleinere Variante des Van-de-Graaff-
Staubbeschleunigers, der ursprünglich zum Testen der Staubquellen des 2 MV-
Beschleunigers diente (daher die Namensgebung). Der Testbeschleuniger arbeitet mit 
einer 100-fach geringeren Beschleunigerspannung und wurde während des Projekts 
verwendet, um die entwickelten Partikelsensoren zu validieren und zu vermessen. In 
der ersten Ausbaustufe (zum Zeitpunkt dieser Messungen) ist ein Detektor im Strahl-
rohr integriert, mit dem Referenzmessungen zum DUT in der Testkammer aufgezeichnet 
werden können. In der aktuellen Ausbaustufe (Herbst 2017) sind im Strahlrohr drei De-
tektoren und die Ablenkplatten integriert. Die aktuellste PSU Firmware mit digitaler 
Filterung wurde an die neuen Geometrien und Partikeleigenschaften angepasst. Somit 
ist eine Detektion der Teilchen sowie die Auswahl selbiger möglich, bevor sie die Test-
kammer erreichen. Die wichtigsten Funktionselemente zeigt Abbildung D1.  
 
Abbildung D1: Schematische Darstellung des 20 KV Testbeschleunigersystems am IRS. Partikel-
flugrichtung von rechts nach links, startend von der Staubquelle bzw. Beschleunigereinheit durch 
die Detektorkaskade bis hin zur Testkammer. 
Die eingesetzten Detektoren sind in [Srama et al., 2008] beschrieben und charakteri-
siert. Demnach wird bei der Auswertung von einem Rauschen von ܧܰܥ ൌ ͻͷͲ Elemen-
tarladungen nach den Detektoren ausgegangen. Mit der Signalanpassung werden die 
drei Detektorsignale verstärkt und der Spannungspegel auf den maximal zulässigen 
Wert der ADCs begrenzt. Um den Einfluss der digitalen Filterung quantitativ zu bestim-
men, wurden mit diesem Laboraufbau Partikel beschleunigt und mit der PSU geloggt. 
Dies zeigt das Diagramm in Abbildung D2.  
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Abbildung D2: Partikelmessung mit digitalem Triggersystem (PSU) in doppelt-logarithmischer 
Darstellung. Die Messung zeigt ein Partikelvorkommen bis 20 km/s. Die blaue Punktwolke ent-
spricht den Partikeln, die mit dem analogen System gemessen werden können. Die grünen Daten-
punkte entsprechen dem Anteil, der mit DSV zusätzlich erkannt wird. Dies verdeutlicht die enorme 
Steigerung der Ladungssensitivität bei Verwendung digitaler Filter. Im Bereich kleiner Ladungen 
ist bei dieser Darstellung die Quantisierung des ADCs zu erkennen. 
Die Auswertung dieser Messung am Testbeschleuniger wird äquivalent zur Messung am 
2 MV-Beschleuniger (vgl. Kapitel 4.1.3) durchgeführt. Der Konversionsfaktor des Ge-
samtsystems am mittleren Detektor beträgtߚ ൌ ͳͻǡͺʹ ୚୮େ. Somit hat das Rauschen am 
ADC den Wert: 
ߪ௫ ൌ ܧܰܥ ڄ ߚ ڄ ݁ି ൌ ͻͷͲ ڄ ͳͻǡͺʹ ڄ ͳͲଵଶ ൤൨ ڄ ͳǡ͸Ͳʹʹ ڄ ͳͲିଵଽሾܥሿ ൌ ͵ሾሿǤ 
Dieses Rauschen wird mit 7 bit aufgelöst und mit dem 5-fachen Abstand liegt die Detek-
tionsschwelle des analogen Systems bei 35 dn. Insgesamt wurden bei der Messung 7828 
Partikel von der PSU detektiert. Davon liegen 6357 Werte über der analogen Detekti-
onsschwelle. Damit lässt sich folgendes Fazit ziehen: Bei dieser Messung am Testbe-
schleuniger konnten aufgrund digitaler Filterung 18,8% mehr Teilchen detektiert wer-
den im Gegensatz zur rein analogen Partikelauswertung.  
  
 150 
 
E Hardware der Partikeldetektionssysteme 
In nachfolgender Tabelle 14 wird die Hardware der einzelnen Partikeldetektionssyste-
me aus Kapitel 4 aufgelistet.  
Tabelle 14: Liste der verwendeten Hardware der Partikeldetektionssysteme.  
  Partikeldetektionssystem 
  PSU ASPM SD2S 
        
Detektorkaskade       
Anzahl Elektroden 3 3 3 
Elektrodenform Röhre Röhre Gitter 
        
Analoges Frontend       
Verstärkertyp CSA CSA CSA 
Basisverstärker-IC/Hersteller A250/Amptek LMP7721/TI A250/Amptek 
        
Triggersystem       
FPGA Entwicklungsumgebung ML605 ZedBoard ZedBoard 
Arm Core für TCP/IP-Stack Portux SoC intern SoC intern 
Mehrkanalige ADC-Erweiterung FMC107 FMC104 FMC104 
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