In this paper, we construct for arbitrary reductive group a full eigenvariety, which parameterizes all p-adic overconvergent cohomological eigenforms of the group in the sense of Ash-Stevens and Urban. We also see that the eigenvariety constructed by Eric Urban (2011) [10] is the union of those irreducible components of codimension zero in the eigenvariety we constructed, therefore we can formulate Urban's conjectures.
Introduction
The problem of eigenvarieties comes from the study of p-adic families of automorphic forms. For instance, the eigencurve constructed by Coleman-Mazur [7] gives a geometric and global interpretation of Hida and Coleman's earlier work on p-adic families of modular cusp eigenforms.
Generally, given a reductive group G, one approach to study congruences between Hecke eigenvalues is using cohomology of arithmetic subgroups. In this direction, to construct an eigenvariety parameterizing the Hecke eigensystems, a lot of works have been done for those reductive groups G whose Archimedean parts are compact modulo center [1, 3, 5] .
Recently Eric Urban constructed eigenvarieties for more general reductive groups whose Archimedean parts have discrete series [10] . More precisely, he constructed eigenvarieties associated to such reductive groups whose Q p -points are in bijection with p-adic overconvergent cohomological automorphic representation having non-trivial Euler-Poincaré characteristic. To construct the eigenvarieties, he worked on some "perfect" complex that computes the cohomology of the corresponding arithmetic groups with coefficients in p-adic distribution spaces. In that paper he also stated some precise conjectures about the relation between the codimension of irreducible components of the eigenvariety and degrees of the cohomology. These conjectures depend on the existence of the socalled full eigenvariety, which should parameterize all p-adic overconvergent cohomological automorphic eigensystems. In this paper, we just construct the full eigenvariety for arbitrary reductive group. In [1] , Ash and Stevens also constructed eigenvarieties for arbitrary reductive groups. However, what they constructed are essentially local pieces of the eigenvariety.
To illustrate the situation, we say more here. For some undefined notations, we refer to Section 2 below. Let G be a reductive group which is split over Q p , (B, T ) a Borel pair, λ ∈ X * (T ) a dominant algebraic weight which naturally lies in the weight space X, and V λ the irreducible algebraic representation of G with highest weight λ. We also fix K = K p I to be some compact open subgroup of
G(A).
For finite extension L/Q p , we can consider the cohomology over the locally symmetric space
which could be computed as cohomology of arithmetic subgroups as i H cohomology group. We are going to realize the eigensystems with coefficients in classical cohomology among the eigensystems with coefficients in this "overconvergent cohomology", just like realizing the classical modular forms among the so-called "overconvergent modular forms".
Let U ⊂ X be an affinoid subdomain, there is a universal distribution space D U interpolating D λ for λ ∈ U . Now choose f ∈ R S,p which defines a compact operator on H * (S G (K ), D U ). Then a local piece of the full eigenvariety may be built over a Fredholm variety (which is called a spectral variety) in U × A rig 1 cut out by f acting on a finite torsion-free R S,p submodule of
Also using the "overconvergent cohomology", Ash and Stevens have constructed local pieces of the full eigenvariety [1] . Basically, given a Hecke eigensystem θ of weight λ and slope h, they proved the existence of a neighborhood Ω such that there is an h-slope decomposition of H * (S G (K ), D Ω ) and a control theorem over Ω which asserted that for any λ ∈ Ω there is a morphism
h via specialization. By this Ash and Stevens constructed the local eigenvarieties and, in particular, their local eigenvarieties preserve all slope information at the point λ. Polynomial decomposition is a more general notion than the slope decomposition. It allows us to handle "a piece of" variety at the same time, then to patch them easily. Moreover, since a slope decomposition is also a polynomial decomposition, that we could view the local pieces of eigenvariety constructed by Ash and Stevens as special pieces of ours. However, our full eigenvariety does not give much information of the classical points, as we have seen, the construction ignores the information of slopes, and generally its components may not contain a Zariski dense subset of classical points.
Moreover, the global geometry of E may not be neat, for example, it is not equidimensional. However, trying to characterize its components may be interesting and important, for example, Urban's conjecture.
The first several sections of this paper are just standard results known elsewhere, we collect them here just to make the paper self-contained.
Notation
Let G be a connected reductive group over Q. To simplify the notation we assume that G is split over 
This enables us to decomposite
and
Throughout this paper, we assume that K is neat (that is, Γ i contains no elements of finite order). So S G (K ) is a smooth real analytic variety of dimension, say, d.
Fix a prime number p, and at the place p, denote the Iwahori subgroup of depth m by I m , that
To simplify the notation, we set I = I 1 . By Iwahori decomposition,
Moreover, we denote 
is called the weight space associated to T (Z p ), and its elements are (p-adically) continuous weights.
Given K as in the last section, we denote
the Zariski closure of those weights λ which are trivial on Z K . Indeed, if we set Z p to be the p-adic closure of
X will be the weight space we work on later.
For any n, we can associate a rigid space
For any L as above, we have a natural pairing
This deduces a continuous injective homomorphism
More important, we have the following lemma [10, Lemma 3.4.6] 
Analytic induced modules and distribution spaces

We work on the p-adic
It is not hard to see that 
This gives the * -action on A U ,n .
Now set
and D U ,n , D U their continuous O(U )-duals, respectively. They can be viewed as + -modules. Moreover, from the results above we have 
Resolution for arithmetic subgroups
For any open affinoid subdomain U of X, we are going to find a good projective resolution to compute the cohomology We are going to describe the subvariety of J ( f ) such that those α are actually eigenvalues of the cohomology. To do so, we need the next proposition.
Proposition 6.1. Let A be a Q p -Banach algebra, M a compact projective Frechet A-module, and f a compact A-linear operator of M. Then the Fredholm determinant R( f , X) is entire over A. Assume that R( f , X) = Q (X)S(X) over A with Q and S relatively prime and Q is a Fredholm polynomial with invertible leading coefficient, then we have a decomposition of
of close submodules satisfying:
) and is invertible on F f (Q ), where Q * (X) denotes the reciprocal polynomial of Q (X). (b) The projector on N f (Q ) is given by E Q ( f ) with E Q (X) ∈ X A{{ X}} whose coefficients are polynomials of those of Q and S.
Moreover, if A is semi-simple, then N f (Q ) is of finite rank, and the characteristic polynomial of f on N f (Q ) is Q .
Proof. By the definition of projective compact Frechet space we can write M = lim ←− M n with M n being projective A-Banach modules. And for n sufficiently large, R( f , X) = det(1 − X f |M n ). The proposition is known for projective Banach modules due to Serre and Coleman, see [9] and [6] . So we have such decompositions M n = N n, f (Q ) ⊕ F n, f (Q ) for those n. Then take the projective limit, we have the decomposition M = N f (Q ) ⊕ F f (Q ). Actually, by the definition of a compact operator, we can prove that for n sufficiently large, N n, f (Q ) are isomorphic, so the last statement follows. 2
By the proposition above, N f (Q ) is torsion-free of finite rank over O(U
which is an affinoid subdomain of J ( f ). By Buzzard [4] , the collection of S (Q ) for all U and Q is an admissible cover of J ( f ).
As the standard notation, we denote H = H j .
Cohomological non-trivial weight space
We call a weight λ ∈ X(
Our results in this subsection reply on the next important lemma.
Lemma 6.3. Let A be a Noetherian regular domain, M • a bounded complex of projective finite rank A-modules and P a maximal ideal of A. Then
H M
Proof. Since M is finitely generated and projective, the "⇐" direction follows from standard commutative algebra, see, for example, Eisenbud [8, Theorem 19.2] . So we only need to prove the "⇒" direction. Since A is regular, write P = (x 0 , . . . , x l ) with {x 0 , . . . , x l } a regular sequence in A.
Since M * is torsion-free, {x 0 , . . . , x l } is also M * -regular. We now prove the "⇒" part by induction on l.
Assume P = (x 0 ), consider the short exact sequence of complex:
where the first map is given by ×x 0 . Localize the exact sequence at P and take the long exact sequence, we have
is not trivial. Now assume the proposition is true if P is generated by a regular sequence of l elements, we need to prove that it is also true for the case P = (x 0 , . . . , x l ). Denote the ideal (x 0 , . . . , x l−1 ) by P , consider the short exact sequence
where the first map is given by ×x l . Take long exact sequence and localize at P, we get
Assuming that λ is cohomological non-trivial and considering all open affinoid neighborhoods of λ and polynomial decompositions over them, we know from the lemma above that there exists U containing λ and Q in a polynomial decomposition such that 
W Q is a rigid subspace of U .
The proposition is obtained immediately by applying the lemma above to the complex N • f (Q ) over O(U ). So W Q can be viewed as local pieces of the cohomological non-trivial weight space. We will construct spectral variety locally over W Q .
Local spectral varieties
As in the last subsection, we can associated to it a coherent sheaf, denoted again by
Proof. We only need to prove the second statement. To simplify the notation, we denote O(U ) := A. 
where l is some finite extension of k λ in Q p containing α. Then P λ is the pull back of J s . Denote by a the pull back ideal of (X − α) in k λ [X], then J s is the pull back of a. Now the proposition follows from a similar discussion as in the proof of Lemma 6.4 and the next trivial lemma: 
S Q is the local spectral variety we want, in one word, we have the following diagram:
where W Q parameters cohomological non-trivial weights and S Q parameters eigenvalues.
Remark 6.8. Recall that we chose a resolution in Lemma 5.1 to compute the cohomology of the arithmetic groups. By Proposition 6.6, our construction of spectral variety does not depend on this choice.
Gluing the local pieces
Firstly, for a fixed open subaffinoid subdomain U ⊂ X, we glue all S Q with Q in some prime decomposition R U ( f , λ, X) = Q (X)S(X) to get a spectral variety S U .
Assume Q (X) = Q (X)S (X), such that Q and S are relatively prime polynomials. By definition we have
is a subvariety. Apply Proposition 6.1 to N f (Q ) with respect to
These decompositions are compatible with the action of f , so there is a natural embedding 
Proof. We only have to show the restriction of
To show this, we only have to show for a maximal ideal
This is true since Q and S are relatively prime and
Now we show that all S U ,Q can be glued together to get a spectral variety S X over X.
Proof. As in Remark 5.2,
On the other hand, we have
It follows from Proposition 6.1, the projection from RΓ (
These two actually are the same, so
Again since ι is flat, we have
This implies the proposition. 2
As a summary of the results of this and the last section, we have: 
Eigenvarieties
In this section we construct the full eigenvariety over the spectral variety that is constructed in last two sections, the method is standard [10, 4] . Let K = K p I , S the finite set of primes as in Section 1. As in [10, 5.2.1] , there is a p-adic space R := R S,p such that for any finite extension
. Our eigenvariety will be in the p-adic space Y = Y S,p := X × R, which has a natural projection to the weight space X.
Using the notation of Urban, call f ∈ R S,p admissible if f = f p ⊗ u t , with t ∈ T ++ . For any admissible f , there is a morphism between ringed spaces R f :
with f running over all admissible operators in R S,p . For an admissible f , we extend 
The next proposition shows that E S,p can be viewed as the full eigenvariety since its points do parametrize all overconvergent cohomological eigensystems. 
