This paper considers nonparametric estimation in a varying coefficient model with repeated measurements (Yij, X tj , t u 
metric functions of interest and £,(£) is a zero-mean stochastic process. The measurements are assumed to be independent for different subjects but can be correlated at different time points within each subject. Two nonparametric estimators of /?(r), namely a smoothing spline and a locally weighted polynomial, are derived for such repeatedly measured data. A crossvalidation criterion is proposed for the selection of the corresponding smoothing parameters. Asymptotic properties, such as consistency, rates of convergence and asymptotic mean squared errors, are established for kernel estimators, a special case of the local polynomials. These asymptotic results give useful insights into the reliability of our general estimation methods. An example of predicting the growth of children born to HIV infected mothers based on gender, HIV status and maternal vitamin A levels shows that this model and the corresponding nonparametric estimators are useful in epidemiological studies.
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INTRODUCTION
In a longitudinal study, let Y(t) and X(t) be the real-valued outcome of interest and the R k + ^valued column covariate vector, respectively, observed at time t, where k^O. Suppose there are n subjects, and for the ith subject there are n, ^ 1 repeated measurements of (Y(t), X(t), t) over time. The ;th observation of (Y{t), X(t), t) for the ith subject is denoted by (Y^, X tj , t u ), for i = 1,..., n and j = 1,..., n h where X i} e R k + 1 is given by the column vector X tj = (X ij0 , ..., X iJk ) T . Under the classical linear model framework, theory and methods of regression with repeated observations have been extensively studied in the literature. These results include Pantula & Pollock (1985) , Ware (1985) , Diggle (1988) , Jones & Ackerson (1990) and Jones & Boadi-Boteng (1991) . A summary of different types of parametric approach can be found in Diggle, Liang & Zeger (1994, Ch. 4) . While parametric approaches are useful, questions will always arise about the adequacy of the model assumptions and the potential impact of model misspecifications on the analysis. This motivates the use of nonparametric approaches.
For nonparametric models with fixed design time points, Hart & Wehrly (1986) , Altman (1990) and Hart (1991) considered kernel methods for estimating the expectation, E{Y(t)}, without the presence of the covariate X(t), and derived a class of generalised crossvalidation bandwidth selection procedures. Rice & Silverman (1991) considered a class of smoothing splines and proposed a method of choosing the smoothing parameters by crossvalidation in which subjects were left out one at a time. Although the existing kernel and spline methods are successful in predicting the mean curve of Y(t) over time, they only consider the effect of t and do not take account of other possibly important covariates.
To quantify the influence of covariates, and Moyeed & Diggle (1994) studied a semiparametric model
where /? = (/?!,..., f} k ) T is a vector of unknown constants in R k , n(t) is an arbitrary smooth function of t, and the error term e t (t) is a zero-mean stochastic process. By generalising the methods of Hastie & Tibshirani (1990, Ch. 4) , and Moyeed & Diggle (1994) suggested a backfitting procedure which initially estimates n(t) by a class of kernel estimators and then iteratively estimates /? and n(t).
We consider in this paper a direct generalisation of model (11) that allows the coefficients to vary over time:
where, for all t e R, fi(t) = {f$ 0 {t),..., fl k {t)) T [k ^ 0) are arbitrary smooth functions of t, e,(0 is a realisation of a zero-mean stochastic process e(t), and X tj and e, are independent. We note that the process e t (t) need not have zero mean for each subject. When the data are obtained from independent cross-sectional samples, (1-2) reduces to the varying coefficient models studied by Hastie & Tibshirani (1993) . The linear procedures we develop in this paper do not involve attempting to model the correlation structure of e(t). We believe that in many applications accurate modelling of the correlation of e{t) is impracticable. Furthermore, it is quite conceivable that such an attempt could actually increase the mean squared error.
In § 2, we present the two computationally straightforward nonparametric estimators of f3(t), namely smoothing splines and locally weighted polynomials, and set forth crossvalidation criteria for selecting smoothing parameters. Section 3 applies our procedures to the prediction of growth of children born to HIV infected mothers, based on maternal vitamin A levels and children's gender and HIV status. Section 4 gives the asymptotic properties of the kernel estimators. In § 5 we summarise our results and discuss some related issues involving estimation and inference. Proofs of the theoretical results are provided in Appendix.
ESTIMATION BY LINEAR SMOOTHING
2-1. Preliminary Since linear smoothing procedures have been proved effective for nonparametric curve estimation with independent cross-sectional data, it is natural to extend these methods to the estimation of fi(t) for observations from longitudinal studies. Here we first give a useful alternative representation of /?(t), and then present our nonparametric estimators and a crossvalidation criterion for the selection of smoothing parameters.
If we assume that X(t) and e(t) are independent, the varying coefficient model (1-2) is
If we multiply both sides of (21) 
where A = (AQ, ..., A t ) T are positive-valued smoothing parameters which penalise the roughness of /? 0 (t)> • • • > &(0-As in univariate smoothing (Eubank, 1988, pp. 191-207) , it can be shown that the minimisers of (2-3) are natural cubic splines with knots located at the distinct values of t i} .
For minimising J (P, ) The existence and uniqueness of the solution (yo,..., y k ) of this linear system depend on the design matrices X u , t ( for i= 1,..., n. For practical implementation of smoothing splines, one has to select an adequate smoothing parameter vector X and basis functions. It can be seen from (2-3) that too large a A, gives an excessive penalty for the roughness of /?,, thus resulting in an oversmoothed estimator /?,. Conversely, too small a A, results in an undersmoothed /?,.
In practice, if a unique solution of (2-6) exists, it may be found directly or by using the backfitting algorithm suggested by Hastie & Tibishirani (1990, p. 91) . We note that (2-6) comprises a system of equations of order (k + 1 )d x (k + 1 )d, the solution of which can be used to find the estimators for all t. A practical difficulty is that d can be quite large since, as noted above, it is of the order of the number of distinct t i} . Backfitting is one way of coping with this difficulty. It can also be quite adequately circumvented by approximating the smoothing spline solutions by splines with a relatively small number of fixed equispaced knots as in Parker & Rice (1985) , thus drastically reducing the dimensionality of the computations. Clearly, deeper theoretical properties of fl o {t),..., fi k (t) with longitudinal observations deserve further investigation, but are beyond the scope of this paper.
2-3. Local polynomials
This class of estimators is a generalisation of kernel type estimators, for which theory and applications with independent cross-sectional data have been studied by Stone (1977) , Cleveland (1979) , Buja, Hastie & Tibshirani (1989) , Hastie & Tibshirani (1990, pp. 29-31) and Fan (1993) among others. This generalisation has many advantages over the kernel methods, particularly in estimation at boundary points; compare Hastie & Loader (1993) . Theoretical and simulation results indicate that smoothings with locally weighted polynomials are effective alternatives to smoothing splines.
Motivated by their performance in cross-sectional data, we propose a class of smoothing methods which extends the existing approaches of locally weighted polynomials to longitudinal data. Let Wy(t), for i = 1,..., n and ; = 1,..., n h be weight functions of t {i and t. In particular, W {j {t) may be selected as a kernel function K{(t -tij)h~1}, or based on nearest neighbours as in Hastie & Tibshirani (1990, §2.11) . For each l^i^n, let dSi be the n, x d basis matrix whose (q, r)th element is (t^ -ty 1 and let it] = dia.g(W n (t),..., W ini (t)) be the diagonal weight matrix. Our local polynomial fit
T minimises the following locally weighted sum of squares:
and let jV{t) be the matrix whose (r, /)th block with r, / = 0,..., k is E" =1 {(^^^(OK.,^)}. Then the normal equations corresponding to (2-9) are
where
Remark 21. As a local constant fit, a kernel estimator is a special case of (210) 
2-4. Selection of smoothing parameters
In practice, the smoothing parameters can be selected subjectively by examining scatter plots and the fitted curves. However, especially when more than one covariate is present, it is useful to develop automatic procedures.
Here we focus on a method of crossvalidation for smoothing parameter choice. Following Rice & Silverman (1991) , we use a form of crossvalidation in which single subjects are deleted one at a time, rather than single responses, since the latter procedure is unsuitable when there is intra-subject correlation. The main advantage of the method is that it does not rely on specific correlation structures of the data. Under a different model from (1-2), Hart & Wehrly (1993) have derived a consistency result for this crossvalidation method.
Smoothing in the current context could have a number of different objectives, especially when P(t) has more than one component. Interest might focus on the risk of a single or several components of fi{t) either at a fixed t, such as the mean squared error, or globally, such as the mean integrated squared error. For notational simplicity, we denote by X the smoothing parameters of any linear estimators of this section. Let N = E"= t n t . We consider averaged predictive squared error,
where Y* is a new observation at (X u , t i} ), that is Yf j = Xj j fi(t i j) + E^(t i j) and sf{t) is a new realisation of the stochastic process e(t). Let P (~l) (t) be an estimator of P(t) based on any one of the linear smoothing methods described in § § 2-2 and 2-3 by leaving out all the observed measurements of the ith subject. The crossvalidation average predictive squared error criterion is defined as
(2-13)
Then our crossvalidation smoothing parameter, ?^v, is the minimiser of cv(X).
Remark 2-2. For the local polynomial estimators given in (2-9), minimising cv(X) should return a single smoothing parameter, the crossvalidated bandwidth h^y, which may not allow us to obtain appropriate fits to all fi o (t),..., fl k (t) when they satisfy different smoothness conditions. For smoothing splines of § 2-2, the crossvalidation smoothing parameters consist of XQ >CV , ..., X k>cv . Intuitively, the extra number of smoothing parameters in smoothing splines can be used to allow for possibly different smoothness of the nonparametric components. Note that in (2-3) the smoothing parameters X t have units corresponding to those of the respective covariates. Thus, if it is desired for simplicity to use a single smoothing parameter, the covariates should be standardised.
Remark 2-3. In practice, c\(X) can only be minimised within a preselected compact set of the parameter space, and there may be more than one local minimum. Thus, it is often useful first to try several X subjectively, and then determine a workable range of X by examining the fits and the cv(X) values in this range. If there is more than one local minimum, it is also helpful to re-examine the fit of ft with each X which gives the corresponding local minimum, instead of only considering the value of X which gives the global minimum.
Remark 2-4. The effect of leaving out one single subject in the computation of cv(X) can be explicitly calculated as a perturbation from the full solution, providing an alternative expression of c\(X) which is useful to speed up computation. To see how this works for kernel estimators, for example, note first that, by (211),
•=i j=\
>=1 j+i
By the well-known matrix updating formula, e.g. Cook & Weisberg (1982, eqn (A.2 .1)), we have
where Jj(t) = K^Xf and / is the n ; x n ( identity matrix. Then (211) can be computed using the right-hand side of (2-14). Similar expressions can also be derived for smoothing splines and the local polynomials.
AN APPLICATION TO GROWTH OF CHILDREN
The data considered here involve infants' genders and HIV infection status, that is HIV positive or negative, measured one year after birth, the third trimester maternal vitamin A levels during pregnancy and repeatedly measured weights of 328 infants from an African AIDS cohort study at the Johns Hopkins University. The covariates in this example are not time varying, although we allow their coefficients to be; further discussion of this structure is contained in § 5. All infants were born from HIV infected mothers in central Africa and survived beyond one year of age. The follow-up study lasted two years and infants' weights were recorded during every scheduled monthly visit. For various reasons, a number of the scheduled visits were missed by some infants, resulting in unequal numbers of repeated weight measurements per infant. The main objective is to evaluate the timevarying effects of two binary covariates, child's gender and HIV status, and one continuous covariate, the third trimester maternal vitamin A level, on child's weight. Previous studies have shown that vitamin A can improve immune function and resistance to disease (Semba, 1994) . Biologically, a significant association between maternal vitamin A levels and infant growth may suggest the benefit of vitamin A supplementation in mother's and infant's diets.
This dataset was initially analysed by Semba et al. (1997) , where vitamin A was treated as a binary covariate, i.e. deficiency and nondeficiency, and the growth prediction curves are obtained using parametric regression models and generalised estimation equations . Here, for j = 1,..., n h Y^ is the weight in kilograms of the ith infant at time t t j after birth, X iJQ = 1, X in = 1 if the ith infant is HIV positive, and X in = 0 if he/she is HIV negative, X iJ2 denotes the ith infant's maternal vitamin A level, and X ii2 takes value 0 or 1 according as the ith infant is female or male, respectively. For brevity, we only present the smoothing results of (12) based on kernel and spline methods. The smoothing results of the local polynomials are very similar to those given by kernels and smoothing splines. Figure 1 shows the estimated values of /?,(r) (/ = 0,..., 3) together with their ±2 pointwise bootstrap standard error bands. These curves were computed using natural cubic splines with ) H (I = 0,..., 3), chosen to be the crossvalidated smoothing parameters 0125, 0-2, 2-5 and 0-2, respectively. The bootstrap standard errors were computed at 100 selected time points using 200 bootstrap replications by resampling from the subjects, i.e. randomly resampling the entire repeated measurements of the subjects with replacement. Since smoothing bias has not been taken into account, these bootstrap bands are not actually confidence intervals in the usual sense. From Fig. 1 it is seen that the magnitudes of the coefficients corresponding to the effects of time, gender and vitamin A initially increase with time and then level off, while the effect of HIV decreases with time and then levels off. The initial change with time probably reflects the cumulative effects of additional diseases early in life due to HIV infection and/or low vitamin A levels. The levelling off of the difference may be due to the establishment of the infants' immunity function at one year of age and frailty effects from the sickest and lowest weight babies dying. The smoothness of /J 0 (t), &(*) and p z {t) seem to be adequate, but fl 2 {t) appears to be slightly undersmoothed. Figure 2 shows the estimated values of P,{t) (I = 0,..., 3) and their + 2 pointwise bootstrap standard error bands computed using (211) with the standard Gaussian kernel and the crossvalidated bandwidth h^ = 05. The estimated curves are undersmoothed and the oscillations in the curves reflect the monthly visiting schedule; crossvalidation has apparently not been effective. From Figs 1 and 2 it appears that the smoothing splines are generally superior to the kernel estimators, possibly because of the use of multiple smoothing parameters, but the quantitative trends of the fitted curves are similar in both Fig. 1 and Fig. 2 .
ASYMPTOTIC RISKS OF KERNEL ESTIMATORS

4-1. Notation and mean squared errors
For simplicity, we only consider in this section the asymptotic risk representations under mean squared error for the kernel estimators as defined in (2-11). The main result of this section has two interesting features, which distinguish the asymptotic risk of fi(t) from that of the Nadaraya-Watson kernel estimator in nonparametric regression. First, the asymptotic bias of our kernel estimator fl(t) is affected by the smoothness of X(t) as well as the smoothness of fi{i) and the underlying design density oft. Secondly, the asymptotic variance of fa) is influenced by the intra-subject correlation of the data and the numbers of repeated measurements n h as well as the variance of e(t). We believe that the asymptotic risks of smoothing splines and local polynomials may be analogously investigated, but we have not done so.
The estimation methods of § 2 can accommodate both fixed and random designs. For technical convenience, we assume that the design points t ti , for j = 1,..., n, and i = 1,...,«, are chosen independently according to some design distribution F T and design density/ r .
Throughout this section we write, for all i = 1,..., n, j = 1,..., n { and r, I = 0,..., k,
«5->0
and assume that /?,(i) f T (t) and £ lr (t) are twice continuously differentiate, o 2 (t) and p c (t) are continuous, and E(Xfj,) is finite. In general, p c (t) does not necessarily equal a 2^) ; see, for example, . The kernel is assumed to be square integrable, integrate to one and have finite second moment, while the bandwidth satisfies h-*0 and n/i-*oo asn-^oo. These assumptions are comparable with the regularity conditions commonly used in nonparametric regression under independent cross-sectional data, e.g. Hardle (1990, pp. 91-3) , and are general enough to be satisfied in many interesting practical situations. Theoretically, these assumptions could be further modified or weakened in various ways so that more desirable asymptotic properties of the kernel estimator fa) may be obtained. A generalisation of the results presented in this section can be found in the Appendix.
The risk of fa) depends on the choice of loss function. Let w, {I = 0,..., k) be nonnegative constants. We consider the following local squared risk of /?(.) at time t, where w = diag(w 0 ,..., w k ) with nonnegative diagonal elements w,. Unfortunately, a minor technical inconvenience for the kernel estimator /?(£) is that its mean squared error as defined in (41) may not exist in general; see Rosenblatt (1969) and an unpublished North Carolina Institute of Statistics report by W. Hardle and J. S. Marron. Thus, a slight modification of (41) has to be considered. By straightforward algebra, we have the approximation
t XjKMYj -UNhy t XjK t (t)x\ fl{t).
To avoid the technical inconvenience that might arise because of nonexistence of the mean squared errors, the asymptotic risk of /?(£) is described through the modified mean squared error 
MSEZ{p{t)}=E{A(t) T W A(t)}=
4-2. Asymptotic risk representations Define
It can be derived from the general results of the Appendix that, when n is sufficiently large, the bias and variance terms of (4-3) are, respectively,
Thus, the asymptotic representation of MSE* {/?(£)} is obtained by substituting the righthand sides of(4-4)and (4-5) into (43). Since /i-^Oand Nh-^co as n->oo, ^(t)is consistent, that is MSE*{/?(r)}->0 as n-»oo, when E^CHiiV" 1 ) 2 -^, which holds if and only if max lii * in (n i N~1)-+0 as n-> oo.
Remark 4-1. It is interesting to see from (4-5) that the intra-subject correlations of longitudinal data are only included in Z x {i) in the variance term (4) (5) . Without this extra term, the asymptotic behaviours of P(t) would be the same as with independent crosssectional samples. If n t are bounded and n is sufficiently large, then the asymptotic variance term is dominated by the second term of the right-hand side of (4-5) and, if we minimise the dominating terms of the asymptotic MSEj{/?(t)}, the optimal bandwidth is h opt = O (N~i /5 ). The consequent mean squared error MSE* {$ ho t (t)} is of the order 7V 4/5 .
Remark 4-2. In general, /?(£) is not necessarily a consistent estimator of /?(t) when only N converges to infinity. For example, if n, = m (j = 1,..., n), m converges to infinity but n stays bounded, then, since iV~2(E" =1 «? -N) = n~i -N' 1 is bounded away from zero for sufficiently large N, MSE* {/?(£)} does not converge to zero as N goes to infinity.
Remark 4-3. Asymptotically, the effect of the intra-subject correlations on MSE* only depends on the limiting values, p c {t), of the covariances of e,(t) and e,(s) as s->t. This is because of the local averaging nature of kernel methods: the estimators tend to ignore the measurements at design points t Xi which are outside a shrinking neighbourhood of t. Since the bandwidths shrink to zero, any correlation between e,-(r) and e,(s) (t^s) is ignored when n is sufficiently large. This is fortunate, since in practice we may only be aware of the presence of the intra-subject correlations but have very little knowledge about the specific correlation structures. By using a local smoothing method, we essentially choose to ignore the correlation structures. One needs to bear in mind, however, that asymptotic results on nonparametric regression should be generally viewed with caution and that this is especially true in the current complicated context. These results may only provide some qualitative insight for the adequacy of the estimation procedures.
DISCUSSION
We have demonstrated the utility of linear smoothing for the varying coefficient model (12). Since they involve multiple smoothing parameters, smoothing splines have advantages over local polynomials. Many practical and theoretical issues deserve further study, especially the following.
Time independent covariates. In many situations such as the epidemiological study of § 3, the covariates X do not depend on t, and only the outcome variable Y is repeatedly measured. Then, if we assume E(XX T ) is invertible, (2-2) reduces to /?(£) = E~1(XX r )E{XY(t)}. An obvious estimator of E(XX T ) is its corresponding sample average. Thus, computationally simpler estimators of /?(£) may be developed by forming a smooth estimator of E{XY(t)} only.
Inference. We have used bootstrap standard errors to assess variability, but we have not addressed some other important inferential issues. Various types of confidence region might be desired, such as intervals for components or linear combinations of components of p(t) for fixed t and simultaneous confidence bands for all t in an interval. Various hypothesis testing problems are of interest as well; for example, we may wish to test that a certain component of /?(.) is identically zero or constant. The bootstrap provides a natural approach to such problems, but the theoretical and practical aspects would require substantial development.
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APPENDIX
Proofs of the main results
We state and outline the proof of a general result on the mean squared risk of the kernel estimator P(t). To generalise the assumptions of §41, we assume here that (i) £ u (t) is Lipschitz continuous with order OQ, that is |£ (r (si) -£ir(s 2 )\ ^c o |s! -S2I 10 for s t and s 2 in the support of/ r and some c 0 > 0, fi,(t) and f T {i) are Lipschitz continuous, respectively, with orders a, > 0 and a 2 > 0, (ii) o 2 (t) and p c (t) are continuous, and (iii) the kernel K is square integrable, integrates to one and satisfies \ifK(u)du < oo with a = max(oo, a^o^), while /i->0 and 7V7i->oo as n->oo. Proof. Following the approximation of (4-2), it suffices to study the asymptotic representations of E{R(t)} and E{R t {t)R r (t)} for /, r = 0,..., k. Define Since iV = E" al n,, we must have m<2/e and, consequently, E" =1 (n ( A?" 1 ) 2 < 2e. Since e can be arbitrarily small, this inequality implies that
