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We show that Pearl’s causal networks can be described using causal compositional models (CCMs) in the valuation-
based systems (VBS) framework. One major advantage of using the VBS framework is that as VBS is a generalization
of several uncertainty theories (e.g., probability theory, a version of possibility theory where combination is the prod-
uct t-norm, Spohn’s epistemic belief theory, and Dempster-Shafer belief function theory), CCMs, initially described in
probability theory, are now described in all uncertainty calculi that fit in the VBS framework. We describe condition-
ing and interventions in CCMs. Another advantage of using CCMs in the VBS framework is that both conditioning
and intervention can be easily described in an elegant and unifying algebraic way for the same CCM without hav-
ing to do any graphical manipulations of the causal network. We describe how conditioning and intervention can be
computed for a simple example with a hidden (unobservable) variable. Also, we illustrate the algebraic results using
numerical examples in some of the specific uncertainty calculi mentioned above.
1. Introduction
In many situations, we are faced with the question of what would happen if we made some changes, such as if we
intervened by an action that changes the status quo. In [15], Pearl shows that such questions can be answered using
causal probabilistic models, because of their ability to represent and respond to external or spontaneous changes.
He also states that such questions cannot be answered with the help of non-causal probabilistic models, in which
causal relations are not taken into consideration. The reason is obvious. Suppose that we have a joint probability
distribution for two binary variables S and A. We can check whether they are related or not. But even if S = s is
strongly positively related to A = a, there is no way to determine that one is a cause of the other. We can only see
that P(A = a|S = s) > P(A = a), and P(S = s|A = a) > P(S = s). However, if we are informed that S = s denotes
‘there is smoke in a room,’ and A = a denotes ‘smoke alarm is sounding,’ then we have more information about the
situation than we before. We now know that S = s is a cause of A = a. In this case, we can compute not only the
conditional probabilities as indicated above, but also the effects of interventions. Consider, e.g., two interventions:
creating smoke in the room (e.g., by lighting a smoke bomb), and sounding the alarm (e.g., by pushing the test button
on the smoke alarm). Using Pearl’s do-calculus, we denote the first intervention by do(S = s), and the second one
by do(A = a). Using this notation, for the effect of the first intervention, it is clear that P(A = a|do(S = s)) = P(A =
a|S = s)> P(A = a), because we know that S = s is a cause of A = a. On the other hand, if we do(A = a), it activates
the alarm, but we do not expect to find smoke in the room as a consequence. Clearly, P(S = s|do(A = a)) = P(S = s)
(see Figure 1). In summary, when we have an intervention do(X = x), where x is a state of variable X , we change
Preprint submitted to Elsevier June 29, 2015
Figure 1: Graphical Modifications under Interventions in the Smoke-Alarm Causal Model
the joint distribution such that all causal arcs that point to X disappear along with the conditional probability table for
X (in the post-intervention model), we create a new probability distribution for X , P(X = x) = 1, and the remaining
causal arcs and conditional probability tables remain unchanged.
In [8], causal probabilistic models, which are graphical probability models, were described by causal composi-
tional models, which are algebraic probability models. Compositional models are based on the idea that a multidi-
mensional probability model can be assembled, i.e., composed, from a collection of its lower-dimensional marginals.
Naturally, it can be done only under some assumptions about the conditional independence relations between the
variables for which the distribution is defined. Compositional models [7] are equivalent to Bayesian networks in the
sense that a multidimensional probability distribution represented by a Bayesian network can be expressed also as a
compositional model with practically the same number of parameters (probabilities), and vice-versa. The main dif-
ference stems from the fact that the building blocks of a Bayesian network are conditional probability distributions,
whereas the building blocks of a compositional model are marginal distributions. These facts suggest that there are
some computational advantages when computing marginals of a multidimensional model represented by a compo-
sitional model. As we will see in this paper, causal compositional models brings further advantages in comparison
with causal probabilistic graphical models. The main advantage is that the effect of interventions can be described
algebraically without having to do any graphical manipulations. One can compute the effect of an intervention to the
original causal model without any graphical modifications, and the algebraic descriptions of conditioning and inter-
vention differs only by a pair of parenthesis. The disadvantages of causal compositional models are that these are
relatively new, and consequently, not as well understood as causal graphical models.
The Valuation-based system (VBS) framework was initially introduced in [20], and expanded further in [19, 22,
14, 13, 16]. VBS is an abstract framework that is able to capture many different systems such as propositional logic,
uncertainty calculi, systems of equations, optimization problems, data-base systems, etc. VBS consists of objects
called variables and valuations, and three operators called combination, marginalization, and removal, that operate
on valuations. A valuation encodes knowledge about a subset of variables, and the subset of variables is referred to
as the domain of the valuation. Combination allows us to combine two or more valuations resulting in a valuation
that has aggregated knowledge from its constituents. In a specific VBS, if we combine all valuations in the system,
we get what is called the joint valuation. Marginalization allows us to coarsen valuations allowing us to deduce the
knowledge contained in a valuation for a variable in its domain. The coarsened valuation is called the marginal of the
original valuation. Removal allows us to remove knowledge contained in a valuation from another valuation, and can
be regarded as an inverse of combination. The three operators are required to obey some basic axioms, which enable
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us to compute marginals of the joint valuation for a particular variable of interest without having to explicitly compute
the joint valuation. This is of interest in many systems as it may be computationally intractable to explicitly compute
the joint valuation when we have many variables. The process of computing marginals of the joint valuation without
explicitly computing the joint is called local computation.
The main contribution of this paper is a generalization of Pearl’s probabilistic causal models to non-probabilistic
uncertainty calculi. In [11], compositional models were described in the valuation-based system (VBS) framework,
so that they are defined in all uncertainty calculi that the VBS framework is able to capture. In this paper, we extend
compositional models described in the VBS framework further, so that we can represent the effects of conditioning and
interventions. Thus, in doing so, we have extended Pearl’s causal models to all uncertainty calculi that fit in the VBS
framework. In particular, besides probability theory, possibility theory (but only when combination is the product t-
norm), Spohn’s epistemic belief theory (also known as kappa calculus), and Dempster-Shafer’s belief function theory,
fit in the VBS framework.
An outline of the remainder of the paper is as follows. Section 2 briefly reviews the VBS framework with examples
from probability theory. Section 3 describes four different calculi that fit in the VBS framework. Also, it introduces the
concept of dominance necessary to define composition of valuations, and this concept is described in greater detail in
various theories that fit in the VBS framework. Section 4 reviews the composition operator and its basic properties in
the VBS framework. Section 5 describes causal compositional models in the VBS framework, and making inferences
in such models. We distinguish between conditioning and the effect of interventions. Finally, an algebraic example
of hidden variables elimination in the VBS framework is presented in Section 6, and we provide some numerical
examples in probability, possibility, and Spohn’s theories.
2. Valuation-Based Systems
In this section we briefly review the basic concept of valuation-based systems. We use notation from [22] and [11] that
have a detailed introduction to VBS, and to compositional models in VBS, respectively. Recall that in Section 3, we
illustrate valuations and the operators of VBS for various uncertainty calculi that are captured by the VBS framework.
Let Φ denote a set whose elements are called variables. Elements of Φ are denoted by upper-case Roman alpha-
bets, e.g., X , Y , and Z. Subsets of Φ are denoted by lower-case Roman alphabets, e.g., r, s, and t. Let Ψ denote a
set whose elements are called valuations. Elements of Ψ are denoted by lower-case Greek alphabets, e.g., ρ , σ , and
τ . Each valuation is associated with a subset of variables, and represents some knowledge about the variables in the
subset. Thus, we say that ρ is a valuation for r, where r ⊆Φ is the subset associated with ρ .
It is useful to identify a subset of valuations Ψn ⊂Ψ , whose elements are called normal. Normal valuations
are those that are coherent in some sense. For example, in D-S belief function theory, normal valuations are basic
probability assignment potentials (called b-valuations, see Section 3.4) whose values for non-empty subsets add to
one.
For D-S belief function theory, it is useful to identify another subset of valuations Ψp ⊂Ψ , whose elements are
called proper. Proper valuations are those that are coherent in a sense that is different from normal. Proper valuations
are b-valuations whose values are non-negative. The concept of proper valuation is not needed for probability, pos-
sibility, and Spohn’s theory, and for these theories we assume that all valuations are proper. In [14], it is shown that
for D-S belief function theory, the process of computation of marginals of joint belief functions involves intermediate
valuations that are not proper.
We describe a specific VBS model by a pair (ΦS,ΨS). This pair must be consistent in the sense that for each
X ∈ ΦS there exists a valuation ρ ∈ΨS for r such that X ∈ r, and that each valuation ρ ∈ΨS must be for variables
r ⊆ΦS. For example, consider ΦS = {U,X ,Y,Z}. Then, in probability theory, ΨS may be specified in several ways. It
may be specified, e.g., by a four-dimensional probability distribution τ({U,X ,Y,Z}), or, it may be specified by four
conditional probability distributions, one for each variable in ΦS that constitute a factorization of τ({U,X ,Y,Z}). A
specific example is given in Section 6.
The VBS framework includes three basic operators — combination, marginalization, and removal — that are used
to make inferences from the knowledge encoded in a VBS.
Combination. The combination operator ⊕ : Ψ ×Ψ →Ψn represents aggregation of knowledge. We assume that it
satisfies the following three axioms:
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1. (Domain) If ρ is a valuation for r, and σ is a valuation for s, then ρ⊕σ is a normal valuation for r∪ s.
2. (Commutativity) ρ⊕σ = σ ⊕ρ .
3. (Associativity) ρ⊕ (σ ⊕ τ) = (ρ⊕σ)⊕ τ .
The first axiom states that after combination, the resulting valuation is normal. This suggests that the normalization
operation is included in the combination operation. If ρ represents some knowledge about r, and σ represents some
knowledge about s, then ρ⊕σ represents the aggregated knowledge about r∪ s. The commutativity and associativity
axioms reflect the fact that the sequence in which knowledge is aggregated makes no difference in the aggregated
result. Thus, we can write ρ ⊕ σ ⊕ τ without any parenthesis, and there is no ambiguity about the result of the
combination regardless of the sequence used to combine the valuations.
In probability theory, for example, if ρ denotes a probability distribution of A, and σ denotes a conditional proba-
bility distribution of B given A, then ρ⊕σ constitutes the joint probability distribution of {A,B}. In this case, there is
no need for normalization, i.e., the normalization constant is 1. For another example, if ρ denotes a joint probability
distribution of {A,B}, and σ denotes the observation B = b, then ρ ⊕σ constitutes the conditional distribution of
{A,B} given B = b. In this case, there is need for normalization and the normalization constant is equal to P(B = b).
Marginalization. The marginalization operator −X : Ψ →Ψ allows us to coarsen knowledge by marginalizing X out
of the domain of a valuation. We assume that it satisfies the following four axioms:
1. (Domain) If ρ is a valuation for r, and X ∈ r, then ρ−X is a valuation for r \{X}.
2. (Normal) ρ−X is normal if and only if ρ is normal.
3. (Order does not matter) If ρ is a valuation for r, X ∈ r, and Y ∈ r, then (ρ−X )−Y = (ρ−Y )−X , which is denoted
by ρ−{X ,Y}.
4. (Local computation) If ρ and σ are valuations for r and s, respectively, X ∈ r, and X < s, then (ρ ⊕σ)−X =
(ρ−X )⊕σ .
The domain axiom says that if ρ represents some knowledge about r, then ρ−X represents knowledge about r\{X}
implied by ρ if we disregard X . The normal axiom states that marginalization preserves normality of knowledge. The
third axiom says that the order in which variables are marginalized from a valuation make no difference in the final
marginal. The fourth axiom states that the computation of (ρ⊕σ)−X can be done without having to compute ρ⊕σ
first, it can be done by marginalizing X from ρ and then combining σ . The latter is computationally more efficient
than the former.
Sometimes it is useful to use the notation ρ↓r\{X ,Y} to denote ρ−{X ,Y}, when we wish to emphasize the variables
that remain (instead of the variables that are marginalized out)
In probability theory, for example, if ρ denotes a joint distribution of {A,B}, then ρ−B = ρ↓A constitutes the
marginal probability distribution of {A}, and ρ−{A,B} = ρ↓ /0 is a valuation for /0, i.e., a function that has only one
value, whose value is equal to 1.
Commutative Semigroups. The set of all normal valuations with the combination operator ⊕ forms a commutative
semigroup. We let ι /0 denote the (unique) identity valuation of this semigroup. Thus, for any normal valuation ρ ,
ρ⊕ ι /0 = ρ .
The set of all normal valuations for s⊆Φ with the combination operator ⊕ also forms a commutative semigroup
(which is different from the semigroup discussed in the previous paragraph). Let ιs denote the (unique) identity for
this semigroup. Thus, for any normal valuation σ for s, σ ⊕ ιs = σ .
Notice that, in general, ρ⊕ρ , ρ . Thus, it is important to ensure that we do not double count knowledge when it
matters. This can be ensured, e.g., when defining the composition operator in Section 4, by using the removal operator
that is defined next.
Removal. The removal operator 	 : Ψ ×Ψn→Ψn represents removing knowledge in the second valuation from the
knowledge in the first valuation. We assume that it satisfies the following three axioms:
1. (Domain): Suppose σ is a valuation for s and ρ is a normal valuation for r. Then σ 	ρ is a normal valuation
for r∪ s.
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2. (Identity): For each normal valuation ρ for r, ρ ⊕ρ 	ρ = ρ . Thus, ρ 	ρ acts as an identity for ρ , and we
denote ρ	ρ by ιρ . Thus, ρ⊕ ιρ = ρ .
3. (Combination and Removal): Suppose π and θ are valuations, and suppose ρ is a normal valuation. Then,
(π⊕θ)	ρ = π⊕ (θ 	ρ), and therefore we write π⊕θ 	ρ without parenthesis to mean either (π⊕θ)	ρ or
π⊕ (θ 	ρ).
We call σ 	ρ the valuation resulting from removing ρ from σ . The domain axiom says that after removing ρ
from σ , the result must be a valuation for r∪ s as we cannot lose any of the domains of the two valuations. Therefore,
σ ⊕ρ 	ρ = σ ⊕ ιρ , i.e., it is essentially σ that is extended from s to r∪ s. The identity axiom defines the removal
operator as an inverse of the combination operator. In Section 3, we will describe explicitly the identity valuation ιρ
for various uncertainty calculi that fit in the VBS framework.
In probability theory, for example, if σ denotes a joint probability distribution for {A,B}, and ρ = σ−B denotes
the marginal probability distribution for A, then σ 	ρ constitutes the conditional probability distribution of B given
A assuming that the values of ρ are all positive.
For a detailed discussion and motivation for introducing these operators see [22], where a number of properties of
combination, marginalization, and removal operators are stated and proved. For example, for valuations σ and θ for
s and t, respectively, a normal valuation ρ for r, and X ∈ s\ r, it holds that
1. (σ ⊕θ)	ρ = (σ 	ρ)⊕θ ; and
2. (σ 	ρ)−X = σ−X 	ρ .
Again, we can write σ ⊕ θ 	 ρ without any parenthesis, and there is no ambiguity about the result regardless of
whether ρ is removed from σ or from θ or from σ ⊕θ .
In [14, 13, 16], the removal operator is defined using the algebraic theory of inverses in semigroups. This alterna-
tive way of defining the removal operator is mathematically more elegant than the way it is done here, but it involves
a more sophisticated abstract algebraic theory (such as the theory of separative semigroups with inverses [2]) than the
one we are using (the theory of regular semigroups [3]).
Conditional Valuations. The removal operator allows us to define conditional valuations. Suppose τ is a normal
valuation for t, and suppose r and s are disjoint subsets of t. Borrowing terminology from probability theory, τ↓r∪s	
τ↓r is called the conditional for s given r with respect to τ , and we denote it by τ(s|r). 1 Also, if r = /0, let τ(s) denote
τ(s| /0).
Suppose τ is a normal valuation for t, and suppose r, s, and u are disjoint subsets of t. Then, the following
statements (proved in [22]) hold.
1. τ(s|r) is a normal valuation for r∪ s.
2. τ(r) = τ↓r.
3. τ(r)⊕ τ(s|r) = τ(r∪ s).
4. τ(s|r)⊕ τ(u|r∪ s) = τ(s∪u|r).
5. Suppose s′ ⊂ s. Then τ(s|r)↓r∪s′ = τ(s′|r).
6. (τ(s|r)⊕ τ(u|r∪ s))−s = τ(u|r).
7. τ(s|r)−s = ιτ(r).
3. Examples of Valuation-Based Systems
In this section, we will describe how probability theory, possibility theory with the product t-norm, Spohn’s theory of
epistemic beliefs, and Dempster-Shafer theory of belief functions fit in the framework of VBS.
One of the important concepts of this paper is a composition of two valuations that will be introduced in Section 4.
However, one can compose only a pair of non-conflicting valuations. Therefore, another goal of this section is to
describe, and illustrate by examples from the specific theories, which pairs of valuations are non-conflicting.
1We caution the reader that τ(s|r) should be viewed as (the name of) a valuation, rather than the value of valuation τ for s|r. The latter makes
no sense, of course. When we have to refer to values of τ(s|r), we will use the usual τ(s|r)(·) notation.
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As defined in the identity property of removal, ρ ⊕ ιρ = ρ . In general, if ρ ′ is a normal valuation for r that is
distinct from ρ , then ρ ′⊕ ιρ may not equal ρ ′. However, as a rule, there exists a class of normal valuations for r such
that if ρ ′ is in this class, then ρ ′⊕ ιρ = ρ ′. We will say that the valuations from this class are dominated by ρ . Thus,
if ρ dominates ρ ′, written as ρ  ρ ′, then ρ ′⊕ ιρ = ρ ′.
States of Variables. We use the symbol ΩX for the set of possible values of a variable X , and we call ΩX the state
space of X . We assume that elements of ΩX are mutually exclusive and exhaustive. We assume that all variables have
finite frames.
Given a non-empty set s of variables, let Ωs denote the Cartesian product of ΩX for X ∈ s; Ωs =×X∈s ΩX . We
call Ωs the state space of s. We call the elements of Ωs states of s. We use lower-case, bold-faced letters such as a,b,
etc., to denote states. It is convenient to extend this terminology to the case where the set of variables s is empty. We
adopt the convention that the state space for the empty set /0 consists of a single state, and we use the symbol  to
denote that state; Ω /0 = {}.
Projection of States. Projection simply means dropping extra coordinates; for example, if (w,x,y,z) is a state of
{W,X ,Y,Z}, then the projection of (w,x,y,z) to {W,Y} is simply (w,y), which is a state of {W,Y}. If r and s are sets
of variables, r ⊆ s, and x is a state of s, then x↓r denotes the projection of x to r. If r = /0, then of course, x↓r = . If x
is a state of r, y is a state of s, and r∪ s = /0, then there is a unique state z of r∪ s such that z↓r = x, and z↓s = y. Let
(x,y) or (y,x) denote this z. As per this notation, (x,) = (,x) = x.
3.1. Probability Theory
In the probabilistic framework, a valuation ρ for r is a mapping ρ : Ωr→ [0,1], where Ωr denotes the set of all states
of variables in r. Let a,b, etc., denote elements of Ωr. Normal valuations are probability distributions, i.e. if ρ is a




Marginalization. Marginalization in probability theory is summation. Suppose ρ is a probability valuation for r, and
suppose X ∈ r. Then, ρ−X is a probability valuation for r \{X} such that for each a ∈Ωr\{X},
ρ
−X (a) = ∑
b∈ΩX
ρ(a,b). (1)
Combination. Combination in probability theory is pointwise multiplication followed by normalization. Suppose ρ
and σ are probability valuations for r and s, respectively. Then, ρ⊕σ is a normal probability valuation for r∪ s such





Thus, the combination ρ ⊕ σ is well defined only if the normalization constant in the denominator in Eq. (2) is
positive. If the normalization constant is zero, then the valuations ρ and σ are said to be in total conflict, and cannot
be combined.
Removal. The removal operator is pointwise division followed by normalization. Suppose ρ is a probability valuation
for r, and σ is a normal probability valuation for s. Then, ρ	σ is a normal probability valuation for r∪ s such that









Thus, ρ 	σ is well-defined only if the normalization constant in the denominator is positive. If the normalization
constant is zero, σ cannot be removed from ρ .
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Domination. Suppose ρ is a normal probability valuation for r. From Eq. (3), the identity valuation ιρ = ρ	ρ is a




|{b∈Ωr :ρ(b)>0}| if ρ(a)> 0,
0 otherwise.
Therefore, if ρ and ρ ′ are normal probability valuations for r, then ρ ′⊕ ιρ = ρ ′ if and only if
ρ
′(a)> 0⇒ ρ(a)> 0. (4)
Thus, ρ  ρ ′ if and only if (4) holds.
Identity Valuations. The identity valuation ιr for probability theory is the uniform probability distribution for r.
3.2. Possibility Theory
Possibility theory [26, 5] fits in the framework of VBS only when combination is based on the product t-norm.




Marginalization. Marginalization in possibility theory is maximization. Suppose ρ is a possibility valuation for r,
and suppose X ∈ r. Then, ρ−X is a possibility valuation for r \{X} such that for each a ∈Ωr\{X},
ρ
−X (a) = max
b∈ΩX
ρ(a,b). (5)
Combination. Combination in possibility theory is pointwise multiplication followed by normalization. Suppose ρ
and σ are possibility valuations for r and s, respectively. The combination ρ⊕σ is a normal possibility valuation for





Thus, the combination is well defined only if the normalization constant in the denominator in Eq. (6) is positive. If
the normalization constant is zero, then the valuations ρ and σ are said to be in total conflict, and cannot be combined.
Removal. Removal in possibility theory is division followed by normalization. Suppose ρ is a possibility valuation
for r, and suppose σ is a normal possibility valuation for s. Then, ρ	σ is a normal possibility valuation for r∪s such









Thus, ρ 	 σ is well-defined only if the normalization constant in the denominator of Eq. (7) is positive. If the
normalization constant is zero, then σ cannot be removed from ρ .
Domination. Suppose ρ is a normal possibility valuation for r. From Eq. (7), the identity valuation ιρ = ρ 	ρ is a
normal possibility valuation for r such that for each a ∈Ωr,
ιρ(a) =
{
1 if ρ(a)> 0,
0 otherwise.
Therefore, if ρ and ρ ′ are normal possibility valuations for r, then ρ ′⊕ ιρ = ρ ′ if and only if
ρ
′(a)> 0⇒ ρ(a)> 0. (8)
Thus, ρ  ρ ′ if and only if (8) holds, which is similar to that in probability theory.
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Identity Valuations. The identity valuation ιr for possibility theory is the normal possibility valuation for r whose
values are identically one for all b ∈Ωr.
3.3. Spohn’s Epistemic Belief Theory
In Spohn’s epistemic belief theory [23, 24, 21], a Spohnian valuation ρ for r is a mapping ρ : Ωr → Z+, where Z+




Marginalization. Marginalization in Spohn’s theory is minimization. Suppose ρ is a Spohnian valuation for r, and
suppose X ∈ r. Then, ρ−X is a Spohnian valuation for r \{X} such that for each a ∈Ωr\{X},
ρ
−X (a) = min
b∈ΩX
ρ(a,b). (9)
Combination. Combination in Spohn’s theory is pointwise addition followed by normalization. Suppose ρ and σ are
Spohnian valuations for r and s, respectively. The combination ρ ⊕σ is a normal Spohnian valuation for r∪ s such
that for each a ∈Ωr∪s,
(ρ⊕σ)(a) = ρ(a↓r)+σ(a↓s)− min
b∈Ωr∪s
(ρ(b↓r)+σ(b↓s)) (10)
The third term on the right hand side of Eq. (10) is a normalization constant that ensures that ρ⊕σ is normal. Unlike
probability and possibility theories, we can always combine Spohnian valuations, i.e., no two Spohnian valuations can
be in total conflict.
Removal. Removal in Spohn’s theory is subtraction followed by normalization. Suppose ρ is a Spohnian valuation
for r, and suppose σ is a normal Spohnian valuation for s. Then, ρ	σ is a normal Spohnian valuation for r∪ s such
that for each a ∈Ωr∪s,
(ρ	σ)(a) = ρ(a↓r)−σ(a↓s)− min
b∈Ωr∪s
(ρ(b↓r)−σ(b↓s)). (11)
The third term on the right hand side of Eq. (11) is a normalization constant that ensures that ρ	σ is normal. Unlike
probability and possibility theories, we can always remove a normal Spohnian valuation from any Spohnian valuation.
Domination. Suppose ρ is a normal Spohnian valuation for r. From Eq. (11), the identity valuation ιρ = ρ 	ρ is
a normal Spohnian valuation for r such that for each a ∈ Ωr, ιρ(a) = 0. The identity valuation ιr is the same as ιρ .
Therefore, for any two normal Spohnian valuations ρ and ρ ′ for r, ρ ′⊕ ιρ = ρ ′. Thus, ρ  ρ ′ holds for any two
Spohnian normal valuations.
Identity Valuations. The identity valuation ιr for Spohn’s theory is the normal Spohnian valuation for r whose values
are identically zero for all b ∈Ωr.
3.4. Dempster-Shafer Belief Function Theory
In Dempster-Shafer (D-S) belief function theory [4, 18], we can represent knowledge using either basic probability
assignment valuations (b-valuations) or commonality valuations (c-valuations). A b-valuation µ for r is a function
µ : 2Ωr → R, where 2Ωr denotes the set of all non-empty subsets of Ωr 2, and R denotes the set of real numbers. Let




and it is proper if for each a ∈ 2Ωr
µ(a)≥ 0.
2Normally, 2Ωr denotes the set of all subsets of Ωr , but here we exclude /0.
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Proper normal b-valuations are basic probability assignments (bpa) in D-S theory. If µ is a bpa for r, and µ(a) > 0,
then a is said to be a focal element of µ . If µ has only one focal element a (so that µ(a) = 1), then µ is said to be
deterministic.








Proper normal c-valuations correspond to commonality functions in D-S theory.
There is a one-to-one relationship between b-valuations and c-valuations. Suppose µ is a b-valuation for r. Then,




Suppose θ is a c-valuation for r. Then the b-valuation µθ for r corresponding to θ is as follows. For each a ∈ 2Ωr ,
µθ (a) = ∑
b⊇a
(−1)|b\a|θ(b). (13)
If µ is a normal b-valuation for r, then the c-valuation θµ corresponding to µ is also normal, and vice-versa. If µ is
a proper b-valuation for r, then the c-valuation θµ corresponding to µ is also proper, and vice-versa. It follows from
Eq. (12), that if θ is a commonality function for r, then 0 ≤ θ(a) ≤ 1 for all a ∈ 2Ωr , and θ(a) ≥ θ(b) whenever
a⊆ b.
For an example, consider the deterministic bpa µ for r such that µ(a) = 1 where a ∈ 2Ωr . Then the c-valuation θµ
for r that corresponds to µ is such that for all b ∈ 2Ωr ,
θµ(b) =
{
1 if b⊆ a,
0 otherwise.
Marginalization. Marginalization in D-S theory is addition of values of b-valuations. First, we generalize projection
of states to subsets of states. Suppose a ∈ 2Ωr . Then a↓r\{X} = {b↓r\{X} : b ∈ a}. Notice that a↓r\{X} ∈ 2Ωr\{X} .
Suppose µ is a b-valuation for r, and suppose X ∈ r. Then, µ−X is a b-valuation for r \ {X} such that for each
a ∈ 2Ωr\{X} ,
µ
−X (a) = ∑
b∈2Ωr :b↓r\{X}=a
µ(b). (14)
Combination. Combination in D-S theory is Dempster’s rule of combination, which can be described using either
b-valuations or using c-valuations. In terms of b-valuations, Dempster’s rule is the product-intersection rule where the
product of the b-valuation values is assigned to the intersection of the subsets, followed by normalization. In terms of
c-valuations, Dempster’s rule of combination is pointwise multiplication of c-valuations followed by normalization.
The two rules are mathematically equivalent [18]. Here, we will formally describe Dempster’s rule of combination
in terms of c-valuations. We do this because consequently, we can easily define the removal operator, which can be
considered an inverse of the combination operator, in terms of c-valuations.
Suppose θ1 and θ2 are c-valuations for r1 and r2, respectively. Then θ1⊕ θ2 is a normal c-valuation for r1 ∪ r2






Thus, combination is well defined only if the normalization constant in the denominator of Eq. (15) is positive. If the
normalization constant is zero, then θ1 and θ2 are said to be in total conflict, and cannot be combined.
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Removal. Removal in D-S theory is pointwise division of c-valuations followed by normalization. There is no easy
definition of removal directly in terms of b-valuations. Suppose θ1 is a proper c-valuation for r1, and suppose θ2 is a











Like in probability and possibility theories, we get situations when we cannot remove one c-valuation from another.
These are situations when the normalization factor in the denominator in Eq. (16) equals zero. Unlike probability and
possibility theories, it should be noted that θ1	θ2 may not be a proper c-valuation. This may be true even if θ1 and θ2
are commonality functions, and θ2 is a marginal of θ1 (so that r2 ⊂ r1). This is one reason why we need the concept
of proper valuations in the D-S theory.
Domination. Suppose θ is a commonality function for r. Then, it follows from Eq. (16) that ιθ = θ 	 θ is a
commonality function for r such for each a ∈ 2Ωr ,
ιθ (a) =
{
1 if θ(a)> 0,
0 otherwise.
(17)
Therefore, if θ and θ ′ are commonality functions for r, then θ ′⊕ ιθ = θ ′ if and only if
θ
′(a)> 0⇒ θ(a)> 0. (18)
Thus, θ  θ ′ if and only if Eq. (18) holds, which is similar to that in probability and possibility theories.
Domination can also be described for bpa’s. Let µθ denote the bpa that corresponds to commonality function θ ,
and let aµθ denote the union of all focal elements of µθ . If µιθ denotes the bpa that corresponds to ιθ , then it follows
from Eq. (12) and (13) that µιθ is the deterministic bpa such that µιθ (aµθ ) = 1. And, if µ and µ
′ are bpa’s for r, then
µ ′⊕µιθ = µ ′ if and only if
µ
′(a)> 0⇒ µ(a)> 0. (19)
Thus, µ  µ ′ if and only if Eq. (19) holds, which is also similar to that in probability and possibility theories.
Identity Valuations. The identity valuation for r can be represented either by the deterministic bpa such that µιr(Ωr) =
1, or equivalently by the vacuous commonality function such that θιr(a) = 1 for all a ∈ 2Ωr .
4. Composition Operator
The composition operator aggregates knowledge encoded in two normal valuations while adjusting for the double
counting of knowledge when it does matter. Suppose ρ and σ are normal valuations for r and s, respectively, and
suppose that σ↓r∩s ρ↓r∩s. The composition of ρ and σ , written as ρ B σ , is defined as follows:
ρ B σ = ρ⊕σ 	σ↓r∩s. (20)
It follows from the third axiom for removal in Section 2 that the right-hand side of Eq. 20 can be written as either
(ρ⊕σ)	σ↓r∩s or as ρ⊕ (σ 	σ↓r∩s). For simplicity, we omit parenthesis.
The main idea behind compositional models is to construct a joint valuation from a set of marginals (normal
valuations). For example, we may have a variety of data sources that provides marginals for {U}, {U,X}, {X ,Y}, and
{U,Y,Z} subsets of variables. Let ρ1, ρ2, ρ3, and ρ4 be normal valuations for {U}, {U,X}, {X ,Y}, and {U,Y,Z},
respectively. We are interested in constructing a joint distribution for {U,X ,Y,Z} from ρ1, ρ2, ρ3, and ρ4. One
solution to this would be to compose these valuations in some sequence to construct joint valuation τ:
τ = (((ρ1 B ρ2)B ρ3)B ρ4 (21)
In Eq. (21), we will assume that we have the dominance conditions to allow the three composition operations. For
more information about the foundations of compositional model theory, see [6, 7].
The following theorem summarizes the most important properties of the composition operator.
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Theorem 1. Suppose ρ , σ and τ are normal valuations for r, s, and t, respectively, and suppose that σ↓r∩s ρ↓r∩s,
τ↓(r∪s)∩t  (ρ B σ)↓(r∪s)∩t and τ↓r∩t  ρ↓r∩t . Then the following statements hold:
1. (Domain): ρ B σ is a normal valuation for r∪ s.
2. (Composition preserves first marginal): (ρ B σ)↓r = ρ .
3. (Reduction:) If s⊆ r then, ρ B σ = ρ .
4. (Non-commutativity): In general, ρ B σ , σ B ρ .
5. (Commutativity under consistency): ρ and σ have a common marginal for r∩ s, i.e., ρ↓r∩s = σ↓r∩s if and only
if ρ B σ = σ B ρ .
6. (Non-associativity): In general, (ρ B σ)B τ , ρ B (σ B τ).
7. (Associativity under special condition I): If r ⊃ (s ∩ t) then, (ρ B σ) B τ =
ρ B (σ B τ).
8. (Associativity under special condition II): If s ⊃ (r ∩ t) then, (ρ B σ) B τ =
ρ B (σ B τ).
9. (Stepwise combination): If (r∩ s)⊆ t ⊆ s then, (ρ⊕σ↓t)B σ = ρ⊕σ .
10. (Stepwise composition): If (r∩ s)⊆ t ⊆ s then, (ρ B σ↓t)B σ = ρ B σ .
11. (Exchangeability): If r ⊃ (s∩ t) then, (ρ B σ)B τ = (ρ B τ)B σ .
12. (Simple marginalization): If (r∩ s)⊆ t ⊆ r∪ s then, (ρ B σ)↓t = ρ↓r∩t B σ↓s∩t .
13. (Irrelevant combination): If t ⊆ r \ s then, ρ B (σ ⊕ τ) = ρ B σ .
Proof. All properties are proved in [11] with the exception of Properties 3, 7, 9, and 13.
Property 3 is a direct consequence of Property 2. To prove Property 7, it is sufficient to use the definition of the
composition operator (Eq. 20), simple marginalization (Property 12), the commutativity and associativity of combi-
nation, and the fact that under the specified condition r∩ s∩ t = s∩ t and (r∪ s)∩ t = r∩ t:
ρ B (σ B τ) = ρ⊕ (σ B τ)	 (σ B τ)↓r∩(s∪t)
= ρ⊕ (σ ⊕ τ	 τ↓s∩t)	 (σ B τ)↓r∩(s∪t)
= ρ⊕σ ⊕ τ	 τ↓s∩t 	 (σ↓r∩s B τ↓r∩t)⊕σ↓r∩s	σ↓r∩s⊕ τ↓r∩t 	 τ↓r∩t
= ρ⊕σ ⊕ τ	 (σ↓r∩s B τ↓r∩t)⊕ (σ↓r∩s B τ↓r∩t)	σ↓r∩s	 τ↓r∩t
= (ρ B σ)⊕ τ	 τ↓(r∪s)∩t
= (ρ B σ)B τ.
The proof of Property 9 is based just on the definition of the operator of composition and commutativity and
associativity of combination:
(ρ⊕σ↓t)B σ = ρ⊕σ↓t ⊕σ 	σ↓t = ρ⊕σ .
To prove Property 13 we use the definition of the composition operator (Eq. 20), simple marginalization (Prop-
erty 12), and the commutativity and associativity of combination:
ρ B (σ ⊕ τ) = ρ⊕ (σ ⊕ τ)	 (σ ⊕ τ)↓r∩(s∪t)
= ρ⊕ (σ ⊕ τ)	 (σ↓r∩s⊕ τ)
= ρ⊕σ↓r∩s	σ↓r∩s⊕σ ⊕ τ	 (σ↓r∩s⊕ τ)
= ρ⊕σ 	σ↓r∩s⊕ (σ↓r∩s⊕ τ)	 (σ↓r∩s⊕ τ)
= ρ B σ .
In designing computational procedures for probabilistic compositional models in [1], we compensated the lack of
associativity of the composition operator by the so-called anticipating composition operator. Its name is suggestive
from the fact that it introduces an additional conditional independence relation into the result of composition—it
anticipates the independence relation that is necessary for associativity, and therefore it must take into account the
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Figure 2: A Markovian Causal Model
set of variables, for which the preceding distribution is defined. In this paper we introduce the anticipating operator
of composition for VBS in the following way. Suppose ρ and σ are normal valuations for r and s, respectively, and
suppose t is a subset of variables. Then,
ρ ©B tσ = (ρ⊕σ↓(t\r)∩s)B σ . (22)
Notice that this composition operator is parameterized by subset t. If (t \ r)∩ s = /0, then ρ ©B tσ = ρ B σ . The
importance of this operator stems from the following assertion.
Theorem 2. Suppose τ,ρ, and σ are normal valuations for t,r, and s, respectively, and suppose that σ↓r∩s ρ↓r∩s
and ρ↓r∩t  τ↓r∩t . Then
(τ B ρ)B σ = τ B (ρ ©B tσ). (23)
Proof. The proof uses irrelevant combination (Property 13 of Theorem 1), and associativity under special condition
II (Property 8 of Theorem 1):
(τ B ρ)B σ = (τ B (ρ⊕σ↓(t\r)∩s))B σ
= τ B ((ρ⊕σ↓(t\r)∩s)B σ)
= τ B (ρ ©B tσ).
Notice that the marginal σ↓(t\r)∩s appearing in Eq. (22) may be substituted by any valuation (on the same domain)
that dominates σ↓(t\r)∩s (e.g., by ισ ↓(t\r)∩s, or by ι(t\r)∩s). It is clear that if we do so, the proof of Theorem 2 remains
valid.
How does the composition operator introduced above for VBS compare with the composition operators introduced
in specific theories in [6, 25, 12]? For probability theory, both approaches are equivalent, they lead to the same
formulae. In possibility theory, if we restrict only to the case where combination is the product t-norm, then both
approaches also coincide. The situation is different for Dempster-Shafer belief function theory. The operator of
composition introduced in [12] and the current approach differ substantially from each other. For a detailed description
of these differences, we refer the reader to [9].
5. Causal Compositional Models
Suppose ΦS = {X1,X2, . . . ,Xn}. For each variable Xi, let C (Xi) denote the subset of the variables that are causes of
Xi. We assume that Xi < C (Xi). {C (Xi)}ni=1 constitutes a causal model. Using Pearl’s terminology [15], we say that
a causal model is Markovian if there exists an ordering of variables (without loss of generality we assume that it is
the ordering X1,X2, . . . ,Xn) such that C (X1) = /0, and for i = 2,3, . . . ,n, C (Xi) ⊆ {X1, . . . ,Xi−1}. Markovian causal
models are causal models without feedback relations. An example of a Markovian causal model represented as a
directed acyclic graph such that we have a directed arc from X j to Xi when X j ∈ C (Xi) is shown in Figure 2.
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Figure 3: A causal model for smoking (S), yellow teeth (Y ), and lung cancer (C).
Let ri denote C (Xi)∪{Xi}. From here onwards, the symbol τ exclusively denotes causal models, i.e. if we have
valuations ρi for ri for i = 1, . . . ,n a causal compositional model (CCM) τ is defined as follows:
τ = (. . .((ρ1 B ρ2)B ρ3)B . . .B ρn−1)B ρn = ρ1 B ρ2 B . . .B ρn. (24)
To increase legibility of the formulae, we omit parentheses and assume that the composition operation is done succes-
sively from left to right as shown in Eq. (24).
Notice that all the properties of the composition operator, including Property 11, describe modifications that
preserve the Markov property of the model, i.e., if any of these rules are applied to Markovian causal model, the
resulting model is again Markovian. For example, if ρ1 .ρ2 .ρ3 is a Markovian CCM, then r1 ⊇ r2 ∩ r3 guarantees
that ρ1 .ρ3 .ρ2 is also Markovian (it follows from the fact that under this assumption r3∩ (r1∪ r2) = r3∩ r1).
In causal models, there is a difference between conditioning and intervention. Suppose S = 1 denotes a person
who smokes, Y = 1 denotes (nicotine-stained) yellow teeth, and C = 1 denotes presence of lung cancer. We assume
C (S) = /0, C (Y ) = {S}, and C (C) = {S} (see Figure 3). Conditioning on Y = 0 means including evidence that teeth
are not stained (which lowers the chances that the person has cancer). On the other hand, the intervention denoted by
do(Y = 0) means a changed universe where the person gets his teeth whitened (e.g., from his dentist), but the chances
of cancer remains unchanged.
Conditioning in CCMs. Suppose we have a CCM τ for Φ as in Eq. (24), and suppose we observe X = a for some
a ∈ΩX , X ∈Φ . To simplify the exposition, in the rest of this section, let t denote r1∪ . . .∪ rn and s denote t \{X} for
some X ∈ t.
We model the observation X = a as a normal valuation νX=a for {X}, which has the property that if ρ is a normal
valuation for {X}, then νX=a⊕ρ = νX=a (assuming that the combination exists), and νX=a	ρ = νX=a (assuming
that the removal exists). For example, in the D-S theory, we can represent the observation X = a by a deterministic
bpa µX=a such that µX=a({a}) = 1.
Suppose we wish to compute τ(s|X = a), the posterior valuation for s after observing X = a. In the VBS frame-
work, we can compute τ(s|X = a) as follows:
τ(s|X = a) = (τ⊕νX=a)−X (25)
We can achieve the same result using the composition operator as follows:
τ(s|X = a) = (νX=a . τ)−X = (νX=a . (ρ1 .ρ2 . . . . .ρn))−X . (26)
To see why, notice that νX=a . τ = νX=a⊕ τ	 τ
↓{X}
= τ⊕νX=a	 τ({X}) = τ⊕νX=a.
Intervention in CCMs. As described in Section 1, we fully accept the philosophy of Pearl’s causal networks [15], i.e.,
to compute the effects of intervention, we refer to Pearl’s approach in which the effect of intervention τ(s|do(X = a))
is computed as a conditioning, but in a different causal model. The new model differs from the original causal model
{C (Xi)}ni=1 only in one point: in the new model C (X) is replaced by /0, which corresponds to deletion of edges
heading to variable X . So the new CCM is defined 3
3Notice that, due to Property 3 of Theorem 1, we need not exclude the respective ρk (i.e. the ρk for which X = Xk) from the sequence.
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τ
′ = τ↓{X} B ρ1 B ρ2 B . . .B ρn. (27)
This is true, because CCM τ defined by Eq. (24) corresponds to the causal network with an acyclic directed graph
G = (Φ,E), where (X j → Xi) ∈ E iff X j ∈ C (Xi). Obviously, CCM τ ′ defined by Eq. (27) corresponds to the causal
network with an acyclic directed graph Ḡ = (Φ, Ē), in which there is no edge heading to X and all the remaining edges
from E are preserved; i.e., Ē = {(X j→ Xi) ∈ E : Xi , X}. Therefore, following Definition 3.2.1 in [15] (or Eq. (3.11)
from the same source), we can see that the result of intervention performed in the causal model τ can be computed as
a conditioning in the model τ ′. Thus,
τ(s|do(X = a)) =
(
νX=a B τ
′)−X = (νX=a B (τ↓{X} .ρ1 .ρ2 . . . . .ρn))−X . (28)









↓{X} .ρ1 .ρ2 . . . . .ρn−1
)
.ρn.




↓{X} .ρ1 .ρ2 . . . . .ρn
)
= νX=a B τ
↓{X} .ρ1 .ρ2 . . . . .ρn−1 .ρn = νX=a .ρ1 .ρ2 . . . . .ρn−1 .ρn,
(the latter equality holds due to Property 3 of Theorem 1) which yields that
τ(t|do(X = a)) = (νX=a .ρ1 .ρ2 . . . . .ρn)−X . (29)
Notice the importance of the pair of brackets by which the Eqs. (26) and (29) differ from each other. This difference
stems from the fact that the composition operator is not associative.
Readers familiar with the Pearl’s causal networks [15] have certainly noticed an advantage of CCM. In CCM, we
can compute both conditioning and intervention from one causal compositional model (as in Eqs. (26) and (29)). In
Pearl’s causal networks, we have to consider two different networks. Conditioning is computed from the complete
causal network. For the computation of intervention, we have to consider a reduced causal network where all the
arrows heading to the intervention variable are deleted.
6. Elimination of Hidden Variables
In this section, as an illustration, we derive formulae for computation of conditioning and intervention in a simple
causal compositional model with four variables U,X ,Y,Z, the first of which is assumed to be hidden (unobservable).
Suppose that C (U) = /0, C (X) = {U}, C (Y ) = {X}, C (Z) = {U,Y}, so that the causal model is Markovian (as
depicted in Figure 2). Also, suppose that the situation is described by a causal compositional model as follows:
τ({U,X ,Y,Z}) = ρ1({U}).ρ2({U,X}).ρ3({X ,Y}).ρ4({U,Y,Z}). (30)
In the CCM in Eq. (30), ρ1({U}) denotes a normal valuation for {U}, etc., and τ({U,X ,Y,Z}) denotes the joint
normal valuation for {U,X ,Y,Z}. We will use the conditional valuation notation so that, e.g., τ({X ,Y,Z}) denotes
τ({U,X ,Y,Z})−U , etc.
As U is a hidden variable, we cannot estimate ρ1(U), ρ2({U,X}), and ρ4({U,Y,Z}) that include U in their
domains. We will make the following assumptions. First, we can estimate any marginal of τ that includes non-hidden
variables. Thus, as X , Y , and Z are non-hidden variables, we can estimate, e.g., the marginal τ({X ,Y,Z}), which we
will denote by τ̂({X ,Y,Z}). Second, without loss of generality, we can assume that ρ1({U}), . . . ,ρ4({U,Y,Z}) are
marginals4 of τ({U,X ,Y,Z}). Therefore, we can estimate marginals of these valuations for non-hidden variables, and
4The equations for recomputing valuations ρi so that they are marginals of τ are given in Theorem 10.9 in [7].
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that these estimated marginals will agree with the corresponding marginals of τ̂({U,X ,Y,Z}). For example, ρ2({X})
can be estimated as τ̂({X}), and ρ3({X ,Y}) can be estimated as τ̂({X ,Y}).
Computation of the conditional τ(Z|X = x) is simple:
τ(Z|X = x) =
(














νX=x . τ({X ,Z})
)↓{Z}
.
Thus, we can estimate τ(Z|X = x) by (νX=x . τ̂({X ,Z}))↓{Z}, which includes only observable variables. Notice that
during these computations we used Property 12 of Theorem 1 twice. This is why the symbol (12) appears above the
respective equality signs. This type of explanation will also be used in the subsequent computations.
To compute τ(Z|do(X = x)), we use the properties of the composition and the anticipating operators defined in
the preceding section. To simplify the exposition, we do just one elementary modification at each step, and thus the
following computations may appear more cumbersome than they really are.

































we take advantage of the idea of extension used by Pearl in [15].
It is one way of taking into account the mutual dependence of variables X , Y , and Z. It plays the same role as the
inheritance of parents in Shachter’s arc reversal rule [17]. Notice that the first of the following equalities holds because
({X ,Y}\{U})∩{U,Y,Z} = ({Y}\{U})∩{U,Y,Z}(= {Y}). In the second equality, we also use the fact that ρ1 is

















































In what follows, we will take advantage of the fact that ρ1({U}), . . . ,ρ4({U,Y,Z}) are marginals of τ({U,X ,Y,Z}).
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Table 1: An estimate of a probability distribution for {X ,Y,Z}
X 0 0 0 0 1 1 1 1
Y 0 0 1 1 0 0 1 1




















νX=x . ρ̂3({X ,Y}).
(




νX=x . τ̂({X ,Y}).
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6.1. A Probabilistic Example
Suppose that for the CCM in Eq. (30), we get estimates of a three-dimensional probability distribution τ̂({X ,Y,Z})
as given in Table 1.
In the probabilistic framework, νX=a is a normal valuation for {X} representing the one-dimensional degenerate
probability distribution for variable X as follows:
νX=a(x) =
{
1 if x = a,
0 otherwise.
(31)
To evaluate expression for τ̂(Z|do(X = 0)) we have to first compute τ̂({X})©B {Y}τ̂({X ,Y,Z}), which is denoted
by σ({X ,Y,Z}):
σ({X ,Y,Z}) = τ̂({X})©B {Y}τ̂({X ,Y,Z}) = (τ̂({X})⊕ τ̂({Y})). τ̂({X ,Y,Z})
= τ̂({X})⊕ τ̂({Y})⊕ τ̂({X ,Y,Z})	 τ̂({X ,Y}),














The rest of the computation of τ̂(Z|do(X = 0)) is simple:
τ̂(Z|do(X = 0)) = (νX=0 . τ̂({X ,Y}).σ({Y,Z}))↓{Z}
= (νX=0 . τ̂({X ,Y})⊕σ({Y,Z})	σ({Y}))↓{Z} ,
which is shown in the lower part of Table 2. Thus, e.g.,





















Notice that τ̂(Z|do(X = 0)) is different from τ̂(Z|X = 0):










Table 2: Computation of τ̂(Z|do(X = 0)) for the probability distribution in Table 1
X 0 0 0 0 1 1 1 1
Y 0 0 1 1 0 0 1 1































































360 0 0 0 0
τ̂(Z|do(X = 0)) 167480
313
480
Table 3: An estimate of a possibility distribution for {X ,Y,Z}
X 0 0 0 0 1 1 1 1
Y 0 0 1 1 0 0 1 1
Z 0 1 0 1 0 1 0 1











6.2. A Possibilistic Example
Consider again the same CCM given in Eq. (30) with the estimates of a three-dimensional possibility distribution
τ̂({X ,Y,Z}) as given in Table 3.
In the possibilistic framework, νX=a is a normal valuation for {X} representing the one-dimensional degenerate
possibility distribution for variable X as follows (notice that it is exactly the same as in the probabilistic case):
νX=a(x) =
{
1 if x = a,
0 otherwise.
(32)
The computation of τ̂(Z|X = 0) is shown in Table 4.
Computation of τ̂(Z|do(X = 0)) is similar to the probabilistic case. First, we compute τ̂({X})©B {Y}τ̂({X ,Y,Z})
(again, denoted by σ({X ,Y,Z})):
σ({X ,Y,Z}) = τ̂({X})©B {Y}τ̂({X ,Y,Z}) = (τ̂({X})⊕ τ̂({Y}). τ̂({X ,Y,Z})
= τ̂({X})⊕ τ̂({Y})⊕ τ̂({X ,Y,Z})	 τ̂({X ,Y}).
The details of the computation are shown in the upper part of Table 5. Thus, e.g.,
σ({X ,Y,Z})(0,0,0) =







Table 4: Computation of τ̂(Z|X = 0) for the possibility distribution in Table 3
X 0 0 0 0 1 1 1 1
Y 0 0 1 1 0 0 1 1
Z 0 1 0 1 0 1 0 1











τ̂({X ,Z}) 12 1
1
4 1
νX=0⊕ τ̂({X ,Z}) 12 1 0 0
τ̂(Z|X = 0) 12 1
The rest of the computation of τ̂(Z|do(X = 0)) is simple:
τ̂(Z|do(X = 0)) = (νX=0 . τ̂({X ,Y}).σ({Y,Z}))↓{Z}
= (νX=0 . τ̂({X ,Y})⊕σ({Y,Z})	σ({Y}))↓{Z} ,
which is shown in the lower part of Table 5. Thus, e.g.,













τ̂(Z|do(X = 0))(0) = max{1, 1
2
,0,0}= 1,
τ̂(Z|do(X = 0))(1) = max{1, 1
2
,0,0}= 1.
Notice that τ̂(Z|do(X = 0)) is different from τ̂(Z|X = 0).
6.3. A Spohnian Example
Suppose that for the CCM in Eq. (30), we get estimates of a three-dimensional Spohnian disbelief function τ̂({X ,Y,Z})
as given in Table 6.
In Spohn’s theory of epistemic beliefs, νX=a is a normal valuation for {X} representing the one-dimensional
Spohn’s disbelief function for variable X as follows:
νX=a(x) =
{
0 if x = a,
k otherwise,
(33)
where k is a large integer, say an order of magnitude larger than any value in τ̂({X ,Y,Z}). For our example in Table 6,
we can assume k = 10 or higher.
The computation of τ̂(Z|X = 0) is shown in Table 7.
To evaluate τ̂(Z|do(X = 0)), first we compute τ̂({X})©B {Y}τ̂({X ,Y,Z}). This is shown in the upper part of
Table 8. Thus, e.g.,
σ({X ,Y,Z})(0,0,0) = 0+0+2−0 = 2.
The rest of the computation of τ̂(Z|do(X = 0)) is shown in the lower part of Table 8. Thus, e.g.,
(νX=0 . τ̂({X ,Y}))(0,0) = 0+0−0 = 0,
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Table 5: Computation of τ̂(Z|do(X = 0)) for the possibility distribution in Table 3
X 0 0 0 0 1 1 1 1
Y 0 0 1 1 0 0 1 1
Z 0 1 0 1 0 1 0 1













τ̂({X ,Y}) 1 12
1
4 1
τ̂({X})©B {Y}τ̂({X ,Y,Z}) = σ({X ,Y,Z}) 14 1 1 1 1 1
1
4 1
νX=0 . τ̂({X ,Y}) 1 12 0 0
σ({Y,Z}) 1 1 1 1
σ({Y}) 1 1
(νX=0 . τ̂({X ,Y})).σ({Y,Z}) 1 1 12
1
2 0 0 0 0
τ̂(Z|do(X = 0)) 1 1
Table 6: An estimate of a Spohnian disbelief function for {X ,Y,Z}
X 0 0 0 0 1 1 1 1
Y 0 0 1 1 0 0 1 1
Z 0 1 0 1 0 1 0 1
τ̂({X ,Y,Z}) 2 0 1 1 2 2 2 0
Table 7: Computation of τ̂(Z|X = 0) for the Spohnian disbelief function in Table 6
X 0 0 0 0 1 1 1 1
Y 0 0 1 1 0 0 1 1
Z 0 1 0 1 0 1 0 1
τ̂({X ,Y,Z}) 2 0 1 1 2 2 2 0
τ̂({X ,Z}) 1 0 2 0
νX=0⊕ τ̂({X ,Z}) 1 0 12 10
τ̂(Z|X = 0) 1 0
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Table 8: Computation of τ̂(Z|do(X = 0)) for the Spohnian disbelief function in Table 6
X 0 0 0 0 1 1 1 1
Y 0 0 1 1 0 0 1 1
Z 0 1 0 1 0 1 0 1
τ̂({X ,Y,Z}) 2 0 1 1 2 2 2 0
τ̂({X}) 0 0
τ̂({Y}) 0 0
τ̂({X ,Y}) 0 1 2 0
τ̂({X})©B {Y}τ̂({X ,Y,Z}) = σ({X ,Y,Z}) 2 0 0 0 0 0 2 0
νX=0 . τ̂({X ,Y}) 0 1 12 10
σ({Y,Z}) 0 0 0 0
σ({Y}) 0 0
(νX=0 . τ̂({X ,Y})).σ({Y,Z}) 0 0 1 1 12 12 10 10
τ̂(Z|do(X = 0)) 0 0
etc., and
(νX=0 . τ̂({X ,Y}).σ({Y,Z}))(0,0,0) = 0+0−0 = 0,
etc., and
τ̂(Z|do(X = 0))(0) = min{0,1,12,10}= 0.
τ̂(Z|do(X = 0))(1) = min{0,1,12,10}= 0.
Notice that τ̂(Z|do(X = 0)) is different from τ̂(Z|X = 0).
7. Conclusions
We have described causal compositional models, originally introduced in [8] in the probabilistic framework, in
the VBS framework. We have shown that both conditioning and interventions can easily be described using the
composition operator. The composition operation requires a dominance relation for the valuations being composed,
which is a new concept in the VBS framework. We have described the dominance relation in probability, possibility,
Spohn’s disbelief function, and D-S belief function theories.
In Section 6, a simple example with a hidden variable illustrates the use of causal compositional models for
computing the effects of conditioning and intervention. We have provided numerical examples with details of the
computation of the effects of conditioning and intervention for probability theory, possibility theory, and Spohn’s
theory of epistemic beliefs.
We have not provided a numerical example for the case of D-S belief function theory as showing the details of
computation of conditioning and intervention for this case would require too much space. Even if we chose a bpa with
a few focal elements, doing removal would require the use of c-valuations, which may be non-zero for many (or all)
of the 255 elements of 2Ω{X ,Y,Z} . We do not know how to represent removal directly in terms of b-valuations.
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