In this note we answer a question of Parimala's, showing that fields with finite u invariant have bounds on the symbol lengths in their µ 2 cohomology in all degrees.
Introduction
At the AIM Workshop on Period/Index problems in January 2011, Prof. Parimala asked whether fields of finite u invariant necessarily had bounded symbol length in their µ 2 cohomology. Parimala presented a proof that this was true in degrees one through three, using generic splitting constructions. In the subsequent breakout session on this problem, the first ideas of a proof were presented by myself, and I greatly benefited from the constructive comments by Prof. Parimala and Prof. Merkurjev. The note below is my write up of the argument.
Much of the notation and definitions below are standard in quadratic form books (e.g. [Sc] ), and we also assume familiarity with group and Galois cohomology and the Hochschild Serre spectral sequence (e.g. [NSW] ). As notation which is perhaps not standard, for any field F let G F be its absolute Galois group. Let me also add an extended discussion about Galois extensions which is also less standard ( [Sa] p. 253). Let S/R be an H Galois extension of commutative rings, where H is a subgroup of the finite group G. Then Hom H (Z [G] , S) can be given the structure of an R algebra by pointwise operations in S, and has the coinduced G actions. Together this defines Ind G H (S/R) which is a G Galois extension of R. Note that Ind G H (S/R) is of the form S ⊕ . . . ⊕ S as an R algebra. We will most often use this in the case R = F is a field. Then recall that any G Galois L/F (L is not necessarily a field) has the form Ind G H (K/F ) where K/F is an H Galois extension of fields. Finally, if S is a ring on which the group B acts we denote by S B the subring of B fixed elements.
Underlying this work is the remarkable result of [OVV] , based on the underlyng work of Voevodsky, that shows the maps I i K /I i+1 K → H i (K, µ 2 ) are isomorphisms for all i. Since the paper [OVV] assumes all fields have characteristic 0 we also make this assumption, but really this work applies to any fields (characteristic not 2) where Milnor's Conjecture holds. We set µ 2 to be the group {1, −1} of 2 roots of 1. Given a field F , then H i (F, µ 2 ) = H i (Ḡ, µ 2 ) the Galois cohomology group whereḠ is the absolute Galois group of F . If a ∈ F * then we abuse notation and write a ∈ H 1 (F, µ 2 ) to be the character Hom(Ḡ,
is called a symbol and the symbol length of an element α ∈ H i (F, µ 2 ) is the least i such that α is a sum of i symbols. The canonical map
Conjecture is determined by mapping the Pfister form (e.g., [Sc] p. 72) a 1 , . . . , a i → −a 1 ∪ . . . ∪ −a i and this was shown in [OVV] to be an isomorphism. In particular, every element of H i (F, µ 2 ) is a sum of symbols and so has a symbol length. Recall that the u invariant of a field is the integer or ∞, u(F ), such that any quadratic form over F of rank bigger than u(F ) is isotropic. If L = Ind G H (K/F ), K is a field, and β ∈ H i (G, µ 2 ) then β has a natural image in Galois cohomology by first forming the restriction β H ∈ H i (H, µ 2 ) and then taking the image of
which is only defined up to conjugacy, such that we have the diagram:
and the restriction of β to H inflated to H ′ is the same as the inflation of β to G ′ restricted to H ′ .
The result.
We say that a field F is u-bounded if there is an integer function N (n) such that u(L) ≤ N (n) for all extensions L/K of degree dividing n. Note that this is equivalent (e.g., [Sc] p. 104) to just saying that u(F ) < ∞ but we phrase it in this way to emphasize that we are considering properties closed under finite extension. We say that F has bounded symbol length in degree d if there is an integer
symbols for every L/F finite of degree dividing n. The point of this note is to show: Theorem 1. Every field with finite u invariant has bounded symbol length in degree i for all i.
We prove this by induction and we note that every field has bounded symbol length of degree 1. Also, since the premise of this result is preserved by finite extensions, we may assume we have shown for such F that M j (n) exists for all j < d and n, and show M d (1) exists. That is, we show that every element of H d (F, µ 2 ) has bounded symbol length. The idea of the argument is the following. Since u(F ) is finite, we can write down a generic quadratic form which specializes to all anisotropic quadratic forms. We would like to modify this generic form so that it is generic and lies in the Witt Ring fundamental ideal I i and specializes to all Witt classes of forms in that ideal. That form maps to H i (F, µ 2 ) and there it is a sum of some number of symbols. By specializing, all elements of H i (F, µ 2 ) are the sum of that many or fewer symbols, and we would be done.
Unfortunately, it does not seem possible to construct such a generic form. The difficulty can be illustrated as follows.
k,l | all k, l) and let A be the Galois group of L/F andḠ the absolute Galois group of F . Then our form for α defines an element of H i (A, µ 2 ). If this element maps to 0 in
Galois with group B and so an induced surjection B → A such that α maps to 0 in H i (B, µ 2 ). However, we see no way to, in general, bound the size of B and if the size of B is not bounded there can be no generic way to force a cohomology class of α's form to be 0 because the B that works for such a generic construction would then give you a bound. However, we can construct a generic zeroing of α for a fixed B. We will call this generic with the limitation B (formal definition to follow). Before we explore this, we mention the following way of thinking about writing a cohomology element as a sum of symbols.
Lemma 2. An element of α ∈ H i (F, µ 2 ) is a sum of symbols if and only if α is the image of H i (A, µ 2 ) where A = Gal(L/F ) is an elementary abelian 2 group. Moreover, that all α have bounded symbol length is equivalent to bounding the size of such A.
Proof. The basic equivalence is immediate from (e.g., [E] p. 33), which says the well-known fact that any element of such an H i (A, µ 2 ) is the sum of i degree monomials of elements in
elements.
In what follows A will always be an elementary abelian 2 group. Let C be our ground field so all rings and fields will be C algebras. We
Further, suppose S/R is a A Galois extension with q(R) = F , R affine over C, and L = S ⊗ R F as A Galois extensions. We call S/R, A and β a presentation of α. Since we are usually not interested in the specific rings S/R in a presentation, we define S ′ /R ′ , A, β ′ equivalent to S/R, A, β if and only if A = A ′ , β = β ′ , and there are nonzero r ∈ R and r
are isomorphic as A Galois extensions of R(1/r). Obviously equivalent presentations have the same induced cohomology element. In discussing presentations up to equivalence, the ring extension S/R can often be surpressed and we can just say the presentation β, L/F where L/F is A Galois.
Presentations will be important to us because they allow specializations of cohomology classes as follows. In fact, we will be defining specializations of presentations. Let β, S/R, and A be a presentation of α. Suppose φ : R → R 1 ⊂ F 1 for a ring and field R 1 , F 1 ⊃ C. If we set S 1 = S ⊗ φ R 1 then β, S 1 /R 1 , and A is the specialization with respect to φ. If L 1 = S ⊗ φ F 1 then this specialized presentation defines an α 1 ∈ H i (F 1 , µ 2 ) which we can call a specialization of α. Note that we have defined the notion of presentation without assuming
Then there is some 0 = r ∈ R such that S(1/r) = Ind A A 1 (S 1 /R(1/r)) and we can define (up to equivalence) β 1 , S 1 /R(1/r), A 1 to be a restriction of the original presentation, and this restriction presents the same cohomology element.
Next we must talk about presentations that represent 0 and their so called limitations. Let β ∈ H i (A, µ 2 ) be as above and suppose L/F is an A Galois extension. We say β and L/F presents 0 if the image of β in H i (F, µ 2 ) is 0. We say that β and L/F present 0 with limitation B → A (sometimes we write only B) if and only if there is a Galois extension L ′ /F containing L/F and inducing B → A such that β maps to 0 in
(L 1 /F ) and β restricts to β 1 , and if β has limitation B then β 1 also presents 0 and has limitation B 1 where B 1 ⊂ B is the inverse image of A 1 .
If β and L/F presents 0 and L is a field then there is a L ′ /F Galois containing L/F and an associated surjection of Galois groups B → A such that β presents Note also that B 1 is a direct summand of B. Of course, there is a restriction β 1 defined by A 1 and L 1 and of course β 1 presents 0 with limitation B 1 . Since B determines B 1 , and B 1 is a direct summand, we will sometimes say β 1 has limitation B .
Note that since the inflation of β to H i (B, µ 2 ) is independent of any fields, for β, L/F to present 0 with limitation B really means that β maps to 0 in
since L is a field) and the image of β is also 0 in H i (B 1 , µ 2 ) meaning that β also has limitation B 1 . Frequently when we specialize as above there will be many ways to do it and this is important. Given a presentation S/R, and β ∈ H i (A, µ 2 ), we say β densely specializes to a presentation β 1 of α 1 ∈ H i (F 1 , µ 2 ) if the following holds. For any 0 = r ∈ R, there is a φ : R → F 1 such that φ(r) = 0 and φ causes β to specialize to β 1 inducing the same presentation β 1 . If R and R ′ are affine C algebras with q(R) = F = q(R ′ ), then R(1/r) = R ′ (1/r ′ ) for some 0 = r ∈ R and 0 = r ′ ∈ R ′ (e.g.
[Sw] p. 152). Thus when β densely specializes to β 1 this is well defined up to equivalence.
Lemma 3. Suppose β ∈ H i (A, µ 2 ) and L/F , A are a presentation of 0 which densely specializes to β 1 , L 1 /F 1 , A. Then if β has limitation B → A so does β 1 and in particular β 1 presents 0.
Proof. Assume L ′ ⊃ L ⊃ F is B → A Galois and β maps to 0 in H i (B, µ 2 ). If S/R is A Galois and q(R) = F , there is a 0 = r ∈ R and a S ′ /R(1/r) which is B Galois, contains S(1/r), with S ′ ⊗ R(1/r) F = L ′ . Choose φ : R(1/r) → F 1 realizing the specialization and setL
A is a surjection of finite groups and β maps to 0 in H i (B, µ 2 ). The following result is routine and we only include the proof for ease of the reader. Proof. All this really means is that we are constructing generically the B Galois extension extending L/F . To achieve this let V be the faithful B module F [B] . Let B act on the field of fractions L(V ) as follows. B acts on V as usual, and B
Let S/R be A Galois such that q(R) = F . Then we can choose t ∈ S[V ]
B with the property that if
It suffices to show that there is a φ : R B → F 1 with φ(s) = 0. By assumption there is a φ : R → F specializing β to β 1 . Set L 1 = S ⊗ φ F 1 which is A Galois over F 1 and has the form Ind
Since V has basis {x g |g ∈ B} with the obvious action, algebraic independence of Galois group elements (e.g.
[BAI] p. 294) shows that we can define φ(x g ) = g(a) ∈ L ′ 1 for some a such that φ(st) = 0. Then φ extends to a B morphism and restricts to the needed φ on R B .
If β and B → A are as in Proposition 4, we say that F B is the generic splitting field of β with limitation B.
Let's outline our argument a bit. We start with a generic quadratic form
(N is even) meaning that the ground field has the form F 1 = C(a 1 , . . . , a N ) and the a i are a transcendence base. Note that for any field F ⊃ C, this specializes to all Witt classes in the fundamental ideal I as long as u(F ) ≤ N . We want to write down a generic element in I n with a fixed so called history as follows. F 2 /F 1 is the extension defined by taking the square root of the determinant of γ. The extension γ 2 of γ to the Witt ring W (F 2 ) is in I 2 F 2 and so defines an element α 2 ∈ H 2 (F 2 , µ 2 ). We take F 3 /F 2 to be a generic splitting field of α 2 and so the extension, γ 3 ∈ W (F 3 ) is in I 3 F 3 . So far there has been no limitations. However, if α 3 ∈ H 3 (F 3 , µ 2 ) is the image of γ 3 then we can write γ 3 as a sum of Pfister forms and thereby write α 3 as a sum of symbols. Given that, we can choose a presentation β 3 , A 3 = Gal(L 3 /F 3 ) of α 3 . For any B 3 → A 3 that splits β 3 , we form the generic splitting field of β 3 with limitation B 3 and call that F 4 . We proceed by induction until the extension, γ n ∈ I n F n is defined. The choice of presentations β i and limitations B i is the history of this construction. Now given a u bounded field K every element α ′ ∈ H i (K, µ 2 ) is the image of a quadratic form γ ′ which is in I i K . We show that we can bound the order and hence number of the limitations which enforce this property of γ ′ 's and hence write α ′ as the specialization of one of finitely many of the generic contructions of α n (as above) as we vary the histories among finitely many choices of the B i . This proves the result.
To make this argument more formal, if β, A = Gal(L/K) is a presentation α then the order of β is the order of the group A. Obviously the order of a presentation cannot increase under specialization. We say that a field K is limitation bounded in degree i if and only if for all d, all field extensions K ′ /K of degree dividing d, and all presentations of zero β over K ′ of order less than or equal to N , there is a L (N, d) such that β has a limitation B of order less than or equal to L (N, d) . The above argument is an outline of the proof of: Theorem 5. Suppose K is limitation bounded in all degrees j < d and is also u bounded. Then all finite extensions of K have bounded symbol length in degree d and the bound is a function of the degree alone.
Proof. This is perhaps already clear except for the fact we are choosing presentations of zero. For simplicity we only treat K itself, the extension to the K ′ /K being clear. We prove by induction that every γ ′ ∈ I d K is the specialization of some γ i ∈ I Given Theorem 5, we need to prove these u bounded fields are limitation bounded. This is an involved argument using the Hochschild-Serre spectral sequence. Note that we feel that the limitation bound we obtain is far from optimal. For this reason we will not particularly explicit about the bound, as in the definition of "predictable" below. However, there is a group structure bound in our argument that seems interesting and so we will endeavor to prove it and make it explicit. In fact, let G be a finite group (for us usually abelian).
Given any d abelian group we will use obvious modifications of the N (i) notation above to denote the corresponding tower of groups.
Fix a field K with an absolute Galois groupḠ = Gal(K/K). We say G ′ is a d-abelian G Galois group over K to mean G ′ is also an image ofḠ (so
and L = L(0). Whenever we talk about d abelian G Galois groups we will use the L(i) notation, or obvious variants of it, to indicate the associated tower of fields.
In the course of the proof we will alter G ′ in several ways. In all cases we will want to construct Galois groups so we will usually construct these further groups via field theory.
If
1)/L is abelian with Galois group mapping onto N 1 /N 0 . We call this expanding the d-abelian G group G ′ . Another construction we will need is the following. Suppose )) is unchanged but the rest of the abelian series is larger. We call this refining the group G ′ . Note that expanding G ′ increases Hom(N 0 , µ 2 ) and so increases the cohomology cup products in H q (N 0 , µ 2 ). On the other hand, we will see that by refining our d abelian G groups we will introduce more relations among these cup products.
If 
where all vertical arrows are surjective then we say the d 1 abelian G group G ′ 1 is a cover of G ′ and if these maps are induced by field extensions we call it a Galois cover. Clearly, expanding, refining, amalgamating and extending are ways of constructing Galois covers.
When we expand or refine or extend a d-abelian G group G ′ we say that the size of the new group is predictably bounded if the bound is only a function of G ′ , the degrees of the cohomology groups involved, and previously proven symbol length bounds for field extensions of bounded degree. Note how unspecific this notion is. Any function of predictable bounds, or functions of predictable bounds and |G| etc., also would be a predictable bound. For example, when we expand, or refine, or extend or amalgamate predictably bounded groups we get other ones.
Next we need some notation to help us navigate through the complexities of the Hochschild-Serre spectral sequence. We will employ this spectral sequence for sequences 1 →N →Ḡ → G → 1 and 1 →N /N ′ → G ′ → G → 1 whereN /N ′ is finite. Of course the natural map defines a morphism from the second spectral sequence to the first. Let me define notation in the first case as extension to the second is obvious. In this spectral sequence, the E such that all these c(g 1 , . . . , g d−r )'s are in the image of H q (N /N ′ , µ 2 ). NowN ′ is not normal inḠ so we take the intersection of the |G| conjugates ofN ′ to  defineN 1 such thatN 1 is normal inḠ and all the c(g 1 , . . . , g d−r )'s come from c 1 (g 1 , . . . , g p ) ∈ H q (N /N 1 , µ 2 ). Note that N/N 1 has order dividing 2
