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Abstract-If xc[O, 11, we can expand z in a regular continued fraction x = ~/(a~ + l/(az + 
l/(a3 + . . .))). The integers ai, i = 1,. . . can be generated by the recursion ai = int ( I/z~_~), 
xi = l/xi-l -ai, i = l,..., with xo = x. If x is uniformly distributed in [0, 11, define F,,(x) = 
Prob (x, < x). 
Babenko showed 
&(x) = - 
k-_-2 
In this work, we report very high accuracy values for X2 to Xlo, together with 1OD Chebyshev coeffi- 
cients for l32 to Blo. Simulation results suggest that these values give very accurate approximations. 
1. INTRODUCTION 
Let z. E [0, 11. Define the sequence 21, 22,. , . and al, us,. . . by the formulae 
1 
aj+l = int - 0 Xi 
1 
xi+1 = --g -ai+ 
z 
(1.1) 
where int denotes the integer part. If xi = 0 at any stage, the sequence terminates. 
These formulae define the components of the regular continued fraction for x0, i.e., 
1 
x0 = 
1 (1.2) 
ai + 
1 
a2 + - 
as + . . . 
Define F,(x) = Prob (x, < x), 0 < 2 5 1, and suppose that x0 is uniformly distributed, so 
that Fs(x) = x. Standard probability gives 
(1.3) 
The behaviour of F,(x) as n ---) 00 has interested mathematicians from the time of Gauss right 
up to the present day, with the paper of Durner [l]. Knuth [2] gives a superbly readable account 
of the subject and its history. 
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Gauss claimed to have a proof that 
lim F,(x) = 
ln(1 + x) 
7X-m ln2 ’ 
(14 
but the first published proof was given by Kuzmin [3]. Various authors contributed improvements 
until Babenko [4] showed that 
F,(x) = (1.5) 
where ]Xi] < 1, giving the result (1.4). 
Babenko and Iurev [5] summarise a technical report describing some computations to determine 
values of Xi and Bi(x). It is presumably from the technical report that Knuth quotes the values 
X2 = -0.30366, As = 0.1009, X4 = -0.0408, As = -0.0355 and As = 0.0128. This report is 
not available in the open literature, so there is a need for published numerical values which can 
be used for practical computation. The current work provides these details, and so answers 
Exercise 22 of Section 4.5.3 in Knuth. 
2. COMPUTATION OF EIGENVALUES 
Let f be a continuously differentiable function on [0, 11. Define the operator S on f by 
Sf(x)=&{f($) -f(&)}. - 
Clearly, 5’ is a linear operator on C'(0, 11, and from (1.3) we have F, = S” Fo. 
Define the operator R on C’[O, l] by 
f(ll(k + x)) 
Rf(z) =z @+x)2 . 
- 
(2-l) 
(2.2) 
Then (Sf)’ = Rf’, so if we define fn( x) = FA (x), we have fn = Rn fc. Babenko considered the 
spectrum of R and showed that 
fn(x)= (l+i)lnZ i=2 ’ + g X?&(x), 
where RAi(x) = Xi Ai( i = 2, 3,. . . . 
Since F,(z) = J: fn(t) dt, we have 
F,(x) = 
ln(1 + x) 
ln2 
A(t) dt, 
(2.3) 
(2.4) 
which gives expression (I .5) if we define &(x) = s: Ai dt . 
We thus have to estimate the eigenvalues and eigenfunctions of R. Let e(x) be the eigenfunction 
corresponding to the eigenvalue A. Since we are only interested in the interval [0, l], we can expand 
e(x) in a series of shifted Chebyshev polynomials T;(x), so 
e(x) = fJ cjTj*(x), Olxll. (2.5) 
j=O 
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From Re(z) = Xc(z), we get 
giving 
(2.6) 
(2.7) 
To get an approximation, we truncate after the term in T;(z), so 
N O” T,r(l/(k +x)> 
2 cj 2 (k+x)2 = X 5 Cj T;(X). (2.8) j=O 
We now produce a finite system by forcing (2.8) to be exact at N + 1 collocation points 0 < x0 < 
Xi < ... < XN 5 1. Thus, we have the system 
i =O,...,N. 
j=O 
(2.9) 
Define the (N + 1) x (N + 1) matrices P and Q (with indices running from 0 to N) as follows 
O” Tj*(l/(k + Xi)) 
pij = 2 (Ic + Xi)2 
Qij = Tj*(xi), (2.10) 
and the vector G = (cs,ci,. . . ,CN)~. Thus, PC = XQc. 
Since this is a one-off calculation and accuracy is paramount, all the computations were done 
using a multiple-precision arithmetic package, written by the author. In this, the four basic 
arithmetic operations are performed by subroutines with the elements of a floating-point number 
stored in an array. The program used is thus a very long sequence of subroutine calls which 
forced the use of fairly straightforward methods. 
The basic structure of the computation was; 
(4 
(b) 
Cc) 
(4 
(4 
(f) 
Calculate xi, i = 0,. . . , N. We used xi = i/N, but other choices could obviously be used. 
Form the matrix Q. This can be easily done using the recurrence relation for Chebyshev 
polynomials. 
Form Q-‘. This is done by finding Q = LU so Q-' = UelLml. The decomposition is 
done without pivoting since Q is well-conditioned and we are using very high precision. 
Form P. Since TJ is just a polynomial of degree j, the elements in row i of P are just 
linear combinations of the sums 
S, = C(lc + ~i)-~, e 2 2. (2.11) 
k=l 
These sums are calculated by explicitly summing the first 100 terms and using the Euler- 
Maclaurin formula for the remainder. Enough terms are taken to ensure last-digit accuracy. 
The Chebyshev recurrence formula is used to generate the coefficients of the polynomials. 
Form Q-'P. 
Find the eigenvalues of this matrix. We use a translation of the code hqr from Wilkinson 
and Reinsch [6]. The matrix was reduced to Hessenberg form by elementary transforma- 
tions, without balancing. 
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The above procedure was coded and run for N = 10, 11,. . . , 50. The floating-point numbers 
used had base 10000 with 30 base-10000 digits in the significand, giving nearly 120 significant- 
decimal arithmetic. The whole computation took approx 50 hours on a SUN SPARCstation 
IPC. 
The accuracy of the method can be assessed since we know that 1 is the largest eigenvalue of 
the operator R. If we let LN be the largest eigenvalue of Q-lP for a specified value of N, Figure 1 
shows a plot of log,, 11 - LNI against N. The graph shows clear exponential convergence. 
Table 1 shows the first 10 eigenvalues of Q-‘P for N = 15, 31, and 47, quoted to 8 decimal 
places. The first three values are the same for each N, and agree with the values quoted by 
Knuth. Similarly Xs, X7, Xs are essentially consistent over the three values of N. For X4, Xs, 
however, something strange seems to be happening. The Xs value for N = 15 seems consistent 
with the X4 values for N = 31 and 47, but the X4 value at N = 15 has no consistent continuation. 
Similarly, with the Xe value for N = 15, it seems to disappear. 
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Figure 1. Error in largest eigenvahre. 
Table 1. Largest 10 eigenvalues for various N values. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
1n 
N = 15 
1.00000000 
-0.30366300 
0.10088451 
-0.04384076 
-0.03549617 
0.01284379 
-0.00471764 
0.00174795 
0.00076583 
-0.00065552 
N = 31 N = 47 
1.00000000 1 .oooooOOo 
-0.30366300 -0.30366300 
0.10088451 0.10088451 
-0.03549616 -0.03549616 
-0.02890805 -0.02281245 
0.01284379 0.01284379 
-0.00471778 -0.00471778 
0.00174868 0.00174868 
-0.00065202 -0.00065202 
0.00024413 0.00024413 
Table 2. Estimates of the eigenvalues. 
-0.30366 30028 98732 65859 74481 
0.10088 45092 93104 07530 56376 
-0.03549 61590 21659 84540 88916 
0.01284 37903 62440 26481 51602 
-0.00471 77775 11571 03107 38754 
0.00174 86751 24305 51191 33117 
-0.00065 20208 58320 50290 03302 
0.00024 41314 65524 51581 21369 
-0.00009 16890 83768 59330 2977 
21902 
4299 
811 
95 
75 
1 
7 
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It is our contention that these eigenvalues are spurious artefacts of the discretisation process, 
and are not approximations of any eigenvalue of the operator R. Table 2 quotes values of eigenval- 
ues which appear in successive values of N. The accuracy quoted is the number of figures which 
are consistent in the results for N = 46 to 50. We have obviously ignored the first eigenvalue 1.0. 
The first value agrees with the 200 value given by Wirsing [7]. These results imply that the 
values given by Knuth are slightly wrong with -0.0408 being a spurious result. Such spurious 
values occur in other uses of Chebyshev polynomials in eigenvalue problems, see Gottlieb and 
Orszag [8]. 
Investigation of the numerical results led to the following two conjectures: 
CONJECTURE 1. The eigenvalues of R (and hence, S) are all real, and, if arranged in descending 
magnitude, alternate in sign. 
CONJECTURE 2. lim ]XJXi+i] = L with L - 2.6. 
i-+00 
3. COMPUTATION OF EIGENFUNCTIONS 
To use (1.5) for computation with continued fractions, we need the eigenvectors of Q-lP since 
they give the coefficients of the Chebyshev expansion. 
We fix N = 50 and calculate the eigenvalues and eigenvectors by hqr2 from [S]. The discretisa- 
tion introduces the possibility of complex eigenvalues which we ignore, giving 41 real eigenvalues. 
Unfortunately, due to the non-uniqueness of eigenvectors we do not necessarily calculate the 
coefficients of Ai in (2.3), but, rather, the coefficients of A;(x) = A,(x)/ai. 
Now, if we set n = 0 in (2.3), we have 
f”(x)=l= (l+i)lnZ i=2 + 2 A(z), (3.1) 
giving 
~A”(Z)=l-(1+:)ln2. (3.2) 
i=2 
Restricting to our available eigenvectors, we get 
~1x2 A;(x) +. . . +a~~A&(z) = l- 
(l+Z) ln2’ (3.3) 
We derive estimates for the CQ values by forcing (3.3) to be exact at xj = j/39, j = 0,. . . , 39. 
With these estimates, we get values for the Chebyshev coefficients of Ai( It should be noted 
that the coefficients for the so-called “spurious” eigenvalues are essentially zero in size, supporting 
our contention that they are qualitatively different and so can be ignored. 
Since Bi(x) is just the integral of Ai( we can easily generate these coefficients and we express 
them in the standard form 
Bi(x) = ; bioT;(x) + bil T;(x) + bi2T.(x) + . . . , (3.4) 
so that the evaluation of Bi can be done with the standard simple formula. 
The coefficients of B2, Ba, . . . , Bg are given in Tables 3-5, where we truncate if lbijl < lo-“. 
In Figures 2-5, we provide plots of B2, BJ, B4 and B5 over the range [0, 11. Readers should note 
the differing scales of the four plots. 
42 A. J. MACLEOD 
Table 3. Chebyshev Coefficients for B2, B3, B4. 
hj b3j bd; 
-0.0952907015 0.0111574732 
0.0098221839 -0.0059579222 
0.0459437945 -0.0038036224 
-0.0095431423 0.0055598025 
0.0016568491 -0.0016965254 
-0.0002719544 0.0003836722 
0.0000435885 -0.0000760473 
-0.0000069107 0.0000140130 
0.0000010908 -0.0000024686 
-0.0000001720 0.0000004223 
0.0000000272 -0.0000000709 
-0.0000000043 0.0000000117 
0.0000000007 -0.0000000019 
-0.0000000001 0.0000000003 
-0.0025522761 
0.0014001874 
0.0003345291 
-0.0010711307 
0.0008546222 
-0.0003093108 
0.0000829105 
-0.0000189565 
0.0000039302 
-0.0000007632 
0.0000001415 
-0.0000000254 
0.0000000044 
-0.0000000008 
0.0000000001 
Table 4. Chebyshev Coefficients for Bs, Bs, B7. 
- 
j - 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 - 
- 
j 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 - 
- 
j 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 - 
kj b6j 
0.0005997137 -0.0001631504 
-0.0004093342 0.0001175015 
0.0000098178 -0.0000235891 
0.0002384513 -0.0000504094 
-0.0002458993 0.0000716396 
0.0001521626 -0.0000542441 
-0.0000590600 0.0000294905 
0.0000176500 -0.0000117501 
-0.0000044899 0.0000037652 
0.0000010253 -0.0000010369 
-0.0000002169 0.0000002560 
0.0000000433 -0.0000000583 
-0.00OOOOOO83 0.0000000125 
0.0000000015 -0.000000d025 
-0.0000000003 0.0000000005 
b7j 
0.0000463362 
-0.0000356863 
0.0000113395 
0.0000104337 
-0.0000199479 
0.0000183698 
-0.0000118926 
0.0000060071 
-0.0000024146 
0.0000008098 
-0.0000002366 
0.0000000622 
-0.0000000151 
0.0000000034 
-0.0000000007 
0.0000000002 
Table 5. Chebyshev Coefficients for Bg, Bg, Blo. 
bn; hj bl ni 
-0.0000138533 0.0000042665 -0.0000013487 
0.0000110540 -0.0000035120 0.0000011351 
-0.0000045246 0.0000016782 -0.0000006053 
-0.0000019479 0.0000002678 0.0000000109 
0.0000055458 -0.0000015279 0.0000004180 
-0.0000059232 0.0000018786 -0.0000005888 
0.0000044514 -0.0000015819 0.0000005473 
-0.0000026166 0.0000010523 -0.0000004013 
0.0000012623 -0.0000005793 0.0000002459 
-0.0000005086 0.0000002709 -0.0000001291 
0.0000001759 -0.0000001091 0.0000000590 
-0.0000000537 0.0000000386 -0.0000000238 
0.0000000149 -0.0000000122 0.0000000085 
-0.0000000038 0.0000000035 -0.0000000028 
0.0000000009 -0.0000000009 0.0000000008 
-0.0000000002 0.0000000002 -0.0000000002 
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Figure 2. Grazh of B2(r). 
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Figure 3. Graph of 83(z). 
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Figure 4. Graph of 174(z). 
4. TESTING 
The only method to test the results is to see whether they predict the behaviour of F,(x) as n 
changes. 
We generated 100 million random numbers in [0, l] in quadruple precision on a PRIME 6350. 
The recurrence relations (1.1) were performed to generate ~1,. . . , x10. The interval [0, l] was 
divided into 8 equal subintervals and the number of values in each interval at each stage counted. 
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Figure 5. Graph of H5(z). 
Formula (1.5) was then used to generate predicted frequencies in these subintervals, using the 
data on &-Are and &(x)-&o(x). Th e results are shown in Table 6, which shows the observed 
and predicted frequencies for FI , F2 and F3. 
The agreement between the observed and predicted values is clear, suggesting that the values 
calculated in Sections 2 and 3 are accurate. 
Table 6. Observed against Predicted Proportions for Fr-Fs. 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
a. 
T Fl 
Obs 
0.18833 
0.16107 
0.14016 
0.12394 
0.11090 
0.10032 
0.09142 
0.08387 
Pred 
0.18872 
0.16104 
0.14012 
0.12382 
0.11080 
0.10018 
0.09137 
0.08394 
F2 
Obs Pred 
0.16441 0.16486 
0.14930 0.14933 
0.13663 0.13654 
0.12595 0.12583 
0.11683 0.11670 
0.10898 0.10883 
0.10202 0.10197 
0.09588 0.09594 
T 
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0.17110 0.17152 
0.15274 0.15282 
0.13788 0.13778 
0.12553 0.12542 
0.11524 0.11509 
0.10646 0.10632 
0.09885 0.09879 
0.09220 0.09226 , 
F3 
A. Durner, On a theorem of Gauss-Kuzmin-Levy, Arch Math. 58, 251-256 (1992). 
D.E. Knuth, The Art of Computer Programming Seminumerical Algorithms, Vol. 2, Znd Edition, Addi- 
son-Wesley, Reading, Mass, (1981). 
R. Kuzmin, Sur un probleme de Gauss, Att. Congr. Intern. Bologna 6, 83-89 (1928). 
K.I. Babenko, On a problem of Gauss, Soviet Math. Dokl. 19, 136-140 (1978). 
K.I. Babenko and S.P. Iurev, On the discretisation of a problem of Gauss, Soviet Math. Dokl. 19, 731-735 
(1978). 
J.H. Wilkinson and C. Reinsch, Linear Algebra, Handbook for Automatic Computation, Vol. 2, Springer 
Verlag, Berlin, (1971). 
E. Wirsing, On the theorem of Gauss-Kusmin-Levy and a Frobenius-type theorem for function spaces, Acta 
Arithmetica 24, 507-528 (1974). 
D. Gottlieb and S.A. Orszag, Numerical Analysis of Spectral Methods: Theory and Applications, SIAM, 
Philadelphia, (1978). 
