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We numerically study the single-flavour Schwinger model in the Hamiltonian formulation with a
topological θ-term corresponding to a constant electric background field. By using numerical meth-
ods based on tensor networks, especially the one-dimensional matrix product states, we explore the
non-trivial θ-dependence of several lattice and continuum quantities. In particular, we compute the
ground-state energy, the electric field, the chiral fermion condensate, and the topological vacuum
susceptibility for positive, zero, and even negative fermion mass. In the chiral limit, we demonstrate
that the continuum model becomes independent of the vacuum angle θ, thus respecting CP invari-
ance, while lattice artifacts still depend on θ. We also confirm that negative masses can be mapped
to positive masses by shifting θ → θ + pi due to the axial anomaly in the continuum, while lattice
artifacts non-trivially distort this mapping.
I. INTRODUCTION
QED in 1+1 dimensions, also known as the Schwinger
model [1], is analytically solvable in the massless-fermion
limit and exhibits many properties similar to QCD: con-
finement, chiral symmetry breaking, a U(1)A quantum
anomaly, and a topologically non-trivial vacuum leading
to a θ-term. Therefore, the lattice-regularized version
of the Schwinger model has been adopted as a bench-
mark model for developing and testing new numerical
techniques. These comprise algorithms to tackle the
sign problem, new ideas for Markov Chain Monte Carlo
(MCMC) investigations, and tensor network approaches
(see e.g. Refs. [2–4], respectively, and references therein).
Already since the seminal work by Coleman and col-
laborators [5, 6], the role of topology in the Schwinger
model has been extensively discussed. The non-trivial
topological vacuum structure gives rise to a θ-dependent
electric background field [5, 6], which linearly depends
on the fermion mass and gets completely screened in the
zero-mass limit [7]. Similarly, the ground-state energy
density, the chiral fermion condensate, and the topolog-
ical vacuum susceptibility of the Schwinger model are
non-trivially dependent on θ and the mass parameter. In
particular, the topological vacuum susceptibility, which
in the QCD analog measures the strength of CP violation
of the theory, vanishes in the massless limit.
One well-studied regime in the parameter space of
the Schwinger model is the second-order phase transi-
tion that occurs at θ = pi [6] and a fermion mass of
m ≈ 0.33g [8, 9], where g is the dimensionful coupling. A
less studied regime is a vanishing or even negative fermion
mass, which we consider in the current paper.
The motivation for looking at this parameter range is
twofold. First, it is expected that a negative mass can be
trivially mapped to a positive mass by shifting θ → θ+pi,
which is given in the continuum due to the axial quantum
anomaly [10–12]. However, as we demonstrate, lattice ar-
tifacts distort this mapping, so that negative-mass results
only reproduce positive-mass results with θ → θ + pi af-
ter the continuum extrapolation. The negative-mass sce-
nario is particularly interesting in the many-flavor case,
where it can give rise to the CP-violating Dashen phase
and pion condensation [13].
Second, the zero-mass regime is motivated by the pos-
sibility of having a vanishing up-quark mass in the QCD
analog, which has been studied for several decades be-
cause it provides a potential solution of the long-standing
strong CP problem [14–17]. The key point of this pro-
posal is that topological effects can give rise to an ef-
fective up-quark mass that does not spoil the solution
to the strong CP problem but nevertheless appears in
the chiral Lagrangian. There is currently no evidence
that this effective mass term is large enough to make the
proposal phenomenologically viable (see Ref. [18] for a
review), but, if feasible, it would be an elegant solution
of the strong CP problem. Both this solution and the
alternative axion solution of the strong CP problem [19–
21] render the theory independent of the vacuum angle θ
in the continuum. However, lattice artifacts still depend
on θ, as we show for the single-flavor Schwinger model.
Since all the above questions are of non-perturbative
nature, it would be natural to address them through nu-
merical lattice calculations, e.g. by the successful MCMC
method. However, the Schwinger model has a sign prob-
lem when a topological θ-term is added to the action.
This renders the MCMC approach inapplicable, at least
when the value of the vacuum angle θ becomes too large.
In addition, as discussed above, we are also interested
in going to zero and even negative fermion mass. In
this case, the lattice Dirac operator D will develop zero
modes. This is problematic for standard MCMC methods
which use the operator D†D to have a real and positive
action and then integrate out the fermions. The resulting
determinant of D†D,
det(D†D) ∝
∫
DΦ†DΦ exp{−Φ†[D†D]−1Φ} , (1)
is estimated stochastically (see e.g. Ref. [22]) with ap-
propriately chosen bosonic fields Φ† and Φ. Thus, if a
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2zero mode appears in D†D, the integral in Eq. (1) is ill-
defined. If we also add a topological θ-term to study the
physics questions described above, we encounter a double
sign problem, thus ruling out a treatment with MCMC.
A possible way out are tensor network techniques
and, since we consider the (1+1)-dimensional Schwinger
model, in particular the matrix product state (MPS) ap-
proach. Investigations of gauge theories in 1+1 dimen-
sions, especially of the Schwinger model, have progressed
substantially over the last years. There have been several
works concentrating on the spectrum of the Schwinger
model using MPS [4, 9, 23–32]. The model has also
been studied at non-zero temperature [4, 33–37], non-zero
chemical potential [30, 31, 38] and for real-time prob-
lems [27, 39]. In addition, quantum link models [40, 41]
and non-Abelian gauge models have been explored with
the MPS approach [42–47]. Besides MPS, also tensor net-
work renormalization techniques [48–50] have been very
successfully employed to study properties of gauge the-
ories in 1+1 dimensions and recently even in a simple
(2+1)-dimensional gauge theory [51].
An early work on the Schwinger model with a topo-
logical term using density matrix renormalization group
methods can be found in Ref. [8] and a more recent one
using MPS in Ref. [9]. However, in these papers the
main interest has been to explore the phase transition at
a value of the vacuum angle θ = pi. Reference [9] nicely
demonstrated the breaking of the CP symmetry happen-
ing at a first-order phase transition.
In the present work, we are interested in a different
regime of the Schwinger model with a topological θ-term,
namely at positive and negative fermion masses close to
zero, i.e. far away from the phase transition. We aim
to compute the θ-dependence of the ground-state energy
density, the electric field, the chiral fermion condensate,
and the topological vacuum susceptibility in this regime,
in particular for the CP-conserving case of a vanishing
mass. This extended regime allows us to examine the full
range of validity of the mass-perturbation theory compu-
tations in the Schwinger model [7]. Our work also serves
as a proof-of-concept that the MPS approach works well
even for negative masses, which has not been explored
before.
II. MODEL AND METHODS
A. The Schwinger model
The massive Schwinger model [1] describes (1 + 1)-
dimensional quantum electrodynamics coupled to a single
massive Dirac fermion, with the Lagrangian density
L = ψ¯(i/∂ − g /A−m)ψ − 1
4
FµνF
µν +
θ
4pi
εµνFµν . (2)
Here, ψ denotes the two-component fermionic field with
bare mass m and Aµ is the U(1) gauge field with coupling
constant g and field strength Fµν = ∂µAν−∂νAµ (where
µ, ν = 0, 1). The θ-term in Eq. (2) with θ ∈ [0, 2pi] is a
total derivative and therefore does not affect the classi-
cal equations of motion, but it does affect the quantum
spectrum. In terms of the dimensionless parameter m/g
of the model, both the massless case m/g = 0 and the
free case m/g → ∞ can be solved analytically. There-
fore, the limits of very small or very large masses can be
studied within perturbation theory, while the intermedi-
ate regime requires a non-perturbative treatment.
The Hamiltonian density of the massive single-flavor
Schwinger model in the temporal gauge, A0 = 0, reads
H = −iψ¯γ1(∂1 − igA1)ψ +mψ¯ψ + 1
2
(
F + gθ
2pi
)2
(3)
plus an irrelevant constant. The electric field, F = −A˙1,
is fixed by the Gauß constraint, ∂1F = gψ¯γ0ψ, up to
an integration constant of gθ/2pi, which corresponds to
an electric background field [6]. The θ-parameter can be
shifted between the electric field and the fermion mass
term by performing an anomalous axial rotation of the
fermionic field (see Appendix A for details). The axial
quantum anomaly is also the reason why the Hamilto-
nian in Eq. (3) contains a θ-term at all, even though this
term can be stripped away on the classical level when
the Hamiltonian is formulated in terms of the electric
field [52, 53].
The dependence of several observables on the constant
electric background field gθ/2pi was computed in the con-
tinuum Schwinger model for the limit m/g  1 with
mass perturbation theory [7]. The ground-state energy
density in units of the coupling was found to be
E0(m, θ)
g2
=
mΣ
g2
cos(θ) +pi
(
mΣ
2g2
)2
× (µ20E+ cos(2θ) + µ20E−) ,
(4)
where Σ = geγ/(2pi3/2), γ is the Euler-Mascheroni con-
stant, and µ20E+ = −8.9139, µ20E− = 9.7384 are numeri-
cal constants. Note that the topological cosine-structure
of the ground-state energy density appears analogously
in QCD and axion physics, and plays an important role
for axion phenomenology (see e.g. Ref. [54]).
From the energy density (4), one can obtain the electric
field density, which is (up to a factor) its derivative with
respect to θ. In units of the coupling, it is given by
F(m, θ)
g
= 2pi
∂
∂θ
E0(θ,m)
g2
=− 2pimΣ
g2
sin(θ)− pi2
(
mΣ
g2
)2
µ20E+ sin(2θ).
(5)
Thus, in the presence of massive fermions, the constant
electric background field density F(θ) = gθ/2pi gets par-
tially screened due to vacuum polarization. In the mass-
less case, the field is completely screened, which can be
3equivalently described by the elimination of the vacuum
θ-angle by an axial fermion rotation.
The second derivative of the energy density with re-
spect to θ corresponds (up to a sign) to the topological
vacuum susceptibility. In units of the coupling, it reads
χtop(m, θ)
g
=− ∂
2
∂θ2
E0(θ,m)
g2
=
mΣ
g2
cos(θ) + pi
(
mΣ
g2
)2
µ20E+ cos(2θ).
(6)
This quantity vanishes in the chiral limit where physics
becomes θ-independent, similar to the QCD case, where
the topological vacuum susceptibility is a measure for CP
violation. Note that the susceptibility in Eq. (6) as well
as the ground-state energy in Eq. (4) and the electric field
in Eq. (5) are invariant under the simultaneous shifts
of θ → θ + pi and m → −m. This is because the θ-
parameter can be rotated from the electric field into the
fermion mass term, as explained above. Thus, a shift by
∆θ = pi gets compensated by a change of the mass sign,
m exp(i∆θ) = −m.
Finally, one can also compute the chiral fermion con-
densate C = 〈ψ¯ψ〉, which is given by the derivative of the
energy density with respect to the bare fermion mass,
C(m, θ)
g
= g
∂
∂m
E0(m, θ)
g2
=
Σ
g
cos(θ) +
pim
2g
(
Σ
g
)2 (
µ20E+ cos(2θ) + µ20E−
)
,
(7)
and which is independent of the fermion mass in first or-
der. The condensate transforms similarly to the fermion
mass under an axial transformation, therefore the above-
mentioned shift of θ → θ + pi induces m → −m and
C(m, θ)→ −C(−m, θ + pi), as can be seen in Eq. (7). In
the massless limit, the condensate still seems θ-dependent
at first sight, but this angular parameter becomes un-
physical as it can be rotated away by the said axial rota-
tion. Equivalently, for m = 0 the phase of the condensate
can be absorbed by a shift in the Schwinger boson field
and becomes unobservable. Also note that the conden-
sate itself it not a physical quantity and only enters ob-
servable quantities when multiplied by the fermion mass.
Thus, the model’s θ-dependence still vanishes for m = 0.
B. Lattice formulation
Our goal is to numerically compute the θ-dependence
of the quantities in Eqs. (4)–(7) using the MPS approach,
for positive, zero, and negative fermion masses. For our
numerical simulations with MPS, we use a lattice for-
mulation of the Schwinger Hamiltonian. To distinguish
lattice from continuum quantities in our equations, we
denote lattice quantities with roman letters as opposed
to the calligraphic letters for continuum quantities.
A possible discretization of the continuum Schwinger
Hamiltonian in Eq. (3) on a lattice with spacing a is given
by the Kogut-Susskind Hamiltonian [56]
H =− i
2a
∑
n
(
φ†ne
iϑnφn+1 − h.c.
)
+m
∑
n
(−1)nφ†nφn +
ag2
2
∑
n
F 2n .
(8)
In the expression above, φn is a single-component
fermionic field describing a fermion on site n, m is the
bare fermion mass, and g the coupling constant. The op-
erators Fn and ϑn act on the gauge links in between the
fermions, and Fn gives the quantized electric flux on link
n. They fulfill the commutation relation [ϑn, Fk] = iδn,k
and hence eiϑn acts as rising operator for the electric flux.
The angle ϑn is restricted to [0, 2pi] since we use a com-
pact formulation. The Gauß constraint on the physical
states translates to
Fn − Fn−1 = Qn ∀n (9)
on the lattice, where Qn = φ
†
nφn −
(
1− (−1)n)/2 is the
staggered fermionic charge.
We choose to work with open boundary conditions,
for which we can use Eq. (9) to integrate out the gauge
fields [23, 57]. After a residual gauge transformation, the
dimensionless lattice Hamiltonian reads
W =
2
ag2
H
=− ix
N−2∑
n=0
(
φ†nφn+1 − h.c.
)
+ µ
N−1∑
n=0
(−1)nφ†nφn +
N−2∑
n=0
(
n∑
k=0
Qk +
θ
2pi
)2
,
(10)
where we have defined the dimensionless constants x ≡
1/(ag)2 and µ ≡ √xm/g. As in the continuum case, the
dimensionless integration constant θ/2pi corresponds to
a constant electric background field. Hence, we see that
the model only has three independent parameters: the
lattice spacing and the bare fermion mass, both in units
of the coupling, and the vacuum angle θ.
We would like to make contact to the continuum pre-
diction with the results extracted from the dimension-
less lattice Hamiltonian. To this end, let E0(m, θ) be the
ground-state energy of the dimensionless Hamiltonian W
from Eq. (10), which is related to the dimensionful energy
density E0(m, θ) from Eq. (4) by
E0(m, θ) =
2
ag2
E0(m, θ)L = 2
√
x
g
E0(m, θ)L. (11)
4Thus, starting from E0(m, θ), we find
E0(m, θ) = g2E0(m, θ)
2N
, (12)
where we have used that the volume L in units of the cou-
pling is given by Lg = N/
√
x. Consequently, the lattice
quantity that should correspond to the continuum energy
density (4) is E0/2N . Note, however, that E0/2N is UV-
divergent. In order to obtain a UV-finite quantity, we can
simply subtract the result for a fixed value of θ = θ0 and
look at ∆E0(m, θ)/2N = [E0(m, θ)−E0(m, θ0)]/2N . For
small enough bare fermion mass, we expect that toward
the continuum limit this UV-finite lattice ground-state
energy density becomes approximately equal to the per-
turbative continuum prediction ∆E0(m, θ) [58],
∆E0(m, θ)
2N
≈∆E0(m, θ)
g2
=
E0(m, θ)− E0(m, θ0)
g2
. (13)
After extrapolating our numerical lattice data for the
UV-finite ground-state energy density ∆E0(m, θ) to the
continuum, we can numerically compute the derivatives
to obtain the continuum electric field density F(m, θ) and
the continuum topological vacuum susceptibility χ(m, θ).
The electric field density and the topological vacuum
susceptibility are already UV-finite without subtracting
their values at θ0, which is why we denote them as F and
χ instead of ∆F and ∆χ, respectively.
Alternatively, we can also directly measure the electric
field per unit volume with MPS and numerically compute
its derivative to get the continuum topological vacuum
susceptibility. As (Fn + θ/2pi)g approaches the electric
field F(x) in the continuum limit, we expect Fn+θ/2pi to
follow Eq. (5) for small fermion masses toward the contin-
uum. Notice that we are using a staggered formulation;
thus, in order to compensate for staggering effects, we
average Fn over the system and look at the quantity
Fav =
N−2∑
n=0
Fn + θ/2pi
N − 1 . (14)
In addition, we also have direct access to the chiral con-
densate, which in our staggered formulation translates
to C =
√
x
∑N−1
n=0 (−1)nφ†nφn/N . For nonvanishing bare
fermion mass, this quantity is UV-divergent [24, 27, 37].
Thus, we again subtract the value for θ0, ∆C(m, θ) =
C(m, θ)−C(m, θ0), and expect to find for small fermion
masses toward the continuum limit
∆C(m, θ) ≈ ∆C(m, θ)
g
=
C(m, θ)− C(m, θ0)
g
. (15)
C. Matrix Product States
In order to obtain the ground state of the Hamiltionian
in Eq. (10), we use the MPS ansatz. For a system with
N sites and open boundary conditions, it reads
|ψ〉 =
d∑
i1,i2,...,iN
Ai11 A
i2
2 · · ·AiNN |i1〉 ⊗ |i2〉 ⊗ · · · ⊗ |iN 〉,
(16)
where Aikk are complex matrices of size D×D for 1 < k <
N and Ai11 (A
iN
N ) is a D-dimensional row (column) vector.
The size D of the matrices, called the bond dimension of
the MPS, determines the number of variational parame-
ters in the ansatz and limits the amount of entanglement
that can be present in the state (see Refs. [59–61] for
detailed reviews).
Given a Hamiltonian, the MPS approximation for the
ground state can be found in a standard manner by iter-
atively updating the tensors Aikk one after another while
keeping the others fixed [62]. In each step, the optimal
tensor is determined by finding the ground state of an ef-
fective Hamiltonian describing the interaction of the site
with its environment. The ground-state wave function
is obtained by repeating the updating procedure starting
from the left boundary and sweeping back and forth until
the relative change of the energy is below a certain tol-
erance η. After obtaining the MPS for the ground state,
we can measure all kinds of (local) quantities such as the
electric field and the chiral condensate.
For convenience in the simulations, we choose to trans-
late the fermionic degrees of freedom in Eq. (10) to spins
using a Jordan-Wigner transformation [23]. Although
tensor networks and in particular MPS can deal with
fermionic degrees of freedom with essentially no addi-
tional cost in the algorithm [63–65], this allows us to
avoid dealing with anticommuting fermionic operators.
In spin language, Eq. (10) reads
W =x
N−2∑
n=0
(
σ+n σ
−
n+1 + h.c.
)
+
µ
2
N−1∑
n=0
(−1)n(1+ σzn)
+
N−2∑
n=0
(
n∑
k=0
Qk +
θ
2pi
)2
,
(17)
where Qn = (σ
z
n + (−1)n) /2 is the staggered charge and
σ± = (σx ± iσy) and σz are the usual Pauli matrices.
III. RESULTS
We examine the θ-dependence of the ground-state en-
ergy density, the electric field, the chiral condensate, and
the topological vacuum susceptibility for a wide range of
fermion masses, m/g ∈ [−0.07, 0.21], and lattice spac-
ings corresponding to x = 1/(ag)2 ∈ [80, 160]. In order
to systematically probe for finite-volume effects and to
be able to extrapolate our results to the thermodynamic
limit, we explore for each combination of (θ,m/g, x) a
large range of system sizes corresponding to volumes
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FIG. 1. UV-finite ground-state energy density as a function of
the angle θ for m/g = −0.07 (a), m/g = 0.0 (b), m/g = 0.07
(c), m/g = 0.14 (d), andm/g = 0.21 (e). The orange triangles
(green squares) correspond to finite-lattice data with x = 80
(x = 160). The red dots represent the result obtained after
extrapolating our finite-lattice data to the continuum which
can be compared to the perturbative prediction from Eq. (13)
(blue solid line). In all cases the error bars are smaller than
the markers.
N/
√
x ∈ [4.5, 45]. In addition, we have another trun-
cation effect due to the finite bond dimension present in
our numerical simulations. This error can be controlled
by repeating the calculation for every set of (θ,m/g, x,N)
for a range of D ∈ [20, 140] and extrapolating to the limit
D → ∞ (details about the extrapolation procedure can
be found in Appendix B). In all our simulations, we stop
as soon as the relative change in the ground-state energy
is below η = 10−10. Moreover, we focus on half a period
of θ ∈ [0, pi], since all observable quantities are predicted
to be (point) symmetric around θ = pi (see Eqs. (4)–
(7) and exemplary data of a full period of θ ∈ [0, 2pi] in
Appendix C).
A. Ground-state energy
Our results for the UV-finite ground-state energy den-
sity are shown in Fig. 1, after subtracting the value for
θ0 = 0 and extrapolating to the limit N → ∞. The fig-
ure contains our data for the largest and smallest lattice
spacing as well as the continuum extrapolation.
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)
FIG. 2. Comparison between the finite-lattice and continuum
data of the ground-state energy density from Fig. 1 for m/g =
0.07 (filled markers) and for m/g = −0.07 after reflection with
respect to the x-axis (open markers). The orange triangles
(green squares) correspond to x = 80 (x = 160), the red dots
to the continuum limit. Inset: Absolute value of deviations
between the lattice and continuum data (see Eq. (18)) for
m/g = 0.07 (filled markers) and m/g = −0.07 (open markers)
for x = 80 (orange triangles) and x = 160 (green squares).
In general, we observe that we can reliably extrapo-
late to the thermodynamic limit and control our errors
due to the finite bond dimension and system size (see
Appendix B for details). Independent of the fermion
mass, we see that finite-lattice effects are more pro-
nounced around the extremal values of the energy den-
sity at θ = pi. For small masses, our data exhibit larger
relative changes when going to smaller lattice spacings,
whereas there is hardly any shift for the two largest
masses m/g = 0.14 and 0.21, especially for small θ.
With our finite-lattice data, we can extrapolate to the
limit ag → 0 and estimate the continuum values. As
Fig. 1 reveals, the error bars resulting from this extrapo-
lation are negligible and we can obtain precise estimates
for the continuum limit. Comparing our results to the
prediction from mass perturbation theory in Eq. (13),
we observe excellent agreement for m/g ≤ 0.07 (see
Figs. 1(a)–(c)). For the largest two masses, perturba-
tion theory eventually breaks down and fails to describe
our data. Nevertheless, the perturbative calculation from
Ref. [7] is at least qualitatively correct and approximately
follows our numerical data even in this parameter regime.
In particular, it is interesting to look at our continuum
data for vanishing bare fermion mass. As predicted by
the perturbative result in Eq. (13), we indeed observe
that the energy-density becomes independent of θ once
the extrapolation to the continuum is performed. This
elimination of the θ-parameter in the chiral limit is only
given in the continuum and does not apply to finite lattice
spacings, as one can see in Fig. 1(b).
Moreover, it is instructive to compare our results for
m/g = −0.07 and 0.07. In the continuum, a negative
bare fermion mass can be mapped to the same positive
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FIG. 3. Electric field density as a function of the angle θ for
m/g = −0.07 (a), m/g = 0.0 (b), m/g = 0.07 (c), m/g = 0.14
(d), and m/g = 0.21 (e). The orange triangles (green squares)
correspond to finite-lattice data with x = 80 (x = 160). The
red dots represent the result obtained after extrapolating our
finite-lattice data to the continuum which can be compared
to the perturbative prediction from Eq. (5) (blue solid line).
In addition, we also show the results obtained by numerically
computing the derivative of our continuum estimate for the
UV-finite ground-state energy density (open black diamonds).
mass value by shifting the θ-angle by pi (see Eq. (13)).
Hence, a negative mass yields the same ground-state en-
ergy for θ ∈ [0, pi] as the corresponding positive mass for
θ ∈ [pi, 2pi]. This can be seen when comparing Figs. 1(a)
and (c), keeping in mind that the mapping requires not
only the shift θ → θ + pi but also the shift θ0 → θ0 + pi,
i.e., the UV-finite quantity is obtained by subtracting the
value at θ0 = pi instead of θ0 = 0.
Equivalently, the continuum data for m < 0 can be
mapped to the continuum data for m > 0 by reflecting
the former with respect to the x-axis. Even though this
mapping works well in the continuum, Fig. 2 reveals that
it is distorted for our finite-lattice data. The artifacts
from the finite lattice spacing enter with opposite sign,
breaking the reflection symmetry for negative and pos-
itive masses. Moreover, for a fixed value of the lattice
spacing, the deviations from the continuum result differ
not only in sign, but also their absolute value
∆K(m, θ) =
∣∣∣∣∆E0(m, θ)2N − ∆E0(m, θ)g2
∣∣∣∣ (18)
differs in magnitude, especially for intermediate values
of θ (see inset of Fig. 2). While the deviations for posi-
tive and negative bare fermion masses are comparable for
θ ≈ 0 and θ ≈ pi, the data for positive m/g have smaller
lattice effects in the intermediate regime, even though the
order of magnitude is the same in both cases. Looking
at Figs. 1(a) and (c), we see that these differences disap-
pear when extrapolating to the limit of vanishing lattice
spacing. Thus, the reflection symmetry is restored and
our continuum data is in excellent agreement with the
theoretical prediction.
B. Electric field
With our MPS approach, we can directly measure the
electric field in the ground state. Performing the same ex-
trapolation procedure as for the energy density, we obtain
the data shown in Fig. 3. Again, the errors resulting from
the extrapolation in system size and bond dimension are
negligible, and finite-lattice effects are more pronounced
for smaller values of m/g. The lattice effects become
stronger for θ = pi/4 due to the sine dependence of the
electric field (see Eq. (5)), in contrast to the ground-state
energy in Fig. 1 whose cosine-dependent lattice effects
become more distinct for θ = pi (see Eq. (4)).
Just as before, we can estimate the continuum value of
the electric field by extrapolating our finite-lattice results
to the limit of vanishing lattice spacing. In general, we
find that we can reliably estimate the continuum limit,
while the errors are slightly larger compared to the en-
ergy density. In particular, for the largest two masses
we observe enhanced error bars for a θ-angle of pi, which
is likely caused by the fact that above a critical bare
fermion mass of (m/g)c ≈ 0.33, a phase transition occurs
at θ = pi. Thus, the continuum extrapolation becomes
increasingly challenging as we approach the transition.
When comparing our continuum results for the elec-
tric field to the predictions from mass-perturbation the-
ory (see Eq. (5)), we observe a similar picture as for the
ground-state energy density. For bare fermion masses
m/g ≤ 0.07 (see Figs. 3(a)–(c)), the perturbative predic-
tion is in excellent agreement with our continuum results.
In particular, for m/g = 0 our data are compatible with
zero, independent of θ. Hence, our results confirm that
for vanishing mass, the background field gets screened
completely and the total electric field vanishes. More-
over, our data for m/g = −0.07 and m/g = 0.07 can be
mapped in the continuum by reflection with respect to
the x-axis, while finite-lattice artifacts distort this map-
ping with opposite sign. Moving on to larger fermion
masses, perturbation theory eventually breaks down and
Eq. (5) does not reproduce the behavior of our data for
m/g ≥ 0.14. In contrast to the energy density, the per-
turbative result does not even qualitatively describe our
numerical data for the largest mass, m/g = 0.21.
As a crosscheck, we can also obtain data for the electric
field density by numerically computing the derivative of
our results for the continuum energy density, which we
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FIG. 4. UV-finite chiral condensate as a function of the angle
θ for m/g = −0.07 (a), m/g = 0.0 (b), m/g = 0.07 (c),
m/g = 0.14 (d), and m/g = 0.21 (e). The orange triangles
(green squares) correspond to finite-lattice data with x = 80
(x = 160). The red dots represent the result obtained after
extrapolating our finite-lattice data to the continuum which
can be compared to the perturbative prediction from Eq. (15)
(blue solid line).
show in Fig. 3 for comparison. In general, the values for
the electric field obtained in this way are in good agree-
ment with those from the direct measurement. Although
numerically computing the derivative enhances the errors
by a factor proportional to 1/∆θ (see Appendix B), the
results from our data for the energy density are typically
more precise than those from the direct measurement.
Only for large fermion masses, the errors again increase
around θ ≈ pi, thus indicating that we get closer to the
critical value (m/g)c.
C. Chiral condensate
The MPS approach also gives us access to the chiral
condensate in the ground state. Performing the same
extrapolation procedure as for the ground-state energy
density and the electric field, we obtain the results in
Fig. 4, where we have again subtracted the value for θ0 =
0. Compared to the ground-state energy density and
the electric field, the chiral condensate is less susceptible
to finite-lattice effects and there is hardly any difference
between results for our coarsest and finest lattice spacing.
As a result, the error bars from extrapolating our finite-
lattice data to the limit ag → 0 are essentially negligible.
Notice that the chiral condensate corresponds to the
derivative of the energy density with respect to the bare
fermion mass (see Eq. (7)). Thus, in leading order, mass-
perturbation theory predicts a behavior independent of
the parameter m/g. Looking at our results for small
masses in Figs. 4(a)–(c), we see that this indeed is the
case, and Eq. (15) is in excellent agreement with our data.
At next order in perturbation theory, we expect finite-
mass effects to become relevant, which becomes partic-
ularly interesting when comparing our data for m/g =
−0.07 and 0.07. Since the chiral condensate transforms
similarly to the fermion mass under an axial rotation, a
shift of θ → θ+pi does not only induce m→ −m but also
C(m, θ)→ −C(−m, θ + pi) (see Eq. (15)). Hence, chang-
ing the sign of the condensate for m < 0 in the range
θ ∈ [0, pi] reproduces the corresponding positive conden-
sate for m > 0 in the range θ ∈ [pi, 2pi]. This can be seen
in Figs. 4(a) and (c), keeping in mind that the shifted
UV-finite quantity is obtained by subtracting the value
at θ0 = pi instead of θ0 = 0.
In the massless limit, our data for the chiral conden-
sate are still θ-dependent (see Fig. 4(b)), but θ becomes
an unphysical parameter as it can be rotated away by
the above-mentioned axial rotation (see Appendix A).
For larger values of m/g, the data only changes moder-
ately (see Figs. 4(d) and (e)), whereas perturbation the-
ory predicts new qualitative features that do not occur
in our numerical data, such as a dip around θ/2pi ≈ 0.19.
Thus, similar to the electric field, the prediction by mass-
perturbation theory for the chiral condensate in Eq. (7)
breaks down for large masses m/g ≥ 0.14.
D. Topological vacuum susceptibility
Although we cannot directly measure the topological
vacuum susceptibility in our Hamiltonian framework, we
can obtain this quantity by either numerically differen-
tiating our continuum estimates for the electric field or
by computing the second derivative from our data for
the ground-state energy (see Eq. (6) and Appendix B for
details). Figure 5 shows our results for both approaches.
In general, both methods give remarkably consistent
results. The data obtained from the second derivative
of the energy density have noticeably smaller error bars,
except for m/g ≥ 0.14 and θ ≈ pi. Already the electric
field and the ground-state energy density showed that
the perturbative result breaks down for our largest two
values of m/g, and we see that in the topological vacuum
susceptibility as well, as expected (see Figs. 5(d)–(e)).
For small masses, our data is again in excellent agree-
ment with the predictions from mass-perturbation the-
ory, as Figs. 5(a)–(c) reveal. In particular, Fig. 5(b)
shows that for vanishing fermion mass our data is com-
patible with χtop/g = 0, once more indicating that the
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FIG. 5. Topological susceptibility as a function of the an-
gle θ for m/g = −0.07 (a), m/g = 0.0 (b), m/g = 0.07 (c),
m/g = 0.14 (d), and m/g = 0.21 (e). The purple triangles
(red dots) correspond to the (second) derivative of the contin-
uum data for the electric field (energy density), the blue solid
line corresponds to the perturbative prediction from Eq. (6).
background field gets completely screened in that case
and θ is not a physical parameter. This becomes even
more apparent in Fig. 6, where we show our data for the
susceptibility as a function of the bare fermion mass for
various values of θ. The figure clearly shows that for van-
ishing bare fermion mass, the different curves intersect at
χtop/g ≈ 0, which demonstrates the CP invariance of the
Schwinger model for m/g = 0. Just as in QCD, where
the topological vacuum susceptibility is a measure of CP
violation, the presence of a massless fermion allows the
θ-angle to be rotated away by an axial fermion rotation,
thus CP is preserved. The same rotation also maps our
results for negative and positive masses when shifting
θ → θ + pi (see Figs. 5(a) and (c)), as we already ob-
served for the ground-state energy and the electric field.
Note that Fig. 6 does not reveal this mapping, since the
susceptibility is only shown for small values of θ  pi.
Finally, we point out that the topological susceptibility
at θ = 0 (corresponding to the blue markers in Fig. 6)
becomes negative for negative fermion masses and is ex-
pected to diverge to negative infinity at m/g ≈ −0.33
(see Ref. [66] for a discussion of a similar effect in two-
flavor QCD). This is because the well-known phase tran-
sition at m/g ≈ 0.33 and θ = pi is equivalent to a phase
transition at m/g ≈ −0.33 and θ = 0, due to the above-
−0.07 0.00 0.07 0.14 0.21
m/g
−0.01
0.00
0.01
χ
to
p
(m
,θ
)/
g
FIG. 6. Topological susceptibility as a function of the bare
fermion mass m/g for various values of θ/2pi, namely 0.0
(blue), 0.05 (orange), 0.1 (green), 0.15 (red), 0.2 (blue), 0.25
(brown), and 0.3 (pink markers). The triangles (dots) show
the results obtained from numerically computing the (second)
derivative of the electric field (energy density). As a guide for
the eye the markers are connected with dotted lines.
mentioned mapping. Thus, the diverging susceptibility
at θ = 0 is associated with the diverging correlation
length as one approaches the critical point. This phase
transition would be non-trivial to study in the two-flavor
Schwinger model with two masses of opposite sign, giving
rise to the CP-violating Dashen phase [13].
IV. CONCLUSION
We have systematically explored the θ-dependence of
the ground-state energy density, the electric field, the chi-
ral condensate, and the topological vacuum susceptibility
of the Schwinger model with a θ-term, in particular at
zero and negative fermion mass, i.e. in a regime where
the conventional MCMC approach suffers from the sign
problem. Addressing the Hamiltonian lattice formulation
with numerical methods based on MPS, we have shown
that we can reliably compute the ground state of the
model in a controlled manner with small errors.
Our results provide us with a comprehensive picture of
the topological vacuum structure of the Schwinger model.
For small masses, the θ-dependence follows the pertur-
bative analytical calculation from Ref. [7]. In the chi-
ral limit, our data confirm that the model becomes CP
invariant as the topological vacuum susceptibility van-
ishes and the θ-dependent electric background field gets
screened due to vacuum polarization. Thus, for m/g = 0,
the θ-parameter that labels the topologically non-trivial
vacua of the Schwinger model becomes an unphysical pa-
rameter, just as in the (3+1)-dimensional analog of QCD
with a massless up quark [14–17] or with an axion [19–
21]. As we go to larger masses, the perturbative pre-
diction eventually breaks down and especially the chiral
9condensate deviates significantly from it.
Comparing our finite-lattice and continuum data, we
find that lattice artifacts reintroduce the θ dependence
of the observables in the massless limit. Moreover, in the
massive regime, lattice artifacts enter inversely and with
different strengths for opposite mass sign, which renders
the negative-mass regime non-trivial on the lattice. In
the continuum, negative masses can be trivially mapped
to positive masses by shifting θ → θ+pi due to the quan-
tum anomaly [10–12], which gets confirmed by our data.
Our results demonstrate that MPS work well even for
negative fermion masses, which has not been explored be-
fore and becomes particularly relevant in the many-flavor
case, where a negative mass can generate a second-order
phase transition to the CP-violating Dashen phase [13].
Regarding the topological vacuum angle θ, there are
several interesting aspects that could be studied in the
future. Generalizing our MPS setup for the Schwinger
model to multiple flavors would be straightforward [30,
31], allowing us to study the above-mentioned Dashen
phase [13]. Moreover, our MPS approach is not limited
to the Abelian case [4, 42, 44–47] and could offer the
possibility to explore non-Abelian gauge models in the
presence of a topological θ-term.
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Appendix A: Origin of θ-term in continuum
formulation of Schwinger Hamiltonian
In this appendix, we explain the origin of the θ-term
in the Hamiltonian density of the continuum Schwinger
model (3), following Ref. [67]. For simplicity, we use the
bosozined version of the Hamiltonian, which reads
H = 1
2
m2Φ(0)2 +
1
2
Π(0)2
+
1
2
∑
p6=0
[Π+(p)Π(p) + (p2 +m2)Φ+(p)Φ(p)]
=− g
2
4pi
d2
dA2x
+ V (Ax)
+
1
2
∑
p6=0
[Π+(p)Π(p) + (p2 +m2)Φ+(p)Φ(p)]
(A1)
plus an irrelevant constant. Here, m = g/
√
pi is the
Schwinger mass and Φ(p) and Π(p) are the bosonic op-
erators that satisfy canonical commutation relations and
hermeticity properties. In the following subsections, we
will discuss the properties of these bosonic operators for
p 6= 0 and p = 0 and compute the (non)conservation
laws of the corresponding bosonic currents. Finally, we
will use the anomaly equation (A18) obtained with the
bosonized Hamiltonian (A1) to demonstrate that a con-
stant shift in the electric field of the fermionic Schwinger
Hamiltonian is equivalent to an axial rotation of the mas-
sive fermionic field.
1. Bosonic operators for non-zero momentum
The bosonic operators Φ(p) and Π(p) of the Hamilto-
nian density (A1) are defined for p 6= 0 as
Φ(p) = − 1√
2ip
[ρ1(p) + ρ2(p)] (A2)
Π(p) =
1√
2
[ρ1(p)− ρ2(p)], (A3)
in terms of the bosonic chiral-charge density operators
ρα(p) =
∑
k
a+α,k+paα,k. (A4)
Here, the index α = 1, 2 denotes the left-handed (α = 1)
and right-handed (α = 2) states, p, k ∈ Z are the inte-
ger momenta, and the momentum-space Fermi operators
aα,k are related to the real-space Fermi operators ψα(x)
via (
ψ1(x)
ψ2(x)
)
=
1√
2pi
∑
k
(
a1,k
a2,k
)
eikx. (A5)
The bosonic currents for p 6= 0 are given by
j0(p) = j15(p) =
√
2ipΦ(p) (A6)
j1(p) = j05(p) =
√
2Π(p). (A7)
In the Coulomb gauge, ∂xAx = 0, the bosonic operator
Φ(p) (A2) can be expressed in terms of the longitudinal
part of the electric field,
Φ(p) = − 1√
2g2
F longx (p), (A8)
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by using Gauß law,
−∂x∂xAt = g2ψ+ψ = g2j0, (A9)
and applying the relations ∂x = −ip and ∂xAt =
−F longx (p) to the left-hand side of Eq. (A9) and the
current-operator relation (A6) to the right-hand side.
Since the total electric charge is zero, the longitudinal
part of the electric field F longx (p) has no p = 0 compo-
nent, which is the quantization constraint in the Coulomb
gauge.
2. Bosonic operators for zero momentum
The zero-momentum scalar field operators Φ(0) and
Π(0) read
Φ(0) =
i√
2
d
dAx
= − 1√
2g2
F trx (0) (A10)
Π(0) =
√
2V (Ax), (A11)
where V (Ax) is the potential and F trx (0) is the transverse
part of the electric field
F trx =
−ig2
2pi
d
dAx
, (A12)
which is classically given by ∂tAx. The transverse part of
the electric field (A12) only contains the constant p = 0
component, i.e., F trx (0) = 2piF trx .
3. (Non)conservation laws of bosonic currents
The Hamiltonian density (A1) yields the following
equations of motion for the operators Φ(p) and Π(p):
d
dt
Φ(p) =
∂H(p)
∂Π(p)
= Π(p) (A13)
d
dt
Π(p) = −∂H(p)
∂Φ(p)
= (−p2 −m2)Φ(p). (A14)
From Eqs. (A6), (A7), and (A13) we obtain
d
dt
Φ(p)−Π(p) = 1√
2ip
(
d
dt
j0(p) +
d
dx
j1(p)
)
= 0,
(A15)
where we used d/dx = −ip. This is the well-known con-
servation law for the vector current,
∂µj
µ = 0. (A16)
From Eqs. (A6)–(A8), (A10), and (A14) we find
d
dt
Π(p) + p2Φ(p) = −m2Φ(p) (A17)
⇔ 1√
2
(
d
dt
j05(p) +
d
dx
j15(p)
)
= −g
2
pi
(
− 1√
2g2
Fx
)
,
where we used m = g
√
pi and Fx = F longx (p) + F trx (0).
This is the well-known quantum anomaly equation for
the axial current,
∂µj
µ
5 = Fx/pi. (A18)
We note that p2Φ(0) = −d2Φ(0)/dx2 vanishes on the
left-hand side of Eq. (A17), therefore the zero-momentum
contribution of Φ(p) only shows up in the non-derivative
term on the right-hand side. For the non-derivative term,
we have to add up both the p 6= 0 and the p = 0 contri-
butions given by Eqs. (A8) and (A10).
4. Axial rotation of fermionic fields
Using the quantum anomaly equation (A18) obtained
with the bosonized Hamiltonian, we will now consider the
fermionic Hamiltonian (3) to demonstrate that an axial
rotation of the massive fermionic field ψ,
ψ → eiθγ5/2ψ
ψ¯ → eiθγ5/2ψ¯,
(A19)
induces a constant shift in the electric field Fx. The
rotation (A19) by an angle θ shifts the mass m in the
fermion mass term mψ¯ψ by
m→ meiθγ5 θ1≈ m(1 + iθγ5) (A20)
and analogously the chiral fermion condensate by
〈ψ¯ψ〉 → 〈ψ¯ψ〉eiθγ5 θ1≈ 〈ψ¯ψ〉(1 + iθγ5). (A21)
Since the fermion mass perturbatively corrects the diver-
gence (A18) of the axial current jµ5 = ψ¯γ5γ
µψ by
∂µj
µ
5 = −2imψ¯γ5ψ +
Fx
pi
, (A22)
the axial rotation of the fermionic field (A19) induces the
following shift in the Hamiltonian density (3):
H → H+ θ
2
∂µj
µ
5 = H+ iθγ5mψ¯ψ + θ
Fx
2pi
= H(m→ meiθγ5) + θFx
2pi
,
(A23)
where we used γ5γ
0 = −γ0γ5. Thus, the angular parame-
ter θ in the fermion mass term can be absorbed by a shift
in the electric field, Fx → Fx + θ/2pi, and vice versa. In
particular, for m = 0 the θ-parameter becomes unphys-
ical, since it can be rotated away without affecting any
mass term, which corresponds to absorbing the phase of
the chiral condensate 〈ψ¯ψ〉 in the Schwinger boson field.
Appendix B: Details of the extrapolation procedure
Here we give some details how we control the errors
in our numerical simulations and how we extrapolate our
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FIG. 7. Extrapolation to infinite bond dimension, 1/D → 0,
for x = 160, m/g = 0.07, N = 354, and θ = 0.2. The
left upper panel shows an example for the extrapolation of
the ground-state energy, the right upper panel for the electric
field, and the lower central panel for the chiral condensate. In
all panels, the blue solid line represents a linear fit to the val-
ues for the largest three bond dimensions (depicted as green
triangles). The insets show the regions around the data used
for the extrapolation in greater detail.
data to obtain first the thermodynamic limit and finally
the continuum limit. Since the extrapolation procedure
has to be done independently for each combination of
(m/g, θ), we suppress all arguments in the following and
just refer to E0/2N , Fav, and C, meaning that we look
at these quantities at a specific value of (m/g, θ).
In a first step, for every combination of (N, x,m/g, θ),
we estimate the numerical error due to the finite matrix
size in our MPS ansatz. To this end, we plot the observ-
ables O that we measure as a function of 1/D, and we
use the three data points with the largest values for D to
linearly extrapolate to the limit D →∞ (see Fig. 7 for an
example). We proceed in a standard manner: the central
value is taken to be the mean value of our data point with
the largest bond dimension, ODmax , and the extrapolated
value OD=∞. The error is estimated as half of the abso-
lute value of their difference, δOD = |ODmax −OD=∞|/2.
In general, we find that our bond dimensions are large
enough to avoid noticeable truncation effects due to the
finite matrix size. In addition, we have another error
due to the finite convergence tolerance η in our simula-
tions which results in δE0,η = ηE0,Dmax for the ground-
state energy and δOη =
√
ηODmax for other local observ-
ables [68]. The total error is then estimated as the square
root of the sum of squares, δO =
√
(δOD)2 + (δOη)2.
After estimating the numerical errors due to the finite
matrix size, we extrapolate our data for each combina-
tion of (x,m/g, θ) to the infinite-volume limit N → ∞,
where we propagate our errors from the extrapolation in
D. In general, we observe strong finite-volume effects
for volumes N/
√
x < 15, thus for the extrapolation we
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FIG. 8. Extrapolation to infinite system size, 1/N → 0, for
the ground-state energy (a), the electric field (b), and the
chiral condensate (c) for exemplary values of x = 160, m/g =
0.07, and θ = 0.2. In all panels the red triangles correspond
to the data used to extrapolate to the thermodynamic limit,
the blue solid lines to the best linear fit, the orange dashed
lines to the best quadratic fit, and the green dotted lines to
the best cubic fit in 1/N .
only consider volumes larger than that. To estimate the
infinite-volume limit, we fit our data to polynomials in
1/N up to degree 3 (see Fig. 8 for an example). For each
polynomial, we try every fitting interval of consecutive
data points, which contains at least two more data points
than the degree of the polynomial. To obtain the central
value, we choose the fit with the lowest value of χ2d.o.f..
In case we have several fits with χ2d.o.f. < 1, we choose
the polynomial of smallest degree in 1/N that achieves
this value. In most cases, we find that a linear fit in 1/N
is enough to describe our data well. In addition to the
error of the fitting coefficient, we estimate our system-
atic error. To this end, we compare our central value to
the value obtained from the next best fit using the same
degree polynomial or to the one obtained with the next
highest order. The total error is then estimated, analo-
gously to the extrapolation in D, as the square root of
the sum of squares.
In a final step, we extrapolate our data to the contin-
uum corresponding to ag → 0. To this end, we fit our
finite-lattice data again to polynomials in ag. In general,
we observe that a linear function or sometimes even a
constant is enough to describe our data well (see Fig. 9
for an example). We again propagate the errors from the
extrapolation in N to estimate the final error of our data.
To obtain the electric field from our continuum esti-
mates for the energy density, we follow Eq. (5) and com-
pute the derivative numerically according to
F(m, θ)
g
≈ 2pi∆E0(m, θ + ∆θ)/g
2 −∆E0(m, θ)/g2
∆θ
.
(B1)
For all the data we show, the distance between two differ-
ent points is ∆θ = 0.025. The error of the electric field is
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FIG. 9. Extrapolation to the continuum, ag → 0, for the
ground-state energy (a), the electric field (b) and the chiral
condensate (c) for exemplary values of m/g = 0.07, and θ =
0.2. The blue dots show the data obtained after extrapolating
to the thermodynamic limit, the solid line a linear fit, and the
dashed line a quadratic fit in ag.
then estimated by propagating the error in the UV-finite
energy density as a systematic error.
The topological vacuum susceptibility can be calcu-
lated in a similar fashion, we can either numerically dif-
ferentiate our results for the UV-finite energy density
twice with respect to θ,
χtop(m, θ)
g
≈ − 1
∆θ2
(
∆E0(m, θ + ∆θ)
g2
− 2∆E0(m, θ)
g2
+
∆E0(m, θ −∆θ)
g2
)
,
(B2)
or compute the derivative of our results for the electric
field,
χtop(m, θ)
g
≈ F(m, θ + ∆θ)−F(m, θ)
2pi∆θ
, (B3)
where again the distance between two different angles is
∆θ = 0.025 and we propagate the errors in the UV-finite
energy density and in the electric field values as system-
atic errors to obtain an error estimate for the topological
susceptibility.
Appendix C: Data for a full period of θ
In the main text, we focused on the regime 0 ≤ θ ≤ pi,
since all quantities studied are (point) symmetric around
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FIG. 10. Energy density (a), electric field (b), and chiral con-
densate (c) after extrapolating to the thermodynamic limit
over a full period for m/g = 0.21 and x = 80.
pi. Figure 10 shows an explicit example of a full period
for m/g = 0.21 after extrapolating to the thermodynamic
limit. We restrict ourselves to a single lattice spacing
corresponding to x = 80, since this value is already very
close to the continuum limit for such large masses, as
demonstrated by the data in the main text. Looking at
Fig. 10, we see that the data for the ground-state energy
density, the electric field, and the chiral condensate are
indeed symmetric around θ = pi, and we can obtain pre-
cise estimates throughout the entire period of θ ∈ [0, 2pi].
As theoretically predicted in Ref. [6] and numerically
demonstrated in Refs. [8, 9], the continuum model ex-
hibits a first-order transition at θ = pi for bare fermion
masses larger than the critical value (m/g)c ≈ 0.33. This
is accompanied by a spontaneous breaking of the CP
symmetry, and the critical line ends in a second-order
quantum phase transition exactly at (m/g)c. Since our
value for the largest bare fermion mass is still smaller
than the critical one, we do not expect a transition to
happen at θ = pi.
At first sight, our data for the chiral condensate in
Fig. 10(c) gives the impression that there could never-
theless be a transition, as we observe a sharp peak at
that value of θ. However, due to the large slope of this
quantity, our resolution in θ is limited. Taking a closer
look at Fig. 10(b), we see that the electric field at θ = pi
vanishes, thus indicating that the CP symmetry is not
broken [6] and there is no phase transition. Our data for
the energy density (Fig. 10(a)) corroborates this picture.
Although for θ = pi there is a noticeable peak, we do not
observe a cusp in the data, thus giving another indication
that for m/g = 0.21 there is no transition. Nevertheless,
the features in the energy density, the electric field and
the chiral condensate hint toward an upcoming phase
transition at (m/g)c ≈ 0.33.
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