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Abstract
We initiate a study of harmonic functions on hypergroups. In particular, we introduce the concept of
a nilpotent hypergroup and show such hypergroup admits an invariant measure as well as a Liouville the-
orem for bounded harmonic functions. Further, positive harmonic functions on nilpotent hypergroups are
shown to be integrals of exponential functions. For arbitrary hypergroups, we derive a Harnack inequality
for positive harmonic functions and prove a Liouville theorem for compact hypergroups. We discuss an
application to harmonic spherical functions.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
It is well known that Riemannian symmetric spaces can be represented as homogeneous
spaces G/K of Lie groups G. Recently, harmonic functions on Riemannian symmetric spaces
have been studied in [8,10] via convolution semigroups of measures on G, where the harmonic
spherical functions identify as functions on the double coset space G//K . Since double coset
spaces are special examples of hypergroups on which the Borel measures have a convolution
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convolution can be exploited. Our objective is to develop a basic theory of harmonic functions
on hypergroups which is applicable to a large class of examples besides symmetric spaces,
for instance, the group orbit spaces, spaces of conjugacy classes and dual spaces of compact
groups.
Given a Borel measure σ on a hypergroup H , a Borel function f on H is called σ -harmonic
if it satisfies the convolution equation
f = f ∗ σ.
We first introduce the concept of a nilpotent hypergroup and focus our attention on them.
Commutative hypergroups are nilpotent and include, for example, double coset spaces G//K
of Gelfand pairs (G,K), polynomial hypergroups [4, 3.1] and, hypergroups arising from free
groups [4, 3.3.23], discrete semigroups [4, 3.3.31], quantum groups [4, 3.3.37] and various dif-
ferential equations [4]. We show that a nilpotent hypergroup admits an invariant measure and the
Liouville theorem holds for these hypergroups. Further, we show that positive harmonic func-
tions on metrisable nilpotent hypergroups are integrals of exponential functions.
For arbitrary hypergroups with an invariant measure, we derive a Harnack inequality for pos-
itive harmonic functions and prove a Liouville theorem for compact hypergroups. All the above
results should translate into interesting applications to concrete examples of hypergroups [4]. As
an example of such application, consider the double coset space G//K of a Gelfand pair (G,K).
It is a commutative hypergroup and therefore Liouville theorem holds. It follows that, given an
adapted radial probability measure σ on G, the bounded σ -harmonic spherical functions on G
must be constant. In the case of G = SU(1,1) and K the subgroup of rotations, this crucial fact
was the key in [3] to showing that the bounded σ -harmonic functions on the unit disc SU(1,1)/K
are exactly the bounded harmonic functions of the Laplacian. In fact, the latter result should hold
for more general Lie groups other than SU(1,1), as noted in [3].
2. Nilpotent hypergroups
Hypergroups are locally compact spaces with a convolution structure on their measures. We
refer to [4,13,15,19] for details of hypergroups. Let G be a locally compact (Hausdorff) space and
let M(G) be the Banach space of regular complex Borel measures on G, where the norm of each
measure μ ∈ M(G) is the total variation |μ|. The predual of M(G) is the Banach space C0(G)
of complex continuous functions on G vanishing at infinity. The support of a positive measure
μ ∈ M(G) is denoted by suppμ while δx denotes a point mass on G. A homeomorphism x ∈
G → x ∈ G of period 2 is called an involution of G. The image measure of μ ∈ M(G) under
such involution is denoted by μ.
A hypergroup is a pair (G,∗) where G is a locally compact space with an involution − and ∗ is
a binary operation, called a convolution, on M(G) such that (M(G),∗) is an algebra and satisfies,
for x, y ∈ G,
(i) δx ∗ δy is a probability measure on G with compact support,
(ii) the map (x, y) ∈ G2 → δx ∗ δy ∈ M(G) is continuous,
(iii) the map (x, y) ∈ G2 → supp(δx ∗ δy) ∈ C(G) is continuous with respect to the Michael
topology on the space C(G) of nonvoid compact sets in G,
(iv) G admits a neutral element e satisfying δe ∗ δx = δx ∗ δe = δx ,
M. Amini, C.-H. Chu / Journal of Functional Analysis 261 (2011) 1835–1864 1837(v) (δx ∗ δy)− = δy ∗ δx ,
(vi) e ∈ supp(δx ∗ δy) if and only if x = y.
A hypergroup (G,∗) is called commutative if δx ∗ δy = δy ∗ δx for all x, y ∈ G.
Throughout the paper, (G,∗) denotes a hypergroup with involution − and neutral element e.
We note that (M(G),∗) is a Banach algebra and for μ,σ ∈ M(G), the convolution μ∗σ is given
by ∫
G











which is abbreviated to





δx ∗ δy dμ(x)dσ (y).
If G is a locally compact group, then it is a hypergroup with the usual convolution δx ∗ δy = δxy
and the inverse map x → x−1 as involution.
In a hypergroup G, the convolution of two subsets A,B ⊂ G is defined by
A ∗B =
⋃{
supp(δa ∗ δb): a ∈ A, b ∈ B
}
.
Denote by An the n-fold convolution of A and by Ac the closure of A in G. A nonempty closed
subset H of G is called a subhypergroup if H = H and H ∗ H ⊂ H . A subhypergroup H is
called supernormal if {x} ∗H ∗ {x} ⊂ H for each x ∈ G. This condition is stronger than asserting
{x} ∗ H = H ∗ {x} for each x ∈ G, in which case H is called normal. The two notions coincide
when G is a group. We note that, for any supernormal subhypergroup H of G, we have, for any
x ∈ G,
supp(δx ∗ δx) = supp(δx ∗ δe ∗ δx) ⊂ {x} ∗H ∗ {x} ⊂ H.
Given a compact normal subhypergroup or a supernormal subhypergroup H of G, the right
coset space
G/H = {H ∗ {x}: x ∈ G}
admits a hypergroup structure defined by
δH∗{x} ∗ δH∗{y} :=
∫
G
δH∗{t} d(δx ∗ δy)(t)
and the quotient map q :x ∈ G → H ∗{x} ∈ G/H is an open hypergroup homomorphism (cf. [21,
Proposition 1.8] or [4, Theorem 1.5.22]). In fact, if H is supernormal in G, then G/H is a
group [21,24].
1838 M. Amini, C.-H. Chu / Journal of Functional Analysis 261 (2011) 1835–1864Given a subset A of a hypergroup G, we denote by [A] the smallest subhypergroup in G
containing A [4, Definition 1.5.3]. It is easily seen that [A] is the closure of the set⋃{{a1} ∗ · · · ∗ {an}: n ∈ N, a1, . . . , an ∈ A∪ A}∪ {e}.
Similarly if 〈A〉 is the smallest supernormal subhypergroup in G containing A, then 〈A〉 =
[N(A)], where
N(A) =
⋃{{b1} ∗ · · · ∗ {bn} ∗ {a} ∗ {bn} ∗ · · · ∗ {b1}: n ∈ N, a ∈ A, b1, . . . , bn ∈ G}.
Let A be a subset of G, we define
δA = {δa: a ∈ A} ⊂ M(G)
to be the corresponding set of measures in M(G). We define the support of a set E ⊂ M(G) of
measures to be
suppE = {suppμ: μ ∈ E}
so that supp δA = A. We define the commutator of δG to be the set





{{a} ∗ {b} ∗ {a} ∗ {b}: a, b ∈ G}⊂ G.
Definition 2.1. Let G be a hypergroup. The derived or commutator subhypergroup G′ of G is







Lemma 2.2. Let G be a hypergroup. Then 〈supp
δG〉 is the smallest among supernormal sub-
hypergroups H of G for which G/H is commutative.
Proof. To simplify notation, write A = supp
δG = {{a} ∗ {b} ∗ {a} ∗ {b}: a, b ∈ G}. Given
x, y ∈ G, we have
{x} ∗ {y} ⊂ {x} ∗ {y} ∗ ({x} ∗ ({y} ∗ {y}) ∗ {x})⊂ 〈A〉 ∗ {y} ∗ {x}.
Hence 〈A〉∗ {x}∗ {y} ⊂ 〈A〉∗ {y}∗ {x}. The reverse inclusion follows similarly. Therefore G/〈A〉
is commutative. If H is a supernormal subhypergroup of G and G/H is commutative, then for
any x, y ∈ G,
{x} ∗ {y} ∗ {x} ∗ {y} ⊂ {x} ∗ {y} ∗H ∗ {x} ∗ {y} ⊂ {x} ∗ ({y} ∗H ∗ {y}) ∗ {x} ⊂ H.
Hence 〈A〉 ⊂ H . 
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Z(G) = {z ∈ G: δz ∗ δx = δx ∗ δz}.
By axiom (v) for a hypergroup, we have Z(G)− = Z(G). We note that, in [4, p. 50], the centre
is defined differently as the following subhypergroup:
Gr(G) = {z ∈ G: δz ∗ δy, δy ∗ δz are point masses, for each y ∈ G}
which is also called the maximal subgroup of G in [4, p. 50]. Given a (complex) Borel function f
on G and x, y ∈ G, we define
f (x ∗ y) :=
∫
K
f d(δx ∗ δy) and f
(
xn
)= f ( n-times︷ ︸︸ ︷x ∗ · · · ∗ x)
if the integrals exist. Evidently, x ∈ Z(G) implies f (x ∗ y) = f (y ∗ x).




f (x ∗ y)dμ(y)
if the integral exists. In particular, f ∗ δy = f (· ∗ y) is viewed as the right translation of f by y.
Let Cc(G) be the space of complex continuous functions f on G with compact support
suppf . We equip the subspace Cc(G) of real continuous functions with the inductive topology,
that is, Cc(G) is the inductive limit of the Banach spaces
CK(G) :=
{
f ∈ Cc(G): suppf ⊂ K
}
with supremum norm, where K runs through compact subsets of G. The dual Cc(G)∗ of Cc(G)
identifies with the space M(G) of real Radon measures on G [5, 11.1], under the duality
(f,μ) ∈ Cc(G) ×M(G) → μ(f ) :=
∫
G
f dμ ∈ R.
For each Radon measure μ ∈ M(G), the restriction μK := μ|CK(G) identifies with a Radon mea-
sure on G with support in K . We denote by M+(G) = Cc(G)∗+ the cone of positive Radon
measures on G. The positive dual cone CK(G)∗+ consists of positive Radon measures on G with
support in K .
Lemma 2.3. Let G be a hypergroup. Given μ ∈ M(G) with suppμ ⊂ Z(G), we have μ ∗ δa =
δa ∗μ for all a ∈ G.
Proof. This follows from the fact that, for each f ∈ Cc(G), we have∫
f d(μ ∗ δa) =
∫
f (t ∗ a)dμ(t) =
∫
f (a ∗ t) dμ(t) =
∫
f d(μ ∗ δa). G suppμ suppμ G
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complex functions on G, where a bounded continuous function f on G is called right uniformly
continuous if the map Rf :y ∈ G → f ∗ δy ∈ Cb(G) is continuous where Cb(G) denotes the
Banach space of bounded complex continuous functions on G. To avoid confusion, we remark
that such a function on a group is called left uniformly continuous in [8,9,11].
Let G be a hypergroup. A nonzero positive measure ω ∈ M(G) is called a right (invariant)
Haar measure if ∫
G




for all a ∈ G and f ∈ Cc(G). If G is commutative or compact, then it admits a right invariant
Haar measure ω ∈ M+(G). If G is compact, we choose a normalised right Haar measure ω on G,
that is, ω(G) = 1 which implies ω ∗ω = ω. Given a compact subhypergroup H of G, the double
coset hypergroup
G//H = {H ∗ {x} ∗H : x ∈ G}
is equipped with the involution (H ∗ {x} ∗H)− = H ∗ {x} ∗H , and the convolution
δH∗{x}∗H ∗ δH∗{y}∗H :=
∫
H
δH∗{t}∗H d(δx ∗ωH ∗ δy)(t)
where ωH is the normalised right invariant Haar measure of H . In the special case where G is
a group and H a compact subgroup, we can write




Definition 2.4. A hypergroup G is called nilpotent of class r if it has a finite descending series
G = G0 ⊃ G1 ⊃ · · · ⊃ Gr−1 ⊃ Gr = {e}
of supernormal subhypergroups G1, . . . ,Gr−1 such that Gi−1/Gi is contained in the centre of
G/Gi , for i = 1, . . . , r , and there is no such series of length less than r . By definition, we have
Gr−1 ⊂ Z(G). We note that the trivial hypergroup {e} need not be supernormal in G. Also
Gi−1/Gi is a group for i < r .
If G is a locally compact nilpotent group and H a compact subgroup, then the double coset
hypergroup G//H is nilpotent. Indeed, if G has descending series
G = G0 ⊃ G1 ⊃ · · · ⊃ Gr = {e}
then G//H is of class s, where s + 1 is the number of distinct double coset spaces GiH//H ,
and
(Gi−1H//H)//(GiH//H)  Gi−1H//GiH  Gi−1//Gi  Gi−1/Gi.
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is the neutral element of both H and J , then we have J  (H ∨ J )//H where H ∨ J is the join
hypergroup of H and J (cf. [4,23]). If H is a nilpotent hypergroup of class r and J a commutative
hypergroup, then the joint H ∨ J is nilpotent of class r + 1 with descending series
H ∨ J ⊃ H ⊃ H1 ⊃ · · · ⊃ Hr = {e}
which extends the descending series of H .
Let H be a supernormal subhypergroup of a hypergroup G and let H ⊂ Z(G). Since H is
commutative, the existence of a right invariant Haar measure ωH on H enables us to define a
surjective continuous map P :Cc(G) → Cc(G/H) by
Pf
(
H ∗ {x}) := ∫
H
f (h ∗ x)dωH (h)
(
H ∗ {x} ∈ G/H ).
To see that P is well defined, we show H ∗ {x} = H ∗ {y} implies ∫
H
f (h ∗ x)dωH (h) =∫
H
f (h∗y)dωH (h). Since supp(δx ∗δx) ⊂ H , we have H ∗{x}∗{x} ⊂ H ∗H ⊂ H and therefore
H ∗ {y} ∗ {x} = H ∗ {x} ∗ {x} ⊂ H. (2.1)
In particular, supp(δy ∗ δx) ⊂ H and we have, noting that supp(δx ∗ δx) ⊂ H ,∫
H
f (h ∗ x)dωH (h) =
∫
H






























f (h ∗ y)dωH (h)
by right invariance of ωH .
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P(f ∗ δx)
(
H ∗ {y})= ∫
H
(f ∗ δx)(h ∗ y)dωH (h) =
∫
H












H ∗ {t})d(δy ∗ δx)(t)
= (δH∗{y} ∗ δH∗{x})(Pf )
= Pf ∗ δH∗x
(
H ∗ {y}).
For each h ∈ Cc(G/H), we also have
P
(
f (h ◦ q))= (Pf )h (f ∈ Cc(G)). (2.2)














Theorem 2.5. Let G be a nilpotent hypergroup. Then G admits a right invariant Haar measure.
Proof. We induce on the nilpotent class r of G, where G is commutative if r = 1.
Given that the assertion is true for nilpotent class r , let G be of nilpotent class r + 1 with
series
G = G0 ⊃ G1 ⊃ · · · ⊃ Gr ⊃ Gr+1 = {e}.
Then G/Gr is nilpotent of class r . Let ωG/Gr be a right Haar measure on G/Gr . Since Gr is
a supernormal subhypergroup contained in Z(G), it has a right Haar measure ωGr and by (2.3),










We show that the measure μ is right invariant. For each f ∈ Cc(G), we have∫
G
f d(μ ∗ δx) =
∫
G
f ∗ δx dμ
=
∫
P(f ∗ δx) dωG/Gr
G/Gr
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∫
G/Gr









which proves the right invariance of μ. 
Henceforth we fix a right Haar measure ω on a nilpotent hypergroup G. By an absolutely
continuous measure on G, we shall mean a measure which is absolutely continuous with respect
to ω.
If a hypergroup G admits a right Haar measure, we let  denote the modular function of G
(cf. [4, 1.3.23]). For a measure μ ∈ M(G) and a Borel function f on G, we define the convolution
μ ∗ f by
μ ∗ f (x) =
∫
G
f (y ∗ x)(y)dμ(y)
if the integral exists.
Definition 2.6. Let (G,∗) be a hypergroup. We always denote by σ a probability measure on G.
A real or complex Borel function f on G is called σ -harmonic if the convolution f ∗ σ exists
and f = f ∗ σ .
3. Liouville theorem









where |μ|n is the n-fold convolution of |μ| and supp |μ|n equals the closure of (supp |μ|)n (cf. [4,






supp |μ| ∪ supp |μ|)n)c.
We note that, as in the case of locally compact groups, the closure of a σ -compact set in a
hypergroup is also σ -compact [15] (see also [4, p. 16]). It follows that the support supp |μ|
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It follows that, if a hypergroup G admits an adapted measure, then G must be σ -compact and
hence the compact-open topology on G is metrisable.
Lemma 3.1. Let (G,∗) be a hypergroup and let f ∈ Cru(G) be a σ -harmonic function. Then
each central element z in Sσ is a period of f , that is, f (x) = f (z ∗ x) for each x ∈ G and
z ∈ Z(G) ∩ Sσ .
Proof. Working with the real and imaginary parts of f , we may assume that f is real-valued. Fix
z ∈ Z(G) ∩ Sσ . Define a function g(x) = f (x) − f (z ∗ x) for x ∈ G and put α = supx∈G g(x).
We show α = 0.
We have g ∗ σ = g. Pick a sequence {xn} in G such that g(xn) → α as n → ∞, and let
gn(x) = g(xn ∗ x) be the left translation of g by xn. Then gn ∗ σ = gn. Since f is right uni-
formly continuous, the sequence (gn) is bounded and equicontinuous. Therefore, by the remark
before the lemma and choosing a subsequence, we may assume that gn → h ∈ Cb(G), uni-
formly on compact subsets of G. It follows that h  α and h ∗ σ = h. In particular, we have∫
G
h(y)dσ(y) = α.
We show that h(ap) = α for a ∈ Sσ , and hence h(zp) = α, for p = 1,2, . . . . By continuity
of h, we may assume a ∈ suppσn for some n, and then replacing σ by σn, we may further
assume that n = 1. Finally, replacing h by the function h(a ∗ ·) and iterating the arguments, we
only need to treat the case p = 1.
If for some a ∈ suppσ , we have h(a) < α, then there is an open neighbourhood V of a such










h(y) dσ (y) < α
which is impossible. Therefore h(a) = α.
If α > 0, then there is some m ∈ N such that |f |  14mα on G. Since h = limn gn and




)= f (xn ∗ zp)− f (xn ∗ zp+1)> α2 (p = 1, . . . ,m).
Adding the above m inequalities, we get f (xn ∗ z) − f (xn ∗ zm+1) > mα/2 which is a contra-
diction. Likewise α < 0 is also impossible. 
Remark 3.2. The above proof is analogous to the one given in [9] for groups which is an exten-
sion of Choquet and Deny’s abelian arguments in [6]. Similar method has also been used in [25]
to prove a Liouville theorem for Gelfand pairs which is a special case of the following theorem
and can be applied to obtain Furstenberg’s characterisation in [14] of harmonic functions of the
Laplacian on symmetric spaces.
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Theorem 3.3. Let σ be an adapted probability measure on a commutative hypergroup G. Then
every bounded right uniformly continuous σ -harmonic function on G is a constant function.
Proof. If σ is non-degenerate, Lemma 3.1 yields the result immediately. Let σ be adapted and
let f ∈ Cru(G) be σ -harmonic. Since G is commutative, the function f defined by f (x) = f (x)
for x ∈ G is in Cru(G) and is σ -harmonic. By Lemma 3.1, we have f (x ∗ z) = f (x) for each
z ∈ supp |μ|. Hence each z ∈ supp |μ| is also a period of f which concludes the proof. 
Lemma 3.4. Let H be a supernormal subhypergroup of G and let f :G → C be a Borel function
such that f (x) = f (z ∗ x) = f (x ∗ z) for all z ∈ H and x ∈ G. Then we have f (x) = f (y)
whenever H ∗ {x} = H ∗ {y}.
Proof. This follows from [21, Lemma 1.5]. We include the proof for completeness. Since
supp(δy ∗ δx) ⊂ H by (2.1), we have
f (y ∗ x ∗ x) =
∫
H
f (t ∗ x)d(δy ∗ δx)(t) =
∫
H
f (x)d(δy ∗ δx)(t) = f (x).
On the other hand, supp(δx ∗ δx) ⊂ H implies
f (y ∗ x ∗ x) =
∫
H
f (y ∗ t) d(δx ∗ δx)(t) =
∫
H
f (y)d(δx ∗ δx)(t) = f (y)
which yields f (x) = f (y). 
We now establish a Liouville theorem for nilpotent hypergroups.
Theorem 3.5. Let σ be a non-degenerate probability measure on a nilpotent hypergroup G. Then
every bounded right uniformly continuous σ -harmonic function on G is a constant function.
Proof. We prove by induction on the nilpotent class r of G. The case r = 1, where G is com-
mutative, follows from Theorem 3.3. Assume the statement holds for nilpotent hypergroups of
class r and let G be of class r + 1 with descending series
G = G0 ⊃ G1 ⊃ · · ·Gr ⊃ Gr+1 = {e}.
Then Gr ⊂ Z(G). Let f ∈ Cru(G) and f = f ∗ σ . We show that f is constant. Let q :x ∈ G →
Gr ∗ {x} ∈ G/Gr be the quotient map and σq = σ ◦ q−1 be the induced probability measure
on G/Gr , then we have q(suppσ) ⊂ suppσq . Indeed, if b ∈ suppσ and q(b) ∈ V , for some
open neighbourhood V in G/Gr , then b ∈ q−1(V ) and σq(V ) = σ(q−1(V )) > 0. It follows that
the measure σq is non-degenerate on G/Gr . By Lemma 3.4, there is a well-defined function




)= f (x) (x ∈ G).


















f (t) d(δx ∗ δy)(t) = f ∗ δy.
It is evident that fq ∗ σq = fq on G/Gr . Since G/Gr is nilpotent of class r , fq is constant on
G/Gr . Hence f is constant. 
The above Liouville theorem is equivalent to the following formally stronger version.
Corollary 3.6. Let σ be a non-degenerate probability measure on a nilpotent hypergroup G.
Then every bounded continuous σ -harmonic function on G is a constant function.
Proof. Let f be a σ -harmonic function which is bounded and continuous. We can form the
Lp-spaces Lp(G,ω) with respect to the right Haar measure ω on G for 1 p ∞.
For each h ∈ L1(G,ω), the function hˇ on G given by
hˇ(x) = h(x) (x ∈ G)
is well defined and as in the group case [7, Lemma 3.2], the function hˇ ∗ f defined by
hˇ ∗ f (x) =
∫
G
hˇ(x ∗ y)f (y) dω(y)
is bounded and right uniformly continuous, which is also σ -harmonic. Hence hˇ ∗ f is a constant
function by the above theorem. In particular, we have
(hˇ ∗ f )(x) =
∫
G
h(y ∗ x)f (y) dω(y) =
∫
G
h(y)f (y ∗ x)dω(y)




for all x ∈ G and all h ∈ L1(G,ω), where the second equality follows from [4, Theorem 1.3.21].
By continuity of f , we have f (y ∗ x) = f (y) for all x, y ∈ G and hence f (x) = f (e) for all
x ∈ G. 
Remark 3.7. If σ = hω in the above corollary is absolutely continuous, then the conclusion holds
for all functions f in L∞(G,ω) since f ∗ σ(x) = ∫
G
f (y)h(y ∗ x)dω(y) which is continuous
(cf. [4, Theorem 1.3.21] and [18, Lemma 2.2]).
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sentation theory of compact hypergroups. A representation π of a hypergroup G in a Hilbert
space Hπ is a map π :G → B(Hπ), where B(Hπ) is the von Neumann algebra of bounded
operators on Hπ , such that:
(i) The map x → 〈π(x)u, v〉 is bounded and continuous on G, for each u,v ∈ Hπ .
(ii) 〈π(δx ∗ δy)u, v〉 = 〈π(x)π(y)u, v〉 and π(x) = π(x)∗, for each x, y ∈ G, u,v ∈ Hπ where,










μ ∈ M(G), u, v ∈ Hπ
)
.
The above definition is the same as [15, 11.3] when π is non-degenerate, in which case we have
‖π(μ)‖ ‖μ‖ [15, 6.1G]. Irreducible representations and their unitary equivalence are defined
as in the case of groups. Let Ĝ be the space of (equivalent classes) of irreducible representations






If G admits a right Haar measure ω, we define the Fourier transform of f ∈ L1(G,ω) by
f̂ = f̂ ω.
Every irreducible representation π :G → B(Hπ) of a compact hypergroup G is finite dimen-







where 1  i, j  dimHπ . Then {πij } forms a basis of L2(G,ω) and the Peter–Weyl theorem
holds [19,22].
Theorem 3.8. If σ is an adapted probability measure on a compact hypergroup G then each
σ -harmonic continuous function on G is constant.
Proof. Let f be a bounded continuous function on G satisfying f = f ∗ σ . Then we have







in L2(G,ω), where kπ is a constant depending on π and kπ  dimHπ .
1848 M. Amini, C.-H. Chu / Journal of Functional Analysis 261 (2011) 1835–1864We show f̂ (π) = 0 for π = ι. Suppose f̂ (τ ) = 0 for some τ = ι. Then we have σ̂ (τ )ξ = ξ
for some unit vector ξ ∈ Hτ . Hence













which implies that 〈τ(x)ξ, ξ 〉 = 1 for x ∈ suppσ since σ is a probability measure. It follows
from non-degeneracy of σ that 〈τ(x)ξ, ξ 〉 = 1 for all x ∈ G, contradicting τ = ι. Hence f (x) =∫
G
f dω for all x ∈ G. 
4. Positive harmonic functions on hypergroups
In this section, we derive a Harnack inequality for positive harmonic functions on a hyper-
group G and, if G is nilpotent and metrisable, we determine these functions completely.
To describe positive, possibly unbounded, σ -harmonic functions on a hypergroup G, one can
make use of Choquet’s representation theory on cones of Radon measures in M+(G). Let C be
a subcone of M+(G). A measure μ ∈ C is called extremal in C if every ν ∈ C with ν  μ is
a positive multiple of μ. Let ∂C be the set of extremal measures in C.
For a Radon measure ν ∈ M(G) and a real Borel function f on G, we define a measure
f ν ∈ M(G) by f ν(E) = ∫
E
f dν for each Borel set E ⊂ G.
If G admits a right Haar measure ω and if f is a positive solution of the equation f ∗ σ = f ,
then, as in [4, 1.4.3], the measure μ = fω ∈ M+(G) satisfies the equation
μ ∗ σ = (f ω) ∗ σ = (f ∗ σ)ω = fω = μ.




μ ∈ M+(G): μ ∗ σ = μ
}
.
To achieve this, we consider the larger cone
Cσ =
{
μ ∈ M+(G): μ ∗ σ  μ
}
which is closed in the weak* topology σ(M(G),Cc(G)). Hence, if G is separable and metrisable,
then Cσ is weak* complete by [5, 12.2] and ∂Cσ is a Borel set. By Choquet’s representation





where, for μ ∈ Hσ ⊂ Cσ , the measure P is supported on the Borel set ∂Hσ = Hσ ∩ ∂Cσ . If G is
nilpotent, we describe ∂Hσ , and hence Hσ , completely.
Lemma 4.1. Let σ be a positive non-degenerate Radon measure on a hypergroup G. Let f be
a non-negative continuous σ -harmonic function on G. Then either f is identically zero or f is
strictly positive everywhere on G.
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tradiction. The open set
V = {x ∈ G: f (x) > 0}
is nonempty and hence σn(V ) > 0 for some n ∈ N by non-degeneracy of σ . Hence






f (x) dσn(x) > 0
which is impossible. This proves f (e) > 0.
For each z ∈ G, the left translate f (z∗·) is not identically zero since f (x) > 0 for some x ∈ G
implies f > 0 on some open neighbourhood V of x and f (z ∗ z ∗ x) ∫
V
f d(δz ∗ δz ∗ δx) > 0
where x ∈ supp(δz ∗ δz ∗ δx). Repeating the previous arguments to the σ -harmonic function
f (z ∗ ·) gives f (z) = f (z ∗ e) > 0. 
Let G be a hypergroup which has a right Haar measure ω. Denote by  the modular func-
tion of G. Let σ = ϕω ∈ M+(G) be an absolutely continuous probability measure on G, with
compact support. By taking an infinite series involving repeated convolutions of σ with itself, as
in [11, p. 397], one can find a strictly positive lower semicontinuous function ψ on G such that






Lemma 4.2. The set C1 = {μ ∈ C∗c (G)+: μ ∗ψ(e) = 1} is relatively weak* compact in M+(G).
Proof. It suffices to show that for each h ∈ C∗c (G), there is a constant ch > 0 such that μ(h) ch
for all μ ∈ C1. Indeed, we have ψ(x)(x) ch > 0 for all x in the compact support of h and it




ψ(x)(x)dμ(x) = ‖h‖∞. 
For each μ ∈ Hσ , the function f :G → (0,∞) defined by
f (x) = μ ∗ ϕ(x) =
∫
G
ϕ(y ∗ x)(y)dμ(y) (x ∈ G)
is continuous and we have μ = fω where
μ ∗ σ(h) =
∫ ∫
h(x)ϕ(y ∗ x)(y)dμ(y)dω(x) (h ∈ Cc(G)).
G G
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convergence on compact sets in G. By [4, Theorem 1.2.31], the mapping μ ∈ M(G) → μ ∗ ϕ ∈
C(G) is continuous in the weak* topology of M(G). Under this mapping, the image of the set
C1 ∩ Hσ is the set
H1 =
{
f ∈ C(G): f ∗ σ = f  0, f (e) = 1}
which is therefore compact in the topology of C(G), by Lemma 4.2. It follows from Ascoli’s
theorem that, for each compact subset K in G, the set{
f |K : f ∈ C(G), f ∗ σ = f  0, f (e) = 1
}
is bounded by a constant cK > 0, say. Therefore we have deduced the following version of
Harnack inequality for σ -harmonic functions.
Theorem 4.3. Let G be a hypergroup which admits a right Haar measure ω and let σ be an
ω-absolutely continuous non-degenerate probability measure on G, with compact support. Then
for each compact subset K of G, there is a constant cK > 0 such that
f (x ∗ y) cKf (x) (x ∈ G, y ∈ K)
for all positive continuous σ -harmonic functions f on G.
Proof. For each x ∈ G and each positive continuous σ -harmonic function f on G, the function
g :G → (0,∞) defined by
g(y) = f (x ∗ y)
f (x)
(y ∈ G)
is positive continuous σ -harmonic and its value at e is 1, therefore we have, by the above remark,
f (x∗y)
f (x)
 cK for all y ∈ K. 
Corollary 4.4. Let σ be a non-degenerate probability measure, absolutely continuous with re-
spect to a right Haar measure ω on a hypergroup G. Let σ have compact support. Then for each
μ = fω ∈ ∂Hσ , we have
f (z ∗ x)f (e) = f (z)f (x)
for all x ∈ G and all central elements z.
Proof. As remarked before, G is a countable union of compact sets. Let z ∈ K for some compact
subset K of G. By the Harnack inequality, there is a constant cK > 0 such that f (x∗z) cKf (x)
for all x ∈ G. It follows that the measure δz ∗ μ ∈ Hσ satisfies δz ∗ μ = μ ∗ δz  cKμ for each
central element z in G. By extremality of μ, we have
δz ∗μ = g(z)μ
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f (z ∗ x) = g(z)f (x) (z ∈ Z, x ∈ G)
and f (z) = g(z)f (e). Hence the desired result follows. 
We now consider positive harmonic functions on nilpotent hypergroups. For this, we need
some lemmas first.
Lemma 4.5. Let G be a nilpotent hypergroup. Then for each a ∈ G, we have supp(δa ∗ δa) ⊂
Z(G).
Proof. Let G have class series
G = G0 ⊃ G1 ⊃ · · · ⊃ Gr−1 ⊃ Gr = {e}.
Since Gr−1 is supernormal, we have supp(δa ∗ δa) ⊂ Gr−1 ⊂ Z(G). 
Let Z = Gr(G) ∩ Z(G) be the subgroup of G consisting of central elements in the maximal
subgroup Gr(G) of G.
Lemma 4.6. Let σ be an absolutely continuous non-degenerate probability measure on a hy-
pergroup G and let σ have compact support. Then for each μ = fω ∈ ∂Hσ , the density f is
constant on supp(
δG ∩ δZ).
Proof. Without loss of generality, we assume f (e) = 1 so that f (z ∗ x) = f (z)f (x) for z ∈ Z
and x ∈ G, by Corollary 4.4. We show that f takes constant value 1 on supp(
δG ∩ δZ).
Observe that for any c ∈ G,
f (c ∗ z ∗ c ∗ x) =
∫
supp(δc∗δz∗δc)




f (t)f (x) d(δc ∗ δz ∗ δc)(t)
= f (c ∗ z ∗ c)f (x) = f (x ∗ c ∗ z ∗ c). (4.1)
Let z ∈ supp(
δG ∩ δZ) with δz = δa ∗ δb ∗ δa ∗ δb. We need to show f (z) = 1.
By Harnack’s inequality, there is a positive constant ca such that
f (x)f (a ∗ a) = f (x ∗ a ∗ a) f (x ∗ a)ca (x ∈ G)
which gives
f (x ∗ a) Caf (x) (x ∈ G)
where Ca = f (a ∗ a)/ca . We have
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= δz ∗ δa ∗ δb ∗ δz
= δb ∗ δa ∗ (δb ∗ δa ∗ δa ∗ δb) ∗ δz. (4.2)
Let Cf be the closed cone in C(G) generated by the functions {f (an ∗ ·): n ∈ N}. Each
function h ∈ Cf also satisfies h(z ∗ x) = h(z)h(x) for x ∈ G. Let
K = {h ∈ Cf : h(e) = 1}
which is convex and a closed subset of H1 in C(G) and is therefore compact in C(G). Define
T : K → K by (T h)(x) = h(a ∗ x)
h(a)
.
By the Schauder fixed-point theorem, there exists k ∈ K such that T k = k giving
k(a ∗ x) = k(a)k(x) (x ∈ G). (4.3)
For every h ∈ K , we have h(x ∗ c ∗ z ∗ c) = h(x)f (c ∗ z ∗ c) for z ∈ Z and c, x ∈ G, by (4.1).
In particular, we have, from (4.2),
k(a ∗ b) = k(b ∗ a)f (b ∗ a ∗ z ∗ a ∗ b).
Since Z is a subgroup, it is unambiguous to write δzn = δz ∗ δz ∗ · · · ∗ δz︸ ︷︷ ︸
n-times
for some element
zn ∈ Z. Observe that
δa ∗ δb ∗ δb = δa ∗ δb ∗ δb ∗ δz2 ∗ δz2
= (δb ∗ δa ∗ δb ∗ δa) ∗ (δb ∗ δa ∗ δb ∗ δa) ∗ δa ∗ δb ∗ δb ∗ δz2
= δb ∗ (δb ∗ δa ∗ δb ∗ δa) ∗ (δa ∗ δb ∗ δa) ∗ δa ∗ δb ∗ δb ∗ δz2
= (δb ∗ δb ∗ δa) ∗ δb ∗ δb ∗ (δa ∗ δa) ∗ δa ∗ δa ∗ δb ∗ δb ∗ δz2
where the last equality follows from applying Lemma 2.3 to the measure δa ∗ δa . By (4.1), we
have
k(a ∗ b ∗ b) = k(b ∗ b ∗ a)f (b ∗ b ∗ a ∗ z2 ∗ a ∗ a ∗ a ∗ b ∗ b)
= k(b ∗ b ∗ a)f (b ∗ (b ∗ a ∗ z ∗ a ∗ b) ∗ a ∗ z ∗ a ∗ b)
= k(b ∗ b ∗ a)f (b ∗ a ∗ z ∗ a ∗ b)2.
By iteration, we have
k(a ∗ b ∗ · · · ∗ b︸ ︷︷ ︸ ) = k( b ∗ · · · ∗ b︸ ︷︷ ︸∗ a)f (b ∗ a ∗ z ∗ a ∗ b)n.
n-times n-times




)= k(bn ∗ a)f (b ∗ a ∗ z ∗ a ∗ b)n.
We now show f (b ∗ a ∗ z ∗ a ∗ b) = 1. If f (b ∗ a ∗ z ∗ a ∗ b) > 1, we deduce a contradiction.









f (b ∗ a ∗ z ∗ a ∗ b)n
which gives the contradiction
k(a) Caf (b ∗ a ∗ z ∗ a ∗ b)n → ∞ as n → ∞.
On the other hand, f (b ∗ a ∗ z ∗ a ∗ b) < 1 is also impossible since Harnack’s inequality implies
there exists ca > 0 with
0 < k(a) caf (b ∗ a ∗ z ∗ a ∗ b)n → 0.
Hence we have f (b ∗ a ∗ a ∗ b)f (z) = f (b ∗ a ∗ z ∗ a ∗ b) = 1.
Likewise, by considering k(b ∗ a) = k(a ∗ b)f (a ∗ b ∗ b ∗ a ∗ z), one obtains f (b ∗ a ∗
a ∗ b)f (z) = 1. If f (b ∗ a ∗ a ∗ b) 1, then 1 = f (b ∗ a ∗ a ∗ b)f (z) f (z) and also 1 f (z).
Therefore
f (z) f (z)f (z) = f (z ∗ z) = f (e) = 1
which gives f (z) = f (z) = 1.
If f (b ∗ a ∗ a ∗ b)  1, then we also have 1  f (z), f (z), yielding f (z) = f (z) = 1 as be-
fore. 
Evidently, given f as in Lemma 4.6 and let 〈supp(
δG ∩ δZ)〉 ⊂ Z be the smallest su-
pernormal subhypergroup containing supp(
δG ∩ δZ), we also have f (z) = 1 for all z ∈
〈supp(
δG ∩ δZ)〉.
Given subhypergroups H1,H2 of a hypergroup G, we denote by H1H2 the subhypergroup
generated by H1 ∗H2.
Lemma 4.7. Let G be a hypergroup and let H = 〈supp(
δG ∩ δZ)〉 ⊂ Z. If H1 and H2 are su-
pernormal subhypergroups of G such that H2 ⊂ H1, then HiH is a supernormal subhypergroup










Moreover, if G is a nilpotent hypergroup, then G/H is a nilpotent group.
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{a1} ∗ {b1} ∗ · · · ∗ {an} ∗ {bn}
⊂ ({a1} ∗ {b1}) ∗ ({a1} ∗ {a1}) ∗ ({a2} ∗ {b2})
∗ ({a2} ∗ {a1} ∗ {a1} ∗ {a2}) ∗ · · · ∗ ({a1} ∗ {a2} · · · ∗ {an})
∗ {bn} ∗
({an} ∗ {an−1} · · · ∗ {a1}) ∗ ({a1} ∗ {a2} ∗ · · · ∗ {an})
= ({a1} ∗ {b1} ∗ {a1}) ∗ ({a1} ∗ {a2} ∗ {b2} ∗ {a2} ∗ {a1}) ∗ · · ·
∗ ({a1} ∗ {a2} · · · ∗ {an} ∗ {bn} ∗ {an} ∗ {an−1} · · · ∗ {a1}) ∗ ({a1} ∗ {a2} · · · ∗ {an})
⊂ H ∗H ∗ · · ·H ∗ ({a1} ∗ {a2} · · · ∗ {an})
⊂ H ∗H1 ⊂ HH1.
Also for each x ∈ G, we have
{x} ∗H ∗H1 ∗ {x} ⊂
({x} ∗H ∗ {x}) ∗ ({x} ∗H1 ∗ {x})⊂ H ∗H1.
Hence HH1 = 〈H ∪ H1〉 = H1H is a supernormal subhypergroup of G, and the same holds
for H2. In particular H2H is a supernormal subhypergroup of H1H and H2H/H is a normal




Since H is a supernormal subhypergroup of G, the quotient G/H is a group by [24]. Let G
be a nilpotent hypergroup with descending series
G = G0 ⊃ G1 ⊃ · · · ⊃ Gr−1 ⊃ Gr = {e}
where Gi−1/Gi is contained in the centre Z(G/Gi) of G/Gi , for i = 1, . . . , r . Then G/H is
a nilpotent group with descending series
G/H ⊃ G1H/H ⊃ · · · ⊃ Gr−1H/H ⊃ {H }











for i = 1, . . . , r . 
Lemma 4.8. Let σ be an absolutely continuous non-degenerate probability measure on a
nilpotent hypergroup G with right Haar measure ω and let σ have compact support. Let
G′ = 〈supp
δG〉 be the commutator subhypergroup of G. Then for each μ = fω ∈ ∂Hσ , the
density f is constant on each coset G′ ∗ {x} of G′. In particular, f (a ∗ x) = f (x) for all a ∈ G′.
Proof. Multiplying by a constant, we may assume f (e) = 1. Let H = 〈supp(
δG ∩ δZ)〉. By
Lemma 4.6, we have f = 1 on H . It follows that, for each p ∈ H ⊂ Z(G) and x ∈ G, we have
f (p ∗ x) = f (p)f (x) = f (x).
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Lemma 3.4, f induces a function F on G/H well defined by
F
(
H ∗ {x})= f (x) (x ∈ G).
As in the proof of Theorem 3.5, we have
F ∗ σq = F
where σq = σ ◦ q−1 is the induced probability measure on G/H . It follows from a result of
Margulis in [16] that F is constant on each coset of the commutator subgroup G′/H of G/H .
That is, for each a ∈ G′ and x ∈ G, we have F((H ∗ {a})(H ∗ {x})) = F(H ∗ {x}) = f (x).
Let t ∈ G′ ∗ {x}. Then t ∈ {a} ∗ {x} for some a ∈ G′ and we have H ∗ {t} = (H ∗ {a})(H ∗ {x})
in G/H . Hence
f (t) = F (H ∗ {t})= F ((H ∗ {a})(H ∗ {x}))= F (H ∗ {x})= f (x).
Moreover,
f (a ∗ x) =
∫
G
f (t) d(δa ∗ δx)(t) =
∫
G
f (x)d(δa ∗ δx) = f (x). 
To characterise the positive harmonic functions on a nilpotent hypergroup, we introduce the
notion of an exponential function. A real or complex continuous function g on a hypergroup G
is called an exponential function if it satisfies
g(x ∗ y) = g(x)g(y) (x, y ∈ G).
We note that a σ -compact metric space is separable.
The following theorem generalises the result in [9, Theorem 2.1], but the proof is more com-
plete.
Theorem 4.9. Let G be a metrisable nilpotent hypergroup with a right Haar measure ω and let
σ be a non-degenerate absolutely continuous probability measure on G, with compact support.
Then for each μ ∈ M+(G), the following conditions are equivalent.
(i) μ ∈ ∂Hσ .
(ii) μ = cgω where c 0 and g :G → (0,∞) is an exponential function satisfying∫
G
g(x)dσ (x) = 1.
Proof. (i) ⇒ (ii). If G is a commutative group, then by [12], there is an exponential function g
on G such that μ = cgω for some c > 0 and ∫
G
g(x)dσ (x) = 1.
Let G be any nilpotent hypergroup, with commutator subhypergroup G′, and let q :G →
G/G′ be the quotient map.
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)= f (x) (x ∈ G).
Let ωq be a right Haar measure on G/G′. Then, as in the proof of Theorem 2.5, the lifted
measure ωPq is right invariant on G and hence ωPq = αω for some α > 0.
Define a measure σq on the quotient G/G′ by σq = σ ◦q−1. Then σq is a probability measure
on G/G′ with compact support. We now show that σq is absolutely continuous with respect
to ωq . Let E ⊂ G/G′ be a compact ωq -null set and let K = q−1(E)∩ suppσ which is a compact
set in G. For each non-negative function h ∈ CK(G), we have



































where t ∈ K ∩ supp(δy ∗ δx) implies G′ ∗ {x} = G′ ∗ {t} = q(t) ∈ E. Hence ω(K) = 0 and






for each h ∈ Cc(G/H).
Let μq = Fωq . We show that μq ∗ σq = μq . Each function in Cc(G/G′) is of the form Ph
for some h ∈ Cc(G). We have, by (2.2), (2.3) and the remark before them,
























































































(Ph)F dω = μq(Ph).







+: ν ∗ σq = ν
}
.
For each ν ∈ Hσq , it is straightforward to verify that νP ∈ ∂Hσ . Further, if ν  μq , then νP 










for all h ∈ Cc(G). Therefore μq is extremal in the cone Hσq .
Since G/G′ is a commutative group, there is an exponential function g :G/G′ → (0,∞) such
that μq = cgωq and
∫
G/G′ g(q(x)) dσq(q(x)) = 1. This gives
μ = αc(g ◦ q)ω and
∫
G
(g ◦ q)(x) dσ (x) = 1.
(ii) ⇒ (i). If μ = cgω as in (ii), then clearly μ ∈ Hσ . To show that μ is extremal, we may
assume c > 0. Let ν ∈ Hσ and ν  μ. Define ν˜ = gν and σ˜ = gσ where g(x) = g(x). Then
supp σ˜ = suppσ and, for each h ∈ Cc(G), we have∫
G











h(s ∗ t)g(s)g(t) dν(s) dσ (t)
=
∫ ∫
h(s ∗ t)g(s ∗ t) dν(s) dσ (t)
G G
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∫
G








hence ν˜ ∈ Hσ . Next we show that ν˜ is right invariant. Given h ∈ Cc(K), define a function f
on G by
f (x) = ν˜ ∗ δx(h) (x ∈ G).
Then, for each x ∈ G, we have
(f ∗ σ˜ )(x) =
∫
G


































h(y ∗ x)dν˜(y) = f (x)
and hence f is σ˜ -harmonic on G. Further, f is bounded since ν˜  cω and h has compact support.
Also σ˜ is a probability measure on G as σ˜ (G) = ∫
G
g(x)dσ (x) = 1. Therefore by Theorem 3.5,
f is constant which gives ν˜ ∗ δx = ν˜ ∗ δe = ν˜. Hence ν˜ = αω for some α  0 and ν = αc−1μ,
proving extremality of μ. 
Using Choquet theory as discussed before Lemma 4.1, we have the following result readily
from Theorem 4.9.
Theorem 4.10. Let G be a metrisable nilpotent hypergroup and let σ be a non-degenerate
absolutely continuous probability measure on G, with compact support. Then every positive
σ -harmonic function f on G is of the form
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∫
E




g: g is a continuous exponential function on G,
∫
G
g(x)dσ (x) = g(e)
}
and P is a probability measure on E .
Example 4.11. Let (N,∗) be a polynomial hypergroup associated with a sequence of polyno-
mials {pn}, for instance, the Legendre polynomials. It has been shown in [20, p. 173] that the
exponential functions g on (N,∗) are of the form
g(n) = pn(z) (n ∈ N)
for some z ∈ C. Hence the positive σ -harmonic functions on (N,∗) are completely determined
by the above theorem.
5. Spherical functions
To discuss an application to harmonic spherical functions, we consider the more general set-
ting of spherical hypergroups for which the results below have wider applications. Spherical
hypergroups have been introduced in [26] in connection with symmetric spaces. One can in-
troduce a larger class of spherical hypergroups associated with locally compact groups equipped
with a spherical projection, as in [17]. Our definition of a spherical projection is formally stronger
than the notion of a spherical projector in [17].
Let G be a locally compact group with identity e and right Haar measure ω. Let
〈·,·〉 : (f,μ) ∈ Cc(G) ×M(G) →
∫
G
f dμ ∈ C
be the usual pairing. The duality between Lp(G,ω) and Lp′(G,ω), for p′ = p





A positive linear map θ :Cc(G) → Cc(G), with transpose map θ t :M(G) → M(G), is called a
spherical projection if θ2 = θ and it satisfies, for all f,g ∈ Cc(G) and x, y ∈ G,
(i) θ(θ(f )g) = θ(f )θ(g),
(ii) 〈θ(f ), g〉 = 〈f, θ(g)〉,
(iii) ∫
G
θ(f )dω = ∫
G
f dω,
(iv) θ(θ(f ) ∗ θ(g)) = θ(f ) ∗ θ(g),
(v) {supp θ t (δx): x ∈ G} ⊂ C(G) forms a partition of G,
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(vii) supp θ t (δxy) = supp θ t (δe) implies supp θ t (δy) = supp θ t (δx−1),
(viii) the map x ∈ G → supp θ t (δx) ∈ C(G) is continuous.
The above conditions, apart from (v), are the same as the ones in [17, Definition 2.1]. For
y ∈ supp θ t (δx), we have θ t (δy) = θ t (δx) [17, Proposition 2.9] and hence x ∈ supp θ t (δx) by
condition (v) above. In the terminology of [15, 13.1], conditions (v) and (viii) together says that
{supp θ t (δx): x ∈ G} is a continuous decomposition of G which implies that the quotient map q
defined below is proper, that is, the q-inverse image of a compact set is compact. A motivating
example comes from spherical functions on semisimple Lie groups.
Example 5.1. Let G be a semisimple Lie group and K a maximal compact subgroup so that






f (kx)dk d (x ∈ G). (5.1)
Then θ is a spherical projection and supp θ t (δx) = KxK . The spherical functions in Cc(G) are
the functions f satisfying θ(f ) = f . They identify with functions on the double coset space
G//K = {KxK: x ∈ G} which is a special example of a spherical hypergroup defined be-
low.
Let G be a locally compact group with a spherical projection θ . For each x ∈ G, we denote
xθ = supp θ t (δx) and equip the set
Gθ := {xθ : x ∈ G}
with the quotient topology of the surjective map q :x ∈ G → xθ ∈ Gθ . By condition (viii) above
and [15, 13.1B, 13.1F], Gθ is locally compact and the quotient map q :G → Gθ is open.
Let θ :Cc(G) → Cc(G) be a spherical projection. Then it extends to a contractive linear map
on Lp(G,ω) for 1 p < ∞, still denoted by θ . Let θ∗ :L∞(G,ω) → L∞(G,ω) be the dual map
of θ :L1(G,ω) → L1(G,ω). Then θ∗|Cc(G) = θ |Cc(G) by condition (ii) above. To simplify nota-
tion, we write θ for θ∗. The range θ(Cc(G)) of θ consists of the θ -spherical functions in Cc(G),
where a function f ∈ Lp(G,ω) is called a θ -spherical function if it satisfies
θ(f ) = f.
A function f ∈ Cc(G) is θ -spherical if, and only if, f (xθ ) = {f (x)} for all x ∈ G [17, Proposi-
tion 2.9]. Hence each function f ∈ θ(Cc(G)) induces a function fθ ∈ Cc(Gθ ) defined by
fθ (xθ ) := f (x).
Conversely, a complex continuous function f on Gθ can be lifted to a continuous function
f ◦ q on G via the quotient map q :G → Gθ . Since q is proper, f ◦ q has compact support in G
whenever f has one in Gθ . Hence f ∈ Cc(Gθ ) implies f ◦ q ∈ θ(Cc(G)). It follows that
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is a contractive surjection and we can identify θ(Cc(G)) with Cc(Gθ ) via the map f → fθ .
Likewise f ∈ C0(Gθ ) implies f ◦ q ∈ θ(C0(G)) and the natural extension of Pθ to C0(G) will
still be denoted by Pθ .
We note that, if f ∈ Cb(G), then the formula in [17, (2.1)] applies to f . Hence, by [17,
Proposition 2.10], the translate δa ∗ f of a spherical function f ∈ Cb(G) is also spherical.
Since the quotient map q is proper, the induced measure μ ◦ q−1 of a Radon measure μ on G
is a Radon measure on Gθ . A measure μ ∈ M(G) is called θ -radial if θ t (μ) = μ. For each
μ ∈ M(G), the measure θ t (μ) is θ -radial and satisfies∫
G
(f ◦ q)dθ t (μ) =
∫
G
θ(f ◦ q)dμ =
∫
G





μ ◦ q−1) (f ∈ C0(Gθ )).
Hence we can identify θ t (μ) with the measure μ ◦ q−1 ∈ M(Gθ ).
It has been shown in [17, Theorem 2.12] that Gθ is a hypergroup with convolution and invo-
lution
δxθ ∗ δyθ = θ t
(





respectively, called the spherical hypergroup of (G, θ). In Example 5.1, Gθ is just the double
coset space G//K .
Let Gθ be a spherical hypergroup of (G, θ). Then it admits a right Haar measure ωθ := ω◦q−1
where ω is the right Haar measure of G. Given a measure σ ∈ M(Gθ), we can lift it to a measure










For each function h ∈ Lp(G,ω), we denote by hˇ the function
hˇ(x) = h(x−1) (x ∈ G).
If h ∈ Cc(G), then hˇ ∈ Cc(G) also.
Let f ∈ Cc(Gθ ). Then f ◦ q is a θ -spherical function in C0(G). Let σ ∈ M(Gθ). Then we
have
(f ◦ q) ∗ σPθ (x) =
∫
G
(f ◦ q)(xy−1)dσPθ (y) = ∫
G







δx−1 ∗ (f ◦ q)
)ˇ(y) dσPθ (y) = ∫ θ((δx−1 ∗ (f ◦ q))ˇ)θ (yθ ) dσ (yθ )G Gθ




δx−1 ∗ (f ◦ q)
)ˇ(y) dσ (yθ ) = ∫
Gθ
(








f (xθ ∗ yθ ) dσ (yθ ) (5.2)
where the last equality follows from [17, (2.4)].
Lemma 5.2. Let Gθ be the spherical hypergroup of (G, θ) and let ω be the right Haar measure
on G. If a positive measure σ ∈ M(Gθ) is absolutely continuous with respect to ωθ , then the
lifted measure σPθ is absolutely continuous with respect to ω.
Proof. Let q :G → Gθ be the quotient map and let σ = hωθ where h ∈ L1(G,ωθ ) is the Radon–
Nikodym derivative. Then h ◦ q ∈ L1(G,ω).




)〉= 〈θ(f ), σPθ 〉= 〈Pθ (θ(f )), σ 〉= 〈Pθ(f ), σ 〉= 〈f,σPθ 〉.
















θ(f )(h ◦ q)dω =
∫
G
f θ(h ◦ q)dω
and hence σPθ = (h ◦ q)ω. 
We now show that the Liouville theorem for a group G passes onto the spherical hyper-
group Gθ . To facilitate discussion, we introduce the following definition.
Definition 5.3. Let G be a hypergroup with a right Haar measure. We say that G has the Liouville
property if for any non-degenerate absolutely continuous probability measure σ on G, every
σ -harmonic function f ∈ L∞(G,ω) is constant.
We have shown that all nilpotent hypergroups enjoy the Liouville property.
Theorem 5.4. Let G be a locally compact group with the Liouville property. Then for every
spherical projection θ on Cc(G), the spherical hypergroup Gθ has the Liouville property.
Proof. Let ω be the right Haar measure on G and let q :G → Gθ be the quotient map.
Given a non-degenerate absolutely continuous probability measure σ = hωθ on Gθ , and given
a σ -harmonic function f ∈ L∞(Gθ ,ω), we show that f is constant. Note that f is continuous
by Remark 3.7.
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the n-fold convolution of h and let
Sn =
{
xθ ∈ Gθ : hn(xθ ) > 0
}
.

















Since translations of θ -spherical functions are θ -spherical, we have
h(xθ ∗ yθ ) =
∫
Gθ










(h ◦ q)d(θ t (δx) ∗ θ t (δy−1))= (h ◦ q)(xy−1).
It follows that (h◦ q)n = hn ◦ q for all n ∈ N. Given x ∈ G with x ∈ V for some open set V ⊂ G,
we have xθ ∈ q(V ) and there exists yθ ∈ q(V ) satisfying hn(yθ ) > 0, by (5.3). Let yθ = vθ for





x ∈ G: (h ◦ q)n(x) > 0})c. (5.4)
By Lemma 5.2, the lifted measure σPθ = (h ◦ q)ω is absolutely continuous on G and further,
σPθ is non-degenerate on G by (5.4).
The usual measure theoretic arguments involving simple functions implies that the for-
mula (5.2) applies to the θ -spherical function f ◦ q:
(f ◦ q) ∗ σPθ (x) =
∫
Gθ
f (xθ ∗ yθ ) dσ (yθ ) = f (xθ ).
Hence the bounded continuous function f ◦ q is σPθ -harmonic. Since G possesses the Liouville
property, f ◦ q , and hence f , must be constant. 
The converse of the above theorem is false. Indeed, the double coset space G//K of a Gelfand
pair (G,K) is a spherical hypergroup Gθ with spherical projection θ given in (5.1). Since G//K
is commutative, it enjoys the Liouville property by Theorem 3.3; but G fails the Liouville prop-
erty if it is not amenable. Nevertheless, in applications, often the Liouville property of a spherical
hypergroup suffices.
Example 5.5. The open unit disc D, as a Riemannian symmetric space, can be represented as





. Consider the double coset space
SU(1,1)//K as a spherical hypergroup SU(1,1)θ , where θ :Cc(SU(1,1)) → Cc(SU(1,1)) is
1864 M. Amini, C.-H. Chu / Journal of Functional Analysis 261 (2011) 1835–1864defined as in (5.1). The radial functions on D identify with the spherical functions on SU(1,1),
that is, functions on SU(1,1)//K = Gθ . The radial measures on D identify with the θ -radial
measures on SU(1,1), that is, the ones which are K-bi-invariant. Let σ = δ0 be a radial prob-
ability measure on D. Consider σ as a measure on SU(1,1), the convolution σ 2 = σ ∗ σ is
absolutely continuous, by [3, Lemma 0.3], and hence adapted by connectedness of D. Given any
bounded radial function f satisfying f ∗ σ = f , it is σ 2-harmonic and hence must be constant,
by the Liouville property of SU(1,1)//K . This fact was proved in [3] by different means and
was the key to show a main result in [3, Theorem 3.1] which states that the bounded σ -harmonic
functions on D are exactly the bounded solutions of the Laplace equation f = 0. Actually,
one can also consider σ -harmonic functions for a complex measure σ and it has been shown
in [1] and [2, Theorem 7.1] that, under some condition on a radial complex measure σ on D,
a bounded σ -harmonic function f on D satisfies f = 0. This includes the above result for
radial probability measures as a special case.
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