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Introduction
Scheduling involving controllable job processing times has received increasing research attention in the last two decades due to its compliance with the real needs of modern production systems. In such systems, production managers usually face the problem of scheduling the jobs at faster processing times with higher costs. Jobs' processing times are usually controllable (compressible) by allocating additional resources, such as working overtime, performing subcontracting, running machines at higher speeds, consuming more energy, fuels, etc. The efficient coordination of job scheduling and resource allocation decisions is a critical factor for a modern production system to achieve competitive advantage.
This paper considers the problem of scheduling multiple jobs with controllable processing times on a single machine and the objective to minimize the total weighted job completion time plus the cost of compression. We will refer to this problem as TWJCTP for short.
TWJCTP is NP-hard (Wan et al. 2001, Hoogeveen and Woeginger 2002) and consequently the right way to proceed is through the use of heuristic techniques. In all our knowledge no other heuristic exists in the literature for directly solving large size instances of TWJCTP.
This paper aims at contributing to fill this gap facing TWJCTP by means of modern population-based heuristics namely differential evolution (DE), particle swarm optimization (PSO), genetic algorithm (GA), and evolution strategies (ES). The performance of each one of them is examined under the influence of two different encoding schemes necessary for mapping the genotypes (evolving vectors) to phenotypes (actual job schedules). A new, simple control scheme for estimating the control parameters settings for the case of DE, PSO and GA is also presented. The proposed control scheme is adaptive and found superior to traditional deterministic control schemes with regard to the quality of solutions obtained.
The scheduling problem with controllable processing times and costs has been studied by researchers such as (Vickson 1980a , 1980b , Van Wassenhove and Baker 1982 , Daniels and Sarin 1989 , Zdrzalka 1991 , Panwalkar and Rajagopalan 1992 , Alidace and Ahmadian 1993 , Guochun and Foulds 1998 , Biskup and Cheng 1999 , Foulds and Guochun 1999 , Wan et al. 2001 , Hoogeveen and Woeginger 2002 . Vickson (1980a Vickson ( , 1980b initiates the topic, first, by considering the problem with the objective of minimizing the total flow time and the total processing cost incurred due to the job processing time compression (Vickson 1980a) . Then by considering the problem of minimizing the total flow and resource costs under the assumption that the job flow costs are identical (Vickson 1980b) . Van Wassenhove and Baker (1982) proposed an algorithm to determine the trade-off curve between maximum tardiness and total amount of compression on a single machine. Later, Daniels and Sarin (1989) extended the work of Van Wassenhove and Baker (1982) by considering the additional constraint of allowed maximum job tardiness. Zdrzalka (1991) considered a single machine 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 F o r P e e r R e v i e w O n l y scheduling problem in which each job has a release date, a delivery time and a controllable processing time; and gave an approximation algorithm for minimizing the overall schedule cost. Panwalkar and Rajagopalan (1992) considered the common due date assignment and single machine scheduling problem in which the objective is the sum of penalties based on earliness, tardiness and processing time compressions. The authors showed that the problem can be reduced to a linear assignment problem. Their results extended later by Alidace and Ahmadian (1993) to the parallel machine scheduling case. Biskup and Cheng (1999) also extended the work of Panwalkar and Rajagopalan (1992) by adding the total completion time in the objective function, and showed that the extended problem can be solved as an assignment problem. An early survey with results on the specific research field can be found in (Nowicki and Zdrzalka 1990 ). An up-to-date extended survey in the field together with a unified framework for the related scheduling problems can be found in the recent paper of Shabtay and Steiner (2007) .
The rest of this paper is organized as follows: Section 2 formulates TWJCTP. Section 3 describes very briefly DE, PSO, GA and ES. Section 4 introduces the way the four population-based heuristics can be applied on TWJCTP, while Section 5 presents and discusses the results of the experimental evaluations of the algorithms. Finally, Section 6 summarizes the contribution of the paper and states some directions for future work.
Problem formulation
To facilitate the presentation, the following notations are used throughout the paper: 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
Hence, ƒ is a bi-criteria objective function composed by total weighted completion time of the n jobs in π , and the corresponding total cost of compressing these jobs. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 i.e., the set of solutions that are not dominated by any other solution in the search space when all the objectives are considered, and they do not dominate each other in the set.
Lemma 1: There is always an optimal schedule to TWJCTP in which every job i J (i=1,…,n) is either totally uncompressed ( i y =0), or totally compressed ( i y = i u ). The proof can be found in Hoogeveen and Woeginger (2002) .
Population-based heuristics
DE (Storn and Price 1997) , PSO (Eberhart and Kennedy 1995) , GAs (Holland 1975) and ES (introduced in the early of 1960s by Rechemberg and Schwefel; see Fogel (1995) for a detailed description) belong to a modern class of heuristics known as evolutionary algorithms.
Independently of the form of the optimization problem, any evolutionary algorithm undergoes the following general operation mechanism (Michalewicz and Fogel 2000) : The main differences between DE, PSO, GAs, and ES rely on the way they perform steps by exploiting information such as the current quality of an individual, its own best quality in history, and the quality of its neighbours. A GA from the other site replaces only a subset of S using a suitable parent selection strategy. Offspring are created by applying crossover and 
Problem representation: mapping real-valued vectors to TWJCTP solutions
For the application of these heuristics on TWJCTP one must decide how to decode the real-valued vectors maintained and evolved (the genotypes) to actual TWJCTP solutions (phenotypes). For a n-job TWJCTP a candidate solution consists of a job sequence π , i.e., a permutation of the integers 1,2,…,n, together with a compression vector y , i.e., a string of [1,n] ). To that purpose, a real-valued vector containing 2n real numbers has been made was selected for use (see Fig. 1 ). The n most left components of the vector corresponds to π and its n most right components corresponds to y . In the following we will refer to the two parts of the vector with π-part and y-part for short, respectively. Figure 1 about here >
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Creating a job sequence from a real-valued vector
After the decision about the structure of the implemented genotype, a way to map this structure to an actual TWJCTP solution must be determined. In the literature there are at least two different encoding schemes for representing permutations through real-valued vectors namely, random keys (Bean 1994) and sub-range keys (Nearchou 2006) . Both of them were adopted and their influence on the performance of the examined heuristics was investigated.
The application of the two encoding schemes on TWJCTP is explained below through a simple example. and so on. Finally, the generated (by sub-range keys) schedule is (4 3 1 2 4).
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As it is clear, this schedule is illegal since it contains duplicated jobs. To produce a valid version of the schedule the following very simple two-steps repairing procedure is applied on the proto-schedule: 
Creating a compression vector from a real-valued vector
It is now the time to obtain the compression vector y corresponding to x . To achieve this mapping, the following encoding mechanism is proposed 
A multi-objective procedure for TWJCTP
The attempt with the multi-objective problem (MOP) studied in this paper is to find a b) The main population is iteratively updated using an elitist preserving strategy. Based on this strategy, a portion of the main population is randomly replaced by a number of elite Pareto solutions.
In MOP a solution with the best values for each objective can be regarded as an elite solution. Hence, for TWJCTP there are two elite (extreme) solutions in the evolving population each of which optimizes one objective. These solutions are candidates to be copied into Pareto population. Pareto set is further completed by additional elite solutions using the procedure given below. A Pareto population of the final generation contains the near-optimal solutions to TWJCTP. The decision maker can then select that solution accomplishing more her or his preferences. Replace two randomly selected members in S with the two elite Pareto;
Return (S, Γ);
End;
Fitness assignment mechanism
A critical question arising when facing a MOP by the means of evolutionary algorithms is how to estimate the fitness function of individual solutions with regard to the multiple objectives. A simple method to combine multiple objective functions into a composite fitness solution is the well-known weighted-sum method. According to this method, the MOP under consideration is written as in the following: ω specify the relative importance of the corresponding objectives.
The determination of the suitable values for these weights is in general a difficult task and constitutes another critical research issue in multi-objective optimization. In the literature, there are three general methods to compute the weights i ω (i=1,…,Q) for a weighted-sum objective function with Q objectives: the fixed-weight method, the random-weight method and the adaptive-weight method. The former uses constant weights satisfying the relation,
However, as Murata et al. (1996) showed, using constant weights within an evolutionary algorithm the search direction is fixed, and for this reason it is difficult for the search process to obtain a variety of not dominated solutions. To overcome this drawback, Murata et al. (1996) , proposed the use of random weights according to the following formula,
where i random (i=1,…,Q) are non-negative random numbers.
Furthermore, Gen and Cheng (2000) proposed an adaptive-weight method which readjusts the weights by utilizing some useful information from the current population. This method computes the weights by, After much experimentation with the above methods we found the random-weight method superior to the others with regard to the quality of the solutions obtained, and hence it was decided to adopt this method in our study. ,15] . The author will be glad to distribute this data set to any reader who is interested hoping that this will become a common test bed for TWJCTP.
The performance of the heuristics was quantified through the use of the following indices:
(a) Index P: denoting the number of the different Pareto solutions generated by a heuristic over a specific test instance. (c) The quality ratio P*/P in percentage. The larger the value for this ratio for a given heuristic, the higher the performance of the heuristic.
(d) The actual processing time consumed in seconds.
To get the average performance of the heuristics, each one of them was run 20 times over every test instance (starting each time from a different random number seed) and the solution quality was averaged. Hence, as there are 10 instances in each one of the 6 categories of problems, this means that each heuristic was run 6×10×20 times=1200 times in total. All the heuristics were coded in Borland Pascal and run on an IBM-compatible PC with the following hardware and software specifications: an AMD Dual Core 2.11 GHz processor, 2.0 GB of RAM, and Microsoft Windows XP Professional operating system. 
Choice of the control parameters
When designing a population-based heuristic among others, one has to decide about the size Ns of the population used. This is a common parameter for all the examined heuristics.
To make the heuristics comparable it was decided to use the same Ns=n population size for all, and limit the running process of each one of them to a maximum of 3n CPU seconds. This means a maximum running time for them equal to 15 sec for 5-job problems, 30 sec for 10-job problems, etc. The size of the Pareto population was defined to be equal to 50 for the small size instances (n≤20) and equal to 100 for the large size instances (n≥50). It is worth pointing out that the basic data structures required are identical for all compared algorithms.
The settings for the additional control parameters involved in DE, PSO and rGA were determined after experimenting with two different control schemes: a static scheme consistent to the general indications of the literature, and a proposed dynamic control scheme with which some parameters are fixed during the search process while some other parameters are altered according to the diversity of the entire population. These control schemes are described below in detail, while a synopsis of them is given in Table 2 . Table 2 It is also highlighted that mutant vectors in DE were implemented using the standard DE1 scheme (Storn and Price, 1997) . Parsopoulos and Vrahatis (2002) . Firstly, c 1 and c 2 (cognitive and social parameters) were both set to a fixed and equal value within the range {0.5, 1.0, 2.0}. Then, since some recent works (Parsopoulos and Vrahatis 2002) report that it might be better to choose c 1 >c 2 , with c 1 +c 2 ≤4, experiments were also performed using the combination c 1 =2, c 2 =1.5. The experimental investigations led us to adopt the latter settings since higher quality solutions were encountered. Furthermore, inertia weight factor Iw was defined to gradually decreased c) rGA, -static control scheme: We experimented with various recommended crossover and mutation rates (Goldberg 1989 ) such as C R ∈{0.6, 0.8} and M R ∈{0.01, 0.0333, 1/n, 0.1}.
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rGA, -dynamic control scheme:
A fixed crossover rate equal to 1.0 was defined, and an adapted mutation rate M R ∈[0.1, 0.8] which is high at the beginning and decreases slowly by the population's diversity. When the population's diversity becomes too 'small', then M R takes again its original high value. More specifically, M R is initially defined equal to 0.8, and decreased in each new generation by a factor ϑ=0.9 using the relation M R =ϑ×M R . Similarly, to DE and PSO, a small population's diversity is encountered when the minimum population fitness and the average population fitness are almost the same. M R is reset to 0.8 if the following condition is satisfied: (M R <0.0333) or (fitness worst ≥0.95×fitness avg ).
The three genetic operators, i.e., selection, crossover, and mutation were implemented through binary tournament selection, one-point crossover and uniform mutation, respectively. These operators were found to be the best among a set of known operators with regard to the quality of the solutions obtained.
After much experimentation with the above schemes the following best settings for the control parameters were determined: for DE, the dynamic scheme i.e., (C R d) For the case of ES, we followed the recommendations of the literature (Eiben and Smith 2003) . After experimentation for choosing the correct survivor selection scheme, we found that using (µ,λ)-scheme within ES results in a much superior optimizer to that of using (µ+λ)-scheme. For this reason (µ,λ)-scheme was adopted. µ was estimated using the heuristic rule λ/µ=7. Mutation was performed through Gaussian perturbation. The mutation step sizes σ were estimated using self-adaptation through a suitable formation of the genotype structure.
In particular, for n-job TWJCTP, the genotype in ES has the form 
Comparative results
For each one of the examined heuristics two versions were implemented corresponding to a distinct encoding scheme, either to random-keys, or to sub-range keys. In the following we will refer to them by the abbreviations xx1 (meaning heuristic xx with random-keys) and xx2
(heuristic xx with sub-range keys) for short. Depending on the problem size the following (see Table 3 ) average processing times were needed. These times correspond to the mean CPU time spent by each heuristic till the creation of the best individual solution within the permitted running duration. As can be seen from Table 3 , DE heuristics seem to be the fastest optimizers especially for large size problems. Almost identical average convergence times are reported for all the heuristics on the small size problems. While rGA and ES appear to have the slowest rate of convergence for problems with size greater than 50. figure, in the case of n=20 test instance ( Fig. 2(a) ), the solutions obtained by PSO heuristics (▲ and ∇ ∇ ∇ ∇) and those obtained by de2 (○) are of higher quality (lower curves) than those obtained by the other approaches. Similar high performance for pso1, pso2 and de2 can be also observed for the large size instances. In the most difficult class of problems (n=200) de2 and pso2 clearly outperforms all the other approaches. Poor performance was encountered in the case of de1 and rga1 heuristics (higher curves in Fig.2 Tables 5 and 6 display the final averaged values of P and P* respectively, on the examined test instances. To make things more clearly, we describe some lines of these tables. For example, let us take the case of the 1 st instance of 100-job problems (n=100) and measure P ( Table 5 ). As one can see, best results for this instance were obtained by de1 (P=25.4) and worst results by es2 (P=14.6). That is, de1 was found able to generate a Pareto set of 25.4 unique solutions in average, while the corresponding ability of es2 was a Pareto set of 14.6 solutions in average. But how good were the obtained solutions? The answer to this question can be found in Table 6 . In particular, for the specific benchmark (n=100, 1 st instance), only 0.2 solutions in average from the Pareto set obtained by de1 (P*=0.2) were not dominated by any other solution. This is the smallest P* value among the examined heuristics for the specific test instance. Meaning that, although the variety of the solutions obtained by de1 was in average greater than that of the other approaches (P=25.4, from Table 5 ); almost all of them were of very poor quality and being dominated by the other Pareto solutions. This information is illustrated more clearly in Table 6 ) are the following: (a) the highest P* value was encountered by de2 (P*=18.4). Which means that, 18.4 solutions (in average) out the 23.6 (P index) in total, were not dominated by any other Pareto solution. (b) de2 is by far the most effective heuristic. (c) The second best performance is due to pso1 (P*=4.4). Table 5 about here > < Insert Table 6 about here > Table 7 , gives a synopsis of the results shown in Tables 5 and 6 . Particularly, Table 7 displays the mean values of P and P* (Table 7 (a)) and quality ratio (P*/P) ( Table 7(b)) averaged over the 10 instances of each different benchmark class. As can be seen from Table 7 (b), best results are due to de2 which achieved a % quality ratio equal to 98.5, 85.5 and 43.1 for small size problems (n=5, 10 and 20), respectively; and a quality ratio equal to 65.7% for 50-job problems, 71% for 100-job, and approximately 75.5% for 200-job problems.
< Insert Table 3 about here >
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The second best performance was achieved by PSO heuristics with pso2 being slightly better than pso1 for large size instances (n=100, 200). The worst performance was due to de1 and es1. Furthermore, examining the influence of the two encoding schemes (random-keys and sub-range keys) on the performance of the examined heuristics, one can safely conclude that sub-range keys are more suitable to be used within DE. For the other three approaches both coding schemes seem to perform almost the same, with random-keys being slightly more suitable within PSO and sub-range keys being more suitable within rGA and ES. Table 7 about here > Finally, to verify the correctness of the reported results it was decided to test the performance of the heuristics over a similar scheduling problem for which polynomial time exact algorithms exists. The additional experiments were performed on problem 1/contr/∑C i .
The objective of this problem is to minimize the total job completion time plus the total cost incurred due to job processing time compression. As Vickson (1980a) showed, assuming equal weight factors ( n w = ) for all the n jobs, this scheduling problem can be formulated as an assignment problem and solved to optimality by an assignment algorithm such as the famous Kuhn's Hungarian algorithm (Bazaraa et al. 1990) . As test beds we select the test instances with n=5 and n=10 included in the benchmarks data set described above. Table 8 reports the optimum solutions obtained by Vickson's method for these instances. All of the examined heuristics found rather easily the particular optimum solutions so it was decided to 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 withhold the associated results. Fig. 3 depicts the optimum schedule corresponding to the first instance of the examined 10-job scheduling problem. The jobs' characteristics for this instance are given in Table 9 . Note that, the first four jobs in the generated optimum schedule (i.e. jobs 3, 6, 10, 1) are crashed while the other jobs are not crashed. Table 8 Table 9 about here >
Conclusions
Scheduling jobs with controllable processing times on a single machine and objective to minimize the total weighted job completion time plus the cost of compression is an NP-hard bi-criteria combinatorial optimization problem. Therefore, large size instances of the problem must be tackled through the use of heuristics. This paper examined the performance of four known population-based heuristics, namely, differential evolution (DE), particle-swarm optimization (PSO), genetic algorithm (GA), and evolution strategies (ES), for the solution of this problem. An appropriate problem representation was developed and two different encoding schemes for mapping the genotypes (evolving vectors) to phenotypes (actual job schedules) were investigated, namely random-keys and sub-range keys, respectively.
Furthermore, a new technique for dynamically estimating the correct settings of the heuristics' control parameters was presented and examined to improve their efficiency.
Extensive experiments were performed over a set of randomly generated test problems with up to 200 jobs. The results obtained showed that DE with sub-range keys is by far superior to the other approaches with regard to the quality of the solutions obtained; and rather faster with regard to the speed of convergence to near-optimal solutions.
On going research considers the common due date single machine scheduling problem of a number of jobs with controllable processing times. This type of scheduling sets costs depending on whether a job finished before (earliness), or after (tardiness) the specified due date. The objective is thereby, to find a sequence of jobs that minimizes a cost function that includes the cost of earliness and tardiness, due date assignment, makespan, and resource consumption. Moreover, future work will be directed to apply similar heuristic algorithms to multi-machine scheduling problems with controllable parameters including the job processing times, release dates, and delivery times. Table 9 . Tables   Table 1. Jobs' characteristics for a 5-job TWJCTP. Table 2 . A synopsis of the control schemes used to determine the correct settings for the heuristics' control parameters. Table 3 . Average running times in CPU seconds on a Dual Core 2.11 GHz PC. Table 4 . Index P: Number of unique Pareto solutions generated by the heuristics after a single run over the examined test instances. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
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