Abstract. In this paper, we propose a GRNN(: Generalized Regression Neural Network) algorithms for new eyes and face recognition identification system to solve the points that need corrective action in accordance with the existing problems of facial movements gaze upon it difficult to identify the user and . Using a Kalman filter structural information elements of a face feature to determine the authenticity of the face was estimated future location using the location information of the current head and the treatment time is relatively fast horizontal and vertical elements of the face using a histogram analysis the detected. And the light obtained by configuring the infrared illuminator pupil effects in real-time detection of the pupil, the pupil tracking was -to extract the text print vector.
Introduction
Existing systems use the identification of the line of sight of the face of the movement and eye movement in order to identify the eye. When using only the motion of the face, there is determined the position of the eye based on the location of the face has the drawback cannot detect the subtle changes in gaze. The largest common gaze estimation method based on the research to date is that the pupil based on the relative position between the pupil and the cornea article lint [1] [2] [3] . Another problem with eyes and gaze identification systems is that the corrective action necessary with respect to each user. In order to overcome this limitation, the model of the eye [4] proposes a new gaze tracking technology, and two low viscosity, only correction but simplifies the gaze calibration procedure to that required, smooth operation when relatively movement is less by was, it proposes a precise geometric eye model for each user. Also. Using the two cameras and the geometric characteristics of the eye and image [5] it is possible to eliminate completely the radial calibration procedure. In this paper, the pupils were tracked in consecutive frames by the Kalman filter algorithm, an object tracking algorithm after the detection of the pupil. 1 to verify that you have correctly identified the primary areas adjacent to the identification result has only enhanced the real-time recognition and identification gaze to re-identify [12] [13] .
Features Using Bayesian statistical methods Network

Bayesian Statistical Methods Network Theory
Bayesian statistical methods networks to learn from one set of data, each node representing each feature of the set of data and each of (arc) has features and represent the dependencies between the probability of the target node based on the Bayesian network in this study typically predictable and [5] [6] [7] . Jimyeo the Bayesian statistical methods given network structure consisting of the connection line between each node and the node of the conditional probability, the probability of each node, there is the learning from data can be expressed as a formula the Bayesian statistical methods network as in equation (1.1).
(1.1) Variables A, B, C, D, E, F, and the respective parameters are to have a high value of yes and no, conditional probability Each column of Table 1-1 shows the possible values assigned to the two variables A and B each line represents the probability to have a condition that the variable D yes or no. Table 1 . Conditional probability Table
Bayesian statistical methods uses a Bayesian network theory, such as the calculation formula (1.2) probability conditions.
(1.2) When given as the training data set D, P | and (h D) is the posterior probability of h, in order to obtain this P | a (D h), P (h), P (D) should be sought first. Additionally, the maximum posterior probability is the same as equation (1.3). Assume that in the absence of both the probability of the maximum likelihood and prior probability of hypotheses and then omitted Ph) value is expressed as equation (1.4).
(1.4)
Face, Eyes with Eye Identification
Because of gradation between the pupil and the iris the difference is very small, it is difficult to have a low accuracy accurate extraction disadvantages [8] [9] . Therefore, the movement of the pupil is hard to overcome this disadvantage by extraction tracking using special light such as infrared. Research to obtain the amount of threedimensional movement of the face is used a method for estimating a threedimensional rotation amount, and the amount of movement of the face from the motion of the face feature point projected on the two-dimensional camera image as shown in Figure 1 [9] [10] [11] . 
Kalman Filter and Pupil Tracking Using the Moving Average Algorithm
Using an eye tracking apparatus using a bright pupil based on a Kalman filter to determine the location of the pupil in the initial frame and track bright pupil by the Kalman filter. The movement of the pupil in each frame is characterized by a rate of change in the pupil.
if the position of the pupil center of the pixel at the time t and referred to at the time t speed change of direction to the c and r, can be expressed at a time point t to the state vector . And the system can be modeled as follows: (4.1)
Advanced Science and Technology Letters Vol.138 (NGCIT 2016) wt represents the imperfection of the system. When considered from the point in time t for the pupil position in , the measurement model can be obtained by the Kalman filter.
(4.2) In formula 4.2 vt is an indeterminate measurement. Obtaining the estimated position to be a bright pupil effect is estimated by using a threshold value in adjacent pixels. Obtaining an initial value of the state vector and covariance matrix , is an updated system model and the measurement model for the prediction. If the snow during a cold pupil tracking Kalman filter or disappear into a bright pupil by an obstruction, so the disadvantage becomes impossible to track by the Kalman filter, using the moving average algorithm increased the accuracy of eye tracking.
Average tracking algorithm is repeated moving average by measuring the similarity of two intensity distributions with a bar according to the similarity factor Tara chiya to find the most similar model and candidate regions. Bata's perked estimated coefficients for the target density q in the Y branch and calculate the density of the target candidate. 
Results and Discussion
facial motion classification analysis
The detected facial feature was used to analyze the facial expression and to determine the movement of each element. Total five awake patient intended for sitting on in the state each room or carelessness with the same set-up as yawning, and estimates the face eye region according to the amount of change of the face and eyelids like jamdeum. Experimental Experiments environment by using the infrared camera system, a total of approximately 1 minute record the face image 5 times with 320 * 240 resolution, 20 frames per second. At this time, the set prior probabilities for all classifications in the bottom-up steps careless yawn, jamdeum in the same operation. Eye detection area for the experiment, head direction estimating head motion estimation, assuming an operation in a combination of face tracking, such as a, b, c, d, e, f, and for carelessness, yawning, jamdeum all steps in each operation a preprobability measures. Ia, Yw, Fa denote carelessness, yawn, sleep deumeul.
Conclusion
In this paper, by using the Kalman filter using the location information of the current head it was estimated future location is determined whether or not the proper state when the judgment after the hair area detection candidate regions are extracted face. Using both eyes, both nostrils of characteristic elements of the face, by using the ends of the structural information and the mouth relatively fast horizontal processing time, a vertical histogram analysis in order to determine whether or not the authenticity of the face was detected in the face elements. To track the iris and the pupil area are accurate extraction because of the advantage that can be implemented easily without the special light required because tracking the movement of the pupil by the image processing method under normal lighting, but smaller gray level is also very different between the pupil and the iris there is difficult and the accuracy low. Therefore, to identify the location on the eye monitor to configure the IR illuminator obtained a bright pupil effect real-time detect the pupil, the pupil tracking was-extracted with the article lint vector.
