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Abstract
In recent years, due to the increasing number of existing and new devices and applica-
tions, the wireless industry has experienced an explosion of data traffic usage. As a result,
new wireless technologies have been developed to address the capacity crunch. Long-Term
Evolution-Licensed Assisted Access (LTE-LAA) is developed to provide the tremendous
capacity by extending LTE to 5 GHz unlicensed spectrum. Hyper-dense small cells deploy-
ment is another promising technique that can provide a ten to one hundred times capacity
gain by bringing small cells closer to mobile user equipments [1]. In this thesis, I focus on
three problems related to these two techniques.
In Chapter 3, I present a novel activation and sleep mechanism for energy efficient small
cell heterogeneous networks (HetNets). In the cell-edge area of a macrocell, the coverage
area of a sleeping small-cell will be covered by a range of expanded small-cells nearby. In
contrast, in areas close to the macrocell, user equipment (UE) associated with a sleeping
small cell will be distributed to the macrocell. Furthermore, the enhanced inter-cell inter-
ference coordination (eICIC) technique is used to support range-expanded small cells to
avoid Quality of Service (QoS) degradation. Under both hexagonal and stochastic geom-
etry based models, it is demonstrated that the proposed sleeping mechanism significantly
reduces the energy consumption of the network compared with the conventional methods
while guaranteeing the QoS requirements.
Small cells are currently connected to limited backhaul to reduce the deployment and
operational costs. In Chapter 4, an optimisation scheme is proposed for small cells to utilise
the bandwidth of macrocells as wireless backhaul. I provide the numerical analysis of the
performance of both the targeted small cell and the whole network.
In Chapter 5, the mobility management (MM) of heterogeneous and LTE-LAA networks
are investigated. To avoid Ping-Pong handover (PPHO) and reduce handover failure rate in
HetNets, a self-optimisation algorithm is developed to change the handover parameters of
a base station automagically. Furthermore, the MM of LTE-LAA networks is analysed. A
new handover mechanism is proposed for LTE-LAA networks. Compared with the con-
ventional LTE networks, LTE-LAA networks trigger the handover not only by using UE
mobility, but also by the availability of the unlicensed band. A comprehensive analysis of
vi
the handover triggering event and handover procedure is presented. Simulation results show
that by introducing handover triggered by available unlicensed band, the ratio of handover
to unlicensed spectrum has a significant improvement. Therefore, a noticeable enhanced
throughput of UEs is achievable by LTE-LAA networks.
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Introduction
1.1 Background
The wireless industry has an explosive growth in data demand in recent years and is now
facing a much bigger challenge, an astounding 1000-fold data traffic increase in a decade
[1]. Research in [2] shows that the number of mobile subscribers is estimated to reach 7.6
billion by 2020 from 4.5 billion in 2012, also the data requirement of each subscriber is
expected to reach 82GB per year by 2020 from 10 GB in 2012.
To address the explosive growth in data demands, dense small cell deployment has been
considered as a promising technique. In [1], the authors demonstrate that hyper dense Het-
Nets can be a promising solution because it can provide a 10-100 times expected throughput
gain, compared with the 5-20 times Massive Mutiple Input Mutiple Output (MIMO) gain.
HetNets, also named multi-tier mobile networks, are networks with various kinds of
small cells or relays underlying traditional macrocells. Fig. 1.1 illustrates the architecture
of HetNets. It can be seen that small cells provide the last mile wireless accesses to the
mobile Internet UEs by core networks via backhauls. The researches of HetNets still face
the following challenges:
• Interference Management: Interference management is a critical issue for the small
cell deployment. As macrocells and small cells share the same frequency spectrum,
for the downlink transmission, UEs associated to macrocells will suffer additional in-
terference from small cells and vice versa for the UEs connected to small cells, for
the uplink transmission, macrocells will suffer interference from small cell UEs and
vice versa for small cell. These two kind cross-tier interference can be coordinated
by Inter-Cell Interference Coordination (ICIC), enhanced Inter-Cell Interference Co-
ordination (eICIC), Further enhanced Inter-Cell Interference Coordination (FeICIC)
2 Introduction
Fig. 1.1 The architecture of HetNets
techniques. The eICIC technique is used in the thesis to guarantee the QoS of UEs
in the cell edge area. The detail of eICIC technique will be explained in details in
the Sect. 2.1. FeICIC [3]was proposed in Release 11 of 3rd Generation Partnership
Project (3GPP) standard, compared with eICIC technique, FeICIC technique is more
complex and can reduce the capacity loss of macrocells. Moreover, due to the dense
deployment of the base stations (BSs), especially small cells, the interference received
from BSs of the same tier, which is defined as co-tier interference, should also be mit-
igated. It is noted that Millimetre Wave (mmWave) has the characteristics of highly
attenuated pathloss and low penetration. In that case, the co-tier interference can be
effectively retained.
• Mobility Management: Mobility management (MM) aims to guarantee the service
continuation and the quality of UEs when the current attached BS for a mobile UE
cannot provide acceptable performance. Due to the dense deployment of small cells
in the HetNets, the number of cell selections and handovers in the networks will in-
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crease on a large scale, and thus signalling overhead. To overcome the problem, a
network architecture with split control (C)-plane and user (U)-plane has been pro-
posed. In this new network architecture, small cells can be activated to provide data
to UEs only, while macrocells take care of controlling the UEs’ connectivity. Hence,
the control signalling caused by frequent handovers between small cells can be signif-
icantly reduced. It is noted that this kind of network architecture has also been used
in my work in Sect. 5.2.
In recent years, lots of researches target on MM in software defined network (SDN).
The key concept of SDN is the decoupling of data as well as control planes, and the
centralisation of control planes [4]. In the handover procedure, the SDN controller
handles the necessary handover signalling and manages the handover decisions in
HetNets.
• Backhaul: Backhaul is defined as the links between the radio access networks and
the core networks. Wireless based backhaul for small cells has been considered in
lots of researches due to its low cost and flexibility. The frequency division duplex
(FDD) and in-band full duplex (IB-FD) approaches used in wireless backhaul will
be explained in chapter 4. In Release 15 of 3GPP standard, integrated access and
backhaul (IAB) has been proposed [5]. The bandwidth allocation between backhaul
links and access links in each small cell is flexible with IAB to meet the dynamic
traffic demand. All backhaul and access links are expected to transmit in mmWave
spectrum band due to the abundant bandwidth mmWave spectrum has. Moreover, by
using the directional beamforming technique, all backhaul and access links can share
the same wireless channel without interference.
To further improve the deployment efficiency of HetNets, the evolution of small cells is
still under research. In this part, the introduction of the two promising techniques for the
future small cells: caching on the edge and drone small cells, will be provided.
• Caching on the edge: In recent years, there is a growing interest to improve the stor-
age capacity (i.e., cache) of small cells, as this can help to reduce the cost of small
cell backhaul deployment. The cache of small cells can alleviate the burden of the
network backhaul by proactively storing the content that the serving UEs might be
highly interested in small cells at the off-peak time period. With the development of
artificial intelligence (AI), the UEs’ profiles can be built through big data analysis on
the available data.
• Drone small cells: Drone small cells (DSCs) are defined as the wireless BSs, e.g.,
small cells, equipped in low-attitude flying devices, such as unmanned aerial vehicles
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(UAVs), to provide wireless service especially for unexpected event [6]. The main
advantage of DSCs is that the DSCs can provide wireless connection whenever and
wherever needed because of their flexibility. For example, DSCs are effective for
seasonal rural traffic, e.g., ski resorts in winter and hiking routes in summer.
The large scale increase of the small cell density will generate both economic and envi-
ronmental problems due to the increasing power consumption and CO2 emissions. Research
in [7] shows that the Information and Communication Technology (ICT) ’s share of global
carbon emissions already reached 2% in 2010, moreover, the share is expected to grow ev-
ery year, and will likely double to 4% by the year 2020. The increase of BSs also signifies
the growth of overall energy consumption. Although energy consumption of small cells is
much less than that of macrocells, due to the dense deployment in the foreseeable future, the
small cells will consume about 4.4 TWh of power by 2020. In this situation, switching off
BSs selectively can be a desirable technique to achieve energy saving in mobile networks
[8]. There are two main reasons why BS sleeping techniques are favoured by operators:
(1) the BS consume the highest proportion (60%−80%) of energy in mobile networks [9].
Furthermore, the fixed parts of BS power consumption, e.g., power supply, accounts for
about 25% of the total energy consumption [10]. (2) BS sleeping techniques can be imple-
mented directly on the current network architecture since there are no hardware replacement
requirements, cost saving is achieved.
In hyper-dense heterogeneous and small cell networks, many UEs are transferred from
macrocells to small cells. Therefore, providing fast and reliable backhaul connection be-
tween the core network and small cells becomes a critical issue for such HetNets [11, 12].
Wired backhaul, which uses copper or fibre cables, can provide high data rate links between
macrocells and small cells [13]. However, the expense to provide wired backhaul is ex-
tremely high, especially when the small cells are deployed in a large scale. The work in [13]
shows that the availability of high speed wired backhaul is not satisfied. Moreover, certain
locations which have difficulty with being accessed by wired backhaul may restrict the uni-
versal deployment of small cells. Sometimes the small cells connect to the core network via
low capacity wired backhaul (e.g., DSL links), in this situation, the QoS of UE cannot be
guaranteed. On the contrary, wireless backhaul, which is cost effective and flexible [14, 15],
can be treated as a promising technique to offer high speed data links for small cells. Com-
pared to wired backhaul, the management of wireless backhaul resources, e.g., power and
spectrum, is more complicated due to the finite power and radio spectrum constraints.
Small cells have short coverage and are usually deployed in a dense and unplanned
manner. For these reasons, MM in such dense heterogeneous and small cell networks has
become one of the most challenge issues. The ping-pong Handover (PPHO) in HetNets is
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one of the most crucial problems that can cause UEs’ QoS degradation. PPHO easily occurs
due to the frequent movement of UEs in dense small cell networks. Because it wastes
the network resources and decreases the QoS of UEs, network operators must reduce the
adverse effects introduced by PPHO.
Furthermore, to meet the challenges of the explosive data, the wireless industry is on the
hunt for solutions to boost network capacity. Excavating more capacity on the licensed spec-
trum is the first choice as its security and reliability. However, due to the limited bandwidth
of the licensed spectrum, the cost of utilising more licensed spectrum is extremely high. Im-
proving spectrum efficiency is another choice. However, in a dense small cell scenario, the
licensed spectrum is easily congested so that complex inter-cell interference management
needs to be involved. Given all the challenges, operators are motivated to extend LTE spec-
trum to unlicensed spectrum to add more available spectrum to meet the increasing demand
[16]. The unlicensed 2.4 GHz and 5 GHz bands that Wi-Fi systems operate in have been
considered as essential candidates to provide extra spectrum resources for mobile networks.
Furthermore, the initially targeted unlicensed band has up to 500 MHz of the potentially
available spectrum[17]. In 3GPP, Licensed -Assisted Access (LAA) technology was initi-
ated as part of Release 13 to allow both licensed and unlicensed spectrum to be assessed
by LTE systems. LAA extends LTE to unlicensed spectrum in a unified LTE network ar-
chitecture and aggregates the licensed and unlicensed spectrum via carrier aggregation [16],
which provides a more efficient resource utilisation and offers high speed, seamless conti-
nuity, as well as improved reliability in broadband multimedia services for small cell UEs
[18].
1.2 Motivation
1.2.1 Energy Saving through Small Cell Sleeping Mechanism
BS sleeping is one of the most effective techniques to achieve network energy savings.
Many studies on cell sleeping strategies in HetNets have been accomplished, e.g., [19–26].
In [19], the UEs from sleeping cells were offloaded to the neighbouring cells without con-
sidering their cell types. In [20, 21], although a stochastic geometry based HetNet model
was used, the authors maximised energy efficiency (EE) based on a non-convex optimisa-
tion approach, no BS sleeping strategies are provided. The authors in [22] proposed an
algorithm to calculate the upper and lower bounds of the active small cells’ optimal den-
sity, which was based on the ratio between the small cell cost and the macrocell cost, but
the distance between the sleeping small cells and macrocells was not considered. In [23],
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the authors switched off the small cells with fewer UEs, but the impact of macrocells was
not considered. The authors in [24, 25] presented an energy model, which considered the
energy savings of the whole network when the small cell was in switched off and the UEs
were transferred to the macrocell, but no numerical analysis of the mechanism was given.
In [26], the authors provided a sleeping mechanism, which turned off the small cells close
to macrocells but was based on a split control/user plane network.
Switching off small cells by considering their distance to the macrocells is a promising
mechanism, but the research targets on this in HetNets is insufficient. In this situation, a
small cell sleeping algorithm considering the impact of the distance between the sleeping
small cells and macrocells on network power consumption is proposed.
1.2.2 Optimise Wireless Backhaul
It is necessary to propose a brief introduction of wireless backhaul in the beginning of
the part. The term backhaul network refers to the intermediate network that includes the
links between the radio access network and the core network. In HetNets, providing a
high quality connectivity between the small cell and the core network is a challenge and
the wireless backhaul is becoming a attractive solution due to the rapidly developing point-
to-point microwave technologies. The detailed explanation of wireless backhaul will be
introduced in Sect. 2.3.
The performance evaluation of the wireless backhaul links and UE capacity in HetNets
is a less researched topic. In [27], the authors numerically analysed the network throughput
performance of a single tier IB-FD network. In [28], a framework was designed to model
the downlink rate coverage probability of a user in a given HetNet with wireless backhaul,
but the whole network throughput has not been considered. The works in [29] considered
the case of HetNets with IB-FD enabled small cells, the analytical expressions for coverage
and average downlink rate were presented using tools from the field of stochastic geometry.
However, the whole network throughput performance was not analysed.
It’s obvious that the research targeting on the performance evaluation of wireless back-
haul in HetNets is not enough. In this situation, I propose numerical analysis of the capacity
of a target small cell and throughput of the entire networks. Moreover, I present a scenario
where the small cells are connected to the limited wired backhaul to reduce the capital ex-
penditure (CAPEX) and operating expense (OPEX) , the limited backhaul may become the
bottleneck with the network traffic increase. DD and IB-FD approaches are implemented in
the analysis and a comparison between both approaches is presented.
1.3 Contribution 7
1.2.3 Mobility Management in HetNets and LTE-LAA
Self-organizing network (SON) functions have been introduced in the LTE and LTE-A stan-
dards by the 3GPP as an excellent solution that promises enormous improvements in net-
work performance [30, 31]. One of the critical objectives of the SON architecture is to auto-
matically optimise the LTE handover parameters e.g, PPHO ratio, handover failure rate, to
improve the overall system performance and reduce the network operational’ expenditure.
In [32], the authors proposed a handover optimisation algorithm to get optimum values
of the handover key performance indicators (KPI) from the initial suboptimal parameter
settings, but the KPI was not weighted during the optimisation. Thus the results are not
accurate enough. In [33, 34], the authors provide self-optimising algorithms that adjust the
handover parameters time to trigger (TTT), hysteresis margin (HM) to reduce the negative
impact caused by call dropping, handover failure and PPHO. However, their performance
may be not good enough and some parts of their designed algorithms have potential be
improved. The authors in [35] proposed a comprehensive algorithm for handover among
macrocells and small cells in LTE-A by using self-organising instructions. However, the
optimisation procedure is not introduced in detail. Therefore, it’s still worth making more
contribution to this area.
Despite having many advantages, LTE-LAA still has handover challenges. MM in LTE-
LAA networks is different from that in conventional networks. In [36, 37], the handover
procedure and the signalling flowing in conventional LTE networks were presented. In
[38–40], the network architecture with split control and user plane was proposed. This
dual connectivity network can significantly reduce handover delays and is also used in the
proposed handover mechanism.
It’s worth noting that quite a few papers target on the analysis of MM in LTE-LAA
networks. The handover procedures and handover trigger event are more challenging than
that in conventional LTE networks due to the coexistence with Wi-Fi systems.
1.3 Contribution
In this section, the contributions of my work are presented.
In Chapter 3, I propose an energy saving small cell sleeping mechanism in heteroge-
neous mobile networks. It is regularly to switch off the small cell when it has an energy
saving and transfer all its traffic to the macrocell [24, 25] . However, when the small cell
sleeping is far away from the macrocell, the energy saving of the network will not be signif-
icant. Therefore, I use the small cell to cover the sleeping cells for this scenario, to achieve
more energy saving. Furthermore, I use eICIC technique[41] to ensure their QoS require-
8 Introduction
ments. Using stochastic geometry based HetNets model, numerical expressions of the UEs’
coverage probability and cell association probability of the proposed sleeping strategy is
derived. Compared with conventional approaches, the proposed one achieves a better per-
formance.
In Chapter 4, I propose an optimal scheme for the small cells to utilise the macrocell
links as their in-band wireless backhaul. Compared with [42, 43], I consider the situation
where the small cells are connected to the limited backhaul. Furthermore, using stochas-
tic geometry based HetNets model, numerical analysis of the network throughput and the
capacity of a target small cell is presented. In addition, I compare the IB-FD and FDD ap-
proaches in details. The results show that, when only a few small cells need to utilise the
wireless backhaul of the macrocell, the FDD performs better than the IB-FD in terms of the
small cell capacity. On the contrary, when the macrocell needs to communicate with a large
number of small cells, the IB-FD performs better than the FDD.
In Section 5.1 of Chapter 5, the contributions are highlighted as follows. Firstly, the
optimisation objects use exponentially weighted history in case of sudden fluctuations of
system output. Secondly, the UEs’ speed is considered in the optimisation. Thirdly, the
adjustment of HM and TTT is independent, because the handover ratio is quite sensitive
to the TTT settings, adjusting the TTT only after UEs’ outage probability performance
maintaining bad for a certain period is a better choice. In conclusion, by adjusting the TTT
and HM, the PPHO can be optimised and a balance between PPHO rate and handover failure
rate can be obtained.
In Section 5.2 of Chapter 5, I give a detailed analysis of the proposed handover scheme
in LTE-LAA networks. Compared with handover in traditional LTE networks, which would
only be triggered by UE’s mobility in licensed bands, in LTE-LAA networks, handover
can also be triggered by the availability of unlicensed bands in the serving cells. In such a
case, the UEs’ capacity can be improved in a large scale. The handover trigger events and
novel handover procedures are explained in details. Simulations are performed to evalu-
ate the performance of the proposed handover scheme with availability triggered handover
considered.
1.4 Thesis Plan
The thesis is organised as follows:
• Chapter 2: State of the Art and Research Challenges
In Chapter 2, the reviews of HetNets research will be provided first in Sect. 2.1, in-
cluding the introduction of BS categories, the network topology, current techniques
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applied in HetNets, as well as interference modelling in a stochastic geometry based
network. Then, the reviews of energy efficient BS sleep techniques in HetNets will
be given in Sect. 2.2, mainly about the analysis of BS power consumption and the
analysis of traffic in mobile networks, a discussion of related works about BS sleep-
ing techniques is also presented in this section. In Sect. 2.3, a description of wired
and wireless backhaul for small cells as well as a discussion of the related works are
presented. In Sect. 2.4, an overview of handover process in LTE system and an intro-
duction of LTE-LAA networks are provided, followed by the discussion of handover
research.
• Chapter 3: An Energy Saving Small Cell Sleeping Mechanism with Cell Expansion
in HetNets
In Chapter 3, a novel small cell sleeping mechanism is provided to decrease the en-
ergy consumption in HetNets. The main idea of the proposed method is explained as
follows: in the cell-edge area of a macrocell, the service area of a sleeping small cell
will be covered by a range-expanded small cell nearby; in areas close to the macro-
cell, UEs associated with a sleeping small cell will all be handed over to the macrocell.
Furthermore, the eICIC technique is applied to support the range expanded small cells
to avoid QoS degradation.
The analysis of small cell sleeping mechanism in hexagonal HetNets and in stochastic
geometry based HetNets is presented in Sect. 3.1 and Sect.3.2 respectively. Further-
more, a comparison of the results in both sections is provided at the end of the chapter.
• Chapter 4: Enhancing Small Cell and Network Capacity using Wireless Backhaul
In Chapter 4, an optimal scheme for the small cells to utilise the macrocell links as
their wireless backhaul is proposed. In Sect. 4.3, the capacity of a target small cell
with a certain distance to the macrocell is discussed. In Sect. 4.4, the numerical
analysis of the whole network throughput is presented.
• Chapter 5: Mobility Management Analysis in HetNets and in LTE-LAA Network
In Chapter 5, the MM in ultra-dense small cell networks and in LTE-LAA networks
is analysed. Specifically, in Sect. 5.1, the handover optimisation mechanism that
changes the network performance by adjusting the values of HM and TTT in an au-
tomatic way is proposed. In Sect. 5.2, the handover scheme which combines mobil-
ity triggered handover and availability triggered handover, is designed for LTE-LAA
networks. A detailed analysis of the trigger event, channel selection and handover
procedures are also presented for the proposed handover scheme.
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• Chapter 6: Conclusion and Future Work
In Chapter 6, the conclusion is presented with the directions for the future work.
Chapter 2
State of the Art and Research Challenges
In this chapter, the topics related to HetNets are reviewed. Specifically, a brief introduc-
tion of HetNets is provided first, followed by the analysis of energy efficient BS sleeping
techniques, wireless backhaul techniques for small cells, MM in LTE networks, and MM in
LTE-LAA networks. Related works and the remaining research gaps are also provided.
2.1 Reviews of HetNets Research
To address the explosive growth in data demands, deploying heterogeneous small cells in a
traditional macro mobile network is considered as a quite promising technique. In such a
HetNet, various classes of low power nodes (LPNs), including microcells, picocells, femto-
cells and relays are distributed throughout the macrocell network. According to the defini-
tion of the base station classes in [44], base stations can be categorized by Macro Cell (Wide
Area Base Station), Micro Cell (Medium Range Base Station) , Pico Cell (Local Area Base
Station) and Femto Cell (characterized by Home Base Station), where Wide Area Base Sta-
tions are characterised by requirements derived from Macro Cell scenarios with a BS to UE
minimum coupling loss equal to 70 dB, Medium Range Base Stations are characterised by
requirements derived from Micro Cell scenarios with a BS to UE minimum coupling loss
equal to 53 dB, and Local Area Base Stations are characterised by requirements derived
from Pico Cell scenarios with a BS to UE minimum coupling loss equal to 45 dB [44].
Small cells, which are defined as low-powered radio access nodes, encompass femtocells,
picocells, and microcells.
In HetNets, macrocells provide a wide range of coverage umbrella and small cells are
usually deployed in a more targeted manner in traffic hot zones [45]. The small cells and
macrocells can be deployed in the same frequency range, or in a separate frequency range. It
is noted that when small cells and macrocells share the same frequency, cell range expansion
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(CRE) technique will normally be used to increase the number of UEs associated to the
small cells[45]. Furthermore, in order to protect the QoS of UEs in the CRE area, the
eICIC technique has been proposed [41, 45, 46]. The eICIC technique can eliminate the
higher interference suffered by UEs in CRE region and the theory is explained as follows:
The Almost Blank Subframes (ABSs) transmitted by macrocells are allocated to UEs in the
CRE area. Since macrocells transmit only Cell-specific Reference Signal (CRS) in ABSs,
the interference from macrocells can be mitigated significantly, hence, QoS of UEs in CRE
area can be guaranteed.
As for the network topology, the macrocells are normally assumed to be regularly de-
ployed as hexagonal cells because macrocells are expected to guarantee the network cover-
age and their locations should be carefully designed [26]. Small cells require an evolution
of the traditional mobile model. The deployment of small cells can keep the familiar grid
model, or in a deterministic way [47, 48]. In most recent works, the small cells are randomly
placed, e.g., [49–51]. In these papers, the small cells are all assumed to follow Spatial Pois-
son Point Process (SPPP) distribution. An appealing aspect of this distribution mode is
that the randomness actually allows significantly improved tractability and the signal-to-
interference-plus-noise ratio (SINR) distribution can be found explicitly [52]. Fig. 2.1 is an
illustration of SPPP distributed small cells with density 5∗10−4/m2 in a 1×1km2 area.
Using Fig. 2.1 as an illustration, a derivation of the SINR based coverage probability of
UEs will be provided in this part.
Assume that the distance between the UE u and its associated small cell t is rtu, the
expression of the SINR of UE u is SINR = P2hl(rtu)Ir+σ2 , where h is the Rayleigh fading of the
link from small cell t to the UE u, l(rtu) is the pathloss between small cell t and UE u, Ir is
the interference from other small cells, and σ2 is the noise power.
The SINR based coverage probability can be expressed as:
Pc(T ) = Pr[SINR > T ]
= Pr[
P2hl(rtu)
Ir+σ2
> T ]
= EIr [Pr(h >
T
P2l(rtu)
(Ir+σ2))]. (2.1)
Due to the Rayleigh fading, where the power h ∼ exp(1), the coverage probability can
be derived as:
Pc(T ) = exp(
T
P2l(rtu)
σ2) ·EIr[exp(
T
P2l(rtu)
Ir)]. (2.2)
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Substitute ( TP2l(rtu)) with s, according to [53, Theorem 2.27], EIr[exp(sIr)] can be expressed
as:
EIr [exp(sIr)] = EIr [e
−sIr ]
=
∫
e−sIr fIr(Ir)dIr
=LIr(s). (2.3)
Hence, in the remaining parts of this thesis,LIr(s) is used as the expression of EIr[exp(sIr)]
for simplicity. Here, I give a derivation ofLIr(s):
LIr(s)
= E[exp(−s ∑
x∈φ2
P2hx||x||−α2)]
= E[∏
x∈φ2
exp(−sP2hx||x||−α2)]
(a)
= exp(−λ2
∫
R2
1−Ehx [exp(−sP2hx||x||−α2)]dx)
(b)
= exp
−λ2 ∫
R2
1
1+ ||x||
α2
sP2
dx

(c)
= exp
(
−πλ2 (sP2)
α2/2
sinc(2/α2)
)
, (2.4)
where (a) uses the expression of the probability generating function (PGFL) for a PPP [54],
(b) used hx ∼ exp(1), and (c) uses standard machinery, where the integral is converted form
Cartesian to polar coordinates.
Substitute s with TPl(rtu) , according to (2.2), Pc(T ) can be written as:
Pc(T ) = exp(
T
P2l(rtu)
σ2) · exp
(
−πλ2
( TP2l(rtu)
P)α2/2
sinc(2/α2)
)
, (2.5)
where T is the coverage probability threshold, P2 is the small cell transmission power, λ2 is
the small cell density, α2 is the pathloss exponent for small cells. σ2 is the noise power.
In dense small cells HetNets, Energy efficiency, Mobility Management, wireless back-
haul have become quite popular research topics [15].
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Small Cell 
UE 
Fig. 2.1 A 1×1 km2 view of Poisson distributed small cells
2.2 Reviews of Energy Efficient BS Sleep Techniques in
HetNets
Mobile networks have experienced immense growth in traffic data, which leads to much
more greenhouse gas emission and energy consumption[55].
According to previous researches, five approaches can be summarized to reduce the
energy consumption in mobile networks[8].
• Energy efficiency improvement on hardware components.
• Utilizing green and renewable energy resources.
• Turning off selected components.
• Transmission process optimisation.
• Deploying and planning heterogeneous networks.
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The approaches of the first category are to design the hardware components (e.g., power
amplifier) in a more energy efficient way [56, 57]. From an EE perspective, the performance
of most components in a mobile network is unsatisfactory. For instance, the power amplifier,
which consumes the largest amount of power in a macrocell, translating only less than 20%
of its input power to the output power, more than 80% of the input energy is dissipated
as heat [58]. Researches show that the ratio of the output power to input power of the
power amplifier can be optimised to reach 70% [58]. However, the implementation cost for
these approaches is high. Hence, for network operators, a careful consideration for both
operational and economical costs is needed before decisions on hardware selection.
The second category covers approaches that utilize renewable and green resources. It is
noted that as green energy technologies develop, the green and renewable energy such as
wind and solar energy can be utilized to power BSs [59]. For the developing countries with-
out mature network infrastructures, planning green power supplied BSs can be a long-term
environmental solution for the wireless communication industry. However, for developed
countries, the high replacement cost will be a serious problem.
The third category includes the approaches that switch off some BSs in the mobile net-
work during the off-peak hours [60–63]. The approaches in this category save the network
energy by monitoring the traffic load, then switching some BSs into sleep mode, or reac-
tive the certain BSs in the network. Unnecessary energy consumption can be avoided with
these BSs sleeping mechanisms. These approaches turn off certain elements, including but
not limited to BSs, power amplifiers, cooling equipments [64]. As shown in Fig. 2.2, BSs
consume the largest amount of energy in mobile networks. In addition, dense BSs deploy-
ment has been more and more popular in recent years, which leads to smaller coverage area
and more random traffic patterns, making sleep mode operations more desirable. Consid-
ering that some elements must be kept on to support the basic operations of the network,
the energy savings are not as high as the approaches in category 1. In addition, BS sleeping
mechanisms have negative impacts on the QoS of the networks, unless some specific reme-
dial algorithms are adopted concurrently [19, 65, 66]. Furthermore, it’s worth noting that
because the sleep techniques are based on the current network architecture, they have the
advantage of being easier to test and implement.
The approaches in the fourth category optimise the radio transmission process. The
techniques including the MIMO technique, cognitive radio transmission, channel coding,
resource allocation for signalling, and cooperation relaying have been researched to improve
the EE [67, 68].
The approaches of the fifth category are to deploy lower power-consuming small cells
in the network. Compared with conventional homogeneous macrocell deployment, the Het-
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Nets deployment reduces energy consumption by shortening the propagation distance be-
tween nodes in the network. The number of small cells, as well as their locations, needs to
be carefully planned because when too many small cells are deployed, the trend of energy
saving may even be reversed.
2.2.1 Energy Consumption of Mobile Networks
From Fig. 2.2 [8], it’s easy to see that BSs are the main contributor of the network energy
consumption, consuming nearly 60% of the whole energy of a typical mobile network, and
the increase in the number of BSs also impacts the overall network energy consumption
significantly [67].
Fig. 2.2 Energy consumption in mobile networks
Due to the ultra dense deployment of small cells in recent years, the energy consumption
of small cells has already become a critical problem . The small cells consume much less
energy compared to macrocells. However, due to the large scale deployment of the small
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Fig. 2.3 Breakdown of power consumption in BSs
cells in the near future, it is estimated that they will consume around 4.4 TWh of power by
the year 2020 [69].
In this part, an explanation of the BS power consumption with variable load will be
given. In fact, it is mainly the power amplifier (PA) power consumption that varies with
traffic load. From Fig. 2.3 [70] it can be seen that this scaling over the load largely de-
pends on the BS type: for macrocells the PA accounts for 55- 60% of the overall power
consumption at full load, whereas for low power nodes such as pico cells and femtocells
the PA power consumption accounts to less than 30% of the total, it is mainly the baseband
interface (BB) part that dominates the power consumption. For microcells, the BS power
consumption is more balanced.
Fig. 2.4 [70] explains BS power consumption curves for the LTE system with 10 MHz
bandwidth and 2x2 MIMO configuration. Three sectors are used for macrocells, whereas
omni-directional antennas are considered for the smaller BS types. From Fig. 2.4, it can
be seen that the BS power consumption is load dependent for macrocells and microcells,
however, for picocells and femtocells, the load dependency is negligible. The reason is that
for low power small cells, the impact of the PA is diminishing, and the power consumption
of other components hardly scales with the load.
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Fig. 2.4 Power consumption dependency on relative linear output power in all BS types for
a 10MHz bandwidth, 2x2 MIMO configurations and 3 sectors (only Macro) scenario based
on the 2010 State-of-the-Art estimation.
As shown in Fig. 2.4 [70], it can be seen that the relationships between RF output power
(Pt) and BS power consumption (Pc) are almost linear. In that case, the power consumption
model can be written as:
Pc =
NA(P0+∆pPt) 0 < Pt ≤ PMNAPs Pt = 0, (2.6)
where NA is number of antennas, P0 is the static power consumption, ∆p is the slope of
the power model, Ps is the power consumption for the BS in sleep model, Pt = ρPM is the
average transmit power, ρ is the load of the corresponding BS, and PM is the maximum
average transmit power of the BS.
As mentioned before, (2.6) is an easy way to approximate the BS power consumption
based on Fig. 2.4. A more accurate power consumption model at maximum load is provided
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in [70]. The breakdown of the BS power consumption when Pt = PM, can be expressed as:
Pc = NT RX
Pt
ηPA ∗ (1−σ f eed)+PRF +PBB
(1−σDC)(1−σMS)(1−σcool) , (2.7)
where NT RX is the number of transceiver chains, PBB, PRF , σDC, σMS, σcool , ηPA can be
referred to Tab. 6 from [70].
2.2.2 Traffic Variation and Prediction in Mobile Networks
The authors in [71, 72] provided the prediction of daily and weekly traffic. Simply stated,
the day or week traffic profile can be modelled as a periodic sinusoidal profile. Fig. 2.5
[73] illustrates the aggregated network load in each hour and hourly load of three top loaded
base stations in a network. Most of the researches evaluate the performance of BS sleep
mechanisms according to the periodic sinusoidal traffic model, but it’s worth noting that the
real data traffic has also been used in BS sleeping techniques to evaluate the energy saving
[74, 75].
Fig. 2.5 Normalized weekly traffic profile. The top figure shows the centre BS and the
bottom figure shows the four neighbouring BSs (The four colour represents four
neighbouring BSs).
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2.2.3 Related Works and Discussions
The authors in [9, 61] presented macrocell range expansion mechanisms based on adaptive
cell zooming with varying traffic loads. In [73], the authors proposed a network-impact
switching-on/off algorithm that can be operated in a distributed manner with low compu-
tational complexity. In [76], the authors proposed a cell sleeping algorithm to switch off
low load cells and compensating for the coverage loss by expanding the neighbouring cells
through antenna beam tilting. In [66], the authors proposed several switch-off patterns in
homogeneous networks with different service arrival rates, where the coordinated multiple
point (CoMP) transmission technology was used to extend cell coverage. In [77], the au-
thors proposed an energy saving mechanism for LTE networks to decide whether or not to
switch off an eNodeB (eNB) based on the average distance of its associated UEs. In [78],
the authors made a conclusion that the cell sleeping mode operation was effective in energy
saving when the traffic is light and cell size is small. In [79], an energy saving mechanism
was used to reduce the number of active BSs while guaranteeing the coverage probability.
Recent efforts related to cell sleeping modes have been made in small cell networks. In
[80], the authors provided fixed time sleeping scheme to save the energy of femtocells. In
[74, 81], the authors proposed a sleep mode mechanism in dense small cell networks, which
switched off idle small cells or cells with few UEs.
All the existing works mentioned above focused on homogeneous networks. More re-
cently, BS sleeping mode has also been studied for HetNets energy saving. In [82], an opti-
mal sleep/wake-up mechanism was provided to maxmise the energy saving of the HetNets.
In [83], the authors provided a repulsive cell activation scheme in terms of the minimum
separation distance between the small cells to achieve improved EE. In [19], the authors
derived the EE in homogeneous and heterogeneous networks with various sleeping strate-
gies. In [21], a numerical analysis of a random sleeping strategy and a simulation based
sleeping mechanism were presented. In [22], the authors analysed the optimal BS density
that minimises the network energy consumption for both homogeneous and heterogeneous
networks. In [84], the authors proposed a sleeping control scheme by switching off small
cells with low traffic load and offloading the traffic to their nearest macrocells. In [85], the
authors only demonstrated that switching off small cells close to macrocells achieves higher
EE, but no small cell sleeping mechanism was proposed. In [24], a small cell activation
mechanism for HetNets was proposed. The authors maximised the network energy saving
by considering the traffic load transferred from macrocells to the active small cells.
To conclude, many efforts have been made to provide the BS sleeping techniques. How-
ever, it is obvious to see that the sleeping algorithms considering the influence of macrocells
in HetNets energy saving is insufficient. In [25, 26], the authors studied the energy saving
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of HetNets by turning off small cells close to macrocells. However, when the sleeping small
cell is far away from the macrocell, the energy saving of the network will not be signif-
icant. Hence, more researches are needed to provide more advanced small cell sleeping
algorithms.
2.3 Reviews of Wireless Backhaul Technologies
In the past few decades, significant development of information and communications tech-
nology (ICT) has been realized, especially the wireless communication systems have been
playing a crucial role because of the increasing requirement from the wireless service.
As the number of wireless UEs and resource requirements keep increasing, it is generally
agreed that the dense small cells deployment can be a promising technique to meet the chal-
lenges. In such a situation, the problems of how to forward hundreds of gigabits backhaul
traffic in ultra dense small cell networks with satisfied QoS need to be solved.
The backhaul evolution for 5G includes wired and wireless backhaul technology. In
[14, 86], the analysis and comparison of wired and wireless backhaul technique have been
provided.
Deploying wired backhaul for small cells can be an approach as it is reliable in high
data rate transmission, in fact, fibre optic backhaul is the most preferable solution in terms
of both bandwidth and latency. However, it’s not an economically viable option. In some
locations, highly reliable wired backhaul may not be necessary for small cells because small
cells serve quite limited traffic compared to macrocells.
The alternative is to deploy wireless backhaul. Compared with wired backhaul, wireless
backhaul is more flexible and cost-efficient. With line- of-sight (LOS) communication path,
up to several gigabits per second highly directional wireless links are supported by point-
to-point microwave or free space optical (FSO) communications. Non-line-of-sight(NLOS)
wireless backhaul solutions mainly occupy sub-6 GHz licensed/unlicensed bands, and can
provide up to several hundreds of megabits per second link capacity [86].
Fig. 2.6 [15] illustrates the wireless backhaul architecture. In Fig. 2.6 [15], the wireless
backhaul traffic of small cells is transmitted to the macrocell and then the aggregated back-
haul traffic at the macrocell is forwarded to the core network by fibre to the cell (FTTC)
links.
Recently, in-band full duplex (IB-FD) based wireless backhaul has been investigated
in many researches. In-band wireless backhaul link uses the same frequency bands where
the mobile system operates. In [87–89], IB-FD has been demonstrated to be a promis-
ing technique to improve the spectral efficiency. IB-FD technique can be applied to enable
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Fig. 2.6 The central solution of 5G wireless backhaul networks: a) the central scenario; b)
the central scenario logic architecture.
simultaneous transmission of access and backhaul information in the same frequency. Com-
pared with out-band wireless backhaul , in-band wireless backhaul can improve spectrum
reuse, but both the backhaul and access link will suffer the additional interference.
More advanced techniques have been applied together with wireless backhaul to enhance
the network throughput. Massive MIMO systems can achieve capacity increase and EE
improvement simultaneously. Using massive MIMO technique to provide wireless backhaul
allows a high degree of spatial multiplexing, enabling backhaul BSs to provide sufficient
bandwidth to support small cells using the same frequency resource [42, 90, 91]. Millimeter-
wave (mmWave) has been recently considered for wireless backhaul because of its rich
and low cost spectrum [92, 93]. However, it is worth noting that mmWave backhaul link
significantly depends on the LOS transmission, and the distance between the macorcells and
small cells are long with several obstacles. Moreover, mmWave backhaul link is vulnerable
to atmospheric attenuation, e.g., the water molecules in the air. Therefore, it can be seen
that CAPEX of mmWave backhaul is high, as more complex design for radio transmitter
and receiver is need to ensure they are precisely aligned for LOS transmission, furthermore,
higher antenna gain is required to overcome penetration losses. Due to these limitations
of mmWave backhaul, the traditional radio frequency wireless backhaul is still attractive to
network operators.
It’s noted that the wired backhaul cannot be fully overlooked due to its reliability and
huge capacity [94], the backhaul transmission will certainly combine both wired and wire-
less backhaul, e.g., sometimes the small cells connect to the core network by low capacity
backhaul (e.g., [95]), in this situation, wireless backhaul is needed to enhance the small cell
throughput.
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2.3.1 Related Works and Discussions
Most of the related works target on developing optimisation algorithm to improve UEs’
QoS or reducing network energy consumption with wireless backhaul [86, 96–100]. In [96],
the authors investigated the problem of joint optimisation of downlink cell association and
wireless backhaul bandwidth allocation in HetNets. In [97, 99], the authors optimised the
resource used as wireless backhaul to enhance the network throughput. In [98], an optimal
transmit power allocation algorithm was derived in a closed form under QoS requirements
in an IB-FD wireless backhaul based system. In [100], the authors investigated the problem
of minimising the network energy consumption in mm-wave wireless backhaul based dense
small cell HetNets.
The are also some researches which focus on the performance evaluation of the wireless
backhaul based networks. In [27], the authors analysed the network throughput perfor-
mance of an IB-FD network using stochastic geometry model, but it was only for a single
tier network. In [28], the authors developed a framework to model the downlink rate cov-
erage probability of UEs in a given HetNet with wireless backhaul, but the whole network
throughput has not been considered. In [101], the authors proposed a general and tractable
mobile model with wireless mm-wave backhaul together with wired backhaul, the rate cov-
erage probability of UEs was also analysed. In [102], the authors numerically analysed
delay performance of wired and wireless backhaul in HetNets. A comparison of wireless
and wired backhaul for static and mobile UEs was provided. The work in [29] consid-
ered the case of HetNets with IB-FD enabled small cells, the authors provided analytical
expressions for coverage and average downlink rate using tools from the field of stochastic
geometry. However, the authors didn’t consider the whole network throughput performance.
The authors in [14] investigated the flexible high-capacity hybrid wireless and optical mo-
bile backhauling for small cells. In [15], the authors discussed and compared the EE of
wireless backhaul networks for different system architectures and frequency bands.
To conclude, lots of efforts have been made in the research area of wireless backhaul.
However, most of the papers targeted on the wireless backhaul resource optimisation to
enhance UEs’ QoS. In [28, 29, 101], the authors theoretically analysed the coverage prob-
ability of UEs. It is noted that the work related to the numerical analysis of whole network
throughput is insufficient. Hence, more investigation needs to be implemented in this area.
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2.4 Reviews of Mobility Management in Heterogeneous Net-
works
As mentioned before, one of the most promising techniques in wireless communication to
meet the data explosion is the integration of small cells into macrocell mobile networks[52].
Small cells are considered as promising solutions to enhance network capacity and support
the emerging home and enterprise applications.
Mobility Management (MM), in the presence of small cells , is one of the most chal-
lenging issues, owing to the dense network layout, the short cell radii and the potentially
unplanned deployment [52].
2.4.1 Overview of Handover Process in LTE
In this part, a brief introduction of handover process in LTE will be given. In mobile net-
works, the handover is the process through which a mobile UE communicates with one BS
is switched to another BS during a call or a data service. The handover process is typically
divided into four stages: measurements, processing, decision, execution.
A. Measurements and Processing Stages
Handover measurements are based on the the primary and secondary synchronisation signals
in the downlink direction, which are transmitted on the central 72 sub carriers of the first
and sixth subframe in each frame [103]. Reference Signal Received Power (RSRP) and
Reference Signal Received Quality (RSRQ) are the two basic measurements supported on
the UE side [104]. Fig. 2.7 [105] depicts the measurement procedure for small cells in
Long-Term Evolution-advanced (LTE-A).
B. Handover Decision
The handover decision phase is performed at the source cell based on the signal quality
measurements offered by the UE.
To trigger the handover procedure, the UE need to send an measurement report (MR)
to the source cell if the layer 3 filtered measurements meets an event entry condition. In
LTE-A, there are eight types of entry condition, which can be found in Section 9.2 in [106].
In LTE systems, UEs exchanged among eNBs operating in the same frequency band are
triggered by event A3: neighbour becomes offset better than server, which is illustrated in
Fig.2.8. The Ms and Mt are the filtered RSRP of the serving cell and target cell respectively.
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Fig. 2.7 Measurement signalling in LTE-A
Hyst is the hysteresis parameter and CIOs,t is the cell-specific offset. Once the event A3
condition is met, the UE starts the time trigger. Only when event A3 entry condition is
satisfied through the whole TTT time window, the UE will report the event A3 to the source
cell via measurement reports, that may trigger the handover.
C. Handover Execution
With the presence of small cells, the signalling and delay overheads are increased and more
sophisticated signalling procedures are needed to integrate the femtocell specific processes
into the handover execution phase. An overview of the signalling flow in handover execution
phase is illustrated in Fig. 2.9 [105]. The detailed procedure can be found in [105].
2.4.2 Analysis and Definition of Ping-Pong Handover and Handover
Failure
PPHO can be seen as an unnecessary handover. In fact, the occurrence of a PPHO is de-
termined by the time duration that a UE connects to a cell directly after a handover, which
named time-of-stay. The time-of-stay starts when the UE sends a handover complete mes-
sage to a BS, and ends when the UE sends another handover complete message to another
BS. When the time-of-stay is less than a threshold (e.g., 1 s), and the new target BS is the
same BS as the source BS in the previous handover process, this handover is treated as a
PPHO. Simply say, a handover from cell B to cell A then handover back to cell B is defined
as a PPHO if the time-of stay is less than a threshold [107].
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Event A3 meets: 
𝑀𝑡 > 𝑀𝑠 + 𝐻𝑦𝑠𝑡 − 𝐶𝐼𝑂𝑠,𝑡 
UE trajectory 
Fig. 2.8 A3 event entry condition
A detailed definition of handover failure is provided in [106]. However, in order to
reduce the complexity of the handover algorithm, a simple explanation from [108] is used
in the these, that is a handover failure is observed if the UE’s wideband SINR is lower than
a threshold (e.g., Qout=-8 dB) during the handover.
2.4.3 Related Works and Discussions
In [109–113], the authors provided the numerical analysis of handover, but did not target
on handover performance optimisation. Specifically, in [109, 112], the authors derived the
numerical expressions of handover failure rate and PPHO rate. In [110], the authors pro-
vided the numerical analysis of average handover rate. In [111], a numerical analysis for
the handover delay effect was given. In [113], the authors analysed handover delay based
on Markov Chain.
In [114], a novel cost-based adaptive hysteresis scheme was proposed to optimise the
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Fig. 2.9 Handover execution signalling procedure
handover failure rate. In [115], the authors reduced the handover failure rate and unnec-
essary handovers by adjusting the handover parameters adaptively and automatically. In
[116, 117], the authors analysed the relationship between handover probability with UEs’
speed and distance from the macrocell to small cells. In [118–120], the authors provided
schemes to reduce unnecessary handovers, to be more specific, Double Threshold Algo-
rithm (DTA) and Call Admission Control (CAC) mechanisms were used to optimise the
unnecessary handovers. In [33, 121–123], the authors optimised the PPHO rate by adjust-
ing handover parameters such as TTT or HM, however, the negative effect on UE’s QoS
had not been considered. In [124], the authors analysed handover between macrocells to
small cells and macrocell to macrocells, providing optimisation of PPHO rate and handover
failure rate. In [33], the authors proposed a self-optimising algorithm which tuned the han-
dover parameters to diminish negative effects (call dropping , handover failures, PPHO).
In [34, 124, 125], the authors optimised PPHO in LTE networks by adjusting handover
parameters while guaranteeing UEs’ QoS.
To conclude, a lot of researches have been done in MM in LTE networks. However,
the works related to the self-optimisation of PPHO is insufficient. Actually, the adjusting of
handover parameters during the PPHO optimisation will cause negative effect on UEs’ QoS,
e.g., the handover failure rate and UE’s outage probability will increase. It is necessary to
keep the negative impact within a tolerable range.
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2.5 Handover Mechanism for LTE-LAA Networks
To meet the challenges of the explosive data increase, the wireless industry is on the hunt
for solutions to boost the capacity. Due to the lack of licensed of the spectrum for mo-
bile networks, finding more capacity in unlicensed spectrum has been proposed in recent
years [126]. The unlicensed 2.4 GHz and 5 GHz bands that Wi-Fi systems operate in have
been considered as important candidates to provide extra spectrum resources for mobile
networks.
2.5.1 LTE Carrier Aggregation with Unlicensed Band
In 3GPP, the most attractive unlicensed band is the 5GHz Unlicensed National Information
Infrastructure (UNII) band which are mainly used by IEEE 802.11-based Wireless Local
Area Network (WLAN), or Wi-Fi [18]. Different countries have their own demands on 5
GHz UNII band. Fig.2.10 [127] shows the 5 GHz band that is currently in consideration.
Fig. 2.10 5 GHz unlicensed band in consideration
The transmission relying only on unlicensed spectrum is unstable because the nature
of being unlicensed makes it difficult to provide guaranteed QoS. Hence, the utilisation of
licensed spectrum cannot be ignored during the spectrum access extension. Because UEs
require to access to both licensed and unlicensed spectrum under a unified LTE network.
LTE-LAA in unlicensed spectrum is designed as an extension of the LTE career aggrega-
tion (CA) protocol [127]. If there is additional capacity demand, to manage the different
components carriers, CA may be employed with one carrier serving as Primary Cell, and
others serving as secondary cells (SCCs) [128], both primary cell and secondary cell are
accessible to one user simultaneously. To enable LTE and Wi-Fi coexist peacefully, LAA
supports the listening before talk (LBT) technology, which is set to be a global standard as
it enables to meet regulatory requirements worldwide.
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LTE-LAA extends LTE to unlicensed spectrum and aggregates the unlicensed spectrum
to licensed spectrum with the same CA technology in LTE. Compared with LTE or Wi-
Fi networks, LTE-LAA can provide better capacity and large coverage area while allow-
ing seamless data flow between licensed and unlicensed spectrum through a single evolved
packet core( EPC). Meanwhile, within LTE-LAA, all UEs are operated in a unified network
because of the same access technology for both licensed and unlicensed spectrum. Signif-
icant signal overhead in the unlicensed spectrum can be saved by the unification because
the control plane signals always transmit over the licensed bands. Based on the user traffic
requirement, configuration information can be conveyed from Primary Component Carrier
(PCC) to dynamically remove/add SCCs. There are two operation modes for LTE-U/LTE-
LAA: supplemental downlink (SDL) and time-division duplex (TDD). In the SDL mode,
the unlicensed band is used to carry data traffic of the licensed spectrum, while the UL and
control channel remain in the licensed spectrum. On the other hand, in the TDD carrier ag-
gregation mode, the unlicensed spectrum is able to transmit both uplink and downlink data
traffic, and the control signal remains in the licensed spectrum.
2.5.2 Listening Before Talk in LTE-LAA
In this part, the main challenge for the coexistence of LTE-LAA and Wi-Fi system will be
analysed first. When LTE-LAA operates in the frequency band occupied by Wi-Fi systems,
the performance of Wi-Fi systems will be affected significantly, but the performance of LTE
is almost unchanged. This is because Wi-Fi systems move to silent mode due to the Carrier
Sense Multiple Access/Collision Avoidance mechanism. However, the LTE systems will
continuously transmit with minimum time gap even in the absence of traffic.
To enable the peaceful coexistence of LTE-LAA and Wi-Fi systems, the LBT technique
has been introduced [18, 129]. LBT requires LTE-LAA device to periodically stop the signal
transmitting and detect the activities of other channel occupants on a scale of milliseconds.
Fig. 2.11 shows the LBT channel access mechanism in unlicensed band [129]. The LTE-
LAA BSs need to listen to the target channel to detect the interference level at preassigned
periodic time instants, which are called ‘access opportunities’ and denoted as ‘Tattempt’ in
Fig. 2.11. At each access opportunity, the BSs sense the unlicensed band, which takes
Tsensing seconds. Only if the energy level is below a pre-assigned threshold, the UEs or BSs
are able to occupy the channel for a fixed time period, named as TcellT x in Fig. 2.11 [129].
Otherwise, the BSs will wait for the next access opportunity.
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Fig. 2.11 LBT in unlicensed band
2.5.3 Related Works and Discussions
Handover in LTE- WiFi networks is a less researched topic. In [17], a handover procedure
was provided between Wi-Fi APs and LTE systems. In [130], [131], [132], handover deci-
sion algorithms between Wi-Fi and LTE systems were proposed to optimise UEs’ battery
lifetime, load balancing and network throughput. In [133], an optimal RAT selection al-
gorithm was provided to maximise the whole system throughput in an LTE-WiFi network
with offload capability. In [134], the offloading method was proposed to optimise net-
work throughput and energy consumption. In [135], the authors investigated UE offloading
schemes. A win-win situation of Wi-Fi and LTE systems can be obtained by transferring
Wi-Fi UEs to LTE systems and allocating unlicensed spectrum to these offloaded UEs. In
[136], a Wi-Fi offloading framework was presented to maximise the aggregate UE satisfac-
tion in HetNets.
To conclude, the works targeting on handover and UE offloading in LTE-WiFi networks
are insufficient. Furthermore, most of the works in this area only consider handover between
LTE and Wi-Fi systems. In [137], the authors analysed handover between LTE BSs in LTE
unlicensed networks. However, the detailed handover procedure and handover trigger event
were not provided.
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2.5.4 Summary
Energy efficient BS sleeping, wireless backhaul techniques and Mobility Management are
discussed in this section. To be more specific, in Sect. 2.1, a brief introduction of HetNets is
provided, including the discussion of various types of BSs, the eICIC and CRE techniques,
as well as a detailed derivation of Laplace transformation used in stochastic geometry based
network model. In Sect. 2.2, an introduction of energy efficient BS sleep techniques is
provided, mainly about the description of BS power consumption breakdown and the load
dependent BS power consumption formula . In Sect. 2.3, the description of wireless back-
haul architectures is presented, followed by the explanation of the techniques normally used
together with wireless backhaul, such as IB-FD. In Sect. 2.4, an introduction of MM in Het-
Nets is given, including handover process and the definitions of PPHO and handover failure.
In Sect. 2.5, an explanation of LTE-LAA networks is given. The CA and LBT techniques
are described in this section. Furthermore, for each topic, the related works are summarised
and the remaining gaps are identified.
Chapter 3
An Energy Saving Small Cell Sleeping
Mechanism with Cell Expansion in
HetNets
For densely deployed small cells, energy efficiency (EE) is a critical figure of merit. Due to
the dynamics of wireless traffic load, some BSs are lighted loaded in off-peak time but are
still active. The active BS with low traffic load waste energy in a large scale. Recently, the
adaptive BS density control technology, which adjusts the BS density based on switching of
selected BSs, is widely investigated to save energy. However, when BSs are switched off,
radio link coverage and QoS have to be guaranteed.
In this chapter, a novel activation and sleeping mechanism is proposed for small cells
to decrease the energy consumption in HetNets. The main idea of the proposed method
is explained as follows: in the cell-edge area of a macrocell, the service area of a sleep-
ing small cell will be covered by a range-expanded small cell nearby; in areas close to the
macrocell, UEs associated with a sleeping small cell will be handed over to the macrocell.
Furthermore, the eICIC technique is applied to support range expanded small cells to avoid
QoS degradation. Numerical results indicate that the proposed sleeping mechanism signif-
icantly reduces the energy consumption of the network while guaranteeing the UEs’ QoS
requirement.
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3.1 Small Cell Sleeping Mechanism in Hexagonal HetNets
3.1.1 System Model
A: Network Model
A two tier network with macrocells (tier 1) and small cells (tier 2) is considered in this
section. In the model, both two tiers are considered as mobile network model consisting
of hexagonal cells with radius r for small cells and R for macrocells. The network consists
of multiple macrocells and the UEs of small cells receive the interference from all these
macrocells, but for simplicity, I analyse the sleeping mechanism for the small cells in one
macrocell coverage area. In this section, as UEs are deployed uniformly, the small cells
are assumed to follow homogeneous and continuous distribution, as shown in Fig. 3.4.
Moreover, this assumption is made to enable closed form expressions to be determined.
Actually, this assumption has already been made in [47, 138, 139]. A comparison between
the proposed homogeneous and continuous small cell network model as well as the more
realistic deployment model has been given in Appendix A.
The active user equipments (UEs) are assumed to be uniformly distributed in the network
coverage area and the UE density is expressed as θ (t) at time t.
Both macrocells and small cells are assumed to share the same frequency band and each
BS has a limited bandwidth denoted as W Hz here. In addition, all BSs in the same tier
transmit an equal fixed power, Pm for the first tier and Ps for the second tier.
In this section, the noise power is assumed to be negligible compared with the interfer-
ence and only SIR is considered here. The justification is provided here: Assume that the
inter-cell interference is constant over the whole area [140], in that case, the inter-cell in-
terference can be approximated at a reference point within the considered small cell. Using
Fig. 3.1 as an illustration, the reference point is chosen at the centre of small cell A, and the
interference received PIt at the reference point can be approximated as:
PIt ≥ PIB +PIC +PID +PIE +PIF +PIG
≥ 6Ps(2r)−αs, (3.1)
where PIB represents the interference received from small cell B, values of Ps,αs,(2r) are
all listed in Tab. 3.1, where Ps = 1W is the transmitting power of small cells, αs = 3.67 is
the pathloss exponent of small cells. Although two values of small cell intersite distance
(ISD) (2r) are provided in this section, in (3.1), the larger value (2r=80m) is selected to
approximate the lower bound of the interference from small cells.
From (3.1), the minimum value of PIt is computed as 6.22 ∗ 10−7W , while the noise
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Table 3.1 System parameters of Sect .3.1
Parameter Value
Macrocell ISD (2R) 800 m
small cell ISD (2r) [40,80]m
Spectrum Allocation (W) 20 MHz
Pathloss Exponent (αm,αs) 3.76, 3.67
Pathloss Constant (Km,Ks) 3∗10−2, 8.71∗10−4
Pm [dBm] 46
Ps [dBm] 30
Number of Antennas(NA) 1,1
P0M, P0s [W] 130, 6.8
∆pm,∆ps 4.7 ,4.0
PmM,PmS [W] 20.0, 0.5
UE Density (θ ) [m−2] [3000:200:200]*10−4
Date Rate Requirement (T) [Mbps] [0.8,0.6,0.4]
Coverage Probability Threshold (ε) 0.8
power is normally assumed to be −104 dbm(3.98∗10−12W )[26], which is negligible com-
pared with that of interference. Hence, SIR is considered instead of SINR in this section.
The SIR received by a typical user in the downlink can be written as:
γd =
PiKid
−αi
lu
∑ j∈φB, j ̸=l Pikid
−αi
ju
, (3.2)
where Pi is the BS transmission power, Ki the pathloss constant, αi is the pathloss compo-
nent, φB is the set of all interfering base stations and dlu is the distance between the BSu and
UEl . ∑ j∈φB, j ̸=l Pikid
−αi
ju is the set of the interference received of the typical UE.
The achievable data rate is
rd =
w
Nu
log2(1+ γd), (3.3)
where w is the bandwidth available to a cell, Nu is the number of active users served by the
BS.
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B: Power Consumption Model
In Sect. 2.2, the construction of a BS transceiver and the energy consumption mode is
provided in details. The power consumption model can be expressed as:
Pc =
NA(P0(i)+∆p(i)Pt(i)) 0 < Pt(i) ≤ PM(i)NAPs(i) Pt(i) = 0 (3.4)
where NA is number of antennas, P0(i) is the static power consumption, ∆p(i) is the slope of
the power model, Ps(i) is the power consumption for the BS in sleep model, Pt(i) = ρiPM(i) is
the average transmit power, ρi is the load of the corresponding BS, and PM(i) is the maximum
average transmit power of the BS. Values of the parameters are assigned in Table 3.1 .
When a small cell is switched off, the load of the sleeping small cell is transferred to the
macrocell, the variation of energy consumption of the whole network can be expressed as:
Preward = P0s+PMs∆psρs−PMm∆pmρm, (3.5)
where ρs is the load of the sleeping small cell and ρm is the load transferred to the macrocell.
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P0s+PMs ·∆psρs is the power consumption of the sleeping small cell, and PMm∆pmρm is the
increase of the power consumption of the macrocell.
3.1.2 Analysis of the Proposed Method
In this section, an analysis of the proposed approach is provided. The impact of the distance
from the sleeping small cell to the macrocell on the power consumption is investigated.
The coverage probability is defined by:
Pr(rd > T )
= Pr
[
w
Nu
log2 (1+ γd)> T
]
= Pr
[
w
Nu
log2
(
1+
PiKid
−αi
lu
∑ j∈φB, j ̸=l PiKid
−αi
ju
)
> T
]
, (3.6)
where rd is expressed in (3.3), T is the minimum data rate requirement of the UEs, w is the
bandwidth allocated to the BS, and Nu is the number of UEs of the BS. In the derivation, the
power of interference in coverage area of the considered small cell is assumed to be equal
to that at the BS [140].
An example of the considered scenario is shown in Fig. 3.1. The network power con-
sumption of two approaches is compared: (1) The UEs in dashed line hexagon are served
by small cell A. (2) The UEs in dashed line hexagon are all handed over to the macrocell.
Assume that the distance between the two neighbouring small cell is 2r and the distance
between the small cell A and the macrocell is D.
For the first approach, small cell A is active and its association area is expanded to the
dashed hexagon to serve part of the traffic load from small cells (B,C,D,E,F,G). For the
sake of simplicity, both small cell A and the dashed hexagon are modelled as circles during
computation of the cumulative density function (CDF) of UEs’ locations. Denoting the
distance between a random UE in CRE area to small cell A as d, the CDF of d is written as:
Fd(d0) =
d20 − r2
r2cre− r2
. (3.7)
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Proof. Using Fig. 3.1 as a illustration,
Fd(d0) = Pr(d < d0)
=
π(d20 − r2)
π(r2cre− r2)
=
d20 − r2
r2cre− r2
. (3.8)
Based on (3.6), the coverage probability of UEs in the annulus GCRE can be written as:
GCRE = Pr
[
WCRE
(SCRE−Sinner)θ(t) log2(1+
PsKsd−as
Is
)> T
]
= Pr
[
log2(1+
PsKsd−as
Is
)>
T (SCRE−Sinner)θ(t)
WCRE
]
= Pr
(
1+
PsKsd−as
Is
> 2
T (SCRE−Sinner)θ(t)
WCRE
)
= Pr
[
d−αs >
(
2
T (SCRE−Sinner)θ(t)
WCRE −1
)
Is
PsKs
]
= Pr
{
d <
[(
2
T (SCRE−Sinner)θ(t)
WCRE −1
)
Is
PsKs
]− 1αs}
, (3.9)
where Wcre(Scre−Sinner)θ(t) is the average bandwidth allocated to each UE in the CRE area, log2(1+
PsKsd−as
Is
) is the spectrum efficiency based on Shannon’s Formula, θ(t) is the UE density at
time t, Is is the interference from other small cells, which approximates (3.1), SCRE is the
area of the dashed hexagon, and Sinner is the area of small cell A shown in Fig. 3.1. Since
the coverage area are assumed to be hexagons, Scell = 6
√
3r2CRE , and Sinner = 6
√
3r2. The
values of T , Ps, Ks are assigned in Tab. 3.1.
Combining (3.7) and (3.9), GCRE can be expressed as:
GCRE =

[
2
T (Scre−Sinner)θ(t)
Wcre −1
]
Is
PsKs

− 2as
− r2
r2cre− r2
. (3.10)
The QoS of UEs in the annulus has to be guaranteed, i.e., GCRE ≥ ε , where ε is the
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coverage probability threshold. From (3.10), the minimum value of Wcre is given by
Wcre =
T (Scell−Sinner)θ(t)
log2
{
[ε(r2cre−r2inner)+r2inner]
− as2 PsKs
Is
+1
} . (3.11)
The total bandwidth requirement is
Ws =Winner +Wcre =Wβ +Wcre, (3.12)
where W is the network bandwidth, 0 ≤ β ≤ 1 is the duty cycle for macrocell. In the
simulation of this part, β = 0.5, and therefore the macrocell schedules transmissions only
in the odd subframes (OSFs), and leaves the even subframes (ESFs) blank, as assumed in
[141]. Definitely, with a decreasing β , the coverage area of the small cell increasingly
expands. However, β must be chosen under the constraints to guarantee the QoS of the UEs
in the small cell coverage area.
For the second approach, the resource needed when the UEs in the small cells are served
by the macrocell is analysed. The CDF of the distances between the macrocell and UEs in
a small cell is derived first. The distance between the macrocell and the small cell is D and
the radius of the small cell is r. When treating the small cell coverage area as a circle, the
CDF of D is expressed as [142]
Fd(d0) =
1
πr2
[
π
2
(d20 + r
2)−d20asin
D2+d20 − r2
2d0D
+ r2asin
d20 −D2− r2
2Dr
− 1
2
√
(d20 − (D− r)2)((D+ r)2−d20)]. (3.13)
Proof. The Proof can be referred to the Appendix of [142].
Then, the required resource Wm is the solution of the equation
Pr(
Wm
(Scell)θ(t)
log2(1+
PmKmd−am
Im+ Is
)> T )> ε, (3.14)
where Im is the interference from macrocells except the serving macrocell, Is is the interfer-
ence from all the small cells. ε is the coverage probability threshold. Scell = 6
√
3r2cre is the
area of the dashed hexagon shown as Fig. 3.1.
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Following some trivial derivation, (3.14) is rewritten as
Pr(d ≤ ((2
T Scellθ(t)/Wm −1)(Im+ Is)
PmKm
)−
1
am )> ε. (3.15)
Substituting (3.13) into (3.15), I obtain simultaneous equations
1
πr2 [
π
2 (d
2
0 + r
2)−d20asinD
2+d20−r2
2Dd0
+r2asind
2
0−D2−r2
2Dr
−12
√
(d20 − (D− r)2)((D+ r)2−d20)] = ε,
d0 = (
(2T Scellθ(t)/Bm−1)(Im+Is)
PmKm
)−
1
am ,
(3.16)
and Wm is solved numerically from (3.16).
After solving Ws and Wm, the power consumption of the two approaches can be derived
as follows.
For the first approach, using Fig. 3.1 as an illustration, suppose that UEs in the dashed
hexagon are served by the macrocell, the power consumption increase of the macrocell P1
is expressed as:
P1 = PMm∆pmWm, (3.17)
where Wm can be find according to (3.13) and (3.15).
For the second approach, using Fig. 3.1 as an illustration, assume that UEs in the dashed
hexagon are all served by small cell A, the power consumption of small cell AP2 can be
written as:
P2 = P0s+PMs∆psWs, (3.18)
where Ws is expressed in (3.12).
Comparing the two approaches, the difference of the power consumption of the two
approaches Pdi f can be written as:
Pdi f = P2−P1. (3.19)
It can be seen that, Pdi f < 0 means that leaving one small cell switching on to serve UEs
in this area saves more energy than handing off all traffic to the macrocell, and vice versa.
Hence, in the proposed approach, I use D which makes Pdi f = 0 as the critical point to
decide whether I need to switch off all the small cells or use small cell to cover the area of
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sleeping small cells. Fig. 3.2 compares the two methods with different UE density θ based
on (3.19). The turquoise dashed line represents Pdi f = 0.
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Fig. 3.2 Difference of the power saving of the two methods
3.1.3 Analysis of Day Traffic Profile
The traffic profile in mobile networks has already been analysed in Sec. 2.2.2. The day and
week traffic profile can be modelled as a periodic sinusoidal profile [73], just as Fig. 2.5
shows. Here, for simplicity, the day traffic load is treated as a trapezoidal function [9, 25],
which is illustrated in Fig. 3.3. In this section, only the decreasing traffic profile (θ(t)) from
24:00 to 12:00 is considered because of its symmetry.
3.1.4 BS Switch Off Patterns
In this chapter, UEs are supposed to be uniformly distributed in the area, so that the small
cells are switching off uniformly according to the distance to the macrocell. Figure 3.4
illustrates some basic cell range expansion patterns.
3.1.5 The Proposed Strategy
In this part, an analysis of the energy consumption of the proposed strategy is provided.
As mentioned before, the duty cycle for macrocell is denoted as β , and the range of β is
defined as 0 ≤ β ≤ 1. Then, the resource required for UEs in the cell expansion area can
be calculated similarly with (3.9). It is necessary to ensure that the resource required from
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these UEs should not exceed the capacity limitation, which can be expressed as:
Wcre ≤W (1−β ), (3.20)
where W is the network bandwidth. β is the duty cycle. Based on the (3.9) and (3.20), the
accurate value of Wcre can be solved numerically with a given β . It’s noted that in reality,
rcre must meet the small cell switching off pattern given in Fig. 3.4, which is denoted as r∗cre
in real situations. Furthermore, it is noted that the power saving will reach the maximum
with the largest rcre, so that β here should be chosen as small as possible under the limits.
The minimum value of β will be explained further. In addition, the QoS of UEs in the inner
area must be guaranteed to meet the requirement. From Fig. 3.1, it can be seen that a user
in small cell A will experience the interference from the macrocell covered by (macrocell
at the original point) , other macrocells (Im) and other small cells (Is). Suppose that the
minimum distance between the macrocell at the original point and small cell A is Dmin, the
interference can be approximated as:
Itotal = PmKmD
−αm
min + Im+ Is, (3.21)
where PmKmD
−αm
min is the interfering power from the macrocell covered by. Im is the inter-
ference from other macrocells and Is is the interference from all the small cells except A.
Suppose that the distance between a random inner UE to its associated small cell is d, here,
the inner UE is defined as the UE in the coverage area of an un-expanded small cell. Using
Fig. 3.1 as an illustration, the distance between the inner UE and small cell A is d. The CDF
of the d can be expressed as:
Fd(d0) = Pr(d ≤ d0)
= (
d0
r
)2. (3.22)
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Based on (3.6), the coverage probability of UEs in the inner area Ginner can be written as:
Ginner =Pr
[
W ·β
Sinner ·θ(t) log2(1+
PsKsd−αs
Itotal
)> T
]
(3.23)
=Pr
[
log2(1+
PsKsd−as
Itotal
)>
T Sinnerθ(t)
Wβ
]
=Pr
(
1+
PsKsd−as
Itotal
> 2
T Sinnerθ(t)
Wβ
)
=Pr
[
d−αs >
(
2
T Sinnerθ(t)
Wβ −1
)
Itotal
PsKs
]
=Pr
{
d <
[(
2
T Sinnerθ(t)
Wβ −1
)
Itotal
PsKs
]− 1αs}
,
where W ·βSinner is the average bandwidth allocated to the UE in inner area, log2(1+
PsKsd−αs
Itotal
) is
the spectrum efficiency based on Shannon Formula. Sinner is the area of small cell A, shown
as the dashed line in Fig. 3.1, which can be expressed as: Sinner = 6
√
3r2. θ(t) is the UE
density at time t. The values of W , Ps, Ks can be found in Tab. 3.1.
Combine (3.22) and (3.23), Ginner can be expressed as:
Ginner =

(
2
T Sinnerθ(t)
Wβ −1
)
Itotal
PsKs

− 2as
r2
. (3.24)
Recalling that the QoS of UEs in the inner area must be guaranteed, which can be expressed
as: Ginner ≥ ε , where ε is the coverage probability threshold. From (3.24), the maximum
value of Itotal can be derived as:
Itotal ≥ (εr
2)
αs
2 PsKs
2
T Sinnerθ(t)
Wβ −1
. (3.25)
Combine (3.25) and (3.21), the minimum distance Dmin can be derived as:
Dmin =

(2
T ·θ(t)·π·r2inner
W ·β −1)
(εr2inner)
−αs2 PsKs
− Im− Is
PmKm

− 1αm
. (3.26)
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Moreover, when the small cells in the range of Dmin are all pushed into sleeping mode, the
total bandwidth should be guaranteed within the capacity limitation (W ·β ), which can be
expressed as:
Dmin
∑
n=0
Wm(D)<W ·β , (3.27)
where Wm can be easily found according to the (3.13) and (3.15) before. Then, the minimum
value of duty cycle βmin with corresponding θ(t) under the constraints can be found to
maximise the cell coverage.
According to the (3.6) to (3.19) before, D can be calculated similarly, except the min-
imum distance between the two neighbouring small cell is r∗cre here. Meanwhile, the total
traffic to macrocell should not exceed the capacity. The actual distance of D can be ex-
pressed as:
D∗ = max{D,Dmin}. (3.28)
3.1.6 The Conventional Method
For the conventional method [25, 26], the small cell will be sent into sleep mode as long as
the power reward is positive.
Here, D can be solved similarly according to (3.5), meanwhile, D must have a maximum
value Dmax in case of overloading of the macrocell. The actual distance D is:
D∗ = min{D,Dmax}. (3.29)
3.1.7 Network Power and Energy Consumption
The power consumption Pnet is defined as the total power consumption of the macrocell and
all the active small cells within the coverage area of the macrocell. The expression of Pnet
with UE density θ can be expressed as:
Pnet = PM +Ps
= P0(M)+∆p(M)ρMPm(M)+Ns
(
P0(s)+∆p(s)ρsPm(s)
)
= P0(M)+∆p(M)(
∑D∗n=0Wm(n)
W
)Pm(M)+Ns
(
P0(s)+∆p(s)(
Ws
W
)Pm(s)
)
, (3.30)
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where ∑D∗n=0Wm(D) is the total bandwidth needed of the macrocell to serve the UEs form the
small cells within the distance D∗, and Wm can be derived according to (3.13) and (3.15). Ns
is the number of active small cells and can be approximated as: Ns = round(
π(R2−D2)
(6
√
(3)r∗CRE
2 ).
Ws is expressed in (3.12). P0(M),∆p(M),Pm(M),P0(s),∆p(s),Pm(s) can be found in Tab. 3.1.
The energy consumption in time period T is:
ENet = EM +Es
=
∫ T
0
∑
d<D∗
PCm(d,θ(t))dt+
∫ T
0
∑
d>D∗
PCs(d,θ(t))dt
=
N
∑
i=0
{(
∫ τi+1
τi
∑
d<D∗
∆pm ·PMm ·Wm(d,θ(t))W +P0(M))dt
+(
∫ τi+1
τi
∑
d>D∗
∆ps ·PMs ·Ws(d,θ(t))W +P0(s))}dt, (3.31)
where EM and Es is the energy consumption of the macrocell and all active small cells.
PCm represents the power consumption of sleeping small cell covered by the macrocell and
PCs is the energy consumption of a small cell. Wm(d,θ(t)) and Ws(d,θ(t)) can be derived
according to (3.13) to (3.15), and (3.7) to (3.12), d means the distance between the target
small cell and macrocell. D∗ is expressed in (3.28). τi and τi+1 are the time slots and
N is number of time slots. In this section, the UE density is assumed to be [200 : 200 :
3000] ∗ 10−4/m2 from 24:00 to 12:00, hence the number of time slots is 14 (N=14). The
values of ∆ps, ∆pm, PMs, PMm can be found in Tab. 3.1.
3.1.8 Results Analysis
Now the results provided by the proposed and conventional methods will be analysed and
simulated.
Simulation Set-up
Fig. 3.5 and Fig. 3.6 are generated according to (3.30). Fig. 3.7 is generated based on (3.31).
Matlab is used to implement the formulas to generate the figures. The parameters such as the
pathloss exponents ( αm , αs), pathloss constant (Km,Ks), data rate requirements (T), outage
probability threshold (ε), BS transmission power (Pm,Ps) and ISD of BSs (2R,2r) are all
provided in Tab. 3.1. The macrocell is deployed at the origin and small cells are deployed as
continuous and homogeneous hexagonal model. The pathloss of the macrocell is defined as:
128.1+37.6∗ log10(d) and the pathloss of small cells is defined as:140.7+36.7∗ log10(d).
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Network Power Consumption
Fig. 3.5 and Fig. 3.6 illustrate that the relationship between the network power consumption
from (3.30) and UE density for the two approaches with different UE data rate threshold (T).
Fig. 3.5 illustrates the relationship when the initial distance between the two neigh-
bouring small cells is 40m. It’s obvious that the network power rises significantly with the
increase of UE density. Moreover, as expected, the proposed method performs much better
than the existing method most of the time. It’s noted that all the curves have rapid descend-
ing on some points, which represents the cell range expansion patterns change, resulting in
significant power decrease. Another remarkable phenomenon is that the curves represent-
ing the conventional methods fluctuate at some points. The reason is that in conventional
methods, with UE density increasing, a small cell will cover the nearby sleeping small cells
which were covered by the macrocell before, which results in a low power consumption.
Hence, it can be seen that the power even decrease even when the UE density increases,
which verified the idea from another side.
Fig. 3.6 depicts the relationship when the initial distance between the two neighbouring
small cells is 40m, 2 times of Fig. 3.5, so that the cell range pattern cannot vary frequently
during the decrease of UE density, which is also reflected in the Fig. 3.6, the curves descends
smoothly most of the time.
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Network Energy Consumption
Fig. 3.7 describes the energy consumption from 18:00 to 06:00. Here, the network en-
ergy consumption (ENet) is derived according to (3.31), including the energy consumption
of the macrocell and all small cells. For the scenario r=20m, the energy saving of the pro-
posed method compared with the conventional method is 4000KJ (26.3%), 6100KJ (32.5%),
5100KJ (26.2%) respectively when the data rate requirement is 0.4,0.6 and 0.8 Mbps. For
the second scenario r=40m, the energy saving is 6400KJ (32.7%), 6200KJ (29.3%), 4900KJ
(21.8%) respectively. Moreover, compared with the second scenario, it can be found that
the energy consumption of the network with r=40m is much higher than that of r=20m, the
reason is that the cell range pattern for the second scenario cannot be changed often with
the UEs density decrease, so that the small cells are unable to be pushed into sleeping mode
in most of the time, which results in higher energy consumption.
3.2 Stochastic Geometry based Small Cell Sleeping Mech-
anism
In this section, a stochastic geometry based analysis of the proposed small cell sleeping
mechanism is provided. Instead of assuming the small cells are placed deterministically on
a regular grid, in this section their distribution is assumed to follow a homogeneous Poisson
point process. The main advantage of this assumption is that the small cell positions are all
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independent which allows substantial tools to be brought to bear from stochastic geometry.
To be more specific, the stochastic geometry based method can provide a more accurate
derivation of the coverage probability and the interference. Furthermore, with Poisson point
process based position model, the small cell density varies with different locations. Hence,
it is more realistic since in a real environment some parts of the small cell intensity is higher
(e. g. block of flats), than that of others (e. g. public parks).
For the proposed method, in the cell-edge area of a macrocell, small cells will be put
into sleep where possible and their service areas will be covered by range-expanded small
cells nearby and the macrocell; in areas close to the macrocell, UEs associated with a sleep-
ing small cell will be handed over to the macrocell. A comparison of the proposed method
and conventional methods will be given, the results show that the proposed approach out-
performs the conventional ones significantly and using eICIC technology can effectively
improve the QoS of the UEs.
3.2.1 Contribution
In this section, the energy consumption of the HetNets is minimised, meanwhile the QoS
of the UEs is guaranteed. Using stochastic geometry based HetNets model, the expressions
for (1) UE associate probability to macrocell/small cells. (2) Probability density function
of the distance between the UEs and associated macrocell/ small cells. (3) Coverage Prob-
ability are derived. Moreover, just as explained in Sect. 3.1, an optimisation strategy which
combines adaptive small cell zooming and small cell sleeping approaches is proposed to
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minimise the network power consumption. The results show that the proposed method has
a significant improvement in terms of network power saving compared with that of conven-
tional methods.
Unique aspects of my work in this section can be summarized as follows:
• An accurate system model is provided. The following problem is considered and
solved: after switching off small cells close to the macrocells , there will exist holes
around the macrocells. I solve the problem and provide a specific and accurate inter-
ference calculation.
• Expressions for association probability and coverage probability in a two-tier HetNet
under the proposed sleeping scheme is proposed.
3.2.2 Small Cell Sleeping Strategy
• Proposed Sleeping Strategy: an energy-saving small cell sleeping mechanism in a
HetNet is proposed in this section. Just as Fig. 3.8 shows, the small cells whose dis-
tance to the macrocell smaller than z are all pushed into sleeping model. Furthermore,
the density of the remaining small cells is controlled by using cell range expansion
(CRE) technique. It is noted that as the UEs inside the dashed circle are close to the
macrocell, the assumption is made that all the UEs from the sleeping cells within the
dashed circle can only be offloaded to the macrocell.
The eICIC technique is applied to improve the QoS of UEs in the edge of small cells.
The macrocell can mute its downlink transmissions in certain subframes called almost
blank subframes (ABSs). In this section, that ABSs are assumed to be allocated only
to the UEs in the small cell range expansion area to avoid the interference from the
macrocell. The UEs located close to the small cells and in the coverage are of the
macrocell are scheduled with normal subframes.
In existing works [25, 26], the authors only switched off small cells close to the macro-
cell and handed over the associated UEs to the macrocell. However, I notice that the
network power saving of this kind of approach is not significant, because a number of
small cells in the area far from the macrocell are still active.
• Conventional Sleeping Strategy: the repulsive sleeping scheme in [26] is selected as
the conventional method in this section. The small cells inside the circle around the
macrocell are turned off and the associated UEs are all handed over to the macrocell.
• Random Sleeping: Each small cell has an equal probability to be put into sleep mode.
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3.2.3 Downlink System Model
A two tier HetNet with macrocells (tier 1) and small cells (tier 2) is considered in the sys-
tem model. Due to the fact that the the macrocells’ location should be carefully designed
to maintain their coverage, in my model, the macrocells are considered to be regularly de-
ployed as hexagonal cells[26]. On the contrary, small cells are densely deployed to boost
the network capacity, hence the small cells are assumed to form a homogeneous Poisson
Point Process (HPPP) with intensity λ2 as shown Fig. 3.8.
Both macrocells and small cells are assumed to share the same frequency band and each
BS has a limited bandwidth denoted as W Hz here. All BSs in the same tier are assumed to
transmit an equal fixed power Pk, k = 1 for the first tier and k = 2 for the second tier. The
downlink desired and interference signals experience path loss, and for each tier different
path loss exponents αk are allowed. The received power of a UE from a BS of kth tier at
a distance x can be expressed as Pkhxx−αk , where hx is the small scale fading gain. Under
Rayleigh fading assumption, {hx} is a sequence of independent and identically distributed
(i.i.d.) exponential random variables with hx ∼ exp(1).
Let dk denote the distance of the typical user from the nearest AP of kth tier. It’s assumed
that each user will associate to the base station based on the rule:
j = arg max
k∈{1,2}
{PkBkd−αkk }, (3.32)
where Bk is the cell association bias factor for the kth tier. In this section, only the
association bias for tier 2 (small cell tier) is considered, which is denoted as B2 here. Fig.3.8
illustrates the system model. The area inside the dashed circle with radius z is named as
area A and the area outside the dashed circle is named as area B. Assume that all small cells
within area A are switched off and the associated UEs will be handed over to the macrocell.
In area B, small cells are partially turned off.
In the given setup, a user u can be in the area A connected to the macrocell, named set
A here, and the following three disjoint sets, where j is expressed in (3.33):
u ∈

U1 i f j = 1, P1R
−α1
1 ≥ P2R−α22 B2
U2 i f j = 2, P2R
−α2
2 ≥ P1R−α11
U3 i f j = 2, P2R
−α2
2 ≤ P1R−α11 < P2R−α22 B2,
(3.33)
where the set U1 is the set of UEs in the area outside the dashed circle connected to the
macrocell, the set U2 is the set of unbiased small cell UEs in the area outside the dashed line
circle. The set U3 is the set of biased UEs in the area outside the dashed circle. Fig. 3.9 is
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displayed to illustrate the UE association model.
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Fig. 3.8 Illustration of the system model
For a typical UEu in set A or set U1, the received SINR is given as :
γu =
P1hm,ud
−α1
m,u
∑i∈C2 hi,ud
−α2
i,u P2+σ2
, (3.34)
where P1 is the transmit power of macrocell, hm,u is the Rayleigh fading of the link from the
macro BS to the UEu, and hi,u are the Rayleigh fading of interfering links from small cells
to the UEu. dm,u is the distance between the macro BS to the UEu, and di,u are the distance
from interfering small cells to the UEu. C2 is the set of interfering small cells.
For a typical UEu in set U2, the received SINR can be expressed as follows:
γu =
P2hl,ud
−α2
l,u
∑i∈C2\l hi,ud
−α2
i,u P2+ Im+σ2
, (3.35)
where P2 is the transmit power of cells, hl,u is the Rayleigh fading of the link from the serving
small cell l to the UEu, and hi,u are the Rayleigh fading of interfering links from other small cells
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Fig. 3.9 Illustration of the UE association model
to the UEu. dl,u is the distance between the serving small cell l to the UEu, and di,u are the distance
from interfering small cells to the UEu. C2 is the set of interfering small cells. Im is the interference
from the macrocell.
For a typical UEu in set U3, the received SINR can be expressed as follows:
γu =
P2hl,ud
−α2
l,u
∑i∈C2\l hi,ud
−α2
i,u P2+σ2
. (3.36)
The description of the parameters can be found in (3.35). It is noted that Im is omitted here due to
the reason that the ABSs, where the macrocell mute its downlink transmissions, are allocated only
to the UEs in set U3 to avoid the interference from the macrocell.
Assuming each BS allocates resource equally to its active UEs, the achievable data rate of UEu
can be written as:
ru =
W
N
log2(1+ γu), (3.37)
where N is the number of the active UEs associated to the serving BS, w is the bandwidth allocated to
3.2 Stochastic Geometry based Small Cell Sleeping Mechanism 53
UEs of the serving BS, U is the data rate requirement of UEs, η is the coverage probability threshold.
γu is the SINR for UEu which can be found in (3.34), (3.35) and (3.36). The coverage probability
here is defined as the probability that the data rate of UEu is above the threshold U , which can be
expressed as P{ru >U}.
The service coverage constraint of UEu can be expressed as:
E{P
(w
N
log2(1+ γu)
)
>U}> η . (3.38)
The power consumption model used in this part is from (3.4).
3.2.4 Coverage Probability Analysis
In this section, the BS coverage probability will be derived and verified by the simulation in Sect.
3.2.5. For convenience, α1 = α2 = 4 is assumed in this section. Furthermore, for simplicity, the
interference from the macrocell to the UEs in set U2 is averaged, which can be written as:
E[Im] =
∫ R
z
P1r−α1
2r
R2− z2 dr. (3.39)
Proof.
E[Im] =
∫
P1r−α1 fR(r)dr
=
∫ R
z
P1r−α1
2r
R2− z2 dr. (3.40)
UEs in Set A
In this section, the coverage probability for UEs in set A will be derived.
The probability density function (PDF) of the distance r between UEs in area A to the macrocell
can be expressed as
fR(r) =
2r
z2
. (3.41)
Proposition 1. The coverage probability for UEs in area A can be given as:
GA =
∫ z
0
e−µTr
α1σ2LIs(µTr
α1)
2r
z2
dr, (3.42)
where T = 2
UNA
WA −1
P1
, NA is the number of UEs in set A and can be expressed as:NA = λ2πz2, WA is
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bandwidth allocated to all the UEs in set A, and the Laplace transform of Is can be written as
LIs(µTr
α1)
= exp
(
−πr2λ2(T ∗P2)2/a2(π/2)
)
exp
2λ2 ∫ r+z
r−z
arccos( r
2+ρ2−z2
2rρ )
1+ ρ
α2
P2s
ρ dρ+2λ2
∫ r−z
0
π
1+ ρ
α2
P2s
ρ dρ
 ,
(3.43)
where s = µTrα1 .
Proof. Proof see Appendix B.
UEs in Set U1
In this section, the coverage probability for UEs in set U1 will be derived. Just as shown in Fig. 3.9,
set U1 is the set of UEs connected to the macrocell in area B, and is expressed in (3.33).
The probability that a UE in set U1 (in area B and connect to the macrocell) can be expressed as:
qU1B = P(P1R
−α1
1 ≥ P2R−α22 B2)
=
∫ R
z
P(R2 ≥ (( P1P2B2 )
− 1α2 R
α1
α2
1 ) fR1(r)dr
=
∫ R
z
e−λ2(
P1
P2B2
)
− 2α2 r
2α1
α2 2r
R2− z2 dr. (3.44)
The number of users in this area connect to macrocell can be expressed as NU1B = q
U1
B π(R
2− z2).
Proposition 2. Assume the distance between the macrocell with a random UE in set U1 is X1. The
PDF fX1(x) can be expressed as:
fX1(x) =
dFX1
dx =

0, x≤ z
1
qU1B
e(−λ2π(
P1
P2B2
)
− 2α2 x
2α1
α2 ) 2x
R2−z2 ,R≥ x > z.
0, x > R
(3.45)
Proof. Proof see Appendix C.
Corollary 1. The coverage probability of UEs in set U1 can be expressed as:
GU1B =
∫ R
z
e−λ2π(
P1
P2B2
)
− 2α2 x
2α1
α2
e−µT x
α1σ2LIs(µT x
α1)
2x
qU1B (R2− z2)
dx, (3.46)
where T = 2
UNU1
W
U1
B −1
P1
.
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WU1B is the bandwidth allocated to all the UEs in set U1, N
U1
B is the number of users in set U1 and
can be expressed as :NU1B = q
U1
B
λu
λ2 .
The proof of GU1B is expressed below:
Proof.
GU1B = E{P
(
WU1B
NU1B
log2(1+ γU1B )
)
>U}
= Ex1{P
(
WU1B
NU1B
log2(1+
P1hx
−αm
1
Is+σ2
)
)
>U}
=
∫ (
P
(
WU1B
NU1B
log2(1+
P1hx
−αm
1
Is+σ2
)
)
>U
)
fX1(x)dx
=
∫
P
h > (2
UN
U1
B
W
U1
B −1)(Is+σ2)xα1
P1
 fX1(x)dx
=
∫
e−µTr
α1σ2LIs(µTr
α1) fX1(x)dx, (3.47)
where fX1(x) is expressed in (3.45).
LIs(µT x
α1) = exp(−λ2πx2(T ∗P2)α2/2(π2 − atan(m ·T
−α2/2)))exp(
∫ r+z
g
2πl(ρ)
1+ ρ
α2
P2·s
ρdρ), (3.48)
where l(ρ) = λ2π arccos(
x2+ρ2−z2
2xρ ), m = (
P1
P2∗B2 )
−2/α2 , g = max[x− z,( P1P2∗B2 )−1/α2 · x].
Proof. Proof see Appendix D.
UEs in Set U2
In this section, an analysis of the coverage probability of UEs in set U2 will be given. Just as shown
in Fig. 3.9, set U2 is the set of UEs close to small cells in area B, and is expressed in (3.33).
The probability that UEs in set U2 is:
qU2B =P(P2R
−α2
2 ≥ P1R−α11 )
=
∫ R
z
P(R2 ≤ (P1P2 )
− 1α2 R
α1
α2
1 ) fR1(r)dr
=
∫ R
z
(1− e−πλ2((
P1
P2
)
− 2α2 r
2α1
α2 )
)
2r
R2− z2 dr.
(3.49)
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Proposition 3. Suppose the distance between a random UE in set U2 with its associated small cell
is X2. The pdf fX2(x) can be written as:
fX2(x) =
dFX2
dx =

1
qU2B
(2πλ2xe−λ2πx
2
), x≤ x1
R2−( P2P1 )
− 2α1 x
2α2
α1
R2−z2
2πλ2
qU2B
xe−λ2πx2 ,x2 ≥ x > x1
0, x > x2,
(3.50)
where x1 = z(P2/P1)−0.25 and x2 =
R
(P2/P1)−0.25 ,
Proof. Proof see Appendix E.
Corollary 2. The coverage probability of UEs in set U2 can be expressed as:
GU2B =
∫ x1
0
e−λ2πx
2 2πλ2x
qU2B
e−µT x
α2 (Im+σ2)LIs(µT x
α2)dx
+
∫ x2
x1
e−λ2πx
2 R2− (P2P1 )
− 2α1 x
2α2
α1
R2− z2
2πλ2x
qU2B
e−µT x
α2 (Im+σ2)LIs(µT x
α2)dx, (3.51)
where T = (2(U∗N
U2
B /W
U2
B )− 1)/P2, WU2B is the bandwidth allocated to set U2, NU2B is the average
number of users in set U2 and can be expressed as :N
U2
B = q
U2
B
λu
λ2 .
Proof.
GU2B = E{P
(
WU2B
NU2B
log2(1+ γU2B )
)
>U}
= Ex2{P
(
WU2B
NU2B
log2(1+
P2hx
−α2
2
Is+ Im+σ2
)
)
>U}
=
∫ (
P
(
WU2B
NU2B
log2(1+
P2hx−α2
Is+ Im+σ2
)
)
>U
)
fX2(x)dx
=
∫
P
h > (2
UN
U2
B
W
U2
B −1)(Is+ Im+σ2)xα2
P2
 fX2(x)dx
=
∫
e−µT x
α2 (σ2+Im)LIs(µT x
α2) fX2(x)dx, (3.52)
where fX2(x) is expressed in (3.50).
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LIs(µT x
α2) = exp
(
−πλ2x2(T ∗P2)2/α2 ∗ (π/2− atan(T−2/α2))
)
∗ exp
2λ2 ∫ xu
xl
arccos
(D2oo′+ρ
2−z2)
(2Doo′ρ)
1+ ρ
α2
P2s
ρ dρ
 (3.53)
xl can be written as xl = max(Doo′ − z,x), xu = Doo′ + z, and it’s noted that Doo′ has the con-
straints which can be expressed as Doo′ ≤ (P2P1 )
− 1α1 x
α2
α1 , here the upper bound Doo′ = (P2P1 )
− 1α1 x
α2
α1 is
selected.
The proof of (3.53) can be referred to Proof (G.1) based on Fig. G.1 in Appendix G. Moreover,
it’s worth noting that because UEs in set U2 are likely close to small cells and far away from the
macrocell, the approximation has a quite limited impact on the real results.
UEs in Set U3
In this section, an analysis of the coverage probability of UEs in set U3 will be given. Just as shown
in Fig. 3.9, set U3 is the set of UEs in the CRE area, and is expressed in (3.33).
The probability that the UEs in set U3 can be expressed as:
qU3B = P(P1R
−α1
1 ≤ P2R−α22 B2∩P1R−α11 ≥ P2R−α22 )
=
∫ R
z
P((
P1
P2B2
)
− 1α2 R
α1
α2
1 ≥ R2 ≥ (
P1
P2
)
− 1α2 R
α1
α2
1 ) fR1(r)dr
=
∫ R
z
(exp(−λ2π(P1P2 )
− 1α2 R
α1
α2
1 )− exp(−λ2π(
P1
P2B2
)
− 1α2 R
α1
α2
1 ))
2r
R2− z2 dr. (3.54)
The average number of users in set U3 connect to the small cell is :N
U3
B = q
U3
B
λu
λ2 .
Proposition 4. The probability of the distance from UEs to associated small cells in set U3 in area
B can be expressed as
fX3(x) =
dFX3
dx =

0, x≤ x1
ρ21−z2
q
U3
B (R2−z2)
2πλ2xe−λ2πx
2
,x1 ≤ x < xb1
ρ21−ρ22
q
U3
B (R2−z2)
2π λ2xe−λ2πx
2
, xb1 < x≤ x2
R2−ρ22
q
U3
B (R2−z2)
2π λ2xe−λ2πx
2
, x2 < x≤ xb2,
(3.55)
where x1 = z
(
P2
P1
)−0.25
, xb1 =
z
(
P2B2
P1 )
−0.25 , x2 =
R
(
P2
P1
)−0.25
, xb2 =
R
(
P2B2
P1
)−0.25
. ρ1 = (P2P1 )
−0.25. ρ2 = (P2B2P1 )
−0.25.
Proof. Proof see Appendix E.
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Corollary 3. The coverage probability of UEs in set U3 of area B can be expressed as:
GU3B =∫ xb1
x1
e−µT x
α2σ2e−λ2πx
2
LIs(µT x
α2)
ρ21 − z2
qU3B (R2− z2)
2πλ2xdx+∫ x2
xb1
e−µT x
α2σ2e−λ2πx
2
LIs(µT x
α2)
ρ21 −ρ22
qU3B (R2− z2)
2π λ2xdx+
∫ xb2
x2
e−µT x
α2σ2e−λ2πx
2
LIs(µT x
α2)
R2−ρ22
qU3B (R2− z2)
2π λ2xdx, (3.56)
where x1,x2,xb1,x
b
2,ρ1,ρ2 can be found in (3.55), T = (2
(U∗NU3B /W
U3
B )−1)/P2, WU3B is the bandwidth
allocated to UEs in set U3, N
U3
B is the UEs in set U3 and can be expressed as N3 = q
U3
b ∗ λuλ2 .
Proof.
GU3B = E{P
(
WU3B
NU3B
log2(1+ γU3B )
)
>U}
= Ex3{P
(
WU3B
NU3B
log2(1+
P2hx
−α2
3
Is+σ2
)
)
>U}
=
∫ (
P
(
WU3B
NU3B
log2(1+
P2hx−α2
Is+σ2
)
)
>U
)
fX3(x)dx
=
∫
P
h > (2
UN
U3
B
W
U3
B −1)(Is+σ2)xα2
P2
 fX3(x)dx
=
∫
e−µT x
α2 (σ2+Im)LIs(µT x
α2) fX3(x)dx, (3.57)
where fX3(x) is expressed in (3.55).
Here, an upper bound approximation ofLIs is provided.
LIs(µT x
α2) = exp
(
−λ2πx2(T ∗P2)0.5(π/2− arctan(T−0.5))
)
exp
2λ2 ∫ xu
xl
arccos
(D2oo′+ρ
2−z2)
(2Doo′ρ)
1+ ρ
αs
P2(s)
ρ dρ

(3.58)
where xl = max((P2P1 )
− 1α1 x
α2
α1 − z,x),xu = (P2P1 )
− 1α1 x
α2
α1 + z,Doo′ = (P2P1 )
− 1α1 x
α2
α1
Proof. Proof see Appendix F.
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Table 3.2 System parameters of Sect 3.2
Macro/Small cell/UE distribution hexagon/PPP/uniform distribution
Density of UEs (θ ) 0.0004*[1,2,3,4,5,6]/m2
Bandwidth allocation [Hz] 20M Hz
Power consumption of macrocells (P1) [W] 40
Power consumption of small cells (P2) [W] 1
Noise power (σ2) [dbm] -104
Macro/Small cell pathloss exponent (α1/α2) 4
P0M, P0s [W] 130, 6.8
∆pm,∆ps 4.7 ,4.0
PmM,PmS [W] 20.0, 0.5
Ps(s) [W] 0
Date Rate Requirement (U) [Mbps] 0.64
Coverage Probability Threshold (η) 0.8
CRE bias factor for small cells (B2)[db] [0,4,8,12]
Size of the macrocell (Apothem of hexagon) (R) [m] 500
3.2.5 Validation of Coverage Probability Analysis
In this section, the developed analysis is verified, in particular Proposition 1, Corollary 1, Corollary 2
and Corollary 3. The simulation parameters are listed in Tab. 3.2.5. The UE density here is assumed
to be 0.0008/m2, and the small cell density is assumed to be 0.0005/m2. The cell range expansion
bias (B2) is set to be 4dB. These values are selected randomly to verify the numerical results. The
coverage probability of UEs is validated by sweeping over a range of allocated bandwidth.
Simulation Set-up
In this part, the simulation method used to verify the numerical results will be mainly introduced.
The simulation tool used in this section is Matlab. In the simulation, the macrocell is deployed at
the origin and its coverage area is assumed to be a circle with radius 500m. The UEs follow random
distribution within the circle with density 5∗10−4/m2, and the small cells follow SPPP distribution
with density 8∗10−4/m2 in area B, just as Fig 3.8 shows. The bias factor (B2) is set to be 4 dB. These
values are selected randomly to verify the numerical results. The received power in the simulation is
written in the form of Pr = Pt ∗K ∗ dd0
−α ∗h, where Pt is the BS transmission power, K and d0 are set
to be 1, h is the Rayleigh fading and can be generated with ′exprnd′ function. In the simulation, the
coverage probability of UEs is expressed as: ‘the number of UEs satisfy WN log2(1+ γu) > U’ over
‘the total number of UEs’. The values of all the parameters used in the simulation can be found in
Tab. 3.2. It is noted that Monte Carlo method is used in the simulation and the loop count is 2000
times.
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UEs in Set A
It is supposed that all UEs in set A will be offloaded to the macrocell. Fig. 3.10 explains the
relationship between the bandwidth allocated and the coverage probability. It can be easily see that
with the increase of z, the coverage probability will decrease on a large scale. That is because with
z increase, more UEs will be offloaded to the macrocell from the sleeping small cells. In that case,
more bandwidth is needed from the macrocell to guarantee the coverage probability of its UEs.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Bandwidth Allocation(Hz) ×107
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Co
ve
ra
ge
 P
ro
ba
bi
lity
Theoretical Analyse, z=30m
Theoretical Analyse, z=50m
Theoretical Analyse, z=70m
Theoretical Analyse, z=90m
Simulation, z=30m
Simulation, z=50m
Simulation, z=70m
Simulation, z=90m
Fig. 3.10 Coverage probability obtained from simulation and Proposition 1(GA) for UEs in
set A
UEs in Set U1
The relationship between the allocated bandwidth and the coverage probability of the UEs in set U1
is shown in Fig. 3.11. It can be seen that as z increases, the coverage probability increases steadily,
the major reason of which is that the number of UEs in set U1 decreases with the increasing of z.
Recalling that set U1 is the set of UEs connected to macrocell outside the dashed circle, with the
increase of z, the number of UEs in set U1 declines. It is demonstrated as follows:
NU1B = π(R
2− z2)qU1B
= π(R2− z2)
∫ R
z
e−λ2(
P1
P2B2
)
− 2α2 r
2α1
α2 2r
R2− z2 dr, (3.59)
where NU1B is the number of UEs in set U1, and q
U1
B is the association probability which can be found
in (3.44). With numerical calculation, it can be found that NU1 goes down rapidly with the increase
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of z. Hence, the coverage probability will increase correspondingly.
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Fig. 3.11 Coverage probability obtained from simulation and Corollary 1(GU1B ) for UEs in
set U1
UEs in Set U2
The relationship between the allocated bandwidth and the coverage probability of UEs in set U2 is
shown in Fig. 3.12. It is noted that, in order to show the difference of coverage probability for each
z significantly, I chose the maximum Im here, Im = P1z−αm . From Fig. 3.12, it can be seen that the
coverage probability rises with the increase of z, the reason of which is the interference from the
macrocell to UEs in set U2 decreases with the increase of z, hence, the coverage probability will
increase correspondingly.
UEs in Set U3
The relationship between the allocated bandwidth and the coverage probability of UEs in set U3 is
illustrated in Fig. 3.13. It is noted that in this part, the inter-cell interference from small cells cannot
be calculated accurately, hence, I provide an approximation of the upper bound of the interference.
It can be seen that the coverage probability rises with the increase of z, this is because the number of
UEs in set U3 goes down with the increase of z. I demonstrate this as follows:
NU3 = q
U3
B
λu
λ2
, (3.60)
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Fig. 3.12 Coverage probability obtained from simulation and Corollary 2(GU2B ) for UEs in
set U2
where qU3B can be written as:
qU3B =
∫ R
z
(exp(−λ2π(P1P2 )
− 1α2 R
α1
α2
1 ))
2r
R2− z2 dr
−
∫ R
z
(exp(−λ2π( P1P2B2 )
− 1α2 R
α1
α2
1 ))
2r
R2− z2 dr. (3.61)
With numerical integration, it can be found that NU3 decreases when z increases. Hence, the coverage
probability will increase correspondingly.
3.2.6 Problems Analysis and Solutions
Based on the derived coverage constraints in the last section, the minimum power consumption with
given user density will be proposed. The network power consumption can be written as :
P =
(
P0M +∆pm ∗PmM ∗WA+W
U1
B
W
+(P0S+∆ps ∗PsS ∗W
U2
B +W
U3
B
W
)λ2π(R2− z2)
)
, (3.62)
where P0M +∆pm ∗PmM ∗ WA+W
U1
B
W is the power consumption of the macrocell, and (P0S +∆ps ∗PsS ∗
WU2B +W
U3
B
W )λ2π(R
2− z2) is the power consumption of all active small cells. Among them, WA is the
bandwidth required for UEs in set A, WU1B is the bandwidth required for UEs in set U1, W
U2
B is the
bandwidth required for UEs in set U1, W
U3
B is bandwidth required for UEs in set U3. P0M, ∆pm, PmM,
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Fig. 3.13 Coverage probability obtained from simulation and Corollary 3(GU3B ) for UEs in
set U3
∆ps, PsS can be found in Tab. 3.2.
The problem can be formulated as bellow:
OPT: minP(λ2,z,B2) (3.63)
s.t.,
WA
λuπz2
(1+ γ(z,B2,λ2))> η (3.64)
WU1B
qU1B λuπ(R2− z2)
(1+ γ(z,B2,λ2))> η (3.65)
WU2B
qU2B λu/λ2
(1+ γ(z,λ2))> η (3.66)
WU3B
qU3B λuπ(R2− z2)
(1+ γ(z,B2,λ2))> η (3.67)
WA+W
U1
B +W
U3
B ≤Wt (3.68)
WU2B +W
U3
B ≤Wt (3.69)
However, the problem is hard to solve as there is no closed-form expressions for WA, W
U1
B , W
U2
B ,
WU3B , which can be found in (B.5),(3.46),(3.51),(3.56) respectively, so the problem can be solved step
by step.
Firstly, I calculate the lower bound and upper bound of z, which can be written as zmin and zmax.
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Here, it is assumed that zmin = 0, and zmax can be calculated according to (3.65) and (3.66). Given
zi = zmin +∆z ∗ i,zi ≤ zmax, ∆z = 5, i = [0,1,2,3,4...], I can analyse the minimum network energy
consumption with each zi.
Then, based on (3.66), it can be derived that the minimum of λ2:λ2(min). It’s noted that (3.68)
and (3.69) also need to be satisfied. According to (3.64) and (3.68), the maximum of λ2:λ2(max) can
be derived. Given λ2( j) = λ2(min)+∆λ ∗ j,λ2(i)≤ λ2(max), ∆λ = 2∗10−5, j = [0,1,2,3,4...], the
network power P in (3.62) can be solved with λ2( j) and corresponding B2. Actually P is minimised
when B2 reaches maximum. By comparing network power P with given λ2( j), the minimum value
of P(z) can be found.
Finally, compare P(z) with given z(i) and found the minimum.
Below is the summary of the optimisation steps:
1. Let zmin = 0 and derive zmax according to (3.65) and (3.66).
2. Let zi = zmin+∆z ∗ i,zi ≤ zmax, where ∆z = 5, i = [0,1,2,3,4...].
3. Derive λ2(min) from (3.66), (3.68) and (3.69). Derive λ2(max) according to (3.64) and (3.68).
4. Let λ2( j) = λ2(min)+∆λ ∗ j,λ2(i)≤ λ2(max), where ∆λ = 2∗10−5, j = [0,1,2,3,4...].
5. Find the minimum value P∗(zi) of {P(zi,λ2( j))} over λ2 with each zi.
6. Find the minimum value of {P∗(zi)}.
3.2.7 Network Power Consumption
Fig. 3.14 and Fig .3.15 are generated based on the optimisation of (3.62). The parameters used are
all listed in Tab. 3.2.
Fig. 3.14 illustrates the network energy consumption(P) with different z and different bias factor
B2 when θ = 0.0016/m2 and θ = 0.0008/m2. It’s easy to see that the network has a higher power
consumption with more UEs. In addition, the figure demonstrates that the network consumes lower
power with larger bias factor (B2). It can also be seen that, with CRE technique used, especially with
large B, the network power consumption drops rapidly, that is because the small cell density outside
the dashed circle is diluted in a large scale with CRE technique applied.
Fig. 3.15 represents the relationship between the network power consumption (P) with different
UE density (θ ) for three approaches. It’s clear to see that the power consumption rises with the
increase of the UE density. In addition, as expected, the proposed method has a much better per-
formance compared with that of the conventional approach, especially with higher UE density. It
can be seen from the figure that when the UE density reaches 2.4 ∗ 10(−3)/m2, the network power
consumption of the conventional method exceeds 3000W, which is almost twice compared with that
of the proposed approach. Moreover, both the proposed and conventional approaches outperform the
random sleeping method significantly.
3.2 Stochastic Geometry based Small Cell Sleeping Mechanism 65
30 40 50 60 70 80 90
z(m)
500
1000
1500
2000
2500
3000
To
ta
l p
ow
er
 c
on
su
m
pt
io
n(W
)
B2=1,θ=0.0016/m
2
B2=2.5,θ=0.0016/m
2
B2=6,θ=0.0016/m
2
B2=16,θ=0.0016/m
2
B2=1,θ=0.0008/m
2
B2=2.5,θ=0.0008/m
2
B2=6,θ=0.0008/m
2
B2=16,θ=0.0008/m
2
Fig. 3.14 Network power consumption with z
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
θ(/m2) ×10-3
0
400
800
1200
1600
2000
2400
2800
3200
3600
4000
To
ta
l p
ow
er
 c
on
su
m
pt
io
n(W
)
Proposed Method
Conventional Method
Random Sleep
Fig. 3.15 Network power consumption with different UE density
66 An Energy Saving Small Cell Sleeping Mechanism with Cell Expansion in HetNets
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
UE density (/m2) ×10-3
200
400
600
800
1000
1200
1400
1600
1800
2000
To
ta
l p
ow
er
 c
on
su
m
pt
io
n(W
)
Proposed method, SPPP model, T=0.64 Mpbs
Proposed method
homogeneous and continuous hexagon model
 initial 2r=40, T=0.64 Mbps
Fig. 3.16 Network power consumption comparison for different network models
3.3 Summary
In this chapter, a strategic small cell sleeping mechanism according to the dynamic traffic is proposed
to minimise the HetNet power consumption. The proposed approach uses range expanded small
cells and eICIC technique to cover the sleeping cells which are far from the macrocell and uses
macrocell to serve the UEs from the sleeping cells close to it. The proposed mechanism is analysed
in homogeneous and continuous hexagon network model in Sect. 3.1, as well as homogeneous SPPP
based network model in Sect .3.2. The results in both sections demonstrate that the proposed scheme
outperforms the conventional ones in a large scale.
Fig. 3.16 compares the results with same UE density when T = 0.8Mbps. It can be seen that
when UEs are uniformly distributed in the entire area, the hexagon based network power consump-
tion is lower than that of SPPP based network model. In fact, stochastic geometry is introduced in
HetNets research because it is accurate in predicting probabilistic parameters of randomly designed
HetNets such as SINR distribution, coverage probability, etc. Homogeneous SPPP based model
is significantly more tractable than the traditional hexagon-based models, and appears to track the
lower bound performance (e.g., coverage probability) of real deployment.
Chapter 4
Enhancing Small Cell and Network
Capacity using Wireless Backhaul
4.1 Introduction
Recently, hyper dense small cells are proposed to meet the challenge of the tremendous increment in
mobile data service requirement. To reduce the deployment cost as well as operating cost, these small
cells are usually connected to limited backhauls, in which case the backhaul capacity may become
the bottleneck in busy hours. In this chapter, I propose an optimal resource allocation scheme for
the small cells to utilise the macrocell links as the wireless backhaul. The simulation results show
that the proposed scheme can significantly improve the network performance in high traffic load
scenarios.
To address the explosive growth in data demands driven by mobile phones, network operators
have to significantly increase the capacity of their networks. Dense small cells deployment has
been considered as a key technology to offer high throughput and continuous coverage rate. With
limited backhaul capacity, the small cells could connect to the core network by low capacity backhaul
links (e.g., DSL links). In this situation, the QoS of UEs may not be guaranteed. Therefore, if
the capacity of the current backhaul link is insufficient, the wireless resources could be utilised to
backhaul information for small cells.
Compared with fibre backhaul, wireless backhaul is cheaper and more flexible. However, wire-
less backhaul suffers from interference and the resource allocation and performance evaluation are
challenging.
In this chapter, a scheme which uses macrocell link as wireless backhaul is proposed. In the
proposed scheme, the capacity of small cells and the entire network is maximised. Both FDD and
IB-FD approaches are used to verify the proposed maximisation. To the best of my knowledge, the
numerical performance evaluation in terms of network throughput of the two methods has not been
provided yet.
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In FDD networks, wireless resources allocated to links between the Macrocell and small cells are
orthogonal to that allocated for the data exchange between the small cell and its associated UEs, as
shown in Fig. 4.1. Whereas in IB-FD networks, small cells are able to carry out the self-interference
cancellation. Therefore, IF-FD is able to transmit and receive signals in the same time-frequency
resource, as shown in Fig. 4.2. The detailed explanation of IB-FD technique has been provided in
Sect .2.3.
The capacity enhancement with wireless backhaul is analysed under two scenarios: (1) In the
first scenario, a single considered small cell that uses wireless backhaul is analysed in a two tier
network. In this scenario, the traffic of some hot spots could increase significantly. Therefore, the
wireless backhaul could only be needed in these selected hot spot areas. (2) In the second scenario,
all small cells are assumed to utilise wireless backhaul, and the throughput of the entire network is
analysed. Most of the papers in this area target on the optimisation of UEs’ coverage probability,
the researches about network throughput performance evaluation are insufficient. In this part, the
detailed analysis of the network throughput will be proposed.
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4.2 System Model and Problem Formulation
The system model consists of both macrocells and small cells deployed according to a homogeneous
Spatial Poisson Point Process (SPPP)Φwith intensity λm and λs, respectively, in the Euclidean plane.
The UEs are uniformly distributed within the entire area. The backhaul capabilities for the macrocells
are assumed to be profound and the small cells are connected to limited backhauls. W denotes the
whole bandwidth of the network. In the small cell, the spectrum is divided into subchannels each
with bandwidth b. Suppose that N represents the number of available sub-channels in the network,
if N servers are all busy simultaneously, then any new arrival requests would be dropped.
Considering a channel model consisting of distance dependent path loss and multipath fading,
the channel gain g of a link can be expressed as:
g = d−αh, (4.1)
where d is the distance between the transmitter and receiver, h is exponential distributed random vari-
able with mean (1/γ), representing Rayleigh fading, and α is the path loss exponent. It is assumed
that the path loss exponents for macrocells and small cells are the same, αs = αm = α .
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For a typical UE l associated with a BS in tier k, its SINR ϒl is
ϒl =
gl,0Pk
∑Kj=1∑i∈C j\Bk0 gl,iPj +σ2
, (4.2)
where Pk, k=s or m is the transmit power of the serving BS, gl,0 and gl,i are the channel gain (as
defined in (4.1)) of the link from the serving BS to the UE l and the interfering links to the UE l,
respectively, C j is the set of BSs and σ2 is the power of the additive white Gaussian noise (AWGN).
For FDD approach, K = 1.
The SINR ϒm for the link between macro-cell BS and the small cell BS is
ϒm =
gm,0Pm
∑Kj=1∑i∈C j\Bm0 gs,iPj +σ2
, (4.3)
where Pm is the transmit power of macrocell, gs,0 is the channel gain of the link from the macro BS
to the target small cell, and gs,i are the channel gain (as defined in (4.1)) of interfering links from
other BSs to the target small cell. C j is the set of interfering BSs. For FDD approach, K = 1.
Denoting Ri as the capacity of UE i, the total requests of a small cell is N(t) at time t and thus
the total throughput (bits/s) of the small cell is
RT =
N(t)
∑
i=0
Ri =
N(t)
∑
i=0
b log2(1+ϒi). (4.4)
Consider a transmission time period T (T ≫ Tc, where Tc is the coherence time, defined as
a statistical measure of the time duration over which the channel impulse response is essentially
invariant.) Assume that the perfect interleaving is fulfilled under certain coherence time as well as
delay restrictions and the receiver has perfect Channel Quality Indicator, the fading channel can be
transformed into an equivalent stochastic channel model, which is a strong stationary process [143].
In that case, the ergodic capacity can be used to represent the statistical expectation of the Shannon
capacity over all fading states.
Suppose that at time t, ρ(t) UEs move into the coverage area of the small cell A, and the number
of available channels is expressed as N. The average number of UEs served by the small cell can be
expressed as
E[N(t)] = min(ρ(t),N). (4.5)
The average throughput of small cell A is
RC = E[RT ] = E[
N(t)
∑
j=0
Ri] = E[N(t)]E[Ri]. (4.6)
Proof. Proof see [144, Chapter 3, pages 83-103].
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As each small cell is connected to a limited backhaul, its backhaul capacity Cb might not be
enough to sustain the total capacity RC, i.e., Cb < RC. Therefore, a portion of bandwidth (τB, 0<τ
≤ 1) from the macrocell can be used as wireless backhaul link to support the traffic of the small
cell. Nevertheless, the macrocell needs to serve its UEs simultaneously. The bandwidth can be used
for the communication between the macrocell and small cells is τW for frequency division duplex
(FDD) method, and W for IB-FD method. Thus, for a specific τ , N = ⌊(1−τ)W/b⌋ for the FDD, and
N = ⌊W/b⌋ for the IB-FD, where b is the number of channels a user occupies The average backhaul
capacity the macrocell provides can be modelled as its ergodic capacity [42, 145]. It’s noted that for
FDD, the wireless backhaul is only interfered by other macrocells, however, for IB-FD, the wireless
backhaul receives interference from both tiers, which is illustrated in Fig. 4.1 and Fig. 4.2.
4.3 Capacity Analysis for a Single Small Cell
In this part, I focus on analysing the capacity of a single small cell, denoted by small cell A, utilizing
wireless backhaul from a macrocell. Both FDD and IB-FD schemes are compared in this section.
The network model is illustrated in Fig. 4.3.
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Fig. 4.3 Capacity Analysis of Small Cell A
Suppose adding the small cell A into the macro-cell coverage area, the distance between the
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chosen macrocell and small cell A is denoted as D.
I calculate the capacity(Cm) of the wireless backhaul from macrocell to small cell A first:
Theorem 1. The ergodic capacity Cm is:
Cm =W
(
E
[
log2
(
1+
PmhD−αm
Is+ Im+σ2
)])
=W
(∫
t>0
P
[
log2(1+
PmhD−αm
Is+ Im+σ2
)> t
]
dt
)
=W
(∫
t>0
P
[
h > DαmPm(σ2+ Im+ Is)(2t −1)
]
dt
)
=W
(∫
t>0
E(exp(−µD
αm
Pm
(σ2+ Im+ Is)(2t −1))dt
)
=W
(∫
t>0
e−σ
2µDαm TLIs(µD
αmT )LIm(µD
αmT )dt
)
, (4.7)
where T = (2
t−1)
Pm
for αm = 4, and
LIm(µT D
αm) = exp
(
−πλ1D2(T Pm)2/αm(π/2−atan((T Pm)−2/αm))
)
.
The proof of LIm(µT Dαm) can be referred to (2.4). For the FDD approach, as the backhaul link
and data links of small cells are in different frequency bands, the backhaul link is freed from the
interference of small cells. In that case, LIs(µT Dαm) = 1. For IB-FD approach, due to the reason
that the backhaul link and data links of small cells share the same frequency band, the backhaul link
suffers the interference from small cells. Hence,LIs(µT Dαm) = exp
(−πλsD2(T Ps)2/αs(π/2)) when
αs = 4. The proof ofLIs(µT Dαm) can be referred to (2.4). The parameters µ , σ2, Ps, Pm and λs can
be found in Tab. 4.1.
The physical meaning of (4.7) is the capacity of the wireless backhaul link to small cell A based
on Shannon’s theorem. PmhD
−αm
Is+Im+σ2
is the SINR of the backhaul link from the macrocell to small cell A
from (4.3).
In the FDD scheme, τ ∈[0,1] denotes the ratio between the wireless backhaul bandwidth and
all available bandwidth in the network. Thus the downlink average achievable throughput from the
macrocell to the k th small cell is written as:
cm = τCm, (4.8)
where Cm is expressed in (4.7), and τ = 1 for IB-FD method.
Then the ergodic capacity of a UE from small cell A will be computed. Assume that there are
UEs continuously coming into the coverage area of small cell A. Without loss of generality, it is
assumed that all these UEs are distributed uniformly in a circle inside the coverage area of A with
radius RA. Here, an approximation of the range of RA will be provided. Firstly, the UEs inside the
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coverage area will not be associated to the macrocell, that is, PmD−αm < PsR−αsA , and it can be derived
that RA < PsPm
1
αs D
αm
αs . Secondly, the UEs inside the coverage area will not connect to other small cells.
Given the small cell density to be λs, the average distance between the two closest small cells is 12√λs .
Therefore, RA can be approximated as RA = min( 12√λs ,
Ps
Pm
1
αs D
αm
αs )
Theorem 2. The ergodic capacity of a UE from small cell A is approximated as
E[Ri] = E[log2(1+SINR)]
=
∫ 2π
0
∫ RA
0
E
[
log2
(
Pshr−αs
Is+ Im+ ImD+σ2
)]
r drdφ
=
∫ 2π
0
∫ RA
0
∫
t>0
P
[
log2
(
Pshr−αs
Is+ Im+ ImD+σ2
> t
)]
dtrdrdφ
=
∫ 2π
0
∫ RA
0
∫
t>0
E
(
e−µr
αs (σ2+Is+Im+ImD)(2t−1)/Ps
)
dtrdrdφ
=
∫ 2π
0
∫ RA
0
∫
t>0
e−µr
αs (σ2+ImD)(2t−1)/PsLIs(µr
αs(
2t −1
Ps
))LIm(µr
αs(
2t −1
Ps
))dtrdrdφ , (4.9)
where Pshr
−αs
Is+Im+ImD+σ2
is the SINR expression of the UE from small cell A from (4.2). φ is the angle of
the x-axis and the line between small cell A and UE. Is is the interference from other small cells. ImD
is the interference from the macrocell which communicates with small cell A. Im is the interference
from other macrocells.
The Laplace transform of Is is :
LIs(µr
αs(
2t −1
Ps
)) = exp
(
−πλ2r2((2
t −1
Ps
)Ps)2/αs ∗ (π/2−atan(((2
t −1
Ps
)Ps)−2/αs))
)
. (4.10)
The proof ofLIs(µrαs(
2t−1
Ps
)) can be referred to (2.4).
For IB-FD, ImD can be expressed as:
ImD = Pm(D2+ r2−2Drcos(φ +π/2))−αs/2. (4.11)
The Laplace transform of Im is :
LIm(µr
αs(
2t −1
Ps
)) = exp
(
−πλ1r2((2
t −1
Ps
)Pm)2/αm ∗ (π/2−atan((D/r)2 · (2
t −1
Ps
)Pm)−2/αm))
)
.
(4.12)
The proof ofLIm(µrαs(
2t−1
Ps
)) can be referred to (2.4).
For FDD,LIm(µrαs(
2t−1
Ps
)) = 1. ImD = 0. The parameters µ , σ2, Ps and λs are assigned in Tab.
4.1.
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4.3.1 Problem Formulation and Solution for FDD Approach
It is noted that for IB-FD approach, τ = 1 as all bandwidth of the macrocell is utilized as wireless
backhaul to support small cell A. Hence, I only need to provide the solution for Optimal (OPT) of
FDD method in this section.
Definition 1. The total capacity of the small cell is defined as
Cτ = min{RC,Cb+ cm}. (4.13)
Here the aim is to maximise the capacity of the small cell
OPT: argmax
τ
Cτ (4.14)
s.t., τ ≤ τ† (4.15)
where τ† is the maximum portion of bandwidth can be utilised for wireless backhaul. In this thesis,
it is assumed that τ† = 1.
Proposition 5. The solution τ∗ to OPT is the solution τs of the following equation
RC =Cb+ cm, (4.16)
if τs ≤ τ† , otherwise τ∗ = τ†, where RC is in (4.6) and (4.9), Cb is the backhaul capacity, and cm is
in (4.7) and (4.8).
Proof. It is easy to prove that cm defined in (4.7) (Theorem 2) strictly increases with τ . In addition,
it can be seen that RC strictly decreasing with τ . Thus when τ < τs, cm+Cb < RC and Cτ = cm+Cb,
while τ > τs, cm+Cb > RC and Cτ = RC. It is easy to find that Cτ increases with τ for τ ∈ [0,τs] and
decreases with τ for τ ∈ [τs,1]. With these discussions, I conclude that Cτ reaches its maxima at τs.
Thus it is known that τ∗ = τs if τs < τ†, otherwise τ∗ = τ†.
It is worth noting that, (4.16) can be efficiently solved by numerical algorithms, such as Brent’s
method [146].
4.3.2 Numerical Results Analysis
Based on (4.7), (4.9), (4.6), (4.16), the maximum capacity of small cell A can be derived. The major
parameters utilised in the simulation can be found in Tab. 4.1. τ† is chosen to be 1 here.
Fig. 4.4 and Fig. 4.5 can be obtained from the optimisation of (4.16). Both figures illustrate the
capacity of small cell A with FDD and IB-FD methods. It can be seen that FDD method outperforms
the IB-FD method significantly, which is due to two reasons: (1) In IB-FD method, the spectrum
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Table 4.1 System parameters of chapter 4
Macro/Small cell/UE distribution PPP/PPP/uniform distribution
Density of macrocells(λm) 1.5−6/m2
Density of small cells(λs) 6−5/m2
Density of UEs (θ ) 0.0004*[1,2,3,4,5,6,7]/m2
Number of UEs to small cell A (ρ) 10*[2,3,4,5,6,7,8,9]
Bandwidth allocation (W) 10M Hz
Power consumption of macrocells (Pm) 40W
Power consumption of small cells (Ps) 1W
Macro/Small cell pathloss exponent (αm/αs) 4
Original wired backhaul(Cb) 2∗106 Hz, 6∗106 Hz
Noise power (σ2) [dbm] -104
Bandwidth of Resource Block (RB) [Hz] 180K
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Fig. 4.4 Capacity of small cell A with D=50
efficiency of UEs’ data links and wireless backhaul links degrade in a large scale due to the cross-
tier interference. (2) For FDD method, the whole spectrum can be utilised to communicate with
small cell A (τ† = 1) especially when the UE density is low, which means enough bandwidth can be
allocated to small cell A as its wireless backhaul link to serve its traffic. Furthermore, it’s obvious
to see that both FDD and IB-FD achieve much better performance than the original base line. In
addition, the enhancement of the wireless backhaul falls down with the increase of D.
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4.4 Network Capacity Analysis
In this part, I will provide a numerical analysis of the network throughput, including small cells and
the macrocell. The throughput of the small cells can be divided into two groups: (1) Group A: the
traffic of the small cell is beyond of the capacity of wired and wireless backhaul. (2) Group B: the
traffic of the small cell can still be supported by the wired and wireless backhaul.
4.4.1 Numerical Analysis of Network Throughput
Numerical Analysis of Throughput of Small Cells in Group A
Lemma 1. Given a random variable X, and a constant a, then E[X · 1{x ≤ a}] = aP{x ≤ a}−∫ a
0 P{x≤ t}dt
Proof. Proof see Appendix G.
The average throughput E[RA] of a small cell in group A can be calculated as
E[RA] = E[Cbackhaul1{Cbackhaul ≤CS}], (4.17)
where Cbackhaul is the average backhaul capacity and can be expressed as
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Cbackhaul =Wτ log2(1+ γ)+Cb, (4.18)
where Wτ log2(1+ γ) is the expression of the capacity of the wireless backhaul, Cb is the expression
of the capacity of wired backhaul.
CS is the sum of UEs’ data rate of a small cell and can be expressed as:
CS = Rs ∗E[Ns(t)], (4.19)
where that Rs is the average data rate of small cell UEs, which can be found in [147], and the average
number of UEs of each small cell is ns = λu ∗A2/λs. A2 is the UE association probability to small
cells, which can also be found in [147]. Based on (4.5), the average UEs served by the small cells can
be written as E[Ns(t)] = min(ns,N), where N is the number of available channels and is defined in
section 4.2, here, it is assumed that for FDD, each small cell UE occupies one RB and each macrocell
UE occupy 1/4 RB, for IB-FD, because both backhaul links and data links suffer signal degradation
due to the cross-tier interference received, for fair comparison, it is assumed that each small cell UE
occupies 2 resource blocks (RBs), also each macrocell UE occupies 1/3 RB.
According to lemma(1), (4.17) can be derived as:
E[RA] = E[Cbackhaul ·1{Cbackhaul ≤CS}]
= E[(Wbτlog2(1+ γ)+Cb) ·1{Wbτlog2(1+ γ)+Cb ≤ Rs ∗E[Ns(t)]}]
(a)
= Rs ∗E[Ns(t)]∗qA−
∫ Rs∗ns
0
P(Wbτlog2(1+ γ)+Cb ≤ t)dt, (4.20)
where (a) follows lemma (1). qA is the probability that a small cell is in group A, which can be
written as:qA = P{Wbτlog2(1+ γ)+Cb ≤ Rs ∗E[Ns(t)]}. γ is the SINR of small cell UEs, for FDD,
it can be expressed as γF = Pmr
−αm h
Im+σ2
, and for IB-FD, it can be expressed as γZ = Pmr
−αm h
Im+Is+σ2
. In this
section the bandwidth is assumed to be equally divided to allocate to each wireless backhaul link,
therefore, Wb = Wλs/λm .
qA can be further derived as:
qA = P{Wbτlog2(1+ γ)+Cb ≤ Rs ∗E[Ns(t)]}
=
∫ +∞
0
(1− e−σ2µrαm T1LIm(µT1rαm)∗LIs(µT1rαm))2πλ1rexp(−λ1πr2)dr. (4.21)
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Based on (4.20), E[RA] can be derived as:
E[RA]
= Rs ∗E[Ns(t)]∗qA−∫
r>0
∫ Rs∗E[Ns(t)]
0
(1− e−σ2µrαm T2LIm(µT2rαm)∗LIs(µT2rαm))2πλ1rexp(−λ1πr2)dt dr, (4.22)
where LIm(µT1rαm) = exp
(−πλ1r2(T1 ∗Pm)2/αm ∗ (π/2−atan((T1 ∗Pm)−2/αm))). LIs(µT2rαm) =
exp
(−πλ2r2(T2 ∗Ps)2/αm ∗ (π/2))) for IB-FD, and LIs(µT2rαm) = 1 for FDD. T1 = 2 Rs∗E[Ns(t)]−CbWbτ −1Pm
(τ = 1 for IB-FD) and T2 = 2
t−Cb
Wbτ −1
Pm
.
The proof can be referred to (2.4).
The total throughput of small cells in group A (TA) is:
TA =E[RA]∗E[NA]
= E[RA]∗qA ∗λs/λm, (4.23)
where E[RA] is expressed in (4.22), qA is expressed in (4.21), E[NA] is the number of small cells in
group A, and is expressed as: E[NA] = qA ∗λs/λm .
Numerical Analysis of Throughput of Small Cells in Group B
The throughput of small cells in group B is derived in this section. According to the definition
mentioned in the beginning of Sect. (4.4), the traffic of the small cell in group B can still be supported
by its wired and wireless backhaul. In that case, the throughput of a small cell in group B E[RB] can
be expressed as:
E[RB] = E[CS ·1{CS ≤Cbackhaul}]
=CS. (4.24)
The total throughput of small cells in group B (TB) is :
TB = E[RB]∗E[NB]
=CS ∗ ((1−qA)∗λs/λm), (4.25)
where the expressin of CS can be found in (4.19). E[NB] can be written as((1−qA)∗λs/λm) .
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Network Throughput Analysis
Based on (4.23) and (4.25), the small cell network total throughput Ts can be derived:
Ts = TA+TB
= E[RA]∗E[NA]+E[RB]∗E[NB]
= E[RA]∗qA ∗λs/λm+CS ∗ (1−qA)∗λs/λm. (4.26)
The throughput of the macrocell can be written as: Tm = Rm ∗ λu ∗ (1−A2)/λ1, where Rm is
the average data rate of the macrocell UEs, A2 is the UE association probability to small cells, the
expression of which can be found in [147], λ1 is the density of macrocells.
Finally the average total throughput of all the BSs in one macrocell coverage area can be derived
as :
T = Ts+Tm
= Ts+Rm ∗E[Nm]
= E[RA]∗qA ∗λs/λm+CS ∗ (1−qA)∗λs/λm+Rm ∗λu ∗ (1−A2)/λ1. (4.27)
4.4.2 Results Analysis and Validation
The numerical results derived from (4.26) are verified with the simulation results in Fig.4.6 and
Fig.4.7. In addition, the maximum network throughput derived from (4.27) is illustrated in Fig. 4.8
and Fig. 4.9 with different UE density.
Simulation Set-up
In this part, a brief introduction of the simulation used Fig. 4.6 and Fig. 4.7 will be provided. Matlab
is used as the simulation too. In the simulation, the small cells as well as UEs are distributed in a
circle area with radius 500 m, and the macrocell is deployed at the centre of the area. The small cells
follow SPPP distribution with density 6 ∗ 10−5/m2 and the UEs follow uniform distribution with
density 4 ∗ 10−4/m2,8 ∗ 10−4/m2,12 ∗ 10−4/m2 respectively. The received power in the simulation
is written in the form Pr = Pt ∗K ∗ dd0
−α ∗h, where Pt is the BS transmission power, K and d0 are set
to be 1, h is the Rayleigh fading and can be generated with ′exprnd′ function. The values of all the
parameters used in the simulation can be found in Tab. 4.1. In the simulation, the actual throughput
of the small cell can be obtained from (4.13), where Cb + cm is backhaul capacity of the small cell,
and Rc is the UEs’ capacity of the small cell. It is noted that Monte Carlo method is used in the
simulation and the loop count is 2000 times.
80 Enhancing Small Cell and Network Capacity using Wireless Backhaul
Small Cell throughput Analysis and Validation
Fig. 4.6 and Fig. 4.7 depict the relationship of the throughput of all small cells (in a macrocell
coverage) with given τ . It can be seen from the figures that numerical results from (4.26) excellently
match the simulations. It’s obvious that the throughput of small cells decreases rapidly when τ is
quite large, that is because only a small amount of spectrum is left for the data links of small cells and
can serve quite a few UEs. Furthermore, comparing both figures, it can be seen that the throughput
of small cells increases with the rise of Cb.
Network Throughput Analysis
Fig. 4.8 illustrates the relationship of the whole network throughput with varying UE density when
Cb = 2 ∗ 106. It can be seen that FDD outperforms the IB-FD method with a lower UE density
(< 0.8∗10−3). The reason is explained as follows: When UE density is low, the network throughput
has a closer relationship with the sum of UEs’ data rate. Considering that in IB-FD system, UEs’
average data rate is lower than that in FDD system due to the cross-tier interference suffered, the
FDD system will have a better performance with lower UE density.
Fig.4.9 compares the performance of IB-FD and FDD when Cb = 6∗106. Similar to Fig. 4.8, it
can be seen that FDD approach achieves a better performance with lower UE density. However, the
throughput starts declining rapidly when the UE density is larger than 1.2∗10−3, that is because due
to the rise of the UE density, the macrocell needs to allocate more resource (large τ) to serve its UEs,
on the contrary, only quite a small amount of the resource ((1− τ)) is left for small cells to serve
UEs, which results in a low throughput of small cells.
4.5 Summary
In this chapter, a strategy to utilise wireless backhaul which is able to maximise the network through-
put is proposed. Using stochastic geometry based network model, the numerical analysis of the ca-
pacity of the target small cell and the throughput of the whole networks is proposed. The FDD and
IB-FD schemes are comprehensively compared while using wireless backhauls. To draw a conclu-
sion, when only a few small cells need to utilise the wireless backhaul of the macrocell, the FDD
performs better than the IB-FD in terms of the small cell capacity. On the contrary, when the macro-
cell needs to communicate with a large number of small cells, especially when UE density is high,
the IB-FD performs better than the FDD.
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Fig. 4.6 Small cell network throughput with Cb=2∗106 based on FDD
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Chapter 5
Mobility Management Analysis in
HetNets and in LTE-LAA Networks
The handover process allows a UE to move freely through the network while maintaining QoS.
Handover is a core element in planning and deploying mobile networks , as it ensures continuous
and seamless connectivity to mobile UEs. In this section, the MM in ultra-dense small cell networks
and outdoor LTE-LAA networks will be introduced.
5.1 Mobility Management in Small Cell Networks
Dense small cell deployment has been widely considered as a promising technique to cope with the
forecasted 1000x increase in wireless capacity demands by 2030. Dense deployment of small cells
will offload large amounts of traffic from macrocells to the small cells.
In this part, an analysis of the handover in dense small cell HetNets will be given. Handover
process is one of the key factors, as it guarantees the continuous connectivity to mobile UEs. In
conventional homogeneous macrocell networks, mobile UEs normally use the same set of handover
parameters, and due to the large coverage area of macrocells, the parameters do not need to be
adjusted frequently. However, in dense HetNets, using the same set of handover parameters for all
small cells/UEs will degrade the handover performance. For instance, high mobility macrocell UEs
may run deep into the small cell coverage area before TTT expires, which will probably result in
handover failure due to the high interference from the small cells (low SINR). Moreover, due to
the large number of small cells, the high-mobility UEs may suffer a large number of PPHOs when
they quickly move across the small cells. In such a situation, the need for the self-optimisation of
handover parameters is imposed. The definition of PPHO can be referred to Sect. 2.4.2.
SONs aim to raise the level of automated operation (including planning, configuration, manage-
ment, optimisation and healing) in the next generation of networks. One of the application in this
field is the optimisation of the handover process, which involves a trade-off between the PPHO and
the QoS of UEs, e.g., handover failure rate. My purpose is to optimise the handover parameters, e.g.,
PPHO in an efficient way based on the current network performance, meanwhile, the QoS of UEs
need to be guaranteed. The challenge is to find optimal values for the handover parameters because
reducing the PPHO will lead to the increase of the outage probability, and vice versa.
In the following parts, a detailed analysis of the proposed handover mechanism will be presented.
Specifically, the signalling flows for handovers between the macrocell and the small cell will be
introduced first, then, an analysis of the proposed optimisation algorithm will be provided. Finally,
the comparison between the proposed strategy and the conventional one will be given.
5.1.1 Handover Call Flow in HetNets
The handover procedures can be divided into three phases: handover preparation phase (informa-
tion gathering, handover decision), handover execution phase, and handover completion phase[148].
During the information collecting process, the UE gathers information about the handover candi-
dates. In handover decision phase, the best candidate BS to switch is determined. Finally, the target
cell informs the source cell of the successful completion of the handover and triggers the resource re-
lease of the source cell. The biggest challenge during the handover process is to select the best target
small cell from the candidates. In HetNets, the size of the candidate cell list is negatively impacted
by the dense deployment and the short coverage of small cells [149]. In the proposed mechanism,
the assumption is made that the macrocells have the function of selecting the best candidate cell by
considering UE’s speed; open or close access of small cells and radio resource control, etc.
Fig. 5.1 depicts the basic handover scenario from the macrocell to the small cell. The handover
from the macrocell to small cell is quite complicated as there are many possible candidate small
cells. The UE needs to select the most appropriate target small cell.
5.1.2 The Proposed Optimisation Algorithm
In my work, the optimisation of PPHO rate with the guarantee of handover failure rate. PPHO is
introduced in Sect. 2.4.2. The detailed explanation of PPHO and handover failure can be found in
[150].
The contributions of the work are highlighted below. Firstly, the exponential weighted algorithm
is used to average the optimisation objectives: PPHO and handover failure rate, so that the sudden
fluctuation of the output PPHO can be avoid. Secondly, a new self-optimisation PPHO control pro-
gramme for LTE networks is presented. By adjusting the TTT and HM, PPHO rate can be optimised
and a balance between PPHO rate and handover failure rate can be finally obtained. Thirdly, the ad-
justment of HM and TTT is independent, for the reason that adjusting TTT and HM simultaneously
can easily cause fluctuations of the system.
The PPHO rate use exponential weighted history in case of sudden fluctuations, which can be
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Fig. 5.1 Handover from macro BS to femtocell
seen in (5.1).
PPHOw = αw(PPHOn+(1−αw)PPHOn−1+(1−αw)2PPHOn−2+(1−αw)3PPHOn−3) (5.1)
PPHOn is the current PPHO rate , and PPHOn−1,PPHOn−2,PPHOn−3 are the past PPHO rates.
It can be seen that, with larger n applied, more past PPHO performance is considered. Here, n is
set to be 4, which means four values (three past values included) are weighted and averaged. In
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Fig. 5.2 Ping-Pong handover optimisation flowchart
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addition, the parameter α is the weighting coefficient of current and past PPHO rates. The range of
αw is 0≤ αw ≤ 1. Here it’s set to be 0.5.
Fig.5.2 describes the optimisation procedure: whether the procedure will go into the PPHO bad
performance or good performance region is decided by the difference of the current PPHO and the
PPHO threshold. After that, if the procedure comes into the bad performance or good performance
region, the PPHO threshold will increase (PPHPthr + 0.01) or decrease (PPHOthr − 0.01) corre-
spondingly. Here, it is assumed that if the conditions (PPHOi < PPHOi−1, PPHOi < PPHOi−2,
PPHOi < PPHOi−3 and PPHOi < PPHOi−4) are all satisfied, it means that the system comes
into the PPHO good performance area. On the contrary, if the conditions (PPHOi > PPHOi−1,
PPHOi > PPHOi−2, PPHOi > PPHOi−3 and PPHOi > PPHOi−4) are all satisfied, it means that
the system comes into the PPHO bad performance region.
Then, the HM will increase or decrease according to the comparison of the SINR and SINR
threshold. Similarly, when the conditions (SINRi < SINRi−1, SINRi < SINRi−2, SINRi < SINRi−3
and SINRi < SINRi−4) are all satisfied, the system comes into the SINR bad performance region.
When the conditions (SINRi > SINRi−1, SINRi > SINRi−2, SINRi > SINRi−3 and SINRi > SINRi−4)
are all satisfied, it means that the system comes into the SINR good performance region.
Finally, the system will decide how to adjust TTT based on whether the system is in SINR good
or bad performance region.
The main advantage of the self optimisation procedure above is that it avoids adjusting the TTT
and HM simultaneously at each transmission time interval (TTI), which makes the system more
stable. Furthermore, it’s not sensitive to the initial pairing of TTT and HM.
5.1.3 System Simulation and Results
In the simulation, the proposed method is compared with the conventional one [33]. The conven-
tional approach can be explained as: The optimisation target HPI is the combination of handover
failure failure, PPHO, dropped calls performance. First, the HPI performance is compared with the
threshold, whether the system will increase good performance time depends on the comparing result.
Then, if the system is in bad performance region, the handover operating point will be changed. If
the system is in good performance, the HPI threshold will decrease.
Simulation Set-up
In this part, a Matlab based simulation is presented. Tab. 5.1 summarizes the configuration used in
the simulation. The pathloss of macrocells is defined as: 128.1+37.6∗ log10(d) and the pathloss of
small cells is defined as:140.7+36.7∗ log10(d). A hexagon layout with 3 eNBs and 9 sectors with
an ISD distance of 300m is considered. There are 18 small cells deployed in 3 clusters within each
sector area. 50 mobile UEs are initially randomly distributed in a circle area around the macrocell
with radius 100m and then do Brownian motion with a given speed [151]. It’s noted that when a UE
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Simulation Parameter Value
Simulation time [s] 100
TTI [s] 0.05
Initial TTT [TTI] 4
Initial HM 3 (5m/s), 4(10m/s)
∆HM 0.5
∆T T T [5T T I] 5
SINR threshold 1 [dB] -4
SINR threshold 2 [dB] 0
UE Thermal Noise Figure (σ2) [dBm/Hz] -174
UE walking model Brownian motion
UE walking speed [m/s] 5,10
Femtocell TX power [dBm] 20
αw 0.5
Qout [dB] -7
ISD [m] 300
Frequency [G Hz] 2.6
Number of femtocells 54
Number of UEs 50
Table 5.1 System parameters of Sect 5.1
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hits the boundary of the simulation area, it will turn back and move towards a new randomly selected
direction. The simulation time is 75s and the operation point for the HM is 3dB (5m/s), 4dB (10m/s),
the initial time to trigger (TTT) is set to be 200ms. Moreover, it’s worth noting that when the UE’s
speed exceeds 10m/s, it will be connected to the macrocell. The algorithm of the proposed method
can be found in Fig. 5.2 and the pseudocode is presented in Algorithm 1. Monte Carlo method is
used in the simulation and the loop account is 300 times. The values of all the parameters used in
the simulation can be found in Tab. 5.1.
Results Analysis
Figure 5.3 below describes the motion trail of UEs and the distribution of the small cells. The
green points represent small cells in cluster distribution. The blue points describe the users’ moving
trajectory.
Macrocell  
Small cell  
UE 
UE move trajectory 
Fig. 5.3 Femtocell distribution and Users move trajectory
Fig. 5.4 evaluates the PPHO probability performance of the proposed method, conventional
method and the approach without optimisation(HM=3, TTT=200ms) with UE speed 5m/s. It is
noticed that the proposed method outperforms the conventional approach [33] in most of the time.
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Algorithm 1 Handover optimisation algorithm pseudocode in small cell networks
Require: PPHO rate, Handover failure rate, PPHOthr, SINRthr, ∆HM, TTT, HM
Ensure: Optimised PPHO ratio, Optimised handover failure rate
1: Update PPHO
2: if PPHO < PPHOthr then
3: if PPHO good performance then
4: Decrease PPHOthr
5: else
6: return Update PPHO
7: end if
8: if SINR < SINRthr then
9: HM−∆HM
10: if SINR bad performance then
11: Decrease TTT
12: else
13: return Update PPHO
14: end if
15: else
16: return Update PPHO
17: end if
18: end if
19: if PPHO > PPHOthr then
20: if PPHO bad performance then
21: Increase PPHOthr
22: else
23: return Update PPHO
24: end if
25: if SINR > SINRthr then
26: HM+∆HM
27: if SINR good performance then
28: Increase TTT
29: else
30: return Update PPHO
31: end if
32: else
33: return Update PPHO
34: end if
35: end if
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Fig. 5.4 Ping-Pong handover performance with v=5m/s
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Fig. 5.5 Ping-Pong handover performance with v=10m/s
More specifically, the PPHO probability declines about 20% and 50% receptively compared with
conventional and no optimisation methods.
Fig.5.5 compares the PPHO probability performance of the proposed method, conventional
method and approach without optimisation (HM=4, TTT=200ms) with UE speed 10m/s. It can be
seen that the proposed method has a much better performance compared with the conventional one.
To be more specific, the PPHO probability declines around 35% and more than 50% respectively
compared with conventional and no optimisation methods.
Fig. 5.6 depicts the handover failure rate of the proposed method, conventional method and the
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Fig. 5.6 Handover failure rate performance with v=5m/s
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Fig. 5.7 Handover failure rate performance with v=10m/s
approach without optimisation (HM=3, TTT=200ms) with UE speed 5m/s. Here, it can be seen
that the handover failure rate of the proposed method increases to around 5% from 4.8% of the
conventional method.
Fig.5.7 illustrates the comparison of handover failure rate of the the proposed method, conven-
tional method and the approach without optimisation (HM=3, TTT=200ms) with UE speed 10m/s.
It is noted that the handover failure rate increases to around 4.6% from 4.5% of the conventional
method.
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5.2 Handover Mechanism and Performance Evaluation for
LTE-LAA systems
5.2.1 Introduction
As the use of mobile devices has grown rapidly over the past few years, the wireless data demand
has increased exponentially. Due to the extremely high price of licensed spectrum, License Assisted
Access (LAA) has been proposed to provide high capacity by extending LTE transmissions to the
unlicensed spectrum that Wi-Fi systems operate. Due to the coexistence with Wi-Fi systems, mo-
bility management has become a critical problem in LTE-LAA networks. Compared with handover
in conventional LTE networks that would only be triggered by user mobility in licensed bands, in
LTE-LAA networks, handover can also be triggered due to the availability of unlicensed band in
the serving cell. In this section, a new handover scheme is proposed and analysed in details for
LTE-LAA networks, including handover triggering and handover procedure, then the simulation is
presented to evaluate the performance of the proposed handover scheme by considering the avail-
ability of the unlicensed spectrum. The detailed explanation of the simulation is presented in Sect.
5.2.5. The simulation results show that by introducing the proposed handover mechanism, the unli-
censed spectrum handover ratio, which can be defined as times of handover to unlicensed spectrum
over total handover times, has a significant improvement, meaning that a more efficient utilisation of
unlicensed spectrum can be achieved, while the handover failure rate will relatively increase. Thus,
a parameter denoted as “availability threshold” is introduced to control the handover failure rate.
5.2.2 LTE-LAA Networks Model
In LTE-LAA systems, the aggregation of licensed and unlicensed spectrum can provide small cell
UEs with high speed and seamless broadband multimedia services. In the transmission of LTE-
LAA system, a user can access to the primary component carrier (PCC) in license band and several
secondary component carrier (SCC) in unlicensed band simultaneously. As mentioned in Sect. 2.5,
the control signal is always transmitted on PCC in licensed band for security and safety, and the
data signal can be transmitted either on PCC in licensed bands or on SCC in unlicensed bands.
Meanwhile, in this section, the concept of splitting control of control plane (C-plane) and user plane
(U-plane) is applied here to reduce the delay in handover procedure, specifically, C-plane is provided
by macrocell in a low frequency licensed spectrum to maintain a good connectivity and mobility,
meanwhile the U-plane is provided by small cells in a high frequency licensed band or unlicensed
bands to boost user capacity. Users can access to PCCs of licensed spectrum and SCCs of unlicensed
spectrum simultaneously. It’s also noted that the small cells are called Phantom Cells [39] which
are only intended to carry user traffic. The Radio Resource Control (RRC) connection procedures
between the UE and a Phantom Cell are managed by the macrocell.
In LTE-LAA system, many recent researches like[153] have demonstrated that if LTE-LAA
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systems directly inherits MAC protocol of LTE without any coexistence measures, the Wi-Fi systems
will be severely and continuously interfered and the back off will be frozen. To allow coexistence
with Wi-Fi systems and UEs friendly, a load based LBT system is needed in the proposed handover
mechanism. The detailed explanation of LBT technique is presented in Sect. 2.5.2 .
5.2.3 Handover Mechanism for LTE-LAA
As mentioned above, the proposed handover scheme consists of mobility triggered handover and
availability triggered handover based on the trigger event. Furthermore, LBT technology is also used
in the handover mechanism to guarantee the QoS of UEs.
Handover Procedure
Fig. 5.8 LTE-LAA small cell networks handover procedure
The handover procedure in LAA systems is introduced in Fig. 5.8. It’s noted that in the handover
preparation phase, UEs send (1) measurement reports to the macrocell periodically, the candidate
small cells list will be generated according to the measurement reports received by the macrocell.
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Then, LBT technology is processed in (2) and (3) to sense the availability of the unlicensed channels.
After receiving the unlicensed channel measurement request from the macrocell(2), the candidate
small cells will send the unlicensed channel state information to the macrocell (3). The macrocell will
select the target cell with its handover decision algorithm (4), then send the handover request (5) to
the target cell. After receiving the handover request, the macrocell prepared for the required resource
for the admission control (6) and the target small cell send the handover request acknowledgement
(ACK) (7) back to the macrocell. Then, the sequence number (SN) (8) will be transferred to the target
small cell to prevent the data packet being lost during the handover. The synchronisation procedures
to target small cells are performed in (9)-(10). At last, the handover completion phase is processed
between (11) to (13). Mobility management entity (MME) is informed that the UE has changed
and serving-gateway (S-GW) switches user plane. At the final step (14-15), the source small cell is
noticed to release the resource by the macrocell.
Fig. 5.9 LAA Mobility-triggered SDL handover scenario.
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Fig. 5.10 LAA Availability-triggered SDL handover scenario.
Mobility Triggered Handover
In this section, an analysis of trigger event and channel selection will be provided. Just like handover
in conventional networks, this type of handover is triggered due to the UE moving from the coverage
of one cell to that of another cell. The similarity is that the handover is triggered by the change of re-
ceived signal quality reported in UE measurement report. And the difference is that, in conventional
LTE networks, the target BS is the cell that provides the best signal quality, while for LAA networks,
the selection of the target cell should consider the availability of the unlicensed spectrum. Fig.5.9
illustrates the mobility triggered handover scenario in LAA networks.
• The UE measurement reports about target cell candidate 1 and target cell candidate 2 are sent
to the source serving cell.
• When the UE moves to the end position 1, the downlink received signal quality from target
cell candidate 1 is significantly better than that from target cell candidate 2. In this case, even
though the target cell candidate 1 does not have access to the unlicensed bands at that time
because of a nearby actively transmitting Wi-Fi AP, the UE will still handover to it as the poor
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signal quality provided by target cell candidate 2 may very likely lead to the transmission
failure.
• When the UE moves to the end position 2 which is in coverage overlap area of both target cell
candidates, the downlink received signal qualities from both cells are good enough. In this
case, the UE will handover to target cell candidate 2 due to lack of surrounding active Wi-Fi
AP occupying the unlicensed bands.
It’s noted that when mobility handover is needed, the unlicensed bands in target candidates are
priority searched for handover with LBT technology. Only when no unlicensed bands are available
in the selected target candidates, in case of signal outage, the UE (both its UL and DL) will be
associated to licensed bands of the cell that provides the best signal quality.
Availability Triggered Handover
Due to the coexistence of Wi-Fi APs and LTE system, the availability triggered handover is necessary
in LAA system to avoid the QoS degradation of UEs’ experience. The availability-triggered handover
scenario is illustrated in fig. 5.10.
• The UE will try to leave the source cell when the nearby Wi-Fi AP A starts to transmit so that
the unlicensed band previously occupied by the source cell becomes unavailable, even that the
UE is still in the coverage of the source cell.
• The UE selects target cell candidate 1 because it provides the best signal quality. It’s noted
that when there are more than one target cell candidates that have sufficient and available
unlicensed spectrum resources, the one which provides the best signal quality will be selected
as the target cell.
To summarize, in this system, When the unlicensed band of the serving cell becomes unavailable,
the UE will start to select the target cell with sufficient unlicensed spectrum from its candidates. The
type of handover is call ’availability triggered handover’ in this work.
It’s worth noting that the availability-triggered handover can only take place when there are other
nearby target cell candidates whose unlicensed bands are not occupied by Wi-Fi APs. Moreover, For
availability triggered handover, the PCC can still remain in the source cell and SCC will be moved
to the target cell for SDL transmission.
5.2.4 Performance Evaluation
The handover failure rate as well as handover times to unlicensed bands which reflects unlicensed
spectrum utilisation are evaluated with variable Wi-Fi APs density in the proposed and conventional
handover schemes (without availability triggered handover introduced).
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5.2.5 Simulation Setup and Parameters
In the previous section, the handover procedure scheme is provided for LAA network. In this section,
the handover performance will be analysed by simulation. It is assumed that all UEs have Brownian
motion with the speed 5m/s in a simulation time of 100s. The layout of the scenario is configured of a
macrocell with radius 300 m and there are 30 small cells and 40 UEs which are uniformly distributed
in each macrocell coverage area. It’s noted that I only consider the handover occurred between small
cells due to the reason that the SCC in unlicensed spectrum can only be provided by small cells. The
parameters of the simulation are summarized in Tab. 5.2, among which the definition of parameters
’CWmin’ and ’CWmax’ can be referred to[154], and parameters ’Qout’ is set according to [155].
It’s noted that in the proposed handover scheme, to avoid the QoS degrading of the UEs, the
assume is made that if the UE is in the outage state continuously for a certain time which is defined as
delay threshold here, and no other small cells with available unlicensed spectrum can be associated,
it will make handover attempt to the licensed band of the target small cell with the strongest signal.
Furthermore, I introduce the parameter’ availability threshold’ which is defined as the minimum time
interval between two consecutive availability handover to control the times of availability handover.
The pseudocode of the proposed handover algorithm is presented in Algorithm 2, where Ss is
the serving small cell, Si,i=1∼n is the group of other small cells, Ms is signal of the serving small
cell, Mi,i=1∼n is the group of received signal of other small cells, U is the group of target small cells’
indices, tu is the time that the UE stays within the unlicensed band. N is the number of handovers,
and Nu is the number of handovers to unlicensed band.
Analysis of Handover Performance
In this part, the performance of the proposed handover strategy will be evaluated from the following
three aspects: (1) Unlicensed band handover ratio. The unlicensed band handover is defined as the
number of handovers to unlicensed band over the total number of handovers. (2) The number of
availability triggered handovers. (3) Handover failure rate. The unlicensed band handover ratio and
the number of availability triggered handovers are selected as the outputs because they are important
matrix to evaluate the improvement of UEs’ data rate.
Fig. 5.11 illustrates the handover performance for conventional and the proposed handover
schemes. It can be seen from the upper one of Fig. 5.11 that the number of handovers to unlicensed
bands of the proposed scheme (availability threshold is set to be 5 here) is significantly higher than
that of conventional scheme due to the introducing of availability triggered handover. Moreover, it ’s
noted that the number of handovers to licensed bands of the proposed scheme is also lower compared
with the conventional scheme.
The lower one of Fig.5.11 presents a comparison of ratio of handover to unlicensed bands.
Firstly, it’s apparent that the unlicensed band handover ratio keeps declining with the increase of
Wi-Fi AP density, which means that the unlicensed spectrum utilisation is influenced with Wi-Fi AP
density strongly. Secondly, it’s easy to see that the proposed handover scheme performs better than
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Table 5.2 System parameters of Sect 5.2
Parameter Value
Macrocell radius [m] 300
Total number of small cells 30
Total number of UEs 40
Pathloss Exponent (WiFi, small cell) 2, 3.67
Tx.power of small cell [dBm] 23
Tx.power of WiFi[dBm] 23
Center frequency of LTE [Hz] 2.6 G
Center frequency of WIFI [Hz] 5 G
Simulation time [s] 100
Delay threshold [ms] 10
Availability threshold [ms] 1,5,9
HM [dB] 2
Qout [dB] -8
WiFi slot time [s] 9
Tattempt [ms] 1
TcellT x [ms] 5
Tsensing 2 WiFi slot time
CWMin/CWMax 15/255
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Algorithm 2 LTE-LAA handover optimisation algorithm pseudocode
Require: Ss, Si,i=1∼n, Ms, Mi,i=1∼n, U , HM, tu
Ensure: Nu, N
Update Ss, Ms, Si, Mi
2: for i= 1:n do,
if Mi > Ms+HM & Si has available unlicensed band then
4: Add i to U
end if
6: end for
if U ̸= /0 then
8: i∗ = argmax
U
(Mi)
Handover from Ss to Si∗
10: Nu = Nu+1
N=N+1;
12: Update Ss, Ms, Si, Mi
else
14: i∗ = argmax(Mi)
Handover from Ss to Si∗
16: N=N+1;
Update Ss, Ms, Si, Mi
18: end if
if unlicensed band of Ss becomes unavailable & tu>availability threshold then
20: i∗ = argmax(Msi)
Handover from Ss to Si∗
22: Nu = Nu+1
N=N+1;
24: tu = 0;
Update Ss, Ms, Si, Mi , tu
26: end if
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Fig. 5.11 Comparison of handover performance with the proposed and conventional
handover scheme.
that of the conventional scheme, especially when the Wi-Fi AP density is high. Specifically, com-
pared with the conventional scheme, the proposed handover scheme has a significant improvement
of unlicensed spectrum handover ratio from about 0.05 to 0.35 when Wi-Fi AP number grows from
4 to 40.
From Fig. 5.11, it can be seen that the unlicensed handover ratio can be improved by introducing
availability triggered handover. However, redundant handovers will cost large amount of overhead
signalling and lead to a low energy efficiency, hence, in the proposed scheme, the number of avail-
ability handover can be controlled by adjusting the threshold. Here, the threshold is defined as the
period that the serving unlicensed band is occupied by a Wi-Fi AP.
Fig. 5.12 compares the number of availability handover with different availability threshold. It’s
obviously that availability handover rate decreases with the increase of the availability threshold. The
number of availability handover will almost have a 100% increase when Wi-Fi AP density doubles.
Moreover, it also can be seen that the availability triggered handover rate grows with the increase of
availability threshold.
Fig. 5.13 compares the handover failure rate of the conventional handover scheme and that of
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the proposed scheme with different availability threshold. Firstly, it is noticeable that the handover
failure rate will increase with the Wi-Fi AP density. The black curve that represents conventional
handover scheme shows that the handover failure rate increases almost 40% when the number of Wi-
Fi APs grows from 4 to 40. The reason is that the number of small cells with available unlicensed
channel declines with the increase of Wi-Fi APs density, hence the UEs will have fewer opportunities
to access the unlicensed bands and will keep waiting until connected to the available unlicensed
channel or licensed channel. During this time, UEs will probably experience the signal quality
degradation and lead to handover failure. Secondly, it’s noted that handover failure rate goes higher
for the proposed handover scheme with availability triggered handover, it can be seen that when the
number of Wi-Fi APs is 40, the handover failure rate is about 0.2 for conventional handover scheme
and 0.4 for the proposed handover scheme with availability threshold equalling 1. The reason is that
users will try to associate to small cells with available unlicensed channel but lower signal quality,
which will lead to a relatively high handover failure rate. Availability threshold is introduced in this
section to achieve the balance between the enhancement of UEs capacity and handover failure rate.
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5.2.6 Summary
In Sect. 5.1, a self optimisation handover scheme is proposed to change the network performance
by adjusting the values of HM and TTT in an automatic way. The results show that the proposed
handover scheme outperforms the conventional one significantly in terms of PPHO ratio, meanwhile,
the handover failure rate are controlled in an acceptable range.
In Sect. 5.2, I designed a handover scheme for LTE-LAA networks. Comparing with handover in
traditional LTE networks, the proposed handover scheme combines mobility triggered handover and
availability triggered handover together to enhance UEs’ throughput. A detailed analysis of trigger
event, channel selection and handover procedure is also presented for the proposed handover scheme.
The results show that, for the proposed handover scheme with availability handover introduced,
the utilisation of unlicensed spectrum will have a significant increase, meanwhile, the parameter
‘availability threshold’ is designed to control the handover failure rate of UEs.
Chapter 6
Conclusion and Future Work
6.1 Conclusion
To summarize, the work in this thesis can be classified in three groups. In Chapter 3, an energy saving
small cell sleeping mechanism is proposed. With CRE technique introduced, the proposed algorithm
achieves a significant improvement compared with conventional methods. IB-FD and FDD based
small cell wireless backhaul strategies are analysed in Chapter 4 to enhance the small cells’ capacity.
The results show that IB-FD is more effective to improve the throughput of the whole network. The
MM in HetNets and LTE-LAA networks is provided in Chapter 5. I develop a self optimisation
mechanism to optimise the PPHO parameters while guaranteeing the handover failure rate of UEs.
For mobility management in LTE-LAA networks, I provide a detailed analysis of handover trigger
events, channel selection, and handover procedure. In addition, the results demonstrate that the
proposed handover mechanism can enhance the throughput of UEs significantly.
In Chapter 3, an energy saving small cell sleeping strategy in HetNets is proposed. Compared
with conventional methods that the small cell is switched off when it needs to save energy and
all its traffic is handed over to the macrocell, I use the small cell to cover sleeping cells, which
are far away from the macrocell to achieve more energy saving. It’s worth noting that the eICIC
technique is applied to ensure UEs’ QoS requirement. The proposed mechanism is verified under
both hexagon and stochastic geometry based system models. In hexagonal based networks, I provide
several optimal BS sleeping point based on the four BS switching off patterns given. This is quite
important as it can maximise the energy saving of the whole network when the number of cell
sleeping times is limited. In stochastic geometry based model, based on the numerical coverage
probability provided, the network energy saving is optimised. The results in both network models
prove that the proposed strategy can achieve better performance compared with conventional ones.
In Chapter 4, both IB-FD and FDD based small cell wireless backhaul strategies are proposed
to enhance the small cell capacity. Using stochastic geometry based HetNets model, a numerical
analysis of the target small cell capacity and throughput of the whole network is provided. The results
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show that when a number of small cells need to utilize the backhaul of the macrocell, especially
when the UE density is high, IB-FD can be a much better choice. Inversely, FDD can achieve a
better performance only when macrocell has enough resource to be utilized.
In Chapter 5, I mainly research the MM in HetNets and LTE-LAA networks. The handover
procedure from macrocell to the small cell is provided. In addition, a self optimisation algorithm
is proposed to optimise PPHO in HetNets. It’s worth noting that the HM and TTT are adjusted
separately in case of the sudden fluctuations of the system. The results demonstrate that the proposed
algorithm achieves better results compared to the conventional methods. In LTE-LAA networks, the
proposed handover scheme is combined with conventional mobility triggered handover and newly
introduced availability triggered handover to enhance UEs’ capacity performance. The results show
that the unlicensed spectrum handover ratio of THE proposed scheme is significantly higher than that
of conventional schemes, especially in a dense Wi-Fi system scenario , which means a significant
improvement of UEs’ throughput. Moreover, a detailed trigger event and handover procedures are
also presented.
6.2 Future Work
For the research work in Chapter 3, I believe that my work can be improved from the following three
areas:
• In the work of Chapter 3, I provide an upper bound of Laplace transform of interference (LIs)
of the CRE UEs, and I believe a more accurate approximation of (LIs) can be obtained.
• I mainly consider the relationship between the small cell energy saving with its distance to the
macrocell. However, the number of its associated UEs is another important factor impacting
the energy saving. In future works, I will consider to optimise both factors.
• Inhomogeneous SPPP model will be used to analyse the network performance.
For the research in Chapter 4, I believe that my work can be improved from the following two
aspects:
• In my work, the resource used for wireless backhaul from the macrocell is allocated equally to
the small cells. I will target the resource allocation to the small cells to maximise the network
throughput.
• I will analyse mm-Wave wireless backhaul in the future.
For the research in Chapter 5, I consider that our work can be extended from the two areas:
• I will use stochastic geometry SPPP model to evaluate the handover performance in the future.
• The handover procedure can be simplified in a further step to lower the signalling overhead.
Appendix A
A comparison of coverage probability
between two network models
In this part, UEs’ coverage probability is analysed in both homogeneous hexagon small cell network
as well as the network where small cells follow traffic hot spots.
The network where small cells follow traffic hot spots is illustrated in Fig. A.1. It can be seen that
small cells follow hexagon distribution with various density(λs) in different region in the macrocell’s
coverage area. There are total 126 small cells deployed. The ISD of the macrocell is 1000m, and
the ISD of small cells is 200/
√
(3), 120/
√
(3), 100/
√
(3) respectively. The UEs are uniformly
distributed in each area with density (λu) according to the corresponding λs. Here, two scenarios
λu = 2λs and λu = 4λs are considered.
The homogeneous and continuous hexagon small cell network model is illustrated in Fig. 3.4.
For fair comparison, the number of small cells is assumed to be the same for both network models.
Fig. A.2 illustrates the simulation based comparison of coverage probability with increasing
allocated bandwidth. Assume that the macrocell and all small cells share the same frequency, the
coverage probability P(c) can be written as:
P(c) = P[W/n∗ log2(1+ γ)≥ T ], (A.1)
where W is the network bandwidth and n is the number of UEs of the small cell. γ = Pid
−αi h
Im+Is+σ2
.
Where i=s or m, representing small cell or macrocell. T = 0.6M bps, which is the UEs’ data rate
requirement. h is exponential distributed random variable with mean (µ = 1), representing Rayleigh
fading. The value of Ps, Pm,αs, αm and σ2 can be referred to Tab. 3.1.
Software Matlab is used to simulate the results. Monte Carlo method is used in the simulation
and the loop count is 1000 times.
Fig. A.2 depicts the UEs’ coverage probability performance for both network models. It’s
apparently that, when small cells are deployed following traffic hot spots, the networks will have
a better performance in terms of UEs’ coverage probability.
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108 A comparison of coverage probability between two network models
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Allocated Bandwidth to Network(Hz) ×107
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Co
ve
ra
ge
 p
ro
ba
bi
lity
UEs/scells=2,scells follow traffic hotspots
UEs/scells=8,scells follow traffic hotspots
UEs/scells=2,homogeneous hexagonal scells
UEs/scells=8,homogeneous hexagonal scells
Fig. A.2 Coverage Probability Comparison
Appendix B
Proof of Proposition 1
The coverage probability of UEs in area A can be written as:
GA = E{P
(
WA
NA
log2(1+ γA)
)
>U}
= Er{P
(
WA
NA
log2(1+
P1hr−αm
Is+σ2
)
)
>U}
=
∫ (
P
(
WA
NA
log2(1+
P1hr−αm
Is+σ2
)
)
>U
)
fR(r)dr
=
∫
P
h > (2UNAWA −1)(Is+σ2)rα1
P1
 2r
z2
dr
=
∫ z
0
e−µTr
α1σ2LIs(µTr
α1)
2r
z2
dr (B.1)
Here I provide the proof ofLIs(µTrα1), based on (2.4)
LIs(s) = E
(
exp
(
−s ∑
x∈φ∩bc(o′,z)
P2hx,o||x||−α2
))
= Eφ
(
∏
x∈φ∩bc(o′,z)
Ehx,o [exp(−sP2hx,o)||x||−α2)]
)
= Eφ
(
∏
x∈φ∩bc(o′,z)
1
1+ sP2||x||−αs
)
= exp
(
−λ2
(∫
R2
1
1+ ||x||α2/(sP2) dx−
∫
bc(o′,z)
1
1+ ||x||α2/(sP2) dx
))
(B.2)
The physical meaning of (B.2) is the Laplace transform of sum of the interference from the ac-
tive small cells, which can be seen as the Laplace transform of the difference between the sum of
the interference of all the small cells and the sum of the interference from sleeping small cells.
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exp(−λ2(
∫
R2
1
1+||x||α2/(sP2) dx)) is the Laplace transform of sum of interference from all the small
cells, which can be derived from (2.4).
∫
b(o′,z)
1
1+||x||α2/(sP2) dx can be derived according to Fig. B.1.
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In Fig. B.1, o’ is the location of macrocell, and o is the location of UE, the distance between
o and o’ is r. For
∫
bc(o′,z)
1
1+||x||α2/(sP2) dx, b
c(o′,z) is the disk with centre o’ and radius z, x is the
coordinate of the small cell. Convert the integration
∫
b(o′,z)
1
1+||x||α2/(sP2) dx from Cartesian to polar
coordinates with origin o, then:∫
b(o′,z)
1
1+ ||x||α2/(sP2) =
∫
b(o′,z)
1
1+ρα2/(sP2)
ρdρdθ
=
∫ z−r
0
∫ π
−π
1
1+ρα2/(sP2)
ρdρdθ +
∫ z+r
z−r
∫ θl
−θl
1
1+ρα2/(sP2)
ρdρdθ
=
∫ z−r
0
2π
1+ ρ
α2
P2s
ρ dρ+
∫ z+r
z−r
2θl
1+ ρ
α2
P2s
ρ dρ, (B.3)
where θl = arccos( r
2+ρ2−z2
2rρ ).
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When α2 = 4, according to (2.4)
exp
(
−λ2
(∫
R2
1
1+ ||x||α2/(sP2) dx
))
= exp
(
−s2/α2 2π
2csc(2πα2 )
α2
λ2P
2/α2
2
)
= exp
(
−πr2λ2(T ∗P2)2/as(π/2)
)
(B.4)
Then,LIs(s) in Proposition 1 is expressed as:
LIs(s)
= exp
(
−πr2λ2(T ∗P2)2/a2(π/2)
)
exp
2λ2 ∫ r+z
r−z
arccos( r
2+ρ2−z2
2rρ )
1+ ρ
α2
P2s
ρ dρ+2λ2
∫ r−z
0
π
1+ ρ
α2
P2s
ρ dρ
 ,
(B.5)
where s = µTrα1 .
Appendix C
Proof of Proposition 2
Assume the distance between the macrocell with a random UE in set U1 is X1, and the distance
between the macrocell and a random UE is R1.
Since the event of X1 > x is the event of R1 > x, given the typical user’s association with the first
tier(n=1), the probability of X1 > x can be given as:
P[X1 > x] =
P[R1 > x,n = 1]
[n = 1]
(C.1)
Where [n=1] is the probability of UEs in set U1, which is given in (3.44). The joint probability of
R1 > x and n=1 is:
P[R1 > x,n = 1]
= P[R1 > x,P1R−α11 ≥ P2R−α22 B2)]
=
∫
P[R1 > x,(R2 ≥ (( P1P2B2 )
− 1α2 R
α1
α2
1 )] fR1(r)dr
=
∫ R
z
P[r > x,(R2 ≥ (( P1P2B2 )
− 1α2 r
α1
α2 )]
2r
R2− z2 dr (C.2)
Solving (C.2), P[R1 > x,n = 1] can be derived as:
P[R1 > x,n = 1] =

∫ R
z e
(−λ2π( P1P2B2 )
− 2α2 r
2α1
α2 ) 2r
R2−z2 dr,x≤ z∫ R
x e
(−λ2π( P1P2B2 )
− 2α2 r
2α1
α2 ) 2r
R2−z2 dr,R≥ x > z
0, x > R
(C.3)
Plugging (C.3) into (C.1), P[X1 > x] can be easily derived:P[X1 > x] = 1
qU1B
P[R1 > x,n = 1].
The Cumulative density function (CDF) of the distance between a typical UE in set U1 to its
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associated macrocell can be expressed as:
FX1(x) = 1−P[X1 > x]
= 1− 1
qU1B
P[R1 > x,n = 1] (C.4)
The pdf is :
fX1(x) =
dFX1
dx =

0, x≤ z
1
qU1B
e(−λ2π(
P1
P2B2
)
− 2α2 x
2α1
α2 ) 2x
R2−z2 ,R≥ x > z
0, x > R
(C.5)
The result of (3.45) can be obtained.
Appendix D
Proof ofLIs(µTrα1) in Corollary 1
.
According to (2.4),LIs(s) in Corollary 1 can be written as:
LIs(s) = E
(
exp
(
−s ∑
x′∈φ∩bc(o′,z)
P2hx,o||x′||−α2
))
= Eφ
(
∏
x′∈φ∩bc(o′,z)\sl
Ehx′,o [exp(−sP2hx′,o)||x′||−α2)]
)
= Eφ
(
∏
x′∈φ∩bc(o′,z)\sl
1
1+ sP2||x′||−α2
)
= exp
(
−λ2
(∫
R2\sl
1
1+ ||x′||α2/(sP2) dx
′−
∫
bc(o′,z)
1
1+ ||x′||α2/(sP2) dx
′
))
(D.1)
Where s= µT xα1 . sl is the set of the small cells whose distance to the UE is smaller than ( P1P2B2 )
− 1α2 x,
this is derived according to (C.1).
The physical meaning of (D.1) is the Laplace transform of sum of the interference from the
active small cells, which can be seen as the Laplace transform of the difference between the sum
of the interference of all the small cells and the sum of the interference from sleeping small cells.
exp(−λ2(
∫
R2\sl
1
1+||x′||α2/(sP2) dx
′) is the Laplace transform of sum of interference from the small cells
whose distance to the UE is larger than ( P1P2B2 )
− 1α2 x, which can be derived from (2.4).
∫
bc(o′,z)
1
1+||x′||α2/(sP2) dx
′
can be derived according to Fig. D.1.
when α2 = 4, according to (2.4)
exp
(
−λ2
(∫
R2\sl
1
1+ ||x′||α2/(sP2) dx
′
))
= exp(−λ2πx2(T ·P2)α2/2(π2 − atan((
P1
P2B2
)−0.5 ·T−α2/2)))
(D.2)
The detailed proof procedure can be found in [157].
115
In Fig. D.1, o’ is the position of macrocell, o is the position of UE, because the user is served
by the macrocell, the distance between o and o’ is x. For
∫
bc(o′,z)
1
1+||x′||α2/(sP2) dx
′, bc(o′,z) is the disk
with centre o’ and radius z, x’ is the coordinate of the small cell. Convert the integration
∫
bc(o′,z)
1
1+||x′||α2/(sP2) dx
′
from Cartesian to polar coordinates with origin o, then:∫
bc(o′,z)
1
1+ ||x′||α2/(sP2) dx
′ =
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1
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ρdρdθ
=
∫ x+z
g
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−θl
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1+ρα2/(sP2)
ρdρdθ
=
∫ x+z
g
2θl
1+ρα2/(sP2)
ρdρ, (D.3)
where θl = arccos( x
2+ρ2−z2
2xρ ), and g = max((
P1
P2∗B2 )
−1/α2 · x,x− z).
Then,LIs in Corollary 1 is:
LIs(s) = exp(−λ2πx2(T ∗P2)α2/2(
π
2
− atan(m ·T−α2/2)))exp(2λ2
∫ r+z
g
θl
1+ ρ
α2
P2·s
ρdρ), (D.4)
where m = ( P1P2B2 )
−0.5.
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Fig. D.1 Illustration of interference Laplace transform proof
Appendix E
Proof of Proposition 3
Assume the distance between a random UE in set U2 with its associated small cell is X2, and the
distance between a random UE with its nearest small cell is R2.
Since the event of X2 > x is the event of R2 > x, given the typical user’s association with the first
tier(n=2), the probability of X2 > x can be given as:
P[X2 > x] =
P[R2 > x,n = k]
[n = k]
(E.1)
Where [n=2] is the probability that UEs in set U2, which is expressed in (3.49). The joint proba-
bility of R2 > x and n=2 is:
P[R2 > x,n = 2]
= P[R2 > x,P2R−α22 ≥ P1R−α11 )]
=
∫
P[R2 > x,(R1 ≥ ((P2P1 )
− 1α1 R
α2
α1
2 )] fR2(r)dr
=
∫
P[r > x,(R1 ≥ ((P2P1 )
− 1α1 r
α2
α1 )]2πλ2re−λ2πr
2
dr (E.2)
Solving (E.2), P[R2 > x,n = 2] can be derived as:
P[R2 > x,n = 2] =

∫ x2
x1
R2−( P2P1 )
− 2α1 r
2α2
α1
R2−z2 2πλ2re
−λ2πr2 dr
+
∫ x1
x 2πλ2re−λ2πr
2
, x≤ x1∫ x2
x
R2−( P2P1 )
− 2α1 r
2α2
α1
R2−z2 2πλ2re
−λ2πr2 dr, x2 ≥ x > x1
0, x > x2
(E.3)
Plugging (E.3) into (E.1), P[X2 > x] can be easily derived:P[X2 > x] = 1
qU2B
P[R2 > x,n = 2].
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The CDF of X2 FX2(x) is :
FX2(x) = 1−P[X2 > x]
= 1− 1
qU2B
P[R2 > x,n = 2] (E.4)
The pdf of X2 fX2(x) is :
fX2(x) =
dFX2
dx =

1
qU2B
(2πλ2xe−λ2πx
2
), x≤ x1
R2−( P2P1 )
− 2α1 x
2α2
α1
R2−z2
2πλ2
qU2B
xe−λ2πx2 ,x2 ≥ x > x1
0, x > x2
(E.5)
Appendix F
Proof of Proposition 4
Assume the distance between a random UE in set U3 with its associated small cell is X3, and the
distance between a random UE with its nearest small cell is R2.
Since the event of X3 > x is the event of R2 > x, given the typical user’s association with the first
tier(n=3), the probability of X3 > x can be given as:
P[X3 > x] =
P[R2 > x,n = 3]
[n = 3]
(F.1)
The joint probability of R2 > x and n=3 is:
P[R2 > x,n = 3]
= P[R2 > x,P1R−α11 ≤ P2R−α22 B∩P1R−α11 ≥ P2R−α22 ]
=
∫
P[P1R−α11 ≤ P2R−α22 B∩P1R−α11 ≥ P2R−α22 ]2πλ2re−πλ2r
2
dr
=
∫
P((
P2
P1
)
− 1α1 r
α2
α1 ≥ R1 ≥ (P2BP1 )
− 1α1 r
α2
α1 )2πλ2re−πλ2r
2
dr
(F.2)
Solving (F.2), P[R2 > x,n = 3] can be derived as:
P[R2 > x,n = 3] =
∫ xb1
x1
ρ21−z2
R2−z2 2πλ2re
−λ2πr2 dr+
∫ x2
xb1
ρ21−ρ22
R2−z2 2π λ2re
−λ2πr2 dr+
∫ xb2
x2
R2−ρ21b
R2−z2 2π λ2re
−λ2πr2 dr,x < x1∫ xb1
x
ρ21−z2
R2−z2 2πλ2re
−λ2πr2 dr+
∫ x2
xb1
ρ21−ρ22
R2−z2 2π λ2re
−λ2πr2 dr+
∫ xb2
x2
R2−ρ21b
R2−z2 2π λ2re
−λ2πr2 dr,x1 < x < xb1∫ x2
xb1
ρ21−ρ22
R2−z2 2π λ2re
−λ2πr2 dr+
∫ xb2
x2
R2−ρ22
R2−z2 2π λ2re
−λ2πr2 dr,xb1 < x < x2∫ xb2
x2
R2−ρ22
R2−z2 2π λ2re
−λ2πr2 dr,x2 < x < xb2
0, x > xb2
(F.3)
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Plugging (F.3) into (F.1), P[X3 > x] can be easily derived:P[X3 > x] = 1
q
U3
B
P[R2 > x,n = 3].
The CDF of Xk is :
FX3(x) = 1−P[X3 > x]
= 1− 1
q3B
P[R2 > x,n = 3] (F.4)
The pdf is :
fX3(x) =
dFX3
dx =

0, x≤ x1
ρ21−z2
q
U3
B (R2−z2)
2πλ2xe−λ2πx
2
,x1 ≤ x < xb1
ρ21−ρ22
q
U3
B (R2−z2)
2π λ2xe−λ2πx
2
, xb1 ≤ x < x2
R2−ρ22
q
U3
B (R2−z2)
2π λ2xe−λ2πx
2
, x2 ≤ x < xb2
(F.5)
Appendix G
Proof ofLIs(µT xα2) in Corollary 3
According to (2.4),LIs(s) in Corollary 3 can be written as:
LIs(s) = E
(
exp
(
−s ∑
x∈φ∩bc(o′,z)\o
P2hx,o||x||−αs
)]
= Eφ
(
∏
x∈φ∩bc(o′,z)\o
Ehx,o [exp(−sP2hx,o)||x||−αs)]
)
= Eφ
(
∏
x∈φ∩bc(o′,z)\o
1
1+ sP2||x||−α2
)
= exp
(
−λ2
(∫
R2\o
1
1+ ||x||α2/(sP2) dx−
∫
bc(o′,z)
1
1+ ||x||α2/(sP2) dx
))
(G.1)
when α2 = 4, according to (2.4)
exp
(
−λ2
(∫
R2\o
1
1+ ||x||α2/(sP2) dx
))
= exp
(
−2πλ2
∫ +∞
x
(
T
T +(v/x)α
vdv
)
= exp
(
−λ2πx2(T ∗P2)0.5(π/2− arctan(T−0.5))
)
;
(G.2)
In Fig G.1, o’ is the location of macrocell and o is location of UE. The distance between the associ-
ated small cell s and UE in o is x, and I assume that the distance between o and o’ is Doo′ . It’s worth
noting that based on (F.2), Doo′ must satisfy the condition that ((P2P1 )
− 1α1 x
α2
α1 ≥ Doo′ ≥ (P2BP1 )
− 1α1 r
α2
α1 ).
For
∫
bc(o′,z)
1
1+||x||α2/(sP2) dx, b
c(o′,z) is the disk with centre o’ and radius z, x is the coordinate of the
small cell. Convert the integration
∫
bc(o′,z)
1
1+||x||α2/(sP2) dx from Cartesian to polar coordinates with
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origin o, then: ∫
bc(o′,z)
1
1+ ||x||α2/(sP2) dx =
∫
bc(o′,z)
1
1+ρα2/(sP2)
ρdρdθ
=
∫ xu
xl
∫ θl
−θl
1
1+ρα2/(sP2)
ρdρdθ
=
∫ xu
xl
2θl
1+ρα2/(sP2)
ρdρ, (G.3)
where θl = arccos
(D2oo′+ρ
2−z2)
(2Doo′ρ)
, xu can be expressed as xu = Doo′ + z, and xl can be written as xl =
max(Doo′− z,x), also, it can be seen that the upper bound ofLIs(s) is Doo′ = (P2P1 )
− 1α1 x
α2
α1 , and lower
bound is (P2B2P1 )
− 1α1 x
α2
α1 . I chose upper bound here.
Then,LIs(s) in Corollary 3 is expressed as:
LIs(s) = exp
(
−λ2πx2(T ∗P2)0.5(π/2− arctan(T−0.5))
)
exp
2λ2 ∫ xu
xl
arccos
(D2oo′+ρ
2−z2)
(2Doo′ρ)
1+ ρ
α2
sP2
ρ dρ

(G.4)
where xl = max((P2P1 )
− 1α1 x
α2
α1 − z,x),xu = (P2P1 )
− 1α1 x
α2
α1 + z,Doo′ = (P2P1 )
− 1α1 x
α2
α1
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Fig. G.1 Illustration of interference Laplace transform proof
Appendix H
Proof of Lemma 1. in Sect. 4.4.
E[X ·1{x≤ a}] = E[a ·1{x≤ a}]−E[(a− x)1{x≤ a}]
= aP{x≤ a}−
∫ a
0
P{x≤ t}dt (H.1)
From E[(x)] =
∫ +∞
0 P{x > t}dt, I can derive that E[(a− x)1{x≤ a}] =
∫ a
0 P{x≤ t}dt.
Lemma 1 has been proved.
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