Moderate deviations and laws of the iterated logarithm for the local
  times of additive L\'{e}vy processes and additive random walks by Chen, Xia
ar
X
iv
:0
70
7.
43
55
v1
  [
ma
th.
PR
]  
30
 Ju
l 2
00
7
The Annals of Probability
2007, Vol. 35, No. 3, 954–1006
DOI: 10.1214/009117906000000520
c© Institute of Mathematical Statistics, 2007
MODERATE DEVIATIONS AND LAWS OF THE ITERATED
LOGARITHM FOR THE LOCAL TIMES OF ADDITIVE LE´VY
PROCESSES AND ADDITIVE RANDOM WALKS
By Xia Chen1
University of Tennessee
We study the upper tail behaviors of the local times of the addi-
tive Le´vy processes and additive random walks. The limit forms we
establish are the moderate deviations and the laws of the iterated
logarithm for the L2-norms of the local times and for the local times
at a fixed site.
1. Introduction. Let X(t) be a d-dimensional symmetric Le´vy process
with the characteristic exponent ψ(λ), that is,
Eeiλ·X(t) = e−tψ(λ), t≥ 0, λ ∈Rd.
The symmetry assumption implies that ψ(λ) takes only real values and
ψ(λ)≥ 0. Throughout we assume that there is a deterministic and positive
function a(t) on R+ such that a(t)→∞ as t→∞, and that the limit
lim
t→∞
tψ
(
λ
a(t)
)
=Ψ(λ)(1.1)
exists for every λ ∈ Rd. Notice that (1.1) holds if and only if there is a
symmetric d-dimensional stable random variable Y such that
X(t)/a(t)
d−→ Y.(1.2)
In this case we have that
Eeiλ·Y = e−Ψ(λ), λ ∈Rd,(1.3)
and that Ψ(λ) is continuous, nonnegative with the properties
Ψ(rλ) = rαΨ(λ) and Ψ(−λ) =Ψ(λ), r > 0, λ ∈Rd,
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where α ∈ (0,2] is the stable index of Y . It is a classic fact that a(t) must
be regularly varying at ∞ with regular exponent 1/α:
lim
t→∞
a(θt)/a(t) = θ1/α, θ > 0.(1.4)
Throughout we assume that Y is nondegenerated, which means that there
is a constant C > 0 such that
C−1|λ|α ≤Ψ(λ)≤C|λ|α.
Let p≥ 1 be a fixed integer such that
d < αp(1.5)
and let X1(t), . . . ,Xp(t) be p independent copies of X(t). Our first goal is
to study the upper tail behaviors of the local times of the additive Le´vy
process
X(t1, . . . , tp) =X1(t1) + · · ·+Xp(tp), t1, . . . , tp ∈R+.
The multi-parameter processes are a natural extension of existing one-
parameter processes. The subject connects to other disciplines, such as func-
tional analysis, group theory and analytic number theory; we refer to the
book by Khoshnevisan [31] for these links. The multi-parameter processes
also arise in applied contexts, such as mathematical statistics [40], statistical
mechanics [36] and brain imaging [5].
Since they locally resemble Le´vy sheets, and since they are more amenable
to analysis, additive Le´vy processes first arose to simplify the study of Le´vy
sheets (see [15, 16, 26, 27]). They also arise in the theory of intersection of
Le´vy trajectories. The study of additive processes connects to probabilistic
potential theory. We mention [23, 25, 30, 32, 33] and refer the reader to the
detailed discussion and for the further reference.
The local times of the multi-parameter process X(t1, . . . , tp) are defined
differently in the following two different situations. The first is when∫
Rd
[1 + ψ(λ)]−p dλ <∞.(1.6)
According to the recent papers by Khoshnevisan, Xiao and Zhong [34, 35],
the occupation measure
µt(A) =
∫
[0,t]p
1A(X(s1, . . . , sp))ds1 · · ·dsp, A⊂Rd,
is absolutely continuous (for all t > 0) with respect to the Lebesgue mea-
sure on Rd, if and only if (1.6) holds. In this situation the local time of
X(t1, . . . , tp), denoted by L(t, x), is defined as the density function (with
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respect to the Lebesgue measure) of the occupation measure µt. A formal
way of writing L(t, x) is
L(t, x) =
∫
[0,t]p
δx(X1(s1) + · · ·+Xp(sp))ds1 · · · dsp, t≥ 0, x ∈Rd.
See [34, 35] for some discussion on the path continuity of L(t, x).
In the second situation, we assume that ψ(λ) is a periodic function with
period 2pi:
ψ(λ+ k(2pi)) = ψ(λ), k ∈ Zd, λ ∈Rd.(1.7)
Clearly, the conditions (1.6) and (1.7) do not co-exist. Indeed, (1.7) holds
if and only if the process X(t) takes only Zd-values. Under (1.7) the local
time L(t, x) of X(t1, . . . , tp) is defined as
L(t, x) =
∫
[0,t]p
1{X1(s1)+···+Xp(sp)=x} ds1 · · · dsp, t≥ 0, x ∈ Zd.
Define
ρ1 = sup
‖f‖2=1
∫
Rd
[∫
Rd
f(λ+ γ)f(γ)√
1 +Ψ(λ+ γ)
√
1 +Ψ(γ)
dγ
]p
dλ,(1.8)
ρ2 = sup
‖f‖2=1
∫
Rd
[∫
Rd
f(λ+ γ)f(γ)√
1 +Ψ(λ+ γ)
√
1 +Ψ(γ)
dγ
]2p
dλ,(1.9)
where
‖f‖2 =
(∫
Rd
f2(λ)dλ
)1/2
.
In [8] we show that (1.5) implies that 0< ρ1, ρ2 <∞.
A special case in the category defined by (1.6) is when the Le´vy process
is actually a stable process, in which case we always use Y (t) for the stable
process that generates the additive stable process Y , and LY (t, x) for the
local time of Y . For the process Y (t), (1.2) and (1.3) automatically hold,
(1.5) is equivalent to (1.6), and Y (1)
d
= Y . We [9, 10] recently proved that
lim
t→∞
t−α/d logP{LY (1,0)≥ t}
(1.10)
=− d
α
(2pi)α
(
1− d
αp
)(αp−d)/d
ρ
−α/d
1
and that
lim
t→∞
t−α/d logP
{∫
Rd
L2Y (1, x)dx≥ t
}
(1.11)
=− d
2α
(2pi)α
(
1− d
2αp
)(2αp−d)/d
ρ
−α/d
2 .
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In the present work we consider the setting of Le´vy processes, where the
scaling properties given in (1.16) below are no longer reality in general. The
form of large deviation we shall establish is called moderate deviation in
literature, which is related to the weak law given in (1.2).
To this end, let bt be a deterministic positive function on R
+ satisfying
bt −→∞ and bt = o(t) (t→∞).(1.12)
Theorem 1.1. Assume (1.1), (1.5) and (1.12). Under both (1.6) and
(1.7),
lim
t→∞
1
bt
logP
{
L(t,0)≥ λtpa
(
t
bt
)−d}
(1.13)
=−(2pi)α d
α
(
1− d
αp
)(αp−d)/d( λ
ρ1
)α/d
,
lim
t→∞
1
bt
logP
{
It ≥ λt2pa
(
t
bt
)−d}
(1.14)
=−(2pi)α d
2α
(
1− d
2αp
)(2αp−d)/d( λ
ρ2
)α/d
for every λ > 0, where
It =

∫
Rd
L2(t, x)dx, under (1.6),∑
x∈Zd
L2(t, x), under (1.7).
(1.15)
Notice that in the stable case, a(t) = t1/α and for any t > 0,
LY (t,0)
d
= t(αp−d)/αLY (1,0) and
(1.16) ∫
Rd
L2Y (t, x)dx
d
= t(2αp−d)/α
∫
Rd
L2Y (1, x)dx.
Hence, (1.13) and (1.14) lead to (1.10) and (1.11), respectively.
Our second goal is to study the upper tail behaviors of the local times of
the additive random walks. Let S(n) be a symmetric d-dimensional random
walk taking Zd-values with S(0) = 0. We assume that S(n) is in the do-
main of attraction of a nondegenerated d-dimensional stable law Y with the
characteristic exponent Ψ(λ). More precisely, there exist a nondecreasing
deterministic positive sequence a(n) with a(n)→∞ as n→∞, and a non-
degenerate, symmetric d-dimensional stable random variable Y described as
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above, such that
S(n)/a(n)−→ Y (n→∞).(1.17)
We extend a(n) into a function a(t) on R+ by interpolation. By the classic
theory of the central limit theorem, (1.4) holds also in this case.
Let the integer p ≥ 1 be fixed and satisfy (1.5) and let S1(n), . . . , Sp(n)
be p independent copies of S(n). The multi-parameter process S(n1, . . . , np)
given by
S(n1, . . . , np) = S1(n1) + · · ·+ Sp(np), n1, . . . , np = 0,1,2, . . . ,
is called the additive random walk generated by the random walks S1(n), . . . ,
Sp(n). Its local time l(n,x) is defined as
l(n,x) =
n∑
k1,...,kp=0
1{S1(k1)+···+Sp(kp)=x}, x∈ Zd, n= 1,2, . . . .
Let bn be a deterministic positive sequence satisfying
bn −→∞ and bn = o(n) (n→∞).(1.18)
Theorem 1.2. Under (1.5), (1.17) and (1.18),
lim
n→∞
1
bn
logP
{
l(n,0)≥ λnpa
(
n
bn
)−d}
(1.19)
=−(2pi)α d
α
(
1− d
αp
)(αp−d)/d( λ
ρ1
)α/d
,
lim
n→∞
1
bn
logP
{∑
x∈Zd
l2(n,x)≥ λn2pa
(
n
bn
)−d}
(1.20)
=−(2pi)α d
2α
(
1− d
2αp
)(2αp−d)/d( λ
ρ2
)α/d
for every λ > 0.
Theorems 1.1 and 1.2 apply to the following laws of the iterated logarithm.
Theorem 1.3. In the assumptions of Theorem 1.1,
lim sup
t→∞
1
tp
a
(
t
log log t
)d
L(t,0)
(1.21)
= (2pi)−d
(
α
d
)d/α(
1− d
αp
)−(p−d/α)
ρ1 a.s.,
6 X. CHEN
lim sup
t→∞
1
t2p
a
(
t
log log t
)d
It
(1.22)
=
(
2α
d
)d/α
(2pi)−d
(
1− d
2αp
)−(2αp−d)/α
ρ2 a.s.,
where It is given in (1.15).
In the assumptions of Theorem 1.2,
lim sup
n→∞
1
np
a
(
n
log logn
)d
l(n,0)
(1.23)
= (2pi)−d
(
α
d
)d/α(
1− d
αp
)−(p−d/α)
ρ1 a.s.,
lim sup
n→∞
1
n2p
a
(
n
log logn
)d ∑
x∈Zd
l2(n,x)
(1.24)
= (2pi)−d
(
2α
d
)d/α(
1− d
2αp
)−(2αp−d)/α
ρ2 a.s.
A special case covered by our theorems is when X(t), S(n) are square
integrable and therefore are attracted, according to the classic central limit
theorem, by the normal distributions with a(t) =
√
t. Let Γ be the covariance
matrix of X(1) [or of S(1)]. By our assumption, Γ is positive definite and
Ψ(λ) = 12λ · (Γλ), λ ∈Rd.
Let A be a d × d positive definite matrix such that Γ = A2. Notice that,
under the substitution f(λ) = 4
√
detΓg(Aλ),∫
Rd
[∫
Rd
f(λ+ γ)f(γ)√
1 +Ψ(λ+ γ)
√
1 +Ψ(γ)
dγ
]p
dλ
= [detΓ]p/2
∫
Rd
[∫
Rd
g(A(λ+ γ))g(Aγ)√
1 + 2−1|A(λ+ γ)|2√1 + 2−1|Aγ|2 dγ
]p
dλ
=
1√
detΓ
∫
Rd
[∫
Rd
g(λ+ γ)g(γ)√
1 + 2−1|λ+ γ|2√1 + 2−1|γ|2 dγ
]p
dλ,
where the second step follows from the linear transform (λ,γ) 7→ (Aλ,Aγ).
Similarly,∫
Rd
[∫
Rd
f(λ+ γ)f(γ)√
1 +Ψ(λ+ γ)
√
1 +Ψ(γ)
dγ
]2p
dλ
=
1√
detΓ
∫
Rd
[∫
Rd
g(λ+ γ)g(γ)√
1 + 2−1|λ+ γ|2√1 + 2−1|γ|2 dγ
]2p
dλ.
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Hence, we have
ρ1 =
1√
detΓ
ρ¯1 and ρ2 =
1√
detΓ
ρ¯2,
where
ρ¯1 = sup
‖g‖2=1
∫
Rd
[∫
Rd
g(λ+ γ)g(γ)√
1 + 2−1|λ+ γ|2√1 + 2−1|γ|2 dγ
]p
dλ,
ρ¯2 = sup
‖g‖2=1
∫
Rd
[∫
Rd
g(λ+ γ)g(γ)√
1 + 2−1|λ+ γ|2√1 + 2−1|γ|2 dγ
]2p
dλ.
To avoid repeating statements, we only consider the additive random walk
in the following corollary.
Corollary 1.4. Assume that d < 2p and assume that E|S(1)|2 <∞.
Then
lim
n→∞
1
bn
logP{l(n,0)≥ λn(2p−d)/2bd/2n }
(1.25)
=−2dpi2
(
1− d
2p
)(2p−d)/d
(detΓ)1/d
(
λ
ρ¯1
)2/d
,
lim
n→∞
1
bn
logP
{∑
x∈Zd
l2(n,x)≥ λn(4p−d)/2bd/2n
}
(1.26)
=−dpi2
(
1− d
4p
)(4p−d)/d
(detΓ)1/d
(
λ
ρ¯2
)2/d
,
lim sup
n→∞
n−(2p−d)/2(log logn)−d/2l(n,0)
(1.27)
= (
√
2dpi)−d
(
1− d
2p
)−(2p−d)/2 ρ¯1√
detΓ
a.s.,
lim sup
n→∞
n−(4p−d)/2(log logn)−d/2
∑
x∈Zd
l2(n,x)
(1.28)
= (
√
dpi)−d
(
1− d
4p
)−(4p−d)/2 ρ¯2√
detΓ
a.s.
Remark. From Lemma 5.1 and (6.4) given later, one can see that if we
replace L(t,0) by L(t, x) for a fixed x in Theorems 1.1–1.3 and Corollary
1.4, then our results still hold.
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The limit laws for the local times in the classic case p= 1 have been ex-
tensively studied and it is impossible for us to list all works in the literature.
We mention [3, 6, 14, 17, 20, 24, 28, 39, 41] for classic reference.
The study of the quadratic form of the local time is linked to the limit
theorems for random walks in random sceneries. We refer the reader to
[13, 29, 36, 42]. The study is also motivated by the needs from physics for
investigating self-intersection of the random paths. We cite [1, 2, 11, 12]
for some recent results on the large and moderate deviations for the self-
intersection local times in the case p = 1 and [19, 43, 44, 45, 46] for the
physicists’ view on the self-intersection local times. To see how our theorems
connect to the problem of self-intersection, we take the additive random
walks as example. We introduce the notation
{(k1, . . . , kp), (l1, . . . , lp)}
for a two-element set where each of the elements is a point in (Z+)p. In
particular, this set is viewed as being identical to the set
{(l1, . . . , lp), (k1, . . . , kp)}.
The object of interest is the random quantity
Λn =#{{(k1, . . . , kp), (l1, . . . , lp)}; 0≤ k1, . . . , kp, l1, . . . , lp ≤ n
(k1, . . . , kp) 6= (l1, . . . , lp) and
S1(k1) + · · ·+ Sp(kp) = S1(l1) + · · ·+ Sp(lp)},
which counts the self-intersection of the additive random walk S(n1, . . . , np)
during the “period” [0, n]p. On the other hand, notice that∑
x∈Zd
l2(n,x)
= #{(k1, . . . , kp, l1, . . . , lp) ∈ [0, n]2p;
S1(k1) + · · ·+ Sp(kp) = S1(l1) + · · ·+ Sp(lp)}
= 2Λn + n
p
and that under (1.5),
np = o
{
n2pa
(
n
bn
)−d}
(n→∞)
for every sequence {bn} satisfying (1.18). From (1.20) and (1.24), we have
the following:
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Corollary 1.5. In the assumption of Theorem 1.2,
lim
n→∞
1
bn
logP
{
Λn ≥ λn2pa
(
n
bn
)−d}
(1.29)
=−2−(α+d)/d(2pi)α d
α
(
1− d
2αp
)(2αp−d)/d( λ
ρ2
)α/d
,
lim sup
n→∞
1
n2p
a
(
n
log logn
)d
Λn
(1.30)
= 2
(
2α
d
)d/α
(2pi)−d
(
1− d
2αp
)−(2αp−d)/α
ρ2 a.s.
From the technical view point, the multi-parameter case is quite different
from the single-parameter case. In the multi-parameter case, our ability
of using the Markov property is severely limited. Due to lack of scaling
properties, our approach is fundamentally different from the one used in [9,
10] in the stable case, where time exponentiation is essential to the solution.
To outline our approach, recall a general theorem (Theorem 4, [8]) of
Ga¨rtner–Ellis type: Let {Zε} be a family of nonnegative random variables
and let p≥ 1 be an integer. Assume that, for any θ > 0, the following limit
exists:
lim
ε→0+
ε log
∞∑
m=0
(θε−1)m
m!
(EZmε )
1/p =Λ(θ).
Write
I(λ) = p sup
θ>0
{λ1/pθ−Λ(θ)}.
By an argument of duality, we have that, for any θ0 > 0,
sup
λ>0
{
λ1/pθ0− 1
p
I(λ)
}
=Λ(θ0).
Assume further that, for any λ0 > 0, there is a θ0 > 0 such that λ0 is the
unique maximizer of the function
ϕ(λ) = λ1/pθ0 − 1
p
I(λ).
Then
lim
ε→0+
ε logP{Zε ≥ λ}=−I(λ), λ > 0.
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To prove Theorem 1.1 and (1.20) in Theorem 1.2, therefore, it is sufficient
to show
lim
t→∞
1
bt
log
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(ELm(t,0))1/p
(1.31)
= (2pi)−αd/(αp−d)ρ
α/(αp−d)
1 θ
αp/(αp−d),
lim
t→∞
1
bt
log
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/2p
{EIm/2t }1/p
(1.32)
= (2pi)−αd/(2αp−d)ρ
α/(2αp−d)
2 θ
2αp/(2αp−d),
lim
n→∞
1
bn
log
∞∑
m=0
θm
m!
(
bn
n
)m
a
(
n
bn
)md/2p{
E
[∑
x∈Zd
l2(n,x)
]m/2}1/p
(1.33)
= (2pi)−αd/(2αp−d)ρ
α/(2αp−d)
2 θ
2αp/(2αp−d).
Unfortunately, the argument we shall use for (1.31) is broken in the case of
additive random walks. The proof of (1.19) in Theorem 1.1 follows from a
separate treatment. The basic tool we adapt to achieve these goals is Fourier
transformation.
For technical reasons, the proof of our theorems is not given in the order
that the theorems are stated. In Section 2 we prove the lower bounds for
(1.31), (1.32) and (1.33). Our proof relies on the Feynman–Kac type mino-
ration developed in [7]. In Section 3 we prove that the local times and the
quadratic forms of the local times weakly converges to their stable coun-
terpart if properly normalized. In addition to being interesting for its own
sake, this result is needed in the proof of the upper bounds of (1.31), (1.32)
and (1.33). In Section 4 we establish the upper bounds for (1.31), (1.32) and
(1.33). The central pieces of this section are the establishment of some mo-
ment inequalities. By the time we end Section 4, the proof of Theorem 1.1
and (1.20) in Theorem 1.2 will be complete. In Section 5 we prove the laws
of the iterated logarithm given in (1.21), (1.22) and (1.24) as the applica-
tions of Theorems 1.1 and 1.2. In Section 6 we prove (1.19) in Theorem 1.2
and (1.23) in Theorem 1.3. The basic idea is to approximate the local time
of the additive random walks by the local time of a properly constructed
additive Le´vy process and the involved techniques include randomization,
symmetrization and moment comparison. In the Appendix we prove an an-
alytic lemma.
2. Lower bounds in (1.31), (1.32) and (1.33). In this section we establish
lim inf
t→∞
1
bt
log
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(ELm(t,0))1/p
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(2.1)
≥ (2pi)−αd(p+1)/(αp−d)ρα/(αp−d)1 θαp/(αp−d),
lim inf
t→∞
1
bt
log
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/2p
{EIm/2t }1/p
(2.2)
≥ (2pi)−αd/(2αp−d)ρα/(2αp−d)2 θ2αp/(2αp−d),
lim inf
n→∞
1
bn
log
∞∑
m=0
θm
m!
(
bn
n
)m
a
(
n
bn
)md/2p{
E
[∑
x∈Zd
l2(n,x)
]m/2}1/p
(2.3)
≥ (2pi)−αd/(2αp−d)ρα/(2αp−d)2 θ2αp/(2αp−d).
We start with a simple lemma.
Lemma 2.1. Let X(t) be a symmetric Le´vy process. For any λ1, . . . , λl ∈
R
d and any t1, . . . , tl ≥ 0,
E exp
{
i
l∑
k=1
λk ·X(tk)
}
> 0.
Proof. Without loss, generality, we may assume that t1 ≤ t2 ≤ · · · ≤ tl:
E exp
{
i
l∑
k=1
λk ·X(tk)
}
= E exp
{
i
l∑
k=1
(
l∑
j=k
λj
)
· (X(tk)−X(tk−1))
}
=
l∏
k=1
exp
{
−(tk − tk−1)ψ
(
l∑
j=k
λj
)}
> 0,
where we use the convention t0 = 0. 
In the rest of the paper, the Fourier transformation will be frequently
used. For any function g(x) on Rd, we use ĝ(λ) for its Fourier transform:
ĝ(λ) =
∫
Rd
g(x)eiλ·x dx, λ ∈Rd.
We refer the reader to the books by Edwards [21, 22] for the general infor-
mation on Fourier analysis.
Write
FΨ =
{
g ∈ L2(Rd);
∫
Rd
g2(x)dx= 1 and
(2.4) ∫
Rd
|ĝ(λ)|2Ψ(λ)dλ <∞
}
.
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Finally, a function f(x) on Rd, Zd or [−pi,pi]d is said to be symmetric if
f(−λ) = f(λ), λ ∈Rd, Zd or [−pi,pi]d.
Lemma 2.2. Let f(λ) be a symmetric function on Rd such that∫
Rd
|f(λ)|dλ <∞(2.5)
and write
f¯(x) =
∫
Rd
f(λ)eiλ·x dλ, x ∈Rd.
Let θ > 0 be fixed but arbitrary.
(a) In the assumptions of Theorem 1.1 and under (1.6),
lim inf
t→∞
1
bt
log
∞∑
m=0
θm
m!
(
bt
t
)m ∫
(Rd)m
dλ1 · · · dλm
×
[
m∏
k=1
f(λk)
][
E
m∏
k=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λk ·X(s)
}
ds
]
(2.6)
≥ sup
g∈FΨ
{
θ
∫
Rd
f¯(x)g2(x)dx−
∫
Rd
|ĝ(λ)|2Ψ(λ)dλ
}
.
(b) In the assumptions of Theorem 1.1 and under (1.7),
lim inf
t→∞
1
bt
log
∞∑
m=0
θm
m!
(
bt
t
)m ∫
(a(tb−1t )[−pi,pi]
d)m
dλ1 · · · dλm
×
[
m∏
k=1
f(λk)
][
E
m∏
k=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λk ·X(s)
}
ds
]
(2.7)
≥ sup
g∈FΨ
{
θ
∫
Rd
f¯(x)g2(x)dx−
∫
Rd
|ĝ(λ)|2Ψ(λ)dλ
}
.
(c) In the assumptions of Theorem 1.2,
lim inf
n→∞
1
bn
log
∞∑
m=0
θm
m!
(
bn
n
)m ∫
(a(nb−1n )[−pi,pi]d)m
dλ1 · · · dλm
×
(
m∏
k=1
f(λk)
)[
E
m∏
k=1
∑
l=1
exp
{
ia
(
n
bn
)−1
λk · S(l)
}]
(2.8)
≥ sup
g∈FΨ
{
θ
∫
Rd
f¯(x)g2(x)dx−
∫
Rd
|ĝ(λ)|2Ψ(λ)dλ
}
.
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Proof. Due to similarity, we only prove (2.6) under (1.6). For each
integer m≥ 1,∫
(Rd)m
dλ1 · · · dλm
[
m∏
k=1
f(λk)
]
×
[
E
m∏
k=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λk ·X(s)
}
ds
]
= E
{∫ t
0
[∫
Rd
f(λ) exp
{
ia
(
t
bt
)−1
λ ·X(s)
}
dλ
]
ds
}m
= E
[∫ t
0
f¯
(
a
(
t
bt
)−1
X(s)
)
ds
]m
.
Hence,
∞∑
m=0
θm
m!
(
bt
t
)m ∫
(Rd)m
dλ1 · · · dλm
(
m∏
k=1
f(λk)
)
×
[
E
m∏
k=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λk ·X(s)
}
ds
]
= E exp
{
θ
bt
t
∫ t
0
f¯
(
a
(
t
bt
)−1
X(s)
)
ds
}
.
Under (2.5), f¯(x) is a real, bounded and continuous function on Rd. By the
same argument as Theorem 4.1 of [7],
lim inf
t→∞
1
bt
logE exp
{
θ
bt
t
∫ t
0
f¯
(
a
(
t
bt
)−1
X(s)
)
ds
}
≥ sup
g∈FΨ
{
θ
∫
Rd
f¯(x)g2(x)dx−
∫
Rd
|ĝ(λ)|2Ψ(λ)dλ
}
.
This leads to (2.6). 
We are back to the proof of (2.1), (2.2) and (2.3). Due to similarity, we
only prove (2.1) and (2.2) under the condition (1.6). For any nonnegative
and symmetric function f(λ) satisfying (2.5), write
ρ(f) = sup
‖g‖2=1
∫ ∫
Rd×Rd
f(λ− γ) g(λ)g(γ)√
1 +Ψ(λ)
√
1 +Ψ(γ)
dλdγ
= sup
‖g‖2=1
∫
Rd
f(λ)
[∫
Rd
g(λ+ γ)g(γ)√
1 +Ψ(λ+ γ)
√
1 +Ψ(γ)
dγ
]
dλ.
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We now prove (2.1). By inverse Fourier transformation,
L(t,0) =
1
(2pi)d
∫
Rd
[∫
Rd
e−iλ·xL(t, x)dx
]
dλ
=
1
(2pi)d
∫
Rd
[∫ t
0
· · ·
∫ t
0
exp
{
−iλ · (X1(s1) + · · ·
(2.9)
+Xp(sp))
}
ds1 · · · dsp
]
dλ
=
1
(2pi)d
∫
Rd
dλ
p∏
j=1
∫ t
0
e−iλ·Xj(s) ds.
For any integer m≥ 1,
ELm(t,0) = (2pi)−md
∫
(Rd)m
dλ1 · · · dλm
[
E
m∏
k=1
∫ t
0
eiλk ·X(s) ds
]p
.(2.10)
Let q > 1 be the conjugate number of p defined by the relation p−1+q−1 =
1. We now let f(λ) be a symmetric nonnegative function on Rd satisfying
(2.5) and ‖f‖q = 1. By rescaling,
(ELm(t,0))1/p
= (2pi)−md/pa
(
t
bt
)−md/p
×
{∫
(Rd)m
dλ1 · · · dλm
×
[
E
m∏
k=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λk ·X(s)
}
ds
]p}1/p
≥ (2pi)−md/pa
(
t
bt
)−md/p ∫
(Rd)m
dλ1 · · ·dλm
×
[
m∏
k=1
f(λk)
][
E
m∏
k=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λk ·X(s)
}
ds
]
,
where the inequality follows from the Ho¨lder inequality and from the crucial
fact that
E
m∏
k=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λk ·X(s)
}
ds≥ 0,(2.11)
which is supported by Lemma 2.1.
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Taking θ = ρ(f)−1(2pi)d/p in Lemma 2.2 gives
lim inf
t→∞
1
bt
log
∞∑
m=0
1
m!
(ρ(f)−1(2pi)d/p)m
×
(
bt
t
)m
a
(
t
bt
)md/p
(ELm(t,0))1/p(2.12)
≥ sup
g∈FΨ
{
1
ρ(f)
∫
Rd
f¯(x)g2(x)dx−
∫
Rd
|ĝ(λ)|2Ψ(λ)dλ
}
= 1,
where the last step follows from Lemma A.1 in the Appendix.
Let θ > 0 be given as in (2.6) and let ε > 0 be arbitrarily small. By
regularity of a(t) given in (1.4), for large t, we have
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(ELm(t,0))1/p
=
∞∑
m=0
1
m!
(ρ(f)−1(2pi)d/p)m(θρ(f)(2pi)−d/p)m
×
(
bt
t
)m
a
(
t
bt
)md/p
(ELm(t,0))1/p
≥
∞∑
m=0
1
m!
(ρ(f)−1(2pi)d/p)m
(
λbt
t
)m
a
(
t
λbt
)md/p
(ELm(t,0))1/p,
where
λ= (1− ε)(θρ(f)(2pi)−d/p)αp/(αp−d).
Replacing bt by λbt in (2.12),
lim inf
t→∞
1
bt
log
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(ELm(t,0))1/p
≥ (1− ε)(θρ(f)(2pi)−d/p)αp/(αp−d).
Letting ε→ 0+,
lim inf
t→∞
1
bt
log
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(ELm(t,0))1/p
(2.13)
≥ (2pi)−αd/(αp−d)ρ(f)αp/(αp−d)θαp/(αp−d).
Notice that, for any g ∈ L2(Rd) with g ≥ 0 and ‖g‖2 = 1, the function
Hg(λ)≡
∫
Rd
g(λ+ γ)g(γ)√
1 +Ψ(λ+ γ)
√
1 +Ψ(γ)
dγ
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is nonnegative and symmetric on Rd. Hence,
sup
f
ρ(f)≥ sup
f
sup
‖g‖2=1
g≥0
∫
Rd
f(λ)Hg(λ)dλ
= sup
‖g‖2=1
g≥0
sup
f
∫
Rd
f(λ)Hg(λ)dλ
= sup
‖g‖2=1
g≥0
(∫
Rd
|Hg(λ)|p dλ
)1/p
= ρ
1/p
1 ,
where “sup
f
” is taken over all symmetric f satisfying (2.5) with ‖f‖q = 1.
Summarizing what we have proved since (2.13), we have (2.1).
We now come to the proof of (2.2) under (1.6). By Parseval’s identity, for
any t > 0,∫
Rd
L2(t, x)dx
=
1
(2pi)d
∫
Rd
∣∣∣∣∫
Rd
L(t, x)eiλ·x dx
∣∣∣∣2 dλ
=
1
(2pi)d
∫
Rd
∣∣∣∣∫
[0,t]p
exp{iλ · (X1(si) + · · ·(2.14)
+Xp(sp))}ds1 · · · dsp
∣∣∣∣2 dλ
=
1
(2pi)d
∫
Rd
∣∣∣∣∣
p∏
j=1
∫ t
0
eiλ·Xj(s) ds
∣∣∣∣∣
2
dλ.
Let f(λ)≥ 0 be symmetric on Rd such that ‖f‖2 = 1. By rescaling and the
Cauchy–Schwarz inequality,[∫
Rd
L2(t, x)dx
]1/2
≥ (2pi)d/2a
(
t
bt
)−d/2
×
[∫
Rd
∣∣∣∣∣
p∏
j=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λ ·Xj(s)
}
ds
∣∣∣∣∣
2
dλ
]1/2
≥ (2pi)d/2a
(
t
bt
)−d/2
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×
∫
Rd
f(λ)
∣∣∣∣∣
p∏
j=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λ ·Xj(s)
}
ds
∣∣∣∣∣dλ.
For any m≥ 1,
E
[∫
Rd
dλf(λ)
∣∣∣∣∣
p∏
j=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λ ·Xj(s)
}
ds
∣∣∣∣∣
]m
=
∫
(Rd)m
dλ1 · · · dλm
(
m∏
k=1
f(λk)
)
×
[
E
∣∣∣∣∣
m∏
k=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λk ·X(s)
}
ds
∣∣∣∣∣
]p
≥
∫
(Rd)m
dλ1 · · · dλm
(
m∏
k=1
f(λk)
)
×
∣∣∣∣∣E
m∏
k=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λk ·X(s)
}
ds
∣∣∣∣∣
p
.
Let q > 1 be the conjugate number of p and let h be a symmetric function
on Rd satisfying∫
Rd
|h(λ)|f(λ)dλ <∞ and
∫
Rd
|h(λ)|qf(λ)dλ= 1.(2.15)
We have{
E
[∫
Rd
L2(t, x)dx
]m/2}1/p
≥ (2pi)−md/(2p)a
(
t
bt
)−md/(2p)
×
{∫
(Rd)m
dλ1 · · · dλm
(
m∏
k=1
f(λk)
)
×
∣∣∣∣∣E
m∏
k=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λk ·X(s)
}
ds
∣∣∣∣∣
p}1/p
≥ (2pi)−md/(2p)a
(
t
bt
)−md/(2p) ∫
(Rd)m
dλ1 · · · dλm
(
m∏
k=1
(fh)(λk)
)
×
[
E
m∏
k=1
∫ t
0
exp
{
ia
(
t
bt
)−1
λk ·X(s)
}
ds
]
.
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Taking θ = (2pi)d/2pρ(fh)−1 and replacing f by fh in (2.6) of Lemma 2.2,
lim inf
t→∞
1
bt
log
∞∑
m=0
1
m!
(
(2pi)d/2p
ρ(fh)
)m
×
(
bt
t
)m
a
(
t
bt
)md/2p{
E
[∫
Rd
L2(t, x)dx
]m/2}1/p
≥ sup
g∈FΨ
{
1
ρ(fh)
∫
Rd
fh(x)g2(x)dx−
∫
Rd
|ĝ(λ)|2Ψ(λ)dλ
}
= 1,
where the last step follows from Lemma A.1 given in the Appendix.
As for the general θ > 0, similar to the argument used in the proof of
(2.1),
lim inf
t→∞
1
bt
log
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/2p
×
{
E
[∫
Rd
L2(t, x)dx
]m/2}1/p
(2.16)
≥ (2pi)−αd/(2αp−d)ρ(fh)2αp/(2αp−d)θ2αp/(2αp−d).
Notice that
sup
h
ρ(fh) = sup
‖g‖2=1
{∫
Rd
dλf(λ)
[∫
Rd
g(λ+ γ)g(γ)√
1 +Ψ(λ+ γ)
√
1 +Ψ(γ)
dγ
]p}1/p
,
where the supremum is taken over all symmetric functions h satisfying
(2.15). Taking supremum on both sides over all symmetric, nonnegative
functions f with ‖f‖2 = 1, we have
sup
f,h
ρ(fh) = ρ
1/2p
2 .
Finally, taking supremum over h and f on the right-hand side of (2.16)
proves (2.2).
Remark. A careful reader may notice that, in the context of the addi-
tive random walks, the statement corresponding to (2.1) in the Le´vy case
is missing. The reason is the absence of the property like (2.11) in the case
of the random walks. This also creates a problem in the proof of the upper
bounds.
3. Laws of weak convergence. In our assumptions, the Le´vy processes
and random walks are attracted by stable processes. Naturally, we expect
that this relation passes to the local times. Recall that Y is a stable ran-
dom variable given in (1.2) and (1.16), Y (t) is a stable process in Rd such
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that Y (1)
d
= Y , and LY (t, x) is the local time of the additive stable process
generated by Y (t).
Theorem 3.1. In the assumptions of Theorem 1.1,
a(t)d
tp
L(t,0)
d−→ LY (1,0) (t→∞),(3.1)
a(t)d
t2p
It
d−→
∫
Rd
L2Y (1, x)dx (t→∞),(3.2)
where It is given in (1.15).
In the assumptions of Theorem 1.2,
a(n)d
np
l(n,0)
d−→ LY (1,0) (n→∞),(3.3)
a(n)d
n2p
∑
x∈Zd
l2(n,x)
d−→
∫
Rd
L2Y (1, x)dx (n→∞).(3.4)
Proof. Due to similarity, we only prove (3.1) and (3.2) under the con-
dition (1.6). We first rescale in (2.9) and (2.14):
L(t,0) =
1
(2pi)d
a(t)−d
∫
Rd
dλ
[ p∏
j=1
∫ t
0
exp
{
iλ · Xj(s)
a(t)
}
ds
]
,
∫
Rd
L2(t, x)dx=
1
(2pi)d
a(t)−d
∫
Rd
dλ
p∏
j=1
∣∣∣∣∫ t
0
exp
{
iλ · Xj(s)
a(t)
}
ds
∣∣∣∣2.
Let D{[0,1], (Rd)p} be the space of the (Rd)p-valued functions on [0,1]
which are right continuous and have left limits on [0,1]. Under the uniform
convergence topology, D{[0,1], (Rd)p} is a Banach space. For any fixed M >
0, the functionals
F(x1, . . . , xp) =
∫
[−M,M ]d
dλ
[ p∏
j=1
∫ 1
0
eiλ·xj(s) ds
]
,
G(x1, . . . , xp) =
∫
[−M,M ]d
dλ
p∏
j=1
∣∣∣∣∫ 1
0
eiλ·xj(s) ds
∣∣∣∣2
are continuous on D{[0,1], (Rd)p}. By the invariance principle,
1
tp
∫
[−M,M ]d
dλ
[ p∏
j=1
∫ t
0
exp
{
iλ · Xj(s)
a(t)
}
ds
]
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d−→
∫
[−M,M ]d
dλ
[ p∏
j=1
∫ 1
0
eiλ·Yj(s) ds
]
,
1
t2p
∫
[−M,M ]d
dλ
p∏
j=1
∣∣∣∣∫ t
0
exp
{
iλ · Xj(s)
a(t)
}
ds
∣∣∣∣2
d−→
∫
[−M,M ]d
dλ
p∏
j=1
∣∣∣∣∫ 1
0
eiλ·Yj(s) ds
∣∣∣∣2,
as t→∞.
To prove (3.1) and (3.3), therefore, we need only to show that
lim
M→∞
lim sup
t→∞
1
t2p
E
∣∣∣∣∣
∫
Rd\[−M,M ]d
dλ
[ p∏
j=1
∫ t
0
exp
{
iλ · Xj(s)
a(t)
}
ds
]∣∣∣∣∣
2
= 0(3.5)
and that
lim
M→∞
lim sup
t→∞
1
t2p
∫
Rd\[−M,M ]d
dλE
p∏
j=1
∣∣∣∣∫ t
0
exp
{
iλ · Xj(s)
a(t)
}
ds
∣∣∣∣2 = 0.(3.6)
Notice that
E
∣∣∣∣∣
∫
Rd\[−M,M ]d
dλ
[ p∏
j=1
∫ t
0
exp
{
iλ · Xj(s)
a(t)
}
ds
]∣∣∣∣∣
2
=
∫
(Rd\[−M,M ]d)2
dλdγ
[∫ t
0
∫ t
0
E exp
{
i
λ ·X(s1)− γ ·X(s2)
a(t)
}
ds1 ds2
]p
≤ 2p
∫
(Rd\[−M,M ]d)2
dλdγ
[∫ t
0
∫ t
s1
E exp
{
i
λ ·X(s1)− γ ·X(s2)
a(t)
}
ds2 ds1
]p
= 2p
∫
(Rd\[−M,M ]d)2
dλdγ
×
[∫ t
0
∫ t
s1
exp
{
−s1ψ
(
λ− γ
a(t)
)
− (s2 − s1)ψ
(
γ
a(t)
)}
ds2 ds1
]p
≤ 2p
∫
(Rd\[−M,M ]d)2
dλdγ
[∫ t
0
exp
{
−sψ
(
λ− γ
a(t)
)}
ds
]p
×
[∫ t
0
exp
{
−sψ
(
γ
a(t)
)}
ds
]p
≤ 2p
{∫
Rd
dλ
[∫ t
0
exp
{
−sψ
(
λ
a(t)
)}
ds
]p}
×
{∫
Rd\[−M,M ]d
dγ
[∫ t
0
exp
{
−sψ
(
γ
a(t)
)}
ds
]p}
,
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where the last step partially follows from the substitution λ− γ 7→ λ and
γ 7→ γ.
Hence, we need only to show that
lim sup
t→∞
1
tp
∫
Rd
dλ
[∫ t
0
exp
{
−sψ
(
λ
a(t)
)}
ds
]p
<∞(3.7)
and that
lim
M→∞
lim sup
t→∞
1
tp
∫
Rd\[−M,M ]d
dγ
[∫ t
0
exp
{
−sψ
(
γ
a(t)
)}
ds
]p
= 0.(3.8)
Indeed,
1
tp
∫
Rd\[−M,M ]d
dγ
[∫ t
0
exp
{
−sψ
(
γ
a(t)
)}
ds
]p
=
∫
Rd\[−M,M ]d
[
tψ
(
γ
a(t)
)]−p[
1− exp
{
−tψ
(
γ
a(t)
)}]p
dγ.
By (1.5), there is a ε > 0 such that (α− ε)p > d. By (1.6), there is a N > 0
such that ψ(λ) ≥ 2 for all λ /∈ [−N,N ]d. In view of (1.1), by an estimate
similar to the one used for (2.i) in [38], there is a constant δ > 0 such that
tψ
(
λ
a(t)
)
≥ δ|λ|α−ε, λ ∈ [−a(t)N,a(t)N ]d,(3.9)
for large t. Thus,∫
Rd\[−M,M ]d
[
tψ
(
γ
a(t)
)]−p[
1− exp
{
−tψ
(
γ
a(t)
)}]p
dγ
≤ δ−p
∫
Rd\[−M,M ]d
|λ|−p(α−ε) dλ+
∫
Rd\[−a(t)N,a(t)N ]d
[
tψ
(
γ
a(t)
)]−p
dγ.
By (1.4), (1.5) and (1.6),∫
Rd\[−a(t)N,a(t)N ]d
[
tψ
(
γ
a(t)
)]−p
dγ
= t−pa(t)d
∫
Rd\[−N,N ]d
[ψ(λ)]−p dλ−→ 0
as t→∞. Hence, (3.8) holds. The proof of (3.7) is similar.
We now come to the proof of (3.6). Notice that
1
t2p
∫
Rd\[−M,M ]d
dλE
p∏
j=1
∣∣∣∣∫ t
0
exp
{
iλ · Xj(s)
a(t)
}
ds
∣∣∣∣2
=
1
t2p
∫
Rd\[−M,M ]d
dλ
[
E
∣∣∣∣∫ t
0
exp
{
iλ · X(s)
a(t)
}
ds
∣∣∣∣2]p
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=
1
t2p
∫
Rd\[−M,M ]d
dλ
[
2E
∫ t
0
∫ t
s1
exp
{
iλ · X(s2)−X(s1)
a(t)
}
ds2 ds1
]p
and that
E
∫ t
0
∫ t
s1
exp
{
iλ · X(s2)−X(s1)
a(t)
}
ds2 ds1
=
∫ t
0
∫ t
s1
exp
{
−(s2 − s1)ψ
(
λ
a(t)
)}
ds2 ds1
= tψ
(
λ
a(t)
)−1
− ψ
(
λ
a(t)
)−2[
1− exp
{
−tψ
(
λ
a(t)
)}]
≤ tψ
(
λ
a(t)
)−1
.
Hence,
1
t2p
∫
Rd\[−M,M ]d
dλE
p∏
j=1
∣∣∣∣∫ t
0
exp
{
iλ · Xj(s)
a(t)
}
ds
∣∣∣∣2
(3.10)
≤ 2p
∫
Rd\[−M,M ]d
[
tψ
(
λ
a(t)
)]−p
dλ.
By (3.9), (3.6) holds. 
4. Upper bounds in (1.31), (1.32) and (1.33). In this section we establish
lim sup
t→∞
1
bt
log
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(ELm(t,0))1/p
(4.1)
≤ (2pi)−αd(p+1)/(αp−d)ρα/(αp−d)1 θαp/(αp−d),
lim sup
t→∞
1
bt
log
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/2p
{EIm/2t }1/p
(4.2)
≤ (2pi)−αd/(2αp−d)ρα/(2αp−d)2 θ2αp/(2αp−d),
lim sup
n→∞
1
bn
log
∞∑
m=0
θm
m!
(
bn
n
)m
a
(
n
bn
)md/2p{
E
[∑
x∈Zd
l2(n,x)
]m/2}1/p
(4.3)
≤ (2pi)−αd/(2αp−d)ρα/(2αp−d)2 θ2αp/(2αp−d).
We first concentrate on the proof of (4.1) and (4.2) and then work (4.3)
out later.
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Lemma 4.1. Under both (1.6) and (1.7), for any t≥ 0 and any integer
m≥ 1,
ELm(t,0)≤ (m!)p[EL(t,0)]m,(4.4)
EImt ≤ (m!)2p[EIt]m.(4.5)
Proof. This time we pick up the discrete case defined by (1.7). Similarly
to (2.9) and (2.14),
L(t,0) =
1
(2pi)d
∫
[−pi,pi]d
dλ
p∏
j=1
∫ t
0
e−iλ·Xj(s) ds,(4.6)
∑
x∈Zd
L2(t, x)dx=
1
(2pi)d
∫
[−pi,pi]d
∣∣∣∣∣
p∏
j=1
∫ t
0
eiλ·Xj(s) ds
∣∣∣∣∣
2
dλ.(4.7)
Let Σm be the group of permutations on {1, . . . ,m}. By (4.6),
ELm(t,0)
=
1
(2pi)md
∫
([−pi,pi]d)m
dλ1 · · · dλm
[
E
m∏
k=1
∫ t
0
eiλk ·X(s) ds
]p
=
1
(2pi)md
∫
([−pi,pi]d)m
dλ1 · · · dλm
×
[ ∑
σ∈Σm
∫
{0≤s1≤···≤sm≤t}
E exp
{
i
m∑
k=1
λσ(k) ·X(sk)
}
ds1 · · · dsm
]p
≤ (m!)
p
(2pi)md
∫
([−pi,pi]d)m
dλ1 · · · dλm
×
[∫
{0≤s1≤···≤sm≤t}
E exp
{
i
m∑
k=1
λk ·X(sk)
}
ds1 · · · dsm
]p
=
(m!)p
(2pi)md
∫
([−pi,pi]d)m
dλ1 · · · dλm
×
[∫
{0≤s1≤···≤sm≤t}
E exp
{
i
m∑
k=1
(
m∑
j=k
λj
)
· (X(sk)−X(sk−1))
}
ds1 · · · dsm
]p
=
(m!)p
(2pi)md
∫
([−pi,pi]d)m
dλ1 · · · dλm
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×
[∫
{0≤s1≤···≤sm≤t}
exp
{
−
m∑
k=1
(sk − sk−1)ψ
(
m∑
j=k
λj
)}
ds1 · · · dsm
]p
,
where the third step follows from the Jensen inequality and the index per-
mutation and where we adopt the convention that s0 = 0.
Write
f(λ1, . . . , λm)
=
[∫
{0≤s1≤···≤sm≤t}
exp
{
−
m∑
k=1
(sk − sk−1)ψ(λk)
}
ds1 · · · dsm
]p
,
where λ1, . . . , λm ∈Rd. By (1.7), we have that, for any k1, . . . ,km ∈ Zd and
for any λ1, . . . , λm ∈Rd,
f(λ1 + (2pi)k1, . . . , λm + (2pi)km) = f(λ1, . . . , λm).(4.8)
Notice that∫
([−pi,pi]d)m
dλ1 · · · dλmf
(
m∑
k=1
λk,
m∑
k=2
λk, . . . , λm
)
=
∫
([−pi,pi]d)m−1
dλ2 · · · dλm
∫
[−pi,pi]d
f
(
m∑
k=1
λk,
m∑
k=2
λk, · · · , λm
)
dλ1.
By periodicity,∫
[−pi,pi]d
f
(
m∑
k=1
λk,
m∑
k=2
λk, . . . , λm
)
dλ1 =
∫
[−pi,pi]d
f
(
λ1,
m∑
k=2
λk, . . . , λm
)
dλ1.
So we have ∫
([−pi,pi]d)m
dλ1 · · · dλmf
(
m∑
k=1
λk,
m∑
k=2
λk, . . . , λm
)
=
∫
([−pi,pi]d)m
dλ1 · · · dλm f
(
λ1,
m∑
k=2
λk, . . . , λm
)
.
Repeating this procedure, we obtain∫
([−pi,pi]d)m
dλ1 · · · dλm f
(
m∑
k=1
λk,
m∑
k=2
λk, . . . , λm
)
(4.9)
=
∫
([−pi,pi]d)m
dλ1 · · · dλm f(λ1, . . . , λm).
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In summary, we have proved that
ELm(t,0)
≤ (m!)
p
(2pi)md
∫
([−pi,pi]d)m
dλ1 · · · dλm
×
[∫
{0≤s1≤···≤sm≤t}
exp
{
−
m∑
k=1
(sk − sk−1)ψ(λk)
}
ds1 · · · dsm
]p
.
Notice that∫
{0≤s1≤···≤sm≤t}
exp
{
−
m∑
k=1
(sk − sk−1)ψ(λk)
}
ds1 · · · dsm
=
∫
s1+···+sm≤t
s1,...,sm≥0
exp
{
−
m∑
k=1
skψ(λk)
}
ds1 · · · dsm
≤
∫ t
0
· · ·
∫ t
0
exp
{
−
m∑
k=1
skψ(λk)
}
ds1 · · · dsm
=
m∏
k=1
∫ t
0
e−sψ(λk) ds.
Hence,
ELm(t,0)≤ (m!)p
{
1
(2pi)d
∫
[−pi,pi]d
dλ
[∫ t
0
e−sψ(λ) ds
]p}m
= (m!)p[EL(t,0)]m.
We now prove (4.5). By (4.7),
E
[∑
x∈Zd
L2(t, x)dx
]m
=
1
(2pi)md
∫
([−pi,pi]d)m
dλ1 · · · dλm
×
[
E
∣∣∣∣∣ ∑
σ∈Σm
∫
{0≤s1≤···≤sm≤t}
exp
{
i
m∑
k=1
λσ(k) ·X(sk)
}
ds1 · · · dsm
∣∣∣∣∣
2]p
≤ 1
(2pi)md
∫
([−pi,pi]d)m
dλ1 · · · dλm
×
[ ∑
σ∈Σm
(
E
∣∣∣∣∣
∫
{0≤s1≤···≤sm≤t}
exp
{
i
m∑
k=1
λσ(k)
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·X(sk)
}
ds1 · · · dsm
∣∣∣∣∣
2)1/2]2p
≤ (m!)
2p
(2pi)md
∫
([−pi,pi]d)m
dλ1 · · · dλm
×
[
E
∣∣∣∣∣
∫
{0≤s1≤···≤sm≤t}
exp
{
i
m∑
k=1
λk ·X(sk)
}
ds1 · · · dsm
∣∣∣∣∣
2]p
=
(m!)2p
(2pi)md
∫
([−pi,pi]d)m
dλ1 · · · dλm
×
[
E
∣∣∣∣∣
∫
{0≤s1≤···≤sm≤t}
exp
{
i
m∑
k=1
(
m∑
j=k
λj
)
· (X(sk)−X(sk−1))
}
ds1 · · · dsm
∣∣∣∣∣
2]p
.
Since X(t) takes only lattice values, the function
f(λ1, . . . , λm)
≡
[
E
∣∣∣∣∣
∫
{0≤s1≤···≤sm≤t}
exp
{
i
m∑
k=1
λk · (X(sk)−X(sk−1))
}
ds1 · · · dsm
∣∣∣∣∣
2]p
satisfies (4.8). Consequently, (4.9) holds. So we have
E
[∑
x∈Zd
L2(t, x)dx
]m
≤ (m!)
2p
(2pi)md
∫
([−pi,pi]d)m
dλ1 · · · dλm
×
[
E
∣∣∣∣∣
∫
{0≤s1≤···≤sm≤t}
exp
{
i
m∑
k=1
λk · (X(sk)
−X(sk−1))
}
ds1 · · · dsm
∣∣∣∣∣
2]p
.
Let X˜1(t), . . . , X˜m(t) be independent copies of X(t). Then for any λ1, . . . ,
λm ∈Rd,∫
{0≤s1≤···≤sm≤t}
exp
{
i
m∑
k=1
λk · (X(sk)−X(sk−1))
}
ds1 · · · dsm
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d
=
∫
{0≤s1≤···≤sm≤t}
exp
{
i
m∑
k=1
λk · X˜k(sk − sk−1)
}
ds1 · · · dsm
=
∫
s1+···+sm≤t
s1,...,sm≥0
exp
{
i
m∑
k=1
λk · X˜k(sk)
}
ds1 · · · dsm.
By Lemma 2.1, we have
E
∣∣∣∣∣
∫
{s1+···+sm≤t}
exp
{
i
m∑
k=1
λk · X˜k(sk)
}
ds1 · · · dsm
∣∣∣∣∣
2
≤ E
∣∣∣∣∣
∫ t
0
· · ·
∫ t
0
exp
{
i
m∑
k=1
λk · X˜k(sk)
}
ds1 · · · dsm
∣∣∣∣∣
2
=
m∏
k=1
E
∣∣∣∣∫ t
0
eiλk ·X(s) ds
∣∣∣∣2.
Summarizing what we have proved,
E
[∑
x∈Zd
L2(t, x)
]m
≤ (m!)2p
[
1
(2pi)d
∫
[−pi,pi]d
E
∣∣∣∣∫ t
0
eiλk ·X(s) ds
∣∣∣∣2 dλ]m
= (m!)2p
[
E
∑
x∈Zd
L2(t, x)
]m
.

Lemma 4.2. Under both (1.6) and (1.7), for any integers a ≥ 2 and
m≥ 1 and for any t1, . . . , ta ≥ 0,
[ELm(t1 + · · ·+ ta,0)]1/p
(4.10)
≤
∑
k1+···+ka=m
k1,...,ka≥0
m!
k1! · · ·ka! [EL
k1(t1,0)]
1/p · · · [ELka(ta,0)]1/p,
[EImt1+···+ta ]
1/(2p) ≤
∑
k1+···+ka=m
k1,...,ka≥0
m!
k1! · · ·ka! [EI
k1
t1 ]
1/(2p) · · · [EIkata ]1/(2p),(4.11)
where It is defined by (1.15).
Consequently, for any θ > 0,
∞∑
m=0
θm
m!
[ELm(t1 + · · ·+ ta,0)]1/p ≤
a∏
k=1
∞∑
m=0
θm
m!
[ELm(tk,0)]
1/p,(4.12)
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∞∑
m=0
θm
m!
[EImt1+···+ta ]
1/(2p) ≤
a∏
k=1
∞∑
m=0
θm
m!
[EImtk ]
1/(2p).(4.13)
Proof. Used inductively, only the establishment of (4.10) and (4.11) in
the case a= 2 is needed. That is, we only need to show that
[ELm(t1 + t2,0)]
1/p ≤
m∑
k=0
(
m
k
)
[ELk(t1,0)]
1/p[ELm−k(t2,0)]
1/p,(4.14)
[EImt1+t2 ]
1/(2p) ≤
m∑
k=0
(
m
k
)
[EIkt1 ]
1/(2p)[EIm−kt2 ]
1/(2p).(4.15)
We only consider the continuous case defined by (1.6), as the proof in the
case (1.7) is analogous. Write
∆1(λ) =
∫ t1
0
eiλ·X(t) dt and ∆2(λ) =
∫ t1+t2
t1
eiλ·X(t) dt, λ ∈Rd.(4.16)
By (2.10),
ELm(t1 + t2,0)
=
1
(2pi)md
∫
(Rd)m
dλ1 · · · dλm
[
E
m∏
k=1
(∆1(λk) +∆2(λk))
]p
=
1
(2pi)md
∫
(Rd)m
dλ1 · · · dλm
[
2∑
l1,...,lm=1
E(∆l1(λ1) · · ·∆lm(λm))
]p
.
By Lemma 2.1, for any (λ1, . . . , λm) and (l1, . . . , lm),
E(∆l1(λ1) · · ·∆lm(λm))≥ 0.
So the triangular inequality for the Lp-norm applies here, which gives
[ELm(t1 + t2,0)]
1/p
≤ 1
(2pi)md
(4.17)
×
2∑
l1,...,lm=1
{∫
(Rd)m
dλ1 · · · dλm[E(∆l1(λ1) · · ·∆lm(λm))]p
}1/p
.
Let (l1, . . . , lm) be arbitrary but fixed and let k be the number of 1’s
among l1, . . . , lm:∫
(Rd)m
dλ1 · · · dλm[E(∆l1(λ1) · · ·∆lm(λm))]p
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=
∫
(Rd)m
dλ1 · · · dλm[E(∆1(λ1) · · ·∆1(λk))(∆2(λk+1) · · ·∆2(λm))]p
=
∫
(Rd)m
dλ1 · · · dλm
[
E
(
∆1(λ1) · · ·∆1(λk)
× exp
{
i
(
m∑
l=k+1
λl
)
·X(t1)
})
(4.18)
×E(∆˜(λk+1) · · · ∆˜(λm))
]p
=
∫
(Rd)m−k
dλk+1 · · · dλm[E(∆˜(λk+1) · · · ∆˜(λm))]p
×
∫
(Rd)k
dλ1 · · · dλk
[
E
(
∆1(λ1) · · ·∆1(λk)
× exp
{
i
(
m∑
l=k+1
λl
)
·X(t1)
})]p
,
where
∆˜(λ) =
∫ t2
0
eiλ·X(s) ds, λ ∈Rd,(4.19)
and where the second step follows from the independent increment property
of Le´vy processes.
For each 1≤ j ≤ p, write
∆j1(λ) =
∫ t1
0
eiλ·Xj(t) ds, λ ∈Rd.
Then for any λk+1, . . . , λm ∈Rd,∫
(Rd)k
dλ1 · · · dλk
[
E
(
∆1(λ1) · · ·∆1(λk) exp
{
i
(
m∑
l=k+1
λl
)
·X(t1)
})]p
=
∫
(Rd)k
dλ1 · · · dλk E
p∏
j=1
(
∆j1(λ1) · · ·∆j1(λk) exp
{
i
(
m∑
l=k+1
λl
)
·Xj(t1)
})
= E
{
exp
{
i
(
m∑
l=k+1
λl
)
·
( p∑
j=1
Xj(t1)
)}
×
∫
(Rd)k
dλ1 · · · dλk
p∏
j=1
(∆j1(λ1) · · ·∆j1(λk))
}
.
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By (2.9), ∫
(Rd)k
dλ1 · · · dλk
p∏
j=1
(∆j1(λ1) · · ·∆j1(λk))
=
[∫
Rd
dλ
p∏
j=1
∆j1(λ)
]k
= (2pi)kdLk(t1,0)≥ 0.
So we have∫
(Rd)k
dλ1 · · · dλk
[
E
(
∆1(λ1) · · ·∆1(λk) exp
{
i
(
m∑
l=k+1
λl
)
·X(t1)
})]p
≤ (2pi)kdELk(t1,0).
We now come back to (4.18). By Lemma 2.1, for any λk+1, . . . , λm ∈Rd,
[E(∆˜(λk+1) · · · ∆˜(λm))]p ≥ 0.
Therefore, ∫
(Rd)m
dλ1 · · · dλm[E(∆l1(λ1) · · ·∆lm(λm))]p
≤ (2pi)kdELk(t1,0)
∫
(Rd)m−k
dλk+1 · · · dλm
(4.20)
× [E(∆˜(λk+1) · · · ∆˜(λm))]p
= (2pi)md[ELk(t1,0)][EL
m−k(t2,0)],
where the last step follows from (2.10). Thus, (4.14) follows from (4.17)
and (4.20).
We now come to the proof of (4.15). Recall that ∆1(λ) and ∆2(λ) are
defined by (4.16). By (2.14),
E
[∫
Rd
L2(t1 + t2, x)dx
]m
=
1
(2pi)md
∫
(Rd)m
dλ1 · · · dλm
[
E
∣∣∣∣∣
m∏
k=1
(∆1(λk) +∆2(λk))
∣∣∣∣∣
2]p
=
1
(2pi)md
∫
(Rd)m
dλ1 · · · dλm
[
E
∣∣∣∣∣
2∑
l1,...,lm=1
∆l1(λ1) · · ·∆lm(λm)
∣∣∣∣∣
2]p
≤ 1
(2pi)md
∫
(Rd)m
dλ1 · · · dλm
×
[
2∑
l1,...,lm=1
{E(|∆l1(λ1)| · · · |∆lm(λm)|)2}1/2
]2p
,
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where the last step follows from the triangular inequality for the L2-norm.
Using the triangular inequality for the L2p-norm,{
E
[∫
Rd
L2(t1 + t2, x)dx
]m}1/2p
≤ 1
(2pi)md
2∑
l1,...,lm=1
{∫
(Rd)m
dλ1 · · · dλm(4.21)
× [E(|∆l1(λ1)| · · · |∆lm(λm)|)2]p
}1/2p
.
Let (l1, . . . , lm) be arbitrary but fixed and let k be the number of 1’s
among l1, . . . , lm:∫
(Rd)m
dλ1 · · · dλm[E(|∆l1(λ1)| · · · |∆lm(λm)|)2]p
=
∫
(Rd)m
dλ1 · · · dλm[E(|∆1(λ1)| · · · |∆1(λk)|)2
× (|∆2(λk+1)| · · · |∆2(λm)|)2]p.
By the identity
|∆2(λ)|=
∣∣∣∣∫ t2
0
eiλ·X(t1)eiλ·(X(t1+s)−X(t1) ds
∣∣∣∣
=
∣∣∣∣∫ t2
0
eiλ·(X(t1+s)−X(t1)) ds
∣∣∣∣,
we have that
{|∆2(λ)|; λ ∈Rd} d=
{∣∣∣∣∫ t2
0
eiλ·X(s) ds
∣∣∣∣; λ ∈Rd}
and that the two families
{|∆1(λ)|; λ ∈Rd} and {|∆2(λ)|; λ ∈Rd}
are independent. Hence,∫
(Rd)m
dλ1 · · · dλm[E(|∆l1(λ1)| · · · |∆lm(λm)|)2]p
=
{∫
(Rd)k
dλ1 · · · dλk
[
E
∣∣∣∣∣
k∏
j=1
∫ t1
0
eiλj ·X(s) dx
∣∣∣∣∣
2]p}
(4.22)
×
{∫
(Rd)m−k
dλk+1 · · · dλm
[
E
∣∣∣∣∣
m∏
j=k+1
∫ t2
0
eiλj ·X(s) dx
∣∣∣∣∣
2]p}
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= (2pi)mdE
[∫
Rd
L2(t1, x)dx
]k
E
[∫
Rd
L2(t2, x)dx
]m−k
.
Finally, (4.5) follows from (4.21) and (4.22). 
The idea used in the above proof can be used to establish some similar
results. Let f(λ)≥ 0 be bounded on Rd and write
Lt(f) =

∫
Rd
f(λ)
[ p∏
j=1
∫ t
0
eiλ·Xj(s) ds
]
dλ, under (1.6),
∫
[−pi,pi]d
f(λ)
[ p∏
j=1
∫ t
0
eiλ·Xj(s) ds
]
dλ, under (1.7).
We state the following lemma without proof, as it is an obvious modification
of the proof of (4.12).
Lemma 4.3. Under both (1.6) and (1.7), for any t1, . . . , ta ≥ 0 and any
integer m≥ 1,
[ELmt1+···+ta(f)]
1/p
(4.23)
≤
∑
k1+···+ka=m
k1,...,ka≥0
m!
k1! · · ·ka! [E|Lt1(f)|
k1 ]1/p · · · [E|Lta(f)|ka]1/p.
Consequently, for any θ > 0,
∞∑
m=0
θm
m!
[ELmt1+···+ta(f)]
1/p ≤
a∏
k=1
∞∑
m=0
θm
m!
[E|Ltk(f)|m]1/p.(4.24)
Remark. Inequalities (4.4) and (4.5) take a form similar to the inequal-
ity obtained in Lemma 3.1 of [38]; and (4.10) and (4.11) take a form similar
to Theorem 5.1 of [7] and Theorem 6 of [8]. On the other hand, there are
some differences at the technical level. First, all mentioned previous results
are established in the setting of the random walks. Second, the proof of these
results comes from a direct estimate of the local time (or intersection local
times). In our setting, the estimate is carried out through Fourier transfor-
mation. Consequently, the property given in Lemma 2.1 is crucially needed.
As a result, our argument can not be extended to the setting of additive
random walks unless we put on some additional assumptions. For example,
if we assume that
Eeiλ·S(1) ≥ 0, λ ∈Rd,(4.25)
then Lemmas 4.1 and 4.2 hold for the additive random walks. In the following
we state a slightly different lemma in this direction.
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To state the lemma, let {ωk}k≥1 be an i.i.d. of symmetric random sequence
with every finite moment and let {ω1,k}k≥1, . . . ,{ωp,k}k≥1 be its independent
copies. We also assume independence between
{{S(k)}k≥1;{S1(k)}k≥1, . . . ,{Sp(k)}k≥1}
and
{{ωk}k≥1;{ω1,k}k≥1, . . . ,{ωp,k}k≥1}.
Write
ξ(n,x) =
n∑
k1,...,kp=1
(ω1,k1 · · ·ωp,kp)1{S1(k1)+···+Sp(kp)=x}, x ∈ Zd.
By symmetry, we have
Eξ2m−1(n,x) = 0, m,n= 1,2, . . . .(4.26)
Lemma 4.4. Assume (4.25). For any integers n1, . . . , na ≥ 1 and m≥ 1,
[Eξ2m(n1 + · · ·+ na,0)]1/p
≤
∑
k1+···+ka=m
k1,...,ka≥0
(2m)!
(2k1)! · · · (2ka)!(4.27)
× [Eξ2k1(n1,0)]1/p · · · [Eξ2ka(na,0)]1/p.
Consequently, for any θ > 0,
∞∑
m=0
θm
(2m)!
[Eξ2m(n1 + · · ·+ na,0)]1/p
(4.28)
≤
a∏
k=1
∞∑
m=0
θm
(2m)!
[Eξ2m(nk,0)]
1/p.
Proof. Notice that, for any m≥ 1 and n≥ 1,
Eξ2m(n,0) =
1
(2pi)2md
∫
([−pi,pi]d)2m
dλ1 · · · dλ2m
[
E
2m∏
k=1
n∑
l=1
ωle
iλ·S(l)
]p
.(4.29)
To use the argument used in the proof of (4.14), we need the following
property: for any λ1, . . . , λl ∈Rd and for any integer j1, . . . , jl ≥ 1,
E
l∏
k=1
ωjke
iλk ·S(jk) ≥ 0.(4.30)
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Indeed,
E
l∏
k=1
ωjke
iλk ·S(jk) = E(ωj1 · · ·ωjl)E exp
{
i
l∑
k=1
λk · S(jk)
}
.
By (4.25) and by an argument similar to the one used in Lemma 2.1, we
have
E exp
{
i
l∑
k=1
λk · S(jk)
}
≥ 0.
Write
ωj1 · · ·ωjl = ωl1k1 · · ·ωlrkr ,
where k1, . . . , kr; l1, . . . , lr ≥ 1 are integers and k1, . . . , kr are distinct. If any of
l1, . . . , lr are odd number, then by symmetry and independence, E(ωj1 · · ·ωjl) =
0. Otherwise we have E(ωj1 · · ·ωjl)≥ 0.
Finally, by a proof similar to the proof of (4.14),
[Eξ2m(n1 + n2,0)]
1/p
≤
2m∑
k=0
(
2m
k
)
[E|ξ(t1,0)|k]1/p[Eξ2m−k(t2,0)]1/p
=
m∑
k=0
(
2m
2k
)
[Eξ2k(t1,0)]
1/p[Eξ2(m−k)(t2,0)]
1/p,
where the second step follows from (4.26). 
The following lemma is an application of Lemma 4.1 and Lemma 4.2.
Lemma 4.5. In the assumptions of Theorem 1.1, for any δ > 0, there is
a C > 0 such that,
ELm(t,0)≤ C(m!)pδmtmpa(t)−md,(4.31)
EImt ≤ C(m!)2pδmt2mpa(t)−md(4.32)
for all m≥ 1 and sufficiently large t, where It is defined by (1.15).
Consequently, for any θ > 0,
lim
t→∞
∞∑
m=0
θm
m!
t−ma(t)md/p(ELm(t,0))1/p
(4.33)
=
∞∑
m=0
θm
m!
(ELmY (1,0))
1/p,
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lim
t→∞
∞∑
m=0
θm
m!
t−ma(t)md/2p(EImt )
1/2p
(4.34)
=
∞∑
m=0
θm
m!
{
E
[∫
Rd
L2Y (1, x)dx
]m}1/(2p)
,
where LY (t, x) is the local time of the additive stable process generated by
the stable process Y .
Proof. By the argument used in the proof of Theorem 3.1, one can see
that there is M > 0 such that
EL(t,0)≤Mtpa(t)−d and EIt ≤Mt2pa(t)−d
for large t. From (1.4) and (1.5), there is an integer N ≥ 1 such that N−pa×
(N−1t)−d ≤ (2M)−1δa(t)−d as t is large. By (4.10) in Lemma 4.2 and by
(4.4) in Lemma 4.1,
[ELm(t,0)]1/p
≤
∑
k1+···+kN=m
k1,...,kN≥0
m!
k1! · · ·kN ! [EL
k1(N−1t,0)]1/p · · · [ELkN (N−1t,0)]1/p
≤
∑
k1+···+kN=m
k1,...,kN≥0
m!
k1! · · ·kN !k1!(M(N
−1t)pa(N−1t)−d)k1/p
× · · · × kN !(M(N−1t)pa(N−1t)−d)kN/p
=m!(M(N−1t)pa(N−1t)−d)m/p
∑
k1+···+kN=m
k1,...,kN≥0
1
≤m!(2−1δ)m/ptma(t)−md/p
(
m+N − 1
m
)
≤C1/pm!δm/ptma(t)−md/p,
where the fourth step partially follows from the combinatorial fact that the
equation k1 + · · ·+ kN =m has
(m+N−1
m
)
(Z+)N -valued solutions, and the
last step follows from the generous bound(
m+N − 1
m
)
≤C1/p2m/p, m= 1,2, . . . .
The proof of (4.32) is similar. By the dominated convergence theorem and
by Theorem 3.1, (4.33) and (4.34) follow from (4.31) and (4.32), respectively.

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We now prove (4.1). Let s > 0 be fixed for a moment and let nt = [s
−1bt],
rt = t/nt. By (4.12) in Lemma 4.2,
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(ELm(t,0))1/p
≤
{
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(ELm(rt,0))
1/p
}nt
.
Take the regularity given in (1.4) into account:
bt
t
a
(
t
bt
)d/p
∼ s(αp−d)/(αp)r−1t a(rt)d/p (t→∞).
By (4.33) in Lemma 4.5, therefore,
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(ELm(rt,0))
1/p
−→
∞∑
m=0
θm
m!
s(αp−d)/(αp)m(ELmY (1,0))
1/p (t→∞).
Hence,
lim sup
t→∞
1
bt
log
{
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(ELm(t,0))1/p
}
(4.35)
≤ 1
s
log
{
∞∑
m=0
θm
m!
s(αp−d)/(αp)m(ELmY (1,0))
1/p
}
.
In view of (1.10), by Theorem 5 in [8],
lim
s→∞
1
s
log
{
∞∑
m=0
θm
m!
s(αp−d)/(αp)m(ELmY (1,0))
1/p
}
= sup
λ>0
{
θλ1/p − p−1 d
α
(2pi)α
(
1− d
αp
)(αp−d)/d( λ
ρ1
)α/d}
= (2pi)−αd/(αp−d)ρ
α/(αp−d)
1 θ
αp/(αp−d).
Letting s→∞ on the right-hand side of (4.35) gives (4.1).
Similarly, applying (4.13) in Lemma 4.2, (4.34) in Lemma 4.5, Theorem
5 in [8] and (1.11), we can prove that
lim sup
t→∞
1
bt
log
{
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/2p
(EImt )
1/2p
}
(4.36)
≤ sup
λ>0
{
θλ1/2p − (2p)−1 d
2α
(2pi)α
(
1− d
2αp
)(2αp−d)/d( λ
ρ2
)α/d}
.
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We now claim that (4.36) implies (4.2). Indeed, by (ii) in Lemma 5.3 (with
p being replaced by 2p) of [7], (4.36) leads to
lim sup
t→∞
1
bt
logP
{
It ≥ λt2pa
(
t
bt
)−d}
(4.37)
≤− d
2α
(2pi)α
(
1− d
2αp
)(2αp−d)/d( λ
ρ2
)α/d
or
lim sup
t→∞
1
bt
logP
{
(It)
1/2 ≥ λtpa
(
t
bt
)−d/2}
(4.38)
≤−(2pi)α d
2α
(
1− d
2αp
)(2αp−d)/d(λ2
ρ2
)α/d
.
Notice that
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/2p[
EI
m/2
t 1
{
(It)
1/2 ≥ λtpa
(
t
bt
)−d/2}]1/p
≤
[
P
{
(It)
1/2 ≥ λtpa
(
t
bt
)−d/2}]1/2p
×
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/2p
[EImt ]
1/2p.
From (4.36) and (4.38),
lim
λ→∞
lim
t→∞
1
bt
log
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/2p
×
[
EI
m/2
t 1
{
(It)
1/2 ≥ λtpa
(
t
bt
)−d/2}]1/p
=−∞.
By Lemma 5.3(i) of [8], therefore, (4.38) leads to
lim sup
t→∞
1
bt
log
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/2p
{EIm/2t }1/p
≤ sup
λ>0
{
θλ1/p − p−1(2pi)α d
2α
(
1− d
2αp
)(2αp−d)/d
ρ
−α/d
2 λ
2α/d
}
= (2pi)−αd/(2αp−d)ρ
α/(2αp−d)
2 θ
2αp/(2αp−d).
We have proved (4.2).
Finally, we prove (4.3). Let {τk}k≥0 be an i.i.d. sequence of exponential
times such that Eτ0 = 1 and that {τk}k≥0 is independent of {S(k)}k≥0. Write
T0 = 0, Tk = τ0+ · · ·+ τk−1
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and define
Nt = k, if Tk ≤ t < Tk+1, k = 0,1,2, . . . .
It is well known that Nt is a Poisson process with
P{Nt = n}= e−t t
n
n!
, n= 0,1,2, . . . ,
and the process X(t) defined by
X(t) = S(Nt)
is a pure jump Le´vy process with
E exp{iλ ·X(t)}=
∑
k=0
P{Nt = k}ϕ(λ)k
= e−t
∑
k=0
tk
k!
ϕ(λ)k = exp{−t[1−ϕ(λ)]},
where ϕ(λ) = Eeiλ·S(1). In particular, the condition (1.7) is satisfied by X(t).
By (1.17) and by the classic law of large numbers for Nt, (1.4) holds.
Let {τ1k}k≥0, . . . ,{τpk}k≥0 be independent copies of {τk}k≥0. We assume
the independence between
{{S(k)}k≥0; {S1(k)}k≥0, . . . ,{Sp(k)}k≥0}
and
{{τk}k≥0; {τ1k}k≥0, . . . ,{τpk}k≥0}.
Let (N1t , T
1
k ), . . . , (N
p
t , T
p
k ) be generated, respectively, by {τ1k}k≥0, . . . ,{τpk}k≥0
in the same way. Write Xj(t) = Sj(N
j
t ), j = 1, . . . , p.
From our construction,
Lxn ≡
∫ T 1n+1
0
· · ·
∫ T p
n+1
0
1{X1(s1)+···+Xp(sp)=x} ds1 · · · dsp
=
n∑
k1,...,kp=0
∫ T 1
k1+1
T 1
k1
· · ·
∫ T p
kp+1
T p
kp
1{X1(s1)+···+Xp(sp)=x} ds1 · · · dsp
(4.39)
=
n∑
k1,...,kp=0
(τ1k1 · · · τpkp)1{S1(k1)+···+Sp(kp)=x}, x ∈ Zd.
Let λ > 1 be fixed but arbitrary. By the Jensen inequality, for any m,n≥ 1,
E
{∑
x∈Zd
L2(λn,x)
}m
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= E
{∑
x∈Zd
[∫ λn
0
· · ·
∫ λn
0
1{X1(s1)+···+Xp(sp)=x} ds1 · · · dsp
]2}m/2
≥ E
{∑
x∈Zd
1
{max1≤j≤p T
j
n+1≤λn}
×
[∫ T 1n+1
0
· · ·
∫ T p
n+1
0
1{X1(s1)+···+Xp(sp)=x} ds1 · · · dsp
]2}m/2
≥ E
{∑
x∈Zd
[
n∑
k1,...,kp=0
E(τ1k1 · · · τpkp)1{max1≤j≤p T jn+1≤λn}
× 1{S1(k1)+···+Sp(kp)=x}
]2}m/2
= (Eτ11{Tn+1≤λn})
mp
E
{∑
x∈Zd
l2(n,x)
}m/2
.
Notice that Eτ11{Tn+1≤λn} → 1 as n→∞. Applying (4.2) with t= nλ and
with bt being replaced by b˜t = b[λ−1t], and noticing
bn
n
a
(
n
bn
)d/2p
∼ λ(2αp−d)/(2αp) b˜t
t
a
(
t
b˜t
)d/2p
(n→∞),
we have
limsup
n→∞
1
bn
log
∞∑
m=0
θm
m!
(
bn
n
)m
a
(
n
bn
)md/2p{
E
[∑
x∈Zd
l2(n,x)
]m/2}1/p
≤ lim sup
n→∞
1
bn
log
∞∑
m=0
θm
m!
(
bn
n
)m
a
(
n
bn
)md/2p{
E
[∑
x∈Zd
L2(λn,x)
]m/2}1/p
≤ (2pi)−αd/(2αp−d)ρα/(2αp−d)2 θ2αp/(2αp−d)λ.
Letting λ→ 1+ on the right-hand side gives (4.3).
5. Proof of (1.21), (1.22) and (1.24). The proof of (1.22) and (1.24)
is completely based on (1.14) and (1.20) and is the same as the proof of
Theorem 1.2 in [9]. As for the upper bound of (1.21), it is a consequence of
(1.13) of Theorem 1.1 in a standard practice of Borel–Cantelli lemma. By
the argument used in the proof of Theorem 2.3 in [7], or Theorem 3 in [8],
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to prove the lower bound
limsup
t→∞
1
tp
a
(
t
log log t
)d
L(t,0)
(5.1)
≥ (2pi)−d
(
α
d
)d/α(
1− d
αp
)−(p−d/α)
ρ1 a.s.,
we need only to establish the following lemma.
Lemma 5.1. Under the assumptions of Theorem 1.1, for any ε > 0,
lim
δ→0+
lim sup
t→∞
1
bt
log sup
|x|≤δa(tb−1t )
P
{
|L(t,0)−L(t, x)| ≥ εtpa
(
t
bt
)−d}
(5.2)
=−∞.
Proof. We prove (5.2) under (1.7). Let
V (t, x) =
∫
[−pi,pi]d
|1− eiλ·x|
[ p∏
j=1
∫ t
0
eiλ·Xj(s) ds
]
dλ, x ∈ Zd, t≥ 0.
Let rt = t/[bt]. By Lemma 4.3,
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(EV m(t, x))1/p
≤
{
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(E|V (rt, x)|m)1/p
}[bt]
(5.3)
≤
{
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(EV 2m(rt, x))
1/2p
}[bt]
.
Notice that
EV 2m(rt, x)
=
∫
([−pi,pi]d)2m
dλ1 · · · dλ2m
×
(
2m∏
k=1
|1− eiλk·x|
)[
E
2m∏
k=1
∫ rt
0
eiλk ·X(s) ds
]p
.
As m= 1,
EV 2(rt, x) = a(rt)
2d
∫
([−pi,pi]d)2
dλ1 dλ2
(
2∏
k=1
|1− eia(rt)−1λk ·x|
)
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×
[
E
2∏
k=1
∫ rt
0
eia(rt)
−1λk·X(s) ds
]p
.
An argument similar to the one used for (3.5) gives
lim sup
δ→0+
lim sup
t→∞
t−2pa
(
t
bt
)2d
sup
|x|≤δa(rt)
EV 2(rt, x) = 0.
As for general m≥ 1,
EV 2m(rt, x)≤ 22mEL2m(rt,0)
≤ C(m!)2p
(
1
2θ
)2mp( t
bt
)2mp
a
(
t
bt
)−2md
, x ∈ Zd,
where the second step follows from (4.31) in Lemma 4.5. By the dominated
convergence theorem,
lim sup
δ→0+
lim sup
t→∞
sup
|x|≤δa(rt)
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(EV 2m(rt, x))
1/2p = 1.
By (5.3), for any θ > 0,
lim sup
δ→0+
lim sup
t→∞
1
bt
log sup
|x|≤δa(tb−1t )
∞∑
m=0
θm
m!
(
bt
t
)m
a
(
t
bt
)md/p
(EV m(t, x))1/p = 0.
Consequently [notice that EV m(t, x)≥ 0 for all m≥ 1],
lim sup
δ→0+
lim sup
t→∞
1
bt
log sup
|x|≤δa(tb−1t )
∞∑
m=0
θ2m
(2m)!
(
bt
t
)2m
a
(
t
bt
)2md/p
× (EV 2m(t, x))1/p = 0
On the other hand,
E[L(t,0)−L(t, x)]2m = 1
(2pi)2md
∫
([−pi,pi]d)2m
dλ1 · · · dλ2m
×
(
2m∏
k=1
(1− eiλk·x)
)[
E
2m∏
k=1
∫ t
0
eiλk ·X(s) ds
]p
≤ 1
(2pi)2md
EV 2m(t, x).
Thus,
lim
δ→0+
lim sup
t→∞
1
bt
log sup
|x|≤δa(tb−1t )
∞∑
m=0
θ2m
(2m)!
(
bt
t
)2m
a
(
t
bt
)2md/p
× (E[L(t,0)−L(t, x)]2m)1/p = 0.
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By the Chebyshev inequality,
(ε1/pbt)
2m
(
P
{
|L(t,0)−L(t, x)| ≥ εtpa
(
t
bt
)−d})1/p
(5.4)
≤
(
bt
t
)2m
a
(
t
bt
)2md/p
(E[L(t,0)−L(t, x)]2m)1/p.
Hence,{
∞∑
m=0
(λbt)
2m
(2m)!
}(
P
{
|L(t,0)−L(t, x)| ≥ εtpa
(
t
bt
)−d})1/p
(5.5)
≤
∞∑
m=0
(λε−/p)2m
(2m)!
(
bt
t
)2m
a
(
t
bt
)2md/p
(E[L(t,0)−L(t, x)]2m)1/p.
Therefore,
lim
δ→0+
lim sup
t→∞
1
bt
log sup
|x|≤δa(tb−1t )
P
{
|L(t,0)−L(t, x)| ≥ εtpa
(
t
bt
)−d}
≤−pλ.
Letting λ→∞ on the right-hand side gives (5.2). 
6. Proof of (1.19) and (1.23). Let τk,Nt, Tk be defined as in Section 4 and
recall that X(t) = S(Nt) is a Z
d-valued Le´vy process satisfying the condi-
tions given in Theorem 1.1. By Crame´r’s large deviation principle (Theorem
2.2.30, [18]), for any δ > 0, there is a u > 0 such that
P{|Tn+1 − n| ≥ δn} ≤ e−un,(6.1)
as n is large. By the classical law of large numbers, Tn+1 ∼ n a.s. as n→∞.
Therefore, (1.13) in Theorem 1.1 and (1.21) in Theorem 1.3 imply, respec-
tively,
lim
n→∞
1
bn
logP
{
L0n ≥ λnpa
(
n
bn
)−d}
(6.2)
=−(2pi)α d
α
(
1− d
αp
)(αp−d)/d( λ
ρ1
)α/d
,
lim sup
n→∞
1
np
a
(
n
log logn
)d
L0n
(6.3)
= (2pi)−d
(
α
d
)d/α(
1− d
αp
)−(p−d/α)
ρ1 a.s.,
where Lxn is defined in (4.39).
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The only thing we need to do in this section is to show that, for any ε > 0,
lim
n→∞
1
bn
logP
{
|l(n,0)−L0n| ≥ ελnpa
(
n
bn
)−d}
=−∞,(6.4)
which passes the moderate deviation and the law of the iterated logarithm
from L0n to l(n,0), and therefore leads to (1.19) and (1.23).
By (4.39),
|L0n − l(n,0)| ≤
p∑
j=1
∣∣∣∣∣
n∑
k1,...,kp=0
(τ jkj − 1)(τ
j+1
kj+1
· · ·τpkp)1{S1(k1)+···+Sp(kp)=0}
∣∣∣∣∣
=
p∑
j=1
Jj(n), say.
By the triangular inequality and by an estimate similar to the one carried
out in (5.4) and (5.5), we will have (6.4) if we prove that, for any 1≤ j ≤ p
and any θ > 0,
lim
n→∞
1
bn
log
∞∑
m=0
θ2m
(2m)!
(
bn
n
)2m
a
(
n
bn
)2md/p
(EJ2mj (n))
1/p = 0.(6.5)
Let {τ ′k}k≥0 be a copy of {τk}k≥0 and let {εk}k≥0 be an i.i.d. sequence
such that {εk =−1}= P{εk = 1}= 1/2. We assume independence among all
sequences we defined so far. By the Jensen inequality,
EJ2mj (n)
≤ E
[
n∑
k1,...,kp=0
(τ jkj − τ ′kj)(τ
j+1
kj+1
· · · τpkp)1{S1(k1)+···+Sp(kp)=0}
]2m
= E
[
n∑
k1,...,kp=0
εkj (τ
j
kj
− τ ′kj)(τ j+1kj+1 · · · τ
p
kp
)1{S1(k1)+···+Sp(kp)=0}
]2m
≤
{(
E
[
n∑
k1,...,kp=0
(εkjτ
j
kj
)(τ j+1kj+1 · · · τ
p
kp
)1{S1(k1)+···+Sp(sk)=0}
]2m)1/(2m)
+
(
E
[
n∑
k1,...,kp=0
(εkjτ
′
kj)(τ
j+1
kj+1
· · · τpkp)1{S1(k1)+···+Sp(kp)=0}
]2m)1/(2m)}2m
= 22mE
[
n∑
k1,...,kp=0
(εkjτ
j
kj
)(τ j+1kj+1 · · ·τ
p
kp
)1{S1(k1)+···+Sp(kp)=0}
]2m
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≤ 22mE
[
n∑
k1,...,kp=0
(τ1k1 · · · τ j−1kj−1)(εkjτ
j
kj
)(τ j+1kj+1 · · ·τ
p
kp
)1{S1(k1)+···+Sp(kp)=0}
]2m
= 22mE
[
n∑
k1,...,kp=0
(εkjτ
1
k1)(τ
2
k2 · · · τpkp)1{S1(k1)+···+Sp(kp)=0}
]2m
.
Similarly to (4.39),
n∑
k1,...,kp=0
(εkjτ
1
k1)(τ
2
k2 · · ·τpkp)1{S1(k1)+···+Sp(kp)=0}
=
n∑
k=0
εkτ
1
k
∫ T 2n+1
0
· · ·
∫ T pn+1
0
1{S1(k)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp.
Let γ > 1 and use the notation “Eε” for the expectation with respect to the
sequence {εk}k≥0. By the contraction principle (see, e.g., Theorem 4.4, page
95, in [37]), as T 2n+1, . . . , T
p
n+1 ≤ γn,
E
ε
[
n∑
k=0
εkτ
1
k
∫ T 2n+1
0
· · ·
∫ T pn+1
0
1{S1(k)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp
]2m
≤ Eε
[
n∑
k=0
εkτ
1
k
∫ γn
0
· · ·
∫ γn
0
1{S1(k)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp
]2m
.
Hence,
E
[
n∑
k=1
εkτ
1
k
∫ T 2n+1
0
· · ·
∫ T pn+1
0
1{S1(k)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp
]2m
≤ 22mE
[
n∑
k=0
εkτ
1
k
×
∫ γn
0
· · ·
∫ γn
0
1{S1(k)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp
]2m
+E
{[
n∑
k=0
εkτ
1
k
×
∫ T 2n+1
0
· · ·
∫ T pn+1
0
1{S1(k)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp
]2m
× 1
{max2≤j≤p T
j
n+1≥γn}
}
.
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Notice that the second term on the right-hand side is bounded by
E[(T 1n+1 · · ·T pn+1)2m1{max2≤j≤p T jn+1≥γn}]
≤ E(Tn+1)2m[E(Tn+1)4m](p−1)/2(pP{Tn+1 ≥ γn})1/2.
Write
Kn =
n∑
k=0
εkτ
1
k
∫ n
0
· · ·
∫ n
0
1{S1(k)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp.
In view of (6.1), it suffices to show that, for any θ > 0,
lim
n→∞
1
bn
log
∞∑
m=0
θ2m
(2m)!
(
bn
n
)2m
a
(
n
bn
)2md/p
(EK2mn )
1/p = 0.(6.6)
Using the Le´vy inequality (Proposition 2.3, page 47, [37]) conditionally,
EK2mn
≤ 22mE
[
2n+1∑
k=0
εkτ
1
k
∫ n
0
· · ·
∫ n
0
1{S1(k)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp
]2m
≤ 42m
{
E
[
n∑
k=0
ε2kτ
1
2k
∫ n
0
· · ·
∫ n
0
1{S1(2k)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp
]2m
+E
[
n∑
k=0
ε2k+1τ
1
2k+1
×
∫ n
0
· · ·
∫ n
0
1{S1(2k+1)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp
]2m}
.
Notice that
E
[
n∑
k=0
ε2kτ
1
2k
∫ n
0
· · ·
∫ n
0
1{S1(2k)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp
]2m
= (2pi)−2md
∫
([−pi,pi]d)2m
dλ1 · · · dλ2m
×
[
E
2m∏
k=1
n∑
l=0
εle
iλk ·S(2l)
][
E
2m∏
k=1
∫ n
0
eiλk ·X(s) ds
]p−1
.
Write S˜(l) = S(2l). Then {S˜(l)}l≥0 is a random walk satisfying the con-
dition (4.25), and therefore (4.30) with ωl = εlτl. By Lemma 2.1 and the
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Ho¨lder inequality,
E
[
n∑
k=0
ε2kτ
1
2k
∫ n
0
· · ·
∫ n
0
1{S1(2k)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp
]2m
≤ (2pi)−2md
{∫
([−pi,pi]d)2m
dλ1 · · · dλ2m
[
E
2m∏
k=1
n∑
l=0
εle
iλk·S˜(l)
]p}1/p
×
{∫
([−pi,pi]d)2m
dλ1 · · · dλ2m
[
E
2m∏
k=1
∫ n
0
eiλk ·X(s) ds
]p}(p−1)/p
= (Eξ˜2m(n,0))1/p(EL2m(n,0))(p−1)/p,
where
ξ˜(n,x) =
n∑
k1,...,kp=0
(ε1k1τ
1
k ) · · · (εpkpτ
p
k )1{S˜1(k1)+···+S˜p(kp)=x}, x ∈ Zd,
and where {ε1k}k≥0, . . . ,{εpk}k≥0 are independent copies of {εk}k≥0.
Similarly,
E
[
n∑
k=0
ε2k+1τ
1
2k−1
∫ n
0
· · ·
∫ n
0
1{S1(2k+1)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp
]2m
= (2pi)−2md
∫
([−pi,pi]d)2m
dλ1 · · · dλ2m
×
[
E
2m∏
k=1
n∑
l=0
εle
iλk ·S(2l+1)
][
E
2m∏
k=1
∫ n
0
eiλk ·X(s) ds
]p−1
.
In view of (4.30) [with S(k) being replaced by S˜(k)],∣∣∣∣∣E
2m∏
k=1
n∑
l=0
εle
iλk ·S(2l+1)
∣∣∣∣∣=
∣∣∣∣∣Eei(λ1+···+λm)·S(1)E
2m∏
k=1
n∑
l=0
εle
iλk ·S˜(l)
∣∣∣∣∣
≤ E
2m∏
k=1
n∑
l=0
εle
iλk ·S˜(l).
Therefore, we also have
E
[
n∑
k=0
ε2k+1τ
1
2k+1
∫ n
0
· · ·
∫ n
0
1{S1(2k+1)+X2(s2)+···+Xp(sp)=0} ds2 · · · dsp
]2m
≤ (Eξ˜2m(n,0))1/p(EL2m(n,0))(p−1)/p.
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Summarizing the argument since (6.6), it remains to show that, for any
θ > 0,
lim
n→∞
1
bn
log
∞∑
m=0
θ2m
(2m)!
(
bn
n
)2m
a
(
n
bn
)2md/p
(6.7)
× (Eξ˜2m(n,0))1/p2(EL2m(n,0))(p−1)/p2 = 0.
Let q > 1 be the conjugate number of p defined by the relation p−1+q−1 =
1 and let δ > 0 be fixed but arbitrary. By the Ho¨lder inequality,
∞∑
m=0
θ2m
(2m)!
(
bn
n
)2m
a
(
n
bn
)2md/p
(Eξ˜2m(n,0))1/p
2
(EL2m(n,0))(p−1)/p
2
≤
{
∞∑
m=0
(δ−1θ)2pm
(2m)!
(
bn
n
)2m
a
(
n
bn
)2md/p
(Eξ˜2m(n,0))1/p
}1/p
×
{
∞∑
m=0
δ2qm
(2m)!
(
bn
n
)2m
a
(
n
bn
)2md/p
(EL2m(n,0))1/p
}(p−1)/p
.
Since
∞∑
m=0
δ2qm
(2m)!
(
bn
n
)2m
a
(
n
bn
)2md/p
(EL2m(n,0))1/p
≤
∞∑
m=0
δqm
m!
(
bn
n
)m
a
(
n
bn
)md/p
(ELm(n,0))1/p,
by (1.31),
lim sup
n→∞
1
bn
log
∞∑
m=0
1
(2m)!
(
bn
n
)2m
a
(
n
bn
)2md/p
(EL2m(n,0))1/p
≤ (2pi)−αd/(αp−d)ρα/(αp−d)1 δαpq/(αp−d).
Notice that we can make the right-hand side arbitrarily small by controlling
δ. To prove (6.7), therefore, we need only to show that, for any θ > 0,
lim
n→∞
1
bn
log
∞∑
m=0
θ2m
(2m)!
(
bn
n
)2m
a
(
n
bn
)2md/p
(Eξ˜2m(n,0))1/p = 0.(6.8)
For any A⊂ (Z+)p, write
ξ˜(A) =
∑
(k1,...,kp)∈A
(ε1k1τ
1
k ) · · · (εpkpτ
p
k )1{S˜1(k1)+···+S˜p(kp)=0}.
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We claim that, for any m≥ 1 and any A⊂B,
Eξ˜2m(A)≤ Eξ˜2m(B).(6.9)
Indeed, using the Jensen inequality conditionally on
{(εk1τk1 , . . . , εkpτkp); (k1, . . . , kp) ∈B \A}
gives
Eξ˜2m(B)
≥ E
[ ∑
k1,...,kp∈A
(ε1k1τ
1
k ) · · · (εpkpτ
p
k )1{S˜1(k1)+···+S˜p(kp)=0}
+
∑
(k1,...,kp)∈B\A
E[(ε1k1τ
1
k ) · · · (εpkpτ
p
k )]1{S˜1(k1)+···+S˜p(kp)=0}
]2m
= Eξ˜2m(A).
In particular, by (6.9), we have Eξ˜2m(n,0)≤ Eξ˜2m(n+1,0) for all n≥ 1.
Write rn = [nb
−1
n ] + 1. By Lemma 4.5,
∞∑
m=0
θ2m
(2m)!
(
bn
n
)2m
a
(
n
bn
)2md/p
(Eξ˜2m(n,0))1/p
(6.10)
≤
{
∞∑
m=0
θ2m
(2m)!
(
bn
n
)2m
a
(
n
bn
)2md/p
(Eξ˜2m(rn,0))
1/p
}[bn]+1
.
Notice that
Eξ˜2(rn,0) = E
rn∑
k1,...,kp=0
1{S˜1(k1)+···+S˜p(kp)=0}
(6.11)
=O
{(
n
bn
)p
a
(
n
bn
)−d}
(n→∞).
In addition,
|ξ˜(rn,0)| ≤
rn∑
k1,...,kp=0
τ1k1 · · · τpkp1{S1(2k1)+···+Sp(2kp)=0}
d
=
rn∑
k1,...,kp=0
τ12k1 · · · τp2kp1{S1(2k1)+···+Sp(2kp)=0}
≤
rn∑
k1,...,kp=0
τ1k1 · · · τpkp1{S1(k1)+···+Sp(kp)=0} ≤ L(T ∗rn+1,0),
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where T ∗n =max1≤j≤p T
j
n and the where last step follows from (4.39).
Using (4.31) in Lemma 4.5 conditionally on T ∗n , we have that for any δ > 0
there is a C > 0 such that, as n is sufficiently large,
EL2m(T ∗rn+1,0)
≤C[(2m)!]pδ2mE{(T ∗n)pa(T ∗n)−d}2m
≤C[(2m)!]p(λδ)2m
(
n
bn
)2mp
a
(
n
bn
)−2md
+C[(2m)!]pδ2mE{(T ∗n)pa(T ∗n)−d}2m1{Trn+1≥2rn}
for any m≥ 1, where λ can be any fixed number greater than 2(αp−d)/α, and
the second step follows partially from the regularity given in (1.4).
Using (6.1) to control the second term on the right-hand side, we obtain
Eξ˜2m(rn,0)≤C ′[(2m)!]p(λδ)2m
(
n
bn
)2mp
a
(
n
bn
)−2md
for all m≥ 1 as n is sufficiently large.
We now take δ small enough so λδ < θ−1. By the dominated convergence
theorem and by (6.11),
∞∑
m=0
θ2m
(2m)!
(
bn
n
)2m
a
(
n
bn
)2md/p
(Eξ˜2m(rn,0))
1/p −→ 1 (n→∞).
Thus, (6.8) follows from (6.10).
APPENDIX
Let f ∈ L1(Rd) be a symmetric and nonnegative function on Rd and write
f¯(x) =
∫
Rd
eiλ·xf(λ)dλ, x ∈Rd.
Let FΨ be defined as in (2.4) and write
ρ(f) = sup
‖g‖2=1
∫ ∫
Rd×Rd
f(λ− γ) g(λ)g(γ)√
1 +Ψ(λ)
√
1 +Ψ(γ)
dλdγ.
In this section we prove the following lemma which was used in Section
2.
Lemma A.1.
sup
g∈FΨ
{
1
ρ(f)
∫
Rd
f¯(x)g2(x)dx−
∫
Rd
|ĝ(λ)|2Ψ(λ)dλ
}
= 1,(A.1)
where
ĝ(λ) =
∫
Rd
g(x)eiλ·x dx, λ ∈Rd.
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Proof. It is easy to see that the supremum in the definition of ρ(f) can
be taken only over the symmetric functions g. Write Q(λ) = (1 + Ψ(λ))−1
and h(λ) = g(λ)/
√
Q(λ). Then
‖h‖2L2(Q) ≡
∫
Rd
f2(λ)Q(λ)dλ= 1,
ρ(f) = sup
‖h‖L2(Q)=1
∫ ∫
Rd×Rd
f(λ− γ)Q(λ)h(λ)Q(γ)h(γ)dλdγ(A.2)
= sup
‖h‖L2(Q)=1
∫
Rd
f(λ)U(λ)dλ,
where
U(λ) =
∫
Rd
Q(λ+ γ)h(λ+ γ)Q(γ)h(γ)dγ.
Notice that
V (x)≡ 1
(2pi)d
∫
Rd
U(λ)e−iλ·x dλ
=
1
(2pi)d
∫
Rd
e−iλ·xdλ
∫
Rd
Q(γ + λ)Q(γ)h(γ + λ)h(γ)dγ
(A.3)
=
1
(2pi)d
∫ ∫
Rd×Rd
e−i(λ−γ)·xQ(λ)h(λ)Q(γ)h(γ)dλdγ
=
1
(2pi)d
∣∣∣∣∫
Rd
eix·γQ(γ)h(γ)dγ
∣∣∣∣2
and that Q(λ) is the Fourier transform of the killed Green’s function
G(x) =
∫ ∞
0
e−tpt(x)dt, x ∈Rd,
where pt is the density function of Yt. Under the substitution
g(x) =
1
(2pi)d
∫
Rd
e−iλ·xh(λ)dλ,
we have ∫
Rd
eix·γQ(γ)h(γ)dγ = (2pi)d
∫
Rd
G(y − x)h(y)dy = (2pi)dGh(x)(A.4)
and, therefore,
‖h‖2L2(Q) = (2pi)d
∫
Rd×Rd
G(x− y)g(x)g(y)dxdy = (2pi)d〈g,Gg〉.(A.5)
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By (A.2)–(A.5), and by Parseval’s identity,
ρ(f) = sup
〈g,Gg〉=(2pi)−d
∫
Rd
f¯(x)V (x)dx
(A.6)
= (2pi)d sup
〈g,Gg〉=(2pi)−d
∫
Rd
f¯(x)[Gg(x)]2 dx.
Write h(x) =Gg(x) and recall the resolvent identity
I =G−A ◦G,
where I is the identical operator and where A is the infinitesimal generator
of the Markov process Y (t). It is a well-known fact (page 24, [4]) that the
linear operator A is determined by
Ah(x) =−
∫
Rd
Ψ(λ)ĥ(λ)e−iλ·x dλ, x ∈Rd.
Hence,
〈g,Gg〉 = 〈h−Ah,h〉= ‖h‖2 +
∫
Rd
ψ(λ)|ĥ(λ)|2 dλ
= ‖h‖2 + ‖ĥ‖2L2(Ψ),
where
‖h‖2L2(Ψ) =
∫
Rd
Ψ(λ)|h(λ)|2 dλ.
From (A.6), we have
ρ(f) = (2pi)d sup
‖h‖2+‖ĥ‖2
L2(Ψ)
=(2pi)−d
∫
Rd
f¯(x)h2(x)dx.(A.7)
In addition, it is easy to see that the function
Mf (θ) = sup
g∈FΨ
{
θ
∫
Rd
f¯(x)g2(x)dx−
∫
Rd
|ĝ(λ)|2Ψ(λ)dλ
}
, θ > 0,
is nonnegative, nondecreasing and continuous on (0,∞). By (A.7), given
0< ε < ρ(f), there is ho such that ‖ho‖2 + ‖ĥo‖2L2(ψ) = (2pi)−d and that∫
Rd
f¯(x)h2o(x)dx > (2pi)
−d(ρ(f)− ε).
Hence,
Mf (θ)
(
1
ρ(f)− ε
)
≥ 1/(ρ(f)− ε)
∫
Rd
f¯(x)h2o(x)dx−
∫
Rd
Ψ(λ)|ĥo(λ)|2 dλ∫
Rd
|ho(x)|2 dx
=
(2pi)−d − ∫
Rd
Ψ(λ)|ĥo(λ)|2 dλ∫
Rd
|ho(x)|2 dx = 1.
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Letting ε→ 0+ on the left-hand side gives that
Mf
(
1
ρ(f)
)
≥ 1.
On the other hand, by (A.7),
Mf
(
1
ρ(f)
)
= sup
g∈Fd
{
1
ρ(f)
∫
Rd
f¯(x)g2(x)dx−
∫
Rd
Ψ(λ)|ĝ(λ)|2 dλ
}
≤ sup
g∈Fd
{
1
ρ(f)
ρ(f)
[
1 +
∫
Rd
Ψ(λ)|ĝ(λ)|2 dλ
]
−
∫
Rd
Ψ(λ)|ĝ(λ)|2 dλ
}
= 1.

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