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Abstract—Small-signal analysis is one of the most frequently
used techniques to assess the operating conditions of power sys-
tems. Typically, this analysis is conducted by employing a phasor-
based model of the power network derived under the assumption
of balanced operating conditions. However, distribution networks
and, amongst these, microgrids are often unbalanced. Hence,
their analysis requires the development of tools and methods
valid under such conditions. Motivated by this, we propose a
modeling approach for generic nonlinear and unbalanced three-
phase microgrids, which allows to derive a small-signal model
in a standard fashion. The approach is based on a time-domain
decomposition of the electrical waveforms in positive and negative
synchronous reference frames. The efficacy of the approach
is demonstrated via application to an exemplary unbalanced
microgrid.
Index Terms—Microgrids; unbalanced power systems; small-
signal analysis; time-domain modeling of power systems
I. INTRODUCTION
The conventional power system is centred around generators
that depend mostly on conventional fuel to produce electricity.
Since fossil-fueled power generation substantially contributes
to greenhouse gas emissions, increasing efforts towards the
exploration of renewable energy sources (RES) are being
made. For example, the EU governments aim at achieving an
emission reduction of at least 80% by 2050 [1]. As most of
these renewable sources are small-scale distributed generation
(DG) units, they are often connected at the low and medium
voltage levels, rather than directly to the transmission system.
Hence, there is an increasing amount of generation capacity
present in the distribution network [2]. The efficient and
reliable integration of these units requires the development
of new operation concepts, amongst which the microgrid has
been identified as one of the most promising [1]–[4].
A microgrid is a subset of a larger distribution network and
is formed by several DG units, loads and storage elements
[2]–[4]. A key feature of a microgrid is that it can operate
connected to the main grid, but also in a completely isolated
manner, hence increasing the resiliency of the overall power
system [1]. Compared to conventional power systems, a pre-
dominant feature of microgrids is that most of their generation
is inverter-interfaced [4]. This fact leads to different network
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dynamics and poses many technical challenges to ensure a
reliable network operation.
System stability has been identified as one of the most
relevant and critical objectives for microgrid operation [5], [6].
Thus far, most work on stability of microgrids is conducted
under the assumption of balanced operating conditions [7]–
[11]. Yet, microgrids are often unbalanced due to various
factors, including uneven distribution of load or generation
across the three-phases as well as single-phase laterals [4], [6],
[12]. Arguably, the presence of unbalances can significantly
deteriorate the system performance and even lead to instability
[13]–[16]. Hence, in order to fully grasp the characteristics
of the system it is important to explicitly consider these
phenomena when analyzing its stability properties [13]–[16].
In that regard, by invoking an assumption on the net torque
of the generator a phasor-based model of an unbalanced power
system has been derived in [14], [15] and used to asses
the small-signal stability of a synchronous generator (SG)
based unbalanced power system. A related analysis has been
conducted in [13] via a modal estimation approach using the
Prony method. Furthermore, a simulation algorithm to assess
stability of an unbalanced microgrid has been proposed in [6].
Another possibility for modeling unbalanced power systems
are dynamic phasors [17]–[19]. The dynamic phasor concept
uses generalized averaging to approximate a given waveform
by a finite sum of the complex coefficients of its Fourier series.
Dynamic phasors have recently been used in [16] for modeling
and small-signal analysis of an unbalanced radial distribution
system. However, as outlined in [13]–[16], there is no standard
method for stability assessment of unbalanced power systems
available.
Motivated by the above discussion, the present paper pro-
vides a time-domain modeling framework for microgrids that
is suitable for a small-signal analysis under unbalanced op-
erating conditions. As a small-signal analysis is based on the
linearization of the system dynamics, it is convenient to at first
perform a coordinate transformation that maps periodic three-
phase waveforms to constant DC quantities. Under balanced
conditions, this can be easily achieved by employing the
standard dq0-transformation, see [20], [21]. However, under
unbalanced conditions the standard dq0-transformation does
not yield the desired result. The same applies to the multiple
reference frame approach presented in [22]. To overcome
this problem and inspired by [23]–[25], we employ a 3-
step coordinate transformation based on the ”signal delay
cancellation” approach to represent the electrical waveforms
in their respective positive and negative synchronous reference
frames. To the best of our knowledge, this transformation has
thus far only been used for control design under unbalanced
conditions, see [23]–[25], but not—as in the present case—
for the derivation of microgrid models suitable for small-
signal analysis. We remark that, in addition to microgrids,
the approach can equivalently be applied to other types of
unbalanced nonlinear power networks on both the distribution
and the transmission level. The proposed modeling framework
is validated in simulation and a small-signal model of an
exemplary unbalanced microgrid is derived.
II. A TIME-DOMAIN MODELING APPROACH FOR STABILITY
ANALYSIS OF UNBALANCED MICROGRIDS
We consider a generic microgrid model represented by the
system of coupled differential equations
x˙abc(t) =f(xabc(t), yz(t)), yx(t) = h(xabc(t)),
z˙(t) =g(z(t), yx(t)), yz(t) = w(z(t)),
(1)
where the state vector xabc(t) ∈ R3n represents, possibly
unbalanced, three-phase waveforms of the electrical part of
the system at time t ≥ 0 and the vector z(t) ∈ Rm
represents other non-three-phase states, e.g., controller states,
communication signals or power measurements as employed in
standard generator or converter controls [5], [26]. The output
of the electrical system is denoted by yx(t) ∈ Rl, while that
of the z-dynamics is denoted by yz(t) ∈ Rq.
A. Employed coordinate transformation
The employed coordinate transformation is conducted under
the following assumption, a physical discussion of which is
given in Remark 1 below.
Assumption 1: The system (1) possesses a synchronized
solution1 (x∗(t), z∗(t)) ∈ R(3n+m), where z∗(t) = z∗ is
constant and all three-phase electrical variables x∗abc(t) possess
constant amplitude and evolve with a constant frequency
ω∗ ∈ R.
To present the coordinate transformation, we define the
constant Tf∗ = 1/f
∗, where f∗ = ω∗/(2π). Consider the
synchronized unbalanced three-phase waveform xabc,i at the
i-th node of the microgrid at time t, i.e., xabc,i(t) and the
same waveform delayed by τ = Tf∗/4, i.e., xabc,i (t− τ) .
Furthermore, let
θ+(t) = ω∗t, θ−(t) = −ω∗t (2)
1For vectors x1 ∈ R
n and x2 ∈ R
m, the notation x = (x1, x2) denotes
the column vector x =
[
x⊤
1
x⊤
2
]⊤
∈ R
n+m.
and recall the αβγ- and dq0-transformation matrices
Tαβγ =
√
2
3

 1 −
1
2 − 12
0
√
3
2 −
√
3
2
1√
2
1√
2
1√
2

 ,
Tdq0(·) =

 cos(·) sin(·) 0− sin(·) cos(·) 0
0 0 1

 .
(3)
Inspired by [23]–[25], consider the transformation matrix
T (t) = T˜dq0(t)T(+−0)T˜αβγ , (4)
where
T˜dq0(t) =
[
Tdq0(θ
+(t)) 03×3
03×3 Tdq0(θ
−(t))
]
, (5)
T(+−0) =
1
2


1 0 0 0 −1 0
0 1 0 1 0 0
0 0 1 0 0 0
1 0 0 0 1 0
0 1 0 −1 0 0
0 0 0 0 0 1


, (6)
as well as
T˜αβγ =
[
Tαβγ 03×3
03×3 Tαβγ
]
. (7)
Note that T(+−0) has full rank and T˜dq0(t) as well as T˜αβγ
are unitary matrices. Thus,
T−1(t) = T˜⊤αβγT
−1
+−0T˜
⊤
dq0(t). (8)
Then, our employed coordinate transformation is given by
x+−dq0,i(t) =
[
x+dq0,i(t)
x−dq0,i(t)
]
= T (t)
[
xabc,i(t)
xabc,i (t− τ)
]
, (9)
where the vectors
x+dq0,i(t) =

x
+
d,i(t)
x+q,i(t)
x+0,i(t)

 , x−dq0,i(t) =

x
−
d,i(t)
x−q,i(t)
x−0,i(t)


denote the positive, negative and zero components at time t in
a synchronous reference frame rotating at +ω∗, respectively
−ω∗. Furthermore, by writing T−1(t) as
T−1(t) =
[Tt(t)
Tτ (t)
]
∈ R6×6, Tt ∈ R3×6, Tτ ∈ R3×6,
we obtain
xabc,i(t) = Tt(t)x+−dq0,i(t),
xabc,i(t− τ) = Tτ (t)x+−dq0,i(t).
(10)
As can be seen from (4), the employed transformation matrix
T (t) consists of the joint execution of three individual steps.
First, the waveforms xabc,i(t) and xabc,i(t−τ) are transformed
into αβγ-coordinates via the Clarke transformation. Second,
in αβγ-coordinates the positive and negative sequences are
extracted via the ”signal delay cancellation” approach as
employed in [23]–[25]. The third and final transformation
step consists of transforming the obtained positive and neg-
ative sequences into dq0 coordinates via the standard dq0-
transformation. To illustrate the coordinate transformation,
consider the exemplary unbalanced three-phase waveform
vabc(t) =

va(t)vb(t)
vc(t)

 = √2

 Va sin(ω∗t)Vb sin(ω∗t− 2π3 )
Vc sin(ω
∗t+ 2π3 )

 .
With θ+(t), θ−(t) given in (2) and T (t) given in (9), we obtain
v+−dq0 (t) = T (t)
[
vabc(t)
vabc (t− τ)
]
=


0
− 2√
3
(Va + Vb + Vc)
v+0
Vb − Vc
1√
3
(2Va − Vb − Vc)
v−0


,
where
v+0 =
1√
3
(va(t) + vb(t) + vc(t)) ,
v−0 =
1√
3
(va (t− τ) + vb (t− τ) + vc (t− τ)) .
Clearly, v+d , v
+
q , v
−
d , v
−
q are constant, while the zero com-
ponents are oscillating at the synchronized frequency ω∗.
Furthermore, if vabc is balanced, i.e., Va = Vb = Vc, we
have that v−dq0 = 03 and recover the standard dq0-coordinates
under balanced conditions, see [20], [25] and [21].
Remark 1: In the presence of unbalances, the three-phase
power flows in the network contain components oscillating
at ±2ω [13]–[15], [25]. Therefore, when used for control
purposes, the measured powers of the individual units are
typically passed through a low-pass filter in order to obtain
the fundamental component of the powers [5], [7], [21], see
also Section III. Then the resulting frequency is approximately
constant and, thus, Assumption 1 is valid. An extension of the
proposed modeling procedure to scenarios with time-varying
synchronous frequency is currently under investigation.
B. Transformation of generic microgrid model
We apply the coordinate transformation (9) to the model
(1). To this end, we recall that the mapping T (t) in (4) is
time-dependent. Straightforward calculations yield
x˙+−dq0,i(t) = T (t)
[
x˙abc,i(t)
x˙abc,i (t− τ)
]
+
dT (t)
dt
[
xabc,i(t)
xabc,i (t− τ)
]
= T (t)
[
x˙abc,i(t)
x˙abc,i (t− τ)
]
+
dT (t)
dt
T−1(t)x+−dq0,i(t)
= T (t)
[
x˙abc,i(t)
x˙abc,i (t− τ)
]
+ Px+−dq0,i(t),
where we defined the constant matrix
P := dT (t)
dt
T−1(t) = ω∗
[
T˜ 03×3
03×3 T˜
⊤
]
, T˜ =

 0 1 0−1 0 0
0 0 0

 .
(11)
By introducing the short-hands
x¯abc,i(t, τ) = (xabc,i(t), xabc,i(t− τ)) ,
x¯abc(t, τ) = (x¯abc,1(t, τ), . . . , x¯abc,n(t, τ)) ,
(12)
and using the Kronecker product ⊗, applying the coordinate
transformation (9) to all states xabc ∈ R3n representing three-
phase waveforms in the model (1) yields
x+−dq0(t) = (In ⊗ T (t)) x¯abc(t, τ) ∈ R6n, (13)
where In denotes the n×n identity matrix. Furthermore, with
(10) we have that
xabc(t) = (In ⊗ Tt(t))x+−dq0(t),
xabc(t− τ) = (In ⊗ Tτ (t))x+−dq0(t).
Hence, from (1) we obtain the following system of differential
equations describing the motion of the electrical system in
dq0+−-coordinates
x˙+−dq0(t) = (In ⊗ T (t)) ˙¯xabc (t, τ) + (In ⊗ P)x+−dq0(t)
:=f+−
(
x+−dq0(t), yz(t), yz(t− τ)
)
,
where the function f+− : R(6n+2q) → R6n describes the mo-
tion of the positive, negative and zero sequence components.
The overall system (1) is given in the new coordinates by
x˙+−dq0(t) =f
+−
(
x+−dq0(t), yz(t), yz(t− τ)
)
,
z˙(t) =g(z(t), yx(t)),
yx(t) = h
+−(x+−dq0(t)), yz(t) = w(z(t)),
(14)
where h+− : R(6n+2q) → Rl is the output mapping of the
electrical system in dq0+−-coordinates.
The employed coordinate transformation has the following
implications:
- To perform a rigorous small-signal analysis, the consid-
ered system needs to have an equilibrium point. As shown
in Section II-A, given a synchronized solution x∗abc the
corresponding dq-components in the positive and negative
sequences, i.e., x+−,∗dq , are constant. Hence, by shifting
the zero component to the origin via the transformation
x˜+0 = x
+
0 −x+,∗0 the system (14) has an equilibrium point.
Consequently, the employed transformation (9) achieves
the fundamental objective of mapping the sinsusoidal
waveforms x∗abc(t) to an equilibrium point.
- The transformation (9) lifts the 3n-dimensional state
space of the electrical dynamics in a higher-dimensional
space of dimension 6n. This is done in order to decom-
pose the AC waveforms into their positive, negative and
zero sequences. As T (t) is invertible, asymptotic stability
of an equilibrium point (x+−,∗dq0 (t), z
∗) of the system (14)
implies asymptotic convergence of the solutions of the
system (1) to the synchronized solution (x∗abc(t), z
∗).
- An increase in dimension of the state space also occurs
when using the related concept of dynamic phasors to
model the system (1) [17]. A main difference between
the here presented approach and the concept of dynamic
phasors is that the latter seeks to derive an adequate
approximation of the system variables, while the former is
an invertible coordinate transformation and, hence, exact.
- The outputs yz are affected by the time delay τ intro-
duced by the transformation (9). This is a consequence
of representing, e.g., three-phase actuation signals such
as voltage reference values in dq0+−-coordinates. This
aspect is further discussed in the example in Section III,
where it is shown that—even if the nonlinear microgrid
model contains delays induced by (9)—its small-signal
representation may be delay-free. Furthermore, when
considering a purely electrical system, i.e.,
x˙abc(t) = f(xabc(t)),
the transformed system is delay-free, i.e.,
x˙+−dq0(t) = f
+−
(
x+−dq0(t)
)
.
- In a general unbalanced scenario, the dynamics of the
positive and negative sequence variables x+dq0, respec-
tively x−dq0, are coupled and dependent on θ
+.
III. APPLICATION EXAMPLE
We illustrate the efficacy of the proposed approach by
deriving the small-signal model of an exemplary unbalanced
microgrid.
A. Nonlinear microgrid model in abc-coordinates
The considered microgrid consists of two inverters con-
nected to a common unbalanced current-controlled load, see
Fig. 1. We assume that the inverters are equipped with the
standard frequency droop control [5], while their voltage
magnitudes are kept constant. The dynamics of the low-
level inner current and voltage control loops of the respective
inverters are not modeled explicitly, but represented by a first-
order low-pass filter. In addition, we assume that these inner
control loops are designed such that they provide a balanced
terminal voltage even under unbalanced network conditions.
This can, e.g., be achieved via PR-controllers, see [25]. Then,
the model of the inverter at node i, i ∈ {1, 2}, is given by
τδ,iδ˙i = −δi + δ¯i,
˙¯δi = ω
d − kP,i(Pmi − P di ),
τm,iP˙
m
i = −Pmi + Pi,
vabc,i =
√
2Vi
[
sin(δi) sin(δi − 2π3 ) sin(δi + 2π3 )
]⊤
,
(15)
where vabc,i is the three-phase output voltage with phase
angle δi and RMS amplitude Vi, ω
d is the nominal network
frequency, kP,i is the droop gain, P
d
i the active power setpoint,
Pmi the filtered active power, τm,i is the time constant of the
measurement filter and τδ,i the time constant of the first-order
filter used to represent the dynamics of the inner-control loops
of the inverter. Furthermore, the active power Pi is given by
Pi = v
⊤
abc,iiabc,i,
R1 L1ia,1
ia,ℓ
L2 ia,2 R2
Rℓ
iR,c
vabc,1(δ1, V1) vabc,2(δ2, V2)
Power
measurement
Droop
control
Inner inverter
dynamics
Pm1
δ¯1
(δ1, V1)
Power
measurement
Droop
control
Inner inverter
dynamics
Pm2
δ¯2
(δ2, V2)
P1 P2
Fig. 1. Microgrid composed of two droop-controlled inverters connected to
an unbalanced load. It can be seen that the trajectories obtained with both
models match very well.
where iabc,i is the current injected by the inverter.
The unbalanced load is modeled via an unbalanced three-
phase current source in parallel to a balanced resistance. From
Fig. 1, the voltage across the resistor is given by
vabc,ℓ = Rℓiabc,R = Rℓ(iabc,1 + iabc,2 − iabc,ℓ).
Furthermore, the power line connecting the i-th inverter to the
load at node ℓ is modeled by a balanced RL-element, i.e.,
Lii˙abc,i = −Riiabc,i + vabc,i − vabc,ℓ
= −(Ri +Rℓ)iabc,i + vabc,i −Rℓiabc,k +Rℓiabc,ℓ,
with k ∈ {1, 2} \ {i}. Hence, with xabc = (iabc,1, iabc,2),
zi = (δ¯i, δi, P
m
i ), z = (z1, z2), yx = (iabc,1, iabc,2), yz =
(vabc,1(δ1), vabc,2(δ2)) and dx = iabc,ℓ, the overall dynamics
can be written compactly in the form of (1), i.e.,
x˙abc = (Ax ⊗ I3)xabc + (Bx ⊗ I3)yz + (Dx ⊗ I3)
[
I3
I3
]
dx,
z˙ = Azz +Bzy
⊤
z yx + dz,
(16)
where Bx = diag (L1, L2)
−1
, Dx = RℓBx and Az =
blkdiag(Az,1, Az,2), bz,1 =
[
1
τm,1
0
]
, bz,2 =
[
0 1
τm,2
]
,
Ax =
[
−R1+Rℓ
L1
−Rℓ
L1
−Rℓ
L2
−R2+Rℓ
L2
]
, Az,i =

−
1
τδ,i
1
τδ,i
0
0 0 −kP,i
0 0 − 1
τm,i

 ,
Bz,i =
[
02×2 b
⊤
z,1 02×2 b
⊤
z,2
]⊤
, Bz =
[
Bz,1
Bz,2
]
,
dz,i = (0, ω
d + kP,iP
d
i , 0), dz = (dz,1, dz,2)
and blkdiag(·) denotes a block-diagonal matrix.
B. Nonlinear microgrid model in dq0+−-coordinates
Following the procedure outlined in Section II-A, we trans-
form the microgrid model (16) into dq0+−-coordinates. As all
lines are balanced, with P given in (11), this yields (see (14))
x˙+−dq0 =(Ax ⊗ I6 + I2 ⊗ P)x+−dq0
+ (Bx ⊗ I6)v+−dq0 + (Dx ⊗ I6)
[
I6
I6
]
T (t)dx,
z˙ =Azz +Bzy
⊤
z yx + dz,
(17)
where, see (12), (13),
v+−dq0 = (v
+−
dq0,1, v
+−
dq0,2) = (I2 ⊗ T )
[
v¯abc,1
v¯abc,2
]
∈ R12.
By using (10), straightforward calculations give
y⊤z yx =
(
(I2 ⊗ Tt)v+−dq0
)⊤ (
(I2 ⊗ Tt)i+−dq0
)
= (P1, P2).
Note that, since we assume vabc,i are balanced waveforms,
v+0,i(t) = v
−
0,i(t) = 0 for all t ≥ 0. Hence, componentwise Pi
reads as (see also [25])
Pi = P0,i + Pc,i cos(2θ
+) + Ps,i sin(2θ
+),
P0,i = v
+
d,ii
+
d,i + v
+
q,ii
+
q,i + v
−
d,ii
−
d,i + v
−
q,ii
−
q,i,
Pc,i = v
+
d,ii
−
d,i + v
+
q,ii
−
q,i + v
−
d,ii
+
d,i + v
−
q,ii
+
q,i,
Ps,i = v
+
d,ii
−
q,i + v
−
q,ii
+
d,i − v−d,ii+q,i − v+q,ii−d,i.
(18)
A comparison of the dynamic behavior of both models (16)
and (17) is given in Fig. 2. The models are implemented
in Matlab/Simulink. The results show that the trajectories
obtained from the original model match very well those
obtained with the transformed model, hence validating our
chosen coordinate transformation (9).
As outlined in Remark 1, the expression (18) shows that the
instantaneous active power contains oscillatory components,
see also the related discussions in [13]–[15]. However, com-
pared to SG-based power systems, due to the power measure-
ment filters present in (15) these oscillating components do not
have a significant impact on the steady-state frequency in the
considered microgrid, see Fig. 2. Therefore, it is admissible
to replace the active powers Pi in the model (17) by their
corresponding constant components, i.e., P0,i. For this case
we derive the corresponding small-signal model below.
C. Small-signal model
To compute the linearization of the system (17) around an
operating point (x+−,∗dq0 , z
∗), we introduce the error states
∆x+−dq0 = x
+−
dq0 −x+−,∗dq0 , ∆z = z− z∗, ∆δ = (∆δ1,∆δ2).
Furthermore, since vabc,i are balanced by assumption, we have
that v+,∗0 = 0 and v
−,∗
dq0,i = 03. Consequently, straightforward
calculations yield
∂v+−dq0,i
∂δi
∣∣∣
δ∗
i
=
√
3Vi
(
cos(δ∗i − θ+), sin(δ∗i − θ+), 04
)
.
Hence, by definining
U := ∂v
+−
dq0
∂δ
∣∣∣
δ∗
∈ R12×2,
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Fig. 2. Comparison of simulation results obtained with the model (16) and
the transformed model (17). Unless indicated otherwise, the displayed values
are in per unit with respect to SB3φ = 3kW and VB = 220V. Furthermore,
xabc,T = T (t)(xabc(t), xabc(t− τ)).
and with Pi = P0,i, i ∈ {1, 2}, we obtain
∂P
∂δ
∣∣∣
(δ∗,x+−,
∗
dq0
)
=MU , M = blkdiag(M1,M2) ∈ R2×12,
∂P
∂x+−dq0
∣∣∣
(δ∗,x+−,
∗
dq0
)
= U⊤N , N = blkdiag(N,N) ∈ R12×12,
Mi =
[
i+,∗d,i i
+,∗
q,i 0
⊤
4
]
, N¯ =
[
0 −1
1 0
]
, N =
[
N¯ 02×4
04×2 04×4
]
.
Thus, the delay-dependent nonlinear dynamics (17) can locally
be described by a standard non-delayed linear time-invariant
(LTI) system, i.e.,
∆x˙+−dq0 =(Ax ⊗ I6 + I2 ⊗ P)∆x+−dq0 + (Bx ⊗ I6)U∆δ,
∆z˙ =Az∆z +Bz
(
MU∆δ + U⊤N∆x+−dq0
)
.
(19)
Furthermore, for the considered setup careful investigation of
the right-hand side of (19) shows that locally the dynamics
of the positive, negative and zero sequences are completely
decoupled. This is a consequence of the employed coordinate
transformation (9) together with the assumptions that vabc,i
and the lines are balanced as well as that Pi = P0,i, i = 1, 2.
With regards to small-signal stability of the system (19), it
is straightforward to show that the matrix (Ax ⊗ I2 + ω∗I2 ⊗
N¯) is Hurwitz. Thus, it follows that the negative and zero
sequence dynamics represent each a stable LTI system with
input zero. Consequently, the operating point (x+−,∗dq0 , z
∗), is
locally exponentially stable if the origin is an exponentially
stable equilibrium point of the linearized positive sequence
dynamics given by
∆x˙+dq =(Ax ⊗ I2 + ω∗I2 ⊗ N¯⊤)∆x+dq + (Bx ⊗ I2)ΦU∆δ,
∆z˙ =Az∆z +Bz
(
MU∆δ + U⊤NΦ⊤∆x+dq
)
,
(20)
where Φ = blkdiag
([
I2 02×4
]
,
[
I2 02×4
])
. The stability
analysis for the system (20) can be conducted in the standard
small-signal approach, i.e., by investigating the eigenvalues
of the system matrix of the positive sequence dynamics (20),
as done, e.g., in [7], [8], [11]. Thus, the presented example
demonstrates the efficacy of the proposed modeling framework
for small-signal analysis of unbalanced microgrids.
IV. CONCLUSIONS AND FUTURE WORK
We have proposed a time-domain modeling framework for
small-signal analysis of unbalanced microgrids. At the core of
the approach is a suitable coordinate transformation that allows
to map a synchronized solution of an unbalanced nonlinear
microgrid to an equilibrium point. This is a fundamental
prerequisite for any small-signal analysis. The employed co-
ordinate transformation is based on the theory of symmetric
components in the time-domain using the ”signal delay cancel-
lation” approach. Via the proposed approach, we have derived
the small-signal model of an exemplary unbalanced microgrid
and shown that—by using the ideas presented in the paper—
its small-signal stability can be verified by investigating that
of the linearized positive sequence dynamics.
There are several topics to be addressed in future work. The
current coordinate transformation provides constant positive
and negative sequence components if the synchronized solu-
tion of the microgrid possesses a constant frequency. Despite
this being a feasible scenario in droop-controlled inverter-
based microgrids, we seek to extend the presented ideas
to power systems with periodic synchronization frequency.
This is relevant when considering networks with synchronous
machines. Furthermore, we plan to explore if—by invoking
time-scale separation arguments—a similar model reduction as
in the balanced scenario (see [21]) can be carried out to obtain
a phasor-based representation of the electrical quantities.
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