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GRAPHICAL MODELING OF SPATIAL HEALTH DATA
ADRIAN DOBRA
Abstract. The literature on Gaussian graphical models (GGMs) contains two equally rich and equally
significant domains of research efforts and interests. The first research domain relates to the problem of
graph determination. That is, the underlying graph is unknown and needs to be inferred from the data.
The second research domain dominates the applications in spatial epidemiology. In this context GGMs are
typically referred to as Gaussian Markov random fields (GMRFs). Here the underlying graph is assumed
to be known: the vertices correspond to geographical areas, while the edges are associated with areas
that are considered to be neighbors of each other (e.g., if they share a border). We introduce multi-way
Gaussian graphical models that unify the statistical approaches to inference for spatiotemporal epidemi-
ology with the literature on general GGMs. The novelty of the proposed work consists of the addition of
the G-Wishart distribution to the substantial collection of statistical tools used to model multivariate areal
data. As opposed to fixed graphs that describe geography, there is an inherent uncertainty related to graph
determination across the other dimensions of the data. Our new class of methods for spatial epidemiology
allow the simultaneous use of GGMs to represent known spatial dependencies and to determine unknown
dependencies in the other dimensions of the data.
KEYWORDS: Gaussian graphical models, Gaussian Markov random fields, spatiotemporal multivariate
models
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1. Introduction
Graphical models [62, 40] that encode multivariate independence and conditional independence re-
lationships among observed variables X = (X1, . . . , Xp) have a widespread use in major scientific areas
(e.g., biomedical and social sciences). In particular, a Gaussian graphical model (GGM) is obtained by
setting off-diagonal elements of the precision matrix K = Σ−1 to zero of a p-dimensional multivariate
normal model [22]. Employing a GGM instead of a multivariate normal model leads to a significant
reduction in the number of parameters that need to be estimated if most elements of K are constrained
to be zero and p is large. A pattern of zero constraints in K can be recorded as an undirected graph
G = (V, E) where the set of vertices V = {1, 2, . . . , p} represent observed variables, while the set of edges
E ⊂ V × V link all the pairs of vertices that correspond to off-diagonal elements of K that have not been
set to zero. The absence of an edge between Xv1 and Xv2 corresponds with the conditional independence
of these two random variables given the rest and is denoted by Xv1 y Xv2 | XV\{v1 ,v2} [60]. This is called
the pairwise Markov property relative to G, which in turn implies the local as well as the global Markov
properties relative to G [40]. The local Markov property plays a key role since it gives the regression
model induced by G on each variable Xv. More explicitly, consider the neighbors of v in G, that is, the
set of vertices v′ ∈ V such that (v, v′) ∈ E. We denote this set by bdG(v). The local Markov property
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relative to G says that Xv y XV\{{v}∪bdG(v)} | XbdG(v). This statement is precisely the statement we make
when we drop the variables {Xv′ : v′ ∈ V \ bdG(v)} from the regression of Xv on {Xv′ : v′ ∈ V \ {v}}.
The literature on GGMs contains two equally rich and significant domains of research. The first re-
search domain relates to the problem of graph determination. That is, the underlying graph is unknown
and needs to be inferred from the data. Frequentist methods estimate K and Σ given one graph that is best
supported by the data in the presence of sparsity constraints that penalize for increased model complexity
(i.e., for the addition of extra edges in the graph). Among numerous notable contributions we mention
the regularization methods of [47, 65, 10, 29] as well as the simultaneous confidence intervals of [27].
Bayesian methods proceed by imposing suitable prior distributions for K or Σ [43, 64, 18, 5, 53, 45, 49].
Inference can be performed based on the best model, i.e. the graph having the highest posterior proba-
bility, or by Bayesian model averaging [38] over all 2p(p−1)/2 possible graphs using Markov chain Monte
Carlo (MCMC) approaches [34, 21, 63]. As the number of graphs grows, MCMC methods are likely to
visit only subsets of graphs that have high posterior probabilities. To this end, various papers [37, 52, 42]
have proposed stochastic search methods for fast identification of these high posterior probability graphs.
The second research domain on GGMs dominates the applications in spatial epidemiology. In this
context GGMs are referred to as Gaussian Markov random fields (GMRFs) [6, 7, 8]. The underlying
graph G is assumed to be known: the vertices correspond to geographical areas, while the edges are
associated with areas that are considered to be neighbors of each other (e.g., if they share a border). A
GMRF is specified through the conditional distributions of each variable given the rest{
p(Xv | XV\{v}) : v ∈ V} ,(1)
which are assumed to be normal. The local Markov property leads to a further reduction in the set of
full conditionals:
p(Xv | XV\{v}) = p(Xv | XbdG(v)).(2)
Since it is typically assumed that phenomena (e.g., the occurrence of a disease) taking place in one area
influence corresponding phenomena taking place in the remaining areas only through neighbor areas,
the set of reduced conditionals (2) are employed to describe a full joint distribution of random spatial
effects. GMRFs are conditional autoregressions (CAR) models that have a subclass called simultaneous
autoregressions (SAR). For a comprehensive account of inference in CAR/SAR/GMRFs see [17, 51, 32].
Key questions relate to conditions in which a joint distribution determined by (1) actually exists and, if
it does, whether it is multivariate normal. This leads to particular parametric specifications for the set of
conditionals (1) and (2) that are more restrictive than the general parametric specification of a GGM.
In this chapter we examine the theoretical differences between GGMs and GMRFs. [26] developed
efficient MCMC methods for inference in univariate and matrix-variate GGMs, and subsequently em-
ployed these methods to construct Bayesian hierarchical spatial models for mapping multiple diseases.
We extend their results to multi-way GGMs that can capture temporal dependencies in addition to sev-
eral other relevant dimensions. We exemplify the construction of a Bayesian hierarchical spatiotemporal
model based on three-way GGMs, and also present a related theoretical extension of multi-way GGMs
to dynamic multi-way GGMs for array-variate time series.
2. GGMs vs. GMRFs
We consider a GGM defined by a graph G = (V, E) for the multivariate normal distribution Np(0,K−1)
of a vector X = (X1, . . . , Xp). The precision matrix K is constrained to belong to the cone PG of positive
definite matrices such that Ki j = 0 for all (i, j) < E. The full conditionals (1) associated with each Xv are
expressed as a function of the elements of K as follows:
Xv | XV\{v} = xV\{v} ∼ N(−
∑
v′∈bdG(v)
(Kvv′/Kvv)xv′ , 1/Kvv).(3)
Remark that the variables Xv′ that are not linked by an edge with Xv are dropped from the full conditional
(3) because Kvv′ = 0. A GMRF with graph G is parametrized through the full conditionals
Xv | XV\{v} = xV\{v} ∼ N(
∑
v′∈bdG(v)
βvv′ xv′ , σ
2
v), for v ∈ V.(4)
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The symmetry condition βvv′σ2v′ = βv′vσ
2
v for all v , v′ is necessary for the conditionals (4) to define
a proper GGM [40]. Additional constraints under which the set of regression parameters {(βvv′ , σ2v)}
induce a proper precision matrix K ∈ PG with Kvv = σ−2v and Kvv′ = −βvv′σ−2v are given in [8]. [9] make
use of a symmetric proximity matrix W with wvv = 0, wvv′ > 0 if v′ ∈ bdG(v) and wvv′ = 0 if v′ < bdG(v).
They define βvv′ = ρwvv′/wv+ and σ2v = σ2/wv+, where wv+ =
∑
v′ wvv′ . Here ρ is referred to as a spatial
autocorrelation parameter. With this choice, for each ρ ∈ (−1, 1) and σ2 > 0, the GMRF specified by
the full conditionals (4) has a precision K = σ2(EW − ρW)−1 ∈ PG, where EW = diag{w1+, . . . ,wp+}. As
such, this widely used parametrization of GMRFs is quite restrictive since not any matrix in the cone PG
can be represented through the two parameters ρ and σ2 given a particular choice of W . This difficulty
originates from the parametrization (4) of a GGM. Instead, by imposing proper prior distributions for
the precision matrix K, we avoid the unnecessary representation of a GGM as the set of full conditionals
(4). In particular, we use of the G-Wishart prior WisG(δ,D) with density
p (K | G, δ,D) = 1
IG(δ,D) (det K)
(δ−2)/2 exp{−1
2
〈K,D〉},(5)
with respect to the Lebesgue measure on PG [50, 4, 44]. Here 〈A, B〉 = tr(AT B) denotes the trace inner
product. The normalizing constant IG(δ,D) is finite provided δ > 2 and D positive definite [23]. The G-
Wishart prior WisG(δ,D) is conjugate to the normal likelihood. For a thorough account of its numerical
properties see [42] and the references therein.
For applications in hierarchical spatial models, [26] set D = (δ− 2)σ2(EW − ρW)−1 because, with this
choice, the prior mode for K is precisely σ2(EW − ρW)−1 – the precision matrix of a GMRF. The prior
specification for the precision matrix can therefore be completed in a manner similar to the current work
from the existent literature on GMRFs. We note that the G-Wishart prior for K induces compatible prior
distributions for the regression parameters (4) – see [24]. The advantage of this representation of GGMs
is a more flexible framework for GMRFs that allows their regression coefficients to be determined from
the data rather than being fixed or allowed to vary as a function of only two parameters.
3. Multi-way Gaussian GraphicalModels
We develop a framework for analyzing datasets that are associated with a random L-dimensional array
X. Such datasets are quite common in social and biomedical sciences. In particular, spatial epidemiology
involves datasets recording SIRs of several diseases observed under different conditions at multiple time
points. The notations, definitions and operators related to tensors that appear throughout are introduced
in [20, 39]. The elements of the observed multi-way array are indexed by {(i1, i2, . . . , iL) : 1 ≤ il ≤
ml}. The total number of elements of X is m =
∏L
l=1 ml. We assume that X follows an array normal
distribution
vec(X) | K ∼ Nm(0,K−1),
whose m × m precision matrix K is separable across each dimension, i.e.
K = KL ⊗ KL−1 ⊗ . . . ⊗ K1.(6)
The ml × ml precision matrix Kl is associated with dimension l, while vec(X) is the vectorized version
of X. The separability assumption might seem restrictive in the sense that it captures only dependencies
across each dimension of the data without directly taking into account the interactions that might exist
among two, three or more dimensions. However, this assumption reduces the number of parameters
of the distribution of vec(X) from 2−1m(m + 1) to 2−L ∏Ll=1 ml(ml + 1) which constitutes a substantial
advantage when a sample size is small. The probability density of X as an array is (see [36])
p(X | K1, . . . ,KL) = (2π)−
m
2

L∏
l=1
(det Kl)
1
ml

m
2
exp
{
−1
2
〈X,X × {K1, . . . ,KL}〉
}
,(7)
where
X × {K1, . . . ,KL} = X ×1 K1 ×2 . . . ×L KL,
is the Tucker product. Here X ×l Kl is the l-mode product of the tensor X and matrix Kl. We refer to (7)
as the mean-zero L-dimensional array normal distribution ANL(0; {m1,K1}, . . . , {mL,KL}).
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Most of the existent literature has focused on two-dimensional (or matrix-variate) arrays – see, for
example, [3, 48] and the references therein. [31] studies the separable normal model (6) for L = 3,
while [19] presents theoretical results for matrix-variate distributions that includes (6) with L = 2 as
a particular case. [36] has proposed a Bayesian inference framework for model (6) for an arbitrary
number L of dimensions by assigning independent inverse-Wishart priors for the covariance matrices
Σl = K−1l associated with each dimension. Despite its flexibility and generality, the framework of [36]
does not allow any further reduction in the number of parameters of model (6). To this end, we propose
a framework in which each precision matrix Kl is constrained to belong to a cone PGl associated with
a GGM with graph Gl ∈ Gml . We denote by Gml the set of undirected graphs with ml vertices. Sparse
graphs associated with each dimension lead to sparse precision matrices, hence the number of parameters
that need to be estimated could be significantly smaller than 2−L
∏L
l=1 ml(ml + 1). A similar framework
has been proposed in [59] for matrix-variate data (L = 2) and for row and column graphs restricted to the
class of decomposable graphs. Our framework is applicable for any number of dimensions and allows
arbitrary graphs (decomposable and non-decomposable) to be associated with each precision matrix Kl.
The prior specification for {Kl}Ll=1 must take into account the fact that two precision matrices are not
uniquely identified from their Kronecker product which means that, for any z > 0 and l1 , l2,
KL ⊗ · · · ⊗
(
z−1Kl1
)
⊗ · · · ⊗ (zKl2) ⊗ · · · ⊗ K1 = KL ⊗ · · · ⊗ Kl1 ⊗ · · · ⊗ Kl2 ⊗ · · · ⊗ K1
represents the same precision matrix for vec(X). We follow the basic idea laid out in [59] and impose
the constraints
(Kl)11 = 1, for l = 2, . . . , L.(8)
Furthermore, we define a prior for Kl, l ≥ 2, through parameter expansion by assuming a G-Wishart
prior WisGl(δl,Dl) for the matrix zlKl with zl > 0, δl > 2 and Dl ∈ PGl .We denote Gl = (Vl, El), where
Vl = {1, 2, . . . ,ml} are vertices and El ⊂ Vl × Vl are edges. We consider the Cholesky decompositions of
the precision matrices from (6),
Kl = φTl φl,(9)
where φl is an upper triangular matrix with (φl)ii > 0, 1 ≤ i ≤ ml. [50] proves that the set ν(Gl) of the
free elements of φl consists of the diagonal elements together with the elements that correspond with the
edges of Gl, i.e.
ν (Gl) = {(i, i) : i ∈ Vl} ∪ {(i, j) : i < j and (i, j) ∈ El}.
Once the free elements of φl are known, the remaining elements are also known. Specifically, (φl)1 j = 0
if j ≥ 2 and (1, j) < El. We also have
(φl)i j = −
1
(φl)ii
i−1∑
k=1
(φl)ki(φl)k j,
for 2 ≤ i < j and (i, j) < El. The determination of the elements of φl that are not free based on the
elements of φl that are free is called the completion of φl with respect to Gl [50, 4]. It is useful to remark
that the free elements of φl fully determine the matrix Kl. The development of our framework involves
the Jacobian of the transformation that maps Kl ∈ PGl to the free elements of φl [50]:
J(Kl → φl) = 2ml
ml∏
i=1
(φl)
dGli +1
ii ,
where dGli is the number of elements in bdGl(i) ∩ {i + 1, . . . ,ml} and bdGl(i) = { j : (i, j) ∈ El} is the
boundary of vertex i in Gl.
Our proposed prior specification for the separable normal model (7) is
K1 | δ1,D1 ∼ WisG1(δ1,D1), (zlKl) | δl,Dl ∼ WisGl(δl,Dl), for l = 2, . . . , L.(10)
The prior for K1 is
p (K1 | G1) = 1IG1 (δ1,D1)
(det K1)
δ1−2
2 exp
{
−1
2
〈K1,D1〉
}
,(11)
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while the joint prior for (zl,Kl) is
p (zl,Kl | Gl) = 1IGl (δl,Dl)
(det Kl)
δl−2
2 exp
{
−1
2
〈Kl, zlDl〉
}
z
ml(δl−2)
2 +|ν(Gl)|−1
l ,(12)
for l = 2, . . . , L.
4. Inference inMulti-way GGMs
We assume that the observed samples D = {x(1), . . . , x(n)} are independently generated from the mean-
zero array normal distribution ANL(0; {m1,K1}, . . . , {mL,KL}). The resulting likelihood is expressed
by introducing an additional dimension mL+1 = n with precision matrix KL+1 = In, where In is the
n × n identity matrix. We see D as a m1 × . . . × mL+1 array that follows an array normal distribution
ANL+1(0; {m1,K1}, . . . , {mL+1,KL+1}). Furthermore, we define φL+1 = In. The Cholesky decompositions
(9) of the precision matrices Kl give the following form of the likelihood of D:
p(D | K1, . . . ,KL) ∝

L∏
l=1
(det Kl)
1
ml

mn
2
exp
{
−1
2
‖D × {φ1, . . . ,φL+1}‖
}
,(13)
where ‖Y‖ = 〈Y,Y〉 is the array norm [39]. Simple calculations show that the part of the likelihood (13)
that depends on the precision matrix Kl is written as:
p(D | K1, . . . ,KL) ∝ (det Kl)
mn
2ml exp
{
−1
2
〈Kl, Sl〉
}
,(14)
where Sl = D[l](l)
(
D[l](l)
)T
and
D[l] = D×1 φ1 ×2 . . . ×l−1 φl−1 ×l Il ×l+1 φl+1 ×l+2 . . . ×L+1 φL+1.
Here Y(l) is the l-mode matricization of an array Y [39]. We develop a Markov chain Monte Carlo
sampler from the posterior distribution of precision matrices Kl ∈ PGl , graphs Gl ∈ Gml and auxiliary
variables zl for 1 ≤ l ≤ L:
p
(
K1,G1, (Kl,Gl, zl)Ll=2 | D
)
∝ p(D | K1, . . . ,KL)p(K1 | G1)
L∏
l=2
p(zl,Kl | Gl)
L∏
l=1
πml(Gl)(15)
Here πml(Gl) are prior probabilities on the set of graphs Gml . The full conditionals of Kl, 1 ≤ l ≤ L and
zl, 2 ≤ l ≤ L are G-Wishart and Gamma, respectively:
p(Kl | rest) = WisGl
(
mn
ml
+ δl, Sl + zlDl
)
,
p(zl | rest) = Gamma
(
ml(δl − 2)
2
+ |ν (Gl) |, 12〈Kl,Dl〉
)
,
where Gamma(α, β) has mean α/β. We use the approach for updating Kl (1 ≤ l ≤ L) described in [25].
Their method sequentially perturbs each free element in the Cholesky decomposition of each precision
matrix. The constraint (8) is imposed by not updating the free element (φl)11 =
√(Kl)11 = 1.
The updates of the graphs Gl are based on the full joint conditionals of Kl and Gl, 1 ≤ l ≤ L:
p(Kl,Gl | rest) ∝ 1IGl (δl,Dl)
(det Kl)
1
2
(
mn
ml
+δl−2
)
z
ml (δl−2)
2 +|ν(Gl)|−1
l exp
{
−1
2
〈Kl, Sl + zlDl〉
}
,
since, once an edge in Gl is added or deleted, the corresponding set of free elements of Kl together with
the remaining bound elements must also be updated.
We denote by nbd+ml(Gl) the graphs that can be obtained by adding an edge to a graph Gl ∈ Gml and
by nbd−ml(Gl) the graphs that are obtained by deleting an edge from Gl. We call the one-edge-way set of
graphs nbdml(Gl) = nbd+ml(Gl)∪nbd−ml (Gl) the neighborhood of Gl in Gml . These neighborhoods connect
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any two graphs in Gml through a sequence of graphs such that two consecutive graphs in this sequence
are each others’ neighbors. We sample a candidate graph G′l ∈ nbdml (Gl) from the proposal distribution:
q
(
G′l | Gl, zl
)
=
1
2
z
|ν(G′l)|
l∑
G′′l ∈nbd+ml (Gl)
z
|ν(G′′l )|
l
δ{G′l∈nbd+ml (Gl)} +
1
2
z
|ν(G′l)|
l∑
G′′l ∈nbd−ml (Gl)
z
|ν(G′′l )|
l
δ{G′l∈nbd−ml (Gl)},(16)
where δA is equal to 1 if A is true and is 0 otherwise. The proposal (16) gives an equal probability that
the candidate graph is obtained by adding or deleting an edge from the current graph Gl.
We assume that the candidate graph G′l is obtained by adding an edge (v1, v2), v1 < v2, to Gl. We have
ν(G′l) = ν(Gl) ∪ {(v1, v2)}, bdG′l (v1) = bdGl(v1) ∪ {v2} and d
G′l
v1 = d
Gs l
v1 + 1. We define an upper diagonal
matrix φ′l such that (φ′l)v′1 ,v′2 = (φl)v′1,v′2 for all (v′1, v′2) ∈ ν(Gl). The value of (φ′l)v1 ,v2sampled from a
N
(
(φl)v1 ,v2 , σ2g
)
distribution. The bound elements of φ′l are determined through completion with respect
to G′l . We form the candidate matrix K
′
l = (φ′l)Tφ′l ∈ PG′l . Since the dimensionality of the parameter
space increases by one, we must make use of the reversible jump method of [35]. We accept the update
of (Kl,Gl) to (K′l ,G′l) with probability min{Rg, 1}, where
Rg =
p(K′l ,G′l | rest)
p(Kl,Gl | rest)
q
(
Gl | G′l , zl
)
q
(
G′l | Gl, zl
) J
(
K′l → φ′l
)
J (Kl → φl)
πml(G′l)
πml(Gl)
J(φl → φ′l)
1
σg
√
2π
exp
(
−
(
(φ′l )v1 ,v2−(φl)v1 ,v2
)2
2σ2g
) .
Since the free elements of φ′l are the free elements of φl and (φ′l)v1 ,v2 , the Jacobian of the transformation
from φl to φ′l is equal to 1. Moreover det K
′
l = det Kl and J
(
K′l → φ′l
)
= (φl)v1 ,v1 J
(
Kl → φl
)
. It follows
that
Rg = σg
√
2π(φl)v1 ,v1zl
IGl(δl,Dl)
IG′l (δl,Dl)
q
(
Gl | G′l , zl
)
q
(
G′l | Gl, zl
) πml(G′l)
πml(Gl)
×
× exp
−12 〈K′l − Kl, Sl + zlDl〉 +
(
(φ′l)v1 ,v2 − (φl)v1 ,v2
)2
2σ2g
 .
Next we assume that G′l is obtained by deleting the edge (v1, v2) from Gl. We have ν(G′l) = ν(Gl) \
{(v1, v2)} , bdG′l (v1) = bdGl(v1) \ {v2} and d
G′l
v1 = d
G′l
v1 − 1. We define an upper diagonal matrix φ′l such
that (φ′l )v′1,v′2 = (φl)v′1,v′2 for all (v′1, v′2) ∈ ν(G′l). The bound elements of φ′l are obtained by completion
with respect to G′l . The candidate precision matrix is K
′
l = (φ′l)Tφ′l ∈ PG′l . Since the dimensionality of
the parameter space decreases by 1, the acceptance probability of the update of (Kl,Gl) to (K′l ,G′l) is
min{R′g, 1}, where
R′g =
(
σg
√
2π(φl)v1 ,v1zl
)−1 IGl (δl,Dl)
IG′l (δl,Dl)
q
(
Gl | G′l , zl
)
q
(
G′l | Gl, zl
) πml(G′l)
πml(Gl)
×
× exp
−12 〈K′l − Kl, Sl + zlDl〉 −
(
(φ′l)v1 ,v2 − (φl)v1 ,v2
)2
2σ2g
 .
5. Multi-way GGMs with SeparableMean Parameters
So far we have discussed multi-way GGMs associated with array normal distributions with a m1 ×
. . . × mL array mean parameter M assumed to be zero. In some practical applications this assumption
is too restrictive and M needs to be explicitly accounted for. The observed samples D = {x(1), . . . , x(n)}
grouped as an m1 × . . . × mL × n array are modeled as
D = M ◦ 1n + X, X ∼ ANL+1(0; {m1,K1}, . . . , {mL,KL}, {n,KL+1}), KL+1 = In.(17)
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If the sample size n is small or if the observed samples are not independent and their dependence struc-
ture is represented by removing the constraint KL+1 = In, estimating m =
∏L
l=1 ml mean parameters is
unrealistic. The matrix-variate normal models of [3] have separable mean parameters defined by row
and column means, while [2] extends separable means for general array data. The L-dimensional mean
array M is written as a sum of distinct mean arrays associated with each dimension:
M =
L∑
l=1
Ml, where Ml = 1m1 ◦ . . . ◦ 1ml−1 ◦ µl ◦ 1ml+1 ◦ . . . ◦ 1mL , 1 ≤ l ≤ L.
Here µl ∈ Rml represents the mean vector associated with dimension l of X. This particular structure of
the mean array M implies the following marginal distribution for each element of the array of random
effects X:
Xi1...iLiL+1 ∼ N

L∑
l=1
(µl)il ,
L∏
l=1
(K−1l )ilil
 .
Thus µl can be interpreted as fixed effects associated with dimension l. The dependency between two
different elements of X is represented by their covariance
Cov(Xi1 ...iLiL+1 , Xi′1...i′Li′L+1 ) =
L∏
l=1
(K−1l )ili′l .
We remark that the individual mean arrays Ml are not identified, but their sum M is identified.
Bayesian estimation of M proceeds by specifying independent priors µl ∼ Nml(µ0l ,Ω−1l ). To simplify
the notations we take n = 1, hence the arrays in equation (17) have only L dimensions. We develop a
Gibbs sampler in which each vector µl is updated as follows. Denote m−l =
∏
l′,l ml′ and consider the
l-mode matricizations D(l), M(l) and X(l) of the arrays D, M and X. From equation (17) it follows that
the ml × m−l random matrix
X˜(l) = X(l) −
∑
l′,l
(Ml′)(l)
follows a matrix-variate normal distribution with mean (Ml)(l) = µl1Tm−l , row precision matrix Kl and
column precision matrix K−l = KL ⊗ . . .⊗ Kl+1 ⊗Kl−1 ⊗ . . .⊗K1. It follows that µl is updated by direct
sampling from the multivariate normal Nml
(
mµl ,K−1µl
)
where
Kµl =
(
1Tm−lK−l1m−l
)
Kl + m−lΩl, mµl = K
−1
µl
[
KlX˜(l)K−l1m−l + m−lΩlµ0l
]
.
6. An Application to Spatiotemporal CancerMortality Surveillance
In this section we construct a spatial hierarchical model for spatiotemporal cancer mortality surveil-
lance based on the multi-way GGMs just developed. A relevant dataset could comprise counts yi, j,t for
the number of deaths from cancer i in area j on year t, and can be seen as a three-dimensional array
of size mC × mS × mT . Our proposed model accounts for temporal and spatial dependence in mortality
counts, as well as dependence across cancer types:
yiC ,iS ,iT | θiC ,iS ,iT ∼ Poi
(
exp
{
µiC + log(hiS ,iT ) + θiC ,iS ,iT
})
.
Here iC = 1, . . . ,mC, iS = 1, . . . ,mS , iT = 1, . . . ,mT , hiS ,iT denotes the population in area iS during
year iT , µiC is the mean number of deaths due to cancer iC over the whole period and all locations, and
θiC ,iS ,iT is a zero-mean random effect, which is assigned the prior:
Θ = (θiC ,iS ,iT ) ∼ AN3(0; {mC ,KC}, {mS ,KS }, {mT ,KT }).
The matrix KC models dependence across cancer types, KS accounts for spatial dependence across
neighboring areas, and KT accounts for temporal dependence. Since we do not have prior information
about dependence across cancer types, the prior for KC is specified hierarchically by setting
KC | GC ∼ WisGC (δC , ImC ), p(GC) ∝ 1.
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Thus GC ∈ GmC defines the unknown graphical model of cancer types. For the spatial component, we
follow the approach of [26] and use a GGM to specify a conditionally autoregressive prior
(zS KS ) | GS ∼ WisGS (δS , (δS − 2)DS ),
where DS = (EW − ρW)−1 and W is the adjacency matrix for the mS areas, so that Wi1S ,i2S = 1 if areas i
1
S
and i2S share a common border, and Wi1S ,i2S = 0 otherwise, and EW = diag{1
T
mS W}. The graph GS is fixed
and given by the adjacency matrix W. Furthermore, we assume that, a priori, there is a strong degree of
positive spatial association, and choose a prior for spatial autocorrelation parameter ρ that gives higher
probabilities to values close to 1 (see [33]):
ρ ∼ Uni({0, 0.05, 0.1, . . . , 0.8, 0.82, . . . , 0.90, 0.91, . . . , 0.99}).
For the temporal component, the prior for KT is set to
(zT KT ) | GT ∼ WisGT (δT , ImT ).
The graph GT gives the temporal pattern of dependence and could be modeled in a manner similar to the
graph GC for cancer types. Instead of allowing GT to be any graph with mT vertices, we can constrain
it to belong to a restricted set of graphs, for example, the graphs G(1)T , G
(2)
T , G
(3)
T and G
(4)
T with vertices
{1, 2, . . . ,mT } and edges E(1)T , E
(2)
T , E
(3)
T and E
(4)
T , where
E(1)T = {(iT − 1, iT ) : 2 ≤ iT ≤ mT },
E(2)T = E
(1)
T ∪ {(iT − 2, iT ) : 3 ≤ iT ≤ mT },
E(3)T = E
(2)
T ∪ {(iT − 3, iT ) : 4 ≤ iT ≤ mT },
E(4)T = E
(3)
T ∪ {(iT − 4, iT ) : 5 ≤ iT ≤ mT }.
These four graphs define AR(1), AR(2), AR(3) and AR(4) models. We set δC = δS = δT = 3. We
use a multivariate normal prior for the mean rates vector µ = (µ1, . . . , µmC )T ∼ NmC (µ0,Ω−1) where
µ0 = µ01mC and Ω = ω−2ImC . We set µ0 to be the median log incidence rate across all cancers, all areas
and all time points, and ω to be twice the interquartile range of the raw log incidence rates.
The MCMC algorithm for this sparse multivariate spatiotemporal model involves iterative updates
of the precision matrices KC, KS and KT as well as of the graph GC as described in Section 4. The
mean rates µ are sampled as described in Section 5. Here the three-dimensional mean parameter array
M is equal with the mean array associated with the first dimension (cancers), while the mean arrays
associated with the other two dimensions (space and time) are set to zero:
M = µ ◦ 1mS ◦ 1mT .
We consider the centered random effects Θ˜ = M + Θ which follows an array normal distribution with
mean M and precision matrices KC , KS , KT . We form Θ˜(1) — the 1-mode matricization of Θ˜. It follows
that ¯Θ = Θ˜
T
(1) is a (mS mT ) × mC matrix that follows a matrix-variate normal distribution with mean
1mS mTµT , row precision matrix ¯KR = KT ⊗ KS and column precision matrix KC . We resample Θ˜ by
sequentially updating each row vector ¯ΘiΛ, i = 1, . . . ,mS mT . Conditional on the other rows of ¯Θ, the
distribution of
(
¯ΘiΛ
)T
with i = iS iT (1 ≤ iS ≤ mS , 1 ≤ iT ≤ mT ) is multivariate normal with mean Mi
and precision matrix Vi, where
Mi = µ −
mS mT∑
i′=1
( ¯KR)ii′
( ¯KR)ii
[(
¯Θi′Λ
)T − µ] , Vi = ( ¯KR)ii KC.
Thus the full conditional distribution of ¯ΘiΛ is proportional with
mC∏
iC=1
exp
{
yiC ,iS ,iT
(
µiC + log(hiS ,iT ) + θiC ,iS ,iT
) − hiS ,iT exp (µiC + θiC ,iS ,iT )}×
× exp
{
− 12
[
¯ΘiΛ − (Mi)T
]
Vi
[(
¯ΘiΛ
)T − Mi]} .(18)
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We make use of a Metropolis-Hastings step to sample from to sample from (18). We consider a strictly
positive precision parameter σ˜. For each iC = 1, . . . ,mC, we update the iC-th element of ¯ΘiΛ by sampling
γ ∼ N
(
¯Θi,iC , σ˜
2
)
. We define a candidate row vector ¯ΘnewiΛ by replacing ¯Θi,iC with γ in ¯ΘiΛ. We update
the current i-th row of ¯Θ with ¯ΘnewiΛ with the Metropolis-Hastings acceptance probability corresponding
with (18). Otherwise the i-th row of ¯Θ remains unchanged.
7. DynamicMulti-way GGMs for Array-variate Time Series
The cancer mortality surveillance application from Section 6 represented the time component as one
of the dimensions of the three-dimensional array of observed counts. We give an extension of multi-way
GGMs to array-variate time series Yt, t = 1, 2, . . . , T , where Yt ∈ Rm1×...×mL . Our framework generalizes
the results from [14, 15] and [59] which assume vector (L = 1) or matrix-variate (L = 2) time series.
We build on the standard specification of Bayesian dynamic linear models [61], and assume that Yt is
modeled over time by
Yt = Θt ×L+1 FTt +Ψt, Ψt ∼ ANL(0; {m1, v−1t K1}, {m2,K2}, . . . , {mL,KL}),(19)
Θt = Θt−1 ×L+1 Ht + Γt, Γt ∼ ANL+1(0; {m1,K1}, . . . , {mL,KL}, {s,W−1t }),(20)
where (a)Θt ∈ Rm1×...×mL×s is the state array at time t; (b) Ft ∈ Rs is a vector of known regressors at time
t; (c) Ψt ∈ Rm1×...×mL is the array of observational errors at time t; (d) Ht is a known s × s state evolution
matrix at time t; (e) Γt ∈ Rm1×...×mL×s is the array of state evolution innovations at time t; (f) Wt is the
s × s innovation covariance matrix at time t; (g) vt > 0 is a known scale factor at time t. Furthermore,
the observational errors Ψt and the state evolution errors Γt follow zero-mean array normal distributions
defined by K1, . . . ,KL and Wt, and are assumed to be both independent over time element-wise and
mutually independent as sequences of arrays.
The observation equation (19) and the evolution equation (20) translate into the following dynamic
linear model for the univariate time series (Yt)i1 ...iL , t = 1, 2, . . . , T :
(Yt)i1...iL = FTt (Θt)i1 ...iL⋆ + (Ψt)i1 ...iL , (Ψt)i1 ...iL ∼ N
0, vt
L∏
l=1
(K−1l )ilil
 ,
(Θt)i1 ...iL ,⋆ = Ht(Θt−1)i1...iL ,⋆ + (Γt)i1 ...iL ,⋆, (Γt)i1 ...iL ,⋆ ∼ Ns
0,
L∏
l=1
(K−1l )ilil Wt
 ,
where (Θt)i1 ...iL,⋆ = ((Θt)i1 ...iL1, . . . , (Θt)i1 ...iL s)T , while (Θt−1)i1 ...iL ,⋆ and (Γt)i1 ...iL ,⋆ are defined in a sim-
ilar manner. The components Ft, Ht and Wt are the same for all univariate time series, but the state
parameters (Θt)i1 ...,iL⋆ as well as their scales of measurement defined by
∏L
l=1(K−1l )ilil could be different
across series. The cross-sectional dependence structure across individual time series at time t is induced
by K1, . . . ,KL and Wt:
Cov
(
(νt)i1...iL , (νt)i′1 ...i′L
)
= vt
L∏
l=1
(K−1l )ili′l , Cov
(
(Γt)i1 ...iL,⋆, (Γt)i′1 ...i′L ,⋆
)
=
L∏
l=1
(K−1l )ili′l Wt.
For example, if
∏L
l=1(K−1l )ili′l is large in absolute value, the univariate time series (Yt)i1 ...iL and (Yt)i′1 ...i′L
exhibit significant dependence in the variation of their observational errors and state vectors. Appropriate
choices for the matrix sequence Wt, t = 1, 2, . . . , T , arise from the discount factors discussed in [61] as
exemplified, among others, in [59]. The scale factors vt can be set to 1, but other suitable values can be
employed as needed.
The following result extends Theorem 1 of [59] to array-variate time series.
Theorem 1. Let D0 be the prior information and denote by Dt = {Yt,Dt−1} the information available
at time t = 1, 2, . . . , T. We assume to have specified precision matrices K1, . . . ,KL, the matrix sequence
Wt, t = 1, 2, . . . , T, as well as an initial prior for the state array at time 0,
(Θ0 | D0) ∼ ANL+1(M0; {m1,K1}, . . . , {mL,KL}, {s,C−10 }),
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where M0 ∈ Rm1×...×mL×s and C0 is an s × s covariance matrix. For every t = 1, 2, . . . , T, the following
distributional results hold:
(i) posterior at t − 1:
(Θt−1 | Dt−1) ∼ ANL+1(Mt−1; {m1,K1}, . . . , {mL,KL}, {s,C−1t−1}),
(ii) prior at t:
(Θt | Dt−1) ∼ ANL+1(at; {m1,K1}, . . . , {mL,KL}, {s,R−1t }),
where at = Mt−1 ×L+1 Ht and Rt = HtCt−1HTt + Wt.
(iii) one-step forecast at t − 1:
(Yt | Dt−1) ∼ ANL(ft; {m1, q−1t K1}, {m2,K2}, . . . , {mL,KL}),
where ft = Mt−1 ×L+1 (FTt Ht) = at ×L+1 FTt and qt = FTt RtFt + vt.
(iv) posterior at t:
(Θt | Dt) ∼ ANL+1(Mt; {m1,K1}, . . . , {mL,KL}, {s,C−1t }),
where Mt = at + et ×L+1 At, Ct = Rt − AtATt qt. Here At = q−1t RtFt and et = Yt − ft.
The proof of Theorem 1 is straightforward. We write equations (19) and (20) in matrix form:
(Yt)(L+1) = FTt (Θt)(L+1) + (Ψt)(L+1) , (Ψt)(L+1) ∼ Nm
(
0, vtK−1
)
,(21)
(Θt)(L+1) = Ht (Θt−1)(L+1) + (Ψt)(L+1) , (Ψt)(L+1) ∼ AN2
(
0; {s,W−1t }, {m,K}
)
,(22)
where m = ∏Ll=1 ml and K is given in equation (6). The normal theory results laid out in [61] apply
directly to the dynamic linear model specified by equations (21) and (22). The predictive distributions
relevant for forecasting and retrospective sampling for array-variate time series can be derived from the
corresponding predictive distributions for vector data.
We complete the definition and prior specification for the dynamic multi-way GGMs with indepen-
dent G-Wishart priors from equation (10) for the precision matrices K1, . . . ,KL and their corresponding
auxiliary variables z2, . . . , zL. The graphs G1, . . . ,GL associated with the G-Wishart priors receive inde-
pendent priors πml(Gl) on Gml , l = 1, . . . , L. Posterior inference in this framework can be achieved with
the following MCMC algorithm that sequentially performs the following steps:
(A) Resampling the precision matrices, graphs and auxiliary variables. By marginalizing over the state
arrays Θ1, . . . ,ΘL, we obtain the marginal likelihood [14, 15]:
p
(
Y1, . . . ,YT | K1,G1, (Kl,Gl, zl)Ll=2
)
=
T∏
t=1
p
(
Yt | Dt−1,K1,G1, (Kl,Gl, zl)Ll=2
)
.
The one-step forecast distribution (iii) from Theorem 1 implies that(
q−1/2t (Yt − ft) | Dt−1
)
∼ ANL(0; {m1,K1}, {m2,K2}, . . . , {mL,KL}).
We use the filtering equations from Theorem 1 to produce the centered and scaled array data ¯D =
{q−1/2t (Yt − ft) : t = 1, . . . , T }. Since the elements of ¯D are independent and identically distributed, we
update each precision matrix Kl, graph Gl and auxiliary variable zl as described in Section 4 based on
¯D.
(B) Resampling the state arrays. We employ the forward filtering backward algorithm (FFBS) proposed
by [12, 30]. Given the current sampled precision matrices, we start by sampling ΘT given DT from the
posterior distribution given in (iv) of Theorem 1. Then, for t = T − 1, T − 2, . . . , 0, we sample Θt given
DT and Θt+1 from the array normal distribution
ANL+1
(
M∗t ; {m1,K1}, . . . , {mL,KL}, {s, (C∗t )−1}
)
,
where
M∗t = Mt + (Θt+1 − at+1) ×L+1
(
CtGTt+1R
−1
t+1
)
.
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8. Discussion
Recent advances in data collection techniques have allowed the creation of high-dimensional public
health datasets that monitor the incidence of many diseases across several areas, time points and addi-
tional ecological sociodemographic groupings [28]. Jointly modeling the disease risk associated with
each resulting cell count (i.e., a particular disease at a particular time point in a particular region given
a particular combination of risk factors) is desirable since it takes into consideration interaction patterns
that arise within each dimension or across dimensions. By aggregating data across time, key epidemio-
logical issues related to the evolution of the risk patterns across time might not be given an appropriate
answer [1]. The spatial structure of geographical regions must also be properly accounted for [6, 9].
Furthermore, since diseases are potentially related and share risk factors, it is critical that individual
models should not be developed for each disease [33, 56]. Rich, flexible classes of models that capture
the joint variation of disease risk in the actual observed data without requiring the aggregation across
one or more dimensions will be the fundamental aim of our proposed work related to disease mapping.
Multi-way GGMs can be used in Bayesian hierarchical models that produce estimates of disease risk
by borrowing strength across time, areas and the other dimensions. Due to the likely presence of small
counts in many cells, the degree of smoothing will be controlled through a wide range of parameters
that could be constrained to zero according to pre-defined interaction structures (e.g., the neighborhood
structure of the areas) or by graphs that received the most support given the data.
We generalize the models from Section 6, and let Y be the L-dimensional array of observed disease
counts indexed by cells {(i1, . . . , iL) : 1 ≤ il ≤ ml}. We assume that the count random variable Yi1...iL asso-
ciated with cell (i1, . . . , iL) follows a distribution from an exponential family (e.g., Poisson or binomial)
with mean parameter θi1 ...iL , i.e.
Yi1...iL | θi1...iL iid∼ H(θi1 ...iL ), for 1 ≤ il ≤ ml, 1 ≤ l ≤ L.(23)
We assume that the cell counts Y are conditionally independent given the L-dimensional array of pa-
rameters θ = {θi1...iL : 1 ≤ il ≤ ml}. Furthermore, given a certain link function g(·) (e.g., log(·)), the
parameters θ follow a joint model
g(θi1 ...iL ) = νi1...iL + Xi1...iL ,(24)
where νi1...iL is a known offset, while X = {Xi1...iL : 1 ≤ il ≤ ml} is an array of zero-centered ran-
dom effects. Equation (24) can subsequently include explanatory ecological covariates as needed. The
multi-way GGMs are employed in the context of non-Gaussian data as joint distribution for the array of
random effects X. Thus X is assumed to follow the flexible joint distributions, and Each dimension of
the data is represented as a GGM in a particular dimension of the random effects X.
This framework accommodates many types of interactions by restricting the set of graphs that are al-
lowed to represent the dependency patterns of the corresponding dimensions. For example, if dimension
l′ of Z represents time, then the graphs associated with this dimension could be constrained to represent
an autoregressive model AR(q), where q = 1, 2, 3, . . . – see Section 6. Temporal dependence can also
be modeled with the dynamic multi-way GGMs from Section 7. If dimension l′′ represents spatial de-
pendence, one could constrain the space of graphs for dimension l′′ to consist of only one graph with
edges defined by areas that are neighbors of each other in the spirit of [6, 16]. As opposed to a modeling
framework based on GMRFs, we can allow uncertainty around this neighborhood graph in which case
we let the space of graphs for dimension l′′ to include graphs that are obtained by adding or deleting one,
two or more edges from the neighborhood graph. This expansion of the set of spatial graphs is consistent
with the hypothesis that interaction occurs not only between areas that are close to each other or share
a border, but also between more distant areas. We can also allow all possible graphs to be associated
with dimension l′′ and examine the graphs that receive the highest posterior probabilities. Such graphs
can be further compared with the neighborhood graph to see whether the spatial dependency patterns in
observed data are actually consistent with the geographical neighborhoods.
To gain further insight on the flexibility of our modeling approach, we examine the case in which a
two-dimensional array Y = {Yi1i2} is observed with the first dimension associated with m1 diseases and
the second dimension associated with m2 areas. Under the framework of [33, 11] the matrix of counts
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Y is modeled with a hierarchical Poisson model with random effects distributed as a multivariate CAR
(MCAR) model [46]:
X′ ∼ Nm1m2(0, [K1 ⊗ (EW − ρW)]−1).(25)
This structure of the random effects assumes separability of the association structure among diseases
from the spatial structure [55]. The spatial autocorrelation parameter ρ is the only parameter that con-
trols the strength of spatial dependencies, while the precision matrix K1 is not subject to any additional
constraints on its elements. In our framework, the random effects X′ follow a matrix-variate GGM prior
obtained by taking L = 2 in equation (6). The same separability of the association structure is assumed,
but the precision matrices K1 and K2 follow G-Wishart hyper-priors as in equation (10). The GGMs
associated with the diseases are allowed to vary across all possible graphs with m1 vertices, while the
GGMs for the spatial structure can be modeled as we described earlier in this section.
Until recently, the application of GGMs with a G-Wishart prior for the precision matrix in large
scale Bayesian hierarchical models has been hindered by computational difficulties. For decomposable
graphs, the normalizing constant of the G-Wishart distribution is calculated with formulas [50, 4], and
a direct sampler from this distribution existed for several years [13]. But similar results did not exist
for non-decomposable graphs. Fortunately, new methodological developments give formulas for the
calculation of the G-Wishart distribution for arbitrary graphs [54], and also a direct sampler for arbitrary
graphs [41]. With these key results, the MCMC sampler developed in Section 4 can be significantly im-
proved in its efficiency. The reversible jump algorithm that allows updates in the structure of the graphs
associated the dimensions of a multi-way GGM can be subsequently refined to another transdimensional
graph updating algorithm which bypasses the calculation of any normalizing constants of the G-Wishart
distribution based on the double reversible jump algorithm of [58, 41]. Moreover, the G-Wishart distri-
bution can be replaced altogether in the specification of priors for Bayesian hierarchical spatial models
with the graphical lasso prior of [57]. The application of these new theoretical results to spatial health
data is a very intense area of research.
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