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Abstract
We are concerned with the behavior of the eigenvalues of renormalized sample covariance
matrices of the form
Cn =
√
n
p
(
1
n
A1/2p XnBnX
∗
nA
1/2
p −
1
n
tr(Bn)Ap
)
as p, n→∞ and p/n→ 0, where Xn is a p×n matrix with i.i.d. real or complex valued entries
Xij satisfying E(Xij) = 0, E|Xij |2 = 1 and having finite fourth moment. A1/2p is a square-
root of the nonnegative definite Hermitian matrix Ap, and Bn is an n× n nonnegative definite
Hermitian matrix. We show that the empirical spectral distribution (ESD) of Cn converges a.s.
to a nonrandom limiting distribution under the assumption that the ESD of Ap converges to a
distribution FA that is not degenerate at zero, and that the first and second spectral moments of
Bn converge. The probability density function of the LSD of Cn is derived and it is shown that
it depends on the LSD of Ap and the limiting value of n
−1tr(B2n). We propose a computational
algorithm for evaluating this limiting density when the LSD of Ap is a mixture of point masses. In
addition, when the entries of Xn are sub-Gaussian, we derive the limiting empirical distribution
of {√n/p(λj(Sn) − n−1tr(Bn)λj(Ap))}pj=1 where Sn := n−1A1/2p XnBnX∗nA1/2p is the sample
covariance matrix and λj denotes the j-th largest eigenvalue, when F
A is a finite mixture of
point masses. These results are utilized to propose a test for the covariance structure of the
data where the null hypothesis is that the joint covariance matrix is of the form Ap ⊗ Bn for
⊗ denoting the Kronecker product, as well as Ap and the first two spectral moments of Bn are
specified. The performance of this test is illustrated through a simulation study.
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1 Introduction
In this paper, we obtain the limiting spectral distribution (LSD) and a system of equations de-
scribing the corresponding Stieltjes transforms of renormalized sample covariance matrices of the
form
Cn =
√
n
p
(
1
n
A1/2p XnBnX
∗
nA
1/2
p −
1
n
tr(Bn)Ap
)
(1.1)
when p, n → ∞ and p/n → 0, where Xn has i.i.d. real or complex entries with zero mean, unit
variance and uniformly bounded fourth moment. Throughout this paper, for any matrix M , we
use M∗ to denote the complex conjugate transpose of M if M is complex-valued and transpose
of M if M is real-valued. When p/n → c ∈ (0,+∞) as n → ∞, the spectral properties of the
separable sample covariance matrices, Sn := n
−1A1/2p XnBnX∗nA
1/2
p have been widely investigated
under different assumptions on entries (e.g., Zhang [31], Paul and Silverstein [23], EL Karoui [9]).
The name “separable” refers to the fact that the covariance matrix of the vectorized data matrix
Yn = A
1/2
p XnB
1/2
n has the separable covariance Ap ⊗ Bn, where ⊗ denotes the Kronecker product
between matrices. Under those circumstances, it is known that the spectral norm of Sn − ESn
does not converge to zero. However, if p/n → 0, ‖ Sn − ESn ‖ a.s.−→ 0. When Ap = Ip, Bn =
In and p, n → ∞ such that p/n → 0, the behavior of empirical spectral distribution (ESD) of√
n/p (Sn − ESn) =
√
n/p(n−1XnX∗n − Ip) is similar to that of a p× p Wigner matrix Wp, which
has been verified by Bai and Yin [3]. Moreover, when Sn = n
−1A1/2p XnX∗nA
1/2
p , for i.i.d. real
entries and under a finite fourth moment condition, Pan and Gao [20] and Bao [5] derived the
LSD of
√
n/p(n−1A1/2p XnX∗nA
1/2
p −Ap), which coincides with that of a generalized Wigner matrix
p−1/2A1/2p WpA
1/2
p studied by Bai and Zhang [4]. Our work here extends the former result to a more
general setting, namely, when Bn is an arbitrary n×n positive semi-definite matrix whose first two
spectral moments converge to finite positive values as n→∞, and the entries of Xn are either real
or complex. The strategy of the proof of this result is divided into three parts. We first assume
that the entries of Xn are i.i.d. Gaussian and use a construction analogous to that in Pan and
Gao [20] to obtain the form of the approximate deterministic equations describing the expected
Stieltjes transforms, then use a result on concentration of smooth functions of independent random
elements to show that the Stieltjes transform concentrates around its mean in the general setting
(without the restriction of Gaussianity), and finally utilize the Lindeberg principle to show that the
expected Stieltjes transforms in the Gaussian and in the general case are asymptotically the same.
In the process, we also prove the existence and uniqueness of the system of equations describing
the Stieltjes transform for an arbitrary FA, non-degenerate at zero. Further, we state a result
characterizing the LSD, including the existence and shape of its density function, by following the
approach in Bai and Zhang [4]. We also study the question of fluctuation of the eigenvalues of the
sample covariance matrix Sn := n
−1A1/2p XnBnX∗nA
1/2
p itself when the ESD of Ap, say F
Ap and its
limit FA are finite mixtures of point masses. Specifically, we show that the empirical distribution
of {√n/p(λj(Sn)− n−1tr(Bn)λj(Ap))}pj=1, where λj denotes the j-th largest eigenvalue, converges
a.s. to a mixture of rescaled semi-circle laws with mixture weights being the same as the weights
corresponding to the point masses of FA and the scaling factor depending on the limiting value of
n−1tr(B2n) and the atoms of FA.
It should be noted that the data model of the form Yn = A
1/2
p XnB
1/2
n , where Xn has i.i.d. entries
with zero mean and unit variance, relates very closely to the separable covariance model widely used
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in spatio-temporal data modeling, especially for modeling environmental data (e.g., Kyriakidis and
Journel [11], Mitchell and Gumpertz [13], Fuentes [10], Li et al. [17]). The separable covariance
model refers to the fact that for any p sampling locations in space, and any n observation times, the
covariance of the corresponding data matrix can be expressed in the form Σn,p = Ap⊗Bn. In that
context, the rows of Yn correspond to spatial locations while the columns represent the observation
times. If furthermore, the process is Gaussian, which is often assumed in the literature, then the
data matrix Yn is exactly of the form A
1/2
p XnB
1/2
n where Xij ’s are i.i.d. N(0, 1). Assuming a
separable covariance structure, that the process is stationary in space, the sampling locations cover
the entire spatial region under consideration fairly evenly, and the temporal variation has only
short term dependence (not necessarily stationary), the covariance of the observed data can be
expressed in the form Ap ⊗ Bn where Ap and Bn satisfy conditions 3, 4 and 5 of our main result
in this paper (Theorem 2.1). Moreover, if the sampling locations are on a spatial grid, then the
matrix of eigenvectors of Ap is approximately the Fourier rotation matrix on Rp and the eigenvalues
are approximately the Fourier transform of the spatial autocovariance kernel evaluated at certain
discrete frequencies related to the grid spacings.
There is a body of literature on the statistical inference for a separable covariance model, in
particular about the tests for separability of the joint covariance of the data. Notable examples
include Dutilleul [7], Lu and Zimmerman [18], Mitchell et al. ([14], [15]), Fuentes [10], Roy and
Khatree [24], Simpson [28] and Li et al. [17]. These tests typically assume joint Gaussianity of
the data and often the derivation of the test statistic requires additional structural assumptions,
e.g., stationarity of the spatial and temporal processes (Fuentes [10]). In addition, the estimation
techniques often involve matrix inversions (Dutilleul [7], Mitchell et al. [15]) which become chal-
lenging if the dimensionality (either p or n) is large. We study the problem of tests involving the
separable covariance structure under the framework p, n → ∞ and p/n → 0. Under this setting,
‖ n−1YnY ∗n − n−1tr(Bn)Ap ‖ a.s.−→ 0 and hence we can infer about the spectral properties of Ap from
that of the sample covariance matrix n−1YnY ∗n . In particular, we propose to use the results derived
here to construct test statistic for testing whether the space-time data follows a specific separable
covariance model, where the null hypothesis is in terms of specification of Ap and the first two spec-
tral moments of Bn. Let A0, tr(B0) and tr(B
2
0) be the specified values of Ap, tr(Bn) and tr(B
2
n)
under the null hypothesis, Then this statistic measures the difference of the ESD of the matrix√
n/p(n−1YnY ∗n − n−1tr(B0)A0), from the LSD of Cn described in (1.1), where the matrix Xn is
assumed to have i.i.d. entries with zero mean and unit variance, Ap = A0, tr(Bn) = tr(B0) and
tr(B2n) = tr(B
2
0). We also propose a Monte-Carlo method for determination of the cut-off values of
the test for any given level of significance and analyze the behavior of the test through simulation.
We also carry out a simulation study with different combinations of (p, n) to empirically assess the
rate of convergence of the ESD under to the LSD as measured by the L2 distance between these
distributions.
2 Main results
Under the framework presented in Section 1, our main result in this paper is about the existence
and uniqueness of the LSD of Cn defined through (1.1). The result will be described in terms of the
Stieltjes transform of the matrices. The Stieltjes transform of the empirical spectral distribution
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FCn is defined as
sn(z) =
∫
1
x− z dF
Cn(x)
for any z ∈ C+ := {u + iv : u ∈ R, v > 0}. It will be shown that the ESD of Cn will converge
almost surely to a distribution F whose Stieltjes transform is determined by a system of equations.
Theorem 2.1. Suppose that
1. for every p and n, {Xi,j : 1 ≤ i ≤ p, 1 ≤ j ≤ n} is an array of i.i.d real or complex valued
random variables with E(X11) = 0, E|X11|2 = 1 and E|X11|4 <∞;
2. p = p(n)→∞ with p(n)/n→ 0 as n→∞;
3. Ap is a p×p nonnegative definite Hermitian matrix and Bn is a n×n nonnegative hermitian
matrix;
4. the ESD FAp =⇒ FA as p→∞ where FA is a nonrandom distribution function on R+ that
is not degenerate at zero;
5. ‖ Bn ‖ is bounded above, and n−1tr(Bkn) for k = 1, 2 converge to finite positive constants as
n→∞.
Then FCn almost surely converges weakly to a nonrandom distribution F as n→∞, whose Stieltjes
transform s(z) is determined by the following system of equations:s(z) = −
∫ dFA(a)
z+b¯2aβ(z)
β(z) = − ∫ adFA(a)
z+b¯2aβ(z)
(2.1)
for any z ∈ C+, where b¯2 = lim
n→∞n
−1tr(B2n).
Remark 2.2. In (2.1), the constant b¯2 determines the scale of the support of the LSD F . Specifi-
cally, the LSD F is related to the LSD FA,I corresponding to the case Bn = In (studied by Pan and
Gao [20] and Bao [5]), by F (x) = FA,I(b¯
−1/2
2 x) for all x ∈ R. Note also that, FA,I coincides with
the LSD of the generalized Wigner matrix p−1/2A1/2p WpA
1/2
p analyzed by Bai and Zhang [4].
Remark 2.3. If Ap = Ip, the two equations (2.1) reduce to only one, namely, s(z)(z+b¯2s(z)) = −1,
which is the equation for a rescaled semi-circle law Fsc(·;
√
b¯2) with scaling factor
√
b¯2, where, for
any σ > 0,
Fsc(x;σ) := Fsc(σ
−1x), for all x ∈ R, (2.2)
where Fsc denotes the semi-circle law. Notice that, in this case due to the rotational invari-
ance, the statement of the Theorem 2.1 reduces to the statement that the empirical distribution
of {√n/p(λj(Sn) − n−1tr(Bn))}pj=1, converges a.s. to the rescaled semi-circle law with scaling
factor b¯2. We present an interesting generalization of this result in Section 2.2.
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Remark 2.4. In the statement of Theorem 2.1, the matrix A
1/2
p needs not be the Hermitian square
root of Ap. As long as (A
1/2
p )(A
1/2
p )∗ = Ap, the result will continue to hold. In particular, A
1/2
p
can be of the form A
1/2
p = UΛ1/2V ∗, where Ap = UΛU∗ is the spectral decomposition of Ap, so
that Λ is a diagonal matrix and V ∗V = U∗U = Ip. Moreover, from this it also follows that if V˜
is a p × q matrix with q ≤ p such that V˜ ∗V˜ = Iq where q → ∞ such that q/p → ω ∈ (0, 1] and
Y˜n = V˜
∗XnB
1/2
n then the ESD of
√
n/q(n−1Y˜nY˜ ∗n −n−1tr(Bn)Iq) converges a.s. to the distribution
Fsc(·;
√
b¯2) introduced in Remark 2.3.
Remark 2.5. Proof of Theorem 2.1 can be divided into the following parts:
1. The spectrum of Ap is truncated at a sufficiently large a0. This is done in Section 3.1,
following an approach in Bai and Yin [3]. It is shown that the ESD of the Cn and the matrix
corresponding to the truncated Ap are almost surely equivalent.
2. For each z ∈ C+, and for Cn corresponding to matrices with i.i.d. standard Gaussian entries,
E(sn(z))→ s(z) satisfying (2.1), which is shown in Section 3.2.
3. For each z ∈ C+, sn(z)−E(sn(z)) converges almost surely to zero. This is derived in Section
3.3 through the use of McDiarmid’s inequality (McDiarmid [12]).
4. Existence and uniqueness of the solution of the system of equations (2.1) defining the limiting
Stieltjes transform s(z) is established in 3.4.
5. The entries of Xn are truncated at n
1/4p and centered, where p → 0, p1/4p → ∞ which
does not alter the LSD. The result is established in the general setting by establishing the
asymptotic negligibility of the difference of E(sn(z)) corresponding to independent copies of
Xn with such truncated entries in Section 3.5.
2.1 Analysis of LSD
The following result characterizes the behavior of the LSD F in Theorem 2.1.
Proposition 2.6. Suppose that FA(a) 6= I[0,∞)(a) and let F be the LSD of FCn as in Theorem
2.1. Then, F ({0}) = FA({0}), and for any real x 6= 0,
s(x) = lim
z∈C+→x
s(z), β(x) = lim
z∈C+→x
β(z)
exist such that
s(x) = −
∫
dFA(a)
x+ b¯2aβ(x)
,
where β(x) uniquely solves
β(x) = −
∫
adFA(a)
x+ b¯2aβ(x)
(2.3)
while satisfying =β(x) ≥ 0, x<β(x) < 0 and ω(x) ≤ 1, where
ω(x) :=
∫
b¯2a
2
|x+ b¯2aβ(x)|2
dFA(a). (2.4)
Moreover, we have
5
1. s(x) and β(x) are continuous on the real line except only at the origin.
2. F (x) is symmetric and continuously differentiable on the real line except at the origin and its
derivative is given by
f(x) = −2<β(x)=β(x)
pix
. (2.5)
3. The support of F , say S is determined as follows: for any x 6= 0, x ∈ Sc (complement of S)
if and only if there exists some δ > 0 such that for all y ∈ (x− δ, x+ δ), ω(y) < 1.
The proof of this proposition follows along the line of the proof Theorem 1.2 of Bai and Zhang [4]
with an additional scale factor b¯2 := lim
n→∞n
−1tr(B2n). The following lemma, which is a consequence
of property (3) of Proposition 2.6, provides a way of determining the support of the density function.
Lemma 2.7. The support of f(x) is the set of x ∈ R satisfying x<β(x) < 0 and ω(x) = 1
(equivalently, =β(x) > 0).
A more direct verification of Lemma 2.7 is given in Section 3.4.
2.2 Fluctuation of eigenvalues of Sn
In certain applications, not only the eigenvalues of Cn but difference of the eigenvalues of Sn from
those of E(Sn) may be of interest. Since ‖ Sn − E(Sn) ‖→ 0, a.s., under the framework p/n → 0,
it is expected that the eigenvalues of Sn will fluctuate around the “corresponding” eigenvalues of
E(Sn) = n−1tr(Bn)Ap. To make this notion more precise, we consider the setting where there
are finitely many distinct eigenvalues of Ap. Then for large enough n, the eigenvalues of Sn will
tend to cluster around these distinct eigenvalues of n−1tr(Bn)Ap. Moreover, if both ‖ Ap ‖ and
‖ Bn ‖ are bounded, the proportion of eigenvalues falling in each cluster will coincide with the
proportion of the corresponding eigenvalue of Ap in the ESD of Ap. This can be seen as an instance
of the spectrum separation phenomenon studied by Bai and Silverstein [2] for sample covariance
matrices in the setting p/n→ c ∈ (0,∞). Our goal in this subsection is to establish that, if ‖ Bn ‖
is bounded, and if the probability distribution of the entries of Xn has sufficiently fast decay in
the tails (specifically, “sub-Gaussian tails”), then the fluctuations of the eigenvalues of Sn around
the eigenvalues of n−1tr(Bn)Ap can be fully characterized, provided Ap has finitely many distinct
eigenvalues, the proportion of each of which converges to a nonzero fraction.
To state the result, we first define a sub-Gaussian random vector (cf. Vershynin [30]). A real-
valued random vector y = (y1, . . . , yn)
T is said to be sub-Gaussian with scale parameter σ ≥ 0, if
for all γ ∈ Rn,
E[exp(γTy)] ≤ exp(‖ γ ‖2 σ2/2). (2.6)
Clearly, if y has independent coordinates each of which is sub-Gaussian with scale parameter σ,
then y is sub-Gaussian. Moreover, it is easy to see that if y is sub-Gaussian with scale parameter
σ, then for any m×n matrix D, the vector Dy is also sub-Gaussian, with scale parameter ‖ D ‖ σ.
A complex-valued random vector is sub-Gaussian if and only if both real and imaginary parts of
the vector are sub-Gaussian.
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Theorem 2.8. Let Bn be a n× n positive semi-definite matrix such that ‖ Bn ‖ is bounded above,
n−1tr(Bn)→ b¯ and n−1tr(B2n)→ b¯2 as n→∞. Let Ap be a p× p positive semidefinite matrix with
m distinct eigenvalues α1 > . . . > αm ≥ 0 such that α1 is bounded above and m is fixed, and if pj
denotes the multiplicity of λj, then pj/p→ cj > 0 for all j, as p→∞. Let Yn = A1/2p XnB1/2n where
Xn is a p × n matrix with i.i.d. real or complex sub-Gaussian entries Xij satisfying E(X11) = 0
and E|X11|2 = 1. In the complex case, we also suppose that the real and imaginary parts of
Xij are independent with variance 1/2 each. Let Sn := n
−1YnY ∗n , and let λj(D) denote the j-th
largest eigenvalue of a Hermitian matrix D. Then, as p, n→∞ such that p/n→ 0, the empirical
distribution of {√n/p(λj(Sn) − n−1tr(Bn)λj(Ap))}pj=1 converges a.s. to a nonrandom probability
distribution F on R which can be expressed as
F (x) =
m∑
j=1
cjFsc(x;
√
b¯2cjαj), for x ∈ R,
where Fsc(·;σ), for any σ > 0, is defined in (2.2).
Remark 2.9. The assumption of sub-Gaussianity of the entries in Theorem 2.8 is not necessary
if p = o(n1/3). In that case, if we only assume the finiteness of E|X11|4, it can be shown that
the empirical distribution of {√n/p(λj(Sn)−n−1tr(Bn)λj(Ap))}pj=1 converges in probability to the
same limit law. This is because, as is seen from the proof given in Section 4, without loss of
generality assuming m = 2, the conclusion follows upon showing that
√
n/p ‖ S12 ‖2= oP (1),
which can be majorized by
√
n/p ‖ S12 ‖2F , where ‖ · ‖F denotes the Frobenius norm. The latter is
OP (
√
n/p(p2/n)) = oP (1) under the stated conditions. A stronger conclusion (in the form of a.s.
convergence) can be made with appropriately higher moment conditions.
2.3 Application to hypothesis testing
The results in the previous subsections allow us to develop a test for the hypothesis that data
matrix Yn has a specific separable covariance structure. Suppose that the vectorized Yn has joint
covariance Σn. Then our null hypothesis is that
H0 : Σn = Ap ⊗Bn with Ap = A0, n−1tr(Bn) = b¯0, n−1tr(B2n) = b¯02, (2.7)
where A0, b¯
0 > 0 and b¯02 ≥ (b¯0)2 are specified. Note that b¯0 and b¯02 can be seen as the (limiting)
values of n−1tr(B0) and n−1tr(B20), respectively, where A0 ⊗ B0 is the covariance of the data Yn
under H0. Thus, H0 is a composite hypothesis about Σn. Also note that, testing for H0 is not
the same as testing for separability of the data model since in our setting Ap needs to be specified.
Later in this subsection, we discuss potential extensions of the proposed test procedure for dealing
with the null hypothesis of separability, under certain weaker restrictions on Ap.
We propose a test statistic that measures the closeness of the empirical spectrum to the theo-
retical spectral density under the null hypothesis. If the data matrix is endowed with the assumed
covariance structure in H0, Theorem 2.1 guarantees the convergence of ESD of Cn to an LSD. In
fact, Proposition 2.6 gives an explicit expression for the aforementioned LSD F . Equipped with
this result, in this paper, we propose and study the following test statistics based on the L2 metric:
Ln := Ln
(
Fˆn(x), F
A0,B0(x)
)
=
∫
|Fˆn(x)− FA0,B0(x)|2dx, (2.8)
7
where Fˆn is the ESD of Cn defined by (1.1) when (Ap, Bn) = (A0, B0). Another possible test
statistic is a Cra´mer-von Mises-type statistic
Vn := Vn
(
Fˆn(x), F
A0,B0(x)
)
=
∫
|Fˆn(x)− FA0,B0(x)|2dFA0,B0(x). (2.9)
A somewhat similar test for the covariance matrix for cross-sectional data with real entries with i.i.d.
column was proposed by Pan and Gao [20]. In order to carry out the tests based on the statistic Ln
or Vn, we need to obtain the distribution of the test statistics under H0. At this point, we do not
have any result on the asymptotic distribution of these test statistics. However, it can be seen that
underH0, both test statistics converge to zero as n, p→∞. In this paper, we propose a Monte-Carlo
approximation of the null distribution of Ln. A similar strategy applies to Vn. Implementing these
tests require computing the ESD Fˆn of the matrix Cn0 :=
√
n/p
(
n−1A1/20 XnB0X
∗
nA
1/2
0 − b¯0A0
)
,
which is obtained by setting Ap = A0 and Bn = B0 in the definition of Cn in (1.1), and where
Xn is chosen to have i.i.d. N(0, 1) entries. Notice that, H0 does not specify B0 completely, but
only specifies its first two spectral moments. Thus, while carrying out this simulation, we need
to construct an appropriate B0 whose first two spectral moments are b¯
0 and b¯02 respectively. We
construct B0 of the form (assuming, for simplicity, n to be even)
B0 =
[
β1In/2 0
0 β2In/2
]
and solve the equations b¯0 = 0.5β1 +0.5β2 and b¯
0
2 = 0.5β
2
1 +0.5β
2
2 to obtain β1 and β2. In Section 5
we conduct a simulation study which shows that the the histogram of the LSD of Cn0 is very close
to the theoretical density function 2.5 of the LSD FA0,B0(x) under H0. In addition, the distribution
of Ln under H0 and H1 are well-separated as p, n→∞ and p/n→ 0. We do not present simulation
results involving the statistic Vn due to space constraints, even though the qualitative behavior is
similar.
Even though the proposed procedure does not test the separability of the covariance matrix of
the data, we comment on the possibility of extending this test procedure to deal with some special
cases of the latter scenario. The implementation of these is beyond the scope of this paper. The
corresponding null hypothesis for the test of separability would be: H0 : Σn = Ap ⊗ Bn where Ap
and Bn are unknown positive semi-definite matrices satisfying that the ESD F
Ap converges to a
distribution non-degenerate at zero, and n−1tr(Bn)→ 1 and n−1tr(B2n)→ b¯2 for some b¯2 ≥ 1. The
requirement n−1tr(Bn)→ 1 is to ensure identifiability. In this case, under certain special structural
assumptions on Ap, it may still be possible to obtain fairly accurate estimates of Ap and b¯2, which
can then be used in the expression for Ln or Vn in place of A0 and b¯
0
2 to construct a test for
separability. One typical assumption in spatio-temporal statistics is that the process is stationary
either in space or time. In the current setting, if we assume that the process is row-stationary,
then the eigenvectors of Ap can be well-approximated in a discrete Fourier basis. If in addition, the
corresponding spectrum of Ap is piecewise constant, then we can estimate the spectrum of Ap from
the data as follows. First we can perform an orthogonal or unitary transformation of the data in
the (approximate) eigen-basis of Ap. Then, we can apply a clustering procedure, and estimate the
distinct eigenvalues as the means of the individual clusters, and assign the eigenvectors to these
clusters according to the cluster membership of the coordinates of the rotated data matrix. Another
way to broaden the class of models under the null hypothesis is to remove the specification of b¯2. If
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either the eigenvalues of Ap are known or they can be estimated accurately from the data, subject
to some knowledge about the fourth moment of the entries of the data matrix, b¯2 can be estimated
by making use of the expression for E(tr(S2n)) in terms of the first two spectral moments of Ap and
Bn.
If Ap is unknown but has a relatively small number of distinct eigenvalues, those eigenvalues
can be estimated as mean or median of the clusters of eigenvalues of Sn, without requiring any
knowledge of the eigenvectors of Ap, by making use of Theorem 2.8.
2.4 Computation of the density function of the LSD
If FA is a finite mixture of point masses, then the density function of the LSD F in Theorem 2.1
can be computed numerically by making use of Proposition 2.6 and Lemma 2.7. This computation
is used to simulate the distribution of the test statistic Ln in Section 5. According to 2.6, the
main ingredient of the computation of f , the p.d.f. of F , is the determination of the function
β(x) := limz∈C+→x β(z) which solves the equation (2.3). When FA is a finite mixture of point
masses, the latter reduces to a polynomial in β(x). In order to determine f(x), we need to isolate
the roots that satisfy the constraints =β(x) ≥ 0, x<β(x) < 0 and ω(x) ≤ 1, where ω(x) is given by
(2.4), as stated in Proposition 2.6. Indeed, the support of β(x) can be determined by the condition
ω(x) = 1, as stated in Lemma 2.7. In practice, we numerically solve for the appropriate root of
β(x) for a grid of points x by searching through all possible solutions of the polynomial satisfied
by β(x) and checking the conditions, as well as making use of the continuity of β(x) on each side
of the origin. Then we can derive the density function f(x) by utilizing (2.5).
3 Proof of Theorem 2.1
Our approach for proving Theorem 2.1 is to first restrict to Gaussian observations and utilize the
rank-one perturbation method used in Bai and Yin [3] and Pan and Gao [20]. However, the decom-
positions under the separable case require a slightly different treatment from the aforementioned
references. The extension of the result to non-Gausssian settings is handled in Section 3.5 through
through a use of the Lindeberg principle (see Chatterjee [6]). Another potential route to prove this
result is through the generalized Stein’s equations used in Pastur and Shcherbina [19] and Bao [5].
3.1 Truncation of the ESD of Ap
We begin with a truncation of the spectrum of Ap. Let b0 be a positive number such that ‖Bn‖ ≤ b0.
Define b¯n = tr(Bn)/n and suppose that b¯n → b¯ as n→∞. Let a0 > 0 be such that a0 is a continuity
point of FA, the LSD of Ap. Let
Λa0 = diag
(
λ1I{λ1≤a0}, λ2I{λ2≤a0}, · · · , λpI{λp≤a0}
)
.
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Since Ap = U
∗ΛU with Λ = diag(λ1, λ2, · · · , λp), then defining A˜a0 := U∗Λa0U , A˜1/2a0 := U∗Λ1/2a0 U ,
and C˜n0 :=
√
n/p
(
n−1A1/2p XnBnX∗nA
1/2
p − n−1tr(Bn)A˜a0
)
, we have
sup
x
∣∣∣FCn(x)− F C˜n0(x)∣∣∣
≤ b¯n
p
Rank
(
Ap − A˜a0
)
=
b¯n
p
p∑
i=1
I{λi>a0} → b¯
(
1− FA(a0)
)
.
Further, defining Ĉn0 :=
√
n
p
(
1
nA˜
1/2
a0 XnBnX
∗
nA˜
1/2
a0 − tr(Bn)n A˜a0
)
, we have
sup
x
∣∣∣F C˜n0(x)− F Ĉn0(x)∣∣∣
≤ 2
p
Rank(A1/2p − A˜1/2a0 ) =
2
p
p∑
i=1
I{λi>a0} → 2(1− FA(a0)).
By choosing a0 to be large enough, 1−FA(a0) can be made arbitrarily small. Thus, combining the
above two inequalities, we can show that, for any given  > 0, there exists a large enough a0 such
that
lim sup
n→∞
sup
x
∣∣∣FCn(x)− F Ĉn0(x)∣∣∣ ≤  a.s.
Also, in Section 3.4, we show that the solution of (2.1) is unique and has a continuous dependence
on FA. Thus, since F A˜a0 converges to FA in distribution as a0 → ∞, in order to prove Theorem
2.1, it is enough to show that F Ĉn0 converges almost surely to F , and F has the Stieltjes transform
s(z) determined by (2.1) with FA = F A˜a0 , for any fixed positive a0 so that F
A˜a0 is not degenerate
at zero. For notational convenience, henceforth, we still use Ap and Cn instead of A˜a0 and Ĉn0,
respectively, and simply assume that of ‖ Ap ‖≤ a0 for an arbitrary positive constant a0.
3.2 Expected Stieltjes transforms
In this subsection, we derive asymptotic expansion for E(sn(z)) when Xn is assumed to have i.i.d.
standard normal entries. Let Ap = U
∗ΛU with Λ = diag(λ1, λ2, · · · , λp) denoting the spectral
decomposition of Ap. Then we have
Cn =
√
n
p
(
1
n
U∗Λ1/2UXnBnX∗nU
∗Λ1/2U − 1
n
tr(Bn)U
∗ΛU
)
=
√
n
p
U∗
(
1
n
Λ1/2UXnBnX
∗
nU
∗Λ1/2 − 1
n
tr(Bn)Λ
)
U
=
√
n
p
U∗
(
1
n
Λ1/2X˜nBnX˜
∗
nΛ
1/2 − 1
n
tr(Bn)Λ
)
U
=
√
n
p
U∗(V V ∗ − b¯nΛ)U
where X˜n = UXn and V = n
−1/2Λ1/2X˜nB
1/2
n . Let vk = n
−1/2√λkB1/2n x˜k denote the k-th column
of V ∗, where x˜k is the k-th column of X˜∗n. Note that X˜n has i.i.d Gaussian entries with mean
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zero and variance one. Moreover, denote by X˜(k) the matrix obtained from X˜n with the k-th row
replaced by zero. Then
V(k) = (v
∗
1, · · · , v∗k−1, 0, v∗k+1, · · · , v∗p)∗.
We introduce the following quantities:
ωk =
√
n
p
V(k)vk
τkk =
√
n
p
(v∗kvk − b¯nλk),
Y (z) =
√
n
p
(
V V ∗ − b¯nΛ
)− zI,
Yk(z) =
√
n
p
(
V(k)V
∗ − b¯nΛ(k)
)− zI,
Y(k)(z) =
√
n
p
(
V(k)V
∗
(k) − b¯nΛ(k)
)
− zI,
hk = ωk + τkkek.
Where ek is supposed to be a canonical unit p × 1 vector with the k-th element being 1 and all
others 0. Then, notice that Y (z) =
∑p
k=1 ekh
∗
k = Yk(z) + ekh
∗
k, for all k. Thus, Cn = U
∗Y (z)U =
U∗
(∑p
k=1 ekh
∗
k
)
U . Since, (Cn − zI)−1 = −z−1I + z−1Cn(Cn − zI)−1, we have
sn(z) =
1
p
tr(Cn − zI)−1
=
z−1
p
tr
(
Cn(Cn − zI)−1
)− z−1
=
z−1
p
tr
(
p∑
k=1
ekh
∗
k
(√
n
p
(V V ∗ − b¯nΛ)− zI
)−1)
− z−1
=
z−1
p
tr
(
p∑
k=1
ekh
∗
k (Yk(z) + ekh
∗
k)
−1
)
− z−1
=
z−1
p
tr
(
p∑
k=1
ekh
∗
k
(
Y −1k (z)−
Y −1k (z)ekh
∗
kY
−1
k (z)
1 + h∗kY
−1
k (z)ek
))
− z−1
=
z−1
p
p∑
k=1
h∗kY
−1
k (z)ek
1 + h∗kY
−1
k (z)ek
− z−1
= −z
−1
p
p∑
k=1
1
1 + h∗kY
−1
k (z)ek
(3.1)
From the structure of Yk(z), Y(k)(z) and ωk, we observe that
Y −1k (z) =
(
Y(k)(z) + ωke
T
k
)−1
, Y −1(k) (z)ek = −z−1ek, ω∗kek = eTk ωk =
√
n
p
eTk V(k)vk = 0. (3.2)
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For any non-negative definite p×p Hermitian matrix D, define D = UDU∗ = {dij}. Then it follows
that
h∗kY
−1
k (z)Dek = h
∗
k
(
Y −1(k) (z)−
Y −1(k) (z)ωke
T
k Y
−1
(k) (z)
1 + eTk Y
−1
(k) (z)ωk
)
Dek
= h∗k
(
Y −1(k) (z) +
1
z
Y −1(k) (z)ωke
T
k
)
Dek
= h∗kY
−1
(k) (z)Dek +
1
z
h∗kY
−1
(k) (z)ωke
T
kDek
=
1
z
[
dkkω
∗
kY
−1
(k) (z)ωk − τkkdkk
]
+ ω∗kY
−1
(k) (z)Dek
:= I + II. (3.3)
When D = I, the term II in (3.3) equals zero since by (3.2), ω∗kY
−1
(k) (z)ek = −z−1ω∗kek = 0.
Plugging this into (3.1), and using dkk = 1, we get
sn(z) = −1
p
p∑
k=1
1
z − τkk + ω∗kY −1(k) (z)ωk
. (3.4)
Moreover, with the expression given by (3.1) and (3.3), we similarly have
1
p
tr
(
(Cn − zI)−1D
)
=
z−1
p
tr
(
Cn(Cn − zI)−1D
)− z−1
p
tr(D)
=
z−1
p
p∑
k=1
h∗kY
−1
k (z)Dek
1 + h∗kY
−1
k (z)ek
− z
−1
p
tr(D)
=
z−1
p
p∑
k=1
dkkω
∗
kY
−1
(k) (z)ωk − τkkdkk
z − τkk + ω∗kY −1(k) (z)ωk
− z
−1
p
tr(D). (3.5)
Define
βn(z) =
1
p
tr
(
(Cn − zI)−1Ap
)
, z ∈ C+. (3.6)
When D = Ap, so that D = Λ = diag(λ1, λ2, · · · , λp), from (3.5), we get
βn(z) =
z−1
p
tr
(
p∑
k=1
h∗kY
−1
k (z)Λek
1 + h∗kY
−1
k (z)ek
)
− z
−1
p
tr(Λ)
=
z−1
p
p∑
k=1
λkω
∗
kY
−1
(k) (z)ωk − τkkλk
z − τkk + ω∗kY −1(k) (z)ωk
− z
−1
p
p∑
k=1
λk
= −1
p
p∑
k=1
λk
z − τkk + ω∗kY −1(k) (z)ωk
. (3.7)
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In order to derive explicit expressions for sn(z) and βn(z), we still need a further approximation of
ω∗kY
−1
(k) (z)ωk. Indeed,
ω∗kY
−1
(k) (z)ωk =
n
p
v∗kV
∗
(k)Y
−1
(k) (z)V(k)vk
=
λk
p
tr
(
V(k)B
1/2
n x˜kx˜
∗
kB
1/2
n V
∗
(k)Y
−1
(k) (z)
)
=
λk
p
tr
(
V(k)BnV
∗
(k)Y
−1
(k) (z)
)
+ d
(1)
k
=
λk
pn
tr
(
Λ1/2X˜(k)B
2
nX˜
∗
(k)Λ
1/2Y −1(k) (z)
)
+ d
(1)
k
=
λk
pn
∑
i,j 6=k
(√
λiλj x˜
∗
iB
2
nx˜j
)(
Y −1(k) (z)
)
ji
+ d
(1)
k
=
λktr(B
2
n)
pn
∑
i 6=k
(
λi(Y
−1
(k) (z))ii
)
+ d
(2)
k
= b¯2(n)
λk
p
tr
(
Y −1(k) (z)Λ(k)
)
+ d
(2)
k (3.8)
where E(d(1)k ) = 0 and E(d
(2)
k ) = 0. Note that
1
p
tr
(
Y −1(k) (z)Λ(k)
)
≈ 1
p
tr
(
Y −1(z)Λ
)
=
1
p
tr
(
(Cn − zI)−1Ap
)
= βn(z),
which shows that the term ω∗kY
−1
(k) (z)ωk in (3.7) can be approximated by b¯2(n)λkE(βn(z)). Hence
we can derive convenient representations for E(sn(z)) and E(βn(z)) though this approximation and
show that the remainder terms are negligible.
Let
k := b¯2(n)λkE(βn(z))− ω∗kY −1(k) (z)ωk + τkk.
Then, from (3.7) we can write
βn(z) =
1
p
p∑
k=1
λk
−z − b¯2(n)λkE(βn(z)) + k
.
Taking expectation on both sides,
E(βn(z)) =
1
p
p∑
k=1
λk
−z − b¯2(n)λkE(βn(z))
+ δn (3.9)
where
δn = −1
p
p∑
k=1
E
(
λkk(−z − b¯2(n)λkE(βn(z))) (−z − b¯2(n)λkE(βn(z)) + k)
)
. (3.10)
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By (3.9), to show the convergence of the expected Stieltjes transform to β(z) satisfying (2.1), it
suffices to show that δn → 0. Rewrite δn as
δn = −1
p
p∑
k=1
λkE(k)(
z + b¯2(n)λkE(βn(z))
)2
+
1
p
p∑
k=1
E
(
λk
2
k(
z + b¯2(n)λkE(βn(z))
)2 (−z − b¯2(n)λkE(βn(z)) + k)
)
= d1 + d2.
First, by (3.8), the fact that E(d(2)k ) = 0, and (3.2),
|E(k)| = b¯2(n)λk
p
∣∣∣E(tr [(Cn − zI)−1Λ]− Etr [Y −1(k) (z)Λ(k)])∣∣∣
=
b¯2(n)λk
p
∣∣∣E(tr [Y −1(z)Λ]− tr [Y −1(k) (z)(Λ− λkekeTk )])∣∣∣
=
b¯2(n)λk
p
∣∣∣Etr [((Y −1(z)− Y −1(k) (z))Λ]+ λkE(eTk Y −1(k) (z)ek)∣∣∣
≤ b¯2(n)λk
p
E
∣∣∣tr [((Y −1(z)− Y −1(k) (z))Λ]∣∣∣+ b¯2(n)λ2kp|z|
≤ M
p
, (3.11)
which follows from the fact that
1
p
E
∣∣∣tr [((Y −1(z)− Y −1(k) (z))Λ]∣∣∣ ≤ Mp , (3.12)
(see Appendix 6.2) and that (b¯2(n)λ
2
k)/(p|z|) ≤ M/p since maxk |λk| ≤ a0 and b¯2(n) → b¯2 < ∞.
Note that ∣∣z + b¯2(n)λkEβn(z)∣∣ ≥ =(z + b¯2(n)λkEβn(z)) ≥ v + λk b¯2(n)E(=βn(z)) ≥ v.
Thus, combining with (3.11), we conclude that |d1| → 0 as n→∞.
On the other hand,∣∣−z − b¯2(n)λkEβn(z) + k∣∣ = ∣∣∣−z − ω∗kY −1(k) (z)ω + τkk∣∣∣ ≥ =(z + ω∗kY −1(k) (z)ωk) ≥ v.
Hence, to derive d2 → 0, we only need to prove E|k|2 → 0. Let
d3 = E|k − Ek|2
= E
∣∣∣−ω∗kY −1(k) (z)ωk + τkk − Eω∗kY −1(k) (z)ωk∣∣∣2
≤ E
∣∣∣∣−ω∗kY −1(k) (z)ωk + τkk − b¯2(n)λkp tr [Y −1(k) (z)Λ(k)]
∣∣∣∣2
+ E
∣∣∣∣b¯2(n)λkp tr [Y −1(k) (z)Λ(k)]− b¯2(n)λkp Etr [Y −1(k) (z)Λ(k)]
∣∣∣∣2
:= d31 + d32
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where d31 ≤M/p and d32 ≤M/p3/2 (see Appendix 6.3 and 6.4 for details). Then, we can conclude
that E|k|2 → 0 based on the fact that E|k|2 = E|k − E(k)|2 + |E(k)|2.
Repeating the same arguments, we can derive the following equation for E(sn(z)) given by
E(sn(z)) =
1
p
p∑
k=1
1
−z − b¯2λkE(βn(z))
+ δ
′
n (3.13)
where δ
′
n → 0 as n→∞.
3.3 Convergence of sn(z)− E(sn(z))
We proceed to the almost sure convergence of the random parts, i.e., for any z ∈ C+{
sn(z)− E(sn(z)) a.s.−→ 0
βn(z)− E(βn(z)) a.s.−→ 0.
(3.14)
when the entries of Xn are i.i.d. standardized random variables with arbitrary distributions. To
derive above almost sure convergence, we first get a concentration inequality by using the following
lemma (known as McDiarmid’s inequality) and then finish the proof through Borel-Cantelli lemma.
Lemma 3.1. (McDiarmid inequality [12] :) Let X1, X2, · · · , Xm be independent random vec-
tors taking values in X . Suppose that f : X k → R is a function of X1, X2, · · · , Xm satisfying
∀x1, · · · , xm, x′i,
|f(x1, · · · , xi, · · · , xm)− f(x1, · · · , x′i, · · · , xm)| ≤ ci,
Then for all  > 0,
P (|f(x1, · · · , xm)− Ef(x1, · · · , xm)| > ) ≤ 2 exp
(
− 2
2∑m
i=1 c
2
i
)
. (3.15)
Even though Lemma 3.1 is applicable to real-valued functions, we use it to obtain concentration
bounds for sn(z) (respectively, βn(z)) by applying this result separately to the functions <(sn(z))
and =(sn(z)). Thus, we treat Cn a function of Xn. Let the independent rows of Xn (written as
column vectors) be denoted by x∗1, · · · ,x∗p. Let
X(i) = Xn − eie∗iXn = Xn − eix∗i , i = 1, . . . , p.
Thus, X(i) is the p×n matrix obtained by removing the i-th row from Xn and replacing it by zeros.
Define
C(i) =
1√
np
A1/2p X(i)BnX
∗
(i)A
1/2
p −
1√
np
tr(Bn)Ap.
Then,
Cn = C(i) +
1√
np
A1/2p eix
∗
iBnX
∗
(i)A
1/2
p +
1√
np
A1/2p X(i)Bnxie
∗
iA
1/2
p +
1√
np
x∗iBnxiA
1/2
p eie
∗
iA
1/2
p
= C(i) + aiy
∗
i + yia
∗
i + wiaia
∗
i , (3.16)
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where
ai = A
1/2
p ei, yi =
1√
np
A1/2p X(i)Bnxi, wi =
1√
np
x∗iBnxi.
We would like to use McDiarmid’s inequality (Lemma 3.1) to obtain bounds for |sn(z)−E(sn(z))|
and |βn(z) − E(βn(z))|. In this direction, we first obtain an appropriate bound for |p−1tr((Cn −
zI)−1H)−p−1tr((C(i)−zI)−1H)| where H is an arbitrary p×p Hermitian matrix of bounded norm.
H = Ip corresponds to sn(z) and H = Ap corresponds to βn(z). As a first step, observe that we
can write
aiy
∗
i + yia
∗
i = uiu
∗
i − viv∗i , where ui =
1√
2
(ai + yi) and vi =
1√
2
(ai − yi). (3.17)
Next, define D1i = C(i) + uiu
∗
i and D2i = D1i− viv∗i so that D1i = D2i + viv∗i . Then, from (3.16),
we have Cn = D2i + wiaia
∗
i . Therefore,
tr((Cn − zI)−1H)− tr((C(i) − zI)−1H)
=
[
tr((Cn − zI)−1H)− tr((D2i − zI)−1H)
]
+
[
tr((D2i − zI)−1H)− tr((D1i − zI)−1H)
]
+
[
tr((D1i − zI)−1H)− tr((C(i) − zI)−1H)
]
=
wia
∗
i (D2i − zI)−1H(D2i − zI)−1ai
1 + wia∗i (D2i − zI)−1ai
− v
∗
i (D1i − zI)−1H(D1i − zI)−1vi
1 + v∗i (D1i − zI)−1vi
+
u∗i (C(i) − zI)−1H(C(i) − zI)−1ui
1 + u∗i (C(i) − zI)−1ui
. (3.18)
Since wi ≥ 0 and D2i and C(i) are Hermitian matrices, by Lemma 6.1, each of the terms in the last
expression is bounded by ‖ H ‖ /v where v = =(z). Thus, taking H = Ip and H = Ap, respectively,
we have the bounds ∣∣∣∣1ptr((Cn − zI)−1)− 1ptr((C ′n − zI)−1)
∣∣∣∣ ≤ 6pv =: c0,p
and ∣∣∣∣1ptr((Cn − zI)−1Ap)− 1ptr((C ′n − zI)−1Ap)
∣∣∣∣ ≤ 6a0pv =: c1,p,
where C ′n is obtained from Cn by replacing x∗i , the i-th row of X by an independent copy, x
′
i, say,
for any i = 1, . . . , p. Hence by Lemma 3.1, we have for any  > 0,
P(|sn(z)− E(sn(z))| > ) ≤ 4 exp
(
− 2
2
pc20,p
)
= 4 exp
(
−pv
22
18
)
, (3.19)
and
P(|βn(z)− E(βn(z))| > ) ≤ 4 exp
(
− 2
2
pc21,p
)
= 4 exp
(
−pv
22
18a20
)
. (3.20)
Thus, by Borel-Cantelli lemma, sn(z)− E(sn(z)) a.s.−→ 0 and βn(z)− E(βn(z)) a.s.−→ 0 as p→∞.
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3.4 Existence and uniqueness
In this subsection, we prove the existence and uniqueness of a solution to (2.1) and its continuous
dependence on FA. Assuming first that this is established, we show that βn(z)
a.s.−→ β(z) and
sn(z)
a.s.−→ s(z) for all z ∈ C+. Since E(βn(z)) is bounded for z ∈ C+, by considering any subsequence
such that E(βn(z)) converges, from (3.9), using the Dominated Convergence Theorem, we obtain
that E(βn(z)) converges to β(z) satisfying (2.1). Then by the fact that βn(z) − E(βn(z)) a.s.−→ 0,
we establish the first assertion. Again, since E(sn(z)) is bounded and E(βn(z)) → β(z), by the
Dominated Convergence Theorem and using (3.13), E(sn(z)) → s(z), which results in the second
assertion by invoking the fact that sn(z) − E(sn(z)) a.s.−→ 0. Note that this completes the proof of
Theorem 2.1 when the entries of Xn are i.i.d. standard Gaussian.
In order to establish the existence and uniqueness of a solution of (2.1), first use the equation
for β(z) to write
s(z) = −
∫
dFA(a)
z + b¯2aβ(z)
=
∫
dFA(a)
−z + b¯2a
∫ tdFA(t)
z+b¯2tβ(z)
. (3.21)
The two sides of the last equality gives the following equivalent representation of (2.1):
(
β(z) +
∫
adFA(a)
z + b¯2aβ(z)
)∫ b¯2t
(z + b¯2tβ(z))(b¯2t
∫ adFA(a)
z+b¯2aβ(z)
− z)
dFA(t)
 = 0 (3.22)
We will show that if FA is not the degenerate distribution at zero, we have∫
b¯2t
(z + b¯2tβ(z))(b¯2t
∫ adFA(a)
z+b¯2aβ(z)
− z)
dFA(t) 6= 0, (3.23)
so that there is a solution, and that there is a unique β(z) satisfying (3.22). Let β(z) = β1 + iβ2. In
view of establishing the continuous dependence of β(z), and hence s(z), on FA, suppose that there
is another distribution FA
0
, also non-degenerate at zero. And let, β0(z) = β01 + iβ
0
2 ∈ C+ satisfies
β0(z) = −
∫
adFA
0
(a)
z + b¯2aβ0(z)
.
Then we have
β(z)− β0(z) = −
∫
adFA(a)
z + b¯2aβ(z)
+
∫
adFA
0
(a)
z + b¯2aβ0(z)
=
(
β(z)− β0(z)) γ(z) + ∫ a
z − b¯2aβ0(z)
d(FA(a)− FA0(a)) (3.24)
where
γ(z) :=
∫
b¯2a
2dFA(a)
(z + b¯2aβ(z))(z + b¯2aβ0(z))
.
Let
ω(z) =
∫
b¯2a
2∣∣z + b¯2aβ(z)∣∣2dFA(a), ω0(z) =
∫
b¯2a
2∣∣z + b¯2aβ0(z)∣∣2dFA(a),
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τ(z) =
∫
a∣∣z + b¯2aβ(z)∣∣2dFA(a), τ0(z) =
∫
a∣∣z + b¯2aβ0(z)∣∣2dFA(a).
We have
β2 = −=
∫
a(z + aβ(z))∣∣z + b¯2aβ(z)∣∣2dFA(a) =
∫
av + b¯2a
2β2∣∣z + b¯2aβ(z)∣∣2dFA(a) := β2ω(z) + vτ(z) (3.25)
and
β02 =
∫
av + b¯2a
2β02∣∣z + b¯2aβ0(z)∣∣2dFA0(a) := β02ω0(z) + vτ0(z), (3.26)
By Cauchy-Schwarz inequality,
|γ(z)| =
∣∣∣∣∫ b¯2a2dFA(a)(z + aβ(z))(z + aβ0(z))
∣∣∣∣
≤
∫ ∣∣∣∣ b¯2a2(z + aβ(z))2
∣∣∣∣1/2 ∣∣∣∣ b¯2a2(z + aβ0(z))2
∣∣∣∣1/2 dFA(a)
≤
[∫
b¯2a
2dFA(a)
|z + b¯2aβ(z)|2
]1/2 [∫
b¯2a
2dFA(a)
|z + b¯2aβ0(z)|2
]1/2
=
(
β2ω(z)
β2ω(z) + vτ(z)
)1/2( β02ω0(z)
β02ω0(z) + vτ
0(z)
)1/2
< 1.
The last inequality holds is due to the fact that for v > 0,
β2 = β2ω(z) + vτ(z) > β2ω(z)
which implies
ω(z) =
∫
b¯2a
2∣∣z + b¯2aβ(z)∣∣2dFA(a) < 1,
and it also holds that
ω0(z) =
∫
b¯2a
2∣∣z + b¯2aβ0(z)∣∣2dFA(a) < 1. (3.27)
From (3.24) we have
∣∣β(z)− β0(z)∣∣ = 1
1− γ(z)
∣∣∣∣∫ az + b¯2aβ0(z)d(FA(a)− FA0(a))
∣∣∣∣ (3.28)
from which the uniqueness of the solution β(z) follows. If FA
0
is not degenerate at zero, then
the integrand (3.28) is a bounded (and continuous) function of a, which establishes the continuous
dependence of β(z) on FA through the characterization of distributional convergence. To see this,
note that |β0(z)| > 0 implies that for all a > M ,∣∣∣∣ az + b¯2aβ0(z)
∣∣∣∣ = 1|z/a+ b¯2β0(z)| ≤ 1b¯2|β0(z)| − |z|/M
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where M is large enough that the denominator in the last expression is positive. On the other
hand, for 0 ≤ a ≤M , ∣∣∣∣ az + b¯2aβ0(z)
∣∣∣∣ ≤ Mv
since =(β0(z)) = β02 > 0 by (3.26) and (3.27).
Now, to prove (3.23), we write∫ b¯2t
(z + b¯2tβ(z))(b¯2t
∫ adFA(a)
z+b¯2aβ(z)
− z)
dFA(t)
 = ∫ b¯2tg(z)
|z + b¯2tβ(z)|2|b¯2t
∫ adFA(a)
z+b¯2aβ(z)
− z|2
dFA(t)
where
g(z)
:= (z + b¯2tβ(z))(b¯2t
∫
adFA(a)
z + b¯2aβ(z)
− z)
= [u+ b¯2tβ1 − i(v + b¯2tβ2)]
[
b¯2t
∫
a(u+ b¯2aβ1)dF
A(a)
|z + b¯2aβ(z)|2
− u+ i
(
b¯2t
∫
a(v + b¯2aβ2)dF
A(a)
|z + b¯2aβ(z)|2
+ v
)]
=
[
(u+ b¯2tβ1)
(
b¯2t
∫
a(u+ b¯2aβ1)dF
A(a)
|z + b¯2aβ(z)|2
− u
)
+ (v + b¯2tβ2)
(
b¯2t
∫
a(v + b¯2aβ2)dF
A(a)
|z + b¯2aβ(z)|2
+ v
)]
−i
[
(u+ b¯2tβ1)
(
b¯2t
∫
a(v + b¯2aβ2)dF
A(a)
|z + b¯2aβ(z)|2
+ v
)
− (v + b¯2tβ2)
(
b¯2t
∫
a(u+ b¯2aβ1)dF
A(a)
|z + b¯2aβ(z)|2
− u
)]
From the fact that =(tr((Cn − zI)−1Ap)) ≥ 0, we have β2 ≥ 0. Then, if (u+ b¯2tβ1) and(
b¯2t
∫
a(u+ b¯2aβ1)dF
A(a)
|z + b¯2aβ(z)|2
− u
)
are either both nonpositive or both nonnegative, then <g(z) is positive. Else, if these two terms
have opposite signs, the imaginary part of g(z) is non-zero. Therefore (3.23) is established.
Finally, we give the proof of Lemma 2.7 based on the facts given in this subsection.
Proof. By (3.25), taking v = =(z) = 0 (since z = x), we have =β(x) = ω(x)=β(x), which shows
that, =β(x) > 0 if and only if ω(x) = 1. This, together with (2.5), shows that f(x) 6= 0 if and only
if x<β(x) < 0 and ω(x) = 1, i.e., if =β(x) > 0.
3.5 Extension to non-Gaussian settings
In this section, we will prove the Theorem 2.1 for non-Gaussian observations through the Linde-
berg’s replacement strategy (see Chatterjee [6]). As a first step, we perform a truncation, centering
and rescaling of the entries ofXn. Let X˘ij = XijI{|Xij |≤n1/4p} and Xˆij = (X˘ij−E(X˘ij))/
√
Var(X˘ij),
where p is chosen to satisfy p → 0, pp1/4 →∞ and P(|X11| ≥ pp1/4) ≤ p/n. Define
Cˆn :=
√
n
p
(
1
n
A1/2p XˆnBnXˆ
∗
nA
1/2
p −
1
n
tr(Bn)Ap
)
,
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then according to Bai and Yin [3], by applying a rank inequality and the Bernstein’s inequality, we
get
sup
x
∣∣∣FCn(x)− F Cˆn(x)∣∣∣ a.s.−→ 0.
For notational simplicity, the truncated, centered and rescaled variables are henceforth still denoted
by Xij and we henceforth assume that Xij ’s are i.i.d. with |Xij | ≤ n1/4p, E(Xij) = 0, E|Xij |2 = 1
and E|Xij |4 ≤ C for some C <∞.
Define
C˜n =
√
n
p
(
1
n
A1/2p WnBnW
∗
nA
1/2
p −
tr(Bn)
n
Ap
)
,
where the entries of W = (Wij)p×n are i.i.d Gaussian random variables with E(W11) = 0 and
E(|W11|2) = 1. Suppose Wij are independent of Xij defined in Theorem 2.1. The key step is to
estimate the difference of
E
(
1
p
tr(Cn − zI)−1
)
− E
(
1
p
tr(C˜n − zI)−1
)
(3.29)
and to show that it converges to 0 as n, p→∞. In fact, the Gaussianity of Wij is not used in the
proof, only moment conditions on Wij are required. To apply the Lindeberg principle, we denote
X11, · · · , X1n, X2n, · · · , Xpn by Y1, · · · , Ypn,
and
W11, · · · ,W1n,W2n, · · · ,Wpn by Y˜1, · · · , Y˜pn.
Let m = m(n) = pn, for each 1 ≤ i ≤ m, define
Zi = (Y1, · · · , Yi−1, Yi, Y˜i+1, · · · , Y˜m)
and
Z0i = (Y1, · · · , Yi−1, 0, Y˜i+1, · · · , Y˜m).
Suppose that f : Rm → C+ is defined as f(y) = p−1tr(C(y)−zI)−1 where C(y) = n−1A1/2p YBnY∗A1/2p ,
where the p×n matrix Y is obtained by converting the m×1 vector y. Then f(Zm) = p−1tr(Cn−
zI)−1 and f(Z0) = p−1tr(C˜n − zI)−1. So we rewrite the difference as
E
[
1
p
tr(Cn − zI)−1
]
− E
[
1
p
tr(C˜n − zI)−1
]
=
m∑
i=1
E [f(Zi)− f(Zi−1)] . (3.30)
Since f is thrice continuously differentiable, a third order Taylor expansion yields:
f(Zi) = f(Z
0
i ) + Yi∂if(Z
0
i ) +
1
2
Y 2i ∂
2
i f(Z
0
i ) +
1
2
Y 3i
∫ 1
0
(1− t)2∂3i f(Z(1)i (t))dt (3.31)
and
f(Zi−1) = f(Z0i ) + Y˜i∂if(Z
0
i ) +
1
2
Y˜ 2i ∂
2
i f(Z
0
i ) +
1
2
Y˜ 3i
∫ 1
0
(1− t)2∂3i f(Z(2)i−1(t))dt (3.32)
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where ∂ri denotes the r-fold partial derivative (r = 1, 2, 3) with respect to the i-th coordinate and
Z
(1)
i (t) = (Y1, · · · , Yi−1, tYi, Y˜i+1, · · · , Y˜m),
and
Z
(2)
i−1(t) = (Y1, · · · , Yi−1, tY˜i, Y˜i+1, · · · , Y˜m).
Since both Yi and Y˜i have zero mean and unit variance and are independent of Z
0
i , the expectation
of first order and second order terms in (3.31) and (3.32) are zero. Thus (3.30) becomes
m∑
i=1
E [f(Zi)− f(Zi−1)] = 1
2
m∑
i=1
E
[
Y 3i
∫ 1
0
(1− t)2∂3i f
(
Z
(1)
i (t)
)
dt− Y˜ 3i
∫ 1
0
(1− t)2∂3i f
(
Z
(2)
i−1(t)
)
dt
]
.
In the following, to avoid complicated notations, unless otherwise specified, we will use the
notation Xij to mean either Xij or Wij since their role will be only in terms of providing bounds
for the expected values of the remainder terms in the expansion above. Xn will be used to denote
a matrix containing the corresponding mixed terms. The properties of these random variables that
we will use are that they are independent, have zero mean and unit variance, and are sub-Gaussian
(bounded in case of Xij ’s). Accordingly, let Gn = Gn(z) := (Cn− zI)−1. To derive a bound for the
terms involving ∂3i f
(
Z
(k)
i (t)
)
, k = 1, 2, we need a bound on p−1tr
[
∂3Gn
∂X3ij
]
. Since ∂Gn∂Xij = − ∂Cn∂XijG2n,
we get
1
p
tr
[
∂3Gn
∂X3ij
]
=
6
p
tr
[
∂Cn
∂Xij
Gn
∂2Cn
∂X2ij
G2n
]
− 6
p
tr
[
∂Cn
∂Xij
Gn
∂Cn
∂Xij
Gn
∂Cn
∂Xij
G2n
]
. (3.33)
where
∂Cn
∂Xij
=
1√
np
(
A1/2p XnBne˜je
T
i A
1/2
p +A
1/2
p eie˜
T
j BnX
∗
nA
1/2
p
)
and
∂2Cn
∂X2ij
=
2√
np
bjjA
1/2
p eie
T
i A
1/2
p ,
∂3Cn
∂X3ij
= 0,
in which ei is a p× 1 unit vector and e˜i is a n× 1 unit vector.
Let rj := A
1/2
p XnBne˜j and ξi := A
1/2
p ei. The first term in (3.33) becomes
6
p
tr
[
∂Cn
∂Xij
Gn
∂2Cn
∂X2ij
G2n
]
=
12bjj
np2
[
ξ∗iG
2
nξiξ
∗
iGnrj
]
+
12bjj
np2
[
r∗jGnξiξ
∗
iG
2
nξi
]
:= η1(n) + η2(n) (3.34)
and the second term in (3.33) becomes
1
p
tr
[
∂Cn
∂Xij
Gn
∂Cn
∂Xij
Gn
∂Cn
∂Xij
G2n
]
=
1
n3/2p5/2
tr
[
(rjξ
∗
i + ξir
∗
j )Gn(rjξ
∗
i + ξir
∗
j )Gn(rjξ
∗
i + ξir
∗
j )G
2
n
]
:= 2η3(n) + 2η4(n) + 2η5(n) + 2η6(n)
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where
η3(n) =
1
n3/2p5/2
[
(r∗jGnξi)
2r∗jG
2
nξi
]
(3.35)
η4(n) =
1
n3/2p5/2
[
r∗jGnξir
∗
jGnrjξ
∗
iG
2
nξi
]
(3.36)
η5(n) =
1
n3/2p5/2
[
r∗jGnrjξ
∗
iGnξir
∗
jG
2
nξi
]
(3.37)
η6(n) =
1
n3/2p5/2
[
ξ∗iGnξir
∗
jGnξir
∗
jG
2
nrj
]
. (3.38)
To complete the proof, we need the following lemma whose proof is given in the Appendix.
Lemma 3.2. For any positive number k ≥ 1,
E‖rj‖2k ≤ Ckpk (3.39)
for some positive constant Ck.
To estimate (3.30), we need to find appropriate bounds for E
∣∣∣Y 3i ∂3i f (Z(1)i (t))∣∣∣ and E ∣∣∣Y˜ 3i ∂3i f (Z(2)i (t))∣∣∣.
Note that for k = 1, 2,
|ηk(n)| ≤ 12b0
np2
(a0
v
)3 ‖rj‖. (3.40)
Applying Ho¨lder’s inequality and (3.40) Lemma 3.2 gives, for k = 1, 2,
E
[∣∣X3ijηk(n)∣∣] ≤ Mnp2 [E|Xij |4]3/4 [E‖rj‖4]1/4 ≤ Mnp3/2 .
For k = 3, 4, 5, 6 we have
|ηk(n)| ≤ 1
n3/2p5/2
(a0
v
)3 ‖rj‖3. (3.41)
Since |Xij | ≤ n1/4p and (3.41), by using Cauchy-Schwarz inequality and Lemma 3.2 we have
E
[|X3ijη3(n)|] ≤ Mn3/2p5/2E [|Xij |3‖rj‖3]
≤ M
n3/2p5/2
[(
E|Xij |6
)1/2 (E‖rj‖6)1/2]
≤ M
n3/2p
[
E|Xij |4
]1/2
n1/4p
≤ Mp
n5/4p
.
Therefore, by applying (3.41) and Lemma 3.2, it also holds for k = 4, 5, 6 that E
[
|X3ijηk(n)|
]
=
O(pn
−5/4p−1). If instead of Xij the terms involved were Wij , we could simply use the fact that all
moments of Wij are finite to reach the same conclusion. Thus, combining the bounds, (3.30) can
be bounded by
m∑
i=1
∫ 1
0
(1− t)2
[
E
∣∣∣Y 3i ∂3i f (Z(1)i (t))∣∣∣+ E ∣∣∣Y˜ 3i ∂3i f (Z(2)i−1(t))∣∣∣] dt ≤M max{n−1/4p, p−1/2} → 0.
This completes the proof of Theorem 2.1.
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4 Proof of Theorem 2.8
Without loss of generality, we can take
A1/2p =

√
α1Ip1 0 · · · 0
0
√
α2Ip2 · · · 0
· · · · · ·
0 0 · · · √αmIpm
V ∗ =

√
α1V
∗
1√
α2V
∗
2
· · ·√
αmV
∗
m
 , (4.1)
for α1 ≥ α2 · · · ≥ αm, where V = [V1 : · · · : Vm] is a p × p unitary matrix where Vj is a p × pj
matrix, so that V ∗j Vj = Ipj for j = 1, . . . ,m and V
∗
j Vk = 0pj×pk for 1 ≤ j 6= k ≤ m. Thus, the data
matrix Yn can be expressed as
Yn = A
1/2
p XnB
1/2
n =

√
α1V
∗
1 XnB
1/2
n
· · ·√
αmV
∗
mXnB
1/2
n
 =
Y1·
Ym
 . (4.2)
Assume that Bn is a n × n matrix such that b¯n := n−1tr(Bn) → 1. Then the sample covariance
matrix Sn = n
−1YnY ∗n with mean b¯nAp can be expressed as
Sn =
S11 · · · S1m... . . . ...
Sm1 · · · Smm
 (4.3)
As a first step, we define the following renormalized matrix
Dn :=
√
n
p
(D(Sn)− b¯nAp) where D(Sn) =
S11 · · · 0... . . . ...
0 · · · Smm
 ; (4.4)
and
En :=
√
n
p
(λ(Sn)− b¯nAp); λ(Sn) = diag(λ1(Sn), · · · , λp(Sn)), (4.5)
where λj(C) denotes the j-th largest eigenvalue of the Hermitian matrix C. The ESD of Dn con-
verges weakly almost surely to a nonrandom distribution F , where F (x) =
∑m
j=1 cjFsc(x;
√
b¯2cjαj),
where cj = pj/p. This is established by observing that the Stieltjes transform of Dn can be ex-
pressed as
1
p
tr((
√
n
p
(D(Sn)− b¯nAp)− zIp)−1) =
m∑
j=1
cj
1
pj
tr((
√
cjαj
√
n
pj
(Sjj/αj − b¯nIpj )− zIp)−1),
and then applying the result in Remark 2.4 to the terms on the RHS. Thus, in order to complete
the proof, we only need to show that the ESD of Dn and En are almost surely equivalent. To this
end, we need the following proposition.
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Proposition 4.1. Suppose that the data matrix Yn = A
1/2
p XnB
1/2
n , where Ap is defined in (4.1),
Bn is a n × n matrix satisfying limn→∞ n−1tr(Bn) = 1. Let Dn =
√
n/p(D(Sn) − b¯nAp) and
En =
√
n/p(λ(S)− b¯nAp). Then,
L(FDn , FEn)
a.s.−→ 0, (4.6)
where L(FDn , FEn) denotes the Le´vy distance between the ESDs of Dn and En.
Proof. The first step towards proving Proposition 4.1 is to obtain a bound on L(FDn , FEn) in
terms of the differences between eigenvalues of Dn and En. Observe first that the eigenvalues of
En (not necessarily ordered) are given by νi =
√
n/p(λi(Sn)−γi), where γi denotes the i-th largest
eigenvalue of b¯nAp. This means in particular that
γ∑j−1
k=1 pk+l
= b¯nαj , l = 1, . . . , pj , j = 1, . . . ,m.
Next, since Dn is a block diagonal matrix with diagonal blocks Sjj − b¯nαjIpj , whose eigenvalues
are given by λk(Sjj) − b¯nαj , and since p/n → 0 implies that max1≤k≤pj |λk(Sjj) − b¯nαj | → 0
a.s., it follows that for large enough n, almost surely, the eigenvalues of Dn are given by µi =√
n/p(λi(D(Sn)) − γi), where γi’s are as defined above. Thus, applying Lemma 6.4, we obtain
that, for large enough n, almost surely,
L2(FDn , FEn) ≤ 1
p
p∑
i=1
|µi − νi|
=
1
p
p∑
i=1
√
n/p|λi(D(Sn))− λi(Sn)|. (4.7)
From (4.7), it is clear that in order to establish (4.6) it suffices to show that
max
1≤i≤p
√
n
p
|λi(D(Sn))− λi(Sn)| a.s.−→ 0. (4.8)
We prove (4.8) for m = 2. The result for general m follows by a slight modification of the
argument and using a finite induction. In the following, we use the notation ξn = Oa.s.(cn) to mean
that ξn/cn is almost surely bounded for large enough n. We need the following well-known result.
Lemma 4.2. (Wielandt’s Inequality in Eaton and Tyler [8]) Consider a Hermitian matrix
A =
(
B C
C∗ D
)
,
where A is p × p and B is q × q and D is r × r. Let ρ2(C) denote the largest eigenvalue of CC∗
and let α1 ≥ · · · ≥ αp; β1 ≥ · · · ≥ βq and δ1 ≥ · · · ≥ δr denote the ordered eigenvalues of A, B and
D respectively. If βq > δ1, then
0 ≤ αj − βj ≤ ρ2(C)/(βj − δ1) j = 1, · · · , q (4.9)
and
0 ≤ δr−i − αp−i ≤ ρ2(C)/(βq − δr−i) i = 1, · · · , r − 1. (4.10)
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When m = 2, we have
Sn =
(
S11 S12
S21 S22
)
and D(Sn) =
(
S11 0
0 S22
)
.
Note that since α1 > α2 and ‖ Sjj − b¯nαjIpj ‖→ 0 a.s., for j = 1, 2, for large enough n we
have, λp1(S11) > λ1(S22), almost surely. Thus, applying Lemma 4.2 to λi(Sn) − λi(D(Sn)) for
i = 1, 2 · · · p1, we have
λi(Sn)− λi(D(Sn)) = λi(Sn)− λi(S11) ≤ ‖S12‖
2
λp1(S11)− λ1(S22)
. (4.11)
On the other hand, for i = 1, · · · p2 − 1, we have
λp−i(D(Sn))− λp−i(Sn) = λp2−i(S22)− λp−i(Sn) ≤
‖S12‖2
λp1(S11)− λ1(S22)
. (4.12)
Since λp1(S11)
a.s.−→ α1 and λ1(S22) a.s.−→ α2, we have for j = 1, · · · p,
|λj(Sn)− λj(D(Sn))| ≤
(
1
α1 − α2 +Oa.s(1)
)
‖S12‖2 (4.13)
We will show that
‖S12‖2 = Oa.s.(p/n), (4.14)
which implies (4.8).
Showing (4.14) is equivalent to showing that ‖S21‖ = Oa.s.(
√
p/n). Observe that, we can write
X∗n = [X∗1 : X∗2 ] where Xj is pj × n. Also V ∗j = [V ∗j1 : V ∗j2], for j = 1, 2, where V11 is p1 × p1, V12 is
p2 × p1, V21 is p1 × p2 and V22 is p2 × p2 matrix. Then,
S21 :=
1
n
Y2Y
∗
1 =
√
α1α2
1
n
V ∗2 XnBnX
∗
nV1
=
√
α1α2
1
n
(V ∗21X1 + V
∗
22X2)Bn(X
∗
1V11 +X
∗
2V12)
=
√
α1α2
(
1
n
V ∗22X2BnX
∗
1V11 +
1
n
V ∗21X1BnX
∗
2V12
)
+
√
α1α2
(
1
n
V ∗21X1BnX
∗
1V11 +
1
n
V ∗22X2BnX
∗
2V12
)
=
√
α1α2
(
1
n
V ∗22X2BnX
∗
1V11 +
1
n
V ∗21X1BnX
∗
2V12
)
+
√
α1α2V
∗
21
(
1
n
X1BnX
∗
1 −
tr(Bn)
n
Ip1
)
V11
+
√
α1α2V
∗
22
(
1
n
X2BnX
∗
2 −
tr(Bn)
n
Ip2
)
V12, (4.15)
= (I + II) + III + IV (4.16)
where the last step follows from the fact that 0 = V ∗2 V1 = V ∗21V11 + V ∗22V12.
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We first show that ‖III‖ = Oa.s.(
√
p/n). Note that by Lemma 5.3 in Vershynin [30],
‖III‖ = √α1α2‖V ∗21
(
1
n
X1BnX
∗
1 −
tr(Bn)
n
Ip1
)
V11‖
≤ √α1α2‖ 1
n
X1BnX
∗
1 −
tr(Bn)
n
Ip1‖
= sup
a∈Sp1−1
∣∣∣∣a∗( 1nX1BnX∗1 − tr(Bn)n Ip1
)
a
∣∣∣∣
≤ (1− )−1 max
a∈N(Sp1−1)
∣∣∣∣ 1na∗X1BnX∗1a− tr(Bn)n
∣∣∣∣ , (4.17)
where N(Sp1−1) is an -net covering the sphere Sp1−1 with the cardinality |N| ≤ (1 + 2/)p1 . We
need to show that, for any η > 0, ∃Cη > 0 such that
P
(
max
a∈N(Sp1−1)
∣∣∣∣ 1na∗X1BnX∗1a− tr(Bn)n
∣∣∣∣ > Cη√ pn
)
≤ exp{−ηp}. (4.18)
To this end, we need the following lemma on the concentration of quadratic forms of sub-Gaussian
random variables.
Lemma 4.3. (Hanson-Wright Inequality Theorem 1.1 in Rudelson and Vershynin[25]) Let X =
(X1, X2, · · · , Xn) ∈ Rn be a random vector with independent components Xi which satisfy EXi = 0
and ‖Xi‖ψ2 ≤ K, where ‖ · ‖ψ2 denotes the sub-Gaussian norm defined by ‖ Xi ‖ψ2= supq≥1 q−1/2(E|Xi|q)1/q.
Let A be an n× n matrix, then for every t ≥ 0
P
(|XTAX − EXTAX| > t) ≤ 2 exp{−cmin( t2
K4‖A‖2HS
,
t
K2‖A‖
)}
(4.19)
This lemma applies to both real and complex-valued entries. In order to apply this result to
our setting, we need the vector X to be ya = X
∗
1a for any a = (a1, · · · , an) ∈ Sn−1 and ensure
that there is a uniform finite bound on ‖ ya,i ‖ψ2 that does not depend on either a or i. For
simplicity, we only provide the details for the case when Xn is real. Thus, let ya := X
T
1 a where
a = (a1, · · · , an) ∈ Sn−1. Then ya has has i.i.d. sub-Gaussian entries with zero mean, unit variance
and scale parameter σ. By Lemma 5.5 of Vershynin [30], a random variable is sub-Gaussian if and
only if its sub-Gaussian norm is finite and the sub-Gaussian norm is a constant multiple of the
scale parameter σ. The sub-Gaussian norm for each entry ya,i = u
T
i a, where ui is i-th column of
X1, is given by
‖ya,i‖ψ2 = sup
q≥1
q−1/2 (E|ya,i|q)1/q .
By definition of sub-gaussian random vector and Lemma 5.24 in Vershynin [30], we have for an
absolute constant C,
‖ui‖ψ2 = sup
a∈Sn−1
‖uTi a‖ψ2 ≤ C max
1≤j≤n
‖uij‖ψ2 = C‖u11‖ψ2 := K.
Thus,
‖ya,i‖ψ2 = ‖uTi a‖ ≤ ‖ui‖ψ2 ≤ K,
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and the latter bound does not depend on a or i. Thus, applying Lemma 4.3, we can derive that
for any η := η(K, b¯2), there exists Cη > 0 and N,η > 0 such that for n > N,η
P
(∣∣∣∣ 1ny∗aBnya − 1ntr(Bn)
∣∣∣∣ > Cη(K)√ pn
)
≤ 2 exp
{
− cp
K4tr(B2n)/n
}
≤ 2 exp {−ηp} .
This proves (4.18). Thus, by Borel-Cantelli lemma and (4.17), we have ‖III‖ = Oa.s.(
√
p/n).
Similarly, ‖IV ‖ = Oa.s.(
√
p/n).
Next, we show that ‖I‖ = Oa.s.(
√
p/n). Note that, since V ∗j Vj = Ipj for j = 1, 2, we have
‖ Vjk ‖≤ 1 for 1 ≤ j, k ≤ 2, and hence
‖I‖ = √α1α2‖V ∗22X2BnX∗1V11‖ ≤
√
α1α2‖ 1
n
X1BnX
∗
2‖.
Let U12 =
1
nX1BnX
∗
2 . We will prove that ‖U12U∗12‖ = ‖ 1nX1Bn 1n(X∗2X2)BnX∗1‖ = Oa.s.(p/n).
Accordingly, define D˜ = n−1BnX∗2X2Bn, and note that D˜ has the same p2 non-zero eigenvalues as
n−1X2B2nX∗2 as well as (n−p2) zero eigenvalues. Let D˜ := QΛ˜Q∗ denote the spectral decomposition
of D˜ where Q is n × p2 and Λ˜ is a p2 × p2 diagonal matrix. Define X˜1 = X1Q and observe that
the rows of X˜1 are i.i.d. and sub-Gaussian conditionally on X2. Also note that if x
∗
j and x˜
∗
j denote
the j-th row of X1 and X˜1, respectively, then x˜j = Q
∗xj , so that E(x˜j x˜∗j |X2) = Q∗E(xjx∗j )Q = Ip2 ,
which shows that rows of X˜1 are isotropic random vectors conditionally on X2. In addition,
‖ U12U∗12 ‖=‖
1
n
X˜1Λ˜X˜
∗
1 ‖≤
p2
n
‖ 1
p2
X˜1X˜
∗
1 ‖‖ Λ˜ ‖ .
Then by Lemma 5.9 and Theorem 5.39 in Vershynin [30], applied to the matrix p
−1/2
2 X˜1, and
the fact that the entries of the diagonal matrix Λ˜ are bounded by ‖ Bn ‖2‖ n−1X2X2 ‖ which is
a.s. finite (again, by Theorem 5.39 in Vershynin [30]), from the above display we conclude that
‖ U12U∗12 ‖= Oa.s.(p/n). Hence, ‖I‖ = Oa.s.(
√
p/n) and similarly, ‖II‖ = Oa.s.(
√
p/n). So we
finish the proof of Proposition 4.1 for m = 2 case.
We now give a brief outline of the induction argument. Suppose that α1 > · · · > αm ≥ 0 and
(4.8) holds for m = M − 1. We want to establish that the same holds when m = M . Accordingly,
we write Sn as
Sn =
(
S˜M−1,M−1 S˜M−1,M
S˜∗M−1,M SMM
)
and define D˜(Sn) =
(
S˜M−1,M−1 0
0 SMM
)
,
where S˜M−1,M−1 is the (p− pM )× (p− pM ) principal submatrix of Sn, S˜M−1,M is (p− pM )× pM
and SMM is pM × pM . The proof follows by first showing that
max
1≤i≤p
√
n
p
|λi(D˜(Sn))− λi(Sn)| a.s.−→ 0,
through proving that ‖ S˜M−1,M ‖2= Oa.s.(p/n), which requires a minor modification of the argu-
ment for showing (4.14), and then applying the induction hypothesis. The details are omitted.
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5 Simulation
In this section we carry out a simulation study to:
(i) demonstrate the convergence of the ESD of Cn to the limiting distribution by considering
different combinations of (p, n);
(ii) to illustrate the performance of the test based on the statistic Ln proposed in Section 2.3
by considering a specific null H0 : A = A0;B = B0 versus a specific simple alternative
H1 : A = A1;B = B1.
We numerically investigate the convergence of the ESD of Cn =
√
n/p(n−1YnY ∗n − n−1tr(B0)A0)
to the LSD under H0, viz. F
A0,B0 . Note that, under H0, Yn = A
1/2
0 XnB
1/2
0 , while under H1,
Yn = A
1/2
1 XnB
1/2
1 . We specifically assume that
A0 = diag(1 · · · 1︸ ︷︷ ︸
p/3
, 2 · · · 2︸ ︷︷ ︸
p/3
, 3 · · · 3︸ ︷︷ ︸
p/3
), B0 = In, (5.1)
and
A1 = diag(1.5 · · · 1.5︸ ︷︷ ︸
p/3
, 2 · · · 2︸ ︷︷ ︸
p/3
, 2.5 · · · 2.5︸ ︷︷ ︸
p/3
); B1 = In. (5.2)
Since Bn only influences the scale of the spectrum through the factor n
−1tr(B2n), for ease of com-
parison we take B0 = B1 = In.
First, to empirically investigate the rate of convergence of the ESD to the LSD, we simulate
data under H0 and plot the relative frequency histogram of eigenvalues of Cn together with the
density of the LSD FA0,B0 , denoted by f0. As indicated in Section 2.4, this involves solving the
following equation for β(x):
18β(x)4 + 33xβ(x)3 + (18x2 + 18)β(x)2 + (3x3 + 22x)β(x) + 6x+ 2 = 0. (5.3)
The histograms for five different combinations of (p, n) are shown in Figure 2. As we can see,
with increasing values of p and n such that p/n becomes smaller, the histograms closely match the
smooth curve representing the density f0 of the LSD.
In addition to the graphical comparison, we also compute the value of the statistic Ln defined
in (2.8), which measures the discrepancy between the ESD of Cn (when the data follow H0) and
the LSD FA0,B0 . We make a three-way comparison, namely, (i) fixing p and letting n increase; (ii)
fixing p and letting n increase; and (iii) allowing both p and n increase such that p/n → 0. The
third scenario connects directly to the theory developed in this paper. The values of the means and
standard deviations of the statistic Ln based on 100 replicates for each of the (p, n) combinations
are reported in Table 1.
• Fix p, increase n: Along the rows of Table 1, i.e., for a fixed p, as n → ∞, the matrix Cn
converges in distribution to a matrix of the form Gp = p
−1/2√b¯2A1/2p WpA1/2p where Wp is a
p× p (real or complex) Wigner matrix, and so the ESD of Cn converges to that of Gp which
is different from FA0,B0 . As can be seen from Table 1, that along the rows, with increasing
n, the mean value of Ln stabilizes to a nonzero value due to the fact that the LSD of F
Cn is
a limit distribution that is different from FA0,B0 .
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• Fix n, increase p: This comparison relates to the columns of Table 1. The limiting behavior
of FCn under this setting is unclear and is beyond the scope of this paper. However, for any
given n, for large enough p, the ESD of Cn will be quite different from F
A0,B0 .
• p, n both increase such that p/n → 0: This is the setting studied in this paper. For this
comparison, we focus on the main diagonal of Table 1 Under this setting, FCn converges to
FA0,B0 almost surely. The mean and ±2 standard deviation bars are depicted in Figure 1,
with p/n taking values 33/1000, 66/3300, 99/10000, 201/40000 and 600/240000, respectively.
We observe that both the mean and standard deviation of Ln decrease to zero as p/n decreases
to zero. This observation is consistent with the comparison of the histograms of eigenvalues
of Cn for the same combinations of (p, n) as depicted in Figure 2.
Table 1: Mean and standard deviations (within parentheses) of Ln under H0.
n 1000 3300 10000 40000 240000
p
33 0.0050 0.0044 0.0042 0.0037 0.0041
(0.0021) (0.0020) (0.0018) (0.0015) (0.0017)
66 0.0033 0.0018 0.0013 0.0011 0.0011
(8.9903e-4) (6.1469e-4) (4.5269e-4) (3.4770e-4) (3.7956e-4)
99 0.0037 0.0015 8.3441e-4 6.5708e-4 5.6750e-4
(8.0365e-4) (4.2526e-4) (2.2154e-4) (2.6689e-4) (2.0820e-4)
201 0.0065 0.0020 8.1588e-4 3.0589e-4 1.7812e-4
(5.0315e-4) (2.7464e-4) (1.7132e-4) (8.0617e-5) (6.2289e-5)
600 0.0193 0.0058 0.0019 4.9400e-4 1.0062e-4
(2.7617e-4) (1.4565e-4) (8.4915e-5) (3.9138e-5) (1.7237e-5)
Next, we show the performance of the test for H0 : A = A0;B = B0 versus H1 : A = A1;B =
B1 based on the test statistic of Ln, where Aj and Bj , j = 0, 1 are defined in (5.1) and (5.2).
Rather than performing the test at a specific level of significance, we compute the quantiles of
the distribution of Ln under H0 and H1 corresponding to a given set of probabilities. In order to
evaluate the quantiles empirically, we simulate 500 replicates for each setting. The quantiles of the
test statistics Ln under H1 are plotted against those under H0 in Figure 3. Since the points lie
well above the 45o line, it shows that the test is able to reject the null hypothesis at any reasonable
level of significance when the data are generated under the alternative.
The numerical values of the quantiles of the distribution of Ln under H0 and H1 are given in
Table 2. It shows that especially for p = 201; n = 40000 setting, the effective supports of the
distributions of the test statistic are essentially separated under H0 and H1, indicating that the
test is able to clearly discriminate between the two hypotheses.
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Figure 1: Mean ± 2 × standard deviation of Ln under different p/n ratios.
30
Figure 2: Histogram of the eigenvalues under five different combinations of (p, n).
31
Figure 3: QQ plot of the test statistic Ln under H0 versus under H1. Left panel: p = 66, n = 3300;
right panel : p = 201, n = 40000.
Table 2: Quantiles of Ln under H0 and H1 for (p, n) = (66, 3300) and (201, 40000).
(66,3300) (201,40000)
Probability H0 H1 H0 H1
0.01 0.0008 0.0015 1.506e-4 0.0012
0.02 0.0009 0.0017 1.601e-4 0.0013
0.05 0.0010 0.0019 1.871e-4 0.0014
0.1 0.0011 0.0023 2.040e-4 0.0014
0.2 0.0013 0.0026 2.309e-4 0.0015
0.3 0.0014 0.0028 2.491e-4 0.0016
0.4 0.0015 0.0030 2.716e-4 0.0016
0.5 0.0017 0.0033 2.872e-4 0.0017
0.6 0.0019 0.0035 3.151e-4 0.0018
0.7 0.0021 0.0037 3.438e-4 0.0018
0.8 0.0023 0.0041 3.835e-4 0.0019
0.9 0.0027 0.0045 4.345e-4 0.0020
0.95 0.0030 0.0049 4.664e-4 0.0021
0.98 0.0036 0.0053 5.033e-4 0.0022
0.99 0.0039 0.0061 5.343e-4 0.0023
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6 Appendix
6.1 Auxiliary lemmas
Lemma 6.1. (Lemma 2.6 of Silverstein and Bai [26]): Let z ∈ C+ with v = =(z). Let D and F
be n× n matrices with D Hermitian, and let r ∈ Cn. Then,∣∣tr (((D − zI)−1 − (D + rr∗ − zI)−1)F )∣∣ = ∣∣∣∣r∗(D − zI)−1F (D − zI)−1r1 + r∗(D − zI)−1r
∣∣∣∣ ≤ ‖ F ‖v .
Lemma 6.2. (Burkho¨lder’s Inequality): Let {Xk} be a complex martingale difference sequence with
respect to the increasing σ-field {Fk}. Then for p > 1,
E
∣∣∣∑Xk∣∣∣p ≤ KpE(∑ |Xk|2)p/2 .
Lemma 6.3. (Lemma 8.10 of Silverstein and Bai [26]): Let A = (aij) be an n × n non-random
matrix and X = (x1, · · · , xn)′ be random vector of independent entries. Assume that Exi = 0,
E|xi|2 = 1 and E|xj |l ≤ νl. Then for any q ≥ 2,
E|X∗AX − tr(A)|q ≤ Cq/2
(
ν2qtr(AA
∗)q/2 + (ν4tr(AA∗)q/2)
)
where Cq is a constant depending on p only.
The following lemma is a consequence of Theorem A.38 and Remark A.39 in Bai and Silverstein
[1].
Lemma 6.4. Let {λk}nk=1 and {δk}nk=1 be two sets of real and let their empirical distributions be
denoted by F and G, respectively. Then, for any α > 0,
Lα+1(F,G) ≤ min
pi
1
n
n∑
k=1
|λk − δpi(k)|α, (6.1)
where the minimum is taken over all permutation pi of the indices {1, . . . , n}, and L(F,G) denotes
the Le´vy distance between the distributions F and G.
Lemma 6.5. (Bernstein’s inequality): Let X1, · · · , XN be independent centered sub-exponential
random variables, and K = maxi ‖Xi‖ψ1 where ‖X‖ψ1 = supp≥1 p−1 (E|X|p)1/p . Then for every
a = (a1, · · · , aN ) ∈ RN and every t ≥ 0, we have
P
(∣∣∣∣∣
N∑
i=1
aiXi
∣∣∣∣∣ > t
)
≤ 2 exp
{
−cmin
(
t2
K2‖a‖22
,
t
K‖a‖∞
)}
Lemma 6.6. (Corollary 5.17 in Vershynin [30]): Let X1, · · · , XN be independent centered sub-
exponential random variables, and let K = maxi ‖Xi‖ψ1 where ‖X‖ψ1 = supp≥1 p−1 (E|X|p)1/p .
Then for every  ≥ 0, we have
P
(∣∣∣∣∣
N∑
i=1
Xi
∣∣∣∣∣ ≥ N
)
≤ 2 exp
{
−cmin
(
2
K2
,

K
)
N
}
where c > 0 is an absolute constant.
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Lemma 6.7. (Hoeffding’s inequality : Proposition 5.10 in Vershynin [30]): Let X1, · · · , XN be
independent centered sub-gaussian random variables, and let K = maxi ‖Xi‖ψ2 where ‖X‖ψ2 =
supp≥1 p−1/2 (E|X|p)1/p . THen for every a = (a1, · · · , aN ) ∈ RN and every t ≥ 0, we have
P
(∣∣∣∣∣
N∑
i=1
aiXi
∣∣∣∣∣ ≥ t
)
≤ e · exp
{
− ct
2
K2‖a‖22
}
where c > 0 is an absolute constant.
6.2 Bound on d1 : proof of (3.12)
This is a direct application of the strategy shown in Section 3.3. We will show that d1 =
1
pE
∣∣∣tr [(Y −1(z)− Y −1(k) (z))Λ]∣∣∣ ≤M/p. To this end, we repeat the computation in (3.18). Since
Y (z) =
√
n
p
(V V ∗ − b¯nΛ) = Y(k)(z) + ωke∗k + ekωk + τkkeke∗k. (6.2)
Let ωke
∗
k + ekωk = uku
∗
k − vkv∗k, where uk = 2−1/2(ek + ωk) and vk = 2−1/2(ek − ωk). Also, define
D1k = Y(k) + uku
∗
k and D2k = D1k − vkv∗k so that D1k = D2k + vkv∗k. Then from (6.2) we have
Y (z) = D2k + τkkeke
∗
k. Therefore,
tr
[(
Y −1(z)− Y −1(k) (z)
)
Λ
]
= tr
[(
Y −1(z)− (D2k − zI)−1
)
Λ
]
+ tr
[(
(D2k − zI)−1 − (D1k − zI)−1
)
Λ
]
+ tr
[(
(D1k − zI)−1 − Y −1(k) (z)
)
Λ
]
=
τkke
∗
k(D2k − zI)−1Λ(D2k − zI)−1ek
1 + τkke
∗
k(D2k − zI)−1ek
+
v∗k(D1k − zI)−1Λ(D2k − zI)−1vk
1 + v∗k(D1k − zI)−1vk
+
u∗kY
−1
(k) ΛY
−1
(k) uk
1 + v∗kY
−1
(k) (z)uk
.
According to (3.16) and Lemma 6.1, each term above is bounded by a0/v. Thus
1
p
E
∣∣∣tr [(Y −1(z)− Y −1(k) (z))Λ]∣∣∣ ≤ 3a0pv ≤ Mp . (6.3)
So we have d1 ≤M/p.
6.3 Bound on d31
Since
d31 = E
∣∣∣∣−ω∗kY −1(k) (z)ωk + τkk + b¯2(n)λkp tr(Y −1(k) (z)Λ(k))
∣∣∣∣2
≤ 2E |τkk|2 + 2E
∣∣∣∣ω∗kY −1(k) (z)ωk − b¯2(n)λkp tr [Y −1(k) (z)Λ(k)]
∣∣∣∣2 ,
and we already have
E|τkk|2 ≤ n
p
E
∣∣∣∣λkn x˜∗kBnx˜k − b¯(n)λk
∣∣∣∣2 ≤ Mp , (6.4)
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to prove the claim that d31 ≤M/p, we need a bound on the expected value of the term
ω∗kY
−1
(k) (z)ωk − b¯2(n)
λk
p
tr
[
Y −1(k) (z)Λ(k)
]
:= d
(2)
k
defined in (3.8). Note that
d
(2)
k =
n
p
v∗kV
∗
(k)Y
−1
(k) (z)V(k)vk − b¯2(n)
λk
p
tr
[
Y −1(k) (z)Λ(k)
]
=
λk
p
tr
[
V(k)BnV
∗
(k)Y
−1
(k) (z)
]
− b¯2(n)λk
p
tr
[
Y −1(k) (z)Λ(k)
]
+ d
(1)
k
=
λk
pn
∑
i,j 6=k
(
√
λiλj x˜
∗
iB
2
nx˜j)(Y
−1
(k) (z))ji − b¯2(n)
λk
p
tr
[
Y −1(k) (z)Λ(k)
]
+ d
(1)
k
=
λk
p
∑
i 6=k
λi
(
1
n
x˜∗iB
2
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In order to show E|d(2)k |2 ≤ M/p, we need to derive corresponding bounds on E|d(3)k + d(4)k |2 and
E|d(1)k |2. Using Lemma 6.3, we have that for any q ≥ 2
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. (6.5)
Thus, taking q = 2 in (6.5) and using Cauchy-Schwarz inequality, we have
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where I(k) = I − eke∗k. Indeed,
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. (6.7)
Then we have
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which goes to zero as n→∞. Next, we show that E|d(1)k |2 ≤M/p. Since
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The last inequality holds due to the fact that under Gaussianity, we have
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Therefore, combining (6.8) and (6.10) we derive that E|d(2)k | ≤ M/p. This, together with (6.4),
implies that d31 ≤M/p.
6.4 Bound on d32
Denote by Ej(·) = E(·|Fj) the conditional expectation with respect to the σ-field generated by
the first j rows of Xn = (x
∗
1, · · · ,x∗p)∗ except for x∗k, say, Fj = σ({xl : 1 ≤ l ≤ j, l 6= k}). Let
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X(k,j) = X(k)−ejx∗j , where ej denotes the vector in Rp with 1 in j-th coordinate and zero elsewhere.
Then,
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The second equality above holds because of the fact that
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.
Thus, by Lemma 6.1 we get∣∣∣tr(Y −1(k) (z)Λ(k))− tr(Y −1(k,j)(z)Λ(k))∣∣∣ ≤ 3a0v
and hence |γj | ≤ 6a0/v by (6.11). Applying Burkho¨lder inequality (Lemma 6.2), we have
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6.5 Calculation on extension to non-Gaussian case
Since
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in which ei is a p × 1 unit vector with 1 in i-th coordinate and e˜i is a n × 1 unit vector with 1 in
i-th coordinate. Let rj = A
1/2
p XnBne˜j and ξi = A
1/2
p ei. Then
∂Cn
∂Xij
=
1√
np
(
rje
T
i A
1/2
p +A
1/2
p eir
∗
j
)
=
1√
np
(
rjξ
∗
i + ξir
∗
j
)
,
∂2Cn
∂X2ij
=
2√
np
bjjA
1/2
p eie
T
i A
1/2
p =
2√
np
bjjξiξ
∗
i ,
∂3Cn
∂X3ij
= 0,
∂2Gn
∂X2ij
= −∂
2Cn
∂X2ij
G2n + 2
∂Cn
∂Xij
Gn
∂Cn
∂Xij
G2n =
2√
np
bjjξiξ
∗
iG
2
n,
∂3Gn
∂X3ij
= −∂
3Cn
∂X3ij
G2n(z) + 2
∂2Cn
∂X2ij
Gn
∂Cn
∂Xij
G2n + 2
∂2Cn
∂X2ij
Gn
∂Cn
∂Xij
G2n
− 2 ∂Cn
∂Xij
∂Cn
∂Xij
G2n
∂Cn
∂Xij
G2n + 2
∂Cn
∂Xij
Gn
∂2Cn
∂X2ij
G2n − 4
∂Cn
∂Xij
Gn
∂Cn
∂Xij
Gn
∂Cn
∂Xij
G2n
= 4
∂2Cn
∂X2ij
Gn
∂Cn
∂Xij
G2n − 2
∂Cn
∂Xij
∂Cn
∂Xij
G2n
∂Cn
∂Xij
G2n
+2
∂Cn
∂Xij
Gn
∂2Cn
∂X2ij
G2n − 4
∂Cn
∂Xij
Gn
∂Cn
∂Xij
Gn
∂Cn
∂Xij
G2n.
So we get
1
p
tr
[
∂3Gn
∂X3ij
]
=
6
p
tr
[
∂Cn
∂Xij
Gn
∂2Cn
∂X2ij
G2n
]
− 6
p
tr
[
∂Cn
∂Xij
Gn
∂Cn
∂Xij
Gn
∂Cn
∂Xij
G2n
]
where
1
p
tr
[
∂Cn
∂Xij
Gn
∂2Cn
∂X2ij
G2n
]
=
12bjj
np2
tr
[
ξ∗iG
2
n(z)(rjξ
∗
i + ξir
∗
j )Gnξi
]
and
1
p
tr
[
∂Cn
∂Xij
Gn
∂Cn
∂Xij
Gn
∂Cn
∂Xij
G2n
]
=
1
n3/2p5/2
tr
[
(rjξ
∗
i + ξir
∗
j )Gn(rjξ
∗
i + ξir
∗
j )Gn(rjξ
∗
i + ξir
∗
j )G
2
n
]
:= 2η3(n) + 2η4(n) + 2η5(n) + 2η6(n)
where
η3(n) =
1
n3/2p5/2
[
(r∗jGnξi)
2r∗jG
2
nξi
]
η4(n) =
1
n3/2p5/2
[
r∗jGnξir
∗
jGnrjξ
∗
iG
2
nξi
]
η5(n) =
1
n3/2p5/2
[
r∗jGnrjξ
∗
iGnξir
∗
jG
2
nξi
]
η6(n) =
1
n3/2p5/2
[
ξ∗iGnξir
∗
jGnξir
∗
jG
2
nrj
]
.
41
6.6 Proof of Lemma 3.2
Let B·j = Bne˜j = (b1, · · · , bn)T (for brevity, dropping index j on the right) and Mn = A1/2p Xn.
Since rj = MnB·j , where EMij = 0 and E|Mij |2 = (Ap)ii, we have
E
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where Ni, i = 1, · · · p, are independent, sub-Gaussian random variables with ENi = 0 and EN2i =
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The term ‖B·j‖2tr(Ap)/p ≤ a0b20 = O(1). On the other hand, 1p
∑p
i=1(N
2
i −EN2i ) is the average inde-
pendent sub-exponential random variables with mean zero and uniformly bounded sub-exponential
norm (can be verified). So by Bernstein’s inequality (Lemma 6.5), the tail probability can be
controlled adequately so that E(1p
∑p
i=1(N
2
i − EN2i ))k = O(1) for any k ≥ 1. Hence (3.39) holds.
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