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1. Introduction
Let Cm×n and Cm×nr be the set of allm × n complexmatrices and its subsetwith rank r, respectively.
Without loss of generality, we always assume thatm n. For a givenmatrix A ∈ Cm×n, the symbols A∗,
‖A‖2 and ‖A‖F will stand for the conjugate transpose, the spectral norm (2-norm) and the Frobenius
norm (F-norm) of A, respectively. Im denotes the identity matrix of orderm.
We recall that the Moore–Penrose inverse A† of a matrix A ∈ Cm×n is the unique solution X to the
following four Moore–Penrose equations [1,2]:

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(1) AXA = A, (2) XAX = X , (3) (AX)∗ = AX , (4) (XA)∗ = XA.
TheMoore–Penrose inverse plays an important role in numerical computations, statistics and other
engineering problems. However, in most numerical applications the elements of A will seldom be
known exactly, so it is necessary to have bounds on the effects of the uncertainties in A. Motivated by
this,much effort has beenmade for estimating the perturbation bounds of theMoore–Penrose inverse,
see [3,4,5,6,7,8,9,10]. In an old paper of Wedin [8], he presented some perturbation bounds of the
Moore–Penrose inverse under general unitarily invariant norm, the spectral norm and the Frobenius
norm, respectively. Here we restate them below:
Theorem 1.1 [8]. Let A ∈ Cm×n and B = A + E. Then
‖B† − A†‖μmax
{
‖A†‖22, ‖B†‖22
}
‖E‖, (1.1)
where μ is listed in the following table:
‖ ‖ Unitarily invariant norm 2-Norm F-Norm
μ 3 1+
√
5
2
√
2
In particular, if rank(A) = rank(B), then
‖B† − A†‖μ‖A†‖2‖B†‖2‖E‖, (1.2)
where μ is listed in the following table:
rank ‖ ‖
Unitarily invariant norm 2-Norm F-Norm
rank(A) < nm 3 1+
√
5
2
√
2
rank(A) = n < m 2 √2 1
rank(A) = n = m 1 1 1
In an earlier report Wedin [5] considers the sharpness of the constants μ in (1.2) and shows that
for the 2-norm μ cannot be made smaller. To our knowledge, the sharpness of the constant μ for
the F-norm has not been studied yet in literature. Hence the purpose of this paper is to develop the
optimal constants μ in (1.1) and (1.2) for the F-norm. The main tool used here is the Singular Value
Decomposition (SVD), which is a much different approach from that considered in [8] or widely cited
in other literature (see [11]). The Singular Value Decomposition of a matrix can be stated as follows:
Lemma1.1 [1,2]. Let A ∈ Cm×n and rank(A) = r. Then there exist unitarymatrices U ∈ Cm×m, V ∈ Cn×n
such that
A = U
(
Σ 0
0 0
)
V∗,
where Σ is the diagonal matrix given by Σ = diag(σ1, . . . , σr), σ1  σ2  · · · σr > 0 are the singular
values of A, i.e., the positive square roots of the positive eigenvalues of A∗A.
Under the Singular Value Decomposition, we know that the 2-norm of matrix A is ‖A‖2 = σ1.
Furthermore, if we partition the unitary matrices U, V as U = (U1,U2) and V = (V1, V2) with U1 ∈
Cm×r and V1 ∈ Cn×r , then A = U1ΣV∗1 and A† = V1Σ−1U∗1 . Naturally, we have ‖A†‖2 = 1σr .
There are in general two perturbation models: additive perturbation model and multiplicative
perturbation model. In this paper we ﬁrst consider the optimal perturbation bounds of the Moore–
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Penrose inverse under the F-norm for additive perturbation and then as a special additive perturbation,
the multiplicative perturbation bound is also developed. The multiplicative perturbation bounds are
much sharper than the optimally additive perturbation bounds for theMoore–Penrose inverse in some
cases. Hencemultiplicative perturbation boundpossesses its particular signiﬁcance. The following two
lemmas also play important roles when we estimate the perturbation bounds.
Lemma 1.2 [12]. Let U = (U1,U2) ∈ Cm×m and V = (V1, V2) ∈ Cn×n be unitary matrices, where U1 ∈
Cm×r , V1 ∈ Cn×s, r m and s n. Then for any matrix E ∈ Cm×n we have
‖E‖2F = ‖U∗1EV1‖2F + ‖U∗1EV2‖2F + ‖U∗2EV1‖2F + ‖U∗2EV2‖2F .
Lemma 1.3 [13]. Let W ∈ Cn×n be a unitary matrix, and rewritten W in the block form
W =
(
W11 W12
W21 W22
)
,
where W11 ∈ Cr×r , W22 ∈ C(n−r)×(n−r), 1 r < n. Then ‖W12‖ = ‖W21‖ for any unitarily invariant
norm.
This paper is organized as follows. Section 2 investigates the optimal additive perturbation bounds
of the Moore–Penrose inverse under the F-norm by using the Singular Value Decomposition. That is,
the coefﬁcient μ in (1.1) and (1.2) can be uniformly reduced into 1 when the case of F-norm. A per-
turbation bound of the Moore–Penrose inverse under the F-norm when the case of the multiplicative
perturbation model is presented in Section 3. Numerical example shows that as a special additive
perturbation, the multiplicative perturbation bound is much better, in some cases, than the additive
perturbation bound.
2. Additive perturbation bounds
In [8] the author studied the additive perturbation of the Moore–Penrose inverse and obtained
perturbation bounds under the 2-norm, F-norm and generally unitary invariant norm, respectively. In
this section, we further investigate the additive perturbation bounds of the Moore–Penrose inverse
under the F-norm by means of SVD. We improve the perturbation bounds for the general additive
perturbation and a special additive perturbation, i.e. rank(A + E) = rank(A). Twonumerical examples
are given to conﬁrm the sharpness of the bounds.
For the general case, we have the following result:
Theorem 2.1. Let A ∈ Cm×nr and B = A + E ∈ Cm×n. Then
‖B† − A†‖F max
{
‖A†‖22, ‖B†‖22
}
‖E‖F . (2.1)
Proof. Let B = A + E ∈ Cm×ns , A and B with the following SVDs
A = U
(
Σ1 0
0 0
)
V∗ = U1Σ1V∗1 and B = U˜
(
Σ˜1 0
0 0
)
V˜∗ = U˜1Σ˜1V˜∗1 , (2.2)
where U = (U1,U2), U˜ = (U˜1, U˜2) ∈ Cm×m and V = (V1, V2), V˜ = (V˜1, V˜2) ∈ Cn×n are unitary ma-
trices, U1 ∈ Cm×r , U˜1 ∈ Cm×s, V1 ∈ Cn×r , V˜1 ∈ Cn×s, Σ1 = diag(σ1, . . . , σr), Σ˜1 = diag(σ˜1, . . . , σ˜s),
σ1  · · · σr > 0 and σ˜1  · · · σ˜s > 0. By (2.2), the perturbation matrix E can be written as
E = B − A = U˜1Σ˜1V˜∗1 − U1Σ1V∗1 . (2.3)
Note that
U∗U = Im ⇒ U∗1U1 = Ir and U∗1U2 = 0;
V∗V = In ⇒ V∗1 V1 = Ir and V∗1 V2 = 0;
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U˜∗U˜ = Im ⇒ U˜∗1 U˜1 = Is and U˜∗1 U˜2 = 0; (2.4)
V˜∗V˜ = In ⇒ V˜∗1 V˜1 = Is and V˜∗1 V˜2 = 0,
which together with (2.3) give the following equalities:
Σ˜1V˜
∗
1 V1 − U˜∗1U1Σ1 = U˜∗1EV1, (2.5)
U∗1 U˜1Σ˜1 − Σ1V∗1 V˜1 = U∗1EV˜1, (2.6)
U∗2 U˜1Σ˜1 = U∗2EV˜1, U˜∗2U1Σ1 = −U˜∗2EV1, (2.7)
Σ˜1V˜
∗
1 V2 = U˜∗1EV2, Σ1V∗1 V˜2 = −U∗1EV˜2. (2.8)
Noting the fact that both Σ˜1 and Σ1 are nonsingular, it follows from (2.5) and (2.6) that
V˜∗1 V1Σ−11 − Σ˜−11 U˜∗1U1 = Σ˜−11 U˜∗1EV1Σ−11 (2.9)
and
Σ
−1
1 U
∗
1 U˜1 − V∗1 V˜1Σ˜−11 = Σ−11 U∗1EV˜1Σ˜−11 . (2.10)
Since A† = V1Σ−11 U∗1 and B† = V˜1Σ˜−11 U˜∗1 , we can obtain that(
V˜∗1
V˜∗2
)
(B† − A†)(U1,U2) =
(
Σ˜
−1
1 U˜
∗
1U1 − V˜∗1 V1Σ−11 Σ˜−11 U˜∗1U2
−V˜∗2 V1Σ−11 0
)
(2.11)
and (
V∗1
V∗2
)
(B† − A†)(U˜1, U˜2) =
(
V∗1 V˜1Σ˜−11 − Σ−11 U∗1 U˜1 −Σ−11 U∗1 U˜2
V∗2 V˜1Σ˜−11 0
)
. (2.12)
It follows from (2.11), (2.12) and some basic properties of the F-norm that
2‖B† − A†‖2F = ‖Σ˜−11 U˜∗1U1 − V˜∗1 V1Σ−11 ‖2F + ‖Σ˜−11 U˜∗1U2‖2F + ‖V˜∗2 V1Σ−11 ‖2F
+‖V∗1 V˜1Σ˜−11 − Σ−11 U∗1 U˜1‖2F + ‖Σ−11 U∗1 U˜2‖2F + ‖V∗2 V˜1Σ˜−11 ‖2F . (2.13)
Hence from (2.7)–(2.10), (2.13) and Lemma 1.2, we have
2‖B† − A†‖2F = ‖Σ˜−11 U˜∗1EV1Σ−11 ‖2F + ‖Σ˜−21 V˜∗1 E∗U2‖2F + ‖V˜∗2 E∗U1Σ−21 ‖2F
+‖Σ−11 U∗1EV˜1Σ˜−11 ‖2F + ‖Σ−21 V∗1 E∗U˜2‖2F + ‖V∗2 E∗U˜1Σ˜−21 ‖2F

1
σ˜ 2s σ
2
r
(‖U˜∗1EV1‖2F + ‖U∗1EV˜1‖2F) +
1
σ˜ 4s
(‖V˜∗1 E∗U2‖2F + ‖V∗2 E∗U˜1‖2F)
+ 1
σ 4r
(‖V˜∗2 E∗U1‖2F + ‖V∗1 E∗U˜2‖2F)
 max
{
1
σ˜ 4s
,
1
σ 4r
} (
‖U˜∗1EV1‖2F + ‖U˜∗1EV2‖2F + ‖U˜∗2EV1‖2F
+‖U∗1EV˜1‖2F + ‖U∗2EV˜1‖2F + ‖U∗1EV˜2‖2F
)
 2max
{
1
σ˜ 4s
,
1
σ 4r
}
‖E‖2F . (2.14)
Notice that ‖A†‖2 = 1σr and ‖B†‖2 = 1σ˜s , we immediately have
‖B† − A†‖F max
{
‖A†‖22, ‖B†‖22
}
‖E‖F .
The proof is completed. 
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The following example shows that the perturbation bound in Theorem 2.1 is optimal.
Example 1. LetA =
(
1 0 0
0 0 0
0 0 0
)
, E =
(
0 0 0
0 10−6 0
0 0 0
)
. ThenB =
(
1 0 0
0 10−6 0
0 0 0
)
,A† =
⎛⎝1 0 00 0 0
0 0 0
⎞⎠
and B† =
(
1 0 0
0 106 0
0 0 0
)
. So, we have
‖B† − A†‖F = 106 and max
{
‖A†‖22, ‖B†‖22
}
‖E‖F = 106,
which means that the bound (2.1) is optimal.
However, when rank(B) = rank(A), we can get a sharper bound than (2.1) by replacing the term
max
{
‖A†‖22, ‖B†‖22
}
with the product ‖A†‖2‖B†‖2.
Theorem 2.2. Let A, B = A + E ∈ Cm×n, and rank(B) = rank(A) = r. Then we have
‖B† − A†‖F  ‖A†‖2‖B†‖2‖E‖F . (2.15)
Proof. Let A and B have the SVDs (2.2). Then U˜∗U is an unitary matrix and can be expressed as the
following block form:
U˜∗U =
(
U˜∗1U1 U˜∗1U2
U˜∗2U1 U˜∗2U2
)
.
Thus by Lemma 1.3, we have
‖U˜∗1U2‖F = ‖U˜∗2U1‖F . (2.16)
Similarly, by unitarity of the matrices U∗U˜, V˜∗V and V∗V˜ , we easily know that
‖U∗2 U˜1‖F = ‖U∗1 U˜2‖F , ‖V˜∗1 V2‖F = ‖V˜∗2 V1‖Fand ‖V∗2 V˜1‖F = ‖V∗1 V˜2‖F . (2.17)
From (2.7), (2.8), (2.13), (2.16), (2.17) and Lemma 1.2, we have
2‖B† − A†‖2F  ‖Σ˜−11 U˜∗1EV1Σ−11 ‖2F + ‖Σ−11 U∗1EV˜1Σ˜−11 ‖2F +
1
σ˜ 2r
(
‖U˜∗1U2‖2F + ‖V∗2 V˜1‖2F
)
+ 1
σ 2r
(
‖V˜∗2 V1‖2F + ‖U∗1 U˜2‖2F
)

1
σ˜ 2r σ
2
r
(
‖U˜∗1EV1‖2F + ‖U∗1EV˜1‖2F
)
+ 1
σ˜ 2r
(
‖U˜∗2U1‖2F + ‖V∗1 V˜2‖2F
)
+ 1
σ 2r
(
‖V˜∗1 V2‖2F + ‖U∗2 U˜1‖2F
)
= 1
σ˜ 2r σ
2
r
(
‖U˜∗1EV1‖2F + ‖U∗1EV˜1‖2F
)
+ 1
σ˜ 2r
(
‖U˜∗2EV1Σ−11 ‖2F + ‖Σ−11 U∗1EV˜2‖2F
)
+ 1
σ 2r
(
‖Σ˜−11 U˜∗1EV2‖2F + ‖U∗2EV˜1Σ˜−11 ‖2F
)

1
σ˜ 2r σ
2
r
(
‖U˜∗1EV1‖2F + ‖U˜∗2EV1‖2F + ‖U˜∗1EV2‖2F + ‖U∗1EV˜1‖2F
+‖U∗1EV˜2‖2F + ‖U∗2EV˜1‖2F
)

2
σ˜ 2r σ
2
r
‖E‖2F = 2‖A†‖22‖B†‖22‖E‖2F .
Hence the inequality (2.15) is true. 
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Next example shows that the perturbation bound (2.15) is also optimal for the case rank(B) =
rank(A).
Example 2. Let A =
(
1 0
0 0
)
, E =
(
0.001 0
0 0
)
. Then B =
(
1.001 0
0 0
)
, A† =
(
1 0
0 0
)
and
B† =
(
1000
1001 0
0 0
)
. By simple computations, we know that
‖B† − A†‖F = 1
1001
and ‖A†‖2‖B†‖2‖E‖F = 1
1001
,
which implies that the bound (2.15) is optimal.
Obviously, the perturbation bounds (2.1) in Theorem 2.1 and (2.15) in Theorem 2.2 are, respectively,
sharper than the known bounds (1.1) and (1.2) given in Theorem 1.1, for the case of the F-norm. That is
to say, the relevant μ in (1.1) and (1.2) can be uniformly reduced into 1 instead of
√
2 and in this case,
we get the optimal perturbation bounds of Moore–Penrose inverse under the F-norm.
3. Multiplicative perturbation bound
As a special additive perturbation model, the multiplicative perturbation model has been con-
sidered by many authors, see [14,15,16,17,18]. However, it seems that the perturbation bound of
the Moore–Penrose inverse with respect to the multiplicative perturbation model has not been dis-
cussed yet in the literature. In this section, we will present a multiplicative perturbation bound of the
Moore–Penrose inverse under the F-norm.
Theorem 3.1. Suppose A is an m × n matrix and B = D∗1AD2, where D1 and D2 are respectively m × m
and n × n nonsingular matrices. Then
‖B† − A†‖F max
{
‖A†‖2, ‖B†‖2
}
Φ(D1,D2), (3.1)
where Φ(D1,D2) =
√
‖Im − D1‖2F + ‖Im − D−11 ‖2F + ‖In − D2‖2F + ‖In − D−12 ‖2F .
Proof. Since B = D∗1AD2, it is easy to know that
B − A = B(In − D−12 ) + (D∗1 − Im)A = (Im − D−∗1 )B + A(D2 − In), (3.2)
where D
−∗
1 denotes the inverse of the conjugate transpose of D1. If A and B have the SVDs (2.2), then
the identities (3.2) can be expresses as follows:
U˜1Σ˜1V˜
∗
1 − U1Σ1V∗1 = U˜1Σ˜1V˜∗1 (In − D−12 ) + (D∗1 − Im)U1Σ1V∗1
= (Im − D−∗1 )U˜1Σ˜1V˜∗1 + U1Σ1V∗1 (D2 − In). (3.3)
Using the identities in (2.4) and (3.3), we can get the following equalities:
Σ˜1V˜
∗
1 V1 − U˜∗1U1Σ1 = Σ˜1V˜∗1 (In − D−12 )V1 + U˜∗1 (D∗1 − Im)U1Σ1, (3.4)
U∗1 U˜1Σ˜1 − Σ1V∗1 V˜1 = U∗1 (Im − D−∗1 )U˜1Σ˜1 + Σ1V∗1 (D2 − In)V˜1, (3.5)
U˜∗2U1Σ1 = −U˜∗2 (D∗1 − Im)U1Σ1,U∗2 U˜1Σ˜1 = U∗2 (Im − D−∗1 )U˜1Σ˜1 (3.6)
and
Σ˜1V˜
∗
1 V2 = Σ˜1V˜∗1 (In − D−12 )V2, Σ1V∗1 V˜2 = −Σ1V∗1 (D2 − In)V˜2. (3.7)
The identities (3.4) and (3.5) can be, respectively, reduced into
V˜∗1 V1Σ−11 − Σ˜−11 U˜∗1U1 = V˜∗1
(
In − D−12
)
V1Σ
−1
1 + Σ˜−11 U˜∗1 (D∗1 − Im)U1 (3.8)
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and
Σ
−1
1 U
∗
1 U˜1 − V∗1 V˜1Σ˜−11 = Σ−11 U∗1 (Im − D−∗1 )U˜1 + V∗1 (D2 − In)V˜1Σ˜−11 . (3.9)
Therefore, by (2.13), (3.6)–(3.9) and Lemma 1.2, we have
2‖B† − A†‖2F
= ‖V˜∗1 (In − D−12 )V1Σ−11 + Σ˜−11 U˜∗1 (D∗1 − Im)U1‖2F + ‖Σ˜−11 U˜∗1 (Im − D−11 )U2‖2F
+‖V˜∗2 (D∗2 − In)V1Σ−11 ‖2F + ‖Σ−11 U∗1 (Im − D−∗1 )U˜1 + V∗1 (D2 − In)V˜1Σ˜−11 ‖2F
+‖Σ−11 U∗1 (D1 − Im)U˜2‖2F + ‖V∗2 (In − D−∗2 )V˜1Σ˜−11 ‖2F

(
1
σr
‖V˜∗1 (In − D−12 )V1‖F +
1
σ˜r
‖U˜∗1 (D∗1 − Im)U1‖F
)2
+
(
1
σr
‖U∗1 (Im − D−∗1 )U˜1‖F
+ 1
σ˜r
‖V∗1 (D2 − In)V˜1‖F
)2
+ 1
σ˜ 2r
(
‖U˜∗1 (Im − D−11 )U2‖2F + ‖V∗2 (In − D−∗2 )V˜1‖2F
)
+ 1
σ 2r
(
‖V˜∗2 (D∗2 − In)V1‖2F + ‖U∗1 (D1 − Im)U˜2‖2F
)

(
2
σ 2r
‖V˜∗1 (In − D−12 )V1‖2F +
2
σ˜ 2r
‖U˜∗1 (D∗1 − Im)U1‖2F
)
+
(
2
σ 2r
‖U∗1 (Im − D−∗1 )U˜1‖2F +
2
σ˜ 2r
‖V∗1 (D2 − In)V˜1‖2F
)
+ 1
σ˜ 2r
(
‖U˜∗1 (Im − D−11 )U2‖2F + ‖V∗2 (In − D−∗2 )V˜1‖2F
)
+ 1
σ 2r
(
‖V˜∗2 (D∗2 − In)V1‖2F + ‖U∗1 (D1 − Im)U˜2‖2F
)
 max
{
1
σ˜ 2r
,
1
σ 2r
} [
(2‖V˜∗1 (In − D−12 )V1‖2F + ‖V˜∗1 (In − D−12 )V2‖2F) + (2‖U˜∗1 (D∗1 − Im)U1‖2F
+‖U˜∗2 (D∗1 − Im)U1‖2F) + (2‖U∗1 (Im − D−∗1 )U˜1‖2F + ‖U∗2 (Im − D−∗1 )U˜1‖2F)
+
(
2‖V∗1 (D2 − In)V˜1‖2F + ‖V∗1 (D2 − In)V˜2‖2F
)]
 2max
{
1
σ˜ 2r
,
1
σ 2r
} (
‖Im − D1‖2F + ‖Im − D−11 ‖2F + ‖In − D2‖2F + ‖In − D−12 ‖2F
)
= 2max
{
‖A†‖22, ‖B†‖22
}
Φ2(D1,D2). (3.10)
Hence, we have
‖B† − A†‖F max
{
‖A†‖2, ‖B†‖2
}
Φ(D1,D2).
The proof is completed. 
Remark. Since B = D∗1AD2 can be rewritten as B = A + E with E = −(Im − D∗1)A − D∗1A(In − D2) or
E = −A(In − D2) − (Im − D∗1)AD2, the multiplicative perturbation is a special additive perturbation.
Hence the additive perturbation bound (2.15) can also be applied to the multiplicative perturbation
model. But it is difﬁcult to compare theoretically the multiplicative perturbation bound (3.1) and the
additive perturbation bound (2.15). However, in some cases, for example, when the smallest singular
values of A and B are less than 1, i.e., σr < 1 and σ˜r < 1, the bound (3.1) is generally better than
the bound (2.15). The reason is that the coefﬁcient term max
{
‖A†‖2, ‖B†‖2
}
in (3.1) is less than the
coefﬁcient term ‖A†‖2‖B†‖2 in (2.15) in this case.
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Example 3. Let A =
(
2 0 0
0 0.001 0
0 0 0
)
, D2 =
(
1.001 0 0
0 1 0
0 0 1
)
and D1 = I3. Then B =
⎛⎝2.002 0 00 0.001 0
0 0 0
⎞⎠
and E = B − A =
(
0.002 0 0
0 0 0
0 0 0
)
. By simple computations, we know that
‖A†‖2‖B†‖2‖E‖F = 2000
and
max
{
‖A†‖2, ‖B†‖2
}
Φ(D1,D2) ≈
√
2.
Thus the perturbation bounds (2.15) and (3.1) give the following inequalities:
‖B† − A†‖F  2000 (additive perturbation bound)
and
‖B† − A†‖F 
√
2 (multiplicative perturbation bound).
Obviously, the multiplicative perturbation bound (3.1) is occasionally much better than the additive
perturbation bound (2.15).
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