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1. INTRODUCTION 
Consider a system of linear Volterra integrodifferential quations ofthe 
form 
x’(t) = Ax(t) + 6 B(t - s) x(s) ds +f(t), 40) = x0 7 CL) 
where ’ = d/dt, 0 < t < co, x(t) and f(t) are n-vector valued functions, 
A and B(t) are n by 71 matrices and B(t) EU(O, 00). Let * denote Laplace 
transformations, for example 
B*(s) = Iorn exp(--st) B(t) dt. 
For a large class of forcing functions f the behavior of solutions of (L) is 
well understood provided the equation 
det(s1 - A - B*(s)) = 0, Res>O m 
has no roots. The purpose here is to study the structure and behavior as 
t -+ co of solutions of (L) when Eq. (E) d oes have roots in the right half of 
the complex s-plane. 
Section 2 deals with the general case where (E) can have infinitely many 
roots. The results inthis ection are an analog for Eq. (L) of the structure 
theorems for functional differential equations developed by Hale [l] (see also 
[2, Section 31). In Section 3 we study in more detail the case where (E) has 
only finitely many roots j and all of these roots have positive r al parts. 
Section 4 deals with the more general case of finitely many roots in Re s > 0. 
* This research was supported by the National Science Foundation under Grant 
No. GP-31184X. 
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The remainder of the paper is devoted to some examples and applications. 
Results for the case where (E) has no solution can be found in Grossman 
and Miller [3] (see also [5, 61). The technique of proof in Section 2 is similar 
to the techniques used to prove the main results in Artjugenko [7]. Related 
results for various types of integral equations can be found in Hannsgen [8], 
Lewitan [9], Beurling [lo], and Levin and Shea [l I]. Nohel has recently 
obtained a result similar to Theorem 1 below. This result is presently 
unpublished. 
2. THE GENERAL CASE 
Consider Eqs. (L) and (E) together with the following hypotheses. 
(Gl) For any a > 0 the functions exp(--at) f(t) and 
exp( -at) B(t) ELl(O, co). 
(G2) Equation (E) has N roots j with multiplicities mi inthe region 
Res>O.Heremj>Oandl <N<+co. 
Assumption (Gl) implies that for any E > 0 there are at most finitely many 
roots of (E) in the half plane Re s 3 E. This means that it is possible tolabel 
the roots j in such a way that Rest > Re s2 >, Re ss > ..* .This labeling 
will be assumed in the sequel. 
For any integer j the function (~1 - A - B*(s))-1 has a Laurent series 
of the form 
?ll,-1 
z. Pikb - G-"-l + goL,,(s - 9)" near s = si . (2.1) 
For any finite integer m < N define 
m mj-1 
W&) = C C &(tkIk!) exp(sA 
j=l k=O 
(2.2) 
Let &(t) be the resolvent function associated with problem (L), that is 
RL is the matrix solution fthe system 
F(t) = AR(t) 4 Jbc" - u)R(u)du, R(0) = I. w 
0 
Equivalently, RJt) can be defined by the relation 
R,*(s) = (d - A - B*(s))-'. 
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Define R,(t) = I&(t) - Wm(t) or, equivalently, 
7n mj-1 
R*“(s) = (sl - A - B*(s))-1 - j& ,c, Pikb - Si)-k-1* (2.3) 
THEOREM 1. Assume (Gl)-(G2) are true. Pick any numbers a > 0 and 
m > 1 such that Resj > a ifj = 1,2 ,..., m and Resj <a ifj > m. Then 
the solution of(L) has the form 
x(t) = 9tl ;gol (Pi&!) it**, + j-f (t - 4’ =P(-v)f@) dfj 
x exp(s& + R,(t) ~0 + St %(t - @f(s) ds 
0 
- 
s 
m Wm(t - s) f (s) ds. 
t 
The last three terms on the right in (2.4) are of order 0 (exp(at)) as t + 00. 
Proof. A simple Laplace transform argument applied to (L) and (R) 
will show that he solution f(L) has the form 
~(0 = K(t) xo + lot R& - s)f (s) ds. 
This and definitions (2.2) and (2.3) imply that 
40 = Wm(q ~0 + &z(t) xo + lot &(t - s) f (s) ds 
+ f mgl (pJk!) jot (t - u)” exp(sjt - sju) f (u) du. (2.5) 
j=l k=O 
Write each of the integrals in the last sum in the form 
jot (t - u)* exp(s$ - siu)f(u) du = exp(s$) /Jbm (t - u)* exp(-sju) f (u) du 
- Jtm (t - u)* exp(-sju) f (u) duf . 
Substitute hese xpressions i to (2.5) and rearrange toobtain (2.4). 
The last integral on the right in (2.4) is bounded by a function of the form 
KJtM exp(a(t - 4) If(u)1 du = K exp(at) irn exp(-au) If@)l du, 
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where K = K(a) is an appropriate constant. This term is n(exp(at)) as t + 00. 
By (2.3) it is clear that the Laplace transform of R, is defined and analytic 
in the half plane Re s > Re s,+r . Since a > Re s,+r ,then it follows that 
R,(t) = 4ev(4) as t -+ co. The third term on the right in (2.4) has 
transform R,*(s) f *(s) so the same argument applies. Q.E.D. 
COROLLARY 1. Suppose (Gl) and (G2) are true. If the so&ion of (L) 
is bounded on 0 < t < GO, then 
m,-1 
PjkXO + c pj,F’“-“‘(sj)/(n - k)! = 0 
n=k 
(2.6) 
for h = 0, l,..., mi - 1 and 1 < j < N. Here F(s) = f*(s). 
Proof. Since the first um on the right in (2.4) is larger in magnitude than 
the remaining terms, it must be identically zero if x(t) is bounded. This can 
only happen if the coefficient of each term tk exp(sjt) iszero. If F(s) = f*(s), 
then 
s om (-u)% exp(-sju)f(u) du = Fn)(sj). 
By using this in the first um in (2.4) and then rearranging one can see that 
f F1 (p+x, + ~lpjnF(n-k)(sj)/(n - k)!) tk exp(s$)/k! = 0. 
j=l k=O n=k 
Since the integer m in Theorem 1 can be chosen as m = N if N < 03 and 
can be chosen arbitrarily large if N = + co, the conclusion follows. Q.E.D. 
This corollary shows that for most initial values x0 and most forcing 
functions f(t) the solutions of (L) grows at an exponential rate. Only very 
special choices of x0 and f can possibly yield bounded solutions. 
If B(t) ~Lr(0, co), then (E) may still have infinitely many solutions in
Re s > 0. In this case it would be interesting to investigate what happens 
in (2.4) as m -+ cc. Can one put m = + co in (2.4) ? If so, what is the function 
R,(t) like ?
If B(t) ~Lr(0, co) and (E) h as infinitely many roots, then this et of roots 
is bounded and there must be at least one root so = iw, on the 
imaginary axis. If in addition tB(t) ~Ll(0, co), then not only is 
F(s) = det(s1 - A - B*(s)) zero at so = i w, but also F’(s,) = 0. Therefore, 
the parameter N in (G2) is finite inthe following cases: 
s ilo W) E-W, ~0) and (El h as no solution the imaginary axis R 
e 9 
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(ii) B(t) and t B(t) EL’(O, co) and d/ds(det(sl- A - B*(s))) # 0 
when s = i w and -00 < w < 00. 
(iii) B(t) = O(exp(at)) as t + co for some a < 0. 
The case of finitely many roots is investigated in the next two sections. 
3. FINITELY MANY ROOTS 
In this ection the following hypotheses are assumed. 
(FI) B(t) is of class Ll(O, co). 
(F2) Equation (E) has a finite, nonempty set (sr ,ss ,..., sN) of roots. 
Each root sj has multiplicity mj (mj > 0) and satisfies Re j > 0. 
Under these assumptions iff~L~(0, co), then (2.4) is true. Only the case 
m = N in (2.4) will be considered inthis ection. Put W(t) = WN(t) and 
R(t) = RN(t) in (2.2) and (2.3) when m = N. The resolvent R, associated 
with the linear problem (L) has the form 
R,(t) = W) + R(t). 
The function IV will be called the “exponential part of the resolvent” and 
R(t) the “residual resolvent.” Define 
BC, = {fG CIO, 03):f(t) + 0 as t -+ co}. 
LEMMA 1. Suppose G(s) = Cf, G,(s - sJn is a matrix valued function 
which is analytic in a neighborhood of s = s, . Suppose det G(s) has an isolated 
zero of multiplicity m at s = s,, . Then near s,, the function G-l(s) has a Laurent 
series expansion 
G-l(s) = zlQ& - Qk + f M& - SO)~> 
k=O 
where M(s) = Cf, Mk(s - so)k is analytic in a neighborhood of s, . Moreover, 
one has 
5 ‘&--n--l&k = f Q&L--l = 0 
k=n+l k=n+l 
for n = 0, 1,2 ,..., m - 1, 
I = GoMo + f G&k = .M,G,, + f Q&k 
k=l k=l 
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i GkMn-k + f G dk = go M,-~G, + il~kc*,. = 0 
k=O k=l 
for n = 1, 2, 3 ,.... 
Proof. The form of the series xpansion of G-l(s) is an easy application 
of the matrix inversion formula nd elementary complex variables. In a 
neighborhood 0 < 1 s - so 1 < E of s,, one has 
I = G-l(s) G(s) 
(3.1) 
= il i. Q&rz(~ - s>“-” + i. (i. Mn-A) (s - soIn- 
This means that G-l(s) G(s) has a removable singularity a  so . Similarly 
I = G(s) G-l(s) is analytic near se with a removable singularity a  so . Since 
coefficients i  a power series are unique, one can equate coefficients i  (3.1) 
to finish t e proof. Q.E.D. 
LEMMA 2. Supfose (Fl) and (F2) are true. Define 
D(t) = -W’(t) + AW(t) + lo’ B(t - s) W(s) ds. 
Then D E L1(O, a), indeed one has 
D(t) = -sm B(u) W(t - u) du. 
t 
Proof. The definitions f D(t) and W(t) imply that 
D(t) = f exp(s$) (mcl /tkA - (kt”-’ -k s$“)l 
j=l k-0 
+ Jorn exp(--sju)(t - u)” B(u) du 
- 
I 
m exp( -sp)(t 
t 
- u)” B(u) dul p,,/k!) 
= gl exp(+t) L,(t) - 1: B(s) W(t - S) & 
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where 
~,p) = mf I-ht”-1 - sjtk + tkA 
k=O 
+ SW exp(-sju)(t - 24)” B(u) du) p,/K! 
0 
Define b(s) = B*(s) and H(s) = sl- A - b(s) so that 
L,(t) = ;gol I-&k-l - sjtk + At” + m$o (;) t”mb’m’&)/ hklK! 
= Tg !To (L) t”-“H’“‘(sj)pjk/~! 
Apply Lemma 1 with G(s) = H(s) andpj,+r = Qlc to see that each coefficient 
of tk is zero. Thus, L,(t) = 0 for all j, and the lemma is proved. Q.E.D. 
LEMMA 3. Let {sj : j = 1, 2 ,..., N} be distinct points in the complex plane 
Re s > 0, and let {mj : j = 1,2 ,..., N} be given positive integers. Define 
?-j(S) = fi (s - SJQ, j = 1, 2,..., m 
k=l,k#j 
and 
q(S) = ?gl (kEl djk(s - Sj)m’-k) ‘i(‘)* 
Then the constants dik can be chosen so that the following conditions are true: 
(a) all roots of q(s) lie in the negative half plane Re s < 0. 
(b) Cj”l dsj)lrdsj) = 1. 
Proof. LetM=m,+m,+~~~+m,-l.IfM=O,defmep(s)=p, 
an arbitrary constant. Ifik? > 0, define p(s) = p,(s + c)” where p, is an 
arbitrary constant and E is an arbitrary complex constant with Re E > 0. 
The constants djk can be chosen in such a way that q(s) = p(s). To see 
this note that p and q are both polynomials ins of degree M. Therefore, itis 
sufficient to pick the constants djk in such a way that 
P(l”)(Sj) = q’“2’(s.) 3 9 m = 0, l,..., m,- 1 and j = 1, 2 ,..., N.
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This is the well known Hermite interpolation problem [13, p. 371. Thus, 
one puts 
4, = ~Ml~h), 
and so forth. Note that the coefficients depend on the two parameters pa 
and E. The dependence of dj, on p, is linear. 
Define a function f by the relation 
f(c) = f (5 + •Y/~&~) 
i=l 
where (y) = M!/{R! (M - K)!}. Th e f unction f is a polynomial inE of degree 
M. It cannot be identically zero, since if it were, then 
k = 0, I,..., N _ 1. 
Since the Vandermonde determinant det(sc) # 0 and the vector 
col(r,(s,)-1, r&s)-I,..., yN(sN)-l) # 0, this is impossible. Since f(e) is analytic 
in E and not identically zero, one can pick E,, with Re E,, > 0 so that f(q,) # 0. 
Now choose p,, = f (q&l. Q.E.D. 
Define H(s) = sl- A - B*(s) f or Re s 3 0. The function H(s) is 
analytic nRe s > 0, and det H(s) has isolated zeros at si for j = 1, 2,..., N. 
We consider sr as a typical root. Near s, one can expand H(s) in a power 
series ofthe form 
H(s) = (s - sl)j f (H’“‘(sJ/k!)(s - sJ-j, 
k=j 
where j > 0, H(O)(s,) = H(l)(sr) = ... = H+l)(s,) = 0, and H(j)(s,) # 0. 
If the determinant det ZP(s,) # 0, then clearly the multiplicity of s, is 
m, = nj where n is the dimension ofthe vectors in (L). One can write 
H(s) = (s - sly (K + Iqs - Sl) + U(s - sly), (3.2a) 
where K = ZP(s,)lj! and det K # 0. Conversely, if(3.2a) is true with 
det K # 0, then Mk)(sj) = 0 for k = 0, I,..,, j - 1 and m, = nj. 
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If det H(j)@,) = 0, then there xists a nonsingular matrix D which can be 
used to put H(j)(s,) inJordon canonical form, that is 
D-l(H’j’(s,)/j!)D =
0 . . . 0 
6, 0 *.- 
* 6, 0 -** 0 
. . 
K 
0 . . . 0 
where each & = 0 or 1 and K is a nonsingular square submatrix. (It is 
possible that m = n - 1 and K is absent.) Inthis case near s, one has 
D-lH(s)D = (s - sl)i (H, + H,(s - sl) + U(s - s$). (3.2b) 
Let p, be the diagonal matrix with diagonal entry on the kth row equal to 
one whenever the corresponding row of H,, is all zeros and with diagonal 
entry on the kth row equal to zero if the corresponding row of H,, is not 
identically zero. Let Qr = I - p, . 
LEMMA 4. Let H(s), H,, , K, j, m, D, etc. be given above and suppose 
Res,>,O with sl#O. Let k=Trp,, and let E,=H,+p,H,. Then 
det H(s) = (s + s$-~ (s - s$*+~ det E, + O(s - sl)infk+l. In particular 
nj + k < m, and nj + k = m, if and only if (3.2a) istrue and K is nonsingular 
or (3.2b) is true and El is nonsingular. 
Proof. The proof is an application of the fact hat if a row of H(s) is 
multiplied by the scalar (s - s&l, then the value of the determinant is
changed by the same scalar factor. Let & = s,p, - s,Q1 . Then 
det H(s) = det(D-lH(s)D) 
= (s - sr)ni det(H, + H,(s - sl) + +.*) 
= (s - sl)“i det(s1- 6,) det{(s1- ,Br)-l (H,, + Hl(s - sl) + . ..)} 
= (s - s#j+lc (s + ~r)~-~ det(Er + O(s - sr)) 
= (s - sl)nj+k (s + s~)~-~ (det El + B(s - sl)). 
Note that if nj + k < ml , then the function 
det{(s - sJ-“j (sl - &-I D-lH(s)D} = 0 (3.3) 
has a root of multiplicity m, - nj - k at s = sr . This root is still isolated 
since the only new root introduced bythis transformation s the (n - k)-fold 
root at s = -si . The roots {sa ,sa ,,.., sN} remain roots of (3.3) and have the 
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same multiplicities m2 , m, ,..., m, . Notice also that TZ~ + K > 1 and 
nj + K = mj implies that the root s, of (E) has disappeared in (3.3). 
LEMMA 5. Suppose (Fl) and (F2) are true. Then there xists a function 
C(t) such that the solution of 
x’(t) = Ax(t) + lot B(t - s) x(s) ds, x(0) = x0 (3.4) 
satisjes theequation 
x(t) = c(t) x0 + lt a(t - u) x(u) du, 
where 
(3.5) 
a(t) = -c(t) + C(t)A + s,t C(t - u) B(u) du 
and u(t), u’(t) ~Ll(0, co). Moreower, zf one puts x = y + y’, that is 
r(t) = Lt exp(--t + 4 44 du, 
then y satisfies 
r’(t) = 4y(t) + s” W - U>Y(U) du + C(t) xo , 
0 
where A, = a(O) - I and B, = a + a’. The stability equution for (L,) is 
det(sl - A, - B,*(s)) = 0, Res 3 0. (El) 
It has the same roots with the same multiplicities as theoriginal equation (E) 
except hat he multiplicity of he root s1 has been reduced byat least one or else 
the root s, has been completely eliminated. 
If the residual resolvent of (LI) is of class L1(O, co), then the residual resolve& 
of the original problem (L) is, too. 
Proof. Let H(s) = sI- A - B*(s), and apply Lemma 4. 
Cuse 1. First assume that either (3.2a) or (3.2b) is true with j > 0. By 
Lemma 3 one can pick constants Ki such that all roots of 
j-1 
P(S) = k;. ws - SlY 
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have negative real parts and such that K,, = 1. Define 
j-1 
C(t) = C Kktk exp(sit)l. 
k=O 
Integration by parts may be used to see that 
lot C(t - u) x’(u) du = x(t) - C(t) x0 + lot C’(t - u) x(u) du. 
Therefore, one can convolution multiply C(t) on both sides of (3.4) and 
rearrange to obtain (3.5). 
Next it will be shown that a(t) and u’(t) are in Ll(O, co). The definitions 
of a(t) and C(t) imply that 
a(t) = ‘2 Kk (--Ktk-‘I - sltkI + At” 
k=O 
+ Lrn (t - u)” exp(--s,u) B(u) du) exp(s,t) - irn C(t - u) B(u) du 
H(~)(s,) tk--m) exp(s,t) - Irn C(t - s) B(s) ds. 
t 
Since H(“)(s,) = 0 for m = 0, l,..., j - 1, then 
a(t) = -lm C(t - s) B(s) ds 
t (34 
for 0 < t < co. Thus, a(t) EG(O, co). From (3.6) it follows that 
u’(t) = C(0) B(t) - Lrn C’(t - s) B(s) ds. 
Thus, a’(t) EP(O, a). 
Now consider Eq. (LJ which is derived from (3.5) by the transformation 
x = y + y’. If one puts H,(s) = s1- A, - B,*(s) then it follows that 
H,(s) = (s + I)(1 - a*(s)) = -(s + 1) c*(s) H(s) 
= -(s + l)p(~) H(S)@ - sl)-j 
= 4s + 1)P(s)(% + fw - $1) + -). 
Therefore, in going from H(s) = sl- A - B*(s) to H,(s) the root s, has 
been reduced in multiplicity b nj while the remaining roots in the half 
plane Re s > 0 are not changed. Since (s + l)p(s) has no roots in the right 
half plane, no new roots have been introduced. 
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Case 2. The remaining case is (3.2b) with j = 0. Let p, and Qr be the 
diagonal matrices defined above, let p = s,(p, - Qr) and define 
C(t) = D exp(j3t) D-l. (3.7) 
In this case a(t) satisfies the relation 
D-%z(t)D = P, exp(s,t) isI1 - D-lAD - Jot exp(-s,u) D-lB(u)D du) 
+ Q1 exp(-s,t) 1 --sJ - D-1AD - Jot exp(s,u) D-lB(u)D du 1. 
The second term is clearly inG(0, CO) since Re(-s,) < 0. It has a derivative 
in the same class. The first erm can be written in the form 
p, exp(s,t) D-l(s, - A - B*(s,))D - 6 exp(s,(t - u)) D-lB(u)D du 
= exp(s,t) PID-lH(s,)D -PI irn exp(s,(t - u)) D-lB(u)D du 
= exp(s,(t - u)) D-lB(u)D du, 
since P~D-~H(s,)D = 0. Therefore, this term and its first derivative are of 
class Ll(O, co). Since D-%z(j)(t)D is in L1(O, CD) for j = 0, 1, then so are 
u(j)(t) for j = 0, 1. 
Let H,(s) be defined as before and compute 
H,(s) = D(s - fi)-'D-lH(s) = D(sI- /3-'{D-'H(s)D} D-l. 
In H,(s) no new roots have been introduced in the half plane Re s > 0. 
However, the root sr has been reduced in multiplicity b R = Tr pi > 0. 
Now assume that the residual resolvent of problem (L,) is of classLl(0, CO). 
Recall that by Theorem 1 above the resolvent R, of associated with problem 
(L) has the form 
R,(t) = w(t) + R(t), 
where W is the exponential part of the resolvent and R(t) is the residual 
resolvent. The resolvent R,(t) associated with problem (L,) has a similar 
decomposition 
R,(t) = 4) + r(t). 
We are assuming that r EU(O, co). 
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Now 
and x = y + y’. Therefore, 
w(t) + R(t) = I” (w(u) + r(u))(C(t - u) + C’(t - u)) du 
0 
+ (w(t) + y(t)) 0
= s ot (w(u) + y(u))(C(t - u  +C’(t - 4)du+(w(t) + r(t)>. 
Assume C(t) is defined by Case 1. Then 
R(t) = r(t) - jm r(u)(C(t - u) + C’(t - u)) du ~Ll(0, co). (3.8a) 
t 
On the other hand, if C is given by Case 2, then 
and 
C(t) + C’(t) = W + slpl - sl!2J exp(Pt) D-l 
R(t) = 1” y(u) D(I + slpl - ~~$2~) Q1 exp(-sl(t - 4) D-l du + y(t) 
0 
- 
s m ~04 D(I + slpl - slQ1> P, exp(& - 4) D-l du t 
- 
I 
O” w(t - u) D(I + sIpI - ~~$3~) Q1exp(--s,u) D-l du (3.8b) 
t 
and R ~Ll(0, co). If det H,(S) # 0 in Re s 3 0, then the same proof still 
works but w(t) = 0. Q.E.D. 
We are now ready to analyze the properties of the residual resolvent 
associated with (L). 
THEOREM 2. If (Fl) and (F2) are true, then the residual resolvent R(t) 
and its $rst derivative R’(t) are of class BC, and of class Lp(O, co) for all p
in the interval 2 < p < co. 
Proof. The function R(t) was constructed in such a manner that its 
Laplace transform R*(s) exists, is bounded, and is continuous in the half 
plane Re s 2 0. Moreover, R*(s) = O(l s 1-l) as 1 s j -+ co with Re s > 0. 
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Thus, there exists a constant K > 0 such that 1 R*(s)] < K(i s 1 + 1)-l 
when Re s > 0. In particular 
s _9, 1 ails du< * (1 CP < 2). 
An L* function has an Lq Fourier transform whenever 1 < p < 2 and 
p-i + 4-l = 1 (see [IZ, p. 961). The Fourier transform of R*(iu) is zero 
when t > 0 and equals 2nR(-t) when t < 0. Therefore, R E Lq(O, CO) 
when 2 < q < co. 
The definitions f RL , R and W imply that 
R’(t) = AR + j” B(t - u) R(u) du - W’(t) + AW(t) 
0 
+ jot B(t - u) W(u) du. 
This and Lemma 2 above yield 
R’(t) = AR(t) + jot B(t - u) R(u) du - lrn B(u) W(t - u) du. (3.9) 
The convolution fan Ln function with an L1 function is an Lp function 
(see [12, p. 971). Since R E LP, B(t) EL1(O, CO) and WE Lp(- CO, 0), then R’ 
must be in LP when 2 < p < co. 
Since R is continuously differentiable nd both R and R’ are in L2(0, co), 
then R must be bounded and have limit zero at t = + 00. Since R E BC, 
and WE L”( - co, 0), then (3.9) implies that R’ E BC, . Q.E.D. 
THEOREM 3. If (Fl) and (F2) are true, then R(t) und R’(t) aye both of 
class LP(O, co) fOY 1 < p < 2. 
Proof. Since we know that R EL~(O, co), it is sufficient to show that 
R l Ll(0, 00). These two facts imply that R E Lp(O, co) for 1 < p < 2. 
Once this is known, then (3.9) can be used to see that R’ E LP(0, 00) for 
l<p<2. 
In order to see that R E L1(O, co) we. proceed as follows. Let xl(t) be the 
solution f(3.4). Apply the transformation of Lemma 5 using a function 
Cl(t) and xi = xa + ~a’. The unknown x2(t) plays the role ofy(t) in Lemma 5. 
Thus, x2(t) satisfies an equation of the form 
x2'(t) = &z(t) + j" B,(t - 4 Q) ds + Cl(t) xo. 
0 
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If the residual resolvent of(L,) is in L’(O, cc), then the residual resolvent 
R(t) of the original problem enjoys the same property. Apply Lemma 5 
a second time to obtain afunction C,(t) such that if x2 = xs + xs’, then 
where 
Ds(t) = 1” Cz(t - u) Cl’(u) du. 
0 
Continue transforming inthis manner. Since the total multiplicity of all 
roots of the original equation (E) is m, + m2 + ... + m, < cc, then a 
finite number of these transformations will eliminate all of the roots 
sl , %2 ye.., sN . The last ransformation will give an equation of the form 
xm’(t) = A,x,,@) + it &n(t - 4 ~mO4 du +fm(t>, 
where det(sl - A, - B,*(s)) # 0 in Re s > 0. (The presence ofthe term 
fm(t) is not important, since only A, and B,(t) are needed to compute the 
resolvent.) Forthis equation the resolvent and residual resolvent are the same 
function. Moreover, the results of Grossman and Miller [3] (or see [6]) 
imply that the resolvent ofthis problem is of class Ll(O, a). The last part 
of Lemma 5 can then be used to backtrack. This shows that the residual 
resolvent ofthe original problem is of class L1(O, oz). 
Theorems 2 and 3 can be combined as one result. 
COROLLARY 2. If (Fl) and (F2) are true, then R(t) and R’(t) are both in 
BC, and in LP(0, co) for all p in the range 1 < p < co. 
4. PURE IMAGINARY ROOTS 
In this ection the hypotheses are modified to allow a finite number of 
roots of (E) on the imaginary axis. Stronger hypotheses will be required 
on the function B(t). Assume the following: 
(pl) B(t) has moments up to and including the mth, that is 
tj 1 B(t)1 ~Ll(0, 00) for j = 0, I,..., 112. 
(~2) Equation (E) has exactly N roots {sr ,ss ,..., sN} in Re s > 0 
with multiplicities m, where 1 < mj < co and 1 < N < co. The first 
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M (M 3 0) of these roots have positive real parts while the remainder have 
zero real part (sj = iw, forj = M + 1, M + 2,..., N) and have multiplicity 
less than or equal to m (0 < m, < m for j = M + 1, M + 2 ,..., N). 
For j in the range 1 < j < M let H(s)-l = (~1 - A - B*(s))-l have a 
Laurent series near sj of the form 
Define 
Near s = iwj , for M + 1 < j < N, the function (s - iwj)mi H(s)-l can be 
expanded in a finite Taylor series with remainder in the form 
Tn-1 
go Pik(S - iwp-k-1 + (s - iwp r,(S). 
N mj-1 
V&l = 1 C Pjk(tklW exp@A 
j=A4+1 R=O 
and define W(t) = VI(t) + Vz(t). 
LEMMA 6. Suppose (pl) is true andF(s) = H(s)-1 = (sl - A - B*(s))-‘. 
Then H(s) is continuous and has continuous derivatives up to order m in Re s 3 0. 
If (~2) is also true, then near any root sj = iwj 
WE-1 
F(s) = 2 pik(s - iwi)-k-l + r,(S). 
k=O 
Moreover, if H has finite Taylor series expansion 
H(S) = 1 Hk(s - iwi)k + v,(S)(s - iwi)mj, 
k=O 
(4.2) 
(4.3) 
then 
5 Pj,m--lc--lH+-k = i H,+$j,,,,+-l = 0 
k=O k=O 
for n = 0, l,..., mi - 1. 
Proof. The first assertion iselementary Laplace transform theory. 
Line (4.2) is just (4.1) rewritten. 
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Since 
(s - iwp = (s - iwp H(s) H(s)-1 
= ;g /to H,&,-,-l~ (s - f-q)” + qs - qrnj, 
then one can let s -+ iwj to see that Hsp,-r = 0. Since this term is zero, then 
(s - iwJ+ = (S - iwJmj--l H(S) H(s)-’ 
= ;yl Ii0 H,,Pj*,-,-,I (s - zqk--l + qs - iwj>mj-l. 
Let s -+ iwi to see that Hlp,-z + Hop,-l = 0. Continue in the same 
manner to complete the proof. 
LEMMA 7. Suppose (pl) and (~2) are true. DeJine 
fj(t) = -vi’(t) + Avi(t) +jot B(t -24) Vi(U) du 
for j = 1,2. Then for j = I,2 one has 
f?(t) = -jtm Vi(t - u) B(u) du EC(O, co). 
Proof. For j = 1 this is Lemma 2. The proof that fi(t) has the asserted 
form is proved in the same way as Lemma 2. This proof uses Lemma 6 in 
place of Lemma 1. To see that V, EU(O, cc) first notice that for some 
constant K > 0 one has 
I V2(t)I < K{l + t + t-2 + ... + P-1). 
It follows that 
jam 1 jtm V(t - u) B(u) du 1 dt 
m <K J-s m{1 +It---ul +...+1t--l~-l}IB(u)ldudt 0 t 
- Kmfl jm ja (u - t)” 1 B(u)\ du dt  
k=O 0 t 
= K;g; j; (j; (u- t)” dt) I W4l du 
= K f jm (zr”/k) 1B(u)[ du < co. 
k=l 0 
Q.E.D. 
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If (pl) and (~2) are true and if RL is the resolvent associated with problem 
(L), then define the residual resolvent R(t) by the relation RL = R + W. 
Equivalently, onecan say 
N mj-1 
R*(s) = (sl - A - B*(s))-1 - C C pj,(s - s&t-l. 
j=l k=O 
THEOREM 4. If(pl) and (~2) are true, then R(t) and R’(t) are in BC, and in 
LP(O, co) for 2 < p < Co. 
The proof is the same as the proof of Theorem 2. 
LEMMA 8. Suppose (pl) and (~2) are true. Then there exists a function 
C(t) such that the solution of (3.4) satisJes (3.5). Moreover, if x = y + y’, 
then y satisfies (L,). Equation (EJ has the same roots with the same multiplicities 
as the original equation (E) except that the multiplicity of one root, say s, , is 
reduced by j(j > 1). 
(a) If Re s1 > 0 and tkB(t) ~Ll(0, co), then tkBI(t) EU(O, 00). 
(b) If Re s1 = 0, then the number of moments possessed by B,(t) is reduced 
by the same amount as the multiplicity of the root s1 is reduced. 
(c) If Re s, > 0 and the residual resolvent of (L,) is of class Ll(0, CO), 
then the residual resolvent of the original equation (L) is also of class L1(O, CO), 
(d) If Re s, = 0 and the residual resolvent of (L,) has j + k moments, 
where j is the reduction of order of the root s1 , then the residual resolve& of 
(L) has k moments. 
Proof. If Re si > 0, then the proof of the first part is the same as the 
corresponding part of the proof of Lemma 5 above. If Re s1 = 0, then the 
proof is almost he same except that in case 2 of that proof one must use 
B = SlPl - d?l ) where q is a complex number with positive real part 
(e.g. q = 1). 
If the Re sr > 0 and B(t) has moments up to the kth, then the two cases 
must be considered. In the first case the function a(t) is given by (3.6) and 
B,(t) = B(t) - Irn {C(t - u) + C’(t - u)} B(u) du. (4.4) 
t 
Since I C(t)1 < K exp(at), where K > 0 and 0 -=c Re s, -C a, then 
Lrn t” 1 lrn C(t - u) B(u) du 1 dt ,( K Iom Lrn t” exp(a(t - u)) 1 B(u)1 du dt 
<K m 
I IS 
U tk exp(a(t - u)) dt 1 B(u)1 du. 
0 0 I 
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The inside integral on the last line above is of order O(G) as k -+ cc so the 
iterated integral if finite. Similarly, one can see that 
j-= tk 1 jtm C’(t - u) B(u) du j dt < 0~). 
0 
Thus, t’CB,(t) EU(O, co). The second case is handled in the same way. 
If Re s, = 0 and B(t) hasj + k moments, then in Case 1 of the proof (3.6) 
is true and (4.4) follows. In this case 1 C(t) + C’(t)1 < Kt+-1 so that 
6 tk j la {C(t - u) + C’(t - u)} B(u) du 1 dt 
co co 
<K 
IS 
t”(u - t)‘-l 1 B(u)] du dt 
0 t 
co u 
<K 
I IS 
tk(u - t)‘.-l du 1 B(u)1 du. 
0 0 I 
The inside integral in the last line above is of order O(uk+i) as u -+ co so the 
iterated integral in finite. In the second case 
I s 
t 
u(t) = Dp, exp(iw,t) iw,D-l- D-lA - exp( -iw,u) D-lB(u) du 
I 
+ DQl exp(-qt) f -pD-1 - D-‘A0 [ exp(pu) D-lB(u) dul, 
where Re q = Y < 0. Moreover, B1 = a + a’. Terms involving negative 
exponentials have all necessary moments. The remaining terms in B1 which 
come from the second part of u(t) have the form 
/DQPW) + DQ1(l + 4) 6 ev(---p(t - u)) D-W) dul. 
This term has moments up to the (j + k)th. The second term has Kth moment 
since 
som tk 1 Lt exp(--q(t - u)) D-lB(u) du 1 dt 03 \(K I s tk t exp(--r(t - u)) 1 B(u)1 du dt 0 0 
tk exp(--r(t - u)) dtl / B(u)1 du 
=K co 
s IS m (t + u)” exp(-rt) dtl I B(u)] du 0 0 
= K m {O(uk)} 1 B(u)! du < co. s 0 
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The first erm of a(t) can be rewritten (as in the proof of Lemma 5) in the 
form 
--DP1 JtU exp(iw,(t - u)) D-lB(u) du. 
It contributes hefollowing terms to Bi(t): 
Dp,D-lB(t) - Dpl( 1 + iwi) irn exp(iw,(t - u)) D-lB(u) du. 
The first of these terms clearly has sufficient moments. To see that the 
second term does compute 
J6a t” / DPJ + iwd irn exp(iw,(t - u)) D-lB(u) du 1 dt 
m m 
<K ss 0 t 
t” I B(u)] dudt = KJom I[ t”dt/ 1 B(u)1 du 
= Kl 
s 
m tkfl 1 B(u)1 du < co. 
0 
This proves part (b) of the lemma. 
The proof of part (c) is the same as the proof of the last part of Lemma 5. 
Now consider part (d). As in the proof of the last part of Lemma 5 we consider 
two cases. Inthe first case line (3.8a) is true where r(t) has (j + K)th moments 
and 1 C(t) + C’(t)1 < Ktj-l for some constant K > 0. To see that R has 
Kth moment compute as follows. 
Jrn tk 1 Jrn r(u){C(t - u) + C’(t - u)> du / dt 
0 t 
cc m 
<K ss 
t” 1 r(u)/ tj-l du dt 
0 t 
= Klrn !j-” t”+j-1 dtj I W du 
0 0 
= Kl 
s 
m uk+i Ir(u)/ du < co. 
0 
In the second case (3.8b) is true. One can check that each of its three terms 
has Rth moment by using the same type of computation as given above. 
Q.E.D. 
THEOREM 5. Suppose (pl) and (~2) are true and Ml = mM + ... + m, 
is the combined multiplicity of all purely imaginary roots. If B(t) has moments 
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up to the 2M,th, then the residual resolvent R(t) of(L) and its derivative R’(t) 
are of class Lp(O, a) for 1 < p < 2. 
Proof. Use Lemma 8 to strip off all of the roots , , ss ,..., s . There 
results anequation of the form (L) with no roots and with kernel B(t) having 
moments up to the M,th. For this equation the resolvent and its residual 
resolvent are identical. It remains to show that the resolvent ofthis new 
problem has moments up to the Mith. (From parts (c) and (d) of Lemma 8 
it follows that we can backtrack tosee that he original resolvent isin L1(O, OS) 
provided that the resolvent of the final transformed system has Mith 
moments.) 
Consider a problem of the form (3.4) where B has moments up to order Mr 
and (E) has no solution, Multiply (3.4) by C(t) = exp(-t)l, integrate by 
parts and rearrange toobtain (3.5). Since 
a(t) = -C’(t) + C(t)A + Jo’ C(t - u) B(u) du, 
then a(t) has moments up to the M,th. If p solves 
p(t) = -a(t) + Iot a(t - u) p(u) du, 
then the solution f(3.5) has the form 
s t x(t) = C(t) x0 - ,o(t - u) C(u) x0 du. 0 
If R is the resolvent of(3.4) then x(t) = R(t) x0. Therefore, 
R(t) = C(t) - jot P(t - u) C(u) du. 
This means that R has moments up to the Mth if p does (use arguments 
similar tothose in Lemma 8 to see this). 
The Laplace transform of p has the form 
where 
p*(s) = -(I - a*(s))-l a*(s), 
I - a*(s) = -C*(s)(sl - A - B*(s)). 
Since det(1 - a*(s)) = -det C*(s) det(s1 - A - B*(s)) # 0 when Re s 3 0, 
then a result of Paley and Wiener [14] implies that p E L1(O, 00). Moreover, 
if pj(t) = tip(t) and aj(t) = Pa(t), then dj/dsj[p*(s)] = (-l)jpi*(s) and a 
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similar formula for ai*( Remember that 
(I - u*(s)) p*(s) = -u*(s). 
One differentiation with respect to s yields 
or 
(I - u*(s)) pl*(s) - al*(s) p*(s) = -al*(s) 
pl*(s) = -(I - u*(s))-1 al*(s) + (I - u*(s))-’ al*(s) p*(s) 
= -(I - P*(s)) %*(s) + (1 - P*(s)> %*(s) f *w. 
Therefore, 
+ j’ u,(t - u) p(u) du - L’ ~(t - u) LU ul(u - v) p(w) dv du. 
0 
Since the convolution of L1 functions yields an L1 function, it follows that 
pr ~Ll(0, co). A continuation of this process will show that pj ~Ll(0, co) 
for j = 2, 3,..., Mr . Therefore, p has Mith moments. Q.E.D. 
The hypotheses of Theorem 5 are probably too strong. If Eq. (L) is scaler 
or is real valued, this hypothesis can be weakened. 
THEOREM 6. Suppose (pl) and (~2) are true, (L) is a scaler equation 
(that is n = 1) and B(t) h us moments up to the (2m)th. Then R and R’ E Lp(O, co) 
for 1 < p < 2. 
Proof. We shall show that Lemma 8 can be improved in the sense that 
one function C(t) can be used to strip off all roots of (E) simultaneously. 
Given the N distinct points {sr ,sa ,..., sN) choose a polynomial q(s) using 
Lemma 3 above. This determines constants dik . Define 
N m,-1 
C(t) = c 1 djktk exp(s#) 
j=l k=O 
so that C(0) = 1 and C*(s) = q(s) I-& (s - sj)-“‘j = q(s)/r(s). Use this C
to transform (3.4) into (3.5) and x = y + y’ to obtain (L,). Note that 
H,(s) = s1- A, - B,*(s) has the form 
H,(s) = -(s + 1) c*(s)(sl - A - B*(s) 
= 4s + 1) q(s) Jqs)/W 
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Therefore, H,(s) is nonsingular if Re s > 0 and s # sj for j = 1, 2,..., N.
As s approaches a root sk the function H,(s) approaches the limit 
H&,) = -(sk + 1) ds,) I”I (si - skP H,c , 
j=l,j#k 
where Hk is the first nonzero coefficient in the Taylor series expansion of 
H(s) at s = sk . Since q(sk) + 0, then H,(s,) is nonsingular fork = 1,2,..., N
This proves the claims made at the beginning of the proof. 
To complete the proof we follow the last part of the proof of Theorem 5. 
Notice that a(t) can be rearranged into the form 
u(t) = -jtm C(t - u) B(u) du. 
If 0 <j < m, then since ] C(t)1 < K(tm-l + exp(-ut)) for some a > 0 
and K > 0 one has 
jam tj / lrn C(t - u) B(u) du j dt 
m m 
<K ss tk{(U - t)+l + exp(--a(t - u))} 1 B(u)1 du 0 t 
=K co 
is 
11 {tk(u - t)+l + tk exp(--a(t - u))} dt 1 B(u)1 du 
0 0 
=K 
I 
m O(U”+~) 1 B(u)1 du < co. 
0 
Since det(.Z - u*(s)) = -det V*(s)(sl - A - B*(s)) # 0 in Re s 2 0, then 
by the result of Paley and Wiener [14] the function p defined by 
p*(s) = -(I - u*(s))-1 u*(s) (4.5) 
is of class L1(O, co). Moreover, the solution of (3.5) is 
x(t) = C(t) x0 -- 
I 
t ,o(t - u) C(u) x0 du 
0 
= C(t) x0 - s 
m p(u) C(t - u) x0 du 
0 
+ Lrn p(u) C(t - u) x0 du. 
Since x(t) solves (3.4) and R,(t) = W(t) + R(t), then 
x(t) = W(t) x0 + R(t) x0 . 
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The definitions f W, R, and C can be used to compare terms in the two 
representations of the solution. It follows easily that 
R(t) = j-p(u) C(t - u) du 
t 
= La p(u) 15 mgl djk(t - u)” exp(sj(t - u))\ du. 
j=l k-0 
From this representation of R it is clear that 
R ~Ll(0, co) if tm [ p(t)1 ELl(O, co). 
Define pi(t) = tip(t) and ai = @a(t) for j = 0, l,..., m. Differentiate (4.5) 
and repeat he last part of the proof of Theorem 5 to see that p1 EU(O, co), 
pz GLl(O, 00) )...) pnz ELl(0, 00). Q.E.D. 
THEOREM 7. Suppose (pl) and (~2) are true and that all functions and 
parameters in (L) are real n-vector valued. Let MI = total multiplicity of all 
roots sj such that Re si = 0 and Im sj 3 0. If B(t) has moments up to and 
including the (2M,)th then R and R’ EU(O, co). 
Proof. The proof is the same as the proof of Theorem 5 except hat a 
modified version of Lemma 8 is used. Lemma 8 is modified as follows. 
Since roots are either real or occur in conjugate pairs, the functions C(t) can 
be chosen to be real valued and to eliminate a real root as before or else to 
eliminate conjugate pairs together. To see this note that no change is required 
if the root s1 is real. Ifit is complex, then we can assume sa = S, . If (3.2a) is 
true, then near ss = S, one has 
II(s) = (s - S,)j (E + f&(s - sl-) + O(s - s,)2), (3.2a’) 
where R = W)(~r)ij! and det R # 0. In case (3.2b) is true, then the matrix 
D can be chosen real and the real Jordon canonical form achieved. Moreover, 
at sa = S, one has 
D-lH(s)D = (s - q)j (H,, + rr,(s - Q + O(s - Q2). 
In case (3.2a) or (3.2b) is true with j > 0 put 
(3.2b’) 
G-1 
C(t) = C K,t”{exp(s,t) + exp(s,t)}1/2. 
k=O 
If (3.2b) is true withj = 0, put 
C(t) = D{exp@t) + exp@t)} D-l/2. 
It is an easy matter to check that he rest of the proof goes as before. Q.E.D. 
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6. APPLICATIONS 
THEOREM 8. Suppose (pl) and (~2) are true and all roots on the imaginary 
axis are simple (that is m = 1). Let pj, , Vj , W and R be the functions defined 
at the beginning of Section 4. 
(a) Supposef is in one of the spaces LP(0, co) where 1 < p < 03. Then 
the solution x(t) of (L) is bounded on 0 < t < 00 if and onZy if 
pjkxo + 5 pj,F(n-k)(sj)/(n - k)! = 0 
.=k 
(6.1) 
for k = 0, 1, 2 ,..., mj - 1 and j = 1, 2,..., M where F(s) =f*(s) and 
fk(t - 4 + R(t - u)>f(u) du
JO 
is bounded on 0 < t < co. 
(b) If f E L1(O, co), then (6.2) is bounded. If in addition x0 can be chosen 
so that (6.1) is true then x(t) is asymptotically almost periodic, indeed 
x(t) - 1 Vz(t> xo+ Lrn Vz(t - 4.h) dj + 0 
ast+c0. 
Proof. By Theorem 1 above the solution has the form 
4) = jgl ;$’ (PdW [t’xo + lrn (t - u)~ exp(-sju) f (u) du) exp(s$) 
+ {Vzdt) + WI xo + St iv& - 4 + 4 - u)> f (u) du 
0 
- 
s 
co Vl(t - u)f(u) du. 
t 
If the solution x(t) is bounded, then by Corollary 1 it follows that (6.1) is 
true. The term Vz(t) x0 is almost periodic while R(t) x0 E BC, by Theorem 4. 
The last term on the right is the convolution of an exponentially decaying 
function with an Lp function. If p = co, it is bounded. If 1 < p < 00, 
it is bounded and tends to zero as t --f co. Since x(t) is bounded the one 
remaining term (6.2) must be bounded. On the other hand, if (6.1) is true 
and (6.2) is bounded, then clearly x(t) is bounded. 
Let f E Ll(O, co). Since R E BC, , the convolution product 
s 
t R(t - u)f(u) du E BC, . 
0 
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The other term in (6.2) can be written as the sum of an almost periodic 
function and a function in BC,, as follows 
J^: Vz(t - u)f(u) du = lrn V&t - u)f(u) du - s,m Vz(t - u)f(u) du. 
This means that 
= R(t) x0 + jot R(t - u)f(u) du - irn {VJt - u) + Vz(t - u)}f(u) du. 
Each of the terms on the right are in BC, . Q.E.D. 
THEOREM 9. Suppose (Fl) and (F2) are true. Suppose f is almost periodic 
or asymptotically almost periodic. The solution x(t) of (L) is bounded if and only 
if it is asymptotically most periodic. 
Proof. By Theorem 1 and Corollary 1 a bounded solution f(L) must be 
of the form 
x(t) = R(t) x0 + Lt R(t - u) f (u) du - lrn VI(t - u) f (u) du. 
By Corollary 2 R l Ll(0, co) n BC, . Thus, R(t) x0 -+ 0 as t + cc. Moreover, 
if f is asymptotically a most periodic, one has f(t) - fp(t) E BC, for some 
almost periodic function f,. Thus, 
j” R(u) f(t - u) du = JOm R(u) fJt - u) du - 6 R(u) fD(t - u) du 
0 
+ j-” W{f(t - 4 - fdt - 4 da 0 
The first term on the right is almost periodic while the remaining terms are 
in BC, . Similarly, one has 
- s m Vl(t - u)f(u) du t 
=- km vl(t - u)f&) du + $ vl(t - 4{f&) - f (41 du. 
The first term is almost periodic and the second is in BC, . 
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Therefore, one has 
The right side tends to zero as t + co. Q.E.D. 
THEOREM 10. Suppose (Fl) is true and suppose (E) has exactly one simple 
root s1 with Re s, > 0. Consider the perturbed system 
W) = &W + g1W)l 
+ Jot W - SK+) + g&(sN~ ds + l f(th 40) = x0 , P) 
where g, E C1 and gi(0) = gj’(0) = 0 for j = 1,2. Let f E X where X is any 
of the spaces Lp(O, co) for 1 < p < 00 OY BC, . Then there exists constants 6, 
and S, > 0 and z* such that if 1 x0 1 < 6, and 1 E 1 < 6, then the following 
statements are true: 
(a) When z. = z* the solution of (P) exists for all t 3 0, 1 z(t)] < 6, 
and z(t) E X. 
(b) Suppose detp,, # 0. When z. # z* the solution of (P) must leave 
the region {z: 1 z 1 < S,} in finite time. 
Proof. If a solution of (P) exists for all t >, 0 and is bounded, then by 
Theorem 1 above it satisfies the integral equation 
4t> = ~~~~~~ + ef *h) + W* (sd ewW + R(t) x0 
+ Jorn W, u>Gf 04 + W$W du, (6.3) 
where 
and F is the functional defined by 
F(d@) = &ddt)) + j-” B(t - 4 &44> duo 
0 
(6.5) 
156 R. K. MILLER 
Conservely, if x(t) is a bounded solution of (6.3) then clearly x solves (P). 
Note that R ELP(O, co) for 1 ,< p < co and R E BC,, . Moreover, 
Kl = sup 
s 
m I K(t, u)I du < co. 
00 0 
F-6) 
Let G be the function determined by the right side of (6.3) with x0 chosen 
to make the first erm zero, that is 
G(v)(t) = - W&f *(sd + +)* (4 
+ jm W, 4&f@> + %Wl du 
0 
(6.7) 
for all t > 0 and all v E X n Lm(O, 00) = X, . Give X1 the norm 
II v II = II vIIx + ess uP{I &)I : 0 G t < a>, 
so that X1 is a Banach space, and let S(S,) = {IJI E X, : // v )I < S,}. It is 
trivial that if 6, is sufficiently small and if j E I < 6, then G defined a 
contraction mapping on S(S,). This proves part (a). 
To prove part (b) choose 6, as in part (a) when X = Lm(O, co). Suppose 
I z, I < S, , I E / < 6 and z(t) E S(S,). Let Kr be given by (6.6), and let K2 
be an upper bound for I gj(z)I when I z j < 6, and i = 1,2. Define 
KS = 6, sup{/ R(t)/: t 3 O} + W-G (I A I + jom I BWl du) 
+ 6, sup 1s” I K(t, u)f(u)l du: t 2 01. 
0 
If so = -of* - F(x(t))*(s,), then z(t) solves z = G(s) so that z = z*. 
If z. is not equal to this value, then 
I 49 3 I PIo{~o + d*W + &4*(sJI exph0 - K3 
for all t 3 0. This contradicts the assumption that z E S(S,). Q.E.D. 
Remarks. If in Theorem 10 the matrix p,, is singular, then (P) has an 
infinity of initial conditions in the sphere I x0 1 < 6, which yield bounded 
solutions. If(E) has more than one root or a nonsimple root, then the analysis 
of(P) is extremely complex. It would be interesting to know whether or not 
any reasonable analysis is possible even in special cases. 
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