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Abstract
The emergence of attosecond techniques has opened up the possibility to experimen-
tally probe changes in the electron distribution, that until now have been treated
as instantaneous. Photoionisation of molecules with attosecond (broad bandwidth)
pulses leads to a non-stationary electronic wave packet. The current state-of-the-
art for ab initio theory treats molecular electron dynamics as a purely electronic
process, at a single fixed nuclear geometry.
The present thesis is concerned with fundamental questions about the physics of
non-stationary electronic wave packets and the coupling of this motion to that of the
nuclei. To simulate coupled electron and nuclear dynamics, we use the “on-the-fly”
mixed quantum-classical Ehrenfest method and the quantum mechanical DD-vMCG
method. The results obtained with the two methods are compared. We choose to
study electron and nuclear dynamics upon ionisation of benzene, toluene and para-
xylene as examples because vertical ionisation takes place at geometries near the
conical intersections between ground and first excited states of their cations, leading
to a potentially strong coupling between the electronic and nuclear coordinates.
One aim is to investigate electron dynamics and how it is affected by the nuclei.
We show significant effects of the nuclear motion after a few femtoseconds within
the Ehrenfest approximation. We also show how the inherent spatial delocalisation
of the nuclei leads to very fast dephasing of electron dynamics, using a Wigner dis-
tribution. The DD-vMCG simulations confirm the very fast dephasing of electron
dynamics in the molecules studied. A complementary aspect of the dynamics upon
ionisation is the nuclear motion induced by an electronic wave packet. We show how
the averaged initial nuclear motion (direction and velocity) is controlled by the com-
position of the electronic wave packet, as predicted by the Ehrenfest method. The
DD-vMCG method provides the details of the nuclear dynamics on each electronic
state.
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the summed electronic coherence in the diabatic basis. The solid lines
show the results for the simulations with 1 GBF and the dashed lines
with 17 GBFs. The initial electronic wave packet is 1√
2
(ψ˜I + ψ˜II).
The initial nuclear wave packet is the vibrational ground state of the
neutral species. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.3 Electron dynamics coupled with quantum nuclear motion in para-
xylene cation: (a) the population of the diabatic quinoid state ψ˜I and
(b) the summed electronic coherence in the diabatic basis. The solid
lines show the results for the simulations with 1 GBF and the dashed
lines with 17 GBFs. The initial electronic wave packet is 1√
2
(ψ˜I+ψ˜II).
The initial nuclear wave packet is the vibrational ground state of the
neutral species. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.4 Time evolution of the nuclear wave packet density upon population of
the quinoid state ψ˜I in benzene cation along normal mode 23 (repre-
sentative of the gradient difference vector) on the left (a,c) and along
normal mode 24 (representative of the derivative coupling vector) on
the right (b,d). The density of the nuclear wave packets belonging to
the quinoid ψ˜I and antiquinoid ψ˜II states are plotted on the upper
(a,b) and lower (c,d) panels respectively. The simulation contains
13 GBFs. The initial nuclear wave packet is the vibrational ground
state of the neutral species. The dashed white line shows the average
evolution for 13 GBFs. The black line indicates the position of the
conical intersection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.5 Time evolution of the nuclear wave packet density upon population
of the antiquinoid state ψ˜II in benzene cation along normal mode
23 (representative of the gradient difference vector) on the left (a,c)
and along normal mode 24 (representative of the derivative coupling
vector) on the right (b,d). The density of the nuclear wave packets
belonging to the quinoid ψ˜I and antiquinoid ψ˜II states are plotted on
the upper (a,b) and lower (c,d) panels respectively. The simulation
contains 13 GBFs. The initial nuclear wave packet is the vibrational
ground state of the neutral species. The dashed white line shows the
average evolution for 13 GBFs. The black line indicates the position
of the conical intersection. . . . . . . . . . . . . . . . . . . . . . . . . 140
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6.6 Time evolution of the nuclear wave packet density upon population
of 1√
2
(ψ˜I + ψ˜II) in benzene cation along normal mode 23 (represen-
tative of the gradient difference vector) on the left (a,c) and along
normal mode 24 (representative of the derivative coupling vector) on
the right (b,d). The density of the nuclear wave packets belonging to
the quinoid ψ˜I and antiquinoid ψ˜II states are plotted on the upper
(a,b) and lower (c,d) panels respectively. The simulation contains
13 GBFs. The initial nuclear wave packet is the vibrational ground
state of the neutral species. The dashed white line shows the average
evolution for 13 GBFs. The black line indicates the position of the
conical intersection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.7 Time evolution of the nuclear wave packet density upon population
of 1√
2
(ψ˜I − ψ˜II) in benzene cation along normal mode 23 (represen-
tative of the gradient difference vector) on the left (a,c) and along
normal mode 24 (representative of the derivative coupling vector) on
the right (b,d). The density of the nuclear wave packets belonging to
the quinoid ψ˜I and antiquinoid ψ˜II states are plotted on the upper
(a,b) and lower (c,d) panels respectively. The simulation contains
13 GBFs. The initial nuclear wave packet is the vibrational ground
state of the neutral species. The dashed white line shows the average
evolution for 13 GBFs. The black line indicates the position of the
conical intersection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.8 Time evolution of the nuclear wave packet density upon population
of 1√
2
(ψ˜I + i ψ˜II) in benzene cation along normal mode 23 (represen-
tative of the gradient difference vector) on the left (a,c) and along
normal mode 24 (representative of the derivative coupling vector) on
the right (b,d). The density of the nuclear wave packets belonging to
the quinoid ψ˜I and antiquinoid ψ˜II states are plotted on the upper
(a,b) and lower (c,d) panels respectively. The simulation contains
13 GBFs. The initial nuclear wave packet is the vibrational ground
state of the neutral species. The dashed white line shows the average
evolution for 13 GBFs. The black line indicates the position of the
conical intersection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
21
6.9 Time evolution of the averaged nuclear geometry in the branching
space for simulations in benzene cation, initiated with ψ˜I in green,
ψ˜II in red,
1√
2
(ψ˜I + ψ˜II) in blue,
1√
2
(ψ˜I − ψ˜II) in orange and 1√2(ψ˜I +
i ψ˜II) in black. The dashed lines show the average evolution for the
simulations with 13 GBFs and the solid lines with 1 GBF. The initial
nuclear wave packet is the vibrational ground state of the neutral
species. The time of the simulations is 5 fs. . . . . . . . . . . . . . . . 144
6.10 Ionisation in toluene: the green and blue curves represent a cut of the
potential energy surfaces along the gradient difference vector coordi-
nate of the quinoid ψ˜I and antiquinoid ψ˜II states. Vertical ionisation
takes place at a geometry displaced from the conical intersection. . . 146
6.11 Time evolution of the nuclear wave packet density upon population of
the quinoid state ψ˜I in toluene cation along normal mode 30 (repre-
sentative of the gradient difference vector) on the left (a,c) and along
normal mode 31 (representative of the derivative coupling vector) on
the right (b,d). The density of the nuclear wave packets belonging to
the quinoid ψ˜I and antiquinoid ψ˜II states are plotted on the upper
(a,b) and lower (c,d) panels respectively. The dashed white line shows
the average evolution. The simulation contains 17 GBFs. The ini-
tial nuclear wave packet is the vibrational ground state of the neutral
species. The black line indicates the position of the conical intersection.147
6.12 Time evolution of the nuclear wave packet density upon population
of the antiquinoid state ψ˜II in toluene cation along normal mode
30 (representative of the gradient difference vector) on the left (a,c)
and along normal mode 31 (representative of the derivative coupling
vector) on the right (b,d). The density of the nuclear wave packets
belonging to the quinoid ψ˜I and antiquinoid ψ˜II states are plotted on
the upper (a,b) and lower (c,d) panels respectively. The dashed white
line shows the average evolution. The simulation contains 17 GBFs.
The initial nuclear wave packet is the vibrational ground state of the
neutral species. The black line indicates the position of the conical
intersection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
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6.13 Time evolution of the nuclear wave packet density upon population of
1√
2
(ψ˜I+ψ˜II) in toluene cation along normal mode 30 (representative of
the gradient difference vector) on the left (a,c) and along normal mode
31 (representative of the derivative coupling vector) on the right (b,d).
The density of the nuclear wave packets belonging to the quinoid ψ˜I
and antiquinoid ψ˜II states are plotted on the upper (a,b) and lower
(c,d) panels respectively. The dashed white line shows the average
evolution. The simulation contains 17 GBFs. The initial nuclear
wave packet is the vibrational ground state of the neutral species.
The black line indicates the position of the conical intersection. . . . 150
6.14 Time evolution of the averaged nuclear geometry in the branching
space for simulations in toluene cation, initiated with ψ˜I in green,
ψ˜II in red,
1√
2
(ψ˜I + ψ˜II) in blue,
1√
2
(ψ˜I − ψ˜II) in orange and 1√2(ψ˜I +
i ψ˜II) in black. The dashed lines show the average evolution for the
simulations with 17 GBFs and the solid lines with 1 GBF. The initial
nuclear wave packet is the vibrational ground state of the neutral
species. The time of the simulations is 5 fs. . . . . . . . . . . . . . . 151
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Chapter 1
Background
1.1 Introduction
The idea of understanding the behaviour of a molecule during a reaction has mo-
tivated, and continues to motivate researchers in the field of physical chemistry. A
chemical reaction occurs when electrons in a molecule reorganise and atoms change
their specific arrangement. In the Born-Oppenheimer approximation [5], the forces
operating on the atoms and determining the nature of the atomic rearrangement
come from the averaging over the much faster motion of the electrons. The physical
picture for this approximation is that the electrons, much lighter particles than the
nuclei, instantly adjust to the current position of the nuclei. The equilibrium nuclear
geometry is then determined as a minimum of the electronic energy. In the Born-
Oppenheimer approximation, the system is confined to be in a single stationary
electronic state and the nuclei evolve on a single adiabatic potential energy surface.
From the late 1980s, the development of femtosecond lasers has allowed the exper-
imental study of the structure and dynamics of atoms in molecules, on the femtosec-
ond (1 fs = 10−15 s) time scale [6]. By using a light pulse that is shorter than the
characteristic time for nuclear motion, it is thereby possible to initiate the system in
a localised region on a given electronic potential energy landscape. The subsequent
nuclear motion can then be probed as a function of the time delay between pump
and probe pulses.
One had to wait until 2001 for the “femtosecond barrier” to be broken [7, 8]. The
synthesis of attosecond (1 as = 10−18 s) pulses relies on the time-energy uncertainty
principle ∆E∆t ≥ h¯: collecting together coherent light sources with an energy band-
width ∆E of several eV gives a pulse with duration τ ≈ h¯/∆E of few attoseconds.
The broad spectral bandwidth of such short pulses leads to the coherent population
24
of several electronic states, thus breaking the Born-Oppenheimer approximation.
The system is not confined any more to be in a single stationary electronic state but
is now a superposition of electronic states, called an electronic wave packet: such a
superposition is non-stationary, i.e. its probability density is time-dependent. The
convenient picture of a single potential energy surface is lost and the nuclei “feel”
the multiple coupled potential energy surfaces.
The emergence of the tools of attosecond measurement has opened up the pos-
sibility to experimentally access and probe non-stationary electronic states, on the
attosecond time scale. One can finally investigate changes in the electron distri-
bution upon photoexcitation and photoionisation of molecules, until now taken as
instantaneous. Extended theoretical studies are necessary to help with the under-
standing of attosecond experiments [9, 10, 11]. The present thesis is concerned with
fundamental questions about the physics inherent in sudden electronic excitations:
How do the electrons move in the first few femtoseconds after photoionisation? How
does this movement couple into femtosecond time scale atomic rearrangements?
The knowledge gained from such simulations will lead to advances in basic sci-
ence, such as a new understanding of the first moments in the electronic excitation
of molecules, with potential impact upon areas of current technology. Sudden elec-
tronic excitations, such as photoexcitation, photoionisation and collisional events,
underlie a broad range of processes in chemical, biochemical and physical systems.
Examples include natural photosynthesis and vision along with their artificial coun-
terparts in light harvesting and imaging technology.
1.2 High-harmonic generation
Experimental techniques with sub-femtosecond time resolution rely on high-harmonic
generation (HHG), a non-linear optical process first noticed in 1987 [12]: when il-
luminated by an intense (I ≈ 1013 − 1015W/cm2) infrared laser pulse, atomic gases
were observed to emit high-order harmonics of the driving field in a coherent man-
ner. This process converts light of one frequency, called the fundamental, into light
at integer multiples of that fundamental frequency, called the harmonics.
The “three-step model” [13, 14, 15] was proposed to explain the physics behind
the atomic HHG process (Figure 1.1): (i) the strong laser field significantly affects
the nucleus-electron interaction and lowers the barrier of the binding Coulomb po-
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Figure 1.1: Three-step model explaining the atomic HHG process: (left) tunnel ioni-
sation, (centre) acceleration of the electron in the continuum and (right)
recombination with the parent ion. Figure adapted from Ref. [1].
tential which enables the outermost electron to tunnel ionise into the continuum,
(ii) the electron born in the continuum at rest moves in response to the oscillating
electric field, first accelerating away from the parent ion and then returning back
towards it after the electric field has changed sign and (iii) the electron recombines
with the parent ion and the atom returns to its ground state by emitting an attosec-
ond burst of coherent radiation. Since this process is repeated every cycle of the
driving laser field (with exactly the same properties), a train of attosecond pulses
is produced. In the frequency domain, the extreme ultraviolet bursts interfere: the
spectrum consists only of harmonics of the driving laser field. In case of symme-
try inversion in the system, the same process is repeated every half-cycle and only
odd harmonics are present in the HHG spectrum – the even harmonics interfering
destructively. A typical HHG spectrum is presented in Figure 1.2: there is a rapid
decrease of the signal for the first few harmonic orders, then an extended plateau
where the harmonic intensity is roughly constant and finally a cutoff at the highest
orders.
The phase of the electric field at the time the electron appears in the continuum
will actually determine its destiny [16]. If the electron is emitted in the continuum
before the peak of the electric field, it will get accelerated away from the parent
ion so much that it will never get driven back. Only electrons emitted after the
peak of the field will return to the parent ion. The electron trajectories are shown
in Figure 1.3. There is an optimum ionisation time for which the electron will re-
turn with the maximum possible energy, the so-called cutoff energy. The further
away from that time the electron is emitted, the less energy it returns with. Elec-
trons born after that time will return sooner to the parent ion and are therefore
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Figure 1.2: Typical HHG spectrum with a rapid decrease of the signal for the first
few harmonic orders, then an extended plateau where the harmonic in-
tensity is roughly constant and finally a cutoff at the highest orders.
Figure reproduced from Ref. [2].
called “short trajectory electrons”. Electrons born before will return later and are
called “long trajectory electrons”. In the frequency domain, each harmonic in the
plateau is emitted at two different times (by the short and long trajectory electrons)
which converge for the cutoff harmonics (where no distinction between short and
long trajectories can be made). Note that the contribution from either short or long
trajectory electrons can be singled out because of their differing spatial properties.
1.3 Attosecond experiments
HHG in gases and the generation of attosecond pulses in the extreme ultraviolet
range have opened up the possibility to probe dynamics in atoms, molecules and
solids with attosecond resolution [17, 18]. Attosecond techniques have since been
developed and applied successfully to a range of problems, including the real-time
observation of electronic relaxation in krypton atoms [19] and the measurement
of delays in photoemission of electrons in condensed matter [20] and atomic sys-
tems [21] using the streaking technique. One can distinguish two main experimental
approaches that allow probing of sub-femtosecond dynamics [11].
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Figure 1.3: Electron trajectories involved in high-harmonic generation. The black
dashed line shows the instantaneous electric field of the laser. The
coloured lines represent the spatio-temporal description of various tra-
jectories; each colour encodes a recolliding energy, increasing from red
to blue. Figure adapted from Ref. [3].
The first approach is time-resolved pump-probe spectroscopy, using two attosec-
ond pulses [22]: the first pulse initiates the studied process, the second probes it
after a given adjustable time delay between the two attosecond pulses. In order
for more than one light cycle to be generated within the duration of the attosec-
ond pulse, the wavelength needs to be rather short, typically in the ultra-violet
and X-ray domains. Therefore, attosecond photons have enough energy to ionise
atoms and molecules. Also, as stated above, the very short pulse duration leads
to a broad spectral bandwidth of several eV due to the time-energy uncertainty
principle. Therefore, the bandwidth of the pulse is broad enough to cover multiple
electronic states, populating a coherent superposition of them called an electronic
wave packet.
The exact composition of the electronic wave packet, i.e. the relative weights
and phases of the electronic states, depends on any experimental setup and can in
principle be modulated using the coherent control technique [23]. The amplitude and
phase of each frequency component within the bandwidth of the pulse are imprinted
on the weight and phase of the electronic state excited by that frequency component.
Manipulating the optical amplitudes and phases thus allows the manipulation of the
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quantum weights and phases of the electronic wave packet.
Note that these experiments are still very challenging because of the low intensity
of the attosecond laser pulses from HHG. This problem could be overcome with
X-ray free electron lasers, given their much higher pulse power [24].
Unlike the first approach, the second approach does not require attosecond pulses.
In the high-harmonic spectroscopy method (HHS), the pump process is the strong
field tunnel ionisation and the probe is the laser-driven electron-ion recombination
using the so-called “time-energy mapping” [25, 26, 27, 28]. As explained above,
there are two types of trajectories which are responsible for the emission of each
harmonic order in the plateau. Considering one type of trajectory only (for instance
the short ones), there is a direct one-to-one relation between the harmonic energy
and the electron trajectory, and thus between the harmonic energy and the time
between ionisation and recombination. This is what is used as a “pump-probe”
delay time in HHS to measure ultrafast processes in the parent ion. Each harmonic
provides a “frame” for the attosecond “movie” that lasts about half a laser cycle.
Strong field ionisation is exponentially sensitive to the ionisation potential, sug-
gesting that after tunnel ionisation the cation is left in its electronic ground state.
However, in molecular ions, electronic excitations often lie within a couple of eV
from the ground state, leading to significant population of excited states even for
exponential scaling of ionisation rates. The structure of the molecular orbitals is
also crucial [29, 30] and can further increase the relative weights of the electronic
excited states of the cation. The importance of different ionisation channels in tun-
nel ionisation has been pointed out in experiments [31, 32]. Strong-field ionisation
can thus also result in a superposition of cationic states.
There is also the strong-field photoelectron spectroscopy method in which the
probe process differs: the electron diffracts on the parent ion during the recolli-
sion, instead of recombining with it and emitting light. The resulting time-resolved
diffraction patterns will provide a movie of the evolving ion structure.
In all methods of the second approach, the strong infrared field is present dur-
ing the time evolution of the parent ion; this may perturb and be driving the ob-
served dynamics rather than allowing an observation of the dynamics intrinsic to
the molecule.
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1.4 Electron dynamics upon ionisation
Photoionisation by an attosecond pulse with a broad bandwidth and tunnel ioni-
sation by a strong field both lead to the coherent superposition of electronic states
of the cation, i.e. an electronic wave packet, which is non-stationary. How does
the electron density change? Let us start by considering the simple example of an
atomic cation and an electronic wave packet Ψ(r, t) of for instance two real elec-
tronic eigenstates ψ0(r) and ψ1(r), where r contains the spatial coordinates of all
electrons (bold font is used to signify vectors and matrices). The time evolution of
the system is described by the time-dependent Schro¨dinger equation [33]:
ih¯
∂
∂t
Ψ(r, t) = Hˆe(r)Ψ(r, t) (1.1)
The electronic Hamiltonian operator Hˆe(r) being time-independent in the absence
of an external electric field, equation 1.1 gives:
Ψ(r, t) = c0(t)ψ0(r) + c1(t)ψ1(r) = c0(0)e
−iE0t/h¯ψ0(r) + c1(0)e−iE1t/h¯ψ1(r) (1.2)
with the complex phase factor depending on Es, the energy of state ψs(r). The
population of the electronic eigenstates is time-independent. The probability density
of the electronic wave packet is
|Ψ(r, t)|2 = |c0(0)|2|ψ0(r)|2 + |c1(0)|2|ψ1(r)|2
+2|c0(0)||c1(0)| cos
(
E0 − E1
h¯
t+ φ
)
· ψ0(r)ψ1(r) (1.3)
using φ = arg
(
c1(0)
c0(0)
)
the relative phase between the two initial complex coefficients.
The quantum interference between the cationic electronic eigenstates alternates be-
tween constructive and destructive, and leads to oscillating motion of the electronic
density with a period T inversely proportional to the energy gap.
Such electron dynamics in atoms has already been observed experimentally. For
instance in [34], a few-cycle near-infrared strong field was used to ionise Krypton
atoms and populate a 4p−1 valence electronic wave packet, with a (spin-orbit) en-
ergy splitting of ∆ESO = 0.67 eV. An extreme-ultraviolet attosecond probe pulse
was used to promote the system from the states of the coherent superposition to a
common final state. The quantum interference of the electronic wave packet leads
to the temporal modulation of the transition probability. The time evolution of the
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system is then revealed in the variation of the amplitude of the transient absorption
spectra lines with the pump-probe delay: the measured period of the oscillations is
TSO = 6.3± 0.1 fs, consistent with ∆ESO.
One key target of attosecond experiments remains the real-time observation of
electron dynamics upon ionisation in molecules [35, 36, 37, 38, 10]. Molecules are
more complicated than atoms since they have more degrees of freedom: the total
molecular wave function now depends on the nuclear coordinates R. Changes in
both the electronic density and the nuclear geometry are expected upon ionisation.
Electron dynamics due to the interference between coherently populated electronic
states should still exist in molecules and corresponds to “pure” electron dynamics
since it would take place even if the nuclei were fixed. This process is often called
charge migration in the literature [9] (or hole migration if it is induced by electron
correlation [39, 40]) as opposed to charge transfer which is mediated by the nuclear
motion.
The current state of the art for ab initio theory treats molecular charge migra-
tion as a purely electronic process solving the electronic time-dependent Schro¨dinger
equation (1.1) at a single fixed nuclear geometry [41, 42, 4, 43, 44, 45]: the motion
of the nuclei and the spatial delocalisation of the nuclei are thus neglected. An
example of pure electron dynamics (simulated at a single static nuclear geometry)
in 2-phenylethyl-N,N-dimethylamine (PENNA) [4] is presented in Figure 1.4. The
electronic structure is calculated using the Green’s function method [46]. The mi-
gration of the positive charge is traced in time by calculating the so-called hole
density. The hole density, defined as the difference between the electronic density
of the neutral and that of the cation, is a more sensitive indicator than the total
electronic density. At time 0, the charge is localised on the benzene ring. After only
4 fs, almost the entire charge has migrated to the nitrogen. Afterwards the charge
returns mainly to its initial position and the whole process starts again.1
The interaction between the outgoing electron and the cation and often the in-
teraction with the ionising electric field are also ignored. These approximations are
reasonable if a weak high-energy ultrashort pulse is used for the ionisation so that
the outgoing electron has a high kinetic energy and moves rapidly away from the
cation. In other words, a “sudden” removal of an electron is assumed.
The initial conditions of a simulation (nuclear geometry and electronic wave
packet) depend on the state of the neutral species before ionisation and on the
1The process is not purely repetitive since many ionic states participate in the dynamics here.
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already migrated to the nitrogen (the hump on the right-
hand side of the surface). Afterwards the charge returns
mainly to its initial position and the whole process starts
again. However, since many ionic states participate in the
dynamics, the process is not purely repetitive.
First principles molecular dynamics simulations of the
cationic ground state at DFT (BP86/SV(P)) level starting
with the equilibrium geometry of the neutral indicate a
stretching of the C1–C2 bond of 5 pm within the first 5 fs.
This is the bond which was observed to break in the exper-
iments of Weinkauf et al. [7,13]. To gain an idea on the
impact of this stretching on the charge migration, we calcu-
lated the hole density and traced its migration at several
diﬀerent geometries along the dissociation path. It was
observed that more and more charge migrates to the N-ter-
minal as the C1–C2 bond elongates. In Fig. 2b the hole den-
sity is shown for a geometry where the C1–C2 bond is
elongated by 20 pm. One clearly sees that in this case
almost the entire charge is transferred from the chromo-
phore to the N-terminal, and this again within 4 fs.
To further trace the evolution of the hole charge in real
space we present in Fig. 3 Qð~r; tÞ in 3D for the two dis-
cussed geometries at three diﬀerent times t = 0, 2 and
4 fs. The results suggest the following conceivable scenario
of coupled electron-nuclear dynamics. The localized initial
ionization of the chromophore triggers ultrafast charge
migration and some part of the positive charge starts to
bounce between the chromophore and the N-terminal. As
time proceeds, nuclear dynamics enters the picture and
with the elongation of the C1–C2 bond more and more
charge oscillates between the two sites. These oscillations
are not perfect, due to dissipation caused by the participa-
tion of many electronic states and nuclear dynamics, and
when the bond breaks the charge is trapped at the energet-
ically more favorable N-terminal fragment, i.e. the mole-
cule dissociates into C6H5CH2 radical and H2CN(CH3)2
cation. This is confirmed by calculations on the CC2
level which predict that dissociation into C6H5CH2 +
Fig. 3. 3D-hole density of PENNA at three diﬀerent time steps (0,2,4 fs). The ‘negative’ hole density, or the electron density is given in orange. Left-hand
side for the ground state geometry, right-hand side for the geometry with C1–C2 bond elongated by 20 pm. (For interpretation of the references to colour
this figure legend, the reader is referred to the web version of this Letter.)
Fig. 2. Hole density of PENNA. (a) At the ground state geometry of the
neutral. (b) At the geometry with C1–C2 bond elongated by 20 pm.
234 S. Lu¨nnemann et al. / Chemical Physics Letters 450 (2008) 232–235
Figure 1.4: Time evolution of the hole density (in green) after ionisation of the
phenyl ring in 2-phenylethyl-N,N-dimethylamine (PENNA). The ‘neg-
ative’ hole density, or the electron density is given in orange. The fixed
nuclear geometry corresponds to the equilibrium geometry of the neutral
species with the C–C bond (in the substituent group) elongated by 20
pm. Figure reproduced from Ref. [4].
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electric field used for the ionisation (intensity, polarisation, photon energy, spectral
bandwidth, etc...). It is often assumed that the system was in its nuclear and elec-
tronic ground state before ionisation. Since the nuclei do not have time to relax dur-
ing the ionisation process, the (initial) nuclear geometry is taken as the equilibrium
geometry of the neutral species. In several theoretical studies [39, 42, 4, 44, 45, 47],
the initial electronic wave packet is created using the so-called “single-channel sud-
den approximation” [48, 49, 50]. This assumes the sudden removal of an electron
from a particular orbital.2 However, one can investigate a particular ionisation chan-
nel independently of the others only if they do not interfere: the valence ionisation
channels are not well separated in energy so they will interfere. In this thesis, in
order to stay general, we assume the “sudden” removal of an electron but do not aim
to study electron dynamics following a single-channel ionisation. Relative weights
and phases of the eigenstates in the initial superposition are parameters of our sim-
ulations, the role of which is worth exploring in its own right. In this sense, we
perform simulations as “numerical experiments”.
One of the aims of the present thesis is to address fascinating and outstanding
questions in the theoretical description of electron dynamics in molecules: the effect
of the nuclear motion and the effect of the natural width of the nuclear wave packet,
both neglected in most simulations that consider a fixed single nuclear geometry.
1.5 Charge-directed reactivity
Experiments also suggest that electronic wave packets play a chemical role: for
example, Weinkauf et al. claimed that fragmentation sites in small polypeptide
cations were controlled by the dynamics of a superposition of quasi-degenerate
electronic states [51, 52, 53]. The interpretation and simulation of such coupled
electron-nuclear dynamics in molecules have proven to be challenging. Therefore,
several experimental and theoretical studies have since been carried out on diatomic
molecules. For instance, the control of electron localisation by an external elec-
tric field during dissociative ionisation has been demonstrated in H2 and its iso-
2In the absence of electron correlation and orbital relaxation, the electronic eigenstates of the neu-
tral and cationic species are all Slater determinants made of Hartree-Fock orbitals. According
to Koopman’s theorem, the removal of an electron from a particular orbital would lead to the
population of a single stationary cationic state. The population of a superposition of several
electronic states upon the removal of an electron from a particular orbital results therefore from
electron correlation and relaxation only [39].
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topes [54, 55, 56, 57, 58]. The relative phase of the coherent superposition of the
two lowest electronic states, controlled by the phase of the electric field at the time
of ionisation, determines whether the positive charge localises on the left or the
right atom after dissociation. Similarly, the phase of the electric field has been
used to control the directional emission of C+ and O+ fragments in the dissociative
ionisation of CO [59, 58].
De Vivie-Riedle extended the concept theoretically to larger molecular systems
by studying in reduced dimensionality the effect of the initial conditions on the sub-
sequent dynamics [60, 61]. It was suggested to control the relative phases and
amplitudes of a superposition of electronic states near a conical intersection to
“steer” chemical reactions and control the branching ratio of populations for in-
stance [61, 62].
Conical intersections are geometries where two electronic states (at least) become
degenerate; they are indeed important in photochemistry since they are regions
of potentially strong coupling between electronic and nuclear degrees of freedom,
allowing radiationless electronic transitions and leading potentially to several prod-
ucts [63, 64, 65, 66, 67, 68, 69]. Studying how the nuclear motion adjacent to a
conical intersection is affected by a coherent superposition of electronic states – a
non-stationary electronic wave packet – is important because the control of reactiv-
ity in the vicinity of conical intersections would allow one to control the possible
products of photochemical reactions. The control of nuclear dynamics near conical
intersections requires a clear understanding of the forces experienced by the nuclei
due to the electrons.
The other aim of the present thesis is to further investigate to what extent the
nuclear motion is affected by the composition of the electronic wave packet in the
vicinity of a conical intersection.
1.6 Benzene and methyl-substituted benzene
cations
In this thesis, we choose to study coupled electron-nuclear dynamics upon ionisa-
tion of benzene, and methyl-substituted benzenes – toluene and para-xylene – as
examples because vertical ionisation takes place at geometries near the conical in-
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tersections between ground and first excited states of their cations.
Figure 1.5 represents the ionisation process in benzene. The equilibrium geometry
of the neutral species has D6h symmetry and is exactly on the seam of conical inter-
sections between the two lowest-energy electronic eigenstates of the cationic species,
corresponding to ionisation from the degenerate occupied pi orbitals [70]: benzene
cation is a typical example of a Jahn-Teller system [71, 72, 73, 74]. The electronic
degeneracy is lifted along two nuclear coordinates: the gradient difference vector
−→
X1
and the derivative coupling vector
−→
X2. These span a two-dimensional subspace of
the nuclear coordinates called the branching plane, the remaining dimensions form-
ing the intersection space. In the branching plane, the adiabatic potential energy
surfaces form a double cone with a vertex at the origin. Figure 1.6 represents the
surrounding “moat” of the conical intersection which is of C3 symmetry [75, 76, 70],
seen from above: there are three equivalent minima and three equivalent transition
structures. Note that the moat is rather flat, the energy difference between the
minima and the transition structures being less than 0.01 eV. At each of the min-
ima, the adiabatic ground and first excited states have respectively a quinoid and
antiquinoid character. One of the three equivalent minima was chosen to define the
branching space directions.
In toluene and para-xylene, the equilibrium geometries of the neutral species are
slightly displaced from the conical intersections in their cations along
−→
X1, resulting
in an energy gap between the cationic ground and first excited states at these ge-
ometries.
1.7 Motivation and objectives
The motivation of the present thesis is to simulate electron and nuclear dynamics
following ionisation of benzenes. One aim is to investigate electron dynamics and
how it is coupled to the nuclear degrees of freedom, since most studies to date
have been carried out at a single fixed nuclear geometry. How does the electron
dynamics of a superposition of states created by ionisation depend on the nature
of the superposition? On the natural distribution of geometries in the molecular
ground state? How is electron dynamics affected by nuclear motion? What is the
likelihood of experimentally observing oscillatory charge migration in molecules?
A complementary aspect of the dynamics upon ionisation is the nuclear motion
induced by an electronic wave packet. How does the nuclear geometry change when
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X1
X2
S0
D0
D1
Figure 1.5: (left) Ionisation process in benzene: the lower surface represents the
ground state of the neutral species and the upper two represent the
ground and first excited states of the cation. (right) Vectors of the
branching space of the corresponding conical intersection in benzene
cation.
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Figure 1.6: Benzene radical cation resonance structures. The directions
−→
X1 and−→
X2 are the gradient difference vector and the derivative coupling vector
respectively.
−→
X1 connects a pair of minimum / transition structure (TS)
by lowering the symmetry from D6h to D2h. Motion along
−→
X2 preserves
only C2h symmetry and allows one to move from one minimum (or TS)
to a “60◦ rotated” TS (or minimum).
an electronic wave packet is excited? How does this differ from standard adiabatic
dynamics? Can the electronic wave packet be used to control the nuclear motion?
Most of the results of the present thesis were obtained using the mixed quantum-
classical Ehrenfest method, presented in Chapter 2 and the implementation of which
is presented in Chapter 3. The Ehrenfest method allows the coupling between
electron and nuclear dynamics (but involves some approximations). The effect of
the nuclei on the electron dynamics is presented in Chapter 4. The study of nuclear
motion induced by an electronic wave packet is presented in Chapter 5.
To test the robustness of the results with respect to the approximations inherent to
the Ehrenfest method, we used the direct dynamics variational multi-configuration
Gaussian (DD-vMCG) method, the theory and implementation of which are also
presented in Chapters 2 and 3 respectively. Chapter 6 shows the fully quantum
coupled electron-nuclear dynamics results obtained with the DD-vMCG method.
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Chapter 2
Theoretical methods
This Chapter starts with an overview of the current state-of-the-art “on-the-fly”
methods for non-adiabatic dynamics. We then present in more details the two
methods used in this thesis, the Ehrenfest and DD-vMCG methods. The aim is to
state the approximations made, discuss their implications and explicitly show the
link between the two methods.
2.1 “On-the-fly” methods for non-adiabatic
dynamics
We are interested in simulating electron and nuclear dynamics, involving several
electronic states that are strongly coupled in the vicinity of a conical intersection.
The time evolution of a (non-relativistic) molecular system is determined by the
time-dependent Schro¨dinger equation [33]:
ih¯
∂
∂t
Φ(r,R, t) = Hˆ(r,R)Φ(r,R, t) (2.1)
where Φ(r,R, t) is the total molecular wave function, and r and R are the electronic
and nuclear coordinates respectively. The Hamiltonian operator reads: Hˆ(r,R) =
Tˆn(R) + Tˆe(r) + Vn−e(r,R) = Tˆn(R) + Hˆe(r,R), with Tˆn(R) the kinetic energy op-
erator of the nuclei, Tˆe(r) the kinetic energy operator of the electrons, Vn−e(r,R)
which includes all inter-particles interactions (electron-electron, nucleus-nucleus and
electron-nucleus) and Hˆe(r,R) = Tˆe(r) + Vn−e(r,R) the electronic Hamiltonian for
fixed nuclei R. Unfortunately, this equation is impossible to solve analytically for
more than two particles, i.e. the hydrogen atom. The field of theoretical chemistry
is dominated by developments of numerical and approximate methods, that can be
38
used to treat other atoms and molecules.
Conventional Born-Oppenheimer molecular dynamics only allows one to simu-
late nuclear motion on a single potential energy surface and therefore does not de-
scribe non-adiabatic processes involving non-radiative electronic transitions. Stan-
dard grid-based quantum mechanical simulations are expensive computationally be-
cause of their exponential scaling with the system size. A separate bottleneck is
the computation and fitting of the potential energy surfaces prior to any dynamics
calculation. Reducing the number of nuclear degrees of freedom of the system is
sometimes done to make the calculation feasible but the validity of this approxima-
tion is limited [77, 78, 79]. “On-the-fly” dynamics methods have been developed to
address these issues. They are direct dynamics methods since the potential energy
surfaces are calculated as needed along trajectories avoiding the pre-requirement
of globally fitted surfaces, and sampling only the relevant regions of the potential
energy surfaces. These nuclear trajectories are used to describe the nuclear wave
packet motion, i.e. the nuclear wave packet is expanded in the basis of nuclear tra-
jectories via expansion coefficients.
The several on-the-fly methods able to describe non-adiabatic dynamics treat the
electrons quantum mechanically. The major feature that differentiates them is the
treatment of the nuclear motion through the basis trajectories. Do the basis trajec-
tories obey quantum or classical mechanics? Are the basis trajectories coupled or
independent? Does each basis trajectory evolve on a single potential energy surface
(at a time) or does it follow the gradient of a superposition of electronic states and
therefore evolve on an effective potential energy surface? This last point raises an
important distinction. In the former case, a different set of basis trajectories is used
for each electronic state. In technical terms, a multi-set formalism is used. In the
latter case, one set of basis trajectories is used to treat the dynamics in all electronic
states: a single-set formalism is used. Figure 2.1 attempts to summarise the rela-
tionships among methods developed by different groups:1
- The direct dynamics variational multi-configuration Gaussian (DD-vMCG) method
of Worth, Burghardt and Lasorne [80, 81, 82, 83, 84] describes the nuclear wave
packet using a basis set of time-dependent Gaussian functions that evolve quantum
1The schematic representation of the relationships among on-the-fly methods in Figure 2.1 is not
based on a rigorous mathematical derivation and does not aim to rank the methods according
to their “level of theory”. It rather represents the similarities and differences between them,
through their physical approximations.
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Figure 2.1: Schematic representation of the relationships among on-the-fly methods,
able to describe non-adiabatic dynamics, discussed in this Chapter. In
green are the methods used for calculations in the present thesis.
mechanically and are variationally coupled. This means that the evolution of not
only the wave packet expansion coefficients, but also of the parameters (eg. mean
position and momentum) of every Gaussian basis function (GBF) is determined by
the time-dependent Schro¨dinger equation. Two different formalisms exist: (i) the
multi-set formalism in which a different set of GBFs is used for each electronic state
(there can be a different number of GBFs for each state) and (ii) the single-set for-
malism in which the same set of GBFs is used for all electronic states (the electronic
states are included as an extra degree of freedom described by a finite basis labelling
the states).
- Full multiple spawning (FMS) and ab initio multiple spawning (AIMS) methods,
developed by Mart´ınez, Ben-Nun and Levine [85, 86], are similar to the multi-set
formalism of the DD-vMCG method: the nuclear wave packet is described by a set of
GBFs, each belonging to a given electronic state. The main difference is that it uses
classical mechanics to generate the GBF trajectories and thus, only the evolution of
the wave packet expansion coefficients is determined by solving the time-dependent
Schro¨dinger equation. This implies that certain quantum mechanical phenomena
(i.e. non-adiabatic effects and tunnelling) may not be well-described unless a large
number of trajectories are computed. Therefore another feature of the AIMS method
is that the basis set is expanded adaptively in regions of strong non-adiabatic cou-
pling where the wave function bifurcates, allowing an efficient description of state
crossing processes.
- The surface hopping method, developed by Tully [87, 88], is also a classical-based
direct dynamics method but where the nuclear wave packet is represented by a
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swarm of independent trajectories, each evolving on a single adiabatic potential en-
ergy surface at a time and able to “hop” from one surface to another.
- The Ehrenfest method [89, 90, 91, 92, 93] is the equivalent of the surface hopping
method in the single-set formalism: each independent classical trajectory follows the
gradient of a superposition of electronic adiabatic states, i.e. evolves on an effective
potential energy surface.
- The coupled-coherent states (CCS) and multi-configurational Ehrenfest (MCE)
methods of Shalashilin and co-workers [94, 95, 96, 97, 98] build on Ehrenfest trajec-
tories and couple them together. They differ from the DD-vMCG single-set method
since the basis trajectories obey classical and not quantum mechanics.
In the present thesis, one process we are interested in is the nature of nuclear
motion induced by an electronic wave packet, i.e. a superposition of electronic
states. For this reason, the “single-set” class of methods seems more natural since
each nuclear trajectory “feels” all populated electronic states. We use the sim-
plest approach, the Ehrenfest method, in which the feedback between the quantum
electronic and classical nuclear degrees of freedom is described in a mean-field man-
ner [99, 100, 101, 102, 103, 104, 105]. It has previously been used by the group for
studying photochemistry [106] and electron transfer [107] and by others for proton
transfer [108, 109], the spin-boson problem [110], adsorbate dynamics at a sur-
face [111, 112, 113, 114], etc. The approximations made in the Ehrenfest method
described above can be tested against a more accurate method, such as single-set
DD-vMCG, as will be done here.
2.2 Dirac-Frenkel variational principle
A way to obtain approximate solutions to the time-dependent Schro¨dinger equa-
tion (2.1), such as the Ehrenfest and DD-vMCG methods, is to apply the varia-
tional principle to a guess form of the molecular wave function Φ(t). The resulting
equations of motion for the time-dependent parameters of the wave function mean
that their evolution optimally represents the true evolution of the wave function.
In the so-called Lagrangian form, the time-dependent variational principle of
quantum mechanics [115] is formulated from the action-type integral [116]
S[Φ] =
∫ t1
t0
dt 〈Φ(t)|ih¯ ∂
∂t
− Hˆ|Φ(t)〉 (2.2)
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for the time evolution of a wave function in a given time interval [t0, t1]. The in-
tegrand in the action integral equation (2.2) can be interpreted as the expectation
value of the deviation with respect to the exact time-dependent Schro¨dinger equa-
tion (2.1). The idea is that the desired wave function Φ(t) should minimise this
deviation within the given time interval. The aim is thus to determine an “optimal”
wave function Φ(t) such that the action integral is stationary with respect to (small)
variations of the form Φ(t) + δΦ(t). Here the variations are required to vanish at
the boundaries of the time interval: δΦ(t0) = δΦ(t1) = 0. The variational principle
then reads
δS[Φ] = 0. (2.3)
A more convenient form of the time-dependent variational principle may be ob-
tained by rewriting δS[Φ] in such a way that the variational principle applies directly
to the integrand in the time-integration rather than to the action integral. Starting
from
δS[Φ] =
∫ t1
t0
dt 〈δΦ(t)|ih¯ ∂
∂t
− Hˆ|Φ(t)〉+
∫ t1
t0
dt 〈Φ(t)|ih¯ ∂
∂t
− Hˆ|δΦ(t)〉, (2.4)
one can replace the term involving δΦ˙(t) using integration by parts to arrive at
δS[Φ] = 2
∫ t1
t0
dtRe〈δΦ(t)|ih¯ ∂
∂t
− Hˆ|Φ(t)〉 (2.5)
Taking into account that the integration boundaries t0 and t1 are arbitrary, one may
conclude that the integral (2.5) vanishes if and only if [117]
Re〈δΦ(t)|ih¯ ∂
∂t
− Hˆ|Φ(t)〉 = 0 (2.6)
This establishes an instantaneous form of a time-dependent variational principle.
If together with the variations δΦ(t) the variations iδΦ(t) are also permitted, one
arrives at the related form
Im〈δΦ(t)|ih¯ ∂
∂t
− Hˆ|Φ(t)〉 = 0 (2.7)
Both forms are contained in the so-called Dirac-Frenkel variational principle (DFVP)
[118, 119] reading
〈δΦ|ih¯ ∂
∂t
− Hˆ|Φ〉 = 0 or equivalently 〈δΦ|Hˆ|Φ〉 = ih¯〈δΦ|∂Φ
∂t
〉 (2.8)
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where δΦ denotes all possible variations of Φ with respect to the parameters.
In the next sections, we apply the DFVP to derive the Ehrenfest and DD-vMCG
methods.
2.3 Ehrenfest method
2.3.1 Wave function ansatz
The simplest possible guess form of the total molecular wave function is a product
ansatz, which separates the electronic and nuclear variables:
Φ(r,R, t) = Ψ(r, t) · χ(R, t) (2.9)
This is the first approximation made in the Ehrenfest method. Note that this
approximation is called a one-determinant or single-configuration ansatz for the
total wave function. It is mentioned in passing that this product ansatz (2.9) is
different from the Born-Oppenheimer ansatz [5] for separating the electronic and
nuclear variables
Φ(r,R, t) =
∞∑
s=0
ψs(r; R) · χs(R, t) (2.10)
even in its one-determinant limit, where only a single electronic eigenstate ψs is
included in the expansion.
One deficiency of the ansatz (2.9) is the fact that the wave function does not have
the possibility to decohere: the populated electronic states in Ψ(r, t) must share
the same nuclear wave packet χ(R, t) by definition of the total wave function. The
neglect of electronic decoherence could lead to non-physical asymptotic behaviours
in the case of bifurcating paths.
In order to simplify the appearance of the expressions at a later stage of the
derivation [102], a phase factor is introduced for the total wave function
Φ(r,R, t) = Ψ(r, t) · χ(R, t) · exp
(
i
h¯
∫ t
E(t′)dt′
)
(2.11)
and also some internal phase factors for the two individual wave functions
ih¯〈χ|χ˙〉R = Etot and ih¯〈Ψ|Ψ˙〉r = E(t) (2.12)
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with E(t) = 〈χΨ|Hˆe|χΨ〉R,r and Etot = 〈χΨ|Hˆ|χΨ〉R,r.
2.3.2 Equations of motion
The equations of motion of the nuclear and electronic parts are obtained by applying
the DFVP (2.8) to the ansatz (2.11). Here,
∂Φ
∂t
=
[
Ψ˙χ+ Ψχ˙+
i
h¯
E(t)χΨ
]
exp
(
i
h¯
∫ t
E(t′)dt′
)
(2.13)
δΦ
δΨ
= χ exp
(
i
h¯
∫ t
E(t′)dt′
)
and
δΦ
δχ
= Ψ exp
(
i
h¯
∫ t
E(t′)dt′
)
(2.14)
Equation of motion for the electronic part
Let us first apply the DFVP to the variation of the electronic part δΨ:
〈δΦ|Hˆ|Φ〉R = 〈χ|Hˆ|Ψχ〉R
= 〈χ|Tˆn + Tˆe + Vˆn−e|χ〉RΨ
=
[
〈χ|Tˆn|χ〉R + Tˆe + 〈χ|Vˆn−e|χ〉R
]
Ψ (2.15)
and
ih¯〈δΦ|∂Φ
∂t
〉R = ih¯〈χ|Ψ˙χ+ Ψχ˙+ i
h¯
E(t)χΨ〉R
= ih¯〈χ|χ〉RΨ˙ + ih¯〈χ|χ˙〉RΨ− E(t)〈χ|χ〉RΨ
= ih¯Ψ˙ + (Etot − E(t))Ψ (2.16)
We obtain:
ih¯Ψ˙ =
[
〈χ|Tˆn|χ〉R + Tˆe + 〈χ|Vˆn−e|χ〉R
]
Ψ− (Etot − E(t))Ψ
=
[
Tˆe + 〈χ|Vˆn−e|χ〉R
]
Ψ (2.17)
More explicitly, it reads:
ih¯
∂Ψ(r, t)
∂t
= −
∑
i
h¯2
2me
∇2iΨ(r, t) + 〈χ(R, t)|Vn−e(r,R)|χ(R, t)〉R ·Ψ(r, t) (2.18)
The index i refers to the electrons; me is used to denote the mass of an electron.
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Equation of motion for the nuclear part
Let us now apply the DFVP to the variation of the nuclear part δχ:
〈δΦ|Hˆ|Φ〉r = 〈Ψ|Hˆ|Ψχ〉r
= 〈Ψ|Tˆn + Hˆe|Ψ〉rχ
=
[
Tˆn + 〈Ψ|Hˆe|Ψ〉r
]
χ (2.19)
and
ih¯〈δΦ|∂Φ
∂t
〉r = ih¯〈Ψ|Ψ˙χ+ Ψχ˙+ i
h¯
E(t)χΨ〉r
= ih¯〈Ψ|Ψ˙〉rχ+ ih¯〈Ψ|Ψ〉rχ˙− E(t)〈Ψ|Ψ〉rχ
= ih¯χ˙ (2.20)
We obtain:
ih¯χ˙ =
[
Tˆn + 〈Ψ|Hˆe|Ψ〉r
]
χ (2.21)
More explicitly, it reads:
ih¯
∂χ(R, t)
∂t
= −
∑
I
h¯2
2MI
∇2Iχ(R, t) + 〈Ψ(r, t)|Hˆe(r; R)|Ψ(r, t)〉r · χ(R, t) (2.22)
The index I refers to the nuclei; MI is used to denote the mass of the nucleus I.
The set of coupled equations (2.18) and (2.22) are the basis of the time-dependent
self-consistent field (TD-SCF) method [118, 120], also referred to as time-dependent
Hartree (TDH).2
The mean-field origin of the TD-SCF approach imposes limitations, as discussed
already above. To understand the consequence of using the ansatz (2.9), let us for
instance look closer at the second term on the right hand side of equation (2.18). The
interaction between electrons at points r in space and nuclei at points R is weighted
by the probability that the nuclei are at these particular points R. This is the
effective potential experienced by the electrons due to the nuclei. The corresponding
remark can be made about the second term on the right hand side of equation (2.22).
According to the set of coupled equations (2.18) and (2.22), the feedback between
2The same equations could have been obtained by inserting ansatz (2.11) into equation (2.1),
multiplying on the left by χ∗(R, t) and Ψ∗(r, t) and integrating over R and r respectively.
Applying the DFVP (2.8) is mathematically more sound.
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electronic and nuclear degrees of freedom is described in a mean-field manner, in
both directions. In other words, both electrons and nuclei move in time-dependent
effective potentials obtained from appropriate expectation values of the nuclear and
electronic wave functions respectively.
In the case of weakly coupled electronic states, the nuclear motion will be dom-
inated by the potential corresponding to the highly populated electronic state and
regions of space accessible only on the sparsely populated electronic state may not
be explored properly [87, 121]. It succeeds in describing nuclear motion if the po-
tential energy surfaces of the various electronic states are similar in topology and
energies [122, 123, 124].
2.3.3 Classical limit for nuclear motion
The Ehrenfest method is the classical analogue to the TD-SCF method [125] and
therefore inherits the same limitation. It is obtained by taking the classical limit of
equations (2.18) and (2.22). To do that in equation (2.22), the nuclear wave function
is (exactly) rewritten in a polar coordinate system in terms of an amplitude A and
a phase S which are both considered to be real and positive [126]:
χ(R, t) = A(R, t) · exp
(
i
h¯
S(R, t)
)
(2.23)
After inserting (2.23) in (2.22), the real and imaginary parts on each side can be
equal:
∂S
∂t
+
∑
I
1
2MI
(
−→∇IS)2 + 〈Ψ(r, t)|Hˆe(r; R)|Ψ(r, t)〉r = h¯2
∑
I
1
2MI
∇2IA
A
(2.24)
∂A
∂t
+
∑
I
1
MI
−→∇IA · −→∇IS +
∑
I
A
2MI
∇2IS = 0 (2.25)
Equations (2.24) and (2.25), often called the hydrodynamic formulation, are entirely
equivalent to the original equation (2.22). Note that equation (2.25) does not contain
h¯. Equation (2.24) is called the quantum Hamilton-Jacobi equation where the right-
hand side term (proportional to h¯2) may be thought of as a time-dependent quantum
potential. The classical Hamilton-Jacobi equation is obtained when taking the limit
h¯→ 0:
∂S
∂t
+
∑
I
1
2MI
(
−→∇IS)2 + 〈Ψ(r, t)|Hˆe(r; R)|Ψ(r, t)〉r = 0 (2.26)
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The resulting equation (2.26) is thus equivalent to Newton’s equation of motion,
where PI =
−→∇IS is the classical momentum of nucleus I:
dPI
dt
= −−→∇I〈Ψ(r, t)|Hˆe(r; R)|Ψ(r, t)〉r (2.27)
In equation (2.18), we can replace χ(R, t) by a delta function at the classical
trajectory R(t):
ih¯
∂Ψ(r, t; R)
∂t
=
(
−
∑
i
h¯2
2me
∇2i + Vn−e(r,R(t))
)
Ψ(r, t; R) (2.28)
= Hˆe(r; R(t)) ·Ψ(r, t; R)
Note that now the electronic wave function Ψ depends parametrically on R(t)
through Vn−e(r,R(t)) and thus Hˆe(r; R(t)). By treating the nuclear motion classi-
cally, we lose the spatial delocalisation of the nuclei and their motion is now described
by a classical trajectory. To obtain a realistic description of the dynamics of the
system, one mimics the initial nuclear wave packet distribution by propagating a
swarm of independent trajectories starting with sampled classical positions R and
momentum P of the nuclei.
Equations (2.27) and (2.28) define the Ehrenfest method.3 They allow transfer of
energy between quantum and classical degrees of freedom such that the total energy
is conserved [103]. The a priori construction of the potential energy surfaces is
avoided from the outset by solving numerically the coupled set of equations simulta-
neously “on-the-fly” for each nuclear geometry R(t) generated along the trajectory.
In the present thesis, we applied the Ehrenfest method to study the coupled
electron-nuclear dynamics upon ionisation of benzenes: simulations are started with
a coherent superposition of electronic states Ψ and each nuclear trajectory follows
the gradient of this superposition. More exactly, the nuclear wave packet on a par-
ticular potential energy surface would evolve on its electronic state under coupling
with the other electronic states. We expect the Ehrenfest method to be valid at short
times before the nuclear wave packets belonging to different electronic states move
too far apart from each other. However, the validity of the approximation requires
further investigation. To go beyond the approximation and test the robustness of
3An advantage of the Ehrenfest method is that its applications and results do not depend on the
choice of basis functions (if complete) and can, in principle, be applied without choosing basis
functions by numerical integration of equation (2.28).
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the results, here we used a Heller-type Gaussian wave packet representation [127] of
the nuclear wave packet, the DD-vMCG method.
2.4 DD-vMCG method
The DD-vMCG method comes from the multi-configurational time-dependent Hartree
(MCTDH) method. The latter was originally devised as an efficient grid-based quan-
tum dynamics solution by using the variational principle to derive the equations of
motion for a flexible wave function ansatz. The resulting evolution of the time-
dependent basis functions means that the basis set remains optimally small, i.e. the
molecular wave function is very compact.
To remove the restrictions of the grid, the G-MCTDH method was introduced [80],
where some of the multi-dimensional basis functions are replaced by parametrised
Gaussian functions. If only Gaussian basis functions are included in the G-MCTDH
method, one naturally arrives at the vMCG method. Its direct dynamics implemen-
tation is known as DD-vMCG [84].
2.4.1 Wave function ansatz
The vMCG method uses a set of multidimensional Gaussian basis functions (GBFs)
to represent the guess form of the total molecular wave function. The ansatz spreads
over a set of coupled electronic states {φs} and reads
Φ(r,R, t) =
∑
j
∑
s
A
(s)
j (t)φs(r)χj(R, t) (2.29)
Here, we used the single-set formalism as described before, i.e. the GBF χj is
the same for all electronic states. A consequence is that a particular GBF χj is
constrained to move identically on every electronic state considered.
One can use the Heller expression for a multidimensional separable GBF: a real-
valued Gaussian function (spatial amplitude envelope) multiplied by a Fourier func-
tion (plane wave giving a group velocity),
χj(R, t) =
∏
α
(
2piσ2α
)−1/4
exp
(
− 1
4σ2α
[Rα −Rjα(t)]2 + ipjα(t)
h¯
Rα
)
(2.30)
where along each degree of freedom α (nuclear coordinate Rα): σα is the width (spa-
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tial standard deviation) kept fixed during the simulation for numerical stability and
taken as equal for all GBFs, Rjα and pjα are the mean position and momentum,
defining the trajectory followed by the centre of the function in the phase space.
Note that here, we set the real part of the complex factor to zero and we use the
imaginary part to keep the GBFs normalised.
2.4.2 Equations of motion
The equations of motion of the expansion coefficients and the GBF parameters are
obtained by applying the DFVP (2.8). Here,
∂Φ
∂t
=
∑
s
∑
j
(
A˙
(s)
j χj + A
(s)
j χ˙j
)
φs (2.31)
δΦ
δA
(s)
j
= χjφs and
δΦ
δλjα
=
∑
s
A
(s)
j
∂χj
∂λjα
φs (2.32)
with {λjα} the parameters of the GBF χj, i.e. the mean position and momentum
{Rjα, pjα}.
Equations of motion for the expansion coefficients
Let us first apply the DFVP to the variation of the coefficients δA
(s)
j :
〈δΦ|Hˆ|Φ〉 =
∑
s′
∑
l
〈χj|〈φs|Hˆ|φs′〉|χl〉A(s
′)
l
=
∑
s′
∑
l
〈χj|Hˆ(ss′)|χl〉A(s
′)
l
=
∑
s′
∑
l
H
(ss′)
jl A
(s′)
l (2.33)
and
ih¯〈δΦ|∂Φ
∂t
〉 = ih¯〈χj|〈φs|
∑
s′
∑
l
(
A˙
(s′)
l |χl〉+ A(s
′)
l |χ˙l〉
)
|φs′〉
= ih¯
∑
l
(
〈χj|χl〉A˙(s)l + 〈χj|χ˙l〉A(s)l
)
using 〈φs|φs′〉 = δss′
= ih¯
∑
l
(
SjlA˙
(s)
l + τjlA
(s)
l
)
(2.34)
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with Hˆ(ss′) = 〈φs|Hˆ|φs′〉, H(ss
′)
jl = 〈χj|Hˆ(ss
′)|χl〉, Sjl = 〈χj|χl〉 and τjl = 〈χj|χ˙l〉 the
elements of the Hamiltonian matrix, overlap matrix and time-derivative matrix. We
obtain:
ih¯
∑
l
SjlA˙
(s)
l =
∑
l
(
H
(ss)
jl − ih¯τjl
)
A
(s)
l +
∑
s′ 6=s
∑
l
H
(ss′)
jl A
(s′)
l (2.35)
In matrix notation, it reads:
ih¯S · A˙(s) =
(
H(ss) − ih¯τ
)
·A(s) +
∑
s′ 6=s
H(ss
′) ·A(s′) (2.36)
ih¯A˙
(s)
= S−1 ·
[(
H(ss) − ih¯τ
)
·A(s) +
∑
s′ 6=s
H(ss
′) ·A(s′)
]
(2.37)
or ih¯A˙
(s)
j =
∑
l,m
[
S−1
]
jl
[(
H
(ss)
lm − ih¯τlm
)
A(s)m +
∑
s′ 6=s
H
(ss′)
lm A
(s′)
m
]
(2.38)
Equation (2.38) differs from the standard MCTDH equation only by the term in-
cluding the time-derivative matrix, which accounts for the non-orthogonality of the
Gaussian basis set.
Equations of motion for the GBF parameters
Let us now apply the DFVP to the variation of the GBF parameters δλjα:
〈δΦ|Hˆ|Φ〉 =
∑
s,s′
∑
l
A
(s)∗
j A
(s′)
l 〈
∂χj
∂λjα
|〈φs|Hˆ|φs′〉|χl〉
=
∑
s,s′
∑
l
ρ
(ss′)
jl 〈
∂χj
∂λjα
|Hˆ(ss′)|χl〉
=
∑
s,s′
∑
l
ρ
(ss′)
jl H
(ss′,α0)
jl (2.39)
and
ih¯〈δΦ|∂Φ
∂t
〉 = ih¯
∑
s,s′
∑
l
A
(s)∗
j 〈
∂χj
∂λjα
|〈φs|
(
A˙
(s′)
l |χl〉+ A(s
′)
l |χ˙l〉
)
|φs′〉
= ih¯
∑
s
∑
l
A
(s)∗
j 〈
∂χj
∂λjα
|
(
A˙
(s)
l |χl〉+ A(s)l |χ˙l〉
)
using 〈φs|φs′〉 = δss′
= ih¯
∑
s
∑
l
A
(s)∗
j A˙
(s)
l S
(α0)
jl + ih¯
∑
s
∑
l
ρ
(ss)
jl
(∑
β
λ˙lβS
(αβ)
jl
)
(2.40)
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with ρ
(ss′)
jl = A
(s)∗
j A
(s′)
l the density matrix, H
(ss′,α0)
jl = 〈 ∂χj∂λjα |Hˆ(ss
′)|χl〉, S(α0)jl =
〈 ∂χj
∂λjα
|χl〉 and S(αβ)jl = 〈 ∂χj∂λjα |
∂χl
∂λlβ
〉. We obtain:
ih¯
∑
s
∑
l
ρ
(ss)
jl
(∑
β
λ˙lβS
(αβ)
jl
)
=
∑
s,s′
∑
l
ρ
(ss′)
jl H
(ss′,α0)
jl − ih¯
∑
s
∑
l
A
(s)
j A˙
(s)
l S
(α0)
jl
(2.41)
Using equation (2.38) to expand A˙
(s)
l in the second term in the right hand side gives
(with matrix notation):
ih¯
∑
s
∑
l
ρ
(ss)
jl
(∑
β
(
S
(αβ)
jl − [S(α0) · S−1 · S(0β)]jl
)
λ˙lβ
)
=
∑
s,s′
∑
l
ρ
(ss′)
jl
(
H
(ss′,α0)
jl − [S(α0) · S−1 ·H(ss
′)]jl
)
(2.42)
Let us define the vector Λ collecting all the time-dependent parameters defining each
GBF λjα and the matrices C and Y as follows:
Cjα,lβ =
∑
s
ρ
(ss)
jl
(
S
(αβ)
jl − [S(α0) · S−1 · S(0β)]jl
)
(2.43)
Yjα =
∑
s,s′
∑
l
ρ
(ss′)
jl
(
H
(ss′,α0)
jl − [S(α0) · S−1 ·H(ss
′)]jl
)
(2.44)
We then obtain:
ih¯
∑
lβ
Cjα,lβλ˙lβ = Yjα (2.45)
Using matrix notation,
ih¯C Λ˙ = Y (2.46)
ih¯ Λ˙ = C−1 Y (2.47)
Equations (2.38) and (2.47) are the equations of motion of the vMCG method.
Again, the a priori construction of the potential energy surfaces is avoided from
the outset by solving numerically the coupled set of equations simultaneously “on-
the-fly” in the DD-vMCG method. Note that the GBFs are coupled both directly
and through the expansion coefficients. The vMCG method in principle allows the
nuclear wave packets on the different electronic states to move apart from each other.
This gives a better description of the wave function in the case of bifurcating paths
and of electronic decoherence.
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2.5 Link between Ehrenfest and DD-vMCG
methods
In this Section, we attempt to explicitly show the link between the Ehrenfest and
DD-vMCG methods.
2.5.1 Alternative wave function ansatz for DD-vMCG
The relation between the guess forms for the total molecular wave function used in
the derivation of the Ehrenfest and DD-vMCG methods is better highlighted if one
rewrites the DD-vMCG ansatz (2.29) as:
Φ(r,R, t) =
∑
j
Bj(t)Ψj(r, t)χj(R, t) (2.48)
where the summation over the electronic states is now implicit:
Ψj(r, t) =
∑
s
b
(s)
j (t)φs(r) (2.49)
with A
(s)
j (t) = Bj(t)b
(s)
j (t). It is important to note that here the electronic wave
functions are normalised but not orthogonal: 〈Ψj|Ψl〉r 6= 0.
The DD-vMCG ansatz now appears as the sum of several products of electronic
and nuclear parts, i.e. configurations, Bj(t) being the time-dependent expansion
coefficients of these configurations. It is clear that the Ehrenfest ansatz (2.9) is ob-
tained by taking the one-configuration limit, i.e. keeping only one term of the sum.
As in the Ehrenfest derivation, we introduce a phase factor to the total wave
function
Φ(r,R, t) =
∑
j
Bj(t)Ψj(r, t)χj(R, t) exp
(
i
h¯
∫ t
Ej(t
′)dt′
)
(2.50)
and some internal phase factors for the two individual wave functions
ih¯〈χj|χ˙j〉R = Etotj and ih¯〈Ψj|Ψ˙j〉r = Ej(t) (2.51)
with Ej(t) = 〈χjΨj|Hˆe|χjΨj〉R,r = Hjj(t) and Etotj = 〈χjΨj|Hˆ|χjΨj〉R,r = H totjj .
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2.5.2 Alternative equations of motion for DD-vMCG
Now let us apply the DFVP (2.8) to the new (equivalent) DD-vMCG ansatz (2.50).
∂Φ
∂t
=
∑
j
[
B˙jΨjχj +BjΨ˙jχj +BjΨjχ˙j +
i
h¯
Ej(t)BjχjΨj
]
exp
(
i
h¯
∫ t
Ej(t
′)dt′
)
(2.52)
δΦ
δBj
= Ψjχj exp
(
i
h¯
∫ t
Ej(t
′)dt′
)
, δΦ
δΨj
= Bjχj exp
(
i
h¯
∫ t
Ej(t
′)dt′
)
and δΦ
δχj
= BjΨj exp
(
i
h¯
∫ t
Ej(t
′)dt′
)
(2.53)
Equation of motion for the expansion coefficients Bj
Let us first apply the DFVP to the variation of the expansion coefficients δBj:
〈δΦ|Hˆ|Φ〉R,r =
∑
l
exp
(
i
h¯
∫ t
(El(t
′)− Ej(t′))dt′
)
〈χjΨj|Hˆ|χlΨl〉R,rBl
=
∑
l
exp
(
i
h¯
∫ t
(El(t
′)− Ej(t′))dt′
)
H totjl Bl (2.54)
and
ih¯〈δΦ|∂Φ
∂t
〉R,r =
∑
l
exp
(
i
h¯
∫ t
(El(t
′)− Ej(t′))dt′
)[
ih¯〈χjΨj|χlΨl〉R,rB˙l
+ ih¯〈χjΨj|χ˙lΨl〉R,rBl + ih¯〈χjΨj|χlΨ˙l〉R,rBl
− El(t)〈χjΨj|χlΨl〉R,rBl]
=
∑
l
exp
(
i
h¯
∫ t
(El(t
′)− Ej(t′))dt′
)[
ih¯SjlS
el
jlB˙l
+ ih¯τjlS
el
jlBl + ih¯Sjlτ
el
jlBl − El(t)SjlSeljlBl
]
(2.55)
with H totjl = 〈χjΨj|Hˆ|χlΨl〉R,r, Seljl = 〈Ψj|Ψl〉r and τ eljl = 〈Ψj|Ψ˙l〉r. Thus, we obtain
ih¯
∑
l
SjlS
el
jlB˙l =
∑
l
[
H totjl − ih¯(τjlSeljl + Sjlτ eljl ) + El(t)SjlSeljl
]
Bl (2.56)
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Equation of motion for the electronic part Ψj
Let us now apply the DFVP to the variation of the electronic part δΨj:
〈δΦ|Hˆ|Φ〉R =
∑
l
exp
(
i
h¯
∫ t
(El(t
′)− Ej(t′))dt′
)
〈χj|Hˆ|χl〉RB∗jBlΨl
=
∑
l
exp
(
i
h¯
∫ t
(El(t
′)− Ej(t′))dt′
)
HgjlρjlΨl (2.57)
and
ih¯〈δΦ|∂Φ
∂t
〉R =
∑
l
exp
(
i
h¯
∫ t
(El(t
′)− Ej(t′))dt′
)[
ih¯〈χj|χl〉RB∗j B˙lΨl
+ ih¯〈χj|χ˙l〉RB∗jBlΨl + ih¯〈χj|χl〉RB∗jBlΨ˙l
−El(t)〈χj|χl〉RB∗jBlΨl
]
=
∑
l
exp
(
i
h¯
∫ t
(El(t
′)− Ej(t′))dt′
)[
ih¯SjlB
∗
j B˙lΨl
+ ih¯τjlρjlΨl + ih¯Sjl ρjlΨ˙l − El(t)SjlρjlΨl
]
(2.58)
with Hgjl = 〈χj|Hˆ|χl〉R and ρjl = B∗jBl. Thus, we obtain
ih¯
∑
l
SjlρjlΨ˙l =
∑
l
[
ρjlH
g
jl − ih¯(SjlB∗j B˙l + τjlρjl) + El(t)Sjlρjl
]
Ψl (2.59)
Equation of motion for the nuclear part χj
Let us finally apply the DFVP to the variation of the nuclear part δχj:
〈δΦ|Hˆ|Φ〉r =
∑
l
exp
(
i
h¯
∫ t
(El(t
′)− Ej(t′))dt′
)
〈Ψj|Hˆ|Ψl〉rB∗jBlχl
=
∑
l
exp
(
i
h¯
∫ t
(El(t
′)− Ej(t′))dt′
)
Heljlρjlχl (2.60)
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and
ih¯〈δΦ|∂Φ
∂t
〉r =
∑
l
exp
(
i
h¯
∫ t
(El(t
′)− Ej(t′))dt′
)[
ih¯〈Ψj|Ψl〉rB∗j B˙lχl
+ ih¯〈Ψj|Ψ˙l〉rB∗jBlχl + ih¯〈Ψj|Ψl〉rB∗jBlχ˙l − El(t)〈Ψj|Ψl〉rB∗jBlχl
]
=
∑
l
exp
(
i
h¯
∫ t
(El(t
′)− Ej(t′))dt′
)[
ih¯SeljlB
∗
j B˙lχl
+ ih¯τ eljl ρjlχl + ih¯S
el
jl ρjlχ˙l − El(t)Seljlρjlχl
]
(2.61)
with Heljl = 〈Ψj|Hˆ|Ψl〉r. Thus, we obtain
ih¯
∑
l
Seljlρjlχ˙l =
∑
l
[
ρjlH
el
jl − ih¯(SeljlB∗j B˙l + τ eljl ρjl) + El(t)Seljlρjl
]
χl (2.62)
Equation (2.56) is the equation of motion for the time-dependent amplitudes of
the configurations. Equations (2.59) and (2.62) constitute the equations of motion
for the electronic and nuclear parts of the configurations respectively.4 Note that so
far, no approximation has been made (except for the molecular wave function guess
form). These “new” equations of motion are thus equivalent to equations (2.38)
and (2.47).
2.5.3 One-configuration and classical limits
When taking the one-configuration limit, the wave function ansatz becomes:
Φ(r,R, t) = B(t)Ψ(r, t)χ(R, t)
= B(t)
(∑
s
b(s)(t)φs(r)
)
χ(R, t)
=
∑
s
A(s)(t)φs(r)χ(R, t) (2.63)
It corresponds to the DD-vMCG ansatz when only one GBF is used in the single-set
formalism. The nuclear wave packet is thus constrained to be and remain Gaussian.
Let us now take the one-configuration limit in the equations of motion. The
4By substituting equation (2.56) into equations (2.59) and (2.62), the latter would become inde-
pendent of B˙l.
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equation of motion for the expansion coefficients (2.56) becomes:
ih¯B˙ =
[
H − ih¯(τ + τ eljl ) + E(t)
]
B
=
[
Etot − (Etot + E(t)) + E(t)]B
= 0 (2.64)
Obviously, B(t) is constant; it is equal to unity to ensure normalisation.
The equation of motion for the electronic part (2.59) becomes:
ih¯Ψ˙ = [Hg − ih¯τ + E(t)] Ψ
=
[
〈χ|Hˆ|χ〉R + 〈χΨ|Hˆe − Hˆ|χΨ〉R,r
]
Ψ
=
[
Tˆe + 〈χ|Vˆn−e|χ〉R
]
Ψ (2.65)
The equation of motion for the nuclear part (2.62) becomes:
ih¯χ˙ =
[
Hel − ih¯τ el + E(t)]χ
=
[
〈Ψ|Hˆ|Ψ〉r − E(t) + E(t)
]
χ
=
[
Tˆn + 〈Ψ|Hˆe|Ψ〉r
]
χ (2.66)
As expected, equations (2.65) and (2.66) are identical to the equations (2.18)
and (2.22) defining the TDH method, with the additional constraint that the nuclear
wave packet has a Gaussian shape. The Ehrenfest equations (2.27) and (2.28) are
obtained by taking the classical limit as shown above in Section 2.3.3.5
The Ehrenfest method is thus obtained by taking: (i) the one-configuration limit
of the vMCG method constraining the nuclear wave packet to remain Gaussian and
be the same for all electronic states; and (ii) the classical limit for the nuclei making
the Gaussian infinitely narrow.
In this Chapter, we have presented an overview of the current state-of-the-art
“on-the-fly” methods for non-adiabatic dynamics, introducing the similarities and
differences between them (Figure 2.1). We have also derived the two methods used
in this thesis – the Ehrenfest method and the DD-vMCG method. In summary, both
5In the same spirit as CCS and MCE methods of Shalashilin and co-workers, one could post-
process independent Ehrenfest trajectories and form a nuclear wave packet by putting floating
GBFs on top of the trajectories. Equation (2.56) would govern the time evolution of the
amplitudes of the different trajectories.
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methods treat the electronic degrees of freedom quantum mechanically. To describe
the nuclear degrees of freedom, the DD-vMCG method uses a basis of coupled quan-
tum trajectories while the Ehrenfest method uses a swarm of independent classical
trajectories. This Chapter contains the (traditional) derivation of the DD-vMCG
method from the DFVP. To facilitate the comparison between the two methods, we
have derived the Ehrenfest method from the DFVP as well. In order to highlight the
link between the two methods, we have finally presented an alternative derivation
for the DD-vMCG method, which gives the Ehrenfest equations of motion when
taking the appropriate limits.
The Ehrenfest method is the main method used throughout this thesis. The
electron and nuclear dynamics results obtained with it are presented in Chapters 4
and 5. In Chapter 6, we test the robustness of these results with respect to the
approximations inherent to the Ehrenfest method, by using the DD-vMCG method.
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Chapter 3
Implementation and
computational details
This Chapter aims to describe the current implementations of the Ehrenfest method
in a development version of the Gaussian software package [128] and of the DD-
vMCG method in the Quantics package [129] (which grew out of the well-known
Heidelberg MCTDH package [130]). With both dynamics methods, we use the com-
plete active space self-consistent field (CASSCF) method [131, 132] for the electronic
structure, as implemented in Gaussian [128] .
3.1 Implementation of the Ehrenfest method
Here, we summarise the equations defining the Ehrenfest method derived in Chap-
ter 2:
ih¯
∂Ψ(r, t; R)
∂t
= Hˆe(r; R(t)) ·Ψ(r, t; R) (3.1)
dPI
dt
= −−→∇I〈Ψ(r, t)|Hˆe(r; R)|Ψ(r, t)〉r (3.2)
3.1.1 Adiabatic and diabatic representations
To solve equations (3.1) and (3.2), let us expand the electronic wave function in a
basis of orthonormal states {φs′}:
Ψ(r, t; R) =
∑
s′
bs′(t)φs′(r; R) (3.3)
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Substituting expansion (3.3) into equation (3.1), multiplying on the left by φ∗s(r; R)
and integrating over r gives:
ih¯
∂bs(t)
∂t
=
∑
s′
bs′(t)〈φs|Hˆe|φs′〉 − ih¯
∑
s′
bs′(t)〈φs| ∂
∂t
φs′〉 (3.4)
Equation (3.4) gives the time-dependent amplitudes of the electronic states. The
same equation defines the time-dependence of the electronic basis amplitudes for
the surface hopping method [102].
One can work in the adiabatic representation using the electronic eigenstates {ψs′}
(provided by any electronic structure package):
Ψ(r, t; R) =
∑
s′
cs′(t)ψs′(r; R) (3.5)
Then, the sum in the first term on the right hand side of equation (3.4) disappears
since the electronic Hamiltonian matrix is diagonal in the adiabatic basis:
ih¯
∂cs(t)
∂t
= cs(t)Es(R)− ih¯
∑
s′,J
cs′(t)d
J
ss′(R) · R˙J (3.6)
with the eigenvalues Es(R) and the non-adiabatic coupling (derivative coupling)
dJss′(R) = 〈ψs|
−→∇RJ |ψs′〉 = 〈ψs|(
−→∇RJ Hˆe)|ψs′ 〉
Es′ (R)−Es(R) . The latter presents a singularity at the
point of degeneracy of the electronic eigenstates, which may cause problems in nu-
merical simulations.
One can avoid the singularity problem by working in a different representation
where the electronic Hamiltonian is not necessarily diagonal but where the non-
adiabatic coupling is zero [133]. Such a basis is called a diabatic basis {ψ˜s′}:1
Ψ(r, t; R) =
∑
s′
as′(t)ψ˜s′(r; R) (3.7)
Equation (3.4) then reads:
ih¯
∂as(t)
∂t
=
∑
s′
as′(t)〈ψ˜s|Hˆe|ψ˜s′〉 (3.8)
1In the literature, the “diabatic” term is often used to refer to any quasi-diabatic basis. We will
follow this practice in the present thesis.
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The coupling between electronic states is now due to the off-diagonal elements of
the electronic Hamiltonian matrix.
3.1.2 Propagation of the electronic wave function
In practice, we integrate equation (3.8) by discretising time (assuming a constant
electronic Hamiltonian over the time step) and by using configuration state functions
(CSFs) as approximate diabatic states. In matrix notation, it reads:
A(tn) = exp
(
− i
h¯
H de (tn) · (tn − tn−1)
)
A(tn−1) (3.9)
with A(tn) the vector gathering the expansion coefficients at time tn defined in
equation (3.7):
A(t) =

a1(t)
...
as′(t)
...
 (3.10)
and H de (tn) the matrix representation of the electronic Hamiltonian in the basis of
the diabatic CSFs at time tn. Using its spectral resolution, it becomes:
A(tn) = U(tn) exp
(
− i
h¯
H ade (tn) · (tn − tn−1)
)
U†(tn) ·A(tn−1) (3.11)
U is the matrix containing the state-averaged (SA) [134, 135] CASSCF eigenvectors
arranged as columns. H ade is the matrix representation of the electronic Hamiltonian
in the basis of adiabatic SA-CASSCF eigenstates: it thus contains the SA-CASSCF
eigenvalues {Es′} on the diagonal and is zero elsewhere. Both U and H ade are as-
sumed to be constant over a time step and their value at time tn is used.
We thus obtain a sequence of vectors corresponding to the different steps:
A(t0)→ A(t1)→ · · · → A(tn)→ · · · (3.12)
The sequence of vectors may be obtained keeping the nuclei fixed, in which case the
basis of SA-CASSCF eigenvectors {ψs′} does not change with time. The matrices
U and H ade are then time-independent.
Alternatively, the sequence of vectors {A}may be obtained in concert with nuclear
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motion. In the latter case, at each step tn of the dynamics (or at each geometry of
the classical trajectory), a SA-CASSCF calculation is done to update the electronic
Hamiltonian matrix H de . One obtains a basis of CASSCF eigenvectors {Us(tn)}
from its diagonalisation and a set of SA optimised orbitals.2
3.1.3 Propagation of the nuclear trajectory
The nuclear geometry is updated at each time step, if wanted, by integrating the
equation of motion (3.2). This is done using the Hessian-based predictor-corrector
algorithm designed by Hase and Schlegel [136].
We use the first and second derivatives of the energy of the electronic wave packet
to make a local harmonic approximation (LHA) of the effective potential energy
surface:
E(R) = E0 + G0 · (R−R0) + 1
2
(R−R0)† ·H0 · (R−R0) (3.13)
where E0 = E(R0), G0 = dE(R)
dR
|R0 and H0 = d
2E(R)
dR2
|R0 are the energy, the gradient
and the Hessian evaluated at R0, respectively. Newton’s equation of motion on a
quadratic surface is:
dPI
dt
= −G0I −
∑
J
H0IJ(RJ −R0J) (3.14)
The velocity-Verlet algorithm is used to integrate equation (3.14) in a predictor step
to a predicted geometry Rp. Then the energies, gradients and Hessians at geome-
tries R0 and Rp are fitted by a 5th order polynomial. The equations of motion on
this fitted surface are then integrated to give the corrector step to the geometry
Rc. Note that this numerical fitting of the surface partially corrects errors in the
gradient or Hessian along the trajectory.
Expanding the time-dependent electronic wave function in terms of CSFs (equa-
tion (3.8)), like a CASSCF eigenstate wave function, allows us to use the same
approach to obtain an approximate analytical formula for the energy derivatives. In
2Although we assume the configurations {ψ˜s′} do not change during the propagation, the orbitals
are in practice optimised at each step. This strategy is reasonable if the active space is large
enough so that only small relaxations of the inactive orbitals occur.
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Section 3.3, we discuss in more details the computation of the gradient G and Hes-
sian H of the electronic wave function and the approximations made in the current
implementation.
3.2 Implementation of the DD-vMCG method
Here, we summarise the equations defining the DD-vMCG method derived in Chap-
ter 2:
ih¯A˙
(s)
j =
∑
l,m
[
S−1
]
jl
[(
H
(ss)
lm − ih¯τlm
)
A(s)m +
∑
s′ 6=s
H
(ss′)
lm A
(s′)
m
]
(3.15)
ih¯ Λ˙ = C−1 Y (3.16)
with
Cjα,lβ =
∑
s
ρ
(ss)
jl
(
S
(αβ)
jl − [S(α0) · S−1 · S(0β)]jl
)
(3.17)
Yjα =
∑
s,s′
∑
l
ρ
(ss′)
jl
(
H
(ss′,α0)
jl − [S(α0) · S−1 ·H(ss
′)]jl
)
. (3.18)
The following matrix elements are needed: Sjl, S
(β0)
jl , S
(0β)
jl , S
(αβ)
jl , τjl, H
(ss′)
jl and
H
(ss′,α0)
jl . We remind of the expression of the GBF:
χj(R, t) =
∏
α
(
2piσ2α
)−1/4
exp
(
− 1
4σ2α
[Rα −Rjα(t)]2 + ipjα(t)
h¯
Rα
)
(3.19)
3.2.1 Overlap matrix and its derivatives
The matrix elements of the GBF overlap and its derivatives take the following simple
analytical forms [137]:
Sjl(t) = 〈χj|χl〉
=
∏
α
exp
2(Rjα(t)−Rlα(t)2 −iσ2α pjα(t)−plα(t)h¯ )2−Rjα(t)2−Rlα(t)2
4σα
 (3.20)
S
(0Rlβ)
jl (t) = 〈χj|
∂χl
∂Rlβ
〉 = S(Rlβ0)∗lj (t)
=
[
Rjβ(t)−Rlβ(t)
4σ2β
− ipjβ(t)− plβ(t)
2h¯
]
Sjl(t) (3.21)
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S
(0plβ)
jl (t) = 〈χj|
∂χl
∂plβ
〉 = S(plβ0)∗lj (t) = −S(pjβ0)jl (t)
=
i
h¯
[
Rjβ(t) +Rlβ(t)
2
− iσ2β
pjβ(t)− plβ(t)
h¯
]
Sjl(t) (3.22)
τjl(t) = 〈χj|χ˙l〉 =
∑
λlβ
S
(0λlβ)
jl (t)λ˙lβ(t) (3.23)
S
(RjαRlβ)
jl (t) = 〈
∂χj
∂Rjα
| ∂χl
∂Rlβ
〉
=
[
1
4σ2β
δαβ +
(
Rlα(t)−Rjα(t)
4σ2α
− ipjα(t)− plα(t)
2h¯
)
(
Rjβ(t)−Rlβ(t)
4σ2β
− ipjβ(t)− plβ(t)
2h¯
)]
Sjl(t) (3.24)
S
(Rjαplβ)
jl (t) = 〈
∂χj
∂Rjα
| ∂χl
∂plβ
〉 = S(plβRjα)∗lj (t)
=
i
h¯
[
1
2
δαβ +
(
Rjβ(t) +Rlβ(t)
2
− iσ2β
pjβ(t)− plβ(t)
h¯
)
(
Rlα(t)−Rjα(t)
4σ2α
− ipjα(t)− plα(t)
2h¯
)]
Sjl(t) (3.25)
S
(pjαplβ)
jl (t) = 〈
∂χj
∂pjα
| ∂χl
∂plβ
〉
=
1
h¯2
[
σ2βδαβ +
(
Rjα(t) +Rlα(t)
2
− iσ2α
pjα(t)− plα(t)
h¯
)
(
Rjβ(t) +Rlβ(t)
2
− iσ2β
pjβ(t)− plβ(t)
h¯
)]
Sjl(t) (3.26)
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3.2.2 Adiabatic and diabatic representations
The Hamiltonian matrix uses a basis of electronic states {φs} which depend para-
metrically on the nuclear coordinates R. The matrix elements read:
H
(ss′)
jl = 〈χj|〈φs|Hˆ|φs′〉|χl〉
= 〈χj|〈φs|Hˆe|φs′〉|χl〉+ 〈χj|〈φs|Tˆn|φs′〉|χl〉
= 〈χj|〈φs|Hˆe|φs′〉|χl〉 −
∑
α
h¯2
2Mα
〈χj|∇2Rα |χl〉δss′
−
∑
α
h¯2
2Mα
〈χj|
[
〈φs|∇2Rα |φs′〉+ 2〈φs|
−→∇Rα|φs′〉 ·
−→∇Rα
]
|χl〉 (3.27)
In the adiabatic representation, the electronic Hamiltonian matrix (first term of
the right hand side) is diagonal and the total Hamiltonian matrix element reads:
H
ad (ss′)
jl = 〈χj|〈ψs|Hˆ|ψs′〉|χl〉
= 〈χj|Es(R)−
∑
α
h¯2
2Mα
∇2Rα |χl〉δss′
−
∑
α
h¯2
2Mα
〈χj|
[
〈ψs|∇2Rα|ψs′〉+ 2〈ψs|
−→∇Rα|ψs′〉 ·
−→∇Rα
]
|χl〉(3.28)
where the last two terms are the non-adiabatic couplings: 〈ψs|∇2Rα|ψs′〉 is the kinetic
coupling and 〈ψs|−→∇Rα|ψs′〉 is the derivative coupling.3 As noticed in Section 3.1.1,
the derivative coupling term diverges at points of degeneracy.
As before, one can avoid the singularity problem by working in the diabatic rep-
resentation where the electronic Hamiltonian is not necessarily diagonal but where
the non-adiabatic coupling is zero. The Hamiltonian matrix element then reads:
H
d (ss′)
jl = 〈χj|〈ψ˜s|Hˆ|ψ˜s′〉|χl〉
= 〈χj|〈ψ˜s|Hˆe|ψ˜s′〉|χl〉 −
∑
α
h¯2
2Mα
〈χj|∇2Rα|χl〉δss′ (3.29)
Again, the coupling between electronic states is not due to the nuclear kinetic part
here, but to the off-diagonal elements of the electronic Hamiltonian matrix.
3The kinetic coupling can be expressed in terms of the derivative coupling according to
〈ψs|∇2Rα |ψs′〉 =
∑
s′′〈ψs|
−→∇Rα |ψs′′〉〈ψs′′ |
−→∇Rα |ψs′〉+
−→∇Rα · 〈ψs|
−→∇Rα |ψs′〉.
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In practice, the Quantics package is interfaced with the Gaussian software package
which provides adiabatic quantities. A diabatisation operation is then realised to
transform the adiabatic quantities into diabatic ones. The diabatisation scheme
used in DD-vMCG is based on Ko¨ppel’s regularisation diabatisation method [138,
139, 140]. This method uses a reference conical intersection geometry at which the
adiabatic and diabatic states are assumed to be equal. The adiabatic-to-diabatic
rotation matrix is then expanded to first-order in terms of the orthogonal gradient
difference vector of the adiabatic energies and derivative coupling vector between
the adiabatic states, calculated at the reference point of degeneracy. Note that
the regularisation diabatisation procedure limits the application of the DD-vMCG
method to problems where only two electronic states are involved.
3.2.3 Hamiltonian matrix and its derivatives
If {Rα} are rectilinear normal mode coordinates associated with reduced masses
{Mα}, the nuclear kinetic energy operator matrix elements (and their derivatives)
have simple analytical expressions. However, the electronic Hamiltonian operator
matrix elements cannot a priori be written as a finite expansion unless some further
assumptions are used. As in the Ehrenfest implementation, we use a LHA of the
coupled potential energy surfaces. It is reasonable since Gaussian functions are
localised in space – although the validity of the approximation depends of course
on the width of the Gaussian with respect to the curvature of the surface. We
note in passing that, interestingly, a Gaussian wave packet in a harmonic potential
remains Gaussian and its mean position and momentum evolve according to classical
mechanics.
In practice, electronic structure calculations are performed with the Gaussian soft-
ware to compute the adiabatic energies Es = H
ad (ss)
e , gradients G
ad (ss) and Hessians
Had (ss) for all electronic states at the centre point of each GBF. In Section 3.3, we
discuss in more details the computation of the energy derivatives of CASSCF eigen-
states. After the diabatisation procedure mentioned above, we obtain second-order
expansions of the diagonal and off-diagonal elements of the electronic Hamiltonian
matrix in the diabatic basis H
d (ss′)
e = 〈ψ˜s|Hˆe|ψ˜s′〉, around the centre point of each
GBF i.e for function χl centred at R
l:
H d (ss
′)
e (R) = H
d (ss′),l
e + G
d (ss′),l · (R−Rl) + 1
2
(R−Rl)† ·Hd (ss′),l · (R−Rl) (3.30)
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where H
d (ss′),l
e = H
d (ss′)
e (R
l), Gd (ss
′),l = dH
d (ss′)
e (R)
dR
|Rl and Hd (ss
′),l = d
2H
d (ss′)
e (R)
dR2
|Rl
are the zeroth, first and second derivatives evaluated at Rl.
This leads to the following analytical expressions:
H
d (ss′)
jl (t)
Sjl(t)
=
〈χj|〈ψ˜s|Hˆ|ψ˜s′〉|χl〉
〈χj|χl〉
= H d (ss
′),l
e +
∑
α
[
h¯2
8Mασ2α
+
(
Rjα −Rlα
2
− iσ2α
pjα − plα
h¯
)
Gd (ss
′),l
α
+
1
2Mα
(
pjα(t) + plα(t)
2
+ ih¯
Rjα(t)−Rlα(t)
4σ2α
)2
+
1
2
∑
β
H
d (ss′),l
αβ
(
σ2αδαβ
+
(
Rjα −Rlα
2
− iσ2α
pjα − plα
h¯
)(
Rjβ −Rlβ
2
− iσ2β
pjβ − plβ
h¯
))]
(3.31)
H
d (ss′,Rjα0)
jl (t)
Sjl(t)
=
〈 ∂χj
∂Rjα
|〈ψ˜s|Hˆ|ψ˜s′〉|χl〉
〈χj|χl〉
=
(
Rlα(t)−Rjα(t)
4σ2α
− ipjα(t)− plα(t)
2h¯
)
H
d (ss′)
jl (t)
Sjl(t)
+
1
2
[
Gd (ss
′),l
α +
∑
β
H
d (ss′),l
αβ
(
Rjβ −Rlβ
2
− iσ2β
pjβ − plβ
h¯
)]
+
ih¯
4Mασ2α
(
pjα(t) + plα(t)
2
+ ih¯
Rjα(t)−Rlα(t)
4σ2α
)
(3.32)
H
d (ss′,pjα0)
jl (t)
Sjl(t)
=
〈 ∂χj
∂pjα
|〈ψ˜s|Hˆ|ψ˜s′〉|χl〉
〈χj|χl〉
= − i
h¯
(
Rjα(t) +Rlα(t)
2
− iσ2α
pjα(t)− plα(t)
h¯
)
H
d (ss′)
jl (t)
Sjl(t)
− iσ
2
α
h¯
[
Gd (ss
′),l
α +
∑
β
H
d (ss′),l
αβ
(
Rjβ −Rlβ
2
− iσ2β
pjβ − plβ
h¯
)]
+
1
2Mα
(
pjα(t) + plα(t)
2
+ ih¯
Rjα(t)−Rlα(t)
4σ2α
)
(3.33)
with Gd (ss
′),l
α =
dH
d (ss′)
e (R)
dRα
|Rl and Hd (ss
′),l
αβ =
d2H
d (ss′)
e (R)
dRαdRβ
|Rl . Note that the Hamilto-
nian matrices are not Hermitian as the potential is expanded around the centre of
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the GBF on the right of the integral.
3.2.4 Database
In order to save time and avoid redundant electronic structure calculations, the
energies, gradients and Hessians calculated by Gaussian are stored in a database.
New database points are only calculated if the nuclear geometry R, represented by
the GBF center, differs by some predetermined amount from all database geometries
Rdb.
If the GBF is close enough to some database points, the energy, gradient and
Hessian are interpolated from the values present in the database. The method by
which this is done in DD-vMCG [141] is based on the GROW philosophy of Collins
and co-workers [142, 143]. The interpolated values are generated by a Shepard
interpolation:
Vint(R) =
∑
db
wdb(R)Tdb(R) (3.34)
where the sum over db runs over all database geometries Rdb; Tdb is the Taylor series
expansion of the electronic energy, gradient or Hessian (to second-, first- and zeroth-
order respectively) at Rdb and wdb is the interpolating weight function that reads
wdb(R) =
|R−Rdb|−2p∑
db′ |R−Rdb
′ |−2p , used here with p = 2. The database points closest to R
have the highest weights.
By running the dynamics calculation several times, more and more points are
added to the database. The database “grows” iteratively and reaches convergence
once no new database points are needed.
Note that the molecular orbital (MO) coefficients of the CASSCF calculations
are also stored in the database. When a new electronic structure calculation is
performed, the coefficients from the database point that has the geometry most
similar to the new point are read and used to give the initial guess wave function.
The new resulting MO coefficients are then stored in the database for later use.
3.3 Gradient and Hessian in CASSCF formalism
Both dynamics methods use the CASSCF formalism for the electronic structure. In
Ehrenfest, the electronic wave function is a linear combination of CSFs according to
equation (3.7); the energy derivatives G and H of this electronic wave function are
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needed to integrate the equation of motion for the nuclei, see equation (3.14). In
DD-vMCG, the computation of the Hamiltonian matrix elements require the energy
derivatives of the CASSCF eigenfunctions (also linear combinations of CSFs) Gad (ss)
and Had (ss), before the transformation to diabatic quantities.
We now review the general approach to the gradient and Hessian computations
of configuration interaction-like wave functions, using the methods of Almlo¨f and
Taylor [144]. We apply it to the electronic wave functions considered here, explaining
the approximations used.
3.3.1 Gradient computation
The energy of a configuration interaction (CI)-like wave function depends on the
large number of parameters that define the electronic wave function. Among them,
the optimised molecular orbital (MO) and CI coefficients depend on the nuclear
geometry. One constraint is that the MO coefficients remain orthonormal under the
change in geometry, which is possible using unitary transformations (a simpler alter-
native to Lagrange multipliers). We introduce the following notation: superscripts
denote partial derivatives while subscripts denote total derivatives. The expression
for the gradient is obtained by applying the chain rule to the energy derivative with
respect to a change in geometry [145, 146, 147]:
Gα = E
Rα + ECCRα + E
XXRα −
1
2
EY SRα (3.35)
ERα is the Hellmann-Feynman term. It represents the intrinsic dependence of the
energy with respect to a change in nuclear geometry. As the energy depends on
parameters that depend themselves on the nuclear geometry, one obtains the non-
Hellmann-Feynman terms: CRα and XRα are the CI vector and MO rotation deriva-
tives and EC and EX are the corresponding energy derivatives. SRα is the atomic or-
bital overlap matrix and Y is the symmetric matrix arising from re-orthogonalisation
of the MO. These terms can be computed explicitly using the “coupled-perturbed”
approach [148, 149]. The standard coupled-perturbed SA-CASSCF equations are
obtained by differentiating Newton-Raphson equations with respect to a nuclear
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distortion. For two electronic states, it reads:
ω1E
XX(1) + ω2E
XX(2) ω1E
XC(1) ω2E
XC(2)
ECX(1) ECC(1) 0
ECX(2) 0 ECC(2)

 XRαCRα(1)
CRα(2)
 =
−
ω1
{
ERαX(1)− 1
2
EXY (1)SRα
}
+ ω2
{
ERαX(2)− 1
2
EXY (2)SRα
}
ERαC(1)− 1
2
ECY (1)SRα
ERαC(2)− 1
2
ECY (2)SRα
 (3.36)
In DD-vMCG, we deal with optimised SA-CASSCF wave functions {ψs}: the CI
coefficients have been variationally optimised such that EC = 0. (Only the weighted
average of the anti-symmetric Lagrangians will vanish:
∑2
i=1 ωiE
X(i) = 0.) The
expression for the gradient thus reads:
Gad(ss)α =
dEs
dRα
= ERα + EXXRα −
1
2
EY SRα (3.37)
In Ehrenfest, the electronic wave function is not an eigenvector. The matrix C
expresses A(tn) by a rotation between A(tn−1) and its orthogonal complements.
As we propagate the time-dependent wave function assuming that the MO do not
change, XRα is neglected and the gradient reads as:
Gα =
dE
dRα
= ERα + ECCRα −
1
2
EY SRα (3.38)
By differentiating the Newton-Raphson equation with respect to nuclear motion,
the derivative CI coefficients can be written as:
CRα = −
(
ECC
)−1
ECRα = −
(
ECC
)−1(
ERαC − 1
2
ECY SRα
)
(3.39)
Note that equation (3.39) assumes a quadratic expansion of the energy as a function
of the CI parameters E(C) about a minimum. This approximation results in some
error in the gradient. We also neglect the derivative due to the complex phase of
the CI expansion coefficients.4
4In practice, the complex coefficients of the time-dependent vector A(tn) are rotated so that
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3.3.2 Hessian computation
The expression for the Hessian is similarly obtained by applying the chain rule to
the energy derivative with respect to a change in geometry [147]:
Hαβ = E
RαRβ + ECCRαRβ + E
CRαCRβ + E
CRβCRα + E
CCCRαCRβ
+ ECXCRαXRβ −
1
2
ECY CRαSRβ + E
XXRαRβ + E
XRαXRβ + E
XRβXRα
+ EXXXRαXRβ + E
XCXRαCRβ −
1
2
EXY XRαSRβ −
1
2
EY RαSRβ
− 1
2
EY RβSRα +
1
2
EY SRαSRβ −
1
2
EY SRαRβ +
1
4
EY Y SRαSRβ
− 1
2
EY CSRαCRβ −
1
2
EY XSRαXRβ (3.40)
In DD-vMCG, we deal with optimised SA-CASSCF wave functions {ψs}. As for
the gradient expression, the term involving EC will vanish. A further simplification
can be made using the coupled perturbed equations (3.36):
(ECXXRα + E
CCCRα + E
RαC − 1
2
ECY SRα)CRβ = 0 (3.41)
In addition, we neglect the second derivative of the MO rotation matrix with respect
to nuclear distortion XRIRJ . With these few simplifications, the expression for the
Hessian reduces to:
H
ad(ss)
αβ =
d2Es
dRαdRβ
= ERαRβ + ECRβCRα + E
CXCRαXRβ −
1
2
ECY CRαSRβ + E
XXXRαXRβ
+ EXRβXRα + E
XRαXRβ −
1
2
EXY XRαSRβ −
1
2
EY RαSRβ −
1
2
EY RβSRα
+
1
2
EY SRαSRβ −
1
2
EY SRαRβ +
1
4
EY Y SRαSRβ −
1
2
EY XSRαXRβ (3.42)
The terms CRα and XRα are obtained by solving the standard coupled-perturbed
SA-CASSCF equations (3.36).
they are all real (conserving their magnitude), to give a vector M(tn). The matrix C is calcu-
lated by expressing the real vector M(tn) by a rotation between M(tn−1) and its orthogonal
complements.
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In Ehrenfest, the Hessian used in the integration of Newton’s equation of mo-
tion is, for the present work, calculated for the highest root of the SA calculation:
Hαβ ≈ Had(ss)αβ , which could be a rough approximation (although we have not noticed
any problem for the systems studied here).
In this Chapter, we have presented the current implementations of the Ehren-
fest and DD-vMCG dynamics methods, both using a LHA of the potential energy
surfaces. Both dynamics methods use a CASSCF formalism for the electronic struc-
ture. We have pointed out the remaining computational approximations made in
the gradient and Hessian of the electronic wave function energy.
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Chapter 4
Electron dynamics upon ionisation
using the Ehrenfest method:
Effects of chemical substitution,
coupled nuclear motion and
nuclear spatial delocalisation
4.1 Introduction
In this Chapter, we investigate several effects the nuclei have on electron dynamics;
these nuclear effects are neglected in most simulations to date [41, 42, 4, 43, 44, 45]
which have been carried out at a single static nuclear geometry (usually the equilib-
rium geometry of the neutral species). Some studies include several conformers: for
instance electron dynamics was simulated in the glycine amino acid considering the
three most abundant conformers [42, 150], but again with a single static geometry
per conformer. These earlier simulations predict long-lived oscillating motion in the
electronic density at a well-defined frequency.
The first purpose of this Chapter is to study the effect of chemical substitution on
electron dynamics. Cederbaum et al. have simulated the process for three molecules
differing in the initially ionised chromophore site, but having nearly identical amine-
acceptor sites: 2-phenylethyl-N,N-dimethylamine (PENNA), 3-methylen-4-penten-
N,N-dimethylamine (MePeNNA) and 3-buten-N,N-dimethylamine (BUNNA) [43].
The non-Dyson algebraic diagrammatic construction (ADC) (3) method [151] was
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used for the electronic structure. They showed that, as the nature of the eigenstates
of the cation is molecule-dependent, the nature of the hole created and the magnitude
of its migration will also be molecule-dependent: in MePENNA, a strong charge
migration from the initially ionised chromophore site to the nitrogen site occurs
while in PENNA only a small fraction of the charge migrates. Interestingly, the
same time scale was found for both MePENNA and PENNA molecules, i.e. ≈ 8 fs
for a full oscillation in the electronic density. The third molecule BUNNA does not
show any charge migration.
Here, we investigate the role of chemical substitution considering three molecules
where the different substituent groups only slightly perturb the electronic structure
and do not radically alter it: benzene, and methyl-substituted benzenes – toluene
and para-xylene.
The second purpose is to study the validity of the fixed-nuclei approximation. The
justification given for this is the difference in time scales of electron and nuclear dy-
namics, the electron distribution changing much faster than the nuclear geometry.
Nest et al. tested the validity of the fixed nuclei approximation using a variant of
the MCTDH method, with built-in antisymmetrisation of the electronic part of the
wave function [152]. They performed quantum electron and nuclear dynamics simu-
lations in the LiH diatomic molecule with two configurations (i.e the total molecular
wave function is the sum of two products of electronic and nuclear functions, see
equation (2.48)). Their theoretical study suggests that, after partial electronic ex-
citation of the system to the electronic first excited state (more than 3 eV above
the electronic ground state), the effect of nuclear motion is very small during the
first ten or so femtoseconds, as it takes time for the nuclei to move sufficiently to
influence the electronic wave packet.
In this Chapter, we aim to understand further the extent to which neglecting nu-
clear motion is a reasonable approximation. Vertical ionisation in benzene, toluene
and para-xylene, takes place at geometries near the conical intersections between
ground and first excited states of their cations. As the energy gap decreases, the
electron dynamics slows down to the femtosecond time scale, which is the time scale
of nuclear motion [153]. The justification for the fixed-nuclei approximation – dif-
ferent time scales for electron and nuclear dynamics – therefore does not hold in
regions of the potential energy surfaces near conical intersections.1
1Another way to think about the limitation of the fixed-nuclei approximation is to realize that
the non-adiabatic coupling is inversely proportional to the energy gap. Therefore, as the energy
gap decreases, the non-adiabatic coupling increases and the interaction between the electronic
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Using our CASSCF implementation of the Ehrenfest method [154], we can study
the evolution of an electronic wave packet for fixed nuclei, and where the nuclei are
allowed to move, to investigate the differences. We can therefore study the influence
of the nuclear motion on the electron dynamics and see to what extent the fixed-
nuclei approximation is valid. Note that in this Chapter, we focus on the electron
dynamics and the effect nuclear motion has upon it, rather than the nuclear motion
itself (studied in detail in the next Chapter).
The third purpose of this Chapter is to study the effect of the natural width of
the nuclear wave packet on electron dynamics (independently from the nuclear wave
packet motion itself) and to investigate the extent to which the single-geometry
approximation is valid. Kuleff and coworkers recently simulated hole migration
in benzene after the sudden removal of an electron from the totally symmetric pi
orbital [155]. The non-Dyson ADC(3) method was used for the electronic structure.
Considering a small number of distorted geometries per normal mode (weighted by
a Boltzmann distribution), their results suggest the survival of electron dynamics
with a well-defined period of oscillations of ≈ 1 fs.
In this Chapter, we aim to understand further the extent to which neglecting
the nuclear wave packet width is a reasonable approximation. By using the Wigner
distribution function [156] – a quantum distribution function in classical phase space
– to represent the delocalised nuclear wave packet, we propose a more realistic
approach to describe electron dynamics in molecules.2
4.2 Electron dynamics of a two-state electronic
wave packet
In Chapter 1, we have introduced electron dynamics in atoms. Here, we present in
more details the electron dynamics process in molecules, using a two-state model
system (as we will consider the two lowest-energy states populated in the molecules
studied) at a single fixed nuclear geometry R. Let us consider two adiabatic elec-
tronic states ψ0 and ψ1 with eigenvalues E0 and E1 respectively. Initially, the elec-
and nuclear degrees of freedom is particularly strong. Near conical intersections, the Born-
Oppenheimer approximation breaks down and one can not think in terms of the electronic
density adapting instantaneously to a fixed nuclear geometry.
2Sampled geometries from a Wigner distribution are very often used in classical nuclear dynamics
(for instance as we do with the Ehrenfest method) in order to mimic the initial nuclear wave
packet distribution.
74
tronic wave function reads as:
Ψ(r, t = 0; R) = c0 · ψ0(r; R) + c1 · ψ1(r; R) (4.1)
where c0 and c1 are the initial (complex) expansion coefficients in the adiabatic ba-
sis. The normalisation of the electronic wave packet is ensured by |c0|2 + |c1|2 = 1.
If the nuclei are kept fixed, the electronic Hamiltonian becomes time-independent.
Equation (2.28) is then exactly integrated and reads as:
Ψ(r, t; R) = exp
(
− i
h¯
Hˆe(r; R) · t
)
·Ψ(r, t = 0; R) (4.2)
where the nuclear geometry R is now time-independent. Expanding the electronic
wave function in the adiabatic basis, we obtain:
Ψ(r, t; R) = c0 exp
(
− i
h¯
E0(R) · t
)
· ψ0(r; R) + c1 exp
(
− i
h¯
E1(R) · t
)
· ψ1(r; R)
(4.3)
where the eigenvalues E0(R) and E1(R) do not depend on time. Note that (with
fixed nuclei) there is no transfer of population between the two adiabatic states.
The corresponding probability density reads:
|Ψ(r, t; R)|2 = |c0|2|ψ0(r; R)|2 + |c1|2|ψ1(r; R)|2
+ c∗0c1 · exp
(
i
E0(R)− E1(R)
h¯
t
)
· ψ∗0(r; R)ψ1(r; R)
+ c0c
∗
1 · exp
(
−iE0(R)− E1(R)
h¯
t
)
· ψ0(r; R)ψ∗1(r; R)
= |c0|2|ψ0(r; R)|2 + |c1|2|ψ1(r; R)|2
+2Re
(
c∗0c1 · exp
(
i
E0(R)− E1(R)
h¯
t
)
· ψ∗0(r; R)ψ1(r; R)
)
(4.4)
Here, the expression was simplified using the fact that the last two terms of the sum
are complex conjugate of each other. Assuming real electronic eigenfunctions and
using φ = arg
(
c1
c0
)
the relative phase between the two initial complex expansion
coefficients, it then reads:
|Ψ(r, t; R)|2 = |c0|2|ψ0(r; R)|2 + |c1|2|ψ1(r; R)|2
+2|c0||c1| cos
(
E0(R)− E1(R)
h¯
t+ φ
)
· ψ0(r; R)ψ1(r; R) (4.5)
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The first two terms are the weighted probability densities of the two adiabatic states.
The third term is the sum of the off-diagonal elements of the electronic density ma-
trix that are also called electronic coherences : it corresponds to interference between
the two electronic states, alternating between constructive and destructive. The na-
ture of the hole created and of the oscillating motion in the electronic density are
determined by the electronic character of the adiabatic states and by their occupa-
tion via the first two terms and ψ0(r; R)ψ1(r; R) in the third term of equation (4.5).
The occupations of the two states also determine the amplitude of the oscillations via
|c0||c1|. The initial relative phase φ determines the oscillation amplitude at t = 0; it
can be seen as a shift of the time axis (in simulations with fixed nuclei). The period
is inversely proportional to the energy gap between the two eigenstates:
T =
h
E0(R)− E1(R) . (4.6)
4.3 Computational details
4.3.1 Electronic structure and nuclear trajectory
The electronic structure is computed using the state-averaged CASSCF [131] method.
Using the standard 6-31G* basis set, we choose the six pi orbitals as active. The nu-
clear dynamics is integrated using the Hessian-based predictor-corrector algorithm
with a mass-weighted step size of 0.0025 amu1/2bohr (corresponding to a time step
of about 0.04 fs).
4.3.2 Analysis tools
The number of degrees of freedom increases with the size of the system and it
becomes difficult to extract qualitative trends from large amounts of data. Here, we
suggest using Figure 1.6 to monitor both the electron and nuclear dynamics during
such a simulated trajectory. We illustrate this with our model system, benzene
radical cation, but they can in principle be applied to other systems where charge
migration is initiated near a conical intersection.
Figure 4.1 is a schematic cross-section of the conical intersection along the direction−→
X1 shown in Figure 1.6. A set of optimised minimum / TS structures, having
respectively a quinoid and antiquinioid character, is presented with their respective
spin densities and important bond lengths.
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Figure 4.1: Schematic representation of the benzene radical cation D1/D0 crossing.
This is a cross-section through the conical intersection along the gradient
difference shown in Figure 1.6. In the moat of the conical intersection,
the minimum (right) has a quinoid character whereas the transition state
(left) has an antiquinoid character. Characteristic bond lengths are indi-
cated in blue. Mulliken atomic spin densities are indicated in pink next
to each carbon atom. Note that for the quinoid or antiquinoid structure,
there are actually two resonance structures with the unpaired electron
and the positive charge exchanged (this is indicated by +/•).
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Monitoring changes in the electronic structure
Benzene radical cation can adopt different electronic characters during the simula-
tion. The electronic wave function is, in theory, a superposition of several valence
bond (VB) structures and we would like to monitor its time-dependence. One way
to do this is to calculate its spin density as a function of time. The spin density is
defined as the difference between the α density (density of electrons with spin up ↑)
and the β density (density of electrons with spin down ↓): |ΨS|2 = |Ψα|2 − |Ψβ|2.
It allows one to locate the unpaired electron within the molecule. The spin den-
sity can be partitioned onto atomic sites using the standard Mulliken population
analysis [157]. Figure 4.1 gives the partitioned spin densities for the quinoid and
antiquinoid VB structures: the unpaired electron is located on the top and bottom
carbon atoms in the quinoid VB structure whereas it is delocalised onto the four
carbons on the sides in the antiquinoid VB structure. One can thus assign a different
spin density pattern to each VB structure.
To follow the evolution of the electronic wave function, its spin density is com-
puted, partitioned onto the atoms at each step of the simulation. The evolution of
the partitioned spin densities are shown in Figure 4.2. The spin density of the time-
dependent electronic wave function is then decomposed in the space of VB struc-
tures, and one can plot the electron dynamics “trajectory” on the moat diagram
(Figure 4.3) where the structures represent exclusively the nature of the electronic
wave function in this case. Because each structure in Figure 1.6 is a superposition
of two resonance structures where the unpaired electron and the positive charge are
interchanged, following the unpaired electron is equivalent to following the positive
charge. This is how we monitor the “hole” dynamics. Note that just as the hole
density of Ref. [40], the electronic spin density is a theoretical tool to follow the
electron dynamics; yet, the conclusions we draw from it will apply to any observable
related to the electronic density.
Monitoring changes in nuclear geometry
We are interested in the nuclear motion in the branching space of the conical intersec-
tion. The nuclear trajectory can be plotted on the same moat diagram (Figure 1.6)
but here, the structures represent the nuclear geometry exclusively (i.e. the pattern
of single bonds corresponding to longer bond lengths, versus double bonds corre-
sponding to shorter bond lengths, etc.).
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The evolution of the spin density in terms of VB structures, together with the
nuclear trajectory in the branching space are shown in Figure 4.3. By comparing the
electronic dynamics with the nuclear motion when both are represented in terms of
VB structures, we can study how they differ. The electronic character and the nu-
clear geometry evolve either synchronously in equilibrium or asynchronously during
the trajectory.
4.3.3 Initial conditions
For the three molecules studied, the initial nuclear geometry is taken as the equilib-
rium nuclear geometry of the neutral species (optimised at the B3LYP/6-31G* level
of theory). It is represented by a blue diamond in Figure 4.3. In benzene cation, the
initial nuclear geometry is at the crossing between the vectors
−→
X1 and
−→
X2, i.e. on the
seam of conical intersections (Figures 4.3a and d). It is displaced from the conical
intersection along
−→
X1 in toluene cation (Figures 4.3b and e), and even further away
from the conical intersection along
−→
X1 in para-xylene cation (Figures 4.3c and f).
The simulations are started with no initial nuclear momentum.
To assess the validity of the single-geometry approximation, we compare the elec-
tron dynamics results obtained at a single fixed geometry with those in the case of
an ensemble of fixed geometries (distributed around the equilibrium geometry of the
neutral species). For this, 500 nuclear geometries were sampled from the Wigner
distribution function, using the Newton-X package [158]. Use of the Wigner distri-
bution enables us to mimic the quantum distribution of the vibrational ground state
(in the harmonic approximation). As the result depends on the number of sampled
geometries considered, one must make sure convergence has been reached.
As for the initial electronic wave packet, a coherent superposition of only the two
lowest-energy eigenstates is reasonable in the three molecular systems studied here
since at the equilibrium geometry of their neutral species, the two lowest-energy
states are well separated in energy from the higher excited states: the energy gap
between the ground and first excited states is small (see Table 4.1) compared to the
energy gap between the first and second excited states (more than 2 eV).
In order to investigate the different effects of the nuclei on electron dynamics, we
choose for the initial electronic wave function the equal mixture of the two lowest
eigenstates in-phase for all three molecular systems: Ψ(t = 0) = 1√
2
(ψ0 + ψ1). Note
that even if only two states are initially populated, all eigenstates generated from
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Table 4.1: Energy gap between the ground and first excited states of the cation
at the equilibrium geometry of the neutral species (calculated at the
CASSCF(5,6)/6-31G* level with the six pi orbitals included in the active
space) and corresponding expected period of oscillations (equation (4.6)).
Molecule Energy gap [eV] Period of oscillations [fs]
Benzene 0.00 ∞
Toluene 0.21 19.7
Para-xylene 0.39 10.6
the active space are included in the simulations. Since the methyl substituent groups
only slightly perturb the electronic structure of benzene, the electronic character of
the eigenstates is very similar for all three molecules and so is the electronic char-
acter of the initial electronic wave packet: high spin densities on atoms C2 and C5,
medium densities on C1 and C4 and low densities on C3 and C6 (see Figure 4.2
for the initial partitioned spin densities and the atom numbering).3 In terms of VB
structures, it corresponds to an electronic character intermediate between the two
structures at the top (see pink dot in Figure 4.3).
4.4 Effect of chemical substitution
Let us first compare the electron dynamics of the three systems at fixed geome-
tries to investigate the effect of chemical substitution. The energy gaps between
the ground and first excited states of the cations at the equilibrium geometries of
the neutral species are given in Table 4.1. The electron dynamics results with fixed
nuclei are shown on the left panels of Figures 4.2 and 4.3. Note that if the nuclei
are not allowed to move, the populations of the two adiabatic states stay constant,
i.e. 0.5 each.
3The asymmetry between the atoms C2/C5 and C3/C6 is due to the interference term in the
electronic density (equation (4.5)). The electronic superposition 1√
2
(ψ0 + ψ1) leads to higher
spin densities on C2 and C5 than on C3 and C6. The superposition 1√
2
(ψ0 − ψ1) would lead
to “opposite” spin densities, i.e. higher spin densities on C3 and C6 than on C2 and C5. The
latter superposition can be seen as a phase shift of 180◦ (reached at t = T/2 in simulations
with fixed nuclei).
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Figure 4.2: Spin densities partitioned onto the atoms as a function of time after
ionisation of the three systems: benzene at the top (a,d), toluene in the
middle (b,e) and para-xylene at the bottom (c,f). Simulations with fixed
nuclei are on the left (a,b,c) and with nuclei moving on the right (d,e,f).
The hexagons at the top left of each plot show the numbering of the
carbon atoms in the phenyl ring: C1 and C4 in red, C2 and C5 in green
and C3 and C5 in blue.
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Figure 4.3: Electron (in pink) and nuclear (in blue) dynamics after ionisation rep-
resented in the structure diagram for the three systems: benzene at the
top (a,d), toluene in the middle (b,e) and para-xylene at the bottom
(c,f). Simulations with fixed nuclei are on the left (a,b,c) and with nu-
clei moving on the right (d,e,f). Time evolution is indicated with the
presence of bars every 2.5 fs on the trajectory arrows.
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4.4.1 Benzene cation
For benzene cation, there are no oscillations in the partitioned spin densities (Fig-
ure 4.2a) and there is no time evolution of the electronic character indicated in
terms of VB structures (Figure 4.3a). Why is there no pure electron dynamics in
this case? The electronic wave packet is propagated with time but the phase factors
of the eigenstates in equation (4.3) evolve at the same rate because the energies are
degenerate. Therefore the expected period of oscillations – inversely proportional
to the energy gap – is infinite (see equation (4.6) and Table 4.1). Another way
to explain the absence of pure electron dynamics is to realize that a superposition
of two degenerate eigenstates is also an eigenstate. Therefore, the electronic wave
function is stationary.
4.4.2 Toluene cation
For toluene cation, we now observe oscillations in the partitioned spin densities with
a total period of about 20 fs (Figure 4.2b). The latter can be directly related to the
energy gap between the populated eigenstates at this geometry (Table 4.1), using
equation (4.6). Note that unlike benzene, the spin densities on opposite carbon
atoms of the phenyl ring are not identical any more because of the asymmetry of
the molecule. In Figure 4.3b, we see oscillations between the top and the bottom
VB structures. The bars along the pink arrow indicates time steps of 2.5 fs.
4.4.3 Para-xylene cation
For para-xylene cation, we observe oscillations this time with a total period of about
10 fs (Figure 4.2c), which again can be directly related to the energy gap between
the populated eigenstates at this geometry (Table 4.1) using equation (4.6). Note
that the spin densities on opposite carbon atoms of the ring are again equal: the
symmetry is recovered (partially) by adding a second methyl group in para position.
In Figure 4.3c, we see oscillations between the top and the bottom VB structures,
as in toluene cation, but the spaces between the bars along the pink arrow are twice
as long, indicating an oscillation in the electronic density that is twice as fast. This
is due to a larger energy gap at the initial geometry that is further displaced away
from the conical intersection.
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We observe that by adding methyl groups onto the benzene ring, the position
of the equilibrium geometry of the neutral species with respect to the conical in-
tersection in the cation is changed: the nuclear geometry of the neutral species is
exactly on the seam of conical intersections in benzene cation whereas it is dis-
placed along the gradient difference in toluene cation and even further displaced in
para-xylene cation. The removal of degeneracy is necessary to observe any electron
dynamics. Since the methyl substituents only slightly perturb the electronic struc-
ture of the benzene cation and since the equilibrium geometries of neutral toluene
and para-xylene are both displaced from the conical intersection along the gradient
difference, the electronic character of the two lowest adiabatic states at the initial
geometry is similar in both systems: the ground electronic state has a quinoid char-
acter and the first excited state has an antiquinoid character. Therefore, the terms
|ψ0(r; R)|2, |ψ1(r; R)|2 and ψ0(r; R)ψ1(r; R) in equation (4.5) are very similar for
both toluene and para-xylene and as a consequence, so are the nature of the created
hole and its oscillating motion. The amplitude of the oscillations is the same be-
cause |c0|2 = |c1|2 = 0.5 has been taken for both systems. The noticeable difference
is the period of the oscillations, faster in para-xylene because of a larger energy gap
between the ground and first excited states (see equation (4.6) and Table 4.1). The
results show how to use chemical substitution to control the time scale of electron
dynamics keeping its nature unchanged.
4.5 Effect of nuclear motion
In the electron dynamics simulations of the previous section (and in most previous
theoretical studies of electron dynamics), the nuclei are kept fixed. When the nuclei
are allowed to move, several quantities become time-dependent: (i) the electronic
character of the adiabatic states ψ0(r; R(t)) and ψ1(r; R(t)), (ii) the energy gap
E0(R(t)) − E1(R(t)), and (iii) the magnitude of c0 and c1 because of population
transfer (due to the non-adiabatic coupling). Equation (2.28) can not be solved
exactly in general and one has to approximate the integral by a sum over short
time intervals where the electronic Hamiltonian is assumed to be constant (equa-
tion (3.9)). One still expects oscillations in the electronic density but not “perfect”
sinusoids, as electron and nuclear dynamics interact.
We can test the validity of the fixed-nuclei approximation by comparing the sim-
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ulations in Section 4.4 where the nuclear geometry was kept fixed with simulations
where the nuclei are allowed to move. The results with nuclei moving are shown on
the right panels of Figures 4.2 and 4.3. The time evolution of the ground and first
excited state populations is shown in Figure 4.4.
4.5.1 Benzene cation
For benzene cation, we do not see a significant change in the electronic character
during the first 15 fs (Figures 4.2d and 4.3d), similar to the case of fixed nuclear
geometry. The nuclear geometry relaxes though (blue trajectory in Figure 4.3d). It
adopts the geometry in equilibrium with the electronic character of the system: the
blue arrow is superimposed on the pink dot. Note that the electronic wave function
has totally decayed onto the ground state on an ultrafast time scale due to the in-
finitely large interstate coupling at the conical intersection (see Figure 4.4a). On a
longer time scale (several tens of fs), one expects synchronous electron and nuclear
dynamics, also called charge transfer in the literature.
4.5.2 Toluene cation
For toluene cation, the evolution of the partitioned spin densities with nuclei mov-
ing (Figures 4.2e and 4.3e) is only identical to the one in the case of fixed nuclei
(Figures 4.2b and 4.3b) up to 2-3 fs; they start to differ after then. There is still
some kind of oscillating motion in the electronic density but not perfectly sinusoidal
oscillations. First, the electron dynamics becomes faster: within 15 fs, 0.75 of an
oscillation happens with fixed nuclei (Figure 4.3b) and 1.5 oscillations with nuclei
moving (Figure 4.3e). Second, the nature of the oscillations is changed: the spin
densities on atoms C1 and C4 is not constant any more (Figure 4.2e). Therefore
the symmetry of the electron dynamics is broken: the electronic “trajectory” in
Figure 4.3e is displaced towards the right half of the diagram which represents the
increase of the spin densities on C1 and C4. (In the quinoid structure on the far
right of the diagram, the unpaired electron is localised on C1 and C4.)
These results show significant differences in the electron dynamics simulated with
fixed nuclei and nuclei moving. This implies a strong interaction between the elec-
tronic and nuclear degrees of freedom. How can we explain the changes in both
the nature and the time scale of the electron dynamics when the nuclear geometry
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Figure 4.4: Adiabatic populations of the ground and first excited states as a function
of time after ionisation of the three systems: benzene at the top (a),
toluene in the middle (b) and para-xylene at the bottom (c). Note that
in these simulations, nuclear motion is allowed (the adiabatic populations
stay constant in the simulations with fixed nuclei).
86
is allowed to distort? The nuclear trajectory in the branching space is represented
by the blue arrow in Figure 4.3e: it moves along the derivative coupling during
the first 5 fs (to adopt a geometry in equilibrium with the initial electronic charac-
ter) [159] and then acquires some component along the gradient difference, moving
away from the conical intersection. Note that the nuclear and electronic trajectories
are not superimposed within the first 15 fs: this means the nuclear and electron
dynamics are asynchronous. Nuclear motion in the branching space results in a
change of the electronic character of the adiabatic states, i.e. a change in the terms
|ψ0(r; R)|2, |ψ1(r; R)|2 and ψ0(r; R)ψ1(r; R) in equation (4.5). In addition, the nu-
clear motion leads to a transfer of population between the two states through the
non-adiabatic coupling. We observe a partial decay of the electronic wave function
onto the ground state (Figure 4.4b): at t = 15 fs, the weight of the ground state
is about 0.8 compared to 0.5 initially. As a result, the nature of the oscillations of
the electronic density changes. In addition, the nuclear trajectory moves away from
the conical intersection, towards geometries where the energy gap between ground
and first excited states is larger: this results in a speeding up of the oscillations (see
equation (4.6)). The results show how the nuclear motion affects both the nature of
the oscillating motion in the electronic density and its time scale after only 2-3 fs.
4.5.3 Para-xylene cation
For para-xylene cation, the evolution of the partitioned spin densities with nuclei
moving (Figures 4.2f and 4.3f) is again very similar to the one in the case of fixed
nuclei (Figures 4.2c and 4.3c) up to 3-4 fs. After then, we observe the same differ-
ences as in toluene cation (but less pronounced). The electron dynamics becomes
faster: within 15 fs, 1.5 oscillations happen with fixed nuclei (Figure 4.3c) and 1.75
oscillations with nuclei moving (Figure 4.3f). The symmetry is also broken with the
variation of the spin densities on atoms C1 and C4 (Figure 4.2f) and a displacement
of the electronic “trajectory” towards the right half of the diagram in Figure 4.3f.
Similar arguments to those used for toluene cation can explain the differences in
the electron dynamics with fixed and moving nuclei. Yet, the differences are much
less pronounced in para-xylene cation than in toluene cation. Why do the electronic
and nuclear degrees of freedom seem to interact less? The nuclear geometry follows
the potential energy gradient towards a geometry in equilibrium with the electronic
character. In benzene cation, the electronic character is stationary and the nuclear
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trajectory reaches the equilibrium geometry within the first 10 fs. In toluene and
para-xylene cations, the electronic character evolves with time and so does the nu-
clear gradient: an electronic character on the opposite side of the diagram leads to
a nuclear gradient in the opposite direction in the branching space. The electronic
character changing faster in para-xylene cation than in toluene cation, the nuclear
gradient reverses faster, leading to less nuclear motion. This may also be amplified
by a derivative coupling of smaller magnitude in para-xylene cation (geometry fur-
ther away from the conical intersection) [159]. The combination of a slower nuclear
motion and a smaller non-adiabatic coupling leads to almost no decay of the elec-
tronic wave function onto the ground state: at 15 fs, the weight of the ground state
is still about 0.55 (Figure 4.4c). These reasons may explain (i) a smaller change in
the two first terms and ψ0(r; R)ψ1(r; R) in the third term of equation (4.5) and as
a consequence, a smaller change in the nature of the oscillations and (ii) a smaller
change in the energy gap between ground and first excited states and as a con-
sequence, a smaller change in the period of the oscillations using equation (4.6).
The nuclear motion seems therefore to have less effect on the electron dynamics in
para-xylene cation.
4.6 Effect of nuclear spatial delocalisation
In this Section, we study the effect of the natural width of the nuclear wave packet on
electron dynamics. In order to get some physical insights, we first present a simple
analytical model. We then present numerical simulations of electron dynamics in
a real molecule, para-xylene cation, taking into account the distribution in nuclear
geometries.
4.6.1 Analytical model
Let us consider a system with one nuclear degree of freedom R and three electronic
states (Figure 4.5): the ground state of the neutral species and the ground and first
excited states of the cation. Before ionisation, the neutral system is assumed to be
in its electronic and vibrational ground state. In the harmonic approximation, the
vibrational ground state wave function is a normalized Gaussian:
χ(R) = (2piσ2)−1/4 exp
(
− 1
4σ2
[R−R′]2
)
(4.7)
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Figure 4.5: Ionisation process in a model system and effect of the nuclear wave
packet width. The lower curve represents the electronic ground state
of the neutral species; the upper two represent the ground and first
excited states of the cation. The parameter σ determines the width of
the Gaussian wave packet; R′ determines the position of the equilibrium
geometry of the neutral species with respect to the implied point of
degeneracy in the cation; ∆G′ is the difference of gradients of the two
cationic potential energy curves.
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where the parameter σ determines the width of the Gaussian; R′ determines the cen-
ter, i.e. the position of the equilibrium geometry of the neutral species (Figure 4.5).
Note that the mean momentum is null.
Using a linear approximation of the cation state energies at R′, the energy gap
between the cationic states reads as:
∆E(R) = ∆G′|R| (4.8)
where the parameter ∆G′ = d(E1−E0)
dR
|R′ is the difference of gradients of the two po-
tential energy curves at R′. Note that equation (4.8) implies a point of degeneracy
at R = 0 that does not need to exist (Figure 4.5).
Let us consider a prompt ionisation (by a pulse of broad bandwidth for instance)
that leads to a coherent superposition of the two electronic states of the cation:
Φ(r, R, t = 0) = χ(R)[ c0 · ψ0(r;R) + c1 · ψ1(r;R) ] (4.9)
where the expansion coefficients in the adiabatic basis c0 and c1 are assumed to
be independent of the geometry R for simplicity. By solving the electronic time-
dependent Schro¨dinger equation with fixed nuclei, one obtains the following time-
dependent wave function:
Φ(r, R, t) = χ(R) [ c0 exp(− i
h¯
E0(R)t) · ψ0(r;R)
+ c1 exp(− i
h¯
E1(R)t) · ψ1(r;R) ] (4.10)
The electronic density is obtained by multiplying the wave function by its complex
conjugate and integrating over all but one electronic spatial coordinate. Assuming
real initial expansion coefficients and electronic eigenstates, it reads:
ρ(r, R, t) = |c0|2 |χ(R)|2 ρ00(r;R) + |c1|2 |χ(R)|2 ρ11(r;R)
+ 2c0c1 |χ(R)|2 cos
(
∆E(R)
h¯
t
)
ρ01(r;R) (4.11)
with the transition density ρij(r;R) =
∫
drN−1ψi(r;R)ψj(r;R). Note that the last
term of equation (4.11), noted C(r, R, t) hereafter, is the sum of the off-diagonal
elements of the electronic density matrix that are also called electronic coherences.
As explained above, it corresponds to the interference between the two electronic
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states, alternating between constructive and destructive, with a period inversely pro-
portional to the energy gap between the two eigenstates – and therefore R-dependent
(equation (4.6)). The amplitude of the oscillations depends on the product of ex-
pansion coefficients c0c1.
The effect of the spatial delocalisation of the nuclei is taken into account by
calculating the expectation value over the range of nuclear geometries:
〈C(r, t)〉R = 2c0c1
∫
dR|χ(R)|2 cos
(
∆E(R)
h¯
t
)
ρ01(r;R) (4.12)
where |χ(R)|2 is the probability density function. If ρ01(r;R) does not change much
with R, it can be approximated to the constant ρ01(r;R
′). Equation (4.12) then
reads:
〈C(r, t)〉R ≈ 2c0c1 cos
(
∆G′R′
h¯
t
)
exp
(
−∆G
′2σ2
2
t2
)
ρ01(r;R
′) (4.13)
We get back the cosine oscillation of the equilibrium geometry R = R′ but di-
minished with time by a Gaussian function. As t → ∞, the electronic coherences
disappear: 〈C(r, t)〉R → 0. The system decoheres. Note that here the origin of the
decoherence is not the coupling with an environment but rather the dephasing of
the different oscillations. One can define a coherence half-life as the time at which
the amplitude of the cosine oscillation is reduced to half its initial value due to the
Gaussian decay:
t1/2 =
√
2 ln 2
∆G′σ
(4.14)
The coherence half-life depends on the physical properties of the system. It is long
if (i) the wave packet is narrow (small σ) or (ii) the two potential energy curves are
almost parallel (small ∆G′). Indeed, both characteristics result in a narrow energy
gap distribution which postpones the dephasing. The position of the equilibrium
geometry of the neutral species R′ does not affect t1/2; it only determines the period
of oscillations (and therefore the number of oscillations before dephasing happens
for a given t1/2).
Our simple analytical model shows how the nuclear wave packet width leads to
the dephasing of the electron dynamics oscillations. It also provides the general con-
ditions for long-lived electron dynamics. Note that it has several limitations: the
nuclei are kept fixed (the kinetic operator of the nuclei is absent from the Hamil-
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t = 0 fs t = 2.6 fs t = 5.2 fs 
Figure 4.6: Snapshots of the electronic spin densities after ionisation of the pi system
in para-xylene at t = 0, t = T
4
and t = T
2
.
tonian of the system). Also, the electronic density is calculated as an expectation
value over all nuclear geometries treated independently.
4.6.2 Numerical simulations in para-xylene cation
Let us now move beyond the model system treated above and investigate numerically
the decoherence of electron dynamics in a real molecular system, para-xylene cation.
Here a 50/50 and a 60/40 in-phase superposition of cationic states will be considered
in order to represent a range of possible superpositions generated by experiment. By
doing this, we test the sensitivity of the results with respect to the initial conditions.
We first review the electron dynamics result obtained at the equilibrium geome-
tries of the neutral species. In Figure 4.6, there are snapshots of the spin densities
as a function of time during the first half oscillation. The spin density swings from
one side of the phenyl ring to the other in approximately T/2 = 5.2 fs. Such spin
densities can be used as points along a “scale of electron dynamics”: we chose the
state 1√
2
(ψ0 + ψ1) to define the spin density +1,
1√
2
(ψ0 + iψ1) to define the spin
density 0 and 1√
2
(ψ0 − ψ1) to define the spin density −1. The electron dynamics
is represented along that scale as a function of time in Figure 4.7. Note that this
corresponds to a projection of the electron dynamics “trajectory” represented in
pink in Figures 4.3c and f along the vertical axis. We see perfect sinusoidal oscil-
lations in the case of fixed nuclei (solid thick curve). Using a non-equally weighted
superposition (dashed curve) does not affect the period of oscillations but decreases
the amplitude of the oscillations, as expected from equation (4.5). The spin density
oscillation with nuclei moving (solid thin curve) is identical to the one with fixed
nuclei (solid thick curve) up to 4 fs; then, the oscillation speeds up [160]. The key
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Figure 4.7: Electron dynamics following ionisation of the pi system of para-xylene.
The simulation is initiated at the equilibrium geometry of the neutral
species, with fixed nuclei (thick) or nuclei moving (thin). The initial
electronic wavefunction is a 50/50 (solid) or 60/40 (dashed) in-phase
superposition of ψ0 and ψ1.
Table 4.2: Energy gap at the equilibrium geometry and averaged energy gap (stan-
dard deviation) for the distribution of geometries, calculated at the
CASSCF/6-31G* level.
Molecule Energy gap at Averaged energy gap
equilibrium [eV] (standard deviation) [eV]
Para-xylene 0.39 0.51 (0.25)
point is that, as shown in the previous section, the electron dynamics in para-xylene
cation is modified but not destroyed by the nuclear motion within the Ehrenfest
approximation.
To assess the validity of the single-geometry approximation, these oscillations
must be compared to those in the case of an ensemble of fixed geometries (distributed
around the equilibrium geometries). The resulting averaged energy gap and standard
deviation are indicated in Table 5.1. Note that the averaged energy gap is not equal
to the energy gap at the equilibrium geometry because of the asymmetry of the
cationic potential energy surfaces.
Figure 4.8 shows the electron dynamics – as in Figure 4.7 – for the ensemble of
nuclear geometries, simulated independently. A close look allows one to distinguish
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Figure 4.8: Electron dynamics in para-xylene as in Figure 4.7 for the ensemble of
nuclear geometries. The nuclear distribution (500 sampled geometries)
reproduces the vibrational ground state before ionisation. The white
lines represent the averaged electron dynamics for the 50/50 (solid) and
60/40 (dashed) in-phase superpositions of ψ0 and ψ1.
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the individual oscillations (with different periods) that dephase with time. The
average oscillation amplitudes are shown as white lines. We see a half oscillation
reaching its turning point at about 3 fs and then it goes to zero: the coherent
electron dynamics quickly disappears. By fitting the averaged oscillation amplitude
to equation (4.13) over the first 10 fs, a coherence half-life is extracted: t1/2 ≈ 4 fs.
The dephasing is so fast that there is not even a single oscillation in the electronic
spin density. The effect of the nuclear spatial delocalisation is therefore important
(much larger than that of the nuclear motion in para-xylene cation); this is especially
relevant for future experimental attempts to observe oscillations in the electronic
density upon molecular ionisation. Note that the same conclusion holds with a non-
equally weighted superposition (dashed line), showing the robustness of these results
with respect to the initial conditions.
4.7 Discussion and conclusion
In the present Chapter, we have studied the electron dynamics following the outer
valence ionisation in three different but related molecules: benzene and two methyl-
substituted benzenes, toluene and para-xylene. The methyl substitution does not
alter the electronic structure significantly but breaks the 6-fold symmetry: the equi-
librium geometry of the neutral species, that corresponds to a conical intersection in
the cation of benzene molecule, is now displaced away from the conical intersection
in toluene and para-xylene cations. As a result, the removal of degeneracy creates a
non-stationary state that leads to electron dynamics in the methyl-substituted ben-
zenes while no pure electron dynamics is observed in benzene. Also, a larger energy
gap between the populated ground and first excited states in para-xylene cation
produces faster electron dynamics. So the effect of the chemical substitution on the
electron dynamics is important: the result changes from no electron dynamics at
all in benzene cation, to some electron dynamics in toluene cation and finally even
faster electron dynamics in para-xylene cation. It shows how one can use chemical
substitution to “engineer” for instance the time scale of electron dynamics while
keeping its nature unchanged.
We have compared pure electron dynamics simulations with simulations of coupled
electron-nuclear dynamics using the Ehrenfest approximation. In toluene cation,
only 2-3 fs are necessary for the nuclear geometry to distort enough to affect the
electron dynamics (within the Ehrenfest approximation). This time may seem rather
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short considering the nuclei move on a fs time scale. But near a conical intersec-
tion, the interstate coupling is large and small nuclear displacements lead to large
changes in the electronic character of the adiabatic states. The nature of the oscilla-
tions is changed because the system moves to geometries where the definition of the
adiabatic states changes and/or because the adiabatic populations change. Also,
the period of the oscillations is affected by the evolution of the energy gap between
the two eigenstates populated. In para-xylene cation, the initial electron dynamics
seems to be too fast for the nuclear motion to have a very significant effect. An im-
portant point is that, in the systems studied here, the electron dynamics is modified
but not destroyed by the nuclear motion within the Ehrenfest approximation.
Using a combination of an analytical model and numerical simulations of elec-
tron dynamics in a real molecule, we have shown that oscillations in the electronic
density will dephase due to the spatial delocalisation of the nuclei and that the sim-
ple picture of long-lived electron dynamics at a well-defined frequency predicted by
the single-geometry approximation cannot survive the natural width of the nuclear
wave packet. A key result is that the effect on electron dynamics of the nuclear
wave packet width can be larger than the effect of the nuclear motion (within the
Ehrenfest approximation), as shown here in para-xylene. The decoherence effect
of electron dynamics is general and will be common to all molecular systems; its
time scale will however be system-dependent. Our simple analytical model pro-
vides the general conditions for “longer-lived” electron dynamics – a narrow nuclear
wave packet and almost parallel potential energy surfaces of the states involved –
and enables the definition of molecular targets in which this might be observed [161].
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Chapter 5
Nuclear dynamics upon ionisation
using the Ehrenfest method:
Electronic coherent control
adjacent to a conical intersection
5.1 Introduction
In this Chapter, we investigate the nuclear dynamics induced by a non-stationary
electronic wave packet, in the vicinity of a conical intersection. It is well known
that near a conical intersection the adiabatic states at a geometric polar angle
of θ are constructed from the real rotation of two diabatic basis states with an an-
gle θ
2
[162, 163, 164, 165]. It is equivalent to state that a real rotation of two diabatic
basis states with an angle θ
2
results in a geometric rotation of the nuclear gradients
by an angle θ. It is more convenient to speak in the latter terms in the present work.
As explained in Chapter 1, it is in principle experimentally possible to change
not only the relative weight θ
2
of two electronic states in a superposition, but also
the relative phase φ between them [23]. In this Chapter, we extend the concept
of a real rotation of two diabatic basis states to a “complex” rotation: we present
an analytical expression for the nuclear gradient resulting from an electronic wave
packet characterised by θ
2
and φ. One has to keep in mind that we are not dealing
with the gradient of an adiabatic state energy – discontinuous at the exact point
of degeneracy – but rather the gradient of the energy of a superposition of two
diabatic basis states which defines another diabatic state energy, the gradient of
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which is continuous everywhere. The fact that the nuclear gradient depends on the
composition of the superposition could be used for coherent electronic control. We
demonstrate this idea with non-adiabatic dynamics simulations using the Ehrenfest
method in benzene and toluene cations. We also study the effect of sampling on nu-
clear dynamics using a Wigner distribution for the initial geometries and velocities.
Note that in this work, we focus on the nuclear dynamics following the creation of
an electronic wave packet, not on the detailed electron dynamics (studied in detail
in the previous Chapter).
5.2 Theory
5.2.1 Superposition of electronic states
Let us consider a basis of two real-valued electronic diabatic states ψ˜I and ψ˜II . Two
orthogonal (complex) superpositions Ψ and Ψ′ can be obtained from these basis
states with the following unitary transformation:(
cos
(
θ
2
)
sin
(
θ
2
)
− sin ( θ
2
)
cos
(
θ
2
) )( eiφI 0
0 eiφII
)
(5.1)
The superpositions are now given as
Ψ = + cos
(
θ
2
)
eiφI · ψ˜I + sin
(
θ
2
)
eiφII · ψ˜II
Ψ′ = − sin
(
θ
2
)
eiφI · ψ˜I + cos
(
θ
2
)
eiφII · ψ˜II (5.2)
The mixing angle θ
2
determines the relative weight of both basis states, with
0◦ ≤ θ ≤ 180◦. Note that θ = 0◦ and 180◦ yield the pure basis states ψ˜I and ψ˜II
respectively. The angles φI and φII are the phases of the basis states. As the global
phase is not relevant, we can multiply both states by e−iφI and express the relative
phase as a single parameter φ = φII − φI , with 0◦ ≤ φ < 360◦. The two angles θ
and φ are sufficient to represent all possible linear superpositions of the two-state
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system without redundancies:
Ψ = + cos
(
θ
2
)
· ψ˜I + sin
(
θ
2
)
eiφ · ψ˜II
Ψ′ = − sin
(
θ
2
)
· ψ˜I + cos
(
θ
2
)
eiφ · ψ˜II (5.3)
Note that when φ = 0◦, the transformation matrix product (5.1) becomes the usual
rotation matrix that allows one to express the adiabatic states in terms of diabatic
states in the vicinity of a conical intersection. The superpositions Ψ and Ψ′ are
therefore real and they correspond to the two electronic adiabatic states.
In general, the two diabatic basis states can be seen as a qubit and a superposition
of them can be represented graphically by a vector pointing on a sphere, called the
Bloch sphere (Figure 5.1), where the angles θ and φ are identical to the conventional
polar and azimuthal angles, after permutation of the axes. The cartesian coordinates
of the vector are (x = cos(θ), y = sin(θ) cos(φ), z = sin(θ) sin(φ)). While the Bloch
sphere representation is common in quantum information science it is rarely used
in quantum chemistry [166, 167, 168]. When φ = 0◦ or 180◦, the vector lies in the
equatorial plane, i.e. the xy-plane, which we will call the “real plane” from here on.
Note that if one allows for double covering of the Bloch sphere, one can extend the
range of θ to 0◦ ≤ θ ≤ 360◦: it then allows one to express all real superpositions
with only φ = 0◦, without using φ = 180◦. Increasing the relative phase φ leads to
a rotation of the vector out of the real plane. In the cases where θ = 0◦ or θ = 180◦,
the position of the vector is independent of the angle φ: both represent pure diabatic
states where the global phase is irrelevant. The orthogonal superposition Ψ′ leads to
a vector opposite to the one of Ψ: the two points on the Bloch sphere are antipodal.
5.2.2 Nuclear gradients
The nuclear gradient of the energy of the superposition of electronic states Ψ defined
in equation (5.3) is given by [103, 104]
−→∇ 〈Ψ|Hˆe|Ψ〉 = cos2
(
θ
2
)
〈ψ˜I |−→∇Hˆe|ψ˜I〉 (5.4)
+ sin2
(
θ
2
)
〈ψ˜II |−→∇Hˆe|ψ˜II〉
+ sin(θ) cos(φ) 〈ψ˜I |−→∇Hˆe|ψ˜II〉
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Figure 5.1: Representation of the two orthogonal superpositions Ψ and Ψ′ of the two
electronic diabatic states ψ˜I and ψ˜II as vectors on the Bloch sphere. The
mixing angle θ determines the weight of both basis states; the angle φ
determines the relative phase between them.
with the electronic Hamiltonian Hˆe. The first two terms of equation (5.4) are the
nuclear gradients of the basis states ψ˜I and ψ˜II weighted by their population. The
third term accounts for the change in population because of non-adiabatic transi-
tions; it determines the component of the gradient in the direction of the derivative
coupling. Note that here only the Hellmann-Feynman terms are included for sim-
plicity. The nuclear gradient is thus determined by the composition of the electronic
wave function through the angles θ and φ:
- the amplitudes of the first two terms are controlled by the populations of the states
cos2 (θ/2) and sin2 (θ/2) respectively. The evolution of these quantities is shown in
Figure 5.2a.
- the amplitude of the third term is given by the product of sin(θ) and cos(φ). The
evolution of those quantities is shown in Figure 5.2b.
Rewriting equation (5.4) in terms of the diabatic gradient difference
−→
X1 =
〈ψ˜I |−→∇Hˆe|ψ˜I〉 − 〈ψ˜II |−→∇Hˆe|ψ˜II〉
2
,
100
-1
-0.5
 0
 0.5
 1
 0  20  40  60  80  100 120 140 160 180
Angles θ and φ (°)
sin(θ)
cos(φ) 0
 0.2
 0.4
 0.6
 0.8
 1
 0  20  40  60  80  100 120 140 160 180
Angle θ (°)
sin2(θ/2)
cos2(θ/2)
(a) (b) 
θ = 90º θ = 0º θ = 180º 
θ = 90º 
θ = 180º θ = 0º 
ϕ = 0º 
Figure 5.2: Dependence of the nuclear gradient (equation (5.4)) on the angles θ
and φ. (a) Coefficients determining the amplitude of the first two terms
in each equation. (b) Two coefficients determining the amplitude of
the third term. Grey arrows highlight the values corresponding to some
specific angles.
the diabatic derivative coupling
−→
X2 = 〈ψ˜I |−→∇Hˆe|ψ˜II〉 ,
and the diabatic gradient sum
−→
X3 =
〈ψ˜I |−→∇Hˆe|ψ˜I〉+ 〈ψ˜II |−→∇Hˆe|ψ˜II〉
2
,
we obtain:
−→∇ 〈Ψ|Hˆe|Ψ〉 =
(
cos2
(
θ
2
)
− sin2
(
θ
2
))−→
X1 (5.5)
+ sin(θ) cos(φ)
−→
X2
+
(
cos2
(
θ
2
)
+ sin2
(
θ
2
))−→
X3
In the case of an untilted conical intersection (similar to Jahn-Teller systems), the
relation 〈ψ˜I |−→∇Hˆe|ψ˜I〉 = −〈ψ˜II |−→∇Hˆe|ψ˜II〉 is valid to first order. Using it, we come
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to the expression
−→∇ 〈Ψ|Hˆe|Ψ〉 =
(
cos2
(
θ
2
)
− sin2
(
θ
2
))−→
X1 + sin(θ) cos(φ)
−→
X2 (5.6)
= cos(θ)
−→
X1 + sin(θ) cos(φ)
−→
X2
Note that the vectors
−→
X1 and
−→
X2 are determined by the diabatic states ψ˜I and ψ˜II
and therefore are the same for all superpositions Ψ.
It is useful here to introduce polar coordinates (r, α) for the nuclear gradient
instead of the cartesian coordinates (x1, x2) = (cos(θ), sin(θ) cos(φ)) along the
−→
X1
and
−→
X2 axis: r is the magnitude from the origin, and α is the counterclockwise angle
from the
−→
X1 axis. The magnitude of the nuclear gradient of the energy of Ψ in the
branching space is expressed by
r =
√
cos2(θ) + cos2(φ) sin2(θ) =
√
1− sin2(φ) sin2(θ), (5.7)
and its direction by1
α = atan2(sin(θ) cos(φ), cos(θ)). (5.8)
When φ = 0◦, we get back the results of a real rotation which were first discussed
by Longuet-Higgins [162, 163, 164, 165]: equation (5.6) becomes
−→∇ 〈Ψ|Hˆe|Ψ〉 =
cos(θ)
−→
X1 + sin(θ)
−→
X2, i.e. the rotation of diabatic states with an angle
θ
2
leads to a
geometric rotation of the nuclear gradient by an angle α = θ without affecting the
magnitude of the nuclear gradient r = 1. Here, equations (5.6-5.8) give the more
general results of a complex rotation of diabatic states: the relative phase φ affects
the component of the gradient along
−→
X2, but not the component of the gradient in
the direction of
−→
X1. For a given relative phase φ, the magnitude of the gradient is
an ellipse (equation (5.7)) and the geometric rotation α now depends on both θ and
φ in a less trivial way (equation (5.8)).
1The function atan2 is the arctangent function with two arguments. It can be expressed as follows:
atan2(y, x) =

arctan yx x > 0
arctan yx + pi y ≥ 0, x < 0
arctan yx − pi y < 0, x < 0
+pi2 y > 0, x = 0−pi2 y < 0, x = 0
undefined y = 0, x = 0
.
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One can use the Bloch sphere to graphically represent the nuclear gradient of
the energy of a superposition of two basis states. Indeed, the projection of the
Bloch vector representing the superposition Ψ onto the real plane of the sphere has
for cartesian coordinates (x = cos(θ), y = sin(θ) cos(φ)); these match the cartesian
coordinates of the nuclear gradient in the branching space (equation (5.6)). One
can therefore interpret the projected vector (blue arrow in Figure 5.3) as the corre-
sponding nuclear gradient in the branching space (
−→
X1,
−→
X2). The nuclear gradient of
the energy of the orthogonal superposition Ψ′ has the same magnitude but opposite
direction:
−→∇ 〈Ψ′|Hˆe|Ψ′〉 = − cos(θ)−→X1 − sin(θ) cos(φ)−→X2 (5.9)
= −−→∇ 〈Ψ|Hˆe|Ψ〉
In polar coordinates, we have r′ = r and α′ = α+180◦. Note that an electronic wave
function Ψ = cos
(
θ
2
)
ψ˜I + e
iφ sin
(
θ
2
)
ψ˜II and its complex conjugate wave function
Ψ∗ = cos
(
θ
2
)
ψ˜I + e
−iφ sin
(
θ
2
)
ψ˜II lead to Bloch vectors that are mirror images with
respect to the real plane: they give the same projection onto the real plane and thus
the same nuclear gradient in the branching space. The reason is that the sign of the
relative phase φ is not relevant and only its absolute value – the absolute difference
of phases – determines the nuclear gradient.
5.2.3 Effective potential energy surfaces
One can construct a representation of a potential energy surface to first order using
the nuclear gradient. Here, we deal with superpositions of diabatic states. Although
at the exact point of degeneracy, a superposition of the two real diabatic basis states
is also an eigenstate of the electronic Hamiltonian, a complex superposition of the
diabatic states is in general not an electronic eigenstate outside the intersection
seam. The nuclear gradients of the energies of the two orthogonal superpositions Ψ
and Ψ′ thus lead to effective potential energy surfaces. These represent the averaged
forces felt by the nuclei due to the electrons.
We will use for reference the adiabatic potential energy surfaces obtained with
φ = 0◦ (and 0◦ ≤ θ ≤ 360◦); they are schematically represented by the isotropic
inner cones in Figure 5.4 and Figure 5.5. The well-known dependence of the nuclear
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  0
 ⇤
Figure 5.3: Relation between the electronic superposition (red arrow) as a vector on
the Bloch sphere and the corresponding nuclear gradient in the branching
space (blue arrow) obtained by projection onto the real plane. The two
orthogonal superpositions Ψ and Ψ′ have opposite gradients.
gradient with respect to the mixing angle θ
2
is indicated by the colouring of the
potential energy surfaces: yellow for high population in ψ˜I and therefore a gradient
close to 〈ψ˜I |−→∇Hˆe|ψ˜I〉, red for high population in ψ˜II and therefore a gradient close
to 〈ψ˜II |−→∇Hˆe|ψ˜II〉 and orange for intermediate cases.
Increasing the absolute value of φ decreases the magnitude of the gradient along−→
X2 (equation (5.6)). This leads to an elliptical distortion of the effective conical
intersection (equation (5.7)) as shown in Figure 5.4. In the case of φ = 90◦, where
there is no contribution of the nuclear gradient along
−→
X2, the effective potential
surfaces are two intersecting flat sheets (not shown).
The reference case of φ = 0◦ also corresponds to r = 1 (equation (5.7)). One can
modify both θ and φ to decrease the value of r, leading to a symmetric flattening of
the effective potential energy surfaces, see Figure 5.5. In the limiting case of r = 0
(obtained with θ = 90◦ and φ = 90◦ or 270◦), the two surfaces become completely
flat (not shown) and the magnitude of the gradient in the branching space becomes
zero: there would not be any nuclear motion in the branching space.
We have shown how the nuclear gradient depends on the composition of the su-
perposition of electronic diabatic states. We now demonstrate how this idea can
104
Figure 5.4: Effective potential energy surfaces of the superpositions Ψ and Ψ′ while
changing φ. For φ = 0◦ the effective potentials correspond to the adia-
batic potential surfaces. The colour indicates the value of θ: yellow for
the pure ψ˜I state, red for the pure ψ˜II state.
Figure 5.5: Effective potential energy surfaces of the superpositions Ψ and Ψ′ while
changing r. For r = 1 the effective potentials correspond to the adiabatic
potential surfaces. With decreasing r, the effective potential becomes
symmetrically flatter and flatter. The colour indicates the value of α.
105
be used to control the initial nuclear motion via a coherent superposition of elec-
tronic states, with non-adiabatic dynamics simulations using the Ehrenfest method
described in Chapters 2 and 3, in benzene and toluene cations. The electronic struc-
ture is computed using the state-averaged CASSCF [131] method as before. Using
the standard 6-31G* basis set, we choose the six pi orbitals as active.
5.3 Electronic coherent control in benzene cation
We simulated the first 5 femtoseconds following the instantaneous valence ionisa-
tion of benzene, with a stepsize of 0.006 amu1/2 bohr, corresponding to a time step
of approximately 0.1 fs. The simulations are started at the Franck-Condon point,
the equilibrium geometry of the neutral benzene (a point on the seam of conical
intersection) with no initial kinetic energy. Here, our focus lies in the initial nuclear
motion in the branching plane, although motion in the intersection space also hap-
pens in the simulations. The geometry of the conical intersection corresponds to
(x1, x2) = (0, 0). As explained in Chapter 1, we have chosen the adiabatic ground
and first excited states at one of the three equivalent minima in the moat around
the conical intersection, to define the diabatic basis states ψ˜I (quinoid) and ψ˜II
(antiquinoid) and therefore the directions of the diabatic gradient difference
−→
X1 and
diabatic derivative coupling
−→
X2, see Figure 1.6. The selected minimum structure of
the cationic ground state therefore lies in the direction of
−→
X1 and corresponds to
(x1, x2) = (1, 0).
5.3.1 Adiabatic dynamics
Adiabatic states are obtained with φ = 0◦, which also leads to r = 1 in equa-
tion (5.7). To show the effect of the relative weight θ, we now present the results
of initial nuclear dynamics upon ionisation for a reference set of initial electronic
wave functions: we varied the mixing angle from θ = 0◦ to 350◦ in steps of 10◦ while
fixing the relative phase to φ = 0◦.
In Figure 5.6a, the initial electronic wave functions are represented by vectors on
the Bloch sphere. As φ = 0◦ they all lie in the real plane. The projections of the
Bloch vectors onto the real plane (here trivial) are shown in Figure 5.6b. This gives
the initial nuclear gradients in the branching space, all lying on the unit circle. In
Figure 5.6c, the trajectories up to 5 fs are shown. The projection onto the bottom
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plane shows the motion in the branching space. The projections onto the side walls
show the time evolution of the position in the direction of gradient difference and
derivative coupling.
All trajectories are straight lines in the branching space, indicating nuclear gra-
dients with time-independent directions α. This is consistent with the fact that the
electronic wave functions are adiabatic states, i.e. stationary states. All trajecto-
ries are approximately of the same length, thus, nuclear motion proceeds with the
same velocity independent of the mixing angle θ
2
. This makes sense because the
magnitude of the initial nuclear gradients is constant: r = 1 for all θ. Here we can
clearly see, as expected, how the mixing angle θ
2
determines the direction of initial
nuclear motion in the branching space by a geometric rotation of α = θ. Remember
that
−→
X2 is the diabatic derivative coupling and not the adiabatic derivative coupling.
Therefore, adiabatic dynamics along the diabatic
−→
X2 should not be surprising. To
summarise, in adiabatic dynamics, by choosing the mixing angle θ
2
we can predict
the initial direction of the nuclear motion from the conical intersection while keeping
the velocity constant.
5.3.2 Non-adiabatic dynamics and the relative phase φ
To study the effect of the relative phase φ, we present the results of initial nuclear
dynamics upon ionisation for two new sets of initial electronic wave functions and
compare them to the reference set of the previous section. We again varied the
mixing angle from θ = 0◦ to 350◦ in steps of 10◦ while this time fixing the relative
phase to φ = 45◦ and 90◦, in the first and second sets respectively.
The first set of initial electronic wave functions are represented by Bloch vectors
in Figure 5.7a. In Figure 5.7b, the projected points onto the real plane all lie
on an ellipse as predicted by equation (5.7): the magnitude of the initial nuclear
gradients is preserved along the gradient difference direction but diminished along
the derivative coupling, compared to the reference set with φ = 0◦ (Figure 5.6b). The
reason for this is in equation (5.6): the second term becomes smaller as cos(45◦) =
1√
2
. The trajectories in Figure 5.7c show an initial motion in the direction of the
derivative coupling that is reduced while the initial motion in the direction of the
gradient difference is similar to the reference set (Figure 5.6c). This corresponds to
motion on an elliptical cone (Figure 5.4). The mixing angle θ
2
still determines the
direction of the nuclear motion α. However, by fixing φ = 45◦ we scale down the
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(a)
(b)
(c)
Figure 5.6: (a) Representation of the reference set of initial electronic wave functions
as vectors on the Bloch sphere. Here, in-phase superpositions were used
(φ = 0◦) while the mixing angle was changed from θ = 0◦ to 350◦ in steps
of 10◦. (b) Diagram representing the projection of the Bloch vectors
onto the real plane. This corresponds to the nuclear gradients in the
branching space. (c) Corresponding nuclear trajectories. The projection
onto the bottom plane shows the motion in the branching space. The
projections onto the side walls show the time evolution of the position
in the direction of the gradient difference and derivative coupling.
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Figure 5.7: (a) Representation of the first set of initial electronic wave functions as
vectors on the Bloch sphere. Here, a relative phase of φ = 45◦ was
used while the mixing angle was changed from θ = 0◦ to 350◦ in steps
of 10◦. (b) Diagram representing the projection of the Bloch vectors
onto the real plane. This corresponds to the nuclear gradients in the
branching space. (c) Corresponding nuclear trajectories. The projection
onto the bottom plane shows the motion in the branching space. The
projections onto the side walls show the time evolution of the position
in the direction of the gradient difference and derivative coupling.
nuclear motion along
−→
X2.
Note that here the trajectories in the branching space are not straight lines but
they are slightly curved. Why? The nuclear gradients break D6h symmetry and the
trajectories move in the branching space away from the conical intersection. In the
reference set, the real superpositions become the pure adiabatic ground state. Here,
the complex electronic wave functions are still a superposition of the two lowest
adiabatic states (not degenerate anymore); they are not stationary, i.e. the angles
θ and φ in equation (5.3) evolve with time, leading to time-dependent directions of
nuclear gradients (equation (5.8)).
The second set of initial electronic wave functions are represented by Bloch vectors
in Figure 5.8a. In Figure 5.8b, the projected points onto the real plane lie all on the−→
X2 axis: the magnitude of the initial nuclear gradients is again preserved along the
gradient difference direction compared to the reference set with φ = 0◦ (Figure 5.6b),
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Figure 5.8: (a) Representation of the second set of initial electronic wave functions
as vectors on the Bloch sphere. Here, a relative phase of φ = 90◦ was
used while the mixing angle was changed from θ = 0◦ to 350◦ in steps
of 10◦. (b) Diagram representing the projection of the Bloch vectors
onto the real plane. This corresponds to the nuclear gradients in the
branching space. (c) Corresponding nuclear trajectories. The projection
onto the bottom plane shows the motion in the branching space. The
projections onto the side walls show the time evolution of the position
in the direction of the gradient difference and derivative coupling.
but is now null along the derivative coupling. The reason for that is in equation
(5.6) again: the second term becomes zero as cos(90◦) = 0. The trajectories in
Figure 5.8c show approximately no initial motion in the direction of the derivative
coupling while the initial motion in the direction of the gradient difference is similar
to the reference and previous sets. This corresponds to a nuclear motion on a
flat sheet, an infinitely elongated ellipse. The mixing angle θ
2
still determines the
direction of the nuclear motion α. However, by fixing φ = 90◦ we suppress the initial
nuclear motion along
−→
X2. As a consequence, changing the mixing angle
θ
2
allows one
to choose the magnitude of the nuclear motion along
−→
X1 and its sign. The slight
deviations from x2 = 0 are due to the time evolution of the electronic wave functions
that are non-stationary.
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5.3.3 Non-adiabatic dynamics and the gradient magnitude r
In the reference set, the mixing angle θ
2
allows one to choose the initial nuclear
motion but all trajectories show the same length after 5 fs, i.e. the nuclei have
moved at the same velocity: all initial gradient magnitudes are r = 1. Let us now
investigate symmetric distortion of the effective potential energy surfaces with two
other sets of initial electronic wave functions. We varied the initial gradient direction
from α = 0◦ to α = 350◦ in steps of 10◦ while this time fixing the gradient radius
to r = 0.5 and 0, in the third and fourth sets respectively. The angles θ and φ are
chosen corresponding to equations (5.7) and (5.8).
In Figure 5.9 we can see the third set of initial electronic wave functions repre-
sented by Bloch vectors. In this set, the projected points all lie on a circle with
a radius of r = 0.5. In Figure 5.9c, the trajectories of nuclear motion of this set
are shown. They are very similar to those of the reference set but smaller in mag-
nitude, indicating slower nuclear motion on a flatter cone. Also, they are curved
lines because here, the electronic wave functions are non-stationary and the nuclear
gradient directions evolve with time.
The fourth set is actually only made of two superpositions {θ = 90◦, φ = 90◦}
and {θ = 90◦, φ = 270◦}, see Figure 5.10. For both, the diabatic states are equally
weighted. This leads to initial nuclear gradients vanishing in the branching space
(blue point at (x1, x2) = (0, 0) in Figure 5.10b): the initial nuclear gradients have
D6h symmetry. The corresponding nuclear trajectories stay in the intersection space
(x1, x2) = (0, 0); the electronic diabatic states stay degenerate and therefore the
superposition is stationary. Note that even if there is no nuclear motion in the
branching space, motion still occurs in the intersection space where the degeneracy
is not lifted.
The results in benzene cation show that real-valued superpositions induce nuclear
motion of the same magnitude, in a direction in the branching space determined by
the mixing angle θ
2
. Considering complex-valued superpositions allows one to also
control the velocity as well as the direction of nuclear dynamics in the branching
plane.
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Figure 5.9: (a) Representation of the third set of initial electronic wave functions
as vectors on the Bloch sphere. Here, a gradient radius of r = 0.5 was
imposed while the gradient direction was changed from α = 0◦ to 350◦
in steps of 10◦. (b) Diagram representing the projection of the Bloch
vectors onto the real plane. This corresponds to the nuclear gradients
in the branching space. (c) Corresponding nuclear trajectories. The
projection onto the bottom plane shows the motion in the branching
space. The projections onto the side walls show the time evolution of
the position in the direction of the gradient difference and derivative
coupling.
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Figure 5.10: (a) Representation of the two superpositions with r = 0 as vectors
on the Bloch sphere, {θ = 90◦, φ = 90◦} and {θ = 90◦, φ = 270◦}.
(b) Diagram representing the projection of the Bloch vectors onto the
real plane. In both cases the same D6h symmetric nuclear gradient
is obtained. (c) Corresponding nuclear trajectories. The projection
onto the bottom plane shows the motion in the branching space. The
projection onto the side walls show the time evolution of the position
in the direction of the gradient difference and derivative coupling.
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5.4 Electronic coherent control in toluene cation
We choose the methyl-substituted benzene – toluene – as a second example because
vertical ionisation takes place at a geometry displaced from the conical intersection
between ground and first excited states of the cation (see red dot along
−→
X1 in Fig-
ure 5.11). The resulting non-zero energy gap generates a non-stationary electronic
wave packet.
At the equilibrium geometry of the neutral species, the cationic adiabatic states
coincide with the diabatic states: the ground adiabatic state ψ0 has a quinoid char-
acter ψ˜I and the first excited adiabatic state ψ1 has an antiquinoid character ψ˜II .
Note that although the substitution of a hydrogen by a methyl group removes the
orbital degeneracy [169, 170], the toluene cation can be seen as a slightly perturbed
benzene cation. The two vectors of the branching plane are defined in the lower
part of Figure 5.11: the gradient difference vector
−→
X1 corresponds to the short-
ening of the side carbon-carbon bonds and the derivative coupling vector
−→
X2 is a
shearing motion where the top carbon atom of the ring moves to the left and the
bottom carbon to the right. Figure 5.11 is a projection of the surrounding “moat”
of the Jahn-Teller-like conical intersection [75, 76, 70] in the branching space. The
structure along
−→
X1 with the side carbon-carbon bonds shortened to 1.37 A˚ is the
minimum of the ground state of the cation; the structure along
−→
X1 with the side
carbon-carbon bonds lengthened to 1.44 A˚ is a transition state.
We compare the nuclear dynamics initiated with different coherent superpositions
of the two lowest-energy electronic adiabatic states2 and simulated with a mass-
weighted step size of 0.0025 amu1/2bohr (corresponding to a time step of about
0.04 fs). Nuclear motion is analysed in the two dimensions of the branching space
by projecting the geometry along the
−→
X1 and
−→
X2 vectors, taking the conical inter-
section as the (geometrical) origin. Note that the lengths of the
−→
X1 and
−→
X2 vectors
are scaled so that the minimum of the ground state of the cation is located at
(x1, x2) = (1, 0).
2In practice the eigenstates are obtained by solving the time-independent electronic Schro¨dinger
equation at a fixed nuclear geometry: in most quantum chemistry packages, they are real but
their absolute sign is not uniquely defined. Therefore, when constructing a superposition of
eigenstates where the relative phase matters, one must ensure consistency of the individual
phases of each eigenstate among different simulations.
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Figure 5.11: Diagram representing the structures in the moat around the conical
intersection in toluene. The structure on the right is a minimum on
the ground state of the cation, while the structure on the left is a
transition state. The red circle represents the equilibrium geometry of
the neutral species. The branching space consists of two vectors, the
gradient difference
−→
X1 and the derivative coupling
−→
X2 (shown in the
lower part):
−→
X1 is the shortening of the side carbon-carbon bonds and−→
X2 is a shearing motion where the top carbon atom of the ring moves
towards the left and the bottom carbon towards the right.
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Figure 5.12: Initial distribution of the sampled nuclear geometries along the two
directions of the branching space. The ZPE of the equilibrium geometry
of the neutral species (represented with the white circle) is sampled by
500 points as a Wigner distribution. The white square is the average
position of the ensemble of points. The lengths of the
−→
X1 and
−→
X2 vectors
are scaled so that the minimum of the ground state of the cation is
located at (x1, x2) = (1, 0).
5.4.1 Nuclear dynamics initiated on the ground state, first
excited state and the in-phase equal superposition of
ground and first excited states of the cation
In order to demonstrate the effect of a non-stationary electronic state on the nuclear
dynamics, we first compare the nuclear dynamics initiated with three different elec-
tronic wave functions: (i) the adiabatic ground state of the cation Ψ(t = 0) = ψ0
corresponding to the angle θ = 0◦ in equation (5.3), (ii) an equal superposition of
the two lowest-energy eigenstates of the cation in phase Ψ(t = 0) = 1√
2
(ψ0 + ψ1)
corresponding to θ = 90◦ and φ = 0◦, and (iii) the adiabatic first excited state of
the cation Ψ(t = 0) = ψ1 corresponding to θ = 180
◦.
To take into account the effect of sampling of the nuclear geometries, the zero-
point energy (ZPE) of all 30 degrees of freedom was sampled (500 points of the phase
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space) with a Wigner distribution using the Newton-X package [158].3 The resulting
distribution along the two vectors of the branching space is shown in Figure 5.12
as a heat map. It is centred on the equilibrium geometry of the neutral species
(white circle). The average position of the ensemble of points is represented by the
white square: it is very close to the equilibrium geometry as expected. The slight
displacement is due to the finite sampling. To understand the effect of sampling the
initial geometries and velocities, an “un-sampled” trajectory is simulated starting
at the equilibrium geometry of the neutral species with no initial kinetic energy.
Figure 5.13 shows the time evolution of the ensemble of trajectories along the
two directions of the branching space –
−→
X1 (left panels) and
−→
X2 (right panels)
– for the three initial electronic wave functions: the ground state of the cation
(Figures 5.13a,b), the in-phase equal superposition of the ground and first excited
states of the cation (Figures 5.13c,d), and the first excited state of the cation (Fig-
ures 5.13e,f). In general, all distributions spread as time evolves: the standard
deviations at t = 0 and t = 5 fs are indicated in Table 5.1 for each ensemble of
trajectories.
Figure 5.14 shows the time evolution of the populations on the ground state of the
cation for the ensemble of trajectories for the three initial electronic wave functions:
the ground state of the cation (Figure 5.14a), the in-phase equal superposition of
the ground and first excited states of the cation (Figure 5.14b), and the first excited
state of the cation (Figure 5.14c). Note that the rest of the population is on the
first excited state of the cation.
The dashed white lines in Figures 5.13 and 5.14 show the average evolution of
the ensemble while the solid white lines show the evolution of the “un-sampled”
trajectory, i.e. the trajectory initiated at the equilibrium geometry of the neutral
species with no initial kinetic energy. (Note that looking at the average evolution is
meaningful only because the ensemble does not split in the first 5 fs.)
If only the ground state of the cation is initially populated (θ = 0◦), the ampli-
tudes of the three terms in equation (5.4) are cos2 (θ/2) = 1, sin2 (θ/2) = 0 and
sin(θ) cos(φ) = 0 respectively (Figure 5.2). The initial electronic density |ψ0|2 has a
quinoid character and all but the first of the gradient terms in equation (5.4) van-
3Note that the (quantum) sampling carried out implies a harmonic approximation of the potential
energy surface (PES) in rectilinear normal modes. It has recently been demonstrated in the
case of a classical distribution that the use of curvilinear normal modes reduces the sampling
error without going beyond the harmonic approximation [171].
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Figure 5.13: Time evolution of the ensemble of the nuclear trajectories in the branch-
ing space: along
−→
X1 on the left (a,c,e) and along
−→
X2 on the right (b,d,f).
The initial electronic wave function is ψ0 for the upper panels (a,b),
1√
2
(ψ0 + ψ1) for the middle panels (c,d), and ψ1 for the lower panels
(e,f). The initial geometries and velocities are sampled from a Wigner
distribution of the equilibrium geometry of the neutral species (see Fig-
ure 5.12). The dashed white line shows the average evolution for the
ensemble of trajectories. The solid white line shows the evolution of
the “un-sampled” trajectory starting at the equilibrium geometry of
the neutral species with no initial kinetic energy.
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Figure 5.14: Time evolution of the populations of the ensemble of the nuclear tra-
jectories on the ground state of the cation. The initial electronic wave
function is ψ0 for the upper panel (a),
1√
2
(ψ0 +ψ1) for the middle panel
(b), and ψ1 for the lower panel (c). The initial geometries and velocities
are sampled from a Wigner distribution of the equilibrium geometry of
the neutral species. The dashed white line shows the average evolu-
tion for the ensemble of trajectories. The solid white line shows the
evolution of the “un-sampled” trajectory starting at the equilibrium
geometry of the neutral species with no initial kinetic energy.
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Table 5.1: Standard deviations along
−→
X1 and
−→
X2 for each ensemble of nuclear trajec-
tories: dynamics initiated on the ground state θ = 0◦, the in-phase equal
superposition of states θ = 90◦ and φ = 0◦, and the first excited state
θ = 180◦.
Coordinate t = 0 t = 5 fs
θ = 0◦ θ = 90◦ θ = 180◦−→
X1 0.39 0.48 (+23%) 0.41 (+5%) 0.43 (+10%)−→
X2 0.38 0.50 (+32%) 0.42 (+11%) 0.40 (+5%)
ish. As a result, the ensemble evolves towards positive
−→
X1 (Figure 5.13a) and barely
moves along
−→
X2 (Figure 5.13b): it follows the ground state gradient 〈ψ0|−→∇Hˆe|ψ0〉
and evolves towards the quinoid-like structure which is the minimum on the ground
state surface. In other words, the ensemble of trajectories moves to the right of the
diagram in Figure 5.11: the side carbon-carbon bonds are shortened by approxi-
mately 0.01 A˚. The ensemble of trajectories spreads by ≈ 25− 30% (see Table 5.1):
the shape of the ground state potential energy surface (PES) does not drive the
trajectories towards a specific structure, but allows them to spread out around the
minimum (structure middle right of the diagram in Figure 5.11). Figure 5.14a shows
that the ensemble of trajectories stays mostly on the electronic ground state.
If only the first excited state of the cation is initially populated (θ = 180◦), the
amplitudes of the three terms in equation (5.4) are cos2 (θ/2) = 0, sin2 (θ/2) = 1
and sin(θ) cos(φ) = 0 respectively (Figure 5.2). The initial electronic density |ψ1|2
has an antiquinoid character. It again barely moves along
−→
X2 (Figure 5.13f) but
this time evolves towards negative
−→
X1 (Figure 5.13e): it follows the gradient of the
first excited state 〈ψ1|−→∇Hˆe|ψ1〉 and goes towards the conical intersection, in the
opposite direction compared to the dynamics on the ground state. In other words,
the ensemble of trajectories move to the left of the diagram in Figure 5.11: the
side carbon-carbon bonds are lengthened. The ensemble of trajectories only spreads
by ≈ 5 − 10% (see Table 5.1) because the conical shape of the excited state PES
constrains the trajectories towards the conical intersection. Figure 5.14c shows the
extent to which the population transfers to the electronic ground state during this
time: while the “un-sampled” trajectory crosses the seam diabatically and decays
completely to the electronic ground state at t ≈ 4.4 fs, the ensemble of trajectories
decays more gradually.
If the in-phase equal superposition of states is initially populated (θ = 90◦ and
φ = 0◦), the amplitudes of the three terms in equation (5.4) are cos2 (θ/2) = 0.5,
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sin2 (θ/2) = 0.5 and sin(θ) cos(φ) = 1 respectively (Figure 5.2). The initial electronic
density 1
2
|ψ0|2 + 12 |ψ1|2 + Re(ψ∗0ψ1) is intermediate between quinoid and antiquinoid.
The ensemble of trajectories does not move significantly along
−→
X1 (Figure 5.13c)
and moves instead towards positive
−→
X2 (Figure 5.13d). It follows the gradient of the
superposition 1
2
〈ψ0|−→∇Hˆe|ψ0〉 + 12〈ψ1|
−→∇Hˆe|ψ1〉 + 〈ψ0|−→∇Hˆe|ψ1〉: the first two terms
of the gradient have similar magnitudes but opposite directions along
−→
X1 so they
cancel out leaving the third term that is along
−→
X2 dominating the gradient. In other
words, the ensemble of trajectories moves to the top of the diagram in Figure 5.11:
the nuclear geometry undergoes a shear motion where the top carbon atom of the
ring moves to the left and the bottom carbon to the right. The ensemble of trajecto-
ries therefore moves in an orthogonal manner to the two adiabatic dynamics. In this
case, the ensemble of trajectories spreads by ≈ 5−11% (see Table 5.1). Figure 5.14b
shows a partial decay to the electronic ground state during this motion. Note that in
a full quantum calculation, the nuclear wave packets on each electronic state would
have the freedom to move along
−→
X1 as well as along
−→
X2. In the Ehrenfest method
considered here, the motion of the nuclear trajectories along
−→
X2 may be exaggerated
because of the cancellation of the adiabatic gradients.
In Figure 5.15, the un-sampled and averaged trajectories are plotted in the branch-
ing space for the three initial electronic wave functions. They are in good qualitative
agreement for each of the three initial electronic states (ground, excited and equal
superposition): the un-sampled trajectory gives the same direction of the nuclear
motion in the branching space as the average evolution of the ensemble but it tends
to overestimate the amplitude of the nuclear motion. In other words, even though
sampling is necessary for quantitative details of the nuclear dynamics, the basic be-
haviour is already provided by the un-sampled trajectory.
These results show that ionisation of toluene leading to an equal superposition of
the two lowest energy states initiates nuclear dynamics in an orthogonal direction to
dynamics on the ground or first excited state potential energy surfaces alone. Note
that in this particular case, observing this change in direction experimentally would
be challenging due to the width of the distribution as shown in Figure 5.13.
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Figure 5.15: Nuclear trajectories in the branching space initiated with ψ0 in green,
1√
2
(ψ0 + ψ1) in blue, and ψ1 in red. The dashed lines show the average
evolution for the ensemble of trajectories. The solid lines show the
evolution of the “un-sampled” trajectory starting at the equilibrium
geometry of the neutral species with no initial kinetic energy. The time
of simulation is 5 fs.
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5.4.2 General investigation of the influence of an electronic
superposition onto the nuclear motion
Having studied limiting cases and understood the effect of geometry sampling, we
now systematically investigate the effect of varying the angles θ and φ in the elec-
tronic superposition. In the following, we have simulated only the un-sampled tra-
jectory to give the qualitative trend.
The time evolution of the nuclear trajectories in the branching space is shown in
Figure 5.16 for different initial electronic wave functions. The projections onto the
three 2D planes are also shown:
−→
X1-time and
−→
X2-time planes (equivalent to the left
and right panels of Figure 5.13 respectively) and
−→
X1-
−→
X2 plane (equivalent to Fig-
ure 5.15). The different colours correspond to different trajectories initiated with
different angles in the initial electronic superposition (equation (5.3)).
In the upper panel (Figure 5.16a), all the initial electronic wave functions are
in-phase superpositions of the ground and first excited states of the cation: φ = 0◦.
The relative weight between the two states varies from a pure ground state to a
pure first excited state with all intermediate mixing: 0◦ ≤ θ ≤ 180◦. According to
Figure 5.2a, the amplitudes of the first two terms in the gradient (equation (5.4))
vary from 0 to 1 in an opposite manner, determining the component of the nuclear
trajectory along
−→
X1. At the same time, the amplitude of the third term in the
gradient varies from 0 to 1 with a maximum at θ = 90◦ (Figure 5.2b), determining
the component of the nuclear trajectory along
−→
X2. In Figure 5.16a, the projection
onto the
−→
X1-
−→
X2 plane shows that the different trajectories evolve towards different
directions in the branching space at approximately the same velocity. For θ = 0◦
(and 180◦), the nuclear motion is the shortening (and lengthening respectively) of
the side carbon-carbon bonds. For θ = 90◦, the nuclear motion is a shearing motion.
For intermediate mixing angles, the nuclear geometry undergoes a combination of
the shortening (lengthening) of the side bonds and the shearing motion.
In the lower panel (Figure 5.16b), all the initial electronic wave function are equal
superpositions of the ground and first excited states of the cation: θ = 90◦. The
relative phase between the two states varies from an in-phase superposition to an
out-of-phase superposition with all intermediate phases: 0◦ ≤ φ ≤ 180◦. According
to Figure 5.2a, the amplitudes of the first two terms in the gradient (equation (5.4))
are both 0.5: as the first two components of the gradient have similar magnitude
and opposite direction along
−→
X1, they cancel out, and the component of the nuclear
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Figure 5.16: Nuclear trajectories in the branching space initiated with different ini-
tial electronic wave functions. For the upper panel (a), the initial
electronic wave functions correspond to in-phase superpositions of the
ground and first excited states φ = 0◦, their relative weight varying
with 0◦ ≤ θ ≤ 90◦. For the lower panel (b), the initial electronic wave
functions correspond to equal superpositions of the ground and first
excited states θ = 45◦, their relative phase varying with 0◦ ≤ φ ≤ 180◦.
The initial geometry is the equilibrium geometry of the neutral species
and the initial kinetic energy is null.
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trajectory along
−→
X1 is negligible. At the same time, the amplitude of the third
term in the gradient varies from 1 to -1 (Figure 5.2b), determining the component
of the nuclear trajectory along
−→
X2. In Figure 5.16b, the projection into the
−→
X1-
−→
X2
plane shows that all the different trajectories evolve along the
−→
X2 direction. The
projections in the
−→
X1-time plane show barely any component along
−→
X1 during the
first 4 or 5 fs. However, the trajectories move to either positive or negative
−→
X2 and
at different velocities. For instance, the nuclear trajectory initiated with φ = 0◦ (in
turquoise) goes towards positive
−→
X2 which means a shearing motion with the top
carbon atom of the ring moving to the left and the bottom carbon to the right; the
trajectory initiated with φ = 180◦ (in pink) goes towards negative
−→
X2 which means
a shearing motion with the top carbon atom of the ring moving to the right and the
bottom carbon to the left. Note that the nuclear trajectory with φ = 90◦ feels an
initial gradient which is null in the branching space (it moves only in the intersection
space [76] initially).
The results show how both the relative weight and phase in the electronic super-
position determine the initial nuclear gradient. By choosing the initial combination
of electronic states, one can direct the initial nuclear motion in the branching space,
i.e. how much of a shortening / lengthening motion along
−→
X1 and of a shearing dis-
tortion along
−→
X2 (leading sometimes to no initial nuclear motion in the branching
space) takes place.
5.5 Conclusion
In this Chapter, we have extended the idea of geometric rotation due to the real
rotation of diabatic states and presented an analytical expression for the nuclear
gradient of the energy of a complex superposition of two diabatic electronic states
in the vicinity of a conical intersection. For this we have introduced the Bloch sphere
to represent the superposition as a vector in this context. The two angles determin-
ing the position of the vector are the mixing angle θ
2
and the relative phase φ. We
have shown that the projection of this vector onto the real plane can be interpreted
as the nuclear gradient in the branching space. Different superpositions of electronic
states lead to different effective potential energy surfaces.
We have first illustrated the theory with the Ehrenfest method in benzene cation,
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in which the two lowest-energy electronic states are degenerate at the initial nuclear
geometry. For this, we have simulated nuclear dynamics induced by different initial
electronic wave packets (by systematically changing the two angles θ and φ). The
results show that real-valued electronic wave packets induce nuclear motion of the
same magnitude, with a direction in the branching space determined by the mixing
angle θ
2
. Considering complex-valued superpositions allows one to also control the
velocity as well as the direction of nuclear dynamics in the branching space.
We have then simulated the coupled electron-nuclear dynamics in toluene cation
(where the two lowest-energy electronic states are not degenerate at the initial nu-
clear geometry) with different electronic wave functions. The initial geometries and
velocities were sampled with a Wigner distribution to reproduce the spread of the
equilibrium geometry as a result of zero-point motion of the neutral species. We
have shown in the case of toluene that the ensemble of trajectories does not split
within the first 5 fs. The average evolution is qualitatively well predicted by an “un-
sampled” trajectory (starting at the equilibrium geometry of the neutral species
with no initial kinetic energy). The latter was then used for a more systematic
investigation. For instance, if vertical ionisation prepares an equal superposition
of the two lowest energy states, the nuclear relaxation takes place in a direction
orthogonal to the adiabatic dynamics, following the gradient of the superposition.
In summary, within the Ehrenfest approximation, our results for benzene and
toluene cations show how the initial electronic wave function determines the initial
nuclear dynamics: both the relative weight and phase of an electronic superposition
of states play a role in the nuclear gradient. By controlling the initial electronic
superposition, one can control the initial nuclear motion in the branching space, i.e.
how much certain bond lengths are shortened or lengthened (left or right distortion
along
−→
X1) and how much of a shearing motion takes place (up or down distortion
along
−→
X2). Although we have not considered a specific experiment, θ and φ can
both be varied experimentally [23, 55, 56, 59], providing a route towards coherent
electronic control of initial nuclear motion following ionisation.
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Chapter 6
Fully quantum electron-nuclear
dynamics upon ionisation using
the DD-vMCG method
6.1 Introduction
In the previous two Chapters, we have studied the electron and coupled nuclear
dynamics upon ionisation of benzene and methyl-substituted benzenes, using the
Ehrenfest method which is based on independent classical mean-field trajectories
(Figure 2.1). In this Chapter, we investigate the robustness of the results with re-
spect to the approximations inherent to the Ehrenfest method, by using the fully
quantum DD-vMCG method. In the DD-vMCG method, the nuclear wave packet
is represented by a set of coupled Gaussian basis functions (GBFs) that move quan-
tum mechanically (Figure 2.1). Note that the 1-GBF limit provides a “single Ehren-
fest trajectory-like” result since it corresponds to a single Gaussian basis trajectory
(therefore obviously independent of any other), the mean position and momentum
of which obey classical mechanics because of the local harmonic approximation of
the effective potential energy surface. Indeed, as mentioned in Chapter 3, the mean
position and momentum of a Gaussian wave packet behave classically in a quadratic
potential.
We have shown in Chapter 4 that the nuclear motion per se (according to the
Ehrenfest method) does not destroy electron dynamics – only affecting its ampli-
tude and time scale – but that the intrinsic distribution of geometries in a nuclear
wave packet leads to an overall fast dephasing of the oscillations in the electronic
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density. However, Nest et al. [152], using quantum electron and nuclear dynamics
simulations in the LiH diatomic molecule with a variant of the MCTDH method,
have observed that the effect of the nuclear motion on the electron dynamics was
diminished when using a single-configuration molecular wave function ansatz (i.e. a
single product of electronic and nuclear parts for the molecular wave function, equa-
tion (2.9), as in the TDH method) compared to a two-configuration wave function
ansatz (i.e. a sum of two products of electronic and nuclear parts for the molecular
wave function, equation (2.48)). The effect of the nuclear motion on the electron dy-
namics may then be underestimated with the Ehrenfest method, since it comes from
a one-configuration molecular wave function ansatz (equation (2.9)). What is the
effect of quantum nuclear motion (when the nuclei can move in different directions
on different potential energy surfaces)? Also, the use of independent simulations
to represent the natural distribution of positions and velocities in the nuclear wave
packet may overestimate the dephasing of electron dynamics. Would the coupling
between trajectories help maintaining coherence in the system and therefore change
the result? One of the purposes of this work is to investigate to what extent the
use of a fully quantum mechanical treatment is important to study the effect of the
nuclei on the electron dynamics.
In Chapter 5, we have investigated the nature of the nuclear motion induced by
an electronic wave packet in the vicinity of a conical intersection; in particular, we
have shown how the manipulation of the composition of the electronic wave packet
allows the control of the initial nuclear motion in the branching space. However,
the Ehrenfest method does not allow decoherence, i.e. it prevents the nuclear wave
packets on the different potential energy surfaces from moving in different directions.
Could this artefact magnify the simulated effect? The other purpose of this work is
thus to study such coupled nuclear motion by treating the nuclear motion quantum
mechanically and test whether the charge-directed reactivity idea survives.
6.2 Computational details
We simulate quantum electron and nuclear dynamics in benzene, toluene and para-
xylene cations, using the DD-vMCG method described in Chapters 2 and 3. As be-
fore, the electronic structure is computed using the state-averaged CASSCF method;
using the standard 6-31G* basis set, we choose the six pi orbitals as active. The nu-
clear wave packet is described with a set of GBFs (with frozen width).
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The simulations are started with the vibrational ground state of the neutral
species: in the harmonic approximation, this is expressed by a multidimensional
GBF χ0(R) in normal mode coordinates. For this reason, the normal modes used
are those calculated at the equilibrium geometry of the neutral species (i.e. the
initial geometry). Note that the (frozen) width of the GBFs is therefore determined
by the vibrational ground state of the neutral species. The initial electronic wave
packet is then created by choosing the coefficients of the diabatic “quinoid” ψ˜I and
“antiquinoid” ψ˜II states.
1 The initial molecular wave function thus reads:
Φ(r,R, t = 0) =
(
cos
(
θ
2
)
ψ˜I(r) + sin
(
θ
2
)
eiφ ψ˜II(r)
)
χ0(R) (6.1)
Therefore, only the original GBF χ0(R) is initially populated with a weight of 1.
The expansion coefficients of the other GBFs are initially set to 0. These other GBFs
are generated around the original one in a shell-filling way, with the same widths
(positioned so that the overlap between any functions is less than a fixed value). In
practice, we use an odd number of GBFs so that pairs of GBFs can be positioned on
either side of the original GBF. This is in order not to bias the nuclear wave packet
evolution. Similarly to the Ehrenfest results that depend on the number of sampled
trajectories, the results here depend on the number of GBFs considered and one
must make sure convergence has been reached.
6.3 Electron dynamics and the effect of quantum
nuclear motion
We study the effect of quantum nuclear motion on electron dynamics in toluene and
para-xylene cations. (We have shown in Chapter 4 that there is no pure electron
dynamics in benzene cation since the two electronic states are degenerate at the
neutral equilibrium geometry and therefore, the expected period of oscillations in
the electronic density is infinite.) We choose for the initial electronic wave packet
the in-phase equal superposition of the two diabatic states for the two molecules:
Φ(r,R, t = 0) = 1√
2
(
ψ˜I(r) + ψ˜II(r)
)
χ0(R).
1The diabatic states ψ˜I and ψ˜II correspond to the two lowest adiabatic states ψ0 and ψ1 at the
initial nuclear geometry but are in general different away from it.
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6.3.1 Analysis tools
The time-dependent molecular wave function is:
Φ(r,R, t) =
∑
s
∑
j
A
(s)
j (t)χj(R, t) ψ˜s(r) =
∑
s
χ(s)(R, t) ψ˜s(r) (6.2)
with χ(s)(R, t) =
∑
j A
(s)
j (t)χj(R, t) the time-dependent nuclear wave packet on
the electronic state ψ˜s(r). The electronic density is obtained by multiplying the
molecular wave function by its complex conjugate and integrating over all but one
electronic spatial coordinate:
ρ(r,R, t) =
∑
s′
∑
s
D(ss
′)(R, t)ρss′(r) (6.3)
with the transition density ρss′(r) =
∫
drN−1ψ˜s(r)ψ˜s′(r) (for real electronic states)
and where the elements of the density operator in the electronic state basis read:
D(ss
′)(R, t) = 〈ψ˜s(r)|Φ(r,R, t)〉〈Φ(r,R, t)|ψ˜s′(r)〉
= χ(s)(R, t)χ(s
′)∗(R, t) (6.4)
In the present work, we consider a superposition of only the two electronic states
ψ˜I(r) and ψ˜II(r). The electronic density then reads:
ρ(r,R, t) = D(I I)(R, t)ρI I(r) +D
(II II)(R, t)ρII II(r) (6.5)
+ D(I II)(R, t)ρI II(r) +D
(II I)(R, t)ρII I(r)
= D(I I)(R, t)ρI I(r) +D
(II II)(R, t)ρII II(r) + 2Re
(
D(I II)(R, t)
)
ρI II(r)
To follow the electron dynamics, we look at the time evolution of the components
of the electronic density: the electronic populations and coherences. The electronic
populations P (s) are obtained by integrating the (real and positive) diagonal ele-
ments of the electronic density matrix over the nuclear coordinates R:
P (s)(t) =
∫
dRχ(s)(R, t)χ(s)∗(R, t) =
∫
dR |χ(s)(R, t)|2
=
∑
l
∑
j
A
(s)
l (t)A
(s)∗
j (t)Sjl(t) (6.6)
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The electronic coherences C(ss
′) are obtained by integrating over R the (complex)
off-diagonal elements of the electronic density matrix:
C(ss
′)(t) =
∫
dRχ(s)(R, t)χ(s
′)∗(R, t) (6.7)
=
∑
l
∑
j
A
(s)
l (t)A
(s′)∗
j (t)Sjl(t) (6.8)
As explained in Chapter 4, in the adiabatic basis, pure electron dynamics results in
sinusoidal oscillations in the sum of the electronic coherences
(
C(ss
′)(t) + C(s
′s)(t)
)
=
2Re
(
C(ss
′)(t)
)
. Also, there is no transfer of population between the adiabatic states
with the nuclear geometry kept fixed.
In Figure 6.1, we review how the spin density varies as a function of the electronic
population and coherence, for the example of toluene cation. (The case of para-
xylene cation is very similar.) The colour blue corresponds to positive values of the
spin density; green corresponds to negative values. When increasing the population
of the quinoid state towards the right of the diagram, the spin density moves from
the top and bottom carbon atoms to the side ones. When decreasing the summed
coherence towards the bottom of the diagram, the spin density swings from one
side of the phenyl ring to the other side. Note that the diagram 6.1 is equivalent
to Figure 1.6 where the nature of the VB structures (i.e. electron distributions)
are represented here in terms of spin densities. The initial quinoid population is
0.5 and the initial summed coherence is 1 since we start with an equal in-phase
superposition. The initial spin density is then the one at the top of Figure 6.1 (as
in Figure 4.3).
Figures 6.2 and 6.3 show the electron dynamics results in toluene and para-xylene
cations respectively. Figures 6.2a and 6.3a show the time evolution of the population
of the quinoid electronic state P (I)(t). (The population of the antiquinoid state is
P (II)(t) = 1−P (I)(t).) Figures 6.2b and 6.3b show the time evolution of the summed
electronic coherence
(
C(I II)(t) + C(II I)(t)
)
= 2Re
(
C(I II)(t)
)
. The solid lines show
the results for the simulations with 1 GBF and the dashed lines with 17 GBFs.
We are particularly interested in the similarities and differences from the results
obtained with the Ehrenfest method (Chapter 4). The electronic population and
summed coherence correspond to projections of the electron dynamics “trajectory”
represented in pink in Figure 4.3 along the horizontal and vertical axes respectively.
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Population
Coherence
Figure 6.1: Diagram illustrating how the spin density varies with the electronic di-
abatic population and coherence in toluene cation. The colour blue cor-
responds to positive values of the spin density while green corresponds
to negative values. For example, the top spin density corresponds to an
equal in-phase superposition of quinoid and antiquinoid states.
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For instance, motion of the electron dynamics “trajectory” towards the right of the
diagram corresponds to a transfer of population to the quinoid state and the motion
up and down the diagram corresponds to the coherent oscillations. Figure 4.7 is
a projection of the electron dynamics “trajectory” in para-xylene cation along the
vertical axis.
6.3.2 Toluene cation
Let us first discuss the electron dynamics result in toluene cation obtained with
1 GBF (solid lines in Figure 6.2). The population of the quinoid state P (I)(t) initially
increases to reach almost 1 at t ≈ 7 fs and then flattens at ≈ 0.8 until t = 20 fs. The
electronic coherence oscillates with time; these oscillations are not perfect sinusoids
because of the non-constant amplitude and period. (The non-equal population of
the two electronic states leads to oscillations with a lower amplitude.) The 1-GBF
simulation provides a “single Ehrenfest trajectory-like” result, in agreement with
Figure 4.3e (Section 4.5).
With only 1 GBF, the nuclear wave packets on the two electronic states cannot
move in different directions (as in an Ehrenfest simulation). The simulation with
17 GBFs (dashed lines) shows a more realistic behaviour. The population of the
quinoid state increases almost monotonically to reach 0.8 at t = 15 fs. The oscilla-
tions in the electronic coherence are damped very rapidly: there is a fast decoherence
on a few femtosecond time scale. By fitting the damped oscillation in the coherence
to equation (4.13) over the first 8 fs, a coherence half-life is extracted: t1/2 ≈ 6 fs.
6.3.3 Para-xylene cation
The electron dynamics result in para-xylene cation obtained with 1 GBF is shown
in Figure 6.3 (solid lines). The population of the quinoid state P (I)(t) also increases
with time, but not as much as in toluene cation. The electronic coherence oscillates
with time; these oscillations are almost perfect sinusoids. The 1-GBF simulation
gives again a result in agreement with the one obtained with a single Ehrenfest
trajectory (Figures 4.3f and 4.7). As explained in Section 4.5, the effect of the
(mean-field) nuclear motion on electron dynamics appears to be less pronounced
in para-xylene cation compared to toluene cation because of a lower transfer of
population between the two electronic states and because of a slower nuclear motion.
The simulation with 17 GBFs (dashed lines) shows a more realistic behaviour. As
in toluene cation, the population of the quinoid state increases almost monotoni-
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Figure 6.2: Electron dynamics coupled with quantum nuclear motion in toluene
cation: (a) the population of the diabatic quinoid state ψ˜I and (b) the
summed electronic coherence in the diabatic basis. The solid lines show
the results for the simulations with 1 GBF and the dashed lines with
17 GBFs. The initial electronic wave packet is 1√
2
(ψ˜I + ψ˜II). The ini-
tial nuclear wave packet is the vibrational ground state of the neutral
species.
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Figure 6.3: Electron dynamics coupled with quantum nuclear motion in para-xylene
cation: (a) the population of the diabatic quinoid state ψ˜I and (b) the
summed electronic coherence in the diabatic basis. The solid lines show
the results for the simulations with 1 GBF and the dashed lines with
17 GBFs. The initial electronic wave packet is 1√
2
(ψ˜I + ψ˜II). The initial
nuclear wave packet is the vibrational ground state of the neutral species.
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cally to reach 0.8 at t = 15 fs. The oscillations in the electronic coherence are again
damped very rapidly: there is a fast decoherence on a few femtosecond time scale.
By fitting the damped oscillation in the coherence to equation (4.13) over the first
8 fs, a coherence half-life is extracted: t1/2 ≈ 4 fs. This result is consistent with
the results in Section 4.6 obtained with an ensemble of initial geometries sampled
from the Wigner distribution, suggesting that the fast decoherence may be due to
the dephasing of oscillations in the electronic density.
In summary: The 1-GBF simulations reproduce the “small” effect of nuclear mo-
tion on electron dynamics predicted by a single Ehrenfest trajectory. The quantum
simulations (with more than 1 GBF) confirm the very fast electronic decoherence on
a few femtosecond time scale, suppressing the long-lived oscillations in the electronic
density. The fast decoherence of electron dynamics could be due to the dephasing of
the individual oscillations at the different geometries across the nuclear wave packet
(as predicted with an ensemble of geometries); it could also be due to the two nuclear
wave packets on the two electronic states moving away from each other. Both effects
are included in the quantum dynamics simulations and are difficult to distinguish.
6.4 Quantum nuclear motion induced by an
electronic wave packet
In this Section, we investigate the idea of control of the initial nuclear motion by
manipulating the initial composition of the electronic wave packet in benzene and
toluene cations, using the DD-vMCG method described in Chapters 2 and 3. We are
particularly interested in the similarities and differences from the results obtained
with the Ehrenfest method (Sections 5.3 and 5.4).
6.4.1 Benzene cation
We first present simulations of the nuclear dynamics in benzene cation, where the
equilibrium geometry of the neutral species (and therefore the initial geometry of
the simulations) corresponds to a point of degeneracy in the cation (x1 = 0, x2 = 0).
Different initial electronic wave packets were considered: the pure diabatic states
ψ˜I and ψ˜II , and several equal superpositions of them with different relative phase
1√
2
(ψ˜I+ψ˜II),
1√
2
(ψ˜I−ψ˜II) and 1√2(ψ˜I+i ψ˜II). The simulations are run with 13 GBFs,
which corresponds to converged results.
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Table 6.1: Time evolution of the population in the quinoid state P (I)(t) during
quantum nuclear dynamics simulations in benzene cation with 13 GBFs.
The initial electronic wave packets considered are ψ˜I , ψ˜II ,
1√
2
(ψ˜I + ψ˜II),
1√
2
(ψ˜I − ψ˜II) and 1√2(ψ˜I + i ψ˜II).
Time [fs] θ = 0◦ θ = 180◦ θ = 90◦ θ = 90◦ θ = 90◦
φ = 0◦ φ = 180◦ φ = 90◦
0 1.00 0.00 0.50 0.50 0.50
5 0.72 0.25 0.50 0.52 0.45
Let us start by analysing in detail the nuclear wave packets on each electronic state
individually, along the two normal modes 23 and 24 that are representative of the
branching space vectors: normal mode 23 is 64% of the gradient difference vector−→
X1 and normal mode 24 is 64% of the derivative coupling vector
−→
X2. By choice
of the normal modes, the initial geometry (and therefore the conical intersection
geometry) is at (R23 = 0, R24 = 0). The nuclear wave packet on the diabatic state ψ˜s
is χ(s)(R, t). The nuclear wave packet density along a normal mode is then obtained
by multiplying the nuclear wave packet by its complex conjugate and integrating
over all but this one nuclear degree of freedom:
∫
dRN−1α χ
(s)∗(R, t)χ(s)(R, t).
Figures 6.4-6.8 show, for the different initial electronic wave packets, the time
evolution of the nuclear wave packet density along the two effective gradient differ-
ence
−→
X1 and derivative coupling
−→
X2 directions – normal mode 23 (left panels) and
normal mode 24 (right panels) respectively – on the two diabatic states – quinoid
(top panels) and antiquinoid (bottom panels). The position of the conical intersec-
tion is indicated by the black line. Table 6.1 gives, for the different initial electronic
wave packets, the time evolution of the population of the quinoid state P (I)(t). (The
population of the antiquinoid state is P (II)(t) = 1− P (I)(t).)
If only the quinoid state ψ˜I is initially populated, the nuclear wave packet on the
quinoid state evolves towards positive
−→
X1 (Figure 6.4a) – following the gradient of ψ˜I
energy – and barely moves along
−→
X2 (Figure 6.4b). The nuclear wave packet becomes
wider with time and also lower because of a transfer of population (28%) from the
quinoid state to the antiquinoid state (Table 6.1). The electronic transition happens
in the vicinity of the initial geometry which is on the seam of conical intersection in
benzene cation. The nuclear wave packet that appears on the antiquinoid state is
anisotropic (Figures 6.4c and d). In particular, there is a lower population transfer
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Figure 6.4: Time evolution of the nuclear wave packet density upon population of the
quinoid state ψ˜I in benzene cation along normal mode 23 (representative
of the gradient difference vector) on the left (a,c) and along normal mode
24 (representative of the derivative coupling vector) on the right (b,d).
The density of the nuclear wave packets belonging to the quinoid ψ˜I
and antiquinoid ψ˜II states are plotted on the upper (a,b) and lower
(c,d) panels respectively. The simulation contains 13 GBFs. The initial
nuclear wave packet is the vibrational ground state of the neutral species.
The dashed white line shows the average evolution for 13 GBFs. The
black line indicates the position of the conical intersection.
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along the
−→
X1 axis, as can be seen by the lower density of the nuclear wave packet
at R24 = 0 in Figure 6.4d. It is indeed at geometries along the
−→
X2 direction (away
from the
−→
X1 axis) that the diabatic coupling is the strongest, i.e. the off-diagonal
element of the electronic Hamiltonian (in the diabatic basis) is the largest [133]. An
important point to note is that the nuclear wave packets on the two diabatic states
are different and their evolution with time is different. This is possible only because
we are using a multi-configurational approach and this could not be described with
the Ehrenfest approach.
If only the antiquinoid state ψ˜II is initially populated, the nuclear wave packet
on the antiquinoid state evolves towards negative
−→
X1 (Figure 6.5c) – following the
gradient of ψ˜II energy – and barely moves along
−→
X2 (Figure 6.5d). The nuclear wave
packet also becomes wider and lower. There is a transfer of population (25%) from
the antiquinoid to the quinoid state (Table 6.1), happening in the vicinity of the
initial geometry with the same anisotropy as in the previous case (Figure 6.5a and b).
If the electronic wave packet 1√
2
(ψ˜I + ψ˜II) is initially populated, both nuclear
wave packets on the quinoid and antiquinoid states evolve towards positive
−→
X2
(Figures 6.6b and d). However, the nuclear wave packet on the quinoid state
moves towards positive
−→
X1 (Figure 6.6a) while the nuclear wave packet on the an-
tiquinoid state moves towards negative
−→
X1 (Figure 6.6c). Again, the motion of the
nuclear wave packets in different directions is possible only because we use a multi-
configurational approach that goes beyond the Ehrenfest approximation. Note that
in this case, there is no net transfer of population between the two electronic states
(Table 6.1), possibly because of two transfers that compensate each other.
If the electronic wave packet 1√
2
(ψ˜I−ψ˜II) is initially populated, both nuclear wave
packets on the quinoid and antiquinoid states evolve towards negative
−→
X2 this time
(Figures 6.7b and d). The nuclear wave packet on the quinoid state moves towards
positive
−→
X1 (Figure 6.7a) while the nuclear wave packet on the antiquinoid state
moves towards negative
−→
X1 (Figure 6.7c).
If the electronic wave packet 1√
2
(ψ˜I + i ψ˜II) is initially populated (Figure 6.8),
the nuclear wave packets on the quinoid and antiquinoid states move in opposite
direction along both
−→
X1 and
−→
X2 vectors, spreading with time.
Let us now analyse the nuclear motion in the branching space, averaged over
the two electronic states. The average nuclear position along the coordinate xα is
measured by the expectation value 〈xα〉 = 〈Φ|xα|Φ〉. Figure 6.9 shows the time
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Figure 6.5: Time evolution of the nuclear wave packet density upon population of
the antiquinoid state ψ˜II in benzene cation along normal mode 23 (rep-
resentative of the gradient difference vector) on the left (a,c) and along
normal mode 24 (representative of the derivative coupling vector) on the
right (b,d). The density of the nuclear wave packets belonging to the
quinoid ψ˜I and antiquinoid ψ˜II states are plotted on the upper (a,b) and
lower (c,d) panels respectively. The simulation contains 13 GBFs. The
initial nuclear wave packet is the vibrational ground state of the neutral
species. The dashed white line shows the average evolution for 13 GBFs.
The black line indicates the position of the conical intersection.
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Figure 6.6: Time evolution of the nuclear wave packet density upon population of
1√
2
(ψ˜I + ψ˜II) in benzene cation along normal mode 23 (representative
of the gradient difference vector) on the left (a,c) and along normal
mode 24 (representative of the derivative coupling vector) on the right
(b,d). The density of the nuclear wave packets belonging to the quinoid
ψ˜I and antiquinoid ψ˜II states are plotted on the upper (a,b) and lower
(c,d) panels respectively. The simulation contains 13 GBFs. The initial
nuclear wave packet is the vibrational ground state of the neutral species.
The dashed white line shows the average evolution for 13 GBFs. The
black line indicates the position of the conical intersection.
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Figure 6.7: Time evolution of the nuclear wave packet density upon population of
1√
2
(ψ˜I − ψ˜II) in benzene cation along normal mode 23 (representative
of the gradient difference vector) on the left (a,c) and along normal
mode 24 (representative of the derivative coupling vector) on the right
(b,d). The density of the nuclear wave packets belonging to the quinoid
ψ˜I and antiquinoid ψ˜II states are plotted on the upper (a,b) and lower
(c,d) panels respectively. The simulation contains 13 GBFs. The initial
nuclear wave packet is the vibrational ground state of the neutral species.
The dashed white line shows the average evolution for 13 GBFs. The
black line indicates the position of the conical intersection.
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Figure 6.8: Time evolution of the nuclear wave packet density upon population of
1√
2
(ψ˜I + i ψ˜II) in benzene cation along normal mode 23 (representative
of the gradient difference vector) on the left (a,c) and along normal
mode 24 (representative of the derivative coupling vector) on the right
(b,d). The density of the nuclear wave packets belonging to the quinoid
ψ˜I and antiquinoid ψ˜II states are plotted on the upper (a,b) and lower
(c,d) panels respectively. The simulation contains 13 GBFs. The initial
nuclear wave packet is the vibrational ground state of the neutral species.
The dashed white line shows the average evolution for 13 GBFs. The
black line indicates the position of the conical intersection.
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Figure 6.9: Time evolution of the averaged nuclear geometry in the branching space
for simulations in benzene cation, initiated with ψ˜I in green, ψ˜II in red,
1√
2
(ψ˜I + ψ˜II) in blue,
1√
2
(ψ˜I − ψ˜II) in orange and 1√2(ψ˜I + i ψ˜II) in
black. The dashed lines show the average evolution for the simulations
with 13 GBFs and the solid lines with 1 GBF. The initial nuclear wave
packet is the vibrational ground state of the neutral species. The time
of the simulations is 5 fs.
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evolution of the average nuclear geometry in the branching space, induced by the
different initial electronic wave packets. The pure diabatic states ψ˜I and ψ˜II induce
an average nuclear motion along positive and negative
−→
X1 respectively, following
the gradients of the corresponding surfaces. The equal superpositions 1√
2
(ψ˜I + ψ˜II)
and 1√
2
(ψ˜I − ψ˜II) induce an average nuclear motion along positive and negative −→X2
respectively. In both cases, the individual nuclear wave packets on the two electronic
states actually move along
−→
X1 but in opposite directions (Figures 6.6a,c and 6.7a,c),
leaving on average no motion along
−→
X1. The electronic wave packet
1√
2
(ψ˜I + i ψ˜II)
corresponds to the special case that induces, on average, no nuclear motion in the
branching space. Here, the individual nuclear wave packets on the two electronic
states actually move along both
−→
X1 and
−→
X2 but in opposite directions (Figure 6.8);
they exactly compensate each other, leaving, on average, no motion in the branching
space.
The solid lines in Figure 6.9 show the results for a nuclear wave packet simulated
with 1 GBF, the dashed lines the results for a nuclear wave packet simulated with
13 GBFs. When using 1 GBF (or one configuration), the average direction of the
initial nuclear motion is correctly predicted but its magnitude is overestimated.
We clearly see that (i) the mixing angle θ
2
of the electronic wave packet (equa-
tion (6.1)) determines the average initial direction of the nuclear motion in the
branching space, without affecting the magnitude, and (ii) the relative phase φ
(equation (6.1)) determines the average magnitude and sign of the nuclear motion.
These results are in agreement with the ones obtained with the Ehrenfest method
(Section 5.3, Figures 5.6 and 5.10). However, the nuclear motion averaged over the
two electronic states can be misleading in case of opposite motions on the two states.
6.4.2 Toluene cation
We now present simulations of the nuclear dynamics in toluene cation, where the
equilibrium geometry of the neutral species corresponds to a geometry displaced
from the point of degeneracy in the cation along
−→
X1 (Figure 6.10). The different
initial electronic wave packets considered are: the pure diabatic states ψ˜I and ψ˜II ,
and the equal in-phase superposition of them 1√
2
(ψ˜I + ψ˜II). The simulations are run
with 17 GBFs, which corresponds to converged results.
Let us start by analysing in detail the nuclear wave packets on each electronic
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 !
X1
 ˜II
 ˜I
Figure 6.10: Ionisation in toluene: the green and blue curves represent a cut of the
potential energy surfaces along the gradient difference vector coordinate
of the quinoid ψ˜I and antiquinoid ψ˜II states. Vertical ionisation takes
place at a geometry displaced from the conical intersection.
state, along the two normal modes 30 and 31 that are representative of the branching
space vectors: normal mode 30 is 62% of the gradient difference vector
−→
X1 and
normal mode 31 is 45% of the derivative coupling vector
−→
X2. By choice of the
normal modes, the initial nuclear geometry is at (R30 = 0, R31 = 0). In toluene
cation, the position of the conical intersection geometry along these normal modes
is (R30 = −0.28, R31 = 0).
Figures 6.11-6.13 show, for the different initial electronic wave packets, the time
evolution of the nuclear wave packet density along the two effective gradient differ-
ence
−→
X1 and derivative coupling
−→
X2 directions – normal mode 30 (left panels) and
normal mode 31 (right panels) respectively – on the two diabatic states – quinoid
(top panels) and antiquinoid (bottom panels). The position of the conical intersec-
tion is indicated by the black line. Table 6.2 gives, for the different initial electronic
wave packets, the time evolution of the population of the quinoid state P (I)(t). (The
population of the antiquinoid state is P (II)(t) = 1− P (I)(t).)
If only the quinoid state ψ˜I is initially populated, the nuclear wave packet on the
quinoid state evolves towards positive
−→
X1 (Figure 6.11a) and barely moves along−→
X2 (Figure 6.11b): following the gradient of the ψ˜I state energy (Figure 6.10), it
goes further away from the conical intersection. The nuclear wave packet becomes
wider with time and also lower because of a small transfer of population (17%) from
the quinoid state to the antiquinoid state (Table 6.2). The electronic transition
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Table 6.2: Time evolution of the population in the quinoid state P (I)(t) during quan-
tum nuclear dynamics simulations in toluene cation with 17 GBFs. The
initial electronic wave packets considered are ψ˜I , ψ˜II and
1√
2
(ψ˜I + ψ˜II).
Time [fs] θ = 0◦ θ = 180◦ θ = 90◦
φ = 0◦
0 1.00 0.00 0.50
5 0.83 0.36 0.59
(a) (b)
(c) (d)
D0
Figure 6.11: Time evolution of the nuclear wave packet density upon population of
the quinoid state ψ˜I in toluene cation along normal mode 30 (repre-
sentative of the gradient difference vector) on the left (a,c) and along
normal mode 31 (representative of the derivative coupling vector) on
the right (b,d). The density of the nuclear wave packets belonging to
the quinoid ψ˜I and antiquinoid ψ˜II states are plotted on the upper (a,b)
and lower (c,d) panels respectively. The dashed white line shows the
average evolution. The simulation contains 17 GBFs. The initial nu-
clear wave packet is the vibrational ground state of the neutral species.
The black line indicates the position of the conical intersection.
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happens in the vicinity of the initial geometry. Note that the transfer of population
is lower than in benzene cation as the nuclear wave packet is further away from the
conical intersection along
−→
X1. As in benzene cation, the nuclear wave packet that
appears on the antiquinoid state seems to present an anisotropy (Figures 6.11c and
d). In particular, there is a lower population transfer along the
−→
X1 axis, as can be
seen by the lower density of the nuclear wave packet at R31 = 0 in Figure 6.11d.
Again, the fact that the nuclear wave packets on the two diabatic states are different
and their evolution with time is different is possible only because we use a multi-
configurational approach that goes beyond the Ehrenfest approximation.
If only the antiquinoid state ψ˜II is initially populated, the nuclear wave packet on
the antiquinoid state evolves towards negative
−→
X1 (Figure 6.12c) and barely moves
along
−→
X2 (Figure 6.12d): following the gradient of the ψ˜II state energy (Figure 6.10),
it moves towards the conical intersection and passes through it. The nuclear wave
packet also becomes wider and lower. There is a transfer of population (36%) from
the antiquinoid to the quinoid state (Table 6.2), happening with the same anisotropy
(Figure 6.12a and b). Note that the transfer of population is larger than in the above
case, since here the nuclear wave packet moves towards the conical intersection where
the energy gap decreases to 0.
If the electronic wave packet 1√
2
(ψ˜I + ψ˜II) is initially populated, both nuclear
wave packets on the quinoid and antiquinoid states evolve towards positive
−→
X2 (Fig-
ures 6.13b and d). However, the nuclear wave packet on the quinoid state moves
towards positive
−→
X1 (Figure 6.13a) while the nuclear wave packet on the antiquinoid
state moves towards negative
−→
X1 (Figure 6.13c). This can (at least partly) explain
the decoherence of electron dynamics since the overlap of the nuclear wave packets in
the two states is reduced with time. Again, the motion of the nuclear wave packets
in different directions is possible only because we are using a multi-configurational
approach that goes beyond the Ehrenfest approximation. There is also a small net
transfer of population (9%) from the antiquinoid state to the quinoid state (Ta-
ble 6.2).
Figure 6.14 shows the time evolution of the average nuclear geometry in the
branching space, averaged over the two electronic states. The pure diabatic states
ψ˜I and ψ˜II induce an average nuclear motion along positive and negative
−→
X1 respec-
tively, following the gradients of the corresponding surfaces. The equal superposi-
tion 1√
2
(ψ˜I + ψ˜II) induces an average initial nuclear motion along positive
−→
X2. (At
t = 5 fs, it starts to acquire some component along positive
−→
X1 due to the time evo-
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(a) (b)
(c) (d)
D1
Figure 6.12: Time evolution of the nuclear wave packet density upon population of
the antiquinoid state ψ˜II in toluene cation along normal mode 30 (rep-
resentative of the gradient difference vector) on the left (a,c) and along
normal mode 31 (representative of the derivative coupling vector) on
the right (b,d). The density of the nuclear wave packets belonging to
the quinoid ψ˜I and antiquinoid ψ˜II states are plotted on the upper (a,b)
and lower (c,d) panels respectively. The dashed white line shows the
average evolution. The simulation contains 17 GBFs. The initial nu-
clear wave packet is the vibrational ground state of the neutral species.
The black line indicates the position of the conical intersection.
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(a) (b)
(c) (d)
45
Figure 6.13: Time evolution of the nuclear wave packet density upon population of
1√
2
(ψ˜I + ψ˜II) in toluene cation along normal mode 30 (representative of
the gradient difference vector) on the left (a,c) and along normal mode
31 (representative of the derivative coupling vector) on the right (b,d).
The density of the nuclear wave packets belonging to the quinoid ψ˜I
and antiquinoid ψ˜II states are plotted on the upper (a,b) and lower
(c,d) panels respectively. The dashed white line shows the average
evolution. The simulation contains 17 GBFs. The initial nuclear wave
packet is the vibrational ground state of the neutral species. The black
line indicates the position of the conical intersection.
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Figure 6.14: Time evolution of the averaged nuclear geometry in the branching space
for simulations in toluene cation, initiated with ψ˜I in green, ψ˜II in red,
1√
2
(ψ˜I + ψ˜II) in blue,
1√
2
(ψ˜I − ψ˜II) in orange and 1√2(ψ˜I + i ψ˜II) in
black. The dashed lines show the average evolution for the simulations
with 17 GBFs and the solid lines with 1 GBF. The initial nuclear wave
packet is the vibrational ground state of the neutral species. The time
of the simulations is 5 fs.
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lution of the non-stationary electronic wave packet.) The individual nuclear wave
packets on the two electronic states actually move initially along
−→
X1 but in opposite
directions (Figures 6.13a and c): they exactly compensate each other, leaving, on
average, no initial motion along
−→
X1. Again, we clearly see that the mixing angle
θ
2
of the electronic wave packet determines the average initial direction of the nuclear
motion in the branching space. These results are in agreement with the ones ob-
tained with the Ehrenfest method (Section 5.4, Figures 5.15 and 5.16a). However,
the nuclear motion averaged over the two electronic states can be misleading in the
case of opposite motions on the two states.
The solid lines show the results for a nuclear wave packet simulated with 1 GBF,
the dashed lines the results for a nuclear wave packet simulated with 17 GBFs.
When using 1 GBF (or one configuration), the average direction of the initial nu-
clear motion is correctly predicted but its magnitude is overestimated. This is in
agreement with the results obtained with the Ehrenfest method, when comparing
a single trajectory to an ensemble of trajectories (Section 5.4, Figures 5.13 and 5.15).
In summary: The nuclear dynamics results obtained with the Ehrenfest method
correctly predict the average nuclear motion calculated with the DD-vMCG method.
However, an average nuclear motion that is null along one coordinate may actually
“hide” two opposite motions of the individual nuclear wave packets on the two
electronic states.
6.5 Discussion and conclusion
In this Chapter, we have simulated quantum electron and nuclear dynamics using
the DD-vMCG method: the nuclear wave packet motion is described by a set of
coupled GBF trajectories that obey quantum mechanics. This goes beyond the
Ehrenfest approximation (Figure 2.1) and allows the decoherence process: here, the
nuclear wave packets on the different electronic states have the possibility to move
in different directions. We have used simulations run with 1 GBF to provide the
“single Ehrenfest trajectory-like” results for comparison.
We have studied electron dynamics coupled to quantum nuclear motion in toluene
and para-xylene cations. Our simulations show a damping of the oscillations in the
electronic density on a few femtosecond time scale. This result confirms the fast de-
coherence of electron dynamics predicted in Chapter 4 when taking into account an
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ensemble of nuclear geometries to reproduce the nuclear wave packet width. This
is an important result, especially for the experimental attempts to observe elec-
tron dynamics upon molecular ionisation since, among other things, it means that
we do not expect any more to observe long-lived oscillations in the electronic density.
We have also investigated the electronic coherent control idea with quantum nu-
clear dynamics simulations in benzene and toluene cations. We have shown that the
Ehrenfest results correctly predict the average nuclear motion simulated with DD-
vMCG. This is an encouraging result since manipulation of the composition of the
electronic wave packets would allow the control of the average initial nuclear motion
in the branching space. However, we have found that the average nuclear motion
can be misleading since if it is null along one coordinate, this may actually “hide”
two opposite motions of the individual nuclear wave packets on the two electronic
states. This fact might diminish the desired control effect.
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Chapter 7
Conclusion and perspectives
In this thesis, we have simulated coupled electron and nuclear dynamics following
molecular ionisation using the mixed quantum-classical Ehrenfest method imple-
mented in the Gaussian software package and the quantum mechanical DD-vMCG
method implemented in the Quantics package. Both methods are on-the-fly meth-
ods, i.e. the potential energy surfaces are computed as needed along trajectories.
The Ehrenfest method describes the coupling between electronic and nuclear degrees
of freedom in a mean-field manner and is not able to describe nuclear wave packet
branching. We have compared and contrasted the electron and nuclear dynamics
results obtained with the two methods in order to test the approximations made in
the Ehrenfest method.
We have investigated the electron dynamics following the outer valence ionisation
in the three related molecules: benzene, toluene and para-xylene. The electronic
structure is not altered significantly by the methyl substitution but the degeneracy
between the ground and first excited electronic states is lifted in toluene and para-
xylene cations, at the equilibrium geometry of the neutral species. As a result,
sudden ionisation creates a non-stationary state that leads to electron dynamics
in the methyl-substituted benzenes while no pure electron dynamics is observed in
benzene. Also, the electron dynamics is faster in para-xylene cation than in toluene
cation since the energy gap between the populated electronic ground and first excited
states is larger in the former.
We have also compared these pure electron dynamics simulations with simulations
of coupled electron-nuclear dynamics using the Ehrenfest approximation. In toluene
cation, the electron dynamics is affected by the nuclear motion after only 2-3 fs. We
observe a change in the nature and time scale of the oscillations in the electronic
density with time, which can be explained as follows: (i) the system moves to
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geometries where the definition of the adiabatic states changes; (ii) the system moves
to geometries where the energy gap changes; (iii) the adiabatic populations change.
In para-xylene cation, the initial electron dynamics seems to be too fast for the
nuclear motion to have a very significant effect. An important point is that, in the
systems studied here, the electron dynamics is modified but not destroyed by the
nuclear motion within the Ehrenfest approximation.
The other effect of the nuclei we have studied is that of the spatial delocalisation of
the nuclear wave packet. For this, we have used a combination of an analytical model
and numerical simulations of electron dynamics in para-xylene cation, started at an
ensemble of geometries sampled from the Wigner distribution in order to mimic the
vibrational ground state. We have shown that oscillations in the electronic density
will dephase due to the spatial delocalisation of the nuclei. The simple picture of
long-lived electron dynamics at a well-defined frequency predicted by the single-
geometry approximation does not survive the natural width of the nuclear wave
packet. In para-xylene, the effect on electron dynamics of the nuclear wave packet
width is larger than the effect of the nuclear motion per se.
Our simulations using the DD-vMCG method couple electron dynamics with
quantum nuclear motion. In toluene and para-xylene cations, we have observed an
important damping of the oscillations in the electronic density, on a few femtosec-
ond time scale. This result confirms the very fast dephasing of electron dynamics
predicted with an ensemble of nuclear geometries.
In summary, we have learned from the specific examples of benzene and methyl-
substituted benzene cations that the nuclei can have important effects on the elec-
tron dynamics following molecular ionisation. The different effects of the nuclei are
general and will be common to all molecular systems; their significance and time
scale will be system-dependent. This is an important result, especially for the ex-
perimental attempts to observe oscillations in the electronic density upon ionisation
of molecules. In the future, it will be interesting to apply what we have learned
here to, for instance, “engineer” the time scale of electron dynamics in molecules
while keeping its nature unchanged using chemical substitution. Our simple analyt-
ical model also provides the general conditions for “longer-lived” electron dynamics:
a narrow nuclear wave packet and almost parallel potential energy surfaces of the
states involved. It enables the definition of molecular targets in which this might be
observed.
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We have also studied the nuclear motion induced by a superposition of two elec-
tronic states characterised by the relative weight and the relative phase. We have
presented an analytical expression for the nuclear gradient of the energy of such a
superposition, in the vicinity of a conical intersection. Different superpositions of
electronic states lead to different effective potential energy surfaces. Using the Bloch
sphere to represent the superposition as a vector, we have shown that the projection
of this vector onto the real plane can be interpreted as the nuclear gradient in the
branching space. Although we have not considered a specific experiment, the relative
weight and phase can both be varied experimentally in principle, providing a route
towards coherent electronic control of initial nuclear motion following ionisation.
We have first illustrated the theory with the Ehrenfest method in benzene and
toluene cations. Our results show how by choosing the initial electronic state, one
can control the initial nuclear motion in the branching space, i.e. how much certain
bond lengths are shortened or lengthened and how much of a shearing motion takes
place. Both the relative weight and phase of an electronic superposition of states
play a role in the nuclear gradient. In benzene cation for instance, real-valued
superpositions induce nuclear motion of the same magnitude, with a direction in the
branching space determined by the mixing angle. By considering complex-valued
superpositions, one can control the velocity as well as the direction of nuclear motion
in the branching space. In toluene cation, we have taken into account the effect of the
spatial delocalisation of the nuclear wave packet by sampling the initial geometries
and velocities with a Wigner distribution: the ensemble of Ehrenfest trajectories
does not split within the first 5 fs. The average evolution is qualitatively well
predicted by the “un-sampled” trajectory, starting at the equilibrium geometry of
the neutral species with no initial kinetic energy.
We have finally tested the electronic coherent control idea with quantum nuclear
dynamics simulations in benzene and toluene cations using the DD-vMCG method.
We have shown that the Ehrenfest results correctly predict the average nuclear
motion simulated with DD-vMCG. This is encouraging since manipulation of the
composition of the electronic wave packets would allow the control of the average
initial nuclear motion in the branching space. However, the average nuclear motion
may be a misleading quantity in case of branching situations. We have found that
the individual nuclear wave packets on the two electronic states may actually move
along a particular coordinate but in opposite directions, leaving no nuclear motion
on average along that coordinate. This could not be described with the Ehrenfest
approximation and might diminish the desired control effect.
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Future work could be directed in the following main directions: (i) apply what we
have learned from the benzene examples to other molecular systems; (ii) investigate
the definition of the initial conditions – what electronic wave packet is actually cre-
ated in an experiment? – and (iii) suggest and simulate specific experimental setups
to probe molecular electron dynamics (and its decoherence), and to investigate the
charge-directed control of nuclear dynamics. Projects (ii) and (iii) would require
code development to include, for instance, the time-dependent electric field in the
Hamiltonian and, if the ionisation process is to be simulated, a description of the
outgoing electron.
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