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Figure 1: Objects in a context.
1 Introduction
Visual tracking has been massively studied in the last two decades with
many application areas like surveillance, driving assistance or movie pro-
duction industry. Our observation is that in the majority of the traditional
approaches only the object itself and/or its background are modeled. How-
ever objects rarely move independently of its neighborhood and are em-
bedded into a context that is often ignored. There may exist other parts
of the scene that are not part of the object itself but exhibit, temporal or
permanent, motion correlation to object. See Figure 1 showing examples of
the situations where a strong link exists between the object and the other
parts of the observed scene. Tracking the each individual object – a child,
a pedestrian, a cyclist or a bird – independently in those situations may be
more difficult than tracking them as a group.
Discovering the link between the object and the other parts of the scene
– let us call them companions – and tracking them together can improve
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Figure 2: Where is the glass?
the robustness of the tracker in the situations that would be difficult for
the traditional tracker. Those may include cases, in which the object’s
appearance changes quickly and significantly or even the situations where
the object is not directly observable due to the occlusion or it is behind the
border of the image. Tracking some objects without a companion can be
very difficult, e.g, a glass held in hand as shown in Figure 2.
The environment is not stable usually in the real applications, e.g., il-
lumination or view may change, the object appearance changes with its
motion, there may be clutter and occlusions. A tracker that would not
react to those changes can easily fail or may be applicable only in very con-
strained environments. To broaden its applicability many trackers include
some adaptation mechanisms reflecting the changing reality. The actual
presence of a companion in the scene may affect the adaptation of the
tracker that is not aware of it. The unrecognized companion may randomly
merge with the object model causing the model to not describe the object
anymore. It may also be assigned to the background distracting its model.
For this reason, looking for a companion and explicitly modeling it may be
not only good in supporting the tracker in difficult situations but also for
obtaining the better models that match the real situation more closely.
The visual tracking is usually approached using the appearance features
in various forms like contours, colors, texture, etc., either in the generative
7
form: by creating the models that describe the appearance of the object
and/or its background; or in the discriminative form: by training a classi-
fier that uses the image-based features to distinguish the object from the
background. However, there is another feature, which is rarely used in
tracking, the motion. It is independent of the appearance and naturally
complement it. Adding the motion-based features to the subject model can
extend the range of situations the tracker can handle. It may then be able
to distinguish the object from the background even if they look similarly
by observing the difference in their motion and, with the same models, it
may be able to discriminate the still object from the still background by
their differing appearance.
Goals of the Thesis
The aim is to design a robust visual tracker. This can be achieved by push-
ing the state of the art in several aspects, that have been mainly overlooked
in the past. Informally, the goals of the thesis can be summarized as look-
ing for the answers to the following questions: “What to model?”, “Which
features to choose to build the models?”, and “How to combine the features
of different modalities?”.
1. “What to model?” The first question is mainly related to studying of
the object’s context, which has not been used much in the state of the
art approaches. Usually, only the object itself and/or its background
is modeled. It should be explored what are the benefits of model-
ing and using the object’s context in tracking. The object’s context
cannot be known in advance. Usually, especially in the single object
tracking, the only data known is the object bounding box at the be-
ginning of the video sequence. A method that would allow to learn
the context on-line is requested.
2. “Which features to choose to build the models?” The majority of
the state of the art approaches uses only subject’s appearance in the
tracker reasoning. Our second goal is to improve the subject’s mod-
els with the use of a motion features in addition to the widely used
appearance features.
3. “How to combine the features of different modalities?” This is also
related to the second question – the features coming from the dif-
ferent domains, such as appearance and motion, should be combined
together to allow the inference. The ways of this combination should
be studied.
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2 Contributions
The contributions of the thesis can be summarized to three points:
1. We have proposed a novel image-based tracker called the Sputnik
Tracker. The tracker is able to discover which regions of the observed
image exhibit the same motion as the target object. This information
is then used to stabilize the tracking in the situations that would be
difficult for a common tracker, e.g., strong appearance changes of the
target object or its occlusions.
2. We have proposed a histogram-like model called the hierarchical his-
togram, which can be used to model RGB color of subject’s in many
computer vision tasks. Unlike the traditional 3-D histogram it can be
estimated from the limited training data without the need to reduce
the data precision.
3. We have formulated tracking as a semi-supervised learning and label-
ing task, in which the tracked feature points are labeled to the three
classes – an object, a background and a companion, which represents
the object’s context. The use of Markov random fields allows a simul-
taneous integration of the appearance, motion and shape features.
Similarly to the Sputnik Tracker, the use of the context, represented
here by the companion class, allows the tracker to estimate the object
position even if it is not directly observable or undergoes a strong
appearance changes. The addition of the motion features allows the
tracker to distinguish the object from the background if they look
similarly.
3 State of the Art
Foreground and Background Trackers
The approaches to tracking can be divided to several groups by the source
of information that is used to estimate the position of the tracked object.
One group is formed by the approaches that are based on the background
segmentation, often called background subtraction, which is a process of
dividing the image area to segments recognized as a background and seg-
ments recognized as a foreground (objects). Some authors [14, 22, 36, 26,
3, 23, 38, 27, 28] use directly the results of the motion segmentation to
perform the tracking. Others use it just to constrain the other tracking
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methods [4] or perform tracking on the segmented image instead of on the
original image data [19, 12, 13]. By definition, the background subtraction
methods handle only the background model while completely ignoring the
appearance of the object.
Another group of approaches, called appearance template trackers [2, 6,
15] is based solely on modeling the object while ignoring the background.
In those approaches, a generative representation of an object – a template –
is created before the tracking starts. The template can be either fixed or it
can be dynamically updated during the tracking process to reflect variations
in the object’s appearance. The inference of the object position is then
performed by searching for the best matching position of the template in
the image. This search is usually performed as a minimization of some cost
function.
Our point is that a robust tracker should take care of both. This could
help in situations, in which, for instance, the objects changes its appear-
ance so strongly that it no longer fits the foreground model. The traditional
template tracker would fail in such a situation. The tracker that uses the
background model in addition to the foreground one may still be able to
estimate the object position by recognizing the background region occluded
by the object. The necessary condition is that the new appearance of the
object differs from the background, if not, the additional features, like mo-
tion, would be needed.
From this point of view, our approach can be related to the layer-based
methods [34, 35, 29, 30], which try to explain the whole image, not just
the object or background area, and the classifier-based approaches, which
discriminate between the background and foreground [33, 7, 1, 16], or the
discriminative template trackers [5, 20].
Use of Context in Tracking
The role of the context has been mainly studied in relation to the object
detection [31, 21, 9, 11]. For instance, it has been shown that a shadow
that a vehicle casts on the road is a good predictor of its position [32].
The ways of using the context in the object tracking area are less ex-
plored. It has been addressed, for instance, by Grabner et al. [18]. In their
work the context information is represented as a set of image points, called
supporters, that are repeatedly observed in the image. Each of the points
votes for the object position. A strength of the vote is proportional to the
correlation between the translation of the point and the translation of the
object centroid. The set of supporters is learned and updated on-line during
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the tracking process. The authors demonstrated that the use of supporters
allowed to track the object behind an occlusion.
Dinh et al. [10] further developed this idea by adding a set of distractors.
Distractors are regions which have a similar appearance as the target and
consistently co-occur with the high confidence score. The tracker must
keep tracking these distractors to avoid interchanging them for the object
by a mistake, which can, for instance, happen when the object is occluded
in presence of the distractor. The supporters are used in a similar way as
in [18].
Yang et al. [37] proposed to explore a set of auxiliary objects that have
a strong motion correlation and a co-occurrence with the target in a short
term. Also, they need to be tracked easily. The auxiliary objects are rep-
resented by the image regions that are obtained using a color segmentation
and are described by a color histogram. The Meanshift is applied to track
them.
4 Sputnik Tracker
We describe a method similar to the layer-based approaches [34, 35, 29, 30]
adapted for the purpose of a single object tracking. It uses only two layers,
the first one is attached to the object and the second one represents the
background. Other objects, if present, are not modelled explicitly. They
may become a part of the foreground layer and represent the object’s contex
or become a part of the background outlier process. Such approach can
be also viewed as a generalized background subtraction combined with an
appearance template tracker.
The image-based representation of both foreground and background,
inherited from the layer-based approaches, contrasts with the statistical
representations used by classifiers [17] or the discriminative template track-
ers [5, 20], which do not model the spatial structure of the layers. The inner
structure of each layer can be useful source of information for localizing the
layer.
The key observation is that the tracked object is often accompanied
by some other objects that move coherently with the object. By discover-
ing those objects, called companions, and including them to the extended
foreground layer, we obtain a more robust tracker. The connection of the
object to the companion may be temporary, e.g., a glass can be picked
up by a hand and dragged from the table, or it may be permanent, e.g.,
a head of a man always moves together with his torso, see Figure 3 for ex-
amples. As the core contribution, we show how the context represented by
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Figure 3: Objects with a companion: foreground includes not just the main
object, e.g., a glass (on the left) or a head (on the right), but also other
image regions, such as a hand or a body.
the companion improves the tracking and expands the set of situations, in
which a successful tracking is possible without the need to model object’s
dynamic. We show that with the help of companion and the knowledge of
the background it is possible to track the object that is not directly visible
or the object that is rapidly changing its appearance. This would be very
difficult for the conventional trackers that look only for the object itself. It
is the companion what defines the position of the foreground layer in such
situations.
The Sputnik Tracker is able to track a single part of a bigger object.
However, unlike the methods based on the pictorial structures [13, 24, 25], it
does not need the prior knowledge of the object structure, i.e., the number of
the moving parts and their connections. The remaining parts of the object
would be automatically assigned to the foreground layer as a companion
provided that their motion is correlated with the motion of the object.
Results
To show the performance of the Sputnik Tracker, two sequences that would
be challenging for a common tracker are presented. In all following figures,
the red rectangle is used to illustrate a successful object detection, a green
rectangle corresponds to the recognized occlusion or the change of object
appearance. The blue line shows the contour of the foreground layer includ-
ing the estimated companion. The thickness of the line is proportional to
the uncertainty in the layer segmentation. The complete sequences as well
as some other sequences can be watched on-line at the thesis companion
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Frame 1. Frame 251. Frame 255.
Frame 282. Frame 301. Frame 304.
Figure 4: Tracking card carried by the hand. The strong reflection in frame
251 or flipping the card later does not cause the Sputnik Tracker to fail.
Frame 1. Frame 82. Frame 112.
Frame 292. Frame 306. Frame 339.
Figure 5: Tracking a glass after being picked by a hand and put back later.
The glass moves with the hand which is recognized as companion which
enables tracking of the transparent object.
13
web page http://doiop.com/tracking-with-context1or downloaded as video
files from the same place.
The first sequence shows the tracking of an ID card, see Figure 4 for sev-
eral frames selected from the sequence. After initialization with the region
belonging to the card, the Sputnik Tracker learns that the card is accom-
panied by the hand. This prevents it from failing in the frame 251 where
the card reflects strong light source and its image is oversaturated. Any
tracker that looks only for the object itself would have a very hard time
at this moment. Similarly, the knowledge of the companion helps to keep
a successful tracking even when the card is flipped in the frame 255. The
appearance on the backside differs from the frontside. The tracker recog-
nizes this change and reports an occlusion. However, the rough position of
the card is still maintained with respect to the companion. When the card
is flipped back it is redetected in the frame 304.
Figure 5 shows tracking of a glass being picked by a hand in the frame
82. At this point, the tracker reports an occlusion that is caused by the
fingers and the hand is becoming a companion. This allows the tracking
of the glass while it is being carried around the view. Because of the glass
transparency, its appearance vary with the background, making it a very
difficult object to track without a companion. The glass is dropped back to
the table in the frame 292 and when the hand moves away it is recognized
back in the frame 306.
5 Tracking as a Semi-Supervised Learning and
Labeling Problem
The idea of tracking with a companion is further developed by reformulating
the problem. Instead of the image based model we propose to build a 3-D
(space-time) graph from the independently tracked feature points. Each
point in the graph gets assigned to an object, background or companion
class so that the energy of the Markov random field defined on the graph
is minimized.
As already mentioned in the introduction, the individual subjects, i.e.,
object, companion and background, can be distinguished by the difference
in their appearance and/or the difference in their motion in the video se-
quence. The appearance and the motion features naturally complement
each other. The Markov random field (MRF) is an elegant and conceptually
simple framework allowing to integrate the features of different modalities,
such as the appearance and the motion, in the model. It also allows to im-
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pose constraints on the subjects’ shapes and the temporal stability of the
subjects’ regions. Estimates and updates of the involved models are pos-
sible on-line, which is an important property, since the context cannot be
known in advance and the appearance of the object and/or the background
can evolve during tracking.
We show how to formulate the tracking as a labeling problem using
the MRF and describe the involved probabilistic models that enabled an
algorithm based on the simple MRF framework to successfully track objects
in the real sequences. We also demonstrate that the decision to use the MRF
in the tracking algorithm does not make it computationally infeasible and
that, with a careful selection of the involved probabilistic models and the
implementation design, it can perform close to real-time on an ordinary PC
that is common in the year 2013.
Results
Figure 6 shows tracking results of a mobile phone in 1359 frames long
sequence, in which the phone gets occluded several times, and exhibits
strong reflections on its shiny surface. The whole video with the results as
well as the additional sequences can be seen on the thesis companion web
page: http://doiop.com/tracking-with-context.1
In the figure, a green cross (×) depicts a point labeled as an object, red
cross (×): background, yellow circle (◦): companion, magenta circle (◦):
outlier moving with a foreground, and blue circle (◦): other outliers. The
textureless areas are not covered by feature points therefore appear void in
the presented images. If the object gets occluded, its expected position is
visualized by a green ellipse. There is no dynamics involved, the position
is estimated using the motion of the companion only.
The proposed tracker is able to recognize the object in the whole se-
quence. It even survives the long full occlusion spanning frames 1144 to
1187. This improves our previous results [c], where the track was lost at
this position due to the absence of the long-term appearance model, which
helps to overcome such a situation. With the previous approach, the only
way to overcome the long occlusions was to increase the size of the sliding
window in the time domain. With the long-term model, we have succeeded
tracking the object in the same sequence with only three frames long win-
dow as can be seen on the companion web page referenced above. Images
presented here were obtained with the fifty frames long window.
1This is a shortened URL, if it does not work, you may try the original URL: http://
cmp.felk.cvut.cz/∼cermal1/tracking-with-context.
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Frame 1. Frame 286.
Frame 784. Frame 1120.
Frame 1144. Frame 1167.
Frame 1190. Frame 1349.
Figure 6: Sample sequence, for the description see the text.
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6 Hierarchical Histogram Model
To model the appearance of subjects’s in the later of the two proposed
tracking algorithms a novel histogram like model has been proposed. It
is called the hierarchical histogram model (HHM) and is able to represent
the underlaying distribution with the similar quality as the frequently used
Gaussian mixture model but it surpasses it in the speed of parameters
estimation and the log-likelihood evaluation. Unlike traditional histograms,
the HHM compromises on the model size vs. the precision dilemma by
providing a fine probability density estimate in the areas largely supported
by the data and a coarse estimate in the areas having sparse data support.
7 Conclusions
We have shown that the context of an object, which has been mainly over-
looked by the state of the art approaches for a long time, plays the important
role in the object tracking. The explicit modeling and identification of the
context, which is represented by a companion in our work, can help the
tracker to overcome difficult situations while ignoring an actual presence of
the companion may even distract the tracker.
To demonstrate this, we have implemented the Sputnik Tracker, which
is outlined in Section 4, and presented a successful tracking in several chal-
lenging video sequences. The tracker is based on a novel template tracker
simultaneously evaluating foreground and background appearance cues. In
addition, it learns on-line which image regions accompany the object and
maintains an adaptive model of the companion appearance and its shape.
This makes it robust to situations that would be distractive to trackers fo-
cusing only on the object alone. It includes situations in which the object
is not directly observable.
A histogram-like model was suggested for the representation of multi-
dimensional distributions such as RGB colors of subjects in tracking and
segmentation tasks. Unlike the ordinary 3-D histogram it can be estimated
from the limited amount of training data without the need to reduce the
precision of the measured data. The proposed hierarchical histogram model
is able to represent the underlaying distribution with the similar quality as
the widely used Gaussian mixture model but it surpasses it in the speed of
parameters estimate and log-likelihood evaluation. This makes it a suitable
color model for the time critical tasks like the real-time tracking.
In the last part of the thesis, we have further developed the idea of
tracking with a companion. In addition, we have studied a possible way
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of integrating the motion features together with the appearance features,
which naturally complement each other. Including the motion features in
the subjects’ models extends the set of situations the tracker can handle to
situations, in which the object looks similarly to the background. It also
makes the tracker more robust to the variations in the subjects’ appearance.
We have suggested how to formulate the tracking task as a semi-super-
vised learning and labeling problem, in which the independently tracked
feature points are labeled to the three classes: the object, the background
and the companion. The proposed approach is based on the Markov ran-
dom fields, which allows an elegant integration of the appearance, motion
and shape features in a single objective function. The algorithm requires
a little user interaction – only the selection of the object points in the first
video frame – to automatically recognize the object, background and com-
panion points in the rest of the video sequence. This was demonstrated
on multiple challenging sequences that include the partial and full occlu-
sions, the appearance variations caused by the surface reflections or even
a camouflage.
Future Work
The semi-supervised learning and labeling problem can be generalized for
more classes, not just one object, its companion and the background. This
might involve scenes with a background composed of the multiple differently
moving regions or applications to the simultaneous tracking of multiple
objects. It would be also interesting to introduce a completely unsupervised
version that would not require any user interaction. The multiple object
and background regions would be recognized automatically based on their
distinct appearance and/or motion. This may by achieved by following the
ideas from [8].
It would be also interesting to see this algorithm operating in a real-time
as a whole. This task involves reimplementing all components that have not
yet been written in C++ into C++. As a part of this reimplementation,
some components might need to be simplified to allow smooth running on
the contemporary computer architecture. The real-time performance would
broaden the applicability of the proposed algorithm and would open new
questions that might be interesting for the future research.
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Resume´ in Czech
Dizertacˇn´ı pra´ce se zaby´va´ studiem kontextu objekt˚u v souvislosti se sle-
dova´n´ım objekt˚u ve videosekvenci. Kontext je v soucˇasny´ch sledovac´ıch
metoda´ch zrˇ´ıdkakdy vyuzˇ´ıva´n a pokud ano, tak veˇtsˇinou v souvislosti s de-
tekc´ı objekt˚u. V dizertacˇn´ı pra´ci uka´zˇeme, zˇe kontext mu˚zˇe by´t prˇ´ınosem
take´ pro sledovac´ı algoritmy
Navrhneme dva sledovac´ı algoritmy, ktere´ vyuzˇ´ıvaj´ı kontext ve sve´m rozho-
dova´n´ı. Oba algoritmy jsou schopne´ odhalit v obraze oblasti, ktere´ nejsou
soucˇa´st´ı objektu, nicme´neˇ jejich pohyb je s pohybem objektu silneˇ sva´za´n.
Tyto oblasti, nazy´vane´ souputn´ıky, jsou oba navrzˇene´ algoritmy schopne´
odhalit v pr˚ubeˇhu sledova´n´ı a tuto znalost pote´ vyuzˇ´ıt ke zlepsˇen´ı kvality
sledova´n´ı v obt´ızˇny´ch situac´ıch, naprˇ. kdyzˇ nen´ı sledovany´ objekt prˇ´ımo
viditelny´ nebo se jeho vzhled prudce meˇn´ı.
Prvn´ı algoritmus, nazvany´ Sputnik Tracker, je zalozˇeny´ na obrazovy´ch sˇa-
blona´ch. Algoritmus v pr˚ubeˇhu sledova´n´ı rozpozna´va´, ktere´ oblasti obrazu
reprezentuj´ı souputn´ıky, a zahrnuje je do sˇablony poprˇed´ı, ktera´ je pouzˇita
spolu s sˇablonou pozad´ı k robustn´ımu odhadu pozice objektu.
Druhy´ algoritmus vyuzˇ´ıva´ namı´sto obrazovy´ch sˇablon vy´znacˇny´ch bod˚u
detekovany´ch v obraze, ktere´ jsou odsledova´ny neza´visly´m sledovac´ım al-
goritmem. Sledova´n´ı je v tomto prˇ´ıpadeˇ formulova´no jako u´loha ucˇen´ı
a znacˇkova´n´ı s cˇa´stecˇneˇ oznacˇeny´mi daty, ve ktere´ jsou vy´znacˇne´ body
rozdeˇleny znacˇkova´n´ım do trˇech trˇ´ıd – objekt, pozad´ı a souputn´ık. Sle-
dovany´ objekt je potom reprezentova´n shlukem bod˚u, jimzˇ je prˇiˇrazena
trˇ´ıda objekt. Formulace u´lohy zalozˇena´ na Markovsky´ch na´hodny´ch pol´ıch
umozˇnˇuje soucˇasne´ vyuzˇit´ı vzhledu i pohybu jako prˇ´ıznak˚u slouzˇ´ıc´ıch k mo-
delova´n´ı subjekt˚u. Prˇida´n´ı pohybu do vyuzˇ´ıvany´ch model˚u umozˇnˇuje odliˇsit
objekty od pozad´ı, i kdyzˇ vypadaj´ı podobneˇ.
Model vzhledu pouzˇity´ ve druhe´m algoritmu je zalozˇen na nove´m hierar-
chicke´m histogramu, ktery´ mu˚zˇe by´t vyuzˇit i v jiny´ch u´loha´ch pocˇ´ıtacˇove´ho
videˇn´ı, jezˇ vyzˇaduj´ı modelova´n´ı barev. Vy´hodou navrzˇene´ho modelu je
oproti beˇzˇne´mu trˇ´ırozmeˇrne´mu histogramu mozˇnost odhadu jeho parametr˚u
z male´ho mnozˇstv´ı dat bez nutnosti sn´ızˇit jejich prˇesnost.
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