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Scattering problems from slightly perturbed periodic surfaces:
Part II. High order numerical method
Ruming Zhang∗
Abstract
In this paper, we develop a high order numerical method for the numerical solutions
of scattering problems with slightly perturbed periodic surfaces in two dimensional spaces.
Based on the regularity property introduced in Part I, the decaying rate of the incident
field could be transferred directly to the total field for small perturbations. Thus the finite
section method could reach a high accuracy rate. With the help of a modification of the
truncated problem, the problem is solved by a finite element method. The convergence of the
finite element method is proved and numerical examples have been carried out to show the
efficiency of the numerical scheme.
1 Introduction
Numerical simulations of scattering problems with rough surfaces are always challenging. The
unbounded domain always needs to be truncated, and the error caused by the truncation depends
greatly on the properties of the total fields. This paper considers a special family of rough surface
scattering problems, i.e., when the incident field satisfies certain conditions and the rough surface
is a slightly perturbation of a periodic one.
Generally speaking, the slightly perturbed periodic surfaces could be treated as rough surfaces
if the periodicities are ignored, thus there are some known method for the theoretical and numeri-
cal analysis of these problems. We refer to [CWZ96,CWRZ99,ZCW03,CWHP06] for the integral
equation method. An alternative way is to apply the variational method, see [CM05,CE10]. The
numerical methods for the rough surface scattering problems are always based on the decay-
ing property of the total field (see [MACK00,MC01] for the numerical solutions of the integral
equations and [CE10] for the finite section method). Due to the limited decaying rate, the finite
section method always converges slowly.
Until recent years, theoretical and numerical analysis based on the Floquet-Bloch transform
provide another way to deal with these problems. With the help of this method, a couple of
scattering problems with (locally perturbed) periodic background have been studied and effi-
cient numerical methods have been developed. We would like to mention [Coa12, HN16] for
the scattering problems from locally perturbed periodic media. With a domain transformation
technique, the Bloch transform was applied to the scattering problems with locally perturbed
periodic surfaces in [Lec17]. Based on that, numerical methods have been developed, for 2D
cases see [LZ17a,LZ17b] and for 3D cases see [LZ17c]. The method has also been extended to
globally perturbed problems, see [Zha18a, Zha18c]. On the other hand, a high order numerical
method has also been developed, see [Zha18b]. It was also shown that, the smoothness of the
∗Center for Industrial Mathematics, University of Bremen; rzhang@uni-bremen.de
1
Bloch transformed field with respect to the quasi-periodicity parameter depends on the incident
field, except for the square-root like singularities brought by the Dirichlet-to-Neumann map.
The paper [Zha18d] considers the scattering problems with globally perturbed periodic sur-
faces. It is proved that, when the incident field satisfies special conditions and the perturbation
of the periodic surface is small enough, the regularity of the Bloch transformed field with respect
to the quasi-periodicity parameter only depends on the incident field. This result provides a pos-
sibility to develop an efficient numerical method when the incident field is smooth enough. The
problem is modified into an equivalent one due to the singularity of the Dirichlet-to-Neumann
map, and the well-posedness of the new problem comes directly from the equivalence. The next
step is to truncate the term defined in the unbounded domain. A high order convergence rate
comes from the high regularity of the Bloch transformed field. Then a classical finite element
method is adopted, and the convergence is proved for the numerical method.
The rest of this paper is organized as follows. In Section 2, we briefly recall the mathematical
modal and well-posedness of the rough surface scattering problems, and the properties of the
Bloch transformed problems. The third section recalls the regularity result from [Zha18d]. In
the fourth section, we show the classic finite element method introduced in [LZ17b] and its
disadvantages. The fifth section shows the modified variational problems, with the help of change
of variables. In the sixth section, we apply the finite section method for the truncation of the
unbounded term, and estimate the error of the truncation. In the seventh section, we apply the
finite element method to the truncation of the modified variational problem. In the last section,
the numerical experiments are carried out to show the efficiency of the numerical scheme.
2 Scattering problems from slightly perturbed periodic surfaces
2.1 Mathematical model and well-posedness
In this section, the mathematical formulation of the scattering problems in two dimensional
spaces is presented. For details we refer to [CM05,CE10].
Figure 1: Red curve: periodic surface; black curve: slightly perturbed periodic surface.
Let ζ be a bounded function defined in R, and the surface Γ ⊂ R2 is defined by
Γ :=
{
x ∈ R2 : x2 = ζ(x1) where x1 ∈ R
}
.
The domain above the surface is defined by
Ω :=
{
x ∈ R2 : x2 > ζ(x1)
}
.
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Suppose H is a constant satisfies H > maxt∈R {ζ(t)}, then ΓH := R× {H} is a straight line lies
above Γ. Define the domain above Γ. Define the domain with finite height:
ΩH :=
{
x ∈ R2 : ζ(x1) < x2 < H
}
.
We consider the following equations in ΩH :
∆u+ k2u = 0 in ΩH ; (1)
u = 0 on Γ; (2)
∂u
∂xd
(x˜,H) = T+
[
u
∣∣
ΓH
]
+ f on ΓH , (3)
where T+ is the Dirichlet-to-Neumann map defined by
T+ϕ =
i
2π
∫
R
√
k2 − |ξ|seix1·ξϕ̂(ξ) dξ for ϕ = 1
2π
∫
R
eix1·ξϕ̂(ξ) dξ , (4)
and f is defined by
f :=
∂ui
∂x2
(x1,H)− T+
[
ui|ΓH
]
(5)
for the incident field ui that satisfies the Helmholtz equation in Ω.
The weak formulation for the scattering problem is, given any f in the weighted Sobolev
space H
−1/2
r (ΓH), to find a solution u ∈ H˜1r (ΩH) such that∫
ΩH
[∇u · ∇v − k2uv] dx − ∫
ΓH
T+ [u|ΓH ] v ds =
∫
ΓH
fv ds , (6)
for all v ∈ H˜1r (ΩH) with compact support in ΩH .
Remark 1. The tilde in H˜1r (ΩH) shows that the functions in this space belong to H
1
r (ΩH) and
satisfy homogeneous Dirichlet boundary condition on Γ. Similar notations are utilized for other
spaces, e.g., Hr0(WΛ∗ ; H˜
s
α(Ω
Λ
H)).
From [CE10], the unique solvability of the variational problem 6 has been proved in weighted
Sobolev spaces.
Theorem 2. If Γ is Lipschitz continuous, f ∈ H−1/2r (ΓH) for |r| < 1, then there is a unique
solution u ∈ H˜1r (ΩH) for the variational problem (6).
2.2 The Bloch transformed problem
In this subsection, we apply the Bloch transform to the scattering problems. Suppose Λ > 0 and
the surface ζ is Λ-periodic, and let the function ζp be a global perturbation of ζ. Let the surface
defined by ζp be denoted by Γp, and the domains Ω
p and ΩpH are defined in the same way.
Let Λ∗ := 2π/Λ, define the periodic cell and dual cell by
WΛ :=
(
−Λ
2
,
Λ
2
]
; WΛ∗ :=
(
−Λ
∗
2
,
Λ∗
2
]
=
(
−π
Λ
,
π
Λ
]
.
Now we can define ΓΛH and Ω
Λ
H , which are ΓH and ΩH restricted in one periodic cell WΛ×R, i.e.,
ΓΛH = ΓH ∩ [WΛ × R] , ΩΛH = ΩH ∩ [WΛ × R] .
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Let Θp be a diffeomorphism that maps Ω
p
H0
to ΩH0 for some ‖ζ‖∞ < H0 < H, and extend
Θp by identity in R × [H0,∞). Thus the support of Θp − I is contained in ΩH0 . Let the
transformed total field uT := u ◦ Θp, then by direct calculation, uT ∈ H˜1r (ΩH) satisfies the
following variational problem in the periodic domain ΩH∫
ΩH
[
Ap∇uT · ∇vT − k2cpuT vT
]
dx −
∫
ΓH
T+ [uT |ΓH ] vT ds =
∫
ΓH
fvT ds , (7)
for all vT := v ◦Θ ∈ H˜1(ΩH), where
Ap(x) := |det∇Θp(x)|
[
(∇Θp(x))−1 (∇Θp(x))−T
]
∈ L∞ (ΩH ,R2×2) ;
cp(x) := |det∇Θp(x)| ∈ L∞(ΩH).
Thus the supports of both Ap − I2 and cp − 1 are subsets of ΩH0 .
Apply the the Bloch transform to (7), we arrive at the variational problem for w = JΩHuT
with test function z = JΩHvT :∫
WΛ∗
aα(w(α, ·), z(α, ·)) dα + b(w, z) =
∫
WΛ∗
∫
ΓΛH
F (α, x)z(α, x) ds(x) dα , (8)
where
aα(w, z) :=
∫
ΩΛH
[∇w · ∇z − k2wz] dx − ∫
ΓΛH
T+α (w)z ds ,
b(w, z) =
∫
ΩH
[
(Ap − I2)∇(J −1ΩHw) · ∇
(
J −1ΩHz
)
− k2(cp − 1)(J −1ΩHw) ·
(
J−1ΩHz
)]
dx ,
=
∫
WΛ∗
∫
ΩΛH
[
JΩH
[
(Ap − I2)∇(J −1ΩHw) · ∇z − k2JΩH
[
(cp − 1)(J −1ΩHw)
]
z
]]
dx dα ,
F (α, x) = (JΓHf) (α, x).
Moreover, the operator T+α is the well-known α-quasi-periodic Dirichlet-to-Neumann operator
from H
1/2
α (ΓH) to H
−1/2
α (ΓH) defined by
T+α ϕ = i
∑
j∈Zd−1
√
k2 − |Λ∗j − α|2ϕ̂(j)ei(Λ∗j−α)·x˜ for ϕ =
∑
j∈Zd−1
ϕ̂(j)ei(Λ
∗j−α)·x˜.
The equivalence, well-posedness and regularity results are easily extended from locally per-
turbed cases (see [Lec17,LZ17b]), and the results have been proved in [Zha18a], and we list these
results in the following theorem.
Theorem 3 (Lemma 7, Theorem 8-10, [Zha18a]). Assume that f ∈ H−1/2r (ΓH) for r ∈ (0, 1)
and ζ, ζp are Lipschitz continuous functions.
1. u ∈ H˜1r (ΩH) satisfies (6) if and only if w = JΩHuT ∈ Hr0(WΛ∗ ; H˜1α(ΩΛH)) satisfies (8) with
F (α, ·) = JΩHf .
2. Given any F ∈ Hr0(WΛ∗ ;H−1/2α (ΓΛH)) for some r ∈ [0, 1), the variational problem (8) has a
unique solution in Hr0(WΛ∗ ; H˜
1
α(Ω
Λ
H)).
3. If f ∈ H1/2r (ΓH) and ζ ∈ C2,1(R), the solution w ∈ Hr0(WΛ∗ ; H˜2α(ΩΛH)).
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4. If r ∈ (1/2, 1), then the solution w ∈ Hr0(WΛ∗ ; H˜1α(ΩΛH)) equivalently satisfies for all α ∈
WΛ∗ and zα ∈ H˜1α(ΩΛH) such that
aα(w(α, ·), zα) + b(w(α, ·), zα) =
∫
ΓΛH
F (α, x)zα(x) ds (x). (9)
3 Regularity in Sobolev spaces
3.1 High order regularity
In this section, we conclude some regularity properties of the Bloch transformed scattering
problems from locally or globally perturbed periodic surfaces obtained in [Zha18d]. The result
from [CE10], only for |r| < 1, the decaying rate of the incident field could be transferred to the
total field. However, for some special cases, the result holds for r ≥ 1 (see [Zha18d]). In the follow-
ing, we will consider these special cases and list the known results obtained in [Zha18b,Zha18d].
For convenience, we define the discrete set that depends on k and Λ∗:
S := {α0 ∈WΛ∗ : ∃ j ∈ Z such that |Λ∗j − α0| = k}. (10)
It is a non-empty discrete set that has at most three points. From the analysis in [Zha18b], there
are two different kinds of wave numbers that correspond to two kinds of representations of S.
Define the real number k by
k := min{|Λ∗j − k| : j ∈ Z}, (11)
then 0 ≤ k ≤ Λ∗/2 and the points in S could be represented by k:
• Case 1, k = mΛ∗/2 for some m = 0, 1, then S = {k + Λ∗j : j ∈ Z} ∩WΛ∗ ;
• Case 2, k 6= mΛ∗/2 for any m = 0, 1, then S = {k + Λ∗j, −k + Λ∗j : j ∈ Z} ∩WΛ∗.
As was shown in [Zha18d], the points in S are critical, as the α-dependent quasi-periodic
Dirichlet-to-Neumann map T+α has a square-root like singularity in the neighbourhood of these
points.
In [Zha18d], when the right hand side belongs to a closed subspace of Hn0 (WΛ∗ ; H˜
1
α(Γ
Λ
H)) for
some n ∈ N, the regularity of the solutions of (8) with respect to α only depends on r.
-1 0 1
-1
-0.5
0
0.5
1
k=1.5
-1 0 1
-1
-0.5
0
0.5
1
k=sqrt(2)
Figure 2: Distribution of the set S for Λ = 2π. Left: k = 1.5; right: k = √2. WΛ∗ is the line
R× {0} between the black dotted lines.
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The first theorem considers Bloch transformed problem (8), when the perturbation of the
periodic is small enough. First, we introduce the space Hn00(WΛ∗ ;S; H˜1α(ΩΛH)) by the closure of
the set ϕ ∈ C∞(WΛ∗ × ΩΛH) : ∃δ > 0, s.t., ϕ(α, ·) = 0 for α ∈ ⋃
α0∈S
B(α0, δ) ∩WΛ∗
 (12)
with respect to the Hn0 (WΛ∗ ;H
s
α(Ω
Λ
H))-norm, where B(α0, δ) = (α0 − δ, α0 + δ).
Theorem 4 (Theorem 24, [Zha18d]). Suppose ζ, ζp are Lipschitz continuous functions. ζ is
Λ-periodic and ζp is a slight perturbation of ζ. If F ∈ Hn00(WΛ∗ ;S;H−1/2α (ΓΛH)) for some n ∈ N,
then w ∈ Hn0 (WΛ∗ ; H˜1α(ΩΛH)).
For simplicity, we adopt notations from [Zha18d]. From Riesz representation theorem, there
are operators A, Bp ∈ L(L2(WΛ∗ ; H˜1α(ΩΛH))) that satisfies
〈Aw, z〉 =
∫
WΛ∗
aα(w(α, ·), z(α, ·)) dα ; 〈Bpw, z〉 = b(w, z) (13)
for any w, z ∈ L2(WΛ∗ ; H˜1α(ΩΛH)), where 〈·, ·〉 is the inner product in the space L2(WΛ∗ ; H˜1α(ΩΛH)).
Use Riesz representation theorem again, there is a G ∈ Hn00(WΛ∗ ;S; H˜1α(ΩΛH)) such that∫
WΛ∗
∫
ΓΛH
F (α, x)z(α, x) dx dα = 〈G, z〉 . (14)
Theorem 24, [Zha18d], that A + Bp is invertible in Hn00(WΛ∗ ;S; H˜1α(ΩΛH)), and for any G ∈
Hn00(WΛ∗ ;S; H˜1α(ΩΛH)), (A+ Bp)−1G ∈ Hn0 (WΛ∗ ; H˜1α(ΩΛH)).
For a small enough ε > 0, let Xε be a smooth cut-off function satisfies
Xε(t) =

1, |t| < ε/2;
0, |t| > 1;
smooth, otherwise.
(15)
Define the modified Dirichlet-to-Neumann map T εα by
T εαϕ = i
∑
j∈Zd−1
Xε (k − |Λ∗j − α|)
√
k2 − |Λ∗j − α|2ϕ̂(j)ei(Λ∗j−α)·x˜ for ϕ =
∑
j∈Zd−1
ϕ̂(j)ei(Λ
∗j−α)·x˜.
(16)
Replace the term T+α in aα(w(α, ·), z(α, ·)) by T εα, then there is an operator Aε ∈
L(L2(WΛ∗ ; H˜1α(ΩΛH))) such that
〈Aεw, z〉 =
∫
WΛ∗
[∫
ΩΛH
(
∇w(α, ·) · ∇z(α, ·) − k2w(α, ·)z(α, ·)
)
dx
−
∫
ΓΛH
T εα(w(α, ·))z(α, ·) ds
]
dα .
(17)
Thus Aε is also a bounded linear operator in L(Hn0 (WΛ∗ ; H˜1α(ΩΛH))) for any n ∈ N. From [Zha18d]
it was proved that, for small enough ε > 0,
w = (A+ Bp)−1G = (Aε + Bp)−1G. (18)
From Theorem 3, the original problem (6) and the Bloch transformed problem (8) are equiv-
alent. Thus we can get the following result.
6
Theorem 5 (Theorem 25, [Zha18d]). Suppose ζ, ζp are Lipschitz continuous functions and ζ is
Λ-periodic. ζp is a slight perturbation of ζ. Given an incident field u
i ∈ H1n(ΩpH) for some n ∈ N.
If f , which is defined by (5), satisfies that (JΛHf) (α, ·) = 0 for α in a neighbourhood of S, then
there is a unique solution u ∈ H˜1n(ΩpH) for the variational problem (6).
For a special case, i.e., when ζ is a constant function, the period Λ could be chosen to be any
positive number. Let JΩH (Λ) be the Bloch transform defined with the period Λ, we have the
following result.
Corollary 6 (Corollary 26, [Zha18d]). Suppose there is an h0 ∈ R such that ‖ζp−h0‖W 1,∞(R) is
small enough. Given an incident field ui ∈ H1n(ΩpH) and define f by (3). Suppose there is a Λ > 0
such that (JΓH (Λ)f) ∈ Hn00(WΛ∗ ;S;H−1/2α (ΓΛH)), then there is a unique solution u ∈ H˜1n(ΩpH) for
the variational problem (6).
3.2 Continuous properties of solutions
Suppose W ⊂ R2 is any bounded domain and S(W ) is a Sobolev space of functions defined in
W , where S(W ) = Hm(W ) with m ∈ N is a fixed integer. Let I ⊂ R be any finite interval. Let
the space Hn(I;S(W )) be defined as
Hn(I;S(W )) :=
{
ϕ ∈ D′(I ×W ) :
∫
I
∥∥∥∥ ∂ℓ∂αℓϕ(α, ·)
∥∥∥∥
S(W )
dα
}
. (19)
Remark 7. In this paper, the space Hn0 (I;S(W )) the subsection that functions are periodic with
respect to the first variable, the norm is the same as that of Hn(I;S(W )). However, for spaces
Hn0 (I;Hsα(W )) or Hn0 (I;Hsg(t)(W )), the norms may be defined in different ways.
Then we can define the Cn(I;S(W )) norm for any n ∈ N by
‖ϕ‖Cn(I;S(W )) :=
n∑
j=0
[
sup
α∈I
∥∥∥∥∂jϕ(α, ·)∂αj
∥∥∥∥
S(W )
]
. (20)
Let the Ho¨lder coefficient with respect to α be
|ϕ|C0,γ (I;S(W )) := sup
α1 6=α2
‖ϕ(α1, ·) − ϕ(α1, ·)‖S(W )
|α1 − α2|γ . (21)
Then define the Cn,γ(I;S(W )) norm by
‖ϕ‖Cn,γ (I;S(W )) := ‖ϕ‖Cn(I;S(W )) +
∣∣∣∣ ∂n∂αnϕ(α, ·)
∣∣∣∣
C0,γ(I;S(W ))
(22)
The well-known Sobolev embedding theorem could easily be extended to the space
Hn0 (I;S(W )). First we recall a classical Minkowski integral inequality, see [ [HLP88], Theo-
rem 202].
Lemma 8. Suppose (S1, µ1) and (S2, µ2) are two measure spaces and F : S1 × S2 → R is
measuable. Then the following inequality holds for any p ≥ 1.[∫
S2
∣∣∣∣∫
S1
F (y, z) dµ 1(y)
∣∣∣∣p dµ 2(z)]1/p ≤ ∫
S1
(∫
S2
|F (y, z)|p dµ 2(z)
)1/p
dµ 1(y). (23)
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We describe the result for one dimensional subspace I.
Lemma 9. For any n ∈ N+ and m ∈ N, the following continuous embedding holds.
Hn(I;S(W )) ⊂ Cn−1,1/2(I;Hm(W )). (24)
Proof. We only need the proof for n = 1. First let m = 0. For any ϕ ∈ C∞(I ×WΛ) and periodic
with respect to α, let I = (a0, A1) then ϕ(a0, ·) = ϕ(A1, ·) in S(W ). Then
ϕ(α, x) = ϕ(a0, x) +
∫ α
a0
∂ϕ(α, x)
∂α
dα . (25)
For α1 < α2 belong to I,
ϕ(α2, x)− ϕ(α1, x) =
∫ α2
α1
∂ϕ(α, x)
∂α
dα . (26)
Then from Minkowski integral inequality described in Lemma 8,
‖ϕ(α2, ·) − ϕ(α1, ·)‖L2(S(W )) =
(∫
W
|ϕ(α2, x)− ϕ(α1, x)|2 dx
)1/2
=
(∫
W
∣∣∣∣∫ α2
α1
∂ϕ(α, x)
∂α
dα
∣∣∣∣2 dx
)1/2
≤
∫ α2
α1
(∫
W
∣∣∣∣∂ϕ(α, x)∂α
∣∣∣∣2 dx
)1/2
dα .
(27)
Use the Cauchy-Schwartz inequality,
‖ϕ(α2, ·) − ϕ(α1, ·)‖L2(S(W )) ≤
(∫ α2
α1
1 dα
)1/2(∫ α2
α1
∫
W
∣∣∣∣∂ϕ(α, x)∂α
∣∣∣∣2 dx dα
)1/2
≤ |α2 − α1|1/2
(∫
I
∫
W
∣∣∣∣∂ϕ(α, x)∂α
∣∣∣∣2 dx dα
)1/2
≤ |α2 − α1|1/2‖ϕ‖H1(I;L2(W )).
(28)
From the density of C∞(I ×W ) in H1(I;L2(W )), it is easy to obtain the inequality for ϕ ∈
H1(I;L2(W )). The case that m > 0 could be investigated in the same way. The proof is
finished.
Remark 10. More generalized Sobolev embedding results could also be extended, the basic idea
is similar to the proof here, i.e., to apply the Ho¨lder inequality and Minkowski integral inequality.
From Sobolev embedding theorem, the continuity of the solution is easily obtained.
Corollary 11. When ζp is a small enough perturbation of ζ and F ∈ Hn+100 (WΛ∗ ;S;H−1/2α (ΓΛH))
for some n ∈ N, then the unique solution w ∈ Cn,1/20 (WΛ∗ ; H˜1α(ΩΛH)).
4 Classical numerical method and its disadvantages
In this section, we recall the numerical scheme introduced in [LZ17b] by Lechleiter & Zhang and
show that this method fails for higher regularity problems.
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4.1 Interpolation of the quasi-periodic parameter
Let the interval I = (A0, A1) be divided uniformly into N subintervals. Let the grid points be
α
(j)
N = A0 +
A1 −A0
N
j for j = 1, 2, . . . , N. (29)
The basis
{
ψ
(j)
N
}N
j=1
are defined as
ψ
(j)
N =
1
N
N/2∑
ℓ=−N/2+1
exp
(
iℓ
[
t− α(j)N
] 2π
A1 −A0
)
, j = 1, 2, . . . , N. (30)
It is obvious that the basic functions satisfies the following properties.
• ϕj2N = δj,j′, where δj,j = 1, otherwise δj,j′ = 0.
• The functions
{
ψ
(j)
2N
}2N
j=1
are orthogonal. Moreover,
∫
WΛ∗
ψ
(j)
N (t)ψ
(j′)
N (t) dt =
A1 −A0
N
δj,j′. (31)
We consider the interpolation of a function ϕ ∈ Cn,γ0 (I;S(W )) where 0 < γ < 1 and m ∈ N
with the basis
{
ψ
(j)
N
}N
j=1
. Then the interpolation of ϕ is represented by the basis in the form of:
ϕN (α, x) :=
N/2∑
j=−N/2+1
ψ
(j)
N (α)ϕ
(
α
(j)
N , x
)
. (32)
To investigate the error estimation of the interpolation, we have to consider the Fourier coefficients
first.
Lemma 12. Suppose ϕ ∈ Cn,γ0 (I;S(W )). Let v have the Fourier series with respect to α
ϕ(α, x) =
∑
j∈Z
ϕ̂j(x) exp
(
ijα
2π
A1 −A0
)
, (33)
where ϕ̂j ∈ S(W ). Moreover, for any j ∈ Z \ {0},
‖ϕ̂j‖S(W ) ≤ C
∣∣∣∣A1 −A02πj
∣∣∣∣n+γ ‖ϕ‖Cn,γ0 (I;L2(W )) . (34)
Proof. First consider m = 0. As ϕ ∈ Cn,γ0 (I;L2(W )),
‖ϕ‖Cn,γ0 (I;L2(W )) =
n∑
j=0
[
sup
α∈I
∥∥∥∥∂jϕ(α, ·)∂αj
∥∥∥∥
L2(W )
]
+ sup
α1 6=α2
‖∂nαϕ(α1, ·)− ∂nαϕ(α1, ·)‖L2(W )
|α1 − α2|γ <∞.
(35)
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Then by integration by parts, for j 6= 0,
ϕ̂j(x) =
1
A1 −A0
∫
I
ϕ(α, x)e
−ijα 2π
A1−A0 dα
=
(A1 −A0)n−1
(2iπj)n
∫
I
∂n
∂αn
ϕ(α, x)e
−ijα 2π
A1−A0 dα .
(36)
From the periodicity,
ϕ̂j(x) =
(A1 −A0)n−1
(2iπj)n
∫
I
∂n
∂αn
ϕ
(
α+
A1 −A0
2j
, x
)
e
−ij
(
α+
A1−A0
2j
)
2π
A1−A0 dα
= −(A1 −A0)
n−1
(2iπj)n
∫
I
∂n
∂αn
ϕ
(
α+
A1 −A0
2j
, x
)
e
−ijα 2π
A1−A0 dα .
(37)
Take the average of these two expressions,
ϕ̂j(x) =
(A1 −A0)n−1
2(2iπj)n
∫
I
[
∂n
∂αn
ϕ(α, x) − ∂
n
∂αn
ϕ
(
α+
A1 −A0
2j
, x
)]
e
−ijα 2π
A1−A0 dα . (38)
Then by the Minkowski inequality in Lemma 8,
‖ϕ̂j‖L2(W )
=
|A1 −A0|n−1
2(2πj)n
[∫
W
∣∣∣∣∫
I
[
∂n
∂αn
ϕ(α, x) − ∂
n
∂αn
ϕ
(
α+
A1 −A0
2j
, x
)]
e
−ijα 2π
A1−A0 dα
∣∣∣∣2 dx
]1/2
≤|A1 −A0|
n−1
2(2πj)n
∫
I
(∫
W
∥∥∥∥ ∂n∂αnϕ(α, x) − ∂n∂αnϕ
(
α+
A1 −A0
2j
, x
)∥∥∥∥2 dx
)1/2
dα
≤|A1 −A0|
n−1
2(2πj)n
∫
I
∥∥∥∥ ∂n∂αnϕ(α, ·) − ∂n∂αnϕ
(
α+
A1 −A0
2j
, ·
)∥∥∥∥
L2(W )
dα
≤|A1 −A0|
n−1
2(2πj)n
∣∣∣∣A1 −A02j
∣∣∣∣γ ‖∂nαϕ‖C0,γ0 (I;L2(W ))
≤C
∣∣∣∣A1 −A02πj
∣∣∣∣n+γ ‖ϕ‖Cn,γ0 (I;L2(W )) .
(39)
The case that m ≥ 1 could be proved in the same way. The proof is finished.
From similar proof of Theorem 27 in [Zha18b], the error estimate of the interpolation of ϕ is
estimated.
Theorem 13. For ϕ ∈ Cn,γ0 (I;S(W )) for some n ∈ N and γ ∈ (0, 1), the difference between ϕ
and ϕN is bounded by
‖ϕ− ϕN‖L2(I;Hm(W )) ≤ CN−n+γ−1/2‖ϕ‖Cn,γ0 (I;Hm(W )), (40)
where C is a positive constant that does not depend on N .
Proof. First consider m = 0. From the definition, ϕN is the projection of v into the subspace
span
{
cn(x)e
in 2π
A1−A0 : n = −N/2 + 1, . . . , N/2, cn ∈ L2(W )
}
, then
ϕN (α, x) =
N/2∑
j=−N/2+1
ϕ̂j(x)e
ijα 2π
A1−A0 . (41)
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Thus the error between ϕ and ϕN is bounded by
‖ϕ− ϕN‖2L2(I;L2(W )) =
∫
I
∫
W
|ϕ− ϕN |2 dx dα
=
∫
I
∫
W
∣∣∣∣∣∣
∑
j∈Z\[−N/2+1,N/2]
ϕ̂j(x)e
ijα 2π
A1−A0
∣∣∣∣∣∣
2
dx dα
≤ (A1 −A0)
∑
j∈Z\[−N/2+1,N/2]
‖ϕ̂j‖2L2(W ) .
(42)
With the results in Lemma 12,
‖ϕ− ϕN‖2L2(I;L2(W )) ≤ (A1 −A0)
∑
j∈Z\[−N/2+1,N/2]
∣∣∣∣A1 −A02πj
∣∣∣∣2n+2γ ‖ϕ‖2Cn,γ0 (I;L2(W ))
≤ C
∣∣∣∣A1 −A02πj
∣∣∣∣2n+2γ−1 ‖ϕ‖2Cn,γ0 (I;L2(W )) .
(43)
The case that m = 0 is proved. The case that m ∈ N could be proved in the similar way, thus is
omitted here. The proof is finished.
4.2 Error estimation
Let I =WΛ∗ andW = ΩΛH . For the domain ΩΛH , letMh be a family of regular and quasi-uniform
meshes with the mesh width h ≤ h0 for some small enough h0 > 0. We can easily construct the
periodic basis functions
{
ϕ
(ℓ)
M
}M
ℓ=1
that are piecewise linear, globally continuous and vanishes on
ΓΛ. Let Vh := span
{
ϕ
(1)
M , . . . , ϕ
(M)
M
}
, then V˜h ⊂ H˜10 (ΩΛH). A classical error estimate shows that
for v ∈ H2(ΩΛH) (see [SS07]),
inf
vh∈Vh
‖v − vh‖H1(ΩΛH ) ≤ Ch‖w‖H2(ΩΛH ). (44)
With these basic functions, we can define the finite element space X˜N,h by
X˜N,h =
vN,h(α, x) = e−iαx1
N∑
j=1
M∑
ℓ=1
v
(j,ℓ)
N,h ψ
(j)
N (α)ϕ
(ℓ)
M (x) : v
(j,ℓ)
N,h ∈ C
 ⊂ L2(WΛ∗ ; H˜1α(ΩΛH)).
(45)
Together with the result in Theorem 13 and the classical error estimate (44), we could obtain
the approximation of function ϕ ∈ Cn,γ0 (I;Hm(S)), i.e.,
inf
ϕN,h∈X˜N,h
‖ϕ− ϕN,h‖L2(WΛ∗ ;H˜1α(ΩΛH )) ≤ C(N
−n−γ+1/2 + h)‖ϕ‖Cn,γ0 (WΛ∗ ;H2α(ΩΛH )). (46)
Then we seek for a finite element solution wN,h ∈ X˜N,h to the problem∫
WΛ∗
aα(wN,h(α, ·), zN,h(α, ·)) dα + b(wN,h, vN,h) =
∫
WΛ∗
∫
ΓαH
F (α, ·)vN,h(α, ·) ds dα (47)
for any vN,h ∈ X˜N,h. We do not go to details of the representation of the finite dimensional
problem, for this is very complicated but not important for this paper. Following the proof of
Theorem 9 in [LZ17b], we can prove the high order convergence for the finite element method.
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Corollary 14. Suppose ζ, ζp ∈ C2,1(R) and ‖ζp − ζ‖W 1,∞(R) is small enough. For any F ∈
Hn+100 (WΛ∗;S;H1/2α (ΓΛH)) with n ∈ N, there is a unique solution wN,h to the finite dimensional
problem (47) when N ≥ N0 is large enough and 0 < h < h0 is small enough. Moreover, the
solution satisfies
‖wN,h − w‖L2(WΛ∗ ;Hℓ(ΩΛH )) ≤ Ch
1−ℓ(N−r + h)‖F‖
C
n,1/2
0 (WΛ∗ ;H
1/2
α (Γ
Λ
H ))
, ℓ = 0, 1. (48)
Proof. As ζ, ζp ∈ C2,1(R) and ζp is a small enough perturbation of ζ, for any F ∈
Hn+100 (WΛ∗;S;H1/2α (ΓΛH)), the unique solution w ∈ Hn+10 (WΛ∗ ; H˜2α(ΩΛH)). From Lemma 9,
w ∈ Cn,1/20 (WΛ∗ ; H˜2α(ΩΛH)). Thus the inequality (46) becomes
inf
wN,h∈X˜N,h
‖w − wN,h‖L2(WΛ∗ ;H˜1(ΩΛH )) ≤ C(N
−n + h)‖w‖H2(ΩΛH ). (49)
Then the proof is carried out following the proof of Theorem 9, [LZ17b]. The proof is finished.
4.3 Comments on the numerical method
It seems that the numerical method introduced in this section is good enough, especially for large
n’s. However, when applying this classical finite element method to the numerical scheme, the
decaying rate of the relative errors is not as fast as expected. As far as we can see, there are two
possible reasons for this phenomenon.
The first reason lies in the approximation of the Dirichlet-to-Neumann map. As the Dirichlet-
to-Neumann map is defined as an infinite series, an approximation by finite series is always
necessary for numerical schemes. SupposeM ∈ N is a large enough positive integer, let the finite
approximation be
TMα ϕ := i
M∑
j=−M
√
k2 − |Λ∗j − α|2ϕ̂(α, j)ei(Λ∗j−α)x1 for ϕ =
M∑
j=−M
ϕ̂(α, j)ei(Λ
∗j−α)x1 . (50)
From the Λ∗-periodicity of ϕ(α, ·), we have∑
j∈Z
ϕ̂(−Λ∗/2, j)eiΛ∗(j+1/2)x1 =
∑
j∈Z
ϕ̂(Λ∗/2, j)eiΛ
∗(j−1/2)x1 , (51)
thus
ϕ̂(−Λ∗/2, j − 1) = ϕ̂(Λ∗/2, j). (52)
Then
(
TMα ϕ
)
(Λ∗/2, x) = i
M∑
j=−M
√
k2 − |Λ∗(j − 1/2)|2 ϕ̂(Λ∗/2, j)eiΛ∗(j−1/2)x1
= i
M∑
j=−M
√
k2 − |Λ∗(j − 1/2)|2 ϕ̂(−Λ∗/2, j − 1)eiΛ∗(j−1/2)x1
= i
M−1∑
j=−M−1
√
k2 − |Λ∗(j + 1/2)|2 ϕ̂(−Λ, j)ei(Λ∗(j+1/2)x1 .
(53)
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Thus when ϕ is Λ∗−periodic with respect to α, the function Tαϕ fails to be periodic. Thus the
periodicity of the solution w with respect to α is not guaranteed, the error estimate in Theorem
14 fails.
Another problems may occur in the neighbourhood of the points in S. From (18), the solution
w = (A + Bp)−1G = (Aε + Bp)−1G. To guarantee the equivalence, from the requirement of the
perturbation theory, the parameter ε > 0 should be sufficiently small. In this case, the derivative
of the cutoff function Xε could reach O(ε−1), which becomes very large if ε → 0+. Thus large
oscillations are expect when α lies in the neighborhood of any point in S. Although the solution
w may reach a high regularity with respect to α, the numerical scheme may result in a bad
behavior of relative errors due to the oscillation. A numerical technique is highly demanded for
the discretization of functions with large oscillations.
With these two disadvantages, we apply the method in [Zha18b] to modify the original vari-
ational problem (8) in the following section.
5 Modified variational problem
Due the two possible problems we have explained in the last section, we modify the variational
problem (8) in order to deal with the high oscillation problems. We adopt the method introduced
in [Zha18b] to replace the quasi-periodicity parameter α by a monotonic function.
For simplicity, we redefine the interval by WΛ∗ := (−k,Λ∗ − k], then S has the following
representations
• Case 1, k = mΛ∗/2 for some m = 0, 1, S = {−k,Λ∗ − k};
• Case 2, k 6= mΛ∗/2 for any m = 0, 1, S = {−k, k,Λ∗ − k}.
From the periodicity of α, the inverse Bloch transform still has the representation as in Theorem
27 with the replaced WΛ∗ .
Let the g be defined in WΛ∗ and it satisfies the conditions in the following assumption.
Assumption 15. For any n ∈ N, suppose g satisfies the following conditions:
• g is monotonically increasing.
• g ∈ Cn+1(WΛ∗) and g ∈ C∞(WΛ∗ \ S). Thus g′ ∈ Cn(WΛ∗) ∩W n+1,∞(WΛ∗).
• g′(t) > 0 for t ∈WΛ∗ \ S. Thus the inverse function of g exists in WΛ∗ \ S.
• For any α0 ∈ S, g(α0) = α0. Moreover, there is a small enough ε > 0 such that
g(t) = α0 +O
(|t− α0|n+2) as t→ α0. (54)
If g satisfies Assumption 15, g′ ∈ Cn(WΛ∗) and g′(t) = α0 + O
(|t− α0|n+1) as t → α0. For
example, for k = 1, 1.2, the function g have the graphs in Figure 3. For the construction of
function g with any natural number n, we refer to the Appendix.
Define the operator T by
T ϕ(t, ·) = ϕ(g(t), ·)g′(t). (55)
Then we can define the space of the image of T with domain L2(WΛ∗ ;Hsα(ΩΛH)) by
L2(WΛ∗ ;H
s
g(t)(Ω
Λ
H)) :=
{
ψ = T ϕ : ϕ ∈ L2(WΛ∗ ;Hsα(ΩΛH))
}
(56)
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Figure 3: Examples of function g, with Λ = 2π, i.e., Λ∗ = 1. (a): k = 1; (b): k = 1.2.
equipped with the norm
‖ψ‖2
L2(WΛ∗ ;H
s
g(t)
(ΩΛH ))
:=
∫
WΛ∗
‖ψ(t, ·)‖2
Hs
g(t)
(ΩΛH )
[
g′(t)
]−1
dt . (57)
It is easy to check that
‖T ϕ‖L2(WΛ∗ ;Hsg(t)(ΩΛH )) = ‖ϕ‖L2(WΛ∗ ;Hsα(ΩΛH )), (58)
which means that the two function spaces are isometrically isomorphic and T is an isomporphism
with norm equals to 1. The space L2(WΛ∗ ;H
s
g(t)(Γ
Λ
H)) is defined in the same way. The inner
product of L2(WΛ∗ ;H
s
g(t)(Ω
Λ
H)) is defined by
〈ϕ,ψ〉L2(WΛ∗ ;Hsg(t)(ΩΛH )) =
∫
WΛ∗
〈ϕ(t, ·), ψ(t, ·)〉Hs
g(t)
(ΩΛH )
[
g′(t)
]−1
dt . (59)
In this section, all the inner product denoted by 〈·, ·〉 is with respect to L2(WΛ∗ ;Hsg(t)(ΩΛH)). We
can extend the definition of the L2−space to the Hr−spaces for r ∈ R.
Let α := g(t) and w˜(t, ·) := T w ∈ L2(WΛ∗ ;S; H˜1g(t)(ΩΛH)). Then w˜(t, ·) satisfies the variational
problem for any smooth test function z˜(t, ·) = T z defined in WΛ∗ ×ΩΛH :
a˜(w˜, z˜) + b˜(w˜, z˜) =
〈
F˜ , z˜
〉
L2(WΛ∗ ;H
−1/2
g(t)
(ΓΛH ))
where F˜ (t, ·) = T F = F (g(t), ·)g′(t), (60)
or equivalently
a˜(w˜, z˜) + b˜(w˜, z˜) =
〈
G˜, z
〉
where G˜(t, ·) = G(g(t), ·)g′(t), (61)
where
a˜(w˜, z˜) =
∫
WΛ∗
ag(t)(w˜(t, ·), z˜(t, ·))
[
g′(t)
]−1
dt ; (62)
b˜(w˜, z˜) =
∫
ΩH
[
(Ap − I2)∇
(
J˜ −1ΩH w˜
)
· ∇
(
J˜ −1ΩH z˜
)
− k2(cp − 1)
(
J˜−1ΩH w˜
)
·
(
J˜ −1ΩH z˜
)]
dx
=
∫
WΛ∗
∫
ΩΛH
[
J˜ΩH
[
(Ap − I2)∇
(
J˜−1ΩH w˜
)]
· ∇z˜ − k2J˜ΩH
[
(cp − 1)
(
J˜ −1ΩH w˜
)]
z˜
]
dx dt ,
(63)
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and 〈·, ·〉 is the inner product defined in L2(WΛ∗ ; H˜1α(ΩΛH)). The modified Bloch transforms J˜−1ΩH
and its inverse J˜ −1ΩH is defined as(
J˜ΩHϕ
)
(t, ·) = (JΩHϕ) (g(t), ·); (64)(
J˜−1ΩH ψ˜
)(
x+
(
Λj
0
))
= CΛ
∫
WΛ∗
ψ˜(t, x)eig(t)Λj dt . (65)
The property of J˜−1ΩH ,N could be easily obtained as a corollary of Theorem 27, by simply
changing variables α = g(t).
Corollary 16. The operator J˜−1ΩH is bounded from Hn
′
0 (WΛ∗ ;H
s
g(t)(Ω
Λ
H)) to H
s
n′(ΩH) for any
n′ ∈ N such that n′ ≤ n and s ∈ R.
The equivalence between (8) and (61) is easily proved.
Lemma 17. Suppose ζ, ζp are Lipschitz continuous functions. w ∈ Hn+10 (WΛ∗; H˜1α(ΩΛH)) is the
solution of (8) given any F ∈ Hn+10 (WΛ∗ ;H−1/2α (ΓΛH)) for some n ∈ N if and only if T w ∈
Hn+10 (WΛ∗; H˜
1
g(t)(Ω
Λ
H)) is the solution of (61) with F˜ = T F ∈ Hn+10 (WΛ∗ ; H˜1g(t)(ΩΛH)).
Thus we could obtain the following result as a corollary of Theorem 3.
Theorem 18. Suppose ζ, ζp are Lipschitz continuous functions. Then given any F˜ ∈
Hn+10 (WΛ∗;H
−1/2
g(t) (Γ
Λ
H)), the problem (61) is uniquely solvable in H
n+1
0 (WΛ∗ ;H
−1/2
g(t) (Γ
Λ
H)). More-
over, if ζ, ζp ∈ C2,1(R) and F˜ ∈ Hn+10 (WΛ∗ ;H1/2g(t)(ΓΛH)), the solution belongs to the space
Hn+10 (WΛ∗; H˜
2
g(t)(Γ
Λ
H)).
When F ∈ Hn+100 (WΛ∗ ;S;H−1/2α (ΓΛH)) and the perturbation ζp−ζ is small enough, the solution
of (61) also belongs to a Ho¨lder space with respect to α.
Theorem 19. Suppose ζ, ζp satisfy the conditions of Theorem 4. Given F˜ = T F for any F ∈
Hn+100 (WΛ∗;S;H−1/2α (ΓΛH)) where n ∈ N, then the unique solution w˜ ∈ Cn,1/20 (WΛ∗ ; H˜1g(t)(ΩΛH)).
Proof. Let w ∈ Hn+10 (WΛ∗ ; H˜1α(ΩΛH)) be the unique solution of (8) for some F ∈
Hr00(WΛ∗ ;S;H−1/2α (ΓΛH)). Then the unique solution w ∈ Hn+10 (WΛ∗ ; H˜1α(ΩΛH)). From Sobolev
embedding proved in Lemma 9, Hn+10 (WΛ∗ ; H˜
1
α(Ω
Λ
H)) ⊂ Cn,1/20 (WΛ∗ ; H˜1α(ΩΛH)), thus w ∈
C
n,1/2
0 (WΛ∗ ; H˜
1
α(Ω
Λ
H)). As g ∈ Cn+10 (WΛ∗), the composition w(g(t), ·) ∈ Cn,1/20 (WΛ∗ ; H˜1g(t)(ΩΛH)).
Moreover, there is a constant C > 0 that does not depend on F such that
‖w˜‖
C
n,1/2
0 (WΛ∗ ;H˜
1
α(Ω
Λ
H ))
≤ C‖F‖
Hn+100 (WΛ∗ ;S;H
−1/2
α (Γ
Λ
H ))
. (66)
The proof is finished.
We conclude the above results as follows.
Theorem 20. Suppose the following conditions are satisfied:
• ζ, ζp ∈ C2,1(R) and ‖ζp − ζ‖W 1,∞(R) is small enough.
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• F ∈ Hn+100 (WΛ∗ ;S;H1/2α (ΓΛH)) and F˜ = T˜ F .
• g satisfies Assumption 15 for n ∈ N.
Then there is a unique solution w˜ ∈ Hn+10 (WΛ∗ ; H˜2g(t)(ΩΛH)). Moreover, the unique solution
w˜ ∈ Cn,1/20 (WΛ∗ ; H˜2α(ΩΛH)).
We could return to the two problems we have mentioned in Section 4.3. The first is the
truncated Dirichlet-to-Neumann map. Define TMg(t) by
TMg(t)ϕ˜ := i
M∑
j=−M
√
k2 − |Λ∗j − g(t)|2ϕ˜(g(t), j)ei(Λ∗j−g(t))x1g′(t) (67)
for ϕ˜ = ϕ(g(t), ·)g′(t). As g′(−k,Λ∗ − k) = 0, no matter which positive integer M is chosen, for
any ϕ˜,
TMg(t)ϕ˜(t, ·)
∣∣∣
t=−k
= TMg(t)ϕ˜(t, ·)
∣∣∣
t=Λ∗−k
. (68)
Thus the periodicity of TMg(t)ϕ is guaranteed.
The second problem is the high oscillation of the derivative of w(α, ·) for α in the neighbour-
hood of S.
∂w˜(t, x)
∂t
=
∂w(g(t), ·)
∂α
[
g′(t)
]2
+ w(g(t), ·)g′′(t). (69)
From g(t) = α0+O(|t−α0|n+2), g′(t) = O(|t−α0|n+1) at the points of S. As g′(t) tends to 0 as
t → α0 for any α0 ∈ S, ∂w˜(t,·)∂t also tends to 0. This implies that the value of the derivative will
not be very large in the neighbourhood of α0, thus it is reasonable that the oscillation will not
be too large. So it is possible that the numerical method based on the modified problems will
possess a good performance.
6 The finite section method
For numerical simulations in unbounded domains, a cutoff technique is always highly demanded.
For rough surface scattering problem, the finite section method (see [CE10]) was discussed. The
convergence of the finite section method depends on the decay index r for the incident field. In
this section, we apply the finite section method to the original variational problem (8) and develop
higher convergence rate for the special cases, then with the help of the change of variables, to
extend the finite section method to (61).
For any L ∈ N large enough, define the finite domain by
ΩL,ΛH :=
L⋃
j=−L+1
[
ΩΛH +
(
Λj
0
) ]
. (70)
Define the cutoffed functions
ALp (x) :=
{
Ap(x), if x ∈ ΩL,ΛH ;
I2, otherwise;
, cLp (x) :=
{
cp(x), if x ∈ ΩL,ΛH ;
1, otherwise.
(71)
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Thus both of the functions ALp − I2 and cLp − 1 are compactly supported in the bounded domain
ΩL,ΛH . Replace Ap and cp by A
L
p and c
L
p in (8), the only term to be changed is b(w, z), denoted
by bL(w, z). In this case, this term becomes
bL(w, z) =
∫
ΩH
[
(ALp − I2)∇(J −1ΩHw) · ∇
(
J−1ΩHz
)
− k2(cLp − 1)(J −1ΩHw) ·
(
J−1ΩHz
)]
dx
=
∫
ΩL,ΛH
[
(Ap − I2)∇(J −1ΩHw) · ∇
(
J −1ΩHz
)
− k2(cp − 1)(J −1ΩHw) ·
(
J−1ΩHz
)]
dx .
(72)
Apply the property of the Bloch transform, i.e., it commutes with the gradient operator and
J −1ΩH = J ∗ΩH ,
bL(w, z) =
∫
WΛ∗
∫
ΩΛH
JΩH
(
(ALp − I2)∇
(
J−1ΩHw
))
· ∇z dx dα
− k2
∫
WΛ∗
∫
ΩΛH
JΩH
(
(cLp − 1)
(
J−1ΩHw
))
· z dx dα .
(73)
From similar analysis of b(w, z) in [Zha18d], bL(w, z) is a bounded linear operator in
Hn0 (WΛ∗ ; H˜
1
α(Ω
Λ
H)) × H−n0 (WΛ∗ ; H˜1α(ΩΛH)). The estimate between b and bL is described in the
following lemma.
Lemma 21. When L is large enough, for any w ∈ Hn0 (WΛ∗ ; H˜1α(ΩΛH)) and z ∈ L2(WΛ∗ ; H˜1α(ΩΛH)),
there is a constant C > 0 that does not depend on L such that∣∣bL(w, z) − b(w, z)∣∣ ≤ C|LΛ|−n‖w‖
Hn0 (WΛ∗ ;H˜
1
α(Ω
Λ
H ))
‖z‖
L2(WΛ∗ ;H˜
1
α(Ω
Λ
H ))
. (74)
Proof. First, let w, z ∈ C∞(WΛ∗ × ΩΛH) that are periodic in α and α-quasi-periodic in x and
vanishes on WΛ∗ × ΓΛ. Then w ∈ Hn0 (WΛ∗ ;L2(ΩΛH)), thus J −1ΩHw ∈ H0r (ΩH), i.e.,∥∥∥J−1ΩHw∥∥∥2H0r (ΩH ) =
∫
ΩH
(1 + |x|2)n
∣∣∣J−1ΩHw∣∣∣2 dx <∞. (75)
The difference between bL·, ·) and b(·, ·) has the following representation
bL(w, z)−b(w, z) =
∫
ΩH\Ω
L,Λ
H
[
JΩH
(
(Ap − I2)∇(J −1ΩHw)
)
·∇z−k2JΩH
(
(cp − 1)(J −1ΩHw)
)
·z
]
dx .
(76)
Take the second term as an example.∥∥∥(cp − 1)(J −1ΩHw)∥∥∥2L2(ΩH\ΩL,ΛH ) ≤C
∥∥∥J−1ΩHw∥∥∥2L2(ΩH\ΩL,ΛH ) = C
∫
ΩH\Ω
L,Λ
H
∣∣∣J−1ΩHw∣∣∣2 dx
≤C sup
x∈ΩH\Ω
L,Λ
H
(1 + |x|2)−n
∫
ΩH\Ω
L,Λ
H
(1 + |x|2)n
∣∣∣J −1ΩHw∣∣∣2 dx
≤C|LΛ|−2n
∥∥∥J −1ΩHw∥∥∥2H0r (ΩH ) ≤ C|NΛ|−2n‖w‖2Hn0 (WΛ∗ ;L2(ΩΛH )).
(77)
Thus∣∣∣∣∣
∫
ΩH\Ω
L,Λ
H
JΩH
(
(cp − 1)(J −1ΩHw)
)
· z dx
∣∣∣∣∣ ≤ C|LΛ|−n‖w‖Hn0 (WΛ∗ ;L2(ΩΛH ))‖z‖L2(WΛ∗ ;L2(ΩΛH )). (78)
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From similar argument, we can also estimate the first term, i.e.,∣∣∣JΩH ((Ap − I2)∇(J −1ΩHw)) · ∇z∣∣∣ ≤ C|LΛ|−n‖w‖Hn0 (WΛ∗ ;L2(ΩΛH ))‖z‖L2(WΛ∗ ;L2(ΩΛH )). (79)
Thus ∣∣bL(w, z) − b(w, z)∣∣ ≤ C|LΛ|−n‖w‖Hn0 (WΛ∗ ;L2(ΩΛH ))‖z‖L2(WΛ∗ ;L2(ΩΛH )). (80)
From the denseness of C∞(WΛ∗ × ΩΛH), the result could be easily extended to w ∈
Hn0 (WΛ∗ ; H˜
1
α(Ω
Λ
H)) and z ∈ L2(WΛ∗ ; H˜1α(ΩΛH)). The proof is finished.
We introduce the new variational problem, i.e., to find a wL ∈ Hn0 (WΛ∗ ; H˜1α(ΩΛH)) such that∫
WΛ∗
aα(w
L(α, ·), z(α, ·)) dα + bL(wL, z) =
∫
WΛ∗
∫
ΓΛH
F (α, x)z(α, x) ds dα . (81)
Theorem 22. Suppose ζ, ζp satisfy conditions in Theorem 4. When L ∈ N is large enough,
given an F ∈ Hn00(WΛ∗ ;S;H−1/2α (ΓΛH)), there is a unique wL ∈ Hn0 (WΛ∗ ; H˜1α(ΩΛH)) satisfies (81).
Moreover, there is a C > 0 that does not depend on L such that.
‖wL − w‖L2(WΛ∗ ;H˜1α(ΩΛH )) ≤ C|LΛ|
−n‖w‖Hn0 (WΛ∗ ;H˜1α(ΩΛH )) (82)
Proof. From the proof of Theorem 24, [Zha18d], when ζp − ζ is sufficiently small, i.e., when
‖Ap− I2‖∞, ‖cp− 1‖∞ are small enough, the problem is uniquely solvable in Hn0 (WΛ∗ ; H˜1α(ΩΛH)).
From the definition of the cutoffed functions ALp and c
L
p , when (8) is uniquely solvable, the
problem (81) is also uniquely solvable. Moreover, there is a constant C > 0 that does not depend
on L such that
‖wL‖Hn0 (WΛ∗ ;H˜1α(ΩΛH )) ≤ C‖F‖Hn00(WΛ∗ ;S;H−1/2α (ΓΛH )). (83)
Subtracting (8) from (81) and let wD := w
L − w, then wD satisfies∫
WΛ∗
aα(wD(α, ·), z(α, ·)) dα + bL(wD, z) = b(w, z) − bL(w, z). (84)
From Lemma 21, the right hand side is bounded by∣∣b(w, z) − bL(w, z)∣∣ ≤ C|LΛ|−n‖w‖Hn0 (WΛ∗ ;H˜1α(ΩΛH ))‖z‖L2(WΛ∗ ;H˜1α(ΩΛH )). (85)
Thus wD is the unique solution satisfies
‖wD‖L2(WΛ∗ ;H˜1α(ΩΛH )) ≤ C|LΛ|
−n‖w‖
Hn0 (WΛ∗ ;H˜
1
α(Ω
Λ
H ))
. (86)
The proof is finished.
Theorem 22 shows that the solution to the new problem (81) is a good approximation of the
original one, especially when r is large. Now we are prepared to apply the truncation to the
modified problem (61). We define the truncated sesquilinear form b˜L(·, ·) by
b˜L(w˜, z˜) =
∫
ΩL,ΛH
[
(Ap − I2)∇
(
J˜−1ΩH w˜
)
· ∇
(
J˜−1ΩH z˜
)
− k2(cp − 1)
(
J˜−1ΩH w˜
)
·
(
J˜−1ΩH z˜
)]
dx . (87)
Consider the variational problem
a˜(w˜L, z˜) + b˜L(w˜L, z˜) =
〈
F˜ , z˜
〉
, (88)
for any z˜ ∈ L2(WΛ∗ ; H˜1g(t)(ΩΛH)). Thus this is equivalent to (81) by simply let α = g(t). Thus we
have the following well-posedness property of this new variational problem.
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Theorem 23. Suppose all the conditions of Theorem 20 are satisfied. For sufficient large
L, the variational problem (88) is uniquely solvable. Moreover, the unique solution w˜L ∈
C
n,1/2
0 (WΛ∗ ; H˜
2
g(t)(Ω
Λ
H)) satisfies
‖w˜L − w˜‖
L2(WΛ∗ ;H˜
1
g(t)
(ΩΛH ))
≤ C|LΛ|−n‖w˜‖
Hn0 (WΛ∗ ;H˜
1
g(t)
(ΩΛH ))
. (89)
Now we are prepared to apply the finite element method to the numerical simulation for the
scattering problems. We apply the discretization technique to the variational problem (88). In the
next section, we will introduce the Galerkin method for the numerical solution, and investigate
the error estimation of the method.
7 The finite element method
In this section, we describe the numerical method to solve the variational problem (88). The
Galerkin method based on the Bloch transform has been applied to numerical solutions of the
scattering problems with (locally perturbed) periodic background in [LZ17a, LZ17c, LZ17b]. It
is also extended to rough surface scattering problems in [Zha18a]. In this section, we apply the
method to the solution of (60) again, and a high order convergence rate could be obtained for
special cases.
We still denote by
{
ϕ
(ℓ)
M
}M
ℓ=1
the periodic, piecewise linear and globally continuous basis in
ΩΛH and
{
ψ
(j)
N
}N
j=1
the basis in WΛ∗. Let Vh :=
{
ϕ
(ℓ)
M
}M
ℓ=1
, then Vh ⊂ H˜10 (ΩΛH). Note that the
variational problem (88) is equivalent to find w˜L ∈ L2(WΛ∗ ; H˜1g(t)(ΩΛH)) such that
a0(w˜
L, z˜) + bL0 (w˜
L, z˜) =
〈
F˜ , z˜
〉
(90)
for any z˜(t, ·) = z(g(t), ·) with z ∈ L2(WΛ∗ ; H˜1α(ΩΛH)), where
a0(w˜
L, z˜) =
∫
WΛ∗
ag(t)(w˜(t, ·), z˜(t, ·)) dt ; (91)
bL0 (w˜
L, z˜) = b˜L(w˜L, z˜(t, ·)g′(t)). (92)
We look for the solution of (90) in the following finite element space
XN,h =
vN,h(t, x) = e−ig(t)x1
N∑
j=1
M∑
ℓ=1
v
(j,ℓ)
N,h ψ
(j)
N (t)ϕ
(ℓ)
M (x) : v
(j,ℓ)
N,h ∈ C
 , (93)
then it is a subspace of
{
ϕ(g(t), ·) : ϕ ∈ L2(WΛ∗ ; H˜1α(ΩΛH))
}
.
Let wLN,h be the approximation of w
L(g(t), ·) in XN,h, then it is easy to check that
‖wLN,h(t, ·)g′(t)− w˜L‖L2(WΛ∗ ;H˜1g(t)(ΩΛH )) =
∫
WΛ∗
‖wLN,h(t, ·) − wL(g(t), ·)‖L2(WΛ∗ ;H˜1g(t)(ΩΛH ))g
′(t) dt
≤ C
∫
WΛ∗
‖wLN,h(t, ·)− wL(g(t), ·)‖L2(WΛ∗ ;H˜1g(t)(ΩΛH )) dt
≤ C‖wLN,h(t, ·) − wL(g(t), ·)‖L2(WΛ∗ ;H1(ΩΛH )).
(94)
19
When w ∈ Hn+10 (WΛ∗ ; H˜1α(ΩΛH)) and g satisfies Assumption 15, from the proof of Theo-
rem 19, w(g(t), ·) ∈ Cn,1/20 (WΛ∗ ; H˜1g(t)(ΩΛH)). From theorem 13, together with (46), when
w ∈ Hn+10 (WΛ∗ ; H˜2α(ΩΛH)), the interpolation wN,h satisfies
‖wLN,h − wL(g(t), ·)‖L2(WΛ∗ ;H1(ΩΛH )) ≤ C
(
N−n + h
) ‖w˜L(g(t), ·)‖
C
n,1/2
0 (WΛ∗ ;H
2(ΩΛH ))
. (95)
This implies that
‖wLN,h(t, ·)g′(t)− w˜L‖L2(WΛ∗ ;H˜1g(t)(ΩΛH )) ≤C‖w
L
N,h(t, ·)g′(t)− w˜L‖L2(WΛ∗ ;H˜1(ΩΛH )
≤C (N−n + h) ‖w˜L(g(t), ·)‖
C
n,1/2
0 (WΛ∗ ;H
2(ΩΛH ))
.
(96)
Let
wLN,h(t, x) := e
−ig(α
(j)
N )x1
N∑
j=1
M∑
ℓ=1
w
(j,ℓ)
N,h ψ
(j)
N (t)ϕ
(ℓ)
M (x), (97)
then it satisfies the finite discrete variational problem
ag(t)(w
L
N,h, zN,h) +
∫
ΩΛH
[
J˜ΩH
[
(ALp − I2)∇
(
J˜−1ΩHwLN,h
)]
· ∇zN,h
]
dx
− k2
∫
ΩΛH
[
J˜ΩH
[
(cLp − 1)
(
J˜−1ΩHwLN,h
)]
zN,h
]
dx = 〈F (g(t), ·), zN,h〉 ,
(98)
for any zN,h ∈ XN,h. Following the analysis of the finite element method in [LZ17b], we can
finally obtain the convergence of the numerical method.
Theorem 24. Suppose ui ∈ H2n+1(ΩpH) for n ∈ N. Moreover, all the conditions in Theorem 20
are satisfied. Then there is a unique solution wLN,h for the variational problem (98). The error
between the numerical solution and the exact one w˜ is bounded by
‖wLN,hg′(t)− w˜‖L2(WΛ∗ ;H˜ℓg(t)(ΩΛH )) ≤ C
(
h1−ℓN−n + h2−ℓ + |LΛ|−n−1
)
‖w˜‖
C
n,1/2
0 (WΛ∗ ;H˜
2
g(t)
(ΩΛH ))
(99)
for ℓ = 0, 1.
Proof. From the arguments above, as wLN,h(t, ·)g′(t) is the solution (88), ‖wLN,h(t, ·)g′(t) −
w˜L‖L2(WΛ∗ ;H˜1g(t)(ΩΛH )) ≤ C (N
−n + h) ‖w˜L(g(t), ·)‖
C
n,1/2
0 (WΛ∗ ;H
2(ΩΛH ))
. From Theorem 23,the rel-
ative error of w˜L is bounded by ‖w˜L − w˜‖L2(WΛ∗ ;H˜1g(t)(ΩΛH )) ≤ C|LΛ|
−n−1‖w˜‖Hn+10 (WΛ∗ ;H˜2g(t)(ΩΛH )).
The proof is finished by the triangular inequality.
The approximated total field, denoted by uLN,h is defined as
uLN,h
(
x+
(
Λj
0
))
=
(
J˜−1ΩHwLN,h
)(
x+
(
Λj
0
))
. (100)
Then the relative error of uLN,h is concluded in the following corollary.
Corollary 25. The numerical solution of the total field is bounded by
‖uLN,h − uT ‖Hℓ(ΩH ) ≤ C
(
h1−ℓN−n + h2−ℓ + |LΛ|−n−1
)
‖w˜‖
C
n,1/2
0 (WΛ∗ ;H˜
2
g(t)
(ΩΛH ))
. (101)
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Proof. From Theorem 24, the error of wLN,hg
′(t) is bounded by
‖wLN,hg′(t)− w˜‖L2(WΛ∗ ;H˜ℓg(t)(ΩΛH )) ≤ C
(
hN−n + h2 + |LΛ|−n−1) ‖w˜‖
C
n,1/2
0 (WΛ∗ ;H˜
2
g(t)
(ΩΛH ))
. (102)
From Corollary 16, J˜−1ΩH is bounded from L2(WΛ∗ ;Hℓg(t)(ΩΛH)) to Hℓ(ΩH). Then
‖uLN,h − uT ‖Hℓ(ΩH ) = ‖J˜ −1ΩH
(
wLN,hg
′(t)− w˜) ‖Hℓ(ΩH )
≤ C‖wLN,hg′(t)− w˜‖L2(WΛ∗ ;Hℓg(t)(ΩΛH )).
(103)
The proof is finished from the result in Theorem 24.
8 Numerical results
In this paper, we present several numerical experiments to show that the convergence rate of
algorithm could reach the results in Corollary 25. We fix n = 5, and choose g as in the Appendix.
The period Λ is fixed as 2π thus Λ∗ = 1. The parameters are chosen as follows
H = 3; H0 = 2.9; (104)
In the numerical examples, we fix L = N/2. The incident field is always the downward propa-
gating Herglotz wave function
ui(x) =
∫ π/2
−π/2
eik(x1 sin t−x2 cos t)h(t) dt (105)
where
h(t) = h˜(t)/‖h‖∞ for h(t) =

(t− 0.5)6(t− 1.3)6 when 0.5 < t < 1.3;
(t+ 0.5)6(t+ 1.3)6 when − 1.3 < t < −0.5;
0 otherwise.
(106)
From [LN15], the Bloch transform of the incident field has the form of
(JΩui) (α, x) = ∑
j∈Z: |j−α|<k
ei(j−α)x1−i
√
k2−|j−α|2 x2 h [arcsin((j − α)/k)]√
k2 − |j − α|2 . (107)
For all the examples in this section, we choose three different k’s, i.e., k = 1,
√
2, 1.5. It is easy
to check that for any of these k’s, the Bloch transform of ui vanishes in the neighborhood of S,
which is the set depends on k.
Example 1. The first group contains two examples. The periodic surface is a straight line
R × {1} and the perturbation is also a straight line R × {1.1}, i.e., ζ(t) = 1 and ζp(t) = 1.1. In
this case, the total field is easily obtained, i.e.,
u(x) =
∫ π/2
−π/2
[
eik(x1 sin t−x2 cos t) − eik(x1 sin t+(x2−2.2) cos t)
]
h(t) dt . (108)
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We fix h = 0.025 for the numerical experiments, thus the error caused by this parameter is about
O(10−4). For N = 4, 8, 16, 32, 64, we compute the total field uLN,h and the relative error∥∥∥uLN,h − u∥∥∥
L2(ΓΛH )
‖u‖L2(ΓΛH )
. (109)
The errors are listed in Table 1. From the table we can find that the relative error decays very
fast at first. But when it reaches O(10−4), the relative becomes stable. This implies that the
errors brought by N and L are minor compared to that brought by h.
k = 1 k =
√
2
N = 8 3.77E−01 2.38E−01
N = 16 9.77E−03 3.20E−04
N = 32 9.92E−05 1.25E−04
N = 64 9.54E−05 1.25E−04
Table 1: Relative L2-errors for Example 1.
Example 2. The second group contains the examples with
ζ(t) = 1.5 + sin t/3− cos(2t)/4; (110)
p(t) = sin(2t)/20 + sin(πt+ 0.1)/20. (111)
The surface Γ is shown in Figure 4 and the graph of p is shown in Figure 5. In this case, the total
fields no longer have analytical representations, thus we could only use numerical results with
fine enough meshes to approximate the exact functions. For the numerical results, we fix h = 0.1.
For the ”exact” solution, we set N = 256, while for examples, we choose N = 8, 16, 32, 64. The
relative errors are listed in Example 2.
-15 -10 -5 0 5 10 15
1
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Figure 4: Periodic surface Γ.
k = 1 k =
√
2
N = 8 3.71E−01 7.65E−01
N = 16 1.16E−02 2.09E−01
N = 32 4.17E−05 3.95E−04
N = 64 3.50E−08 8.50E−07
Table 2: Relative L2-errors for Example 2.
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Figure 5: Graph of p in Example 2.
Example 3. The second group contains the examples with
ζ(t) = 1.5 + sin t/3− cos(2t)/4; (112)
p(t) = sin
[
(4 + t2)1/3
]
/20. (113)
The graph of p is shown in Figure 6. We use the same parameters as Example 2, except for
k = 1, 1.5. The relative errors are listed in Example 3.
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Figure 6: Graph of p in Example 3.
k = 1 k = 1.5
N = 8 3.74E−01 3.86E−01
N = 16 1.14E−02 9.53E−04
N = 32 4.21E−05 1.07E−06
N = 64 3.59E−08 1.23E−08
Table 3: Relative L2-errors for Example 3.
The logarithmic scale of the relative L2-errors for Example 2 and 3. The slopes for the
examples are roughly about −8 to −9, which means that the numerical results converges at least
at the rate of N−8. However, as n = 5, from Theorem 24 is about O(N−5). The convergence
rate of the numerical results is even greater than expected.
Appendix
The Floquet-Bloch transform
The main tool used in this paper is the Floquet-Bloch transform. In this section, we will recall
the definition and some basic properties of the Bloch transform in periodic domains in Rd (for
details see [Lec17]).
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Figure 7: (a): Example 2; (b): Example 3.
Suppose Ω ⊂ Rd is Λ-periodic in x˜-direction, i.e., for any x˜⊤ = (x˜⊤, xd) ∈ Ω, the translated
point x+
(
Λj
0
) ∈ Ω, ∀j ∈ Z. Define one periodic cell by ΩΛ := Ω∩ [WΛ × R]. For any ϕ ∈ C∞0 (Ω),
define the (partial) Bloch transform in Ω, i.e., JΩ, of ϕ as
(JΩϕ) (α, x) = CΛ
∑
j∈Zd−1
ϕ
(
x+
(
Λj
0
))
e−iα·Λj, α ∈ R, x ∈ ΩΛ
where CΛ =
√
|Λ|
2π . The Bloch transform is well-defined for any smooth function with compact
support, and could be extended to more generalized Sobolev spaces.
Remark 26. The periodic domain Ω is not required to be bounded in xd-direction.
We can also define the weighted Sobolev space on the unbounded domain Ω by
Hsr (Ω) :=
{
ϕ ∈ D′(Ω) : (1 + |x|2)r/2ϕ(x) ∈ Hs(Ω)
}
.
For any ℓ ∈ N, s ∈ R, we can also define the following Hilbert space by
Hℓ(WΛ∗ ;H
s(ΩΛ)) :=
{
ψ ∈ D′(WΛ∗ × ΩΛ) :
ℓ∑
m=0
∫
WΛ∗
‖∂mα ψ(α, ·)‖ dα <∞
}
,
and extend the index ℓ ∈ N to any r ∈ R by interpolation and duality arguments. The space
Hr0(WΛ∗ ;H
s
α(Ω
Λ)) is the subspace of Hℓ(WΛ∗ ;H
s(ΩΛ)) such that all functions in the space is
periodic with respect to α and quasi-periodic with respect to the second variable. The following
properties for the d-dimensional (partial) Bloch transform JΩ is also proved in [Lec17].
Theorem 27. The Bloch transform JΩ extends to an isomorphism between Hsr (Ω) and
Hr0(WΛ∗ ;H
s
α(Ω
Λ)) for any s, r ∈ R. Its inverse has the form of
(J −1Ω ψ)
(
x+
(
Λj
0
))
= CΛ
∫
WΛ∗
ψ(α, x)eiα·Λj dα , x1 ∈ ΩΛ, j ∈ Z,
and the adjoint operator J ∗Ω with respect to the scalar product in L2(WΛ∗ ;L2(ΩΛ)) equals to the
inverse J−1Ω . Moreover, when r = s = 0, the Bloch transform JΩ is an isometric isomorphism.
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Another important property of the Bloch transform is the commutes with partial derivatives,
see [Lec17]. If u ∈ Hnr (Ω) for some n ∈ N, then for any γ = (γ1, . . . , γd) ∈ Nd with |γ| =≤ N ,
∂γx (JΩu) (α, x) = JΩ[∂γu](α, x).
Remark 28. The definition of the partial Bloch transform could also be extended to other periodic
domains, for example, periodic hyper-surfaces. If Γ is a Λ-periodic surface defined in Rd, then
we can define JΓ in the same way, and obtain similar properties. In this paper, we will denote
the Bloch transform JX by the partial Bloch transform in the domain X ⊂ Rd, which is periodic
with respect to x˜-direction.
Remark 29. There is an alternative definition for the space Hr0(WΛ∗ ;Xα), where Xα is a family
of Hilbert spaces that are α-quasi-periodic in x˜. Let
ϕ
(j)
Λ∗ (α) = CΛe
−iα·Λj , j ∈ Z
be a complete orthonormal system in L2(WΛ∗), then any function ψ ∈ D′(WΛ∗×ΩΛ) has a Fourier
series
ψ(α, x) = CΛ
∑
ℓ∈Z
ψˆΛ∗(ℓ, x)e
−iα·Λℓ,
where ψˆΛ∗(ℓ, x) =< ψ(·, x), ϕ(ℓ)Λ∗ >L2(WΛ∗ ). Then the squared norm of any ψ ∈ Hr0(WΛ∗ ;Xα)
equals to
‖ψ‖2Hr0 (WΛ∗ ;Xα) =
∑
ℓ∈Z
(1 + |ℓ|2)r
∥∥∥ψˆΛ∗(ℓ, ·)∥∥∥2
Xα
.
8.1 Cutoff functions
We look for a smooth cutoff functions g in the interval [a, b] such that
g(a) = 0, g(b) = 1, g(j)(a) = g(j)(b) = 0 for any j = 1, 2, . . . , n, (114)
where n ∈ N+ is a positive integer. We can define the function by
g(t) = c
∫ t
a
(τ − a)n+1(b− τ)n+1 dτ , (115)
where the constant c is defined by
c =
(∫ b
a
(τ − a)n+1(b− τ)n+1 dτ
)−1
. (116)
If the cutoff function satisfies
g(a) = 0, g(b) = 1, g(j)(a) = g(j)(b) = 0 for any j = 1, 2, . . . ,∞, (117)
we can define
g(t) = c
∫ t
a
exp
[
− 1
((a+ b)/2)2 − (τ − (b− a)/2)2
]
dτ , (118)
where
c =
(∫ b
a
exp
[
− 1
((a+ b)/2)2 − (τ − (b− a)/2)2
]
dτ
)−1
. (119)
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