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Quantum molecular dynamics requires an accurate representation of the molecular potential energy surface
from a minimal number of electronic structure calculations, particularly for nonadiabatic dynamics where ex-
cited states are required. In this paper, we employ pseudospectral sampling of time-dependent Gaussian basis
functions for the simulation of non-adiabatic dynamics. Unlike other methods, the pseudospectral Gaussian
molecular dynamics tests the Schro¨dinger equation with N Dirac delta functions located at the centers of the
Gaussian functions reducing the scaling of potential energy evaluations from O(N2) to O(N). By projecting
the Gaussian basis onto discrete points in space, the method is capable of efficiently and quantitatively de-
scribing nonadiabatic population transfer and intra-surface quantum coherence. We investigate three model
systems; the photodissociation of three coupled Morse oscillators, the bound state dynamics of two coupled
Morse oscillators, and a two-dimensional model for collinear triatomic vibrational dynamics. In all cases,
the pseudospectral Gaussian method is in quantitative agreement with numerically exact calculations. The
results are promising for nonadiabatic molecular dynamics in molecular systems where strongly correlated
ground or excited states require expensive electronic structure calculations.
I. INTRODUCTION
For the vast majority of molecular dynamics, the
Born-Oppenheimer approximation is valid and the nu-
clear evolution may be described by a single electronic
potential energy surface. However, nonadiabatic dy-
namics, or cases when the Born-Oppenheimer approx-
imation breaks down, characterize many important re-
actions in chemistry, from charge transfer in materi-
als to photo-induced biological processes.1–5 Unfortu-
nately, the ab initio description of nonadiabatic chem-
ical processes is still a significant challenge for computa-
tion because of the accuracy and efficiency required for
both the quantum molecular dynamics and the molecu-
lar electronic structure.3,4,6–17 Electronic structure cal-
culations for nonadiabatic dynamics are computationally
expensive because they must generate accurate excited
electronic states with a balanced description of strong
correlation.18–23 A time-dependent (trajectory-guided)
basis set circumvents the exponential scaling of tradi-
tional grid methods while being compatible with the di-
rect determination of the potential energy surface from
electronic structure calculations. In this work, we im-
plement the nonadiabatic extension of a recently intro-
duced trajectory-guided Gaussian basis set for quantum
molecular dynamics called pseudospectral Gaussian dy-
namics. 24 The most important advantage of pseudospec-
tral Gaussian dynamics is the ability to match the accu-
racy of analytical potential energy integration with only
O(N) sampling where N is the number of basis functions
of the potential energy surface.
A particularly important component of a nonadiabatic
a)Electronic mail: damazz@uchicago.edu
trajectory-guided basis set method is an efficient ap-
proach to capturing the coherence and decoherence be-
tween trajectories on different potential energy surfaces.
To achieve this goal in the present work, we employ an
efficient representation of the potential energy surfaces
in the time-dependent Schro¨dinger equation that uses
pseudospectral sampling with time-dependent Gaussian
basis functions. In traditional Gaussian-based spectral
methods, the basis set is tested using the complex con-
jugate of the basis functions,25–31 which requires integral
evaluation over all space, a nontrivial task for the po-
tential energy surface. Generally, approximations to the
potential energy surface such as the local harmonic ap-
proximation (LHA), saddle point approximation (SPA)
and the bra-ket averaged Taylor expansion (BAT) are
introduced in the Hamiltonian,6,12,14,16,26,32–36 but they
rely on the locality of the Gaussian basis functions to
ensure accuracy and often require additional electronic
structure calculations beyond the number of Gaussian
basis-set functions. While the spectral Gaussian dynam-
ics uses the same Gaussian functions for the basis func-
tions (functions in the expansion of the ket) and the test
functions (functions in the expansion of the bra), the
pseudospectral Gaussian dynamics employs Dirac delta
functions as the test functions.37–45 The delta function
test function reduces the integral evaluation to function
evaluation.40,42–47 The potential energy surfaces can then
be expressed accurately with O(N) scaling, meaning that
the electronic structure information for the basis function
trajectories is required to incorporate the quantum dy-
namics. The use of Dirac delta test functions in conjunc-
tion with a spectral basis-set expansion is a key feature
of the pseudospectral method.37,48–54
Having introduced a prescription to represent the
Hamiltonian efficiently, we need to prescribe the time de-
pendence of the basis functions. While classical equations
2of motion are often sufficient for single-surface dynamics,
nonadiabatic population transfer precludes the straight-
forward definition of a single, classical force. In this work,
we use Ehrenfest trajectories55–60 to propagate the ba-
sis functions. While Ehrenfest trajectories are suitable
for some of the applications we present, it is well-known
that they provide a qualitatively incorrect description of
nonadiabatic processes when the gradients of the multiple
potential energy surfaces differ significantly. The conse-
quence is that many more trajectories are required for
convergence than would likely be needed if an improved
selection of trajectories was made. The ab initio multi-
ple spawning (AIMS) algorithm9,33,61–63 and the fewest
switches surface hopping method56,57,64 are very effec-
tive approaches to minimizing basis set size that would
be expected to accelerate convergence. Nevertheless, we
observe well-behaved convergence to the exact solution
for one- and two-dimensional examples using Ehrenfest
trajectories.
The discretized grid of nonadiabatic pseudospectral
Gaussian dynamics places the method at the intersec-
tion of independent trajectory, Gaussian basis set ex-
pansion, and nonadiabatic Bohmian methods. While we
adopt a basis of independently propagated Gaussians as
in AIMS, the numerical framework resembles that of a
Bohmian grid where each trajectory corresponds to a dis-
crete point in space with an associated amplitude of the
wavefunction.65–70 By associating a Gaussian basis func-
tion with each Bohmian trajectory, we are able to build a
matrix form of the time-dependent Schro¨dinger equation
that circumvents the challenging spacial derivatives and
nodal instabilities in Bohmian mechanics.65–70
Many of the methods to describe decoherence in
fewest-switches surface hopping (FSSH) also invoke a
Gaussian form for individual trajectories.60,64,71–78 In
FSSH the Gaussian overlap allows the straightforward
calculation of overlap decoherence criteria and a route to
an improved description of quantum-mechanical behav-
ior. Since the pseudospectral Gaussian method, with-
out approximation, requires only the information used in
FSSH propagation, the construction of the full Hamilto-
nian may be viewed as a means of coupling all trajec-
tories simultaneously. The main computational cost is
the requirement to solve a system of equations Ax = b
at each time step. However, if solving the linear sys-
tem of equations provides converged results using many
fewer trajectories, the calculation time may be dominated
by electronic structure calculations in on-the-fly appli-
cations rather than the solution of the linear system of
equations.
The discretization here should not be confused with
the phase space discretization discussed in some coher-
ent state methods.27–29 In those cases, position and mo-
menta are discretized to approximate the complete set
of coherent states, but the Schro¨dinger equation is still
tested with the basis functions requiring the approxima-
tion of potential integrals. In this paper, we also begin
with a discretized basis set in phase space, but we then
project the Schro¨dinger equation onto discrete points in
space. Although the pseudospectral approach has been
previously employed in chemical dynamics in the context
of non-Gaussian dynamics, trajectory-guided Gaussian
methods have been predominantly solved in the func-
tional space of the Gaussian basis sets rather than a space
of Dirac delta functions.
In the present paper, we build upon our recent work
of applying the pseudospectral Gaussian method to a
single Born-Oppenheimer potential energy surface by
studying nonadiabatic model systems in the diabatic
representation.24 Previously, we demonstrated the effec-
tiveness of the pseudospectral Gaussian method for adi-
abatic dynamics in as many as six dimensions. Although
we study one- and two-dimensional nonadiabatic systems
in this work, the previous results are promising for the
future application of the method to high-dimensional sys-
tems.
In previous work, we also investigated the performance
of pseudospectral sampling to the BAT approximation,
anO(N) approximation implemented in recent Gaussian-
based methods.14,16,36 While the BAT does reduce the
scaling from original Gaussian methods, it is still an ap-
proximation to a potential energy integral over all space.
We demonstrate that although the BAT provides accu-
rate dynamics in some cases, it breaks down when non-
local effects become particularly important. The break-
down arises from the series expansion to the integral and
the implicit requirement for localized basis functions and
dynamics.
We review the equations of the pseudospectral Gaus-
sian method including the Hamiltonian elements required
to couple surfaces and equations of motion for the basis
functions. The first two applications use models of cou-
pled Morse potentials. We consider a set of three-surface
photodissociation models and a two-surface case of bound
excitation leading to anharmonic oscillation.79,80 The
third case studied is a two-dimensional model corre-
sponding to vibrational dynamics in a collinear triatomic
molecule.63,81 Collectively, these model systems allow us
to test many important features including multiple cross-
ings through regions of coupling, spatial separation of
surface densities, and intra-surface coupling effects. Not
only is the pseudospectral Gaussian method able to de-
scribe population dynamics accurately, it also allows for
accurate wave packet reconstruction after long propaga-
tion times.
II. THEORY
The pseudospectral Gaussian method is reviewed with
a discussion of the test functions, basis functions and as-
sociated equations of motion in Section IIA. In Section
II B we present the matrix form of the working equations
is for nonadiabatic dynamics in the diabatic representa-
tion.
3A. Test and Basis Functions
Testing the time-dependent Schro¨dinger equation with
the Nf test functions χi yields〈
χi(r,x, t)
∣∣∣∣i ddt − Hˆ
∣∣∣∣Ψ(r,x, t)
〉
= 0. (1)
We may expand the total wavefunction using the Born-
Huang expansion in the basis of orthonormal electronic
states,82
Ψ(r,x, t) =
∞∑
I=1
CI(t)ΩI(r,x)ΦI(x, t), (2)
where ΩI(r,x) is the Ith electronic wavefunction that
depends parametrically on nuclear coordinates x and
ΦI(x, t) is the time-dependent nuclear wavefunction of
the Ith electronic state. Throughout the paper r denotes
the fast (electronic) coordinates and x denotes the slow
(nuclear) coordinates. Superscripts and capital letters
denote electronic states while subscripts and lower case
letters denote primitive Gaussians in the nuclear wave-
function expansion for a given electronic state.
The wavefunction for the Ith electronic state can be
expanded in terms of Nf basis functions φj ,
ΦI(x, t) =
Nf∑
j
cj(t)φj(x, t). (3)
Since the wave function is a finite approximation, there
will be a nonzero residual between the approximate and
exact solution. One may prescribe a method to mini-
mize the norm of the residual through the choice of the
functions upon which the partial differential equation is
projected, known as the test functions.37,83 If the set of
basis functions and the set of test functions are chosen to
be the same (in this case, Gaussian functions), known as
a spectral method, then the evaluation of the potential
requires numerical integration which, without approxi-
mation, scales as O(N2f ). However, if we choose the test
functions to be Dirac delta functions, located at the cen-
ters of the Gaussian basis functions, then the evalua-
tion of the potential scales as O(Nf ). Testing the basis
set expansion with Dirac delta functions is known as the
pseudospectral method. Because the representation of
the Hilbert space retains the use of the Gaussian basis
functions with the test functions placed at the centers
of these functions, the approximation is a pseudospectral
Gaussian method. While using a set of test functions
that is distinct from the set of basis-set functions gener-
ates a non-Hermitian Hamiltonian matrix, a Hermitian
Hamiltonian operator can be accurately represented by a
non-Hermitian Hamiltonian matrix, as first noted in a se-
ries of theoretical chemistry papers by Frost84. Gottlieb
and coworkers53 have demonstrated the accuracy of pseu-
dospectral methods for general time-dependent problems
on unstructured grids. In Section II B, we formulate a
pseudospectral version of the common trajectory-guided
Gaussian-basis Hamiltonian. The Gaussian functions
are chosen to be time-dependent, moving according to
Hamilton’s equations of motion. For clarity, we introduce
DIj (t) = C
I(t)cj(t) where both the electronic-state am-
plitude and single-state expansion coefficient have been
absorbed into a single expansion coefficient. As demon-
strated in Ref. 24, the pseudospectral method for Gaus-
sian dynamics is as accurate as the traditional spectral
method.
Each basis function, for a problem in Nd-dimensions,
is given as a product of one-dimensional functions
φj(x, t;αj ,xj(t),pj(t), γj(t)) =
exp(γj)
Nd∏
k=1
exp(−αkj (∆xkj )
2 + ipkj(∆xkj )),
(4)
where ∆xkj = (xk − xkj ) and the width αj is time-
independent, which is known as the frozen Gaussian ap-
proximation.85 The parameter γj is complex, accounting
for phase and normalization and determined by the local
harmonic approximation.32 Nf is the basis set size while
Nd is the number of degrees of freedom in the system.
Therefore, xj and pj represent the Nd-dimensional vec-
tors corresponding to the time-dependent basis function
position and momentum centers for the jth basis func-
tion.
The equations of motion for the jth basis function are
given by
∂xkj
∂t
=
pkj
mk
(5a)
∂pkj
∂t
= −
∂VEhr(x)
∂xk
∣∣∣∣
xkj
(5b)
∂γj
∂t
= −i
(
V Ehr(xj) +
Nd∑
k
[2αkj − p
2
kj
]/2mk
)
. (5c)
The trajectories are determined by the Ehrenfest poten-
tial energy, defined by the state averaged Hamiltonian,
V Ehr(xj) =
|D1j |
2V1(xj) + |D
2
j |
2V2(xj) + 2Re(D
1∗
j D
2
jV12(xj))
|D1j |
2 + |D2j |
2
,
(6)
which has been written explicitly for basis function j in
a two-level system.55,59
B. Matrix Equations and their Solution
Assigning the Nd-dimensional Dirac delta function to
the test function
χIi (r,x, t) = δ(x − xi)Ω
I(r,x) (7)
4allows us to recast Eq. (1) as the following matrix equa-
tion
D˙I = −iΦ−1
(
HII − iΦ˙
)
DI − i
∑
J,I 6=J
HIJDJ , (8)
where the first term on the RHS of Eq. (8) accounts for
intra surface coupling and the second term, I 6= J , ac-
counts for inter surface coupling. The corresponding ma-
trix elements are
Φij = φj(xi) (9)
Φ˙ij =
Nd∑
k=1
dφj
dt
∣∣∣∣
xki
(10)
HIIij = −
Nd∑
k=1
1
2mk
∂2φj
∂x2k
∣∣∣∣
xki
+ V II(xi)φj(xi). (11)
HIJij = V
IJ (xi)φj(xi). (12)
The matrix Φ is a discrete version of the overlap matrix.
The spatial and time derivatives of φi are simply calcu-
lated by taking the appropriate derivatives of Eq. (4).
Since all calculations are run in the diabatic represen-
tation in this paper, the derivative coupling terms are
omitted for clarity. All coupling between the surfaces oc-
curs through the off-diagonal elements of the potential
energy, V IJ .9,54,57,70 Although all of the models stud-
ied here employ the diabatic representation, the main
theoretical results are readily extended to the adiabatic
representation, which will be pursued in future on-the-fly
work.
Although Eq. (8) may be ill-conditioned, it can be
readily solved for an accurate set of expansion coef-
ficients {DIj} through regularization methods for in-
verse problems.86 We employ a singular value decompo-
sition (SVD) with a threshold for removing small sin-
gular values. Similar regularization methods are em-
ployed for the Gaussian-based methods with Gaussian
test functions.30,31,87,88
III. APPLICATIONS
A. Computational details
In all calculations the initial state is taken to be an
Nd-dimensional Gaussian wave packet constructed as the
product of one-dimensional Gaussians and populated on
a single potential energy surface. The sinc pseudospectral
method is used throughout as the reference.38,48–53,89–92
In the reference calculations, the propagator is calculated
by diagonalizing and exponentiating the Hamiltonian op-
erator followed by repeated application of the propagator.
The width αj of each Gaussian basis function is set
to the width of the initial state. The accuracy for ei-
ther the spectral or pseudospectral versions of the Gaus-
sian dynamics is not too sensitive to the choice of αj .
We have found in the time-independent limit that the
pseudospectral Gaussian approximation favors a slightly
broader Gaussian than the spectral Gaussian approxi-
mation.24 The initial position and momenta were sam-
pled from the appropriate Wigner distribution of a Gaus-
sian wavefunction.93,94 The threshold to retain singu-
lar values was generally set to 1 × 10−4. The equa-
tions were propagated using a fixed time step fourth-
order Runge-Kutta algorithm. The initial expansion co-
efficients for time-dependent problems are determined
by projecting the basis onto the initial wavefunction,
c(t = 0) = Φ−1〈δ(x − xi)|Ψ〉. The vector of elements
〈δ(x − xi)|Ψ〉, is the initial wavefunction evaluated at
the basis function centers determined from sampling the
Wigner distribution andΦ−1 is the inverse of the discrete
overlap matrix. Although we employ the pseudospec-
tral representation for propagation, expectation values
on surfaces are calculated in the usual fashion, i.e.
PI(t) = 〈Φ
I(x, t)|ΦI(x, t)〉 = (DI)†SDI , (13)
where the overlap matrix, S, is calculated analytically.
B. Results
1. Morse potential
The first set of models investigated consists of Morse
oscillator potential energy surfaces with Gaussian cou-
pling between the surfaces. The coupled Morse potentials
are a prototypical model for anharmonic vibrational dy-
namics and electron transfer.79,80,95,96 We will consider
both dissociative and bound state conditions. The func-
tional forms of the diabatic surfaces and coupling poten-
tials are, respectively,
Vii(x) = Di
(
1− e−ai(x−bi)
)2
+ Ei (14)
Vij(x) = Aije
−cij(x−dij)
2
. (15)
First, we consider the photodissociation of a wave
packet in a system of three coupled potential energy
surfaces.79,96,97 The original system parameters for the
three cases may be found in Ref. 79. The calculation
is meant to model photodissociation following excitation
from a harmonic ground state. The initial wave packet is
taken to be high on the repulsive barrier, leading to disso-
ciation after passage through the regions of nonadiabatic
coupling. Given the qualitative similarity of the three
Morse potentials, we can expect that Ehrenfest trajecto-
ries will appropriately cover important regions of phase
space. Each simulation used 150 trajectories, a time step
of 3 a.u., and an SVD threshold of 1× 10−4.
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FIG. 1. The time-dependent populations for three coupled
surfaces in a prototypical photodissociation process. The ini-
tially occupied state (A) is denoted by x’s, the second surface
(B) by hollow circles, and the third (C) by hollow diamonds.
The exact results are given by solid lines and nearly indistin-
guishable for all cases. All simulations used 150 trajectories.
The time-dependent populations for the three states
are presented in Fig. 1. In all three cases, 150 trajectories
are sufficient to produce results indistinguishable from
the exact calculation. In the first and third cases, the two
regions of coupling are well-separated spatially while the
second model couples all three surfaces in proximity. In
all cases the pseudospectral Gaussian method correctly
predicts the population exchange between all three sur-
faces. Since the pseudospectral Gaussian method solves
the Schro¨dinger equation in matrix form, one might ex-
pect the proper treatment of the population transfer. We
demonstrate that one may obtain accurate and efficient
solutions by projecting the disordered Gaussian basis set
onto discrete points in space.
A more challenging case is the bound-state dynamics
of two coupled Morse potentials A and B. In this model,
the photo excitation results in a Gaussian wave packet
starting on the shallow, attractive region of the initially
occupied state, leading to oscillatory dynamics and many
crossings through the region of nonadiabatic coupling.
The parameters used in this paper areDA = 2.278×10
−2,
aA = 0.675, bA = 1.89, EA = 0.0. DB = 1.025 × 10
−2,
aB = 0.453, bB = 3.212, EB = 3.8× 10
−3, dAB = 2.744,
cAB = 0.56, AAB = 6.337 × 10
−3. They are slightly
modified from the work of Coker and co-workers.80,96
The initial wave packet parameters are xc = 4.0 a.u.,
k0 = 0.0 a.u., mass= 2000.0 a.u. and α = 0.5 a.u.
−2.
The simulation is run for 10,000 a.u., approximately 240
femtoseconds, a time step of 5 a.u. and an SVD threshold
of 1× 10−2.96
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FIG. 2. Time-dependent populations of the diabatic states for
the bound state Morse model surface A (a) and B (b) using
1,000 trajectories. Both the high and low frequency oscilla-
tions corresponding to continuous nonadiabatic exchange and
nuclear motion, respectively, are reproduced.
The time-dependent population dynamics using 1,000
trajectories are presented in Fig. 2. The bound state is
characterized by two important time scales. First, there
is the high frequency population exchange caused by con-
tinuous nonadiabatic transfer. There is also a slower
oscillation in the populations corresponding to the nu-
clear wave packet motion. As a result, accurate popu-
lation dynamics requires proper treatment of both inter-
and intra-state coupling. The pseudospectral Gaussian
method properly captures both of these effects, leading
to quantitative agreement over the entire propagation.
As a test of the quality of the intra-surface coupling, we
plot the densities for the two surfaces at the final time in
Fig. 3. The nodal features characteristic of the coherent
dynamics are reproduced very well by the pseudospectral
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FIG. 3. The density on surface A (a) and surface B (b) of
the bound state Morse model at t = 10, 000 a.u. using 1,000
trajectories. The pseudospectral Gaussian captures the nodal
features in the density characteristic of coherent quantum dy-
namics in a Morse potential.
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FIG. 4. Time-dependent population difference of the diabatic
surfaces for the bound state Morse potential using 250 trajec-
tories. While the population differences quantitatively agree,
calculating the population difference obscures the deviation
in total norm. Nevertheless, the agreement is excellent.
sampling.
While the results are well converged for 1,000 trajec-
tories, we also present results using 250 trajectories in
Fig. 4 where the population difference, PA − PB, rather
than the populations is presented. The much smaller
basis of trajectories quantitatively describes the popula-
tion exchange between the two states. However, the total
norm of the system at t = 10, 000 is 1.23. The deviation
in norm reflects the breakdown in the method as the basis
set no longer sufficiently covers the important regions of
phase space. Despite the accumulated error in the total
norm, the pseudospectral Gaussian method still offers a
quantitative description of the population exchange.
2. Two-Dimensional Conical Intersection
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FIG. 5. A cross section of the two-dimensional diabatic po-
tentials along the x-axis at y = 0. The arrows mark the two
initial wave packet positions. Both wave packets begin on VA.
Finally, we investigate the nonadiabatic dynamics of
a model for the vibrational dynamics of a collinear tri-
atomic molecule ABA.63,81 The model describes the cou-
pling between two electronic states with two degrees of
freedom, the symmetric (x) and anti-symmetric (y) vi-
brational modes. The potential energy surfaces are
VA(x, y) =
1
2
kx(x − x1)
2 +
1
2
kyy
2
VB(x, y) =
1
2
kx(x − x2)
2 +
1
2
kyy
2 +∆ (16)
VC(x, y) = γy exp
(
−α(x− x3)
2 − βy2
)
(17)
where x1 = 4, x2 = x3 = 3, kx = 0.02, ky = 0.1, ∆ =
0.01, γ = 0.01, α = 3 and β = 1.5. The parameter
γ controls the interstate coupling for the model. The
initial wave packet is selected to model a Franck-Condon
excitation from a harmonic ground state. The masses
are mx = 20000,my = 6667 a.u., the initial wave packet
widths are αx = 22.2 and αy = 12.9 a.u.
−2, and the wave
packet is centered at y0 = 0 for both examples. In both
cases px = py = 0.
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FIG. 6. Time-dependent population for the upper diabatic
surface for increasing basis set size and an initial wave packet
centered at (x, y) = (2, 0). The initial condition leads to a
higher energy wave packet that completes the first passage
through the region of nonadiabatic coupling at approximately
1,200 a.u. The three basis set sizes exhibit clear convergence
to the exact solution with excellent agreement using 250 tra-
jectories.
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FIG. 7. The wave packet densities at t = 5, 000 a.u. from
the wave packet starting at (x, y) = (2, 0). The upper panels
are the pseudospectral Gaussian method and the lower pan-
els the exact grid calculation. There are patches of spurious
density on the upper surface but otherwise all of the features
are reproduced very well. Note the spatial separation of the
density on the two surfaces.
First, we consider a wave packet starting at x0 = 2.0
on surface A. As shown in Fig. 5, the initial condition
corresponds to an energy well above the crossing region.
The wave packet was propagated for 5,000 a.u., captur-
ing the initial passage through the coupling region and a
second period where the density in the excited state re-
turns to the coupling region, leading to a small amount
of population transfer back to the ground state. All basis
set sizes predict the initial population transfer in excel-
lent agreement with the exact method. However, as the
simulation progresses, the smaller basis sets deteriorate
in quality even when outside the region of nonadiabatic
coupling. Inspection of the trajectories suggest the spuri-
ous population, accompanied by deviation of total norm,
occurs when the Ehrenfest trajectories no longer cover
the regions of density on the upper surface.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0  2000  4000  6000  8000
D
ia
ba
tic
 st
at
e 
B 
po
pu
la
tio
n
t (a. u.)
150
250
350
Exact
FIG. 8. Time-dependent population for the upper diabatic
surface for increasing basis set size and an initial wave packet
centered at (x, y) = (5.2, 0). The initial energy of the wave
packet is approximately equal to the energy of the surface
crossing resulting in many trajectories not reaching the cross-
ing region. While there is significant population exchange
upon reaching the crossing point, most of the density returns
to the ground state following reflection off of the harmonic
barrier. The smaller basis set predicts spurious population on
the upper surface, particularly as the densities spatially sep-
arate and the Ehrenfest trajectories fail. The error is greatly
reduced as basis set size increases.
The breakdown of Ehrenfest trajectories and the qual-
itative features of population transfer may be better un-
derstood by inspecting the densities on the respective
surfaces at t = 5, 000 a.u. in Fig. 7. Since the wave
packet begins at (x, y) = (2, 0), it first moves in the pos-
itive x-direction and passes through the region of deriva-
tive coupling, completing the initial population transfer
in the first 1,500 time units. Now, a small portion of the
wave packet is propagating on the upper surface while
most remains in the ground state. However, the classical
turning point on surface B is at x = 4.7 but on surface A
it is at x = 6.0. Therefore the momentum of the density
on B changes sign earlier in time than on A and passes
through the region of derivative coupling again at 4,000
a.u. Since the wave packet is still predominantly on the
lower surface, one would expect the trajectories to fol-
low the forces of that surface. This, of course, prevents
trajectories from following the upper surface through the
crossing at t = 4, 000 a.u. The densities illustrate the
spatial separation caused by the different forces.
The second crossing transfers some of the population
from B back to A. This density is observable in both
the approximate and exact calculations on surface A at
x = 2, spatially separated from the principal wave packet
8density. The pseudospectral Gaussian method also repro-
duces the node in the upper surface that is a consequence
of the Berry phase.98,99 This phase relationship is only
observable from a proper quantum-mechanical treatment
of the dynamics. While the qualitative failure of Ehren-
fest trajectories is overcome by using larger basis sets,
basis function spawning is a much more efficient solution
that may be pursued in the future.
In the second example, we begin with a wave packet
centered at x0 = 5.2, corresponding to lower energy dy-
namics. In this case, the wave packet reaches the crossing
region with very little excess energy and many trajecto-
ries will not reach the intersection. As discussed in Yang
et al. , this type of transition is very difficult for sur-
face hopping methods.63 The time-dependent probabil-
ity on the excited surface is plotted in Fig. 8. Similar
to the first case, excellent agreement is observed for all
basis set sizes for the first half of the propagation. At
this time, the densities on the two states have consider-
ably different momenta and the trajectories fail to follow
the quantum mechanics. Interestingly, the pseudospec-
tral Gaussian method converges to a final excited state
population slightly above the exact result. While im-
proved accuracy would be preferred, we note that the
Gaussian based methods in Ref.63 converge to a similar
population.
IV. DISCUSSION
In this work, we introduce a Gaussian trajectory
based approach to non-adiabatic dynamics that only re-
quires O(N) potential energy calculations yet describes
quantum-mechanical coherence in the nuclear dynamics.
Selecting the Dirac delta function to test the Schro¨dinger
equation produces an efficient set of equations that cir-
cumvents the costly and inaccurate numerical integration
of the potential energy generally associated with Gaus-
sian basis sets. While traditional pseudospectral methods
require highly structured grids, we demonstrate that ac-
curate dynamics may still be realized despite abandoning
a structured grid and basis function orthogonality.
The trajectory-guided basis of the pseudospectral
Gaussian method connects the method to many other
trajectory-based methods. Unlike surface hopping
and semi-classical methods,56,57,80,96,100–108 quantum
mechanics is incorporated explicitly by solving the
Schro¨dinger equation in matrix form at each time step.
The unstructured grid-like framework of pseudospectral
Gaussian dynamics is adopted from Bohmian mechanics,
where quantum-mechanical amplitudes are propagated at
discrete points in space. However, the matrix formula-
tion is fundamentally distinct from Bohmian mechanics
and does not suffer from the numerical instabilities asso-
ciated with Bohmian mechanics.109–112
Effective dynamics using a trajectory-guided basis set
relies on two components; efficient, local description of
the quantum mechanics and coverage of important re-
gions in phase space. In this work, we focus on the for-
mer, using the pseudospectral Gaussian method to solve
the quantum mechanics. The results in this paper sug-
gest that, when the basis set properly reflects the quan-
tum mechanics, the pseudospectral Gaussian method is
very accurate. However, the Ehrenfest trajectories are
suboptimal, particularly in the two-dimensional model
presented here where the displacement of the surfaces
lead to substantially different gradients for populations
on the respective surfaces. A future direction lies in cou-
pling the pseudospectral Gaussian method with a surface
hopping or a spawning procedure, both of which improve
upon the limitations of Ehrenfest trajectories.
Employing pseudospectral sampling offers a promising
new approach to Gaussian-based dynamics. The method
adopts many of the attractive features of moving Gaus-
sian basis sets while circumventing one of their greatest
difficulties, the potential energy integral evaluation. We
demonstrate that the pseudospectral Gaussian dynamics
accurately describes both dissociative and bound-state
processes using a coupled Morse potential model and a
model for collinear triatomic vibration. Using Ehren-
fest guided trajectories in the method, we are able to
describe simultaneously population dynamics and intra-
surface dynamics for wave packets for long times. The
successful implementation of the pseudospectral Gaus-
sian method to one- and two-dimensional nonadiabatic
models suggests the method may be well-suited for ab
initio on-the-fly non-adiabatic quantum molecular dy-
namics.
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