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ДО МОДЕЛЮВАННЯ СИТУАЦIЙ ЗАДАЧ ПРИЙНЯТТЯ
РIШЕННЬ1
Введено поняття схеми i моделi ситуацiї в задачi прийняття рiшення. Проаналiзовано взаємозв’язок
параметричних i непараметричних схем, а також моделей ситуацiї. При цьому випадковiсть в ситу-
ацiях розглянуто бiльш загального вигляду нiж стохастична – її закономiрнiсть описано так званою
статистичною закономiрнiстю.
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Вступ
У працi [1] сформульовано таке питання:
«Якщо параметр Θ не спостерiгається, то чи обо-
в’язково розглядати його? Чи не простiше замiсть
матричної ССЗР розглядати вiдповiдну їй лоте-
рейну ССЗР. Зв’язок матричної ССЗР з породже-
ною нею лотерейною ССЗР очевидний..., зрозумi-
ло, що задля безпосереднього прийняття рiшен-
ня лотерейна форма ССЗР надається нiтрохи не
менше, нiж матрична форма ССЗР. Проте стано-
вище разюче змiнюється, як тiльки ми захочемо
перед прийняттям рiшення провести експеримент
для отримання додаткової iнформацiї про об’єкт,
тобто скористатися спостереженням...».
Залишимо осторонь питання про експеримент
й абсолютно резонне обгрунтування в [1] переваги
матричної форми ССЗР для прийняття рiшення, де
використано спостереження, з яким важко не пого-
дитися. Однак попереднє в цiй цитатi твердження
видається не надто очевидним, тому виникає необ-
хiднiсть докладнiшого дослiдження.
Нагадаємо деякi означення з [3].
Означення 1. Статистичною закономiрнiстю на
Θ, де Θ — довiльна множина iз заданою алгеброю
пiдмножини Σ (якщо Σ не задається, то, за за-
мовчуванням, вважається, що Σ = 2Θ) називає-
ться довiльна непорожня замкнена множина P в
топологiї τ(Θ) простору
PF (Θ) := {p ∈ ([0, 1])Σ : p(Θ) = 1,
p(C ∪D) = p(C) + p(C\D), ∀C,D ∈ Σ} (1)
всiх адитивних iмовiрнiсних мiр на Θ, що є слiдом
∗- слабкої топологiї в спряженому до банахового
простору BΣ(Θ) з нормою ‖f‖ : = sup
θ∈Θ
|f(θ)|.
Iншими словами, для топологiї τ(Θ) визначаль-
ною системою околiв точки p в просторi PF (Θ) є
множини виду
Uε,f1,f2,...,fn(p) = {p′ ∈ PF (Θ) : |
∫
Θ
fip(dθ) −∫
Θ
fip
′(dθ)| < ε ∀i ∈ 1, n}, для будь-яких ε >
0, n ∈ N, f1, f2, ..., fn ∈ BΣ(Θ).
Зауваження. Це визначення узагальнює озна-
чення статистичної закономiрностi на Θ, наведене
в [1], коли Σ = 2Θ, тобто f ∈M(Θ).
Сiмейство всiх статистичних закономiрностей
на Θ будемо позначати P (Θ).
Зазначимо також, що в топологiї τ(Θ) простiр
PF (Θ) компактний.
Означення 2. Лотерейною формою ССЗР назива-
ється впорядкована трiйка виду (X,U,R), де R
є графiком вiдповiдностi з довiльної непорожньої
множини U в довiльну непорожню множину X ,
для якої domR = U i imR = X .
При цьому X називається множиною наслiд-
кiв, U — множиною рiшень, R — вiдповiднiстю
ССЗР (X,U,R).
Клас усiх впорядкованих трiйок виду Zˆ : =
(X,U,R) позначимо Zˆ.
Означення 3. Матричною формою ССЗР назива-
ється впорядкована четвiрка виду (X,Θ, U, g), де
g є вiдображенням з Θ × U на X для довiльних
непорожнiх множин X,Θ, U .
При цьому множина X називається множиною
наслiдкiв, Θ — множиною значень невiдомого
параметра, U — множиною рiшень, а g — вiдоб-
раженням наслiдкiв ССЗР (X,Θ, U, g).
Клас усiх впорядкованих четвiрок виду Z :
= (X,Θ, U, g) позначимо Z. Тодi Z(X,Θ) : =
{(X,Θ, ·, ·) ∈ Z}.
Означення 4. Проекцiєю ССЗР класу Z називає-
ться таке вiдображення П̂р : Z→ Zˆ, що для будь-
якої ССЗР (X,Θ, U, g) ∈ Z П̂р((X,Θ, U, g)) =
1Стаття частково пiдтримана Мiжнародним благодiйним фондом вiдродження Києво-Могилянської академiї.
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(X,U,R) ∈ Zˆ, де для будь-яких u ∈ U
R(u) = Xu = g(Θ, u). (2)
Взаємозв’язок двох форм ССЗР i моделей СЗР
зi стохастичними закономiрностями
Розглянемо ССЗР Zˆ : = ({x1, x2}, {u1, u2},
{u1, u2} × {x1, x2}) ∈ Zˆ ({x1, x2}, {u1, u2}) i
двi ССЗР — Z1 : = ({x1, x2}, {θ1, θ2}, {u1, u2},
g1) ∈ Z Z2 : = ({x1, x2}, {θ1, θ2}, {u1, u2}, g2) ∈
Z, де g1(θ1, ui) = x2, g1(θ2, ui) = x1, g2(θi, u1) =
x1, g2(θi, u2) = x2, i = 1, 2. Тодi
П̂р(Z1) = П̂р(Z2) = Zˆ.
При цьому для значної частини ТПР-iв ССЗР Z1
цiлком визначена, тобто без невизначеностi, тодi
як ССЗР Z2 i Zˆ такими не будуть. Це твердження
ми уточнимо, його доведення наведено в статтi [2]
Очевидно, що аналогiчна картина спостерiгає-
ться i з бiльш «тонкими» класами ССЗР Z i Zˆ (див.:
[3]).
Тож, доходимо висновку, що, загалом кажучи
(див. аксiому 3 у [3]), матрична форма ССЗР дає
додаткову iнформацiю про СЗР.
Як було зазначено, задаючи ССЗР, ми вже зада-
ємо певну закономiрнiсть, властиву «механiзму ви-
падковостi» наслiдкiв кожної дiї з множини рiшень
цiєї ССЗР. Однак у реальних ситуацiях найчастiше
цей механiзм випадковостi можемо уточнити. Це
є зокрема предметом теорiї ймовiрностей, в якiй
вводяться iмовiрнiснi розподiли. При загальнiших
припущеннях їм вiдповiдають статистичнi законо-
мiрностi.
Нехай для будь-якого u ∈ U (Xu,Ξu) — вимiр-
ний простiр, тобто Ξu — деяка алгебра пiдмножин
множини Xu.
Припустимо, що на алгебрi
n⊗
i=1
Ξui (алгебра, по-
роджена пiвкiльцем
n∏
i=1
Ξui (див., наприклад, [4],
с. 42–45) для кожного n ∈ N i для будь-якої ви-
бiрки u1, ..., un , де ui (i = 1, n) — довiльнi точки
множини U , визначено множину ймовiрнiсних за-
ходiв
Pu1,...,un ⊆ {pu1,...,un ∈ PF (
n∏
i=1
Xui)}, (3)
причому сiмейство множин (3) задовольняє нас-
тупним умовам узгодженостi:
для будь-яких A(n) ∈
n⊗
i=1
Ξui ;
а) для будь-якої рu1,...,un+m ∈ Pu1,...,un+m
рu1,...,un,un+1,...,un+m(A
(n) ×
m∏
i=1
Xn+i) =
рu1,...,un(A
(n)), де рu1,...,un ∈ Pu1,...,un ,
b) для будь-якої рu1,...,un ∈ Pu1,...,un
рu1,...,un(A
(n)) = рs(u1,...,un)({s(a) : a ∈ A(n)}),
де s(u1, ..., un) — будь-яка перестановка елементiв
u1, ..., un.
Розглянемо тепер клас ССЗР Zˆ з за-
даними статистичними закономiрностями, що
описують «механiзм випадковостi» наслiдкiв
кожної дiї вiдповiдних множин рiшень цi-
єї ССЗР. Тодi кожнiй ССЗР цього класу
(X,U,
⋃
u∈U
(u,Xu)), де для будь-якого u ∈ U
Xu — непорожня пiдмножина множини X,
а(u,Xu) : = {(u, x) : x ∈ Xu} вiдповiдає впоряд-
кована четвiрка виду (X,U,
⋃
u∈U
(u,Xu), {Pu : u ∈
U}), де (Xu,Ξu, Pu) — будь-який простiр з розпо-
дiлом, алгебра Ξu якого є слiдом алгебри Ξ в Xu
(тобто Ξu = Ξ ∩ 2Xu ). Через ZˆP позначимо клас
всiх четвiрок вказаного виду.
Розглянемо також ССЗР класу Z iз зада-
ною статистичною закономiрнiстю, яка описує
«механiзм випадковостi» станiв природи. Цiй
ССЗР буде вiдповiдати упорядкована п’ятiрка виду
(X,Θ, U, g, P ), де {Θ,Σ, P} — простiр iз розподi-
лом.
Тодi через ZP позначимо клас всiх п’ятiрок за-
значеного виду. Елементи класу ZP (ZˆP ) будемо
називати ССЗР з розподiлом (розподiлами) в ма-
тричнiй (лотерейнiй) формi.
Означення 5. Моделлю СЗР (МСЗР) зi стати-
стичною закономiрнiстю будемо називати її па-
раметричну схему, доповнену статистичною за-
кономiрнiстю на Θ i позначати через M, тобто
M := (X,Θ, U, g, P), де Z = (X,Θ, U, g) ∈ Z,
P ∈ P (Θ).
МСЗР зi статистичними закономiрностями бу-
демо називати її непараметричну схему, доповнену
сiмейством узгоджених статистичних закономiрно-
стей на множинах
n∏
i=1
Xui , ui ∈ U, ui1 6= ui2 при
i1 6= i2, n ∈ N i позначати коротко
Mˆ := (X,U,
⋃
u∈U
(u,Xu)), {Pu1,...,un}), де Zˆ =
(X,U,
⋃
u∈U
(u,Xu)) ∈ Zˆ, (u,Xu) := {(u, x) : x ∈
Xu}, Pu1,...,un ∈ P (
n∏
i=1
Xui).
Зауваження. Якщо елемент класу ZP визна-
чає вiдповiдну МСЗР зi статичною закономiрнiстю
(X,Θ, U, g, P ), то елемент класу ZˆP , взагалi МСЗР
зi статистичними закономiрностями не визначає.
Зрозумiло, що не вистачає iнформацiї про спiльнi
розподiли наслiдкiв кiнцевих послiдовностей дiй
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На рiвнi схем ситуацiї очевидно, що параме-
трична ситуацiя є не менш iнформативною нiж
вiдповiдна їй (тобто моделююча ту саму СЗР)
непараметрична ситуацiя. При цьому зрозумiло,
що кожнiй параметричнiй ССЗР вiдповiдає єди-
на непараметрична ССЗР тiєї самої СЗР, яка є
її проекцiєю. А саме для будь-якої ССЗР Z =
(X,Θ, U, g) ∈ Z вiдповiдна їй ССЗР з Zˆ має
вигляд Zˆ = (X,U,
⋃
u∈U
(u,Xu)), де Xu : =
g(Θ, u) : = {g(θ, u) : θ ∈ Θ}, (u,Xu) : =
: = {(u, x) : x ∈ Xu}, ∀u ∈ U .
Нижче ми покажемо, що для будь-якої ССЗР
Zˆ ∈ Zˆ знайдеться параметрична ССЗР Z (не єди-
на), проекцiя якої збiгається з Zˆ, тобто П̂р(Z) = Zˆ.
У цьому випадку ми будемо говорити, що ССЗР Z
є представленням ССЗР Zˆ.
Менш очевидно, що так само вiдбувається й з
параметричними i непараметричними МСЗР зi ста-
тистичними закономiрностями. Для точного фор-
мулювання цього результату вкажемо необхiднi
означення.
Означення 6. Параметрична МСЗР M =
(X,Θ, U, g, P ) називається представленням
МСЗР Mˆ = (X,U,
⋃
u∈U
(u,Xu), {Pu1,...,un}), якщо
iснують простiр зi статистичною закономiр-
нiстю (Θ,Σ, P ), сiмейство вимiрних просторiв
{(Xu,Ξu) : u ∈ U}, i вiдображення g : Θ×U → X
таке, що Xu = g(Θ, u),Ξu := {g−1(B, u) : B ∈
Σ}, а скiнченновимiрнi статистичнi закономiрно-
стi {Pu1,...,un} випадкового вiдображення g(θ, u)
збiгаються iз заданим сiмейством (3).
Зрозумiло, що при цьому g — (Σ,Ξu)-вимiрний
при кожному u ∈ U (тобто ∀ A ∈ Ξu i ∀ u ∈ U
множина {θ : g(θ, u) ∈ A} належить алгебрi Σ), де
Ξu = Ξ ∩ 2Xu .
Означення 7. Якщо {(Xu,Ξu) : u ∈ U} де-
яка сукупнiсть вимiрних пiдпросторiв простору
X , Θ — простiр всiх вiдображень θ, заданих
на множинi U зi значеннями в просторi X, що
θ(u) ∈ Xu ∀u ∈ U и A(n) ∈
n⊗
i=1
Ξui , де ui ∈
U(i = 1, n), то множина вiдображень θ ∈ Θ, для
яких точка (θ(u1), . . . , θ(un)) з
n∏
i=1
Xui належить,
A(n), тобто множина Cu1,...,un(A
(n)) = {θ(u) :
(θ(u1), . . . , θ(un)) ∈ A(n)}, називається цилiнд-
ричною множиною в Θ з основою A(n) над коор-
динатами u1, . . . , un.
Зрозумiло, якщо точки u1, ..., un фiксованi, то
мiж цилiндричними множинами над координата-
ми u1, ..., un (їх сукупнiсть позначимо Cu1,...,un ) i
елементами алгебри
n⊗
i=1
Ξui iснує iзоморфiзм: ко-
жна множина A(n) ∈
n⊗
i=1
Ξui визначає цилiндри-
чну множину Cu1,...,un(A
(n)), для якої вона слугує
основою; рiзним основам вiдповiдають рiзнi ци-
лiндричнi множини; об’єднанню, рiзницi або пе-
ретину основ вiдповiдає об’єднання, рiзниця або
перетин цилiндричних множин, що безпосередньо
випливає з означення цилiндричної множини. Крiм
того, як бачимо, будь-якi двi цилiндричнi множини
можна завжди розглядати як цилiндричнi множини
над фiксованою послiдовнiстю координат. Звiдси
випливає, що, розглядаючи алгебраїчнi дiї над кiн-
цевим числом цилiндричних множин, можна вва-
жати, що вони заданi над фiксованою послiдов-
нiстю координат. Тому клас C всiх цилiндричних
множин утворює алгебру множин.
Означення 8. МСЗР зi статистичними законо-
мiрностями Mˆ ∈ Mˆ називається проекцiєю МСЗР
M = {X,Θ, U, g, P} ∈ M, де вiдображення g —
(Σ,Ξu)-вимiрне при кожному u ∈ U, якщо Mˆ =
(X,U,
⋃
u∈U
(u,Xu), {Pu1,...,un}), де для будь-якого
u ∈ U , Xu := g(Θ, u), Ξ =
⊗
u∈U
Ξu, u1, . . . , un —
довiльна вибiрка з U i кожна ймовiрнiсна мi-
ра pu1,...,un на
n∏
i=1
Xui , що визначає множину
Pu1,...,un , така, що для кожного A
(n) ∈
n∏
i=1
Ξui
i деякої p ∈ P ∈ P (Θ)
pu1,...,un(A
(n)) := p({θ : (g(θ, u1),
g(θ, u2), . . . , g(θ, un)) ∈ A(n)}. (4)
З означення зрозумiло, операцiя проектування
параметричних моделей зi статистичними законо-
мiрностями однозначна, тобто у кожної параметри-
чної МСЗР зi статистичною закономiрнiстю є єдина
проекцiя.
Теорема 1. Будь-яка параметрична МСЗР зi ста-
тистичною закономiрнiстю (X,Θ, U, g, P ), де вiд-
ображення наслiдкiв g — (Σ,Ξu)-вимiрне для ко-
жного u ∈ U, є поданням своєї проекцiї.
Доведення. Нехай M = (X,Θ, U, g, P ) ∈ M, а
Mˆ = (X,U,
⋃
u∈U
(u,Xu), {Pu1,...,un}) є її проекцi-
єю. Очевидно, сiмейство множин {Pu1,...,un} за-
довольняє умови узгодженостi. Обгрунтування по-
требує лише те, що сiмейство {Pu1,...,un} є сiмей-
ством статистичних закономiрностей. А це рiвно-
значне тому, що коли ймовiрнiсна мiра р пробiгає
замкнуту в топологiї τ(Θ) множину Р, то для будь-
якого n ∈ N i будь-якої вибiрки u1, ..., un з мно-
жини U ймовiрнiснi заходи Pu1,...,unбудуть утво-
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рювати замкнуту в топологiї τ(
n∏
i=1
Xui) множину
Pu1,...,un . Дiйсно, якщо припустити протилежне —
для деякої вибiркиu1, u2, ..., un з множини U мно-
жина PF (
n∏
i=1
Xui)\Pu1,...,un не буде вiдкритою в
топологiї τ(
n∏
i=1
Xui), то iснує така ймовiрнiсна мi-
ра pu1,...,un з множини PF (
n∏
i=1
Xui), яка не входить
в множину Pu1,...,un , що для будь-яких k,m ∈ N
знайдеться ймовiрнiсна мiра pk,u1,...,un з множи-
ни Pu1,...,un , для якої за будь-яких f1, f2, ..., fm ∈
B n⊗
i=1
Ξui
(
n∏
i=1
Xui)
|
∫
n∏
i=1
Xui
fj(xu1 , . . . , xun)pk,u1,...,un(d(xu1 , . . . , xun))−
∫
n∏
i=1
Xui
fj(xu1 , . . . , xun)pu1,...,un(d(xu1 , . . . , xun))| <
<
1
k
, j = 1,m. (5)
Нехай Y : = {(g(θ, u1), ..., g(θ, un)) : θ ∈ Θ}.
З огляду на (Σ,Ξu) — вимiрнiсть вiдображен-
ня g(θ, u) при будь-яких u ∈ U , множини Y є
n⊗
i=1
Ξui-вимiрними. Тодi для будь-якої ймовiрнi-
сної мiри qu1,...,un , заданої на вимiрному просто-
рi (
n∏
i=1
Xui ,
n⊗
i=1
Ξui), зосередженої на множинi Y , i
будь-якої функцiї f ∈ B n⊗
i=1
Ξui
(
n∏
i=1
Xui) маємо
∫
n∏
i=1
Xui
f(xu1 , . . . , xun)×
× qu1,...,un(d(xu1 , . . . , xun)) =∫
Y
f(xu1 , . . . , xun)qu1,...,un(d(xu1 , . . . , xun))+
+
∫
n∏
i=1
Xui\Y
f(xu1 , . . . , xun)×
× qu1,...,un(d(xu1 , . . . , xun)). (6)
Але через обмеженiсть f знайдеться таке чи-
сло µ, що |f(xu1 , . . . , xun)| 6 µ для будь-яких
(xu1 , . . . , xun) ∈
n∏
i=1
Xui . А отже,
∣∣∣ ∫
n∏
i=1
Xui\Y
f(xu1 , . . . , xun)×
× qu1,...,un(d(xu1 , . . . , xun))
∣∣∣ 6
6 µ
∫
n∏
i=1
Xui\Y
qu1,...,un(d(xu1 , . . . , xun)) =
= µq(
n∏
i=1
Xui\Y ) = 0. (7)
Тодi маємо з (7) :∫
n∏
i=1
Xui
f(xu1 , . . . , xun)qu1,...,un(d(xu1 , . . . , xun)) =
=
∫
Y
f(xu1 , . . . , xun)qu1,...,un(d(xu1 , . . . , xun)) =
=
∫
Θ
f(g(θ, u1), . . . , g(θ, un))q(dθ), (8)
де для будь-якого B ∈ Σ
q(B) := qu1,...,un({(g(θ, u1), . . . , g(θ, un)) : θ ∈ B}).
Отже, скориставшись рiвнiстю (8) для будь-
яких мiр pk i p на Θ, що задовольняють спiв-
вiдношення (5) щодо вiдповiдних мiр pk,u1,...,un i
pu1,...,un на
n∏
i=1
Xui , нерiвнiсть (6) можна перепи-
сати так:
|
∫
Θ
fj(g(θ, u1), ..., g(θ, un))pk(dθ)−∫
Θ
fj(g(θ, u1), . . . , g(θ, un))p(dθ)| < 1
k
, j = 1,m.
(9)
Тепер визначимо на множинi Θ вiдношення
еквiвалентностi таким чином, що для будь-яких
θ1, θ2 ∈ Θ
θ1 ∼ θ2 :=⇐⇒θ1(ui) = θ2(ui), i = 1, n. (10)
Транзитивнiсть, симетричнiсть, рефлексивнiсть
певного спiввiдношення (10) вiдповiдностi очеви-
дна. Позначимо клас еквiвалентностi елемента θ з
фактор-множини Θupslope∼ через θ˜ (Проекцiя елемента
θ щодо еквiвалентностi (∼)), тобто Θupslope∼ = {θ˜ :
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θ ∈ Θ} := Θ˜. Вiдповiдно, алгебру, породжену ал-
геброю Σ при цьому проектуваннi, позначимо Σ˜,
а її елемент, що є проекцiєю елемента B ∈ Σ, —
через B˜. Зрозумiло, алгебра Σ˜ iзоморфна алгебрi
n⊗
i=1
Ξui .
Тодi для будь-якої мiри p ∈ PF (Θ) можна ви-
значити мiру p˜ ∈ PF (Θ˜) так, що для будь-яких
B ∈ Σ
p˜(B˜) := p(B). (11)
При цьому довiльна множина мiр P ⊆ PF (Θ)
замкнена в топологiї τ(Θ) тодi i тiльки тодi, коли
вiдповiдна йому множина мiр P˜ = {p˜ : p ∈ P},
де p i p˜ пов’язанi спiввiдношенням (11), замкнене
в фактор-топологiї вiдносно вiдповiдностi (∼), що
збiгається з τ(Θ˜).
Далi визначимо функцiї Fj , j = 1,m на Θ˜ так,
що для будь-яких θ˜ ∈ Θ˜
Fj(Θ˜) := fj(g(θ, u1), g(θ, u2), ..., g(θ, un)). (12)
Коректнiсть даного визначення випливає зi
спiввiдношення (10). При цьому для кожного
j = 1,m функцiя Fj пробiгає всю множи-
ну B
Σ˜
(Θ˜), коли функцiя fj пробiгає множину
B n⊗
i=1
Ξui
(
n∏
i=1
Xui), з огляду на (Σ,Ξu)-вимiрнiсть
вiдображення g(θ, u), ∀u ∈ U i того, що g(Θ, ui) =
Xui , i = 1, n.
Тепер спiввiдношення (9) можна переписати
|
∫
Θ˜
Fj(θ˜)p˜k(dθ˜)−
∫
Θ˜
Fj(θ˜)p˜(dθ˜)| < 1
k
, j = 1,m.
Таким чином, послiдовнiсть мiр {p˜k, k ∈ N}
сходяться в топологiї τ(Θ˜) до мiри p˜, а отже, вiд-
повiдна їй послiдовнiсть мiр {pk, k ∈ N} на Θ
сходитися в топологiї τ(Θ) до мiри p.
Оскiльки мiри pk,u1,...,un ∈ Pu1,...,un , ∀k ∈ N ,
то мiри, що їх визначають, за спiввiдношенням
(5), pk, належать статистичнiй закономiрностi P .
Тодi через замкнутiсть у топологiї τ(Θ) множи-
ни P i збiжностi в топологiї τ(Θ) послiдовностi
{pk, k ∈ N} до мiри p, то i мiра p належить ста-
тистичнiй закономiрностi P . А отже, мiра pu1,...,un
визначається, згiдно зi спiввiдношенням (5), мiрою
p з P , тобто pu1,...,un ∈ Pu1,...,un , що суперечить
припущенню.
Теорема 2. Будь-яка непараметрична МСЗР зi
статистичними закономiрностями допускає деяке
представлення.
Доведення. Припустимо, що задана деяка непа-
раметрична МСЗР зi статистичними закономiр-
ностями Mˆ = (X,U,
⋃
u∈U
(u,Xu), {Pu1,...,un}), де
(u,Xu) := {(u, x) : x ∈ Xu}. Покажемо, що для Mˆ
iснує представлення M = (X ′,Θ, U ′, g, P ). Очеви-
дно, що X = X ′ i U = U ′. За простiр Θ вiзьмемо
простiр всiх таких вiдображень θ, заданих на U зi
значеннями в X , що Θ(u) ∈ Xu. Вiдображення g
визначимо як g(θ, u) = θ(u). Тим самим четвiр-
кою (X,Θ, U, g) ми задали представлення ССЗР
Zˆ = (X,U,
⋃
u∈U
(u,Xu)), де (u,Xu) := {(u, x) : x ∈
Xu}.
Далi ми можемо визначити на алгебрi цилiндри-
чних множин C простору Θ для будь-якої ймовiр-
нiсної мiри pu1,...,un ∈ Pu1,...,un функцiю множин
p(C), C ∈ C, поклавши
p(C) := pu1,...,un(A
(n)), (13)
якщо C є цилiндричною множиною з основою
A(n) над координатами u1, ..., un. Умови узгодже-
ностi забезпечують коректнiсть визначення функцiї
p(C), C ∈ C. Нехай Ck, k = 1,m — послiдовнiсть
цилiндричних множин. Не зменшуючи загальностi,
можна вважати, що вони заданi основами A(n)k над
однiєю i тiєю ж послiдовнiстю координат u1, ..., un.
Алгебраїчним операцiям над множинами Ck вiд-
повiдають тi самi дiї над основами A(n)k . Оскiльки
ймовiрнiсна мiра pu1,...,un аддитивна на
n⊗
i=1
Ξui , то
звiдси випливає, що функцiя множин p(C), C ∈ C
аддитивна на C. Коли ймовiрнiснi мiри pu1,...,un
пробiгають замкнуту в топологiї τ(
n∏
i=1
Xui) множи-
ну Pu1,...,un , то сiмейство ймовiрнiсних мiр p буде
утворювати деяку замкнуту в топологiї τ(Θ) мно-
жину P . Справдi, припустивши протилежне, тобто
множина PF (Θ)\P не буде вiдкритою в тополо-
гiї τ(Θ), отримаємо iснування такої ймовiрнiсної
мiри p з множини PF (Θ), що не належить до мно-
жини P , що ∀k ∈ N знайдеться ймовiрнiсна мi-
ра pk з множини P , яка для будь-яких функцiй
f1, f2, ..., fm ∈ BC(Θ), m ∈ N задовольняє не-
рiвностi
|
∫
Θ
fj(θ)pk(dθ)−
∫
Θ
fj(θ)p(dθ)| < 1
k
, j = 1,m.
(14)
Зафiксувавши вибiрку u1, u2, ..., un з множини
U , розглянемо довiльну сукупнiсть таких m фун-
кцiй f ′1, f
′
2, ..., f
′
m, що, якщо θ˜1 = θ˜2, то f ′j(θ1) =
f ′j(θ2) для будь-яких θ1, θ2 ∈ Θ i j = 1,m, де еквi-
валентнiсть (∼) визначається за (10).
Якщо для кожної такої функцiї f ′j , j = 1,m
визначити функцiю F ′j на Θ, вважаючи F
′
j(θ˜) : =
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f ′j(θ) для будь-яких θ ∈ Θ, через означення фун-
кцiї f ′j , то F
′
j ∈ BC˜u1,...,un (Θ˜), де C˜u1,...,un — про-
екцiя алгебри Cu1,...,un щодо еквiвалентностi (∼).
При цьому зрозумiло, що функцiя F ′j пробiгає всю
множину BC˜u1,...,un
(Θ˜), коли функцiя fj пробiгає
множину BC(Θ).
Тодi для будь-якої функцiї F ′j ∈
BC˜u1,...,un
(Θ˜), j = 1,m, через спiввiдношення
(14), отримаємо, що
|
∫
Θ˜
F ′j(θ˜)p˜k(dθ˜)−
∫
Θ˜
F ′j(θ˜)p˜(dθ˜)| <
1
k
, (15)
де мiри p˜k, p˜ вiдповiдають мiрам Pk, p, за спiввiд-
ношенням (11).
Або, враховуючи iзоморфiзм множин Θ˜ i
n∏
i=1
Xui , з означення множини Θ, а також ви-
значення алгебри C˜u1,...,un i алгебри
n⊗
i=1
Ξui ма-
ємо: для будь-яких функцiй F ′′1 , F
′′
2 , ..., F
′′
m ∈
B n⊗
i=1
Ξui
(
n∏
i=1
Xui),m ∈ N
|
∫
n∏
i=1
Xui
F ′′j (xu1 , . . . , xun)×
× pk,u1,...,un(d(xu1 , . . . , xun))−
−
∫
n∏
i=1
Xui
F ′′j (xu1 , . . . , xun)×
× pu1,...,un(d(xu1 , . . . , xun))| <
1
k
, j = 1,m.
Це випливає з нерiвностi (15) при
F ′′j (xu1 , ..., xun) : = F
′
j(θ˜), j = 1,m, де θ˜ таке, що
θ(ui) = xui , i = 1, n, для будь-яких (xu1 , ..., xun) ∈
n∏
i=1
Xui , заходи pk,u1,...,un , pu1,...,un визначаються,
вiдповiдно до мiр Pk, p, за (11).
Таким чином, послiдовнiсть мiр {pk,u1,...,un , k ∈
N} сходиться в топологiї τ(
n∏
i=1
Xui) до мiри
pu1,...,un .
Оскiльки мiри pk, ∀k ∈ N належать множинi P ,
то мiри, що визначають їх за спiввiдношенням (6),
Pk,u1,...,un , за умовою, належать статистичнiй зако-
номiрностi Pu1,...,un . Тодi через замкнутiсть мно-
жини Pu1,...,un в топологiї τ(
n∏
i=1
Xui) i збiжнiсть у
цiй топологiї послiдовностi {pk,u1,...,un , k ∈ N} в
мiру pu1,...,un , мiра pu1,...,un також належить ста-
тистичнiй закономiрностi Pu1,...,un . А отже, мiра
p, що визначається спiввiдношенням (6), мiрою
Pu1,...,un з Pu1,...,un , тобто P ∈ P , що суперечить
припущенню.
Таким чином, подання для довiльної непараме-
тричної МСЗР вказано.
Теорему доведено.
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TO THE MODELING OF THE SITUATIONS OF DECISION-MAKING PROBLEM
The concepts of schema and model of the situation in the problem of making solutions are introduced. The
relationship of parametric and nonparametric schemes, as well as models of situations are examined. At the
same time accident situations is considered in a more general form than stochastic - it describes the pattern of
so-called statistical regularity.
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