In this paper we present a novel pressure-based semi-implicit finite volume solver for the equations of compressible ideal, viscous and resistive magnetohydrodynamics (MHD). The new method is conservative for mass, momentum and total energy and in multiple space dimensions it is constructed in such a way as to respect the divergence-free condition of the magnetic field exactly, also in the presence of resistive effects. This is possible via the use of multi-dimensional Riemann solvers on an appropriately staggered grid for the time evolution of the magnetic field and a double curl formulation of the resistive terms. The new semiimplicit method for the MHD equations proposed here discretizes the nonlinear convective terms as well as the time evolution of the magnetic field explicitly, while all terms related to the pressure in the momentum equation and the total energy equation are discretized implicitly, making again use of a properly staggered grid for pressure and velocity. Inserting the discrete momentum equation into the discrete energy equation then yields a mildly nonlinear symmetric and positive definite algebraic system for the pressure as the only unknown, which can be efficiently solved with the (nested) Newton method of Casulli et al. The pressure system becomes linear when the specific internal energy is a linear function of the pressure. The time step of the scheme is restricted by a CFL condition based only on the fluid velocity and the Alfvén wave speed and is not based on the speed of the magnetosonic waves. Being a semi-implicit pressure-based scheme, our new method is therefore particularly well-suited for low Mach number flows and for the incompressible limit of the MHD equations, for which it is well-known that explicit density-based Godunov-type finite volume solvers become increasingly inefficient and inaccurate due to the increasingly stringent CFL condition and the wrong scaling of the numerical viscosity in the incompressible limit. We show a relevant MHD test problem in the low Mach number regime where the new semi-implicit algorithm is a factor of 50 faster than a traditional explicit finite volume method, which is a very significant gain in terms of computational efficiency. However, our numerical results confirm that our new method performs well also for classical MHD test cases with strong shocks. In this sense our new scheme is a true all Mach number flow solver.
INTRODUCTION
Since their invention by Harlow and Welch [63] , pressure-based semi-implicit finite difference schemes on staggered grids have become widespread over the last decades for the solution of the incompressible Navier-Stokes equations with and without moving free surface, see e.g. [34, 35, 86, 87, 15, 109, 66, 22, 27, 23, 31, 24, 25] for a non-exhaustive overview of some of the most important contributions. An early application of semi-implicit schemes to compressible gas dynamics was the method of Casulli and Greenspan [29] , but their scheme was not conservative and therefore unable to solve problems including shock waves. In the field of numerical methods for high Mach number compressible flows, typically explicit density-based Godunov-type finite volume schemes [72, 61, 94, 84, 65, 50, 79, 104, 74, 103] are preferred, since they are by construction conservative and thus allow the correct computation of shock waves. Therefore, the application of semi-implicit methods to compressible flows with shock waves is still quite rare, and some recent developments in this direction have been made only very recently in [85, 36, 44, 16] , where new conservative pressure-based semi-implicit schemes have been proposed that are also suitable for the simulation of flow problems including shock waves. Concerning the numerical simulation of compressible magnetized plasma flows governed by the ideal or viscous and resistive magnetohydrodynamics (MHD) equations, only very little work has been done so far concerning the development of semi-implicit schemes. The existing semi-implicit schemes for MHD either apply only to the incompressible case, or they are not based on a conservative formulation, see e.g. [1, 73, 64, 58] . The declared aim of this paper is therefore to close this gap and to propose a new conservative and pressure-based semi-implicit finite volume method for the solution of the compressible ideal and viscous and resistive MHD equations that applies both to high Mach number flows with shocks as well as to low Mach number or even incompressible flows. It is well-known that explicit density-based solvers become increasingly inefficient and inaccurate in the low Mach number regime and therefore an implicit time discretization is needed. However, discretizing all terms implicitly would lead to a highly nonlinear non-symmetric system with a large number of unknowns (density, velocity, pressure and magnetic field), for which convergence is very difficult to control. Therefore, the new semi-implicit finite volume (SIFV) method proposed in this paper uses instead an explicit discretization for all nonlinear convective terms and for the time evolution of the magnetic field, while an implicit discretization is only employed for the pressure terms. This judicious combination leads in the end to only one mildly-nonlinear and symmetric positive definite system for the fluid pressure as the only unknown. The properties of the pressure system allow the use of the Newton-type techniques of Casulli et al. [20, 21, 32, 33] , for which convergence has been rigorously proven. Due to the implicit pressure terms, the time step of our new scheme is only restricted by the fluid velocity and the Alfvén wave speed, and not by the speeds of the magnetosonic waves. For this reason, the method proposed in this paper is a true all Mach number flow solver.
Modern computer codes for the solution of the MHD equations are mainly based on second or higher order Godunov-type finite volume schemes [54, 4, 67, 59, 92, 42, 49, 17, 114, 9] or on the discontinuous Galerkin (DG) finite element framework [112, 114, 75, 76, 113, 12, 78] . In all these methods, the proper discretization of the magnetic field is of fundamental importance due to the well-known divergence-free constraint which the magnetic field must satisfy. Various solutions to this problem have been proposed in the literature so far and they can be essentially classified in two main categories: i) the first class contains the exactly divergence-free methods, following the ideas of Balsara and Spicer [14, 4] and which requires the electric field at the vertices of each element and thus a multi-dimensional Riemann solver [5, 6, 8, 11, 7, 10] ; ii) the the second class uses divergence cleaning techniques, like either the Powell source term [91] based on the symmetric form of the MHD equations found by Godunov [62] or the hyperbolic generalized Lagrangian multiplier (GLM) approach of Munz et al. [81] and Dedner et al. [39] . The method proposed in this paper falls into the first class of exactly divergence-free schemes.
The rest of the paper is organized as follows: for the sake of simplicity and to facilitate the reader, we first present our new algorithm only for the ideal MHD equations in one space dimension, see Section 2. Computational results for the one-dimensional case are shown in Section 3. The extension of the method to the two-dimensional case, including viscous and resistive effects and a divergencefree evolution of the magnetic field is presented in Section 4. A set of classical benchmark problems for the ideal and viscous and resistive MHD equations is then solved in Section 5, showing the performance of the method in the low Mach number limit as well as its robustness for shocked flows. Finally, in Section 6 we give some concluding remarks and an outlook to future work. 
NUMERICAL METHOD FOR THE IDEAL MHD EQUATIONS IN ONE SPACE DIMENSION

Governing PDE
The ideal MHD equations in one space dimension read as follows:
Here, time is denoted by t ∈ R + 0 , while
⊂ R is the spatial coordinate within the computational domain Ω. As usual, the fluid density and the fluid pressure are denoted by ρ and p, respectively; v = (u, v, w) is the velocity field and the magnetic field vector is B = (B x , B y , B z ); the total energy density is given by ρE = ρe + ρk + m = ρe + 2 is the magnetic energy density; e = e(p, ρ) is the specific internal energy per unit mass given by the so-called equation of state (EOS), which is in general a nonlinear function of the fluid pressure and density. However, for an ideal gas, e is a linear function in p. In density-based Godunov-type finite volume schemes the EOS is typically required in the form p = p(e, ρ), which can be obtained by solving the expression e = e(p, ρ) for the pressure. Another important quantity that we will use in this paper is the so-called specific enthalpy, which is defined as h = e + p/ρ and which allows to rewrite the first part of the flux for the total energy density as follows: u(ρE + p + m) = u(ρk + 2m) + h(ρu). The eight eigenvalues of the MHD system (1) are
with
(3) Here, c a is the Alfvén wave speed, c s is the speed of the slow magnetosonic waves, c f is the one of the fast magnetosonic waves and c is the adiabatic sound speed that can be computed from the equation of state p = p(e, ρ) as c 2 = ∂p/∂ρ + p/ρ 2 ∂p/∂e, which reduces to the well-known expression c 2 = γp/ρ for the ideal gas EOS. In the previous expressions we have also used the abbreviations
Similar to the compressible Euler equations, the crucial terms that give rise to the fast and slow magnetosonic wave speed c f and c s are the pressure term p x in the momentum equation and the enthalpy term (hρu) x in the total energy equation. Therefore, these terms will have to be discretized implicitly in our semi-implicit numerical method in order to avoid a CFL condition based on the magnetosonic wave speeds c f and c s , while all remaining terms do not include the pressure and can therefore be discretized explicitly. In subsection 2.3, we present a detailed discussion of the eigenvalues of an appropriately split MHD system, in order to properly motivate our choice for discretizing certain terms explicitly and others implicitly. For a detailed analysis in the case of the compressible Euler and the shallow water equations, see [29, 26] .
Ideal gas EOS
Our numerical scheme is presented for a general nonlinear equation of state e = e(p, ρ). However, in order to compare with previously published results in the literature, we will use the ideal gas EOS for all numerical test problems reported later. The ideal gas EOS in the sought form e = e(p, ρ) can be obtained from the so-called thermal equation of state p = p(ρ, T ) and the so-called caloric equation of state e = e(T, ρ) by eliminating the temperature. For the ideal gas, the thermal and caloric equations of state take the well-known form
with the specific gas constant R = c p − c v , and the heat capacities c v and c p at constant volume and at constant pressure, respectively. From (4) one easily obtains
which is linear in the pressure p and where γ = c p /c v denotes the so-called ratio of specific heats. For more general cubic equations of state, the reader is referred to the famous work by van der Waals [108] and more recent extensions, see [110, 88, 93] . For completely general equations of state for real fluids, see [51, 111] .
Split form of the MHD system
Following the seminal paper of Toro and Vázquez [105] on the Euler equations we now decide to split the flux of the MHD system (1) into a convective-type flux and a pure pressure flux, where the convective-type flux has to be understood in a more general sense in the MHD context due to the presence of the Alfvén waves. Note that the Toro & Vázquez (TV) splitting is substantially different from the flux vector splittings proposed in [100, 115, 77] , since only in the TV splitting the resulting convective flux is totally free of any pressure terms. Writing PDE (1) formally as
with Q = (ρ, ρv, ρE, B) the vector of conservative variables and the flux vector f given in (1), we write the split system now as
with the convective-type flux f c and the pure pressure flux f p given as follows:
Recall that we have h = e(p, ρ) + p/ρ and m = 1 8π B 2 as well as ρk = 1 2 ρv 2 according to the definitions in subsection 2.1. It is obvious that f c does not contain any contribution of the pressure p, while f p involves only the density ρ, the pressure p and the velocity component u and does not involve any contribution from the magnetic field. In this sense, our new splitting is the closest possible to the TV splitting, since our pressure system is exactly the same as the one obtained by Toro & Vázquez [105] . Note in particular also that the split form (7) with (8) chosen in this paper is different from all splittings of the MHD system proposed in Balsara et al. [13] . It is easy to check that the convective subsystem
convective subsystem at the interface. For a first order scheme one simply has Q − i+
where the pressure is now taken implicitly, while the explicit operator for the discretization of the nonlinear convective terms i.e. for the computation of (ρu) * i+ 1 2 has been detailed previously. Note that (ρu) * i+ 1 2 is located on the dual mesh and therefore has to be averaged from the main grid to the dual mesh via (13) . According to [44] a preliminary discretization of the total energy equation is now chosen as follows:
The tilde symbols indicate that a further discretization step is necessary that will be explained later. Inserting the discrete momentum equation (18) into the discrete energy equation (19) and using m n+1 i = m * i yields the following preliminary system for the unknown pressure
which has exactly the same structure as the one obtained in [44] for the compressible Euler equations. Therefore, following the same reasoning as explained in [44] , the quantities marked with a tilde symbol cannot be discretized directly at the new time t n+1 , since in this case the resulting pressure system would become strongly nonlinear and difficult to control. To circumvent the problem, we employ a simple Picard iteration, as suggested in [32] . The Picard iteration index will be denoted by r in the following. This yields the following iterative scheme, which requires only the solution of the following mildly nonlinear system for the pressure p n+1,r+1 i 7 iteration: (14), hence in (21) the new pressure is the only unknown. Using a more compact notation, the above system (21) can be written as follows:
with the vector of the unknowns
). The vector b r contains the known right hand side of (21) . Matrix T r is symmetric and at least positive semi-definite and takes into account the linear part of the system, while the nonlinearity is contained in the vector function
Nx ) , which means a componentwise evaluation of the internal energy density in terms of pressure and density. We stress again that the density ρ n+1 i at the new time level is already known from (14), i.e. for the solution of the mildly nonlinear system, the equation of state can be considered as a function of pressure alone, with a given density.
The time step, the mesh spacings and the enthalpy h are non-negative quantities and we suppose that the specific internal energy e (p, ρ) is a non-negative, non-decreasing function whose derivative w.r.t. the pressure is a function of bounded variation. Thanks to the semi-implicit discretization of the pressure subsystem on the staggered mesh, the matrix T r in system (21) is symmetric and at least positive semi-definite, which is quite a remarkable property, considering the complex structure of the MHD system (1). It is therefore possible to employ the same (nested) Newton-type techniques for the solution of (23) as those proposed and analyzed by Casulli et al. in [32, 33, 20, 21] . For all implementation details and a rigorous convergence proof of the (nested) Newton method, the reader is referred to the above references. The iterative Newton-type techniques of Casulli et al. have already been used with great success as building block of semi-implicit finite volume schemes in different application contexts, see [24, 30, 28, 25, 18, 57, 45] . Due to the properties of T r , the linear sub-problems within the Newton-type algorithm can be solved at the aid of a matrix-free conjugate gradient method, or with the Thomas algorithm for tri-diagonal systems in the one-dimensional case. Note that for the ideal gas EOS the resulting system (23) becomes linear in the pressure, hence one single Newton iteration is sufficient to solve (23) . From the new pressure p n+1,r+1 i the momentum density at the next Picard iteration can be obtained as
The new pressure and momentum are both needed to update the enthalpies at the element interfaces as well as the kinetic energy contribution to the total energy at the new time level. As already observed in [32, 44] it is sufficient to carry out only very few Picard iterations to obtain a satisfactory solution. In all test problems presented in this paper, we stop the Picard process after r max = 2 iterations. At the end of the last Picard iteration, we set p
and update the total energy density using the conservative formula Finally, in order to proceed with the next time step, we still need to average the momentum back from the staggered mesh to the main grid by using the averaging operator (13) from the dual mesh to the main grid.
From (14), (18) and (25) it is obvious that the scheme is written in a conservative flux form for all conservation equations and the averaging operators between main and dual grid are also conservative, hence the proposed method is locally and globally conservative for mass, momentum and total energy. Its stability is only restricted by a mild CFL condition based on the eigenvalues of the convective subsystem λ c l , and is not based on the speed of the magnetosonic waves c s and c f . This makes the method particularly well suited for the discretization of low Mach number flows. However, being a locally and globally conservative scheme, it is also able to handle flows with very strong shocks properly, as shown via several numerical test problems in the next section.
NUMERICAL RESULTS IN 1D
In this section we apply our new semi-implicit finite volume scheme to a set of Riemann problems of the ideal MHD equations, some of which have been introduced and analyzed in [19, 96, 38, 48] . The eigenstructure of the ideal MHD equations has been discussed in [95] , while the exact Riemann solver used for the comparisons presented in this paper has kindly been provided by S.A.E.G. Falle [53, 52] . For an alternative exact Riemann solver of the MHD equations see the work of Torrilhon [106] . In all our tests we use a computational domain Ω = [−0.5, +0.5] that is discretized at the aid of 1000 pressure control volumes (apart from RP0, for which only 100 points have been used), which is only slightly more than the typical resolution of 800 elements chosen for the explicit finite volume schemes used in [3, 106, 107] . In RP1-RP4 the Courant number is set to CFL = 0.9, based on the maximum eigenvalues of the convective subsystem and a second order MUSCL-type TVD scheme is used for the discretization of the explicit terms. For RP0, we use a constant time step size of ∆t = 0.1. The initial condition for all Riemann problems consists in a constant left and right state that are separated by a discontinuity located at x d . The initial data as well as the value for x d are reported in Table I . The ratio of specific heats is γ = 1-5. The first Riemann problem (RP0) is just a sanity check in order to verify that our new SIFV method is able to resolve isolated steady contact waves without magnetic field exactly. This property follows trivially from the chosen discretization and is also confirmed in our numerical experiments, see Fig. 1 .
Riemann problem (RP1) is the one of Brio & Wu [19] , for which it is well known that all standard finite volume schemes produce a compound wave instead of the wave pattern suggested by the exact Riemann solver. Only the random choice method of Glimm [60] was able to reproduce the correct solution in this case, as discussed in [53] . Therefore, despite the disagreement with the exact solution in the density profile, our numerical results are in line with others published in the literature. Furthermore, the numerical results obtained for the magnetic field component B y agree well with the exact solution. The second Riemann problem (RP2) goes back to Ryu & Jones [96] and presents a wave pattern composed of discontinuities in all seven waves of the MHD system. The agreement between our numerical solution and the exact solution is very good in this case. Also problem RP3 contains seven waves, but compared to RP2 the two left waves are rarefactions and not shocks. Also in this case the semi-implicit finite volume scheme is able to capture the wave pattern properly, apart from the weak right-moving shock. In the last Riemann problem (RP4), our scheme has some difficulties in capturing the second wave from the left at the given grid resolution, but this behaviour is similar to what was also observed in [48] and [47] . The profile of the magnetic field component B y is well reproduced in this case.
Overall we can conclude that the numerical results obtained with our new algorithm are in line with those previously published in the literature. However, at this point it is important to stress that our semi-implicit finite volume scheme is a so-called pressure-based solver, which is particularly tailored to work in the low Mach number regime or even in the incompressible limit of the equations, while all standard explicit finite volume schemes that are typically used for the solution of the MHD The density is shown at a final time of t = 10, confirming that our scheme is able to preserve steady contact waves exactly.
equations are so-called density-based methods, which are unable to deal with the incompressible limit of the equations. It is therefore quite remarkable to observe that the new pressure-based semiimplicit method performs almost as well as standard Godunov-type schemes in this set of Riemann problems. Encouraged by these results, in the next section we now present the extension to the viscous and resistive case in two space dimensions, where particular care needs to be taken in order to obtain an exactly divergence-free formulation of the scheme. 
EXTENSION TO VISCOUS FLOWS IN MULTIPLE SPACE DIMENSIONS
Governing equations
In multiple space dimensions, the viscous and resistive MHD equations read with the identity matrix I and the viscous flux tensor
Here V = (ρ, v, T, B) is the vector of primitive variables, T is the temperature given by the thermal equation of state T = T (p, ρ), µ is the kinematic viscosity, λ is the thermal conductivity and η is the electric resistivity of the fluid. The Prandtl number is defined as P r = µγc v /λ. In order to extend our new semi-implicit scheme to the ideal and to the viscous and resistive MHD equations in multiple space dimensions, special care must be taken concerning the ∇ · B = 0 constraint, i.e. the divergence of the magnetic field must remain zero for all times if it was initially zero. Several strategies have been developed in the literature in the past in order to satisfy the divergence constraint exactly or approximately, see e.g. the well-known divergence-free schemes for MHD of Balsara and Spicer [14] and subsequent work by Balsara [4, 5, 6] , the discretization proposed by Powell 12 M. DUMBSER ET AL. [91, 92] based on the symmetric hyperbolic form of the MHD equations found by Godunov [62] , or the hyperbolic divergence-cleaning approach of Munz et al. [81] and Dedner et al. [39] . Since we already use a staggered mesh for the semi-implicit discretization of the pressure subsystem, it is very natural to employ the strategy of Balsara and Spicer [14, 4] , which also adopts a staggered mesh for the time evolution of the magnetic field. In this paper, we properly extend this technique to deal also with the resistive terms. For that purpose, it has to be noted that with ∇ · B = 0 the resistive term can be rewritten in terms of a double curl operator as η∇ · ∇B − ∇B T = −η∇ × ∇ × B and therefore the induction equation for the magnetic field reads
with the electric field vector given by
which reduces to the standard expression E = −v × B for the ideal MHD equations (η = 0). Again we split the MHD system into a first subsystem that contains the convective and the viscous terms that will both be discretized explicitly, while the second one is again the pure pressure subsystem that will be discretized implicitly, i.e. we write
Semi-implicit discretization
The computational domain Ω is discretized by the control volumes of a primary grid denoted by
, y j+ 1 2 ]. To ease notation, in the following we suppose an equidistant mesh spacing of size ∆x and ∆y in x and y direction and the corresponding number of cells is denoted by N x and N y , respectively. The edge-based staggered dual control volumes in x direction are denoted by Ω i+
, y j+ 1 2 ], while the control volumes of the staggered dual grid in y direction are Ω i,j+
] × [y j , y j+1 ], i.e. overall the method uses a set of three overlapping grids, each of which entirely covers the domain Ω. The averaging operators from the main grid to the dual grids read
while the averaging from the two dual grids to the main grid is given by
4.2.1. Convective and viscous subsystem. The viscous and convective subsystem is discretized with an explicit finite volume scheme of the type
where the numerical fluxes at the element interfaces contain both the nonlinear convective as well as the viscous terms and therefore read is obviously very similar to the one for f i+ 1 2 ,j , hence it is not necessary to report it here. The second order MUSCL-Hancock scheme in two space dimensions is a straight-forward extension of the onedimensional case shown previously and is well known, so we can omit the details. For the viscous flux we define the corner variables
and the corner gradients of the vector of primitive variables given by
4.2.2. Divergence-free evolution of the magnetic field. In multiple space dimensions, it is of fundamental importance to evolve the magnetic field in a consistent manner that respects the divergence-free condition ∇ · B = 0 exactly also on the discrete level. For this purpose, we follow [14, 4] and introduce the magnetic field components on the staggered mesh as (B x ) n i+ . The normal magnetic field components can then be evolved in time by a discrete form of the induction equation (28) as follows
Note that in (40) the last line accounts for the resistive term and is an approximation to the z component of the curl of B using the corner gradients computed in (37) . The velocity vector in the corner has already been computed via (36) . It is easy to check that the scheme (38)- (39) is exactly divergence-free in the discrete sense
if the magnetic field was discretely divergence-free at the initial time t = 0. Note that in 2D it is sufficient to take (B z ) , which are the main quantities that represent the discrete magnetic field in our scheme. The cell-centered magnetic field is needed in order to compute the energy density of the magnetic field m 
Pressure subsystem.
In two space dimensions the discrete momentum equations read given in (34) . A preliminary form of the discrete total energy equation reads
Here, we have used again the abbreviation ρe p
. Inserting the discrete momentum equations (42) into the discrete energy equation (43) and making tilde symbols explicit via the simple Picard iteration, as in the one-dimensional case, leads to the following discrete wave equation for the unknown pressure:
with the known right hand side
We stress that the density ρ n+1 i,j = ρ * i,j is already known from (34) , and also the energy of the magnetic field m n+1 i,j is already known after averaging the staggered normal magnetic field components that have been evolved via (38) and (39) onto the main grid. The system for the pressure (44) is again a mildly nonlinear system of the form (23) with a linear part that is symmetric and as least positive semi-definite. Hence, with the usual assumptions on the nonlinearity detailed in [33] , it can be again efficiently solved with the nested Newton method of Casulli and Zanolli [32, 33] . Note that in the incompressible limit M → 0, following the asymptotic analysis performed in [68, 69, 70, 82, 80] , the pressure tends to a constant and the contribution of the kinetic energy ρk can be neglected w.r.t. ρe. Therefore, in the incompressible limit the system (44) tends to the usual pressure Poisson equation of incompressible flow solvers. In each Picard iteration, after the solution of the pressure system (44) the enthalpies at the interfaces can be updated and the momentum is updated by
from which (ρk) n+1,r+1 i,j can be computed after averaging onto the main grid. At the end of the Picard iterations, the total energy is updated as
15 while the final momentum is averaged back onto the main grid. This completes the description of our new divergence-free semi-implicit algorithm for the VRMHD equations in the multi-dimensional case.
NUMERICAL RESULTS IN 2D
In all the following numerical test problems, the ideal gas equation of state is used, in order to make the results comparable with existing data in the literature. For applications with general EOS, see [44] . If not specified otherwise, the ratio of specific heats is chosen as γ = 1.4 in all the following test cases. The CPU timings reported in this section were obtained on a workstation using one single core of an Intel i7-2600 CPU with 3.4 GHz clock speed and 12 GB of RAM. In order to allow a better quantitative comparison with other schemes, we report the average CPU time that was needed to carry out one time step for one control volume, i.e. dividing the total wall clock time needed by the simulation by the number of time steps and the number of control volumes. The inverse of this number corresponds to the number of zones which the scheme is able to update within one second of wallclock time on one CPU core. In the 2D simulations the time step is computed according to
with the Courant number CFL < 1 and the 'convective' eigenvalues λ c x and λ c y in x and y direction, respectively. If not specified otherwise, we set CFL = 0.9 in all test problems presented in this section. Furthermore, for all test cases we have explicitly verified that up to machine precision the magnetic field is divergence-free and mass, momentum and energy are conserved.
Low Mach number magnetic field loop advection
Here we solve the magnetic field loop advection problem proposed by Gardiner and Stone in [59] . However, in order to make it more difficult and in order to show the performance of our new divergence-free semi-implicit finite volume scheme, we run the test case at low Mach number. The setup of the test problem is described in the following. The computational domain is
] with four periodic boundary conditions everywhere. The initial density is set to ρ = 1, the initial velocity field is v = (2, 1, 0) , the pressure is p = 10 5 and the initial magnetic field is prescribed by the magnetic vector potential
with A 0 = 10 −3 , R = 0.3 and r 2 = x 2 + y 2 . The Mach number of the flow is about M = 0.006. We run the problem with the second order version of our new semi-implicit FV scheme and with a divergence-free second-order explicit MUSCL-type TVD finite volume scheme [14, 4] until t = 1 in order to complete one entire advection period. In both cases the domain Ω is discretized with 500 × 250 control volumes and the CFL number is set to CFL = 0.8. The computational results for both cases (explicit vs. semi-implicit) are depicted in Figure 6 and are comparable with those obtained in the literature, see e.g. [59, 5, 9] , although the explicit scheme appears to be slightly more dissipative, probably due to the extremely large number of time steps needed to reach the final time. The explicit method needed a total wall-clock time of 78414s, while our new semi-implicit FV scheme was able to complete the simulation in only 1356s. This results in a speedup factor of 57 for the new semi-implicit scheme, which is a clear advantage for the new algorithm presented in this paper over existing schemes. For this simulation, the average computational cost of the SIFV scheme was 11.5µs per element and time step. The most expensive part here was the solution of the pressure system in the semi-implicit algorithm. For comparison, the average cost per element update for the explicit second order Godunov-type TVD scheme in this test was only 2µs per element and time step. However, since the explicit scheme needs two orders of magnitude more time steps compared to the semi-implicit scheme, the new SIFV method presented in this paper is still computationally much more efficient. For this test case, the density-based explicit scheme was more than a factor of 50 slower than the new pressure-based semi-implicit method.
Ideal MHD rotor problem
The well-known MHD rotor problem of Balsara and Spicer [14] has become a standard test bed for testing numerical methods for the ideal MHD equations. In this test a rotating high density fluid (the rotor) is embedded in a low density atmosphere at rest. Initially the pressure p = 1 and the magnetic field vector B = (2.5, 0, 0)
T are constant throughout the entire domain Ω = [−0.5, +0.5] 2 . The rotor produces torsional Alfvén waves which travel into the outer fluid at rest. The domain is discretized using a uniform Cartesian grid composed of 1000 × 1000 elements. For 0 ≤ r ≤ 0.1, i.e. inside the rotor, the initial density is ρ = 10, while it is set to ρ = 1 outside. The velocity field inside the rotor is set to v = ω × x with ω = (0, 0, 10), while v = (0, 0, 0) in the outer fluid. The computational results obtained with the new divergence-free semi-implicit finite volume scheme at time t = 0.25 are shown in Fig. 7 for the fluid density, the pressure, the Mach number as well as the magnetic pressure. The results agree qualitatively well with those obtained by Balsara and Spicer in [14] and other results reported elsewhere in the literature, see e.g. [42, 5, 49, 9, 47] . The average computational cost of the SIFV scheme in this simulation was 3µs per element and time step.
Ideal MHD blast wave problem
The MHD blast wave problem introduced in [14] is a notoriously difficult test case. The initial data for density, velocity and magnetic field are constant throughout the domain and are set to ρ = 1, v = (0, 0, 0) and B = (100, 0, 0). The pressure is initialized with p = 1000 in an inner circular region r < 0.1 and is set to p = 0.1 outside, hence the pressure jumps over four orders of magnitude in this test problem. Furthermore, the fluid is highly magnetized due to the presence of a very strong magnetic field in the entire domain. The computational domain Ω = [−0.5, +0.5]
2 is discretized with a uniform Cartesian grid using 1000 × 1000 pressure control volumes. The computational results obtained with our new divergence-free semi-implicit finite volume scheme at time t = 0.01 are presented in Fig. 7 for the density, the pressure, the velocity magnitude and the magnetic pressure. The results agree qualitatively with those obtained in the literature, see [14, 9, 47] . Also for this test problem the average computational cost of the SIFV scheme was 3µs per element and time step.
Ideal MHD Orszag-Tang vortex
Here we consider the very well-known Orszag-Tang vortex system for the ideal MHD equations, see [83, 37, 90] for a detailed discussion of the underlying flow physics. The computational setup is the one used in [67] and [42] and is briefly summarized below. The computational domain under consideration is Ω = [0, 2π] 2 with four periodic boundary conditions. The initial conditions are given by ρ = γ 2 , v = (− sin(y), sin(x), 0), p = γ and B = √ 4π(− sin(y), sin(2x), 0) with γ = 5/3. The computational domain is discretized with a uniform Cartesian mesh composed of 1000 × 1000 elements. The numerical results obtained with the SIFV scheme are shown in Figure 9 at times t = 0.5, t = 2.0, t = 3.0 and t = 5.0 and agree qualitatively well with those presented elsewhere in the literature, see e.g. [42, 5, 49, 9, 47] . Also for this test case the average cost per element and time step was 3.0µs for the SIFV method. For comparison, the explicit second order accurate divergencefree Godunov-type scheme needed 2.4µs per element and time step, i.e. the average computational cost per element and time step of the semi-implicit scheme is only about 25% higher than for an analogous explicit method. Considering the fact that the semi-implicit scheme needs to solve r max linear systems for the pressure in each time step (with r max = 2 being the number of chosen Picard iterations), this means that the overhead due to the implicit discretization of the pressure is only very small for this test problem. In our view this is quite a remarkable result.
VRMHD current sheet and shear layer at low Mach number
The current sheet and the simple shear layer (first problem of Stokes) are two very elementary test problems for the VRMHD equations, see e.g. [71, 40] . Since our new semi-implicit finite volume scheme is particularly well-suited for low Mach number flows, we use the following initial conditions. In both cases, the density and the fluid pressure are set to ρ = 1 and p = 10 5 , respectively. For the shear layer, the initial magnetic field is zero and the velocity assumes the value v L = (0, +1, 0) for x ≤ 0 and v R = (0, −1, 0) for x > 0. The exact solution is given by (see [99] ): We emphasize that this setup would be very challenging for an explicit solver due to the large value of the pressure and the resulting low Mach number. For the current sheet, the velocity is initialized with zero, while the magnetic field is B L = (0, +1, 0) for x ≤ 0 and B R = (0, −1, 0). The exact solution for B y is the same as the one given in (51) for the shear layer. In both cases the fluid parameters are η = µ = 0.1, P r = 1 and c v = 1. All simulations have been carried out until t = 0.1 on the two-dimensional domain
with periodic boundary conditions in y direction and using a uniform Cartesian mesh of 100 × 10 elements. For this test we have deliberately chosen a 2D domain in order to check our particular divergence-free implementation of the resistivity term at the aid of a discrete double curl. In Fig. 10 a scatter plot of the computational results obtained with the new divergence-free semi-implicit FV scheme is compared with the exact solution, where an excellent agreement can be observed for both cases. The scatter plot shows a clean one-dimensional behaviour, i.e. no spurious two-dimensional modes are introduced by the double curl operator.
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VRMHD Orszag-Tang vortex
In this subsection we solve the Orszag-Tang vortex system again, but this time using the viscous and resistive MHD equations (VRMHD). The fluid parameters are chosen as follows: γ = Simulations are carried out on a uniform Cartesian grid of 500 × 500 elements until a final time of t = 2. The computational results obtained with the SIFV scheme are shown in Fig. 11 . They are also compared against a reference solution obtained in [41] at the aid of a very high order accurate P N P M scheme. Overall, we can note a good agreement between the two solutions. The average computational cost for this simulation was also 3µs per element and time step, i.e. the scheme is able to update more than 3.33 · 10 5 zones per second on one single CPU core.
Kelvin-Helmholtz instability
In this test case we consider the same setup as presented in [41, 46] for the simulation of a KelvinHelmholtz instability developing in a viscous and resistive magnetized fluid. The initial condition is given by: Figure 12 shows the comparison between the numerical solution obtained with the proposed SIFV method and the one obtained in [46] using a high order explicit discontinuous Galerkin (DG) scheme for the solution of the VRMHD equations. A very good agreement can be observed also in this case that involves viscous and the resistive effects. The average computational cost for the new SIFV scheme was about 2.5µs per zone update.
CONCLUSIONS
In this paper we have presented a new divergence-free semi-implicit finite volume method for the simulation of the ideal, viscous and resistive magnetohydrodynamics equations with general equation of state. The split discretization of the nonlinear convective and viscous terms on the main grid combined with our very particular discretization of the pressure subsystem on a staggered grid allows us to reduce the final problem to the solution of a mildly nonlinear system for the fluid pressure, which can be efficiently solved by the (nested) Newton-type technique of Casulli et al. [20, 21, 32, 33] . The linear part of the mildly nonlinear system is given by a symmetric and positive semi-definite M-matrix, which is a very remarkable property for a semi-implicit time discretization of the MHD equations. The nonlinearity in our mildly nonlinear system resides only on the diagonal and is contained in the equation of state that needs to provide the specific energy e = e(p, ρ) as a function of the fluid pressure and the density. The EOS must must be a non-negative non-decreasing function of p (for a given density) and its partial derivative w.r.t. p must be a function of bounded variation. For linear equations of state like the ideal gas EOS, the entire pressure system becomes linear and can therefore be solved in one single Newton iteration. The unknown kinetic energy at the new time level as well as the specific enthalpies are updated easily with a simple Picard process, following the suggestion of [32] . Once the pressure is known at the new time level, the momentum and total energy density can be readily obtained via a conservative update formula.
The magnetic field in our new SIFV scheme is also discretized on the staggered mesh, following the ideas of Balsara et al. [5, 6, 8, 11, 7, 10] on exactly divergence-free schemes for MHD and multi-dimensional Riemann solvers. In our method the resistive terms in the induction equation are discretized using a discrete double curl formulation, which assures that the scheme remains exactly divergence free also in the non-ideal (resistive) case.
The time step of our new method is only restricted by the fluid velocity and the speed of the Alfvén waves, but not by the speed of sound. Therefore, our scheme is particularly well-suited for low Mach number flows. For example, in the low Mach number magnetic field loop advection test presented in Section 5.1, our new semi-implicit method was more than 50 times faster compared to a comparable explicit divergence-free second-order accurate Godunov-type finite volume scheme. Nevertheless, extensive numerical experiments have shown that our new pressure-based solver performs very well also for high Mach number flows with shock waves and other flow discontinuities. We have also compared the computational cost of the new SIFV scheme with the cost of a standard second-order Godunov-type scheme for MHD using the same code basis and the same computer, in order to get a fair comparison. For example, for the Orszag-Tang vortex problem shown in Section 5.4 the average cost per element and time step of the explicit scheme was about 2.4µs, while it was about 3.0µs for the semi-implicit method, i.e. despite the necessary solution of a linear system for the pressure in each of the two Picard iterations of the SIFV scheme, the semi-implicit method was only 25% more expensive than a fully explicit discretization. This means that we have a very low overhead due to the implicit discretization of the pressure subsystem, which in our opinion is also a remarkable result.
Future work will consist in an extension of the present approach to general unstructured meshes in multiple space dimensions and to higher order of accuracy at the aid of staggered semi-implicit discontinuous Galerkin (DG) finite element schemes, following the ideas outlined in [43, 101, 102, 55, 56] . In the near future we also plan an extension of this new family of
