Contemporary genetic association studies may test hundreds of thousands of genetic variants for association, often with multiple binary and continuous traits or under more than one model of inheritance. Many of these association tests may be correlated with one another because of linkage disequilibrium between nearby markers and correlation between traits and models. Permutation tests and simulation-based methods are often employed to adjust groups of correlated tests for multiple testing, since conventional methods such as Bonferroni correction are overly conservative when tests are correlated. We present here a method of computing P values adjusted for correlated tests (P ACT ) that attains the accuracy of permutation or simulation-based tests in much less computation time, and we show that our method applies to many common association tests that are based on multiple traits, markers, and genetic models. Simulation demonstrates that P ACT attains the power of permutation testing and provides a valid adjustment for hundreds of correlated association tests. In data analyzed as part of the Finland-United States Investigation of NIDDM Genetics (FUSION) study, we observe a near one-to-one relationship ( ) between P ACT and the corresponding permutation-based P values, achieving the 2 r 1 .999 same precision as permutation testing but thousands of times faster. Improvements in genotyping technology and the accompanying reductions in genotyping cost have led to an unprecedented wealth of genetic data to analyze. In genomewide association (GWA) studies, it has become routine to genotype hundreds of thousands of SNP markers. Even candidate-gene studies may now involve hundreds or thousands of SNPs. Studies may test multiple binary and continuous outcome variables for genetic association-for example, one or more diseases and a set of disease-related quantitative traits. It is also possible to test each SNP for association in several ways-for example, by allowing competing models of inheritance when the true model is unknown. The ability to perform so many tests brings with it a greater potential than ever before to identify diseasepredisposing variants but also a new set of issues regarding the most efficient way to use the available information.
Improvements in genotyping technology and the accompanying reductions in genotyping cost have led to an unprecedented wealth of genetic data to analyze. In genomewide association (GWA) studies, it has become routine to genotype hundreds of thousands of SNP markers. Even candidate-gene studies may now involve hundreds or thousands of SNPs. Studies may test multiple binary and continuous outcome variables for genetic association-for example, one or more diseases and a set of disease-related quantitative traits. It is also possible to test each SNP for association in several ways-for example, by allowing competing models of inheritance when the true model is unknown. The ability to perform so many tests brings with it a greater potential than ever before to identify diseasepredisposing variants but also a new set of issues regarding the most efficient way to use the available information.
An important issue affecting large-scale association analyses is how best to adjust for multiple testing, given the likely correlation between many of the tests. With the density of SNPs in contemporary candidate-gene and GWA studies, linkage disequilibrium (LD) ensures that there often will be correlation between tests performed on nearby SNPs. Additionally, phenotypic traits collected for a particular study are likely to be correlated, and tests based on different models of inheritance, such as the recessive and dominant models, will certainly be correlated. A danger of using traditional methods, such as Bonferroni correction, in this context is that truly interesting findings may be rendered insignificant by an overly severe correction.
For L independent tests with a preset significance level a, ∼aL of the tests will appear significant by chance alone. Without adjustment for multiple testing, the expected type I error rate for the group of tests (the probability that at least one test is significant given no true association) is , rather than a, the target type I error rate.
The best P values can be adjusted for multiple testing with the Bonferroni procedure, which effectively multiplies the best P value (P min ) by L, or with the more precise Šidák procedure, which computes the adjusted P value as 1 Ϫ and guarantees a type I error rate of a for in-
L
(1 Ϫ P ) min dependent tests. 1 Although Bonferroni and Šidák adjustments are valid in the case of independent tests, they tend to be overly conservative in association studies in which the tests are correlated. A valid adjustment for multiple testing must account for the correlation between tests. Permutation tests provide a valid adjustment if the data are permuted in a way that simulates the null hypothesis but maintains the original correlation structure. Randomly permuting and reanalyzing the data many times and comparing the permutation-based results with the original results allows estimation of the probability of observing a P value as small as the original minimum, given the correlation between tests. This solution is attractive because of its simplicity and robustness and is often considered the gold standard for analysis. However, in the context of large association studies, permutation is likely to require too much computation time, so computationally efficient alternatives are desirable.
Some proposed alternatives have focused on extending the Bonferroni or Šidák adjustments to account for the correlation between tests. When the L tests are correlated, the true probability of observing a P value as small as P min is smaller than the Šidák estimate , because
there is less variation between test statistics than if the tests were independent, which makes extreme test statistics less likely. In effect, it is as though fewer tests were performed; for this reason, several studies suggest replacing L in with an estimate of the effective
number of independent tests. [2] [3] [4] However, the suggestion that a single parameter fully captures the correlation structure has been rejected in the majority of cases when tested on SNPs in LD. 5, 6 Salyakina et al. 6 also found in simulation studies of Nyholt's method 2, 3 that the "nominal 5% type I error rate varied from under 3% to over 7%" and that, whereas this approach "may be useful as an exploratory tool, it is not an adequate substitute for permutation tests." 6(p19) A shortcoming of methods based on an effective number of tests is that they do not account for the distribution of the test statistics. The Šidák-adjusted P value has identical form regardless of distribution, which is appropriate for independent tests; however, the analogous probability for correlated tests depends on the joint distribution of the test statistics, and any valid extension of the Šidák method must take this into account. If the test statistics follow an asymptotic multivariate normal distribution, as is true for many tests, the adjusted P values may be computed as multivariate normal probabilities. This strategy has been used elsewhere in survival analysis 7, 8 and clinical trials 9 for р10 correlated tests. More recently, Lin 10 and Seaman and Müller-Myhsok 11 employed this strategy in the genetics literature to adjust P values from a larger number of tests. In these studies, as in permutation tests, replicates of the test statistics are simulated under the null hypothesis of no association. However, these methods achieve greater speed than do permutation tests, by simulating the test statistics directly from the asymptotic distribution rather than permuting and reanalyzing the entire data set in each replicate.
Here, we present an alternative method of P value adjustment that attains even greater speed by avoiding the need for simulation altogether. We propose comparing the observed test statistics directly with their asymptotic distribution through numerical integration. We show that, for many common association tests, the joint distribution of the test statistics is multivariate normal with a simple covariance structure, even for association tests involving multiple correlated traits, markers, and genetic models. We demonstrate through simulations and through analysis of data from the Finland-United States Investigation of NIDDM Genetics (FUSION) study 12 that this method attains the same accuracy as do permutation tests or their simulation-based counterparts and is orders of magnitude faster than those methods.
Methods

P Value Adjusted for Correlated Tests (P ACT )
Consider L tests of association with test statistics and
. It is common to focus interest on the smallest P values. … р P (L) However, each individual P value is based on a single hypothesis test that does not account for the fact that L tests were actually performed. The Šidák 1 P value,
Sidák min estimates the probability of observing at least one P value рP min under the null hypothesis for L independent tests. We suggest here an estimator of this probability for correlated tests, which we denote P ACT . Whereas P Šidák depends on only P min , P ACT is based on the joint distribution of all L statistics and their cor-
As we show in the "Asymptotic Multivariate Normality of Common Association Test Statistics" section, many common association tests are based on or related to test statistics that are asymptotically distributed as multivariate normal with known covariance matrix. We assume here that the vector of test statistics , where denotes asymptotic (large sample) distribu-
is an L-dimensional vector of zeroes, and S is an L # L correlation matrix. Then, for one-sided tests, and
for two-sided tests, where is the standard
To adjust the minimum observed P value P min to reflect the fact that L correlated tests were performed, we compute the probability of observing at least one P value as small as P min under the null hypothesis of no association, given that when · T ∼ N (0,S) the null hypothesis is true. Denoting this probability P ACT and letting be random variables from the multivariate nor-
mal distribution with covariance matrix S,
with the obvious generalization to a combination of one-and two-sided tests. Figure 1A and 1B illustrates the probabilities for one-and two-sided tests, respectively, when . The elliptical L p 2 lines represent the contours of the bivariate normal density function. P ACT is the probability that a random point from this distribution will fall within the shaded area.
If one applies the sequentially rejective multiple-test procedure of Holm, 13 the ordered P values may
be adjusted and tested for significance one at a time, starting with P min . We first adjust P min for multiple testing by computing P ACT as in equation (2). If , the null hypothesis is rejected for P ! a ACT the test associated with P min , and we proceed to P (2) . To adjust P (2) for multiple testing, we can remove the test associated with P min from consideration, since the null hypothesis for this test has been rejected. We can now compute according to the formula (2) P ACT in equation (2) but replacing P min with P (2) , L with , and S L Ϫ 1 with the covariance matrix between the remaining tests. If L Ϫ 1 , we then reject the null hypothesis associated with P (2) (2) P ! a ACT and compute , with removed from consideration, con-
P ! a P ACT (2) tinuing in this fashion until for some k, at which point
we conclude that all remaining tests are insignificant. A good Figure 1 . Bivariate normal probability represented by P ACT when for one-sided tests (A) and two-sided tests (B). Elliptical L p 2 lines represent the contours of a bivariate normal density function with positive correlation. Shaded area represents the space (extending to infinity) over which the probability P ACT is measured.
example of this kind of sequential testing in the multivariate normal case can be found in the work of Wei et al. 7 
Asymptotic Multivariate Normality of Common Association Test Statistics
Adjustment for multiple correlated tests with P ACT requires that test statistics be asymptotically distributed as multivariate normal with known covariance matrix. Seaman and Mü ller-Myhsok 11 have shown that, for association tests based on M markers, one can apply the result that a vector of score statistics has a multivariate normal asymptotic distribution under the null hypothesis. 14 We extend this result to include association tests based on correlated traits by deriving the asymptotic distribution for tests of association between M markers and K binary and continuous outcome variables. We show that this result can also be readily applied when multiple genetic models are tested. Although we focus on score tests, these results also apply to Wald and likelihood-ratio tests, since they are asymptotically equivalent to the score test. 15 For each individual ( ), let 
where h is a function, and
where is a vector of covariate effects that includes an intercept a k term and is an M-dimensional vector of genetic effects. Under b k this assumption, a linear combination of genotypes and coh ik variates provides all the information necessary to predict the mean trait value, but the relationship between predicted trait value and may be nonlinear. For example, in a trend test or h ik logistic regression model,
If K traits are tested for association with M genotypes, the KMdimensional vector of score statistics is
where is the vector of predicted trait values given covariates, Y i with the assumption of no genetic association, and represents the Kronecker product. As we show in appendix A,
where can be estimated as
the Kronecker product of the sample covariance matrices of traits and genotypes, conditioned on covariates. Here, are matrices of genotypes and covariates, respectively, and
is the trait covariance matrix, conditioned on X.
The P values from individual association tests are generally based on test statistics that are normalized to have variance of 1. A vector of L score statistics, , is easily transformed to a nor-U b malized vector of test statistics, T, by computing each element of T as
where is the lth element of , and is the lth element
along the diagonal of for ; it is also common to work
It is easy to show that , where
is the correlation matrix corresponding to the covariance ma-R trix . With use of this fact, P ACT can then be computed as in V b equation (2), given only P min and . , in turn, can generally be R R estimated as a simple function of the sample correlation matrices of traits and markers, conditioned on any covariates. Appropriate estimates of are shown for a few examples in table 1 . R The above model may be trivially extended to include tests based on multiple genetic models. For example, if a marker is tested for association in three ways, with the assumption of additive, dominant, and recessive models, it can be assigned three elements in G i , each containing the appropriate genotype code. For instance, the genotype codes for an individual with two copies of the reference allele would be 2, 1, and 1 for the additive, dominant, and recessive models, respectively. The score statistics and covariance matrix are then computed as usual.
Implementation of P ACT Method
Computation of P ACT in equation (2) requires integration of the multivariate normal density function. Although the integral has no closed-form solution, multivariate normal probabilities can be integrated numerically when the covariance matrix is known or can be estimated. Genz 18, 19 and Genz and Bretz 20 have developed a computationally efficient method for numerical integration of the multivariate normal distribution, which is available as Fortran code that can handle integrands of up to 1,000 dimensions. 21 This Fortran code has been incorporated into the package mvtnorm 22 in the R software environment, 23 and the latest version of mvtnorm (versions у0.8) provides sensible estimates of the multivariate normal integral for up to 1,000 dimensions. 22 We apply Genz's algorithm as implemented in mvtnorm to estimate P ACT for several common association tests. In the interests of computational efficiency, we may choose the requested precision level depending on the magnitude of the P values and the nature of the analysis. For example, one may desire a quick low-precision analysis for exploratory purposes or for clearly nonsignificant results but may want to devote more computational resources to a high-precision final analysis. Our R code for computation of P ACT is available online (see authors' Web site).
Assessment of Type I Error Rate and Power
To estimate the type I error rate and power of adjusting for multiple testing with P ACT , we performed simulations that involved both binary and quantitative traits. In each case, we estimated type I error by simulating 100,000 data sets under the null hypothesis, where trait was assigned at random, independent of genotype. Similarly, we estimated power by creating 10,000 replicate data sets in which trait was influenced by genotype. For each simulation, we performed the relevant set of association tests and computed three overall P values: P ACT and P Šidák , as in equations (1) and (2) above, and P perm . To calculate P perm , we first created 1,000 permutations of the original data by randomly shuffling individual genotype vectors while leaving the trait data and any covariates intact. In this way, the permuted samples simulated the null hypothesis of no association but maintained the original correlation between genotypes, between traits, and between traits and covariates. We tested each of these 1,000 samples for association and estimated P perm as the proportion of samples with a minimum P value as low as that observed in the original data. Although 1,000 permutations is much lower than we would use in practice, it is sufficient for estimating type I error and power at the significance level that we chose to use. a p .05 Binary trait simulations.-We simulated case-control status for 1,389 individuals genotyped for 20 HNF1A SNPs as part of the FUSION study of the genetics of type 2 diabetes (T2D).
12 HNF1A is one of six genes known to be involved in maturity-onset diabetes of the young 24 and was analyzed by FUSION as a potential candidate gene for T2D. 25 Of the 20 SNPs genotyped for the study, most had been chosen to be nonredundant ( ), and, as fig-2 r ! 0.8 ure 2 shows, only moderate LD was present.
For type I error estimation, we randomly assigned case-control status in each simulation. For power estimation, we chose 1 of the 20 SNPs as a disease SNP and randomly assigned case-control status according to a multiplicative model of disease risk for each individual, where genotype relative risk (GRR) was chosen to ensure a roughly equal number of cases and controls and a correlation of ∼0.12 between case-control status and the disease gene. This corresponded to a GRR of 1.2 if the disease SNP was our most common SNP, with a minor-allele frequency (MAF) of 0.48, and a GRR of 1.4 if the disease SNP was our least common SNP ( ). Individuals missing genotype data for the disease MAF p 0.04 SNP were assigned the mean GRR. To model the common situation in which the genotyped SNPs are proxies for a diseasepredisposing variant that was not genotyped, we then omitted the disease SNP from consideration and tested only the remaining 19 SNPs for association when estimating power. For estimation of the type I error rate, there was no disease SNP, so, in this case, we tested all 20 SNPs.
We first tested each of the 19 or 20 SNPs for association with a Cochran-Armitage test for trend, 16, 17 which assumes an additive model of disease risk. In each case, we computed P ACT , P Šidák , and P perm to adjust for the 19 or 20 tests. Since 215 individuals were missing data on at least one genotype, we performed each association test by using only individuals with data for the SNP being tested, but we estimated the covariance matrix by using genotype data from all individuals, with missing genotype data for each SNP filled in with the mean allele count for that SNP.
Using the same data, we also tried testing every SNP under the additive, dominant, and recessive models and adjusting for all the tests with P ACT , P Šidák , and P perm . For SNPs with !20 minor-allele homozygotes, we omitted the relevant dominant or recessive model from analysis. This led to the exclusion of four models, for a total of 56 tests, before also removing the disease SNP from consideration.
For the same 1,389 genotyped individuals, we simulated five correlated binary traits according to a probit model. For each simulation, we first generated five equally correlated random variables from the multivariate normal distribution for Z , … ,Z 
with one of the five correlation structures shown in figure 3 .
For each simulation, we tested the SNP for association with each trait separately with a linear regression of the trait value on allele count and the covariate. We used the results from the 10 tests to compute P Šidák , P ACT , and P perm . We performed simulations for lower (0.2), higher (0.7), and extremely high (0. , and 0 otherwise, for . Each binary trait had a 1.25 j p 6, … ,10 prevalence of ∼0.1, and we chose the covariance of , such that i all pairwise trait correlations were between 0.5 and 0.7. We estimated type I error and power as in previous simulations.
Performance of other methods.-We also used the simulations described above to estimate the type I error rate for two methods that estimate an effective number of tests (see introductory paragraphs). For the method of Cheverud 2 and Nyholt, 3 we computed the effective number of tests as ,
where L is the number of tests performed and is the varVar (l) iance of the eigenvalues from the correlation matrix between the tests. For the method of Li and Ji, 4 we computed the effective number of tests as
where is 1 if the absolute value of the ith eigenvalue I (Fl F у 1) i , and 0 otherwise, and is the largest integer р .
For each method, we computed a multiple-testing-adjusted P value by substituting the effective number of tests for L in the Šidák formula. We then estimated the type I error rate as described above.
Comparison Between P ACT and P perm in FUSION Data
To assess how closely estimates of P ACT correspond to gold-standard estimates based on P perm , we analyzed 3,575 SNPs in and near 224 candidate genes that were genotyped for 1,161 T2D-affected subjects and 1,174 control individuals with normal glucose tolerance from the FUSION study (K. L. Mohlke, personal communication). We first tested the 3,007 SNPs that had у20 individuals in each of the three genotype classes for association with T2D, using the additive, dominant, and recessive models and controlling for age category, sex, and birth region as covariates. For each SNP, we estimated both P ACT and P perm to adjust for the three tests, providing 3,007 comparisons between P ACT and P perm . We next tested all 3,575 SNPs for association with 18 quantitative T2D-related traits (residualized on age category, sex, and birth region) on the 1,174 controls. For each SNP, we estimated both P ACT and P perm , to adjust for the 18 correlated tests, which provided 3,575 comparisons between P ACT and P perm . To provide additional comparisons between P ACT and P perm for highly significant tests, we simulated nine additional SNPs with minimum P values of , , , 2.5 # 10 1 # 10 5 # 10 2.5 # 10 minimum P values for multiple testing with P ACT and P perm .
For all comparisons, we computed P ACT at increased precision for more-significant SNPs and under the assumption that covariates were independent of genotype. For P perm , we performed 1,000,000 permutations for the 10 most-significant SNPs, 100,000 for the next 190 significant SNPs, and 10,000 for all other SNPs. For the nine SNPs simulated to be highly significant, we performed 10,000,000 permutations. ), and the SNP least well predicted MAF p 0.04 by a linear function of the others. The power estimates (based on 10,000 simulation replicates each) show that tests based on P ACT have near identical power to permutation tests and are consistently more powerful than tests performed with Šidák (or Bonferroni) adjustment. Results were similar for the other 16 SNPs (data not shown). Table 3 presents estimates of type I error rate and power for tests of association with traits correlated as in figure 3, with ; data are presented for 10 quantitative r p t p 0.7 traits in rows 1-5 and for five binary and five quantitative traits in row 6. When a single SNP is tested for association, P ACT and P perm provide valid tests and P Šidák is overly conservative, except when traits are independent, as in the first row of table 3. There is near identical power for P ACT and P perm , whereas P Šidák has reduced power in each situation except independence. Results are similar even when 20 correlated SNPs are tested for association with 10 cor- Figure 4 . A, Estimates of P ACT and P perm for 3,007 SNPs tested for disease association under three genetic models. B, Estimates of P ACT and P perm for 3,584 SNPs tested for association with 18 quantitative traits. Unblackened circles represent 3,575 SNPs genotyped for the candidate-gene study. Blackened circles represent nine simulated SNPs. 
Results
Type I Error Rate and Power for Simulated Data
data not shown) and extremely high levels of correlation ( ) (data not shown). As expected, the power r p t p 0.99 gains of P ACT and P perm over P Šidák were smaller when r p and were greater when . t p 0.2 r p t p 0.99 We ran additional simulations testing up to 1,000 equicorrelated quantitative traits ( ) for association with r p 0.7 a single SNP and a covariate (data not shown). For 300, 400, and 500 tests, respective estimated type I error rates were .0121, .0112, and .0102 for P Šidák and were .0506, .0499, and .0517 for P ACT , which suggests that P ACT can achieve the target type I error rate for several hundred tests, whereas P Šidák is increasingly conservative. For 600, 750, and 1,000 tests, the respective estimated type I error rates were .0102, .0093, and .0086 for P Šidák and were .0550, .0593, and .0648 for P ACT , which indicates a possible bias or reduction in the precision of P ACT when the number of tests is extremely large.
For the two methods based on the effective number of tests (data not shown), we found that the methods of Cheverud 2 and Nyholt 3 tended to be overly conservative and that the method of Li and Ji 4 was anticonservative in all cases, except when tests were completely independent. When a binary trait was tested for association with 20 HNF1A SNPs, the type I error rates for the two methods were 0.0389 and 0.0613 for just the additive model and were 0.0297 and 0.0667 when three genetic models were tested. When 10 traits were tested for association with a single SNP and a covariate, both methods had a type I error rate ∼0.05 when traits were independent; for the other trait-correlation structures, the type I error rate had a range of 0.0460-0.0504 with the Cheverud and Nyholt methods and of 0.0615-0.0666 with the method of Li and Ji. 4 P ACT and P perm in FUSION Data Figure 4 shows the relationship between P ACT and P perm in the context of a FUSION study of 3,575 SNPs in 224 candidate genes for T2D (K. L. Mohlke, personal communication). P ACT and P perm are plotted on a log scale to emphasize the smallest P values (upper right of the fig. 4  panels) . We obtained the values of P ACT and P perm in figure   4A by testing each SNP for association under the additive, dominant, and recessive models and by adjusting the minimum P value from these three tests for multiple testing. We obtained the values of P ACT and P perm in figure 4B by testing each SNP for association with 18 correlated T2D- Figure 4B also includes data for nine highly significant simulated SNPs, indicated by blackened circles. In all cases, P ACT and P perm track each other quite closely, with all points falling very near the identity line ( for both figures).
2 r 1 0.999
Computation Speed: Comparisons of Methods
Because the goal of our proposed method is to estimate P values with the same accuracy and precision as permutation tests in less time, we timed computation of P values at a constant level of precision. We compared timings for P ACT , P perm , and one of the simulation-based methods (described above) that has been shown to attain the accuracy of permutation tests-the direct simulation approach (DSA) of Seaman and Müller-Myhsok. 11 We implemented all three methods in R, using the code for the DSA provided on the authors' Web site. For each method, we measured the time required to compute an adjusted P value for a fixed P min (chosen such that p ACT , P DSA , or ) at a given P ≈ .0001 perm level of precision ( ). Attainment of this level SE р 0.00001 of precision requires ∼1,000,000 permutations for P perm and ∼1,000,000 simulations for P DSA . Since the speed of P perm depends on sample size, we present timings for three typical sample sizes. For computational efficiency, we tested for association with a simple Cochran-Armitage test for trend 16, 17 ; models requiring additional computation, such as logistic or even linear regression, would have penalized the permutation tests to a much greater degree. For example, if we had instead tested for association with a logistic-regression model of trait on genotype with age and sex as covariates, the timings for P ACT and P DSA would show no noticeable change, but computation of P perm would have taken 1300 times longer. Table 4 compares timings for P ACT , P perm , and P DSA for three representative situations. The first row shows timings when 200 autocorrelated tests are adjusted for multiple testing. This example is meant to approximate the correlation between a series of nonredundant SNPs along a chromosome, since correlation is generally high between neighboring SNPs and decays with distance. In this case, computing P ACT is ∼60 times faster than computing P DSA and thousands of times faster than computing P perm . Similar timings for 20, 40, 60, 80, and 100 autocorrelated tests demonstrate that the computational time required increases approximately linearly to the number of tests for all three estimators (data not shown). We also computed P ACT for even smaller P values and greater dimension. Adjustment of a minimum P value of 10 Ϫ8 with P ACT with of the estimate required 11 s for 200 autocor-SE р 10% related tests, 25 s for 500 tests, and 70 s for 1,000 tests. The same computation for only 200 tests would have required 13 h for P DSA and 100-800 h for P perm , depending on sample size.
The second row of table 4 presents the computational time required to test the 20 HNF1A SNPs for association. In this case, P ACT can be computed 60 times faster than P DSA and up to 5,000 times faster than P perm . The third row uses the information from the second to consider the prospect of 20,000 independent blocks of 20 SNPs with the correlation structure of HNF1A, illustrating what might occur if we tested sets of SNPs from every gene in the human genome. In this situation, permutation testing is essentially infeasible except with massive amounts of parallelization, whereas the same analysis can be performed with P ACT in a single afternoon.
Discussion
Permutation testing, when performed appropriately, provides an unbiased test of the null hypothesis and is widely considered the gold standard with which other estimators and tests can be compared. Its main disadvantages are the time and computational resources required to obtain precise P value estimates, so alternative tests that provide similar results with less computational burden can be quite attractive, particularly when a large number of tests is involved or when data are frequently reanalyzed in light of new samples or genotypes.
Whereas conventional distribution-based statistical tests typically require minimal computational resources, permutation tests are often employed when the asymptotic distribution of the statistic is unknown or difficult to model. However, for many of the tests commonly used in GWA studies, the asymptotic joint distribution of the test statistics is known, which makes analytical methods possible. As we show above, the asymptotic distribution of test statistics from association tests between correlated traits, markers, and models is often multivariate normal with known covariance matrix. However, the most significant test statistic from a group of multivariate normal test statistics has a distribution function that, although known, cannot be computed analytically because of the lack of a closed-form solution to the multivariate normal integral.
Lin 10 and Seaman and Müller-Myhsok 11 have suggested simulation-based approaches that can approximate the null distribution of ordered test statistics much more quickly than can permutation tests. Our P ACT method relies on numerical integration of the distribution function and can approximate the null distribution much more quickly than permutation or simulation-based approaches.
The data presented here suggest that tests based on P ACT are appropriate substitutes for those based on permutation testing, since P ACT consistently attains results essentially identical to those of permutation-based P values, both for simulated data and over thousands of association tests performed as a part of a large candidate-gene study (K. L. Mohlke, personal communication). Whereas Lin 10 and Seaman and Müller-Myhsok 11 have also demonstrated that their estimators (denoted here as P Lin and P DSA , respectively) provide valid tests and attain the accuracy of P perm , P ACT demonstrates greater gains in computational efficiency. P ACT is typically thousands of times faster than permutation-based P values at a given level of precision. This makes P ACT potentially useful in the contexts of both largescale candidate-gene studies, in which thousands of tests may be performed, and GWA studies, in which millions of tests may be performed. Since the precision of this method can be traded for speed, P ACT can be tailored both to initial exploratory tests for which speed is especially important and to more-definitive tests for which greater precision is needed; it can also be computed at increased precision for more-interesting results.
Like any estimator, P ACT is not appropriate for every analysis. It was designed to adjust the minimum P value and other ordered P values for a large number of 1-df tests. An advantage of this method is that it allows easy identification of the particular traits, variants, and genetic models associated with the most-interesting results. This approach is especially relevant if we are looking for a small number of reasonably large genetic effects. If we instead expect a large number of very small effects, a joint analysis of all associations simultaneously might be more appropriate. Typically, these methods are based on multiple-df tests, which are outside the scope of P ACT , but P Lin and P DSA remain useful alternatives to permutation testing in those situations. For example, the DSA software computes an adjusted P value for product methods, 26, 27 as well as for the minimum P value. 11 The validity of P ACT (as well as that of P Lin and P DSA ) depends on knowledge of the correct asymptotic distribution. Although many common association test statistics are asymptotically multivariate normal, use of the asymptotic distribution requires reasonably large sample sizes and cell counts and may not be appropriate in all casesfor example, dominant or recessive models with a rare minor allele. The solution we have employed here and elsewhere (K. L. Mohlke, personal communication) 25, 28 is to drop dominant or recessive models with low cell counts from the analysis; another solution would be to rely on exact tests, such as Fisher's exact test, for these models. A related issue is that sample size must be substantially larger than the number of tests for asymptotic properties to hold; however, simulations have shown that P Lin can achieve the target type I error rate when the number of tests far exceeds the sample size. 10 For situations where the asymptotic distribution is unknown or the sample size is too small for asymptotic properties to hold, however, permutation testing may be the appropriate choice. The algorithm of Kimmel and Shamir, 29 which relies on importance sampling to sample from the null distribution in a way that mimics permutation testing, can also be computed thousands of times faster than permutation tests and does not require assumptions about the asymptotic distribution. A direct comparison of the asymptotic methods discussed here and this importance sampling method has not been performed but would be of great interest.
The validity of P ACT and P DSA also depends on accurate estimation of the covariance matrix. Improper handling of missing trait or genotype data can lead to biased covariance estimates. Although it is rare for samples to contain complete genotype and trait data for every individual, only individuals with complete data can be used in computation of sample covariance matrices; otherwise, the matrices may not be positive definite. However, exclusion of individuals with incomplete data may lead to biased estimates of the covariance matrix. Seaman and Müller-Myhsok 11 suggest performing the entire analysis with missing genotype data imputed, but Lin 30 argues that imputation can adversely impact type I error. Lin's estimator is based on individual contributions to the score statistic, and he treats missing data for an individual by setting the individual component of the appropriate score statistic(s) to 0. In the case of P ACT , an analogous approach is to test each trait and marker only on individuals with complete data for that trait and marker but to estimate the covariance matrix of the tests for the full sample, with missing data for marker m (or trait k) filled in with the mean genotype score for marker m (or the mean value for trait k), conditional on covariates. Although 115% of individuals in our first set of simulations (table 2) were missing data on at least one genotype, P ACT achieved the target type I error when this approach was used.
Valid covariance-matrix estimation also depends on how many tests are considered at once. The numerical integration method implemented in the package mvtnorm 22 has proved reliable in testing of 750-dimensional integrals (A. Genz, personal communication), and we observed that high levels of precision are possible for up to 1,000 dimensions. However, even with reliable numerical integration, precision of the covariance estimates may suffer as the ratio between the number of parameters in the covariance matrix and the number of usable samples increases. In our simulations, tests based on P ACT with samples of 2,000 were consistently valid for 200 dimensions and appeared to be valid in examples with 300-500 tests. However, in the examples we considered with 600-1,000 tests, P ACT did not achieve the target type I error rate. Fur-ther investigation of the appropriate upper limits on dimension and how they relate to sample size is warranted. Seaman and Müller-Myhsok 11 treat 0.1 as the upper limit for the ratio of number of tests (L) to sample size (N), which seems an appropriate rule of thumb, since the eigenvalues of a sample covariance matrix resemble the eigenvalues of the true matrix quite closely when .
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L р N/10 Given conventional sample sizes, large-scale candidategene studies are quite feasible within such a limit, and we have already used P ACT in several (K. L. Mohlke, personal communication). 25, 28 With GWA studies becoming a priority, there is also potential for P ACT to be useful on a larger scale. One possible strategy is to break up large analyses into roughly independent blocks of hundreds of tests each. 11 If we then compute P ACT for each group of tests, the Šidák procedure can be used to adjust the most-significant values of P ACT for the number of blocks via the sequential Holm 13 procedure (see the "Methods" section). As long as the correlation between the blocks of tests is reasonably low, little power will be sacrificed by approximating in this way, since P ACT has accounted for the correlation within the blocks. Use of the P ACT method in such a framework has the potential to facilitate exploration of the genome by highlighting our most-significant findings without imposing an overly severe penalty when hundreds, thousands, or millions of association tests are performed.
