I. INTRODUCTION
S UBSPACE tracking has matured to a point where it forms an integral part of many adaptive signal parameter estimation and adaptive filtering algorithms. Typical examples for the application of subspace techniques in highresolution frequency and direction of arrival (DOA) estimation are the multiple signal classification (MUSIC) algorithm [1] , the minimum-norm method [2] , the ESPRIT estimator [3] , the MODE estimator [4] , [5] , and the low-rank linear prediction frequency estimator [6] , [7] . A second important application area for subspace tracking algorithms is low-rank adaptive filtering [8] , [9] , where the aim is to reconstruct a signal, or dominant components thereof, from a sequence of noisy observations.
A good survey of subspace tracking techniques can be found in [10] . More recent developments in subspace tracking including structural and experimental comparisons are described in [5] , [9] , and [11] . The main purpose in subspace tracking is the adaptive separation of a set of desired from a set of unwanted signal components. Usually, we assume that the desired signal components are deterministic or quasideterministic, e.g., sinusoids or complex exponentials, whereas the unwanted components are stochastic and can be described using a Gaussian noise model.
A plain subspace tracker can be applied only in cases where the noise is perfectly uncorrelated (white). Otherwise, prewhitening techniques must be employed prior to subspace tracking. Prewhitening requires knowledge of the complete noise covariance matrix. This can be a serious limiation in Manuscript received August 11, 1996 ; revised April 15, 1997 . The associate editor coordinating the review of this paper and approving it for publication was Prof. Pierre Comon.
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practice, where the noise characteristics are often unknown or even time varying.
Recursive algorithms for subspace tracking in colored Gaussian noise with unknown correlation can be developed using the instrumental variable (IV) principle [12] , [13] . The IV method exploits the property that deterministic stationary signals like sinusoids or complex exponentials have infinite correlation sequences, whereas the stochastic noise components usually have fading correlation sequences. Consequently, the noise components appear significantly attenuated in the cross covariance matrix of a primary (undelayed) and a shifted (delayed) observation vector of the same data, provided only that signal and noise are statistically independent and provided that the shift is greater than the dominant noise correlation length.
The IV approach has been applied extensively for system identification in unknown correlated noise environments. Fast IV-lattice algorithms and IV methods for ARMA spectral estimation were described in [14] . Applications of IV techniques in array processing were presented in [15] . More detailed reference lists may also be found there. A class of RIV subspace tracking algorithms based on the matrix inversion lemma has been proposed recently [21] , [22] .
In this paper, we extend the fast recursive orthogonal iteration subspace trackers [5] , [7] - [9] to the RIV subspace tracking problem. The aim in RIV subspace tracking is the adaptive extraction of some dominant singular values and vectors of a so-called "RIV cross covariance matrix." We show that the dominant singular values and vectors of this RIV cross covariance matrix can be tracked efficiently using a concept based on Bauer's classical bi-iteration [16] and develop a class of highly structured fast sequential Bi-SVD algorithms for RIV subspace tracking on this basis. These algorithms are specific to a recursively updated RIV cross covariance matrix. The algorithms are hence different from the data matrix Bi-SVD subspace trackers introduced in [11] . This paper is organized as follows. Section II describes the key role of subspace processing for instrumental variable methods and introduces the necessary notation and assumptions. In Section III, the theory for a class of fast bi-iteration SVD subspace tracking algorithms for a time recursively updated rectangular RIV cross covariance matrix is developed. Three algorithms with decreasing complexity are presented. Complete quasicode tables of these algorithms are provided. In Section IV, we show how these algorithms can be used for subspace adaptive filtering of signals in unknown correlated Gaussian noise. For this purpose, a theory of low-rank RIV subspace adaptive filtering is introduced. These RIV subspace adaptive filters can be viewed as generalizations of the lowrank adaptive filters proposed in [9] . Section V substantiates the theory with a set of instructive computer experiments. Section VI summarizes the main results.
II. PROBLEM FORMULATION
A key problem often encountered in the sequential implementation of the instrumental variable method is the computation of some dominant singular values and vectors of an estimated RIV cross covariance matrix , which is usually updated recursively in time as (1) where is an exponential forgetting factor, and
are real data and "instrumental variable" vectors of dimension and , respectively. The elements of the data vector usually contain the outputs of a sensor array, sampled at the same instant of time (see, e.g., [15] ), or a set of successive samples of a time series [9] , [14] . In array processing, the elements of the instrumental variable vector are often only spatially shifted observations of the same wavefield. In adaptive filtering, temporally delayed samples of the same time series can be used as instrumental variables. A profound discussion about how to find an appropriate vector of instrumental variables in a specific application may be found in [19] and the references therein. The following considerations hold for arbitrary dimensions and . As will become apparent later in this section, a separate discussion of underdetermined , exactly determined , and overdetermined cases is not necessary. Define , and investigate the structure of the exact SVD of the RIV cross-covariance matrix 
The "shape" of the above singular value distribution will depend on the signal and noise characteristics of the data and the instrumental variable vectors. The following observations can be made:
1) The dominant deterministic or quasideterministic independent sources or "modes" in the signal will be represented by the first dominant singular values and vectors. Note that in the real data case, the number of dominant singular values is twice the number of dominant independent sinusoidal sources. 2) In the ideal case of vanishing spurious sources, infinite observation intervals, and ideal instrumental variable vectors, the noise terms in must vanish perfectly, and the last singular values must tend to zero. 3) In practice, deviations from the ideal conditions will cause the last singular values to become greater than zero. Nevertheless, there must be a clear "step" in the singular value distribution (4); otherwise, the techniques described in this paper should not be used. If the above conditions are met, it will be sufficient to consider only the "leading" (dominant) singular values and vectors in the SVD of . Let matrix of dominant left singular vectors; matrix of dominant right singular vectors, diagonal matrix of dominant singular values. These components represent the dominant modes in the observed data. In particular, the dominant singular vectors carry the information about the frequencies of the dominant independent sinusoids in the data and are, hence, the essential input to high-resolution algorithms for spectral estimation and direction finding [1] - [7] . Moreover, the dominant singular values and vectors can be used in modern low-rank or subspace adaptive filtering algorithms [9] for parameter estimation and signal reconstruction.
Classical adaptive filters and parameter estimators based on the instrumental variable method must assume that, in the exactly determined (square) case, represents an invertible matrix [14] . However, just this condition is almost always violated in practice. Most ironically, it turns out that is increasingly more driven toward singularity (i.e., becomes more ill-conditioned) the better we approach the ideal IV conditions [as stated under point 2) above] because the practical dimensions of will almost always be larger or much larger than the number of dominant singular values that represents the numerical rank of . An "overmodeling" of this kind is an inevitable consequence of the fact that the number of dominant sources is seldom known a priori, and a certain "backlog" of space dimensions must be reserved anyway to accomodate for ongoing (new) sources that may appear in the scenario. Moreover, it has been observed empirically that overmodeling improves the robustness of the overall estimator.
Overmodeling requires true rank-revealing processing. As soon as the dominant singular values and vectors, or approximations thereof, are known and available in each time step, the processing can be based on the low-rank approximation of and on the Moore-Penrose pseudoinverse thereof (5a) (5b) It presents no practical problem to ensure, in any case, that the above low-rank approximant and the associated pseudoinverse expressions are always well defined. We also note that this approach is most general and holds even for the nonsquare (overdetermined and underdetermined) cases as well as for complex data.
III. RECURSIVE BI-ITERATION ALGORITHMS FOR INSTRUMENTAL VARIABLE SUBSPACE TRACKING
In this section, we develop the theory for a class of RIV subspace trackers based on the bi-iteration concept. Three algorithms of decreasing complexity are derived. The recursions are summarized in practical quasicode tables including complete initialization.
A. The Bi-Iteration Concept for RIV Subspace Tracking
As pointed out in Section II, overmodeling plays a key role for a robust practical implementation of RIV methods. Hence, the algorithms depend crucially on the subspace tracking algorithms that are used to estimate, in each time step, the dominant singular values and vectors of the RIV cross covariance matrix. In the following, we develop a class of RIV subspace trackers based on Bauer's classical bi-iteration [16] . The bi-iteration concept has proven particularly useful in the derivation of SVD subspace tracking algorithms [11] .
The classical bi-iteration could be applied directly to compute the dominant singular values and vectors of the RIV cross covariance matrix. This requires that in each time step, we compute a sufficient number of iterations of the four-term recurrence in for until convergence iterate -factorization -factorization (6) In this recurrence, and denote auxiliary matrices of dimension and , respectively. The factorizations in (6) produce the corresponding columnorthonormal basis matrices and . and denote upper-right triangular matrices of dimension . With increasing , the orthonormal matrices in (6) will converge toward the dominant left and right singular vectors in the SVD of . The triangular matrices will both converge toward the diagonal matrix of dominant singular values (7a) (7b) (8) Details about the convergence characteristics of orthogonal iteration-based algorithms like recurrence (6) can be found in the standard numerical analysis literature [23] - [25] . The key insight is that recurrence (6) cannot diverge, and convergence can be guaranteed for cross-covariance matrices whose singular values can be ranked in descending order of absolute value. This is usually always the case in problems of the RIV category.
B. Sequential Bi-Iteration and the Algorithm RIVST 1
If the exponential forgetting factor in the time-updating recursion is sufficiently close to a value of 1, subsequent subspaces will be only slightly perturbed versions of each other. Thus, a single iteration in each time step is usually sufficient for subspace tracking. Thus, we obtain from (6) the following explicit bi-iteration subspace tracker:
for for each time step do -factorization -factorization
This explicit form of an RIV subspace tracker produces excellent results, but the price paid is a complexity of arithmetic operations per time update. This difficulty can be circumvented using fast subspace updating techniques [9] . The key to fast subspace updating is the insight that an actual subspace basis matrix can be represented as a rotated version of its temporal predecessor plus an orthogonal innovation subspace basis matrix. Thus, the actual right and left orthonormal subspace basis matrices can be represented as
The matrices are orthogonal with respect to the old matrices. Thus, we must have (11a) (11b)
Further define "compressed" data and instrumental variable vectors as
Now, substitute the cross-covariance time update (1) together with the subspace update (10a), (10b) into and to obtain (13a) Note that the terms and in the above expressions can almost always be neglected without any significant loss of tracking performance because the column norm of the matrices is usually much smaller than 1. Hence, the matrices are negligibly "small" relative to the matrices. A deeper discussion of this important aspect can be found in [9] (the Appendix). This meaningful simplification results in the following updating recursions: Table I is a quasicode listing of a fast bi-iteration RIV subspace tracker based on these recursions. It is easily verified that the overall complexity of this tracker is now reduced to arithmetic operations per time update.
C. Sequential Factor Updating and the Algorithm RIVST 2
The algorithm RIVST 1 is based on the explicit factorization of the auxiliary matrices and . It can be shown, however, that the and factors of these matrices can be updated recursively in time. Thus, the explicit quantification of the auxiliary matrices can be circumvented. To aid in the necessary recursions, we introduce orthogonal decompositions of and with respect to the column spaces of and as
Normalized orthogonal complement vectors and are next introduced as The vectors and are uninteresting byproducts in the orthonormal basis matrix update. We show that their explicit computation can be avoided using an alternative set of orthonormal basis updating recursions.
Investigate the structure of the multiple plane rotation matrices and . From (19b) and (20b), we obtain
The following observations can be made.
1) The cosine matrices and can be extracted directly from the transposed multiple Givens plane rotation matrices. 2) A set of alternative orthonormal basis matrix updating recursions can be established as
Recursion (23a) can be used to create a fast updating scheme for . To see this, substitute (23a) into (12c) to obtain (24) Further, note that according to (17b), we must have (25) This yields
Table II is a quasicode listing of a fast bi-iteration RIV subspace tracker using the above recursions. Note, again, that this algorithm is based on a direct time-updating of factors.
D. Ultra-Fast RIV Subspace Tracking and the Algorithm RIVST 3
The subspace tracker RIVST 2 is already faster than RIVST 1 because it avoids the explicit computation and factorization of the auxiliary matrices and . Only the subspace updating recursions (23a) and (23b) still require arithmetic operations per time update. Thus, a key step toward further computational savings must be an inspection of the rotors and . The elements of these rotor matrices are the cosines of the angles between successive orthonormal subspace basis vector sets. If the signal characteristics changes relatively slowly and smoothly with time, or if the exponential forgetting factor is relatively close to 1, the "gap" between successive subspaces will be small. We can therefore expect that and will be strongly diagonal dominant matrices that tend to the identity Note that the innovation in these recursions has only rank one, and therefore, the modified old triangular matrices can be reduced to the upper-right new triangular matrices with only elementary Givens plane rotations in and . The structure of the elementary rotations in each of these ultrafast recursions is illustrated in the following example of , where the symbol denotes a nonzero matrix element.
Step 1: Reduce to upper triangular plus subdiagonal in row rotations as shown in at the bottom of the page.
Step 2: Reduce to upper triangular in row rotations as shown in at the bottom of the next page. All elementary rotations used in this reduction are of the type "annihilate bottom component by circular plane rotation" [9] . Finally, consider the structure of the corresponding orthonormal basis matrix update. Of course, it would be very unwise to use the recursions of RIVST 2 (23a) and (23b) here because this would require that we accumulate the rotors in and , respectively, and no complexity reduction could be achieved. The correct strategy is to apply the rotational basis update, as shown in (19b) and (20b). These recursions allow a direct application of the elementary rotors, without any 
IV. LOW-RANK RIV PARAMETER ESTIMATION AND ADAPTIVE FILTERING
In this section, the low-rank adaptive filter theory of [9] is extended. A theory of low rank RIV subspace adaptive filters is introduced. Aspects of both spatial and temporal low-rank RIV subspace adaptive filtering and rank estimation will be discussed. 
A. Low-Rank IV Parameter Estimation and Adaptive Filtering
The modified normal equations of IV parameter estimation are defined as (see, e.g., [20, p. and is the actual sample of a reference signal. is the desired RIV parameter vector of dimension .
In the classical system identification literature, the usual assumption is that represents an invertible matrix. In this case, the solution is formally expressed as (32) It is ultimately clear that the invertibility assumption of must limit the practical value of the method. Robust imple- mentations of the RIV method require that the dimensions of are determined larger or much larger than the actual number of dominant modes in the signal (overmodeling). Thus, in the following, we consider the overmodeling case, where . The inverse matrix in (32) is formallly replaced by the rank Moore-Penrose pseudoinverse (5b) as (33) An approximation to is easily constructed using the elements of a RIV subspace tracker. It can be expected that the following Schur pseudoinverse [9] (34) will approximate the Moore-Penrose pseudoinverse sufficiently closely. It can be shown that a Schur pseudoinverse also satisfies the Moore-Penrose conditions [9] .
Using the Schur pseudoinverse, an estimate of the low-rank RIV parameter vector at time can be defined as (36c)
The estimated low-rank RIV parameter vector can be used to compute the low-rank RIV subspace adaptive filter as (37) Note, however, that it is not necessary to compute the estimated low-rank RIV parameter vector explicitly if only adaptive filtering is an issue. Alternatively to (37), we may compute (38a) (38b) and the explicit quantification of the low-rank RIV parameter vector is avoided. Note that this solution makes a heavy use of "data compression" principles as it is assumed implicitly that both and can be mapped into a subspace of dimension with little or no information loss. A final issue is the efficient computation of the cross covariance compressor (36a). We show that the compressed RIV cross covariance vector can also be updated efficiently in time. To see this, premultiply both sides of the RIV cross covariance vector time update equation (31) by as (39) Further, use (23a) to establish the following time updating recursion for the transposed compressor matrix:
Now, substitute (40) into (39) to obtain (41) Finally, exploit the fact that according to (25) . This yields (42)
B. Low-Rank RIV Adaptive Filtering Without Reference Signal
In some applications, such as time series adaptive filtering, the reference signal is simply a shifted version of the data. In this case, low-rank adaptive filtering reduces to a simple orthogonal projection of the data vector onto the column space of . Since the columns of represent the fundamental modes of the signal, we can expect that this orthogonal projection will produce an estimate of the desired signal in the data as (43) This way, we obtain a signal vector estimate of dimension in each time step of the recursion. In time series adaptive filtering, it is convenient to combine these signal vector estimates of subsequent time steps in a "layered" fashion according to
The actual estimated signal sample is extracted from the "layered" signal vector estimate via bottom pinning according to (44b). See [9] , [11] , [18] , and the next section for details on layered subspace adaptive filtering. 
C. Rank Adaptivity and Aspects of Practical Implementation
A simple fixed rank implementation of the discussed RIV subspace trackers and adaptive filters is usually not the optimal solution in practice because the number of independent sources or dominant fundamental modes in the data may vary with time. A maximum number of dominant fundamental modes that can be expected in a specific application is usually always known from practical side conditions. This suggests that the rank adaptivity problem is solved in the following way.
1) The RIV subspace trackers are always operated with a sufficiently large fixed-rank dimension .
2) The signal-excited dimensions in the preselected subspace of dimension are then identified by comparing the diagonal elements of the triangular matrix with a fixed threshold. Recall that the diagonal elements of are the estimated singular values of the RIV cross-covariance matrix according to (8) . Further, recall that the associated singular values of signal-free subspace dimensions should vanish completely in the ideal case because shifted noise vectors are correlated out in the RIV cross covariance matrix. In practice, we still obtain some nonzero subdominant singular values due to deviations from ideal conditions and finite observation intervals. Experiments have revealed, however, that these subdominant singular values are usually small in magnitude and almost independent from temporal variations of the data power. Therefore, it is usually sufficient to suppress these subdominant singular values with a fixed threshold. The following algorithm compares the diagonal elements of with a fixed threshold . A rank estimate is computed, and a pinning matrix of dimension is constructed as
Verify that a generated in this fashion can be used to concentrate the singular vectors of the signal-excited dimensions in the first columns of a compacted subspace basis matrix as
Hence, in a rank adaptive implementation of the layered RIV subspace adaptive filter, we use only the signal-excited dimensions of the subspace as
where comprises the first elements of . In the same fashion, the method can be applied for rank adaptive RIV parameter estimation as well.
V. EXPERIMENTAL VERIFICATION
The RIV subspace tracking algorithms proposed in this paper have been tested experimentally. We show results from an application in time series adaptive filtering using the layered RIV subspace adaptive filter described in the previous section. The goal in our experiments is the sequential reconstruction of two superimposed transient sinusoids in additive stationary Gaussian noise with unknown correlation. The reconstruction capability for nonstationary chirp signals in stationary Gaussian noise with unknown correlation is also demonstrated. All experiments shown in this section have been carried out for the case of a square RIV cross covariance matrix, i.e., we assume throughout all experiments. In all cases, the instrumental variable vector is generated as vector that is shifted by time steps relative to the data vector . Fig. 1 shows the data components used in a first series of experiments. Fig. 1(a) is a first transient sinusoidal sequence with normalized frequency . This source is active in the time interval
. Fig. 1(b) shows the signal of a second source with normalized frequency . This source is active in the time interval
. Fig. 1(c) is the sum of the two source signals. Fig. 1(d) is a first-order AR noise process with correlation . Fig. 1(e) is the sum of the signal in Fig. 1(c) and the noise in Fig. 1(d) . The signal-to-noise ratio (SNR) is 0 dB for each source.
The algorithms RIVST 2 (Table II) and RIVST 3 (Table III ) are used for subspace tracking. Signal reconstruction is accomplished using the rank adaptive layered RIV subspace adaptive filtering concept as described in the previous section. Fig. 1(f) is the reconstructed signal using the algorithm RIVST 2 with and . We used an "advanced" version of the data with a shift of as an instrumental variable sequence. In other words, the data sequence is delayed by 300 time steps relative to the instrumental variable sequence. Fig. 1(g) is the corresponding reconstruction error sequence [difference between curves in Fig. 1(c) and Fig. 1(f) ]. This experiment is repeated using the ultra-fast algorithm RIVST 3 in the same parameter configuration. Fig. 1(h) is the reconstructed signal, and Fig. 1(i) is the corresponding reconstruction error.
It can be seen that RIVST 3 produces virtually the same or almost the same reconstruction result as the more complex algorithm RIVST 2. Details about the internal operation of the algorithms are displayed in Fig. 2 , where the trajectories of the four estimated dominant singular values (main diagonal elements of ) are shown for the two experiments. Fig. 2 (a) shows the estimated singular value trajectories of RIVST 2, and Fig. 2(b) shows the estimated singular value trajectories of RIVST 3. The dashed horizontal lines indicate the fixed threshold that is used for singular value discrimination. It becomes apparent that the spurious singular values in the silent areas are relatively small in magnitude, as expected. Thus, it is not difficult to discriminate the signal from the noise in this example. Fig. 3 shows the corresponding estimated rank trajectories.
The problem becomes more difficult with increasing noise correlation. In a second experiment, the performance of the algorithms is studied using a data set where the superimposed first-order AR noise has a correlation of . All other parameter configurations of the algorithms remain unchanged. Fig. 4 shows the raw data components, the reconstruction results, and the reconstruction errors. Again, we find that the algorithms RIVST 2 and RIVST 3 perform almost identically. Fig. 5 shows the corresponding estimated singular value trajectories. It can be seen that highly correlated noise processes produce larger spurious singular values in the silent areas where the sources are inactive. In general, a reliable operation in highly correlated noise requires that the filter order is chosen sufficiently large. In addition, the observation intervals should be long. This means that practical values for the exponential forgetting factor should be relatively close to 1, and the delay must be large to ensure a sufficient "decoupling" of the shifted noise processes. Fig. 6 finally shows the estimated rank trajectories for this experiment.
In a last experiment, we use the layered RIV subspace adaptive filter for reconstruction of a nonstationary transient chirp signal from noisy observations. In this experiment, the main assumption that shifted versions of the signal span identical subspaces is clearly violated for the transient chirp signals. It should be investigated how the algorithms perform under such imperfect conditions. Again, we use an advanced version of the data as an instrumental variable sequence. The critical parameter is the shift . In general, the value of should be chosen sufficiently large to decouple the noise. On the other hand, must be sufficiently small to ensure that the shifted versions of the signal still span at least almost the same subspace. For a nonstationary signal, these are clearly two contradictory demands. Experiments have confirmed that for nonstationary signals like the chirp, it is usually more important to ensure that shifted versions of the signal span almost the same subspace. Thus, the shift parameter should be set to relatively small values. Fig. 7 shows the raw data and the reconstruction results of a first experiment using the chirp signals. Fig. 7(a) is the chirp sequence. Fig. 7(b) is a first-order AR noise sequence with correlation . Fig. 7(c) is the raw data [sum of the signal in Fig. 7(a) and noise in Fig. 7(b) ]. Fig. 7(d) is the reconstruction result, and Fig. 7(e) is the reconstruction error using the algorithm RIVST 3 with parameter configuration and . Fig. 8 shows the corresponding estimated singular value trajectories for this experiment. The dashed horizontal line indicates the fixed singular value threshold. The noise correlation is relatively low, and therefore, the spurious singular values in the silent areas stay far below the singular value threshold. Detection and reconstruction of the signal is hence not difficult in this example. Fig. 9 shows the corresponding estimated rank trajectory.
The experiment is repeated with increased noise correlation . Again, we used the algorithm RIVST 3 with an unchanged parameter configuration. Fig. 10 shows the signal, noise, and data components, the reconstruction result, and the corresponding reconstruction error. It is seen that now, it becomes much more difficult to discriminate the transients from the highly correlated noise sequence. This is confirmed by the estimated singular value trajectories displayed in Fig. 11 . The spurious singular values are larger. They even exceed the singular value threshold at some places. Fig. 12 is the corresponding estimated rank trajectory. Clearly, a noise sequence would require a much larger value for the shift parameter . On the contrary, the value of must be small to ensure sufficiently close subspaces of the shifted nonstationary signal. These practical constraints mark the limitations of the RIV subspace method in the processing of noisy transient signals.
VI. CONCLUSION
In this paper, we introduced a new class of RIV subspace trackers based on the Bi-SVD concept. These algorithms are highly structured and require only standard matrix operations like factorization and matrix-vector multiplication, which are all operations whose numerical properties are now well understood. Moreover, we developed a class of RIV subspace adaptive filters. These algorithms can be used for sequential reconstruction of signals buried in Gaussian noise with unknown correlation. Detailed computer experiments substantiated the theoretical results.
