Abstract. This paper studies the "energy space" H E (the Hilbert space of functions of finite energy, aka the Dirichlet-finite functions) on an infinite network (weighted connected graph), from the point of view of the multiplication operators M f associated to functions f on the network. We show that the multiplication operators M f are not Hermitian unless f is constant, and compute the adjoint M ⋆ f in terms of a reproducing kernel for H E . A characterization of the bounded multiplication operators is given in terms of positive semidefinite functions, and we give some conditions on f which ensure M f is bounded. Examples show that it is not sufficient that f be bounded or have finite energy. Conditions for the boundedness of M f are also expressed in terms of the behavior of the simple random walk on the network.
Introduction

1
In this paper, we study the functions on a network, and the corresponding 2 algebra of multiplication operators. More precisely, we consider the Hilbert space semidefinite function), where {v x } x∈X is the reproducing kernel for the Hilbert 10 space of finite-energy functions discussed in [JP09b] . In Theorem 4.3, we show 11 that multiplication by a point mass gives a bounded operator, and that the bound 12 is given in terms of the conductance of the network at x and the resistance distance 13 to x. (While one would expect such boundedness, it is a bit surprising that the 14 proof is not trivial.) In Theorem 4.12 we give an equivalent condition to (1.1) which 15 is expressed in terms of an explicit matrix computation, and in Theorem 4.18 we 16 give a sufficient condition for (1.1) to hold which is even easier to check.
17
Next, we study the bounded functions of finite energy, and the corresponding 18 multiplication operators. In Theorem 5.11, we show that the boundary bd G de-19 veloped in [JP10] (see also the expository paper [JP09e] ) embeds into the Gel'fand 20 space (that is, the spectrum of a Banach algebra realized as a topological space) 21 of the algebra of bounded harmonic functions of finite energy. In Theorem 5.12, 22 we then see that the Gel'fand space is a 1-point compactification of G (and the 23 unitalization of the corresponding C ⋆ -algebra) if the only harmonic functions of 24 finite energy are constants.
25
While our main results in this paper concern infinite weighted graphs, such 26 as arise in the study of Markov processes [Woe87, Woe09, LP09, LPW09], geomet-27 ric group theory [Woe87], percolation [LP09] , discrete harmonic analysis [Woe87, 28 Woe09, Soa94], and electrical networks [LP09, LPW09, DS84, Soa94], 1 we will need 29 to develop some results on matrix-order and its use in the study of operators 30 on (infinite-dimensional) separable Hilbert spaces. Aside from their applications, 31 we hope that our separate matrix/operator results may be of independent in-32 terest. See [JP09a] for relations to Markov processes and [JP09f] for relations 33 to matrix representations of operators. To make our paper accessible to sep-34 arate audiences, we have included details from one area which perhaps may 35 not be familiar to readers from the other. The literature dealing with analysis 36
In this definition, connected means simply that for any x, y ∈ G 0 , there is a finite 
20
Also, we assume c xx = 0 so that no vertex has a loop.
21
Since the edge data of (G, c) is carried by the conductance function, we will 22 henceforth simplify notation and write x ∈ G to indicate that x is a vertex. For any 23 network, one can fix a reference vertex, which we shall denote by o (for "origin").
24
It will always be apparent that our calculations depend in no way on the choice of 25 o.
26
Definition 2.2. The Laplacian on G is the linear difference operator which acts on a
29
We have adopted the physics convention (so that the spectrum is nonnegative) 
2) with the energy of u given by E(u) := E(u, u). The domain of the energy form is
Since c xy = c yx and c xy = 0 for nonadjacent vertices, the initial factor of
implies there is exactly one term in the sum for each edge in the network.
5
Remark 2.4. To remove any ambiguity about the precise sense in which (2.2) con-6 verges, note that E(u) is a sum of nonnegative terms and hence converges iff it 7 converges absolutely. Since the Schwarz inequality gives
clear that the sum in (2.2) is well-defined whenever u, v ∈ dom E. 2.1. The energy space H E . The energy form E is sesquilinear and conjugate sym-10 metric on dom E and would be an inner product if it were positive definite.
11
Definition 2.5. Let 1 denote the constant function with value 1 and recall that 12 ker E = C1. Then H E := dom E/C1 is a Hilbert space with inner product and 13 corresponding norm given by
We call H E the energy (Hilbert) space.
15
Definition 2.6. Let v x be defined to be the unique element of H E for which Definition 2.8. For v ∈ H E , one says that v has finite support iff there is a finite set 23 F ⊆ G for which v(x) = k ∈ C for all x F, i.e., the set of functions of finite support 24 in H E is 25 span{δ x } = {u ∈ dom E . . . u(x) = k for some k, for all but finitely many x ∈ G}, (2.6) where δ x is the Dirac mass at x, i.e., the element of H E containing the characteristic (∆u)(x) = δ x , u E for u ∈ H E . In other words, (i) reproduces ∆.
12
The following results will be useful in the sequel, especially in §5. 
be the probability that the random walk started at x reaches y before returning to x. In (2.9), τ z is the hitting time of the vertex z. include both ξ and u ∈ H E , we make the standing convention to choose the 5 representative of u (which we also denote by u) for which
It should be noted that under this convention, Fin is the E-closure of the class of 7 functions on G which are constant (but not necessarily 0) outside of a finite set.
8
Also, this convention allows (2.5) to be written as 
for every function ξ : X → C.
12
We shall have occasion to use basic tools from the theory of matrix-order, that 13 is, the usual ordering of finite Hermitian matrices:
∀F finite, and ∀ξ. . 16 Thus, we will have frequent occasion to use the notation F to indicate a finite subset 17 of V, and we write
The order of Hermitian matrices, or of Hermitian (or self-adjoint) operators in 19 Hilbert space is central in both harmonic analysis and in the theory of C ⋆ -algebras. 20 The reader may find the following references helpful: [KR97, Arv76, Sti55, Ber90, 21 HJ90]. The following two lemmas are standard and proofs may be found in the 22 references just listed. 
25
Lemma 3.4. Let A and B be finite matrices. Then with respect to the ordering (3.4),
where the norm is the operator norm. In particular, if B is the matrix of an orthogonal
Definition 3.5. For a function f : X → C, we denote by M f the corresponding 4 multiplication operator:
When context precludes confusion, we suppress the dependence on f and just 6 write M. The norm of M is the usual operator norm
It is important to notice that multiplication operators are a little unusual in H E .
8
The following feature of H E operator theory contrasts sharply with the more famil- 
11
Remark 3.6. One might guess that the operator norm of M f is computed from the 12 sup-norm of f , but this is not the case. In §6, we give an example of a bounded 13 function f : X → C for which the M f , as an operator in H E , is unbounded. 
16
Proof. Choose any representatives for u, v ∈ H E . From the formula (2.2),
By comparison with the corresponding expression, this is equal to u, Mv E iff
we are free to vary u and v, it must be the case that f is constant and f = f . 
Proof. Since the energy kernel is dense in
f (x)v x E = 0 for every y ∈ X. Using (3.2) for the final step, we have
which proves (3.10) because the v y are R-valued by Lemma 2.13.
6
Remark 3.9. Note that M ⋆ multiplies v x by the scalar f (x), not the function f . (ii) ⇐⇒ (iii), which uses polar decomposition; see [KR97] , for example.
14
Theorem 3.11. M = M f is bounded on H E with M H E →H E ≤ b if and only if
is a positive semidefinite function on X × X.
16
Proof. We will work with the dense linear subspace V := span{v x } x∈X of the energy 17 space (density of V in H is shown in [JP09b] ). By Lemma 3.10, the first hypothesis 18 in the statement of Theorem 3.11 is equivalent to
Since u ∈ V means u = x∈F ξ x v x for some finite set F ⊆ X, we can evaluate (3.12):
where Lemma 3.8 was used to obtain the third equality. In view of (3.3), it is now 
is a positive semidefinite function on X × X, where
(3.13).
7
Remark 3.13. It is rather difficult to prove (3.13) from first principles. We continue to use X := G\{o} in conjunction with convention (3.1), as discussed 10 at the beginning of §3. We begin by considering the multiplication operators
, that is, the special case of multiplication operators corresponding to 12 the function
The following operator will be very useful throughout the sequel. and define the inner product
and corresponding norm ξ V = √ ξ, ξ V . Then we have a Hilbert space 
Proof. Define an operator on H E via
where D f is the diagonal operator whose x th diagonal entry is f (x). Consequently, 13
By Theorem 3.11, we need to show that s δ xo is psd, but f = δ x o changes (4.7) into 
where P o is the projection in V onto the 1-dimensional subspace of { f : F → C} 18 spanned by δ x o . So the boundedness of M x follows from (3.7).
19
It remains to compute the norm. First, note that for any u ∈ H E , one immediately 20 has M x u 2 E = c(x)|u(x)| 2 from (2.2). Then (3.1), the Schwarz inequality and (2.5) 21 Then one has two systems of orthonormal projections satisfying the relations
Moreover, one also has 14 x∈X ran U x = H E , and
where indicates that one takes the closed linear span.
15
Theorem 4.12 gives a necessary and sufficient condition for determining whether 1 or not an operator is bounded. In the statement and proof, the ordering is as defined 2 by (3.4). It will also be helpful to keep in mind that 
13
In the case when these equivalent conditions are satisfied,
where the sup is taken over all finite subsets F ⊆ X.
15
Proof. From Theorem 3.11, we know that M is bounded iff s f (x, y) in (3.11) is condition (positive semidefiniteness) into an easier condition to check: 
and so we have V = (V 1/2 ) 2 by Lemma 3.3. Then (4.23) gives
Thus there is a bounded operator sending V when f is R-valued) because
However, one can still compute the operator norm of T F as the square root of the
Remark 4.14. Even in the case when M z = M δ z , it may be very difficult to use (4.21) 10 to compute M z , and preferable to use Theorem 4.3 instead. In this situation, one 11 has only
but it is even difficult to compute the entries of V 1/2 F and V −1/2 F .
13
Our next goal is to compute the limit of the filter {T F } F⊆X in Corollary 4.17, 14 where the ordering is the usual partial order of set containment on the finite sets 15 F. However, this will require some futher discussion of V from Definition 4.4.
16
Definition 4.15. Given a finite subset F ⊆ X, define P F to be the projection to the 17 subspace spanned by {v x . . . x ∈ F}.
18
The purpose of J in the following lemma is that it serves to intertwine M f with a 19 more computable operator, see (4.29) in the corollary below, and also (4.30). Recall 20 that V is defined in Definition 4.1 and discussed in Remark 4.2. 
21
Lemma 4.16. A unitary equivalence between V and H E is given by the operator
Now for general u, w ∈ H E , let P F be as in Definition 4.15, and compute
where the middle equality comes by (4.28).
However, (4.21) means that T F V 
V . Now let F → X on both sides, and the proof follows by Theorem 4.12.
In light of Remark 4.14, it will be helpful to have a condition which is only 
and is hence a bounded operator on H E whenever the right side of (4.31) converges.
5
Proof. For F ⊆ X finite, let f | F = f χ F be the restriction of f to F. Then Theorem 4.3 6 and (4.11) give
where the summation is finite, so that M f | F is clearly bounded. Now we show that
we have (4.31). Moreover, when the right side of(4.31) converges, then for any 10 ε > 0 there exists an F 0 such that
which shows that lim F→X M f | F −M f H E →H E = 0, and (2.10) completes the proof.
12
One result appearing in the proof of Theorem 4.18 will be helpful on its own. 
where the sum converges in the norm operator topology.
16
It seems doubtful that M f | F converges to M f in norm, in general. However, we 17 do have a partial result in this direction, in Theorem 4.21. where
Proof. Since the energy kernel has dense span in H E , we can apply the Gram-2 Schmidt algorithm to obtain an onb {ε x } x∈X .
3 Thus we can write
However, for all n, there exists an m ≥ n (which we write as m n to emphasize the 4 dependence on n) such that, for x ∈ F n and y, z ∈ F C m n , one has
This essentially follows from the finite range of c and the nature of the Gram- be an exhaustion of X, and for a fixed f : X → C, and let 
11
Proof. Note that P n MP n converges strongly to M whenever M is a bounded oper- that the inclusion map of S G into H is a nuclear operator.
8
To make all this concrete, let us briefly describe the two constructions given to obtain an orthonormal basis 12 {ε n } ∞ n=1
. Then define S G = p∈N {s . . . s p < ∞}, where the Fréchet p-seminorm 13 of s = n∈N s n ε n is given by
(2) In the case where ∆ is an unbounded operator on H E , let ∆ ⋆ V be a self-adjoint 15 extension of ∆ and define 
]). The Wiener transform
is an isometry. The extended reproducing kernel {ṽ x } x∈G is a system of Gaussian random 25 variables from which one can obtain the free effective resistance (see Definition 2.16) by
Moreover, for any u, v ∈ H E , the energy inner product extends directly as
Remark 5.3. The Wiener transform gives a representation of the Hilbert space H E 28 as an L 2 space of functions on a probability "sample space" (S
. This is useful 29 in many ways. Proof. It is obvious that u 1 u 2 is bounded; one checks that u 1 u 2 ∈ dom E by directly
which is clearly finite. This estimate also implies that (u, v) → uv A is a closed It is a standard argument that one can then find an equivalent norm for which the 1 same inequality holds with C = 1; see [KR97] , for example. 
5
Let ζ ∈ spec(A E ) denote a multiplicative linear functional on A E , so that ker ζ 6 is a maximal ideal of A E , and let
There is a norm equivalent to the one given in (5.7) with respect to which
9
A E becomes a Banach algebra (see [KR97] , e.g.), and we are concerned with the 10 Gel'fand space of this one.
11
Lemma 5.7. As a Banach algebra, A E is isometrically isomorphic to C(spec(A E )).
12
Proof. We need to show that ker Φ A = 0. This is equivalent to showing that A E 13 is semisimple, i.e., that the intersection of all the maximal ideals is 0. It therefore 14 suffices to show that an intersection of a subcollection of the maximal ideals is 0. Proof. Fix x ∈ G and let δ x ∈ A Fin be the characteristic function of {x} as defined in 24 Definition 2.8. Take any finite set F ⊆ G and any linear combination
again. This shows that the collection of all finitely supported functions on G is an 27 ideal.
28
Now for f ∈ A Fin , take { f n } where each f n has finite support and f − f n A → 0. 29 This is possible in view of Definition 5.8. Since v · f n ∈ span{δ x } by the first part, 
where {v x,n } n∈N is any sequence in S G converging to v x , and that with this extension, 5 harmonic functions in H E have the boundary representation
(5.13) (Full details on this notation may be found in [JP10] or [JP09d] .) It follows imme-7 diately from this representation that ifh = 0 on bd G, then h = 0 everywhere on G.
8
(Here,h = 0 on bd G means lim n→∞ h(x n ) = k for some k ∈ C and any sequence {x n } 9 with lim n→∞ x n = ∞.)
10
Given any β ∈ bd G, the evaluation χ β (u) :=ũ(β) defines a multiplicative linear 11 functional on A H arm , so that bd G is contained in the Gel'fand space of A H arm .
12
Theorem 5.12. If H arm = 0, then the Gel'fand space of A E is G ∪ {∞}.
13
Proof. Let χ ∈ spec(A E ) and apply it to both sides of v · δ x = v(x)δ x (the left 14 side is a product in A E and the right side is a scalar multiple of δ x ) to obtain
, and hence
This implies (i) χ(δ x ) = 0 for all x, or else (ii) ∃y ∈ G for which χ(δ y ) 0. Since H arm = 0, Theorem 2.11 implies that χ is determined by its action on {δ x } x∈G .
18
Thus, only the zero functional satisfies χ(δ x ) = 0 for all x ∈ G, and we may safely 19 ignore case (i). For case (ii), it follows that χ(δ x ) = 0 for all x y, so χ(v) = v(y) by
20
(5.14). This shows that χ corresponds to evaluation at the vertex y; note that the 21 uniqueness of y for which χ(δ y ) 0 is implicit.
22
Observe that C(G) is not unital, because the constant function 1 ≃ 0 in H E . We
23
unitalize A E in the usual way:
The unit in this new algebra is then (0, 1). By standard theory, this corresponds to 25 taking the one-point compactification of G. Roughly speaking, taking the one-point compactification of G corresponds to and A E from Definition 5.4.
13
Consider the integer network with unit conductances (Z, 1):
14
. . . where the latter is the operator norm on ℓ 2 (F) and F ranges over all finite subsets 20 of X. For our purposes, it will suffice to consider sets F of the form F = {1, 2, . . . , n}. 21 The matrix for V F is then . . . n − 2 n − 2 n − 2 . . . n − 2 n − 1 n − 1 . . . n − 2 n − 1 n 
