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ABSTRACT 
I n t h i s thesis, we s t u d y a n au to reg ress ion process Xt 二 OiXt-i + yt, where t he 
noise sequence { y t } is i . i . d a n d be longs t o a n exponen t i a l f a m i l y d i s t r i b u t i o n w i t h 
m e a n (没2) a n d var iance O2. I n t h e f i r s t p a r t o f t he thesis, we der ive t he di f ference 
be tween the m a x i m u m l i k e l i h o o d e s t i m a t o r a n d the m a x i m u m p r o b a b i l i t y est i-
m a t o r of (6*1，没2)，developed b y L . Weiss a n d J. W o l f o w i t z . W e also prove t h a t t he 
l i m i t i n g d i s t r i b u t i o n of t h e m a x i m u m p r o b a b i l i t y es t ima to r is a b i va r i a te n o r m a l 
d i s t r i b u t i o n w i t h zero m e a n vec to r a n d a d iagona l covar iance m a t r i x , under t he 
s t a t i o n a r y c o n d i t i o n t h a t < 1. 
I n t he second p a r t o f t h e thesis , we focus on the r a n d o m w a l k mode l , t h a t 
is, a n o n s t a t i o n a r y au toregress ion process w i t h Oi = 1. W h e n { y t } are n o r m a l l y 
d i s t r i bu ted , we prove t h a t t h e m a x i m u m p r o b a b i l i t y es t ima to r a n d the m a x i m u m ‘ 
l i ke l i hood es t ima to r are a s y m p t o t i c a l l y equ iva lent . A l t h o u g h the es t ima to r of 
0-2 is s t i l l a s y m p t o t i c a l l y n o r m a l , t h e l i m i t i n g j o i n t d i s t r i b u t i o n of t he m a x i m u m 
p r o b a b i l i t y es t imators is no longer b i v a r i a t e no rma l . We prove t h a t the m a x i m u m 
l i ke l i hood es t imators of Oi a n d O2 are uncorre latec l and estab l ish the l i m i t i n g 
m a r g i n a l d i s t r i bu t i ons of t he m a x i m u m p r o b a b i l i t y est imators. F ina l l y , we ex tend 
th is resul t t o the exponen t i a l f a m i l y case. 
V 
摘 要 
這篇論文討論了一個自回歸過程，就是二 。所有的>v 
都跟隨著一個相等而且獨立的指數族分佈，該分佈有MA)的平均數 
和未知的方差化。首先，本文導出這過程在平穩情況下，（《,化)的極 
大槪似估計値與其最大槪率估計量之分別。此外，本文又證明其最 
大槪率估計量之極限分佈爲擁有零平均値的向量和一個對角線共差 
矩陣的雙變數正態分佈。 
其次，本文集中焦點在隨機游走過程，該過程是一個不平隱的自 
回歸過程，而A則限定爲1。在正態的白噪聲下，我們亦能證明它們 ’ 
的極大槪似估計値與其最大槪率估計量是漸近地相等的。雖然4的 
估計量的極限分佈仍然是正態，但是它們的聯合極限分佈不再雙變 
數正態分佈。我們證明了它們的極大槪似估計値則是不相關的，亦 
找出它們的極限邊際分佈。最後，我們把這個結果推廣到擁有指數 
族分佈的白噪聲的過程上。 
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Chapter 1 
Introduction 
1.1 Maximum Probability Estimator 
M a x i m u m L i k e l i h o o d E s t i m a t i o n is one of the mos t i m p o r t a n t concepts i n m o d e r n 
s tat is t ics . A l t h o u g h i t is w i d e l y appl icable, the m a x i m u m l i ke l i hood es t ima to r 
( M L E ) suffers f r o m several drawbacks. For example, 
1. I t m a i n l y appl ies t o t he case of independent , i den t i ca l l y d i s t r i b u t e d obser-
vat ions. W h e n dea l ing w i t h dependent observat ions, such as the es t ima t i on 
of the pa ramete rs of s tochast ic dif ference equat ions and M a r k o v chains, the 
m e t h o d of M L E becomes more t r icky. 
2. I t requires s t rong regu la r i t y condi t ions for the density. Typ ica l l y , the M L E 
requires t he p a r t i a l der iva t i ve | | of the dens i ty f unc t i on f exists for every 
parameter 6. W h e n the dens i ty f unc t i on has d i scon t inu i t y po in ts , th is con-
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d i t i o n is no t sat isf ied. Cons ider t he dens i t y 
exp {6 — x ) , i f X > 6, 
f { x \ e ) 二 — 
0， if X < 0. 
T h e der i va t i ve 荡 does n o t ex is t a t t he p o i n t cc = so t h a t i t does n o t 
sa t i s fy t h e regu la r i t y c o n d i t i o n a t t he p o i n t Q. 
I n general , t he existence of suf f ic ient a n d ef f ic ient e s t i m a t o r depends on 
t h e r egu la r i t y cond i t i on , see C r a m e r (1946) . W h e n a suf f ic ien t or ef f ic ient 
e s t i m a t o r exists, t h e y are usua l l y M L E . Spec i f ica l ly，Cramer (1946) shows 
t h a t : 
• I f a n eff icient es t ima te 0* o f 0 exists, t he l i k e l i h o o d e q u a t i o n w i l l have 
a un ique so lu t i on equa l t o 0*. 
• I f a suff ic ient es t imate 6* of 6 exists, any s o l u t i o n of t he l i ke l i hood 
equa t ion w i l l be a f u n c t i o n equa l t o 0. 
T o c i r cumven t some of t he d i f f i cu l t ies encounte red b y t h e M L E , Weiss and 
W o l f o w i t z (1967) develop the m a x i m u m p r o b a b i l i t y es t ima to r t o supp lement the 
m a x i m u m l i ke l i hood es t imato r . 
Suppose t h a t the r a n d o m vector X = (X：, X 2 , …， X n ) has a j o i n t p r o b a b i l i t y 
dens i t y f u n c t i o n f{x\9), and 9 = (6*1,没2,.. • , ^m) has a p r i o r dens i ty 7r(^). For 
each n a n d each vector 6 i n let Rn{0) be a measurab le subset of the m-
d imens iona l space. Fur ther , assume t h a t Rn{0) conta ins the m-c l imens iona l o r i g i n 
(0 ,0 , • • . , ( ) ) and shr inks t o w a r d the o r i g i n as n increases. For any g iven vector 
D = {Di, D2, • • •, Dm), let denote the set of a l l vectors 0 e fl such t h a t 
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{D 一 0) is i n Rn{0). 
U n d e r t he 0-1 loss, def ine 
( 
1, \i D - e • R 狐 
L[0,D)= < 
0, i f D-0 e Rn{0). 
\ 
T h e n the Bayes ru le 6{n) = ( (9 i (n) , 02{n), • • • , 6m{ri)) is the decis ion ru le t h a t 
m in im izes the Bayes r i sk r(7T, D) 二 D)} over D. Clear ly , 
r(7r, 0{n)) 二 n ^ n r ( 7 r , _ D ) 
= m i n [ f L{0,D)f{x\d)dx-7r{e)d9 
D JQ Jx 
= m i n [ [ L{0,D)7T{0\x)de •m{x)dx, 
D Jx Jn 
where x is the sample space, 7r{9\x) is t he poster ior d i s t r i b u t i o n and m{x) 二 
In 7^{0)f{x\9)d9 is t he m a r g i n a l d i s t r i b u t i o n of X . 
T h u s , 9{n) m in im izes the i n teg ra l (see T h e o r e m 10.3.1 of Casel la and Berger 
(1990)) 
[L{e,D)7r{e\x)cW = f 7T(e x)de. 
J。- ho^Rn{D)} 
I t is equivalent to m a x i m i z i n g the p r o b a b i l i t y of 6 i n R*,{D) g iven x , t h a t is, 
[ n i e \ . ) c w = [ 態 } 〜 e . 
J R*“d) m(x) 
For a non in fo rma t i ve p r io r on 9, t he 0{n) w h i c h maximizes the in tegra l 
[ f(x\9)de, 
J _ 八 ) ' 
is def ined as the M a x i m u m p r o b a b i l i t y es t imator ( M P E ) w i t h respect t o Rn{0). 
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M a x i m u m p r o b a b i l i t y es t ima to rs are less res t r i c t i ve t h a n m a x i m u m l i ke l i hood 
es t ima to rs . T h e examples g iven i n Weiss a n d W o l f o w i t z demonst ra tes the useful-
ness b y M P E . I n c e r t a i n specia l regu la r cases, for example, w h e n the set Rn {0 ) 
is convex a n d s y m m e t r i c w i t h respect t o t he o r ig in , the m a x i m u m p r o b a b i l i t y 
es t ima to r is equ iva lent t o t he m a x i m u m l i ke l i hood es t imato r . I n these specia l 
cases, Weiss (1971, 1973) develops t he t h e o r y o f m a x i m u m p r o b a b i l i t y est ima-
t i o n by means of t he m a x i m u m l i k e l i h o o d es t imators . Chap te r 2 discusses the 
a s y m p t o t i c d i s t r i b u t i o n t heo ry of m a x i m u m p r o b a b i l i t y es t imato r i n de ta i l . T h e 
fact t h a t t he t heo ry o f m a x i m u m p r o b a b i l i t y es t imators inc ludes t h a t o f max i -
m u m l i ke l i hood es t ima to rs as specia l cases ind icates the relevance of m a x i m u m 
p r o b a b i l i t y es t imators . 
1.2 An Outline of the Thesis 
T h e m a x i m u m p r o b a b i l i t y e s t i m a t i o n for the first-order autoregressive, A R ( 1 ) , 
process is s tud ied i n th i s thesis. I t w i l l be discussed i n two par ts : s ta t i ona ry 
processes and r a n d o m w a l k processes. The re are p len ty of examples for these two 
types of processes. For example, let Pt denote the stock pr ice at the end of day 
t and define the r e t u r n on th is s tock as 
Pt — Pt-i 
B y Tay lo r ' s expansion of the log func t i on , the r e t u r n can be app rox ima ted by 
Pt - Pt-i 
rt = 
4 
1 ^ I Pt-Pt-1\ 
~ log 1 + 
V ^t-1 J 
二 logPt — logPt-1-
L e t X t = log Ft a n d suppose t h a t t he r e t u r n fo l lows a w h i t e noise process { Y t } , 
t h a t is, Tt 二 Yt. T h e n 
^t 一 ^t-i — yt-
T h i s means t h a t t he log o f t h e s tock pr ice fo l lows a r a n d o m w a l k mode l . M a n y 
economists t rea t t he r e t u r n on an e q u i t y such as stocks, bonds and exchange 
rates as a r a n d o m w a l k mode l . 
Weiss (1983) a n d Weiss a n d W o l f o w i t z (1968) s t u d y the A R ( 1 ) process for t he 
case where the w h i t e noise comes f r o m the n o r m a l d i s t r i b u t i o n w i t h mean zero 
a n d variance 62 w h i c h is assumed t o be one. Weiss (1991) extends the resul ts 
of Weiss (1973) t o t he case w h e n 62 is u n k n o w n and < 1. He shows t h a t 
the m a x i m u m l i ke l i hood es t imato rs of 61 and 62 fo l low asymp to t i ca l l y a b ivar i -
ate no rma l d i s t r i bu t i on , w h i c h is a s y m p t o t i c a l l y uncor re la ted. T h e f o r m of the 
asympto t i c var iance-covar iance m a t r i x shows t h a t k n o w i n g 62 is of no relevance 
for es t imat ing 61. T h a t is, t he p roper t ies of m a x i m u m l i ke l i hood es t imator of Oi 
i n Weiss (1983), also h o l d w h e n 62 is unknown. . I n th is thesis, these est imators 
w i l l be examined for the case of n o n - n o r m a l w h i t e noise. 
Since observat ions f r o m an A R ( 1 ) process are dependent , s tanda rd theory of 
m a x i m u m l i ke l ihood es t ima t i on become inadequate. T h e m e t h o d of m a x i m u m 
p robab i l i t y es t ima t ion w i l l be considered for the A R ( 1 ) mode l instead. W h e n 
the process has a k n o w n mean and a k n o w n variance, the least squares est imate 
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seems t o be mos t conven ien t s ince i t does no t require any i n f o r m a t i o n a b o u t 
the d i s t r i b u t i o n of w h i t e noise. B u t w h e n the parameter of t he process a n d the 
var iance of t he w h i t e noise are o f in terest , much less is k n o w n . I n t h i s thesis, 
m a x i m u m p r o b a b i l i t y es t ima to rs w i l l be considered under such a s i t u a t i o n . 
T o beg in , t he w h i t e noise process is assumed to fo l low a n o r m a l d i s t r i b u t i o n . 
Unde r t h i s assumpt ion , t h e p rope r t i es of the m a x i m u m p r o b a b i l i t y es t ima to rs 
i n t he s t a t i o n a r y a n d t he r a n d o m w a l k cases are s imi lar . T h e M P E s are shown 
t o be independen t a n d are a s y m p t o t i c a l l y equivalent to the m a x i m u m l i k e l i h o o d 
es t imators . 
N e x t , we consider t he case w h e n the w h i t e noise comes f r o m a n e x p o n e n t i a l 
fami ly . E x p o n e n t i a l fami l ies inc lude : cont inuous famil ies such as n o r m a l , g a m m a 
and be ta ; discrete fami l ies such as b inomia l , Poisson and negat ive b i n o m i a l . T h e 
specif ic f o r m of the exponen t i a l f a m i l y impl ies t ha t i t has m a n y nice proper t ies . 
For an exponen t ia l fami ly , t he m a x i m u m p robab i l i t y es t imators are s t i l l asymp-
t o t i c a l l y equiva lent t o the m a x i m u m l i ke l ihood est imators for b o t h s t a t i o n a r y and 
r a n d o m w a l k processes. A test s ta t i s t i c is const ructed based on the p roper t ies of 
these M P E s for r a n d o m w a l k process. Th i s result impl ies t h a t w h e n the w h i t e 
noise fo l lows an exponen t ia l f a m i l y w i t h u n k n o w n variance, we can s t i l l test for 
the s t a t i o n a r i t y of an A R ( 1 ) process. 
F ina l l y , conclus ion is g iven i n Chapter 4. 
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Chapter 2 
Asymptotic Distribution Theory 
T h e t h e o r y of m a x i m u m p r o b a b i l i t y es t ima t i on is establ ished by means of the 
a s y m p t o t i c p roper t ies of m a x i m u m l i ke l i hood est imators . For each n, X{n) is 
the r a n d o m vector on w h i c h the est imates are to be based. X{n) does no t nec-
essari ly have n components , nor are i ts components necessari ly independent and 
iden t i ca l l y d i s t r i bu ted . T h e j o i n t p r o b a b i l i t y dens i ty f u n c t i o n ( i n the case of con-
t inuous X{n)) or the p o i n t p r o b a b i l i t y f u n c t i o n ( i n the case of discrete X{n)) for 
X{n) is deno ted by fn{x{n), • . •，6*^), where - •• ,6m are u n k n o w n parame-
ters. Weiss (1971, 1973) shows t h a t i f log f n { x { n ) , ^ i , • • •, Om) is app rox ima te l y 
a quad ra t i c f u n c t i o n of 〜，6*2,…，0m i n a ne ighborhood of the t rue parameter 
vector , t h e n the m a x i m u m l i ke l i hood es t imator is app rox ima te l y the m a x i m u m 
p r o b a b i l i t y es t imator w i t h respect t o Rn{0 ) , a convex region symmet r i c about the 
m - d i m e n s i o n a l or ig in . Moreover , the asympto t i c proper t ies of m a x i m u m l ike l i -
hood es t imators are va l i d i n m a n y cases when the observed r a n d o m variables are 
not independent and iden t ica l l y d i s t r i bu ted . T h e theorem of Weiss fol lows. 
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Theorem 2.1 
L e t =(没?， . . .，^m) be t h e t r u e a n d u n k n o w n values o f 0 = (6*1，. • •，Om)-
Suppose t h a t t he re ex is t 2m sequences o f n o n - r a n d o m p o s i t i v e quan t i t i e s Ki{n), 
Mi(n) for i 二 1,... ,m w i t h l i m ^ ^ o o Ki(n) 二 oo，liirin-^oo Mi{n) = 00, a n d 
l i m ^ ^ o o M i { n ) / K i { n ) = 0 fo r f = 1 , . . • , m . L e t Nn〔沪)be t h e set of a l l vec to rs 
0 二（(9i’ ,0m) such t h a t [Oi — < M i { n ) / K i { n ) for f = 1 , . . . , m . W e assume 
t h a t 
1. T h e r e exist n o n r a n d o m q u a n t i t i e s B i j { 6 ^ ) for i = 1, • • • , m a n d j. 二 1 , . . . , m 
such t h a t 一 converges s tochas t i ca l l y t o 
Bij{6^) as n increases. 
2. L e t 义 n) deno te - l l / K i ( n ) K j { n ) ] l d y ^ 9 ^ ^ 0 J ] log fn(x(n), 9) -
fo r i = 1，…，m a n d j = 1, • • . , m . For each n a n d a l l 9 G there 
exists a reg ion i n t he space, 7(72，没。))，say, where 
m m 
sup |e”.(仏 n)| < 7(n,沪)， (2.1) 
i=ij=i eeNnm 
such t h a t 
w i t h l in i ,Hoc 7 ( n , 6^) = 0, a n d lim^—^c S[n, = 〇 . 
We denote [ 1 / K , { n ) ] [ d / d e , ] \ o g f [ x { T i ) \ e ] o b y A,{n;6). T h e n 
1. T h e asymp to t i c j o i n t d i s t r i b u t i o n of . 4 i ( n ; 6^), A 2 { n : (9°), • • • , A m { n ] 0^) is 
n o r m a l w i t h zero means and covar iance m a t r i x w i t h elements 
i n r o w i and c o l u m n j . 
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2. T h e m a x i m u m l i k e l i h o o d e s t i m a t o r is t h e m a x i m u m p r o b a b i l i t y e s t i m a t o r 
o f 沪 . 
Proof of result (1). 
W e def ine t h e p r o b a b i l i t y dens i t y f u n c t i o n fo r any 0 i n Nn{0^) b y 
… M m m 放 i f W ) i s i n r “ # , 7 ( n , 〜 ) ) ， 
0 o the rw ise . 
\ 
U s i n g T a y l o r ' s series fo r log (x(n) | (9) , we have 
f n { x { n ) \ 0 ) = f n { x { n ) \ e ' ) 
( \ 
I X i K 办 ) ( 氏 — 們 沪 ） 
x e x p — 凡 ⑷ ( 没 厂 时 ） x A O ( n ) ( 〜 — 巧 ） ， ( 2 . 2 ) 
X [ 聊 0 ) + 芒”條 ) , ’ 几 ) ] 
\ L J y 
and 
r Mn) 9) — P 例 { r n ( 沪 ， 沪 ) ) } ( 沪 ) 
退 调 — i M r " ( 們 ’ 7 (n，們 ) ) }人卞 (几 
/ \ 
xexp -I - 0^) X K,{n){9, -
\ ^ J • 
where 6i{n) is be tween 对 and 6i(n) fo r i = 1, 2, • • • , m . I n t e g r a t i n g t he preced-
ing e q u a l i t y b o t h sides w i t h respect t o the c o m p o n e n t s o f x{n) over t he reg ion 
沪）），for any 6 i n we have 
9 
f \ 
m 1 m m K i [ n 他 
X E;o exp E U n m — - - E E > , 
口 1 口 1 尸 1 K j { n ) { e j - e 】 ) e 秦 n ) 
v y 
where Eq denotes the expec ta t i on is taken under t he d i s t r i bu t i on / * {x{n)\6). 
I n the region r ^ (沪 , 7 ( n , 6'°)), we have 
m m 
m m 
< Z E ^ ( n ) M j n ) sup M e , 6 \ n ) \ 
i二 i j二 1 e^Nnie^) 
< 7(n，沪)， 
so t h a t 
E £ U n m - - n) = 
i=lj=l 
w i t h — 1 < Q' < 1. Then , 
= P q o Q 7 ( n , 沪 ） 1 ^ ^ K 純 0 广 ‘ 
一聊,彰。))} exp P 一 - 延 K M ) 〔 e j - e 〗 ) B i j m _ 
r m 、 
xE;o exp ^ IU{n){e, — 沪）. （2.3) 
� i = l > 
For each n , and for any f ixed values 力 1,力2,. • • , tm, define 
0{ri) = . AJji)、such t h a t / ( “ n ) ( 0 K n ) — 6 > ? ) = t, for i = 1 , 2，.- . ,77?. 
T h e n l im,Hoc e [n ) = and l i m . ^ ^ c Po (n )(沪，7(^1，沪 ) ) } = P(P { r ” (沪，沪 ) ) } . 
Replac ing 9 in (2.3) hy ^(r?), we ob ta in 
‘ ru \ � 1 m 771 -
Inn £；0 exp {Y^t, A,{n:0') \ = exp 工 Y j i t j B i 納 • (2.4) 
。 l i = l J L^ i=l i = l _ 
Thus when the distribution of A'(72) is f : {x{n)\9), the joint distribution of 
A i { n ]沪 )， . 4 - 2 ( n ;沪 )，…，沪） i s asymptotically normal with zero means and 
covariaiice matrix B{6^) with Bij{6^) as its j ) t h entry. 
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A c c o r d i n g t o t he de f i n i t i on of f* {x{n)\6), for any 0 i n we have 
Le t Q{n) is any measurab le reg ion i n the X ( n ) - s p a c e and P* denotes the p rob-
ab i l i t y under the d i s t r i b u t i o n / * {x{n)\9). Acco rd ing to Weiss (1969), i t fo l lows 
f r o m the preceding i nequa l i t y t h a t 
\Pe[Q{n)]-Pe[Q{n)]\ < 4 [1 — {r.(沪，7(n,没。))}: 
< S{n,沪)， for every 6 i n N j f ) . 
Therefore, (2.4) is also t rue w h e n the d i s t r i b u t i o n of X{n) is fn {x(n)\6) and the 
- f i rst resul t is establ ished. • 
To prove resul t (2), we need t h a t the fo l low ing lemma. 
L e m m a 2.1 
Le t 6 二 卢2(几)，...，力m(几)）be the m a x i m u m l ike l ihood es t imator of Q. 
Let 沪 = ( 6 > i * ( n ) , 約 ( n ) ， s u c h t h a t 
K(n)[e\n)—沪）-A[n- (2.5) 
where / ( ( n ) (沪 ( n ) — 沪） = ( i v , i ( n ) (約 ( n ) — 吻， . . . ， / C n ( n ) ( ( ( n ) - 《 ) )， a n d 
沪 ) = ( A i ( n ; 6 > o ) ’ . . • ’ 沪 ) ) . T h e n , K,{n){e,{n)-《(n)) converges to 
zero stochast ical ly as n tends to i n f i n i t y for z = 1, 2, • • •, m . 
Proof of L e m m a 2.1. 
11 
W e can choose a, pos i t i ve sequence { A / ( n ) } w i t h M ( n ) < M人 n ) for i 二 
1,2,..、m a n d a l l n, and lim^^-^oo M(ti) 二 oo. A c c o r d i n g t o (2 .1) , 
771 m 
7 ( n , 沪 ） > sup | e ” . ( W n ) ,沪 ,n ) | 
m m 
> sup 
i二 1 0(n)eyv*(0O) 
> [M{n)f m a x | sup eij{0{n), > ==/5(n)，say, 
coverges s tochas t i ca l l y t o zero as n tends t o i n f i n i t y where — {0{n) 二 
( ^ i ( n ) , … ， ‘ ( n ) ) | I 〜 ( n ) - 沪 | < A f ( n ) / K ( n ) , r 二 1,..•，m}. 
F r o m (2.2) a n d (2.5), we have 
m 
\ogU{X{nmn)) = 沪 ( 財 n ) — � � ) A . ( n ; 沪 ） 
1 m m 
- ^ E E U n m i n ) — e^)K,{n){e,{n) — 0沖 i 納 
+ 顺 n)，n) 
= l o g 九 ( X ( n ) l 沪 ) + 炉 ) [ B (沪 ) ] - i [ A ( n ;沪 ) r 
- \ K { n m n ) — e \ n ) ) B { e ' ) [ K { n m n ) — r ( n ) ) ] ' 
+ 頻 n ) , n)， (2.6) 
where R{e[n),n) = i ^ , ( n ) ( � . , ( n ) — � ? ) 7 r » ( 0 j . ( n ) — 巧 ) e ” . W n ) , "。，n). 
L e t n be f ixed. For any e > 0, let 
C ( n , e) - I Ki{n)\e^ 一 < e for z 二 1，2，…，m}, 
and le t t h e b o u n d a r y of C ( n , e) be deno ted b y 
f 、 
K,{n)\e, - 6l(n)\ < e for z = 1, 2, • • • , m 
C * ( n , e ) = l e 
Ki(n)\6i — 0*{n)\ 二 e for at least one i 
V / 
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Def ine 
p ( n ) 二 sup 
e{n)€N*{90) 
p ( n , e ) = sup (外 n ) , n ) | , 
0(n)GC*(n,e) 
外 ） 二 m i n {l-K{n){0{n) - e%n))B{9')[K{n){e{n) - . 
6{n)eC*{n,e) I Z J 
O 
We have p{n) < so p (n ) converges stochast ical ly to zero as n tends t o 
in f in i ty . 
Le t e G C * ( n , e ) for e < M ( n ) . Then , 
< I 《一刚 + 1氏— 
F r o m (2.5), t he m components of K{n){6*(n) — 6^) have asympto t i ca l l y a j o i n t 
n o r m a l d i s t r i b u t i o n w i t h zero means and covariance m a t r i x so i t is 
bounded i n p robab i l i t y . Thus , 
\imP{K,{n)\0：—时I + 6 < M ( n ) } 二 1. 
Therefore, e^) C = 1 and e”) < p{ j i ) \ 二 
1. Thus , p{n, tn) converges to zero stochast ica l ly as n tends to in f in i ty . Since 
5{en) — 2p(n) > — m?f3{n) and P{n) depends on n on ly for g iven M{n), i t is 
possible to find a posi t ive sequence {e^ } such tha t lim^^^oo > 2p(n) ] = 1 
and liiTLn^oo ^n = 0. F rom (2.6), we have 
, m i n [log U ( X ( n ) | r (n ) ) - log U 
= , m i n n) + \K{n){e - e^{n))B{e')[K{n){e - r ( n ) ) ] 4 
eeC*{n,en) I Z J 
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+ 寧 ( n ) , n ) 
> d{en)-2p{n), 
w h i c h is p o s i t i v e w i t h p r o b a b i l i t y a p p r o a c h i n g one as n t ends t o i n f i n i t y . 
T h i s i m p l i e s t h a t 
limP l o g / n ( X ( n ) | r ( n ) ) ^ l o g ( X ( n ) | ^ ) ] 二 1. 
Clear l y , 0*{n) G C ( n , e^) so t h i s also imp l i es t h a t w i t h p r o b a b i l i t y a p p r o a c h i n g 
one, log fn {X{n)\9) has a t least one re la t i ve m a x i m u m i n C ( n , e^). 
For each n a n d each 0 i n C ( n , e^), let 9(n) = ( ^ i ( n ) , • . •，^^(n) ) be a re la t i ve 
A A 
m a x i m u m . T h e n K i ( n ) l ^ i ( n ) — < 6n a n d K i ( n ) ( ^ i ( n ) — is convergent 
s t ochas t i ca l l y t o zero as n increases for z = 1, 2, • • • , m . • 
Proof of result (2). 
L e t 
Rn{0)=(〜，.••，没 m) — 氏 S^；^，Z 二 l，...，m >， 
t Ki、n) Ki[n) j 
, N 
and R:(D) = { ( 〜 ， . . • 人 ） — 赤 ， z = l,...，爪 
where Ci, • • . , c爪 are f i xed pos i t i ve values. T h e n , t he m a x i m u m p r o b a b i l i t y esti-
m a t e 9{n) max im i zes 
rDm in)+Cm/Kmin) rDi (n)+ci/Ki (n) 
/ ... / (2.7) 
J Dm (n) —Cm/Km (n) J Di [n)-ci/Ki{n) 
sub jec t t o 
( 
— c 孤 n ) > — 
< for 1 = 1，...，m ( 2 . 8 ) 
+ c,/K,(n) <00 + M,(n)/Ki(n), 
\ 
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a long a l l possible vectors ( D i ( n ) , • . . , D m { n ) ) . 
Replace the in tegrand of (2.7) b y (2.2) , a n d change the var iab le of i n teg ra t i on 
f r o m 没 to yi,... ,ym, where y^ = Ki{n){6i — 对 ) — Z i ( n ) and z ( n ) = 
(21, ,Zm) = A{n, 6>o)[B(6>o)]-i，then 0{n) also max imizes 
/ . . . exp + Q ^ { y )办1，…，办爪， （2.9) 
where 
l i { n ) = Ki{n){Di{n) — 6'°) 一 Zi{n) for z = 1, . • . ’ m , 
and 
-I m m 
Qn{y) = —5二1：(2/2 + 々(n)h#~(n)，沪，+ 
乙 i=lj=l 
B y (2.8), and the range of y i i n (2.9), we have 
-M.(n) < Ki{n){D^{n)—对）—c, < p, + z,{n) < K,{n){D,{n)—时）+ c, < M人n), 
and 
.0 释 ) AMn) 
e 「 顽 仏 认 + 兩 . 
B y v i r tue of (2.1), for any values D!， . . .，Dm sat is fy ing (2.8), sup \ Qn{y)\ i n the 
region of in tegrat ion of (2.9) converges s tochast ica l ly to zero. W h e n n tends to 
in f in i ty , (2.9) tends to 
/ ••• / (2.10) 
wh ich is max imized by 7^(77) = Ki{n){Di{n) — 6。一 /\:.(?7)(么(77) — 0*) = 0. There-
fore, K i ( n ) { 6 i { n ) — — K i { n ) { 9 ^ { n ) — 6^) coverges stochast ical ly to zero. B y 
Lemn ia 2.1, we have Ki{n){6{n)i{n) — §1) converges stochast ical ly to zero. • 
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Chapter 3 
Exponential Family Noise 
3.1 Stationary Case 
Let X i , • • • , be an A R ( 1 ) mode l : 
Xi 二 6iXi_i + Yi, 
where Xq = 0, 6i is an u n k n o w n parameter , and Y i , • • • , y^ are unobservable 
noises. 
Le t Y i , • • •, be independent and iden t ica l l y d i s t r i bu ted , n o r m a l r a n d o m 
variables w i t h mean zero and u n k n o w n var iance 62- Then , the j o i n t p r o b a b i l i t y 
densi ty f unc t i on of , • • • , X ^ is 
� 1 " _ 
{27102)'^ exp 
L 」 
and the m a x i m u m l i ke l i hood es t imators of 61 and 62 are 
n ZiLi ^iXi-i - 1 P n2 
= y^n T2 ， = - [ (而—没 1 工卜 1) • 
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For t he s t a t i o n a r y case < 1, t he m a x i m u m l i k e l i h o o d es t ima to rs have the 
f o l l o w i n g p roper t ies acco rd ing t o Weiss (1973): 
1. 
( 八 \ ( ( \ ( , \ \ 
、N 5 ？ 
V - ^ 2 ) ) V V 0 j ^ 0 2沪2 J J 
where " — d e n o t e s convergence i n d i s t r i b u t i o n as n —> 00. 
A A 
2. and O2 have t h e same a s y m p t o t i c p roper t ies as the m a x i m u m p robab i l i t y 
es t imato rs w i t h respect t o any convex reg ion s y m m e t r i c abou t the o r i g in 
(0,0). 
N e x t , consider t he case w h e n the noises are no t no rma l . R e w r i t e the A R ( 1 ) 
process as 
Xi — OiXi^i = Yi 
二 Z i - “ 帆 z = l ， 2 ， . - . ’ (3.1.1) 
where Z i , - • • , Z ^ are independen t and iden t i ca l l y d i s t r i b u t e d r a n d o m variables 
f r o m an exponen t ia l f a m i l y w i t h mean f u n c t i o n , " (叫， a n d var iance d-j- The j o i n t 
p r o b a b i l i t y densi ty f u n c t i o n of , • • •, is 
、 
fn(2ir •.，批）-expjx： Hzi) + ^ 7"(叫 f^ Tj ⑷ _ 几顺 > , 
� 1 j=1 1=1 J 
for sonic funct ions h, l y , J) and D， / 二 1，• • •，.5 w i t h f ixed s. T h e j o i n t p robab i l i t y 
dens i ty f unc t i on of A"：, • • • , X „ is 
‘ 7 1 
f n { x { r i ) \ 0 i . 6 2 ) = e x p | ^ / 2 ( x , — + f j ( 0 . 2 ) ) 
+ E " 他 ) E - 01.T卜 1 + " ( 灿 - n D { e . 2 、 • I./I+ ,(3.1.2) 
j=\ i=i 
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where 
^ ... 1 0 ... 0 0 oxI OX2 OXn 
赵 虹 . . . ^ -0. 1 ... 0 0 
T dxi 8x2 dxn 丄 1 
I … + 二 二 二 1 -
• • . • • ‘ • • • • • • • • • 
. . 參 • . • ‘ _ _ 
_ ... ！^ 0 0 . . . - 。 i 1 
dxi 3X2 OXn + + 
Le t Ki{n) 二 几)二 V^- Suppose t h a t t he expected values of the f i rs t and 
the second der ivat ives of t he func t ions h and Tj exist for a l l j. B y the law of 
large numbers , 
1 d: 
两 l o g / “ 着 ） 
1 f n 炉 
二 - - |E •^严—+ 綱) 
X 
s n 行2 
+ E r ] j { 0 2 ) E 丽T]、工I - + 删 > 
二 ；; E 工 h i 行？ 2 + E 樣 工 卜 1 彻2 
n V 。“ ) j=i 几 i=i V 似i ) . 
p -狗⑷丨 I f ^ ” 請 
二 EXi-i . i 丑 + J^i W 叫 丑 吨 \ 
B n W ’ 
P 
where ” — — d e n o t e s convergence i n p r o b a b i l i t y as n —> 00. 
S imi lar ly , 
1 f ^ <92 
= — — E 一 而 - 1 + "(没2)) 
n au2 
S n 
+ E i 2 ” 舶 E U 工 I — + 删 
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+2 E I 〜 ( 仇 ） ( 而 - + 綱 、 
s n Q2 Q2 ] + E ” A似E预T人工i - + 删 — 几 丽 糊 
j=l 2 2 , 
洲 2 t^l dz, 
洲 S 辦 彻 + I w j - " 两 州 ) } 
L J 乂 
：二 B22 奶, 
and 
1 d^ . 
二 - H g — “ (而 -而 - 1 +一 2 ) ) 
+ E E - + 綱 
j=i 洲2 i^i oUi 
+ E t ^ f ^ T M - + 败))> 
J 二1 1=1 , 
— 1 " / dfi{e,)d'h{z,)\ - 1 - ( d T ^ \ 
P d 綱 山 + (V dT獨入 
— " ^ 、 义 〒 一 
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= 0 
T h e second last equa l i t y holds since EXi—i 二 0. Le t h*{61,02) = h{xi — OiXi^i + 
(^(9-2)) and 7^�(6*i,6>2) 二 Tj[Xi — 卜 1 + /i(跃2)). Denote the maximum likelihood 
estimator of 0 by 9 二（1 吞2) and [1/K,{n)][d/de,]log fn[X{n)\0]o* by 沪）• 
Then , expand ing Ai{n] 0) and A-iiu] 6) by Tay lo r ' s series at the po in t (々 1,吞_)), 
Ai(n) aOi 
\ / 
+ - : 、 — ^ — ^ ”」供^ (m 
、 /二 1 丄 j~1 /二 1 ^ > 
2 i"；^ 洲？ 洲 J 
\ / 
(\vh(�r(�the values of 0\ and �•(�l>(Mw(�(�ii O^  and Oi) 
\ 1 ^ 二 J 
\ / 
a qn "、/ 1、'’ 為 ) — � i + 為 
+ — H , { — — > ： > " , " > — 〉 ^： 
, 1 ^ J - 1 I I ^ 
\ / 
( 1 乂 ； 1 為 ) \ 
'' 2 : - oo.nn- ‘ ^ 丨 ^ no,cm 
口 i i � 二 1 I- ! i � 
\ / 
\ / 
‘ 2 i n 二 [m Off； f 
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(where t h e values o f 62 a n d 62 are b e t w e e n 62 a n d 62) 
I - 02? \ -
+ 2 I n dd^del 十 点 爹 ~ ~ d 9 M ~ 
台 辦 ； k ^ \ 
靠 — ( - n g ^ — g 账n S — 1 
+ 2 \ n g + ” 胸 ; h 洲？ 1 • 
V A 
(where the values of O2 are be tween 62 a n d 62) 
糊 = • 碰 剛 
J~1 1=1 “ 二 ^ 
= + 供， 
n ^ dOi ^ 86-2 n ” dO.2 
1 = 1 丄 7：=1 工 丄 二 
V 
^ , � 1 A 伊 r : � ( 仏 ’ � 2 ) 炉 D ( � 2 ) 1 
产 ; I ： 撒 I 
j—i 1—1 z 丄 》 
树 1 — � 2 [ 1 - d 乂 � e j ' 2 ) f 1 f 
2 jn；^ M ^ h 洲 2 n^i M 
洲 结 ^ ^ ^ ^ — 
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— A 
(where the values of (9;, &^  and are between 62 and 62) 
\ 
J—1 口 1 L 丄 ) 
- Z 产 2 ) 谓 晰 嫩 
- [ 1 - d W ” § 2 �令 dv,{92) 1 - d 等 0 2 ) 
2 [ n ^ , dOldO^ 洲2 n ^ , 硕 ^ 
J=1 2 = 丄 丄 二 ^ 
叫 I — S g 洲• do, 
A …1 A伊T；》(�,�2) , d^ D{e2)\ 
—叫2 1 1 - d'hUOuO'2) 1 A dX他,0'i) 
2 W l 点 de-2 n ^  . 
+ ^ ^ 
J = 1 1=丄 丄 ^ 
(where the values of &[ and are between §1 and ^i) 
y r i j e , - 似 2 [ 1 n Q 、 飘 , s 脚 1 -
2 361062 06-2 n ^^ dOl 
J—1 1=1 丄 L 》 
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一 ^ ^ T ” • ( 〜 〜 ） — ^ 洲2 
j=i 2 1 = 1 j=i z 口 1 丄 ) 
-叫 2 1 - 炉 没 1 ’ 約） -外供） 1 - d ' m o ^ ^ o ' i ) 
2 [ n t i del 十;^ de.2 n ^ 洲 22 
+ ^ 
— S — ” • ( 1, 2) — 
s^  \ A 
(where t h e values of 62 a n d 62 are be tween 62 and 62) 
L e t M k { n ) = 0 < a < 1 / 4 for A: = 1 ,2 , t h e n the q u a n t i t y 
Mk{n)Mi{n) sup \e,i{e,0\n)\ 
9£N.n{e0) 
t ends t o 0 as n tends t o i n f i n i t y for k 二 1, 2, and I 二 1,2. T h u s , there exists a 
r eg ion i n t h e X ( n ) - s p a c e , 7(71, 6*°)), say, where 
i f > / “ n ) M K n ) sup < 7(几’沪） 
k^l 1=1 OGNr^m 
such t h a t 
w i t h limn->oc 7 ( n , 6*°) 二 0 a n d ^ ( n , 0^) = 0 for each n and a l l 6 G 
B y T h e o r e m 2.1, we have 
1. A i ( n ; 9^) and A 2 ( n ; 6^) have a s y m p t o t i c a l l y a b ivar ia te n o r m a l d i s t r i b u t i o n , 
w i t h zero means a n d covar iance m a t r i x 
, 。 、 { B u m \ 
响 二 ， 
B2i(沪)B 22 (沪） 
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where B i j { 0 ^ ) are t h e n o n - r a n d o m quant i t i es def ined ear l ier w h i c h are l i m i t s 
of [ - K 丄 ( n ) a二〜log 则 n ) I叫。。 . T h a t is, 
/ \ / / \ \ 
持 1 -約） ^ 0 
- ^ N 0, • (3.1.3) 
V^io, - 01) I [ ( 0 I I 
A /N 
2. 6 i a n d O2 have t h e same a s y m p t o t i c p roper t ies as m a x i m u m p r o b a b i l i t y 
es t ima to rs w i t h respect t o any convex reg ion s y m m e t r i c abou t t h e o r i g i n 
(0,0). 
T h e second resu l t shows t h a t t he M L E (么， i s a p p r o x i m a t e l y t he M P E 
((9i, 62) w i t h respect t o any convex reg ion s y m m e t r i c abou t the 2 -d imens iona l 
o r ig in . C lear ly , t h e m a x i m u m l i ke l i hood est imators are easiler t o o b t a i n t h a n 
the m a x i m u m p r o b a b i l i t y es t imato rs i n pract ice. Fu r t he rmore , the f o r m of t he 
a s y m p t o t i c covar iance m a t r i x shows t h a t the asymp to t i c var iances of the unb iased 
M L E s §1 and §2 t e n d t o zero as n tends to in f in i ty , w h i c h imp l ies the i r consistency. 
Since B.“(沪)is t he expec ted va lue of [ - ⑷工尺)⑷ ^ ^ log 九（工(n) 16>)]糾 for i 二 
1, 2, the M L E s achieve t he C r a m e r - R a o Lower B o u n d as n ^ 00. Thus , they are 
a s y m p t o t i c a l l y ef f ic ient . T h e l i m i t i n g j o i n t d i s t r i b u t i o n expla ins t h a t k n o w i n g 62 
is of no relevance for e s t i m a t i n g Oi. 
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3.2 Nonstationary Case 
W h e n = 1, t he f i r s t -o rder autoregress ive process (3.1.1) becomes uns tab le . 
I n t h i s case, t he cond i t i ons of Weiss (1973) are n o t sat is f ied due to t he randomness 
B i i { 0 ^ ) . F i r s t , we examine the process w i t h n o r m a l w h i t e noise. 
Cons ider t he A R ( 1 ) process s t u d i e d i n Weiss (1991) w i t h (9i : 1，and Z\、…、Zn 
independen t and i den t i ca l l y d i s t r i b u t e d n o r m a l r a n d o m var iab les w i t h m e a n zero 
a n d u n k n o w n pos i t i ve var iance Q2. T h e n t he j o i n t p r o b a b i l i t y dens i t y f u n c t i o n 
for X i , … ， X n is 
/ ( : c |約=(2兀叫-号 exp . 
. 2 i—1 _ 
L e t Ki{n) 二 n, 7^2(^) = \/^ ，and 
Rn{0) = {9 1=1,2 >, 
Ki(n) Ki{n) J 
w h i c h tends to zero as n tends t o i n f i n i t y . Def ine 
K{D) = {6\{D-e)eRr.{e)} 
= < 0 + 1 = 1^2 >. 
I A “ n ) A , ( n ) J 
T h e n the M a x i m u m P r o b a b i l i t y E s t i m a t o r 6 {n ) = ( ^ i ( n ) , O-iin)) max imizes the 
in teg ra l 
f f { x \ e ) c w . 
•JRniD) 
I t is equivalent to ina,x imiz ing 
广 會 广 exp l o g 為 — ^ t i x ^ - 仏 卜 1)2! d M e . 2 . 
Jd.广条 L 2 20-2 f ^ , J 
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Recal l t h a t 艮 is t he m a x i m u m l i ke l i hood es t imator of Oi. Le t yi 二 Ki{n)9i 一 
K i { n ) O i , z = 1, 2, t hen the i n teg ra l becomes 
/•X2(n)(L»2-02)+C2 rKi{n){Di-0i)+Ci r 1 〕 
/ . / - exp^ --^(1/1,^2) \J\ dyidy2, 
J K2{n){D2-e2)-C2 J Ki{7i){Di-9i)-Ci I Z J 
where 
Ml 巡 1 0 1 
了 dyi dyo Ki{n) ^ 1 j 
—逃巡一 0 丄“K,{n)K2{ny 
dyi dy! K2{n) 
. K2(n) 卜 yl ^ \ 
andp(yi,2/2) = nlog(y2 + i^2(n)�2) + 厂 ( , - + . 
y2 + 1<2、咖 \ ^iW i=i J 
Clear ly, 
dg、yi,y2) = dg、yuy2、 二。 
办 1 (0,0) 一 办 2 (0 , 0 )‘ 
and 
办？ (0,0) KKn)e , h 
B 二 ^ M m ) 二 0 
办 1 办 2 ( 0 , 0 )， 
C = 沙 g � y i， y 2 ) = 了丄 〉〇 
- dyi (。，。) “ {K2{n)e\y • 
Since B'^ — AC < 0 and A + C > 0, p has a relat ive m i n i m u m at the or ig in 
(0,0) so tha t exp —\g{yi, y-i) also has a relat ive m a x i m u m at the or ig in (0,0). 
Therefore, the region of the in tegra l should include the or ig in (0,0). T h a t is 
< 0 < K,{n)[D,-e,) + C\ or - C - < —幻 < C” where 
i — 1, 2. We choose C\ 二（9(7—。) for any posit ive value a, then Ki{n){Di — §i) 
converges stochast ical ly to zero. Same is t rue for — §i). Th i s means t h a t 
§i is asympto t ica l l y equivalent t o Oi{n), for i = 1,2. 
2 6 
Cons ide r t h e M a x i m u m L i k e l i h o o d E s t i m a t o r . Reca l l 
n n _ S r = i X j - i Y j 
"1 — "1 — ^ ， 
人i-1 
a n d 
^二 不—々 1 不-1)2-
B y T h e o r e m 2.1, i t is easy t o f i n d t h e l i m i t i n g d i s t r i b u t i o n of O2 w i t h k n o w n 
Oi so t h a t we have as n ^ 00, 
-O2) N (0，2的)• (3.2.1) 
I t can also be shown t h a t [ C h a n a n d W e i (1988)] as n —> 00, 
n — M 々 # f 识 ⑴ (3.2.2) 
where VV(t) is the s t a n d a r d B r o w n i a n m o t i o n . 
N e x t consider the e x p o n e n t i a l f a m i l y w h i t e noise and the j o i n t p robab i l -
i t y dens i ty f u n c t i o n / „ , (x(n) | (9) i n (3.1.2). T h e m a x i m u m p r o b a b i l i t y es t imator 
6 { n ) = ( ^ i ( n ) , 92{n)) max im izes t he i n teg ra l 
rK:,{n){D2--02) + C2 rKi{n){Di-e\)+Ci 
J K2{n){D2-02)-C'2 JKi{n){Dx-e,)-Ci 
where 
J 二 _ _ _ 1 _ _ 
‘ “ K , { n ) K - 2 [ n y 
and 
^ ( ( y, . \ / y.2 ^ W 
9*{yuy2) = Z^h X, - + 01 2:卜 1 + “ ― ― + 6-2 
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+ E m ( t ^ + 吞 E T] i x , — f - ^ + 々1) cc,卜 1 + “ ( - J f - + fJ2 ] ] 
-nD + 々2). 
/V 
I t is clear t h a t t h e m a x i m u m l i k e l i h o o d es t ima to r s (^61,62) have t h e f o l l o w i n g 
proper t ies : 
/N /N 
1. T h e first p a r t i a l de r i va t i ves a t p o i n t (^1, O2) are zero. T h a t is 
dlog fn{x{n)\0) = d l o g U x j n m 
Ml (‘仏 (^1,02) 
2. Le t 
# = dHogU{x{n)\0) log Mx{n)\9) 
一 洲？ （力1,力2)， 一 洲1洲2 ’知） 
and C = • 
(‘知） 
T h e n - < 0 a n d A* + < 0. 
Eva lua te 
dg\yi,y2) = 1 d\og fn{x{n)\e) 
办 1 (0,0) 一 ^ i W 洲 1 (卢1,知）—‘ 
dgjyi^y-i) 二 1 dlog fn{x{n)\e) 
办 2 (0,0) 一 K 2 ( n ) 062 (卢1,知）‘ 
and 
= a v ( 歸 ) A* , 彻 歸 ) — 
a 一 ^ ^ ^ ( 0 ， 0 ) 一 A,i2(n)， 一 dy,dy2 (•，•) — ’ 
C 二 护 秦 C * 
一 ^Vl (0,0) K 认 n)' 
B y the proper t ies of m a x i m u m l i k e l i h o o d es t ima to r , i t is easy t o see t h a t h^ — ac < 
0 and a + c < 0 so t h a t g*(y 1,112) a n d e x p [ g * ( y i ,奶 ) ] h a v e a re la t i ve m a x i m u m at 
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the o r i g i n (0,0). There fo re , Ki{n){6i — Oi) converges s tochast ica l ly to zero as n 
〜 八 
increases for Ci 二 T h a t is, Oi is asympto t i ca l l y equiva lent t o Oi, i = 1,2. 
I n o ther words, as i n t he n o r m a l case, the M P E and M L E are asymp to t i ca l l y 
equivalent . 
For a general exponen t ia l f am i l y noises, the M L E ( ^ i , §2) may not have a 
closed f o r m expression. As a resul t , we cannot d i rec t l y establ ish the l i m i t i n g 
d i s t r i bu t ions of (61,々2) as i n the n o r m a l case. Nevertheless, we can s t i l l evaluate 
the i r covariance. F i r s t we need the fo l lowing lemma. 
Lemma 3.1. 
where G is any f u n c t i o n of Z、such t h a t E{G{Zi)) < 00 and E{G^{Zi)) < 00， 
is a B r o w n i a n m o t i o n , and u = v a r (幻 . E G ' ^ { Z i ) . 
Proof. 
Let Xn,k = -^^k • G{Zi) = -^Yk . G{Zint]+i) where i = [nt] + 1 and k = 
yTi yn 
1,2，…’ [nt]. Le t = . •. 
Obvious ly T n , k - i C Tn,k and Xn,k is measurable w i t h respect t o cr-algebra 
T h e n for a l l n,i > 1, E{Xn^k\^n,k-i) = 0 and {X"，"} is a mar t inga le difference 
array i f E{G{Zi)) exists. 
Observe t h a t 
MXUI〜—1) 二 五 ( 拉 卜 - 1 ) 
TX/ 
= — u j ^ where uj — var(Zi) . EG'^{Zi). 
n 
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T h e n , 
k=l 
、ujt. (3.2.3) 
C lea r l y , 
= Yk . G{Z[nt] + l) 
- A 0’ for a l l k , 
so t h a t 
P 
m a x X n k ——^ 0. 
l<k<[nt] ‘ 
T h a t is, for any e > 0, 
P m a x X n k > e ^ n k - \ \ 0, as n —> oo. (3.2.4) 
i l<k<[nt] ， ’ J 
[jit] [nt] 1 [nt] • 
E X l k < E = y a n d EY < ⑴，so t h a t ^ is 皿iformly 
A ; = l k=l L叫 k二 1 
i n teg rab le . B y v i r t u e o f t h e d iscussions g iven on page 53 of H a l l and Heyde 
(1980) , (3.2.4) is equ iva len t t o 
E E ( 足 > e 队 1 ) - A 0, (3.2.5) 
k=i 
for any e > 0. 
U s i n g t he a r g u m e n t on page 832 of D i i r r e t t and Resnick, (3.2.3) and (3.2.5) i m p l y 
t h a t 
二 i： Yk • 啦 ) 
k^i ‘ k=i v^ 
- A W{ujt). 
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T h e p roo f is comp le ted . • 
L e m m a 3.2 . 
L e t cj - v a r ( Z i ) • E — ^ ^ + 1 ^ ” ] 仇 ) ^ ~ . 
一 ^ J—l 2 -
( i ) E ( J : W\ujt)dt. - 6>i)) = 0. 
( i i ) E [^{§2 - ^2)) 二 0. 
( i i i ) As n tends t o i n f i n i t y , 
「广厂1 o A \ 1 
/ W^{ut)dt-n{Oi -61) / 1 \ 
丑 " 。 / W\ut)dt-n{e,-Oi), ^{§2 - O2) 
\ - ^ 2) 厂"。 _ 
/ rl ^ \ 
/ W\u;t)dt 0 
、 0 B•卵） ) 
Proof . 
I t is clear t h a t the scores funct ions 則。^ 九丄，⑷,約’ z = 1,2, have means zero 
de, 
and covariance m a t r i x I{6) w i t h entries 
T h e n A i { n \ i = 1,2 are the normal ized scores and have means zero and 
covariance B{6) def ined i n Chapter 3. Let Ki{n) = n and 几 ) = f o r 
—d^h(Z-) s —d^T(Z) 
Oi = 1. I f • I) 八 0 2 ) i s non-negat ive and 
E • I) ) < oo, then by L e m m a 3.1, 
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几 i=l \ 仏I / J二 1 几 1=1 \ 。“i / 
广 W > t ) d t , 
Jo 
• — 
w h e r e c j 二 v a r ⑷ . E -^丄〒"^ + ^ ”人^:、—。想尸• N o t e t h a t 
么 j=i 
1 炉 
涵 log 淋)丨'） 
= \ dz! J V 
+ E ” 他 ( 而 - 1 斷 啤 ) 
- A 0. 
糊 = 由 長 l o g 删 
1 炉 么 , 《 2 ) 令 d 从 § 2 ) 1 - d m L o ^ ) ] ‘ 
- 白 肌 洲 2 ^^ dO.2 n3/2 ^  洲 1 j 
, - 9 2 ? [ 1 
2 \ n3/2 ^ ^ d 講 
洲 1 辦 十 ; ^ 辦 n计七 洲1 J 
^ , , , J 1 ^ d ^ K M ) ^ 1 
( � _ g g 测 g j 
where t h e values of 62 are be tween 62 a n d Since 几) r e m a i n s the same so 
i t is c lear t h a t 
1 d) 
A 2 ( n ;約 a n d - j^^^^y qq2 ^og fn{x{n)\0), 
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have t he same fo rms as i n t he s t a t i o n a r y process shown i n Chap te r 2. There fore , 
v4 i (n ; 6) and ^2(71; 6) have zero means a n d a s y m p t o t i c covariance m a t r i x 
/ rl \ 
/ W\ujt)dt 0 
Jo _ 
^ 0 B22{0) J 
where 822(0) is def ined i n C h a p t e r 2. T h a t is, j。W\ut)dt . n{Oi - Oi) a n d 
•y/n{92 — O2) have zero means a n d t h e i r a s y m p t o t i c var iance-covariance m a t r i x is 
/ .1 \ 
/ W\ut)dt 0 九 • • 
乂 0 I 
As special cases, consider t he f o l l o w i n g examples. 
E x a m p l e 3 .2 .1 . For a normal distribution with mean zero and variance 62, we 
have 
咖 ) = 0 , h{Z,) = 0 ) . 2 ) = ^ ,，T(ZO = - Z l D { 9 , ) = I l o g 没2, 
and 
rl 
Thus, uj = EG'~{Zi) = 1. Then the asymptotic covariance of / W'^{t)dt-
')0 
—义）and — O2) is 
f r\ \ 
/ \V"{t)dt 0 
jo _ 
V 0 m j 
Observe t ha t the preceding example suggests tha t [ \V'^{t)dt • ri(Oy — 61) and 
Jo 
y/n{92 — O2) are asymp to t i ca l l y i incorrelatecl . For each component , { W'^{t)clt • 
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^ 八 厂1 
—没 1) a n d y / n { 6 2 — O2) converge m a r g i n a l l y i n d i s t r i bu t i on to / W{t)dW{t) 
J 0 
and N{0, 291) respect ive ly . However, asymp to t i c uncorrelatedness a n d the l im-
i t i n g m a r g i n a l d i s t r i b u t i o n are no t suf f ic ient t o i m p l y j o i n t convergence, as the 
fo l l ow ing examp le demonst ra tes . 
E x a m p l e 3 .2 .2 . Suppose that X^ and Zn are independent random variables, each 
has a discrete uniform distribution on { —1, 一1 + 兽，一1 + • •. ，一1 + 吾，• • • ，一1 + 
1,2,-..,71}. Define 
( 
Z \ 、 i f n is odd, 
X}” i f n is even. 
V 
For all n，the covariance of X。and Yn is zero because of the independence of 
Yn and Z^ when n is odd, and the symmetry of when n is even. Marginally, 
Xn converges in distribution to a continuous uniform distribution on [—1,1] and 
Yn converges in distribution to f { y ) 二 去“—全.However, the joint distribution 
{Xn, Yn) oscillates and does not converge in distribution to a limit. 
Nex t , we consider the case of Gamma, d i s t r i bu t ion . 
Example 3 .2 .3 . For a Gamma distribution with parameters a' and (3, where a 
'is known, so that variance 62 : a[3~, we have 
fiiOo) = ( 0 ^ 2 ) ' . h{Z,) = (a 一 l ) l o g ( Z , ) . 侧 = ( 悬 , 顺 二 - Z 。 
m ) = 尝 G ( z , ) = ( 響 + 亡 權 、 ( 閉 *. 
•i! a 乂 oz^ J二 1 az^ y \ ) 
E ( 去 ) = ( a - l ) ( a - 2 ) 5 - ⑴ 二 谱 ⑷ . 掀 ⑷ = • ^ ^ ^ ^ 二 
~ - ~ . Then the asymptotic co variance of [ ( - t ) dt . n{Oi — 61) and 
a — 2 Jo \a - 2 J 
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v^(义-Oo) ts 
/ /• 1 / ry \ \ 
/ H/'^ ( dt 0 
Jo \a - 2 J 
, 0 - [ 2 { a - 2 ) 0 l ] , 
\ a } 
f^ n / a \ -
I n Examp le 3.2.3’ we can s t u d y the covariance of W [ -t dt. {6i - 9i) 
Jo \a — Z / 
A A 
and (吞2 —议2)，but we have d i f f icu l t ies i n f i nd i ng the marg ina l d i s t r i bu t ions of 6i 
and §2 because they have no closed fo rm. Since M L E s are d i f f i cu l t to evaluate 
except i n the case of no rma l i t y , we may resort t o least squares est imators (LSE) . 
A 
L e m m a 3.2 ( i ) - ( i i ) shows t h a t the expected values of j \V^{u;t)dt{6i — 6i) and 
(^2 — O2) are zero, and the i r asymp to t i c variances tend t o zero as n tends to 
in f in i ty . Therefore, 
[ \ v \ u t ) d t ' 0 1 - Oi) and {§2 - 62) - A 0. 
Jo 
As a result , §1 and §2 are consistent. 
Let (沒1，沒2) be the least squares es t imator of ( ^ i , O2), t h a t is, 
“ ， a n d 沒2 = — 仏 1)2. 
I t is shown in Chan and We i (1988) t h a t (Si, §2) are also consistent, and t h a t as 
n — 0 0 , 
- §1) - A 0 and {02 - 62) - A 0. 
Therefore, we can use the least squares est imator (^1, 62) to replace the M L E 
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(<^1,々 2) w h e n n is large. A g a i n b y C h a n and Wei (1988), as n —> oo, 
jpiVV{t)dW{t) 
B y T h e o r e m 2.1, i t is easy t o es tab l i sh the l i m i t i n g d i s t r i b u t i o n of 62• As n - > 00, 
M O 2 ， (3.2.7) 
- 1 炉 1 
where 822(0) 二 E - — — l o g / , , ( x ( n ) | 6 ' ) . B y equa t ion (3.2.7), and the 
. K ^ i n y aO^ � 0 
assumpt ion t h a t 62 is a s y m p t o t i c a l l y equivalent to 62 w i t h order we have 
V^ih — 62) 4 N (0, • (3.2.8) 
T h e resul t (3.2.6) is usua l l y k n o w n as the un i t roo t test or D ickey-Fu l le r 
s ta t is t i c , w h i c h is used t o test for ：以1 二 1 (nonsta t ionary) versus H i : 16*1 < 
1 (s ta t ionary ) . I t s numer i ca l percent i les have been tabu la ted i n Ful ler (1996). 
E q u a t i o n (3.2.8) shows the consis tency and efficiency of 沒2. 
As ment ioned before, since M L E s and LSEs are asympto t i ca l l y equivalent and 
since M P E s and M L E s are a s y m p t o t i c a l l y equivalent, i n t r i c k y d i s t r i b u t i o n l ike 
G a m m a , we can use the LSEs t o replace the MPEs . 
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Chapter 4 
Conclusions 
I n t h i s thesis, t he parameter of the A R ( 1 ) process and the var iance of the wh i t e 
noise are s tud ied . We f i rs t i n t r o d u c e the m a x i m u m p r o b a b i l i t y es t ima t i on and 
prove t h a t , under an exponen t ia l f a m i l y w h i t e noise, t he M P E s are asympto t i -
ca l l y equ iva lent t o the M L E s for b o t h a s ta t i ona ry and a r a n d o m w a l k process. 
Consequent ly , the M P E s have the same l i m i t i n g proper t ies of M L E s and can be 
a p p r o x i m a t e d by M L E s . I n t u i t i v e l y , M P E s max im ize a pos te r io r dens i ty over a 
set Rn {0 ) and M L E s max im ize a l i ke l i hood func t ion . I t is clear t h a t poster ior 
dens i ty is p r o p o r t i o n a l t o the l i ke l i hood f unc t i on so as n tends t o in f in i ty , the 
M P E s are s imi la r t o the M L E s . For the s ta t i onary case, t he M L E s are consis-
t en t a n d asympto t i ca l l y eff ic ient. T h e i r l i m i t i n g j o i n t d i s t r i b u t i o n are b ivar ia te 
n o r m a l w i t h zero covariances. For the r a n d o m wa lk process, the M L E s are s t i l l 
consistent . T h e M L E of the w h i t e noise var iance is also eff ic ient and asymp-
t o t i c a l l y no rma l . However, the l i m i t i n g marg ina l d i s t r i b u t i o n of t he M L E , di of 
6*1’ is a f u n c t i o n of a s tandard B r o w n i a n mo t ion . We k n o w t h a t the M L E s are 
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a s y m p t o t i c a l l y equ iva lent t o t h e LSEs , so the M P E s are also equiva lent t o t he 
LSEs asymp to t i ca l l y . 
A l t h o u g h we have o n l y cons idered t he A R ( 1 ) process i n th i s thesis, i t is possi-
ble t o ex tend the m a x i m u m p r o b a b i l i t y e s t i m a t i o n t o the AR(p) process. I n t h e 
h igher order s i t ua t i on , we have t o examine the b o u n d a r y of the n o n s t a t i o n a r y 
cond i t ions . I n a d d i t i o n t o roo ts equa l i ng one, we have to consider roo ts equal t o 
minus one and roo ts w h i c h are c o m p l e x con juga te pai rs w i t h modu lus one. Such 
extensions w i l l be conduc ted i n f u t u r e research. 
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