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Abstract
The fast assembling of stiffness and mass matrices is a key issue in isogeometric
analysis, particularly if the spline degree is increased. We present two algorithms
based on the idea of sum factorization, one for matrix assembling and one for
matrix-free methods, and study the behavior of their computational complexity
in terms of the spline order p. Opposed to the standard approach, these algo-
rithms do not apply the idea element-wise, but globally or on macro-elements.
If this approach is applied to Gauss quadrature, the computational complexity
grows as pd+2 instead of p2d+1 as previously achieved.
Keywords: Isogeometric analysis, Assembling matrices, Sum factorization
1. Introduction
Isogeometric Analysis, [15], was proposed more than a decade ago as a new
approach for the discretization of partial differential equations (PDEs) and has
gained much interest since then. Spline spaces, such as spaces spanned by tensor-
product B-splines or NURBS, are typically used for geometry representation in
standard CAD systems. In Isogeometric Analysis, one uses such spaces for the
geometry representation of the computational domain and as space of ansatz
functions for the solution of the PDE.
The fast assembling of stiffness and mass matrices is a key issue in Isogeomet-
ric Analysis, particularly if the spline degree is increased. If the assembling is
done in a naive way, and pd quadrature points are used per element, the com-
putational complexity of assembling the mass or the stiffness matrix has order
Np3d, where N is the number of unknowns, p is the spline order (degree + 1),
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and d is the domain dimension. In recent years, much effort was set on propos-
ing faster assembling schemes; we want to name particularly the methods of
sum factorization, low rank assembling, and weighted quadrature. Several pa-
pers [16, 3, 17, 5, 13] proposed quadrature schemes that improve over Gauss
quadrature by reducing the number of quadrature nodes by a p-independent
factor. Since these methods preserve the tensor-product structure, they can be
combined with the presented techniques in a straight-forward manner.
Sum factorization was originally proposed for spectral methods and later ap-
plied to high-order finite element methods [22, 21, 1]. Antolín, Buffa, Calabrò,
Martinelli, and Sangalli [2] have carried over this approach to the case of Isoge-
ometric Analysis and have shown that the computational complexity of assem-
bling a standard mass of stiffness matrix can be reduced to order Np2d+1.
Authors from the same group have then further reduced the computational
complexity by weighted quadrature, cf. the publication by Calabrò, Sangalli,
and Tani [10] and the related publication [4]. Here, the idea is to reduce the
number of quadrature points by setting up appropriately adjusted quadrature
rules. This allows to assemble a standard mass or stiffness matrix with a com-
putational complexity of order Npd+1. This, however, comes with the cost that
the resulting matrix is non-symmetric and a careful analysis is necessary to show
that the overall discretization satisfies the expected error bounds.
Low rank assembling is based on a completely different idea. It is observed that
for practical problems the mass and the stiffness matrices have a small tensor
rank and are well approximated by a sum of few simple terms. Mantzaflaris,
Jüttler, Khoromskij, and Langer [19] have discussed how to set up an assem-
bling algorithm based on this approach. Hofreither [14] and Georgieva and
Hofreither [11] have shown that by rewriting the problem accordingly, standard
adaptive cross approximation algorithms can be used as black-box methods to
determine the mass or stiffness matrices. For these approaches, the overall
computational complexity for assembling the system matrix is of order NRpd,
where R is the (unknown) tensor-rank of the resulting matrix. The complexity
a matrix-free application is of order NRp.
In this article, we present a global variant of sum factorization. We give two al-
gorithms, one for assembling and one for matrix-free methods. We derive a com-
plexity analysis that allows to estimate the computational complexity for many
situations. We observe that the computational complexity of sum-factorization
is reduced if the idea is not applied on a per-element basis but globally. The
cost of assembling the system matrix using Gauss quadrature by using global
sum-factorization is of order Npd+2, unlike per-element sum-factorization that
has order Np2d+1. Still, this algorithm yields the same matrix, up to machine
precision, which would be obtained with straight-forward assembling. We will
then see that the computational complexity is still preserved for a localized ap-
proach, which allows the extension to Hierarchical B-splines (HB splines). We
observe that, like for the low rank assembling, the formation of the matrix is
the most expensive part and that matrix-free approaches yield smaller compu-
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tational costs than approaches based on assembling. Besides Gauss quadrature,
our abstract analysis covers any other tensor product quadrature rules and al-
lows to recover the results for weighted quadrature.
This article is organized as follows. In Section 2, we state the abstract formula-
tion of the problem and give examples of bilinear forms falling into the class. We
introduce the global assembling procedure in Section 3. In Section 4, we discuss
the localization of sum factorization and its applications. Then, in Section 5,
we give an algebraic description of the proposed algorithm. In Section 6, we
explain why the evaluation of the basis functions and the geometry function is
non trivial. In Section 7 we give numerical experiments. Finally, the conclusions
are given in Section 8.
2. Bilinear forms and their discretization
The goal of this paper is to discuss fast algorithms for tensor-product discretiza-
tions of bilinear forms. We consider bilinear forms a : Hr([0, 1]d)×Hs([0, 1]d)→
R of the form
a(u, v) :=
∑
θ∈Θr
∑
η∈Θs
∫
[0,1]d
Fθ,η(x) ∂θu(x) ∂ηv(x) dx, (1)
where Θr ⊂ Nd is the set of multi-indices θ = (θ1, . . . , θd) corresponding to
partial derivatives of order up to r. Moreover, we consider block-systems where
each block has such a structure.
A Petrov-Galerkin discretization is performed by choosing sub-spaces
Uh ⊂ Hr([0, 1]d) and Vh ⊂ Hs([0, 1]d)
and by restricting the bilinear form a(·, ·) to these spaces. The special case
Uh = Vh, which is known as Galerkin discretization, is certainly also covered
by this formulation. A matrix representation A is obtained by choosing a basis
Φ = (φn)
N
n=1 for Uh and a basis Ψ = (ψm)Mm=1 for Vh and setting
A = [a(φn, ψm)]
m=1,...,M
n=1,...,N . (2)
An exact evaluation of the bilinear form a(·, ·) is typically not feasible. In
practice, the bilinear form is approximated using a quadrature rule. Let X ⊂ Rd
be the set of quadrature points and ω : X → R be a weight function. Then,
a(u, v) is approximated by
a(u, v) :=
∑
θ∈Θr
∑
η∈Θs
∑
x∈X
ω(x)Fθ,η(x) ∂θu(x) ∂ηv(x), (3)
and the matrix A is approximated by A = [a(φn, ψm)]
m=1,...,M
n=1,...,N .
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While the use of tensor-product discretizations seems restrictive, the following
two examples illustrate that the standard isogeometric method employing B-
splines or NURBS fits into the considered class of problems.
Example 1 (Convection diffusion equation). We consider a standard single-
patch isogeometric discretization, so we assume that the computational domain
Ω is parametrized by a diffeomorphism
G : Ω̂ := [0, 1]d → Ω := G(Ω̂) ⊂ Rd.
We assume that a source function f ∈ L2(Ω) and coefficient-functions A ∈
L∞(Ω,Rd×d), b ∈ L∞(Ω,Rd) and c ∈ L∞(Ω) are given. The boundary value
problem reads as follows. Find u ∈ H1(Ω) such that
−∇ · (A∇u) + b · ∇u+ cu = f in Ω, ∂u
∂n
= 0 on ∂Ω.
The variational formulation reads as follows. Find u ∈ H1(Ω) such that
a(u, v) :=
([
c 0
b A
] [
u
∇u
]
,
[
v
∇v
])
L2(Ω)
= (f, v)L2(Ω) for all v ∈ H1(Ω).
A standard isogeometric discretization is set up on the parameter domain, i.e.,
we first define the spline space
V̂h := span{ϕ̂1, . . . , ϕ̂N} :=
d⊗
δ=1
span{ϕ̂=δ1 , . . . , ϕ̂=δNδ} ⊂ H1(Ω̂),
where ϕ̂=δn are the standard B-spline basis functions as given by the Cox-de Boor
formula. Then, the ansatz functions are transferred to the physical domain using
the pull-back principle
Vh := V̂h ◦G−1, ϕn := ϕ̂n ◦G−1.
For the computation of the stiffness matrix A, we transfer the functions of in-
terest to the parameter domain and obtain
A = [a(ϕn, ϕm)]
m=1,...,N
n=1...,N
=
[(
|JG|
[
I
J−>G
] [
ĉ 0
b̂ Â
] [
I
J−1G
]
︸ ︷︷ ︸
F :=
[
1
∇
]
ϕ̂n,
[
1
∇
]
ϕ̂m
)
L2(Ω̂)
]m
n
=
∑
θ,η∈Θ1
[ ∫
Ω̂
Fθ,η(x) ∂θϕ̂n(x) ∂ηϕ̂m(x) dx
]m=1,...,N
n=1,...,N
(4)
where JG is the Jacobi matrix of the geometry function and |JG| the absolute
value of its determinant. We see that the variational formulation of the con-
vection diffusion equations belongs to the class of considered bilinear forms. If
we replace the integral by a quadrature formula, we obtain an approximation
a(u, b) as in (3).
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As mentioned above, we can also consider bilinear forms that represent systems
of differential equations.
Example 2 (Stokes equation). As a second example, consider we the Stokes
system. For ease of notation, we assume Ω = [0, 1]2. In variational formulation,
the Stokes equations read as follows. Find u ∈ [H1(Ω)]2 and p ∈ L2(Ω) such
that{
(∇u,∇v)L2(Ω) + (p,∇ · v)L2(Ω) = (f, v)L2(Ω) for all v ∈ [H1(Ω)]2
(∇ · u, q)L2(Ω) = 0 for all q ∈ [L2(Ω)]2.
In a Galerkin discretization, the variational problem is restricted to sub-spaces
V
(1)
h ⊂ H1(Ω), V (2)h ⊂ H1(Ω) and Qh ⊂ L2(Ω)
that satisfy the discrete inf-sup stability. In [7], inf-sup stability has been shown
for the following two methods.
For the isogeometric Taylor-Hood method, the pressure space Qh is the space of
B-splines of some order p with maximum smoothness. The velocity spaces V (1)h
and V (2)h are the spaces B-splines of order p+ 1 and reduced smoothness, p− 2,
on the same grid.
For the isogeometric sub-grid method, the pressure space Qh is again the space of
B-splines of some order p with maximum smoothness. The velocity spaces V (1)h
and V (2)h are the spaces of B-splines of order p + 1 with maximum smoothness
on a grid obtained from the pressure grid by one dyadic refinement step.
In both cases, a Galerkin discretization of such a system yields a block-matrix
A =
 A11 B>1A22 B>2
B1 B2 0
 ,
where each of the blocks Aδδ is obtained by a Galerkin discretization of the
scalar valued bilinear form aδδ(·, ·), given by
aδδ(u, v) :=
∫
Ω
∂(1,0)u(x) ∂(1,0)v(x) dx+
∫
Ω
∂(0,1)u(x) ∂(0,1)v(x) dx
and each of the blocks Bδ is obtained by a Petrov-Galerkin discretization of the
scalar valued bilinear form bδ(·, ·), given by
b1(u, q) :=
∫
Ω
∂(1,0)u(x) q(x) dx and b2(u, q) :=
∫
Ω
∂(0,1)u(x) q(x) dx.
Here, the idea of sum factorization can be employed for each of the blocks of the
overall system. Note that – although we have considered a standard Galerkin
discretization to the whole Stokes system – the discretization of the blocks B1
and B2 has the form of a Petrov-Galerkin type discretization.
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3. Sum factorization
3.1. Prerequisites and formulation of the algorithm
In the last section, we have posed bilinear forms of the form (1), which yield
problems of the form (3) if the integral is approximated by quadrature formulas.
First of all we rewrite (3) as a sum of simpler bilinear forms
a(u, v) =
∑
θ∈Θr
∑
η∈Θs
aθ,η(∂
θu, ∂ηv), (5)
where
aθ,η(φ, ψ) =
∑
x∈X
ω(x) Fθ,η(x) φ(x) ψ(x), φ ∈ ∂θU and ψ ∈ ∂ηV.
Observe that we incorporate the derivatives into the spaces, not into the bilinear
forms. This is rather unusual from the point of view of numerical analysis of
partial differential equations, but is reasonable to consider this formulation when
discussing the assembling procedure of stiffness matrices.
The idea is to assemble a matrix Aθ,η for each of the bilinear forms aθ,η(·, ·).
Then the matrix A is computed by
A =
∑
θ∈Θr
∑
η∈Θs
Aθ,η. (6)
All the matrices Aθ,η are assembled by the same algorithm, but changing the
coefficients Fθ,η and the generating systems ∂θΦ := (∂θφn)Nn=1 of ∂θUh and
∂θΨ := (∂θψm)
M
m=1 of ∂ηVh that depend on θ and η. Since ∂θΦ and ∂ηΨ can
contain linearly dependent functions for θ 6= 0, we call them generating sets
rather than bases.
Since the algorithm is independent of θ and η, we drop the sub-indices θ and η in
its description and in its complexity analysis. This means that in the remainder
we are considering the assembling of a matrix A corresponding to
a(φn, ψm) :=
∑
x∈X
ω(x) F(x) φn(x) ψm(x), (7)
where the functions φn and ψm are taken from the sets Φ and Ψ that are not
necessarily bases.
As already mentioned in the last section, the sum factorization algorithm re-
quires that the discretization and the quadrature have a tensor-product struc-
ture. This means that
• Tensor-product discretization: for each direction δ = 1, . . . , d, there exist
sets of univariate functions Φδ and Ψδ such that
Φ = Φ1 ⊗ . . .⊗ Φd, Φδ = (φ=δn )Nδn=1,
Ψ = Ψ1 ⊗ . . .⊗Ψd, Ψδ = (ψ=δm)Mδm=1.
(8)
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The meaning of (8) is that the d-variate functions in Φ are the products of
the univariate functions in Φ1, . . . ,Φd and analogously the functions in Ψ. By
convention, we assume the lexicographic ordering. For a rigorous definition, let
pi : {1, . . . , N} → {1, . . . , N1} × · · · × {1, . . . , Nd} be a lexicographic ordering,
i.e., the bijection defined by
pi := (pi1, . . . , pid), piδ(n) :=
⌊
(n− 1) mod N ≤δ
N ≤δ−1
⌋
+ 1, N ≤δ :=
δ∏
i=1
Ni.
We define σ : {1, . . . ,M} → {1, . . . ,M1} × · · · × {1, . . . ,Md} and M ≤δ analo-
gously. Using these orderings, we denote the generating functions for Φ and Ψ
as follows:
φn(x1, . . . , xd) = φ
=1
pi1(n)
(x1) · · ·φ=dpid(n)(xd), n = 1, . . . , N,
ψm(x1, . . . , xd) = ψ
=1
σ1(m)
(x1) · · ·ψ=dσd(m)(xd), m = 1, . . . ,M.
Note 1. When considering problems of the form (5) then the tensor-product
structure (8) of all the generating systems ∂θΦ follows from that of Φ:
∂θΦ = ( ∂
θ1
∂xθ1
· · · ∂θd
∂xθd
φn)
N
n=1 = ∂
θ1Φ1 ⊗ · · · ⊗ ∂θdΦd,
where ∂θδΦδ := ( ∂
θδ
∂xθδ
φ=δn )
Nδ
n=1.
We also require a
• Tensor-product quadrature: for each direction δ = 1, . . . , d, there exists a
set of quadrature points Xδ ⊂ R and a weight function ωδ : Xδ → R such
that
X = X1 × . . .× Xd,
ω(x) = ω1(x1) . . . ωd(xd).
(9)
Analogous to N ≤δ, it is convenient to define X≤δ := X1 × . . .× Xδ.
The method of sum factorization is based on the observation that expanding
each term in (7) with respect to its components yields
a(φn, ψm) =
∑
x1∈X1
· · ·
∑
xd∈Xd
d∏
δ=1
ωδ(xδ)
d∏
δ=1
φ=δpiδ(n)(xδ)
d∏
δ=1
ψ=δσδ(m)(xδ)F(x)
=
∑
xd∈Xd
φ=dpid(n)(xd)ψ
=d
σd(m)
(xd)ωd(xd)
∑
x1∈X1
· · ·
∑
xd−1∈Xd−1
d−1∏
δ=1
ωδ(xδ)
d−1∏
δ=1
φ=δpiδ(n)(xδ)
d−1∏
δ=1
ψ=δσδ(m)(xδ)F(x)︸ ︷︷ ︸
=: a≤d−1xd (φ
≤d−1
n , ψ
≤d−1
m )
,
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that is
a(φn, ψm) =
∑
xd∈Xd
φ=dpid(n)(xd)ψ
=d
σd(m)
(xd)ωd(xd) a
≤d−1
xd
(φ≤d−1n , ψ
≤d−1
m ), (10)
where
φ≤δn :=
δ∏
i=1
φ=ipii(n) and ψ
≤δ
m :=
δ∏
i=1
φ=iσi(m).
The term a≤d−1xd (φ
≤d−1
n , ψ
≤d−1
m ) is independent of the d-th components of Φ,Ψ, ω
and it appears for many (φn, ψm) pairs. The advantage of (10) over (7) is that
it shows that a≤d−1xd (φ
≤d−1
n , ψ
≤d−1
m ) can be computed once and used many times.
By rewriting a≤d−1xd (φ
≤d−1
n , ψ
≤d−1
m ) as
a≤d−1xd (φ
≤d−1
m , ψ
≤d−1
n ) =
∑
x∈X≤d−1
ω ≤d−1(x)φ≤d−1n (x)ψ
≤d−1
m (x)F(x, xd), (11)
we see that, analogously to (7), it is an approximation with the quadrature
(X≤d−1, ω ≤d−1) of the bilinear form on L2([0, 1]d−1) defined by
a≤d−1xd (φ, ψ) =
∫
[0,1]d−1
φ(x)ψ(x)F(x, xd) dx.
Let A≤d−1xd be the matrix representing the Petrov-Galerkin restriction of a
≤d−1
xd
to span Φ≤d−1 × span Ψ≤d−1, i.e.,
A≤d−1xd = [a
≤d−1
xd
(φ≤d−1n , ψ
≤d−1
m )]
m=1,...,M ≤d−1
n=1,...,N ≤d−1 .
According to (10), the entries of A are linear combinations of the entries in
A≤d−1xd for different xd ∈ Xd, but for the same φ≤d−1n and ψ ≤d−1m . This suggests
the decomposition of A into blocks. The d-th components of φn and ψm, i.e.
φ=dpid(n) and ψ
=d
σd(m)
, identify a block of size M ≤d−1 × N ≤d−1. Let B=di,j denote
these blocks as in
A≤d =
 B
=d
1,1 . . . B
=d
1,Nd
...
...
B=dMd,1 . . . B
=d
Md,Nd
 . (12)
The non-zero coefficients of A≤d−1xd only depend on Φ
≤d−1, Ψ≤d−1 and X≤d−1 and
are independent of xd. They determine a common maximum for the sparsity
patterns of the blocks B=δmδ,nδ that the following recursive assembling procedure
uses for the sum in (11).
8
Algorithm 1 Recursive sum factorization
1: procedure Assemble([Xδ]dδ=1, [ωδ]dδ=1, [Φδ]dδ=1, [Ψδ]dδ=1, [F(x)]x∈X)
2: if d=0 then
3: return [F(x)]x∈X
4: end if
5: A≤d ← 0 . start with null matrix
6: for all xd ∈ Xd do . sum all A≤d−1xd
7:
A≤d−1xd ← Assemble([Xδ]d−1δ=1 , [ωδ]d−1δ=1 ,
[Φδ]
d−1
δ=1 , [Ψδ]
d−1
δ=1 , [F(x, xd)]x∈X≤d−1)
8: for all nd with φ=dnd(xd) 6= 0 do
9: for all md with ψ=dmd(xd) 6= 0 do
10: B=dmd,nd ← B=dmd,nd + ωd(xd)φ=dnd(xd)ψ=dmd(xd)A≤d−1xd . cf. (12)
11: end for
12: end for
13: end for
14: return A = A≤d
15: end procedure
3.2. Complexity analysis
For the complexity analysis, we need to bound the number of non-vanishing
matrix entries. The coefficient (n,m) of A can be non-zero only if there is at
least one quadrature node x such that φn(x) 6= 0 and ψm(x) 6= 0. (The other
direction is not true.) We estimate the number from above by considering the
convex hull of the support (instead of the support itself). So, we know that the
coefficient (n,m) of A can be non-zero only if (n,m) ∈ NZ(Φ,Ψ,X), where
NZ(Φ,Ψ,X) := {(n,m) : X ∩ csuppφn ∩ csuppψm 6= ∅},
and csuppφ is the convex hull of the support of φ, i.e.,
csuppφ := {αx+ (1− α)y : φ(x) 6= 0, φ(y) 6= 0, α ∈ [0, 1]}.
Note 2. This estimate of the sparsity pattern carries over to derivatives. Pro-
vided that ∂θΦ and ∂ηΨ are defined on all quadrature points, we have
NZ(∂θΦ, ∂ηΨ,X) ⊆ NZ(Φ,Ψ,X).
This means that for problems of the form (5) we can use the same sparsity
pattern for all matrices Aθ,η by storing the coefficients at row m and column n
with (n,m) ∈ NZ(Φ,Ψ,X). This simplifies the computation of the sum in (6).
The number of non-zero entries of the matrix A (and later the complexity result)
will be expressed in terms of the number of quadrature points (#Xδ), the num-
ber of trial functions (Nδ), the number of test functions (Mδ) and the overlap
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parameters pδ and qδ, defined by
pδ = max
x∈Xδ
#{φ ∈ Φδ : x ∈ csuppφ},
qδ = max
x∈Xδ
#{ψ ∈ Ψδ : x ∈ csuppψ},
(13)
where #T denotes the number of elements of the set T . The interpretation of
pδ is as follows. At any quadrature node, no more than pδ trial functions are
active (in the sense that the quadrature node belongs to the convex hull of the
support). The interpretation of qδ is analogous. For the convenience of the
reader, we will often express the main results also in terms of
p := max{p1, . . . , pd, q1, . . . , qd}.
Note 3. When Φ is a B-spline or NURBS basis of degree ν (order ν + 1), the
condition (13) holds with pδ = ν + 1. The same applies to Ψ and qδ.
First of all we compute a univariate upper bound on the number of non-zero
coefficients. For φ ∈ Φδ, csuppφ is an interval which intersects Xδ in a finite
number of points. Let xφ be the leftmost point of csuppφ ∩ Xδ, i.e.
xφ = min
(
csuppφ ∩ Xδ
)
.
Define xψ analogously for ψ ∈ Ψδ.
Lemma 4. For δ = 1, . . . , d
NZ(Φδ,Ψδ,Xδ) = {(n,m) : xφn ∈ csuppψm} ∪ {(n,m) : xψm ∈ csuppφn}.
Proof. From Figure 1 we notice that if (n,m) ∈ NZ(Φδ,Ψδ,Xδ), i.e., Xδ ∩
csuppφn ∩ csuppψm 6= ∅, then xφn ∈ csuppψm or xψm ∈ csuppφn.
Corollary 5. For all δ = 1, . . . , d, we have
# NZ(Φδ,Ψδ,Xδ) ≤ pδMδ + qδNδ.
Proof. From (13) we deduce that for any fixed n, #{(n,m) : xφn ∈ csuppψm} ≤
qδ. Thus the first set in Lemma 4 contains at most qδNδ elements. Similarly,
for m fixed, #{(n,m) : xψm ∈ csuppφm} ≤ pδ and the second set contains at
most pδMδ elements.
Observe that Corollary 5 gives an upper bound for the size of the sparsity
pattern. For the case of B-splines or NURBS, the following Corollary gives a
precise statement on the size of # NZ(Φδ,Ψδ,Xδ).
Corollary 6. Let Φδ and Ψδ be univariate B-spline or NURBS bases of order
pδ and qδ, respectively, defined over open knot vectors on the interval [a, b].
Further, let Ξ be the union of knot values in the knot vectors of Φδ and Ψδ and
let µΦ(ξ) and µΦ(ξ) be the multiplicity of u in the knot vector of Φδ or Ψδ,
10
csuppφ
csuppψ
xφ xψ
xψ ∈ csuppφ
xφ 6∈ csuppψ
csuppφ
csuppψ
xψ xφ
xψ 6∈ csuppφ
xφ ∈ csuppψ
csuppφ
csuppψ
xφ = xψ
xψ ∈ csuppφ
xφ ∈ csuppψ
csuppφ
csuppψ
xψ xφ
xψ 6∈ csuppφ
xφ 6∈ csuppψ
Figure 1: The relative position of csuppψ and csuppφ determines if xφ belongs to csuppψ
and if xψ to csuppφ. The dots are the quadrature points in X.
respectively. If for all ξ1 < ξ2 ∈ Ξ there is some x ∈ Xδ ∩ (ξ1, ξ2), i.e., there is
at least one quadrature point between any two consecutive knots, then
# NZ(Φδ,Ψδ,Xδ) = qδNδ + pδMδ −
∑
ξ∈Ξ\{b}
µΦ(ξ)µΨ(ξ).
Proof. Let SΦ = {(n,m) : xφn ∈ csuppψm} and SΨ = {(n,m) : xψm ∈
csuppφn}. Note that (13) holds with equality for all quadrature nodes xφn
and xψm . Consequently, we have
#SΦ = qδNδ, #SΨ = pδMδ.
Since xφn ∈ csuppψm ⇒ xφn ≥ xψm and xψm ∈ csuppφn ⇒ xψm ≥ xφn we
deduce that
SΦ ∩ SΨ = {(n,m) : xφn = xψm}.
By assumption there is a node of Xδ between any two knots in Ξ, thus (n,m) ∈
SΦ ∩ SΨ implies that the first knot of φn equals the first knot of ψm. As each
knot ξ ∈ Ξ is the first knot for µΦ(ξ) functions in Φδ and µΨ(ξ) functions in Ψδ
we deduce that µΦ(ξ)µΨ(ξ) pairs are in SΦ ∩ SΨ and the thesis follows.
For the complexity analysis, we assume that the values of F , φn and ψm are al-
ready available; cf. Section 6 on evaluating them and the related computational
complexity. The recursive assembling procedure provides a recursive formula
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for the computational cost for assembling:
C≤d h #Xd
(
C≤d−1 + pd qd nnz(A≤d−1xd )
)
,
where C≤d−1 is the cost of assembling A≤d−1xd and nnz(A
≤d−1
xd
) is the number of
non-zero entries of A≤d−1xd . To keep the notation tight, here and in what follows,
a . b means that there is a constant c > 0, independent of pδ, Nδ, qδ, Mδ and
Xδ, but possibly depending d such that a ≤ c b. Moreover, a h b means that
a . b and b . a. The factor pd qd comes from the number of iterations at line 8
and 9 that are bounded using (13). Letting A≤d−2xd−1,xd be the analog of A
≤d−1
xd
and
so on till A≤0x = F(x) and expanding the recursive cost formula yields
C≤d h
d∑
i=1
( d∏
δ=i+1
#Xδ
)
(pi qi#Xi) nnz(A≤i−1xi,...,xd). (14)
Lemma 5 and the Kronecker like position of the non-zero coefficients, see (12),
allow us to bound the number of non-zero entries as follows:
nnz(A≤i−1xi,...,xd) ≤
i−1∏
δ=1
(qδNδ + pδMδ), (15)
which yields
C≤d h
d∑
i=1
piqi
( d∏
δ=i
#Xδ
)( i−1∏
δ=1
(qδNδ + pδMδ)
)
≤
( d∑
i=1
piqi
)
#Xd
d−1∏
δ=1
max{#Xδ, qδNδ + pδMδ}.
(16)
To compare the above with the standard approaches we assume Mδ . Nδ and
consider the following cases
∀δ, #Xδ . qδNδ + pδMδ ⇒ C≤d . pd+2N, (17)
∀δ, #Xδ . Nδ ⇒ C≤d . pd+1N, (18)
∀δ, #Xδ & qδNδ + pδMδ ⇒ C≤d . p2 #X. (19)
The above formulas explain the costs for isogeometric discretizations using
Gauss and weighted quadrature as shown in the following examples.
Example 3 (Gauss quadrature). In Isogeometric Analysis (cf. Examples 1
and 2), typically spline spaces are used for discretization. The breakpoints of
these spline spaces introduce a decomposition of the parameter domain into∏d
δ=1Kδ elements with
Kδ ≤ Nδ − pδ + 1.
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On each element the splines are polynomials and are typically integrated us-
ing tensor-product Gauss quadrature with p1 × . . . × pd quadrature points per
element.
Using (17), we obtain
#Xδ = pδKδ ≤ pδNδ and C≤d . pd+2N.
Example 4 (Weighted quadrature). A way to reduce the computational cost
is to reduce the number of quadrature points. In [10] it was shown that this can
be done without loosing accuracy using test-function dependent weights:
ω(x,m) =
d∏
δ=1
ωδ(xδ, σδ(m)).
The adaptation of Algorithm 1 to test-function-dependent quadrature formulas
is straightforward. Indeed, it can equivalently be thought as a quadrature with
constant weights ω(x) = 1 and a different test space Ψ˜ whose functions are pre-
multiplied by the quadrature weights. The construction in [10] uses #Xδ . Nδ
quadrature points per direction and the reported cost C≤d . pd+2N is explained
by (18).
Note however that this strategy breaks the symmetry between test and trial
functions and consequently the symmetry of the assembled matrix.
3.3. Matrix-free application
Iterative solvers typically require only the ability to compute matrix-vector
products v = Au, while a direct access to the entries of A is not required.
Thus the assembling cost can be avoided and the solving time can be improved.
The definition given by (2) and (7) yields
Au =
(∑
x∈X
ω(x) ψm(x) u(x)
)M
m=0
, where u(x) =
N∑
n=1
unφn(x).
Algorithm 1 computes v if u is incorporated in the weight F and Φ contains
only the constant 1. In this setting the matrix A corresponds to v and the blocks
B=di,j to blocks w=di containing M ≤d−1 coefficients of v:
v = (v1, . . . ,vM ≤d−1︸ ︷︷ ︸
w=d1
, . . . ,vM ≤d−M ≤d−1+1, . . . ,vM ≤d︸ ︷︷ ︸
w=dMd
).
With these changes and by eliminating the loop at line 8 of Algorithm 1 the
following matrix-free algorithm is obtained.
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Algorithm 2 Matrix-free sum factorization
1: procedure Apply([Xδ]dδ=1, [ωδ]dδ=1, [Ψδ]dδ=1, [F(x)u(x)]x∈X,)
2: if d=0 then
3: return [F(x)u(x)]x∈X
4: end if
5: v≤d ← 0 . start with null vector
6: for all xd ∈ Xd do . sum all v≤d−1xd
7: v≤d−1xd ←Apply([Xδ]d−1δ=1 , [ωδ]d−1δ=1 , [Ψδ]d−1δ=1 , [F(x, xd)u(x, xd)]x∈X≤d−1)
8: for all md with ψ=dmd(xd) 6= 0 do
9: w≤dmd ← w≤dmd + ωd(xd)ψ=dmd(xd)v≤d−1xd
10: end for
11: end for
12: return v = v≤d
13: end procedure
The cost of Algorithm 2, excluding the evaluation of u(x)F(x), can be deduced
from (14) by replacing nnz(A≤i−1xi,...,xd) with M
≤i, and pδ with one. This yields
C≤dapp h
d∑
i=1
qi
( d∏
δ=i
#Xδ
)
M ≤i−1 ≤
d∑
i=1
qiXd
d−1∏
δ=1
max{#Xδ,Mδ}. (20)
The overall cost is bounded as follows
∀δ, #Xδ . pMδ ⇒ C≤dapp . pd+1M, (21)
∀δ, #Xδ .Mδ ⇒ C≤dapp . pM, (22)
∀δ, #Xδ &Mδ ⇒ C≤dapp . p#X. (23)
4. Localized sum factorization
We have described sum factorization as a global assembling procedure that
requires a tensor-product discretization and the pre-computation of F on all the
quadrature nodes in X. This contrasts to the usual FEM assembling procedure
which allows for unstructured grids and is performed locally in an element-by-
element fashion. The idea of this section is to apply the methods from Section 3
locally, i.e., on sub-domains. This accomplishes three distinct goals.
First, it shows that the complexity estimates apply to a broader class of prob-
lems, for instance to multi-patch isogeometric discretizations or to discretiza-
tions based on locally refined splines such as hierarchical B-splines, T-splines or
LR-splines.
Second, by applying sum factorization on sub-domains, even for globally tensor-
product discretizations, we greatly reduce the memory requirements. Indeed,
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the coefficient F of the bilinear form is pre-computed on a fraction of quadrature
points at a time. This also improves data-locality that might lead to better cache
utilization.
Finally, the localized approach allows for the same parallelization strategy as in
the finite element method. Different sub-domains can be assigned to different
execution units and synchronization needs to be employed only for updates to
the resulting matrix or vector.
4.1. Prerequisites and complexity analysis
Let P be a collection of pairwise disjoint d-dimensional boxes D = Śdδ=1Dδ.
We consider a bilinear form a of the type
a(u, v) :=
∑
D∈P
∫
D
F(x) u(x) v(x) dx. (24)
For each D let (XD, ωD) be a tensor-product quadrature (9), and let a be the
approximation of a computed using the quadratures (XD, ωD) as in (7). Let
Φ = (φn)
N
n=1 and Ψ = (ψm)Mm=1 be generating systems of functions
⋃
D∈P D →
R, and A be the matrix associated to the restriction of a to span Φ× span Ψ.
Furthermore, for D ∈ P, let ΦD = (φD,n)NDn=1 and ΨD = (ψD,m)MDm=1 be tensor-
product generating systems, as in (8), that contain the restrictions of Φ and Ψ,
respectively. This means that
∀n = 1, . . . , N, φn|D ∈ ΦD ∪ {0},
∀m = 1, . . . ,M, ψm|D ∈ ΨD ∪ {0}.
(25)
Let ND,δ, MD,δ, pD,δ, qD,δ be the analogous of Nδ, Mδ, pδ and qδ. The com-
plexity results are expressed in terms of N , M , #XD,
p = max
D∈P
max
δ=1,...,d
max{pD,δ, qD,δ},
and the repetition ratio R
R := max
{∑
D∈P ND
N
,
∑
D∈PMD
M
}
. (26)
Remark 1. Note that
R ≤ max
{
max
φ∈Φ
#{D ∈ P : φ|D 6= 0}, max
ψ∈Ψ
#{D ∈ P : ψ|D 6= 0}
}
.
Let AD be the matrix representation of a restricted to span ΦD × span ΨD com-
puted using (XD, ωD). By (25), we have
A =
∑
D∈P
S>Ψ,DADSΦ,D, (27)
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where the matrices SΦ,D and SΨ,D are selection matrices whose columns and
rows contain at most one non zero coefficient. Consequently, the cost of assem-
bling A decomposes in two parts:
C = Cass + Cacc, (28)
where Cass is the cost of assembling the matrices AD for all D ∈ P and Cacc is
the cost of accumulating the AD into A.
The accumulation cost Cacc is determined by the number of coefficient addi-
tions in (27). Recalling that SΦ,D, SΨ,D are selection matrices, using (15) for
estimating nnz(AD), and assuming MD,δ . ND,δ we have
Cacc .
∑
D∈P
# NZ(ΦD,ΨD,XD) ≤
∑
D∈P
d∏
δ=1
(qδND,δ + pδMD,δ)
. pd
∑
D∈P
ND . pdRN.
The cost of assembling each AD using the algorithm from Section 3 is given by
(17), (18) and (19). Assuming MD,δ . ND,δ as above, summing over D ∈ P,
and using (26) we notice that Cass & Cacc for all cases. Consequently we have:
∀D, δ, #XD,δ . qD,δND,δ + pD,δMD,δ ⇒ C . Rpd+2N, (29)
∀D, δ, #XD,δ . ND,δ ⇒ C . Rpd+1N, (30)
∀D, δ, #XD,δ & qD,δND,δ + pD,δMD,δ ⇒ C . p2
∑
D∈P
#XD. (31)
Similar reasoning can be used for the application of A to a vector u. We have
v := Au =
∑
D∈P
S>Ψ,DADSΦ,Du.
The cost of applying AD, excluding the evaluation of u(x)F(x), is as in (21),
(22) and (23). Relabeling and accumulating onto v has cost . RM . The cost
is dominated by the application of AD, and we have
∀D, δ, #XD,δ . pMD,δ ⇒ Capp . Rpd+1M, (32)
∀D, δ, #XD,δ .MD,δ ⇒ Capp . RpM, (33)
∀D, δ, #XD,δ &MD,δ ⇒ Capp . p
∑
D∈P
#XD. (34)
We conclude that, in all considered cases, the localized approach has in the
worst case a cost that is R times that of the global sum factorization.
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4.2. Localized sum factorization for tensor-product B-spline bases
In this subsection we consider the application of localized sum factorization to an
isogeometric Galerkin discretization for which Φ = Ψ is a B-spline basis defined
on [0, 1]d. Our aim is to determine how the assembling cost varies depending
on the size of the boxes D of P.
The breakpoints of Φ define a partitioning of [0, 1]d (Bézier mesh) into elements
K on which the basis functions coincide with polynomial functions. For sim-
plicity, we restrict our analysis to partitions P in which the boundaries of the
boxes D are aligned with the boundaries of the elements. This means that the
interior of no element intersects two boxes.
The restriction to axes-aligned boxes does not destroy the tensor-product struc-
ture. This means that (8) is satisfied by
ΦD := ΨD := {φn|D : n = 1, . . . , N}\{0}.
We bound R based on the minimum size of the boxes D ∈ P.
Lemma 7. If Φ = Ψ is a tensor-product B-spline basis of order p1, . . . , pd and
each D ∈ P contains at least s1 × . . .× sd ≥ 1 elements, we have
R ≤
d∏
δ=1
⌈
sδ + pδ − 1
sδ
⌉
.
Proof. The support of φ=δn contains at most pδ elements in direction δ. The
number of boxes containing sδ elements intersecting suppφ=δn is maximized if
the end of the leftmost box coincides with the end of the leftmost element. In
this case the total number of boxes intersecting suppφ=δn is
1 +
⌈
pδ − 1
sδ
⌉
=
⌈
sδ + pδ − 1
sδ
⌉
.
To conclude we take the product over δ = 1, . . . , d and use Remark 1.
Second, we compute the ratio between #XD,δ and ND,δ when using an element
based quadrature.
Lemma 8. If Φ is a tensor-product B-spline basis of order p1, . . . , pd, X contains
k1× . . .×kd quadrature points per element and D contains at most s1× . . .× sd
elements then
#XD,δ ≤ sδ kδ
sδ + pδ − 1ND,δ.
The estimate #XD,δ ≤ kδND,δ holds independently of s1, . . . , sd.
Proof. On the one hand we have #XD,δ ≤ sδkδ and on the other hand sδ +pδ−
1 ≤ ND,δ. Finally, sδ/(sδ + pδ − 1) ≤ 1.
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Lemmas 7 and 8 show two competing effects on the cost of localized sum fac-
torization: the upper bound for R increases for small boxes, while the ratio
between quadrature points and basis function decreases. The balance of these
two effects is shown by the following two examples.
Example 5 (Per-element sum factorization with Gauss quadrature). Let Φ = Ψ
be a B-spline basis of order p1, . . . , pd and X be the Gauss quadrature with
p1 × · · · × pd quadrature points per element.
In this example, P is the collection of the elements associated to Φ. The local
spaces ΦD,ΨD and the local quadrature XD are the restrictions of Φ, Ψ and X
to D respectively.
Lemma 7 states R ≤ pd. Since #XD,δ = ND,δ = pδ, then (30) and (33) yield
C . p2d+1N, and Capp . pd+1N.
The bound for C coincides with the one in [2] where this approach was originally
proposed. The bound for Capp coincides with that for global sum factorization.
Example 6 (Per macro-element sum factorization with Gauss quadrature).
Again, let Φ = Ψ be a B-spline basis of order p1, . . . , pd and X be the Gauss
quadrature with p1 × · · · × pd quadrature points per element. In this example,
each box D ∈ P contains at least p1 × · · · × pd elements. The local spaces
ΦD,ΨD and the local quadrature XD are the restrictions of Φ, Ψ and X to D
respectively.
Lemma 7 states R ≤ 2d, Lemma 8 with sδ & kδ = pδ gives #XD h pδNδ. Thus,
(29) and (32) yield
C . pd+2N, and Capp . pd+1N, (35)
i.e., both the assembling and the application cost are, up to a p independent
factor, the same as for the global approach.
A more detailed analysis can be performed starting directly from (16) and (20).
In both formulas there is a product for δ = 1, . . . , d − 1 of max{#Xδ, qδNδ +
pδMδ} and max{#Xδ,Mδ} respectively. The factor corresponding to δ = d is
always #Xd.
This means that we can exploit a factor of kd/pd from Lemma 8 to compensate
for R as long as the boxes are small only in direction d. Since the order of
directions in the assembling process is arbitrary, we can choose it in our favor.
This allows us to consider partitions into narrow macro-elements, i.e., into boxes
containing one element in one direction and pδ elements in the other directions.
A bound on the repetition ratio R follows from the Lemma below.
Lemma 9. Let Φ = Ψ be a tensor-product B-spline basis of order p1, . . . , pd
with d ≥ 2 and assume that each D ∈ P of size s1 × · · · × sd elements satisfies
#{δ : sδ < pδ} ≤ 1. Then, we have R ≤ 2d−1dp.
18
The Lemma is a direct consequence of Remark 1 and the following proposition.
Proposition 10. For all and coverings P of Śdδ=1[0, pδ[ with disjoint boxes
intersecting it and such that for all D ∈ P
D = [a1, b1[× · · · × [ad, bd[, ai, bi ∈ Z, (36)
bδ − aδ =
{
pδ δ 6= jD
1 δ = jD
(37)
for some jD ∈ {1, . . . , d} that depends on D, the following inequality holds
#P ≤ 2d + 2d−1
d∑
δ=1
(pδ − 2)+,
where x+ = max{x, 0}.
Proof. We prove the bound by induction on the dimension d. For d = 1 any
partition of [0, p1] in segments of length 1 has exactly p1 elements, which yields
the upper bound 21 + 20(p1 − 2)+. Now consider d > 1. For any partition P,
define
PL = {D ∈ P : D ∩ [0, 1[×
dą
δ=2
[0, pδ[6= ∅},
PR = {D ∈ P : D ∩ [p1 − 1, p1[×
dą
δ=2
[0, pδ[ 6= ∅},
PC = P \ (PL ∪ PR).
We have
#P ≤ #PL + #PR + #PC . (38)
The projection (x1, . . . , xd) → (x2, . . . , xd) maps the boxes in PL to disjoint
boxes in Rd−1 that cover
Śd
δ=2[0, pδ[. The induction hypothesis and the same
argument for PR yield
#PL + #PR ≤ 2
(
2d−1 + 2d−2
d∑
δ=2
(pδ − 2)+
)
≤ 2d + 2d−1
d∑
δ=2
(pδ − 2)+. (39)
A box D ∈ PC can not have length p1 in the first direction. Thus, D has size
1× p2× · · · × pd and is contained in [i, i+ 1[×Rd−1 for some i ∈ {1, . . . , p1− 2}.
Lemma 7 states that there are at most 2d−1 such boxes for each i = 1, . . . , p1−2.
Thus we have
#PC ≤ 2d−1(p1 − 2)+. (40)
The combination of (38), (39) and (40) yields the desired result.
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Remark 2. Assuming p1, . . . , pd ≥ 2, the bound in Proposition 10 is sharp.
Indeed, for d = 1 it is sharp. Moreover, in this case (38) holds with equality.
Equality in (40) can be realized and an induction argument shows that the same
applies to (39).
Example 7 (Per narrow-macro-element sum factorization). Let Φ = Ψ be a
B-spline basis of order p, . . . , p and X be a quadrature with k × · · · × k points
per element with k ≤ p.
In this example, each box D ∈ P of size s1 × · · · × sd elements satisfies #{δ :
sδ < p} ≤ 1. The local spaces ΦD,ΨD and the local quadrature XD are the
restrictions of Φ, Ψ and X to D respectively.
For simplicity, consider first sd = 1. Then, #XD,d ≤ k/pND,d, while for δ < d
we have from Lemma 8 that #XD,δ ≤ kND,δ. Inserting these bounds into (16)
and (20) gives the following bounds on the costs
CD . k pdND, and Capp,D . kdND. (41)
Since (16) and (20) are linear in #Xd the bound extends to 1 < sd < p. If sδ < p
for some δ 6= d, then the same bound is achieved by reordering the directions.
Lemma 9 yields R ≤ 2d−1 d p. Thus, we obtain
C . k pd+1N, and Capp . kd pN.
If k h p, as for Gauss quadrature, we have
C . pd+2N, and Capp . pd+1N.
If k h 1, as for weighted quadrature, we have
C . pd+1N, and Capp . pN.
Concluding, the cost is, up to a degree independent factor, the same as for global
assembling.
4.3. Localized sum factorization for some non-tensor-product bases
In this section we show that hierarchical B-splines and multipatch domains fit
into the localized sum factorization framework presented in this paper. Other
generating systems without global tensor-product structure (like hierarchical
LR splines [6]) could be analyzed in similar ways. The same holds if adaptivity
and multipatch discretizations are combined.
Example 8 (HB-splines). The Hierarchical B-spline basis (HB) is a basis that
breaks the global tensor-product structure and allows for adaptive methods
in which only a part of the domain is refined, see [9]. The basis is obtained
by selecting functions from different tensor-product B-spline bases on different
regions of the domain.
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Let B1, . . . ,BL be tensor-product B-spline bases of the same degree p defined
on the domain Ω that generate nested spaces, i.e.,
spanB1 ⊂ · · · ⊂ spanBL (42)
and let
Ω =: Ω1 ⊇ · · · ⊇ ΩL ⊇ ΩL+1 := ∅
be corresponding closed domains. For simplicity, we further assume that the B`
are a sequence of dyadically refined bases and that each of the domains Ω` is a
union of elements of the Bézier mesh of B`. The hierarchical basis (HB-splines)
is defined by Kraft’s selection criteria [18]:
Φ :=
L⋃
`=1
S` with S` :=
{
φ ∈ B` : suppφ ⊆ Ω`,
suppφ 6⊆ Ω`+1
}
. (43)
We assume that Φ is a β-admissible HB basis, i.e., maxL(x)−minL(x)+1 ≤ β
for all x ∈ Ω, where
L(x) :=
{
` : x ∈
⋃
φ∈S`
suppφ
}
is the set of active levels at a point x. Moreover, we assume that the partition
of P has the form
P =
L⋃
`=0
P`,
where each P` is a partitioning of the ring ∆` := Ω` \Ω`+1 into macro-elements
D as in Example 7, where the size is measured in elements of the Bézier mesh
of B`. For this example we consider local bases
ΦD,` = {φ ∈ B` : suppφ ∩ D 6= ∅}, ` ∈ L(D).
Observe that these are tensor product bases, and that their union contains the
restriction of Φ to D, so that an analogous of (25) holds. Analogously to (27),
we have
A =
∑
D∈P
∑
`,γ∈L(D)
S>D,`,γAD,`,γSD,`,γ ,
where AD,`,γ is the matrix corresponding to the bases ΦD,` and ΦD,γ , and the
matrices SD,`,γ are selection matrices. Observe that at most (#L(D))2 = β2
local matrices are assembled for each D. Using #ΦD,`+1 ≥ #ΦD,` and (41), we
deduce that
CD . k pd β2#ΦD,`, CD,app . kd β2#ΦD,` (44)
for all D ∈ P`. Since P` is a partition of ∆`, Lemma 9 gives∑
D∈P`
#ΦD,` ≤ 2d−1dp #{φ ∈ B` : suppφ ∩∆` 6= ∅}. (45)
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β-admissibility implies that for φ ∈ B` we have
suppφ ∩∆` 6= ∅ ⇒
{
suppφ ⊆ Ω`−β+1,
suppφ 6⊆ Ω`+1.
Consequently,
{φ ∈ B` : suppφ ∩∆` 6= ∅} ⊆
β−1⋃
i=0
{
φ ∈ B` : suppφ ⊆ Ω`−i,
suppφ 6⊆ Ω`−i+1
}
. (46)
Since the bases B` are obtained by dyadic refinement, we have
#
{
φ ∈ B` : suppφ ⊆ Ω`−i,
suppφ 6⊆ Ω`−i+1
}
≤ 2di#S`−i. (47)
Equations (44), (45), (46) and (47) yield the overall cost bound
C . k pd+1 2dβ β2N, Capp . kd p 2dβ β2N,
where k is the number of quadrature points per element and direction. We
have shown that, compared to Example 7, the costs increase at worst by a p-
independent factor 2dβ β2. The extension to bilinear forms involving derivatives
is completely straight forward.
Remark 3. There is another basis of the space of hierarchical B-splines: the
Truncated Hierarchical B-spline (THB) basis, cf. [12]. Localized sum factoriza-
tion cannot be directly applied to the truncated basis because it does not fulfill
(8). Nevertheless, it is possible to express the matrix ATHB corresponding to
the truncated basis as
ATHB = T
>
Ψ AHB TΦ,
where AHB is the system matrix for the hierarchical basis and TΨ, TΦ are the ma-
trices corresponding to change of bases. The number of non zero entries in each
column of TΨ, TΦ is bounded by (p+ 1)d2βd for β-admissible dyadically refined
hierarchical B-splines. Consequently, the cost CT of computing the product by
TΨ and TΦ is bounded as follows
CT . p2d 2βd (N +M),
where we use nnz(ATHB) ≤ nnz(AHB) h pd(N + M). Interestingly, for 2D do-
mains CT has the same order in p as assembling AHB. This shows that using the
truncated hierarchical B-spline basis is, up to a p-independent factor, equiva-
lent to the standard hierarchical B-spline basis for 2D domains. This does not
generalize to higher dimensional domains.
Example 9 (Multipatch domains). In many practical problems, the computa-
tional domain Ω is not diffeomorphic to a d-dimensional cube. In such cases,
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the domain Ω is typically partitioned into sub-domains Ω`, ` = 1, . . . , L, each
parametrized by a map G` defined on [0, 1]d as in
Ω =
L⋃
`=1
Ω` =
L⋃
`=1
G`([0, 1]d).
On each of these sub-domains, independent bases Φ` are defined. Assuming
that we want to solve a second-order PDE, we are typically interested in a
H1-conforming discretization which means that the basis functions have to be
continuous at the interfaces between the patches. This is typically enforced by
identifying the basis functions that coincide on the the interface.
We want to explain the application of sum factorization in this context using
the abstract framework introduced in the beginning of this section. We combine
the functions G` to one function defined on Ω̂ := {1, . . . , L} × [0, 1]d as follows
G : Ω̂→ Ω, G(`,x) := G`(x).
The sum factorization sub-domains coincide with the parametric patches:
P = {{`} × [0, 1]d : ` = 1, . . . , L}.
On each patch, we assume a tensor-product basis Φ̂` to be given. Since we want
a continuous discretization space, we define the global function space Φ̂ as the
union of the local bases Φ̂1, . . . , Φ̂L, where we (repeatedly) identify functions
φ ∈ Φ̂` and ϕ ∈ Φ̂γ if{
Γ`,γ := Ω` ∩ Ωγ 6= ∅
φ(G−1` x)|Γ`,γ = ϕ(G−1γ x)|Γ`,γ 6= 0.
For each sub-domain Ω`, the PDE is pulled back to the parameter domain
{`} × [0, 1]d analogous to Example 1. On each of these domains, assembling
can be performed independently. The cost of assembling each AD is described
by (29), (30) and (31), that of applying AD by (32), (33) and (34).
In all cases of practical interest, the repetition ratio R is small. If the local bases
are tensor-product B-spline bases defined over open knot vectors such that there
are ND,δ ≥ 3 basis functions in each direction δ = 1, . . . , d, we easily observe
that
∏d
δ=1(ND,δ − 2) basis functions vanish on ∂D. Thus, we obtain
R =
∑
D∈P ND
N
≤
∑
D∈P
∏d
δ=1ND,δ∑
D∈P
∏d
δ=1(ND,δ − 2)
≤ 3d . 1.
The extension to bilinear forms involving derivatives is completely straight for-
ward.
23
Remark 4. In real-world applications, the domains obtained by the parameter-
ization are often additionally trimmed. Extending the proposed techniques to
trimmed domains would be a challenge. A possible approach would be to com-
pute the matrix using sum factorization and ignoring trimming at first. Then
to recompute the matrix elements corresponding to the basis functions whose
support is trimmed using a different technique. In reasonable cases, one expects
that the number of basis functions with trimmed support is small compared to
the total number of basis functions. Integration over trimmed elements is still
an active research topic, cf. [24, 20].
5. An algebraic description
The unifying idea of sum factorization is that the map from the value of the
coefficients on the quadrature points to the system matrix is linear and can be
represented as a tensor; the overall algorithm can be seen as a tensor contrac-
tion. Since most people are more familiar with Kronecker products, we explain
the algorithm using them. The two descriptions correspond to one another by
reinterpreting a order-d tensor as the diagonal of a matrix.
Let X be lexicographically ordered and define
QΦ = [φn(x)]x∈Xn=1,...,N , QΨ = [ω(x)ψm(x)]
x∈X
m=1,...,M
and F to be the diagonal matrix containing F(x) for x ∈ X. Then
A = (QΨ)
>F QΦ.
The factorization can be now expressed by decomposing QΦ and QΨ as Kro-
necker products:
QΦ =
d
K
δ=1
Q=δΦ , Q
=δ
Φ = [φ
=δ
n (xδ)]
xδ∈Xδ
n=1,...,Nδ
QΨ =
d
K
δ=1
Q=δΨ , Q
=δ
Ψ = [ψ
=δ
m(xδ)ωδ(xδ)]
xδ∈Xδ
m=1,...,Mδ
.
Since for all matrices C and D, the Kronecker product satisfies
C K D = (C K I)(I K D),
we have
A = (I K . . . K Q=dΨ )
> . . . (Q=1Ψ K . . . K I)
>F (Q=1Φ K . . . K I) . . . (I K . . . K Q
=d
Φ ).
Note that
(Q=1Ψ K . . . K I)
>F (Q=1Φ K . . . K I) =

. . .
A=1x2,...,xd
. . .

xi∈Xi
,
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where the right hand side is the block diagonal matrix with blocks A=1x2,...,xd
for xi ∈ Xi, i = 2, . . . , d. The blocks are lexicographically ordered along the
diagonal. More generally, after δ multiplications, we obtain
(I K . . . Q=δΨ . . . K I)
> . . . F . . . (I K . . . Q=δΦ . . . K I) =

. . .
A≤δxδ+1,...,xd
. . .

xi∈Xi
.
The improved performance can then be easily explained by the cost of a matrix-
matrix multiplication C D, which is bounded by nnz(C) max-nnz-per-row(D).
These correspond to the factors in (14).
6. Pre-assembling costs
The overall costs presented in the previous sections only covers the costs of
assembling A or computing v := Au. The computational costs of computing
Φδ(Xδ), Ψδ(Xδ), F(X) and u(X) have been ignored, as common in the literature.
However it is worth to have a closer look onto the corresponding computational
costs. Our aim is to show algorithms for which the computation of Φδ, Ψδ, F
be performed at a cost that is inferior to the cost of sum factorization. For
simplicity, we focus on the global sum factorization approach, but the results
hold also for the localized version as they apply to each box separately.
6.1. Evaluation of the functions in the generating sets Φδ and Ψδ
The evaluation of a B-spline function φn or ψm cannot be done in constant time.
As we have a tensor-product structure, an efficient approach is to pre-compute
the function values for the corresponding univariate functions φ=δn or ψ=δm.
For a standard B-spline basis Φ, this yields a cost C which is bounded as follows
C .
d∑
δ=1
p2δ#Xδ. (48)
The above cost is negligible in all reasonable situations if d ≥ 2.
6.2. Evaluation of u ∈ span Φ
First we remember that
u(x) =
N∑
n=1
unφn(x).
For the evaluation of u at the quadrature points X, we can again exploit the
tensor-product structure of Φ and X. This yields the following algorithm:
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Algorithm 3 Recursive function computation
1: procedure Eval([Xδ]dδ=1, [Φδ]dδ=1, [un]Nn=1)
2: if d=0 then
3: return u1
4: end if
5: u≤d ← 0
6: for all nd ∈ {1, . . . , Nd} do
7: u≤d−1nd ←Eval([Xδ]d−1δ=1 , [Φδ]d−1δ=1 , [un]n:pid(n)=nd)
8: for all xd ∈ Xd : φ=dnd(xd) 6= 0 do
9: u≤d(x, xd)← u≤d(x, xd) + φ=dnd(xd)u≤d−1nd (x)
10: end for
11: end for
12: return u≤d
13: end procedure
Again, we derive the number of floating point operations, assuming that the
functions in the generating set Φδ have already been evaluated. By counting
the number of invocations of lines 7 and 9, using
Nδ∑
n=1
#{x ∈ Xδ : φ=δn (x) 6= 0} =
∑
x∈Xδ
#{φ=δn ∈ Φδ : φ=δn (x) 6= 0} ≤ pδ#Xδ
we obtain that the cost C≤d satisfies
C≤d . NdC≤d−1 + pd
(
d∏
δ=1
#Xδ
)
.
Recursively plugging this bound into itself yields
C≤d .
d∑
i=1
(
d∏
δ=i+1
Nδ
)
pi
(
i∏
δ=1
#Xδ
)
.
(
d∑
i=1
pi
)(
d∏
δ=1
max{Nδ,#Xδ}
)
.
Depending on the ratio between #Xδ and Nδ, we obtain the following costs
∀δ, #Xδ . pδNδ ⇒ C≤d . pd+1N, (49)
∀δ, #Xδ . Nδ ⇒ C≤d . pN, (50)
∀δ, #Xδ & Nδ ⇒ C≤d . p#X. (51)
6.3. Evaluation of the coefficient function F in IGA
As mentioned in Section 2, we have to evaluate the function F for every quadra-
ture point. In classical Isogeometric Analysis, we assume that the computational
domain Ω is parametrized by a diffeomorphism
G : Ω̂ := [0, 1]d → Ω = G(Ω̂) ⊂ Rs,
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which is an element of span Φ and has the form
G =
N∑
n=1
cnφn.
Computing F involves the evaluation of G and/or its derivatives, cf. (4). Each
component ofG, or of a derivative ofG, is a spline function and can be evaluated
by the algorithm in Section 6.2. Consequently, the cost of evaluating G and the
required derivatives is as in (49), (50) and (51), where the number of components
is independent of p, but it depends on d, s and the PDE, and it is hidden in ..
The costs of computing derived quantities, such as the pseudo-inverse of the
Jacobian matrix or its determinant, are then proportional to #X with a rate
that depends on d and s, but that is independent of p. In any case, the cost of
computing derived quantities is dominated, for large p, by the cost of computing
G and the required derivatives.
7. Numerical experiments
We have implemented the global strategy, the per-macro-element strategy and
the per-element strategy and have tested their behavior for a few sample prob-
lems. Our implementation is a C++ code which has been carefully optimized.
It is available online1 as a stand-alone assembling library.
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(a) 2D domain: quarter annulus
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(b) 3D domain: bent and twisted box
Figure 2: Computational domains
In the numerical experiments, we assemble a standard stiffness matrix for the
2D and 3D domains depicted in Fig. 2. The 2D domain is decomposed into
200 × 200 elements, the 3D domain into 22 × 22 × 22 elements. On each do-
main, we assemble the stiffness matrix for splines of several orders p using Gauss
1https://github.com/IgASF/IgASF
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quadrature of the same order and we compare the time used by different algo-
rithms. This was done on a single socket machine with an Intel(R) Core(TM)
i3-8100 CPU running at 3.60GHz.
In Fig. 3 and 4, we report the assembling times for standard per-element assem-
bling (standard), per-element sum factorization (element), per-macro-element
sum factorization (macroS) and global sum factorization (global). The macro-
elements have size p × p in 2D and p × p × p in 3D. Standard per-element
assembling uses the same Gauss quadrature and was performed using the freely
available IGA library G+Smo [8].
In Fig. 5 and 6, we focus on the effect of the macro-element size. The considered
approaches are: standard macro-elements (macroS) corresponding to a size of
p × p in 2D and p × p × p in 3D, narrow macro-elements (macroN) having size
p × 1 in 2D and p × p × 1 in 3D and rotated narrow macro-elements (macroR)
having size 1×p in 2D and 1×p×p in 3D. According to Example 7, the narrow
dimension should come last in sum factorization. As our code does not reorder
the dimensions we expect the same behavior for macroS and macroN, but a cost
higher by a factor p for macroR. This means that macroR behaves as element
in 2D and as p6N in 3D.
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global
Figure 3: Time in seconds for assembling the stiffness matrix on the 2D domain depending
on the polynomial order p.
We observe that in any case, the sum factorization approaches are faster than
the standard approach. Conforming with the theory, we see that global is
significantly faster than element. Moreover, we obtain that the macro-element
approaches macro and macroN are indeed almost as fast as the global approach
global.
The results are used for fitting the parameters c and e in the formula
t = cpeN(p),
where t is the measured time, N(p) =
∏d
δ=1(p+Kδ−1) is the number of degrees
of freedom and Kδ is the number of elements in the corresponding direction,
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Figure 4: Time in seconds for assembling the stiffness matrix on the 3D domain depending
on the polynomial order p.
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Figure 5: Time in seconds for assembling the stiffness matrix on the 2D domain with macro-
elements depending on the polynomial order p.
i.e., K1 = K2 = 200 for d = 2 and K1 = K2 = K3 = 22 for d = 3. The fitted
curves are dashed in Fig. 3–6. The fitting procedure yields the following values
for the exponent e:
2D domain 3D domain
theory experiments theory experiments
standard 6 4.98 9 8.05
element 5 3.92 7 5.18
macroN 4 3.26 5 3.75
macroR 5 3.99 6 4.51
macroS 4 3.30 5 3.76
global 4 3.47 5 3.70
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Figure 6: Time in seconds for assembling the stiffness matrix on the 3D domain using macro-
elements depending on the polynomial order p.
We observe that the exponents e obtained in our experiments are significantly
lower than those predicted by the theory. We believe that the huge difference
between the speed in performing computation and the speed in accessing mem-
ory in modern processors, is masking one order in p. For the 3D example,
there is also another reason: the fitting is distorted by the small number of
elements, i.e., the approximation pdN ≈ #X does not apply: Lδ = 22 so that
pNδ = 22p+ p
2 − p is twice bigger than #Xδ = 22p for p = 20.
In Fig. 7 and 8, we report the assembling times using a proof-of-concept multi-
threaded approach based on macro-elements of size p× p in 2D and p× p× p in
3D (macroS). To have a sufficient number of macro-elements the 2D domain is
split in 2000×2000 elements and the 3D domain is split in 64×64×64 elements.
The lines correspond to the polynomial orders p = 4, 6 and 8, and the abscissa
is the number of parallel threads. The tests have been executed on a dual
socket machine with Intel(R) Xeon(R) CPU E5-2695 v4 running at 2.10GHz.
The figures show that the macro-element approach is viable to parallelization.
Table 1 shows the corresponding speed-up factors, i.e. the ratio between the time
for the single-threaded execution and the time for the multi-threaded execution.
8. Conclusions
We have developed a unified complexity analysis for sum factorization ap-
proaches. The theory shows for several discretizations of interest in Isogeometric
Analysis that the computational costs can be reduced significantly by using sum
factorization. One of the advantages is that sum factorization can be applied
with any tensor product quadrature and that it yields, up to machine precision,
the same matrix as the standard approach. In particular, significant savings are
already achieved using standard Gauss quadrature.
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threads
dim p 1 2 4 6 8 12 16 20 24 28 32 36
2 4 1 1.9 3.5 4.7 5.9 7.6 9.3 10.6 11.3 12.4 13.5 12.8
2 6 1 2.0 3.6 4.9 6.2 8.5 10.3 11.9 14.0 15.2 15.8 16.1
2 8 1 2.0 3.8 5.1 6.6 8.9 11.0 13.2 15.2 16.9 18.4 19.8
3 4 1 1.9 3.7 5.2 6.6 8.9 11.0 12.9 14.2 16.7 15.0 17.4
3 6 1 2.0 3.7 5.2 6.6 9.0 10.9 12.8 14.3 15.2 15.6 17.6
3 8 1 2.0 3.7 5.0 6.6 8.3 10.9 11.4 13.6 13.6 17.4 17.5
Table 1: Speed-up factors for assembling the stiffness matrix using a parallel macro-element
implementation.
1 2 4 8 16 32
100
101
102
103
p = 4
p = 6
p = 8
Figure 7: Times in seconds for assembling the stiffness matrix on the 2D domain using a
parallel macro-element implementation.
We show that sum factorization does not yield its optimal complexity if it is
applied on each element separately. However, one does not need to apply it
globally to obtain its optimal complexity: it is sufficient to apply it to blocks of
at least p elements in all directions, but one.
Moreover, we have shown that parallel implementations of localized sum fac-
torization are a viable strategy for fast assembling of the system matrix in IgA
applications.
Additionally, we have examined the computational costs for matrix-free ap-
proaches. For weighted quadrature, cf. [23], the estimates (22) and (50) show
that the costs are h pN , which is is a factor of pd less than the assembling of
the matrix, cf. (17). We see that Gauss quadrature does not allow an analogous
speedup. The estimates (21) and (49) show that, in this case, the potential
saving of a matrix-free approach corresponds only to a factor of p.
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Figure 8: Times in seconds for assembling the stiffness matrix on the 3D domain using a
parallel macro-element implementation.
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