We have evaluated the pitfalls in reporting sample size calculation in randomized controlled trials (RCTs) published in the 10 highest impact factor anaesthesia journals.
recalculate the sample size, the variation in the replicated sample size was greater than 10%. 6 Major deficiencies in sample size calculations were also reported by other specialties. [7] [8] [9] [10] [11] Previous reports indicated significant improvement in the frequency of reporting of sample size calculation from 52 to 86% in anaesthesia journals. 12 13 However, the integrity of sample size reporting for RCTs published in anaesthesia literature was not previously evaluated. This systematic review evaluated the pitfalls in reporting sample size calculation in parallel-group superiority RCTs published in the 10 highest impact factor anaesthesia journals during a 1 year period.
Methods
The Medline database was searched via 'Pubmed' using the search terms 'randomized controlled trials', 'controlled clinical trial', and 'randomized controlled trial' for the period from January to December 2013. The tables of contents and the abstracts of clinical reports published in all issues of 10 of the leading anaesthesia journals were also screened to identify the relevant RCTs ( Fig. 1 ). The choice of the included journals was based on their impact factor ranking at the time of conceptualization of this systematic review. All superiority RCTs with parallel-group designs were included in the analysis. Randomized controlled trials with crossover or factorial design, those involving animals, and simulation or manikin studies were excluded. Two of the authors (M.A. and A.M.) independently extracted data from the full text of the selected articles relating to the design and sample size calculation in duplicate. Any disagreement was resolved by discussion. We created a checklist to assess the frequency and adequacy of reporting of sample size estimation (Table 1) . Sample size calculation was considered to be done if the authors explicitly stated this in the methodology section. Furthermore, we checked for the availability of a clearly specified primary outcome measure, the basic components of sample size calculations, 15 and the source for estimating the minimal expected effect size. An effect size (Δ) is a standardized measure that describes the magnitude of the difference between study groups. 16 The effect size was calculated using formulae outlined in Appendix I according to the type of the primary outcome and the number of the groups in each RCT [16] [17] [18] (Appendix I).
The number of patients randomized and the observed effect sizes were extracted from the results section. We also noted
Studies assessed for eligibility: 231 whether the results of the trial were statistically significant for the primary outcome. The reviewers were not blinded to the journal name and authors. Sample size replication was primarily done using the same software and statistical test specified by the authors. In studies not reporting sample size estimation software, the Power Analysis and Sample Size (PASS 13 software; NCSS, LLC, Kaysville, UT, USA) was used for replication. Replicate estimations were done for studies providing all the required components for sample size estimation. For RCTs missing the details of the statistical test, we used the formulae adapted for χ 2 test and two-tailed Student's t-test for binary and continuous end points, respectively. [19] [20] [21] When adjustments for multiple testing
were not reported, we assumed no adjustment had been applied. Sample size replication was not possible for studies that did not report the expected effect size. The difference between the reported and replicated sample size was defined as the reported sample size minus the recalculated sample size divided by the reported sample size. 6 A difference of 10% or more indicated important deviation from the reported sample size 6 and was confirmed by expert statistical consultation. 6 8 The magnitude of the expected and observed dropout rates was recorded.
The difference between the expected minimal effect size and the observed effect size in the primary outcome was considered the Δ gap. 22 The magnitude of the Δ gap was compared between studies with positive and negative outcomes. Furthermore, the impact of the source for assumption of the expected effect size on the Δ gap was evaluated. Post hoc power calculation was performed using standardized formulae for each study that reported a non-significant difference in the primary outcome. 23 
Statistical analysis

Results
A total 231 RCTs were identified during literature search. Of these reports, 194 studies were enrolled in the analysis and 37 did not fulfil the prespecified inclusion criteria. 14 Sixteen studies (8.3%) did not report any calculation for sample size, while 178 (91.7%) reported one or more of the essential parameters of sample size estimation (Fig. 1) . Most of the included studies did not specify the statistical test and the use of one-tailed or two-tailed hypothesis for sample size calculation. The α error was most frequently set at 5%, and the reported power of the studies ranged between 70 and 95%. Thirty-four of the enrolled studies included more than two groups, but only three studies used Bonferroni correction to adjust the level of α error to compensate for multiple comparisons ( was not possible because of unspecified expected effect size ( Fig. 1 ). Our analysis indicated that the replicated and reported sample sizes were different in 46 (32.2%) studies. This difference exceeded 10% in 41 (28.7%) studies. Ninety-two studies reported a compensation for a possible dropout rate. However, the observed dropout rate at the conclusion of the study was significantly lower than the expected rate ( Table 3) .
The median expected effect sizes for dichotomous and continuous outcomes were 0.5 (IQR 0.4-0.63) and 0.8 (IQR 0.6-1.0), respectively. The median observed effect sizes for dichotomous and continuous outcomes were 0.42 (IQR 0.2-0.6) and 0.7 (IQR 0.3-1.0), respectively. The overall median Δ gaps for dichotomous and continuous outcomes were 9% (IQR −5 to 30%) and 9% (IQR −30 to 30%), respectively. In studies with positive outcome (73.7%), the expected and observed effect sizes were not significantly different [Δ gap −6.0%, 95% confidence interval (CI) −14 to 2.0%], P=0.1. In the studies with negative outcomes (26.3%), the expected effect size was significantly higher than the observed effect size (Δ gap 42%, 95% CI 32-51%), P<0.001. The mean (95% CI) post hoc power of studies with negative outcome was 20.2% (13.4-27.1%).
The assumption for the expected difference and variance between the control and intervention groups was based on relevant published reports in 92 (51.7%) studies and on pilot studies in 29 (16.3%) studies, while 57 (32.0%) studies did not specify the source of the expected difference. The Δ gaps were smaller for RCTs using pilot studies for estimating the magnitude of the expected effect size (P=0.008; Fig. 2 ).
Discussion
The results of this systematic review indicated that sample size calculation is frequently reported, in 91.7% of RCTs published in leading anaesthesia journals. However, the details of the basic elements required for appropriate sample size calculation or replication are not consistently reported. In almost one-third of the enrolled RCTs, the variation in the replicated sample size was greater than 10% and the assumption for the expected minimal effect size was not supported by relevant published literature or pilot studies. Studies with a negative outcome were associated with significant overestimation of the expected effect size. In contrast, the least variations between the expected and observed effect sizes were encountered in RCTs using pilot studies as a source for estimating the minimal expected effect size.
In line with the findings of this systematic review, variations between the reported and replicated sample sizes have been reported at the protocol development stage, 24 25 in trial registration databases, 26 and after publication in high-impact medical journals. 6 This finding is difficult to explain and could be related to the suboptimal cooperation between expert statisticians and clinical investigators. Involvement of a statistician in sample size calculation has been recommended 15 27 and was used in the present systematic review. Using multivariate logistic regression, Koletsi and colleagues 8 recently reported that the involvement of a methodologist in planning statistical analysis and trial design is associated with two-fold higher odds in adequate reporting of sample size calculation (odds ratio=1.97, 95% CI 1.10-3.53). However, the final outcome of sample size estimation cannot be guaranteed without a clear estimate and justification for the expected clinically important effect size by the investigator. 28 29 The rationale for choosing a predetermined magnitude for the expected effect size was not adequately justified in RCTs included in this systematic review. A recent evaluation of research protocols submitted to UK ethics committees indicated that only 3% provided a reasoned explanation for the chosen effect size. 24 The effect size is one of the most important indicators of clinical significance. Unfortunately, this fact is frequently overlooked, and many researchers mistakenly relate statistically significant outcomes with clinical relevance. 30 The concept of clinical relevance in the primary outcome is identified in literature by what is called the minimal clinically important difference (MCID), defined as 'the smallest change that patients perceive as beneficial or detrimental, and is useful to aid the clinical interpretation of health status data, particularly in response to intervention'. [31] [32] [33] The use of the MCID in calculation of appropriate sample size for RCTs is expected to improve their clinical relevance and offers a threshold above which outcome is experienced as relevant by the patient. 34 The concept of MCID was not addressed in the RCTs included in this systematic review, but the source used for estimating the expected effect size and variance was identified in 68% of studies The use of pilot studies was recognized by 90% of responders as a source for identifying the minimal expected effect size required for sample size calculation. 35 Clinical trials using data derived from pilot studies for sample size calculation were associated with the smallest Δ gaps between the expected and observed effect sizes. However, pilot studies are generally underpowered and could yield an imprecise estimate of the difference in the population. 36 37 The use of the upper limit of the 95% CI of the variance derived from internal pilot studies has been shown to improve the precision of sample size estimation. 38 For RCTs using variance derived from an external pilot study or published literature, the use of the 60% upper confidence limit of  has been recommended. 39 An additional strategy to optimize sample size calculation is the use of a prespecified adaptive approach that allows recalculation of the sample size during the course of a clinical trial, with subsequent adjustments to the initially planned size. 40 This approach is based on revision of the event rate, the variance, or the treatment effect. 41 The expected and observed effect sizes were significantly different only in studies with negative outcomes. This might indicate overestimation of the expected treatment effect in the intervention group. Consistent with our findings, Aberegg and colleagues 22 investigated the possible bias in the design of RCTs reporting negative results in mortality in adult critical care settings. The mean expected and observed differences in mortality rates were 10.1 and 1.4%, respectively (P<0.0001), with a Δ gap of 8.7%. 22 Two possible explanations were suggested to account for the increased Δ gap in negative trials; first, the investigators might adjust the expected effect size to reduce sample size, 'sample size samba', 8 27 and second, the unrealistic optimism about the efficacy of treatment in the intervention study arm. 36 42 This systematic review elicited several factors that might be associated with unrecognized underpowered RCTs; these include: inappropriate estimation of the expected effect size, incorrect mathematical estimation of sample size, failure to achieve the minimal target sample size, and waiving of sample size calculation. An earlier study assessing the quality of RCTs published in anaesthesia literature reported that 72% of studies that had negative results did not consider the possibility of an underlying type II error and inadequate a priori sample size estimation. 12 It has been suggested that many of the published anaesthesia studies are underpowered. 3 43 This is supported by the results of our post hoc power calculation for RCTs with negative outcome. It should be noted, however, that combining the MCID with the 95% CI has been suggested as a valuable strategy for a more appropriate clinical interpretation of the outcome of negative RCTs. 30 44 45 If the MCID lies within the 95% CI of the observed effect size, the treatment may be clinically effective regardless of the point of estimate. 30 Randomized controlled trials that are too small could be deceiving, either by missing sensibly direct treatment impacts that would be clinically paramount or by overestimating the effect of treatment and finding it significant merely by chance. 46 47 Furthermore, it is generally considered unethical to enrol participants in underpowered trials with low potential to provide a reliable answer to the research question. 47 The same ethical concern extends to exposing patients to unjustified risks in large clinical trials with overestimated sample size. 48 The dropout rate during the conduct of RCTs may complicate statistical analysis by introducing bias in the findings and reducing statistical power. 49 Long-term follow-up has been associated with increased dropout rate. 50 Apart from the relatively high dropout rate that might be encountered in chronic pain studies, 51 RCTs evaluating anaesthetic interventions tend to have short follow-up periods. This could account for the relatively low (4.6%) observed attrition rate in the present systematic review. This finding could be used as a guide in optimizing sample size calculation for future RCTs in anaesthesia. Appropriate sample size estimation commonly integrates scientific precision and available resources. 52 There is currently an emerging approach incorporating study-specific optimal α and β errors that considers the clinically relevant effect size and the cost rather than the statistical significance in sample size estimation. 53 54 The ultimate goals of this approach are to improve the feasibility of the study and to minimize the consequences of type I and II errors on clinical decision making. In most of the RCTs included in this review, the α and β errors were commonly set by convention at a level of 5 and 20%, respectively. Studies that compared more than two groups did not indicate that adjustment of α error was considered to compensate for multiple comparisons. A similar observation was reported in a recent review of the integrity of sample size determination in original research protocols. 24 Anaesthesia trials frequently use a longitudinal design to assess the change in groups' outcome at multiple time points. 55 Multiple end points, multiple treatment arms, or interim analyses of the data require α error adjustment. 56 It has been estimated that reducing the α error from 0.05 to 0.01 to compensate for five multiple tests will almost double the minimal sample size at a study power of 90%. 37 Furthermore, estimation of sample size among studies with repeated measures mandates identification of variance at each time measurement and the pattern of correlation among pairs of repeated measurements. 57 Therefore, for a multi-arm study or a study with repeated measures, it would be useful to conduct a pilot study to provide sufficient details about the pattern of mean, mean difference, and the variances of response variable at each time point. 58 Inadequate description of sample size calculation continues to be reported [7] [8] [9] [10] [11] despite the recommendations of the CON-SORT 2 and the Standard Protocol Items: Recommendations for Interventional Trials (SPIRIT) 59 groups. Adherence to these recommendations has been reported to be suboptimal in anaesthesia, 60 critical care, 61 and other medical journals. 62 63 Furthermore, the instruction and obligation to adhere to all the elements in the CONSORT checklist in journal author guides has been reported to be heterogeneous. [64] [65] [66] [67] We therefore developed a simple structured algorithm based on our results and on review of the literature to guide investigators to conduct and report sample estimation appropriately (Fig. 3) . We also suggest that the transparency could be improved by adopting an obligatory short checklist of all the basic elements of sample size calculation at the different stages of designing and reporting of RCTs. Our assumption is in line with the recommendation of the World Health Organization Minimal Registration Data Set 68 and is supported by the finding that perfect 100% compliance was reported in obligatory data, while a variable adherence was observed in optional data in one of the most popular trial registration databases. 69 Our review has some limitations. First, we have restricted our reappraisal of sample size estimation to parallel-group superiority RCTs to ensure uniform conclusions; therefore, our findings cannot be extended to other types of RCTs or other study designs. Second, our literature search covered all issues of the 10 highest impact factor anaesthesia journals published in 1 year. Probably, a wider spectrum could have pointed out additional shortcomings in sample size calculation. However, we planned to have the most up-to-date status of this issue by including only RCTs published in 2013. Third, we extracted relevant sample size data from published RCTs. Comparisons with the original study protocols of registered trials were not considered. Registration of intervention clinical trials is increasingly required in anaesthesia 70 and other medical specialties. 71 However, at the time of preparation of this systematic review, some of the selected journals were not yet adopting a compulsory prior trial registration policy. 72 In conclusion, the results of this systematic review indicated that despite a high frequency (91.7%) of sample size reporting, some of the required basic assumptions for calculation were deficient or not supported by plausible reasoning in 19.7 and 32% of studies, respectively. This could explain the large differences between the design assumptions and the observed data. The continued suboptimal reporting of sample size estimation calls for more strict guidelines at the different stages of designing and reporting of RCTs. We suggest that the use of our proposed simple algorithmic approach at the design stage and an obligatory checklist in journals' author guides could improve the integrity of reporting sample size calculation. A follow-up future evaluation will be required to validate this recommendation.
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Binary primary outcome
• For studies including two groups, the effect size was calculated using the following formula:
ð p1 À p2Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi P ð1 À PÞ p where p1 and p2 are the proportions in the two groups and P ¼ ð p1 þ p2Þ=2 is the mean of the two values. 5 • For studies with more than two proportions, χ 2 statistics was used to estimate the effect size.
where ω is the effect size, O ik and E ik denote the observed and expected proportion, respectively, m is the total number of cells and i the cell number.
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