Abstract-We present a fast mechanism for determining which channel code that was used on a communication link. In the proposed scheme, the receiver does not need to receive the entire data to determine the actual code. Moreover, the proposed scheme can also be used to determine the interleaving/scrambling sequence that was used at the transmitter. We investigate the performance of the scheme for some standard convolutional codes.
I. INTRODUCTION
Adaptive modulation and coding (AMC) is used to meet high demands on throughput in modern wireless systems [1] . The idea is to change the modulation format and coding rate on the fly in order to adapt to a changing channel quality. This adaptation mechanism is typically supported by a control channel on which the currently used modulation and coding parameters are signaled. These control channels themselves are quite information heavy in a modern wireless system and would benefit from the use of AMC in order to conserve channel resources in favor of payload data. Then in principle the modulation and coding parameters of these control channels would need to be sent over a "control-channel for the control channel", and so on. However, instead of explicitly signaling the AMC parameters, one can use so-called blind decoding.
The basic idea of blind decoding is to blindly try to decode the data collected from the channel by trying different combinations of modulation formats, channel codes and code block lengths. The set of valid combinations to try is agreed upon on beforehand. The blind decoding is supported by a cyclic redundancy check (CRC) added to the information sequence. If the CRC matches after a decoding attempt then it is assumed that the correct modulation format, channel code and block length have been found and that the data is uncorrupted. In some multiuser wireless systems such as 3GPP long-term evolution (LTE), the CRC check is also used to pinpoint the intended recipient of the transmitted information, by using user specific CRC codes [2] . As an illustration of how blind decoding is implemented in practice, the Appendix describes the procedure for the physical downlink control channel (PDCCH) decoding in LTE. The blind decoding type of adaptive modulation and coding comes at the price of a decoding delay and more importantly energy consumption in the decoder on the receiver side. Given that the receiver is a mobile device with limited battery capacity, the latter is of some concern and any reduction in the decoding complexity incurred by the blind decoding strategy would be valuable.
II. RELATED WORK AND CONTRIBUTION
In [3] a solution to decrease the computational effort of the blind decoding for LTE is proposed. The idea is to limit the number of combinations in which the control data blocks may be arranged and located in the control channel elements (CCE), hence reducing the search space. For example, a treebased concatenation of CCEs is proposed, where the largestsized CCE aggregation is a concatenation of smaller-sized CCE aggregations. To find the correct aggregation of CCEs, a terminal starts with the set having the smallest-size of CCE aggregation and continues with the combinations of those smaller-size CCE aggregations to search for a larger size CCE aggregation and so forth. In [4] , a solution to decrease the number of blind decoding attempts for high-speed downlink packet access (HSDPA) is proposed. The idea is to decode the received data partially for each parameter/location combination in the search space and early terminate the decoders that yield low quality metrics. The quality metric can be cumulative log-likelihood ratios for instance. In [5] , an algorithm to estimate the parameter of a convolutional code from noisy observations in a binary-symmetric channel (BSC) is proposed. The algorithm is based on so-called Expectation Maximization (EM). The authors showed that the computations can be simplified by using the concept of log-likelihood ratio algebra [6] . A solution to decrease the detection errors of blind detection for the LTE standard was proposed in [7] . A PDCCH transmission employs circular buffer based rate matching for a rate-1/3 tail-biting convolutional code (See the Appendix). Due to repetition of coded bits and search space overlapping between different CCE aggregation levels, multiple aggregation levels may pass the CRC checking. The idea therein is to modify the circular buffer, for instance by excluding at least one coded bit from the circular buffer, such that the control information can be decoded unambiguously by the users.
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III. PRELIMINARIES: LOG-LIKELIHOOD RATIO ALGEBRA
Let us first introduce the notation that we will use throughout the paper. For a binary random variable X, let
Similarly, the a priori log-likelihood ratio (LLR) of X and the a posteriori log-likelihood ratio of X given Y are defined as Λ(X) = log(L(X)) and Λ(X|Y ) = log(L(X|Y )), respectively. Note that by the Bayes' rule,
and thus
. . , Y n are independent random variables, then for a binary random variable X,
Suppose that X 1 , X 2 are binary random variables and that Y 1 , Y 2 are random variables and let ⊕ denote the binary addition over F 2 . It can be shown that
where denotes the box-plus operation [6] . More precisely,
with ∞ = , −∞ = − and 0 = 0. By using induction, one can further prove that for binary random variables X 1 , X 2 , . . . , X n and random variables
The box-plus operator has the associative property, that is
which can be used to compute (2) recursively. Finally, it is worth mentioning that in [6] , the well-known approximation of the box-plus operation is presented,
Also in [8] , other methods to approximate (2) were proposed which provide a better approximation than (3). These approximation methods can be used to find (2) more efficiently.
IV. PROPOSED SCHEME
. . , b M denote the information bearing bits and let c 1 , c 2 , . . . , c N denote the corresponding coded bits obtained from the channel encoder. The coded bits are transmitted to the receiver through a communication channel. Let y 1 , y 2 , . . . , y N denote the corresponding received sequence at the receiver. We assume that the channel code which is used at the transmitter is unknown to the receiver, but we assume that the code has been chosen from a set of possible codes which we call the candidate set. Thus the receiver wants to determine which of the channel codes in the candidate set was used by the transmitter to encode the data.
Equation (2) suggests an algorithm that might be applied in order to determine whether a specific code was used at the transmitter to encode the data or not. The key observation is that for any code we will have parity check relations of the form
for some i and P 1 (to be defined later on). Now given that the propagation channel is not bad (i.e., the received signal to noise ratio (SNR) is high enough), then the "syndrome posterior probability"
should be large. Hence by collecting enough observations i and combining the corresponding conditional LLRs γ i , one can decide if a given code was used. As discussed earlier, equation (2) can be efficiently implemented to compute the conditional LLRs fast.
We exemplify the proposed scheme using the standard rate-1/2 convolutional code with constraint length 4, depicted in Figure 1 . For this code, at each time instant i, we have
and c Herein, we assume that the coded bits are labeled as
1 , . . . , c
i , . . . rather than the conventional labeling (that is the sequence c 1 , c 2 , . . .). Let
1 , . . . , y
i , . . .
denote the corresponding received sequence at the receiver.
Using the syndrome former of the code, it is easy to see that
Therefore, the syndrome posterior probability, 
. , γ K ]
T we may decide if the transmitter had used the given convolutional code to encode the data or not.
V. STATISTICAL TEST FOR DETECTION
In this section, we will propose two detection algorithms that can be used to determine whether a certain channel code was used to encode the data.
A. A Simple Approach
As a simple test, one may compare the cumulative metric
with a threshold, say η, to determine whether a given code was used at the transmitter to encode the data, that is,
where the hypothesis H 1 means the correct code was used at the transmitter and H 0 means that the transmitter used some other code.
B. A GLRT-Based Approach
As a more systematic but still heuristic approach to the test, one can design a statistical test based on the observed sequence
T . In order to do so, one needs to know the probability distribution of γ under the two hypotheses. Obtaining the exact distribution of γ is not a trivial problem. However inspired by much of the coding theory literature, we will assume that γ has a Gaussian distribution under the two hypotheses. More precisely, we approximate each γ i as i.i.d. Gaussian random variables of the form
where λ, σ 
A final step to design the test is to find/estimate the nuisance parameters. This can be done for instance by marginalization of the probability distributions with respect to the nuisance parameters. This approach is referred to as the Bayesian approach [11] and it requires a priori information on the distributions of the nuisance parameters. Alternatively a generalized likelihood ratio test (GLRT) may be used to distinguish between H 0 and H 1 [11] :
We will use the GLRT-based approach in this paper. A direct calculation shows that the GLRT test (9) can be expressed equivalently asσ
VI. ILLUSTRATION
We evaluate the performance of the proposed scheme for rate-1/2 convolutional codes with four different constraint lengths C. We assume that the transmitter picks one of the codes with equal probability to encode the data. We form two hypotheses H 1 and H 0 where under the hypothesis H 1 , the true code with C = 4 is used at the transmitter to encode the data and under the hypothesis H 0 , one of the rate-1/2 convolutional codes with constraint lengths C = 3, C = 6 or C = 8 is chosen to encode the data. The coded bits are transmitted over an additive white Gaussian noise (AWGN) channel using binary phase shift keying (BPSK) modulation. At the receiver, we first compute the posterior LLR Λ(c i |y i ), for i = 1, · · · , N and we use the proposed algorithm to determine whether the true code was used at the transmitter to encode the data. We recall that, for the rate-1/2 convolutional code with constraint length C = 4, the syndrome posterior probability is given by (5) . Therefore, the syndrome posterior probability vector γ = [γ 1 , · · · , γ K ] is obtained for the two hypotheses which would be used to determine if the true channel code was used to encode the data. Figures 2 and 3 show the cumulative metric γ(K) as a function of the observed interval K for different codes. Results are plotted for two random (anecdotal) channel realizations. The SNR is 5 dB for all curves in Figure 2 whereas the SNR is 10 dB for all curves in Figure 3 . The dashed lines illustrate the mean values of γ(K). We can see that the cumulative metric γ(K) is a noisy linear function of the observed interval K for the true code C = 4 but not for the other codes. Also as expected, we see that by increasing SNR, the mean value as well as the cumulative metric for the true code increase.
For a more quantitative comparison we show the receiver operating characteristic (ROC). That is we plot the probability of correctly detecting the true code (probability of detection) versus the probability of mistaking one of the wrong codes for the true code (probability of false alarm) for the two detection algorithms defined in Section V. Figures 4 and 5 show the ROC of the scheme for two different values of SNR and also four different values of the observed interval K. As we see from comparing the figures, increasing the SNR improves the detection performance. Also we see that for all cases, by increasing the observed interval K a better performance can be achieved. We can also see that the test based on the first scheme outperforms the GLRT based approach in this example.
VII. CONCLUSION
We have proposed an algorithm that facilitates fast blind detection of channel codes. The algorithm does not need to know the exact length of the coded block in advance and hence it can be applied in any system that uses blind decoding (LTE for instance). Continued work on this idea may include the characterization of asymptotic performance of the scheme when SNR grows as well as generalizations to arbitrary channel codes and also the evaluation of the scheme in fading channels with imperfect channel state information. 
APPENDIX BLIND DECODING MECHANISM IN LTE
In LTE, the physical downlink control channel (PDCCH) supports different transmission formats for the downlink control information (DCI), which are a priori unknown to the terminals. Each terminal will find its information by blindly decoding the incoming information by trying a set of possible formats. More precisely, the transmission of control information in LTE can be described as follows. There are five DCI formats with different message sizes. Based on the factors such as cell-coverage, the number of terminals in the cell and the scheduling granularity, one format is chosen as the downlink control information format. Prior to transmission, a terminal-specific CRC is appended to each control message. The attached CRC is used by each terminal to find the control information. After attaching the CRC, the control information bits are encoded with a rate-1/3 tail-biting convolutional code and the rate is matched to fit the amount of resources available for PDCCH transmission by using a circular buffer. The mapping of PDCCHs to physical resource elements is subject to a certain structure which is based on so-called control channel elements (CCE). Each CCE consists of 36 physical resource elements. Based on the instantaneous channel condition and the DCI format, the PDCCH for each terminal is mapped onto a set of CCEs. Since various aggregations of the CCEs may be used for the transmission of control information, the terminal needs to blindly detect the format of the PDCCHs by testing different CCE combinations. To reduce the complexity of the blind decoding process in LTE, the search space of each terminal which describes the set of CCEs that the terminal is supposed to monitor for possible control message is limited to 44 possibilities per frame [2, Section 16.4] .
