Abstract. Sarason has remarked that several interpolation theorems for analytic functions defined in the unit disc can be unified in an operatorial frame in Hilbert space; this line of research has lead to the commutant lifting theorem of Sz-Nagy and Foias, which is a basic result in the theory of contractions on a Hilbert space. In the present paper we obtain a generalized interpolation theorem for analytic (operator-valued) functions defined in the polydisc, analogous to Sarason's one variable result. The main tool is a representation theorem due to Agler. 0. Introduction. Interpolation problems for bounded analytic functions in the unit disk have been studied for at least one century. The simplest ones are the Nevanlinna-Pick case, in which the constraints on the functions are the values in a finite number of points, and the Caratheodory-Fejer, where the first finite number of Taylor coefficients of the development of a function are prescribed. In all these cases, one imposes a size constraint on the function: say, its supremum norm should be smaller than 1.
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Starting with the paper of Sarason ([S] ), it has been realized that there exists a natural operatorial frame which unifies all function theoretic problems. The setting is the following: the algebra of bounded analytic functions is identified with the algebra of analytic multiplication (Toeplitz) operators acting on the Hardy Hilbert space H 2 (D), while the interpolation conditions are translated in the existence of a subspace of H 2 , semiinvariant with respect to Toeplitz operators, and the compression of the multiplication operator to this subspace. The most general result in this direction is the intertwining lifting theorem of Sz-Nagy and Foiaş ( [SNF] ), which has found subsequently many applications, including applied areas like system theory.
The generalization of these interpolation theorems to several variables (that is, to bounded analytic functions on the polydisc) is a relatively new subject.
To paraphrase the one-dimensional result, it would imply the consideration of a subspace M ⊂ H 2 (D d ), semiinvariant for the d operators of multiplication by the variables, and of a contraction X on M commuting with the compression of these multiplications. The problem would be to lift X to a contractive Toeplitz operator on the whole H 2 (D d ). The most simple case, the Nevanlinna-Pick problem, has been solved only recently ( [Ag] , [AgMC] , [BT] ). It also points out that a direct analogue of the one-dimensional problem is not possible, and that we have either to restrict the hypothesis or to relax the conclusion.
The second alternative has been achieved, most notably by M. Cotlar and C. Sadosky in [CS1] , where they obtain two-variable commutant lifting theorems in the more general context of abstract scattering systems. When specialized to the intertwining lifting problem, their result produces two "partial" interpolating Toeplitz operators. Also, partial results on 2-dimensional commutant lifting (in a purely operator-theoretic setting) have been given by Arocena [Ar] .
This paper adopts the other point of view; inspired by the quoted results on the Nevanlinna-Pick problem, we will impose supplementary conditions on the contraction X. These turn out to be necessary and sufficient for a conclusion similar to that of the one-dimensional intertwining liftings.
However, there is still a subtlety, which already plays an important role in the seminal paper [Ag] . It turns out that there is an essential difference between dimension 2 and larger dimensions. This is related to the validity of the (generalized) von Neumann inequality in the case of two variables (a consequence of Ando's theorem [An] ). The inequality is not true in general in higher dimensions ( [V] ), where one has to restrict oneself to a special subclass of bounded analytic functions.
Thus, our main result (Theorem 5.1 below) is a complete analogue of the one-dimensional result only in the case of d = 2. However, the introduction of the restricted interpolation class S d (E, E * ) (see Section 3) seems to be relevant from the point of view of interpolation. Also, there is an interesting relation to multidimensional linear systems,to which we will allude in Section 4; for more complete results, see [BT] .
Finally, let us note that the basic ideas in the development of this paper appear in [Ag] , which proves a representation formula for functions in the restricted interpolation class (formula (3.2) below). This formula is implicitly reproved on the way towards Theorem 5.1.
Preliminaries
. Let E and E * be separable Hilbert spaces. We will be concerned with analytic functions defined on the polydisc
The main notation is the following:
d a n , a n = a n 1 ,... ,n d ∈ E, and f 2 = n 1 ,... ,n d ≥0 a n 2 <
is the Banach algebra of all bounded analytic functions φ :
For φ analytic (vector or operator-valued) and r < 1, we denote, as usual, φ r (z) = φ(rz 1 ,... ,rz d ).
If
In particular, the multiplications by the coordinate functions
φ in the ultraweak topology.
Proof. All operators in question are uniformly bounded, so it is enough to check weak convergence on a dense set. Define
, and their linear span (for w ∈ D d ,ξ ∈ E) is dense. The reproducing kernel property of these functions implies that
It follows that the relation
Specializing to E = E * = C, we obtain scalar functions; since the consideration of the vector-valued case asks only that care be taken with notation, we have found it worthwhile to present the more general case.
2. Conjugacy operators. If R is an operator on a Hilbert space H, the corresponding conjugacy operator on L(H) is M R (X) = RXR * , X ∈ L(H). It is immediate that M R is monotone and multiplicative, and M R = R 2 .
In connection with positivity conditions, we will be often interested by operators of the type I − M R . If the spectral radius of R is strictly smaller than 1, then the same is true about M R ; consequently, I − M R is invertible, with inverse given by the familiar series
is a norm convergent, increasing sum of positive linear operators.
We will use the same notation Σ R (∆) in case the sum is only weakly (equivalently, strongly) convergent. Also, if R 1 ,... ,R s are commuting operators, we will say that Σ R 1 ···Σ R s (∆) is convergent if the increasing multiple series of positive operators
Suppose now that we have, as in the preceding section, invariant subspaces
Proof. It is enough to compute, taking into account the fact that
To state more conveniently the next result, we will introduce some supplementary notation. Denote, for ∆ ≥ 0,
Also, we will have notation for "partial sums":
, and Π (N) i depend on will always be obvious from the context, so we prefer not to complicate the notation by indicating it explicitly.
Fix N ∈ N, and apply to this inequality the composition of the d monotone operators Σ
. We obtain
When N → ∞, the last term tends to
by its definition, so we must have G i = 0, and consequently Γ i = 0 for all i = 1,... ,d.
Fractional transforms. A basic role in this context is played by
Agler's representation theorem, which allows one to write certain functions in H
) as fractional transforms (or, in system theory language, a realization as the transfer function of a d-dimensional system), generalizing the fundamental 1-dimensional result of Sz-Nagy-Foias ( [SNF] ). Precisely, this means the existence of a Hilbert space H = H 1 ⊕ ··· ⊕ H d and a unitary operator U ∈ L(H ⊕ E,H ⊕ E * ), which with respect to this decomposition is written
For further use, note that corresponding to the direct sum decomposition of
−1 XB is a contraction; this follows from a straightforward computation which yields
It follows then from formula (3.
But there is more that can be said: the representation (3.2) implies a von Neumann type inequality for the function φ.
or by direct replacement in the power series; that is, if φ(z) = z
) a commuting collection of strict contractions on a Hilbert space K. This class has been introduced by Agler ([Ag] ). By taking
Proof. The representation (3.2) implies that
whereR ∈ L(H ⊗ K) is defined, via the identification
. This is also a fractional transform, corresponding to the unitary operator
applied to the strict contraction X =R ∈ L(H ⊗ K). According to the remark at the beginning of the section, the result Y = φ(R 1 ,... ,R d ) is also a strict contraction.
The main part of Agler's theorem is the reverse of Lemma 3.1. Its proof will be included in Theorem 5.1. Meanwhile, keeping the same notation, we will obtain in this section other consequences of representation (3.2).
Then Ω is contractive and the
Proof. Consider the analytic function F (z) defined on the polydisc by the formula
For any r < 1 we have, by Cauchy's formula,
and thus
It follows then that, again for z = (re it 1 ,...
Making r → 1, we obtain that Ω is a contraction.
With the notation of Lemma 3.2, denote the adjoint of the contractive map Ω :
One can also view the vector x as a constant function in H 2 (D d , E); then, using Lemma 2.1,
and hence we have (3.4) (T and thus
Together with (3.4), we see that U * maps
Since U is unitary, it follows that
Together with Lemma 2.1, (3.6) is equivalent to
Applying Π (N ) to both sides, we obtain, for any
The above relation becomes then
Since such vectors are dense in H 2 (D d , E * ), it follows that there exist bounded positive operators
4. Intermezzo: Linear systems. There is a nice system theory interpretation of formula (3.2) that is worth mentioning because the supplementary light it throws on the results already obtained. More details can be found in [BT] .
The basic notion is that of d-variable unitary colligation; this is a quadruple (H = d j=1 H j , E, E * , U) as in the preceding section. Then H j is the j-th partial state space, E is the input space, E * is the output space,
is the output operator and D is the feedthrough operator.
One associates to the colligation a d-dimensional discrete time linear system, for which the time variable n is a d-tuple of integers n = (n 1 ,... ,n d ). The input signal u(n) has values in E, the output signal y(n) has values in E * , while the state vector x(n) ∈ H has components x j (n) ∈ H j . As in [BT] , denoting σ j (n) = (n 1 ,... ,n j−1 ,n j + 1,n j−1 ,... ,n d ), the equations of the system are (4.1)
Then the function φ defined by (3.2) is the transfer function of this system; it gives the relation between the input and the output of the system in the case of zero initial conditions. Specifically, suppose for every j = 1,...,d, x j (n) = 0 whenever n j = 0. Then relations (4.1) specify y(n) for n ∈ N d as functions of
Thus Lemma 3.1 states, in a different language, that the transfer function of a unitary colligation is in
, a colligation that has φ as a transfer function is called a realization of φ; thus, Agler's result stated above is that any function in S d (E, E * ) has a unitary realization.
There is also an interpretation of Lemma 3.2 in this context. Suppose all inputs u(n) are 0, x(0,... ,0) = ξ, while x j (n) = 0 if n j = 0 and n = (0,... ,0). We obtain then a sequence of outputs y(n) depending on ξ; the map that associates this sequence to a given ξ is called the observability operator. Its "frequency domain" transform ξ →ŷ(z) is exactly the operator Ω of Lemma 2.1; the lemma states then that the observability operator of a unitary colligation is contractive.
5. Main theorem. This section contains the main result of the paper. It represents a commutant lifting theorem for d-variables on H 2 (D d , E). Applied to a particular case, it reproves Agler's theorem in a slightly different language. All notation remains the same as in the preceding sections.
Theorem 5.1. Let X ∈ L(M,M * ), X ≤ 1, and T * i X = XT i for i = 1,... ,d. Then the following are equivalent:
C is a convex set; in order to show that it is weak- * closed, it is enough (by Eberlein-Shmulyan theorem) to show that the intersection of C with each ball is weak- * closed. But this is easy: if the netG
is uniformly bounded and tends ultraweakly to R, then the bounded netsG 
consisting of the bounded Toeplitz operators). Now, the two main observations about C are the following:
is the projection onto the constants. Therefore RR * −
If Y = T φ , we intend to show that I − Y Y * ∈ C. We will do this by a separation argument; take therefore a trace-class operator Ω on Let us then define, for R ∈ T 0 , C i (R) = S * i R. Then (a) and (b) imply that C i maps contractively T 0 into itself (in the [·, ·]-norm), and hence extend uniquely by continuity to define contraction operators (also denoted by C i ) on T . It is also immediate that C i and C j commute. Therefore, φ ∈ S d (E,E * ) implies that φ(rC 1 ,... ,rC d ) ≤ 1 for all r < 1. Now, the Taylor series development of φ shows that
Therefore, applying Lemma 1.1,
The separation argument implies then that I − Y Y * ∈ C as desired.
where we have used the relations P * S * i (I − P * ) = 0 for i = 1,... ,d. This concludes the proof that (i) implies (iii).
(iii) ⇒ (ii). We begin by applying j (I − M T * j ) to both sides of the equality
For further use, note that
and thus the series Π i (Γ i ) is convergent for all i = 1,... ,d. Applying Lemma 2.1 to (5.1) yields, for h ∈ M * ,
By rearranging the terms, we immediately see that the map with the embeddings of M * into H i , we obtain mappings
Formulas (5.2) imply that the series
Consider then the familiar decomposition U = A B C D , and define the
and (5.5) Φ 1 h . . .
Also, Lemma 3.3 implies that On the other hand, equations (5.5) and (5.7) imply
Therefore, since A * is a contraction,
Finally, (ii) ⇒ (i) is a consequence of Lemma 3.1. The theorem is completely proved.
, the equivalence of (i) and (ii) is Agler's theorem. The class S d (E, E * ) is therefore characterized by the fractional representation formula (3.2). In addition, we would like to point out that all operators appearing in (iii) of Theorem 5.1 are acting on either M or M * . Thus, for interpolation problems, condition (iii) is only determined by the original data.
6. Particular cases. 6.1. The first most noteworthy remark concerns the case d = 2. Indeed, in this case Ando's Theorem on the existence of a joint unitary dilation for a pair of commuting contractions implies the validity of the von Neumann inequality. Consequently,
, and all results are valid for general bounded analytic functions; no exotic subclass is involved. Naturally, many of the preceding formulas also simplify in this particular case: for instance, the product Π i reduces to a single term, etc.
6.2. An important particular case happens if the space M * is finite dimensional. Note that in this case the fact that T * 1 ,... ,T * d ∈ C .0 implies that the spectral radii of these two operators are strictly smaller than 1. Thus, as remarked in Section 2, I − M T * i is invertible as an operator on L(M * ) and its inverse is given by Σ T * i . We may then obtain the following corollary of Theorem 5.1.
Proposition 6.2.1. If M * is finite dimensional, then any of the three conditions in the statement of theorem 5.1 is equivalent to the existence of Γ i ∈ L(M * ), Γ i ≥ 0, such that
Proof. It is easy to show the equivalence of the new hypothesis with condition (iii) in Theorem 5.1. Indeed, in order to obtain (6.1) from (iii) of Theorem 5.1, we apply (
Conversely, we may apply
to (6.1), and define
Formula (6.1) may be used to obtain tangential Nevanlinna-Pick interpolation results, as in [BT] . Suppose we are given, for any p = 1,... ,n, distinct points w (p) = (w
∈ E * . The tangential Nevanlinna-Pick problem asks for the existence of a function
Proposition 6.2.2. The tangential Nevanlinna-Pick problem is solvable if and only if there exist, for i = 1,... ,d, positive matrices (Γ i pq ) n p,q=1 , such that for any p, q = 1,... ,n
Proof. The proof follows the argument that is well known in the one-dimensional case.
Define then the operator X : M → M * by means of its adjoint according to the formula
It is easy to check that X * T * i = T * * i X * , and consequently we may apply Proposition 6.2.1, which yields Γ i ∈ L(M * ), Γ i ≥ 0 that satisfy (6.1). If we denote
Another case in which M * is finite dimensional is the multi-dimensional Caratheodory-Fejer problem. For simplicity, we will consider only the scalarvalued case; this consists in finding a function φ ∈ S d = S d (C,C) for which a finite number of Fourier coefficients are given: if φ(z) = z
The finite set κ is not arbitrary; it has to satisfy the condition "k ∈ κ and k i ≤ k i for any i = 1,...d implies k ∈ κ". In particular, acceptable sets are the rectangle {0 ≤ k i ≤ K i } and the simplex {k 1 + ··· + k d ≤ K}.
The solution of the Caratheodory-Fejer problem is obtained by considering in Theorem 5.1 the subspace M = M * to be equal to the polynomials with support in κ; then the condition on κ implies the invariance of this space to S * i . The operator X ∈ L(M) has, with respect to the natural basis formed by the monomials e k (z) = z
, the matrix coeficients X k,k = φ k−k if k ≥ k and 0 otherwise. Condition (iii) in Theorem 5.1 becomes a condition on matrices with cardκ rows and columns. In this case there is no simpler alternate equivalent condition similar to (6.3); the reason is that the reproducing kernels do not form a generating set. One can write formulas in terms of generalized reproducing kernels, but they become significantly more complicated.
6.3. The space M * in the Nevannlinna-Pick problem is the linear span of a finite collection of reproducing kernels k w,ξ . It is interesting to note that the proof of Theorem 5.1 simplifies in case the reproducing kernels form a generating set in M * (which is the case, for instance, also when
The simplification appears in the proof of the implication (iii) ⇒ (ii). In formula (5.5) we may choose h = k w,ξ , and use the relations T * * i k w,ξ = w i k w,ξ to obtain
The same formula may be obtained for Φ instead of Φ, starting with (5.7). Therefore Φ = Φ on all reproducing kernels; if these generate M * , we obtain Φ = Φ |M * without using Lemma 2.2. Formula (1.1) says that the functions k w are eigenvectors for any T * φ ∈ L(H 2 ), φ ∈ H ∞ , with eigenvalues φ(w). Thus M is invariant for all adjoints of Toeplitz operators on H 2 . Suppose now the "interpolation data" are given in the form of a function ξ : W → C. We may define a linear operator Y ξ on a dense set in M, extending by linearity the formula (6.5) Y ξ (k w ) = ξ(w)k w .
On this dense set, Y ξ commutes with all Toeplitz operators.
condition is satisfied consists in the multidimensional Blaschke products. These are functions (6.6) b(z 1 ,... ,
where each b i is a (one-dimensional) Blaschke product with simple zeros (see [CS2] , [CS3] ); we will use them in the next subsection in order to obtain boundedness results about big Hankel operators. An open problem is to obtain a solution criterion in terms of finitely many finite matrices in case F and b are rational (and hence are given in terms of finitely many finite matrices (A F 6.5. The last result can be applied to big Hankel operators (this is actually reversing the path in [CS2] , and f(w) = 0 for w ∈ Z(b), then f = bf for some analytiĉ f . (We have discussed this condition in the preceding subsection.) Suppose also that b is invertible in a neighborhood of T d ; it follows then immediately that, if f ∈ H 2 , thenf ∈ H 2 . Also, if M is defined by (6.4), then f ∈ H 2 M is equivalent to f = 0 on Z(b); therefore,
(bH 2 is a closed subspace of H 2 ). Let us suppose now b is given by formula (6.6); then b satisfies all the above assumptions and, moreover, it is inner. Let ξ(w) be defined, as above, on Z(b), and Y ξ given by formula (6.5). Multiplication by b is an isometry on L 2 (T d ); we may consider the linear operator K defined on a dense set in H 2⊥ by the formula Kf = Y ξ P + bf ; it takes values in H 2 . If K extends to a bounded operator, then its adjoint H is a Hankel operator. We may then give the following corollary of Proposition 6.4.1.
