Motivation: A formulation of a new problem of the restriction map construction based on a simplified digestion experiment and a development of an algorithm for solving both ideal and noisy data cases of the introduced problem. Results: A simplified partial digest problem and a branch and cut algorithm for finding the solution of the problem. Contact: blazewic@sol.put.poznan.pl
INTRODUCTION
One of the basic steps in genome studies is a creation of physical maps (Błażewicz et al., 1996) . Such a map of a DNA strand consists of the information about locations of markers which are specific short subsequences. There are many ways of physical map construction. One of them is based upon splitting the target strand into many shorter ones, called clones, that overlap each other. Next, the information about each clone is received that consists of the knowledge of a set of short DNA fragments called probes, unique within target DNA, that bind to each clone during the hybridization process. Methods and algorithms based on the foregoing approach are presented among others in Setubal and Meidanis (1997) and Alizadeh et al. (1995) .
Another way of physical map creation is digesting the DNA molecule with restriction enzymes. These enzymes cut the DNA molecule within short, specific patterns called restriction sites. After digestion, lengths of obtained fragments are measured and ordering of these fragments is reconstructed, based upon their lengths. In practice, several variants of this approach are used. Two of the best known are the double digest and the partial digest. In the former one or two restiction enzymes are used. The target DNA is multiplied in the PCR reaction and * To whom correspondence should be addressed.
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then divided into three sets. Molecules from the first set are digested by one of the enzymes, molecules from the second by the other enzyme and molecules from the third set are cut by both enzymes. As a result one gets three collections of short DNA fragments which correspond to the three digestion processes. The lengths of these fragments are measured using gel electrophoresis and three multisets of fragment lengths are obtained. On the basis of this data locations of restriction sites on the target DNA are recovered. Obviously, it is a hard combinatorial problem and, in addition, a number of equivalent solutions grows exponentially with the length of a strand being mapped (Waterman, 1995; Goldstein and Waterman, 1987; Schmitt and Waterman, 1991; Pevzner, 1995; Bellon, 1988; Tuffery et al., 1988; Grigorjev and Mironov, 1990; Dix and Kieronska, 1988) . A good alternative is thus the partial digest method where one enzyme only is used (Rosenblatt and Seymour, 1982; Skiena et al., 1990; Skiena and Sundaram, 1994) . After multiplying, the target DNA is divided into several sets. Molecules from each set are digested with the same enzyme but the time span allowed for the reaction differs among sets. The reaction times should be chosen in such a way that in the one of the sets most of DNA strands are cut in one site only (of course, the site need not be the same for different molecules), in another set in two sites, and so on. The longest reaction time must be sufficient for the enzyme to cut molecules in all restriction sites. As a result collections of restriction fragments are obtained. Again, the most important information are restriction fragment lengths obtained out of the gel electrophoresis. The restriction mapping problem based upon the presented approach (biochemical experiment) is known as Single Digest Problem (SDP). An efficient backtracking algorithm for solving the SDP that fills out the matrix of distances between any two restriction sites was designed in Skiena et al. (1990) for the biochemical experiment where the enzyme cuts copies of a DNA strand in three ways, respectively, in one site only, in two sites and in all restriction sites. (This problem is called the Partial Digest Problem-PDP in short). The algorithm is known to have an exponential complexity in the worst case, on average, however, it performs quite well. In addition, a modification of the above algorithm was proposed (Skiena and Sundaram, 1994 ) that yields very promising results in the presence of measurement errors. The computational complexity of the SDP as well as PDP is an open question (Setubal and Meidanis, 1997) .
In this paper we propose a new method of the restriction map creation called the Simplified Partial Digest Method (SPDP). The method is based upon information received during the digestion process that is less complex and easier-to-obtain than the one from the partial digest method. It seems that the new approach will allow for a fast construction of complex restriction maps that include 50 or more restriction sites and can handle also experimental errors. We will consider two cases. The first will deal with the ideal data involving no errors. Then the problem of errors will be discussed and solved by a modified version of the algorithm. As an error model we assume the one discussed in Skiena and Sundaram (1994) to unify the presentation and to compare with the best approach of the partial digest problem, known so far.
In Section 2 a description of the approach and its mathematical formulation are given. In Section 3 the algorithm for the ideal case is presented. In Section 4 we discuss experimental errors and present the algorithm that deals with the noisy data. In Section 5 computational results are presented and a comparison with the results obtained by Skiena and Sundaram (1994) is completed. We conclude in Section 6.
PROBLEM FORMULATION
In this section we introduce the new method for a construction of restriction maps which will be called a SPDP. Similarly like in the partial digest, the method uses only one restriction enzyme, but this time only two digestion reactions are needed. After multiplication, the target DNA is divided into two sets. Almost all molecules from one of them are cut in at most one site. This is assured by properly chosen time spans allowed for the reaction. Molecules from the other set are cut in all restriction sites due to the long reaction time. Then, as in other methods, lengths of restriction fragments are measured.
We see that two collections of fragment lengths are created. Let = {γ 1 , γ 2 , . . . , γ 2N } be a multiset of fragment lengths obtained out of the short digest reaction (excluding the length of the whole DNA strand) and let = {λ 1 , λ 2 , . . . , λ N +1 } be a multiset of fragment lengths coming from the long digest reaction, where N is a number of restriction sites in the target DNA. Furthermore, let us sort elements of multiset in non-decreasing order. In this way we obtain list A = a 1 , a 2 , . . . , a 2N of lengths of restriction fragments.
It is easy to see that in the ideal case (no experimental errors assumed) to each element a i from A there corre-
where L is the length of the target DNA strand. We will call such fragments complementary and denote them by {a i , a 2N −i+1 }. Each pair of complementary fragments corresponds to one restriction site in the target DNA. Obviously, the real order of such fragments in the target strand is unknown. Let P i = a i , a 2N −i+1 and P 2N −i+1 = a 2N −i+1 , a i denote permutations of pair {a i , a 2N −i+1 } and let us call a i the predecessor in P i . Let us denote by Q = {q 1 , q 2 , . . . , q N } a set of complementary fragment permutations, where
. , x N be a sorted (in non-decreasing order) list of predecessors from each permutation being in Q. To each set Q there corresponds a multiset R = {r 1 , r 2 , . . . , r N +1 } of integer numbers such that
Now we can formulate the SPDP as follows. Given multisets and of fragment lengths, find list X such that the corresponding multiset R is equal to .
EXAMPLE. Consider a DNA chain with a restriction map (yet unknown) shown in Figure 1a . As a result of the short digest reaction one gets several fragments of the target molecule, shown in Figure 1b . Multiset obtained as a result of the short digest reaction is as follows:
= {2, 8, 14, 8, 7, 3, 13, 9}. List A = 2, 3, 7, 8, 8, 9, 13, 14 . The corresponding permutations of complementary fragments are: P 1 = 2, 14 , P 8 = 14, 2 , P 2 = 3, 13 , P 7 = 13, 3 , P 3 = 7, 9 , P 6 = 9, 7 , P 4 = 8, 8 , P 5 = 8, 8 . As a result of the long digest reaction, the DNA strand is cut in all places shown in Figure 1a and multiset is as follows: = {4, 6, 3, 2, 1}. Set Q = {P 1 , P 7 , P 6 , P 4 } and R = {2, 6, 1, 4, 3}. List X corresponding to the solution and being a list of restriction sites is X = 2, 8, 9, 13 .
THE ALGORITHM
First, an algorithm was designed that works for the ideal case of the simplified partial digest problem, by assuming that no experimental errors occur. To find a solution of a problem, the proposed algorithm builds and searches through the tree (which will be referred to as the solution tree) in which leaves correspond to the elements of the solution space of the problem and the nodes are lists of integers created by overlapping permutations of complementary fragment lengths obtained via the biochemical experiment. To reduce the time complexity of a solution construction, branches of the tree that do not obey rules specified below, are cut off. The root of the tree corresponds to permutation P 1 = a 1 , a 2N of complementary pair {a 1 , a 2N }, because a 1 fragment is the shortest of all fragments that are obtained during the short digest. The length of a 1 is thus a distance from one of the ends of the DNA strand being mapped to the nearest restriction site (we do not know which one, because all the information about the strand orientation is lost during the experimental process). In other words, the pair (its permutation) that corresponds to the root of the constructed tree includes the length of a restriction fragment from the real map of the mapped DNA strand. To avoid a generation of reversal solutions, permutation P 2N = a 2N , a 1 remains unused when constructing the tree. Below, the algorithm for solving the simplified partial digest problem is presented.
Let W = w 1 , w 2 , . . . , w i , i = 2, . . . , N denote any of the nodes of the solution tree being constructed, where element w i represents a length of the fragment of the map created so far. Let be a list that contains permutations sorted in non-decreasing order of sizes of the predecessors. At the beginning = P 2 , . . . , P 2N −1 , where 2N corresponds to the root and P 2N = a 2N , a 1 remains unused when constructing the tree). Let B denote a list of all but a 1 integers from multiset sorted in non-decreasing order. Let K be a number of permutations from that can be assigned to node W . By assigning permutation P k to node W we understand calculating the elements of the new node W based upon elements of W and P k . In other words K denotes the number of immediate successors of node W . It can be shown (Błażewicz et al., 1999) that there is no need to assign all permutations from to the node W , because branches created by certain assignments will not reach the lowest level of the solution tree thus, they will not yield any feasible solution. If W is a root of the solution tree then K = N . For each node W of the solution tree the following steps are performed.
(1) If the number of visited immediate successors of W is less than K , assign the first permutation
If the number of visited immediate successors of W is equal to K then perform step 5. The above algorithm finds only the first feasible solution of the considered problem and in the following the time of finding it is analyzed. Time complexity of the algorithm in the worst case is expressed as a number of performed elementary steps in a function of the restriction sites number N . The worst case takes place when the algorithm searches through all nodes of the solution tree. That means, the solution is found in the last, N th branch of the solution tree and none of the branches are cut off. Because the algorithm performs some operations on nodes and other on leaves, a number of performed operations can be written as:
where M w (N ) denotes a number of elementary steps performed by the algorithm on nodes and M l (N ) denotes a number of elementary steps performed on leaves. A number of leaves amounts to 2 N −1 and a number of nodes approaches (N − 1)2 N −2 . It can be shown (Błażewicz et al., 1999) , that the following equation is satisfied:
Thus, the analyzed algorithm has an exponential time complexity. However, its mean behavior is much better what has been verified by series of tests, results of which are shown in Section 5. It is worth stressing that it outperforms the best known algorithm so far for PDP attributed to Skiena and Sundaram (1994) by three orders of magnitude both in ideal and error cases. One should note that the complexity of the PDP is still an open question (Setubal and Meidanis, 1997) . On the contrary, the Double Digest Problem (DDP) is known to be NP-hard (Waterman, 1995) , thus, unlikely to admit polynomial time algorithms.
As far as a number of equivalent solutions of the digestion problems is concerned, the PDP outperforms by far the DDP. It has been shown that in the worst case the number of solutions of DDP is exponential in the number of restriction sites (Pevzner, 1995; Waterman, 1995) , while this number for PDP is bounded from above by a low polynomial in the number of the sites (Skiena et al., 1990; Newberg and Naor, 1993) . A set of experiments described in Section 5 confirms this behavior on average for the proposed approach.
MEASUREMENT ERRORS
Here we discuss briefly types of experimental errors and adopt the model assumed in Skiena and Sundaram (1994) .
The most common error is caused by imprecise measurements of the restriction fragment lengths. Lengths are estimated upon the results of the process known as gel electrophoresis. Recall that DNA is a negatively charged molecule. In gel electrophoresis multiple copies of each fragment are allowed to run under an electric field on the solid matrix permeated with liquid buffer. Next, DNA fragments are located for example by staining the gel with ethidium bromide and proper migration distances are recorded. It turns out that the migration distance is a function of the fragment's length. We assume that the migration distance D depends on the real length L of a DNA molecule in the following way (Waterman, 1995) :
, where a > 0 is a constant and b > 0 is a coefficient of the motion resistance (random variable). It must be said that b does not depend on the length of the fragments being measured but varies slightly among the DNA chains of the same size (due to the changing migration conditions), so that migration distances differ slightly among identical copies. Thus, after marking, one obtains, for each length, a smear instead of a point. Because of that, when calculating sizes of the fragments, one does not know how to match migration distances D with values of b. However, as pointed by Chang and Marr (1992) 2-5% relative measurement error is achievable. Thus, we have adopted the same model of errors as given in Skiena and Sundaram (1994) , assuming measurement errors of the range being 2-7% of the measured lengths.
Another type of error is caused by missing fragments. This can be either due to approximately equal lengths of fragments which cannot be then discriminated on the gel or due to the fact that certain sites are less likely to be cut than other sites, so some fragments might not occur in sufficient quantity to be measured. However, in our SPDP approach such fragments are rather easily traced because we have only two digestion processes (with short and very long digestion time spans) which result in a relatively low number of fragments as compared with the standard PDP. What is more, the resulting fragments of the short digestion process must form complementary pairs of the known total length. Adding the fact that the number of restriction sites is known, one can usually reconstruct missing fragments.
Summing up, we assume that measurement errors are the most important ones and for the model of such errors adopted from Skiena and Sundaram (1994) , we propose the algorithm which is practically the same as the one for the ideal case. There are only three differences:
(1) Instead of numbers, intervals are used that correspond to the lower and upper bounds of the length of each fragment obtained out of the biochemical experiment (i.e. for measured length L and relative
(2) All operations performed by the algorithm for the ideal case have been changed to fit the rules of the interval arithmetic.
(3) The solution tree is searched in such a way that all solutions of the problem are found.
In the next section extensive computational experiments are described that characterize favorably the approach proposed. (Skiena and Sundaram, 1994) run on Sun Sparcstation 2. Running times, numbers of eqivalent solutions and relative error rates (in case of noisy data) of both algorithms are compared. Numbers of equivalent solutions can be decreased by applying a grouping percentage factor (Skiena and Sundaram, 1994) but it can also lead to the loss of feasible solutions. Since no grouping was done for algorithm solving SPDP, results presented for PDP correspond to grouping percentage factor equal to zero.
(1) Ideal data:
The algorithm for the ideal case (no errors) has been tested on both real and randomly generated data. Firstly, we have compared both algorithms, i.e. PDP by Skiena and Sundaram (1994) and our SPDP on randomly generated instances. Table 1 Thus, the expected number of points (restriction sites) in S is N . In Table 1 each entry is an average value of five runs of the algorithms. We see that SPDP algorithm outperforms the other algorithm by three orders of magnitude. Due to the lack of other errorless data for the PDP algorithm, other series of tests have been performed for the SPDP only. The real data have been obtained by cutting DNA chains (taken from GenBank, National Institutes of Health, USA) in sites recognizable by restriction enzymes AluI, HaeIII, HhaI and NlaIII. Segments created in such a way are indistinguishable from the data coming from errorless biochemical experiment. Table 2 shows the results of computations for 10 instances based on real DNA chains. Lengths of the chains have values from 2.7 to 8.9 kbp. All but one of the obtained solutions have appeared to be identical to the original distribution of restriction sites in the chains. It can be seen that thanks to the used mechanism of cuts, numbers of vertices visited during the search are much smaller than total numbers of vertices in search trees. Because the real instances have been solved very quickly, the random instances with greater numbers of restriction sites have been generated. The random data have been obtained by generating sequences of random numbers, from a uniform distribution on interval [100, 2000] , being lengths of successive restriction segments of hypothetical DNA chains. On the basis of the numbers, the lengths of fragments coming from the short digestion process have been calculated as problem instances. Computations of the algorithm have been terminated when a first feasible solution for the instance has been found. Table 3 presents average results for the random instances, where each entry corresponds to 10 instances of the same number of restriction sites. It should be stressed that a number of equivalent solutions in all considered cases is very low, its mean value not exceeding 4. The tables prove high effectiveness of the algorithm-it finds very quickly solutions for instances with up to 80 restriction sites. Thus, it allows construction of restriction maps for DNA chains of length of even 0.5 Mbp (concerning enzymes cutting rare patterns). The results suggest that the algorithm would behave well after a further growth of an instance size.
(2) Noisy data: As test instances for a noisy data case the restriction map of bacteriophage λ (Maniatis et al., 1982; Skiena and Sundaram, 1994) was used, as well as randomly generated instances with even restriction sites numbers N ranging from 10 up to 20. In both cases length L of any restriction fragment was replaced by an interval
and L max L(1 + r ) where r denotes relative error rate. Table 4 shows the results of computations for the restriction map of λ bacteriophage cut with enzyme HindIII. This resulted in seven restriction sites, the distances between adjacent sites being, respectively, 23130, 2027 , 2322 , 9416, 564, 125, 6557, 4361 (cf. Skiena and Sundaram, 1994 . For each instance of the problem the number of equivalent solutions and running times are presented in Table 4 for different values of relative error r ranging from 1 to 7%. Again SPDP compares favorably with the other algorithm, as far as running times are concerned, while having the same numbers of equivalent solutions. Next, the two algorithms have been compared on randomly generated erroneous instances. The instances have been generated again using the binomial distribution for generating N base frag-ments, where 10 N 20, and subjected to a random relative error r with 0.1% r 2.0%. Five different problem instances were created for each value of N and r . The results of the tests are reported in Table 5 . The left bound of the given time interval denotes the best (shortest) and the right bound the worst (longest) running time. We see that the behavior of the SPDP algorithm is still very satisfactory, but now a number of equivalent solutions may be larger (although all of them are found by the algorithm).
DISCUSSION
In this paper a new method of restriction map construction has been proposed. It is a variant of the partial digest approach (called the simplified partial digest), where only two digestion operations are needed: one which cuts DNA chains in one site only and the second which cuts them in all the sites. The proposed algorithm has a very good performance on average in the case of ideal data. In the case of noisy data instances with relative measurement errors up to 5.0% can also be processed very quickly.
