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Abstract
Magnetorheological (MR) dampers are a promising alternative structural active actua-
tors as they provide adjustable damping over a wide range of frequencies without large
power requirements. However, the complex dynamics that characterizes these devices
makes it diﬃcult to formulate control laws based on the MR damper model. Instead,
many semiactive control strategies proposed in the literature have been based on the
idea of ”clipping” the voltage signal so that the MR damper force ”tracks” a desired
active control force which is computed on-line. With this idea many algorithms have
been proposed using, among others, techniques such as optimal control, H∞ control,
sliding mode control, backstepping and QFT.
This work presents a semiactive control strategy based on the same idea of ”clipping”
the voltage signal but using a simpler PI design. The proportional and integral gains
of the controller are calculated so that the controller guarantees stability, minimization
of the closed loop response and robustness against modeling errors. Eﬀectiveness of
the control strategy is compared to some others techniques and passive cases as well.
Simulation results shows that this simple strategy can eﬀectively improve the struc-
tural responses and achieve performance index comparable to that of more complex
algorithms.
Key words : Semiactive control, MR dampers, PI control.
1. Introduction
MR damper technology have emeged as a promising way to protect structural systems from
external hazards. MR dampers devices provide the structure with adjustable damping which is
a function of a voltage signal. Hence, MR dampers based control combines the dissipative na-
ture of passive systems with the adaptability of active ones without large power requirements.
However, the design of semiactive control strategies is not a simple task. In fact, it consti-
tutes a very particular problem since, unlike active actuators, MR dampers can only provide
the structure with dissipative forces which imposes a restriction in the control design. An ap-
proach commonly used in the literature is to compute an active force using a primary controller
and then, look for a command voltage rule so that the MR damper friction force tracks the ac-
tive one. The primary controller design has been designed using LQR/LQG (16),(19),(9),(8),(6),
(4)
,
(7)
,
(32)
,
(27)
,
(17)
, modulated homogeneous friction(15), (16), sliding mode control(23),(26),(25),(30),
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H∞ control(20), dissipative-LQG(10), LMI/LQR(18), backstepping(29),(24),(36),(28),(34), QFT(35),
(36)
,
(34)
,
(28)
, and velocity feedback(3), among others techniques.
These primary controllers are generally complex, and sometimes of diﬃcult implementation
because of either the number or complexity of measurements involved. The motivation of this
work is to propose a simple control law with two measurements to achieve results compara-
ble to those obtained by these complex controllers. We use the semiactive clipped technique
with a PI primary controller. The gains of this controller are calculated so that the controller
guarantees stability, minimization of the closed loop response and robustness against mod-
eling errors. Numerical simulations are carried out to compare the eﬀectiveness of this new
controller to some others proposed in the literature.
The document is organized as follows: Section 2 deals with the mathematical representation
of the controlled structure along with the modeling of the MR damper. Section 3 details
the the semiactive control strategy by designing the active PI controller followed by the ad-
justing voltage rule. Section 4 define some performance index used to measure the control
eﬀectiveness. Then, Section 4 provide numerical results regarding to the eﬀectiveness of the
semiactive strategy when used for a structural system equipped with an MR damper. These
results are compared to passive cases, active control and backstepping/QFT based control.
Finally, conclusions are drawn in Section 5.
2. Formulation of the controlled system
2.1. Structural system
Consider a structural system with n floors equipped with a MR damper. Assuming that the
structure is provided by a control force adequate to keep the response of the system in the
linear region, equations of motion can be formulated as:
M ¨Q + C ˙Q + KQ = −MΓd + Λ f (1)
where Q = [x1, x2, . . . , xn]T , ˙Q = [x˙1, x˙2, . . . , x˙n]T and ¨Q = [x¨1, x¨2, . . . , x¨n]T correspond to
the displacement, velocity and acceleration relative to the base, d is the ground acceleration
relative to an inertial reference frame and f corresponds to the MR damper force.
Matrices M and K represent the mass and stiﬀness of the structure respectively
M = diag(mi) i = 1, ..., n
K =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
k1 + k2 −k2 0 · · · · · · 0
−k2 k2 + k3 −k3 0 · · ·
...
0 −k3 k3 + k4 −k4 . . .
...
... 0 −k4 . . . −kn−1 0
...
...
. . . −kn−1 kn−1 + kn −kn
0 · · · · · · 0 −kn kn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where mi and ki correspond respectively to mass and stiﬀness of the i–th floor.
Matrix C is the damping of the system computed by the method proposed in (5), (11) as follows
C = M
(
n∑
i=1
2ζi2π fni
φTi Mφi
φiφ
T
i
)
M
2
where φi and fni are eigenvectors and modal frequencies of M −1K so that Φ =
[
φ1, φ2 · · ·φn]
constitutes the modal matrix. Parameters ζ i is the damping ratio associated to the i–th mode.
Vector Γ = [1, 1, · · · , 1]Tn×1 defines the influence of the external excitation d over the entire
structural system and matrix Λn×1 sets the placement of the damper in the structure.
Equation (1) can be represented in the state space form as:
˙X = AsX + Bs f + Esd (2)
Z = CzX + Dz f (3)
y = CyX + Dy f (4)
As =
⎡⎢⎢⎢⎢⎣ 0n×n In×n−M−1K −M−1C
⎤⎥⎥⎥⎥⎦
2n×2n
Bs =
⎡⎢⎢⎢⎢⎣ 0n×1M−1Λ
⎤⎥⎥⎥⎥⎦
2n×1
Es =
⎡⎢⎢⎢⎢⎣ 0n×1−Γ
⎤⎥⎥⎥⎥⎦
2n×1
Cz =
⎡⎢⎢⎢⎢⎣ −M−1K −M−1CIn×n 0n×n
⎤⎥⎥⎥⎥⎦
2n×2n
Dz =
⎡⎢⎢⎢⎢⎣ M−1Λ0n×1
⎤⎥⎥⎥⎥⎦
2n×1
Cy = A1
[
−M−1K −M−1C
]
n×2n Dy = A1
[
M−1Λ
]
n×1
A1 =
[
1 01×n−1
]
1×n
where X = [x1, x2, . . . xn, x˙1, x˙2, . . . x˙n]T is the state vector of the system, y = x¨a1 is the reg-
ulated output and Z = [x¨1, x¨2, . . . x¨n, x1, x2, . . . xn]T . Variables xi, x˙i and x¨i are the relative
displacement, velocity and acceleration of the floors respectively and x¨ a1 is the absolute ac-
celeration of the first floor.
The structure under study is the 3–story building referred in (33), (34) which is equipped with a
MR damper between the first and second floor as shown in Figure 1.
Fig. 1 3–story building equipped with a MR damper
The mass, stifnees and damping matrices for this system are taken as:
M =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
202.53 0 0
0 202.53 0
0 0 202.53
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Ns2
cm
(5)
K =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
99320 −56610 0
−56610 113380 −56610
0 −56610 56610
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
N
cm
(6)
C =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
72.43 −20.70 0
−20.70 41.38 −20.70
0 20.70 20.70
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Ns
cm
(7)
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which correspond to fundamental frequencies
fn = [1.09, 3.17, 4.74](Hz) (8)
and damping ratios
ζ = [0.31, 0.62, 0.63](%). (9)
The MR damper placement matrix is Λ = [−1, 0, 0]T and vector Γ = [1, 1, 1]T .
2.2. MR damper
References(33), (34) have used a small scale MR damper which is scaled to be incorporated into
the large-scale structure from Figure 1. Then, MR damper force f is formulated as
f (t) = S f f ∗
where S f is a scaling factor and f ∗ is the small scale MR damper force which is modeled
using the modified version of the viscous + Dahl model referred in (13). The viscous + Dahl
model has been derived as a match point of the normalized version of the Bouc-Wen model (14)
and the Bingham model(19) used to characterize MR dampers behaviour. This model has been
successfully implemented to model full scale MR dampers as documented in (1).
It is formulated as:
f ∗(t) = κx [vic(t)] x˙d(t) + κw [vic(t)]w(t) + κxm [vic(t)] xd(t) (10)
w˙(t) = ρ (x˙d(t) − |x˙d(t)|w(t)) (11)
where x˙d(t) = x˙1(t)S l and xd(t) =
x1(t)
S l are the velocity and displacement of the MR damper which
corresponds to the first floor velocity and displacement scaled by factor S l, w(t) is an hysteretic
variable (not accesible to measurements) that accounts for the hysteresis nonlinearity of the
MR damper, ρ is a voltage–independent parameter and κ x, κw, and κxm are voltage dependent
parameters in the form
κx(vic) = κxa + κxb vic (12)
κw(vic) = κwa + κwb vic (13)
κxm(vic) = κxma + κxmb vic (14)
where κxa , κxb , κwa , κwb , κxma , and κxmb are constant.
In addition, the current driver circuit of the MR damper introduces dynamics into the system.
These dynamics are typically considered to be a first order time lag in the response of the
device to changes in the command input. These dynamics are accounted for with the first
order filter on the voltage given by
v˙ic(t) = −η(vic(t) − v(t)) (15)
where v(t) corresponds to the command voltage, v ic is the actual voltage in the damper and 1η
is the time constant of this first order filter(31).
In references(33), (34) damper force f ∗ is modeled by using the Bouc Wen model which can be
easily transformed into the modified viscous + Dahl model (10)-(11). This comes straightfor-
wardly from the fact that the viscous + Dahl model is a particular case of the normalized Bouc
Wen model which, in turn, can reproduce exactly the same output of the Bouc Wen model as
demonstrated in(13), (14).
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Thus, equivalences from the Bouc-Wen model parameters in (33), (34) to the modified viscous
+ Dahl model parameters yields: κxa = 7.54 (Ns/cm), κxb = 7.13 (Ns/cm/V), κwa = 36.71
(N), κwb = 201.54(N/V), κxma = 11.38 (N/cm), κxmb = 14.44 (N/cm/V) and ρ = 92.85 (cm−1).
Parameters η = 57 (s−1), Vmax = 5 (V) and f ∗max = 3000 (N).
3. Semiactive control strategy
Figure 2 shows the block diagram representation of the structural system in closed loop with
the MR damper and the controller block.
MR damper structure
Adjusting voltage
rule
PI
controller
Voltage
dynamics
fc
d
f
Z
y
v
vic x˙d
Semiactive control strategy
Fig. 2 Block diagram representation of the semiactive controlled system
It can be seen that the semiactive control strategy is divided in two blocks. The first block
uses a PI controller to compute an active control force f c. The second block implements an
adjusting voltage rule to induce the MR damper force f to match as close as possible the con-
trol force fc.
3.1. Control objectives
To design the PI controller, we consider the following assumption regarding to the external
excitation d(t):
Assumption 1: The function d : [0,+∞)→ R is Lebesgue measurable. Moreover ‖d‖∞ < ∞
and, there exists some θt ∈ [0,+∞) such that d(t) = 0 ∀t > θt.
Then our control objectives are:
When d(t)  0, ∀t ≥ 0 and for any initial conditions we have:
i. All the closed loop signals are bounded
ii. lim
t→∞ y(t) = 0 (output regulation).
When d(t)  0, ∀t ≥ 0 and for any initial conditions we have:
i. All the closed loop signals are bounded
The controller design is addressed in next section.
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3.2. Control Design
PI control is a generic control loop feedback mechanism widely used in industrial control sys-
tems. This is not only due to its simple structure, which is conceptually easy to understand,
but also to the fact that the algorithm provides adequate performance in many engineering
applications(2), (22).
Consider the PI controller scheme shown in Figure 3. The PI controller calculates the error
value e as the diﬀerence between the measured process variable y and the reference r, e = r−y.
+
−
ProcessPI Controller yr e u
Fig. 3 Active control scheme with a PI controller
The control input u depends on the current and cumulative error weighted by parameters K p
and Ki respectively in the form
u(t) = Kpe(t) + Ki
t∫
0
e(τ)dτ (16)
where parameters Kp and Ki are the proportional and integral gains respectively. This is
sketched in the block diagram form in Figure 4.
+Kp
Ki∫
u(t)e(t)
Fig. 4 Closed loop system
In the absence of disturbances, pure proportional control will retain a steady state error that is
a function of the proportional gain and the process gain. However, the integral term takes into
account the accumulated oﬀset and eliminates the residual steady–state error that occurs with
a proportional only controller.
Finally, as stability and performance of the PI controller depend on the selection of parameters
Kp and Ki, they need to be tuned adequately. Many tuning methods have been proposed in the
literature e.g., step and frequency response methods (2), (12), (21), (37). However, they are mainly
established for first and second order processes, and thus, are no longer valid for our puspose.
3.3. Synthesis of the active PI control
Figure 5 shows the block diagram representation of the system (2)-(4) where MR damper
force f is substituted by an active force fc which comes from a PI controller. Note that, ac-
cording to our control objectives, reference signal has been set to zero which means that the
proposed PI controller deal with a regulation problem.
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+
−
+
+
d
G(s)
P(s)Kc(s) yr = 0 e fc
Fig. 5 Closed loop system - PI control
In this block diagram r = 0 represents the reference, e = −y is the error signal, K c(s) is the
transfer function of the PI controller which is expressed as
Kc(s) =
(
Kp +
Ki
s
)
, (17)
P(s) and G(s) are the transfer functions from inputs f c and d to output y respectively which
are computed as
P(s) = Cy(sI − As)−1Bs + Dy (18)
G(s) = Cy(sI − As)−1Es (19)
In our case, numerical values of these transfer functions are
P(s) = Np(s)/Dp(s) (20)
G(s) = Ng(s)/Dg(s) (21)
where Np = −0.0049s6 − 0.0015s5 − 4.144s4 − 0.2824s3 − 386.9s2, Dp = s6 + 0.6642s5 +
1330s4 + 450.6s3 + 4.118 × 105s2 + 3.211 × 104s + 1.658 × 107, Ng = 0.2554s5 + 211s4 +
279s3+1.772×105s2+3.211×104s+1.658×107 and Dg = s6+0.6642s5+1330s4+450.6s3+
4.118 × 105s2 + 3.211 × 104s + 1.658 × 107.
Let L(·) be the Laplace–transform and define the following quantities:
Y(s) = L (y(t))
D(s) = L (d(t))
Fc(s) = L ( fc(t))
For zero initial conditions we get
Y(s) = P(s)Fc(s) +G(s)D(s) (22)
where Fc(s) is expressed as
Fc(s) = Kc(s)E(s) = −Kc(s)Y(s). (23)
Substituting equations (17) and (23) into (22) we get
Y(s) = −P(s)
(
Kp +
Ki
s
)
Y(s) +G(s)D(s) (24)
which leads to
Y(s) = G(s)
1 + P(s)(Kp + Kis )
D(s). (25)
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Then, substituting (20)-(21) into equation (25) yields
Y(s) = Ng
Dp + NpKp + sNp0 Ki︸︷︷︸
F(s)
D(s) (26)
where Np0 comes from factorization of polynomial N p as Np = s2Np0 and transfer function
F(s) account for the eﬀect of the external excitation d into the regulated output y.
For nonzero initial conditions, the right–hand side of (26) has to be augmented by a term that
take into account these initial conditions. This term translates into decaying exponentials in
time domain. Since the perturbation d(t) = 0 ∀t > θ t, it follows that
lim
t→∞ y(t) = 0.
Similarly, it can be seen that for zero initial conditions, substitution of (26) into (23) gives:
Fc(s) =
KiNg + sKpNg
s
[
Dp + NpKp + sNp0 Ki
]D(s) (27)
For nonzero initial conditions, the right–hand side of (27) has to be augmented by a term that
take into account these initial conditions. This term translates into decaying exponentials in
time domain plus a constant term. Since the perturbation d(t) = 0 ∀t > θ t, it follows that
lim
t→∞ fc(t) = fc∞ < ∞.
Therefore, in the interval t ∈ [0, θ t] all closed loop signals are bounded due to the linearity of
the system and controller. This implies that the control objective have been met.
From equation (26) it is clear that stability and performance of the controller depend on the
values of parameters Kp and Ki. The next section addresses the issue of tuning these parame-
ters.
3.3.1. PI tuning methodology Consider the (K p,Ki)–plane where parameters Kp and Ki
range from −∞ to +∞. The tuning procedure is proposed in terms of finding the optimal pair
(Ki,Kp)opt ∈ (Kp,Ki)–plane which guarantees system stability, minimization of the closed
loop system response (equation (26)) and controller robustness against modeling errors.
Stability of the closed loop system
In this paragraph we look for a region Ω 1 ⊆ (Kp,Ki)–plane where stability of the closed loop
can be guaranteed.
From control system theory it is well known that the stability of the closed loop system relies
on its characteristic equation. Thus, according to the general stability criterion, the closed
loop system will be stable if and only if all of the roots of its characteristic equation, have
negative real parts.
Consider the characteristic equation of our closed loop system, that is, the polynomial
A(s) = Dp + NpKp + Np0 Kis (28)
from equation (26). It can be written as
A(s) = aisi + ai−1si−1 + · · · + a0s0 (29)
where coeﬃcients ai are functions of parameters K p, Ki and coeﬃcients of polynomials D p,
Np and Np0 .
8
Thus, stability of the closed loop system may be guaranteed by constraining polynomial A(s)
so that all of its roots have negative real parts. To this end, the Routh–Hurwitz stability cri-
terion is invoked herein. This is very useful for us as it can determine whether any root of
polynomial A(s) have positive real parts without having to determine explicitly these roots.
This analytic technique based on Routh’s array is illustrated in Table 1
sn an an−2 an−4 · · ·
sn−1 an−1 an−3 an−5 · · ·
sn−2 b1 b2 b3 · · ·
sn−3 c1 c2 c3 · · ·
...
...
...
...
...
s1
s0
Table 1 Routh–Hurwitz stability criterion
where elements bi, ci and so on are computed as follows
b1 = − 1an−1
∣∣∣∣∣∣ an an−2an−1 an−3
∣∣∣∣∣∣ b2 = − 1an−1
∣∣∣∣∣∣ an an−4an−1 an−5
∣∣∣∣∣∣ · · ·
c1 = − 1b1
∣∣∣∣∣∣ an−1 an−3b1 b2
∣∣∣∣∣∣ c2 = − 1b1
∣∣∣∣∣∣ an−1 an−5b1 b3
∣∣∣∣∣∣ · · ·
This criterion states that a necessary and suﬃcient condition for all roots of polynomial A(s)
to have negative real parts is that all of the elements in the left column of the Routh’s array
have the same sign.
For our analysis, polynomial A(s) is computed by substituting polynomials D p, Np and Np0
from transfer functions (20)-(21) into (28) which gives
A(s) = a6s6 + a5s5 + a4s4 + a4s4 + a3s3 + a2s2 + a1s1 + a0s0 (30)
where
a6 = −0.0049Kp + 1 (31)
a5 = −0.0015Kp − 0.0049Ki + 0.6642 (32)
a4 = −4.144Kp − 0.0015Ki + 1330 (33)
a3 = −0.2824Kp − 4.144Ki + 450.6 (34)
a2 = −386.9Kp − 0.2824Ki + 4.118 × 105 (35)
a1 = −386.9Ki + 3.211 × 104 (36)
a0 = 1.658 × 107 (37)
The corresponding Routh–array is shown in Table 2
where
b1 =
a4a5 − a6a3
a5
(38)
b2 =
a2a5 − a6a1
a5
(39)
b3 = a0 (40)
c1 =
a3b1 − a5b2
b1
(41)
c2 =
a1b1 − a5b3
b1
(42)
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s6 a6 a4 a2 a0
s5 a5 a3 a1 0
s4 − 1
a5
∣∣∣∣∣∣ a6 a4a5 a3
∣∣∣∣∣∣ = b1 − 1a5
∣∣∣∣∣∣ a6 a2a5 a1
∣∣∣∣∣∣ = b2 − 1a5
∣∣∣∣∣∣ a6 a0a5 0
∣∣∣∣∣∣ = b3 0
s3 − 1b1
∣∣∣∣∣∣ a5 a3b1 b2
∣∣∣∣∣∣ = c1 − 1b1
∣∣∣∣∣∣ a5 a1b1 b3
∣∣∣∣∣∣ = c2 0 0
s2 − 1
c1
∣∣∣∣∣∣ b1 b2c1 c2
∣∣∣∣∣∣ = d1 − 1c1
∣∣∣∣∣∣ b1 b3c1 0
∣∣∣∣∣∣ = d2 0 0
s1 − 1d1
∣∣∣∣∣∣ c1 c2d1 d2
∣∣∣∣∣∣ = e1 0 0 0
s0 − 1
e1
∣∣∣∣∣∣ d1 d2e1 0
∣∣∣∣∣∣ = f1 0 0 0
Table 2 Routh’s array corresponding to polynomial 30.
d1 =
b2c1 − b1c2
c1
(43)
d2 = a0 (44)
e1 =
c2d1 − c1d2
d1
(45)
f1 = a0 (46)
Now, substituting (37) into (46) yields f1 = 1.658 × 107 > 0 which means that all other
elements of the left column of the Routh’s array must be positive. Thus, in our case, the
Routh–Hurwitz stability criterion can be rendered into positiveness of terms a 6, a5, b1, c1, d1
and e1.
Figure 6 illustrates how this requirement brings up some boundary conditions on parameters
Kp,Ki ∈ (Kp,Ki)–plane corresponding to positiveness of every element in the left column of
the Routh’s array which is indicated by white areas. Finally, the region Ω 1 is obtained where
Routh–Hurwitz stability criterion is satisfied and therefore, stability of the closed loop system
is guaranteed.
Minimization of the closed loop system response
Once we have the stability region Ω1, a region Ω2 ⊂ Ω1 is pursued in order to minimize the
magnitude of the closed loop system response inside region Ω 1.
To this end, in equation (26), we consider that the input d is a sine waves with frequency ω s.
In steady–state, the output y is also a sine wave with frequency ω s. Thus, equation (26) can
be written as:
Y( jw) = F( jw) · D( jw) (47)
so that
|Y( jw)| ≤ |F( jw)| · |D( jw)| . (48)
Consider the H∞ norm of equation (47)
‖Y‖∞ = sup
ω∈(−∞,∞)
|Y( jw)| . (49)
Applying the norm’s triangle inequality yields
‖Y‖∞ ≤ Υ (50)
where
Υ = ‖F‖∞ ‖D‖∞ . (51)
10
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Fig. 6 Stability region Ω1 obtained from the Routh–Hurwitz stability criterion
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Therefore, our objective will be the minimization of the function Υ
(
Kp,Ki
)
. Note that by
doing this, we are minimizing the eﬀect of the external excitation d on the regulated output y.
Thus, as ‖D‖∞ is a constant value, minimization of Υ
(
Kp,Ki
)
can be formulated as:
min
(
Υ
(
Kp,Ki
))
= sup
ω∈(−∞,∞)
|F( jw)| (52)
which can be solved by setting the first parcial derivatives of equation (52) to zero. Unfortu-
nately, solution of
∂Υ
(
Kp,Ki
)
∂Kp
= 0 (53)
∂Υ
(
Kp,Ki
)
∂Ki
= 0 (54)
can not be handled analytically as equations (53)-(54) involves a high order polynomials
whose roots can not be obtained by analytical methods. However, this minimization pro-
cess can be handled numerically by computing Υ
(
Kp,Ki
)
inside region Ω1 and finding the
values of parameters Kp and Ki that make function Υ
(
Kp,Ki
)
minimal.
In our case, substitution of polynomials D p, Np and Np0 from transfer functions (20)-(21) into
(26) lead us to the function Υ
(
Kp,Ki
)
which is illustrated in Figure 7.
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Fig. 7 Variation of Υ
(
Kp, Ki
)
on region Ω1.
It can be seen how functionΥ
(
Kp,Ki
)
is minimized by using Kiopt → −∞. However, this may
not be the best solution as the control demand may be unnecessarily increased.
Thus, at this point we look for the pair (Ki,Kp)opt ∈ Ω1 such that function Υ
(
Kp,Ki
)
is mini-
mized and the peak of the active control force f cmax is smaller than the maximum MR damper
force fmax = S f × f ∗max = 60 × 3000(N) = 1.8 × 105(N).
To this end, the closed loop system shown in Figure 5 has been simulated numerically for
diﬀerent values of (Ki,Kp) ∈ Ω1 with diﬀerent excitations d(t) which come from some repre-
sentative earthquake records.
The simulation results provide us with the information about the control eﬀort and the control
efectiveness ratio ‖yc‖2/‖yu‖2 inside region Ω1. Variables ‖yc‖2 and ‖yu‖2 correspond to the L2–
norm of the system regulated output for the controlled and uncontrolled cases respectively.
Figure 8 shows region Ω2 ⊂ Ω1 where fcmax ≤ fmax and ‖yc‖2/‖yu‖2 ≤ 0.60. Hence, we can select
the pair (Ki,Kp)opt inside region Ω2
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Figure 8 suggest that the region Ω2 is unbounded with respect to the parameter Ki. However,
choosing large value for this parameter may lead to numerical errors in the computation of the
active control law. Hence, it sounds appropriate to have the value of parameter K iopt as small
as possible. This selection implies that parameter K popt is near to the stability limit Kp ≤ 202.3
obtained from the Routh–Hurwitz stability criterion (see Figure 6). Thus, the closed loop can
become unstable in the presence of process parameters uncertainty. For this reason, the cri-
terion to choose parameters (Ki,Kp)opt ∈ Ω2 is the robustness of the controller against model
uncertainties. This is addressed in what follows.
Robustness of the controller against model uncertainties
The objective of this paragraph is to compute the pair (K i,Kp)opt ∈ Ω2 so that the resulting
controller can cope with the uncertainty associated to the plant model (2)-(4). It is necessary
to guarantee that closed loop system remains stable when parameters m i, ki, and ζi, i = 1, ..., n
of the structural model vary inside a bounded uncertainty region Θ (mi, ki, ζi).
In our analysis the uncertainty region Θ (mi, ki, ζi) has been established by taking parameters
mi, ki, and ζi, i = 1, 2, 3 as Gaussian distributed with the mean and variance as follows
μmi = mi μki = ki μζi = ζi (55)
σmi = 0.30mi σki = 0.30ki σζi = 0.60ζi. (56)
where m, k and ζ come from structural matrices (5), (6) and vector (9) as follows: k =
[42710, 56610, 56610] ( Ncm), mi = 202.53 ( Ns
2
cm ), and ζ = [0.31, 0.62, 0.63] (%) for the
structure under analysis.
Figure 9 illustrates the variation of the fundamental frequencies f n and damping ratios ζ when
structural parameters vary inside the aforementioned uncertainty region Θ (mi, ki, ζi). Red
points are the nominal values of the pairs ( fni , ζi) from equations (8) and (9).
Note that variation on parameters mi, ki, and ζi, i = 1, 2, 3 means a variation on the polynomial
(30) on which transfer functions (20)-(21) depends. With this in mind, polynomial (30) has
been computed for diﬀerent values of (Ki,Kp) ∈ Ω2 and for structural systems obtained from
the variation of parameters mi, ki, and ζi, i = 1, 2, 3 according to (55)-(56). As a result, pa-
rameter Kpopt has been bounded as Kpopt ≤ 182.7 to guarantee stability of the controller inside
the uncertainty region Θ
( fni , ζi) i = 1, 2, 3.
Finally, the gains of the PI controller are selected as
Kpopt = 182 Kiopt = −160
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Fig. 9 Uncertainty region Θ ( fni , ζi) i = 1, 2, 3.
which guarantee system stability, minimization of the closed loop system response and con-
troller robustness against modeling errors are. This result concludes the PI controller design.
Now, it is necessary to design an strategy to induce the MR damper to mimic force f c as close
as possible. This is addressed in what follows.
3.4. Adjusting voltage rule
At this point, note the following: first, due to the nature of the MR damper, it can only repro-
duce dissipative forces. This means that it can not follows the desired control force f c unless
it is dissipative. Second, inversion of model (10)-(11) is not possible mainly because of the
hysteretic nature of the model.
Hence, it sounds convenient to derive an adjusting voltage rule v which takes into account the
dissipative nature of the MR damper but avoids model inversion.
Consider the function defined as follows:
h(x) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
0 if x ≤ 0
Vmax if x ≥ VmaxKv
Kvx if 0 ≤ x ≤ VmaxKv
(57)
where Kv is a design parameter and Vmax is the maximum input voltage that can be sent to the
MR damper. In our case Kv = 1 and and Vmax = 5 (V).
The adjusting voltage rule is chosen in the form
v = h [( fc − f ) f ] (58)
In this way, the MR damper voltage is modified in order to match f c only when it is dissipative
and | fc| > | f |, otherwise, voltage signal v is set to 0.
Consider now the closed loop of figure 2. It is well know from diﬀerential equation theory,
that the existence of solutions of ˙X = g(X) requires g(X) to be continuous. Hence, continuity
of the adjusting voltage rule (58) is required to guarantee the existence of all closed loop
solutions in equations (2)-(4) . This is the reason why function h of equation (58) has been
introduced instead of the Heaviside function generally used in the literature (16).
4. Control effectiveness
To verify the eﬀectiveness of the control we use the same index terms defined in (33), (34) as
detailed in Table 3. Indices J1 and J2 describe the control eﬀectiveness on the acceleration
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Index Description
J1 =
max
t,i
(∥∥∥∥x¨cai
∥∥∥∥∞
)
max
t,i
(‖x¨uai‖∞
) Normalized peak floor acceleration (L∞–norm)
J2 =
max
t,i
(∥∥∥∥x¨uai
∥∥∥∥c
2
)
max
t,i
(‖x¨cai‖2
) Normalized peak floor acceleration (L2–norm)
J3 = max(
∥∥∥xc1(t)∥∥∥∞) Fist floor peak displacement
J4 = max(
∥∥∥ x¨ca1 (t)∥∥∥∞) Fist floor peak absolute aceleration
J5 = max
t
( | f (t)|
W
)
Normalized peak control force
J6 =
(
1
τ
τ∫
0
| f (t)|2 dt
)1/2
RMS control force
Table 3 Control Index
by comparing the peak acceleration response in terms of L∞–norm and L2–norm of the con-
trolled system acceleration
∥∥∥x¨cai∥∥∥∞ and ∥∥∥x¨cai∥∥∥2 compared to the uncontrolled system one ∥∥∥x¨uai∥∥∥∞
and
∥∥∥x¨uai∥∥∥2. Indices J3 and J4 correspond to the L∞–norm of the displacement and acceleration
of the first floor of the controlled system
∥∥∥xc1(t)∥∥∥∞ and ∥∥∥x¨ca1 (t)∥∥∥∞. Index J5 is the maximum
force f (t) induced in the device normalized by the weight of the structure W = 607.59(kN)
and index J6 refers to the control eﬀort of the real damper.
4.1. Simulation results
Table 4 shows the performance indexes when the structure is controlled by implementing
passive–oﬀ (v = 0 (V)) and passive–on (v = 5 (V)) cases, the proposed PI semiactive control
and the corresponding active PI control. Performance index results for backstepping and
QFT based methods from references(33), (34) are also provided to have a basis of comparison.
External excitations are shown in Figure 10 and come from real records scaled by a factor of
0.4 according to references(33), (34).
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Fig. 10 External excitations d(t): “El Centro”, “Loma Prieta” and “Northridge”
It can be seen how both of the passive systems are able to achieve a reasonable level of per-
formance. However, in the passive–oﬀ case the peak of the first floor displacement (index J 3)
is greater than that of the other strategies and in the passive–on case the control eﬀort (index
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Index
Excitation Control strategy J1 J2 J3 J4 J5 J6
El Centro Passive oﬀ 0.81 0.71 5.56 3.46 0.01 2772
Passive on 0.39 0.38 1.93 3.52 0.12 33108
Active PI control 0.72 0.56 4.26 2.82 0.08 15646
Semi active PI control 0.51 0.76 2.84 5.13 0.11 17489
Backstepping 0.55 0.28 3.11 3.40 0.12 20323
QFT 0.67 0.40 3.36 3.77 0.12 15578
Loma Prieta Passive oﬀ 0.89 0.66 3.73 4.31 0.01 2530
Passive on 0.43 0.34 1.63 3.54 0.11 27240
Active PI control 0.74 0.28 3.07 2.57 0.08 7891
Semi active PI control 0.74 0.54 3.05 5.18 0.11 12352
Backstepping 0.58 0.34 3.19 3.27 0.12 17314
QFT 0.92 0.47 3.38 5.25 0.11 10682
Northridge Passive oﬀ 0.97 0.62 6.67 5.06 0.01 2319
Passive on 0.50 0.32 3.04 4.07 0.12 26806
Active PI control 0.82 0.39 4.83 3.17 0.10 11307
Semi active PI control 0.83 0.52 4.62 6.13 0.11 11635
Backstepping 0.72 0.38 4.61 4.51 0.12 17212
QFT 0.64 0.42 4.76 5.06 0.11 18145
Table 4 Controller performance index under “El Centro”, “Loma Prieta” and
“Northridge” earthquakes
J5 and J6 ) is greater than that of the other strategies. Thus, because the MR damper has the
ability to modify its properties dynamically, the performance of the semiactive cases is better
than passive ones in the sense that it reduces the displacement and acceleration of the first
floor with respect to the passive–oﬀ case using significantly smaller control eﬀort than the one
associated to the passive–on case.
On the other hand, the designed active PI control system is very eﬀective in reducing the
structural responses but this comes at the price of large power requirements to generate the
control force. Indeed, the semiactive PI controller achieves performance comparable to the
active case at with almost the same control eﬀort; however, it requires only a small fraction
of the power required to operate the active control system. In addition, the semiactive PI
controller can achieve performance comparable to that of more complex strategies as the QFT
and backstepping based techniques.
5. Conclusions
This work has dealt with a new semiactive control strategy which results from a PI controller
along with an adjusting voltage rule designed in order to make the MR damper to mimic the
active control force as close as possible. The gains of the PI controller have been computed
in such a way to guarantee system stability, minimization of the closed loop system response
and controller robustness against modeling errors. This semiactive controller is very attractive
as it does not require a MR damper model and uses only obtainable acceleration and force
measurements making it quite implementable. The numerical results show how this simple
control law can achieve performance levels comparable to that of more complex algorithms.
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