. From these studies, the two point correlation function for clusters has been found to be consistent in shape with the power law form measured for galaxies, = .
(1) with a similar value of the power-law index 7 "_ 2 but with a higher amplitude r0. There is also a lack of clusters in sample C at low redshifts (cz <_ 10000kin s -z). This is mainly a consequence of clusters appearing too large on the plane of the sky for selection using percolation (Dalton et al. 1997 
__. This being the case, we have also studied the clustering of the full sample and in all cases find the measurements to lie within l_r of the cz <_ 55000km s -1 sample results.
We also use the estimator of Hamilton (1993): where A = r_, and the quoted errors are l_r. This gives r0 = 16.5 h -1Mpc.
If the slope is constrained to be 7 = 2.0 we find r0 = 16._+r.0 h -1Mpc where the errors are cMculated _'--6.0 from the 5 percentile points of the X 9 distribution. The best fit power law for the R >_ 90 subsample is steeper, with 3' = 2.8 4-1.0, A = 103"8+i°.
If 7 for this subsample is constrained to be 2.8, then we obtain r0 19 l+s-0 h-1Mpc.
-----"_--7.5
The fit for R > 80 is shown as the dashed line in Figure  2 . The data for the R > 100 and T_ > 90 sample appear to be in reasonable agreement with the T_ >_ 80 sample. We have plotted the predictions of equation (2) for the correlation functions of the different samples.
Most of the points lie below the corresponding prediction.
We therefore conclude that the correlation amplitude isnot strongly dependent on the cluster richness.
3.1
A maximum likelihood estimator of 7 and r0.
As we are interested in the behaviour of ro as a function of cluster richness, we would like to be able to estimate its value and error bounds in the most direct way possible. Binning the data introduces uncertainties, as the value of _(r)
can depend on the binning interval and the position of bin centres (in log or linear space). We circumvent these problems by maximising the likelihood that a power law form for _(r), as in equation (1) will produce the observed set of pair separations.
In this way, we can find confidence limits on the two parameters 7 and r0 , even for small numbers of clusters.
. __ (s/16.5)-z-°k "'.":'.. :
The two-point correlation function for the three subsamples of clusters from sample C, as discussed in the text. The estimator of equation (4) was used to calculate the sold symbols and equation (3) for the open symbols (which have been displaced to the left slightly to make the error bars visible). The dashed line represents the best fit to the data for 7¢ > 80, _cc = (s/16.5 h -1Mpc) -2"°. The dotted lines show the prediction of equation
(2) for the power-law fits to the correlation function of each of the sub-samples. If we choose to constrain 7 = 2.13 and find the maxmimum likelihood value of r0 in one dimension we also get r0 = 14-2+-°'s.0 h-iMP c at 95% confidence. The X 2 fits to the binned _(r) give 7 = 2.n_+0.20 (2cr errors). If the slope is vv--0.20 constrained to have this value, then from the binned data r0 = la:.o_2.25_+2.sh-lMpc (Dalton et al. 1994a ). The errors on r0 obtained from the binned data are therefore a factor of 2 larger than the errors from the maxmimum likelihood technique.
We have investigated a few possible reasons for this dis-
crepancy.
The main reason appears to be an anomalously low X 2 for the power law fit. Fitting to the 7 bins above 2 h-lMpc we find X 2 = 1.7, which should only occur _ 10% of the time. The binned data for the richer subsamples have more normal values of X 2 and errors much closer to the maximum likelihood values. In discussing our results we will concentrate our attention on the fit parameters derived using the maximum likelihood method.
We have applied the maximum likelihood method to a subsample of clusters from sample B with T¢ >_ 70, with the results shown in Figure  3(b) . These clusters have a mean separation d_ = 48 h -i Mpc and have a slightly larger value of ro = 16.6 4-2.6 h -1Mpc. We tabulate the best fit parameters 7 and ro for this and all the other cluster samples in Table 3 . We also present the 1or and 2or confidence limits on each parameter taken individually.
The results for sample C and subsamples of higher richness are shown in Figure  3 The best fit values of these two parameters are shown by a cross in each plot. The contours enclose 68%, 95% and 99.7% of the joint probability respectively, if the distribution of S : -2 ]n/_ follows a X 2 distribution with _,_,_,_ degrees of freedom. The different panels show results for different subsamples of clusters, with varying lower richness limits. Panel (a) shows results for the extended sample of 364 clusters of Dalton et al. 1994a. Panel (b) shows results for the clusters in sample B with 7¢ > 80. In panels (c) to (f) we use the new rich sample (C) that forms the subject of this paper. In each case the lower richness limit and the resulting mean intercluster separation dc are shown in the top right of the panel, incompleteness.
The dashed lines show the relation r0 : 0.4de of Bahcall & West (1992) . Efstathiou et al. 1992) . That said, we believe that these data points are more reliable than those for the Abell R > 2 clusters. 
