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This thesis covers the challenges faced by network operators and network users
either individually or jointly on different timescales. In the first part of the the-
sis, we investigate the interaction between traffic engineering and TCP. In the
network layer, a network operator directly controls the traffic via traffic engi-
neering and indirectly influences the user offered traffic via feedback signals. In
the transport layer, users send traffic into the network using the TCP protocol,
which adjusts offered traffic according to the received feedback. We investigate
how current traffic engineering practice interact with congestion control under
the network utility maximization framework. We show that the current inter-
action is stable, increases network utility, but does not necessarily improve the
traffic engineering objective. To jointly optimize the non-convex congestion con-
trol and multipath routing problem, we note the mismatch in incentive and take
on a more holistic view using game theory. With change of variables, we obtain
an equivalent convex optimization problem and with suitable modification of
the feedback, we show that the interaction converges to the globally optimal
solution of the equivalent convex problem for users running either primal or
dual algorithms. We further show that the results hold even when traffic engi-
neering is performed at any irregular intervals. More generally, we show via
heterogeneous feedback the same optimality result for a mix of users running
primal and dual algorithms.
In the second part of the thesis, we first lay down the framework of network
traffic dynamics by specifying the governing equations for the time evolutions,
dynamics and associated delays of the network elements. We next specialize the
framework to study how a centrally controlled network could reconfigure its
routing as quickly as possible while not incurring any congestion. As switches
may update at different times and update to different traffic flows take differ-
ent times to propagate through the network, transient congestion could occur
when links contain a mix of traffic flows following old and new routing configu-
rations. Using propagation delay information from the framework and incorpo-
rating timing uncertainty, we figure out which congestion scenario could occur
and how long it would take any update to properly propagate through the net-
work. We formulate a mixed-integer linear program to find fast congestion-free
routing reconfiguration using timing information. We explore how we could
fasten the update process as we do not have to wait for an update to fully prop-
agate through the network. For heavily congested network, we show a fast up-
date solution by trading off the minimal amount of traffic demand. Experiments
on Mininet verify our approach and show that it outperforms prior method with
no timing information.
In the final part, we investigate router’s inherent variation on packet process-
ing time and its effect on interpacket delay and packet clustering. We propose
a simple pipeline model incorporating the inherent variation, and two metrics,
one to measure packet clustering and one to quantify inherent variation. To
isolate the effect of the inherent variation, we begin our analysis with no cross
traffic and step through setups where the input streams have different data rate,
packet size and go through different number of hops. We show that a homoge-
neous input stream with a sufficiently large interpacket gap will emerge at the
router’s output with interpacket delays that are negatively correlated with adja-
cent values and have symmetrical distributions. For an input with smaller inter-
packet gap, the change in packet clustering is smaller while for a more clustered
input, the change is also smaller and could actually go negative. We general-
ize our results by adding cross traffic and show how the understanding gained
could be applied to engineer traffic with minimal jitter. The model analysis is
validated with experiments using SoNIC, a highly precise instrument providing
real-time access to the physical layer.
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CHAPTER 1
INTRODUCTION
Traffic engineering in communication networks deals with the application
of engineering techniques to move, modify or shape traffic in the network to
achieve various traffic-level objectives. The problem exists as far back as the
early days of ARPANET, the predecessor of the Internet, where network opera-
tors were faced with the optimal routing problem [48, 42]. This is a resource allo-
cation problem where network operators have to choose how traffic are routed
through a network with link capacity constraint. The problem is of primary con-
cern to network operators wanting to efficiently utilize the limited resources of
a network. However, the problem assumes a static network condition and does
not take into account either evolving network conditions arising from changing
traffic demand or even from the change in routing itself.
At the same time, the Internet has evolved much since and with it, we have
an ever increasing number of applications, each with its own diverse demands
and objectives. As such, the realm of traffic engineering is no longer restricted
to just blind optimization of the network operator objectives, but also with ad-
ditional consideration to the requirements of applications. Multimedia applica-
tions require the packet stream to have low jitter, websites desire their pages to
have low response times and online game needs a stable and bounded delay en-
vironment to prevent desynchronization between the client and the server. In-
corporating application requirements, despite the fundamental differences and
the potential conflict in objective, is a major challenge in traffic engineering.
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1.1 Traffic Engineering
Traffic engineering is a multi-step process. The first step involves the network
operator estimating the demand of the traffic flows into the network. The es-
timated values are the aggregated average values and the assumption here is
that the demand of the traffic flow is held relatively constant around the esti-
mated values before the next cycle of traffic engineering. Estimation are done
by directly measuring the incoming traffic over a fixed period of time or by ex-
trapolating from available historical traffic information.
Next, the obtained demand values are used as input to an optimal routing
problem [48, 42], also well-known as the multi-commodity flow problem [23,
45]. In the optimal routing problem, the network operator, which controls a
network of routers and links, has to satisfy the demand of traffic flows entering
and exiting the network by choosing their routes through the network. At the
same time, the routes chosen have to satisfy capacity constraints and optimize
system-wide objectives such as delay or utilization. Solving the problem gives
an optimal routing configuration.
The final step requires reconfiguring the current network state and routes to
follow the optimal routing configuration. This is the point where routing proto-
cols come in. Network operators reconfigure by tuning the parameters of these
routing protocols. The complete process of traffic engineering is summarized in
Figure 1.1.
The multi-commodity flow problem is well-studied and our focus is instead
on the problems and challenges stemming from the initial and final step of the
process. For the initial step, we are interested in knowing what would happen
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 Estimate traffic 
demand
Solve 
multicommodity 
flow problem
Reconfigure to 
optimal routing
Figure 1.1: Quick view of the multi-step process of traffic engineering
when the constant traffic assumption is relaxed by having an incoming elastic
traffic that varies according to the network condition along its path. We inves-
tigate how the elastic traffic interacts with traffic engineering and we focus on
the long-term stability and optimality issues resulting from the dynamics of the
interaction. The key questions that we would like to answer are:
• (Stability) Does the interaction converge to a fixed operating point where
the incoming traffic does not change its demand and the network operator
does not reconfigure the network routes?
• (Optimality) If the interaction is stable, is it optimal from the perspective
of the user sending the traffic, the network operator or the system as a
whole? If not, what could the network operator do to induce optimality?
For the reconfiguration step, there are three major challenges, namely op-
timality, consistency and swiftness. An optimal reconfiguration ensures that at
the end of the process, the routing configuration that is in place is indeed the
optimal routing configuration. Under a distributed setting, the predominant
link-state routing protocols are Open Shortest Path First (OSPF) [79] and Inter-
mediate System to Intermediate System (IS-IS) [22]. These protocols work by
having each router having a full view of the topology of the network. Each link
of the network is associated with a link weight. To figure out the route to take
to a destination router for any incoming traffic flow, a router runs Dijkstra’s al-
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gorithm on the link weights and the resulting shortest path is the route that will
be taken. To reconfigure the routes, network operators do it indirectly by tun-
ing the link weights of each link. However, it turns out that setting the right
link-weight is NP-hard, and sometimes even the best link-weight could have
significant deviations from the optimal configuration [39, 37].
Alternatively, we have routing protocols that work by encoding the full source-
destination route such as Multiprotocol Label Switching (MPLS) [74]. Instead of
the routers choosing the route to take to different destinations for each incom-
ing flow, the routes or tunnels are chosen at the ingress router for each source-
destination pair. Similar to link-state routing protocols, the network operator
reconfigures indirectly by tuning the link weight. The ingress router then uses
to the link weights to solve a constrained shortest path problem. As the process
is done in a distributed manner by each ingress router, there is no guarantee that
the final routing configuration is the desired optimal configuration [84, 106].
The primary factors contributing to the lack of optimality are the lack of di-
rect control by the network operator and the distributed nature of the routing
protocol. As such, in recent years, we have an emerging architecture known
as Software-Defined Networking (SDN) that is directly programmable and cen-
trally managed. The extra control is achieved by allowing network operator
to directly determine how traffic is routed instead of the indirect method as is
done in traditional routing protocols. For instance, OpenFlow [6], which en-
ables the SDN architecture, allows the network operator to directly modify the
forwarding tables of each router in the network. As such, optimality could be
easily guaranteed with a centralized controller directly setting the optimal rout-
ing configuration.
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With optimality issues easily handled by the SDN architecture, our focus is
on the last two challenges. The second challenge is concerned with the tran-
sient stages while reconfiguring to the optimal configuration and this is where
consistency requirement comes in. A consistent update [88, 56] ensures cer-
tain network properties of interest such as in-order delivery, loop-freedom [103]
or capacity constraint [51, 102] are satisfied during all transient stages of the
routing reconfiguration. When implemented incorrectly, an inconsistent update
could be a very costly exercise to the network operator. The Amazon EC2 and
RDS service disruption in April 21, 2011, is one such example [8]. The reconfigu-
ration begins with the intention to upgrade the capacity of the network and this
requires some of the network traffic to be shifted around. The network traffic
was incorrectly routed to a router which could not handle the incoming traffic.
The route was corrected not long after, but the mistake caused a cascading effect
on the services which took days to fully recover.
The final challenge is to perform the reconfiguration in the least amount of
time possible. As mentioned at the beginning of the section, the optimal config-
uration is based on the assumption that the demand of the traffic flow is held
relatively constant around the estimated values. As such, the optimal config-
uration is only valid while the estimated values are reasonable approximation
of the actual traffic demand. A swift update ensures the final routing configu-
ration does not become obsolete due to fast changing network conditions and
cause lower network utilization.
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1.2 User Requirements
Application (User1) requirements could be broadly classified into three cate-
gories: delay, throughput and packet positioning. Each application has varying
degrees of requirements on these three categories. Applications sensitive to de-
lay requires their packets to get to the destination within a set period of time.
The delay requirement typically arises from application requiring interactiv-
ity, such as teleconferencing or online gaming, where delayed responses would
severely hamper the user experience. Throughput requirements are about the
number of packets transferred within one round-trip time and comes in several
variants. Applications could either require a set amount of bandwidth, such
as video streaming; could desire as much bandwidth as possible, such as file
transfer; or could desire packet transfer with bounded packet losses as in wire-
less networks. Lastly, applications could have requirements on how the packets
should arrive at the destination. It could be desirable for the packets to arrive
in-order, or for the packets to arrive with minimal jitter as in multimedia appli-
cations.
The task of the application is to control how the packets should be sent in
order to satisfy these requirements. Depending on the requirement, the interac-
tion of the application with the network differs greatly. Applications that care
about throughput and delay typically have an elastic traffic demand that varies
according to the detected network condition. The traffic demand is higher when
the network condition is good and vice versa. Such action could either conflict
with the network operator’s objective as sending more traffic into the network
would necessarily degrade the network condition or help the network opera-
1We will use applications and users interchangeably
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tor by curbing the traffic demand to reduce the network load. As mentioned in
Chapter 1.1, the interaction of these applications with the network operator’s
traffic engineering efforts creates an interesting dynamics and we are interested
in its long-term stability and optimality issues.
Packet positioning requirements operate at a finer timescale. While delay,
throughput, and traffic engineering are more about aggregate and average flow-
level requirements, packet positioning requirements are packet-level require-
ments. As such, we care more about its interaction with network elements and
other cross traffic. Thus, a fundamental understanding of how network ele-
ments operate and how they affect the packets passing through them are crucial
to designing control schemes that satisfy the requirements of these application.
In particular, we focus on how randomness inherent in a router affects jitter.
1.3 Timescale
We have briefly gone through the perspectives and challenges of the network
operator and the applications in Chapter 1.1 and 1.2. We are still missing one
piece to complete the introductory picture though, and that is the timescale dif-
ferences of the problems. Each of the problems that we just discuss actually
occupy a different timescale (summarized in Table 1.1).
At the smallest timescale we have the packet-level spanning nanoseconds to
microseconds. This is the timescale with a similar order as the time it takes to
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Table 1.1: Timescale differences of packet-level, flow-level and network-level
Level Time (seconds) Related phenomena Problem
Packet 10−9 − 10−4 Transmission time of a
packet, jitter,
bandwidth estimation
Inherent variation of
a router and its effect
on packet clustering
Flow 10−3 − 100 Round-trip time,
window flow control,
routing updates
Consistent and swift
routing
reconfiguration
Network 101 − 103 Multiple traffic
engineering updates,
long-term network
behavior
Stability and
optimality of
network-user
Interaction
transmit a packet of size 64 to 1500 bytes onto a 10 Gbps link:
(64× 8 bits) /
(
10× 109 bits/s
)
= 51.2 nanoseconds
(1500× 8 bits) /
(
10× 109 bits/s
)
= 1.2 microseconds
This is the timescale of interest for packet positioning requirements. Moving up
we have the flow-level spanning milliseconds to seconds. This is the timescale
of round-trip time for physical distances spanning hundreds to tens of thou-
sands of kilometers:2
(2× 100 km) /
(
2× 105 km/s
)
= 1 milliseconds
(2× 10000 km) /
(
2× 105 km/s
)
= 100 milliseconds
This is the timescale where network operators deal with aggregate traffic flows
and perform routing reconfigurations. Finally, we have the network level span-
ning minutes to hours. Depending on the nature of the incoming traffic, net-
work operators typically have an update period of seconds to minutes to carry
out traffic engineering. This is the timescale where we investigate the interac-
tion and long-term behavior between traffic engineering and elastic input traffic
as they evolve over multiple traffic engineering updates.
2Assuming signals are traveling in fiber optic at a speed of 2× 105 km/s
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1.4 Contributions
We have introduced the various challenges faced by network operators, the
applications and their interactions. This thesis is divided into three parts and
each part of the thesis will deal with one or more of the challenges. In the first
part, we look at the interaction between traffic engineering and users. We show
how the users and network operator, despite the conflicting objectives, could
work together to overcome the challenges and achieve social-wide objectives.
In the second part, we define a framework for network traffic dynamics before
we begin to explore consistent and swift updates for network operators under
a Software Defined Networking architecture. Our focus is on congestion-free
routing reconfiguration and we leverage the explicit timing information incor-
porated to achieve a faster reconfiguration than is previously possible. Finally,
in the last part of the thesis, we investigate an unexpected source of uncertainty
introduced by routing elements in the network. The study is based on a previ-
ously observed but unexplained phenomena whereby packets passing through
a router with no cross traffic experiences variation in the transition time. The
work is of particular relevance to applications requiring packet positioning such
as bandwidth estimation, covert timing channels, and multimedia applications.
1.4.1 Network-User Interaction
The work here could be viewed from either the perspective of the network op-
erator or the users. The theoretical framework underlying the operations of the
network operator is traffic engineering as introduced in Chapter 1.1 while for
the users, the underlying theoretical framework is network utility maximiza-
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tion (NUM). Our main perspective is from the traffic engineering standpoint,
and our main contribution is the relaxation of the constant traffic demand as-
sumption to an elastic traffic following the dynamics of NUM. Our focus on
traffic engineering separates us from prior network-user interaction works with
a NUM standpoint [58, 47, 46, 106, 82] in three ways:
• The network operator controls the routing as opposed to source routing.
• The user does not have full knowledge of the network but instead only
has limited information on the network path that it uses in the form of
feedback, which is set by the network operator.
• There is a timescale difference between user updates and traffic engineer-
ing updates as opposed to requiring synchronous user and routing up-
dates.
These differences introduce additional restrictions to the problem, but we
are able to show that
• In general, the interaction between traffic engineering and NUM converges
to a stable solution that is suboptimal with respect to a social objective
function.
• Achieving social optimality is a non-convex problem, but we manage to
find a transform that turns it into an equivalent convex problem.
• By borrowing the tools of game theory, refining the model and setting the
appropriate feedback, we show that despite the timescale differences, the
network-user interaction could achieve a stable and socially optimal solu-
tion.
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• The stability and optimality results could be generalized to a network with
heterogeneous users.
1.4.2 Traffic Engineering Dynamics
In this part of the thesis, we first lay down the general framework of network
traffic dynamics. The framework deals with flow-level dynamics by explic-
itly characterizing all the delays in the network and the time evolution of the
state of network elements. We next specialize the framework to the study fast
congestion-free routing reconfiguration by adding in timing uncertainty infor-
mation. The delay information from the network traffic dynamics framework,
together with the added timing uncertainties, provide many benefits over prior
work [51]:
• We can figure out how long it would take an updated routing configura-
tion to fully propagate through any links and through the whole network.
We no longer have to wait an arbitrarily long period of time before we can
execute the next update.
• We no longer have to assume worst-case scenarios in terms of which rout-
ing update would arrive at a link. We are less constrained and thus are
able to find faster updates.
• Further speed-up could be obtained as the subsequent update could some-
times be performed without violating capacity constraints even before the
current update has fully propagated through the network. Such a speed-
up is not possible without timing information.
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• Even when a congestion-free solution does not exist, we show how routing
reconfiguration could be done with a minimal loss in traffic demand.
• The model is robust to measurement uncertainty in the delays. The more
precise the measurement, the faster the reconfiguration.
1.4.3 Inherent Variation in Routers
In the absence of external factors such as cross traffic, a packet passing through
a router is expected to have a deterministic transition time. The experiments
performed in [43] show that this is not the case as routers have some inherent
variation causing some variability in the transition time. In some cases, the vari-
ability is sufficient to induce bursty traffic wherein packets cluster together. The
observed phenomena was left unexplained though, and we build from there:
• We propose a simple device-independent router model incorporating in-
herent variation. The model admits a pipeline structure. Using the model,
we make several predictions on the properties of the interpacket delay at
the router’s output. We predict that adjacent interpacket delays are nega-
tively correlated (Theorem 4.2) and the histogram of the interpacket delay
is symmetrical in shape (Theorem 4.3).
• We propose a metric to quantify packet clustering. We show how packet
clustering in terms of this metric changes as it passes through one or mul-
tiple routers (Theorem 4.6 and Section 4.6.2). We also develop conditions
on when the output is less clustered than the input (Corollary 4.7).
• We generalize our results by incorporating cross traffic (Lemma 4.9 and
Theorem 4.11).
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• We are able to provide qualitative and quantitative explanations on the
observed phenomena of [43]. We also verify all the model results with
repeatable experiments using SoNIC [62]
• We investigate the impact of packet sizes, clock drift, and forwarding table
lookup on the variability of transition time.
• We show how we could apply the understanding derived from the mod-
eling to minimize jitter.
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CHAPTER 2
NETWORK-USER INTERACTION OF TRAFFIC ENGINEERING
(MINUTES - HOURS)
2.1 Background
The focus here is on users concerned about throughput while for the network
operator, its about optimality such as total delay in the network. The objective of
the applications is in conflict with those of the network operator: sending more
traffic into the network would necessarily worsen the network condition. From
the perspective of a layered network architecture, our work in this chapter deals
with the interaction of transport layer (congestion control) and network layer
(routing). Due to potential confusion with the application layer, we refer to
applications as users instead. The congestion control optimization framework,
i.e. network utility maximization (NUM) [97] has been developed assuming the
traffic flow from each user follows a single static path. Investigations on re-
laxation of the fixed routing assumption has been around for quite some time.
The joint congestion control and multipath routing problem is already present
in Kelly’s seminal work [58]. There, rate variables are defined for all possi-
ble paths from source to destination, and each user has to determine all these
rates to maximize utility. More recent works have shifted the routing decisions
to the nodes. Each edge router either separately chooses a route to minimize
congestion cost [106] or determines, for each destination, the load to place on
all possible paths [46]; or all routers control the per-destination split ratios on
outgoing links [82]. The paper that is closest in essence to ours is [47] though
our stability and optimality results are not limited to the ring topology and our
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timescale separation model is more general. Many other related papers could
be found in [27] but in general, investigations in this direction will encounter
the following limitations:
1. Knowledge of the network topology. Network users could obtain infor-
mation about the paths used via feedback but beyond that have limited to
no knowledge of the network topology and possible paths to destination.
2. Timescale separation. Congestion control converges to equilibrium in the
order of round-trip time. Routing is generally updated by the network
operator on a longer timescale. This timescale mismatch means that al-
gorithms updating congestion control and routing update simultaneously
are usually impractical.
3. Network ownership. Probably the most important limitation is that the
network infrastructure is owned and controlled by the network operator.
A network operator routes the traffic according to his own incentives such
as congestion minimization or revenue maximization. Such incentives are
typically not aligned with the utility maximization of users.
Across the aisle, the traffic engineering community has much fewer works
dealing with the interaction. The hardness of the link-weight setting problem
[39] and the lack of a solid analytical framework compared to NUM has lim-
ited the cross-layer works, for instance [36], to be simulation in nature. There
is a vast literature on traffic engineering on networks, however, if we do not
limit ourselves to communication networks. Research on transportation traf-
fic has been around for decades [73]. Beside the convex optimization tools
[19] employed in NUM, another important theoretical tool here is game the-
ory [44] where agents are modeled to behave selfishly. Under the game the-
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oretical framework, each agent acts independently to choose a minimum-cost
path, given the congestion costs caused by the actions of all other players. The
problem is usually modeled as a non-cooperative congestion game, which is
guaranteed to have a pure-strategy Nash equilibrium [91]. It is well-known that
in general Nash equilibria are not necessarily socially optimal. How inefficient
any Nash equilibrium can be has been characterized with the concept of Price
of Anarchy (PoA) in [93, 92]. PoA is the ratio between the social value of the so-
cially optimally solution and that of the worst Nash equilibrium. These works
have been done with a constant offered traffic assumption and extensions to
elastic traffic could be found in [28, 25, 54]. Viewed from the communication
network framework, investigations from a game theoretical standpoint will run
into the aforementioned limitations — knowledge of the network topology and
timescale separation — as well as the following:
• User behavior. The behavior of a network user is governed by the conges-
tion control algorithm, which is not necessarily selfish and could not be
controlled by the network operator.
Our objective is to take on the role of the network operator and design the ap-
propriate traffic engineering steps to achieve cross-layer optimality while con-
forming to all four limitations. We start by modeling the interaction of traffic
engineering and NUM as a two-stage iterative process in Section 2.2 and ex-
plain how currently feedback, traffic engineering, and NUM interact with each
other. In Section 2.3, we find that the process converges, improves network util-
ity, but does not guarantee improvement in the traffic engineering’s objective.
We thus relax the capacity constraint and propose a modification under a game
theory framework in Section 2.4, albeit users are not necessarily selfish but instead
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act according to NUM. In Section 2.5, we formulate a potential game perspective
for the primal algorithm of NUM and show that the primal algorithm converges
to the socially optimal solution. We next relax our timescale separation assump-
tion and show that the same convergence holds even when traffic engineering
is performed at any irregular intervals. We extend to the dual algorithm for
NUM in Section 2.6 and show that with proper modification of the feedback
signal, the convergence results also hold here. In Section 2.7, we relax the ho-
mogeneous user assumption by allowing heterogeneous users running primal
or dual algorithms and prove the same optimality result.
2.2 Model formulation
We consider a network controlled by a network operator, whom we refer inter-
changeably as the traffic engineer in this chapter. A set of N users, each repre-
senting a particular source-destination pair, sends traffic into the network. We
assume users have infinite backlog and any user traffic could be split at any ra-
tio across all possible paths from source to destination. An illustrative figure of
the model is shown in Figure 2.1.
Before proceeding further, for clarity, we explain the notational conventions
adopted throughout this chapter. Uppercase letters denote matrices, e.g. H, Q,
R, or sets, e.g. L, N1, or constants, e.g. K, or utilities (or costs), e.g. U, Φ. Low-
ercase letter i represents user, j or k represents path, l represents link and other
letters such as x, f , q denote vectors. Superscript denotes element of a vector,
e.g. xi or columns of a matrix, e.g. Hi associated with user i. Similarly, subscript
1We will abuse notation by using L and N to denote both sets and their cardinality.
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Figure 2.1: User controls input traffic while network operator owns the network
and controls feedback and traffic split at routers
Table 2.1: Table of Notations
Symbol Description
N Set/Cardinality of users
L Set/Cardinality of directed links
H Topology matrix
Q Traffic split matrix
R Routing matrix
fl Total traffic flow through link l
Φl ( fl) Cost function of link l
φl ( fl) Price function of link l
cl Capacity of link l
xi Offered traffic of user i
Ui
(
xi
)
Utility function of user i
Λ (·) Traffic engineering objective function
on a vector or matrix, e.g. fl, qij denotes association with either link l or path j. A
bar, e.g. x¯i, means the variable is an optimal solution. The bold number 1 is the
vector of all ones while el or eij is a unit vector for the corresponding element.
Whenever a lemma or theorem is stated, it is implicit that all the assumptions
that have been stated in the paper thus far holds.
We model the network as a graph with a set L of directed links. The links
have finite capacities c = {cl|l ∈ L} and each link l is associated with a link-
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cost function Φl ( fl) that is convex and increasing in fl, the traffic flow through
link l. Examples of Φl (·) are link utilization fl/cl and link delay fl/ (cl − fl) as
given by the M/M/1 formula [104].
Each user i ∈ N is associated with Ki acyclic paths, which are represented
by a L× Ki 0− 1 matrix Hi where
Hil j =

1, if user i uses link l in path j
0, otherwise
The matrix Hi does not necessarily contain all the possible paths from source to
destination but instead could just be a subset of the paths. Let K = ∑i Ki and
define the L× K matrix as
H =
[
H1 . . . HN
]
A split ratio is specified over the Ki paths by the Ki × 1 vector qi where qij repre-
sents the fraction of i’s flow on path j such that
qij ≥ 0, 1Tqi = 1
Collect the vectors qi, i = 1, . . . , N into a K × N block diagonal matrix Q =
diag
(
q1, . . . , qN
)
. We represent the set of all possible traffic split matrices as
Q =
{
Q|Q = diag
(
q1, . . . , qN
)
∈ [0, 1]K×N , 1Tqi = 1
}
The matrix H defines the topology of the network while Q represents how the
traffic of each user is split over the available paths. Their product is a L × N
routing matrix R = HQ with its Rli entry giving the fraction of i’s traffic at each
link l.
We model the current interaction between the users and the traffic engineer
by combining the models of NUM and traffic engineering into an iterative two-
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stage process. We will not achieve optimality with this initial model, but analyz-
ing it will give some important insights into the two-stage process and on how
we could refine the model to achieve optimality. First, the traffic engineer, with
knowledge of the offered traffic x =
{
xi|i ∈ N}, solves a traffic engineering
problem
(TE) min
Q∈Q
Λ (HQx)
s.t. HQx = f ≤ c
where f = { fl|l ∈ L} represents the load on all the links. Examples of the ob-
jective function Λ are maximum utilization, maxl fl/cl, and for additive cost
function, ∑l Φl (el HQx) = ∑l Φl ( fl), in which case we could be minimizing
total delay.
Additionally, the traffic engineer sets a congestion price for all links. The
price is represented by a price function φ = {φl ( fl) : l ∈ L} that is related to the
link cost function Φ. For each path used, the edge router of user i receives the
sum of all link prices along the path as feedback. Thus, the price information
received by the edge router is the vector
(
Hi
)T
φ ∈ RKi . The edge router then
calculates the expected congestion price φT Hiqi = (HQei)
T φ and passes it to
the user as a feedback value. Users update their offered traffic according to the
feedback value.
Solving (TE) gives a new traffic split matrix Q, and users update their offered
traffic as the feedback values have changed. The update is governed by the
NUM framework where users solve the following problem: Given Q,
(NUM) max
x≥0 ∑i∈N
Ui
(
xi
)
s.t. Rx ≤ c
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where Ui
(
xi
)
is a non-negative, increasing, and strictly concave utility function.
The NUM framework comes with two flavors: primal and dual. Under the pri-
mal formulation, the capacity constraint is relaxed by adding a barrier function
to the objective
(NUM-P) max
x≥0 ∑i∈N
Ui
(
xi
)
−∑
l∈L
Bl
(
eTl Rx
)
By proper choice of a convex barrier function, Bl (·), the optimal solution of
(NUM) could be approximated by solving (NUM-P) [12]. For single path, i.e.
when Q is restricted to be a 0− 1 matrix, the primal algorithm has the users and
price function update as follows [97]:
x˙i = κi
(
xi
) [(
Ui
)′ (
xi
)
−
(
Rei
)T
φ
]
(2.1)
φl = B′l (2.2)
where κi (·) is non-negative, increasing and continuous. For the dual formula-
tion, (NUM) is solved directly and the dual algorithm has the users and price
function update as follows [69]:
xi =
(
Ui
)′−1((
Rei
)T
φ
)
(2.3)
φ˙l =

hl ( fl − cl) , φl > 0
hl max { fl − cl, 0} , φl = 0
(2.4)
where hl is a positive constant.
We assume that the update on Q is instantaneous. We also assume for now
that the users converge to the optimal solution of (NUM) before the traffic engi-
neer updates Q again. Due to the timescale separation limitation that we men-
tioned earlier, this is a reasonable assumption to make, though we will relax
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it in the later section to cover not only the 3 timescale separation models men-
tioned in [47], but also allowing Q to be updated at any irregular intervals. With
this assumption, the iterative two-stage process has the traffic engineer and the
users taking turns solving their respective optimization problems:
Q (t + 1) = arg min
Q∈Q:HQx(t)≤c
Λ (HQx(t)) (2.5)
x (t + 1) = arg max
x≥0:HQ(t+1)x≤c ∑i∈N
Ui
(
xi
)
(2.6)
When there are more than one optimal solution to (2.5), we adopt the convention
that if Q (t) is an optimal solution, then we choose Q (t + 1) = Q (t). If not, an
optimal solution is chosen at random. This convention of always choosing the
current solution if optimal holds as well for (2.6) and in the later optimization
problems.
We consider an example to familiarize with the notation and to illustrate the
iterative two-stage process.
 
A B 
C 
D 
c1=1 c2=1 
c
3
=1 
c
4
=1 c5=1 
Figure 2.2: An example with link-cost function Φl ( fl) = f 2l /2
Example 2.1. (Illustrative example) Consider the network shown in Figure 2.2.
The cost function for each link l is Φl ( fl) = f 2l /2. There are two users with the
same strictly concave utility function U (·). The first user sends traffic from A
to D via A→ C → D (path 1) and A→ D (path 2) while the second user sends
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traffic from B to D via B→ C → D (path 1) and B→ D (path 2).
H1 =

1 0
0 0
1 0
0 1
0 0

, H2 =

0 0
1 0
1 0
0 0
0 1

, Q =

q11 0
q12 0
0 q12
0 q22

Suppose initially, the first user offers x1 (t = 0) = 1/2 unit of traffic and the sec-
ond user offers x2 (t = 0) = 1/4 unit of traffic. Both offered traffic are initially
set by the traffic engineer to travel on path 2, i.e. q12 (0) = q
2
2 (0) = 1.
At time t = 1, to solve (TE), we utilize the well-known fact stating that for
multi-commodity flow problem, if capacity constraints do not come into play,
then at the optimal solution, for each user, the first derivative length is the same
for all paths with positive rates [13]. This translates into the conditions
x11 +
(
x11 + x
2
1
)
= x1 (0)− x11
x21 +
(
x11 + x
2
1
)
= x2 (0)− x21
where xij is the optimal offered traffic for user i on path j for (TE). Solving the
linear system and rescaling the results give the optimal split ratios as
q11 (1) =
3x1 (0)− x2 (0)
8x1 (0)
<
5x1 (0) + x2 (0)
8x1 (0)
= q12 (1)
q21 (1) =
3x2 (0)− x1 (0)
8x2 (0)
<
5x2 (0) + x1 (0)
8x2 (0)
= q22 (1)
The two users now adjust their offered traffic according to the new traffic split.
Regardless of the utility function and feedback, under (NUM), optimality is
achieved when the users each increases the offered traffic until it hits the ca-
pacity constraint on the second path. For user 1, 1/2 unit of traffic is sent along
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path 2 implying a total offered traffic of
x1 (1) =
1/2
q12 (1)
=
4x1 (0)
5x1 (0) + x2 (0)
=
8
11
Similarly for user 2, 1/4 unit of traffic is sent along path 2 implying a total
offered traffic of
x2 (1) =
1/4
q22 (1)
=
2x2 (0)
5x2 (0) + x1 (0)
=
2
7
At t = 2, capacity constraint comes into play for user 2 as x21 (1)+
(
x11 (1) + x
2
1 (1)
)
=
23/77 > 1/4 and thus the optimal solution for (TE) for user 2 remains un-
changed, i.e. q2 (2) = q2 (1). For user 1, capacity constraint does not come
into play as long as x11 (t− 1) < 13/56 or equivalently x1 (t− 1) < 41/56. The
condition is satisfied and so going through the same line of reasoning as before
gives the relationship
41
56
> x1 (t) =
42x1 (t− 1)
56x1 (t− 1) + 1 > x
1 (t− 1) (2.7)
The left inequality holds since 42x1 (t− 1) < 41x1 (t− 1) + 41/56 while the
right inequality is obtained by applying x1 (t− 1) < 41/56 on the denominator.
For t ≥ 3, one could check that q2 (t) = q2 (1) and the chain of relationships
in (2.7) hold. As t → ∞, the iterative two-stage process converges to a total
network utility of U (41/56) +U (2/7) > U (1/2) +U (1/4) and a traffic engi-
neering objective of 5/32+ 199/3136 > 5/32. Before proceeding, remember the
three key points listed below. We will hammer home the last two points with
further examples.
• The two-stage iterative process converges (Theorem 2.1).
• The network utility strictly increases while the traffic engineer is worse off
after each iteration (Example 2.2).
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Table 2.2: A quick view of the interaction between the users and the traffic en-
gineer in the most general setup
Layer Transport Network
Agents Users Traffic engineer
Control Offered traffic Traffic split, feedback
Knowledge Utility function Network topology, TE
objective
Information
received
Feedback Offered traffic, algorithm
type
Action Use feedback to set offered
traffic
Sets feedback and uses
offered traffic to set traffic
split
Action
period
Offered traffic
continuously adapted
Traffic split updated at any
irregular interval
• Capacity constraint prevents further updates to the traffic split ratio for
user 2 (Example 2.3).
We pause here to point out the critical differences between our work in the
most general setting and prior literature. Most importantly, we have relaxed
the fixed offered assumption in traffic engineering and consider an elastic traf-
fic modeled by (NUM). We stress again that our main perspective lies with the
traffic engineer, though our work has several implications for the congestion
control framework as well. First, we adopt the view that network infrastructure
is owned and controlled by the traffic engineer. Thus, the traffic engineer has
a complete view and control of the network topology while users could obtain
information about the paths used via feedback but beyond that have limited to
no knowledge of the network topology and possible paths to destination. This
is in direct contrast with [58] where users could choose which path to use and
with [106] where edge routers act independently of each other. Second, prior
work with globally optimal convergence results, notably [46, 82], require syn-
chronous updates by the user and traffic engineer. This is a timescale mismatch
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as congestion control typically converges to equilibrium in the order of round-
trip time while routing is generally updated on a longer timescale. The paper
[47] investigates various timescale separation models but its stability and opti-
mality results are limited to the ring topology. Here, we complete the stability
and globally optimal convergence proof for the general topology and for the
general timescale model where the traffic engineer could update at any arbi-
trary interval.
2.3 Model Analysis
We first show that the iterative two-state process is stable in general.
Theorem 2.1. The iterative two-stage process (2.5), (2.6) converges to a fixed point.
Proof. The sequence {
∑
i
Ui
(
xi (t)
)
, t = 1, 2, . . .
}
converges since it is bounded from above due to capacity constraint, and strictly
increasing prior to convergence since at each time t + 1, x (t) is a feasible solu-
tion of (2.6) and thus
∑
i
Ui
(
xi (t + 1)
)
≥∑
i
Ui
(
xi (t)
)
If the inequality holds with equality, then the sequence has converged with
(Q (t + 1) , x (t)) being a fixed point of equations (2.5) and (2.6). Note that the
convention of always choosing the current solution if optimal prevents the pos-
sibility of oscillations.
Remark 2.1. While we have allowed the traffic engineer to split traffic arbitrarily
on all possible paths, the proof still holds even if the traffic engineer is restricted
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to picking a fixed number of paths or even just one path for each user. In fact,
in the single-path case, the process is guaranteed to converge in finite time since
there is only a finite number of single-path routing configurations and the it-
erative process is guaranteed to pick a different configuration at each iteration.
This is in contrast to results from [106] where the single-path case is shown to
be unstable. As pointed out earlier, this is because the traffic engineer controls
all routers instead of allowing each router to act independently of each other.
The proof shows that the two-stage iterative process improves network util-
ity but the same guarantee does not necessarily hold for traffic engineering ob-
jective. Consider the following simple example.
Example 2.2. (No improvement for traffic engineer) Suppose the objective of
(TE) is to minimize maximum utilization. The optimal solution for (NUM),
however, will always have a bottleneck link, l where f¯l = cl. This implies that
the effort of the traffic engineer is futile as at the end of each iteration, there will
always be a link with maximum utilization.
Since the network utility ∑i Ui
(
xi
)
strictly increases after every iteration
prior to convergence, one could view the iterative process (2.5), (2.6) as trying
to solve the joint optimization problem
(JOINT) max
x≥0,Q∈Q ∑i∈N
Ui
(
xi
)
s.t. HQx ≤ c
First note that (JOINT) is a non-convex problem as HQx is not convex in (Q, x).
Equation (2.5) could now be interpreted as an update step that allows one to
searchQ for better traffic split ratios. However, the iterative process is not guar-
anteed to reach the optimal solution of (JOINT) regardless of the cost function
Φ as demonstrated in the following example.
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Example 2.3. (Capacity constraint prevents update of Q) Consider again the
network used for Example 2.1. Initially, the traffic engineer sets 1 unit of offered
traffic from user 1 to travel along A → D and splits the 2 units of traffic from
user 2: 1 along B → D and 1 along B → C → D. Due to capacity constraints,
regardless of the traffic engineering objective V, the optimal solution of (TE)
maintains the current traffic split ratios and thus the iterative process has con-
verged. However, the optimal solution of (JOINT) is 2U(1.5) > U (1) + U (2)
by concavity of U. The iterative process fails to improve the solution further as
the current solution is trapped due to capacity constraints.
2.4 Model Refinement
Our goal now is to modify the iterative process such that the incentives of both
the users and the traffic engineer are taken into account. Since we have two
groups with incentives that are not necessarily aligned, the framework of game
theory lends itself naturally. We stress that though we borrow the terminologies
and tools of game theory, and we may refer to users as trying to maximize a
certain utility, we do not assume users are rational and selfish but instead they
act according to the governing algorithm.
If we view the group of users as a single player, then we can view the it-
erative process (2.5), (2.6) as a two-player game between the player and the
traffic engineer. The player and the traffic engineer take turns to make a best re-
sponse to the opponent’s strategy and we have shown in Theorem 2.1 that this
best-response dynamics converges to a Nash equilibrium. We define the aggre-
gate surplus or the social value of an offered traffic and traffic split combination
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(x, Q) as
S (x, Q) = ∑
i∈N
Ui
(
xi
)
−Λ (HQx)
It is then natural to look at the price of anarchy and we show that the price of
anarchy depends on the capacity for the two-stage iterative process (2.5), (2.6).
Example 2.4. (PoA depends on capacity) Consider a simple graph with only
two nodes. A link with capacity c > 1 connect the two nodes and a single user
with log utility sends traffic from one node to the other. Suppose the traffic
engineering objective is to minimize congestion cost, which we assume is linear
in the link flow. In this case, the social value is
S (x) = log (x)− x < 0
The socially optimal solution is given by x¯ = 1 with a corresponding social
value of S
(
f¯
)
= −1. The social value under (NUM), however, is S (c) = log c−
c. Since the social value is always negative, one could interpret the social value
as cost instead of negative utility. For cost minimization, the price of anarchy is
given by
S (c)
S
(
f¯
) = c− log c
which is arbitrarily large as c increases.
Refining our goal further, we now want to modify the iterative process such
that it has a fixed point that is socially optimal. We know from Example 2.3
that a solution may get trapped due to capacity constraints. We also know from
Example 2.4 that the price of anarchy is dependent on the capacity. These two
observations lead us to consider a relaxation of the capacity constraint. To do
that, first we restrict the objective of (TE) to doubly differentiable and additive
cost functions, ∑l Φl ( fl). Next we assume that for all l, Φl is large when it is
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near or over capacity to penalize capacity overshooting. Thus, capacity con-
straint will still be reflected if we incorporate the link cost into the objective
function. As with the primal formulation (NUM-P), for the users, the capac-
ity constraint is replaced with Φl as the barrier function. We thus arrive at the
following Gauss-Seidel system [14]:
Q (t + 1) = arg min
Q∈Q ∑l∈L
Φl
(
eTl HQx(t)
)
(2.8)
x (t + 1) = arg max
x≥0 ∑i∈N
Ui
(
xi
)
−∑
l∈L
Φl
(
eTl HQ(t + 1)x
)
(2.9)
But we are not quite done with the assumptions yet since a solution may also
get trapped at the other extreme where xi = 0.
Example 2.5. (Phantom user) We reuse the network shown in Figure 2.2. There
are two users with the same strictly concave utility function Ui
(
xi
)
= − (xi)2 +
2xi, for xi ≤ 1. The first user sends traffic along A → D and A → C → D while
the second user sends traffic along C → D. The link-cost function is linear
Φl ( fl) = 3 fl/2. Initially, user 1 is configured to send all its traffic along the
second path, i.e. q1A→C→D = 1. With this setup, solving (2.9) gives x
1 = 0, x2 =
1/4. On the next iteration, the traffic split ratio remains the same by convention.
The Gauss-Seidel system thus converges with a social value of 1/16. However,
the optimal social value is 1/8 with q¯1A→D = 1 and x¯
1 = x¯2 = 1/4.
We therefore assume that a solution of (2.9) always gives x¯ > 0. The assump-
tion makes sense in practice because the traffic engineer would not be able to
know the existence of a user if it is not offering any traffic. This assumption is
satisfied with, for instance, utility functions U satisfying limx→0+ dU/dx = ∞,
e.g. α-fair utility functions [76].
The analogous optimization problem of (JOINT) after the modifications is
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the main problem of this paper:
(MAIN) max
x≥0,Q∈Q ∑i∈N
Ui
(
xi
)
−∑
l∈L
Φl
(
eTl HQx
)
The problem is not necessarily convex as Φl
(
eTl HQx
)
is not necessarily convex
in Q and x. A simple example to show non-convexity is a 1-user setup with a
link l satisfying Φl ( fl) = fl and fl = q11x
1. However, we can transform it into a
convex optimization problem with a change of variables
wij = q
i
jx
i or w = Qx (2.10)
where wij is now the traffic flow on path j for user i. We obtain
(TRANS) max
w≥0 ∑i∈N
Ui
(
∑
j
wij
)
−∑
l∈L
Φl
(
eTl Hw
)
(2.11)
To get back to the original variables, we can use the inverse relationship when-
ever xi > 0
xi =∑
j
wij, q
i
j =
wij
∑k wik
(2.12)
Note that a solution is optimal for (TRANS) if and only if the corresponding
solution after change of variables is optimal for (MAIN).
We now prove the optimality of the Gauss-Seidel system.
Theorem 2.2. The Gauss-Seidel system (2.8), (2.9) converges to a socially optimal fixed
point, (x¯, Q¯).
Proof. The social value S (x, Q) is increasing after each update and is bounded
and thus the Gauss-Seidel system converges to a fixed point (x¯, Q¯). To show that
the fixed point is socially optimal, we rely on Karush-Kuhn-Tucker (KKT) con-
ditions [19]. Both (2.8) and (2.9) are convex optimization problems that satisfy
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regularity conditions since the constraints are linear and thus the KKT condi-
tions are necessary and sufficient. The KKT conditions for (2.8) state that Q¯ is
optimal if and only if there exists Lagrange multiplier λ such that
(
Heij
)T
Φ′ (HQ¯x)

= λ
i
xi , if q¯
i
j > 0
≥ λixi , if q¯ij = 0
(2.13)
where Φ′ (HQ¯x) =
{
Φ′l
(
eTl HQ¯x
)
, l ∈ L}. The KKT conditions for (2.9) state
that x¯ > 0 is optimal if and only if(
Ui
)′ (
x¯i
)
=
(
HQei
)T
Φ′ (HQx¯) (2.14)
To prove optimality, we will show that these KKT conditions together imply
the KKT conditions of (TRANS), and thus imply (x¯, Q¯) is an optimal solution
of (MAIN). First, (TRANS) is convex with linear constraints and thus the KKT
conditions are necessary and sufficient. We denote its Lagrangian as LS (w; θ)
and set w¯ = Q¯x¯. For w¯ij > 0, choose θ
i
j = 0 and apply chain rule and the
equations for change of variables and its inverse (2.10), (2.12)
∂LS (w¯, θ)
∂wij
=
∂xi
∂wij
∂LS (Q¯x¯, θ)
∂xi
+∑
k
∂qik
∂wij
∂LS (Q¯x¯, θ)
∂qik
(2.15)
=
(
Ui
)′ (
x¯i
)
−
(
HQei
)T
Φ′ (HQ¯x¯) (2.16)
+
(
1− q¯ij
) [
−
(
Heij
)T
Φ′ (HQ¯x¯)
]
(2.17)
−∑
k 6=j
q¯ik
[
−
(
Heik
)T
Φ′ (HQ¯x¯)
]
(2.18)
= 0 (2.19)
Equation (2.14) implies line (2.16) equals zero, while equation (2.13) implies
lines (2.17) and (2.18) cancel off each other. One could easily verify that the other
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KKT conditions are satisfied with proper choices of θ and hence w¯ is an optimal
solution of (TRANS) implying that (x¯, Q¯) is the socially optimal solution.
With Theorem 2.2 in mind, we know we could achieve social optimality if
the offered traffic of the users converges to a solution of
max
x≥0 ∑i∈N
Ui
(
xi
)
−∑
l∈L
Φl
(
eTl HQx
)
(2.20)
So far, our results and examples have not touched on the dynamics of how users
vary their offered traffic. We introduce in the modeling section how the ex-
pected congestion prices are passed to the users as feedback values and how
users react to the feedback values according to either primal or dual algorithm.
For the next two sections, we assume all users are running either the primal or
the dual algorithm. Without altering the existing algorithms, our goal in these
sections is to propose congestion prices such that the offered traffic of the users
converges to a solution of (2.20).
2.5 Primal algorithm as a potential game
We know the primal algorithm (2.1), (2.2) is globally asymptotically stable and
converges to the solution of (2.20) for the single path case [97]. The crux of the
proof is to show that the objective function of (2.20) acts as a Lyapunov function
and is, in essence, similar to the proof technique of Theorem 2.1. The proof
for the multipath case could easily be generalized using the same Lyapunov
function argument or by using the perspective of a diagonally strictly concave
game2 [90]. However, we will take a slightly different path by viewing the proof
2One could show that the game that we are considering next is also a diagonally strictly
concave game
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from the perspective of a potential game [77] because its properties are useful
when we relax the timescale assumptions and when we extrapolate the ideas
here to the dual algorithm.
Consider the following game where each user i receives utility Ui
(
xi
)
for
an offered traffic of xi but is charged the sum of link costs of all links used i.e.
1T
(
Hi
)T Φ (HQx) where Φ (HQx) = {Φl (eTl HQx) , l ∈ L}. Thus, each user i
tries to maximize the total utility:
max
xi≥0
Γi (x) , Ui
(
xi
)
− 1T
(
Hi
)T
Φ (HQx)
Lemma 2.3. For fixed Q, the users are playing an exact potential game with exact
potential function
P (x) = ∑
i∈N
Ui
(
xi
)
−∑
l∈L
Φl
(
eTl HQx
)
Proof. We check by definition that, for all i ∈ N
∂Γi
∂xi
=
(
Ui
)′ (
xi
)
−
(
HQei
)T
Φ′ (HQx) =
∂P
∂xi
An exact potential game has the property that any user i that unilaterally
switches from rate xi to yi increases (or decreases) his utility by the same amount
as the potential:
Γi
(
yi, x−i
)
− Γi
(
xi, x−i
)
= P
(
yi, x−i
)
− P
(
xi, x−i
)
(2.21)
This property implies that it is possible to arrive at a Nash equilibrium if the
users take turns performing its best response to the current strategy. In addition,
it turns out that the Nash equilibrium is an optimal solution to (2.20).
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Lemma 2.4. For fixed Q, the unique Nash equilibrium, xNE satisfies
xNE = arg max
x≥0 ∑i∈N
Ui
(
xi
)
−∑
l∈L
Φl
(
eTl HQx
)
(2.22)
Proof. At Nash equilibrium,
xiNE = arg max
xi≥0
Ui
(
xi
)
− 1T
(
Hi
)T
Φ (HQx) (2.23)
The optimization problem on the RHS of (2.23) is convex, has linear constraints
and the KKT conditions state that for each user i(
Ui
)′ (
xiNE
)
=
(
HQei
)T
Φ′ (HQxNE)
The N conditions together constitute the KKT conditions of (2.22). Uniqueness
arises from the fact that (2.20) is strictly concave.
We now show that the primal algorithm (2.1) generalizes to the multipath
case.
Lemma 2.5. If users update their strategies according to gradient ascent and congestion
prices are set to the first derivatives of link cost:
x˙ = κi
(
xi
) [(
Ui
)′ (
xi
)
−
(
HQei
)T
φ
]
(2.24)
φ = Φ′ (HQx) (2.25)
then the strategies converge to an optimal solution of (2.20).
Proof. We show that the potential is always increasing
P˙ (x) =∑
i
∂P (x)
∂xi
x˙i
=∑
i
κi
(
xi
) [(
Ui
)′ (
xi
)
−
(
HQei
)T
Φ′ (HQx)
]2
which is always greater than zero when x is not the Nash equilibrium.
35
We have shown two ways for the potential game to converge to the Nash
equilibrium, one via best response dynamics and one via gradient ascent. For
best response, only one player is modifying the strategy while for gradient as-
cent, all players are modifying the strategies. From the proofs, it should be clear
that these are not the only two ways where the potential game could converge
to the Nash equilibrium. We simply require dynamics where the potential is
always increasing and where all players get a chance to update their strategies.
Now, we relax the timescale separation assumption and allow the traffic en-
gineer to perform updates at any irregular intervals. We still assume that the
update happens instantaneously.
Consider the potential game earlier with N players. We add in the traffic
engineer as an additional player who tries to maximize its utility:
max
Q∈Q
Λ (Q, x) , ∑
l∈L
Φl
(
eTl HQx
)
Lemma 2.6. The game with N + 1 players is an exact potential game with exact po-
tential function
P (Q, x) = ∑
i∈N
Ui
(
xi
)
−∑
l∈L
Φl
(
eTl HQx
)
Proof. We check by definition that
∂V
∂qij
= xi
(
Heij
)T
Φ′ (HQx) =
∂P
∂qij
Theorem 2.7. Suppose the N users update their strategies according to (2.24) while the
traffic engineer sets congestion prices according to (2.25) and performs best response to
update Q at any irregular intervals, then the potential game converges to the socially
optimal solution.
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Proof. We have shown that the potential is always increasing when the N users
update according to gradient ascent. When the traffic engineer performs a
best response update to Q, the potential increases instantaneously according
to (2.21). Thus the potential is always increasing when the game is not at the
Nash equilibrium. The Nash equilibrium is the fixed point of the Gauss-Seidel
system (2.8), (2.9) and we have shown that it is socially optimal.
Remark 2.2. In fact, the traffic engineer only needs to find a new traffic split
matrix Q that strictly increases Λ (Q, x).
2.6 Modifying dual algorithm
The dual algorithm shown in equations (2.3) and (2.4) have a capacity-dependent
congestion price. Since we have relaxed the capacity constraint, we have to
modify the price function accordingly. A direct attempt by taking the dual of
the primal formulation does not work out but instead the modification will
arise naturally from a game theory perspective by investigating the symmetry
of equations (2.1), (2.2), and (2.3) of the primal and dual algorithms.
In the primal formulation, users are treated as players while the links are
non-player entities providing the congestion price for link usage. The roles and
dynamics are swapped for the dual formulation. Users are now non-player
entities providing the offering traffic according to
xi =
(
Ui
)′−1((
HQei
)T
φ
)
(2.26)
Note that this is the best response for the users in the potential game. Each link
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l is now a player maximizing the utility
max
φl≥0
βl (φl) , −12
(
Φ′l − φl
)2
Note that the links are doing best response in the potential game.
We are now ready to prove an analogous result of Lemma 2.5 and Theorem
2.7 for the dual algorithm.
Lemma 2.8. If users set offered traffic according to (2.26), and links update their strate-
gies according to gradient ascent:
φ˙l = Φ
′
l − φl (2.27)
then the strategies converge to an optimal solution of (2.20).
Proof. From (2.26), we obtain the time derivative of(
Ui
)′′ (
xi
)
x˙i =
(
HQei
)T
φ˙ (2.28)
Using (2.26), (2.27) and (2.28), one can show that the potential P is always in-
creasing as
P˙ (x) =∑
i
−
[(
Ui
)′ (xi)− (HQei)T Φ′]2
(Ui)′′ (xi)
≥ 0
Theorem 2.9. Suppose the N users update the offered traffic according to (2.26), and
the traffic engineer sets the L links to update according to (2.27) and performs best re-
sponse update to Q at any irregular intervals, then the process converges to the socially
optimal solution.
Proof. Analogous to Theorem 2.7.
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We have assumed that all the users adopt the same algorithm in the last two
sections. Our final contribution is to consider the case when there is a mix of
users running primal and dual algorithms.
2.7 Heterogeneous users and feedback
The result in this section is a straightforward combination of the results from the
prior two sections. Suppose the users are divided into two non-intersecting sub-
sets: a set Np of users running primal algorithm and a set ND of users running
dual algorithm. The traffic engineer is assumed to know the type of algorithm
each user is running. A different congestion price and thus feedback is calcu-
lated for each algorithm. For the primal algorithm, the congestion prices φp
update according to (2.25) while for the dual, φD update according to (2.27).
Theorem 2.10. If users update their offered traffic and links update the offered traffic
and congestion prices according to
x˙i = κi
(
xi
) [(
Ui
)′ (
xi
)
−
(
HQei
)T
φP
]
, i ∈ NP
xi =
(
Ui
)′−1 ((
HQei
)T
φD
)
, i ∈ ND
φPl = Φ
′
l, ∀l ∈ L
φ˙Dl = Φ
′
l − φDl , ∀l ∈ L
while the traffic engineer performs best response update to Q at any irregular intervals,
then the process converges to the socially optimal solution.
Proof. We show that the potential P is always increasing
P˙ (x) = ∑
i∈NP
∂P (x)
∂xi
x˙i + ∑
i∈ND
∂P (x)
∂xi
x˙i
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As shown in the proofs of Lemma 2.5 and 2.8, the sum of the two terms are
always positive except at the optimal solution of (2.20). The rest of the proof is
analogous to Theorem 2.7.
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CHAPTER 3
TRAFFIC DYNAMICS OF PACKET-SWITCHED NETWORK
(MILLISECONDS - SECONDS)
3.1 Introduction
In the previous chapter, we have investigated how users and network operators
interact over a timescale of minutes to hour. As users update at a timescale of
one second or less, by the time a network operator comes around to performing
traffic engineering, the users would have updated sufficient number of times
such that the network operator could essentially treat the current network con-
dition as being stable. Such an assumption forms the basis of the Gauss-Seidel
system (2.8), (2.9) from the previous chapter. We have also assumed that the
traffic engineering step is instantaneous when in fact it is not as it takes time for
any update to propagate through the network. Such an update propagation is
in the same order as round-trip time and as such a more thorough investigation
requires us to look at a finer timescale where routing update and user update
occur in the same timescale and that is the focus of this chapter.
We first lay down the framework of network traffic dynamics. The frame-
work is general, as user requirements would not be limited to just throughput
and network operators would not necessarily be required to do source routing
as in the previous chapter. Another key difference here is that we are essentially
looking at a dynamic system with users and operators updating at the same
time and as such keeping track of time is important. As such, timing informa-
tion that is previously neglected such as queuing delay, propagation delay, etc.
are now included for all the network elements.
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We next specialize the framework to investigate how network operators could
deal with the consistent and swiftness challenges during traffic engineering.
The consistency property that we are interested in is congestion-free, i.e. the
link capacity is not exceeded at all times during the routing reconfiguration.
The network operator starts with an initial routing configuration and has deter-
mined the targeted optimal routing configuration. Before an update has fully
propagated through the network, some of the links would contain a mix of un-
updated traffic flows following the old configuration and updated traffic flows
following the new configurations. Congestion could occur due to this mix of
traffic and the objective is to avoid this while completing the reconfiguration in
the least amount of time possible.
3.2 Framework of Network Traffic Dynamics
Though parts of the framework here overlap with the model in the previous
chapter, due to the generality of the framework, the notations and conventions
of this chapter differ from the previous chapter. To prevent confusion, we rein-
troduce the overlapping part and the associated notations.
We are given a network with a set V of switches and a set L of directed links.
The network, which is controlled by a network operator, has a set of N users.
Each user i represents a particular source-destination pair (si, di) (SD pair),
si, di ∈ V. Each user controls the amounts of traffic flowing into the network
either by directly setting the offered traffic xi (t) or by altering the rate of change
of the offered flow, x˙ (t). In addition, the user’s decision on its traffic flow could
be dependent on the feedback, zi that it received. We will go into the details of
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Table 3.1: How users could control the input traffic
Open-loop Closed-loop
Direct x (t) x (t, z)
Rate of change x˙ (t) x˙ (t, z)
the feedback shortly but for now, the possible methods of control by a user are
listed in Table 3.1. The different methods of control models different scenarios.
For instance, a direct control without feedback could model open-loop system
such as a datacenter network where the incoming traffic over a daily cycle could
be reasonably estimated. In contrast, controlling with feedback could model
closed-loop system such as congestion control as in the previous chapter. The
users could either be homogeneous, in which case all the users adopt the same
method of control, or the users could be heterogeneous, in which case, there are
different classes of users adopting different methods of control.
Each user is associated with a set of acyclic paths Pi starting at source switch
si and ending at destination switch di. Each acyclic path p is an ordered tuple
(si, l1, v1, . . . , lm, di) of switches and links. For each link l along an acyclic path
p ∈ Pi, q denotes the subpath from si to the switch prior to link l. We denote the
one-to-one correspondence between a path and its subpath to link l as q ↔
l
p.
We denote the collection of all such subpaths from any source switch to link l as
Ql and from a particular source si as Qil. We will sometimes abuse notation and
write p ∈ Ql to mean
{
p : p↔
l
q ∈ Ql
}
. Note that it is possible for Ql to have
duplicated elements if there are multiple paths with the same subpath till link l.
As we have seen in the previous chapter, for closed-loop systems, a user’s
control over its input traffic could be influenced by underlying requirement con-
straints or objective function. The objective could be a function of throughput,
average end-to-end delay or a weighted sum of both. Similarly, the constraints
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could be hard constraints requiring a minimum amount of throughput or a
guaranteed lower bound on end-to-end delay or soft constraints that penalizes
the objective function if the requirements are not satisfied. Each possible user
control could then be interpreted as improving the objective or getting closer
to satisfying the requirements; or the reverse. We have seen examples of this
in the previous chapter: gradient ascent/descent wherein the input traffic is
changed at a rate that improves its objective, and best-response wherein the in-
put is set to the optimizing rate given the feedback. By exploiting the convexity
or monotonicity of the constraints or the objective, such system will converge to
a solution that satisfies the constraints or optimizes the objective.
The network operator controls how the user traffic is routed in the network.
Depending on the underlying routing protocol governing the network, the net-
work operator could have varying degrees of control over routing:
• αip (t): For each user i, the network operator tells the source router the
ratio of traffic to send along each acyclic path p from si to di. This assumes
the network is setup with tunnels overlay for each of the path and each of
the intermediate router simply forwards traffic according to the tunnels.
• αvsd (t): For each router v, the network operator specifies the split ratio to
send along each of its outgoing link for traffic from router s heading for
router d.
• αvd (t): For each router v, the network operator specifies the split ratio to
send along each of its outgoing link for traffic heading for switches d.
The degree of control is a reflection of the available information in descending
order: routing according to path, according to source-destination or according
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to destination. The information used also reflects on the size of the forward-
ing table of each router: more information requires larger forwarding tables.
The number of paths within a network is exponential in L and V; the number
of source-destination pair is polynomial in V; and the number of destination
switches is linear in V. As such, network sizes and practical limits on the for-
warding tables would either determine the possible control, or would require
additional constraints such as source routing over a limited number of prede-
termined paths instead of over all paths. Similar to users, network operators
could have an underlying objective or constraint governing its control.
The network elements are associated with various delays. Each link l is as-
sociated with a propagation delay tl, and each switch v is associated with a
processing delay tv, set of incoming links L+v , and a set of outgoing links L−v .
For each of the outgoing link l ∈ L−v , there is a buffer that builds up at a rate of
B˙l (t) =
(
fl (t)− cl
cl
)+
Bl(t)
=

fl(t)−cl
cl
, Bl (t) > 0
max
(
0, fl(t)−clcl
)
, Bl (t) = 0
where cl is the capacity of link l and fl (t) is the total incoming flow for link l.
Assuming work conservation, the total outgoing flow for link l is given by
gl (t) = fl (t)− ( fl (t)− cl)+Bl(t) =

cl , Bl (t) > 0
min ( fl (t) , cl) , Bl (t) = 0
Under a first-come-first-served queue discipline, the queuing delay would sim-
ply be the size of the buffer, i.e. Bl (t).
Depending on the control over routing that the network operator has, the
incoming and outgoing flows for a link could be further broken down. If the
network operator routes according to path, then we can break down into sub-
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flows over each path using link l:
∑
p∈Ql
glp (t) = gl (t)
gkp (t− tk − tv) = flp (t) , k ∈ L+v , l ∈ L−v
∑
p∈Ql
flp (t) = fl (t)
Relating the incoming sub-flows flp (t)with the outgoing sub-flows glp (t)would
require knowing the queuing discipline, and the scheduling discipline for how
the capacity is allocated when the incoming flow exceeds capacity. For instance,
if at time t = 0, the buffer is empty, Bl (0) = 0, the incoming flow exceeds
capacity, fl (0) > cl, and the capacity is shared equally (round-robin), then
glp (0) =
cl∣∣{p : flp (0) > 0}∣∣
The sub-flows can be broken down similarly for when the network operator
routes according to source-destination or destination only.
Finally, we have the feedback. The feedback is usually a compilation of the
network condition over a path. For instance, the feedback z could be the avail-
able bandwidth over path p:
z = min
l∈p
(cl − fl)
where fl is measured at the time when the flow passes through link l. The feed-
back could be dependent on the buffer size, the queuing delay, the incoming or
outgoing flow, the link capacity, on the link cost which is part of the operator’s
objective function. The network operator could choose which of these to send
back as feedback or to set the feedback directly.
To summarize, to characterize the network fully, one would need to spec-
ify the users, the network operator and the network elements. The users con-
trols the input rate of traffic demand, which could be dependent on feedback
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(closed-loop) or not (open-loop). For a closed-loop system, the users could
have an associated objective function driving the control. The users could all
be running the same type of control (homogeneous) or different types of con-
trol (heterogeneous). The network operator controls the routing, which could
be path-based, source-destination-based, or destination-based. The operator
could similarly have an objective function driving the routing. The network
elements have associated delay values. Each link has a buffer with an associ-
ated queue and scheduling discipline. Feedback is usually a compilation of
the network condition along path.
3.3 Application: Fast Congestion-Free Routing Reconfiguration
We specialize the framework of network traffic dynamics to investigate how
network operators could deal with the consistent and swiftness challenges dur-
ing traffic engineering. The consistency property that we are interested in is
congestion-free, i.e. the link capacity is not exceeded at all times during the
routing reconfiguration. The network operator starts with an initial routing
configuration and has determined the targeted optimal routing configuration.
The objective here is to come up with a sequence of routing update steps taking
as short amount of time as possible to reconfigure to the targeted configuration.
3.3.1 Background
The study of avoiding undesirable transient behavior during network changes
could be traced back to the distributed routing protocols. The most well-known
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example is the routing loop arising from the count-to-infinity problem [13] due
to link or node failure in a network running distance vector routing protocols
such as RIP [49, 71]. Workarounds such as split horizon and poison reverse [15]
could remove some but not all cases of the count-to-infinity problem. RIP is one
of the oldest routing protocols though, and it determines the shortest path by
hop, i.e. each link has a static weight of 1.
The predominant distributed routing protocols of today are link state rout-
ing protocols represented by OSPF [79] and IS-IS [22]. For each link, network
operators assign the weights to be used in the shortest path computation of
these protocols. As such, in contrast to RIP, network operators could indirectly
influence the network routing to achieve their objectives via proper link weight
assignment. The earliest work establishes the hardness of the link weight as-
signment problem [37]. From there, we have two different but related lines of
research on link weight assignment. The first is about dealing with transient be-
havior such as traffic change or link failures [38, 81]. The primary concern here
is to compute link weights that are robust to traffic demand changes and peri-
odic link failures. The other, which we are extending from, is about avoiding or
minimizing undesirable transient behavior such as loops [41], disruptions [87] or
service outages [102] during reconfigurations. The primary concern is to find an
ordering to perform the reconfiguration to avoid undesirable behavior. These
are usually combinatorial optimization problems [80] and are as such, NP-hard
to solve.
Recent development with a centrally controlled network as enabled by the
OpenFlow framework [6] allows network operator to sidestep the link weight
assignment problem by controlling the network routing directly. The direct con-
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trol reduces the problem complexity and allows for a more in-depth investi-
gation. In particular, [51] gives a linear programming formulation for achiev-
ing congestion-free routing reconfiguration with the minimal number of steps.
Here, we look at the congestion-free routing reconfiguration problem via the
framework of network traffic dynamics. We introduce the transient congestion
the timing uncertainty phenomena in the next two sections before comparing
our formulation against [51].
3.3.2 Transient Congestion
Before an update has fully propagated through the network, the network would
contain a mix of un-updated traffic flows following the old configuration and
updated traffic flows following the new configurations. We illustrate next how
congestion could occur during reconfiguration due to propagation delay differ-
ences between the updated and un-updated traffic flows.
Example 3.1. (Propagation delay) Consider Figure 3.1 in which we have a 1-
user network performing a one-shot update (i.e. a one-step update) going from
the initial configuration in Figure 3.1a to the final configuration in Figure 3.1c.
Flow A0 takes a longer time compared to flow A1 to travel from b to d due to
differences in propagation delay. As such, assuming flow continuity, i.e. the
network continues to carry the same amount of traffic in between the update,
Figure 3.1b shows link (d, e) containing a mix of old and new traffic flows. Con-
gestion occurs if their total rate exceeds the link capacity.
There are two ways to avoid such congestion. First, instead of moving flow
A0 to A1 in one-shot, we could stagger it into multiple updates where only a
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Figure 3.1: Congestion due to reconfiguration
fraction of the flow is moved each time. Second, if we do not care about the
network carrying a constant traffic demand at all times, then we could do a
one-shot update where we only send flows through A1 after waiting sufficient
time to account for the differences in propagation delay. The first method is less
disruptive though slower and sometimes, the method is infeasible. For instance,
when the carried flow of A0 is equal to the capacity of link (d, e), then there is
no way to reconfigure without causing transient congestion. In such a situation,
we may have to trade off some traffic demand. We will examine both methods
in this chapter.
3.3.3 Timing Uncertainty
For flows from different sources, we have an additional factor that could cause
congestion. When the network operator sends instructions to update the source
switches, these instructions might not be executed in a synchronous fashion.
There are three timing-related reasons. First, there is no guarantee that the in-
structions to update would arrive at each source switch at the same time due
to difference in distances from the controller. Second, even if the updates arrive
synchronously, each switch may still take a variable amount of time to prop-
erly execute depending on the load and state of the switches. Finally, instruc-
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tions with an added condition on the execution time would not work either as
the clock of source switches are not perfectly synchronized. Additional timing
uncertainty arises when packets transition through a router, as mentioned in
Chapter 2.
The timing uncertainties mean that sometimes we will not able to tell ex-
actly when an old flow would clear a link or a new flow would arrive. Instead,
we now have a range of time for each flow. When the ranges of different flows
overlap, we no longer have just one specific order of events but instead multiple
possible mix of old and new flows could occur and we need to take all of them
into account. Sometimes, when the timing uncertainty is large, all possible com-
binations of old and new flows are possible and we call this worst-case scenario
as order-oblivious.
3.3.4 Benefits of Timing Information
Timing information means that we no longer have to consider the order-oblivious
worst-case scenario as in [51]. To illustrate, consider again Figure 3.1 but in re-
verse: Figure 3.1c is the initial configuration while Figure 3.1a is the final con-
figuration. Due to propagation delay differences, flow A1 will clear link (d, e)
before flow A0 arrives and thus a one-shot update is congestion-free. Without
timing information, an order-oblivious case would consider a one-shot update
as causing congestion if the total rate of A0 and A1 exceeds capacity of (d, e). In
this case, there is either no feasible update or a feasible update would take more
than one step to complete.
Timing information allows us to know how long it would take an update
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to propagate through the entire network, which in turns let us know when we
could start the next update. To be precise, having an update fully propagating
through the network means that none of the flows following the old configu-
ration is in the network and all the flows following the new configuration has
arrived at the destination switches. Knowing this means that we no longer have
to wait an arbitrarily long period of time to guarantee that the update has propa-
gated through the entire network. In addition, since we know the time required
for each update, we could optimize the update sequence for the total time re-
quired, instead of number of update steps, which is not necessarily optimal.
Example 3.2. (Shorter update is not necessarily faster) Consider Figure 3.2. Flow
A and B both carry a traffic demand of 1. Link( f , g) has a capacity of 3, link(b, f )
has a capacity of 0.5, and all others have a capacity of 1. All links have a prop-
agation delay of 10 ms except for link (e, f ) which has a propagation delay of
100 ms. For this example, we only consider propagation delay and ignore other
timing effects such as processing delay at switches and the aforementioned tim-
ing uncertainty.
The minimum number of congestion-free update steps to achieve the target
configuration is two. Flow A moves its flow to the spare path (b, e, f , g) and flow
B move its flow to (a, b, c, f , g) in the first time step. In the second time step, flow
A move its flow from path (b, e, f , g) to the target configuration. The times for
the update to propagate through the network for each time step are 120 ms and
120 ms, respectively for a total of 240 ms. However, the time-optimal update
steps require three steps but take less time. First, flow A move half of its flow to
spare path (b, f , g) and flow B move half of its flow to (a, b, c, f , g). In the second
step, flow A move another flow of 0.5 from path (b, c, f , g)to path (b, d, f , g) and
flow B move the rest of the flow to the target configuration. In the third step,
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flow A move the other half of the flows to the target configuration. The times
for each time step are 40 ms, 40 ms, and 30 ms, respectively for a total of 110 ms.
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Figure 3.2: Minimizing number of update steps does not necessarily minimize
update time
3.4 Model Formulation
The congestion-free requirement means that there will be no buffer build-up
and as a consequence, no queuing delay. We only need to add in the timing
uncertainties to complete the picture. For each switch v, the traffic flow will
encounter a minimum switch transition delay, tv plus an uncertainty δv. We as-
sociate with each source switch si, a timing uncertainty variable δi representing
the maximum asynchronicity relative to other source switches. The notations
used here are summarized in Table 3.2. With these information, for each link l,
we could now compute the minimum and maximum time for when the newly
updated traffic would be in place for subpath q to respectively be
wminq = ∑
l∈q
tl +∑
v∈q
tv
wmaxq = w
min
q + δi +∑
v∈q
δv
Currently in place in the network is a traffic demand xi for each user and
an initial routing configuration xpi (0) for each path pi ∈ Pi of each user. We
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Table 3.2: Commonly used variables.
For each link l ∈ L (index on subscript)
cl Capacity on link l ∈ L
fl Total flow on link l
For each SD pair i ∈ N (index on superscript)
xi Offered flow into the network
si, di ∈ V Source and destination switch
Pi Set of acyclic paths from origin to destination
Ql Set of subpath from source to link l
tl Propagation delay
For switch v, w ∈ V (index on subscript)
tv Transition delay
δv Transition timing uncertainty
For each path pi with source switch si
xpi Flow on path pi ∈ Pi
δi Update timing uncertainty[
wminq , wmaxq
]
Time range for when traffic following new updates rules
would arrive at link l on subpath q ∈ Ql
are given a target routing configuration ypi . The two routing configurations are
assumed to be congestion-free, i.e. the traffic flow on each link, fl = ∑p∈Ql xp
does not exceed capacity. Note that we are changing routing configuration due
to changing network conditions. The network as specified by V, L and xi are
the network after changes such as link failure has occurred. Our objective is to
find a sequence of update steps to reconfigure the network from the initial state
to the target state, while remaining congestion-free during the update steps.
We impose the assumption that the network carries the target traffic demand
during each update step. We also assume that we do not have to worry about
out-of-order packets, as they are taken care of by the higher layers.
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3.5 Congestion-free Constraint
We now figure out what constraints are required to capture the congestion-free
requirement during the update steps. We start by illustrating with a simple
example.
Example 3.3. (Congestion-free constraints) Consider a link l shared by two paths
pi ↔
l
qi and pj ↔
l
qj of users i and j. Once updated, the new traffic flow from
user i will arrive at link l within the time range
[
wminqi , w
max
qi
]
while for user j,
it is
[
wminqj , w
max
qj
]
. When the time ranges do not overlap, i.e. wmaxqi < w
min
qj (or
wmaxqj < w
min
qi ), the new flow from user i will always arrive earlier than from user
j, this translates to the constraint:
xpi (a + 1) + xpj (a) ≤ cl
xpi (a + 1) + xpj (a + 1) ≤ cl
When the time ranges overlap, say wmaxqi ≥ wminq ≥ wminqi , either flow could
arrive before the other. In this case, the timing information does not provide any
additional information and we are in the order-oblivious case. The constraints
could be written simply as
max
(
xpi (t) , xpi (t + 1)
)
+max
(
xpj (t) , xpj (t + 1)
)
≤ cl
The example shows the potential for a reduced constraint set compared to
the order-oblivious case using timing information. In general, one could con-
struct the constraint set for each link either by construction or by elimination.
One could try to step through the time axis, note the overlap or non-overlap in
the time ranges and construct all the possible mix of old and new flows as sug-
gested by Example 3.3. Alternatively, one could start with the full 2|Ql | linear
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constraints from the order-oblivious case and check if each of them is possible
to occur. We will take the elimination approach as it is heuristically simpler.
For a link l, each of the 2|Ql | constraint can be expressed in the following
form:
∑
pi∈Q−l
xpi (a) + ∑
pi∈Q+l
xpi (a + 1) ≤ cl (3.1)
where Q−l and Q
+
l corresponds to the set of traffic flow where the old update
has not cleared link l and the new update has propagated to link l, respectively.
They are non-overlapping partitions of Ql, i.e. Q−l ∩ Q+l = ∅, Q−l ∪ Q+l = Ql.
Due to space consideration, we denote the left-hand side of (3.1) as f al
(
Q+l
)
.
Each partition implies a certain ordering with respect to flow arrivals and the
question here is that: could this scenario happen? If it does, we collect the par-
tition into a constraint set Qal ; if not, it is a constraint that we do not need to
care about. Reusing example 3.3, suppose wmaxqi < w
min
qj but the partition Q
−
l = i
and Q+l = j implies a constraint that could never happen, and thus could be
ignored. Each element Q+l ∈ Qal is a partition that satisfies two conditions:
(i) For each user i, the realized timing uncertainty at the switch is the same for
all its traffic flows so we could remove it from consideration. Each of the
traffic flows in Q+il have its update propagated to link l and thus at least
a time of maxq∈Q+il w
min
q have passed. Similarly, each of the traffic flows in
Q−il have its update not propagated to link l yet and thus at most a time
of minq∈Q−il w
max
q − δi have passed. For the scenario to be possible implies
that
max
q∈Q+il
wminq < min
q∈Q−il
wmaxq − δi (3.2)
(ii) Across different users, timing uncertainty matters. Following the same rea-
soning as in (i), each of the traffic flows in Q+l have its update propagated
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to link l and thus at least a time of maxq∈Q+il w
min
q have passed. While each
of the traffic flows in Q−il have its update not propagated to link l yet and
thus at most a time of minq∈Q−il w
max
q have passed. For the scenario to be
possible implies that
max
q∈Q+l
wminq < min
q∈Q−l
wmaxq (3.3)
3.5.1 Robustness
In practice, it could be difficult to estimate all the delays and timing uncertain-
ties accurately. What we could do is to find bounds for the propagation delay
in the form of tminl ≤ tl ≤ tmaxl and similarly for switch transition delay in the
form of tminv ≤ tv ≤ tmaxv . While for the timing uncertainties, we find upper
bounds δmaxv ≥ δv and δmaxi ≥ δi. The minimum and maximum time for a newly
updated traffic to travel a subpath q is now
w¯minq = ∑
l∈q
tminl +∑
v∈q
tminv (3.4)
w¯maxq = ∑
l∈q
tmaxl +∑
v∈q
tmaxv + δ
max
i +∑
v∈q
δmaxv (3.5)
We now step through the same steps to construct the constraint set by checking
(3.2) and (3.3). Since w¯minq ≥ wminq and w¯maxq ≥ wmaxq , a partition Q+l could satisfy
the constraints even though the same constraints would have been violated if
the actual values are used instead. This implies that we have a stricter constraint
set, and any solution obtained with these bounds are actually feasible though
suboptimal. In other words, how accurately we could determine the delays and
uncertainties would affect how close to optimal the solution is. In the worst
case when the upper bounds are large, we degenerate to the order-oblivious
scenario.
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3.6 Optimization Problem With Constant Demand
Our objective is to come up with a sequence of updates to get from the initial
to the final configuration in the minimum amount of time where the traffic de-
mand is constant throughout the process. The last piece of information that we
need is the amount of time it takes for an update to be completed before we
can take the next. Without any timing information, the naive approach is to
wait for a sufficiently long period of time to guarantee all updates have propa-
gated throughout the network. Here, we can define precisely the waiting time
required to be
ua = max
{
wmaxpi : xpi (a + 1) 6= xpi (a)
}
(3.6)
By convention, we take the expression to be zero if none of the traffic flows are
updated.
The optimization problem could be formulated as: given the initial and final
configuration xi, xpi (0) and ypi
min
b
∑
a=0
ua (OPT) (3.7)
s.t. f al
(
Q+l
) ≤ cl, Q+l ∈ Qal , ∀l ∈ L, 0 ≤ a ≤ b (3.8)
∑
p∈Pi
xp(a) = xi, ∀i ∈ N, 1 ≤ a ≤ b (3.9)
xpi (a) ≥ 0, ∀pi ∈ Pi, ∀i ∈ N, 1 ≤ a ≤ b (3.10)
ua ≥ wmaxpi zpi (a) , ∀pi ∈ Pi, ∀i ∈ N, 0 ≤ a ≤ b (3.11)∣∣xpi(a + 1)− xpi(a)∣∣ ≤ αi · zpi(a), ∀pi ∈ Pi, ∀i ∈ N, 0 ≤ a ≤ b (3.12)
zpi (a) ∈ {0, 1} , ∀pi ∈ Pi, ∀i ∈ N, 0 ≤ a ≤ b (3.13)
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where xpi (b + 1) = ypi and αi = min
{
xi, cpi
}
where cpi = min {cl : l ∈ pi} is
the bottleneck link of path pi. The variables in this optimization problem are b,
the number of update steps−1, ua, the update time of step a, xpi (a), the route
configuration during time step a, and zpi (a), the binary variables representing
the changes to routes. The constraints (3.8) - (3.10) are the feasibility constraints,
as if we can find b and xpi (a) satisfying these constraints, then we have a feasible
update steps. Constraints (3.11) - (3.13) are required for an equivalent represen-
tation of the objective function (3.6).
The optimization problem (OPT) is not necessarily feasible. For instance,
using example 3.1, suppose flow A0 carries a demand of 1 and link (d, e) has a
capacity of 1. Then no update sequence exists to get from the initial to the final
configuration. The problem here is that the links are fully occupied and there
is no room for the traffic flow to move around. We will discuss what could be
done when the problem is infeasible in Section 3.7.
Note that the feasibility constraints (3.8) - (3.10) are the feasibility constraints
of [51] with the order-oblivious constraint replaced with a looser constraint (3.8)
that takes into account timing information. As such, borrowing the idea from
[51], a feasible solution is guaranteed to exist if all links have at least a fraction
1/k of spare capacity at the initial configuration. In this case, we have a feasible
monotonic solution with dke − 1 steps. This feasible solution has a total update
time of say T, and we can use this to upper bound the optimal number of update
steps as T/umin, where umin = minpi
{
wmaxpi
}
is the minimal time for an update
to happen. Fixingb to the upper bound turns (OPT) into a mixed integer linear
program (MILP) [80], which can be solved exactly using methods such as branch
and cut or approximately using linear programming relaxation 1. Solving the
1LP relaxation is obtained by replacing constraint (3.13) with zpi (a) ≥ 0. Solving the LP
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MILP exactly gives an optimal solution x∗pi (a) where for a certain b
∗, xpi (a) =
xpi (a) for all a ≥ b∗. We can truncate these non-updates and together b∗ and{
xpi (a) : 1 ≤ a ≤ b∗
}
are the optimal solution to (OPT).
3.7 Dealing with heavy traffic
When the network is heavily congested, the optimization problem (OPT) might
be either infeasible or would require a long update time. In the former case,
we no longer have a feasible update sequence that guarantees the network can
continue to carry the desired amount of traffic at all times. In the latter, the
network can continue to carry the desired traffic though by the time the target
configuration is reached, the network conditions could have long since changed
and it is no longer optimal. In these cases, it could be desirable to trade off some
demand in exchange for a fast update. We propose here a two-step congestion-
free update solution. The basic idea is that we set the traffic flows to follow
the target configuration in the first update step. Since the capacity constraint is
violated on some links, we reduce the traffic demand on some of the flows. At
the same time, we would like to minimize the demand reduction and hence we
could formulate the following linear program:
min ∑
i∈N
(
yi − ∑
p∈Pi
xp (1)
)
(3.14)
s.t. f 0l
(
Q+l
) ≤ cl, Q+l ∈ Qal , ∀l ∈ L (3.15)
∑
p∈Pi
xp(1) ≤ xi, ∀i ∈ N (3.16)
xpi (1) ≥ 0, ∀pi ∈ Pi, ∀i ∈ N (3.17)
ypi ≥ xpi (1) , ∀pi ∈ Pi, ∀i ∈ N (3.18)
relaxation gives a feasible albeit suboptimal solution without requiring any rounding.
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At the second step, we simply increase the reduced demand to the target con-
figuration. Due to the reduced demand, the update step is guaranteed to be
congestion-free. For any given network, the two-step congestion-free update so-
lution has an update time that is upper bounded by 2 ·max
{
wmaxp : p ∈ Pi, i ∈ N
}
.
As such, it could be preferred not just in the heavy-traffic case, but also when a
guaranteed update time is desired for easier network planning.
3.8 Improving update time
Currently, our model requires us to wait for all updates to propagate to the
destination switches before we can start the next update. In general though, we
frequently can start the next update before the previous update propagates to
all destination switches.
Example 3.4. (Shorter update time) We reuse example 3.2 and consider the
three-step optimal update sequence. The end of flow B from step 0 reaches
switch b 10 ms after the first update. Thus we could now perform the second
update. After another 10 ms, the end of flow B from step 1 reaches switch b and
we can now perform the third update. The third update will take 30 ms for the
old flows to clear the network. The total update time is 50 ms, saving us 60 ms.
The example shows that we could perform the third update even before the
first update has fully propagated through the network. The problem gets in-
creasingly more complicated for each additional previous step that we need to
consider. Here, we show how one could improve the update time by only con-
sidering one previous update and assuming all other updates prior to this has
fully propagated through the network. Suppose the current update step is a,
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we need to figure out how long we need to wait before we can perform update
step a+ 1. The waiting time needs to be long enough such that at any link l, we
do not have flows from step a− 1, a and a + 1 coexisting. Consider each link l
individually, the old flows would take at most
∆−l = max
{
wmaxq : xpi (a− 1) 6= xpi (a) , pi ↔l q, q ∈ Ql
}
to clear the link. Additionally, the fastest new flows of step a + 1 will reach link
l in time
∆+l = min
{
wminq : xpi (a + 1) 6= xpi (a) , pi ↔l q, q ∈ Ql
}
The waiting time required for each link is ∆l = (∆− − ∆+)+. For the whole
network, we need to wait maxl ∆l before we can perform the next update.
3.9 Experiments
The proposed algorithm is implemented as an application through Python 2.7
on top of the POX controller [7]. Mininet 2.1.0 [4], which supports OpenFlow
1.0, is installed on Linux-based Netrunner 14 [5] as the testbed environment.
The existing paths for each source-destination pair are selected from the K-
shortest paths by Yen’s algorithm [110] with the edge cost equals to one. The ex-
isting paths are established by adding VLAN tag matching action to the switches
in the network. Since the group table actions and weighted bucket selection are
only supported by OpenFlow 1.1 or higher version, unequal traffic splitting is
realized by UDP sending port control. The UDP traffic for testing is generated
by Iperf [3].
We verify the congestion behavior by measuring the queue length of the
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virtual link interface at the port of the switch. Since the links in Mininet are im-
plemented by Linux qdisc, they work as queues controlled by HTB (hierarchical
token bucket). The queue of the virtual link interface contains packets that are in
transit and packets that are waiting to be transmitted. If the queue length is less
than the maximum number of packets that can be in transit, then all packets in
the queue are in transit. Otherwise all packet in the queue above the maximum
number are waiting to be transmitted.
The section consists of four parts. In the first part, Example 3.1 is realized to
show the congestion resulting from different latencies of different path. A more
complicated topology is constructed to simulate Example 3.2 in the second part.
Two update sequences are compared to show that the least step update is not
necessary the quickest. We verify the validity of the congestion-free constraints
in the third part. The final part includes an example to illustrate the possibility
of achieving quicker update with the help of timing information. Note that since
Iperf has a resolution of 0.5 seconds, the experiments are performed with inflated values
for delays.
3.9.1 Congestion Resulting from Propagation Delay
We simulate Example 3.1 and under the Mininet context, a and e are two hosts
composing user 1, which has a traffic demand of 1 Mbps. All links have a prop-
agation delay of 2 seconds and a capacity of 1 Mbps. The two available paths
are p1 = (a, b, c, d, e) and p2 = (a, b, d, e). The initial configuration is {xp1(0) =
1, xp2(0) = 0} (Mbps) and the target configuration is {yp1 = 0, yp2 = 1} (Mbps).
Consider the one-shot update, {xp1(1) = yp1 = 0, xp2(1) = yp2 = 1}. Since the
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packets take a longer time to travel through p1 than p2, congestion will occur on
the link (d, e) because of a mix of old traffic from p1 and new traffic from p2.
The simulation results are shown in Figure 3.3 and it supports the analysis
above. One-shot update takes place at the 6th second and by the 10th second, the
queue length at the virtual link interface for link (d, e) builds up for 2 seconds
(Figure 3.3a). For the next 4 seconds, the packets transmitted on link (d, e) will
be an even mix from the old and new flows. At host e, the receiving rate of
in-order packets (Iperf ignores out-of-order packets from calculation) starts to
drop at the 12th second (Figure 3.3b), which lasts for 4 seconds until all the old
flows have cleared from the network.
On the other hand, if user 1 reverse the process by shifting from path p2 to
p1, congestion does not happen. One-shot update takes place at the 6th second,
The simulation result in Figure 3.3c confirms the inference. When all the packets
on path p2 arrive, the new packets along path p1 are still on the way. Thus the
receiving rate measured on host h2 drops to zero for 2 seconds, and the queue
length decreases during the period when no packet comes in.
3.9.2 Update Steps and Update Time
As discussed in Example 3.2, the shortest sequence of update steps does not
imply the shortest update time. The link capacity are as specified in Exam-
ple 3.2 while the propagation delay has been magnified by a hundred times.
For user A, there are 4 paths available: p1 = (b, c, f , g),p2 = (b, f , g),p3 =
(b, d, f , g) and p4 = (b, e, f , g). Similarly, 4 paths can be chosen for user B:
p5 = (a, b, c, f , g),p6 = (a, b, f , g),p7 = (a, b, d, f , g) and p8 = (a, b, e, f , g).
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(a) Virtual queue length builds up for link
(d, e)
(b) Receiving rate of in-order packets at host
e
(c) Virtual queue length for link (d, e) clears (d) No packets are received at e for 2 seconds
Figure 3.3: Simulation results for Example 3.1.
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(a) Least step update (b) Update with more steps but less time
Figure 3.4: The simulation results of Example 3.2
For notation simplicity, the configuration is expressed as a vector v(a) where
vi(a) = xpi(a) (Mbps) in the following context.
Now consider the initial configuration (1, 0, 0, 0, 0, 0, 1, 0) and the target con-
figuration (0, 0, 1, 0, 1, 0, 0, 0). The congestion-free update sequence with least
steps is given by (1, 0, 0, 0, 0, 0, 1, 0) → (0, 0, 0, 1, 1, 0, 0, 0) → (0, 0, 1, 0, 1, 0, 0, 0).
The time-optimal solution is given by (1, 0, 0, 0, 0, 0, 1, 0)→ (.5, .5, 0, 0, .5, 0, .5, 0)→
(0, .5, .5, 0, 1, 0, 0, 0)→ (0, 0, 1, 0, 1, 0, 0, 0).
In Figure 3.4, the figure shows the rate of utilization for five key links. The
rate of utilization of a link can be defined as the queue length of the virtual link
interface divided by the maximum number of packets that can be transferred on
the link. Congestion occurs if the rate of utilization exceed 1. Figure 3.4a shows
least step update is congestion-free. Similarly, in Figure 3.4b, the time-optimal
update sequence is also congestion-free, though it takes less time to achieve the
target configuration.
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3.9.3 Timing Uncertainty and Congestion Constraints
In Example 3.3, the constraint set is formed by considering the time ranges.
Here a simple example with the topology shown in Figure 3.5 is proposed to
verify the validity of the constraint set. Suppose all the links have delay 1 (s).
The capacity of the link ( f , g) is 3 (Mbps). (a, c) and (b, c) have capacities large
enough so that no congestion will occur on the links. All other inter-switch links
have the capacity 1 (Mbps). Two users demand traffic 1 (Mbps) to g from a and
b respectively.
The paths available for user 1 are p1 = (a, c, d, f , g),p2 = (a, c, f , g) and
p3 = (a, c, e, f , g). p4,p5 and p6 are defined similarly by replacing a with b on
each path. The initial configuration and the target configuration are given by
(1, 0, 0, 0, 0, 1) and (0, 0, 1, 1, 0, 0).
If there are timing uncertainties for both users, the congestion-free solution
to OPT is (1, 0, 0, 0, 0, 1)→ (.5, .5, 0, 0, .5, .5)→ (0, .5, .5, .5, .5, 0)→ (0, 0, 1, 1, 0, 0),
which takes four steps. However, if both users are perfectly synchronized, one-
shot update is feasible in this case.
Figure 3.6 shows the results of the rate of utilization during the updates as-
suming a realized uncertainty of 1 second for user 2. We contrast what would
happen if the users follow the 3-step congestion-free solution and if the users
follow the one-shot update. The figures verify that the solutions to OPT are
congestion-free, while a one-shot update would cause significant congestion.
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(a) Optimal congestion-free update (b) One-shot update
Figure 3.6: Realized uncertainty of 1 second delay for user 2
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Figure 3.5: Routing configuration for Section 3.9.3
3.9.4 Achieving Shorter Update Time
As suggested in Example 3.4, it is possible to further shorten the update time by
performing next update before the previous one has fully propagated through
the network.
Example 3.4 is realized as we did in Section 3.9.2. The result in Figure 3.7a
shows the possibility of further acceleration with the help of timing information.
The key point here is that ua is an upper bound to estimate the shortest time
margin. By choosing a tighter bound maxl ∆l as the waiting time, it is possible to
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(a) Updating without waiting the previous
update fully cleared
(b) Congestion when the waiting time is less
than maxl ∆l
Figure 3.7: The simulation result of Example 3.4
achieve shorter update time without congestion. The bound maxl ∆l is a fairly
tight bound to shorten the waiting time between steps for this case, as if we
shorten the waiting time from 1 → 1 → 3 to .9 → .9 → 3, congestion occurs as
shown in Figure 3.7b.
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CHAPTER 4
PACKET CLUSTERING INTRODUCED BY ROUTERS (NANOSECONDS -
MICROSECONDS)
4.1 Introduction
The transition time or delay through a router for a packet can be divided into
three components — transmission delay, queuing delay and processing delay.
Transmission delay is the time to transmit all bits of a packet onto a data link,
queuing delay is the time a packet spent in buffer while waiting for processing
and transmission, and processing delay is the time to process the packet to de-
termine the output port to transmit it. Transmission delay is deterministically
determined by packet size and link capacity; queuing delay is variable as it de-
pends on load, congestion and contention at the switching fabric; and process-
ing delay is variable as tasks such as forwarding table lookup and quantization
of packets into cells [24] could be variable. In general though, the variation in
processing delay is assumed to be negligible and thus processing delay is usu-
ally modeled as deterministic.
To isolate the effect of processing delay from queuing delay, we consider
an experimental setup where we send a stream of packets with fixed packet
size and constant interpacket delay through an isolated and idle router with no
cross traffic. Such an experiment was performed in [43] and the variation in pro-
cessing time was reflected by the observation that the interpacket delay at the
router’s output exhibited variation on the order of 100 ns. More importantly,
when the experiment was repeated for various interpacket delay constants, the
variation was observed to be sufficient to induce packet clustering in some ex-
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periments. Moreover, if the input stream went through multiple routers, the
clustering effect were more prominent.
In this part of the thesis, we investigate the variation of processing delay
and its effect on traffic behavior. Our focus here is twofold. First, we model and
analyze the packet clustering induced by the variation in processing time. We
propose a model for the transition time through a router and an accompanying
metric to quantify packet clustering. Using the model, we provide analytical
explanations for the various phenomena that was observed but not analyzed in
[43]. Second, we investigate the possible causes for variation in processing time.
Note that while white papers, for instance [1], exist to explain conceptually how
a packet transitions through a commercial router, the actual implementation
is proprietary. As such, our investigation focuses only on factors that could
be experimentally controlled and validated. We examine the impact of packet
sizes, clock drift, and forwarding table lookup on the variability of processing
time. Such a fine-scale investigation was not feasible experimentally prior to
[43], as network measurement devices have significant measurement error, see
e.g. [72]. BIFOCALS as introduced in [43] achieved bit-level precision by directly
capturing the physical layer symbol stream in real-time and time-stamping in
off-line post-processing.
4.2 Related Work
For real-world network traffic, the observation that packets tend to cluster to-
gether or become bursty after passing through one or multiple routers is well-
documented for several timescales [21, 17, 63, 52]. On longer timescales, pro-
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posed explanations for burstiness are centered on input traffic characteristics
such as the distribution of user’s idle and active time [108], the distribution of
file sizes [30], and TCP congestion control [52, 99]. At the packet level, the clus-
tering could be attributed to contention and scheduling with cross-traffic at the
switching fabric. In [43] though, the experiments are of a finer timescale and all
the factors mentioned here are not applicable.
From a traffic engineering perspective, our work can affect all three require-
ments — delay, throughput and packet positioning. Clustering packets affects
queuing delay [83], packet loss rate [72], and resource allocation [70], partic-
ularly for protocols involving pre-negotiated resources such as Diffserv [16].
Interpacket delay, on the other hand, has been used to detect congestion[20], es-
timate bandwidth with packet train [67], trace encrypted connections [107] and
load balance traffic without packet reordering [55]. Lastly, interpacket delay
variation, i.e. jitter is an important metric for multimedia and real time proto-
cols such as RTP [94].
4.3 Motivation: Observed Phenomena
In this section, we motivate our study by presenting the key phenomena ob-
served in the experiments of [43]. The data presented here are obtained by
replicating the experiment using SoNIC [62]. Readers interested in further de-
tails should refer to either paper for more information. We first establish some
terminologies and conventions before moving on to describe the various exper-
iment setups and their associated observations.
We start with the basic measurement. The interpacket delay (IPD) is the
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space, in bits, between the first bit of a packet and the first bit of the subse-
quent packet. The interpacket gap (IPG) is the space between the last bit of a
packet and the first bit of the subsequent packet, i.e. IPG = IPD− packet size.
Both IPD and IPG are measured on the physical layer of the 10 Gigabit Ether-
net (10 GbE) and so to be precise, packet size from here on refers to the length
of the Ethernet frame after preamble bits and control characters are inserted by
64/66b encoding (see Clause 49 of IEEE802.3 [2]). So while Ethernet frame sizes
range from 72 to 1526 bytes, the actual packet size is longer after 64/66b en-
coding. Table 4.1 shows various Ethernet frame sizes and their corresponding
packet sizes. Note that due to 64/66b encoding, the actual capacity of 10 GbE is
c = 10 Gbps× 66/64 = 10.3125 Gbps. For convenience, we often refer to time
in units of bits instead, where 1 bit is equivalent to 97 ps (1/10.3125 Gbps). We
say that a stream of packets is homogeneous if all the packets have the same size,
the same interpacket delay, the same payload, and are heading for the same des-
tination. We specify a homogeneous packet stream via two parameters: packet
size, l and data rate, r. The associated interpacket delay could be figured out
using the relation
l
IPD
=
r
c
(4.1)
We use shorthand such as 1526B 3G to refer to a homogenous packet stream
with 1526-byte Ethernet frames and 3 Gbps data rate. As variation in processing
time is inherent to a router, we refer to variation in processing time interchange-
ably with inherent variation of a router.
The first experiment of [43] sends a homogeneous packet stream through an
isolated Cisco 6500 and the resulting IPD of the output stream is measured. We
repeat the experiment and plot the IPD histogram in Figure 4.1a. The x-axis
is the IPD measured in bits while the y-axis is the count of each IPD on a log-
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Table 4.1: Interpacket delay and interpacket gap for various packet sizes and
data rates. All values except for Ethernet frame size are measured from the
physical layer of 10 Gigabit Ethernet.
Ethernet Frame Size After 64/66b Nominal Data Rate IPD IPG
[bytes] Encoding [bits] [Gbps] [bits] [bits]
1526 12588 1 125928 113340
520 4288 6 7194 2906
72 594 3 1980 1386
72 594 6 990 396
72 594 9 660 66
scale. The router’s inherent variation causes the actual histogram to be spread
out. Further complications arise when the experiment is repeated with different
data rates, packet size and number of routers. While the variation may seem
small when the IPD is large, when the setup is varied by having a higher data
rate and smaller packet size, the variation coupled with the small IPD is suf-
ficient to induce packet clusters (see figure 4.1b, note that the highest count is
at the leftmost value, where the IPG is minimal). The probability of observing
such packet clusters further increases if the packets have to pass through mul-
tiple routers. In short, inherent variation is observed to induce packet clusters.
However, when the input data rate is close to capacity, the effect of inherent
variation seems to disappear and there is packet loss (Figure 4.1c).
Our experiments and analysis in the subsequent sections are motivated by
Figure 4.1. We first establish the router model with inherent variation (Section
4.4.1) and quantify packet clustering (Section 4.4.2). Using the model, we show
how IPD and degree of clustering changes as a packet stream passes through
one router (Section 4.5), multiple routers (Section 4.6), and with cross traffic (Sec-
tion 4.7). Finally, we physically validate the model with various routers (Section
4.9) and explore factors that could affect inherent variation (Section 4.9.3).
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Figure 4.1: Histogram of 1 million observed interpacket delay at the output of
Cisco 6500 for various combination of data rates and packet size. The dotted red
line marks the interpacket delay of the homogeneous packet stream. Note that
for 520B 10G, the total does not tally up to 1 million as some packets are lost.
4.4 Modeling
4.4.1 Router Model
We assume the packet input stream is homogeneous with parameters (l, r);
though all our results in this section hold as long as the IPD is independent
and identically distributed (i.i.d.). Each packet of the input stream is indexed
with i and transitions through a router by first experiencing processing delay
followed by transmission delay. Each delay is modeled as a single server and
thus the router is modeled as two servers in series (see figure 4.2). In general,
the processing time may be correlated over time depending on the contents of
a packet and the inner workings of a router. The first factor does not apply as
the input stream is homogeneous. On the other hand, as we mentioned before,
the actual workings of how a packet is processed is proprietary. As such, for
tractability, we assume the processing time of each packet, Xi is i.i.d. As for the
transmission time, it is simply the packet size divided by capacity rate, which
we denote as u , l/c. This two-server model means that it is possible for paral-
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Figure 4.2: A two-server model of a router with a random processing time, X
and a constant transmission time, u
lel processing and transmission of different packets, i.e. pipelining, to occur.
We denote the interpacket delay between packet i and i+ 1 with the random
variable Di. Since we are modeling actual packets going through the same input
port, the interpacket delay in between packets must be larger than the time it
takes a router to receive a packet, i.e. Di > u. The router is capable of operating
at capacity and as such packets must be processed faster than it can be transmit-
ted, i.e. u > E [X]. We also assume there is sufficient buffer such that neither the
processing server nor the transmission server ever overflows. In short, we have
modeled the router with two serial servers with deterministic arrivals, indepen-
dent service time and a first-in, first-out queue discipline. In the terminology
of queuing theory, the processing server is a D/G/1 queue (Deterministic ar-
rival/General service time/1 server) while the transmission server is a G/D/1
queue (Arrival with General distribution/Deterministic service time/1 server).
With this simple model, we are going to analyze how interpacket delay
varies as the input stream passes through a router.. But first we clarify the no-
tational convention of this paper. We use superscript on the variables to denote
router number, not just on D, but also on S, X and other yet to be introduced
variables, e.g. D1i is the ith interpacket delay after going through the first router.
The 0 superscript refers to the input packet stream. Since we will have expres-
sions involving exponents, except for 0 or 1, all other integer superscripts should
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be interpreted as exponents, e.g. D2i is the square of the ith interpacket delay and
not the ith interpacket delay after passing through 2 routers. The superscript is
sometimes omitted when we are referring to interpacket delay in general while
the subscript is sometimes omitted when the statement is applicable to all pack-
ets. We use the corresponding lowercase letter when a random variable takes
on a particular value, e.g. Pr (D = d) is the probability of the random variable
D taking on a value of d. We denote E [·] as the expectation function and any
random variable with a tilde accent represents its zero-mean equivalent, e.g.
X˜ = X− E [X].
4.4.2 Packet Clustering Metric
We propose a metric to represent the degree of packet clustering. To start, given
that the packet arrival rate is smaller than the capacity rate, we know the av-
erage input data rate is the same as the average output data rate. This simple
observation implies that the average IPD is the same before and after going
through a router. Armed with this observation, we consider the simplest setup
with a sequence of 3 packets as shown in Figure 4.3 to gain intuition. Since the
average IPD is the same, the only variable here is the relative position of the
second packet. Intuitively, the least clustering setup is when the packets are
uniformly spaced, i.e. the IPG between packet 1 and 2 is the same as between
packet 2 and 3. Packets are seen to be more clustered as packet 2 is closer to
either packet 1 or 3 and the packets are most clustered when two packets have
minimal IPG in between. As shown in Figure 4.3, a metric that fits the intuition
is the sum of the squares of the IPG. For a homogeneous packet stream, the sum
of squares of the IPD would fit the intuitive ordering as IPD = IPG + l. Simi-
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Figure 4.3: An intuitive figure depicting how packet clustering evolves as inter-
packet delay changes. The square of the interpacket gap fits the intuitive notion.
larly, the sample variance of the IPD would fit the intuitive ordering as it is the
difference between the average sum of squares and average squared and this is
the metric that we will be using, i.e. the packet clustering metric, C, given the
IPD of all packets {di}ni=1 is given by
C (d) =
1
n− 1
n
∑
i=1
(
di − d¯
)2 (4.2)
where d¯ = ∑i di/n is the average IPD. Often times, we are dealing with ran-
dom values Di instead of a deterministically given di. In this case, the expected
packet clustering is more relevant:
C (D) =
1
n
n
∑
i=1
var (Di) (4.3)
When Di is i.i.d., the expression simplifies to the variance of the interpacket
delay. In short, the metric C (D) states that a packet stream is more clustered if
its IPD is more variable.
We note here that our proposed metric is not the only one that fits the intu-
itive notion of packet clustering in Figure 4.3. Other convex metrics are possible
and we choose the current metric due to its relative ease of analysis and its ap-
parent relation to inherent variation. Whenever possible, we will explain the
results obtained in an intuitive manner without relying on our choice of metric.
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4.5 The Single-Hop Case
We begin our analysis with the single hop case. There are two regions to con-
sider here: when all packets have no waiting time (large interpacket gap) and
when some of them possibly do (small interpacket gap). For a homogeneous
packet stream, packets have no waiting time if it arrives after the prior packets
have been transmitted from the router. A sufficient condition for this to occur is
the interpacket delay being greater than the sum of processing and transmission
time, i.e. D0 > X + u ⇐⇒ G0 > X holds with probability 1, where D0 and G0
are respectively, the IPD and the IPG of the input packet stream.
To illustrate, consider the parameter space (l, r) for a homogeneous packet
stream. Denote g as the interpacket gap constant and xmax as the maximum
processing time. Then from (4.1), we find
u
g + u
=
l
c
=⇒ g > xmax ⇐⇒ u
(
c− r
r
)
> xmax (4.4)
The region surrounded by borders in Figure 4.4 represents all the feasible pa-
rameter combinations for a homogeneous packet stream. We divide it into the
two regions according to (4.4) using xmax = 2200 bits and assuming xmax is the
same for all packet sizes.
4.5.1 Large interpacket gap
With no waiting time, the interpacket delay after one router is relatively straight-
forward to figure out. Consider the sequence of discrete events that occur on
packet 1 and 2 as shown in figure 4.5. Packet 1 arrives at the router, and takes
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Figure 4.5: Large interpacket gap
a time period X11 + u to be processed and transmitted. The second packet then
arrives and takes X12 + u to be processed and transmitted. The interpacket delay
after 1 router for packet 1 and 2 is thus D11 = D
0
1 −X11 +X12. One could continue
by considering packets 3, 4, 5 and so on to find that the same results hold:
D1i = D
0
i − X1i + X1i+1, i = 1, 2, . . . (4.5)
While equation (4.5) looks simple, we can extract plenty of information:
symmetry of interpacket histogram (Lemma 4.1 and Theorem 4.3), negative
correlation of adjacent interpacket delay (Theorem 4.2) and an accurate unbi-
ased estimator to represent a router’s inherent variation (Lemma 4.4). Note that
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while we have assumed a homogeneous input packet stream, all the results in
this subsection hold as long as D0 is i.i.d., symmetrical about E
[
D0
]
and satisfy
G0 > X1.
To prove symmetry, we say that a random variable D has a distribution that
is symmetrical about d if D − d has the same distribution as − (D− d), which
we write as
D− d ∼ − (D− d)
For such a random variable, its probability density function is symmetrical about
d.
Lemma 4.1. If the distribution of D0 is symmetric about E
[
D0
]
, then the distribution
of D0i − Xi + Xi+1 is symmetric about E
[
D0
]
for all i.
Proof. D0 is symmetric about E
[
D0
]
implies that
D0 − E
[
D0
]
∼ −
(
D0 − E
[
D0
])
(4.6)
Since the sequence X11, X
1
2, . . . is i.i.d.,
−X1i + X1i+1 ∼ X1i − X1i+1 (4.7)
In general, if random variables K and L are independent, and similarly M and
N are independent, and K ∼ M while L ∼ N, then K + L ∼ M + N. Thus,
putting (4.6) and (4.7) together gives
D0i − E
[
D0
]
− X1i + X1i+1 ∼ −
(
D0i − E
[
D0
]
− X1i + X1i+1
)
which proves that the distribution of D0i −Xi +Xi+1 is symmetric about E
[
D0
]
.
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However, Lemma 4.1 is not sufficient to prove symmetry, as the interpacket
delay sequence D11, D
1
2, . . . is not i.i.d. Neighboring terms of the sequence are
correlated: D01 − X11 + X12 is not independent of D02 − X12 + X13 due to the X12
term. Since the interpacket delays are correlated via the X12 term, which has an
opposite sign in each of the interpacket delay, we expect the correlation to be
negative. In simple words, if the processing time of packet 2, X12 is large, D
1
1
would be large while packet 3 will catch up to packet 2 making D12 small and
vice versa. We state the negative correlation formally.
Theorem 4.2. After one hop, the correlation coefficient between two neighboring inter-
packet delay is -1/2, that is
ρi,j ,
cov
(
D1i , D
1
j
)
√
var
(
D1i
)
var
(
D1j
) = −12, for |i− j| = 1 (4.8)
Proof. The covariance of the interpacket delay is, by definition,
cov
(
D1i , D
1
j
)
, E
[
D˜1i D˜
1
j
]
= E
[(
D˜0i − X˜1i + X˜1i+1
) (
D˜0j − X˜1j + X˜1j+1
)]
Expanding the equation gives us 9 terms. However, 5 terms involving either D˜0i
or D˜0j is equal to zero since it is independent of all other terms. The indepen-
dence implies, for instance, E
[
D˜0i X˜
1
j+1
]
= E
[
D˜0i
]
E
[
X˜1j+1
]
= 0. For the other 4
terms, since the sequence X11, X
1
2, . . . is i.i.d.,
E
[
X˜1i X˜
1
j
]
=

E
[
X˜1i
]
E
[
X˜1j
]
= 0 , if i 6= j
E
[(
X˜1i
)2]
= var
(
X1
)
, if i = j
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Taking the sum of all 4 terms give
cov
(
D1i , D
1
j
)
=

2var
(
X1
)
, if i = j
−var (X1) , if |i− j| = 1
0 , otherwise
(4.9)
Applying equation (4.9) on the definition in equation (4.8) and using the fact
that var
(
D1i
)
= cov
(
D1i , D
1
i
)
give the desired answer.
Even though the interpacket delay is negatively correlated, we can still prove
symmetry by observing that every other term of the interpacket delay sequence
is i.i.d and by using superposition.
Theorem 4.3. The interpacket delay histogram of a homogeneous packet stream at a
router’s output is symmetrical about E
[
D0
]
.
Proof. Consider the first and third IPD: D11 = D
0
1 − X11 + X12 and D13 = D03 −
X13 + X
1
4. Since X
1
1, X
1
2, ... are i.i.d. while D
0 is just a constant for a homogeneous
packet stream, D11 and D
1
3 are i.i.d. of each other. We can easily generalize
this and find that the odd-indexed sequence D11, D
1
3, . . . is i.i.d., and so is the
even-indexed sequence D12, D
1
4, . . .. From Lemma 4.1, we know that the IPD
histogram of either the odd or the even-indexed sequence is symmetrical about
E
[
D0
]
. The IPD histogram of the whole sequence is just the superposition of
the two, and is hence symmetrical about E
[
D0
]
.
We now switch attention to packet clustering. Packet clustering could be
determined using equation (4.5). Since D0i , X
1
i and X
1
i+1 are all independent of
each other
C
(
D1
)
= var
(
D0
)
+ 2var
(
X1
)
(4.10)
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For a homogeneous input packet stream, D0 is a constant and thus C
(
D1
)
=
2var
(
X1
)
. The variance of the processing time var
(
X1
)
is an important ex-
pression that will continue to reappear for the rest of the paper. From a router
performance evaluation standpoint, we could think of var
(
X1
)
as either the
metric or the benchmark characterizing the inherent variation of a particular
router model. Thus, for practical purposes, it is important to be able to estimate
it from available data as accurately as possible. Keeping in mind the negative
correlation of the IPD, we could estimate the variance by applying the unbi-
ased sample variance formula on the i.i.d. odd and evenly indexed IPD and
then average the two estimates. However, it turns out that despite the negative
correlation, we could make an unbiased estimation from the full IPD sequence.
Lemma 4.4. Given D11, D
1
2, . . . , D
1
n, the sequence of interpacket delays from the output
of a router fed with a homogeneous input packet stream, the estimator
β =
n
(n + 1) (n− 1)
n
∑
i=1
(
D1i − D¯
)2
where D¯ = 1n ∑
n
i=1 D
1
i is the sample mean, is an unbiased estimator of 2var
(
X1
)
, i.e.
E [β] = 2var
(
X1
)
.
Proof.
n (n + 1) (n− 1) E [β] = E
(nD˜i − n∑
j=1
D˜1j
)2
= var (X) ·
n
∑
i=1
[
2n2 − 4n + 2n ∑
|i−j|=1
1+ 2n− 2 (n− 1)
]
= 2nvar (X)
[
n2 − 2n + 2 (n− 1) + n− (n− 1)
]
= 2n (n + 1) (n− 1) var (X)
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where the third equality follows from applying correlation values from Theo-
rem 4.2 and noting that if we expand out
(
∑nj=1 D˜
1
j
) (
∑nk=1 D˜
1
k
)
, there are 2 (n− 1)
terms where |j− k| = 1.
4.5.2 Small interpacket gap
The interpacket gap in this region is small while the service time is sometimes
long enough to induce a waiting time in the next packet. The IPD histogram is
no longer symmetrical as its left portion is distorted by the physical requirement
of a non-negative interpacket gap (Figure 4.1b). To get a clearer picture and to
figure out how packet clustering happens, we follow the development of the
previous subsection by considering the sequence of discrete events that occur
on packet i and i + 1. It turns out that we need to consider 3 general cases:
positive idle time (figure 4.6a), zero idle time (figure 4.6b), and positive waiting
time at the transmission server (figure 4.7). We define Ii as the processing server
idle time in between packet i and i + 1 and Wi as the waiting time of packet i at
the processing server.
From figure 4.6a and 4.6b, we see that the idle time is given by
I1i = max
(
0, D0i −W1i − X1i
)
=
(
D0i −W1i − X1i
)+
(4.11)
where a+ = max (0, a). Similarly, the waiting time of packet i + 1 is given by
W1i+1 = max
(
0, W1i + X
1
i − D0i
)
=
(
D0i −W1i − X1i
)−
(4.12)
where a− = max (0,−a). In the queuing theory literature, equation (4.12) is
also known as the Lindley equation [66]. Combining all three cases, the IPD
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Figure 4.6: Two possible sequence of events in between the arrivals and depar-
tures of packets i and i + 1
after one-hop is given by
D1i = max
{
u, I1i + X
1
i+1
}
(4.13)
The identity a = a+ − a− gives us
D0i −W1i − X1i = I1i −W1i+1 (4.14)
Combining equation (4.13) and (4.14) gives
D1i ≥ D0i −
(
W1i + X
1
i
)
+
(
W1i+1 + X
1
i+1
)
(4.15)
Recall that for the large interpacket gap region, equation (4.10) tells us that
packet clustering increases by 2var
(
X1
)
. For the small interpacket gap region,
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Figure 4.7: IPD when there is waiting time at the transmission server. The idle
time could be positive as in Figure 4.6a.
some packets are prevented from getting closer together due to the physical
requirement of a minimum service time. This implies that intuitively, packet
clustering after one router should increase to a value that is less than 2var
(
X1
)
.
Before determining the exact value, we need a supporting lemma.
Lemma 4.5. For any random variable Y = Y+−Y−, var (Y) = var (Y+)+ var (Y−)+
2E [Y+] E [Y−].
Theorem 4.6. For a packet stream with i.i.d. interpacket delay and n → ∞ number of
packets, after one hop, Cv
(
D1
)
is given by
var
(
D1
)
≤ var
(
D0
)
+ 2
(
var
(
X1
)
− E
[
W1
]
E
[
I1
])
(4.16)
Proof. We start with equation (4.13) and noting that forcing a minimum value
reduces variance
var
(
D1i
)
≤ var
(
I1i + X
1
i+1
)
= var
(
I1i
)
+ var
(
X1i+1
)
(4.17)
where the second equality follows from independence of I1i and X
1
i+1. We look
for an expression to substitute for var
(
I1i
)
by applying lemma 4.5 to Y = D0i −
W1i − S1i .
var
(
D0i −W1i − X1i
)
= var
(
I1i
)
+ var
(
W1i+1
)
+ 2E
[
I1i
]
E
[
W1i+1
]
(4.18)
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Since X1i is independent of D
0
i and W
1
i , and D
0
i is independent of W
1
i , LHS of
(4.18) is equal to var
(
D0i
)
+ var
(
W1i
)
+ var
(
X1i
)
. Rearranging the terms, we
obtain an expression for var
(
I1i
)
and substitute it into (4.17) to find
var
(
D1i
)
≤ var
(
D0i
)
+ var
(
W1i
)
+ 2var
(
X1
)
− var
(
W1i+1
)
− 2E
[
I1i
]
E
[
W1i+1
]
As n → ∞, each term converges to equilibrium values, e.g. D1i → D1, I1i → I1
and W1i+1 →W1. We obtain
var
(
D1
)
≤ var
(
D0
)
+ 2
(
var
(
X1
)
− E
[
W1
]
E
[
I1
])
(4.19)
as desired.
Since E
[
W1
]
E
[
I1
]
> 0, Theorem 4.6 confirms our intuition that packet clus-
tering increases by a value less than 2var (X). The theorem also tells us that it is
possible for the packet stream to be less clustered if the input packet stream is
not homogeneous and E
[
W1
]
E
[
I1
]
> var (X). However, we may not be able
to check for it in practice, since we may not have sufficient knowledge or access
to determine E
[
W1
]
and E
[
I1
]
. We thus have the question: for an input packet
stream with i.i.d. IPD, is there an easily verifiable condition to know when the
packet stream will be less clustered?
Corollary 4.7. An input packet stream with i.i.d. interpacket delay will be less clus-
tered after going through a router if 2var
(
X1
) ≤ E [{(D0 − X1)−}2].
Proof. We apply a lower bound by Kingman [60]
2E
[
I1
]
E
[
W1
]
≥ E
[{(
D0 − X1
)−}2]
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If 2var
(
X1
) ≤ E [{(D0 − X1)−}2], then the lower bound and (4.16) gives
var
(
D1
)
≤ var
(
D0
)
+ 2var
(
X1
)
− E
[{(
D0 − X1
)−}2]
≤ var
(
D0
)
i.e. packet clustering has decreased after passing through a router
Note that E
[{(
D0 − X1)−}2] is large if D0 has a large probability of taking
small values, i.e. a large portion of packets are close together. There are two sce-
narios for the packet to be closer together: one, the input packet stream is getting
more clustered and two, the input data rate is getting higher, as higher data rate
implies smaller interpacket delay. Since var
(
D0
)
+ 2var
(
X1
)−E [{(D0 − X1)−}2]
is an upper bound for var
(
D1
)
, the upper bound is getting smaller as either sce-
nario occurs. As such, it is reasonable to expect that the change in packet clustering,
var
(
D1
) − var (D0) to decrease as the input packet stream is getting more clustered
or as the input data rate increases (see Figure 4.11b). In cases where the input
packet stream is very clustered, we have shown in Corollary 4.7 that the change
in packet clustering could in fact be negative (see Figure 4.10b)
4.6 The Multi-Hop Case
In this section, we extend our results to the multiple-router scenario. We de-
note m as the number of routers and the routers are not assumed to be iden-
tical unless otherwise stated. There are now 3 regions to consider. Similar to
before, the regions depend on the interpacket gap and maximum processing
time. If all packets have zero waiting time while passing through all routers, i.e.
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Figure 4.8: Large, medium and small interpacket gap region for m = 8 identical
routers and xmax = 2200 bits
G0 > ∑mk=1 x
k
max, then we are in the large interpacket gap region. If all packets
have zero waiting time for the first j routers and some packets have positive
waiting time for the remaining routers, i.e. G0 > ∑lk=1 x
k
max for all l ≤ j < m
while for m ≥ l > j, G0 < ∑lk=1 xkmax with positive probability, then we are
in the medium interpacket gap region. In the small interpacket gap region,
some packet have positive waiting time while passing through each router, i.e.
G0 < ∑lk=1 x
k
max with positive probability for l = 1, . . . , m.
For m = 8 identical routers, the large, medium and small interpacket gap
region are shown in Figure 4.8. With reference to the single-hop Figure 4.4, the
small interpacket gap region remains the same while the large interpacket gap
region is now divided into two. As the number of router grows, the medium
interpacket gap region grows while the large interpacket gap region shrinks.
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4.6.1 Large interpacket gap
The analysis is this subsection is mostly a straightforward generalization of the
results of the single-hop case. Note that for this subsection only, the integer
exponent refers to router number. First consider m = 2, since we are in the large
interpacket gap region, equation (4.5) holds and we have
D2i = D
1
i − X2i + X2i+1
Applying equation (4.5) again to D1i gives
D2i = D
0
i −
(
X1i + X
2
i
)
+
(
X1i+1 + X
2
i+1
)
Generalizing, we obtain for all l ≤ m
Dli = D
0
i −
l
∑
k=1
Xki +
l
∑
k=1
Xki+1 (4.20)
The other results concerning negative correlation and symmetry of the IPD his-
togram generalize in the same manner. In addition, we have a new result con-
cerning how packet clustering changes as it passes through the routers. We state
them all formally in the following theorem.
Theorem 4.8. In the large interpacket gap region, for any 1 ≤ l ≤ m, the interpacket
delay sequence Dl1, D
l
2, . . . has the following 3 properties: adjacent interpacket delay has
a correlation coefficient of −1/2, the IPD histogram at the final router’s output is
symmetrical and if the m routers are identical, then packet clustering increases linearly
with the number of routers.
Proof. To prove the first two properties, denote Yi = ∑lk=1 X
k
i to get
Dli = D
0
i −Yi +Yi+1
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This is exactly equation (4.5) and since the sequence Y1, Y2, . . . is i.i.d., negative
correlation and symmetry follows from Theorem 4.2 and 4.3. Finally,
var
(
Dli
)
= var
(
D0
)
+ 2
l
∑
k=1
var
(
Xk
)
For a homogeneous packet stream and identical routers, var
(
Dli
)
= 2lvar (X)
and thus Cv
(
Dl
)
= 2lvar (X)
4.6.2 Medium and small interpacket gap
For medium interpacket gap, for the first j routers where there is no waiting
time, packet clustering increases linearly and for the remaining routers, the
change in packet clustering would be similar to the small interpacket gap re-
gion, which we will analyze now.
For small interpacket gap, the results are not as easy to generalize from the
single hop case as large interpacket gap. The main difficulty arises from the
correlated interpacket delay after the first hop. Such correlation implies that the
setup may not converge to a steady state distribution even if the input packet
stream is sufficiently long. Additionally, even if the setup does converge, we
could go through the same steps as the proof of Theorem 4.6 to find that due
to correlation, we now have an additional covariance term, cov
(
D0, W
)
which
does not have a clear interpretation. As such, we approximate by ignoring the
correlation and assuming that the input to all the routers have i.i.d. interpacket
delay and our aim in this subsection is not to derive analytical expressions but
to use the results from Section 4.5.2 to argue qualitatively how packet clustering
would evolve with increasing number of identical hops.
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Recall that after Corollary 4.7 we argue that the change in packet clustering,
var
(
D1
)− var (D0) would decrease as the input packet stream is getting more
clustered or as the input data rate increases. Given the i.i.d. input assump-
tion to all routers, we could now apply this argument at each hop. This means
that if we start with a homogeneous input packet stream, then packet clustering
would be an increasing and concave function in the number of identical hops.
Since var
(
D1
)−var (D0) could be negative when packet clustering exceeds the
threshold specified in Corollary 4.7, we expect packet clustering to converge to
a value for sufficiently large number of identical hops. Conversely, if we start
out with a very clustered input packet stream, then packet clustering would be
a decreasing and convex function in the number of identical hops, and would
also converge to a fix value for sufficiently large number of identical hops (see
Figure 4.10b).
The second implication is that if we have two input packet streams with
equal packet clustering but different data rate, then for the input stream with a
higher data rate, its rate of change for packet clustering in the number of iden-
tical hops would be lower. For instance, suppose we have two homogeneous
packet stream with 4G and 6G data rate. Then while packet clustering packet
clustering would evolve in an increasing and concave manner in the number of
identical hops for both, the function for 4G would be strictly above that of 6G’s
(see Figure 4.11b).
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4.7 Adding Cross Traffic
In this section, we add in cross traffic and show that the results and discussions
from Section 4.5 carry over. We need new terms and assumptions with the ad-
dition of cross traffic. We call the packet stream that we are tracking as it goes
through the router the target traffic while any other traffic that interferes with it,
the cross traffic. It is well-known that Internet traffic is usually not Poisson in na-
ture and is positively correlated over time [63]. For such cross traffic, the setup
that we are currently analyzing does not necessarily converge to the steady state
distribution. To make the analysis tractable, we make the assumption that the
cross traffic is not time varying, i.e. stationary, and the current setup does con-
verge to the steady state distribution. We assume packets are served in a first-in,
first-out manner. This is again a simplifying assumption as packets that arrive at
different router input ports typically have to undergo contention and schedul-
ing and the final packet service order is not necessarily first-in, first-out.
There are two key steps to analyzing the interaction of the two types of traf-
fic. The first step is to divide our analysis into two stages by first finding the
interpacket delay after passing through the processing server, ∆1, before mov-
ing on to deal with the transmission server. The second step is to further subdi-
vide the waiting time and idle time by source. The waiting time of the ith target
packet at the processing server is now
Wpi = T
p
i + C
p
i (4.21)
where Tpi is the waiting time incurred on the ith target packet till target packet
i − 1 is processed and Cpi is the waiting time incurred on the ith target packet
due to cross traffic that is processed after target packet i − 1. We define Ipi as
the idle time the processing server spends not processing any target traffic after
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(b) Zero idle time Ipi = 0
Figure 4.9: Two possible sequence of events at the processing server in between
the arrivals and departures of target packets i and i + 1
the departure of the ith packet and before the arrival of the (i + 1)th packet.
Note that it is possible for the processing server to be processing cross traffic
during such idle time. The terms Wri , T
r
i , C
r
i and I
r
i are defined analogously
for the transmission server. To prevent notational clustering, we will drop the
superscript 1 from all non interpacket delay terms in this section.
The analysis to derive the interpacket delay and packet clustering follow the
same path as the model with no cross traffic. There are two general cases as
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shown in Figure 4.9. Going through the same steps as before, we arrive at
Ipi =
(
D0i − Xi −Wpi
)+
(4.22)
Tpi+1 =
(
D0i − Xi −Wpi
)−
(4.23)
∆1i = I
p
i + C
p
i+1 + Xi+1 (4.24)
D0i − Xi −Wpi = Ipi − Tpi+1 (4.25)
∆1i = D
0
i −Wpi − Xi +Wpi+1 + Xi+1 (4.26)
We next find out the change in packet clustering.
Lemma 4.9. For a target packet stream with i.i.d. interpacket delay and n → ∞ num-
ber of packets, if the current setup with cross traffic converges, then
var
(
∆1
)
= var
(
D0
)
+ 2 [var (X) + cov (Ip + Cp, Wp)] (4.27)
Proof. The proof is almost identical to the proof for Theorem 4.6 and thus some
details some will be skipped. We start with equation (4.24)
var
(
∆1i
)
= var
(
Ipi
)
+ var
(
Cpi+1
)
+ var (X) + 2cov
(
Ipi , C
p
i+1
)
(4.28)
We will find an expression for var
(
Ipi
)
by applying lemma 4.5 together with
equation (4.22) and (4.23)
var
(
D0i
)
+ var (X) + var
(
Wpi
)
= var
(
Ipi
)
+ var
(
Tpi+1
)
+ 2E
[
Ipi
]
E
[
Tpi+1
]
(4.29)
Rearranging, substituting the expression for var
(
Ipi
)
into equation (4.28) and
taking the limit as i → ∞ where each term converges to equilibrium distribu-
tion, we find
var
(
∆1
)
= var
(
D0
)
+ 2var (X)− 2E [Ip] E [Tp] + var (Wp)
− var (Tp) + var (Cp) + 2cov (Ip, Cp) (4.30)
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Since var (Wp)−var (Tp) = var (Cp)+ 2cov (Tp, Cp),−E [Ip] E [Tp] = cov (Ip, Tp)
and var (Cp) = cov (Cp, Cp), the last 5 terms on the RHS of equation (4.30) sim-
plifies to 2cov (Ip + Cp, Wp) and thus we are done.
We then move on to the transmission server. Now note that the analysis is
identical to the two cases shown in Figure 4.9, with ∆1 replacing D0, u replac-
ing Xi and Xi+1, and waiting and idle time terms for the transmission server
replacing analogous terms for the processing server.
Theorem 4.10. Assuming the setup converges to equilibrium distributions, then
var
(
D1
)
≤ var
(
D0
)
+ 2var (X) + 2cov (Ip + Cp, Wp) + 2cov (Ir + Cr, Wr)
Proof. All the steps are the same as the proof of Lemma 4.9, except for equation
(4.29) where we have an additional covariance term, 2cov
(
∆1i , W
r
i
)
due to the
correlation of ∆1i with adjacent interpacket delay values. Substituting ∆
1
i using
equation (4.26) and noting that all the terms are independent of Wri except W
p
i ,
we arrive at
2cov
(
∆1i , W
r
i
)
= −2cov (Wpi , Wri ) < 0
As we assume packets are processed at a faster rate than they could be transmit-
ted, a larger waiting time at the processing server implies that we should expect
a larger waiting time at the transmission server and thus cov
(
Wpi , W
r
i
)
> 0. For
the proof here, the equality of equation (4.29) is thus replaced with ≥, which
carries through to give
var
(
D1
)
≤ var
(
∆1
)
+ 2cov (Ir + Cr, Wr) (4.31)
Now apply equation (4.9) and we are done. As a simple check, when there
is no cross traffic, Cp = 0, Cr = 0, Ip = I, Tp = W, cov (I, W) = −E [I] E [W],
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cov (Ir, Tr) = −E [Ir] E [Tr] < 0 and the expression degenerates to equation
(4.16).
Before showing that packet clustering can decrease, we backtrack to the large
interpacket gap scenario. From equation (4.26) and its analogous version for the
transmission server, we have
D1 = D0i −Wpi −Wri − Xi +Wpi+1 +Wri+1 + Xi+1 (4.32)
Consider what happens when the target traffic is homogeneous with a suffi-
ciently large interpacket gap. The waiting time is mostly due to cross traffic,
i.e. Wpi ≈ Cpi and Wri ≈ Cri . Since the cross traffic is stationary, Cpi is approxi-
mately independent of and has similar distribution as Cpi+1 and similarly for C
r
i
and Cri+1. In such a scenario we could apply the same reasoning as Section 4.5.1
to find that at the output, the target traffic has interpacket delays with adjacent
values having a correlation of −1/2 and with a histogram that is symmetrical
in shape (see Section 4.9.2).
We now show that even with cross traffic, it is still possible for packet clus-
tering to decrease. Theorem 4.7 tells us that packet clustering could decrease
when the input stream is already clustered. With the addition of cross traffic,
we should expect the decrease could only happen when the input stream is
more clustered than is required for the no cross traffic scenario.
Theorem 4.11. With cross traffic, the change in packet clustering is upper bounded by
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var
(
D1
)
− var
(
D0
)
≤ 2 [var (X) + var (Cp) + cov (Ip, Cp) + var (Cr) + cov (Ir, Cr)]
− E
[{(
D0 − X− Cp
)−}2]− E [{(∆1 − u− Cr)−}2] (4.33)
We need the help of the following lemma before proving.
Lemma 4.12. At steady state
(i) E [Ip] = E
[
D0 − X−Wp]
(ii) E
[
{Ip}2
]
≤ E
[{(
D0 − X− Cp)+}2]
(iii) var (Ip) is upper bounded by
var
(
D0
)
+ var (X) + var (Cp)− E
[{(
D0 − X− Cp)−}2]
(iv) var (Ir) is upper bounded by
var
(
∆1
)
+ var (Cr)− E
[{(
∆1 − u− Cr)−}2]
Proof. The first expression could be obtained by taking the expectation on equa-
tion (4.24), apply E
[
∆1
]
= E
[
D0
]
and rearrange the terms. As for the sec-
ond equation, start from the inequality
(
D0 − X−Wp)+ ≤ (D0 − X− Cp)+ ,
square both sides, take expectation and apply equation (4.22). The upper bound
for var (Ip) is derived by applying the 2 expressions we just derived.
var (Ip) = E
[
{Ip}2
]
− E [Ip]2
≤ E
[{(
D0 − X− Cp
)+}2]− E [D0 − X− Cp]2
= E
[(
D0 − X− Cp
)2 −{(D0 − X− Cp)−}2]− E [D0 − X− Cp]2
= var
(
D0 − X− Cp
)
− E
[{(
D0 − X− Cp
)−}2]
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Expand out the first term and we are done. The upper bound for var (Ir) is
derived in a similar manner.
We now prove Theorem 4.11.
Proof. Start from ∆1 = Ip + X + Cp, take the variance, and apply the upper
bound for var (Ip) from Lemma 4.12 to obtain
var
(
∆1
)
− var
(
D0
)
≤ 2 [var (X) + var (Cp) + cov (Ip, Cp)]
− E
[{(
D0 − X− Cp
)−}2]
(4.34)
Similarly with D1 = Ir + u + Cr, take the variance, and apply the upper bound
for var (Ir) from Lemma 4.12 to obtain
var
(
D1
)
− var
(
∆1
)
≤ 2 [var (Cr) + cov (Ir, Cr)]− E
[{(
∆1 − u− Cr
)−}2]
(4.35)
Sum inequalities (4.34) and (4.35) and we are done.
Similar to the case with no cross traffic, the last two terms on the RHS of
(4.33) is large if D0 has a large probability of taking small values, and as such, the
observation from the end of Section 4.5.2 carry over and it is reasonable to expect
that even with cross traffic, the change in packet clustering, var
(
D1
)− var (D0)
to decrease as the input packet stream is getting more clustered or as the input
data rate increases.
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4.8 Minimizing Jitter
We can apply the result that we just obtained to show how a traffic engineer
could minimize jitter. To start, there exists several definitions for jitter and the
one we are going to look at is interpacket delay variation (IPDV) as defined
in RFC5481 [78]. More specifically, we are investigating the variance of IPDV,
which we will refer to interchangeably with jitter. In the notation of this paper,
IPDV is defined as Dni −D0i and thus for homogeneous input traffic, its variance
is simply var
(
Dni
)
and we could apply the results that we have so far in the
context of jitter.
From the discussion that we just had, we know that jitter would grow slower
or even decrease if the interpacket gap in between packets are smaller. The
phenomena of decreasing jitter with smaller interpacket gap has been observed
in [31], albeit the definition of jitter used is different. Thus, to control jitter, we
need to decrease interpacket gap, which could be achieved in three ways. The
first is by sending at a higher data rate, which will increase the end-to-end delay
as a tradeoff. Alternatively, we could send with smaller packet sizes, though this
means we have to send more packets and thus more data overhead in terms of
packet headers. Finally, we could send the traffic via a dedicated, rate-limited
tunnel through the network though setting up such a tunnel is expensive. Each
method of controlling jitter comes with its own tradeoff, and we leave a more
thorough investigation for future work.
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4.9 Experiments
4.9.1 Experiment Setup and Simulation
To validate our model, we deploy a SoNIC board on a Dell T7500 workstation,
and use a Cisco Catalyst 6500 router. The workstation is equipped with two
2.93 GHz six-core Xeon 5670 processors, and with 12 GB RAM, 6 GB connected
to each of the processors. Two Myricom SFP+ LR transceivers are plugged into
the SoNIC board for wire connections. The Cisco router uses Cisco Supervisor
Engine 720 for the control plane, and four-port 10 Gigabit Ethernet Fiber module
(WS-X6704-10GE) for the data plane. The router is configured to run in default
L2 forwarding mode. We connect two ports of the SoNIC board to two 10 GbE
ports of the router via LC/SC optical fibers. Then, we use one port of SoNIC to
generate packets, and the other port of SoNIC to capture packets routed from
the router.
We extend the functionality of SoNIC to mimic a multi-hop routing environ-
ment. In particular, after capturing and recording the IPD from the output port,
we use it to generate a new stream of packets with IPDs identical to the recorded
data. This new packet stream is then sent to the input port and the process can
be repeated any number of times. This is possible because SoNIC can capture
what is sent including the size of packets along with headers and the number of
idle characters and bits between any two packets. Therefore, SoNIC can easily
reconstruct an identical packet stream with captured information. We use this
functionality to validate our model and scale the experiment up to 20 hops or
more.
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A good way to check the validity of the model is to simulate the model and
compare it with experimental data with the same parameters. We code up the
model in Matlab. For accurate modeling, ideally we would need to figure out
the distribution of the processing time, X for the Cisco 6500 router that we are
simulating. However, it turns out that the variance of processing time, var (X),
alone is sufficient to run the simulation. What we observe is that if we are only
concerned about packet clustering, then the underlying distribution does not
matter too much as long as its variance is the same as var (X), as estimated using
Lemma 4.4. The simulation in this section are thus all run with the processing
time taking on an exponential distribution with the same variance as var (X).
4.9.2 Validation
All the experiments in this subsection are performed with the target traffic hav-
ing at least 1 million packets. The packet size of the cross traffic is assumed
to follow a log-normal distribution [34], while its variance could be estimated
from Internet packet size study, e.g. [96], to be in the order of 106 bits2 or higher.
In all the experiments, packet clustering is calculated by finding the variance of
the interpacket delays of the target traffic. For experiment with multiple hops,
twenty hops are usually enough for practical purposes but we sometimes ex-
tend to 100 hops when we are concerned with the asymptotic behavior.
Experiment 1: Negative correlation of adjacent interpacket delays (Theorem
4.2) The correlation coefficient is computed using 1 million IPDs obtained from
experiment for various setups. The results are summarized in Table 4.2. We can
see that the computed values are close to the value of -0.5. The 3 setups where
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Figure 4.10: Results for Experiments 2 and 3
the correlation coefficients are far from -0.5 are from the small interpacket delay
region. Even then, they confirm our intuition that the correlation coefficient for
adjacent IPD is negative.
Experiment 2: Symmetry in the observed distribution of output IPD for large
interpacket gap (Theorem 4.2 and Theorem 4.3) We already know that this is
confirmed by figure 4.1a for the no cross traffic case. For the cross traffic case,
104
its observation is mentioned in RFC5481 [78]. We show here an experiment
with cross traffic demonstrating the symmetry in Figure 4.10a. The correlation
coefficient of adjacent interpacket delays is calculated to be -0.4944.
Experiment 3: Packet clustering could decrease after passing through one router
(Corollary 4.7 and Theorem 4.11) We verify that for a very clustered input
packet stream, packet clustering decreases after the packet stream passes through
the router. Without cross traffic, the result is shown in Figure 4.10b. The clus-
tered packet stream has 10 packets clustered together with minimal IPG and one
huge gap before the next cluster. As a comparison, we also plotted the change
in packet clustering for a homogenous packet stream with the same packet size
and data rate. Notice that as the number of hops increases, packet cluster-
ing varies in an increasing and concave manner for the homogeneous packet
stream, and decreasing and convex for the clustered packet stream. This agrees
with the discussion in Section 4.6.2.
With cross traffic, the result is shown in Figure 4.10c. The red dashed line
is the y = x line while the blue line represents the collected data on packet
clustering at the output. The height difference between the blue line and the
red line represents the change in packet clustering. When the blue line is above
Table 4.2: Correlation coefficient values under various data rates and packet
sizes. The 3 starred values are setups that belong to the small interpacket delay
region (see Figure 4.4).
1526-byte packet 72-byte packet
1 Gbps -0.4942 -0.5022
3 Gbps -0.5494 -0.8673*
6 Gbps -0.4740 -0.1788*
9 Gbps -0.4931 -0.6924*
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the red line, it means that change in packet clustering from input to output is
positive and vice versa. We see from the figure that as packet clustering at the
input increases, the change in packet clustering decreases and eventually goes
negative.
Experiment 4: IPD properties for the multi-hop, large IPG setup (Theorem 4.8)
For the large interpacket gap region, a 1526B 1G homogeneous packet stream
goes through 8 identical routers and the IPD is recorded. The IPD histogram is
observed to be symmetrical and packet clustering grows linearly. In addition,
the correlation coefficient between adjacent IPD is calculated as -0.4858, which
is close to the theoretical value of -0.5.
Experiment 5: How packet clustering evolves for different data rates with in-
creasing number of hops (Section 4.6.2) Figure 4.11b shows experimental data
for fixed packet size but varying data rates. The 4, 6 and 7 Gbps setup could
be thought of as representing medium IPD, and 8 Gbps the small IPD. For the
first few hops, packet clustering evolves almost linearly for all data rates. As the
number of hops increases, the increment decreases at a faster rate for the higher
rate. The figure tells us that for increasing data rates, packet clustering increases
at a decreasing rate, in agreement with the discussion in Section 4.6.2.
Experiment 6: Validation via simulation Figure 4.11c shows how packet clus-
tering changes as a homogeneous traffic passes through multiple routers for ex-
perimental and simulated data. Note that though we have used an exponential
distribution to represent X, the simulated values for the model agrees closely
with the experimental data even after 100 hops.
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4.9.3 Factors Affecting Inherent Variation
4.9.3.1 Packet Size
We test the effect of packet size by sending streams of homogeneous traffic with
fixed packet sizes of 94, 158, 222, . . . , 1502 bits through a router. We then mea-
sure the sample variance of the IPD at the output of the router. To guarantee that
this is an accurate description of the inherent variation of the router according
to Lemma 4.4, we need the packet streams to be spaced sufficiently apart and in
this case, we have an interpacket gap of 113340 bits for all streams. The result
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is shown in Figure 4.12. There is no obvious relationship between packet size
and inherent variation and the values vary significantly as the highest value is
more than twice the lowest value. The high variation is not an artifact of insuffi-
cient sample size, as we repeated the experiments multiple times to get similar
values.
4.9.3.2 Forwarding Table Lookup
We first populate the forwarding tables fully with entries, all of which direct
packets to the same output port. Then using the idea from the proof of Theorem
4.3, we construct a 1518B 1G stream of packets where the even packets contain
destinations that are chosen to hit a random entry of the forwarding table while
the odd packets all contain the same destination which is not in the forward-
ing table. The odd packets will be broadcasted to all output ports. We record
the packet stream at the output port, split it into two streams of even and odd
packets, and measure the sample variance of IPD of each stream.
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The calculated sample variance is 1.53× 105 seconds2 and 1.36× 105 seconds2
for the even and odd packet stream respectively, which shows that forwarding
table lookup do cause inherent variation.
4.9.3.3 Clock Drift
Clock drift happens when two clocks are not running at the same frequency
and in this case, the two clocks refer to the routers and SoNIC. We did not actu-
ally set out to test for this phenomenon but instead, we notice the difference in
packet timing as shown in Figure 4.13 that could not be explained otherwise. To
measure the timing difference, we use the recorded output stream and choose
a bit on the stream as the reference bit. We measure the difference in position
in between the reference bit and the first packet, then we move the position of
the reference bit forward by the IPD constant and then measure the difference
in position in between it and the second packet. We repeat the same procedure
for all the packets. The expectation is that the figure would show fluctuations
reflecting the inherent variation around a horizontal line. Instead, other than
the fluctuations, there is a variation in the timing difference that is on a longer
timescale compared to the fluctuations.
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CHAPTER 5
FUTURE WORK
This thesis has touched on various aspects related to traffic engineering and
application requirements. We have covered how the proper feedback could lead
to network-user optimality, how timing information could be used to achieve
fast congestion-free routing reconfiguration, and how inherent variation in routers
could induce packet clustering,. The work is not done though, as they remain
several interesting extensions.
5.1 Network-User Challenges
While we have shown that it is possible to achieve stability and social optimal-
ity with the right feedback, they are predicated on a few modeling assumptions
that deserve further investigation. First, we have assumed that traffic could be
split arbitrarily across multiple paths. This is achievable if the underlying rout-
ing protocol is path-based such as MPLS [89]. But if the routing protocols are
link-state protocols such as OSPF and IS-IS, then due to the NP-hard link-weight
setting problem, it is not always possible for the traffic engineer to find the cor-
rect link weight to route the traffic optimally within limited time. However, our
results hold as long as the traffic engineer finds a solution that improves on the
current objective strictly. This is likely doable with recent development in link-
state routing as shown in [109, 75] but the question remains that whether it is
doable for the current link-state protocols that are widely used.
Second, we have also assumed that the updates are instantaneous. In prac-
tice, for the traffic engineer, there is some delay between obtaining the mea-
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surement of the offered traffic and updating the traffic split in the routers. The
offered traffic may have changed slightly during the delay. The bigger problem
though, is that a user may be receiving feedback that are no longer up-to-date
as the traffic engineer changes the traffic split. Additional conditions are likely
needed to prove stability and optimality in this scenario.
5.2 Even Faster Reconfiguration
We formulated an optimization problem incorporating timing information on
propagation delay and uncertainties to find fast congestion-free updates when
the routes need to be reconfigured. We no longer have to assume a worst-case
order-oblivious scenario but instead could determine which scenario we need
to consider to prevent congestion. We can calculate the time required for each
update to fully propagate through the network. The key problem is the asso-
ciated optimization problem is a mixed-integer linear program and is NP-hard
to solve. An obvious extension is to find approximation algorithms with good
performance guarantee.
We have shown it is possible to speed up the process by performing updates
before the previous update has propagated through. We could extend the idea
to include not just the previous step, but all previous steps. The problem would
be more complicated as the possible updates evolves over time and would re-
quire a state space to keep track, but the update time would be even faster.
Our optimization problem deals with uncertainty, and while we achieve our
goal of finding better updates compared to [51] by incorporating timing in-
formation, there exist other tools and framework that could be applicable to
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our problem at hand. Most notably, the framework of robust optimization [10]
caters specifically to optimization and decision making under uncertainty, and it
would be interesting to see what a formulation under such a framework would
bring us compared to our current approach.
5.3 Router and Traffic Modeling
Our router model has formed a framework for understanding how inherent
variation in a router affects the input-output characteristic of a router. There are
plenty of interesting research directions that we could pursue with the model
as a starting point. On the practical side, we could delve into the workings
of a router, try to understand how inherent variation comes about and build a
practical router model in the same spirit as [26] but which incorporates inher-
ent variation as an important parameter. On the application side, as mentioned
before, we could investigate deeper into the tradeoffs between the various meth-
ods of controlling jitter by minimizing interpacket gap. We could also look at
bandwidth estimation using packet-train dispersion [67] and see if our analysis
could help in improving the accuracy of existing bandwidth estimation meth-
ods.
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