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For superconducting quantum processors consisting of low anharmonicity qubits such as trans-
mons we give a complete microwave description of the system in the qubit subspace. We assume
that the qubits are dispersively coupled to a distributed microwave structure such that the detunings
of the qubits from the internal modes of the microwave structure are stronger than their couplings.
We define “qubit ports” across the terminals of the Josephson junctions and “drive ports” where
transmission lines carrying drive signals reach the chip and we obtain the multiport impedance
response of the linear passive part of the system between the ports. We then relate interaction
parameters in between qubits and between the qubits and the environment to the entries of this
multiport impedance function: in particular we show that the exchange coupling rate J between
qubits is related in a simple way to the off-diagonal entry connecting the qubit ports. Similarly we
relate couplings of the qubits to voltage drives and lossy environment to the entries connecting the
qubits and the drive ports. Our treatment takes into account all the modes (possibly infinite) that
might be present in the distributed electromagnetic structure and provides an efficient method for
the modeling and analysis of the circuits.
I. INTRODUCTION
Superconducting circuits are a promising platform for
the realization of quantum computers. Operated at mi-
crowave frequencies they include Josephson junctions for
the non-linearity needed to obtain qubit modes without
introducing significant loss. Coherence times of the su-
perconducting qubits have been improved by several or-
ders of magnitude in the last two decades and the Trans-
mon qubit [1, 2] (and its several variations [3, 4]) has
now become the superconducting qubit of choice in many
groups around the world due to its simplicity of design
and its superior coherence. Fidelities of the single qubit
gates are now routinely below [5, 6] and those of the two-
qubit gates are at the fault-tolerance threshold levels re-
quired by the surface code [5, 7, 8]. The challenge now
is to scale the circuits up while maintaining and improv-
ing further the qubit coherence times and gate fidelities
[9]. Many important engineering problems however arise
in the design of larger multi-qubit devices such as signal
crosstalk and qubit-qubit crosstalk which show the need
for better models/tools to understand and improve the
operation of the superconducting quantum processors.
Several methods have been used to model and study
the physics of superconducting qubit circuits. The
Jaynes-Cummings model [10] originally introduced in
quantum optics has routinely been applied to the study
of the so-called circuit-QED architecture [11, 12] in which
superconducting qubits are coupled to readout resonators
for their control and readout and two-qubit gate opera-
tions are mediated by the bus resonators. Readout and
bus resonators are typically designed to be detuned away
from the qubits to operate in the so-called dispersive
regime. In that regime one can eliminate the resonators
up to desired order in the bare qubit-resonator couplings
and get an effective description of the system in the qubit
subspace. However calculation of the dispersive quanti-
ties such as the exchange coupling or Purcell decay rates
[13] of the qubits with the single mode Jaynes-Cummings
model showed significant discrepancy with the exper-
imental measurements and attempts to include higher
harmonics of the resonators with multi-mode extensions
of the Jaynes-Cummings model failed due to divergence
issues [14]. [15] showed the convergence of the Lamb shift
in the specific case of a Josephson junction atom coupled
to a multimode resonator in the Rabi model. More re-
cently [16] studied the convergence of the bare couplings
between the superconducting qubits and multimode res-
onators in various general coupling configurations.
Combination of lumped element circuit quantization
methods [17–19] with classical circuit synthesis tech-
niques [20–22] resulted in “blackbox quantization” meth-
ods [23–25] which allowed extraction of the parameters
in the quantum Hamiltonian models of the supercon-
ducting circuits from the electromagnetic finite-element
simulations. The simulations correspond to the lin-
ear passive part of the circuits which is usually a dis-
tributed microwave structure as seen looking into the
ports defined across the Josephson junctions. Although
such an approach allows an accurate treatment of very
general structures consisting possibly of multiple mi-
crowave modes simulation of large multi-qubit devices
might quickly become computationally demanding.
Following a similar approach we show here that for su-
perconducting processors consisting of low anharmocity
qubits like transmons the dispersive interaction param-
eters such as exchange coupling and Purcell decay rates
of the qubits and their coupling to the voltage drives are
related in a simple way to the microwave impedance re-
sponse functions as seen at the “qubit ports” and “drive
2ports”. This reduces a large portion of the design of
multi-qubit superconducting devices into a classical mi-
crowave engineering problem (up to the assumptions and
approximations we are making here) and allows one to
avoid any numerical multi-mode block-diagonalization or
fitting of electromagnetic finite-element simulations over
a range of frequencies which are both expensive if not
prohibitive computational procedures.
We propose the following effective Hamiltonian to
desribe a multi-qubit superconducting device consisting
of low anharmonicity qubits coupled to each other and
to the external world through a linear passive distributed
microwave structure:
Hˆ/~ =
N∑
i=1
ωibˆ
†
i bˆi +
δi
2
bˆ†i bˆi(bˆ
†
i bˆi − 1) +
∑
i,j
Jij(bˆibˆ
†
j + bˆ
†
i bˆj)+
N∑
i=1
ND∑
d=1
εid(bˆi − bˆ†i )Vd
+
∑
i,k
χik bˆ
†
i bˆiaˆ
†
kaˆk+
M∑
k=1
ωRk aˆ
†
kaˆk +
χ
(R)
kk
2
aˆ†kaˆk(aˆ
†
kaˆk − 1) +
∑
k,k′
J
(R)
kk′ (aˆkaˆ
†
k′ + aˆ
†
kaˆk′ ) (1)
where we have N qubit modes and M resonator modes
represented as Duffing oscillators in the harmonic oscil-
lator basis and ND voltage drives. In the first line we
have terms corresponding to the qubit subspace: bˆ
(†)
i is
the annihilation(creation) operator of the qubit mode i
of frequency ωi and anharmonicity δi. In the second
line we have the resonator terms: aˆ
(†)
k is the annihila-
tion(creation) operator of the resonator mode k with fre-
quency ωRk and anharmonicity (or self-Kerr) χ
(R)
kk (We
will be using the terms “resonator” and “internal mode”
interchangibly below to refer to the microwave modes
of the distributed linear passive structure the qubits are
connected to). Such an approximate description in the
harmonic basis is valid for qubits with low anharmonic-
ity δi ≪ ωi such as transmons. Qubit modes i and j
are coupled to each other at exchange coupling rate Jij
and the only remaining interaction between the qubit and
resonator modes are the dispersive energy shifts χik’s.
We show that the exchange coupling rate Jij between
qubit modes i and j in such an effective description is
a simple function of the impedance response defined be-
tween the “qubit ports”
Jij = −1
4
√
ωiωj
LiLj
Im
[
Zij (ωi)
ωi
+
Zij (ωj)
ωj
]
(2)
where ωi is the frequency of the qubit i given by ωi =
ωJi− E
(i)
C
/~
1−E
(i)
C
/(~ωJi )
with ωJi = 1/
√
LJiCi and E
(i)
C =
e2
2Ci
being the charging energy of the qubit i of total shunt
capacitance Ci. Li and Lj are the “qubit inductances”
corresponding to the qubits i and j, respectively; re-
lated to the bare junction inductances LJi ’s by Li =
LJi/(1 − 2E
(i)
C
~ωi
) such that ωi = 1/
√
LiCi. Zij (ω) is the
(i, j)-entry of the multiport impedance matrix Z(ω) con-
necting ith qubit’s port to the jth qubit’s port. Qubit
ports are defined between the terminals of the Josephson
junctions; i.e. port voltages are voltages developed across
and the port currents are the currents flowing through
the Josephson junctions (See also Appendix (VIII C) for
how to define qubit ports as lumped ports in electromag-
netic simulators). The multiport impedance matrix Z(ω)
is to be computed between the qubit ports with Joseph-
son junctions removed. Z(ω) then gives the response of
the linear part of the circuit seen by looking into the
qubit ports; in particular Zij(ω) is the voltage developed
across ith qubit’s port while a current of unit magnitude
and frequency ω is driving jth qubit’s port while all other
qubit ports left open. We note here that the formula in
Eq. (2) holds in the case of a distributed microwave
structure consisting of multiple internal modes(possibly
infinite) coupling the qubits.
Vd in Eq. (1) is the voltage source driving the d-th
drive line for 1 ≤ d ≤ ND (Assuming there are a total
of ND lines driving the system as shown in Fig. 9) and
εid is the matrix entry giving the coupling of the qubit
i to the voltage source Vd. In Section (VIII B) we show
that (under the assumption that no off-chip crosstalk is
happening between the drive lines)
εid =
√
ωi
2~Li
Im
[
Zi,p(d)(ωi)
] eiθdCp(d)√
1 + ω2dZ
2
0C
2
p(d)
(3)
where θd =
pi
2 − arctan(ωdZ0Cp(d)) and Zi,p(d)(ωi) is the
entry of the multiport impedance matrix connecting the
drive port(with port index p(d)) corresponding to the
voltage source Vd (for the definition of drive ports see
Section (III A) and Appendix (VIII C)) to the qubit port
i evaluated at the frequency ωi of qubit i; ωd is the fre-
quency of the voltage source Vd(assuming a single tone
sinusoidal signal), Z0 is the characteristic impedance of
the drive lines which is typically Z0 = 50Ω and Cp(d) is
the shunting capacitance of the drive port correspond-
ing to the voltage source Vd. Since the drive ports are
3defined where the drive lines reach the chip the factor
Im
[
Zi,p(d)(ωi)
]
in Eq. (3) gives the classical crosstalk
happening at the trasition region where the lines land
onto the chip or on the chip. We also calculate below
the following in units of dB as a measure of the classical
crosstalk assuming similar values for qubit parameters in
Eq. (3)
Xij = 20log10
(
Im[Zi,d(j)(ωi)]
Im[Zj,d(j)(ωj)]
)
(4)
where d(j) is the port index of the drive of the qubit j .
Xij is the voltage crosstalk in dB seen by qubit i while
driving qubit j.
The resonance frequency ωRk of the resonator k gets
the dispersive shift χik depending on the state of the
qubit i. We calculate χik in Section (V) similar to what
has been done in [23] by including the fourth order non-
linear terms in the junction potentials
χik = 8δi
(
gikωRk
ω2Rk − ω2i
)2
(5)
where δi is the anharmonicity of the qubit mode i given
in Eq. (52) as δi = −E(i)C (ωJi/ωi)2 and gik is the bare
coupling rate between the qubit mode i and the resonator
mode k given in Eq. (11) below.
We assume that the losses in the system are small; in
particular we neglect any internal loss. Hence Im[Z(ω)]
describes the lossless part of the system to a very good
approximation. In Section (IV) we describe how to in-
clude the effect of external losses due to the coupling
to drive lines by computing Purcell rates for the qubit
modes. We show that the Purcell loss rate 1
T i,d1
of qubit
i due to the drive line d
1
T i,d1
=
2
Li
Im
[
Zi,p(d) (ωi)
]2 ω2iZ0C2p(d)
1 + ω2iZ
2
0C
2
p(d)
(6)
We note here that all the dispersive rates of qubit-
qubit interactions and of interactions of qubits with the
external electronics are functionals of the the multiport
impedance function Z(ω) and bare junction inductances
LJi ’s since the shunting capacitances Ci’s of the qubit
ports are related to the residue A0 of Z(ω) at DC as
given in Eq. (56) (Same argument applies to the shunt
capacitances Cp(d)’s of the drive ports) and the qubit
frequencies ωi’s and anharmonicities δi’s are functions of
qubit shunt capacitances and bare junction inductances.
J
(R)
kk′ in the second line in Eq. (1) are exchange coupling
rates between resonator modes mediated by the qubits.
We note here that terms of the form χiikk′ bˆ
†
i bˆiaˆ
†
kaˆk′
that are usually dropped by rotating wave approxima-
tion might be comparable to other terms in Eq. (1) if
the frequencies ωRk , ωRk′ of resonators k, k
′ are not de-
tuned enough. In Eq. (1) we also neglected drive terms
on the resonators.
II. DERIVATION OF THE FORMULA FOR THE
EXCHANGE COUPLING RATES BETWEEN
THE QUBITS
Assuming we have N Josephson junctions in the cir-
cuit we define the N ×N multiport impedance matrix Z
seen looking into qubit ports defined across the junction
terminals (Z has to be evaluated without shunting the
qubit ports by Josephson junctions). Neglecting all the
losses we can write the following partial fraction expan-
sion for the imaginary part of Z (ω) as a function of the
frequency variable ω [22]
ZI (ω) = Im [Z (ω)]
= −A0
ω
+
M∑
k=1
Akω
ω2Rk − ω2
+A∞ω (7)
where ωRk ’s are the frequencies of the internal modes cor-
responding to readout and bus resonators and Ak’s are
rank-1 [26] real symmetric N × N matrices for 1 ≤ k ≤
M . Although we have truncated the part corresponding
to internal modes to M terms as we will see below the
formula in Eq. (2) stays valid in the limit of an infi-
nite number of modes M → ∞ (more generally one can
think of the multiport impedance expansion in Eq. (7) as
being corresponding to any distributed electromagnetic
structure seen by the junctions).
Starting with the expansion in Eq. (7) we can syn-
thesize a lossless multiport lumped element circuit [22]
as shown in Fig. (8). We see N qubit ports on the left
in Fig. (8) which are shunted by Josephson junctions.
Using the method described in [19] we can identify the
degrees of freedom in this circuit and derive the following
Hamiltonian (see Appendix (VIIIA))
H = 1
2
QTC−1Q+
1
2
ΦTM0Φ−
N∑
i=1
EJi cos (ϕJi) (8)
where Φ = (ΦJ1 , . . . ,ΦJN ,ΦR1 , . . . ,ΦRM )
T
being the
flux coordinate vector. ϕJi is the phase of the junction
i related to the flux across it by the Josephson relation
ΦJi =
Φ0
2piϕJi , for 1 ≤ i ≤ N . ΦRk is the flux across the
inductor of the internal mode k, 1 ≤ k ≤ M . EJi is the
Josephson energy of junction i related to its inductance
LJi by EJi =
(
Φ0
2pi
)2 1
LJi
. The capacitance matrix C is
given by
C =
(
C0 −C0RT
−RC0 1M×M +RC0RT
)
(9)
where C0 is diagonal with entries (C1, . . . , CN ), Ci being
the total capacitance shunting the junction i. This is a
valid physical assumption since it corresponds to having
no direct electrostatic dipole-dipole interaction between
4junction terminals. Such an assumption will keep our
discussion simple although the case of non-diagonal C0
will not change any of the results. In such a case one can
treat the non-diagonal part of C0 at frequency ǫ like the
other terms at finite frequencies ωRk ’s in the impedance
expansion in Eq. (7) and apply the Scrieffer-Wolff trans-
formation as described below in the limit of ǫ → 0 (A
more rigorous algorithm in the case of non-diagonal C0
would be to remove as much diagonal part of C0 as pos-
sible while keeping the rest still positive semidefinite and
apply the small ǫ frequency treatment we just described
to an eigendecomposition of the non-diagonal part).
R is aM×N matrix generating the couplings between
qubits and internal modes. R consists of row vectors
rk = (rk1 . . . rkN ) with r
T
k rk = Ak. M0 matrix is di-
agonal with entries (1/L1, . . . , 1/LN , 1/LR1, . . . , 1/LRM )
where LRk = 1/ω
2
Rk
for 1 ≤ k ≤ M . Here we replaced
the Josephson junction i with the qubit inductance Li
such that 1/
√
LiCi = ωi. An important point to note
here is that the choice of Li over the bare junction in-
ductance LJi makes the two-body terms(that appear af-
ter expanding the nonlinear terms in the junction po-
tentials and normal ordering) in Eq. (10) of [23] vanish
up to the order of interest here. This is crucial since
these terms might contain significant residual couplings
between qubit and internal modes. We refer the reader
to Appendix (VIIID) for details.
We do a capacitance rescaling [28] ΦJ → C1/20 ΦJ to
transform the capacitance matrix C as follows
C→
(
1N×N −C1/20 RT
−RC1/20 1M×M +RC0RT
)
(10)
and M0 transforming into the diagonal matrix with en-
tries (ω21 , . . . , ω
2
N , ω
2
R1
, . . . , ω2RM ). At this point we note
that the coupling gik between the qubit mode i and in-
ternal mode k is given by
gik =
√
ωiωRk
2
rki
√
Ci (11)
where we also note that rki
√
Ci is a small parameter i.e.
rki
√
Ci ≪ 1. We then apply the transformation
T =
(
1N×N C
1/2
0 R
T
0M×N 1M×M
)
(12)
to reduce the capacitance matrix to identity
C→ TTCT = 1 (13)
Then M0 transforms to M1 as
M1 = T
TC
−1/2
0 M0C
−1/2
0 T
=
(
Ω2J Ω
2
JC
1/2
0 R
T
RC
1/2
0 Ω
2
J Ω
2
R′
)
(14)
where Ω2R′ = Ω
2
R + RC
1/2
0 Ω
2
JC
1/2
0 R
T , ΩJ is diagonal
with entries (ω1, . . . , ωN), ωi = 1/
√
LiCi for 1 ≤ i ≤ N
and ΩR is diagonal with entries (ωR1 , . . . , ωRM ). Here
we observe that the resonator frequencies get small cor-
rections that we will neglect in the following and the cou-
plings in between the modes in the resonator subspace are
of order ΩJ(g/ΩR)
2 where g is the bare coupling strength
between qubit and resonator modes. The resonator sub-
space being diagonal to order ΩJ(g/ΩR)
2 is important
in the application of the Schrieffer-Wolff transformation
below as it allows to capture small couplings by only a
second order Schrieffer-Wolff transformation that would
otherwise require higher order corrections.
We now block-diagonalizeM1 by applying a Schrieffer-
Wolff transformation to get
M˜1 = exp (−S)M1 exp (S) (15)
where S is skew-symmetric and M˜1 block-diagonal which
can be computed up to desired order in the bare couplings
using Eqs. (B.12) and (B.15) in [29]. We note that since
this transformation is unitary it will keep the capacitance
matrix identity such that we have the following block-
diagonal Hamiltonian in the final frame
H = 1
2
qTq +
1
2
φTM˜1φ+O(ϕ4J ) (16)
where the final coordinate fluxes φ are related to the
initial coordinates Φ by
Φ =
(
ΦJ
ΦR
)
=
(
C
−1/2
0 0
0 1
)
T exp(S)φ (17)
and O(ϕ4J ) term standing for higher order nonlinear cor-
rections giving anharmonicities and dispersive shifts be-
tween modes calculated in Appendix (VIIID).
Using Eq. (B.15c) in [29], to second order in the bare
couplings
(
M˜1
)
ij
=
1
2
∑
k
(M1)ik (M1)kj
[
1
ω2i − ω2Rk
+
1
ω2j − ω2Rk
]
(18)
where again i and j are qubit labels and k labels internal
modes. (M1)ik is the (i, k)-th entry of the matrix M1
and from Eq. (14) we have
(M1)ik = ω
2
iC
1/2
i rki (19)
Noting again rTk rk = Ak we can write
(M1)ik (M1)kj = ω
2
i ω
2
jC
1/2
i C
1/2
j rkirkj
= ω2i ω
2
jC
1/2
i C
1/2
j (Ak)ij (20)
5Cq
Cc
EJ1 Cr
Cc
Lr Cq EJ2
Figure 1: Example circuit of two transmons capacitively cou-
pled through a single mode bus. Both transmons have the
same shunting capacitance Cq and the same coupling capaci-
tances Cc to the bus.
Hence we can re-write Eq. (18)
(
M˜1
)
ij
=
1
2
∑
k
ω2i ω
2
jC
1/2
i C
1/2
j
[
(Ak)ij
ω2i − ω2Rk
+
(Ak)ij
ω2j − ω2Rk
]
= −1
2
ω2i ω
2
jC
1/2
i C
1/2
j Im
[
Zij(ωi)
ωi
+
Zij(ωj)
ωj
]
(21)
Quantizing the system by introducing the annihilation
and creation operators for the qubit modes in the final
frame by φˆi =
√
~Zi
2 (bˆi + bˆ
†
i ) for 1 ≤ i ≤ N and noting
that the characteristic impedance Zi for the qubit mode
i is Zi = 1/ωi in that frame
Jij =
1
2
√
ZiZj
(
M˜1
)
ij
= −1
4
√
ωiωj
LiLj
Im
[
Zij (ωi)
ωi
+
Zij (ωj)
ωj
]
(22)
Jij in the above formula is in the units of radians per
second. We note that this formula takes into account all
the modes(possibly infinite) that might be present in the
electromagnetic structure coupling the qubits.
A. Example 1: Two transmons coupled through a
single mode LC resonator bus
In this section we will apply the formula in Eq. (2)
for the J-coupling rate derived in the previous section to
the simple circuit of two transmons coupled through a
lumped LC resonator as shown in Fig. (1) and compare
it to the expression derived in [30]:
J =
g1g2 (ω1 + ω2 − 2ωr)
2 (ω1 − ωr) (ω2 − ωr) (23)
where g1, g2 are couplings of qubits 1, 2 to the bus, ω1, ω2
and ωr are qubit and resonator frequencies; respectively.
The circuit in Fig. (1) has the following Hamiltonian
H =
1
2
QTC−1Q+
1
2
ΦTM0Φ−EJ1 cos (ϕ1)−EJ2 cos (ϕ2)
(24)
where
C =
 Cq + Cc 0 −Cc0 Cq + Cc −Cc
−Cc −Cc Cr + 2Cc
 (25)
M0 diagonal with entries (0, 0, 1/Lr) and the coordinate
vector Φ = (ΦJ1 ,ΦJ2 ,Φr)
T holds the fluxes across the
inductive branches. Typically Cc ≪ Cq ≪ Cr holds so
that we can approximately write
C−1 ∼=

1/Cq
C2c
C2qCr
Cc
CqCr
C2c
C2qCr
1/Cq
Cc
CqCr
Cc
CqCr
Cc
CqCr
1/Cr
 (26)
so that we have
g1 =
1
2
√
Z1Zr
Cc
CqCr
(27)
g2 =
1
2
√
Z2Zr
Cc
CqCr
(28)
where Zi =
√
Li/Cq and Zr =
√
Lr/Cr. We note here
that although there is no direct electrostatic dipole cou-
pling between qubits in Eq. (25) a mediated coupling J0
appears in Eq. (26). As we will see below the magni-
tude of J0 is non-negligible compared to J in Eq. (23)
hence one should compute J + J0 for the total exchange
coupling rate as we did in Fig. (2). We note that
J0 =
1
2
√
Z1Z2
C2c
C2qCr
=
2
ωr
g1g2 (29)
We now apply the impedance formula for the J-
coupling in Eq. (2) to the circuit in Fig. (1). We need
to first compute the two-port impedance matrix between
the ports shunted by Josephson junctions. This can be
done by an ABCD-matrix analysis [27], for example.
One then gets
Im [Z12 (ω)] =
C2cLrω/ (Cq + Cc)
Cq (1− ω2/ω2r) + Cc
(
1− 2ω2/ω2qr − ω2/ω2r
)
(30)
where ωr = 1/
√
LrCr and ωqr = 1/
√
LrCq. We note
that in actual devices Cq ≪ Cr hence ωr ≪ ωqr. We
can then neglect the term −2ω2/ω2qr appearing in the
denominator compared to the term −ω2/ω2r such that
6Im [Z12 (ω)] ∼= C
2
cLrω
(Cq + Cc)
2 (1− ω2/ω2r)
(31)
Noting also Cc ≪ Cq we have
Im [Z12 (ω)] ∼= C
2
cLrω
C2q (1− ω2/ω2r)
=
1
2
C2cLrωrω
C2q
(
1
ωr − ω +
1
ωr + ω
)
(32)
hence by Eq. (2)
J (Z) = −1
8
√
ω1ω2√
L1L2
C2cLrωr
C2q
(
1
ωr − ω1 +
1
ωr − ω2+
+
1
ωr + ω1
+
1
ωr + ω2
)
(33)
where we used the superscript Z to indicate the applica-
tion of the impedance J-coupling formula in Eq. (2).
If we interpret the first two terms inside the paranthesis
in Eq. (33) as the RWA-terms we can write
J
(Z)
RWA = −
1
8
√
ω1ω2√
L1L2
C2cLrωr
C2q
(
1
ωr − ω1 +
1
ωr − ω2
)
=
(
ω1ω2
ω2r
)
g1g2 (ω1 + ω2 − 2ωr)
2 (ω1 − ωr) (ω2 − ωr)
=
(
ω1ω2
ω2r
)
J (34)
We note here that the standard expression for the ex-
change coupling J in Eq. (23) is obtained with a RWA;
this is why we only kept the first two terms inside the
paranthesis in Eq. (33) and defined J
(Z)
RWA in Eq. (34).
We now compare the formulas obtained above in Fig.
(2) with the following set of realistic parameter values
g1 = g2 = 100MHz, ω1 = 2π(4.90GHz) and ω2 =
2π (5.10GHz), δ1 = δ2 = −340MHz.
B. Example 2: Scaling of J coupling rates in a
multi-qubit device
In this section we apply the impedance formula in Eq.
(2) for the exchange couplings Jij to the multi-qubit de-
vice shown in Fig. (3) to calculate the decay of J over the
chip. This is a simplified model of an actual multi-qubit
device recently released by IBM in its online cloud en-
vironment for quantum computing: IBM Q Experience
[32]. The device consists of 16 qubits arranged in two
rows and connected to each other by 22 bus resonators
with two qubits per bus. To compare we also apply the
impedance formula for J coupling to the arrangement
shown in Fig. (4) where we have four qubits on each bus.
5.5 6 6.5 7 7.5 8 8.5 9 9.5 10
f
r
 [GHz]
-25
-20
-15
-10
-5
0
J 
[M
Hz
]
J
J+J0
J(Z)RWA
J(Z)
Figure 2: Comparison of J-coupling expressions J(Z), J
(Z)
RWA,
J and J+J0 for bus frequency fr ranging from 5.5GHz to
10GHz for the circuit in Fig. (1) with the following set of
parameter values g1 = g2 = 100MHz, ω1 = 2pi(4.90GHz)
and ω2 = 2pi (5.10GHz), δ1 = δ2 = −340MHz. Vertical axis
is J-coupling rate in MHz.
Figure 3: 2x8 device connectivity: 16 qubits are arranged in
2 rows. Nodes respresent the qubits while edges linking the
qubits represent buses. There are two qubits connected to
each bus and there is a total of 22 buses.
We model each bus as a simple LC resonator at 6.30GHz
capacitively coupled to qubits. Using realistic parameter
values corresponding to a real device fabricated at IBM
we obtain the decay plots in Fig. (5) which confirm ex-
ponential decay of J couplings over the chips.
III. COUPLINGS OF THE QUBITS TO THE
VOLTAGE DRIVES
Qubits are coupled to room temperature electronics for
their readout and control. Readout and control signals
pass through several amplification/attenuation stages as
they travel through different stages in a dilution fridge.
In between these stages they are carried over transmission
Figure 4: 2x8 device with four qubits per bus arrangement.
Scaling of the J couplings over the lattice is compared to
the arrangement in Fig. (3). Crossed links represent bus
resonators each connected to 4 qubits and there are 7 buses
in total.
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Scaling of J coupling over the 2x8 multi-qubit device
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Figure 5: Exponential decay of the J1k coupling rate for k =
2, . . . 8 as measured from the first qubit Q1 to the right in the
upper rows in Figs. (3) and (4) as a function of qubit index
k. J12 is −4.9MHz and −6.1MHz in the devices in Figs.
(3) and (4), respectively.
lines like coaxial cables or the lines on a printed circuit
board. We will content ourselves here with modeling this
coupling mechanism simply by voltage sources driving
the quantum chip through transmission lines(which we
assume to be inifinite in extent to keep things simple here
and represent them simply by resistors Z0’s) as shown in
Fig. (9). This circuit is an augmented version of the
multiport canonical circuit in Fig. (8) where ND “drive
ports” are added. The drive ports are defined at positions
where drive lines reach the chip (see Appendix (VIII C)
for more details on how to define the drive ports in an 3D
finite-element electromagnetic simulator). They are con-
nected to transmission lines of characteristic impedance
Z0 (typically Z0 = 50Ω) which in turn are shunted by
the voltage sources Vd for 1 ≤ d ≤ ND. Such a sim-
ple circuit model will allow us to derive expressions for
the couplings εid of the qubits to voltage drives in this
section. A similar analysis in Section (IV) will allow us
to compute Purcell loss rates of the qubit modes due to
their coupling to the drive lines.
As we show in Appendix (VIII B) the circuit in Fig.
(9) has the following Hamiltonian given in Eq. (91) in
the final block-diagonalized frame corresponding to M˜1
in Eq. (16)
H =
1
2
(q −Cq ∗VV )T (q −Cq ∗VV )+1
2
φTM˜1φ+O(ϕ4J)
(35)
where the (N +M)× ND matrix Cq gives the coupling
of the voltage sources VV = (V1, . . . , VND ) to the charge
degrees of freedom q of the circuit. After quantizing this
Hamiltonian by introducing the harmonic mode opera-
tors qˆi = −i
√
~
2Zi
(bˆi − bˆ†i ) for the qubit modes and com-
puting the projection of Cq onto the qubit subspace one
obtains the following drive term acting in the qubit sub-
space
HDid = i
√
~ωi
2Li
Im
[
Zi,p(d)(ωi)
] Cp(d)Vd(bˆi − bˆ†i )
1 + iωdZ0Cp(d)
(36)
from which we get
εid =
√
ωi
2~Li
Im
[
Zi,p(d)(ωi)
] eiθdCp(d)√
1 + ω2dZ
2
0C
2
p(d)
(37)
for the coupling matrix εid appearing in the Hamiltonian
in Eq. (1) and giving the coupling of the qubit modes
to the voltage drives. Here θd =
pi
2 − arctan(ωdZ0Cp(d))
and Zi,p(d) is the impedance entry connecting the qubit
port i to drive port(with port index p(d)) corresponding
to the voltage source Vd. Cp(d) is the total capacitance
shunting the d-th drive port, ωd is the frequency of the
signal driving the qubit j and Z0 is the characteristic
impedance of the drive lines (typically Z0 = 50Ω). The
last factor in Eq. (36) is just a voltage division factor
giving how much of the drive voltage Vd is seen across
the d-th drive port. The factor Im
[
Zi,p(d)(ωi)
]
gives on
the other hand the classical crosstalk.
A. The classical crosstalk and the location of the
drive ports
We define the classical crosstalk as the unwanted drive
the qubit i experiences when we excite the device only
through the drive line of the qubit j. For the purpose
of understanding the classical cross-talk we will be only
interested in the relative magnitudes of the voltages seen
by different qubits and according to the analysis in Ap-
pendix (VIII B)
Xij = 20log10
(
Im[Zi,d(j)(ωi)]
Im[Zj,d(j)(ωj)]
)
(38)
is a good measure of the classical cross-talk in units of
dB. Here Zi,d(j)(ωi) is the impedance entry connecting
the drive port d(j) of the qubit j to the qubit port i.
Although we have already stated in the previous sec-
tions that we defined the drive ports where the drive lines
reach the chip we give a more precise description here on
how we choose the locations of the drive ports. As the
drive signals travel over the transmission lines towards
the chip they will eventually reach the transition region
(before launching onto the chip) where they will no longer
see a constant impedance but a discontinuity off which
some portion of the signal will be reflected back. Ide-
ally one would like to define the drive ports at positions
where this discontinuity first starts to appear. The exact
positions can be determined with a TDR (time-domain
reflectometry) measurement/simulation for example. In
the absence of TDR information one can make a safe
choice by keeping the drive ports far enough from the
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Classical crosstalk in the 2x8 multi-qubit device
Figure 6: Top: Augmented 2x8 device model with readout
resonators and drive ports added. Readout resonators are
represented with edges linking qubits Qk’s to their drive ports
Pk’s. Bottom: How much of the drive voltage leaks into other
qubits in the upper row in the 2x8 multi-qubit device on the
top figure above when only the qubit Q1 is excited through
its drive port P1: classical crosstalk decays exponentially as
a function of distance from the qubit Q1 to the right in the
first row of the circuit in the figure on the top.
chip boundary. In electromagnetic finite-element simu-
lators such ports will typically be defined as wave ports
on the planes (perpendicular to the direction of propaga-
tion) in the cross-sections of the drive lines. Such a choice
for the drive ports will include any crosstalk happening in
the transition region (such as a spurious chip boundary
mode [31] for example) in our crosstalk measures defined
above. See Appendix (VIII C) for more details on how to
define the drive ports in electromagnetic finite-element
simulators.
B. Example: Classical crosstalk in a multi-qubit
device
In this section we augment our model for the 2x8 multi-
qubit device by adding the readout resonators and the
drive ports as shown on the left in Fig. (6) and apply the
the formula in Eq. (38) to evaluate the cross-talk in the
device. We plot X1k which gives the crosstalk between
the drive line of the qubit Q1 and the other qubits on
the first row in Fig. (6) as a function of the qubit label
k = 2, . . . , 8 in Fig. (6).
IV. PURCELL LOSS RATES OF THE QUBIT
MODES
Qubits are coupled to external electronics for their
readout and control. In Section III we analyzed couplings
of the qubits to voltage drives. The same coupling mech-
anism causes relaxation of the excitations in the qubit
modes which is called the “Purcell Loss”. In this section
we compute rates for the Purcell loss of the qubit modes
we identified in the earlier sections.
As in Section (III) the coupling of the qubits to ex-
ternal electronics is modeled with the idealized circuit
model in Fig. (9) and we will use the same coupling
matrices of the formalism in [19] that we calculated in
Appendix (VIII B) for the drive couplings. We have ND
baths corresponding to tranmission lines of characteris-
tic impedances Z0’s driving the qubits as shown in Fig.
(9). Assuming couplings of qubits to the lines are small,
to first order in these couplings, we will assume that T1
rates can be computed separately for each bath. The
total rate will then be the sum of rates due to each line.
We start by noting that when we have only the bath
due to the drive line of the voltage source Vd with port
index p(d) CD defined in Eq. (78) is a scalar Cp(d) for
1 ≤ d ≤ ND. Hence m¯ in Eq. (82) is
m¯d = −Cp(d)
(
0N×1
vd
)
(39)
where vd = ( v1d . . . vMd )
T is the d-th column of the
matrix V corresponding to the drive line with port index
p(d). After the Schrieffer-Wolff transformation by Eq.
(89)
mid = Cp(d)Im
[
Zi,p(d) (ωi)
]
/
√
Li (40)
where mid is the coupling of the bath due to the d-th
drive line to the qubit mode i.
We need to now compute the spectral densities of the
baths corresponding to the transmission lines. C¯Z (ω)
matrix defined in Eq. (77) is also a scalar in the case of
a single bath corresponding to the d-th drive line and is
given by
C¯Z,d (ω) = − iωZ0
1 + iωCp(d)Z0
(41)
Kernel of the bath due to the d-th drive line is given in
Eq. (35) of [19] as
Kd (ω) =
C¯Z,d (ω)
1 + m¯TdC
−1m¯dC¯Z,d (ω)
(42)
The term m¯TdC
−1m¯d can be evaluated in the final frame
using Eq. (40) and noting that C = 1 in the final frame.
Hence
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Figure 7: Example circuit of a Transmon qubit coupled to a
readout resonator which in turn coupled to external drive line
of characteristic impedance Z0. Cd is the shunt capacitance
of the drive port.
m¯TdC
−1m¯d = C
2
p(d)
∑
i
(
Im
[
Zi,p(d) (ωi)
])2
/Li (43)
The spectrum of the bath is given by
Jd (ω) = −Im [Kd (ω)]
=
ωZ0
1 + ω2Z20
(
Cp(d) + m¯
T
dC
−1m¯d
)2
≃ ωZ0
1 + ω2Z20C
2
p(d)
(44)
assuming
(
m¯Tj C
−1m¯j
)
/Cp(d) ≪ 1 which holds for typi-
cal parameter values and frequencies.
Finally T1 rate of the qubit mode i due to the d-th
drive line can be calculated using Eq. (44) of [19]
1
T i,d1
=
4
~
∣∣∣〈0|midQˆi |1i〉∣∣∣2 Jd (ωi) coth( ~ωi
2kBT
) (45)
which can be simplified assuming coth( ~ωi2kBT ) ≃ 1 for the
typical chip temperatures as
1
T i,d1
=
4
~
∣∣∣〈0|midQˆi |1i〉∣∣∣2 Jd (ωi)
=
2
Li
Im
[
Zi,p(d) (ωi)
]2 ω2iZ0C2p(d)
1 + ω2iZ
2
0C
2
p(d)
(46)
To see that Purcell rates 1
T i,d1
’s are independent of
the drive port shunt capacitances Cp(d)’s we workout
Zi,p(d)(ωi) for the example circuit shown in Fig. (7).
Assuming Cr ≫ Cκ, Cq ≫ Cc and Cd ≫ Cκ one can
show that
Im [Z12(ω)] ≃
(
CcCκ
CqCd
)
Lrω
1− (ω/ωr)2 (47)
with ωr = 1/
√
LrCr and port 1 being defined across the
Josephson junction and port 2 across Cd. So that the
Purcell rate 1
T i,j1
derived in Eq. (46) gives
1/T1 =
2
Lq
Im [Z12 (ωq)]
2 ω
2
qZ0C
2
d
1 + ω2qZ
2
0C
2
d
=
2
Lq
(
CcCκ
CqCr
)2
(ωq/ωr)
4
[1− (ωq/ωr)2]2
(
Z0
1 + ω2qZ
2
0C
2
d
)
(48)
where ωq is the qubit frequency and Lq qubit inductance.
The expression in the Eq. (48) above will be independent
of Cd, the total shunt capacitance of the drive port, in the
limit of ω2dZ
2
0C
2
d ≪ 1 which holds for typical parameter
values in the actual experiments.
One can similarly calculate coupling of the qubit to the
voltage source Vd using Eqs. (37) and (47) to get
ε12 = e
iθ2
√
ωq
2~Lq
Im [Z12(ωq)]Cd
=
1√
2~Zq
(
CcCκ
CqCr
)
(ωq/ωr)
2
1− (ωq/ωr)2
(
eiθ2√
1 + ω2dZ
2
0C
2
d
)
(49)
where θ2 =
pi
2 − arctan(ωdZ0Cd) and Zq =
√
Lq/Cq.
Above expression for the coupling ε12 of the qubit to its
voltage source Vd will be again independent of Cd in the
limit of ω2dZ
2
0C
2
d ≪ 1 which holds for typical parameter
values.
V. EXPRESSIONS FOR THE QUBIT
ANHARMONICITIES AND THE DISPERSIVE
SHIFTS IN THE RESONATOR FREQUENCIES
In this section we derive expressions for the anhar-
monicity δi of the qubit mode i and dispersive shift χik in
the frequency ωRk of the resonator mode k due to qubit
mode i using the results of Appendix (VIIID). Anhar-
monicities and dispersive shifts are generated by the non-
linear terms in the expansion of the junction potentials.
From the term Hβ in Eq. (99) in the expansion in Eq.
(97) originally given in [23] we note the following
δi = −12βiiii (50)
χik = −24βiikk (51)
Using the expression for βpp′qq′ in Eq. (110) and Eqs.
(104) and (106) we obtain
δi = −E(i)C
(
ωJi
ωi
)2
(52)
χik = −2E(i)C
(
ω2Ji
ωiωRk
)
r2kiCi
(
ω2Rk
ω2Rk − ω2i
)2
(53)
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From Eq. (9) we note
rik =
2gik√
CiωiωRk
(54)
Hence
χik = −2E(i)C
(
ω2Ji
ωiωRk
)(
4g2ik
ωiωRk
)(
ω2Rk
ω2Rk − ω2i
)2
= 8δi
(
gikωRk
ω2Rk − ω2i
)2
(55)
VI. CONCLUSION & OUTLOOK
We have analyzed superconducting quantum proces-
sors consisting of low anharmonicity transmon qubits.
We have shown that the exchange coupling rates between
qubits is related in a simple way to the off-diagonal entry
of the multiport impedance matrix connecting the qubit
ports evaluated at qubit frequencies. Qubit ports are de-
fined across the Josephson junctions. Similarly coupling
of the qubits to their drives and Purcell relaxation rates
of the qubit modes are related to the entry of the mul-
tiport impedance matrix connecting the qubits and the
drive ports. This gives a complete microwave description
of the system in the qubit subspace. The formulas re-
quiring only evaluation at qubit frequencies(no need for
frequency sweeps and fitting) make modeling and simu-
lation of the chips much more efficient.
Simple relations of the qubit exchange coupling rates
and the couplings of the qubits to the voltage drives to
the impedance response allow application of microwave
engineering techniques to improve the performance of the
two-qubit gates. One application could be to use mi-
crowave coupler or filtering structures to shape the re-
sponse profile to reduce unwanted terms in two-qubit
gates.
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VIII. APPENDIX
A. Derivation of the Hamiltonian for the Canonical
Multiport Cauer Circuit
Any multiport lossless impedance response can be syn-
thesized with the canonical Cauer circuit shown in Fig.
(8). The Cauer circuit consists of N “qubit ports” on the
left shunted by the Josephson junctions in our case and
M internal modes synthesized as parallel LC tank cir-
cuits on the right. Couplings between the ports and the
internal modes are mediated by the multiport Belevitch
transformers (see [22] for details). A purely capacitive
stage (upper right) provides total shunt capacitances of
the junctions. In the most general form shown in Fig. (8)
there is a purely inductive stage shown in the lower right
corner. This stage is responsible of the purely induc-
tive energy storage in the system. However in most of
the physical situations arising with distributed electro-
magnetic structures this stage will be absent since any
distributed inductor will always have a finite parasitic
capacitance. For cases where such a stage is really nec-
essary the degrees of freedoms associated with it can be
eliminated with a Born-Oppenheimer analysis [28].
The synthesis of the canonical Cauer circuit in Fig. (8)
proceeds as follows: first we do the eigendecomposition
of the residue at DC A0 in Eq. (7)
A0 = UC
−1
0 U
T (56)
where U is the N × N orthonormal matrix holding the
eigenvectors of A0 and C0 is the diagonal matrix with
entries (C1, . . . , CN ), inverses of eigenvalues of A0. En-
tries of U are the turns ratios of the multiport Belevitch
transformer corresponding to the purely capacitive stage
in Fig. (8). In the case of no direct electrostatic interac-
tion between the qubit port terminals U will be simply
the identity matrix.
For the internal modes of frequency ωRk =
1/
√
LRkCRk we choose a characteristic impedance of
Z0 = 1/ωRk that will make all CRk = 1 for 1 ≤ k ≤
M . There is a freedom in the choice of this charac-
teristic impedance; this choice should have no effect on
the physical coupling rates. With this choice we have
LRk = 1/ω
2
Rk
. Then with Ak’s being rank-1 matrices
[26] and with our choice of CRk = 1
Ak = r
T
k rk (57)
where rk is the row-vector rk = (rk1, . . . , rkN ) for 1 ≤
k ≤ M . rk’s constitute rows of turn ratios of the multi-
port Belevitch transformer matrix R connecting the in-
ternal modes to the ports.
The final purely inductive stage can be synthesized in
a similar way to the purely capacitive DC stage with a
eigendecomposition of the A∞ matrix
A∞ = T
TL∞T (58)
with T being the orthonormal matrix holding the eigen-
vectors and the diagonal matrix L∞ holding the induc-
tances (L∞1 , . . . , L
∞
N ).
Using the lumped element circuit quantization method
in [19] together with a technique to handle multiport
Belevitch transformers [25] we can identify the degrees
of freedom in the Cauer circuit in Fig. (8) and write
an equation of motion. The effective fundamental loop
matrix defined in Eq. (21) of [19] is
FC =
(
U
−RU
)
(59)
The Hamiltonian is
H = 1
2
QTC−1Q+
1
2
ΦTM0Φ−
N∑
i=1
EJi cos (ϕJi) (60)
where Φ = (ΦJ1 , . . . ,ΦJN ,ΦR1 , . . . ,ΦRM )
T being the
flux coordinate vector. ϕJi is the phase of the junction
i related to the flux across it by the Josephson relation
ΦJi =
Φ0
2piϕJi , for 1 ≤ i ≤ N . ΦRk is the flux across the
inductor of the internal mode k, 1 ≤ k ≤ M . EJi is the
Josephson energy of junction i related to its inductance
LJi by EJi =
(
Φ0
2pi
)2 1
LJi
. The capacitance matrix C is
given by
C = FCC0F
T
C +CR
=
(
UC0U
T −UC0UTRT
−RUC0UT CR +RUC0UTRT
)
(61)
The capacitance matrix becomes
C =
(
C0 −C0RT
−RC0 1M×M +RC0RT
)
(62)
in the absence of direct electrostatic dipole interactions
between the ports since U is the identity matrix in that
case and with our choice of CR = 1M×M for the capaci-
tances of the internal modes.
M0 is the diagonal matrix holding the inverses of the
inductances of the internal modes on its diagonal
M0 =

0N×N 0
1/LR1
. . .
0 1/LRM
 (63)
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Figure 8: Multiport canonical Cauer circuit shunted with Josephson junctions. On the left we have N “qubit ports” shunted by
the Josephson junctions Ji’s. Port terminals are shown with open dots. On the upper-right we have the purely capacitive stage
providing the total qubit shunt capacitances C′is. This stage is coupled to the rest of the circuit with the multiport Belevitch
transformer U. LC tank circuits on the middle right correspond to the internal modes. Interactions between the qubit ports
and the internal modes are mediated by the multiport Belevitch transformer of turns ratio matrix R. On the lower right we
have the purely inductive stage corresponding to the pole at infinity of the impedance expansion in Eq. (7) consisting of linear
inductors L∞1 , . . . , L
∞
N . This stage can safely be neglected since in most of the physical situations every inductor will have a
parasitic capacitance.
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B. Derivation of the Couplings Rates of the Qubits
to the Voltage Drives
In this appendix we augment the canonical Cauer cir-
cuit in Fig. (8) by including the drive lines as shown
in Fig. (9). We added ND drive lines hence ND more
ports. Drive line for the qubit i consists of the voltage
source Vd(i) driving the transmission line of characteris-
tic impedance Z0 whose other end is connected to the
drive port d(i) (Here we are assuming that d(i) is the in-
dex number of the drive port corresponding to the qubit
i). Synthesis of such a circuit from an impedance matrix
Z(ω) proceeds as described in the previous section, this
time with N +ND ports.
Again using the method in [19] we obtain the following
Hamiltonian for the augmented Cauer circuit in Fig. (9)
H = 1
2
(Q−CQ ∗VV )TC−1(Q−CQ ∗VV ) + 1
2
ΦTM0Φ−
N∑
i=1
EJi cos (ϕJi) (64)
where as in the previous section Φ =
(ΦJ1 , . . . ,ΦJN ,ΦR1 , . . . ,ΦRM )
T
is the flux coordinate
vector. The capacitance matrix C is given by
C = FCCSF
T
C +CR (65)
where CS is the diagonal matrix holding the total shunt
capacitances seen at the ports
CS =
(
C0 0
0 CD
)
(66)
where C0 and CD are N × N and ND × ND diagonal
matrices holding total capacitances shunting the qubit
and drive ports, respectively such that
C0 =
 C1 0. . .
0 CN
 (67)
CD =
 CN+1 0. . .
0 CN+ND
 (68)
where capacitances (C1, . . . , CN , CN+1, . . . , CN+ND) are
shown in Fig.9 in the purely capacitive stage coupled to
the rest of the circuit with the multiport Belevitch trans-
former U. CR is again the identity matrix in the res-
onator subspace and neglecting any electrostatic dipole
interaction between the ports (i.e. U = 1) the funda-
mental loop matrix FC is given by
FC =
(
1N×N 0N×ND
−R −V
)
(69)
where FC , R and V are (N +M)× (N +ND) , (M ×N)
and (M ×ND) matrices, respectively. Matrices R and V
are multiport Belevitch transformer matrices (with turn
ratio entries rki and vkd as shown in Fig. (9) for 1 ≤
k ≤ M , 1 ≤ i ≤ N and 1 ≤ d ≤ ND) mediating the
couplings of the internal modes to the qubits and the
voltage sources, respectively. The diagonal matrix M0
again holds the inverses of the inductances of the internal
modes on its diagonal
M0 =

0N×N 0
1/LR1
. . .
0 1/LRM
 (70)
VV = (V1, . . . , VND) is the vector of voltage sources and
∗ is the time convolution operator. CQ is the (N +M)×
ND matrix coupling the voltage source VV vector to the
charge coordinates Q and is given by
CQ = CV + CV (71)
As we will show below CV is frequency independent
whereas CV is non-zero only for AC voltage drives. CV
is given in Eq. (23) in [19] as
CV = FCCSF
T
V C (72)
where the loop matrix FV C is given by
FV C =
(
0N×N 1N×ND
)
(73)
CV (ω) is given in Eq. (7.25) of [25] which is an exten-
sion of Eq. (23) of [19] to AC voltage sources
CV (ω) = m¯C¯Zm¯TV (74)
where from Eqs. (7.19-7.21) in [25]
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m¯ = FCCSF
T
ZC (75)
m¯V = FV CCSF
T
ZC (76)
C¯Z(ω) = −iωZ0
[
1+ iωFZCCSF
T
ZCZ0
]−1
(77)
Here FZC = FV C given in Eq. (73) and Z0 is the
ND×ND matrix giving the multiport impedance seen at
the drive ports looking into the environment away from
the chip and is simply the diagonal matrix consisting of
diagonal entries Z0’s.
We observe that CV = m¯ since FV C = FZC . Noting
FZCCSF
T
ZC = CD (78)
we write
C¯Z(ω) = −iωZ0 [1+ iωCDZ0]−1 (79)
We now work out m¯ using Eqs. (75), (66), (69), (73)
and noting FZC = FV C
m¯ = FCCSF
T
ZC
=
(
1 0
−R −V
)(
C0 0
0 CD
)(
0 1
)T
=
(
0
−VCD
)
(80)
Applying the capacitance rescaling ΦJ → C1/20 ΦJ and
the transformation in Eq. (12) to m¯ in Eq. (80)
m¯→ Tt
(
C
−1/2
0 0
0 1
)
m¯ (81)
we get
m¯ =
(
1 0
RC
1/2
0 1
)(
C
−1/2
0 0
0 1
)(
0
−V
)
CD
=
(
0
−VCD
)
(82)
We note that m¯ is unaffected by this transformation.
Since CV = m¯ we have after the transformations
CV =
(
0
−VCD
)
(83)
Noting
m¯V = FV CCF
T
ZC
= FZCCF
T
ZC
= CD (84)
we can write Eq. (74) as
CV (ω) = m¯C¯Zm¯TV
=
(
0
V
)
C˜Z(ω) (85)
where we defined the ND ×ND matrix
C˜Z (ω) = iωCDZ0 [1+ iωCDZ0]
−1
CD (86)
We have one final step to do, that is to apply the
Schrieffer-Wolff transformation to CV and CV (ω) such
that
CV → exp(−S)CV (87)
CV (ω) → exp(−S)CV (ω) (88)
Using Eqs. (B.4) and (B.12a) of [29] and noting block
structures of matrices S, CV and CV (ω) we first define
the following (N+M)×ND matrixD having the (i, d)-th
entry Did in the qubit subspace:
Did =
[
exp(−S)
(
0
−V
)]
id
= −
∑
k
(M1)ik
vkd
ω2i − ω2Rk
= − ω2iC1/2i
∑
k
rkivkd
ω2i − ω2Rk
= −ω2iC1/2i
∑
k
[Ak]i,p(d)
ω2i − ω2Rk
= ωiC
1/2
i Im
[
Zi,p(d)(ωi)
]
= Im
[
Zi,p(d) (ωi)
]
/
√
Li (89)
where vkd is the (k, d)-th entry of V for 1 ≤ k ≤ M
and 1 ≤ d ≤ ND. In the third line above we used Eq.
(19) to replace (M1)ik with ω
2
iC
1/2
i rki and in the fourth
line [Ak]i,p(d) = rkivkd where [Ak]i,p(d) is the entry of the
residue matrixAk in the impedance expansion in Eq. (7)
for the circuit in Fig. (9) connecting the qubit port i to
drive port (with port index p(d)) corresponding to the
voltage source Vd. Hence CQ transforms to
CQ → Cq = D
(
CD − C˜Z(ω)
)
(90)
Then one can write the following Hamiltonian in the final
frame corresponding to M˜1 in Eq. (15)
H =
1
2
(q −Cq ∗VV )T (q −Cq ∗VV )+1
2
φTM˜1φ+O(ϕ4J )
(91)
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with the (N +M)×ND matrix Cq giving the couplings
of the voltage drives VV to the momentum degrees of
freedom q in the final frame. After quantization by in-
troducing qˆi = −i
√
~
2Zi
(bˆi− bˆ†i ) and noting that the char-
acteristic impedance Zi of the qubit mode i is Zi = 1/ωi
we get the drive term on qubit i due to voltage source Vd
HDid = i
√
~ωi
2
[Cq(ωd)]i,d Vd(bˆi − bˆ†i ) (92)
where [Cq(ωd)]i,d is (i, d)-th entry of Cq evaluated at
the frequency ωd (We assumed that Vd is a single-tone
sinusoidal voltage drive at frequency ωd). In the case of
zero off-chip crosstalk C˜Z is diagonal and using Eqs. (89)
and (90) we have
HDid = i
√
~ωi
2Li
Im
[
Zi,p(d)(ωi)
] Cp(d)Vd(bˆi − bˆ†i )
1 + iωdZ0Cp(d)
(93)
where Cp(d) is the d-th diagonal entry of CD. We note
here that εid in Eq. (1) is
εid = i
√
ωi
2~Li
Im
[
Zi,p(d)(ωi)
]( Cp(d)
1 + iωdZ0Cp(d)
)
(94)
which can be also written as
εid =
√
ωi
2~Li
Im
[
Zi,p(d)(ωi)
] eiθdCp(d)√
1 + ω2dZ
2
0C
2
p(d)
(95)
with θd =
pi
2 − arctan(ωdZ0Cp(d)).
One can then define the following quantity (in units of
dB) as a measure of classical on-chip cross-talk on qubit
i while driving qubit j
Xij = 20log10
(√
ωiLJj
ωjLJi
)
+ 20log10
(
Im[Zi,d(j)(ωi)]
Im[Zj,d(j)(ωj)]
)
≃ 20log10
(
Im[Zi,d(j)(ωi)]
Im[Zj,d(j)(ωj)]
)
(96)
In the definition of the above crosstalk measure we ne-
glected the term involving qubit frequencies and junction
inductances assuming similar values.
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Figure 9: Canonical Cauer circuit in Fig.8 with the purely inductive stage dropped and augmented with ND control/readout
lines. Drive lines are modeled with transmission lines of infinite extent such that they are represented by constant characteristic
impedances Z0’s shunted with the voltage sources Vd’s for 1 ≤ d ≤ ND. Coupling of the drive lines to the internal modes is
mediated by the multiport Belevitch tranformer V with entries vkd’s for 1 ≤ k ≤ M and 1 ≤ d ≤ ND. The purely capacitive
stage has now ND additional capacitances CN+1, . . . , CN+ND corresponding to the shunt capacitances of the drive ports (We
define the ND×ND diagonal matrix CD in Eq.68 holding total shunt capacitances of the drive ports). The (N+ND)×(N+ND)
multiport transformer U with entries couples the shunt capacitances to the qubit and drive ports.
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Figure 10: a) HFSS [33] Model of a 7-Qubit Device to illustrate the definition of the drive ports and the qubit ports. The device
consists of a superconducting quantum chip packaged together with a Printed-Circuit-Board (PCB). Light blue region in the
middle is the chip metallization. In orange is the copper metallization and in burgundy color is the dielectric of the PCB. b)
A bounding box is defined over the side surfaces of which the drive ports are defined as rectangles; see the rectangular area in
magenta in Fig. (d). These rectangles should be chosen large enough to enclose all the fields due to the drive excitations. c) A
close-up view of the drive line of one of the qubits. The copper central trace of the drive line in the PCB is capacitively coupled
to the on-chip readout resonator (The meandered structures) with a wirebond and a launchpad. (d) The same picture in (c)
with parts of the PCB made transparent to make the drive port visible (Magenta rectangle on the side surface of the bounding
box). The drive port is usually defined as a wave port (to which it is assumed that a constant impedance transmission line
is connected) and the size of the rectangle should be chosen properly to enclose the fields due to the excitation at the port.
e) Close-up view of qubit pads (two identical rectangles in light blue). Light gray are wirebonds and the pink region in the
qubit pocket is the upper surface of the substrate underneath the chip metallization. f) Qubit port is the small square shown
in magenta defined between the leads connecting the qubit pads (large light blue regions) to the Josepson junction(not shown).
C. Defining the Qubit Ports and the Drive Ports in
the 3D Finite-Element Electromagnetic Simulators
In the main text we described in words how to define
the qubit ports and the drive ports. In this appendix we
illustrate the definition of the ports with the help of the
3D model of a 7-Qubit device in HFSS [33] as shown in
Fig. (10) (HFSS is a high-frequency finite-element elec-
tromagnetics simulator). The device consists of a quan-
tum chip (shown in light blue in the middle) packaged
together with a PCB (Printed Circuit Board) support-
ing transmission lines carrying the drive and readout sig-
nals to/from the chip. The metallization of the PCB is
shown in orange and the dielectric of the PCB is shown
in burgundy color in Fig. (10). For the definition of
the drive ports we choose a bounding box enclosing the
quantum chip and some part of the PCB. The bound-
aries of the box should be chosen far enough from the
chip. As we stated in the main text the exact position
of this boundary can be determined with a TDR (Time-
Domain Reflectometry) experiment/simulation. Ideally
we would like to put the boundary at the location where
signals traveling in the transmission lines of the PCB
start to see a change in the constant impedance of the
transmission lines. This happens where the signals enter
the discontinuity region between the PCB and the chip.
The drive ports are usually defined as wave ports in HFSS
to which it is assumed that a constant impedance trans-
mission line is connected. An example of a drive port is
shown in the sub-figure (d) in Fig. (10) as the magenta
rectangle on one of the side surfaces of the bounding box
shown in sub-figure (b) in Fig. (10).
Qubit Ports are defined as lumped ports in HFSS. This
is shown in sub-figures (e) and (f) in Fig. (10). The qubit
port is the small magenta square shown in sub-figure (f)
in Fig. (10). HFSS puts a differential excitation between
the edges of this square touching the junction terminals.
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D. Expansion of the junction potentials
Qubit anharmonicities and dispersive shifts between
the modes are obtained after including the nonlinear
terms in the junction potentials. For this we use the
normal ordered expansion as given in Eq. (16) of [23]:
H = H0 +Hγ +Hβ +O(ϕˆ6J ) (97)
with
Hγ = −
∑
pp′
γpp′(2aˆ
†
pap′ + aˆpaˆp′ + aˆ
†
paˆ
†
p′) (98)
Hβ = −
∑
pp′qq′
βpp′qq′(6aˆ
†
paˆ
†
p′ aˆqaˆq′ + 4aˆ
†
paˆ
†
p′ aˆ
†
q aˆq′ + 4aˆ
†
paˆp′ aˆq aˆq′ + aˆpaˆp′ aˆq aˆq′ + aˆ
†
paˆ
†
p′ aˆ
†
q aˆ
†
q′) (99)
where H0 is the linearized part of the Hamiltonian ob-
tained after replacing the junctions with linear induc-
tors, p, p′, q, q′ are the labels of the harmonic modes
in the basis defined by H0 and aˆp(aˆ
†
p) is the annihila-
tion(creation) operator of the mode p. This expansion
was originally done in [23] in a diagonal frame whereas
here we will expand in the block-diagonalized frame cor-
responding to the matrix M˜1 in Eq. (15). That is the
linearized Hamiltonian H0 in our case is the linear part
of the Hamiltonian given in Eq. (16)
H0 =
1
2
qTq +
1
2
φTM˜1φ (100)
In that frame the capacitance matrix is unity and
the coordinate vector holds the flux variables φ =
(φ1 . . . φN+M ). The first N coordinates correspond to
qubit modes and the last M coordinates correspond to
the resonator modes(or internal modes). q is the vector
of momenta conjugate to coordinates φ . The flux oper-
ators φ of the modes in the final frame can be related to
the fluxes Φ in the initial frame by the total coordinate
transformation
Φ =
(
ΦJ
ΦR
)
=
(
C
−1/2
0 0
0 1
)
αφ (101)
whereα = T exp(S); matricesC0, T, S are defined in the
text in Eqs. (9), (12) and (15), respectively. In particular
ΦJ =
(
C
−1/2
0 0N×M
)
αφ (102)
where ΦJ = (ΦJ1 . . .ΦJN )
T is the vector of fluxes across
the Josephson junctions. Hence
ΦJi =
1√
Ci
 N∑
j=1
αijφj+
M∑
k=1
αi,k+Nφk
 (103)
where indices i, j label qubit modes and k labels res-
onator modes with 1 ≤ i, j ≤ N and 1 ≤ k ≤ M . The
(N +M)× (N +M) matrix α has the entries
αii = 1− Im[Z(AC)ii (ωi)]/Zi (104)
αij = −Im[Zij(ωi)]/Zi (105)
αi,k+N = rkiC
1/2
i
(
ω2Rk
ω2Rk − ω2i
)
(106)
In the dispersive regime we have
∣∣∣Im[Z(AC)ii (ωi)]/Zi∣∣∣≪ 1
hence αii ≃ 1, |αij | = |Im[Zij(ωi)]/Zi| ≪ 1 for 1 ≤
i, j ≤ N and |αi,k+N | =
∣∣∣∣rkiC1/2i ( ω2Rkω2
Rk
−ω2
i
)∣∣∣∣ ≪ 1 for
1 ≤ k ≤M hence we can treat αij and αi,k+N ’s as small
parameters. Im[Z
(AC)
ii (ωi)] =
M∑
k=1
[Ak]iiωi
ω2
Rk
−ω2
i
is the AC part
of Im[Zii(ωi)].
Similarly resonator fluxesΦR = (ΦR1 , . . . ,ΦRM ) in the
initial frame can also be related to the flux coordinates
φ in the final frame
ΦRk =
N∑
i=1
αk+N,iφi + φk (107)
where
αk+N,i = rkiC
1/2
i
(
ω2i
ω2i − ω2Rk
)
(108)
and αk+N,k+N = 1 for 1 ≤ k ≤M by Eq. (107).
The expression for the coefficients βpp′qq′ is given in
[23] as
βpp′qq′ =
N∑
s=1
e2
24L
(s)
J
ξspξsp′ξsqξsq′ (109)
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where L
(s)
J is the inductance of the s
th junction. In our
case ξsp = αsp/
√
ωp after the introduction of mode op-
erators as φˆp =
√
~Zp
2 (aˆp + aˆ
†
p) in the final frame with
characteristic impedance Zp = 1/ωp one gets
βpp′qq′ =
N∑
s=1
E
(s)
C
12
ω2Js (ωpωp′ωqωq′)
−1/2
αspαsp′αsqαsq′
(110)
where E
(s)
C =
e2
2Cs
and ωJs = 1/
√
LJsCs.
γpp′ is given in [23] as
γpp′ = 6
N+M∑
q=1
βqqpp′ (111)
We observe that γpp is of order E
(s)
C . Since E
(s)
C is already
small compared to qubit frequencies we will be only in-
terested in the first order expansion of γpp′ in the small
parameters αij ’s and αi,k+N ’s. Then we can write the
diagonal entries as
γii ≃ 6βiiii
≃ E
(i)
C ω
2
Ji
2ω2i
α2ii (112)
The off-diagonal entry γij between qubit modes i and j
is
γij ≃ 6(βiiij + βjjij )
≃ E
(i)
C ω
2
Ji
2ωi
αiiαij√
ωiωj
+
E
(j)
C ω
2
Jj
2ωj
αjjαji√
ωiωj
(113)
The off-diagonal entry γik between the qubit mode i and
the resonator mode k is
γik ≃ 6βiiik
≃ E
(i)
C ω
2
Ji
2ωi
αiiαi,k+N√
ωiωRk
(114)
And the diagonal resonator entries γkk ≃ 0 to first order
in αij and αi,k+N ’s. Hence we can write
γ =
√
zαTΛα
√
z (115)
where Λ is the (N +M)× (N+M) diagonal matrix with
entries
E
(i)
C
ω2Ji
2ωi
’s for 1 ≤ i ≤ N and zero otherwise, that
is
Λ =

E
(1)
C
ω2J1
2ω1
0
. . .
E
(N)
C
ω2JN
2ωN
0 0M×M
 (116)
and
√
z is the diagonal matrix holding the square roots
of the characteristic impedances Zi = 1/ωi of the modes
in the final frame
√
z =
 1/
√
ω1
. . .
1/
√
ωN+M
 (117)
Hγ in Eq. (98) can then be written as
Hγ = −
∑
pp′
γpp′(2aˆ
†
pap′ + aˆpaˆp′ + aˆ
†
paˆ
†
p′) = −
1
2
φˆ
T
γ′φˆ
(118)
where
γ ′ =
(
4
~
)√
z
−1
γ
√
z
−1
(119)
Using Eq. (115)
γ′ =
(
4
~
)
αTΛα (120)
Then one can show that Hγ when transformed back to
the original frame becomes
Hγ = −1
2
φTγ′φ
= − 2
~
φTαTΛαφ
= − 2
~
ΦT
(
C
1/2
0 0
0 1
)
Λ
(
C
1/2
0 0
0 1
)
Φ
= −1
2
ΦTJL
−1
0 ΦJ (121)
where L0 is a diagonal inductance matrix
L0 = LJ

~ω1
2E
(1)
C
0
. . .
0 ~ωN
2E
(N)
C
 (122)
Now if we write the initial Hamiltonian H0 by adding
and subtracting the term Hγ as
H0 = H0 +Hγ −Hγ
= H ′0 −Hγ (123)
where H ′0 = H0 +Hγ . So instead of starting our treat-
ment with H0 if we start with an initial linear Hamilto-
nian H ′0 we would cancel out the term Hγ that is gen-
erated by the non-linearities. This requires an update of
the junction inductances in the initial frame as follows
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L−1J → L−1J − L−10 (124)
That is
L−1Ji → L−1Ji
(
1− 2E
(i)
C
~ωi
)
(125)
Hence we can write the equation for ωi
ω2i = ω
2
Ji
(
1− 2E
(i)
C
~ωi
)
(126)
or if we put r =
E
(i)
C
~ωJi
and x = ωi/ωj
x2 = (1− 2r/x) (127)
In the limit of small anharmonicities r ≪ 1 the solution
is x = 1− r/(1 − r) or
ωi = ωJi −
E
(i)
C /~
1− E(i)C /(~ωJi)
(128)
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