In this work we study the problem of asymptotically optimal control of a well known multi-class queuing network, referred to as the "crisscross network", in heavy traffic. We consider exponential inter-arrival and service times, linear holding cost and an infinite horizon discounted cost criterion. In a suitable parameter regime, this problem has been studied in detail by Martins, Shreve and Soner [11] using viscosity solution methods. In this work, using the pathwise solution of the Brownian Control Problem, we present an elementary and transparent treatment of the problem (with the identical parameter regime as in [11] ) using large deviation ideas introduced in [5, 1] . We obtain an asymptotically optimal scheduling policy which is of threshold type. The proof is of independent interest since it is one of the few results which gives the asymptotic optimality of a control policy for a network with a more than one dimensional workload process.
Introduction.
Stochastic networks are ubiquitous in problems involving manufacturing, communication and computer systems. Designing good controls for general multi-class networks is an important and challenging problem. In recent years, using tools from diffusion approximations, there has been a significant progress in obtaining asymptotically optimal controls for a broad range of stochastic networks in heavy traffic. One common approach to the optimality question is via certain singular control problems, the so called Brownian Control Problems (BCP), which are obtained as "formal" heavy traffic limits of queuing networks. There are several works (e.g: for each η > 0, one can get a control policy (depending on η) which, asymptotically, is η-close to an asymptotically optimal strategy. In [10] , using techniques from weak convergence theory, the authors show that the optimal costs for the queuing network problem can be well approximated by those for the optimization problem of the limiting control problem. The approach is quite general and powerful but the authors do not obtain an actual control policy which is asymptotically (near) optimal.
In the current work we revisit the above problem (under the same parameter regime, viz. Case IIA) using a rather different approach introduced in the context of a "parallel server model" in [5, 1] . We present the BCP associated with this control problem and give the equivalent workload formulation. The BCP that we obtain is somewhat different from the one presented in [11] . Indeed, the authors there remark that their BCP is not well posed (see Remark 3.5 for more details on this). However, as we show in Section 3.1, the BCP presented in this paper has an explicit pathwise optimal solution. The scheduling policy we propose (see Definition 3.6) is directly motivated by the solution of the Brownian control problem, and therefore is easy to interpret. The scheduling policy is of threshold type and thus is quite simple to implement as well. In addition, our proof of the asymptotic optimality of the policy uses rather basic large deviation ideas which, we believe, can be extended to more general situations.
All inter-arrival and service times in this work will be assumed to be exponentially distributed. Proofs of many of the results in this paper can be extended to the case where the inter-arrival and service times are i.i.d. with distributions that satisfy suitable large deviation estimates. Indeed, in the parallel server model [1] , the authors prove asymptotic optimality under precisely such assumptions on the underlying distributions. One important difference in our analysis is that in one of the key results of this paper (Theorem 4.9), in addition to the one dimensional large deviation estimates that are crucially used in the proofs of [1] , we also need sample path large deviation estimates (Theorem 5.1) for the underlying renewal processes. For a more detailed discussion on extending the results of this paper to non-exponential case, see Remark 5.4.
The paper is organized as follows. The network is described in Section 2 along with the formulation of the problem and assumptions. In Section 3, we formulate the associated Brownian control problem (BCP) and the corresponding equivalent workload formulation. We then propose a policy that is motivated by the equivalent workload formulation and the solution of the Brownian control problem. In Section 4, the asymptotic optimality of the proposed policy is proved through the two main results of the paper, Theorem 4.1 and Theorem 4.2. These results are as follows. Denoting the minimum cost associated with the BCP as J * and the cost associated with any control policy T r for the rth network asĴ r (T r ), we show in Theorem 4.1 that:
lim inf r→∞Ĵ r (T r ) ≥ J * .
In Theorem 4.2 it is shown that in the above display, the equality is achieved if {T r } is the sequence of policy proposed in Definition 3.6 of Section 3, with an appropriate choice of threshold parameters. The key steps in the proof of the two main theorems are in Theorems 4.8, 4.9 and 4.11. The proofs of these theorems are provided in Section 5.
2 The Crisscross Network.
Queueing Network Model.
We consider a sequence of networks indexed by r, r ∈ S ⊆ R + , where S is a countable set: {r 1 , r 2 , . . .} with 1 ≤ r 1 < r 2 < . . . and r n → ∞, as n → ∞. A sketch of the rth network is described in Figure 1 . Description for the rth network is follows. For i = 1, 2, customers (or jobs) of Class i, arrive according to a Poisson process with rate λ r i and have independent exponential service times at Server 1 with parameter µ r i . Class 1 customers, once served by Server 1 leave the system. Class 2 customers, after being served by Server 1, proceed to Buffer 3 and are redesignated as Class 3 customers. There they are served by Server 2. They have i.i.d exponential service times with parameter µ r 3 . After service, these jobs exit the system. All inter-arrival and service times are assumed to be mutually independent and all buffers have infinite capacity. We also assume that the system starts empty. 
Preliminaries.
Let (Ω, F, IP ) be a complete probability space. All the random variables and stochastic processes in this paper are assumed to be defined on this probability space. There is no loss of generality in making this assumption since we work with an expected loss function (see Subsection 2.4 for the definition of cost) and one can always enlarge the probability space to support all the processes considered in this paper. The expectation operation under IP will be denoted by IE. 
The arrival and service processes are defined in terms of these as follows.
represents the number of jobs (customers) that have arrived in Buffer k up to time t. The process S r j (t) counts the number of jobs that Server j could have completed if it had worked continuously during the interval [0, t] . Note that by our assumptions on the inter-arrival and service times, A r k (·) and S r j (·) are Poisson processes with rates λ r k and µ r j respectively, for k = 1, 2; j = 1, 2, 3; r ∈ S. For notational simplicity, throughout the paper, we will write the limit along the sequence r n as n → ∞ simply as "r → ∞". Also, r will always be taken to be an element of S and thus hereafter the qualifier r ∈ S will not be stated explicitly. We assume that as r → ∞, these rates approach finite limits, namely we make the following assumption.
Scheduling Control.
Scheduling control for the rth network is described by a vector valued service allocation process
where for j = 1, 2, 3 , T r j (t) denotes the cumulative amount of service time devoted to activity j (namely, working on Class j jobs by the responsible server) in the time interval [0, t] . The idle-time processes are defined as follows
For i = 1, 2, t ≥ 0, I r i (t) represents the cumulative amount of time that the i-th server has been idle in the time interval [0, t] . Recall that we assume that the system is initially empty. Thus, the three queue-length processes corresponding to the three buffers can be described as follows. For t ≥ 0,
The workload process
The service allocation processes are required to satisfy the conditions below.
T r j (·) is a continuous nondecreasing process with T r j (0) = 0, (2.4)
is a continuous nondecreasing process with I r k (0) = 0, (2.5) Any process T r satisfying (2.3) to (2.6) will be referred to as an admissible control policy for the r-th network. Note that we are not assuming any further measurability condition on T r except (2.3).
Now we define fluid-scaled processes and diffusion-scaled processes corresponding to the processes described above. For each r ∈ S and an admissible control policy T r (·) with associated queue-length process Q r (·) and idle-time process I r (·), define for t ≥ 0:
Fluid Scaled Processes.
Diffusion Scaled Processes.
By the definitions above we have the following identities. For all t ≥ 0
where
We also define another processX r (·) which is closely related to the scaled queue length procesŝ Q r (·). A formal limit ofX r (·) is used in the Brownian control problem described in the next section. For t ≥ 0, let
.
(2.12) From (2.11) and (2.12) we have the following relationships.
(2.13)
We will assume that the sequence of networks is in heavy traffic. More precisely, we will make the following assumption.
Assumption 2.2 (Heavy Traffic assumption)
We assume that the following relationships hold for the limiting parameters. 
The cost function.
For the rth system, we consider the expected infinite horizon discounted (linear) holding cost associated with the control T r and the corresponding normalized queue length processQ r , given as followsĴ
where γ ∈ (0, ∞) is the "discount factor" and h
is the vector of "holding costs" for the three buffers.
The goal is to find a sequence of admissible controls which asymptotically give the minimum possible cost, i.e, find a sequence {T r } such that
where the infimum on the right side is taken over all admissible sequences {T r }.
We will make the following assumption on the service rate and holding cost parameters.
This parameter regime is the Case IIA of [11] among the different cases mentioned in that paper. Case I considers the parameter regime h 1 µ 1 − h 2 µ 2 + h 3 µ 2 ≤ 0. This case has a simple priority policy which is shown to be asymptotically optimal in [16] . Case II corresponds to the complementary regime, viz. h 1 µ 1 − h 2 µ 2 + h 3 µ 2 > 0. In this case, for the first server, serving Class 1 jobs reduces immediate cost at an average rate of h 1 µ 1 whereas serving Class 2 jobs would reduce immediate cost at an average rate of h 2 µ 2 , but increases cost at an average rate of h 3 µ 2 , since a job served from Class 2 becomes a Class 3 job. Since h 1 µ 1 > h 2 µ 2 − h 3 µ 2 , total immediate cost is reduced at a more rapid average rate by serving Class 1 jobs. But a simple priority policy for Server 1 that requires it to work on Class 1 jobs whenever Buffer 1 is non-empty, will cause starvation of Server 2 and is likely to cause the contents of Buffer 2 to grow without bound. In the Case IIA, we also assume h 2 µ 2 ≥ h 1 µ 1 and h 2 µ 2 ≥ h 3 µ 2 (or simply h 2 ≥ h 3 ). Here the second condition means that it is cheaper to hold jobs in Buffer 3 than in Buffer 2. Also, the first condition above says that working on Buffer 2 reduces the immediate cost at Server 1 more quickly than working on Buffer 1. In this work we show that under Assumption 2.3, a suitable threshold policy is asymptotically optimal. This policy (see Definition 3.6 for the precise description of the policy) keeps a sufficient number of jobs in Buffer 3 (so that Server 2 does not idle unnecessarily) and makes Server 1 work on both the associated buffers so that none of the buffers blow up. An example of parameters satisfying Assumption 2.3 is h 1 = h 2 = h 3 = 1, µ 1 = µ 2 = 2, µ 3 = 1. In [4] , the authors worked with this set of parameter values.
3 Brownian Control Problem.
We now introduce the Brownian control problem (see [6] ) associated with the crisscross network introduced above. This control problem is obtained by taking a formal limit of the control problems for the above sequence of networks. More precisely, defininḡ
we might expect, for "reasonable" control policies that as r → ∞,
From the functional central limit theorem, one has that
whereÃ is a two-dimensional Brownian motion that starts from the origin and has diagonal covariance matrix, diag(λ 1 , λ 2 ) andS is a three-dimensional Brownian motion, independent of A, that starts from the origin and has diagonal covariance matrix, diag(µ 1 , µ 2 , µ 3 ). Using (3.3), (3.2), a random time change theorem (Lemma 3.14.1 of [2] ) and the heavy traffic condition (Assumption 2.2), one has thatX r (·) ⇒X(·), (3.4) where, for t ≥ 0,X
Note that,X is a three dimensional Brownian motion that starts from origin, with a drift
As stated in the beginning of Subsection 2.2, we can assume (by enlarging the probability space, if needed), without loss of generality thatÃ,S,X are defined on (Ω, F, IP ). Thus, taking a formal limit as r → ∞ in (2.11), (2.12) (3.4) . The Brownian control problem is to find a R 3 -valued measurable stochastic processỸ (·) . = (Ỹ 1 (·),Ỹ 2 (·),Ỹ 3 (·)), referred to as the control process, which minimizes 5) subject to the following conditions. For all t ≥ 0
We will refer to any measurable processỸ (·) satisfying (3.6) (3.27) ), is the same as that taken over all probability spaces supporting a 3-dimensional Brownian motion with the same drift and covariance matrix asX.
Reduction to the Equivalent Workload Formulation.
LetỸ (·) be an admissible control for the BCP and defineQ via (3.6). Define the workload processW
Thus, for t ≥ 0W
It is easy to check that
We will now obtain a solution of the BCP using the above workload process. We begin by considering the following simple linear programming problem. Fix w 1 , w 2 ∈ [0, ∞). The LP problem is as follows.
A straightforward calculation using the fact that
shows (cf. [11] ) that the value of the linear program (LP) iŝ
In particular, if z 1 , z 2 , z 3 are nonnegative numbers such that
= w 1 and
Another simple calculation yields the following solution of the linear program.
is a nondecreasing function of both w 1 and w 2 . This monotonicity property is critical in obtaining a pathwise optimal solution to the BCP.
We now present another control problem which, because of the monotonicity property of h can be solved explicitly. The results of [3] show that using a solution of this reduced control problem (referred to as EWF in Definition 3.4 below) and the solutionĥ of the linear program in (3.11) one can obtain a solution of the BCP.
Definition 3.4 [Equivalent Workload Formulation (EWF)] LetX(·) be as defined below (3.4). The equivalent workload problem is to find a R 2 -valued measurable stochastic process
, referred to as the control process, which minimizes 15) subject to the following conditions. For all t ≥ 0
+Ĩ 2 (t), and
From (3.16), using the minimality property of the one dimensional Skorohod problem (see Proposition B.1. of [1] ), we have that if
. Also, from (3.18) and Remark 3.3 it follows that, for all t ≥ 0,
This shows thatṼ * is a solution to the EWF. UsingW * andṼ * we now construct the solution of the Brownian control problem. The solution is motivated by the solution of the LP problem in (3.11) given via (3.14). Define processesỸ * i (·), i = 1, 2, 3 as follows. For t ≥ 0, let
It is easy to verify thatỸ * is an admissible control for the Brownian control problem. Also, it follows from (3.20)-(3.22) and (3.16) thatĨ * =Ṽ * . Now defineQ * via (3.6) withỸ there replaced byỸ * .
Hence, we have that if µ 3W *
Now we show thatỸ * is a solution to the Brownian control problem described in the beginning of this section. Note that ifỸ is any admissible control for the Brownian control problem and Q is defined via (3.6) then from (3.13), for all t ≥ 0,
whereW 1 andW 2 are defined via (3.9). In view of (3.25) and (3.19), in order to show thatỸ * is the solution of the Brownian control problem, it suffices to show that
Thus we have that
Remark 3. 20)-(3.22) ).
The Policy.
Motivated by the solution of the Brownian Control Problem, we now propose our control policy for the rth network, r ∈ S. Fix c, 0 ∈ (1, ∞). Define L r .
= 0 log r and C r . = c 0 log r , where c 0 = c 0 . Since we are interested in asymptotic optimality, we can (and will) assume, without loss of generality, that r ≥r, wherer is such that for all r ≥r, C r − L r − 1 ≥ 1 and 
No idling by Server 2 unless Buffer 3 is empty.
The sequencing control for Server 1 is as follows.
serve Buffer 1 (when it is non-empty) if either
Q r 1 (s) ≥ µ r 1 µ r 2 (C r −L r +2) or Q r 2 (s) = 0, serve Buffer 2 if Q r 1 (s) < µ r 1 µ r 2 (C r − L r + 2) and Q r 2 (s) = 0.
Server 1 idles if both Buffer 1 and Buffer 2 are empty.
We will refer to the constants c and 0 as the threshold parameters of the control policy. It will be shown that for a choice of c and 0 large enough, the above policy is asymptotically optimal. One precise choice of c and 0 is given in Remark 4.3(a).
One of the referees has conjectured that the above policy with 0 = 0 and c 0 replaced by a sufficiently large constant is asymptotically optimal as well. However, as is explained in the following paragraph, the arguments in the current paper crucially rely on the largeness of 0 . Now we provide some motivation for the policy proposed above. Note that
Thus, the solution of the BCP suggests that whenQ r 3 (t) − µ r 2 µ r 1Q r 1 (t) < 0 then the optimal policy should try to make queue 3 empty, whereas when the opposite is true, queue 1 should be emptied. This is achieved in the first regime via the threshold C r − 1 and in the other regime via the threshold
. Note that the two thresholds C r − 1 and
approach ∞ as r → ∞, however in diffusion scaling these are negligible. Furthermore, (3.19) suggests that asymptotically there should be no idling by Server 1 unless there is no work in Buffer 1 and Buffer 2, and that there be no idling by Server 2 unless there is no work at Buffer 2 and Buffer 3. The first non-idleness condition is quite easy to enforce, by saying that the first server works whenever there is work for it to do. However, the second non-idleness condition is difficult to enforce, since one can get into the situation where Buffer 3 is empty and so Server 2 has no immediate work to do but Buffer 2 is non-empty. Thus one needs to ensure that there is always enough work in Buffer 3 when Buffer 2 is non-empty. This is the reason for the threshold L r = 0 log r in the policy. For our proof of asymptotic optimality we will need that 0 is sufficiently large (see Theorem 4.9).
Remark 3.7 This policy is preemptive-resume type. For example if at any time instant t Server 1 is working on jobs of Class 1 and the policy requires it to work on Class 2 jobs, it immediately suspends all Class 1 jobs and starts working on Class 2 jobs (suspended jobs if there are any, or new jobs). When at a later time it turns to Class 1 jobs again, it resumes working on the suspended Class 1 job (and spends only the excess time that it needs to complete the remaining part of the job, so that the total time spent on this job is same as the time needed to complete this job if there was no interruption).

Remark 3.8 The above policy can be written in the following form. Let
Then the (sequence of ) proposed policies {T r } described above in Definition 3.6 can be described as follows. For j = 1, 2, 3, T r j is the absolutely continuous function whose derivative (defined a.e), denoted byṪ r j , is given as follows.
Note that, for j = 1, 2, 3, 4 Proof of Asymptotic Optimality of the Proposed Policy.
In this section we will prove the asymptotic optimality of the scheduling control policy introduced in Definition 3.6. More precisely, we prove the following two results. 
where J * is as in (3.28 ).
Theorem 4.1 says that the asymptotic cost associated with any scheduling policy cannot be lower than J * defined in (3.28), while Theorem 4.2 says that the control described in Definition 3.6 asymptotically achieves J * which is the optimal cost for the Brownian control problem. 
where 
In [11] , the authors conjectured that any optimal policy should try to get the queue-lengths close to the set
Outline of the proofs:
The main steps in the proof of asymptotic optimality of the proposed policy are as follows. As a first step we show in Theorem 4.1 that the asymptotic cost for any sequence of policies is bounded below by J * . The key step is proving the inequality in (4.12) and the main ingredients in its proof are the monotonicity property described in Remark 3.3 and the minimality property of the Skorohod map (see (4.22) ). We next show that the asymptotic cost for the sequence {T r, * } is J * . The first step in this direction is obtaining the following convergence results for the queue-length and idle-time processes (see Corollary 4.10):
The first two above are consequences of Theorem 4.8 while the third convergence result follows from Theorem 4.9. The latter result along with the continuity of the Skorohod map is then used to show that (Ŵ r ,Î r ) ⇒ (W * ,Ĩ * ). We are unable to conclude from the above convergence thatQ r ⇒Q * ; the main obstacle is showing that
. However, using an elementary lemma (Lemma 4.7) we show that the convergence in (4.63) holds. Since we are working with an expected cost criterion with an unbounded cost function, in addition to the above weak convergence results we also need suitable uniform integrability estimates. These estimates are obtained in Theorem 4.11. As an immediate consequence we then have (4.64) and (4.66). Combining these we obtain (4.67). This along with the first two convergence results in Corollary 4.10 and the uniform integrability estimates yield (4.70). The convergence ofĴ r, * to J * then follows readily.
We begin with the following definition. Let C m be the space of continuous functions from [0, ∞) to IR m with the usual topology of uniform convergence on compact time intervals. We will suppress m from the notation unless necessary. The following two basic lemmas are important in proving the optimality of the proposed policy. The proofs of the these results are similar to the proofs of Lemma 9.2 and Lemma 9.3 of [1] . However, for the sake of completeness we have included the proofs in the Appendix. 
Lemma 4.6 Let {T r } be any sequence of scheduling policies with the following property.
whereĴ r (T r ) is as in (2.17) . Consider a subsequence {T r } of {T r } such that
Then we have
whereT * is as defined in (3.1), 0 is the constant process that is zero for all t ≥ 0, λ(t) .
Now we are ready to prove Theorem 4.1.
Proof of Theorem 4.1. If lim inf r→∞Ĵ r (T r ) = ∞, then (4.1) holds trivially and so we only consider the case when lim inf r→∞Ĵ r (T r ) < ∞.
By Lemma 4.6, and (3.3) we have that as r → ∞
Using this observation along with Lemma 3.14.1 of [2] and Assumption 2.2 in (2.12) we have that
whereX(·) is as defined below (3.4). Using Skorohod representation theorem we can assume, without loss of generality, that as r → ∞ From the definition of the cost functionĴ r given in (2.17) and Fatou's Lemma, we get
Thus in order to prove (4.1), it suffices to show that for a.e. ω ∈ Ω and all t ≥ 0, 12) whereQ * (t) are given via the formulae in (3.17), (3.23) and (3.24) in terms ofX(·) in (4.10).
Fix ω ∈ Ω such that ω is in the set of probability 1 on which the u.o.c convergence in (4.10) hold, and fix t ≥ 0. Consider the following two cases.
whereW * i (·), i = 1, 2 are defined in terms ofX in (4.10) via the relations (3.17) and (3.18). Note that, since we are invoking Skorohod representation theorem in (4.10), thisW * is not the same process as in (3.18), but it has the same law asW * in (3.18). Once again, we retain the same symbol in order to simplify the notation. 
Observe that by Assumption 2.1, as r → ∞,
From the definition of h r,1 , Assumption 2.3 and (2.10) we get, and from the definition of h r,2 , Assumption 2.3 and (2.10) we get,
where a *
Thus defining We now proceed to the proof of Theorem 4.2. We begin with the following elementary result. To prove (4.27), we will show that
We can bound the left side of (4.31) by
Since f is continuous and
This shows that the first term in (4.32) converges to zero as r → ∞.
For the second term in (4.32), it is enough to show the following.
I {g r (t)≥ r } → I {g(t)≥0} , as r → ∞ for a.e t [µ]. (4.33)
But (4.33) is an immediate consequence of (4.30) and the fact that since g is continuous,
This proves (4.33) and completes the proof of (4.27). The proof of (4.28) is similar.
The following three theorems, the proofs of which are deferred to Section 5, are key to the proof of Theorem 4.2.
Let {T r } be the sequence of scheduling controls described in Definition 3.6. Let κ be a positive constant satisfying
where θ 3 is as in Remark 4.3. For r ∈ S, t ≥ 0 define an event E(r, t) as follows.
Note that the event E(r, t) depends on parameters c and 0 , however this dependence is suppressed in the notation. 
Proofs of Theorems 4.8 and 4.9 will be given in Section 5. An immediate corollary of the above theorems is the following. 
.37) and (4.38) tend to zero as r → ∞. This in particular implies that as r → ∞Q
Using the third convergence result above , we will obtain in Theorem 4.2 (a) that (Ŵ r ,Î r ) ⇒ (W * ,Ĩ * ) as r → ∞. However, we are unable to show thatQ r ⇒Q * as r → ∞. Nevertheless, as will be seen in the proof of Theorem 4.8 below, the weak convergence results in Corollary 4.10 with suitable uniform integrability estimates (Theorem 4.11, see Remark 4.12) will suffice for the proof of asymptotic optimality of the proposed policy. From the second equality in (4.47), we get that for s ≥ 0 
Theorem 4.11 Suppose that c is as obtained through Theorem 4.9 and
Q r 2 (s) µ r 3 I {Q r 2 (s)≥ 2d 0 log r r } +Q r 3 (s) µ r 3 = X r 2 (s) µ r 3 +X r 3 (s) µ r 3 −Q r 2 (s) µ r 3 I {Q r 2 (s)<I {Q r 2 (u)<d 0 log r r } dÎ r 2 (u) = − inf 0≤s≤t X r 2 (s) µ r 3 +X r 3 (s) µ r 3 −Q r 2 (s) µ r 3 I {Q r 2 (s)< 2d 0 log r r } + [0, s] I {Q r 2 (u)≥d 0 log r r } dÎ r 2 (
u) .(4.50)
Using the fact that Γ(·) is Lipschitz continuous with constant 2 along with (4.45) and (4.49), we have the following. Using (4.56) and (4.57) it follows from (2.11) that for all t ≥ 0
The result follows on combining (4.58) with Assumption 2.1 and (2.14) of Assumption 2.2.
We now come to the proof of the main result of this section.
Proof of Theorem 4.2. Suppose that c is as obtained from Theorem 4.9 and . = max{ We have also used (4.54) and continuity of Γ(·) in obtaining (4.60). This proves part (a) of the theorem.
For part (b), first we observe that from Theorem 4.11 (See Remark 4.12) and part (a) of this theorem, it follows that
Next observe that the reflected Brownian motionsW * 1 andW * 2 satisfy for every t ≥ 0, IP (µ 3W * 2 (t) = µ 2W * 1 (t)) = 0. Using this fact and Fubini's theorem, it follows that 
in distribution. Using uniform integrability ofŴ r 1 (see Remark 4.12) we can conclude from (4.63) that for all T ≥ 0
From (4.42) for i = 1 and (4.64), simple calculations show that
Similarly, using (4.28) of Lemma 4.7 and (4.42) for i = 2, it can be shown that 
(4.67) Now using (2.10), the left side of (4.67) can be written as
From the uniform integrability ofŴ r i given in Remark 4.12 and recalling that µ r i → µ i , i = 1, 2, we have that for j = 1, 2, 3,Q r j are uniformly integrable (with respect to the measure IP × µ). Combining this observation with Corollary 4.10 it follows that the last two terms of (4.68) tend to zero. This, in view of (4.67) and Assumption 2.1, implies that
Now using (4.69) and (4.61) in (2.10) and (3.8) it follows immediately that
Finally, combining the above two displays with the definition of the cost function and the representation of J * in (3.28), it follows that
This completes the proof of the theorem.
5 Proofs of Theorems 4.8, 4.9 and 4.11.
We begin with the following standard large deviations estimate for Poisson processes. This estimate will be used in many of the arguments in this section. For a proof we refer the reader to [9] or Theorem 5.3 of [15] . 
The above corollary follows from some straightforward calculations on setting α = c * log r and = θ in Theorem 5. 
Remark 5. 
From the form of the scheduling policy in Definition 3.6 it follows that Q r 3 (τ r 2n−2 ) < C r − 
Note that every τ r 2k−1 (k = 1, 2, . . .) corresponds to one up-crossing of Q r
Q r 1 (s) from below L r to the threshold level L r or above. Each such up-crossing, either requires at least one service of a Class 1 job, which in turn implies at least 1 arrival of a Class 1 job, or it requires one service of a Class 2 job, which implies 1 arrival of a Class 2 job has occurred. Thus the number of τ r 2k−1 in the interval [0, r 2 t] is bounded above by A r 1 (r 2 t) + A r 2 (r 2 t). Therefore, 
(C r − L r + 1), using (4.35) and the fact that c ≥ 1 + 4/θ 3 . Choosing r to be sufficiently large, so that
gives that for such r, Q r 1 (s) > κ (C r − L r + 1). The sum (5.10) follows from (5.8), the fact that (4.35) implies C r < κ(C r − L r + 1) and (5.5). The third term (5.11) is obtained using the fact that the indicator restricts us to the values of s for which Q r
Note that by our choice of κ (see (4.35)), we have that 15) where κ i are as in (5.8). Now, each summand in (5.12) can be split over the sub-intervals formed by the η r,n 
It is easy to see that in either case Q r 1 (s) > 0 using the fact that C r − L r ≥ 1 for r sufficiently large.
Let, for r ∈ S, Q r (·) denote a M/M/1 queue-length, with arrivals at rate λ r 1 , and service times at rate µ r 1 . Define the stopping time
Then using the memoryless property of the exponential distribution and the form of the scheduling policy, it follows that each summand in (5.17) is bounded by Observing that {β r,n m } are stopping times with respect to the filtration generated by the queuelength processes, using the strong Markov property of the Poisson processes, and using Corollary 5.2, we have for some constant C 1 and function C 2 (·) (not depending on r),
