In this paper, we study a strongly coupled system of partial differential equations which models the dynamics of a two-predator-one-prey ecosystem in which the prey exercises a defense switching mechanism and the predators collaboratively take advantage of the prey's strategy. We demonstrate the emergence of stationary patterns for this system, and show that it is due to the cross diffusion that arises naturally in the model. As far as the authors are aware, this is the first example of stationary patterns in a predator-prey system arising solely from the effect of cross diffusion. r 2004 Elsevier Inc. All rights reserved.
Introduction
In this paper, we study an ecosystem consisting of two predators and one prey. In such a system, we might expect the prey to develop two separate sets of defensive capabilities, one effective against each of the predators, and would switch from one set to the other depending on the relative abundance of the two predator species. Such defense switching behavior has been described, for example, for a fish species in Lake Tanganyika against two phenotypes of the scale-eating cichlid P. microlepis [33] . On the other hand, we might also expect the predators to develop migratory strategies to take advantage of the prey's defense switching behavior. Such migratory behavior, which depends on the concentration of both predators, constitutes a cross diffusion which is in addition to each species' natural tendency to diffuse to areas of smaller population concentration. As the predators cross diffuse, and the prey switches its defense, we might expect such an ecosystem to exhibit a rich dynamical interplay among the three species. In this paper, we will show that this is indeed the case. In particular, we will demonstrate the emergence of so-called stationary patterns.
The role of diffusion in the modelling of many physical, chemical and biological processes has been extensively studied. Starting with Turing's seminal 1952 paper [34] , diffusion and cross diffusion have been observed as causes of the spontaneous emergence of ordered structures, called patterns, in a variety of nonequilibrium situations. These include the Gierer-Meinhardt model [14, 18, [39] [40] [41] , the Sel'kov model [11, 36] , the Noyes-Field model for Belousov-Zhabotinskii reaction [31] , the chemotactic diffusion model [21, 38] , the competition model [6, 10, [22] [23] [24] , the predator-prey model [7, 8, 12, 13, 17, 19, 20, 29, 30, 37] , as well as models of semiconductors, plasmas, chemical waves, combustion systems, embryogenesis, etc., see e.g. [3, 5, 9] and references therein. Diffusion-driven instability, also called Turing instability, has also been verified empirically [4, 28] .
In mathematical ecology, the classical predator-prey model, due independently to Lotka and Volterra in the 1920s, reflects only population changes due to predation in a situation where predator and prey densities are not spatially dependent. It does not take into account either the fact that population is usually not homogeneously distributed, nor the fact that predators and preys naturally develop strategies for survival. Both of these considerations involve diffusion processes which can be quite intricate as different concentration levels of preys and predators cause different population movements. Such movements can be determined by the concentration of the same species (diffusion) or that of other species (cross diffusion).
What is of interest in a predator-prey system is whether the various species can coexist. Sometimes, the species co-exist in a steady state. In the case where the species are homogeneously distributed, this would be indicated by a constant positive solution to the mathematical model. In the spatially inhomogenous case, the existence of a non-constant time-independent positive solution, also called stationary pattern, is an indication of the dynamical richness of the system. Many authors have established the existence of stationary patterns in various population dynamics models in the presence of diffusion; some of these have been cited above. However, as far as the authors are aware, in all the predator-prey models with cross diffusion studied so far (such as [7, 8] ), stationary patterns arise already with the introduction of the diffusion term for each species. The model being studied in this paper seems to be the first where stationary patterns do not emerge from the diffusion of individual species, but only appear with the introduction of cross diffusion. We also remark that a number of authors have studied strategic behaviors in preys as well as predators that dampen oscillatory dynamics inherent in predator-prey models. By introducing a mutualism between the predators through a cross-diffusive strategy, our result shows that stationary pattern emerges in a striking way.
While the present paper is written specifically for a predator-prey model, it can be seen that the results are of wider interest and would apply also to other threecomponent systems with similar dynamical relations among the components.
Mathematical model
A simple Lotka-Volterra model of a two-predator-one-prey system may be written as the ODE system
ð2:1Þ
where P 1 ; P 2 and R are the population densities of two predator species and a prey species respectively, a 1 and a 2 are the respective mortality rates of the first and second predators, a 3 is the intrinsic growth rate of the prey, K is the carrying capacity of the prey, f 1 and f 2 are the respective predation rates of the first and second predators, and s 1 and s 2 are the conversion rates of the first and second predators. Defense switching behavior exercised by the prey may be modelled by taking predation rates f 1 and f 2 as functions of P 1 and P 2 ; such as
where b 1 and b 2 are the predation coefficients of the first and second predators respectively [32] . In these functions, we see that, as a result of the defense switching behavior of the prey, the predation rate decreases as the concentration of that predator increases. Substituting (2.2) into (2.1), we have
Using the scaling
and omitting the symbol ''B'', then (2.3) becomes
ð2:4Þ
For simplicity of calculation, we shall consider only the case
The conclusions of this paper continue to hold for general s 1 and s 2 : In fact, in our discussions we use only the special structure of the three non-linear terms of (2.4):
that is, they have the same denominators and the first plus the second equals the third.
Using the non-dimensional variables and parameters
and re-denoting t by t; the non-dimensionalized form of (2.3) becomes
where a; b; r and y are positive parameters (defined above). To avoid excessive technicalities, we shall take y ¼ 1 throughout this paper.
Denote u ¼ ðu 1 ; u 2 ; u 3 Þ T and
It is easy to see that (2.5) has a positive steady state if and only if rb4a þ b: ð2:6Þ
In this case, the positive steady state is uniquely given bỹ
Throughout this paper, we will always assume that (2.6) holds, and denote * u ¼ ðũ 1 ;ũ 2 ;ũ 3 Þ T : To take into account the inhomogeneous distribution of the predators and prey in different spatial locations within a fixed bounded domain OCR N at any given time, and the natural tendency of each species to diffuse to areas of smaller population concentration, we are led to the following PDE system of reaction-diffusion type:
xA@O; t40; u i ðx; 0Þ ¼ u i0 ðxÞX0; i ¼ 1; 2; 3; xAO:
In the above, n is the outward unit normal vector of the boundary @O which we will assume is smooth. The homogeneous Neumann boundary condition indicates that the predator-prey system is self-contained with zero population flux across the boundary. The constants d 1 ; d 2 and d 3 ; called diffusion coefficients, are positive, and the initial data u i0 ; i ¼ 1; 2; 3; are continuous functions. It is obvious that * u is the only positive constant steady state of (2.8).
Finally, to take into account the strategy adopted by the predators to take advantage of the defense switching behavior of the prey, we will introduce a cross diffusion between the predators. Noting that the relationship between the two predators in (2.8) is co-operative, we shall include the cross diffusion term in the first equation only as follows:
xAO; t40;
In the above, k and e are positive constants, and k is called the cross-diffusion coefficient. In this model, the first predator u 1 diffuses with flux
We observe that, as 2ku 1 u 2 ðe þ u 
xA@O; t40; u i ðx; 0Þ ¼ u i0 ðxÞX0; i ¼ 1; 2; 3; xAO;
where the coefficients K ij ðuÞ satisfy
To make the problem more tractable mathematically, we consider only the case where one or two of the coefficients K ij ; iaj; to be non-zero (identically). We note that if K 12 ¼ K 21 0; then no stationary pattern is created. It seems to us that the term ku 1 =ðe þ u 2 2 Þ is the simplest reasonable function to realize stationary patterns. We observe that the term ku 1 =ðe þ u 2 Þ does not give stationary patterns; however, any ku 1 =ðe þ u 1þd 2 Þ with d40 gives the same results of this paper.
Finally, we remark that, due to the symmetry of the two equations, adding the cross-diffusion term to either the first equation or the second equation gives us the same result. It seems to be a more difficult mathematical problem to incorporate cross-diffusion terms to both equations. However, as we show in this paper, by adding the cross-diffusion term only to the first equation as in (2.8), the effect is sufficient to create stationary patterns.
The main result of this paper is to show that stationary patterns emerge only with the introduction of the cross-diffusion term. First, we will show that the constant positive steady state * u of (2.8) is global asymptotically stable; as a consequence (2.8) has no non-constant positive steady states (Theorem 2). Then we will show that under appropriate conditions, (2.9) possesses non-constant positive steady states, i.e., stationary patterns (Theorems 5 and 6).
The organization of this paper is follows: In Section 3, we will show that the equilibrium solution * u of (2.5) is globally asymptotically stable. In Section 4, we prove that the solution ðu 1 ðx; tÞ; u 2 ðx; tÞ; u 3 ðx; tÞÞ of (2.8) tends to the constant positive steady state * u uniformly on % O as t-N: This implies that (2.8) has no nonconstant positive steady states. The methods of Sections 3 and 4 are the local stability analysis via linearization and the Liapunov method. In the remaining sections, we study the problem (2.9). First, in Section 5, we establish a priori positive upper and lower bounds for its positive steady states. In Section 6, we analyze the linearized steady state problem of (2.9) at * u: In Section 7, we study the global existence of non-constant positive steady states for suitable values of the crossdiffusion coefficient k and the diffusion coefficient d 3 ; respectively. This is done using the Leray-Schauder degree theory. In the last section, we discuss the non-existence and bifurcation of non-constant positive steady states of (2.9).
Equilibrium solution of the ODE system
In this section we look at the ODE system (2.5). Let u ¼ ðu 1 ; u 2 ; u 3 Þ be a positive solution of (2.5), i.e., u i 40; i ¼ 1; 2; 3: It is easy to see that u 1 ðtÞ; u 2 ðtÞ and u 3 ðtÞ are bounded.
The objective of this section is to prove the following result.
Theorem 1. The equilibrium solution * u of (2.5) is globally asymptotically stable.
Proof. Define
Then Eð* uÞ ¼ 0; EðuÞ40 if ua* u: Referring to (2.5), we compute
We note, in view of (2.7) and (3.1), that
ð3:3Þ
and hence
By the Lyapunov-LaSalle invariance principle [15] 
for some positive constant C depending only on r and max % O u 30 ðxÞ: Therefore, jju i ðtÞjj L 1 ðOÞ are bounded in ½0; NÞ: Using [16, Exercise 5 of Section 3.5] we obtain that jju i ðtÞjj L N ðOÞ are also bounded in ½0; NÞ:
The aim of this section is to prove Theorem 2 which shows that the problem (2.8) has no non-constant positive steady state no matter what the diffusion coefficients d 1 ; d 2 and d 3 are; in other words, diffusion alone (without cross diffusion) cannot drive instability and cannot generate patterns for this predator-prey model. First, we recall the following result which can be found in [35] : Lemma 1. Let a and b be positive constants. Assume that j; cAC 1 ð½a; NÞÞ; cðtÞX0 and j is bounded from below. If j 0 ðtÞp À bcðtÞ and c 0 ðtÞpK in ½a; NÞ for some constant K; then lim t-N cðtÞ ¼ 0:
Theorem 2. The constant positive steady state * u of (2.8) is global asymptotically stable. As a consequence, problem (2.8) has no non-constant positive steady states.
Proof. We present the proof in two steps:
Step 1:
For each iX1; X i is invariant under the operator L; and l is an eigenvalue of L on X i if and only if it is an eigenvalue of the matrix
where
40:
A direct calculation yields
where A 1 ; A 2 and A 3 are given by
One can verify that c 3 ; c 2 ; c 11 ; c 12 ; c 13 40; and 
Applying the Routh-Hurwitz criterion it follows that the three roots x 1 ; x 2 ; 
Therefore,
As u 2 i pC; it follows that 
From (4.6) and the Poincare´inequality, we deduce that 
Now, using the first differential equation of (2.8), it follows from (4.9) that
At t ¼ t m ; we write In view of (4.12), we know that w i ũ i : Therefore, The global asymptotic stability of * u follows from (4.13) and the local stability of * u: Theorem 2 is thus proved. &
Bounds for positive steady states of PDE system with cross diffusion
The corresponding steady state problem of (2.9) is
In the following, the generic constants C 1 ; C 2 ; C Ã ; % C; % C; etc., will depend on the domain O: However, as O is fixed, we will not mention this dependence explicitly. Also, for convenience, we denote the constants ða; b; rÞ collectively by L:
The main purpose of this section is to give a priori positive upper and lower bounds for the positive solutions to (5.1). For this, we shall make use of the following two results. Proof. First, a direct application of the maximum principle to the third equation of (5.1) gives u 3 pr on % O: Define
Proposition 1 (Harnack inequality (Lin et al. [21])). Let wAC
Then we have 
Note that jjcjj N pð1 þ rÞ=d 1 ; and the Harnack inequality holds for j; i.e., max % O jpC 3 min % O j for some positive constant C 3 ¼ C 3 ðL; dÞ: We will show:
Þ for some constant tX0 and ðu 2 ; u 3 ; tÞ satisfies
We note that (5.6) implies that t40; for otherwise, u 2 0; and either u 3 0 or u 3 r; which contradicts Lemma 2. To see (i), write
By (5.2) and the regularity theory for elliptic equations, we see that the C 
Thanks to (5.8), we have c m -t for some non-negative constant t; from which we deduce that u 1;m -tðe þ u 2 2 Þ: As in the case koN; ðu 2;m ; u 3;m Þ-ðu 2 ; u 3 Þ for some non-negative functions u 2 and u 3 : It is easy to see that ðu 2 ; u 3 ; tÞ satisfies (5.6). Our claim is proved.
To complete the proof, we shall derive a contradiction from (5.4). We first discuss the case of koN: Let ðu 1 ; u 2 ; u 3 Þ satisfy (5.1). By (5.2), for each iAf1; 2; 3g; either u i 40 on % O; or u i 0 on % O: (1) If u 1 0 and u 2 40 on % O; then we have
which is a contradiction. Thus, u 2 0: Therefore, u 3 satisfies
This implies that either u 3 0 or u 3 r; which contradicts Lemma 2. Similarly, if u 2 0 then u 1 0; again a contradiction.
(2) If u 1 ; u 2 40 on % O and u 3 0; then u 2 satisfies
which is a contradiction. For the case k ¼ N; we have known that t is a positive constant and ðu 2 ; u 3 Þ satisfies (5.6). Applying (5.6) it is easy to see that u 2 0 implies u 3 0 or u 3 r; and u 3 0 implies u 2 0: This contradicts Lemma 2. The proof of Theorem 4 is thus complete. &
Local analysis at the constant positive steady state
In this section, we study the linearization of (5.1) at * u: Let X be as in Section 4, and define
BðCÞ ¼ fuAX j C À1 ou i oC on % O; i ¼ 1; 2; 3g; C40:
Then (5.1) can be written as 
where ðI À DÞ À1 is the inverse of I À D in X: As FðÁÞ is a compact perturbation of the identity operator, for any B ¼ BðCÞ; the Leray-Schauder degree degðFðÁÞ; 0; BÞ is well-defined if FðuÞa0 on @B:
Further, we note that
and recall that if D u Fð* uÞ is invertible, the index of F at * u is defined as indexðFðÁÞ; * uÞ ¼ ðÀ1Þ g ; where g is the number of negative eigenvalues of D u Fð* uÞ [26, Theorem 2.8.1].
We refer to the decomposition (4.1) in our discussion of the eigenvalues of D u Fð* uÞ: First, we note that, for each integer iX1 and each integer 1pjpdim Eðm i Þ; X ij is invariant under D u Fð* uÞ; and l is an eigenvalue of D u Fð* uÞ on X ij if and only if it is an eigenvalue of the matrix
Thus, D u Fð* uÞ is invertible if and only if, for all iX1; the matrix I À To facilitate our computation of indexðFðÁÞ; * uÞ; we will consider carefully the sign of Hðm i Þ: In particular, as the aim of this paper is to study the existence of stationary patterns with respect to the cross-diffusion coefficient k and diffusion coefficient d 3 ; we will concentrate on the dependence of Hðm i Þ on k and d 3 : At this point, we note that
Since we have already established that det F À1 u ð* uÞ is positive, we will only need to consider det fmF u ð* uÞ À G u ð* uÞg:
As
we have
9Aðe; k; d 3 ; mÞ; ð6:3Þ where If the parameters a; b and r satisfy
Thus, by continuity, there exists an e 0 40 such that a 1 ðeÞo0 for all epe 0 : In the following, we restrict our attention to 0oe p e 0 : In this range, 
This condition therefore gives a relationship between the intrinsic growth rate of the prey and the mortality rates and predation coefficients of the predators. For example, it is easy to see that if the prey grows too slowly, then it will die off and there will be no positive steady state solution.
Next we consider the dependence of A on d 3 :
In this case, we consider the limits
Theorem 6. Let the parameters a; b; r; e; d 1 ; d 2 and k be fixed, and satisfy (6.10). Let % m be given by the limit (6.11). If % mAðm n ; m nþ1 Þ for some nX2; and the sum s n ¼ P n i¼2 dim Eðm i Þ is odd, then there exists a positive constant D such that, if d 3 XD; (5.1) has at least one non-constant positive solution.
As the proofs of these results are similar, we will prove only Theorem 5.
Proof of Theorem 5. By (6.5), (6.6) and Proposition 4, there exists a positive constant K such that, when kXK; (6.7) holds and
We shall prove that for any kXK; (5.1) has at least one non-constant positive solution. The proof, which is by contradiction, is based on the homotopy invariance of the topological degree. Suppose on the contrary that the assertion is not true for some k ¼ % kXK: In the sequel we fix k ¼ % k:
and consider the problem ÀDFðt; uÞ ¼ GðuÞ in O;
Then u is a positive non-constant solution of (5.1) if and only if it is such a solution of (7.2) for t ¼ 1: It is obvious that * u is the unique constant positive solution of (7.2) for any 0ptp1: As we observed in Section 6, for any 0ptp1; u is a positive solution of (7.2) Now, by Theorems 3 and 4, there exists a positive constant C such that, for all 0ptp1; the positive solutions of (7.2) satisfy 1=Cou 1 ; u 2 ; u 3 oC: Therefore, Fðt; uÞa0 on @BðCÞ for all 0ptp1: By the homotopy invariance of the topological degree, degðFð1; ÁÞ; 0; BðCÞÞ ¼ degðFð0; ÁÞ; 0; BðCÞÞ:
ð7:6Þ
On the other hand, by our supposition, both equations Fð1; uÞ ¼ 0 and Fð0; uÞ ¼ 0 have only the positive solution * u in BðCÞ; and hence, by (7.4) and (7.5), degðFð0; ÁÞ; 0; BðCÞÞ ¼ indexðFð0; ÁÞ; * uÞ ¼ 1; degðFð1; ÁÞ; 0; BðCÞÞ ¼ indexðFð1; ÁÞ; * uÞ ¼ À1:
This contradicts (7.6) and the proof is complete. &
Non-existence and bifurcation
In this section, we discuss the non-existence and bifurcation of non-constant positive solutions of (5.1). This implies that u * u on O and the proof is complete. &
In the following we consider the bifurcation of non-constant positive solutions with respect to the cross-diffusion coefficient k and the diffusion coefficient d 3 :
In the consideration of bifurcation with respect to k; we recall that, for a constant solution u Ã ; ðk; u Ã ÞAð0; NÞ Â X is a bifurcation point of (5.1) if, for any dAð0;kÞ;
there exists kA½k À d;k þ d such that (5.1) has a non-constant positive solution. Otherwise, we say that ðk; u Ã Þ is a regular point. Bifurcation and regular points with respect to d 3 are defined analogously.
We shall consider the bifurcation of (5.1) at the equilibrium points ðk; * uÞ;k40; and ðd 3 ; * uÞ;d 3 40; respectively, while all other parameters are held fixed. Let S p ¼ fm 1 ; m 2 ; m 3 ; yg; and S ¼ fm40 j HðmÞ ¼ 0g where HðmÞ is as defined in (6.2). To emphasize the dependence of HðmÞ and S on k or d 3 ; we write Hðk; mÞ or Hðd 3 ; mÞ; and S k ðkÞ or S d 3 ðd 3 Þ; respectively. We note that for each k40 and d 3 40; S may have 0 or 2 elements.
The results of this section are contained in the following two theorems. Their proofs are based on the topological degree arguments used earlier in this paper. We shall omit them but refer the reader to similar treatments in [30] .
Theorem 8 (bifurcation with respect to k). (1) If S p -S k ðkÞ ¼ |; then ðk; * uÞ is a regular point of (5.1).
(2) Suppose S p -S k ðkÞa| and the positive roots of Hðk; mÞ ¼ 0 are all simple. If P m i AS k ðkÞ dim Eðm i Þ is odd, then ðk; * uÞ is a bifurcation point of (5.1). 
