We study the conjugacy approximation models in the context of Bayesian ranking and selection with unknown correlations. Under the assumption of normal-inverse-Wishart prior distribution, the posterior distribution remains a normal-inverse-Wishart distribution thanks to the conjugacy property when all alternatives are sampled at each step. However, this conjugacy property no longer holds if only one alternative is sampled at a time, an appropriate setting when there is a limited budget on the number of samples. We propose two new conjugacy approximation models based on the idea of moment matching. Both of them yield closed-form Bayesian prior updating formulas. We apply these updating formulas in Bayesian ranking and selection using the knowledge gradient method and show the superiority of the proposed conjugacy approximation models in applications of wind farm placement and computer model calibration.
INTRODUCTION
In this work, we are concerned about selecting the best among a finite set of alternatives. We consider the scenario where we are given a budget to perform a limited number of measurements to evaluate the performances of these alternatives before the final selection is made. In many realworld applications, the performances of the alternatives may have an underlying but unknown correlation structure, which could be exploited to improve learning for the whole set of alternatives while only a small number of measurements are performed. This situation arises in a variety of applications. One such example is computer model parameter calibration where one aims at selecting parameters that best matches the original physical system. Another example is the optimal wind farm placement (Qu et al. 2015) , where one selects a candidate location that has the highest expected wind power output. In these applications, it is usually too costly to first measure Bayesian model. This moment-matching-based approximation technique, as shown in our numerical experiment results, does not share the drawback of the conjugacy approximation based on minimizing the Kullback-Leibler divergence proposed in Qu et al. (2015) , where the posterior uncertainty may decline too quickly, leading to a "stalling behavior" in selecting which alternative to sample (see more detailed discussion on this issue in Remark 5.1).
The contribution of this article is twofold. From the methodology perspective, we provide two new alternative conjugacy approximation models for Bayesian ranking and selection under a normal-inverse-Wishart Bayesian model, both of which also yield closed-form prior updating formulas. We also show that they are superior to the Kullback-Leibler-based approximation in Qu et al. (2015) when applied to the knowledge gradient method in Bayesian ranking and selection according to our numerical study. We emphasize that the proposed technique could be used within other methods for Bayesian ranking and selection that can handle a normal-inverse-Wishart prior and could even be used in applications other than ranking and selection in which a normal-inverse-Wishart prior is used and one alternative is sampled at a time. However, the numerical evaluation of the proposed technique is done in the context of the knowledge gradient method to make a fair comparison to the existing benchmark (Qu et al. 2015) . From the application perspective, this article is the first one that applies the methodology of Bayesian ranking and selection to calibration of computer models under the calibration framework in Tuo and Wu (2015) and Wong et al. (2017) .
The rest of the article is organized as follows. In Section 2, we review the normal-inverse-Wishart Bayesian model for sequential learning, and the idea of approximating conjugacy for the Bayesian framework proposed by Qu et al. (2015) . In Section 3, we propose two new models for updating the prior information in the Bayesian framework. In Section 4, we briefly review the knowledge gradient method used to select the alternative to sample at each step based on the value of information. We show our computational experiment results in Section 5. Proofs of theoretical results are deferred to the appendix.
An extended abstract of this article appeared in a conference proceeding (Zhang and Song 2015) . This full version of the article presents an additional conjugacy approximation model that combines the ideas of moment matching and Kullback-Leibler divergence. We also present additional computational experiments motivated by applications in wind farm placement and computer model calibration.
PROBLEM SETUP
We aim to select the best alternative from a candidate set {1, . . . , K } according to their performances. For example, in the wind farm placement application, we choose the location with the highest wind power; in the computer experiments calibration, we choose the parameter setting which best matches the physical system. To be specific, let μ = (μ 1 , . . . , μ K ) be their true performances; our goal is to find k * ∈ argmax k ∈{1,2, ...,K } μ k .
However, μ k 's are unknown, so we can only choose the best alternative based on our belief about μ. Following the standard assumptions in Bayesian ranking and selection (Frazier et al. 2009; Qu et al. 2015) , we assume that our belief about μ follows a multivariate normal distribution
where, given Σ, the conditional distribution of μ is a multivariate normal distribution with mean vector θ 0 and covariance matrix (q 0 ) −1 Σ, and Σ follows an inverse-Wishart distribution with parameter B 0 and degree of freedom b 0 . In the literature of Bayesian statistics, the joint distribution of μ and Σ is also referred to as the normal-inverse-Wishart distribution. The expectation
, which quantifies the covariances between the performances of different alternatives.
We update our belief based on random measurements of the performances. LetŶ = (ŷ 1 , . . . , y K ) be a sample of the random measurement, which follows a multivariate distribution,
Our belief about μ can be updated sequentially as samplesŶ 1 ,Ŷ 2 , . . . are collected in a sequence. We denote by F n the filtration generated by the sequentially collected samples after n steps. The Bayesian update is very efficient using the Bayesian model in Equations (1) and (2). This is due to the conjugacy property of the normal-inverse-Wishart distribution in (1), which allows us to update the prior information after each new sample in a computationally tractable way (DeGroot 2004) . Specifically, suppose that the parameters in Equations (1) and (2) have been updated to θ n , B n , q n , and b n at the nth step, that is,
Given a new sampleŶ n+1 , the posterior density function of μ and Σ can be computed by
where
and
By combining the above terms, it can be shown that p(μ, Σ|F n+1 ) follows a normal-inverse-Wishart distribution with parameters
The normal-inverse-Wishart distribution provides a very convenient way to update the prior. However, this update requires a sample of all alternativesŶ n+1 at each step, which could be too expensive when the number of alternatives is large or sampling is costly. Powell and Ryzhov (2012) and Frazier et al. (2009) show that it is computationally advantageous to choose the most promising alternative to sample at each step. However, the flexibility of choosing only one alternative at a time will cause a significant challenge: The updating formula (8) cannot be applied in this case. The reason is that the posterior distribution of μ and Σ given only one sample at each step no longer follows a normal-inverse-Wishart distribution. To address this challenge, two important questions need to be answered: first, how to choose the most "promising" alternative at each step and, second, how to update the prior information in Equation (1) when only one alternative is sampled at each step. The first question has been addressed in the algorithmic literature, for example, by Qu et al. (2015) . We will review their approach in Section 4 and briefly present how this approach can be applied in our setting. For the second question, when the conjugacy property is not available, the MCMC sampling technique is usually applied for Bayesian inference. However, for sequential ranking and selection, closed-form updating formulas are often more desired due to their efficiency and convenience for implementation. Therefore, throughout this article, we focus on approximate conjugacy approaches that give rise to closed-form updating formulas. We next review one such approach proposed by Qu et al. (2015) in the rest of this section and propose our new approaches in Section 3.
We now review an existing prior updating method proposed by Qu et al. (2015) for the Bayesian model in Equations (1) and (2) using the idea of approximate conjugacy. For the convenience of presentation, we introduce notation that will be used throughout the rest of the article.
Notation. For any vector x ∈ R K , we denote by x k the kth element of x, and we denote by x −k ∈ R K −1 the vector consisting of all elements of x except x k . For any K × K symmetric matrix X , we let X kk be the kth diagonal element of X, X ·,k be the kth column of X, X −k,k ∈ R K −1 be the subvector of X ·,k whose kth element is excluded, and X −k,−k be the submatrix of X constructed by removing the kth row and the kth column of X. We also define:
We first consider how to update the prior information from the nth step, given that k is the alternative chosen to be sampled in the (n + 1)-st step. Given μ and Σ, the new updateŷ n+1 k follows a normal distribution,ŷ n+1 k ∼ N (μ k , Σ kk ). For notational convenience, we generally denote by p n (·) the approximated density function after n stages, andp n+1 (·) the posterior distribution including new dataŷ n+1 k and the approximated prior p n (·). Using Bayes' rule, the posterior distribution after including a new sampleŷ n+1 k can be expressed as
We see that the posterior distribution is no longer a normal-inverse-Wishart distribution. Therefore, the conjugacy property of normal-inverse-Wishart distribution cannot be applied. To simplify notation in the rest of our article, we drop the previously sampled dataŷ 1 k 1 , . . . ,ŷ n k n from the conditioning, that is, we directly use E(μ|Σ,ŷ n+1 k ) instead of E(μ|Σ,ŷ n+1 k ,ŷ 1 k 1 , . . . ,ŷ n k n ). To address this issue, Qu et al. (2015) proposed to use the "optimal approximation of conjugacy" based on minimizing the Kullback-Leibler divergence between the posterior distribution (9) and a normal-inverse-Wishart distribution, which also leads to a closed-form updating formula as follows: 
where Δb n is a number that can be numerically computed by a bisection algorithm, or approximated by K −1 according to Qu et al. (2015) . Although this framework works well in the numerical experiments shown by Qu et al. (2015) , matching two distributions using Kullback-Leibler divergence is a very strong requirement. From a practical perspective, this approach may cause the posterior uncertainty to decline too quickly, leading to a stalling behavior under the normal-inverse-Wishart setting. We will show some numerical experiments in Section 5 to illustrate this point in more detail. To address this issue, we propose two alternative models to match the posterior distribution with a normal-inverse-Wishart distribution.
MOMENT MATCHING BASED APPROXIMATE CONJUGACY
In this section, we consider two alternative models to approximate the posterior distribution (9) to a normal-inverse-Wishart distribution using the idea of moment matching. The first model employs the first-order moment matching, and the second model combines the idea of moment matching and Kullback-Leibler divergence minimization. Same as the model proposed in Qu et al. (2015) , both our new proposed models yield closed-form updating formulas, which make the Bayesian sequential ranking and selection procedure computationally tractable. A preliminary version of the first approximation model has appeared in a conference proceeding (Zhang and Song 2015) .
Conjugacy Approximation Based on First-Order Moment Matching
We consider how to update the prior information in Equation (1) in each step given a new observationŷ n+1 k . Following Qu et al. (2015) , we set the increase of number of samples as K −1 at each step, since only one among K alternatives is sampled. Therefore, we update q n+1 and b n+1 by q n+1 = q n + K −1 and b n+1 = b n + K −1 throughout this article.
We now consider how to update θ n+1 and B n+1 . Let us first recall how this is done when we obtain a sample of all alternativesŶ n+1 at the nth step. Notice that, p(μ, Σ|F n+1 ) in Equation (4) is the density function of a normal-inverse-Wishart distribution with parameters q n+1 , b n+1 , θ n+1 and B n+1 in Equation (8). Meanwhile, this implies that
That is, the updated parameters θ n+1 and B n+1 in Equation (8) match the first-order posterior moments of μ and q n+1 Var(μ|Σ,Ŷ n+1 , F n ). When only one alternative k is sampled, the posterior distributionp n+1 (μ, Σ|ŷ n+1 k ) in Equation (9) does not follow a normal-inverse-Wishart distribution. The updating formula (10) in Qu et al. (2015) is developed by minimizing the Kullback-Leibler divergence betweenp n+1 (μ, Σ|ŷ n+1 k ) and the density function of a normal-inverse-Wishart distribution. Instead of matching the density functions, we develop updating formulas by matching the corresponding first-order posterior moments in Equations (11) and (12). Specifically, we replace E(μ|Ŷ n+1 , F n ) and Var(μ|Σ,Ŷ n+1 , F n ) by their analogs E(μ|ŷ n+1 k ) and Var(μ|Σ,ŷ n+1 k ) when only one alternative is observed. By doing so, we choose the new parameters θ n+1 and B n+1 as their corresponding posterior moments in Equations (11) and (12). To do this, we need to compute the posterior moments with regard top n+1 (μ, Σ|ŷ n+1 k ). In Proposition 3.1 (a) and (b), we decomposē p n+1 (μ, Σ|ŷ n+1 k ) into a few parts whose first-order moments can be obtained easily. They will then be used to calculate the first-order posterior moments in Equations (11) and (12).
a|A, c,ŷ n+1
and A and c are independent.
As mentioned earlier, we update θ n+1 and B n+1 to be
The expectations can be calculated using the distributions given in Proposition 3.1. Proposition 3.2 summarizes the results.
Proposition 3.2. Given q n+1 and b n+1 , the updating formulas of θ n+1 and B n+1 are derived from computing the expectations in Equations (18) and (19) , which are given by:
Remark 3.3. As shown in Propositions 3.1 and 3.2, the moment matching procedure contains two folds. In the first fold, we matchμ
In the second fold, we choose the updated parameters
Since bothμ andΣ are functions of Σ (as shown in Proposition 3.1) givenŷ n+1 k , these expectations are taken with regard to the actual distribution of Σ|ŷ n+1 k . According to Equation (13), the moment matching in the first fold also guarantees that the distribution of μ|Σ,ŷ n+1 k exactly matches a multivariate normal distribution with parametersμ andΣ. However, the moment matching in the second fold cannot guarantee that the actual posterior distribution can be exactly matched with a normal-Inverse-Wishart distribution using the chosen parameters.
Remark 3.4. Notice that the moment-matching-based updating formulas are provided based on given b n+1 and q n+1 values. The incremental values, b n+1 − b n and q n+1 − q n , should take values from range [0, 1]. If n is large enough, then the selection of this incremental value is not critical. In this article, we follow Qu et al. (2015) and choose 1/K as the incremental value for both b n+1 and q n+1 . Indicated in Remark 3.3, the moment matching in the second fold does not guarantee that the actual posterior distribution can be exactly matched with a normal-Inverse-Wishart distribution using the chosen parameters. We next consider an alternative conjugacy approximation by combining the ideas of moment matching and Kullback-Leibler divergence minimization. Specifically, we use moment matching in the first fold of approximation (which is exact), and in the second fold for choosing θ n+1 , but we use Kullback-Leibler divergence minimization to choose B n+1 in the second fold.
Conjugacy Approximation by Combining Moment Matching and Kullback-Leibler Divergence Minimization
We now present an alternative conjugacy approximation model that combines the idea of moment matching and minimization of the Kullback-Leibler divergence. According to the proof of Proposition 3.1 (available in the appendix), the posterior distributionp n+1 (μ, Σ|ŷ n+1 k ) in Equation (9) can be decomposed as the product:
. Since μ|Σ,ŷ n+1 k follows a multivariate normal distribution, the moment matching and distribution matching give same results as indicated in Remark 3.3. However, p n+1 (Σ|ŷ n+1 k ) is not the density function of an inverse-Wishart distribution. Unlike the model proposed in Section 3.1, we consider minimizing the Kullback-Leibler divergence betweenp n+1 (Σ|ŷ n+1 k ) and an inverse-Wishart distribution to find B n+1 . The Kullback-Leibler divergence betweenp n+1 (Σ|ŷ n+1 k ) and the density function of an inverse-Wishart distribution ξ (Σ) with parameter B and degree of freedom b n+1 is given by
B n+1 is then obtained by solving min B>0 D n K L (B), which has a closed form that we show in Proposition 3.5.
By combining Equation (20) with the formula of B n+1 in Proposition 3.5, we obtain a new sequential prior updating procedure.
Remark 3.6. When all alternativesŶ n+1 are sampled in each step, both moment matching and Kullback-Leibler divergence minimization will lead to the same updating formula as in Equation (8).
In Section 5, we compare the performances of the proposed two new conjugacy approximation models with the one based on minimizing the Kullback-Leibler divergence more extensively through experiments motivated by two applications.
COMPUTATIONAL DETAILS OF THE KNOWLEDGE GRADIENT METHOD
In this section, we follow the knowledge gradient framework developed in Frazier et al. (2009) , Powell and Ryzhov (2012) , and Qu et al. (2015) on how to sequentially select the alternative to sample in each step. We note that, to apply our proposed moment-matching-based updating formulas in the knowledge gradient method, one just needs to change the parameters in the knowledge gradient criterion accordingly. Specifically, according to this framework, suppose we have obtained n samples, the alternative to be sampled in the next step, k n+1 , is the one that maximizes the value of information (Powell and Ryzhov 2012) :
where the expectation is taken with regard to the predictive distribution of θ n+1 k given all collected data points.
When the updating formula (10) derived from minimizing the Kullback-Leibler divergence is used, we have
According to Qu et al. (2015) , the predictive distribution of T n is a t-distribution with degree of freedom b n − K + 1. Thus, the expectation in Equation (30) can be computed using the properties of the t-distribution.
Similarly, when the updating formula (20) is derived based on moment matching, or the combination between moment matching and Kullback-Leibler divergence minimization as described in Section 3, s n (k ) in Equation (31) is defined as
and T n is the same as in Equation (33). Therefore, we can also use the predictive distribution of T n , that is, a t-distribution with degree of freedom b n − K + 1, to compute the expectation in Equation (30).
For all three conjugacy approximation models, according to the above analysis, the optimization problem that maximizes Equation (30) can be written as max k=1,2, ...,K
and s n k (k n+1 ) is the k th element of vector s n (k n+1 ). A closed-form solution of Equation (34) has been provided by Powell and Ryzhov (2012) and Qu et al. (2015) .
NUMERICAL EXPERIMENTS
We present numerical results to compare three approximate conjugacy models. In particular, we compare the performances of the proposed models and the one proposed in Qu et al. (2015) based on minimizing the Kullback-Leibler divergence using various test cases. The three models are labeled as 1. KL: Minimizing the Kullback-Leibler divergence as in Qu et al. (2015) (as described in Section 2). 2. Moment: Matching the first-order moments as described in Section 3.1. 3. Moment-KL: Combination of moment matching and Kullback-Leibler divergence minimization as described in Section 3.2.
The performances of the three conjugacy approximation models are compared using their corresponding opportunity costs at each step. As in Qu et al. (2015) , the opportunity cost of each model in step n is defined by Fig. 1 . Average opportunity cost at each step for 1,000 steps for three conjugacy approximation models applied to the Bayesian sequential ranking and selection on the multivariate normal example (Section 5.1) over 100 replications.
where μ k is the true performance of the kth alternative, θ n k is the posterior mean given by a certain model at step n, and μ argmax k θ n k is the true performance of the best alternative selected by a certain model at the nth step. A smaller opportunity cost indicates that the model is more accurate in selecting the best alternative. We would also expect that C n decreases with n. For all cases shown below, we replicate the overall procedure 100 times and report the average opportunity costs.
Data Generated from a Multivariate Normal Distribution
We first consider an example where the samplesŶ are generated from a multivariate normal distribution. We consider nine alternatives, and let their corresponding true mean values be 1 9 , 2 9 , . . . , 1, respectively. The true covariance matrix A is given as A i j = (−ρ) |i−j | , and we consider three different values for ρ, 0.1, 0.5, and 0.9, which indicate three different levels of correlation strength, low, median, and high, respectively. Figure 1 shows the performances of the three models on this example in terms of their opportunity costs (35) at each step for 1,000 steps. The prior parameters are estimated by the sample mean and sample covariance of 25 samples from all alternatives. We can see from Figure 1 that, as the number of steps increases, the opportunity cost decreases for all three models. In general, model "Moment" gives the smallest opportunity cost for the low correlation cases. However, the performance of model "Moment-KL" is comparable with and sometimes better than model "Moment" for the medium correlation case. In the high correlation case, the performances of all three models are close.
We next consider how the performances of three models vary using different numbers of samples for prior estimation. Table 1 shows the means and standard deviations of the final results (at the 1,000th step) on the multivariate normal example with 5, 15, and 25 samples for the prior estimation for each alternative. In Table 1 , columns labeled as "Opp. cost" and "Std" show the mean and the standard deviation of the opportunity cost, respectively (the same labels are also used in Table 2 and Table 4 ). We can see from Table 1 that, in terms of the final opportunity cost, "Moment" and "Moment-KL" perform better than "KL" in almost all cases considered. The statistical significance of the differences between different models is shown in Table 5 . We also see that, when the prior information is more accurate (when a larger number of samples is used), the opportunity cost is significantly lower for all three models in most cases.
As observed from both Figure 1 and Table 1 , all three models have similar results when the alternatives are highly correlated. This can be explained by Remark 3.6. When the correlation is high, and the number of alternatives is small (say, K = 9 in this case), a sample from a single In each row, the smallest opportunity cost and the opportunity costs that are not significantly different (in a statistical sense) from the smallest one are highlighted. alternative can indicate the performances of other alternatives with high probability. In this sense, sampling a single alternative has a similar effect as sampling all alternatives, in which case the three models are equivalent as discussed in Remark 3.6.
Remark 5.1. We next show the result of a simple experiment in Figure 2 to understand why model "KL" may be outperformed by the two moment-matching-based models. In this experiment, we generate two alternatives from a bivariate normal distribution with mean vector (0, 0.1) and Fig. 3 . Average opportunity cost at each step for 200 steps for three conjugacy approximation models applied to the Bayesian sequential ranking and selection on the wind farm placement test case (Section 5.2) over 100 replications.
unit variance. The correlation parameters are specified as 0.5. We show the posterior mean and posterior variance of our belief about μ for each model ("KL," "Moment," and "Moment-KL") at each step. From Figure 2 , we see that model "KL" may cause a "stalling behavior," that is, the posterior variance of one alternative to decline much faster than the other, so only one alternative is chosen after a certain point. For this simple case with only two alternatives, although this stalling behavior leads to inconsistent estimation for one alternative, it does not affect the correct selection. However, this stalling behavior may adversely affect the correct selection for instances with a larger number of alternatives.
Wind Farm Placement Using Wind Speed Historical Data
We next study the three models of conjugacy approximation, "KL," "Moment," and "Moment-KL" on the application of wind farm placement problem using real-world data. This application is borrowed from Qu et al. (2015) , where model "KL" is compared with several other alternative approaches in the literature. In this problem, the goal is to select the best site among a set of candidate sites for installing new wind farms in terms of average wind power output. We use publicly available historical wind speed data in the United States from Cosgrove et al. (2003) . To be consistent with the results shown in Qu et al. (2015) , we use exactly the same setting described in that article. However, we may have used a different time period from the wind database (Cosgrove et al. 2003) : We collected hourly wind speed data from June 30, 2008 to December 31, 2011 , whereas Qu et al. (2015 did not report the range of dates where the data was collected.
As in Qu et al. (2015) , we choose from 64 candidate sites distributed on an 8 × 8 grid from the state of Washington. We use three different levels of latitude and longitude resolutions, that is, 0.125 degrees (High), 0.25 degrees (Medium) and 0.375 degrees (Low). A higher resolution means higher spatial correlations between different locations and fewer differences between their true means. Figure 3 shows the average performances of the three conjugacy approximation models in each step for 200 steps over 100 replications. Table 2 shows the average means and standard deviations of the final opportunity cost (at the 200th step) of the three models over 100 replications. Similarly to what we have observed in Section 5.1, the proposed models "Moment" and "Moment-KL" perform better than "KL" in most scenarios. The statistical significance of the differences between different models is shown in Table 6 . Furthermore, we observe in Figure 3 that the performances under three resolutions are significantly different from each other. This can be explained by the different resolutions considered in the three cases. For the low-resolution case (the distance between two alternatives is large), the true performances of different alternatives are significantly In each row, the smallest opportunity cost and the opportunity costs that are not significantly different (in a statistical sense) from the smallest one are highlighted. different from each other; therefore, it is easy to distinguish among these alternatives and make the correct selection, which ends up with a small opportunity cost. For the high-resolution case (the distance between two alternatives is small), the true performances of different alternatives are similar; therefore, even if a wrong selection is made, it does not lead to a large opportunity cost. The medium resolution case does not enjoy the advantages in either a low-or high-resolution case, and it gives the worst results in terms of opportunity cost among the three cases.
Computer Model Calibration
In this section, we formulate the computer model calibration problem as a Bayesian ranking and selection problem. Consider a physical system with x ∈ X ⊂ R d being the control variables. The response of the system can be seen as a real-valued stochastic function, denoted by η(x ). When running physical experiments is costly, a statistical predictorη(x ) (such as the interpolator in Tuo and Wu (2015) ) can be used to model the unknown true response η(x ) based on a set of observations. Computer experiments are usually used to mimic costly physical experiments. Input parameters of a computer model include control variables x in the physical system, as well as a calibration variable λ, which describes some inherent features of the physical system. Let the response of this computer model be f (x, λ); the goal of calibrating this computer experiment is to reduce the gap between f (x, λ) and η(x ) by choosing an appropriate λ. We consider the case where the calibration variable λ is a qualitative parameter with K different qualitative levels. For cases where multiple qualitative variables exist, we let λ be an aggregate qualitative parameter whose qualitative levels correspond to all level combinations of these variables. Similarly to Tuo and Wu (2015) and Wong et al. (2017) , the calibration variable λ is chosen by minimizing the mean squared error (MSE) between the physical model and the computer model:
where the expectation is taken over the entire input space of x and the randomness of the physical system and/or the computer model (depending on whether the computer model is stochastic). The mean squared error in Equation (36) measures the model discrepancy of f (x, λ). Since f (x, λ) and η(x ) are unknown and only available at a few design points, the MSE in Equation (36) is not readily available for each λ. By surrogating η(x ) withη(x ), the MSE of each qualitative level could be estimated empirically. By setting λ at its kth qualitative level, we run the computer model on a design of control variables D = {x 1 , . . . , x m } and denote by f k (x i ) the outputs for i = 1, . . . ,m. 
We arrangeŷ k 's from all qualitative levels in a single vector
which estimates the model discrepancy of f (x, λ) at all K qualitative levels of λ. Hence, we have formulated this problem into a Bayesian ranking and selection problem: The samples are the estimates of MSEs, and the alternatives are the qualitative levels of the calibration parameter λ indexed from {1, . . . , K }.
We test the three conjugacy approximation models, "KL," "Moment," and "Moment-KL," for computer model calibration on the Borehole function (Morris et al. 1993 ), a widely used example for illustrating various methods in computer experiments. This function models the flow rate of water through a borehole and has the following form:
where x = (x 1 , . . . , x 5 ) and λ = (λ 1 , λ 2 ), and the ranges and units of these inputs are given in Table 3 . Inputs x 1 -x 5 are the control variables of this system, and inputs λ 1 and λ 2 are the qualitative calibration parameters. Function (39) is used as the computer model, and the true physical system is specified as
In our experiments, we computeŷ n+1 k in each step according to Equation (37), where we assume the physical model η(·) in Equation (40) is known. We let λ 1 be a qualitative parameter with three equally spaced levels, and we consider two different numbers of levels for parameter λ 2 , 10 and 17, which gives 30 and 51 level combinations in total, respectively. For each qualitative level, we generate the design points of the control variables x using a five-dimensional Latin hypercube design with m runs. We also compare the Bayesian sequential data collection methods with a traditional one-shot space-filling design approach. The computer model in Equation (39) can be treated as a computer code with five quantitative inputs and one qualitative input containing K levels. For this problem, sliced Latin hypercube designs with K slices (Qian 2012) are typically used to set up the experiments. We vary the number of samples m within each slice and generate sliced Latin hypercube designs with K slices to conduct computer model calibration. The total number of samples included in each case is m × K. The results of this one-shot design are shown in Table 4 . In each row, the smallest opportunity cost and the opportunity costs that are not significantly different (in a statistical sense) from the smallest one are highlighted. Fig. 4 . Average opportunity cost for three conjugacy approximation models applied to the Bayesian sequential ranking and selection on computer model calibration with borehole function (Section 5.3) with 30 and 51 qualitative levels over 100 replications. Table 4 and Figure 4 show the performances of different models. Consistent with what we have observed in the previous two examples, the moment-matching-based models "Moment" and "Moment-KL" outperform model "KL." Compared to the one-shot design method "SLHD," we see that the Bayesian sequential selection method with three conjugacy approximation models performs significantly better when the total number of samples (m × K) is less than or equal to 300. However, when the total number of samples is large enough (say, m × K is more than 450), "KL" is outperformed by "SLHD," whereas "Moment" and "Moment-KL" still perform the best. The statistical significance of the differences between different methods is shown in Table 7 .
We summarize our findings from our numerical experiment results. In almost all cases, model "Moment" consistently performs the best (or close to the best) in terms of opportunity cost among the three models. However, in this article we do not focus on cases where the number of alternatives is very large (say, 100-1000). For large-scale cases, model "Moment-KL" can be customized to yield a fairly sparse covariance matrix, which helps alleviate numerical issues and facilitate parallel computing. For example, this can be done by adding an L 1 penalty term to the Kullback-Leibler divergence minimization. This is a potential advantage of model "Moment-KL."
CONCLUSION AND FUTURE WORK
We have proposed two alternative conjugacy approximation models for Bayesian ranking and selection. Unlike the distribution match conjugacy approximation in Qu et al. (2015) , our proposal is developed based on moment matching. We have conducted comprehensive numerical experiments, including the applications of the Bayesian ranking and selection on wind farm placement and computer model calibration. Our experiment results have shown the superiority of the proposed models.
We also mention a few possible directions to further improve the proposed models. First, according to Remark 3.4, the optimal updating formulas for both q n and b n have not been well developed. One way to find the optimal updates is to investigate the definition and calculation of the generalized degree of freedoms (Ye 1998 ). Second, model "Moment-KL" can be extended to cases that involve a large number of alternatives, where a fairly sparse covariance matrix is desired from the computational perspective. Third, it would be an interesting future research direction to extend the proposed models for Bayesian ranking and selection problems with non-normal assumptions.
APPENDIX

A.1 Proof of Proposition 1
Proof. Proof of Proposition 1(a). Given Σ andŷ n+1 k , the density function of μ is given bȳ
To show Equation (41) is a multivariate normal distribution, we need to findθ andΣ that satisfȳ
By comparing Equations (41) and (42),θ and (q n+1 ) −1Σ should satisfy
where e k is a K-dimensional vector whose kth entry equals to 1 and other entries equal to 0. By applying the Sherman-Morrison-Woodbury matrix formula (Golub and Loan 1996) , we obtain the formula ofθ andΣ as in Proposition 1(a). 1(b) . Since A, a,ã, and c are functions of Σ, we first derive the density function of Σ. According to the proof in Proposition 1(a), we have that
Proof of Proposition
We now transform the variables in Equations (45) in terms of A, a, and c. Since
we express
The determinant of the Jacobian matrix for the transformations in Equations (46)-(48) is c K −1 . Therefore, we express
According to Equation (52), we havē
which further leads to the multivariate normal distributions of a andã. By integrating over a in Equation (52), we havep
, which leads to the independent Inverse-Wishart distributions of A and c.
A.2 Proof of Proposition 2
Proof. We update θ n+1 and B n+1 by matching them with the posterior moments ofθ andΣ in Proposition 1, that is,
Therefore, the tasks in this proposition is to derive E(θ |ŷ n+1 k ) and E(Σ|ŷ n+1 k ). We first derive E(θ |ŷ n+1 k ). Recall that
Thus,
According to the proof of Proposition 1(b), Σ ·,k /Σ kk is a vector whose kth component equals to 1, and other components equal to the entries in a defined in Proposition 1. We see from Proposition 1 that, givenŷ n+1 k and A, a follows a normal distribution with mean B n −k,k /B n kk . Thus, we obtain the expression of θ n+1 . Now we derive E(Σ|ŷ n+1 k ). According to the definition of A, a,ã, and c in Proposition 1, we havẽ Σ −k,−k = A + caa ,
The distributions of A, a,ã, and c are given in Proposition 1(b). The expectations of A,ã, and c can be directly given as
and 
Combining the results in Equation (54) and Equations (46)-(58), we obtain the updating formulas for B n+1 .
Notice that p(A|ŷ n+1 k ), p(c |ŷ n+1 k ), and p(a|A,ŷ n+1 k ) are not necessarily the density functions of A, c, and a|A.
Therefore, we have
We now derive the terms in Equation (64) one by one. First,
Second, according to the Inverse Wishart distribution of c, we have E log c −1 ∝ log B −1 kk and Ec = (b n+1 − K + 1)B kk .
Thus, we obtain 
Combine Equations (65)-(68), the objective function can be expressed as , and the corresponding minimum of Equation (69c) is 0. We then notice that Equation (69a) only involves B kk , and Equation (69b) only involves B −k |k , by optimizing Equations (69a) and (69b) with respect to B kk and B −k |k , respectively, we get
.
A.4 Hypothesis Testing Results of Numerical Examples
For each numerical example shown in Sections 5.1-5.3, we conduct t-tests to compare the difference of the opportunity costs between each pair of models. The p-values of these hypothesis test are provided in Tables 5-7, which correspond to Tables 1, 2, and 4, respectively. 
