Predictive analytics techniques are widely used in the application field, and the most common of these is fitting data with functions. The aim of function fittings is to predict the value of a response, by combing the regressors. Univariate probit and logit models are used for the same purposes when the response variable is binary. Both models used applied for the estimation of the functional relationship between response and regressors. The question of which model performs better comes to the mind. For this aim, a Monte Carlo simulation was performed to compare both the univariate probit and logit models under different conditions. In In this paper we considered the simulation of, employing latent variable approach with different sample sizes, cut points, and different correlations between response variable and regressors were taken into account. To make a comparison between univariate logit and probit models, Pearson residuals, deviations, Hosmer and Lemesshow, area under Receiver Operating Characteristic (ROC) curve, and Pseudo-R square statistics which are used for qualitative data analysis, were calculated and the results were interpreted.
Introduction
Predictive analytics techniques are widely used in the application field, and the most common of these is fitting data with functions. The aim of function fittings is to predict the value of a response, by combing the regressors. In many studies variables of interest are binary and the adapted techniques to deal with these case are univariate probit and logit models. Univariate probit and logit models are members of the family of generalized linear models (GLM) and analyze the relationship between regressors and binary response variable. The formula of univariate probit model with p regressors [6] is equal:
Here f is univariate Logit model [1] : (2) where is the cumulative standard normal distribution function, is the probability of an event is present that depends on p regressors, , is the coefficient of the constant term, and are the coefficients of the p regressors. The coefficients in equation s(1) and (2) are estimated using MLE [5] . In this paper we considered the simulation of the latent variable approach with different sample sizes, cut points and different correlations between response variables and regressors. To compare the models, Pearson residuals, deviations, Hosmer and Lemesshow, the area under Receiver Operating Characteristic (ROC) curve and Pseudo-R square statistics (used for qualitative data analysis) were calculated, and the results interpreted. In the next section in this paper, basic concepts of latent variable model for univariate probit and logit models. The goodness-of-fit tests which are the basis of our comparison between the two models displayed in Section 3. He simulation performed for different sample sizes, different correlations between variables, and different cut points for latent response variable and it's results in Section 4. And the conclusion in Section 5.
A Latent Variable Model for Univariate Probit and Logit Models
The response variable in univariate probit and logit models have only two categories. The occurrence and nonoccurrence of events are the categories in the response variables. Univariate probit and logit models assume an underlying response variable defined as which can be presented as a functional relationship as follow:
.
Here is unobserved or a latent variable ranging from to that generates the observed variable . The larger values of are classified as , while those with smaller values of are observed as . The latent variable is assumed to be linearly dependent to the observed regressors throughout the structural model in equation (3) .
is related to the observed binary variable with the equation below: (4) Where is the cut point and are independent observations obtained from subjects [7] . If is greater than then then . If is less than then then .
The latent variable model for binary outcomes is illustrated in Figure (1) . Figure  (1 ) is a figure from [7] and considered here for clarification. 
188

Abeer H. Alsoruji et al.
For a given value of and ; ,
Substituting the structural model in equation (3) with one regressor and rearranging equation (5) .
This equation shows that the probability depends on the distribution of the structural error ε. Two distributions of the structural are commonly assumed, both with an assumed mean of . First, the structural error is assumed to be distributed normally with . This leads to the univariate probit model:
Alternatively, the structural error is assumed to be distributed logistically with , leading to the univariate logit model:
In general for both models, the probability of the event occurring is the cumulative density function (CDF) of the structural error evaluated at given values of the regressors. is the CDF of standard normal distribution for the probit model and the CDF of standard logistic distribution for the logit model. The relationship between the linear latent variable model and the resulting nonlinear probability model is shown in Figure (4.2) [Scott Long (2001) ] for a model with a single regressor [2] , which is shown in [7] . Figure (2)) (a) shows the structural error distribution for nine values of x, which labeled , . The area where corresponds to and has been shaded. Figure ( 2) (b) plots corresponding to the shaded regions in (a). As moving from to , only a portion of the thin tail crosses the cut point in (a), resulting in a small change in in (b). As moving from to to 4, thicker regions of the structural error distribution slide over the cut point and the increase in becomes larger. The resulting curve is the well-known Scurve associated with the binary response model.
Goodness-of-fit Measures
The goodness of fit measures of a statistical model describe how well it fits a set of data. There are several methods for assessing the fit of an estimated univariate probit and logit model in equation (1) and (2) . A single covariate pattern is defined as a single set of values of the regressors (covariates) used in the model. For example, if two regressors (covariates), gender (Female and Male) and class (smoking, nonsmoking) are used in a data set, then the maximum number of distinct covariate patterns is four. There are basically two types of covariate patterns. Type one pattern, there are no tied regressors (covariates) which indicates that each subject has a unique set of regressor values, and the number of covariate patterns is equal to the number of subjects, i.e., . This is very common, when only continuous regressors are involved in the univariate probit and logit models and this is the case of our simulation in this paper. For the type two pattern, some subjects have tied regressors (covariates), that is, they have the same regressor values, making the number of covariate patterns less than the number of subjects, i.e., . In the type two pattern, let the total number of success be and the total number of failures be , and it follows that . Suppose subjects in the covariate pattern has the same regressor values, then,
. Let denote the number of successes in the group with covariate pattern. It follows that . Similarly, let denote the number of failures observed by subjects in the group with covariate pattern. It follows that . Under type two covariate pattern, the binary response variable can be represented by a by frequency table. The two columns of the table corresponding to the response variable, and the rows corresponding to possible covariate patterns [8] .
The likelihood function and the log-likelihood function can be written respectively as below for type two covariate pattern .
Let be the maximum likelihood estimate of associated with the covariate pattern, then the expected number of success observed by the subject in the group with covariate pattern is (9) So The Pearson Chi-square test statistic is (10) Where is the Pearson residual defined as: (11) Hence, Pearson χ2 statistic is summing the square of all observation Pearson residuals. The Pearson Chi-square test statistic in equation (10) 
Where is the deviance residual for the covariate pattern which is define as; (13) The sign of the deviance residual is the same as that of Devi. The statistic in Equation (12) follows a chi-square distribution with degree of freedom Like the Prearson Chi-square test the p-value in Deviance test are not correcting under type one covariate pattern for which .
The Hosmer and Lemeshow Test
Many goodness-of-fit tests of univariate probit and logit models are developed to proposed test statistics dealing with the situation in which both discrete and continuous regressors are involved in these models. The widely known test which group the subjects based on the estimated probabilities of success . The test statistic, , is calculated based on the percentiles of estimated probabilities. The test statistic method is included in several major statistical packages. The tests proposed by [5] do not require the number of covariate patterns less less than the total number of the subjects ( . In this method, the subjects are grouped into groups with each group containing subjects. The number of groups is about , the first group contains subjects having the smallest estimated probabilities obtained from the fitted assumed model. The second group contains subjects having the second smallest estimated probabilities, and so on. Let be the average estimated probability, then the expected number of success observed by the subject in the group with is
where , and , is the total subjects in the group. let be the number of subjects with in the group. Hence a by frequency 
Pseudo-R Square
In linear regression using ordinary least squares, represents the proportion of variance explained by the model. This measure provides a simple and clear interpretation, takes values between and , and becomes larger as the model fits better. Using univariate probit and logit models, an equivalent statistic does not exist, and therefore several pseudo-statistics have been developed.
McFadden's R-square
McFadden's R-square comparing a model without any predictor to a model including all predictors. It is defined as: (16) is the log likelihood of null model (contains intercept only) and is the log likelihood of given model with regressors [3] . In many software, there are two modified versions of this basic idea, one developed by Cox and Snell and the other developed by Nagelkerke.
Cox and Snell R-square
Cox and Snell R-square is expressed as:
. (17) is the likelihood of null model (contains intercept only) and is the likelihood of given model with regressors. Because this value cannot reach 1, Nagelkerke modified it. The correction increases the Cox and Snell version to make 1 a possible value for [10] .
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Nagelkerke R-square
Nagelkerke R-square allowed the Cox and Snell version to have a value of 1 for , which is defined as:
Where is the likelihood of null model (contains intercept only) and is the likelihood of given model with regressors.
Discrimination with ROC Curve
Before we start talking about ROC curve we have to mention a classification table and discussed. The classification table is a method to evaluate the predictive accuracy of the univariate probit and logit models. Consider sensitivity = P( and specificity = P( . Higher sensitivity and specificity indicate a better fit of the model [9] . Using different cut of points and calculation the classification tables, sensitivity and specificity of the model for each cut off point to choose the best cut off point for the purposes of classification. One might select cut off point that maximizes both sensitivity and specificity.
Extending the above two-by-two table idea, rather than selecting a single cut off point, the full range of cut off points from 0 to 1 can be examined. For each possible cut off point, a two-by-two classification table can be formed. Plotting the pairs of sensitivity and one minus specificity on a scatter plot provides an ROC (Receiver Operating Characteristic) curve. The area under this curve (AUC) provides an overall measure of fit of the model. The AUC varies from 0.5 (no predictive ability) to 1.0 (perfect predictive ability) [11] .
Simulation Study
The main aim of this study is to determine whether there exists a difference between univariate probit and logit models in fitting under certain conditions that are different sample sizes, different coefficients correlations between variables and different cut points for latent response variable. In simulation, latent response variable in equation (3) with is continuous and affected by three regressors coming from multivariate standard normal distribution with means are zero and the variances are one. Also, we consider three different variance-covariance matrices for multivariate standard normal distribution in data generating process. These matrices were chosen arbitrarily that they were positive definitive and correlations between regressors were zero. Special covariance values were chosen to create different correlation between response and regressors [2] . Covariances between variables means that correlations between them because the variables have been generated from multivariate standard normal distributions. The three variance-covariance matrices are:
To examine the effect of sample size in model selection, five different sample sizes were considered: , , , and . For each of the matrices and sample sizes, the number of simulation was times which was found to be sufficient. After data generation, the latent response variable transformed to a binary case for two different cut points: and 0.25. These two cut points are score in standard normal distribution table corresponds to event probability. In simulation study, different data generation were performed and generated a total of data. In the next step, parameter and probability estimations were obtained using both univariate probit and logit models with MLE approach. Then, goodness of fit statistics and their means on replication were calculated. Table (3. 2) and (3.4), univariate logit model is better than the univariate probit model in "high" case, for and sample sizes, which is wrote in bold black. This is because statistic mean values from the univariate logit model are significantly smaller than the values from the univariate probit. In "low" and "no" cases, the mean of statistics in univariate logit model is very close to the mean of statistics in univariate probit model and hence both models fit the data set identically so there is no preference. When response and regressors are uncorrelated, used models are expected to give inaccurate results so goodness of fit measure values for those models should be bad. In low and no cases, this is true. In low and no cases, this is true. Since there is not difference between Table ( 2) and Table (4) in interpretation thus cut points do not affect model selection. In the rest of the other measure (AUC and Pseudo-R square) in Table  ( 3) and (5), there are not significantly different between univariate probit and logit models. So, Pearson and Hosmer and Lemeshow statistics were considered more appropriate for comparison univariate probit and logit models. 
Conclusion
In this paper, we have compare between univariate probit and logit models which are members of the family of generalized linear models (GLM). In addition, different goodness-of-fit tests are discussed and their behavior are compared in both models through a Monte Carlo simulation under different conditions. This is because of variance of probit model is one and variance of logit model is , so logit model has more flat distribution.
Although the logit model has heavier tails because it is greater spread of the distribution curve. In another word, univariate logit model is better than univariate probit model in larger sample size because when the sample size increases, probability of observes in tail increases too. This is the reason for univariate logit model is better than univariate probit model in large sample sizes.
