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The paper briefly reviews a theory of intonational prosody
and its relation syntax, and to certain oppositions of discourse
meaning that have variously been called "topic and comment",
"theme and rheme", "given and new", or "presupposition and
focus." The theory, which is based on Combinatory Categorial
Grammar, is presented in full elsewhere. The present paper examines its implications for the semantics of "focus".
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The structural units of phrasal intonation are frequently orthogonal to the
syntactic constituent boundaries that are recognised by traditional grammar
and embodied in most current theories of syntax. As a result, much recent work on the relation of intonation to discourse context and information
structure has either eschewed syntax entirely (cf. [4], [lo], [12], [ 5 ] ) ,or has
supplemented traditional syntax with entirely non-syntactic string-related
principles (cf. [7]). Recently, Selkirk [23] and others have postulated an
autonomous level of "intonational structure" for spoken language, distinct
from syntactic structure. Structures at this level are plausibly claimed t o be
related t o discourse-related notions, such as "focus". However, the involvement of two apparently uncoupled levels of structure in Natural Language
grammar appears to complicate the path from speech to interpretation unreasonably, and to thereby threaten the feasibility of computational speech
recognition and speech synthesis.
In [28] and [30], I argue that the notion of intonational structure formalised by Pierrehumbert, Selkirk, and others, can be subsumed under a
rather different notion of syntactic surface structure, that emerges from the
"Combinatory Categorial" theory of grammar [26], [27]. This theory engenders surface structure constituents corresponding directly to phonological
phrase structure. Moreover, the grammar assigns to these constituents interpretations that directly correspond to what is here called "information
structure" - that is, the aspects of discourse-meaning that have variously
been termed "topic" and "comment", "theme" and "rheme", "given" and
"new" information, and/or "presupposition" and L'focus".
Certain syntactic categories and constructions, such as particles like only
and even also "associate with focus" in the sense that they conspire with intonation in utterances like the following to yield a fixed information structure,
carrying presuppositions about the background context.
(1) Harry only introduced MARY to Alice.
Here the effect is not only to make Mary "new" or the center of attention,
and the fact that Harry introduced someone to Alice the background, but
also, as Rooth [22] and von Stechow [24] have pointed out, to entail that
Harry did not introduce anyone else to Alice. The present paper reviews the
intonational theory and examines its applications to this problem.

One common intonation for an answer to the question (a) intuitively imposes
the structure indicated by the brackets in b, below (stress, marked in this
case by raised pitch, is indicated by capitals):

(2) a. I know that Alice likes velvet. But what does MAry prefer?
b. (MA-ry prefers) (CORduroy).

Such a grouping is orthogonal to the traditional syntactic structure of the
sentence.
Intonational structure nevertheless remains strongly constrained by meaning. For example, contours imposing bracketings like the following are not
allowed:

(3) #(Three cats)(in ten prefer corduroy)
Halliday [13] observed that this constraint, which Selkirk [23] has called the
"Sense Unit Condition", seems to follow from the function of phrasal intonation, which is to convey what will here be called "information structure"
- that is, distinctions of focus, presupposition, and propositional attitude
towards entities in the discourse model. These discourse entities are more
diverse than mere nounphrase or propositional referents, but they do not
include such non-concepts as "in ten prefer corduroy."
Among the categories that they do include are what Wilson and Sperber
and E. Prince [21] have termed "open propositions". One way of introducing
an open proposition into the discourse context is by asking a Wh-question.
For example, the question in 2, What does Mary prefer? introduces an open
proposition. As Jackendoff [14] pointed out, it is natural to think of this open
proposition as a functional abstraction, a.nd to express it as follows, using the
notation of the A-calculus:

(4)

Xz [(prefer' x ) mary']

(Primes indicate semantic interpretations whose detailed nature is of no direct concern here.) When this function or concept is supplied with an argument corduroy1, it reduces to give a proposition, with the same function
argument relations as the canonical sentence:

(5) (prefer' corduroy1) rnaryl
It is the presence of the above open proposition rather than some other that
makes the intonation contour in 2b felicitous. (That is not t o say that its
presence uniquely determines this response, nor that its explicit mention is
necessary for interpreting the response.)
These observations have led linguists such as Selkirk to postulate a level
of "intonational structure", independent of syntactic structure and related to
information structure. The involvement of two apparently uncoupled levels of
structure in natural language grammar appears to complicate the path from
speech t o interpretation unreasonably, and to thereby threaten a number of
computational applications in speech recognition and speech synthesis.

It is therefore interesting to observe that all natural languages include
syntactic constructions whose semantics is also reminiscent of functional abstraction. The most obvious and tractable class are Wh-constructions themselves, in which some of the same fragments that can be delineated by a single
intonation contour appear as the residue of the subordinate clause. Another
and much more problematic class of fragments results from coordinate constructions. It is striking that the residues of wh-movement and conjunction
reduction are also subject to something like a "sense unit condition". For
example, strings like "in ten prefer corduroy" are as resistant to coordination
as they are to being intonational phrases.1
(6) *Three cats in twenty like velvet, and in ten prefer corduroy.
Since coordinate constructions constitute another major source of complexity
for theories of natural language grammar, and also offer serious obstacles t o
computational applications, the earlier papers suggest that this conspiracy
'I do not claim that such coordinations are absolutely excluded, just that if they are
allowed at all then: a) extremely strong and unusual contexts are required, and b) that
such contexts will tend t o support 3 as well.

between syntax and prosody should be interpreted as evidence for a unified notion of structure that is somewhat different from traditional surface
constituency, based on Combinatory Grammar.

Combinatory Categorial Grammar (CCG, 1261) is an extension of Categorial Grammar (CG). Elements like verbs are associated with a syntactic
"category" which identifies them as functions, and specifies the type and
directionality of their arguments and the type of their result. We use a notation in which a rightward-combining functor over a domain ,B into a range
a are written alp, while the corresponding leftward-combining functor is
written a\P. a and ,B may themselves be function categories. For example,
a transitive verb is a function from (object) NPs into predicates - that is,
into functions from (subject) NPs into S:

( 7 ) prefers := ( S \ N P ) / N P : prefer'
Such categories can be regarded as encoding the semantic type of their translation, which in the notation used here is identified by the expression to the
right of the colon. Such fuilctions can combine with arguments of the appropriate type and position by functional application:

(8) Mary

prefers

corduroy

(S\NP)/NP

NP

---- --------- -------NP

---------------- >
S\NP

------------- <
S

The syntactic types are identical to semantic types, apart from the addition
of directional information. The derivation can therefore also be regarded
as building a compositional interpretation, (prefer' corduroy1) maryl, and of
course such a "pure" categorial grammar is context free.
Coordination might be included in CG via the following rule, allowing
constituents of like type to conjoin to yield a single constituent of the same
type:

(9)

X conj X

(10) I

loath

X
and

detest

velvet

-- --------- ---- --------- ------

NP (S\NP)/NP conj (S\NP)/NP

........................

NP
&

(S\NP) /NP
(The rest of the derivation is omitted, being the same as in 8.) In order t o
allow coordination of contiguous strings that do not constitute constituents,
CCG generalises the grammar to allow certain operations on functions related
to Curry's combinators [9]. For example, functions may nondeterministically
compose, as well as apply, under the following rule:
(11) Forward Composition: (>B)
X / Y : F Y / Z : G =+ X/Z:XxF(Gx)
The most important single property of combinatory rules like this is that
they have an invariant semantics. This one composes the interpretations of
the functions that it applies to, as is apparent from the right hand side of
the rule.2 Thus sentences like I suggested, and would prefer, corduroy can be
accepted, via the following composition of two verbs (indexed as B, following
Curry's nomenclature) to yield a composite of the same category as a transitive verb. Crucially, composition also yields the appropriate interpretation
for the composite verb would prefei:
(12)

...

suggested

and

would

prefer

--------- ---- --------- ------

...

(S\NP) /NP conj (S\NP)/VP VP/NP

--------------->B
(S\NP)/NP

..........................

&

(S\NP)/MP
'The rule uses the notation of the A-calculus in the semantics, for clarity. This should
not obscure the fact that it is functional composition itself that is the primitive, not the
X operator.

Combinatory grammars also include type-raising rules, which turn arguments
into functions over functions-over-such-arguments. These rules allow arguments t o compose, and thereby take part in coordinations like I dislike, and
Mary prefers, corduroy. They too have an invariant compositional semantics which ensures that the result has an appropriate interpretation. For
example, the following rule allows the conjuncts to form as below (again, the
remainder of the derivation is omitted):
(13) Subject Type-raising: (>T)
N P : y + S / ( S \ N P ) : XF F y
(I4)

I

and

dislike

Mary

prefers

NP

(S\NP)/NP

-------- --------- ---- -------- --------NP

(S\NP)/NP conj

-------- >T
S/

(S\NP)

...

-------- >T
S/(S\NP)

This apparatus has been applied to a wide variety of coordination phenomena, including "left node raising" [ll], "backward gapping" in Germanic
languages, including verb-raising constructions [25], and gapping, [27]. For
example, the following analysis is proposed by Dowty [ll] for the first of
these:

(15)

give

----------

Mary

------------------<T
(VP/NP)/NP (VP/NP)\((VP/NP)/NP)

corduroy

and

velvet

Harry

--------<T ---- ------------------<T --------<T
VP\(VP/NP) conj (VP/NP)\((VP/NP)/NP)

...............................
VP\ ( (VP/NP) /NP)

<B

VP\(VP/NP)

...............................

VP\ ( (VP/NP)/NP)

The important feature of this analysis is that it uses "backward" rules of
type-raising <T and composition <B that are the exact mirror-image of the

<B

two "forward" versions introduced as examples 11 and 13. It is therefore a
prediction of the theory that such a construction can exist in English, and its
inclusion in the grammar requires no additional mechanism whatsoever. The
earlier papers show that no other non-constituent coordinations of dativeaccusative NP sequences are allowed in any language with the English verb
categories, given the assumptions of CCG. Thus the following are ruled out
in principle, rather than by stipulation:

(16) a. *Harry velvet and give Mary corduroy
b. *give corduroy Mary and velvet Harry

A number of related well-known cross-linguistic generalisations concerning
the dependency of so-called "gapping" upon lexical word-order are also captured (see Dowty [ll]and others [25], [27]).
71.3 INTONATION,
PARSING,
AND CONTEXT
Examples like the above show that combinatory grammars embody a view
of surface structure according to which strings like Mary prefers are constituents. It follows, according to this view, that they must also be possible
constituents of non-coordinate sentences like Mary prefers corduroy, as in the
following derivation:
(17)

Mary

prefers

corduroy

NP

(S\NP)/NP

NP

-------- --------- --------------->T
S/ (S\NP)

------------------ >B
S/NP

------------------ >
S

An entirely unconstrained combinatory grammar would in fact allow any
bracketing on a sentence, although the grammars we actually write for configurational languages like English are heavily constrained by local conditions. (An example might be a condition on the composition rule that is
tacitly assumed below, forbidding the variable Y in the composition rule to

be instantiated as NP, thus excluding constituents like *[ate thelvpllv). It
nevertheless follows that, for each semantically distinct analysis of a sentence, the involvement of the combinatory operation of functional composition engenders an equivalence class of derivations, which impose different
constituent structures but are guaranteed to yield identical interpretations.
In more complex sentences than the above, there will be many semantically
equivalent derivations for each distinct interpretation.
Such additional non-determinism in grammar, over and above the nondeterminism that is usually recognised, creates obvious problems for the
parser, and has on occasion been referred to as "spurious" ambiguity. This
term is very misleading. Whether or not the present theory is correct, the
non-determinism is there, in the competence grammar of coordinate constructions, and any parser that actually covers this range of constructions
will have t o deal with it. It is only the comparitive neglect of these constructions by the parsing community that has led them to ignore this perfectly
genuine source of nondeterminism. The papers [30] and [31] discuss the complexity of this problem in the worst case. in [8] it is suggested that the
evaluation of partial, incomplete, interpretations with respect to a discourse
model including a representation of discourse information plays a crucial role.
However the parsing problem is resolved, the interest of such non-standard
structures for present purposes should be obvious. The claim is simply that
the non-standard surface structures that are induced by the combinatory
grammar to explain coordination in English subsume the intonational structures that are postulated by Pierrehumbert et al. to explain the possible
intonation contours for sentences of English. The claim is that that in spoken utterances, intonation helps to determine which of the many possible
bracketings permitted by the combinatory syntax of English is intended, and
that the interpretations of the constituents that arise from these derivations,
far from being "spurious", are related to distinctions of discourse focus among
the concepts and open propositions that the speaker has in mind.
The proof of this claim lies in showing that the rules of combinatory
grammar can be made sensitive to intonation contour, which limit their application in spoken discourse. We must also show that the major constituents
of intonated utterances like 2b, under the analyses that are permitted by any
given intonation, correspond to the information structure of the context to

which the intonation is appropriate, as in (a) in the example 2 with which
the proposal begins. This demonstration will be quite simple, once we have
established the following not ation for intonation contours.

We will use a notation which is based on the theory of Pierrehumbert [18],
as modified in more recent work by Selkirk [23], Beckman and Pierrehumbert
[2], [19], and Pierrehumbert and Hirschberg [20], and as explicated in the
chapter by Pierrehumbert in the present volume. The theory proposed below
is in fact compatible with any of the standard descriptive accounts of phrasal
intonation. However, a crucial feature of Pierrehumbert's theory for present
purposes is that it distinguishes two subcomponents of the prosodic phrase,
the pitch accent and the boundary.3 The first of these tones or tone-sequences
coincides with the perceived major stress or stresses of the prosodic phrase,
while the second marks the righthand boundary of the phrase. These two
components are essentially invariant, and all other parts of the intonational
tune are interpolated. Pierrehumbert's theory thus captures in a very natural
way the intuition that the same tune can be spread over longer or shorter
strings, in order to mark the corresponding constituents for the particular
distinction of focus and propositional attitude that the melody denotes. It
will help the exposition to augment Pierrehumbert7s notation with explicit
prosodic phrase boundaries, using brackets. These do not change her theory
in any way: all the information is implicit in the original notation.
Consider for example the prosody of the sentence Mary prefers corduroy
in the following pair of discourse settings, which are adapted from Jackendoff
[14, pp. 2601:
(18)

Q: Well, what about the CORduroy? Who prefers THAT?

A:

(MARy )

H* L

(prefers CORduroy).
L+H* LH%

3For the purposes of this proposal, the distinction between the intonational phrase
proper, and what Pierrehumbert and her colleagues call the "intermediate" phrase is
ignored. These categories differ in respect of boundary tone-sequences - see the chapter
by Pierrehumbert in the present volume.

(19)

Q: Well, what about MARy? What does SHE prefer?
A:

(MARy
L+H*

prefers )
LH%

( CORduroy).
H* LL%

In these contexts, the main stressed syllables on both Mary and corduroy
receive a pitch accent, but a different one. In the former example, 18, there is
a prosodic phrase on Mary made up of the pitch accent which Pierrehumbert
calls H*, immediately followed by an L boundary. There is another prosodic
phrase having the pitch accent called L+H* on corduroy, preceded by null
or interpolated tone on the words prefers, and immediately followed by a
boundary which is written LH%. (I base these annotations on Pierrehumbert
and Hirschberg's [20, ex. 331 discussion of a similar e ~ a m p l e . )In~ the second
example 19 above, the two tunes are reversed: this time the tune with pitch
accent L+H* and boundary LH% is spread across a prosodic phrase Mary
prefers, while the other tune with pitch accent H* and boundary LL% is
carried by the prosodic phrase corduroy (again starting with an interpolated
or null tone).5
The meaning that these tunes convey in these contexts is intuitively very
o b v i ~ u s .As
~ Pierrehumbert and Hirschberg point out, the latter tune seems
t o be used to mark some or all of that part of the sentence expressing information that the speaker believes to be novel to the hearer. In traditional
terms, it marks the "comment" - more precisely, what Halliday called the
"rheme". In contrast, the L+H* LH% tune seems to be used t o mark some
or all of that part of the sentence which expresses information which in traditional terms is the "topic" - in Halliday's terms, the "theme". For present
purposes, a theme can be thought of as conveying what the speaker assumes
to be the subject of mutual interest, and this particular tune marks a theme as
novel to the conversation as a whole, and as standing in a contrastive relation
t o the previous theme. (If the theme is not novel in this sense, it receives no
4We continue to gloss over Pierrehumbert's distinction between "intermediate" and
"intonational" phrases.
5The reason for notating the latter boundary as LL%, rather than L is again to do with
the distinction between intonational and intermediate phrases.
61 do not of course intend to claim that these are the only meanings that these tunes
can convey.

tone in Pierrehumbert's terms, and may even be left out a l t ~ g e t h e r . )Thus
~
in 19, the L+H* LH% phrase including this accent is spread across the phrase
Mary prefers.8 Similarly, in 18, the sa.me tune is confined to the object of
the open proposition prefers corduroy, because the intonation of the original
question indicates that prefering corduroy as opposed to some other s t u g i s
the new topic or theme.
It follows that the position of the pitch accent in the phrase has to do with
a further orthogonal dimension of information structure within both theme
and rheme, corresponding to the interesting bit of either information unit.
It is tempting to call this part the "focus" of the theme or rheme, but I
shall avoid the term and follow Halliday in calling it "new" information, in
contrast to the "given" information accompanied by the null tone. The term
"new" is perhaps not entirely satisfactory, but it is intended to suggest that
the part of the theme that is marked in this way is new to the speaker, while
the part of the rheme that is so marked is believed by the speaker to be new
to the hearer.

The L+H* LH% intonational melody in example 19 belongs to a phrase
Mary prefers ... which corresponds under the combinatory theory of grammar to a grammatical constituent, complete with a translation equivalent to
the open proposition Xx[(preferi x) mary']. The combinatory theory thus
offers a way to derive such intonational phrases, using only the independently motivated rules of combinatory grammar, entirely under the control
of appropriate intonation contours like L+H* LH%.
In fact we might think of doing this in one of two ways. We might either
think of annotating combinatory rules, for example imposing a restriction
forbidding composition across an intonational phrase boundary.g Or one
7 ~ e r Ie depart slightly from Halliday's definition. The present proposal also follows
Lyons [16] in rejecting Hallidays' claim that the theme must necessarily be sentence-initial.
%n alternative prosody, in which the contrastive tune is confined to Mary, seems
equally coherent, and may be the one intended by Jackendoff. I believe that this alternative
is informationally distinct, and arises from an ambiguity as to whether the topic of this
discourse is Mary or What Mary prefers. It too is accepted by the rules below.
'This is in fact what I advocated in [29].

might exploit the advantages of categorial grammar more directly, as follows.
10

1 . 5 CONSTITUENCY
AND INTONATION.
The L+H* LH% intonational melody in example ?? belongs t o a phrase
Fred ate ... which corresponds under the combinatory theory of grammar to
a grammatical constituent. What is more, this constituent comes supplied
with a translation equivalent to the open proposition Xx[(eatt x) fredt]. This
translation corresponds to the open proposition introduced by the question
in ??, What did Fred eat? The theory thus offers a way to assign contours
like L+H* LH% to such novel constituents, entirely under the control of
independently motivated rules of grammar.
The combinatory apparatus itself offers an extremely natural way to do
this. We will begin by defining the two pitch accents as functions of the
following types:''

(20)

L+H*
H*
H*

:=

ThemelBh

.- (Utterance /Theme)/bl
.- (Utterance\Theme)/BE

These categories define the two pitch accents as functions over boundary
tones into the two major informational types, Theme and Rheme, where the
latter category is itself a function from themes into utterances.12 In the
case of the H* pitch accent, there are two categories, one combining with
an intermediate phrase boundary to yield a forward category of the latter
kind, the other combining with an intonational phrase boundary to yield a
backward version. It will be convenient to refer to the backward and forward
category collectively as "the rheme category'' .
We define the various boundary tones as arguments to these functions,
' O ~ h i ssection is a simplified summary of the fuller accounts presented in [28] and [30].
l l ~ h efollowing rules constitute a minor revision of [30], prompted by Steven Bird's
[3] observation of an overgeneralisation arising from the conflation of intonational and
intermediate phrases in the earlier account.
''The choice of the rheme rather than the theme as the "head" of the prosodic utterance
is to some extent arbitrary, but is motivated by the observation that the rheme is the
obligatory member of the pair.

Finally, we accomplish the effect of interpolation of other parts of the tune by
assigning the following category to all elements bearing no tone specification,
which we will represent as the null tone @:I4

X is a category that can match any category, importantly including X/X.15
It will therefore introduce a considerable amount of non-determinism to the
prosodic side of the grammar. However, this will turn out to be strictly
necessary: the null tone is very ambiguous in present terms.
The prosodic combinatory rules include forward and backward functional
application. They also include the following very restricted version of forward
functional composition:

(23) Forward Prosodic Functional Composition:
X/Y

Y/Z

*

X/Z

where Y E {Bh, B l )
13An alternative grammar, which would be closer to Pierrehumbert & Beckman 1989,
and which might also be more directly compatible with Pierrehumbert and Hirschberg's
proposals for the compositional assembly of discourse meanings from more primitive elements of meaning carried by each individual tone, would be obtained by assigning pitch
accents the category of functions from PHRASAL tones into intermediate phrases marked
as theme, rheme etc, and assigning the boundary tones the category of functions from intermediate to intonational phrases, similarly marked. However, the precise details of such
an alternative depend on some imponderables in the original theory concerning the precise
position and nature of the phrasal tone itself (see Pierrehumbert & Beckman 1989:236-237
and an earlier footnote).
141 am grateful to Steven Bird for first suggesting a related category for the null tone.
''In a unification-based realisation such as that sketched in Steedman 1990a, X would
be realised as the equivalent of a unique Prolog variable, distinct from that in any other
instance of the null tone.

The restriction is required because the whole point of the prosodic categories
is t o PREVENT composition across the theme/rheme boundary. It will become
apparent below that, given the categories chosen above, the only occasion on
which composition is required is when X / Y is a pitch accent - that is, a
function over a boundary. Another important consequence is that two null
tones of type X/X can only combine by application, not composition.
Syntactic combination can now be made subject to intonation contour by
the following simple restriction:

(24) THEPROSODICCONSTITUENT
CONDITION:
Combination of two
syntactic categories via a syntactic combinatory rule is only allowed
if their prosodic categories can also combine (and vice versa).
(The prosodic and syntactic combinatory rules need not, and usually will
not, be the same).
This principle has the sole effect of excluding certain derivations for spoken utterances that would be allowed for the equivalent written sentences.
For example, consider the derivations that it permits for example 19 above.
The rule of forward composition is allowed to apply to the words Mary and
ate, because the prosodic categories can combine (by functional application):

P5)

Mary

L+H*

--------------NP :mary '
Theme/Bh

...

prefers

LH%

----------------(S\NP) /NP : p r e f e r '

------------------- >T

Bh

S/ (S\NP) : \P [P mary 'I
Theme/Bh

.....................................

>B

S/NP : \X [ ( p r e f e r ' X) mary '1
Theme

The category X/X of the null tone allows intonational phrasal tunes like
L+H* LH% tune to spread across any sequence that forms a grammatical
constituent according to the combinatory grammar. For example, if the reply
t o the same question What does Mary prefer? is MARY says she prefers
CORduroy, then the tune will typically be spread over Mary says she prefers

... as in the following (incomplete) derivation, in which much of the syntactic
and semantic detail has been omitted in the interests of brevity:
(26)

Mary
says
L+H*
-------->T-------S/(S\NP)
(S\NP) IS
ThemeIBh
X/X

she

prefers
LH%

...

-------->T--------S/(S\NP)
(S\NP)INP
X/X
Bh

Theme
Such non-standard constituents, marked as Theme, can take part in such
derivations as the following:

P7)

Mary
L+H*

--------------NP :mary '
ThemeIBh

prefers
LH%

----------------(S\NP) /NP :prefer'

---------------- >T

Bh

S/(S\NP) :\P [P mary 'I
ThemeIBh

..................................

>B

the

green

----------

----------

corduroy
H* LL%

-------------

NP/N:the'
X/X

N/N:green'
N:corduroy'
X/X
Utterance\Theme
....................... >B
NP/N :\Y [the' (green' (Y) )I
XIX

........................................

SINP: \X[(eat' X) mary'l
Theme

NP:the'(green9 corduroy')
Utterance\Theme
............................................................
>
S: eat ' (the ' (green' corduroy') ) mary '
Utterance

The division of the utterance into an open proposition constituting the theme
and an argument constituting the rheme is appropriate to the context established in 19. Moreover, the theory permits no other division into a theme
and a rheme for this intonation contour.

All the other possibilities for combining these two contours in a simple
sentence are shown elsewhere [30] to yield similarly unique and contextually
appropriate interpretations.

>

Sentences like the above, including marked theme and rheme expressed as
two distinct intonational/intermediate phrases are by that token unambiguous as t o their information structure. However, sentences like the following,
which in Pierrehumbert's' terms bear a single intonational phrase, are much
more ambiguous as to the division that they convey between theme and
rheme:

(28)

(I read a book about

CORduroy)

H* LL%
Such a sentence is notoriously ambiguous as to the open proposition it presupposes, for it seems equally appropriate as a response to any of the following
questions:

(29)

a. What did you read a book about?

b. What did you read?
c. What did you do?
Such questions could in suitably contrastive contexts give rise to themes
marked by the L+H* LH% tune, bracketing the sentence as follows:

(30) a. (I read a book about)(CORduroy)
b. (I read)(a book about CORduroy)
c . (I)(read a book about CORduroy)
It seems that we shall miss a generalisation concerning the relation of intonation t o discourse information unless we extend Pierrehumbert's theory very
slightly, t o allow prosodic constituents resembling null intermediate phrases,
without pitch accents, expressing unmarked themes. Since the boundaries
of such intermediate phrases are not explicitly marked, we shall immediately
allow all of the above analyses for 28. Such a modification to the theory
can be introduced by the following rule, which nondeterministically allows
constituents bearing the null tone to become a theme:

(31)

X/X

Theme

The rule is nondeterministic, so it correctly continues to allow a further
analysis of the entire sentence as a single Intonational Phrase conveying the

Rheme. Such an utterance is the appropriate response to yet another openproposition establishing question, W h a t happened?.)
With the generalisation implicit in the above rule, we are now in a position
to make the following claim:

(32) The structures demanded by the theory of intonation and its relation to contextual information are the same as the surface syntactic
structures permitted by the combinatory grammar.
Because constructions like relativisation and coordination are more limited
in the derivations they require, often forcing composition, rather than permitting it, a number of corollaries follow, such as the following:

(33) Anything which can coordinate can be an intonational constituent,
and vice versa.
and
(34)

Anthing which can be the residue of relativisation can be an intonational constituent.

These claims are discussed further in [30].
Under the present theory, the pathway between the speech-wave and the
sort of logical form that can be used to interrogate a database is as in Figure
1. Such an architecture is considerably simpler than the one that is implicit in the standard theories. Phonological form now maps via the rules of
combinatory grammar directly onto a surface structure, whose highest level
constituents correspond to intonational constituents, annotated as to their
discourse function. Surface structure is therefore isomorphic to intonational
structure. It also subsumes information structure, since the translations of
those surface constituents correspond to the entities and open propositions
which constitute the topic or theme (if any) and the comment or rheme.
These in turn reduce via functional application to yield canonical functionargument structure, or "logical form" .16
1 6 ~ h iterm
s
is used loosely. We have said nothing here about how questions of quantifier
scope are t o be handled, and we assume that this level of representation is neutral with
respect t o such matters.

Logical Form
= Argument Structure
L

v

Surface Structure

= Intonation Structure
= Information Structure
t
I

-

Phonological Form
Figure 1: Architecture of a CCG-based Prosody

$2 GIVENAND NEW, AND "FOCUS"
The analysis offered above seems also to offer an explanation of the second dimension of informat ion structure identified above, Halliday7s contrast
between "given" and "new" information. The following intonation pattern
only permits the derivation indicated by brackets, a fact that is consistent
with the intuition that here it is the entire N-phrase green corduroy that is
marked as being new and interesting:
(35) (MARY prefers)(the (GREEN corduroy))
The following utterance with an unmarked theme is of course ambiguous as
to its information structure:
(36)

(Mary prefers the green CORDUROY).
H* LL%

However, this ambiguity appears to be correctly constrained by the grammar.
That is, c does not appear to be a possible information structure, anymore
than it is a possible syntactic structure. (Relativisation and Coordination
reveal that the sentence is in violation of an NP constraint.)

(37)

a. (Mary)(prefers the green CORDUROY)
b. (Mary prefers)(the green CORDUROY)

c. *(Mary prefers the green)(CORDUROY)
The full paper will discusses the extent to which this encouraging correspondence between syntax and this second dimension of information structure holds up. In particular it will identify the notion of "focus" involved in
semantic accounts of the focussing particles with the given-new dimension,
and show that some correct predictions follow concerning sentences like the
folowing:

(38)

a. (John only introduced)(BILL to Sue)

b. = (John introduced)(only BILL to Sue)
c . (John only introduced Bill)(to SUE)
d. (John only introduced)(BILL to SUE)

It will also examine some apparent counterexamples noted by Rooth, where it
appears that information structure of this kind can violate some well-known
constraints on syntactic structure, thus threatening the claim of isomorphism
between syntax, intonation structure and information structure. These apparent counterexamples concern sentences like the following:
(39) They only asked whether you knew the woman who chairs the ZONING board.
The presupposition here seems to be that they only asked whether you knew
the woman who chairs something. However, this cannot be a constituent of
syntax, because it is in violation of the complex N P constraint:
(40)

'Which board did they ask whether you knew the woman who chairs?

Such examples were used by Roth to argue agains a "movement" account
of focus. However, it looks a t first glance as though they are equally telling
against the present theory of discourse information.
It certainly is thie case that the present theory does not allow the sentence to be split into the zoning board as rheme and the rest of the sentence
as theme. If it did, then the following intonation, in which this illegal constituent is marked as theme by the theme tune would wrongly be allowed:

(41) *(They only asked whether you know the woman who hair^)^+^,^^% (the ZONING
board)~*~~~/o
The paper will argue that the present theory already accounts correctly for
39. The theory implies there are actually two givens involved, one belonging
t o the open proposition or theme, and one stemming from its complement,
the rheme. Both givens a.re marked (or rather, unmarked) by the null tone.17
Both are presupposed, and therefore affect the p-set, or set of related propositions that are denied. The following example is in fact only one of the
information structures that the grammar given earlier will permit.
(42) (They only asked whether you knew)(the woman who chairs the ZONING board).
The evidence is as follows. First, we know that only does not simply
associate with the zoning board, because 39 does not mean the same as the
following:
(43) They asked whether you knew the woman who chaired only the ZONING board.
That is, 39 does not entail that they did not ask whether you knew the
woman who chaired the zoning board and the parking permit committee,
as this analysis would imply. In contrast, 39 can mean the same as the
following example, which is provided with a contextual question motivating
the division concerned:
(44)

Which women did they ask whether I knew?
(They asked whether you knew)(only the woman who chairs the ZONING board)

17Thisdetail is still not included in the formal grammar, but is implicit.

We can tell that this is so by marking part of the theme hypothesised in 42
as new, using the theme tune L+H* LH%:
woman who chairs (the ZONING
(45) (They only asked whether you (KNEW)L+H*LHO/o)(the
board).
In both cases, the p-set or set of negative entailments includes the following, just as it would if the grammar were able to build a monolithic open
proposition "They asked whether you knew the woman who chaired . . . :
(46)

a. They didn't ask whether you knew the woman who chairs the Parks Committee.

b. They didn't ask whether you knew the man who (co-)chairs the Zoning Board.

(etc.)
The difference is that part each of the entailment stems from the open proposition or theme, and part of it stems from the rheme.
In the longer version of this paper I shall provide a more complete grammar and examine the information structures that arise in some further derivations that are permitted, and are here left as an exercise.
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