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Abstract
The Ubicomp Digital 2020 - Time Series Clas-
sification Challenge from STABILO is a chal-
lenge about multi-variate time series classifi-
cation. The data collected from 100 volun-
teer writers, and contains 15 features measured
with multiple sensors on a pen. In this paper,
we use a neural network to classify the data
into 52 classes, that is lower and upper cases
of Arabic letters. The proposed architecture
of the neural network a is CNN-LSTM net-
work. It combines convolutional neural net-
work (CNN) for short term context with a
long short-term memory layer (LSTM) for also
long-term dependencies. We reached an accu-
racy of 68% on our writer exclusive test set and
64.6% on the blind challenge test set resulting
in the second place.
1 Introduction
Handwriting is an important skill, and it’s be-
ing used actually daily in our life [1]. The re-
search indicated that contemporary handwrit-
ing has influence on the developing capabilities
of children, atypical development [2, 3]. With
the benefit of the digitization, handwriting is
no more just off-line. Nowadays, there are
many products, like tablets, which people can
write on. They help us improve the life quality
and make it easier to do meetings or tutori-
als online. Handwriting is a fine motor skills,
for which various kinds of movement recording
devices were employed [4]. Many methods for
handwriting classification focuses on character
recognition on pixel level. Therefore, the data
was usually based on images [5]. In this pa-
per, we recognize letters not based on images
but based on sensor data recorded in a pen.
This allows to write on a paper, while trans-
mitting the digitized writings to a connected
device such as a smartphone or computer. This
technique can also eventually be used for auto-
correction. Unlike traditional image data for
handwriting recognition [6], the data for the
challenge were collected from sensors, includ-
ing two accelerometers, a gyroscope, a mag-
netometer and a force sensor. Therefore, we
couldn’t not use the way of image classifica-
tion, but the way to solve the multivariate time
series classification.
2 Data
The dataset provided by STABILO for the
Ubicomp Digital 2020 challenge contains data
from 100 writers. It was collected using a so
called Digipen, a pen equipped with multiple
sensors such as two 3-axis accelerometers (front
and rear), a 3-axis gyroscope, a 3-axis magne-
tometer and force sensor sampled at 100 Hz.
Each data sample needs a corresponding cali-
bration to correct the bias and scale of each fea-
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Figure 1: Histogram of raw data length
ture. The data includes upper case letters and
lower case letters of the Arabic letters. There-
fore, 52 classes are used for the classification
task. All 100 volunteers were right-handed.
There was no guideline for the way of holding
the pen. The subjects held the pen in their
natural way. The data lengths from the raw
data can be viewed at Figure 1.
3 Methods
3.1 Data processing
We separated the whole dataset with 80% for
training set, and 20% for test set, which were
separately 20979 samples and 5200 samples.
The writers didn’t overlap in training set
and test set. This ensured that we preserve
the writers’ uniqueness in our dataset. Each
sample had a different length. Before we
entered the data into model, we needed to
process them to the same length because of
the input length of the convolutional neural
network. We used the Fourier method to
transcribe each signal to the same length.
We also got rid of the features of 3-axis
magnetometer, because we found that they
don’t have great influence on classification.
The unit of 3-axis gyroscope features would
also be transformed from angle to radian, in
order to let the range of values become more
similar to other features, At the end, we didn’t
use the traditional zero-mean normalization,
but applied a logarithm scaling. We found
that logarithmic transformation of the feature
space, which results in smaller value ranges
being resolved more finely than large ones.
The logarithm formula:
Slog = sign(S) · log(|S|+ 1) , (1)
where S is the original feature vector.
3.2 Model of deep learning network
Based on the good performance of convolu-
tional neural network on sentence-level classi-
fication tasks [7], we found that it would be
helpful in letter classification task. Because of
the information store in cells of long short-term
memory (LSTM) [8, 9], we could also bene-
fit from using it on time series data. Our fi-
nal Model is based on a combination of convo-
lutional neural network (CNN) and recurrent
neural network (RNN), which was e.g. also
used for language modeling [10]. There are 8
convolutional layers and a LSTM layer after
the convolutional part in our proposed model.
After the third convolutional layer, we did an
exponential transformation, which transforms
back to the normal value ranges. Between the
convolution layers, we also applied the activa-
tion function (Rectified Linear Units), Batch
normalization [11] and Max pooling layer. At
the end, we took the values of hidden state
of LSTM layer, which includes only the value
of the last time state, and placed them into
the fully connected layer, in order to predict
the probabilities of 52 classes. In our proposed
network, we used relative small learning rate
3·10−5 and also weight decay 1·10−3 for Adam
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Figure 2: Overview of the result from the proposed model. (a) Cross Entropy Loss, overfitting
after 100 epochs. (b) Accuracy, reaching 68% on the test set.
Layer Name CNN-LSTM-Net12
conv1 1 x 11, 32, stride 2
conv2 1 x 11, 32, stride 1
conv3 1 x 11, 32, stride 1
exp exponential
conv4 1 x 5, 64, stride 1
maxpool1 1 x 7, stride 3
conv5 1 x 5, 64, stride 1
maxpool2 1 x 7, stride 3
conv6 1 x 3, 128, stride 1
conv8 1 x 3, 128, stride 1
conv9 1 x 3, 128, stride 1
lstm1 hidden size 256, layer 1
fully connected 256 x 52 fully connection
Table 1: Model Architecture
optimizer [12]. Architecture of the model can
be viewed at Table 1.
4 Results
We have trained on our CNN-LSTM-Net12
model for 500 epochs resulting in an accuracy
of 68% on the test set. The Loss and Accuracy
can be viewed at Figure 2a and 2b. Confu-
sion Matrix can be viewed at Figure 3. We
have also observed that the network has some
difficulty to distinguish the lower and upper
case of the same letters. This observation can
be seen in Confusion Matrix. This problem
especially holds for letters that are similar in
the lower and upper cases. We believe that
for a given word and sentence context, this is
likely to improve, since upper case letters usu-
ally occur at the beginning of a sentence. In
Figure 2, we can also see that the network is
actually overfitting. The test accuracy though
does not decrease significantly while proceed-
ing with the training. Thus, for submission,
we retrained the model using the whole dataset
without any evaluation on a test set. The re-
sulting train accuracy of 99.3% indicates that
our proposed model could still model the whole
training data distribution. Due to the overfit-
ting characteristic our final submission is from
epoch 150.
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Figure 3: Confusion Matrix for the test set. Here, you can see the ambiguity sometimes between
lower and upper case letters.
5 Conclusion
Our proposed model could classify correctly
most of the letters from the dataset. Never-
theless, if the upper and lower case letters are
too similar, our model wouldn’t be able to rec-
ognize the correct letter. For example, letters
like c, C or o, O, it’s sometimes even not easy
for human beings to distinguish the difference,
as human beings look normally the whole sen-
tence but not just a single letter. This prob-
lem can actually be solved in the future, if we
have more data and may eventually have the
sentence-based dataset for stage 3. There were
actually two improvements on our model dur-
ing the training process. First, we changed the
unit of gyroscope features from angles to ra-
dian. Seconds, we added a recurrent neural
network (LSTM) after the convolutional neural
network. Each of them made the improvement
3-6% for accuracy on test set. It was also in-
teresting that Resnet18 [13] didn’t work as well
as the sequential convolutional neural network.
It was overfitting and couldn’t fit well into test
set.
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