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Abstract
Let A be a real symmetric matrix and let λ be a real number. The algebraic multiplicity of λ as an
eigenvalue of A is denoted by mA(λ), and the principal submatrix of A obtained by deleting row and column
i from A is denoted by A(i). If mA(i)(λ)  mA(λ) (resp. mA(i)(λ) > mA(λ)), then index i is said to be
a Fiedler-vertex (resp. a Parter-vertex) of A for λ. In this paper we provide geometric characterizations of
Fiedler- and Parter-vertices of acyclic matrices, and give a geometric proof for the Parter–Wiener theorem
in [C.R. Johnson, A. Leal Duarte, C.M. Saiago, The Parter–Wiener theorem: refinement and generalization,
SIAM J. Matrix Anal. Appl. 25 (2003) 352–361]. Furthermore, we describe a structure of an acyclic matrix
in terms of Fiedler- and Parter-vertices which enables us to construct an acyclic matrix of a desired form
according to the locations of Fiedler- and Parter-vertices.
© 2007 Elsevier Inc. All rights reserved.
AMS classification: 15A18; 05C50
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1. Introduction
Throughout this article all matrices are real. Let A be an n by n symmetric matrix. The graph
G(A) of A = [aij ] consists of the vertices 1, . . . , n, and edges joining vertices i and j if and
only if i /= j and aij /= 0. We refer the reader to [3] for the basic graph theoretic notation and
∗ Corresponding author.
E-mail addresses: in-jae.kim@mnsu.edu (I.J. Kim), bshader@uwyo.edu (B.L. Shader).
0024-3795/$ - see front matter ( 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2007.12.022
2602 I.J. Kim, B.L. Shader / Linear Algebra and its Applications 428 (2008) 2601–2613
terminology. If G(A) is a tree T , then A is an irreducible acyclic matrix (see [2]). Note that the
deletion of a vertex v of degree k from a tree T results in k induced subgraphs, called the branches
of T at v, and each of them is a tree.
Let λ be a real number. The algebraic multiplicity of λ as an eigenvalue of A is denoted by
mA(λ). The principal submatrix of A obtained by deleting rows and columns i1, . . . , ik is denoted
by A({i1, . . . , ik}) (when k = 1, we use A(i1)). The Cauchy interlacing theorem (see [4, Theorem
4.3.8]) for a symmetric matrix A implies the following three possibilities for the relationship
between mA(i)(λ) and mA(λ):
(a) mA(i)(λ) = mA(λ) − 1; (b) mA(i)(λ) = mA(λ); or
(c) mA(i)(λ) = mA(λ) + 1. (1.1)
We call index i a Fiedler-vertex of A for λ provided mA(i)(λ)  mA(λ). When λ is zero, i is
called an F-vertex of A. An index i is a Parter-vertex of A for λ if mA(i)(λ) = mA(λ) + 1 (see
[5,7]). When λ is zero, i is called a P-vertex of A. An index that is an F-vertex of A but not a
P-vertex is a neutral vertex of A, and an index that is not an F-vertex of A is a downer vertex
of A (see [7]). Let α be a non-empty subset of {1, . . . , n}. By (1.1), mA(α)(λ)  mA(λ) + |α|.
When mA(α)(λ) = mA(λ) + |α|, α is a Parter-set of A for λ. If λ = 0, then α is a P-set of
A.
Let I be the identity matrix. If λ is an eigenvalue of a symmetric matrix A, then A and A − λI
have the same graph, and mA(λ) is equal to the nullity, ν(A − λI), of A − λI . Therefore, Fiedler-
vertices (resp. Parter-vertices) of A for λ correspond to F-vertices (resp. P-vertices) of A − λI .
Henceforth, we only consider singular symmetric matrices and their nullities.
In [2,7] the locations of zero coordinates of nullvectors were related to F- and P-vertices.
Along this line, in Section 2, we study further geometric properties of F- and P-vertices of a
symmetric matrix A, and give results on the nullspace of A based on the nullity of A(i). One
remarkable result on P-vertices of irreducible, acyclic matrices is the Parter–Wiener Theorem
(see [5,8,9]). The proofs in [5] (also in [8,9]) use an algebraic approach; more precisely, they
work primarily with characteristic polynomials of an acyclic matrix and its principal submatrices.
A drawback to this approach is that it leads to complicated formulae involving lengthy sums
of characteristic polynomials. In Section 3, we give a geometric characterization for a P-vertex
i of an irreducible, singular, acyclic matrix without the assumption that the ith coordinate of
each null vector is zero, i.e. a (see [7, Theorem 3.4]). This characterization leads to a simple
proof of the existence of a P-vertex of an irreducible, acyclic matrix A with ν(A)  2, and
a geometric proof for the Parter–Wiener Theorem. In Section 4 we describe a structure of an
irreducible, singular, acyclic matrix in terms of F- and P-vertices which enables us to construct
an irreducible, singular, acyclic matrix of a desired form according to the locations of F- and
P-vertices.
2. F- and P-vertices of symmetric matrices
Let A = [aij ] be an n by n matrix. If α and β are non-empty subsets of {1, . . . , n}, then we
denote the submatrix of A obtained by removing (resp. retaining) rows indexed by α and columns
indexed by β by A(α, β) (resp. A[α, β]). When α = β, we use A(α) and A[α], respectively. If
α is a singleton set {i}, A(i) denotes A({i}) (resp. A[i] denotes A[{i}]). We also use A[α, :] to
denote the submatrix of A consisting of rows indexed by α, and A[:, β] to denote the submatrix
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of A consisting of columns indexed by β. If x is an n by 1 vector, then x(i) denotes the n − 1 by
1 vector obtained from x by deleting the ith coordinate of x. The complement of the singleton set
{i} is {1, 2, . . . , n} \ {i} and is denoted by {i}.
Column i of the identity matrix is denoted by ei . The orthogonal complement of {ei} is defined
to be the collection of all n by 1 real vectors which are orthogonal to ei with respect to the usual
inner product for real vectors, and is denoted by e⊥i . The null space, row space and column space
of A are denoted by NS(A), RS(A) and CS(A), respectively, and the rank of A by rk(A). We set
RS(A)T = {yT|y ∈ RS(A)}. Thus, if A is symmetric, RS(A)T = CS(A).
We begin by establishing basic geometric properties for F-, P-vertices, and the locations of
zero coordinates of nullvectors of a singular, symmetric matrix A.
Proposition 2.1. Let A be an n by n singular, symmetric matrix, and i ∈ {1, . . . , n}. Then the
following are equivalent:
(a) The ith coordinate of every nullvector of A is equal to 0;
(b) Vertex i is an F-vertex of A;
(c) The ith column of A is not in CS(A[:, {i}]);
(d) NS(A) ⊆ e⊥i ;
(e) eTi ∈ RS(A); and
(f) ei ∈ CS(A).
Proof. Without loss of generality, we may take i = 1. We first show that (a), (b) and (c) are
equivalent.
(a) ⇒ (b): This follows from [7, Theorem 2.1].
¬(c) ⇒ ¬(b): Suppose that the first column ofA is a linear combination of the remaining columns
of A. Then dim(CS(A)) = dim(CS(A[:, {1}])). Thus
ν(A[:, {1}]) = ν(A) − 1. (2.1)
Since A is symmetric, we have that the first row of A[:, {1}] is in RS(A(1)), and dim(RS(A(1))) =
dim(RS(A[:, {1}])). Hence
ν(A[:, {1}]) = ν(A(1)). (2.2)
Therefore, by (2.1) and (2.2), ν(A(1)) = ν(A) − 1 and hence, vertex 1 is a downer vertex of A.
(c) ⇒ (a): Suppose to the contrary that there exists a nullvector of A whose first coordinate is
nonzero. Then the first column of A is in CS(A[:, {1}]). This contradicts (c).
The equivalence between (a) and (d) is a simple consequence of the definition of e⊥1 . It is well
known that RS(A)T is the orthogonal complement of NS(A) (see [1, Proposition 6.46]). Thus,
(d) and (e) are equivalent. Since A is symmetric, RS(A)T = CS(A) and hence, (e) and (f) are
equivalent. 
Since, by definition, a P-vertex is necessarily an F-vertex, the following is a direct consequence
of Proposition 2.1 (see also [7, Theorem 2.1]).
Remark 2.2. LetAbe annbyn singular, symmetric matrix. If i is a P-vertex, then every nullvector
of A has ith coordinate equal to 0.
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Next, the following characterizes P-vertices.
Theorem 2.3. Let A be an n by n singular, symmetric matrix, and i ∈ {1, . . . , n}. Then i is a
P-vertex of A if and only if the ith column of A[{i}, :] is not in CS(A(i)).
Proof. Without loss of generality, we may take i = 1. Let x be the first column of A[{1}, :].
For the sufficiency, suppose that vertex 1 is a P-vertex of A. Then vertex 1 is an F-ver-
tex and hence, Proposition 2.1 implies that ν(A) = ν(A[:, {1}]). Since vertex 1 is a P-vertex,
ν(A(1)) > ν(A) = ν(A[:, {1}]). Thus, xT ∈ RS(A(1)). Since A is symmetric, x ∈ CS(A(1)).
The necessity follows from the proof of [7, Lemma 2.2]. 
We conclude this section with two results regarding nullvectors of symmetric matrices.
Proposition 2.4. Let A be an n by n symmetric matrix and i ∈ {1, . . . , n}. If ν(A) = 1 and
NS(A) ∩ e⊥i = {0}, then A(i) is nonsingular.
Proof. Suppose that ν(A) = 1 and NS(A) ∩ e⊥i = {0}. Then, by Proposition 2.1, i is a downer
vertex of A. By the definition of a downer vertex, we have ν(A(i)) = ν(A) − 1 = 0. Therefore,
A(i) is nonsingular. 
Corollary 2.5. Let A be a symmetric matrix and i an index. Then both A and A(i) are singular
if and only if there exists a nonzero nullvector of A with ith coordinate equal to 0.
Proof. First suppose that A and A(i) are singular. It suffices to show that NS(A) ∩ e⊥i /= {0}. If
ν(A)  2, then NS(A) ∩ e⊥i has dimension at least 1. If ν(A) = 1, then Proposition 2.4 implies
that NS(A) ∩ e⊥i /= {0}.
Conversely, suppose that x is a nonzero nullvector of A, and its ith coordinate is zero.Then
Ax = 0 implies A(i)x(i) = 0. Since x(i) /= 0, A(i) is singular. 
3. Existence of P-vertices of acyclic matrices
In this section we characterize P-vertices of an irreducible, singular, acyclic matrixA in terms of
downer vertices of principal submatrices of A, and provide a geometric proof of the Parter–Wiener
theorem.
Let A be an n by n acyclic matrix whose graph is a tree T . If B is a branch of T at a vertex
of T , T \ B denotes the induced subgraph of T obtained by deleting all the vertices of B. Let S
be an induced subgraph of T . Then A[S] denotes the principal submatrix of A whose rows and
columns correspond to the vertices of S. If A[S] is singular, we say that S is singular. If x is an
n by 1 vector, then x[S] denotes the subvector of x whose coordinates correspond to the vertices
of S.
The following lemma gives a characterization of a P-vertex of an irreducible, singular, acyclic
matrix (see also [7, Theorem 3.4]).
Lemma 3.1. Let A be a singular, acyclic matrix whose graph is a tree T . Then i is a P-vertex of
A if and only if there is a branch B of T at i such that A[B] is singular and the neighbor of i in
B is a downer vertex of A[B].
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Proof. Without loss of generality we may assume that i = 1 and A has the form
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a0 a10 · · · 0 a20 · · · 0 · · · ak0 · · · 0
a1
0
... A1 O · · · O
0
a2
0
... O A2 · · · O
0
...
...
...
.
.
.
...
ak
0
... O O · · · Ak
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.1)
where the matrices A1, A2, . . . , Ak correspond to the branches B1, B2, . . . , Bk of T at vertex
1, and a1, a2, . . . , ak are nonzero numbers. Let x be the first column of A[{1}, :]. Then W ={[
0
y
]
: y ∈ NS(A(1)) ∩ x⊥
}
is equal to NS(A) ∩ e⊥1 .
First suppose that vertex 1 is a P-vertex. Then ν(A(1)) = ν(A) + 1, and Remark 2.2 implies
W = NS(A). Thus, NS(A(1)) is not contained in x⊥. Let z be a nonzero vector in NS(A(1))
which is not in x⊥. Then there is a j such that the first entry of z[Bj ] is nonzero and Ajz[Bj ] = 0.
Thus, Aj is singular and the neighbor of 1 in Bj is a downer vertex of Aj .
Conversely, suppose there exists a branch Bj such that the corresponding submatrix Aj of A
is singular and the neighbor vj of 1 in Bj is a downer vertex of Aj . Since vj is a downer vertex
of Aj , Proposition 2.1 implies that evj ∈ CS(Aj ). Hence the first column of A[{1}, :] is not in the
span of the remaining columns of A[{1}, :]. Therefore, by Theorem 2.3, vertex 1 is a P-vertex of
A. 
From Lemma 3.1, we get a surprisingly simple way of finding some P-vertices when a nonzero
nullvector is given. Note that the converse of Corollary 3.2 does not hold (see Example 4.6).
Corollary 3.2. Let A = [aij ] be an n by n singular, acyclic matrix whose graph is a tree T , and
let x = [xk] be a nullvector of A. If i and j are adjacent vertices such that xi = 0 and xj /= 0,
then i is a P-vertex of A.
Proof. Assume that vertex j is a neighbor of vertex i, and xi = 0, xj /= 0. Let B be the branch of
T at i that contains vertex j . Then A[B]x[B] = 0, and the entry of x[B] corresponding to vertex
j is nonzero. Hence, A[B] is singular, and the vertex j which is a neighbor of vertex i is a downer
vertex of A[B]. Hence, by Lemma 3.1, vertex i is a P-vertex of A. 
The following gives equivalent conditions for an irreducible, singular, acyclic matrix to have
a P-vertex.
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Corollary 3.3. Let A be an n by n irreducible, singular, acyclic matrix. Then the following are
equivalent:
(a) A has a P-vertex;
(b) there exists a nonzero nullvector of A with a zero entry;
(c) there exists a vertex i such that both A and A(i) are singular for some i ∈ {1, . . . , n}.
Proof. By Corollary 2.5, (b) and (c) are equivalent. We show that (a) and (b) are equivalent.
First suppose A has a P-vertex, say j . Then, by Remark 2.2, every nullvector of A has j th
coordinate equal to 0.
Conversely, suppose that there exists a nonzero nullvector of A with a zero entry. Since T is
connected, there exist adjacent vertices k and l with xk = 0, xl /= 0. Hence, by Corollary 3.2,
vertex k is a P-vertex of A. 
Let A be an n by n with ν(A)  2. Then NS(A) ∩ e⊥i has dimension at least 1 for each
i ∈ {1, . . . , n}, i.e., for each i ∈ {1, . . . , n}, there exists a nonzero nullvector whose ith coordinate
is zero. Therefore, Corollary 3.3 gives the following result (see also [9], Theorem 19 for another
proof using characteristic polynomials).
Corollary 3.4. Let A be an n by n irreducible, acyclic matrix. If ν(A)  2, then A has a P-vertex.
Next, we give a geometric proof of the Parter–Wiener theorem.
Theorem 3.5. Let A be an n by n (n  4) acyclic matrix whose graph is a tree T with ν(A)  2.
Then there exists a P-vertex i of A such that at least three branches of T at i are singular.
Proof. The proof is by induction on n. First consider the case n = 4. It is well known that each
matrix whose graph is a path has distinct eigenvalues. Hence, T is a star on four vertices. Let
vertex i be the center of the star. If j /= i, then T \ {j} is a path, and hence it follows that j is not
a P-vertex. Therefore, i is a P -vertex. The graph T \ {i} consists of three components, and A(i)
has nullity 3. Hence A(i) = O, and each branch of T at i is singular.
Assume that n  5 and proceed by induction. Let x = [xk] be a nonzero nullvector of A. By
Corollary 3.4, there exists a P-vertex i, and by a similar argument as in the proof of Corollary 3.3,
there exists a neighbor j of i such that xi = 0 and xj /= 0.
Without loss of generality, we may assume that i = 1, j = 2. Let A be of the form (3.1) and
let x be of the form
x =
⎡
⎢⎢⎢⎢⎣
x0
x1
...
xk
⎤
⎥⎥⎥⎥⎦ .
Recall that At in (3.1) is the principal submatrix of A corresponding to the branch Bt of T at
vertex 1. Let xt1 be the first coordinate of x
t for each t ∈ {1, . . . , k}. Because Ax = 0 and x0 = 0,
Asx
s = 0 for each s ∈ {1, . . . , k}. Thus, if xs1 /= 0 for some s ∈ {1, . . . , k}, then xs is a nonzero
nullvector of As and the neighbor of vertex 1 in Bs is a downer vertex of As . In particular, since
x11 /= 0, A1 is singular. Moreover, the facts that x0 = 0, x11 /= 0, and x is a nullvector of A imply
that there exists r ∈ {2, . . . , k} such that xr1 /= 0.
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Fig. 1.
Fig. 2.
Suppose there exist r, s ∈ {2, . . . , k} such that r /= s, xr1 /= 0, and xs1 /= 0. Then A1, Ar and
As are singular and hence, vertex 1 is a P-vertex of A at which there are at least three singular
branches B1, Br and Bs of T .
Next, suppose that there exists unique r ∈ {2, . . . , k} such that xr1 /= 0. Then xs1 = 0 for all
s ∈ {2, . . . , k} \ {r}. Since x11 /= 0, xr1 /= 0, B1 and Br are singular branches of T at vertex 1.
If there exists another singular branch of T at vertex 1, then vertex 1 is a P-vertex of A at
which there are at least three singular branches of T . Otherwise, B1 and Br are the only singular
branches of T at vertex 1 (see Fig. 1).
Since vertex 1 is a P-vertex of A and ν(A)  2, it follows that ν(A(1))  3. Since ν(A(1)) =
ν(A1) + ν(Ar), without loss of generality, we may assume ν(A1)  2. SinceB1 has fewer vertices
than T , by induction, there exists a P-vertex p of A1 at which there are at least three singular
branches of B1. It is shown in the following that p is actually a P-vertex of A with at least three
singular branches of T .
Case 1. Suppose that the edge connecting T \ B1 toB1 is either between vertex 1 and a nonsingular
branch of B1 at p, or between vertex 1 and p as illustrated in Fig. 2.
Then each of the singular branches of B1 at p is a branch of T at p. Since p is a P-vertex of
A1, by Lemma 3.1, there is a singular branch S of B1 at p such that the neighbor of p in S is a
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Fig. 3.
downer vertex of S. Since S is also a singular branch of T at p, Lemma 3.1 implies that p is a
P-vertex of A. Hence, we have a P-vertex of A with at least three singular branches of T .
Case 2. Suppose that the edge connecting T \ B1 to B1 is between vertex 1 and a singular branch
C of B1 at p as illustrated in Fig. 3. Then each of the other branches of B1 at p is a branch of T
at p. If there are more than two singular branches of B1 at p other than C, then we have at least
three singular branches of T at p. Otherwise, there are exactly two singular branches of B1 at p
other than C. Let T ′ be the induced subtree of T consisting of the vertices of C along with those
of T \ B1 (see Fig. 3).
First, we show that T ′ is a singular branch of T at p by constructing a nonzero nullvector of
A[T ′] from a nonzero nullvector of A[C]. Let the neighbor of vertex 1 in C be u, the neighbor of
vertex 1 in Br be v, and let y be a nonzero nullvector of A[C]. If the uth entry of y is 0, then the
|T ′| by 1 vector yT ′ satisfying yT ′ [C] = y and yT ′ [T ′ \ C] = 0 is a nonzero nullvector of A[T ′].
Otherwise, a |T ′| by 1 vector yT ′ is constructed as follows: (a) yT ′ [T ′ \ {C,Br}] = 0, (b) yT ′ [C] =
y, and (c) yT ′ [Br ] = cxr where c is chosen so that the first entry of A[T ′]yT ′ is 0. Then it can be
verified that yT ′ is a nonzero nullvector of A[T ′]. Since A[T ′] has a nonzero nullvector, T ′ is a
singular branch of T atp.This guarantees the existence of at least three singular branches of T atp.
Now, in order to complete the proof, we show that p is a P-vertex of T . Since p is a P-vertex
of B1, by Lemma 3.1, there is a singular branch S of B1 at p such that the neighbor q of p in S
is a downer vertex of S. If S is not equal to C, then S is a singular branch of T at p and hence,
Lemma 3.1 implies that p is a P-vertex of T . If S = C, by the assumption on S, the neighbor q
of p in C is a downer vertex of C. Let z be a nullvector of A[C] whose qth coordinate is nonzero.
Since a nonzero nullvector of A[T ′] can be constructed by extending z as described above, q is
a downer vertex of T ′. Thus, by Lemma 3.1, p is a P-vertex of T . 
4. Structure theorems
In this section we describe a structure for an irreducible, singular, acyclic matrix in terms of
F- and P-vertices.
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Let A be an n by n singular, acyclic matrix whose graph is a tree T with the vertex set V . The
induced subgraph of T with the vertex set U ⊆ V is denoted by T [U ], and A[U ] is used instead
of A[T [U ]]. An induced subgraph of a graph G which is maximal, subject to being connected, is
called a component of G.
We can partition V into the three subsets V1, V2 and V3 of V where V3 is the set consisting
of all downer vertices of A, V2 is the set of all F-vertices of A which are adjacent to at least one
vertex in V3, and V1 is the set of all F-vertices of A which are not adjacent to any of vertices in
V3. Then, without loss of generality, we may assume that A has the form⎡
⎢⎣
A11 A12 O
AT12 A22 A23
O AT23 A33
⎤
⎥⎦ , (4.1)
where the rows and columns ofAii correspond to the vertices inVi for each i = 1, 2, 3. Throughout
this section, we assume that an irreducible, singular, acyclic matrix is of the form (4.1) and the
subsets V1, V2 and V3 of V have the described properties.
Since each nullvector of A has zeros in the positions corresponding to vertices in V1 ∪ V2,
ν(A) = ν
([
A23
A33
])
. (4.2)
Let V3 = {i1, . . . , im}. Since each vertex ik of V3 is a downer vertex of A, there exists
a nullvector xik of A whose ikth coordinate is nonzero. Thus, there exist scalars cik so that
x = ∑mk=1 cik xik is a nullvector of A whose coordinates corresponding to the vertices in V3
are all nonzero. We call such an x a maximal nullvector of A. Each submatrix M of A[V3]
corresponding to a component of the forest T [V3] has a nullvector without a zero coordinate,
and hence M has no F -vertex. In particular, by Corollary 3.4, M has nullity 1. This proves the
following.
Proposition 4.1. Let A be an irreducible, singular, acyclic matrix of the form (4.1). Then each
submatrix of A corresponding to a component of the forest T [V3] has nullity 1.
Let k be the nullity of A33. By Proposition 4.1, without loss of generality, we may assume that
A33 = B1 ⊕ · · · ⊕ Bk, (4.3)
where each irreducible, acyclic matrix Bj corresponds to a component Cj of the forest T [V3],
and ν(Bj ) = 1 for each j = 1, . . . , k. From now on, we assume that A33 in (4.1) has the form
(4.3).
Theorem 4.2. The following hold for each singular, acyclic matrix A of the form (4.1) whose
graph is a tree T :
(a) Every vertex inV2 is a P-vertex ofAand each row ofA23 has at least two nonzero entries,and
no two nonzero entries of a row of A23 occur in columns belonging to the same component
of T [V3];
(b) Every vertex in V2 is a P-vertex of A[V2 ∪ V3];
(c) ν(A) = ν
([
A23
A33
])
= ν(A[V2 ∪ V3]);
(d) V2 is a P-set of A and A[V2 ∪ V3]; and
(e) ν(A) = ν(A33) − |V2|.
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Proof. Let x be a maximal nullvector of A.
(a) By the definition of V2, each vertex in V2 is adjacent to at least one vertex in V3. Since
Ax = 0, no vertex in V2 can be adjacent to exactly one vertex in V3.Thus, every vertex in V2 is
adjacent to at least two vertices in V3, i.e., each row of A23 has at least two nonzero entries. Since
T is a tree, two vertices in V3 adjacent to a vertex in V2 are from different components of T [V3].
Note that x[V2] = 0 and xj /= 0 for each j ∈ V3. Hence, by Corollary 3.2, all the vertices in V2
are P-vertices of A.
(b) Note that x[V1] = 0. Thus
A[V2 ∪ V3]x[V2 ∪ V3] = 0.
By definition, each vertex u in V2 has a neighbor v in V3. Since T [V2 ∪ V3] is a forest, both u
and v belong to a component C of T [V2 ∪ V3]. Since xu = 0, xv /= 0, by Corollary 3.2, u is a
P-vertex of A[C] and hence a P-vertex of A[V2 ∪ V3].
(c) By (b), it follows that every nullvector of A[V2 ∪ V3] has zeros in the positions correspond-
ing to the vertices in V2. Thus, we have
ν(A[V2 ∪ V3]) = ν
([
A23
A33
])
.
By (4.2),
ν(A) = ν
([
A23
A33
])
= ν(A[V2 ∪ V3]). (4.4)
(d) Let  be the cardinality of V2. Since each vertex i in V2 is a P-vertex of A, ν(A(i)) = ν(A) +
1. The remaining vertices in V2 are P-vertices of the principal submatrices of A(i) corresponding
to the components of the forest T \ {i}, since A(i)x(i) = 0 and for each remaining zero coordinate
xs of x corresponding to a vertex in V2 there exists vertex t in V3 such that xt /= 0 and ast /= 0.
Similarly, for each j ∈ V2 \ {i}, ν(A({i, j})) = ν(A(i)) + 1 and the remaining vertices in V2 are
P-vertices of the principal submatrices of A({i, j}) corresponding to the components of the forest
T \ {i, j}. We can repeat this process until we remove all of the vertices from V2. Each time when
we remove a vertex from V2 and all the incident edges to it, the nullity increases by 1. Hence
ν(A[V \ V2]) = ν(A) + . Therefore, V2 is a P-set of A.
By a similar argument, it can be shown that V2 is a P-set of A[V2 ∪ V3].
(e) By (d), if |V2| = , ν(A33) = ν(A[V2 ∪ V3]) + . Since, by (4.4), ν(A[V2 ∪ V3]) = ν(A),
ν(A33) = ν(A) + . (4.5)
Hence, the result follows. 
Now, we give properties on the (1,1)-block and (2,3)-block of (4.1).
Corollary 4.3. Let A be an irreducible, singular, acyclic matrix of the form (4.1). Suppose
V1 /= ∅. Then
(a) A11 is nonsingular; and
(b) The rows of A23 are linearly independent and
RS(A23) ∩ RS(A33) = {0}, CS(AT23) ∩ CS(A33) = {0}.
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Proof. Let  be the cardinality of V2.
(a) By Theorem 4.2(d), we have
ν(A11) + ν(A33) = ν(A11 ⊕ A33) = ν(A) + .
Since, by (4.5), ν(A33) = ν(A) + , we have
ν(A11) = 0.
(b) By (4.5) and (4.2),
ν(A33) = ν(A) +  = ν
([
A23
A33
])
+ .
Hence
rk
([
A23
A33
])
= rk(A33) + .
Each time when we extend a matrix M by appending a row to M , the rank increases by at most 1.
Therefore, the rows of A23 must be linearly independent and RS(A23) ∩ RS(A33) = {0}. Since
A33 is symmetric, the statement for column spaces follows. 
Let A be a singular, acyclic matrix of the form (4.1). Then the vertices in V1 are F-vertices of
A, and some of them might be P-vertices of A. If V1 is singleton, say {1}, then ν(A(1)) = ν(A)
by (4.4). Hence, vertex 1 is not a P-vertex of A. If V1 has more than one vertex, the following
gives necessary and sufficient conditions for a vertex in V1 to be a P-vertex. It is well known that
every nonempty subset of a P-set is a P-set (see [5]). In particular, every vertex in a P-set is a
P-vertex.
Theorem 4.4. Let A be an irreducible, singular, acyclic matrix of the form (4.1). Suppose that
|V1|  2, and v is a vertex in V1. Then v is a P-vertex of A if and only if A11(v) is singular.
Proof. First, suppose that A11(v) is singular. By Corollary 4.3(a), A11 is nonsingular and hence,
(1.1) implies ν(A11(v)) = 1. Let α = V2 ∪ {v}. Then ν(A(α)) = ν(A11(v)) + ν(A33). By Theo-
rem 4.2 (e), ν(A(α)) = 1 + (|V2| + ν(A)). Since |α| = |V2| + 1, α is a P-set of A. Hence, vertex
v in α is a P-vertex of A.
Next, suppose that A11(v) is nonsingular. Then A(v) has the form⎡
⎢⎣
A11(v) B O
BT A22 A23
O AT23 A33
⎤
⎥⎦ .
Let x be an n − 1 by 1 vector partitioned according to the partition of A(v) into the form⎡
⎣wy
z
⎤
⎦ .
Then A(v)x = 0 gives
AT23y = −A33z.
By Corollary 4.3 (b), CS(AT23) ∩ CS(A33) = {0} and hence, AT23y = 0. Since, by Corollary 4.3
(b), the columns of AT23 are linearly independent, y = 0.
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Now, A(v)x = 0 along with y = 0 implies
A11(v)w = 0.
Since A11(v) is nonsingular, w = 0. Therefore, y = 0, w = 0 along with (4.2) imply that
ν(A(v)) = ν
([
A23
A33
])
= ν(A).
Hence, v is not a P-vertex of A. 
Up to now, in this section we have provided structural properties of an irreducible, singular,
acyclic matrix A of the form (4.1) under the assumptions that (a) V3 is the set of downer vertices
of A; (b) V2 is the set of all F-vertices of A adjacent to at least one vertex in V3; and (c) V1 is the
set of all F-vertices of A which are not adjacent to any of vertices in V3.
Conversely, we can show that any partition of {1, 2, . . . , n} which leads an n by n irreducible,
singular, acyclic matrix to the form (4.1) will have the following properties on the vertex sets.
Theorem 4.5. Let A be an n by n irreducible, singular, acyclic matrix, and let U1 ∪ U2 ∪ U3
be a partition of {1, . . . , n} such that with respect to this partition, A = [Aij ] is a 3 by 3 block
matrix and Aij = A[Ui,Uj ]. Suppose the following:
(a) A13 = O;
(b) the number of nonzero entries in each row of A23 is at least two;
(c) there exists a nullvector of
[
A23
A33
]
with no zero entry; and
(d) A11 is nonsingular.
Then U1 is the set of all F-vertices of A which are not adjacent to any of vertices in U3, U2
is the set of all P-vertices of A adjacent to at least one vertex in U3, and U3 is the set of downer
vertices of A.
Proof. First, by (c), there exists a nullvector of A such that the coordinates corresponding to
U1 ∪ U2 are zeros and the coordinates corresponding to U3 are nonzeros. Hence, by Proposition
2.1, every vertex in U3 is a downer vertex of A. Moreover, by (b) and Corollary 3.2, every vertex in
U2 is a P-vertex of A. Thus, Remark 2.2 implies that all coordinates corresponding to the vertices
in U2 of each nullvector of A are zero.
Next, we show that every vertex in U1 is an F-vertex of A. Let x be a nonzero nullvector of A
partitioned according to the partition of A into the form⎡
⎣wy
z
⎤
⎦ .
Then y = 0, and hence, by (a), Ax = 0 implies A11w = 0. Since, by (d), A11 is nonsingular, w
is the zero vector. Since x is an arbitrary nullvector of A, by Proposition 2.1, the vertices in U1
are F-vertices of A. 
Using Theorem 4.5, we construct a 5 by 5 irreducible, singular, acyclic matrix showing that
the converse of Corollary 3.2 is not true, and that a nonempty set of P-vertices is not necessarily
a P-set (see also [6, Example 2.4]).
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Example 4.6. Let A be the 5 by 5 irreducible, singular, acyclic matrix partitioned as⎡
⎢⎢⎢⎢⎣
0 1 0 0 0
1 0 1 0 0
0 1 0 1 1
0 0 1 0 0
0 0 1 0 0
⎤
⎥⎥⎥⎥⎦ .
It can be verified that x = (0, 0, 0, 1,−1)T is a nullvector of A. Since the (2, 3)-block of A has
two nonzero entries and the (1, 1)-block A11 of A is nonsingular, Theorem 4.5 implies that 1, 2
are F-vertices of A, 3 is a P-vertex of A, and 4, 5 are downer vertices of A. Thus, V1 = {1, 2},
V2 = {3}, and V3 = {4, 5}. Furthermore, since A11(i) = 0 for each i = 1, 2, Theorem 4.4 implies
that vertices 1, 2 are P-vertices of A. Hence, the neighbors of P-vertex 2 are P-vertices.
Suppose that the collection of P-vertices, {1, 2, 3}, is a P-set of A. Since ν(A[V3]) = 2 and
|V2| = 1, Theorem 4.2 (e) impliesν(A) = 1. Thus,ν(A[V3])must be 4. This contradictsν(A[V3]) =
2. Therefore, {1, 2, 3} is not a P-set of A.
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