Weakly Azumaya Algebras  by Haile, Darrell & Rowen, Louis
Journal of Algebra 250, 134–177 (2002)
doi:10.1006/jabr.2001.9055, available online at http://www.idealibrary.com on
Weakly Azumaya Algebras
Darrell Haile
Department of Mathematics, Indiana University, Bloomington, Indiana 47405
and
Louis Rowen1
Department of Mathematics and Computer Science, Bar-Ilan University,
Ramat-Gan 52900, Israel
Communicated by Eﬁm Zelmanov
Received October 2, 2000
We deﬁne a class of algebras, weakly Azumaya algebras, which includes both Azu-
maya algebras and weak crossed products (cf. Haile [1982, J. Algebra 74, 270–279;
1983, J. Algebra 91, 521–539] and Haile et al. [1983, Amer. J. Math. 105, No. 3,
689–814]). Just as with Azumaya algebras, these have a rank function whose val-
ues at localizations of the center are always a square. After a general description of
these algebras, we specialize to the case where the center is a ﬁeld F . The Jacob-
son radical need not be 0, and we prove a Wedderburn principal theorem for these
algebras. Our class is closed under extension of scalars and under tensor products
and yields an interesting monoid which generalizes the Brauer group. Our monoid
is a union of groups, called stalks, in each of which the unit element is represented
by an algebra called an idempotent algebra. The ideal structure of members of the
same stalk is the same. A given stalk is not torsion, but the kernel of the restriction
map to the algebraic closure is torsion modulo the idempotent algebras. At the end
we consider low-dimensional examples in detail.  2002 Elsevier Science (USA)
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structure theory to parallel the cohomology theory in [HLS], to make
accessible a class of algebras for which Azumaya algebras could be viewed
as deformations. Although the deﬁnition is quite general, it yields several
structure theorems (for example, in the case where the center is a ﬁeld,
the dimension is a square, and there is a Wedderburn principal decom-
position into the direct sum of a semisimple subalgebra and the radical).
We obtain various explicit examples to which this theory is applicable
and deﬁne a generalization of the Brauer group which has a considerably
richer structure. (For example, we get nontorsion elements even over an
algebraically closed ﬁeld.)
Let us start by recalling the deﬁnition of a weak crossed product algebra.
G will always denote a ﬁnite group.
Given a ﬁnite group of automorphisms G acting on a ﬁeld K, a weak
2-cocycle (also called cosickle in [H1, H2, HLS]) is a map f  G×G → K
satisfying the usual (multiplicative) 2-cocycle formula
σf τ ρf σ τρ = f σ τf στ ρ(1)
f σ 1 = f 1 σ = 1(2)
for all σ τ ρ in G.
Thus, the only difference from the usual deﬁnition of a multiplicative
cocycle is the possibility that f σ τ = 0.
Given a weak cocycle, one can form the weak crossed product Af =⊕
σ∈G Kxσ , taking x1 = 1, with multiplication given by
xσxτ = f σ τxστ(3)
xσk = σkxσ(4)
where σ τ ∈ Gk ∈ K; associativity in Af follows from (1). Thus weak
crossed products are a sort of deformation of crossed products, and the
f σ τ could be called a weak factor set for the algebra Af . We shall also
refer to Af as the triple KG f . In [H1], Haile observed, given a weak
crossed product Af , that H = σ ∈ G  xσ is invertible	 is a subgroup of G,
and that f H ×H ⊆ K×. It follows that the subalgebra B = ⊕σ∈H Kxσ
is a usual (central simple) crossed product algebra. On the other hand,
J =⊕σ /∈H Kxσ is a nilpotent ideal of Af , so B ≈ A/J, and the following
properties hold, where F = KG.
SP1. B is separable over F .
SP2. (quasi-normality) B⊗F Bop is a direct product of matrix algebras
over ﬁelds (when L = ZB is a Galois ﬁeld extension of F , this condition
is equivalent to B being normal over F , that is, that every automorphism
of L over F extends to B).
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SP3. Writing A = B ⊕ J as in Wedderburn’s principal theorem, and
viewing A as a B⊗F Bop-module by b1 ⊗ b02a = b1ab2 for a ∈ Ab1 ∈ B,
we have A minimally faithful as a B ⊗F Bop-module (i.e., A is a faithful
B⊗ Bop-module, and no submodule is faithful).
SP4. B is simple.
These algebras generalize central simple algebras, where J = 0. For
example, in [H2] it is shown that F = ZA, the center of A, and A  F =
n2 for some n.
Conversely, SP4 implies L = ZB is a ﬁeld, and in the case where B has
a maximal subﬁeld K which is Galois over FA is a weak crossed product.
Accordingly, Haile used properties SP1–SP4 to deﬁne more generally the
class of strongly primary algebras and studied these in detail.
Example 0.0 (see [H3]). Suppose the ﬁeld K has a valuation v and a
valuation ring R with valuation ideal P , and let K = R/P be the residue
ﬁeld. Furthermore, suppose the action of G on K preserves the valuation,
i.e., vσa = va for each a ∈ K. Given a classical cocycle f  G×G→
K× and clearing denominators, we may assume each f σ τ ∈ R. Com-
posing with the natural homomorphism R→ R/P gives us a weak cocycle
f¯  G ×G → K. In particular, if K = K1λ, where λ is an indeterminate
ﬁxed by G, given a classical crossed product f  G×G→ K, one can spe-
cialize λ → 0 and get a weak cocycle f1 G×G→ K1.
In fact, this procedure clearly can also be carried out for weak cocycles
and thereby gives us an inductive method of studying cocycles by means
of weak cocycles, especially when the base ﬁeld has a ﬁnite transcendence
degree.
Example 0.1 (see [H2, Sect. 3], or see the Appendix). Suppose F = .
Then L =  or L = , so the only strongly primary algebras are
(i) ;
(ii) Hamilton’s algebra of quaternions  = ⊕i⊕j ⊕k  i2 =
j2 = k2 = ijk = −1, a central simple algebra;
(ii’) the matrix algebra M2;
(iii)  = xσ/x2, where σ is given by complex conjugation and
xσ denotes the skew polynomial ring, with multiplication given by xα =
α¯x. Two other ways to rewrite this algebra  are
(1) ⊕ x, where x2 = 0 and xα = α¯x; thus,  is the weak crossed
product Ae where e1 σ = eσ 1 = e1 1 = 1 and eσσ = 0;
(2) α0 βα¯   αβ ∈ 	, as a subalgebra of M2.
Other examples of strongly primary algebras are given in [H2].
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Although strongly primary algebras are the objects of ultimate interest
under this approach, the deﬁnition is quite restrictive. Furthermore, a key
technique for central simple algebras is unavailable for strongly primary
algebras. One often splits a central simple F algebra A by passing to A⊗FF , where F is the algebraic closure of F . However, for the algebra  of the
previous example, we have
⊗

 =
{(
α β
0 σα
)
 αβ ∈  × 
}

where σ is the exchange automorphism of  × , i.e., σa b = a¯ b¯.
This is no longer strongly primary, failing SP4, although we could recover
 by multiplying by the idempotent 1+i⊗i√
2
. Similarly, the tensor product of
strongly primary algebras need not be strongly primary.
If we want our class of algebras to be closed under tensor extensions,
we must give up condition SP4. In particular, we must be prepared to take
weak crossed products when K is merely a direct product of ﬁelds. Soon we
shall also drop the assumption that F is a ﬁeld (although we shall resume it
whenever convenient), and J turns out to be superﬂuous to the deﬁnition.
Our result (Deﬁnition A) includes Azumaya algebras as well as strongly
primary algebras. The properties of the algebras (called weakly Azumaya)
are similar to those of Azumaya algebras. In particular, the algebras are
central, and over a ﬁeld their dimensions are squares. Moreover, over a
ﬁeld, we now can prove the Wedderburn splitting A = B ⊕ J, where J is
the Jacobson radical Jac(A), and B ≈ A/J is a maximal separable algebra
of A.
This new class of algebras is closed under tensor products, and a
modiﬁcation of the tensor product yields a product structure on certain
equivalence classes of these algebras. In this way we obtain a general-
ization of the Brauer group, called the Brauer monoid, which has a rich
structure even over an algebraically closed ﬁeld, and which is described in
Section 4. The Brauer monoid in fact is a union of groups which need not
be torsion groups.
In many cases we can obtain an explicit description of A in terms of
“weak generalized crossed products,” which enables us to determine J as
well as describe the ideal structure of A and attack other questions about
its structure. In particular, this enables us to generalize the Wedderburn
splitting in certain cases.
1. DEFINITIONS AND MAIN CLASSES
Throughout, we assume A is an algebra over a commutative ring C and
has a given subalgebra B, and we let L denote the center of B. Then A
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can be viewed naturally as a B − B-bimodule, or as a B⊗ Bop-module. We
also have a canonical homomorphism,
B⊗CBop → EndL⊗CLA
of B⊗C Bop-modules, given by sending b⊗ co to the map given by a → bac.
Deﬁnition A. Let A be a C-algebra and let B be C-separable subal-
gebra of A. We say A is weakly Azumaya with respect to B if
(i) A is a C-progenerator;
(ii) The canonical homomorphism B ⊗C Bop → EndL⊗CLA is an
isomorphism.
We will say that A is weakly Azumaya if A is weakly Azumaya with
respect to some separable subalgebra B.
For example, any Azumaya algebraA is weakly Azumaya (taking B = A).
Also note that if K is any maximal subﬁeld of a division algebra D, then
D ≈ K⊗F K and a K⊗F K-module. Since K need not be separable, we see
that conditions (i) and (ii) are not enough to force the separability of B.
Our major class of examples arises from the following result.
Proposition 1.1. If A contains a separable subalgebra B over C such that
L = ZB is projective over C and if A ≈ B ⊗ L as L⊗ L-modules then A
is weakly Azumaya with respect to B.
Proof. The ring L (and thus B) is ﬁnitely generated over C, and thus
B⊗L is ﬁnitely generated projective over C and thus is a C-progenerator.
Condition (ii) is standard from properties of endomorphisms and tensor
products; indeed, by [DI, I.2.4], one has
EndL⊗LB ⊗C L ≈ EndLB ⊗C L ≈ B⊗L Bop ⊗C L ≈ B⊗C Bop$
We will see later (Proposition 2.4) that there is a partial converse to
this result. The special case where B is commutative gives the following
corollary.
Corollary 1.2. If A contains a commutative subalgebra L which is sep-
arable and projective over C, such that A ≈ L⊗ L as a L⊗ L-module, then
A is weakly Azumaya with respect to L.
We recall that any central simple algebra over a ﬁeld satisﬁes this condi-
tion (taking L to be a separable maximal commutative subalgebra), but an
arbitrary Azumaya algebra need not contain such L.
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For our next set of examples, let C be a commutative ring with no
idempotents other than 0, 1, and let K be a (commutative) Galois exten-
sion of C with Galois group G. Let f  G×G→ K be a weak cocycle (i.e.,
a function satisfying (1) and (2) of the Introduction). Then, as in the Intro-
duction, we deﬁne the weak crossed product algebra to be Af =
⊕
σ∈G Kxσ ,
with x1 = 1, satisfying (3) and (4). Note that, being free of dimension
G over the commutative ring KAf satisﬁes all polynomial identities of
G × G matrices.
Since weak crossed products are described explicitly, we should like to
know when a given weakly Azumaya algebra is a weak crossed product. To
this end we have
Proposition 1.3. Suppose C has no idempotents other than 0, 1. A C-
algebra A is a weak crossed product with respect to a given commutative
subalgebra K Galois over C, if and only if A ≈ K ⊗K as a K ⊗K-module.
In particular, a weak crossed product algebra with respect to K is weakly
Azumaya with respect to K.
Proof. Let Af =
⊕
σ∈G Kxσ be a weak crossed product with respect
to K. Deﬁne the K − K bimodule Kσ to be K as a left K-module, and
twisted by σ as a right K-module; i.e., for kσ ∈ Kσ and c ∈ K we deﬁne
kσc = σckσ . Thus, Kσ is a K ⊗K-module, and there is a K ⊗K-module
isomorphism
⊕
σ∈G Kσ → Af , given by kσ →
∑
kσxσ . But,
⊕
σ∈G Kσ ≈
K ⊗C K by [DI, Theorem 3.1.1].
Conversely, if K/C is a Galois extension of commutative rings and if the
C-algebra A ≈ K ⊗C K as a K ⊗C K-module, then we claim A is a weak
crossed product with respect to K. Indeed, as in the previous paragraph
we have A ≈⊕σ∈G Kσ , as K ⊗ K-modules, so we write A = ∑σ∈G Kxσ ,
where Kxσ is the canonical copy of Kσ in A. Then xσxτ = βστxστ for
suitable βστ ∈ K; deﬁning f  G ×G → K by f σ τ = βστ gives us the
desired weak 2-cocycle for A.
Example 1.4. Let C be a discrete valuation ring with a ﬁeld of fractions
F and perfect residue ﬁeld. In [H3, Proposition 1.5] it is shown if A is a
maximal order over C in a central simple F-algebra then there is a Galois
extension K of C and a positive integer n such thatMnA is a weak crossed
product with respect to K and so is weakly Azumaya by the remarks above.
Remark. We do not know whether in this example A must itself be
weakly Azumaya. More generally we do not know, for a commutative ring
C and a C-algebra A, whether MnA weakly Azumaya implies that A is
weakly Azumaya. We shall address a special case of this question much later
on in the context of Example 1.4 (cf. Corollary 5.11). Of course if MnA
is weakly Azumaya with respect to MnB then A is weakly Azumaya with
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respect to B, but it is not obvious how to obtain a set of matrix units in the
separable subalgebra.
Even for small dimensions there can be surprising examples of weak
crossed products. Throughout the text we shall provide various examples,
the details of which are worked out in the Appendix. The next result shows
that this theory includes [H2].
Proposition 1.5. Suppose A is an algebra over a ﬁeld F having a sepa-
rable subalgebra B over F satisfying the following conditions:
(i) (quasi-normality) B ⊗F Bop is a direct product of matrix rings over
ﬁelds;
(ii) A is a minimally faithful B ⊗F Bop-module (under the canonical
action).
Then A is weakly Azumaya with respect to B.
Proof. Let L be the center of B. Because A is faithful over B ⊗F Bop,
the canonical homomorphism B ⊗F Bop → EndL⊗FLA is injective. To
show this map is surjective, we shall that the F-dimensions of EndL⊗FLA
and B⊗F Bop are equal.
Write B = B1 × · · · × Bn, the simple components of B. Let Li be the
center of Bi, and mi = Bi  Fi. Because A is minimally faithful over B⊗F
Bop, we see that A is isomorphic to a sum of simple modules, one for
each of the simple components of B ⊗F Bop. In particular, A ≈
⊕
i j Mi j ,
whereMi j is a minimally faithful Bi⊗F Bopj -module, and so EndL⊗FLA ≈⊕
i j EndLi⊕FLj Mi j. Now ﬁx i j. Then we can write Li ⊗F Lj =
⊕
k Tk,
where the ﬁelds Tk are copies of the composite of Li and Lj .
Writing ek for the multiplicative unit of Tk, we seen that ekBi ⊗ Bj
is simple with center Tk, so by hypothesis it must be Mninj Tk. By quasi-
normality we have
Bi ⊗F Bopj ≈
⊕
k
MniTk ⊗Tk Mnj Tkop ≈
∑
k
Mninj Tk
and so Mi j ≈ ⊕kNk, where each Nk is a simple Mninj Tk-module. There-
fore
EndLi⊗FLj Mi j ≈
⊕
k
EndTkNk$
But Nk  Tk = ninj , so EndTkNk  F = n2i n2j Tk  F, and so
EndLi⊗FLj Mi j  F =
∑
k
n2i n
2
j Tk  F = n2i n2jmimj$
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Finally we get
EndL⊗FLA  F =
[⊕
i j
EndLi⊗FLj Mi j  F
]
=∑
i j
n2i n
2
jmimj = B  F2 = B⊗F Bop  F
as desired.
2. BASIC PROPERTIES AND CHARACTERIZATIONS
In this section we obtain Azumaya-like properties for weakly Azumaya
algebras. Throughout, we ﬁx the separable subalgebra B ⊆ A and let L be
the center of B.
Theorem 2.1. Suppose A is weakly Azumaya with respect to B, and L =
ZB. Then
(i) The centralizer of L in A is B, and the centralizer of B in A is L;
(ii) A is faithful as a B⊗C Bop-module;
(iii) A is minimally faithful over a B ⊗C Bop-module in the sense that
no summand of A is faithful;
(iv) A is a B⊗C Bop-progenerator and an L⊗C L-progenerator;
(v) B is a summand of A as a B ⊗C Bop-module, and in fact B =
1 − e ·A, where e is the separability idempotent of L, i.e., the idempotent
generating the ideal of L⊗C L generated by all elements of the form u⊗ 1−
1⊗ u, for all u ∈ L.
Proof. (i) If a ∈ A centralizes L then the map x → ax is an L⊗ L-
module endomorphism of A. By deﬁnition there is
∑
bi ⊗ doi ∈ B ⊗C Bop
such that ax = ∑ bixdi for all x ∈ A. In particular, a = ∑ bidi ∈ B. This
proves the ﬁrst assertion and shows that the centralizer of B is contained
in B and thus in L.
(ii) By (2) of the deﬁnition.
(iii) For any B⊗C Bop-summand P of A, the projection map π A→
P is an endomorphism of A, and so there is an element
∑
bi ⊗ doi ∈ B⊗C
Bop such that πx =∑ bixdi for all x in A. Hence ∑ bi ⊗ doi − 1⊗ 1 = 0
annihilates P .
(iv) Since B is separable over C, its center L is separable over C.
Hence L⊗ L is separable over C. By [DI, Proposition 2.2.3] A is projec-
tive and ﬁnitely generated over L ⊗ L. But A is faithful over B ⊗C Bop
and thus over L ⊗C L, implying A is an L ⊗ L-progenerator; again by
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[DI, Proposition 2.2.3], A is projective over B ⊗C Bop, and, by the Morita
equivalence of B ⊗C Bop and L⊗ L, A is a B⊗C Bop-progenerator.
(v) Note that a ∈ A centralizes L if and only if e · a = 0, proving that
centralizer of L in A is 1− e ·A. By (i) this is B.
Corollary 2.2. If A is weakly Azumaya over C then C = ZA.
Proof. By Theorem 2.1, ZA ⊆ L, and thus for any c ∈ ZA we have
c ⊗ 1− 1⊗ c ∈ AnnB⊗BopA = 0
implying c ∈ C.
Corollary 2.3. If A is weakly Azumaya with respect to a commutative
separable subalgebra K, then K is a maximal commutative subalgebra of A.
Proof. If K′ is a commutative subalgebra containing K, then clearly K′
centralizes K, so by the theorem K′ ⊆ ZK = K.
Next we give a partial converse to Proposition 1.1.
Proposition 2.4. Suppose A is weakly Azumaya with respect to B.
(i) If A is cyclic as a B⊗C L module, then A is isomorphic to B⊗C L.
(ii) If A is weakly Azumaya with respect to B, and L is Galois over C,
then A is isomorphic to B⊗C L.
Proof. (i) If A is a cyclic B ⊗ L module then A = BaL for some a ∈
A, and so there is a canonical map + B⊗C L→ A given by b⊗ , → ba,.
But L⊗C L ∩ ker+ = 0 because A is faithful over the commutative ring
L⊗C L, and so ker+ = 0 because B ⊗C L is Azumaya over L⊗C L. Thus
+ is an isomorphism.
Write L ⊗C L =
⊕
σ∈GL ⊗ Leσ for idempotents eσ in L ⊗ L. Then
eσ is a central idempotent in B ⊗ Bop and A =
⊕
σ∈G Aeσ as B ⊗C Bop-
modules; also Aeσ is the annihilator of 1 − eσ in A. Being Azumaya, B
is projective as a B ⊗C Bop-module and thus is a summand of A. Clearly,
B = Be1 since
u⊗ 1− 1⊗ ub = ub− bu = 0
for all u in L. Hence, B = Be1 is a summand of Ae1.
Likewise, Beσ is a B ⊗ Bop summand of Aeσ . Hence,
⊕
σ∈G Bσ is a
summand of
⊕
σ∈G Aeσ = A. But
⊕
σ∈G Bσ is a B ⊗ Bop-progenerator, so
by the minimality of A we conclude that
⊕
σ∈G Bσ = A.
Remark. We do not know of any examples of an algebraA that is weakly
Azumaya with respect to a subalgebra B for which A is not cyclic as a B⊗L
module.
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If BB′ are separable C-algebras with respective centers LL′ then B⊗C
B′ is separable with center L⊗C L′ (cf. [DI]). This will be used repeatedly
in the next few results.
Proposition 2.5. If A is weakly Azumaya with respect to B over C and
IC then A/IA is weakly Azumaya with respect to B/IB over C/I.
Proof. Taking L = ZB, as usual, we have
L⊗ L/IL⊗ L ≈ L/IL ⊗ L/IL ≈ Le ⊗ L/IL
which we denote by Le. Then
EndLeA⊗ Le ≈ EndLeA⊗Le Le
≈ B⊗CBop⊗Le Le
≈ B⊗LL/IL⊗CBop⊗LL/IL
≈ B/IB⊗CB/IBop$
Proposition 2.6. Suppose A is weakly Azumaya with respect to B over
the commutative ring C. If p is a prime ideal of C, thenAp is weakly Azumaya
with respect to Bp over Cp.
Proof. The ring Ap is a Cp-progenerator: it is certainly ﬁnitely gener-
ated and projective, and the localization of a generator is clearly a genera-
tor. Write Le for L⊗C L, and Lep for Lp⊗Cp Lp. Using [DI, Corollary II.2.5]
and noting Ap ≈ A⊗C Cp, we have
EndLeAp ≈ EndLeA⊗LeLep
≈ B⊗CBop⊗LeLep
≈
(
B⊗LLp
)
⊗C
(
Bop⊗LLp
)
≈ Bp⊗CBopp $
Proposition 2.7. Suppose A is weakly Azumaya with respect to B. If B
has constant rank m2 over its center L, and L has constant rank k over C,
then A has constant rank mk2 over C.
Proof. The previous proposition allows us to reduce to the case where
C is local, with unique maximal ideal p. But then B/pB is Azumaya over
L/pL, which is separable over the ﬁeld C/p and thus is a direct prod-
uct of ﬁelds. By Proposition 2.5 A/pA is weakly Azumaya over B/pB.
Nakayama’s lemma we have reduced to the case where C is a ﬁeld.
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We can write L ⊗ L = ⊕L ⊗ Lei, summed over all injections of L
into a Galois closure of L; write Li = L ⊗ Lei, and Bi = B ⊗C Lei.
Then Bi and L⊗ Bopei ≈ Bopi centralize each other in B⊗ Bopei. Note
B⊗C Bopei ≈ Bi ⊗Li B
op
i . Thus Bi = B⊗C Li is Azumaya, and
Bi ⊗Li B
op
i ≈ EndLiAei$
But this means Bi  Li = Aei  Li, implying
A  F =∑
i
Aei  LiLi  F =
∑
i
Bi  LiLi  F
=∑Bi  F = [B⊗C L  F]$
Here is an observation about polynomial identities of weakly Azumaya
algebras.
Proposition 2.8. Suppose A is weakly Azumaya over C with constant
rank n2. Then A satisﬁes all of the identities of Mn.
Proof. Let A be weakly Azumaya with respect to B and let L be the
center of B. If the rank of B over L is m2 and the rank of L over C is k
then n = mk by the previous proposition. By localizing we may assume that
A is generated by k elements as a B-module. Because A is projective over
B it follows that A is a homomorphic image of a subring of MkB. But
MkB ≈ B⊗L MkL is Azumaya of rank m2k2 = n2 and thus satisﬁes all
of the polynomial identities of Mn.
Remark. When C is a ﬁeld we shall prove that A/J ≈ B with Jk = 0. It
follows that the polynomial Sk2m is an identity of A, where S2m is the stan-
dard polynomial on m letters; in particular, non-Azumaya weakly Azumaya
algebras satisfy extra polynomial identities.
Corollary 2.9. In a weakly Azumaya algebra, left invertible elements are
also right invertible.
Proof. This is true in general of PI-algebras. (One can also see this by
localizing and then applying Nakayama’s lemma.)
Here is a example which illustrates some of the results proven so far and
gives some idea of what does not happen.
Example 2.10. The “cyclic algebra” A = Kxσ/xn, where σ is an
automorphism of order n on a ﬁeld K. If F is the ﬁxed ﬁeld, then F =
ZA and A  F = n2. The algebra A has the form K ⊕ N , where
N = ∑n−1i=1 Kxi/xn is nilpotent (in fact clearly Nn = 0), so we see A
satisﬁes the polynomial identity X1X2n (as well as the identities of n× n
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matrices, by Proposition 2.8). However, A/xn−1 has dimension nn − 1
over its center F and so clearly is not weakly Azumaya. This proves the
homomorphic image of a weakly Azumaya algebra need not be weakly
Azumaya; compare with Proposition 2.5.
Furthermore, the only simple homomorphic image of A is K, which is
commutative. Thus we do not see an analog of the Artin–Procesi theorem.
Changing the Separable Subalgebra B
Since we are interested in studying the structure of A itself, we shall ﬁnd
it desirable to be able to replace B by a different separable subalgebra. Two
important instances are
(i) K is a maximal commutative separable subalgebra of A;
(ii) K is a maximal (not necessarily commutative) separable subalge-
bra of A (which usually will be bigger than in (i)).
These are handled in the next two propositions.
Proposition 2.11. If A is weakly Azumaya over C, with respect to a sep-
arable subalgebra B, then A is weakly Azumaya over C, with respect to any
separable subalgebra E containing B.
Proof. We know the centralizer CAB = L. Let T = ZE = E ∩
CAE. Then
CAE ⊆ L ⊆ B ⊆ E
implying T = CAE. Moreover, let E′ = CAT  ⊇ E; we claim E′ = E.
Indeed, since E′ is an E ⊗ Eop -module, [DI, Corollary II.3.6] shows
E′ ≈ CE′ E ⊗T E = T⊗TE ≈ E
as desired.
We shall show that the canonical map E ⊗C Eop → EndT⊗T A is an
isomorphism. The annihilator of A as an E ⊗C Eop-module is an ideal
of E ⊗C Eop and, if nonzero, would intersect nontrivially with T ⊗C T ⊂
B⊗C Bop, contrary to Theorem 2.1(ii); hence A is faithful as an E ⊗C Eop-
module, so the canonical map + E⊗C Eop → EndT⊗T A is 1:1. It remains
to show that + is onto. By the proof of Theorem 2.1(iv), A is a T ⊗ T -
progenerator. Hence EndT⊗T A and E⊗C Eop are Azumaya over T ⊗C T ,
implying
EndT⊗T A ≈ E ⊗C Eop ⊗T⊗T EndE⊗EopA
so EndE⊗EopA is Azumaya over T ⊗ T . But
EndE⊗EopA ⊆ EndB⊗BopA = L⊗C L
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(since A is weakly Azumaya with respect to B), so EndE⊗EopA is com-
mutative and Azumaya over T ⊗ T , implying EndE⊗EopA = T ⊗ T . Thus
EndT⊗T A ≈ E ⊗C Eop, as desired.
We can also go in the other direction, but ﬁrst need another fact from
Azumaya algebras:
Fact 2.12. Suppose BB′ are separable subalgebras of Azumaya alge-
bras AA′, respectively. Then the centralizer CA⊗A′ B ⊗ B′ = CAB ⊗
CA′ B′, where all tensors are taken over C.
For the reader’s convenience we provide a proof since we do not know
of a reference. We rely on the double centralizer theorem and its proof,
[DI, II.4.3, II.4.4]. ⊇ is clear. For the other direction, ﬁrst we assume that
A = EndCP and A′ = EndCP ′, so
A⊗A′ ≈ EndC
(
P ⊗C P ′
)
canonically. Hence
CA⊗A′ B⊗ B′ = EndB⊗B′
(
P ⊗C P ′
)
≈ EndBP ⊗ EndB′P ′ ≈ CBA ⊗ CB′A′$
In general, write Ae for A ⊗C Aop. Then we have canonical isomor-
phisms,
CA⊗A′ B⊗ B′ ≈ CAe⊗A′eB⊗Aop ⊗ B′ ⊗A′op
≈ CAeB⊗Aop ⊗ CA′eB′ ⊗A′op
≈ CAB ⊗ CA′ B
as desired.
Lemma 2.13. Suppose A is weakly Azumaya with respect to B. Suppose
B′ B′′ are separable subalgebras of B, and let L′ = CBB′ L′′ = CBopB′′.
Then
B′ ⊗C B′′ ≈ EndL′⊗L′′A$
Proof.
B′ ⊗ B′′ = CBL′ ⊗ CBopL′′ ≈ CB⊗BopL′ ⊗ L′′
≈ CEndL⊗LAL
′ ⊗ L′′ ≈ EndL′⊗L′′A$
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Proposition 2.14. Suppose A is weakly Azumaya with respect to B, and
B′ is a separable subalgebra of B which contains its centralizer in B (i.e.,
CBB′ = ZB′). Then A is weakly Azumaya with respect to B′.
Proof. Immediate from Lemma 2.13, taking B′′ = B′.
Corollary 2.15. Suppose A is weakly Azumaya with respect to B, and
there is a maximal commutative subalgebra K of B which is separable over C.
Then A is weakly Azumaya with respect to K.
Now we can see how our theory ties in with the classical theory of Azu-
maya algebras.
Proposition 2.16. Suppose A is Azumaya over C and B is a separable
subalgebra. Then A is weakly Azumaya with respect to B iff B contains its
centralizer in A.
Proof. (⇒) is by Theorem 2.1; the converse is by Proposition 2.14.
As with central simple algebras it is useful to be able to pass to Morita
equivalent algebras. We have the following result, which will be applied in
Section 4.
Proposition 2.17. IfA is weakly Azumaya with respect to B and P is a B-
progenerator then EndAA⊗B P is weakly Azumaya with respect to EndBP .
Proof. A⊗B P is clearly an A-progenerator. It follows that EndAA⊗B
P is an A-progenerator, and thus is a C-progenerator (since A is a C-
progenerator). It remains to prove that the canonical map
EndBP ⊗ EndBPop → EndL⊗LEndAA⊗BP
is an isomorphism. In fact we shall prove this for all projective B-modules P .
Note the isomorphisms
EndAA⊗BP ≈ HomBPA⊗BP ≈ HomBPA⊗BP
the ﬁrst one given by restricting the map to 1 ⊗ P and the second
sending f ⊗ q ∈ HomBPA ⊗B P to the map sending x ∈ P to
f x ⊗ q(cf. [DI, I.2.7]). Since P is B-projective we have HomBPA ≈
P∗ ⊗B A, where P∗ is the B-dual of P . Hence
EndAA⊗B P ≈ P∗⊗BA⊗BP$
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In fact this is an isomorphism of modules over EndBP ⊗C EndBPop, where
the action on P∗ ⊗B A⊗B P is given by
f ⊗ go · α⊗ a⊗ q = α · g⊗ a⊗ f q
where α · g ∈ P∗ is deﬁned by α · gx = αgx.
Hence we need only show EndBP ⊗C EndBPop ≈ EndL⊗LP∗ ⊗B A⊗B P .
We do this step by step. If P ≈ B as B-modules then
P∗⊗BA⊗BP ≈ B∗⊗BA⊗BB ≈ Bop ⊗B A ≈ A
where the action of EndBP ⊗C EndBPop ≈ Bop ⊗ B is given by bo1 ⊗ b2 ·
a = b2ab1; we are done since A is weakly Azumaya with respect to B.
If P ≈ Bk is free then
EndL⊗LP∗⊗BA⊗BP ≈ EndL⊗LB∗⊗BA⊗BBk
≈MkEndL⊗LB∗⊗BA⊗BB
≈MkB⊗ Bop
≈MkB ⊗MkBop
≈ EndBBk ⊗ EndBBk$
Finally, in general, taking a projective B-module Q such that P ⊕ Q is
free, then
EndBP ⊕Q⊗CEndBP ⊕Qop ≈ EndL⊗LP ⊕Q∗⊗BA⊗BP ⊕Q
and one shows easily that the induced map must take EndBP ⊗C
EndBPop isomorphically onto EndL⊗LP∗ ⊗B A⊗B P.
For example, if L̂ is the normal closure of L over C then we could
take P = B ⊗L L̂ and thus get EndAA ⊗B P is weakly Azumaya with
respect to EndBP ≈ EndB⊗L EndLL̂; by Proposition 2.17, EndAA⊗B P
is weakly Azumaya with respect to EndB⊗L L̂, which is Azumaya over L̂.
This enables us to assume L is Galois over C, and we utilize the Galois
theory of commutative rings. We want to push this a bit farther.
Proposition 2.18. Suppose A is weakly Azumaya with respect to B, and
L = ZB. Suppose B has a maximal commutative subalgebra K which is
separable over C, and K̂ ⊃ K is a commutative separable C-algebra which is
projective and f. g. as a K-module. Let Â = EndAA ⊗K K̂, with A ⊗K K̂
viewed as an A-module by means of a1a⊗ ,ˆ = a1a⊗ ,ˆ. Let B̂ = B ⊗K K̂.
Then
(i) Â ≈ A⊗K EndKK̂ as K̂ − K̂ bimodules;
(ii) Â is weakly Azumaya with respect to K̂.
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Proof. (i) There is a natural ring isomorphism
A⊗K EndKK̂ → EndAA⊗K K̂
sending a⊗ g to the map taking c ⊗ ,ˆ → ca⊗ g,ˆ.
(ii) By Corollary 2.15, the algebra A is weakly Azumaya with respect
to K. Then by Proposition 2.18, Â is weakly Azumaya with respect to
EndKK̂. But K̂ is a separable, maximal commutative subalgebra of EndKK̂,
so applying Corollary 2.15 again gives the result.
Remark. Our main application of Proposition 2.18 will be for K̂ Galois
over C (C without nontrivial idempotents), so that Â ≈ K̂ ⊗C K̂ by
Proposition 1.3. Taking K as in Proposition 2.18 and passing to its Galois
closure K̂, we would thereby get a weak crossed product Morita equiva-
lent to the original algebra A. Unfortunately, such K does not exist in the
most general situation (even for C local): commutative splitting rings exist
for B, but they need not be projective over L, although they certainly will
be projective if C is a ﬁeld, since then L will be a direct product of ﬁelds.
So this situation applies when C is a ﬁeld.
3. STRUCTURE THEOREMS WHEN C IS A FIELD
Throughout this section we assume that C = F is a ﬁeld. Our main result
is a veriﬁcation of Wedderburn’s Principal Theorem. As a consequence
we show that there is a unique (up to conjugacy) maximal choice for the
underlying separable algebra.
Theorem 3.1. Any weakly Azumaya algebra A over a ﬁeld F has a Wed-
derburn decomposition B ⊕ J where B is separable and J = JacA. A is
weakly Azumaya with respect to such B.
Proof. Suppose A is weakly Azumaya with respect to B, with center L.
Note that B and L are semisimple since they are separable over the ﬁeld
F . Let J = JacA. Then J ∩ B ⊆ JacB = 0, so we can view B also as
a subalgebra of A = A/J. Let Z denote Z A; to apply Wedderburn’s
Principal Theorem we need to show that Z is separable over F , since then
this will imply that A is separable over F . In fact we shall prove Z ⊆ L.
Since B⊗F Bop is semisimple, we can write A = B⊕ J ⊕M for a suitable
B⊗F Bop-submoduleM of A, and since A is minimally faithful (projective),
we have orthogonal idempotents e1 e2 e3 of L⊗F L with e1 ·A = B e2 ·
A = J, and e3 · A = M . Furthermore, by Theorem 2.1(v), 1 − e1 is the
separability idempotent of L⊗C L. Note that 1− e1 = e2 + e3.
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Now take any a¯ ∈ Z, and take a ∈ A with a¯ = a+ J ∈ Z, i.e.,
y ⊗ 1− 1⊗ y · a ∈ J
for all y ∈ L. Replacing a by a− e2 · a, we may assume e2 · a = 0. Then
e3 · a = e2 + e3 · a = 1− e1 · a ∈ J
implying e3 · a = e2e3 · a = 0. Hence a ∈ B, so a¯ ∈ ZB = L, provingZ ⊆ L, as desired.
Having proved A is separable we can apply the classical Wedder-
burn Principal Theorem to obtain A = A ⊕ J. By the Malcev–Jacobson
Theorem [10, p. 375], B is conjugate to a separable subalgebra of A, imply-
ing by Proposition 2.14 that A is weakly Azumaya with respect to this copy
of A. The remainder of the theorem is clear from the Malcev–Jacobson
Theorem.
Thus we also have
Corollary 3.2. Any two isomorphic maximal commutative separable
subalgebras K′ and K′′ of a weakly Azumaya algebra (over a ﬁeld) are
conjugate.
Proof. By the Malcev–Jacobson theorem, KK′′ are conjugate to subal-
gebras of B, so we may assume that KK′′ are isomorphic maximal com-
mutative separable subalgebras of B. Then they are conjugate in B (and
thus in A) by the proof of [Ch, Theorem 1].
Wedderburn’s decomposition also gives a partial answer to a question we
raised early on:
Corollary 3.3 (Over a Field F). If MnA is weakly Azumaya then A
is weakly Azumaya.
Proof. Let J = JacA, and let A = A/J. Then MnJ = JacMnA,
and Theorem 3.1 implies MnA is weakly Azumaya over a subalgebra B˜
isomorphic to Mn A. Furthermore, as proved in the theorem, ZMn A
is separable over F , and this is also Z A. Hence Wedderburn’s principal
Theorem gives A = B ⊕ J where B ≈ A. But then MnA = MnB ⊕
MnJ, so by the Malcev–Jacobson theorem, MnB is isomorphic to B˜.
Thus we may assume B˜ = MnB, so B is a maximal separable subalgebra
of A, and A is weakly Azumaya with respect to B.
As we extend the Wedderburn Principal Theorem (cf. Theorem 5.10
below), we shall also obtain extensions of Corollary 3.3.
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An Explicit Wedderburn Decomposition for Weak Crossed Products
We have seen (Remark after Proposition 2.18) that every weakly Azu-
maya algebra over a ﬁeld is Morita equivalent to a weak crossed product
algebra. It is therefore of interest to give an explicit, canonical computation
of the Wedderburn decomposition in that case. The rest of this section is
devoted to this computation.
Suppose Af is a weak crossed product with respect to a direct product of
ﬁelds K = K1 × · · · ×Km Galois over C, where C is itself a direct product
of ﬁelds. Write F = KG, for a suitable group G of automorphisms of K.
Let ei denote the unit element of Ki viewed as 0 $ $ $  0 1 0 $ $ $ 0 in K.
Write
f σσ−1 = k1σ $ $ $  kmσ
where kiσ ∈ Ki. Deﬁne suppσ = i  kiσ = 0	, and eσ =
∑
i∈suppσ ei. Let
B = ⊕
σ∈G
Keσxσ J =
∑
σ∈G
K1− eσxσ$
Proposition 3.3. The algebra B is a maximal separable subalgebra of A,
the set J is the Jacobson radical of A, and A = B ⊕ J is a Wedderburn
decomposition.
Proof. Our objective is to show that B is a subalgebra with no nil ideals,
since, being ﬁnite-dimensional over F , this would imply B is semisimple;
likewise we shall show J is a nilpotent ideal, implying J = JacA. Given
this, it is easy to ﬁnish the demonstration: obviously A = B⊕ J, and K ⊆ B.
Since K is a maximal commutative subalgebra of A we could conclude
ZB ⊆ K, and thus B is separable.
To show that B is closed under multiplication one must show for any
σ τ ∈ G that
eσxσeτxτ ∈ Keστxστ$
But
eσxσeτxτ = eσσeτxσxτ ∈ Kf σσ−1σf τ τ−1f σ τxστ$(5)
We apply (1) twice, replacing σ τ ρ by σ τ τ−1σ−1 and τ τ−1 σ−1
to get, respectively,
σf τ τ−1σ−1f σσ−1 = f σ τf στ τ−1σ−1(6)
τf τ−1 σ−1f τ τ−1σ−1 = f τ τ−1$(7)
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Applying σ to (7) and plugging into (6) (after reversing the sides of (6) and
multiplying both sides by the term στf τ−1 σ−1) yields
f σ τστf τ−1 σ−1f στ τ−1σ−1(8)
= στf τ−1 σ−1σf τ τ−1σ−1f σσ−1
= σf τ τ−1f σσ−1$
Hence, by (5),
eσxσeτxτ ∈ Kf σ τf σ τστf τ−1 σ−1f στ τ−1σ−1xστ
= Kf σ τ2στf τ−1 σ−1eστxστ
⊆ Keστxστ ∈ B
as desired.
Hence B is an algebra and cannot contain any nonzero nil ideal N .
Indeed, if 0 = a = ∑σ kσeσxσ ∈ N for a minimal number of nonzero
kσ ∈ K then multiplying a by xσ−1 enables us to assume that the coefﬁcient
of x1 = 1 is nonzero. But then each element of aK has fewer nonzero
coefﬁcients, implying aK = 0 (and thus xσK = 0), whenever σ has a
nonzero coefﬁcient in a, implying that σ ﬁxes K; this is absurd for σ = 1.
Thus we may assume a ∈ K ∩N , and a is therefore 0 (since K is a direct
product of ﬁelds).
We next prove J is nilpotent. In fact we claim that JG = 0. First note
that
1− eσxσxσ−1 = 1− eσeσ = 0$(9)
Now let yσ = 1 − eσxσ . We shall show for m = G that yσ1 $ $ $ yσm = 0
for all σ1 $ $ $  σm ∈ G. Indeed, it sufﬁces to show σi $ $ $ σj = 1 for suitable
i < j ≤ m, since then σi+1 $ $ $ σj = σ−1i and thus
yσi $ $ $ yσj = yσiyσi+1 $ $ $ yσj  = 1− eσixσixσi−1 $ $ $ = 1− eσieσi $ $ $ = 0
by (9). But σ1 σ1σ2 $ $ $  σ1 $ $ $ σm must repeat, so if
σ1 $ $ $ σi−1 = σ1 $ $ $ σj
then σi $ $ $ σj = 1.
These results will be generalized in Section 5. We want to describe the
simple components of B. We begin by deﬁning an equivalence relation on
T = 1 2 $ $ $  n	. The group G acts on T by σi = j if σKi = Kj . If i j
are in T , we deﬁne i ∼ j if there is an element σ ∈ G such that i ∈ suppσ
and j = σ−1i.
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Proposition 3.4. The relation given above is an equivalence relation.
Proof. To prove the relation is symmetric, suppose i ∼ j. Then there is
an element σ ∈ G such that i ∈ suppσ and j = σ−1i. But the cocycle
relation gives f σσ−1 σ = f σσ−1. Since i is in the support of σ , it
follows that j = σ−1i is in the support of σ−1. But σj = i, so j ∼ i.
To prove transitivity suppose i ∼ j and j ∼ k. Let σ ∈ G such that i ∈
suppσ and j = σ−1i. Let τ ∈ G such that j ∈ suppτ and k = τ−1j.
Then k = στ−1i, so it sufﬁces to prove that i ∈ suppστ. Consider the
following cocycle relations:
f ττ−1 σ−1f τ τ−1σ−1 = f τ τ−1
f στ τ−1σ−1f σσ−1 = f σ τf στ στ−1$
The ﬁrst relation shows that the jth component of f τ τ−1σ−1 is
nonzero and hence that the i = σjth component of f στ τ−1σ−1 is
nonzero. It then follows from the second relation that i is in the support
of στ.
For each i ∈ T , let i denote the class of i and let ei =
∑
j∈i ej .
Proposition 3.5. The minimal idempotents in ZB are precisely the
idempotents ei, for i ∈ T .
Proof. Because
∑
i ei = 1, it sufﬁces to show each ei is in the center
of B and is a minimal idempotent in the center. To show ei is in ZB,
it sufﬁces to show that eσxσ commutes with ei for all σ ∈ G, that is, that
ei − σeieσ = 0 for all σ ∈ G. But this is equivalent to showing that if
j ∈ suppσ, then j ∈ i if and only if σ−1j ∈ i, that is, if j ∈ suppσ,
then j ∼ σ−1j, which is true.
To show minimality suppose ei = α+ β, where α and β are orthogonal
idempotents in ZB. We may assume that eiα = ei and so that eiβ =
0. Now let j ∈ T with i ∼ j. Then there is an element e ∈ G such that
i ∈ suppσ and j = σ−1i. Because α ∈ ZB, the elements eσxσ and
α commute, so as we saw above, α − σαeα = 0. Hence 0 = eiα −
σαeσ = ei − eiσα, so eiσα = ei. It follows that ejα = ej . But j ∼ i
was arbitrary, so
ei = eiα = α
implying β = 0.
The following corollary is immediate.
Corollary 3.6. The simple components of B are the algebras Bi = eiB
for i ∈ T . The center of Bi is the ﬁeld eiZB.
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The description above allows us to determine in particular when B is
simple, that is, when Af is primary. If M is a maximal ideal of K let DM
denote the decomposition group of M , that is, DM = σ ∈ GσM =M	.
Note that for each maximal ideal M there is a unique i ∈ T such that
KiM; we will denote this maximal ideal M as Mi. It is clear that M
σ
i =
Mσi for all σ ∈ G. The following result should be compared with [H3,
Theorem 3.2].
Corollary 3.7. The following conditions are equivalent.
(i) Af is primary.
(ii) For every maximal ideal M of K there is a set of right coset repre-
sentatives σj of DM in G such that for all j f σj σ−1j  /∈M .
(iii) For some maximal ideal M of K there is a set of right coset repre-
sentatives σj of DM in G such that for all j f σj σ−1j  /∈M .
Proof. It follows from Corollary 3.6 that B is simple if and only if the
equivalence relation on T has a single class, that is, that i ∼ j for all i j ∈
T . We proceed to prove that (i) implies (ii): Let M = Mi be a maximal
ideal. If j ∈ T there is an element σj ∈ G such that i ∈ suppσj and
j = σ−1j i. Then Mj = M
σ−1j
i and f σj σ−1j  /∈ M . The resulting elements
σ1 σ2 $ $ $  σnσi = id form a set of right coset representatives of DM
in G: If σjσ
−1
k ∈ DM , then σjσ−1k M = M , so Mσ
−1
k = Mσ−1j , that is,
Mk =Mj , so j = k.
Clearly (iii) follows from (ii), so we are left with showing (iii) implies (i).
For convenience set M = M1. Then we are given that 1 ∈ suppσj for all
j and so 1 ∼ σj1. Hence 1 ∼ k for all k, so 1 = T , as desired.
Having found some nice properties of weak crossed products, we should
warn the reader that there are many subtleties, some of which compli-
cate the cohomology theory given in Section 4. In the Appendix, we shall
describe all weak crossed products (over a ﬁeld) of dimension ≤ 9, i.e.,
n = 1 2, and 3, and we also describe the situation n = 4. For n = 1 2 the
only algebra which is not central simple is Example 0.1. However, for n = 3
we already have subtler examples. Here is an example where the different
simple components of B have different dimensions over F .
Example 3.8. Let F be a ﬁeld and let K = F × F × F . Write
e1 = 1 0 0 e2 = 0 1 0 e3 = 0 0 1$
Let G = σ, where σa b c = c a b for all a b c ∈ F . One can check
(and we shall in the Appendix; cf. Case IV) that there is a weak cocycle
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deﬁned by
f 1 σi = f σi 1 = 1 for all i
f σσ = e1 + e2 f σσ2 = ei
f σ2 σ = e3 f σ2 σ2 = e2 + e3$
Using the notation we established previously, we see that eσ = e1 and
eσ2 = e3. Hence ifA = K+Kxσ +Kxσ2 denotes the corresponding crossed
product algebra, then by Proposition 3.3 the radical of A is
J = Fe2 + Fe3xσ + Fe1 + Fe2xσ2 $
By the same proposition the maximal separable subalgebra B is given by
B = K + Fe1xσ + Fe3xσ2 . To compute the center of B, we look at the
equivalence relation on T = 1 2 3	. An easy computation shows that
1 = 1 3	 and 2 = 2	, and so the center of B is Fe1 + e3 + Fe2.
Then e1B = Fe1 + Fe3 + Fe1xσ + Fe3xσ2 which is isomorphic to M2F
and e2B = Fe2, which is isomorphic to F . Hence B ∼=M2F ⊕ F .
4. THE BRAUER MONOID
The object of this section is to deﬁne and examine a monoid structure on
equivalence classes of weakly Azumaya algebras with a given center C. This
study was initiated in [H2], but the theory becomes much richer here even
when C is a ﬁeld, since B need not be simple. (In general B is semisimple
if C is a ﬁeld.) We begin with the following basic result.
Proposition 4.1. (i) The tensor product over C of two weakly Azumaya
algebras A (resp. A′) with respect to B (resp. B′) is weakly Azumaya with
respect to B ⊗C B′.
(ii) (Extension of scalars) If S is any commutative C-algebra, and A is
weakly Azumaya with respect to B (over C), then A⊗C S is weakly Azumaya
with respect to B ⊗C S (over S).
(iii) If A is a weakly Azumaya with respect to B, and e is a central
idempotent of B, then eAe is weakly Azumaya with respect to Be.
Proof. (i) We have the chain of canonical isomorphisms
B ⊗ B′ ⊗ B⊗ B′op ≈ B⊗ Bop ⊗ B′ ⊗ B′op
≈ EndL⊗LA⊗ EndL′⊗L′A′
≈ EndL⊗L′⊗L⊗L′A⊗A′$
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(ii) A ⊗C S is clearly f.g. projective over S, and the isomorphism
condition follows from
EndL⊗S⊗L⊗SA⊗C S ≈ EndL⊗LA ⊗C S ≈ B⊗L Bop ⊗C S
≈ B⊗C S⊗SB⊗CSop$
(iii) We have eBe⊗L eBeop = e⊗ eopB ⊗ Bop, and so the iso-
morphism from B ⊗ Bop to EndL⊗LA sends
eBe⊗LeBeop → e⊗ eopEndL⊗LA = EndeL⊗eLeAe$
Given the ﬁrst part of this proposition, one is tempted to deﬁne a monoid
structure on the weakly Azumaya C-algebras by using the usual tensor prod-
uct on Morita equivalence classes. There are problems with this approach,
arising from the relation of the resulting monoid to the monoid coming
from cohomology. Consider again weak crossed product algebras for a ﬁxed
Galois extension of ﬁelds K/F . Let Af = KG f  and Ag = KG g and
assume that the inertial subgroup is H in both cases. Let L = KH . It was
shown in [H1] that in this case the algebra Afg is Morita equivalent to the
eAf ⊗Age, where e is the separability idempotent for L. Unfortunately
eAf ⊗ Age is not necessarily Morita equivalent to Af ⊗ Ag; the mod-
ule Af ⊗ Age is not necessarily a progenerator for the ring Af ⊗ Ag.
For example, we can take the easy example A = A as in Example 0.1(iii).
Writing A = Af as from Remark 0.2(i), we see Af 2 = A. However, the
Jacobson radical of A⊗A has dimension 4+ 4 = 8, so A⊗A cannot be
M2A.
This means there is no natural map from the cohomology to the monoid
of Morita equivalence classes which extends [H1]. There are interesting
results which we will present at the end of this section, but their implemen-
tation seems to require a collapsing which we do not want to permit. Since
the cohomology theory is an indispensible tool in understanding the alge-
bras, we present a deﬁnition for the monoid that generalizes the approach
taken in [H2].
Fix a commutative, separable, projective extension L of C. We con-
sider pairs Aφ where φ L → A is a C-algebra imbedding and A
is weakly Azumaya with respect to a separable subalgebra B with center
φL. By Theorem 2.1 it follows that B = CAφL. We will call such
a pair Aφ admissible. We will call two admissible pairs A1 φ1 and
A2 φ2 isomorphic if there is a C-algebra isomorphism α A1 → A2 such
that α ◦ φ1 = φ2. The correct notion of equivalence turns out to be that
anticipated in Proposition 2.17.
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Deﬁnition 4.2 (L ﬁxed as above). A1 φ1 and A2 φ2 are equiv-
alent if there are progenerators P1 over B1 = CA1φ1L and P2 over
B2 = CA2φ2L such that (EndA1A1 ⊗B1 P1 ψ1 is isomorphic to
(EndA2A2 ⊗B2 P2 ψ2, where for i = 1 2 and each y ∈ L, we deﬁne
ψiy to be the endomorphism given by ψiya ⊗ z = a ⊗ yz for all
a ∈ A and z ∈ Pi.
BrMLC denotes the set of equivalence classes of weak Azumaya alge-
bras with respect to a separable subalgebra with center L.
We proceed to deﬁne the product on BrMLC.
Construction 4.3. Let e be the separability idempotent for L. Let
A1 φ1 and A2 φ2 be pairs. The map φ1 ⊗ φ2 is a C-algebra homo-
morphism from L ⊗C L to A1 ⊗ A2. Let e′ = φ1 ⊗ φ2e. We deﬁne
A1 φ1A2 φ2 = e′A1⊗C A2e′ ψ, where ψ L→ e′A1⊗C A2e′
is given by ψy = φ1 ⊗ φ2ey ⊗ 1. The product is well deﬁned, and
BrMLC is a monoid with respect to it.
If T is any ring extension of C then L⊗C T is separable and projective
over T . If Aφ is an admissible pair for L/C, then A ⊗C Tφ ⊗ 1 is
admissible for L⊗C T/T by Proposition 4.1, and the map from BrMLC
to BrML⊗CT T  sending Aφ to A⊗C Tφ⊗ 1 is a monoid homomor-
phism, called the restriction homomorphism.
If e is any idempotent in L and Aφ is an admissible pair for L/C, then
eAeφeLe is admissible for eLe/C and the map BrMLC to BrMeLeC
sending Aφ to eAeφeLe is a monoid homomorphism.
Now let F be a ﬁeld and let L/F be a separable ring extension (not
necessarily a ﬁeld). If K/F is a Galois extension and φ L → K is an
F-algebra imbedding, let H denote the subgroup of G corresponding to
L, so L = KH , and let M2HGK denote the set of cohomology classes
of cocycles f  G × G → K with inertial subgroup H. The proof of the
following result is the same as in the classical case.
Proposition 4.4. The map fromM2HGK to BrMLF given by sending
KG f  to KG f  φ is a homomorphism of monoids.
The homomorphism of the proposition is not necessarily injective. There
is a surjectivity result: If A τ is weakly Azumaya with class in BrMLF
then there is a Galois extension K/F with an F-algebra imbedding φ L→
K such that the image of M2HGK in BrMLF contains the class of
A τ. This follows from Proposition 2.18 and the remarks following it.
Although the Brauer monoid is not necessarily a group, there are certain
distinguished elements which play a key role.
Deﬁnition 4.5. An admissible pair Aφ is called idempotent if its
class is an idempotent in BrMLF.
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As before let K/F be a Galois extension; let φ L→ K be an F-algebra
imbedding; let H denote the subgroup of G corresponding to L, so L =
KH ; and let M2HGK denote the set of cohomology classes of cocycles
f  G × G → K with inertial subgroup H. Since every admissible pair is
equivalent to a weak crossed product coming from M2HGK (for some
choice of K and φ), it is natural to want to determine which weak crossed
products are idempotent. Write K = K1 × · · · × Kt , a direct product of
ﬁelds. If f  G×G→ K is a cocycle, then we consider the function g G×
G→ K given as follows: If
f σ τ = a1 $ $ $  at ∈ K1 × · · · ×Kt
we let gσ τ = a′1 $ $ $  a′t in K1 × · · · × Kt , where each a′i is 0 or a−1i ,
depending on whether ai is 0 or nonzero, respectively. It is easy to see that
g satisﬁes the weak cocycle conditions (1) and (2) and thus deﬁnes a weak
crossed product. The product fg is also a weak cocycle. For each σ τ in G
the component of fgσ τ is either 0 or 1. In other words, e = fg is an
idempotent cocycle, that is, it is idempotent as a function, not just a class.
Note that ef = f and eg = g.
Proposition 4.6. The weak crossed product KG f  is idempotent if
and only if f σ τ is cohomologous to an idempotent cocycle.
Proof. The class KG f  is idempotent if and only if f and f 2 are
cohomologous. Clearly, if f σ τ is an idempotent in K for all σ τ ∈ K,
then in fact f 2 = f , so the class is idempotent. Conversely, suppose f
and f 2 are cohomologous. Let g and e be as above. Then f 2 ∼ f implies
(multiplying by g) that f ∼ e.
Given an idempotent class E in BrMLF, we deﬁne the stalk E of E
to be Aσ ∈ BrMLF  EAσ = Aσ and such that for some
class A′ σ ′ we have AσA′ σ ′ = E	. The set E is clearly a
group, called the subgroup with identity E.
Proposition 4.7. BrMLF = 
⋃
E E ∈ BrMLF idempotent
classes	.
Proof. We want to show any member of the Brauer monoid is in some
E . But we may assume this algebra is a weak crossed product KG f .
Then we can deﬁne g and e as above. Then fe = f , ge = g, and fg = e.
Letting E be the class of the idempotent cocycle e, we see that E is an
idempotent class, and the class of KG f  belongs to the stalk E .
Example 4.8. Unlike the classical Brauer group, BrMLF is not nec-
essarily torsion, in the sense that there is a stalk E which is not a torsion
group. In fact there is a strongly primary algebra having that property, given
in [HLS]; since it also provides an example of a non-idempotent algebra
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over , we review the construction. Let K/F be a cyclic Galois extension
of degree 4 and let G denote the Galois group, with G = σ. (In partic-
ular, for any ﬁeld F one could take K = F × F × F × F , where σ acts
cyclically on the components.) In Case 1 of the Appendix we obtain the
weak crossed product of dimension 16 from the weak factor set f , where
f σi 1 = f 1 σj = 1 for all i j f 1 2 and f 2 1 are arbitrary, and all
other f σi σj are 0. In this example, by modifying xσ3 one may assume
f 1 2 = 1. One can take f 2 1 to be arbitrary α ∈ K. We denote this
weak factor set as fα. Let E be the idempotent algebra arising from f1.
Then as in [HLS], the algebra of fα is similar to E iff a has norm 1 in
the extension K/F . (In the case where K = F × F × F × F , this means
α = α1 α2 α3 α4 with α1α2α3α4 = 1.) It is then clear that one can ﬁnd
K/F and α ∈ K such that no power of the class of fα will equal E. Notice
that if we restrict such a class to the algebraic closure of F we will obtain
the example with K = F × F × F × F , and this class will be nonidempotent,
for suitable α.
The stalk in this example contains a copy of the norm residue group of
F , and so its structure is quite rich. The example also suggests a connec-
tion between torsion and the restriction map. In particular we would like
to investigate the kernel of the restriction map. The natural method is by
means of the corestriction map. In fact we only need the deﬁnition of core-
striction for a Galois extension of rings F ′/F , and on weak crossed products
A, in which case corF ′/FA can be deﬁned by taking the norms of all of the
factor set elements (cf. [R, Eq. (9) and Theorem 3]). It is easy to check
that this does not depend on the choice of cocycle, since the norm of a
coboundary is clearly 1 (just as in the classical case, since we have the same
deﬁnition). In particular, the corestriction of an idempotent algebra will be
idempotent, since the norm of 1 (resp. 0) is 1 (resp. 0). On the other hand,
if A = A0 ⊗F F ′ is the restriction of an algebra A0, then each σ-translate
of A is A itself (since A0 is invariant under σ), so corA = AG0 . Putting
these two facts together, we have
Proposition 4.9. Consider A0 ∈ BrMLK/F. If E = A0 ⊗F F ′ is an
idempotent algebra (in BrML×F ′ K ⊗F F ′/F ′) and F ′/F is a Galois ﬁeld
extension of dimension n, then A0n is idempotent in BrMK/F.
Now let BrMLK/F0 denote the submonoid of BrMLK/F consisting
of classes of idempotent algebras. Note that BrMLK/F0 is invariant under
both the restriction map and the corestriction map.
Theorem 4.10. Let F denote the separable algebraic closure of F . The
kernel of the restriction map resF/F  BrMLK/F → BrML⊗FK ⊗ F/F is
torsion, modulo BrMLK/F0.
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Proof. Take a weak crossed product A such that A ∈ resF/F . Since the
equivalence of any two weak crossed products is accomplished by a ﬁnite
number of elements a1 $ $ $  at of F , we see that Fa1 $ $ $  at already splits
A (to an idempotent algebra). Then taking L to be the normal closure of
Fa1 $ $ $  at and letting n = L  F, we have that
corL/F resL/FA ∼ An
is the corestriction of an idempotent algebra and thus is an idempotent
algebra.
In this way we see that any non-torsion in the Brauer monoid passes
to the separable algebraic closure of the center. In the classical case the
Brauer group over a separably algebraically closed ﬁeld is trivial, but here
we have a rather rich structure.
The Ideal Structure of Weakly Azumaya Algebras
We turn to the ideal structure of weakly Azumaya algebras. Since the
ideal structures of any two Morita equivalent algebras are the same, we
focus on weak crossed products. Actually we have a result for arbitrary
commutative C. Recall [DI, Chap. 7] that if an extension K/C is Galois
with group G then there are elements ui vi in K such that
∑
i uivi = 1 and∑
i uiσvi = 0 for all 1 = σ ∈ G. Also in this case, σu − u  u ∈ K	 is
not contained in any maximal ideal of K and thus generates K as an ideal.
Proposition 4.11 C arbitrary). If A is a weak crossed product
KG f , then every ideal I of A is G-graded.
Proof. We have to show if
∑
σ∈G bσxσ ∈ I then bτxτ ∈ I for each τ
such that bτ = 0. Of all elements in I whose xτ-coefﬁcient is bτ, take
a =∑σ∈G bσxσ such that the number of nonzero bσ is minimal. Then, for
any u in K and any ρ = τ we have 0 = ubρ − bρuxρ = ubρxρ − bρxρρu;
hence, the xρ-coefﬁcient of ua − aρu is 0. But ua − aρu ∈ I, and the
coefﬁcient of xτ is
ubτxτ − bτxτρu = u− τρubτxτ$
As just noted,
∑
u∈K Ku − τρu = K; i.e., we can write 1 =
∑
viui −
τρui for suitable ui vi in K. Now let a′ =
∑
i viuia − aρui. Then
the xτ-coefﬁcient of a′ is bτ, but the xρ-coefﬁcient is 0, contrary to the
assumption on a. Hence, for all ρ = τ, the coefﬁcient of xρ must be 0, i.e.,
a = bτxτ, as desired.
Theorem 4.12. Let E be an arbitrary idempotent algebra in BrMLC.
Every element in the stalk of E has the same ideal structure as E.
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Proof. Write E = ∑Kxσ , and take any weak crossed product A =∑
Kx¯σ in the stalk of E. Then the natural map A → E given by
∑
kσx¯σ →∑
kσxσ clearly preserves the ideal structure (for we need only check homo-
geneous components, by Proposition 4.19, and the factor sets have precisely
the same nonzero components, by hypothesis).
In the case where C is a ﬁeld F , for any ﬁeld extension F of F , it is well
known that A and A⊗F F have the same ideal structure (since F = ZA).
Thus the ideal structure of a stalk is uniquely determined by the idempo-
tent E in the stalk, and its determination is a combinatorical problem which
depends on G alone. (Of course, the ideal structure of the stalk correspond-
ing to BrF is trivial, since it corresponds to central simple algebras.)
Discussion of the Nonrelative Case
We return to the general case of weakly Azumaya C-algebras, without
any restriction on L. The following proposition has a proof analogous to
that in [Ch, Theorem 2], so we omit the details.
Theorem 4.13. Suppose Af Ag are weak crossed products with respect
to a Galois extension K of C. Then there is an algebra injection
Af ⊗Ag → EndAfgM
where M = Af ⊗K Aopg , viewed as an Afg-module as in the proof.
Proof. Write (as usual) Af =
⊕
σ∈G Kxσ and Ag =
⊕
τ∈G Kyτ; one can
identify Afg with ∑
s
Kxσ ⊗ yσ ∈ Af ⊗C Ag$
Write Â for Af ⊗C Ag. M is given the following ÂAfg bimodule struc-
ture:
Left multiplication by Â is given componentwise; right multiplication by
Afg is given by
xρ ⊗ yτk1xσ ⊗ yσk2 = xρxσ ⊗ yτyσσ−1k1k2$
It is well known that such a set-up gives an algebra homomorphism Â→
EndAfgM , which is an injection since M is faithful over Â.
By computing ranks, one shows this injection will be an isomorphism in
the cases we have been considering (such as when F is a ﬁeld). Thus we
would like to identify EndAfgM with Afg. In the Azumaya case this can be
done easily since M can be seen to be free over Afg, so EndAfgM is Morita
equivalent to Afg. However, the case in hand is trickier, as we shall now see.
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Proposition 4.14. Given a weak 2-cocycle f  G×G → K, and ρ ∈ G,
deﬁne a new weak 2-cocycle fρ by
fρσ τ = ρ−1f ρσρ−1 ρτρ−1$
Then KG f  and KG fρ are isomorphic as algebras.
Proof. Deﬁne A = KG f  and Aρ = KG fρ, and deﬁne ϕ A→
Aρ by
ϕ
(∑ασxσ
)
= ρ−1ασxρ−1σρ
where ασ ∈ K. To check that ϕ is an algebra homomorphism we check
ϕxσασ = ϕσασxσ
= ρ−1σασxρ−1σρ
= ρ−1σρρ−1ασxσ−1σρ
= xρ−1σρρ−1ασ
= ϕxσϕασ
ϕxσxτ = ϕf σ τxστ
= ρ−1f σ τxρ−1σρρ−1τρ
= fρρ−1σρ ρ−1τρxρ−1σρρ−1τρ
= xρ−1σρxρ−1τρϕxσϕxτ$
Example 4.15. Assume K is commutative Galois over C. We want to
describe Â = Af ⊗C Ag. Note
1⊗ αeρ = ρα ⊗ 1eρ
for all α ∈ K. As usual, write A1 =
⊕
Kxσx1 = 1 satisfying (3) and (4),
and analogously write A2 =
⊕
σ∈G Kyσ with y1 = 1 and satisfying
yσyτ = gσ τyσ τ yσα = σαyσ
for all σ τ ∈ Gα ∈ L. For any σ τ ∈ G, note that
eτ1⊗ αxσ ⊗ 1eρ = eτxσ ⊗ 11⊗ αeρ
= eτxσ ⊗ 1ρα ⊗ 1eρ
= eτσρα ⊗ 1xσ ⊗ 1eρ
= σρα ⊗ 1eτxσ ⊗ 1eρ
= 1⊗ τ−1σραeτxσ ⊗ 1eρ
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implying
eτxσ ⊗ 1eρ = 0
unless τ−1σρ = 1 (i.e., τ = σρ), and then
xσ ⊗ 1eρ = eσρxσ ⊗ 1eρ$
Likewise,
eτα⊗ 11⊗ yσeρ = eτ1⊗ yσα⊗ 1eρ
= eτ1⊗ yσ1⊗ ρ−1αeρ
= eτ1⊗ σρ−1α1⊗ yσeρ
= 1⊗ σρ−1αeτ1⊗ yσeρ
= τσρ−1α ⊗ 1eτ1⊗ yσeρ
implying eτ1⊗ yσeρ = 0, unless τσρ−1 = 1 (i.e., τ = ρσ−1), and then
1⊗ yσeρ = eρσ−11⊗ yσeρ$
Deﬁning zσ = xρσρ−1 ⊗ yσ , we see that
zσeρ = xρσρ−1 ⊗ 11⊗ yσeρ
= xρσρ−1 ⊗ 1eρσ−11⊗ yσeρ
= eρσρ−1ρσ−1xρσρ−1 ⊗ 1eρσ−11⊗ yσeρ
= eρxρσρ−1 ⊗ 11⊗ yσeρ
= eρzσeρ
from which it follows easily that eρAeρ is generated by 1 ⊗ Keρ and
eρzσeρ  σ ∈ G	. But
eρzσeρeρzτeρ = eρzσzτeρ
= eρxρσρ−1 ⊗ yσxρτρ−1 ⊗ yτeρ
= eρxρσρ−1xρτρ−1 ⊗ yσyτeρ
= eρf ρσρ−1 ρτρ−1xρστρ−1 ⊗ gσ τyσyτeρ
= eρf ρσρ−1 ρτρ−1 ⊗ gσ τxρστρ−1 ⊗ yσyτeρ
= eρ1⊗ ρ−1f ρσρ−1 ρτρ−1gσ τzστeρ
= eρ1⊗ fρ−1σ τgσ τeρzστeρ
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and
eρzσeρ1⊗ αeρ = eρxρσρ−1 ⊗ yσeρ1⊗ αeρ
= eρxρσρ−1 ⊗ 11⊗ yσeρ1⊗ αeρ
= eρxρσρ−1 ⊗ 1eρ1⊗ σα1⊗ yσeρ
= eρ1⊗ σαeρxρσρ−1 ⊗ 1eρ1⊗ yσeρ
= 1⊗ σαeρzσeρ$
This proves eρÂeρ ≈ Afρg for each ρ ∈ G. We claim that eρÂeρ ≈ Afg as
algebras, for each ρ in the inertial subgroup H. Recall that xρ is invertible,
so deﬁne x′σ = xρxσx−1ρ , and for each α ∈ K write α′ for ρα (thereby
replacing K by its isomorphic copy ρK), yielding
x′σα
′ = ρσρ−1ραx′σ = ρσαx′σ = σa′x′σ
and
x′σx
′
τ = f ρστρ−1x′στ = fρστ′x′στ$
Likewise M of Theorem 4.13 decomposes as ⊕τMτ, where each
Mτ =
∑
Kxτσ ⊗ yσ $
In the classical case multiplication by xτ−1 ⊗ 1 identiﬁes the Mτ with M1 ≈
Afg, and we thereby recover the usual identiﬁcation of the Brauer group
with the second cohomology group in the inertial case.
However, if we want a global identiﬁcation of the Brauer monoid with
the cohomological classes, Theorem 4.13 leads us to identify the different
eσÂeσ , which can lead to the following collapsing.
Example 4.16. Here is a strange identiﬁcation of idempotent algebras.
Take K = F ⊕ F ⊕ F , permuted cyclically by σ (of order 3), and G = σ.
We take the example A = KG f  of dimension 32 = 9) in Appendix A,
Case II, where
f σσ2 = f σ2 σ = f σ2 σ2 = 0 f σσ = 1 1 0$
Then in Aσ we have f σσ = 1 0 1; in Aσ2 we have f σσ = 0 1 1.
Also
A = A3 = AAσ Aσ2  = KG g
where gσi σj = 0 for all 1 ≤ i j ≤ 2. It is easy to see that the Jacobson
radical J of KG g satisﬁes J2 = 0, whereas it does not in A, so the
algebras A and KG g are not isomorphic.
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5. WEAK GENERALIZED CROSSED PRODUCTS
In this section we describe a situation in which we can build the weakly
Azumaya algebra A directly from a given separable subalgebra B, provided
B is normal, by which we mean every automorphism of L = ZB extends
to B. The obvious example is B = MtL for some t. (In particular, for
t = 1 this reduces to the theory of weak crossed products, and several
of the results of this section provide new information about weak crossed
products). However, our results on Wedderburn principal decompositions
are interesting precisely when B is noncommutative. The commutative base
ring C is taken to be arbitrary, unless otherwise speciﬁed.
Let us start by reviewing brieﬂy the known construction of generalized
crossed products, which arise in the theory of central simple algebras (cf.
[Je, T]). L× denotes the invertible elements of L. Let us call a map
ω G→ AutB
admissible if ωσ extends σ for each σ in G. A map f  G ×G → L× is
a generalized factor set if there is an admissible map ω G → AutB for
which f satisﬁes the following properties, writing σˆ for ωσ:
σˆ τˆbf σ τ = f σ τσ̂τb for all b ∈ B(10)
σˆf τ ρf σ τρ = f σ τf στ ρ$(11)
Given such a pair fω, we deﬁne the generalized crossed product
Afω =
⊕
σ∈G
Bxσ
as the formal direct sum of copies of B, with x1 = 1 and multiplication
given by
xσb = σˆbxσ
xσxτ = f σ τxστ$
Note that (10) is equivalent to the associativity condition xσxτb =
xσxτb, and likewise (11) is equivalent (as usual) to xσxτxρ = xσxτxρ.
Also, each xσ is invertible since xσxσ−1 = f σσ−1.
Since we are dealing with arbitrary C, we are led to the Azumaya theory.
The following may be known, but we do not have a reference.
Theorem 5.1. A = Afω is Azumaya over C.
We give two proofs; the ﬁrst is slicker but requires G invertible in C.
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First Proof (Assuming G Is Invertible in C). We use Braun’s criterion
[B]: B is Azumaya iff there are elements ai bi in B with
∑
aibi = 1 and∑
aibbi ∈ L = ZB for all b in B. (For example,
∑
ai ⊗ bi could be taken
to be the separability idempotent of B⊗ Bop.) Taking uj vj in L such that∑
j ujvj = 1 and
∑
j ujσvj = 0 for all 1 = σ ∈ G, note that the criterion
of Braun’s theorem is satisﬁed by the elements
a′ijσ =
1
Gxσaiuj and b
′
ijσ = vjbix−1σ 
since ∑
i j σ
a′ijσb
′
i σ =
1
G
∑
i σ
xσai
(∑
j
ujvj
)
bix
−1
σ
= 1G
∑
σ
xσ
(∑
i
aibi
)
x−1σ =
1
G
∑
σ
1 = 1
on the other hand, for any a = ∑τ dτxτ in A, where dτ ∈ B, we let z =∑
i aid1bi ∈ L, and have∑
i j σ
a′i j σab
′
i j σ =
1
G
∑
xσaiuj
∑
τ
dτxτvjbix
−1
σ
= 1G
∑
i σ τ
xσai
(∑
j
ujτvj
)
dτxτbix
−1
σ
= 1G
∑
i σ
xσaid1bix
−1
σ
= 1G
∑
σ
xσzx
−1
σ =
1
G
∑
σ
σz = 1G trz ∈ C$
(In fact this shows that if
∑
ai⊗ bi is the separability idempotent for B then
1
G
∑
σ
a′ijσ ⊗ b′ijσ
is the separability idempotent for Af .)
Second Proof. Noting that A is a free B-module of rank G, deﬁne a
map + A ⊗C L → EndBA ≈ MGB by sending bxσ ⊗ u to the right
B-module endomorphism∑
τ
bτxτ →
∑
τ
bxσbτxτu =
∑
τ
bσˆbτστuf σ τxστ$
This is a ring homomorphism because of associativity of the natural mod-
ule multiplication, and so it remains to ﬁnd the inverse map > MGB →
A ⊗C L. This is done by indexing the matrix units of MGB by the
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elements of G (i.e., calling them eστ, where eστxτ = xσ and eστxρ = 0
for ρ = τ), and sending
beστ →
∑
j
bf στ−1 τ−1xστuj ⊗ τ−1vj
where uj vj ∈ L are as in the ﬁrst proof.
Let h = +>eστ. Clearly, hxτ = xσ and hxρ = 0 for all ρ = τ;
hence h = eστ, implying + is onto and > is 1  1. But, A⊗C L and MGB
both are free B-modules of rank n2, and the Azumaya algebra B has an
invariant base number for free modules (seen by localizing). Thus, + is
an isomorphism and > = +−1. Hence, A⊗C L is Azumaya, implying A is
Azumaya.
Example 5.2. If B is Azumaya over L, and K/L is a Galois extension
with Galois group G, then EndBB⊗L K is a generalized crossed product
with respect to B ⊗L K and G. (Indeed, EndLK ≈ K ⊗L K = ⊕σ∈GKσ
as K-bimodules, so EndBB ⊗L K = B ⊗L EndLK ≈ ⊕σB ⊗L Kσ as
B⊗K-bimodules.)
Example 5.3. More generally, we deﬁne a weak generalized crossed
product in the same context. Namely, suppose B is separable over C, and
L/C is Galois, where L = ZB.
As above, we say a map ω G→ AutB is admissible if ωσ extends σ
for each σ in G. A map f  G ×G → L is a weak generalized factor set if
there is an admissible map ω G→ AutB satisfying (10) and (11).
Given such a pair fω, we can deﬁne the weak generalized crossed
product
Afω =
⊕
σ∈G
Bxσ
as the formal direct sum of copies of B, with x1 = 1, and multiplication
given by
xσb = σˆbxσ
xσxτ = f σ τxστ$
Note that f 1 τ = 1 for all τ. Clearly Afω ≈
⊕
σ∈G Bσˆ ≈ L⊗C B as
L⊗C L-modules. Thus Afω is weakly Azumaya with respect to B.
Let us turn to the converse.
Theorem 5.4. Suppose A is weakly Azumaya with respect to B, and L =
ZB is Galois over C, with Galois group G, and every automorphism in
G extends to an automorphism of B. Then A is a weak generalized crossed
product, with respect to B and G.
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Proof. Each σ in G extends to a suitable automorphism of B, which we
also denote as σ . Deﬁne Bσ to be the B ⊗ Bop-module given by b1 ⊗
bo2b = b1bσb2 for b in B. Then we have A ≈
⊕
σ∈G Bσ as B ⊗ L-
modules, by Proposition 2.4(ii).
Each Bσ is isomorphic to B as B-modules, so we could write Bσ = Bxσ
for suitable xσ in A; then writing A =
⊕
σ∈G Bxσ with x1 = 1, we would
have xσb = σbxσ for all b in B; writing xσxτ =
∑
bρxρ we see that for
all u in L, we have
xσxτu = στuxσxτ = στu
∑
bρxρ =
∑
ρ
bρxρρ
−1στu
implying
xσxτ − bστxστu =
∑
ρ=στ
bρxρρ
−1στu(12)
for all u ∈ L. Multiplying (12) by v ∈ L on the right yields
xσxτ − bστxστuv =
∑
ρ=στ
bρxρρ
−1στuv(13)
on the other hand, replacing u by uv in (12) yields
xσxτ − bστxστuv =
∑
ρ=στ
bρxρρ
−1στuρ−1στv$(14)
Subtracting (13) from (14) yields
0 = ∑
ρ=στ
bρxρρ
−1στuρ−1στv − v$(15)
Since L/C is Galois, the ideal of L generated by the elements ρ−1στv −
v for all v is 1, so we get
0 = ∑
ρ=στ
bρxρρ
−1στu$(16)
Now continuing inductively to lower the number of summands in (16) shows
us that bρ = 0 in (12) for each ρ = στ, and so xσxτ = bστxστ. Note that
bστ ∈ L since for any b in B we have
bbστxστ = bxσxτ = xσxτστ−1b = bστxστστ−1b = bστbxστ
and so bστ ∈ ZB = L.
We deﬁne f  G ×G → L by f σ τ = bστ and easily verify the weak
generalized crossed product conditions.
Corollary 5.5. If A is weakly Azumaya with respect to B over the ﬁeld
F and B is simple with L = ZB, a Galois ﬁeld extension of F , then A is a
weak generalized crossed product, with respect to B and G = GalL/F.
weakly azumaya algebras 169
Proof. By [HLS, Theorem 10.3] we know that the elements of G extend
to B (that is, B is normal over F). Hence the theorem applies.
This theorem and corollary, coupled with Proposition 2.18, enables us to
study wide classes of weakly Azumaya algebras in terms of weak generalized
crossed products.
Remark. If F = C is a ﬁeld the condition that every automorphism of
L extends to B is not necessarily true when B is not simple. For example,
one can have the situation (cf. Example 3.8) where B = F ×M2F, in
which case L = F × F and the switch automorphism certainly does not
extend to B. In general if B is semisimple, B = B1 × · · · × Bt is the direct
product decomposition into simple components, and Li = ZBi, then a
necessary condition for the extension of automorphisms is Bi ≈ Bj when-
ever Li ≈ Lj (since the switch automorphism of the i j components of
L must by hypothesis extend to B). Since, by [HLS, Theorem 10.3], every
automorphism of Li lifts to Bi iff Bi is quasi-normal, we see that a neces-
sary and sufﬁcient condition for every automorphism of L to extend to B
is for B to be the direct product of quasi-normal simple algebras Bi, satis-
fying the property that Bi ≈ Bj iff Li ≈ Lj . (This condition is vacuous for
commutative subalgebras since then Bi = Li.)
Having established their position in the theory, we shall study the alge-
braic structure of weak generalized crossed products for the remainder of
this section. The ﬁrst observation is that one can use this constructionAfω
to build subalgebras.
Proposition 5.6. Suppose Afω =
⊕
σ∈G Bxσ is a generalized weak
crossed product with respect to B, and Galois group G and weak cocycle f .
For each σ ∈ G, let ,σ = f σσ−1 ∈ L. Then
Afˆ  ω =
⊕
σ∈G
B,σxσ
is a subalgebra of A.
Proof. For each σ τ ∈ G, deﬁne fˆ σ τ = f σ τ2στf τ−1 σ−1.
To show Afˆ  ω is a subalgebra of A, it sufﬁces to show that ,σxσ,τxτ =
fˆ σ τ,σ τ for all σ τ ∈ G. We have
,σxσ,τxτ = ,σσ,τxσxτ = ,σσ,τf σ τxστ
so we want to show fˆ σ τ,σ τ = ,σσ,τf σ τ. But (1) implies the two
equations
σf τ τ−1 = f σ τf στ τ−1
στf τ−1 σ−1f στ τ−1σ−1 = f στ τ−1f σσ−1
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and thus
,σσ,τf σ τ = f σσ−1σf τ τ−1f σ τ
= f σσ−1f στ τ−1f σ τ2
= στf τ−1 σ−1f στ τ−1σ−1f σ τ2
= fˆ σ τ,στ$
Wedderburn Principal Decompositions of Weak Generalized
Crossed Products
The next step in our study of weak generalized crossed products is to
exhibit the Wedderburn decomposition, at least in certain cases.
Lemma 5.7. Suppose Afω =
⊕
σ∈G Bxσ is a weak generalized crossed
product with respect to B, and Galois group G and weak cocycle f . The
following are equivalent for σ in G:
(i) xσ is invertible in Afω;
(ii) f σσ−1 is invertible in L;
(iii) f σ−1 σ is invertible in L;
(iv) f σ τ and f σ−1 τ are invertible in L, for all τ in G.
Proof. (i) ⇒ (ii), (iii) We see that xσxσ−1 and xσ−1xσ centralize L and
thus are in B. Hence xσ−1 = x−1σ b1 = b2x−1σ for suitable bi in B. But com-
paring conjugation on elements of L, we see x−1σ = xσ−1b′1 and x−1σ = b′2xσ−1
for some bi in B, implying xσ−1 is invertible. Hence the bi are invertible in
B (in fact one sees easily that b′i = b−1i ), and
b1 = xσx−1σ b1 = xσxσ−1 = f σσ−1$
But then Lf σ−1 σB = B implies Lf σσ−1 = L, proving (ii). Like-
wise b′1 = f σ−1 σ, and the same argument yields (iii).
(ii) ⇒ (i) xσxσ−1 = f σσ−1 implies xσ is right invertible, i.e.,
xσy = 1 for some y. Hence xσ is invertible by Corollary 2.18.
(iii) ⇒ (i) Analogous.
(ii), (iii) ⇒ (iv) The weak cocycle condition (1) says
σ−1f σ τf σ−1 στ = f σ−1 σf 1 τ = f σ−1 σ
and f σ−1 σ is assumed to be invertible; hence, σ−1f σ τ is invertible,
and so is f σ τ. The symmetrical argument using f σσ−1 shows that
f σ−1 τ is invertible
(iv) ⇒ (ii), (iii) A fortiori.
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Proposition 5.8. Let H = σ ∈ G f σσ−1 and f σ−1 σ are
invertible	. Then H is a subgroup of G, and ∑σ∈H Bxσ is an Azumaya
subalgebra of Afω, over which Afω is weakly Azumaya.
Proof. By Lemma 5.7, xσ is invertible for each σ ∈ H, so B′ =∑
σ∈H Bxσ is Azumaya. But Afω =
∑
B′xτ, summed over a transversal of
H in G. ZB′ is the ﬁxed subring BH , and Afω ≈ B′ ⊗ BH as a B′ − BH
bimodule.
As before, we shall call H the inertial subgroup of G. The structure
of weak generalized crossed products can be exceedingly varied, includ-
ing many sorts of subrings of matrix rings. However, here is an instance
where one can garner considerable information about their ring structure.
Theorem 5.9. With notation as above, suppose that f σσ−1 is invert-
ible or 0 for all σ in G. Let H be the inertial subgroup, and J = ∑σ ∈H Bxσ .
Then JAfω, and JGH = 0. Furthermore, Afω/J ≈ B′, where B′ =∑
σ∈H Bxσ is Azumaya.
Proof. If σ ∈ H and τ ∈ G, then we claim either xσxτ = 0 or στ ∈ H.
Indeed, if xσxτ = 0 then f σ τ is invertible, so xστ = f σ τ−1xσxτ is
not invertible, implying στ ∈ H.
Thus if σ ∈ H then xσxτ = f σ τxστ ∈ J, for all τ ∈ G, and likewise
xτxσ ∈ J. Hence JAfω. To check JGH = 0 we shall show for m =
G  H that xσ1 $ $ $ xσm = 0 for all σ1 $ $ $  σm ∈ H. Indeed, we follow the
argument of Proposition 3.3 and see that σi $ $ $ σj = 1 for suitable i < j ≤
m; hence xσi $ $ $ xσj = 0 (since x1 = 1 is invertible).
The last assertion is clear.
Generalization of the Wedderburn Decomposition
In generalizing the Wedderburn–Malcev–Jacobson Theorem to algebras
over arbitrary commutative rings [A, Cu, I1, I2, I3], one deﬁnes an inertial
subalgebra of an algebra A to be a separable subalgebra B such that B +
JacA = A; in other words, the canonical image of B in A/JacA is all
of A/JacA. In the works just cited, under suitable conditions it is shown
that a given algebra A contains an inertial subalgebra, which is unique up
to inner automorphism. In the ﬁeld-theoretic case, if A is weakly Azumaya
with respect to B, then B itself is the only inertial subalgebra of B. On
the other hand, in the general case, if it so happens that B ≈ A/J for a
nilpotent ideal J, then clearly any inertial subalgebra of B is an inertial
subalgebra of A. We have already seen this situation arise in Theorem 5.9.
Thus the study of inertial subalgebras could play an important role in the
general theory of weakly Azumaya algebras.
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Clearly a subalgebra B of A is an inertial subalgebra iff MnB is an
inertial subalgebra of MnA, so the property of inertial subalgebra passes
to matrices. We shall analyze inertial subalgebras in the case where C is
Noetherian and a valuation ring of a complete discrete valuation. In this
case we shall show that if MnA is a weak generalized crossed product,
then A is weakly Azumaya, a useful fact when applied to Example 1.4. Thus
our considerations are reduced to weak generalized cross products.
Theorem 5.10. Suppose J = JacC satisﬁes ⋂∞i=1 Ji = 0, and suppose C
is semilocal and complete with respect to the J-adic topology. If A is a weak
generalized crossed product over an Azumaya algebra B, then B is contained
in an inertial subalgebra of A.
Proof. The hypothesis that C is J-adically complete passes to L, since
L is C-projective and JacL = JL, and thus to B, which is Azumaya over
L. Hence JacB = JB.
Write A = ∑σ∈G Bxσ , where x1 = 1 and xσxτ = f σ τxστ. Then J˜ =∑
BJxσ is an ideal of A, and A is complete with respect to the J˜-adic
topology, by [Cu, Theorem 2]. (Clearly ∩J˜m = 0.) Also J˜ = JacBA ⊆
JacA.
Note that A/J˜ is a weak generalized crossed product with respect to
B/JB. For each m we deﬁne
Bm = B/J2
m
B Lm = L/J2
m
L Jm = JB/J2
m
BBm$
Since B is Azumaya over a semilocal ring, we see that B/JacB is
semisimple. Since Jm2m = 0, we see that Bm is semiprimary. In partic-
ular, Bm is perfect (cf. [Ro, Theorem 2.7.33]); i.e., Bm satisﬁes the DCC on
principal left ideals. Thus letting
,mσ = f σσ−1 + J2
m
L ∈ Lm
we see that the chains
Bm ⊃ Bm,mσ ⊃ Bm,2mσ ⊃ · · ·⊃ Bm,imσ ⊃ $ $ $
Lm ⊃ Lm,mσ ⊃ Lm,2mσ ⊃ · · ·⊃ Lm,imσ ⊃ · · ·
must terminate at some number imσ.
In fact it follows that Lm,imσ = Lme for some idempotent e = emσ of
Lm, because in a commutative semiprimary ring, every idempotent ideal is
generated by an idempotent. (Proof: Suppose I is an idempotent ideal of
a commutative semiprimary ring C with radical N . Then modulo N , the
image of I is generated by the image of an idempotent e, so e ∈ I + N .
Writing e = a+ b, where a ∈ I and b ∈ N , we see that ek ∈ Ca+ bk, so we
just take k so that bn = 0 and get e = ek ∈ Ca ⊆ A.)
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Lifting idempotents successively and passing to the completion gives us
an idempotent eσ of L, each of whose images in Lm is emσ .
Let B′ =∑Beσxσ , which is ﬁnitely generated over C. Then by Theorem
3.1 we see B′/PB′ is separable over C/P for every maximal ideal P of
C, which implies by [KO, 3.2.6] that B′ is separable over C. In fact,
for J1 =
∑
B1 − eσxσ , and noting that C/J is semisimple, we see by
Proposition 3.3, writing  for the image in A/J˜, that A = B′ ⊕ J1. But now
the argument of [Cu, Theorem 1] shows A = B′ ⊕ J1, as desired.
Corollary 5.11. Suppose C is a complete discrete valuation ring. If
MnA is a weak generalized crossed product, then A is weakly Azumaya.
Proof. Suppose MnA is a weak generalized crossed product with
respect to B1. By the theorem we have an inertial subalgebra B′ ⊃ B. On
the other hand, using [I2, Theorem B], we obtain an inertial subalgebra B
of A. Then MnB is isomorphic to B′ by the uniqueness theorem in [I2],
implying MnA is weakly Azumaya with respect to MnB, and thus A is
weakly Azumaya with respect to B.
APPENDIX: WEAK AZUMAYA ALGEBRAS OF
DIMENSION <16 OVER A FIELD
To provide intuition for the questions considered above, we assume the
center C = F is a ﬁeld and classify all weak crossed product algebras A of
dimension ≤9 over F ; we also consider an interesting class of cyclic weak
crossed product algebras of dimension 16. The dimension A F must be
n2, where n = 1 2 3, or 4. Thus we have a separable Galois extension K of
F with cyclic Galois group G = σ, where σn = 1, and a weak cocycle f .
Write fij for f σi σj. By assumption fij = 1 if i = 0 or j = 0. Furthermore,
(1) now says
σifjkfi j+k = fi jfi+j k$(17)
Classiﬁcation of Weak Crossed Products of Dimension ≤9 over a Field
Take n as above. If n = 1 then A = F . For n = 2, we see that the only
undetermined value is f11, which by (17) (taking i = j = k = 1) is ﬁxed
under σ and thus is in F . If f11 = 0 then we have the classical crossed
product; if f11 = 0 then we have Example 0.1(iii).
For n = 3 then (17) provides the following eight equations for the various
choices of i j k (taken from 1 2	):
1 1 1  σf11f12 = f11f21(A1)
1 1 2  σf12 = f11f22(A2)
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1 2 1  σf21 = f12(A3)
2 1 1  σ2f11f22 = f21(A4)
1 2 2  σf22f11 = f12(A5)
2 1 2  σ2f12 = f21(A6)
2 2 1  σ2f21 = f22f11(A7)
2 2 2  σ2f22f21 = f22f12$(A8)
Equation A5 follows from A3 and A4, whereas A6 follows from A3, and
A7 follows from A2 and A3. This leaves us with A1–A4 and A8. A1 and A3
imply f11f21 ∈ Kσ = F . Thus either f11 f21 are both invertible or f11f21 = 0.
Case I. f11 f21 are invertible. Then A3 implies f12 is invertible, and A4
implies f22 is invertible, and thus we have a classical crossed product. In
other words, J = 0.
Henceforth we assume A is not a classical crossed product, so Case I
does not hold; hence f11f21 = 0. Symmetrically, f12f22 = 0. Note that K
could either be a ﬁeld or could be F 3 (where σ rotates the components
cyclically, i.e., σα1 α2 α3 = α3 α1 α2). In the former case we say that
any nonzero element of K has rank 3; in the latter case, we deﬁne the rank
to be the number of nonzero components. If f12 had rank > 2, then f22
would have rank ≥ 2, by A2, implying f12f22 = 0. Thus f12 (and symmetri-
cally f21) has rank ≤ 1.
Case II. f11 = 0. Then A2, A4 imply f12 = f21 = 0, and then f22 can be
arbitrary. Note that we could replace xσ by any multiple of an invertible
element of K, and so we may assume f22 is idempotent. (Indeed if f22 =
α1 α2 α3 then replace xσ by α′1 α′2 α′3xσ , where α′i = αi unless αi = 0,
in which case α′i = 1.) It follows that A is an idempotent algebra. In this
case J = Kxσ + Kxσ2 , and A/J ≈ K. The analogous situation holds if
f22 = 0. (In the case where K is a ﬁeld, this case provides exactly one
algebra up to isomorphism.)
Case III. f11 f22 = 0 and f12 = 0. Then f21 = 0 by A3, and 0 = f11f22 =
σ2f11f22. Thus f11 and f22 have rank 1, say f11 = α 0 0 and then
f22 = 0 0 β. Replacing xσ by α−1 1 1xσ and xσ2 by 1 1 β−1xσ2 , we
may assume α = β = 1, so this also is an idempotent algebra. Here again
A/J ≈ K.
Case IV. f12 = 0. We may assume f12 = α 0 0. Then f22 =
0 β2 β3; f21 = 0 0 α by A3, and
f11 = αβ−13  αβ−12  0
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by A2, A4. Now replacing xσ by α−1 1 1xσ and xσ2 by β−13  β−12  1xσ2
enables us to assume α = β2 = β3 = 1, so again we have an idempotent
algebra. This case yields the idempotent algebra given in Example 3.8.
In summary, every weak crossed product of dimension 9 which is not
central simple is in fact an idempotent algebra!
Classiﬁcation of Certain Weak Crossed Products of Dimension 16
For n = 4 we shall only consider those algebras for which G is cyclic and
the fij ∈ F , since still there are 33 = 27 equations to solve (corresponding
to those i j k for which 1 ≤ i j k ≤ 3). Equation (1) now says
fjkfij+k = fi jfi+j k
and we have
1 1 1  f11f12 = f21f11(A9)
1 1 2  f12f13 = f11f22(A10)
1 2 1  f21f13 = f12f31(A11)
2 1 1  f11f22 = f21f31(A12)
1 1 3  f13 = f11f23(A13)
1 3 1  f31 = f13(A14)
3 1 1  f11f32 = f31(A15)
1 2 2  f22 = f12f32(A16)
2 1 2  f12f23 = f21f32(A17)
2 2 1  f21f23 = f22(A18)
1 2 3  f23f11 = f12f33(A19)
2 1 3  f13 = f21f33(A20)
2 3 1  f31 = f23f11(A21)
1 3 2  f32f11 = f13(A22)
3 1 2  f12f33 = f31(A23)
3 2 1  f21f33 = f32f11(A24)
2 2 2  f22 = f22 superﬂuous(A25)
1 3 3  f33f12 = f13(A26)
3 1 3  f13 = f31(A27)
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3 3 1  f31 = f33f21(A28)
2 2 3  f23f21 = f22(A29)
2 3 2  f32f21 = f23f12(A30)
3 2 2  f22 = f32f12(A31)
2 3 3  f33f22 = f23f13(A32)
3 2 3  f23f31 = f32f13(A33)
3 3 2  f32f31 = f33f22(A34)
3 3 3  f33f32 = f33f23$(A35)
Case I. Suppose f11 = 0. Then f13 = f31 = f22 = f23 = f32 = f33 = 0,
and these conditions are enough to satisfy (A9) through (A35); hence in this
case f12 and f21 are arbitrary. It is easy to normalize xσ to get f12 = 1, but
now if f21 = 1 we cannot get an isomorphism with an idempotent algebra, so
this is our ﬁrst example of a noncrossed product which is not an idempotent
algebra.
The analogous result holds if f33 = 0. Thus assume for the remainder
that f11 f33 = 0. Then f21 = f12 by (A9), and f13 = f31 by (A27).
Case II. If f22 = 0 then all the other fij = 0.
Case III. If f22 = 0 then fij = fji for all i j and, furthermore, f21 f23 =
0 by (A18). f13 = 0 by (A13), f12 = 0 by (A26), and thus f12 = f21 by (A17).
In fact (A26), (A13), and (A18) respectively yield
f12 =
f13
f33
 f23 =
f13
f11
 f22 = f23f12 =
f 213
f11f33
$
In other words, we can choose f11 f13 f33, and the rest of the fij are
determined.
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