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Periodic solutionAbstract In this paper, a coupled FitzHugh–Nagumo (FHN) neural system with time delay has
been proposed and its stability and Hopf bifurcation are researched. Speciﬁcally, the stability of
equilibrium point is analyzed by employing the corresponding characteristic equation. Sufﬁcient
conditions for existence of Hopf bifurcation are obtained. The results show that the FHN neural
system exhibits the parameter regions involved the delay-independence stability and delay
dependence stability. Increase of time delay can induce the stability switches between resting state
and periodic activity. Furthermore, the direction of Hopf bifurcation and the stability of the
bifurcating periodic solutions are determined by the normal form theory and the center manifold
theorem for functional differential equations. Finally, some numerical simulations are carried out
for illustrating the theoretical results.
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open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
In recent years, there is growing interest in applying nonlinear
dynamics to Neural network model such as Hopeﬁeld/Cohen–
Grossberg neuron networks [1–6], the Hodgkin–Huxley (H–H)
models [7], FitzHugh–Nagumo (FHN) neurons [8–11], or
Kuramoto models [12]. The FHN neuronal model is one of
the most popular mathematical models which can exhibit a
hard oscillation, separatrix loops, as well as bifurcations of
equilibria under suitable values of the parameters. It was
derived as a simpliﬁed model of H–H equation by FitzHugh
[8] and Nagumo [9]. The FHN model can describephysiological phenomena similar to those corresponding to
the H–H model. A complete topological and qualitative
investigation of the FHN equation with a cubic nonlinearity
has been done by Bautin [13] and a rich variety of nonlinear
phenomena are observed. In recent years, the FHN model is
commonly used to study neural ﬁrings because of its simplicity.
The dynamics of the coupled FHN neurons with a symmetric
and nonsymmetric coupling was studied in [14–16], in which
rich bifurcation behavior for equilibria and limit cycles was
observed. Recently, for bidirectional coupling case between
two oscillators, Anderson Hoff et al. [17], have studied the
following model:
_x1 ¼ cðy1 þ x1  13 x31Þ þ cðx1  x2Þ;
_y1 ¼  1c ðx1  aþ by1Þ;
_x2 ¼ cðy2 þ x2  13 x32Þ þ cðx2  x1Þ;
_y2 ¼  1c ðx2  aþ by2Þ;
8>><
>>:
ð1Þ
242 J. Jia et al.where xi and yi , i ¼ 1; 2, represent the voltage across the cell
membrane, and the recovery state of the resting membrane
of a neuron, respectively. On the other hand, a; b and c are
parameters, and c is the coupling strength between the network
elements.
In fact, considerable time delays are ubiquitous in all the
biological processes. Moreover, time delays play an important
role in the system dynamics and cannot be ignored in the mod-
eling [18–21]. Particularly, it is known that time delays always
occur in the signal transmission for real neurons. In [17], these
FHN neurons with time-delay coupling have been numerically
investigated involving the effects of the four parameters on
bifurcations and synchronization. In [22], Gan et al. give the
following model by adding Gaussian noise and delay s to the
FHN equations to study its stochastic resonance phenomenon:
q _xi ¼ xi  x
3
i
3
 yi þ rniðtÞ þD
X
j¼1
ei;j½xjðt sÞ  xiðtÞ;
_yi ¼ xi þ a; ði ¼ 1; 2 . . .LÞ;
8<
: ð2Þ
Because the time delay in the system (1) is inevitable due to
the ﬁnite propagating speed in the signal transmission between
the neurons [23]. As a special case of systems (1) and (2), we
now rewrite system (1) as the following form:
_x1 ¼ cðy1 þ x1  13 x31Þ þ cðx1  x2ðt sÞÞ;
_y1 ¼  1c ðx1  aþ by1Þ;
_x2 ¼ cðy2 þ x2  13 x32Þ þ cðx2  x1ðt sÞÞ;
_y2 ¼  1c ðx2  aþ by2Þ;
8>><
>>:
ð3Þ
where all of the variables have the same meaning of system (1).
s > 0 represents the time delay in signal transmission.
Although Gan et al. studied the stochastic neuronal
dynamics of the system (2), the stability and Hopf bifurcation
of system (2) have not been further researched. Thus, in the
present paper, we discuss the stability and the local Hopf bifur-
cation of system (3) continuously. It has been proved that time
delay can drive the system to occur sustained oscillations by
Hopf bifurcation analysis. The results show that the FHN
neural system exhibits the parameter regions involved the
delay-independence stability and delay dependence stability.
Increase of time delay can induce the stability switches between
resting state and periodic activity. Therefore, this study might
be helpful to the comprehension of Neural network system.
We would like to mention that the normal form method has
been applied effectively in the study of singularities of vector
ﬁelds and in bifurcation analysis [24–26]. And recently there
are several articles [27–29] on the zero singularity in delayed
differential equations based on the normal form method and
center manifold theorem introduced by Faria [30] and Hale
[31], respectively.
The paper is organized as follows. In Section 2, by analyz-
ing the characteristic equation of the linearized system of
system (3) at the unique equilibrium, it is found that under
suitable conditions on the parameters the unique equilibrium
is asymptotical stable when s is less than a certain critical value
and unstable when s is greater than this critical value.
Meanwhile, according to the Hopf bifurcation theorem for
functional differential equations (FDEs) [31,32], we ﬁnd that
the system can also undergo a Hopf bifurcation at the unique
equilibrium when the delay crosses through a sequence of criti-
cal values. And a family of nonconstant periodic solutions is
emerged. In Section 3, to determine the direction of theHopf bifurcations and the stability of bifurcated periodic solu-
tions occurring through Hopf bifurcations, an explicit algo-
rithm is given by applying the normal form theory and the
center manifold reduction for FDEs developed by Hassard,
Kazarinoff and Wan [33]. To verify our theoretical results,
some numerical simulations are also included in Section 4.2. Stability of the equilibrium and local Hopf bifurcations
Obviously, the equilibrium ðx; y; x; yÞ of system(3) for
s ¼ 0 satisﬁes
cðy þ x  13 x3Þ ¼ 0;
 1
c
ðx  aþ byÞ ¼ 0:
(
ð4Þ
Therefore, we have bx3 þ 3ð1 bÞx  3a ¼ 0 and
y ¼ 13 ð3x þ x3Þ ¼ axb . P0ðx; y; x; yÞ is a unique positive
equilibrium when the condition
ðH1Þ a >
ﬃﬃﬃ
3
p
; and 0 < b < 1
holds. Throughout this section, we always assume that the
condition ðH1Þ holds.
In the following, we focus on the existence of local Hopf
bifurcation at equilibrium P0ðx; y; x; yÞ of system (3). Let
x1ðtÞ ¼ x1ðtÞ  x; y1ðtÞ ¼ y1ðtÞ  y; x2ðtÞ ¼ x2ðtÞ  x; y2
ðtÞ ¼ y2ðtÞ  y and still denote x1ðtÞ; y1ðtÞ; x2ðtÞ; y2ðtÞ by
x1ðtÞ; y1ðtÞ; x2ðtÞ; y2ðtÞ. The system (3) is equivalent to the
following system:
_x1 ¼Mx1ðtÞ þNy1ðtÞ þQx2ðt sÞ þ Fx31ðtÞ þ Kx21ðtÞ;
_y1 ¼ Dx1ðtÞ þ Ey1ðtÞ;
_x2 ¼Mx2ðtÞ þNy2ðtÞ þQx1ðt sÞ þ Fx32ðtÞ þ Kx22ðtÞ;
_y2 ¼ Dx2ðtÞ þ Ey2ðtÞ;
8>><
>>:
ð5Þ
where
M ¼ cð1 x2Þ þ c; N ¼ c; Q ¼ c; F ¼ 
1
3
c
K ¼ cx; D ¼  1
c
; E ¼  b
c
:
and the unique equilibrium ðx; y; x; yÞ of system (3) is trans-
formed into the zero equilibrium ð0; 0; 0; 0Þ of system (5). It is
easy to see that characteristic equation of the linearized system
of system (5) at the zero equilibrium ð0; 0; 0; 0Þ is
½ðk EÞðkMÞ DN2  ½ðk EÞQeks2 ¼ 0: ð6Þ
From (6) we have
k2 þ a1kþ a2 þ ðb1kþ b2Þeks ¼ 0;
k2 þ a1kþ a2  ðb1kþ b2Þeks ¼ 0;
(
ð7Þ
where
a1 ¼ M E; a2 ¼MEND
b1 ¼ Q; b2 ¼ EQ:
It is well known that the stability of the zero equilibrium
ð0; 0; 0; 0Þ of system (5) is determined by the real parts of the
roots of Eq. (7). If all roots of Eq. (7) locate the left-half com-
plex plane, then the zero equilibrium ð0; 0; 0; 0Þ of system (5) is
asymptotically stable. If Eq. (7) has a root with positive real
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stability of the zero equilibrium ð0; 0; 0; 0Þ of system (5), an
important problem is to investigate the distribution of roots
in the complex plane of the characteristic Eq. (7).
For Eq. (7), according to the Routh–Hurwitz criterion, we
have the following result.
Lemma 2.1. When s ¼ 0 and akðk ¼ 1; 2Þ satisfy the condition(H2)
a1 þ b1 > 0; a2 þ b2 > 0;
a1  b1 > 0; a2  b2 > 0;
then a
zero
stablell roots of Eq. (7) have negative real parts, and hence the
equilibrium ð0; 0; 0; 0Þ of system (5) is asymptotically
.Next, we consider the effects of a positive delay s on the sta-
bility of the zero equilibrium ð0; 0; 0; 0Þ of system (5). Since the
roots of the characteristic Eq. (7) depend continuously on s, a
change of s must lead to change of the roots of Eq. (7). If there
is a critical value of s such that a certain root of Eq. (7) has
zero real part, then at this critical value the stability of the zero
equilibrium ð0; 0; 0; 0Þ of system (5) will switch, and under cer-
tain conditions a family of small amplitude periodic solutions
can bifurcate from the zero equilibrium ð0; 0; 0; 0Þ; that is, a
Hopf bifurcation occurs at the zero equilibrium ð0; 0; 0; 0Þ.
Now, we look for conditions under which the characteristic
Eq. (7) has a pair of purely imaginary roots.
Clearly, ixþðxþ > 0Þ is a root of the ﬁrst Eq. (7) if and only
if xþ satisﬁes the following equation:
ðxþÞ2 þ a1ixþ þ a2 þ ðixþb1 þ b2Þðcosxþs isinxþsÞ ¼ 0:
Separating the real and imaginary parts of the above equation
yields the following equations:
ðxþÞ2  a2 ¼ b2cosxþsþ b1xþsinxþs;
a1xþ ¼ b2sinxþs b1xþcosxþs:
(
ð8Þ
Adding up the squares of the corresponding sides of the above
equations yields the following algebra equation with respect to
xþ:
ðxþÞ4 þ ða21  2a2  b21ÞðxþÞ2 þ a22  b22 ¼ 0: ð9Þ
Let z ¼ ðxþÞ2, then Eq. (9) can be denoted simply as the fol-
lowing equation:
z2 þ p1zþ r1 ¼ 0; ð10Þ
where
p1 ¼ a21  2a2  b21
r1 ¼ a22  b22:
Let
h1ðzÞ ¼ z2 þ p1zþ r1: ð11Þ
It is easy to see that if the condition
ðH3Þ p1 > 0 and r1 > 0
holds, then (9) has no positive roots. Hence, all roots of the
ﬁrst equation of (7) have negative real parts when s 2 ð0;1Þ
under the condition (H3).If
ðH4Þ r1 < 0
holds, then (9) has a unique positive root xþ0 ¼
ﬃﬃﬃﬃﬃ
zþ0
p
.
Substituting ðxþ0 Þ2 into (8), we obtain
cosxþ0 s ¼
ðb2  a1b1Þðxþ0 Þ2  a2b2
b22 þ b21ðxþ0 Þ2
ð12Þ
and
sþj ¼
1
xþ0
arccos
ðb2  a1b1Þðxþ0 Þ2  a2b2
b22 þ b21ðxþ0 Þ2
þ 2jp
" #
;
j ¼ 0; 1; 2; . . . : ð13Þ
If
ðH5Þ p1 < 0; r1 > 0 and ðp1Þ2 > 4r1
holds, then (9) has two positive roots xþ1 ¼
ﬃﬃﬃﬃﬃ
zþ1
p
and
xþ2 ¼
ﬃﬃﬃﬃﬃ
zþ2
p
.
Substituting ðxþ1;2Þ2 into (8), we obtain
s1;2þk ¼
1
xþ1;2
arccos
ðb2  a1b1Þðxþ1;2Þ2  a2b2
b22 þ b21ðxþ1;2Þ2
þ 2kp
" #
;
k ¼ 0; 1; 2; . . . : ð14Þ
Similarly, ixðx > 0Þ is a root of the second Eq. (7) if and
only if x satisﬁes the following equation:
ðxÞ2 þ a1ix þ a2  ðixb1 þ b2Þðcosxs isinxsÞ ¼ 0:
Separating the real and imaginary parts of the above equation
yields the following equations
ðxÞ2 þ a2 ¼ b2cosxsþ b1xsinxs;
a1x ¼ b2sinxsþ b1xcosxs:
(
ð15Þ
Adding up the squares of the corresponding sides of the above
equations yields the following algebra equation with respect to
x
ðxÞ4 þ ða21  2a2  b21ÞðxÞ2 þ a22  b22 ¼ 0: ð16Þ
Let z ¼ ðxÞ2, then Eq. (16) can be denoted simply as the fol-
lowing equation
z2 þ p2zþ r2 ¼ 0; ð17Þ
where
p2 ¼ a21  2a2  b21
r2 ¼ a22  b22:
Let
h2ðzÞ ¼ z2 þ p2zþ r2: ð18Þ
Obviously, p1 ¼ p2; r1 ¼ r2. Thus, separating (11) and (18), we
have
h1ðzÞ  h2ðzÞ;
zþ  z;
wþ  w;
8><
>: ð19Þ
244 J. Jia et al.cosxþ0 s ¼
ða1b1  b2Þðx0 Þ2 þ a2b2
b22 þ b21ðx0 Þ2
¼ cosx0 s ð20Þ
and
sj ¼
1
x0
arccos
ða1b1  b2Þðx0 Þ2 þ a2b2
b22 þ b21ðx0 Þ2
þ 2jp
" #
;
j ¼ 0; 1; 2; . . . : ð21Þ
s1;2k ¼
1
x1;2
arccos
ða1b1  b2Þðx1;2Þ2 þ a2b2
b22 þ b21ðx1;2Þ2
þ 2kp
" #
;
k ¼ 0; 1; 2; . . . : ð22Þ
For convenience, we rewrite xþ0 and x

0 as x0; x
þ
1;2 and x

1;2 as
x1;2, then we have ix0 that are a pair of purely imaginary
roots of (7) with s ¼ sj ; j ¼ 0; 1; 2 . . . ;ix1;2 that are a pair
of purely imaginary roots of (7) with s ¼ s1;2k ; k ¼ 0; 1; 2 . . ..
Rewrite zþ and z as z0; h1ðzÞ and h2ðzÞ as hðzÞ.
For ðH4Þ, let
fsj g
þ1
j¼0 ¼ fsjg
þ1
j¼0 ; ð23Þ
such that
s0 < s1 < s2 < . . . < sj < . . . ;
where
s0 ¼ minfsþ0 ; s0 g: ð24Þ
For ðH5Þ, let
s1k
 þ1
k¼0 [ s2k
 þ1
k¼0 ¼ fskg
þ1
k¼0 ð25Þ
such that
s0 < s1 < s2 < . . . < sk < . . . ;
where
s0 ¼ min s1þ0 ; s10 ; s2þ0 ; s20
  ð26Þ
Let kðsÞ ¼ aðsÞ þ ixðsÞ be a root of (7) near s ¼ sj and
aðsjÞ ¼ 0; xðsjÞ ¼ x0; j ¼ 0; 1; 2; . . ..
Lemma 2.2. If ð2x20b2  a1b1x20Þ cosx0sþj þð2b1x30  a1b2x0Þ
sinx0sþj  b21x20 > 0 is satisﬁed,
dðReðkÞ
ds
 
s¼sj
> 0ðj ¼ 0; 1; 2;   Þ
holds.
In fact, when s ¼ sþj , substituting kðsÞ into the left hand side
of the ﬁrst equation of (7)and taking derivative with respect to s,
we have
dk
ds
	 
1
¼ ð2kþ a1Þe
ks  b1ks b2sþ b1
b1k
2 þ b2k
;which leads to
dðReðkðsÞÞ
ds
 1
s¼sþ
j
¼ Re ð2ix0 þ a1Þðcosx0s
þ
j þ isinx0sþj Þ  b1ix0sþj  b2sþj þ b1
ib2x0  b1x20
 
¼ ð2x
2
0b2  a1b1x20Þ cosx0sþj þ ð2b1x30  a1b2x0Þ sinx0sþj  b21x20
b22x
2
0 þ b21x40
:
Lemma 2.2 is proofed.
Similarly, we can obtain
dðRekÞ
ds

s¼s
j
> 0;
dðRekÞ
ds

s¼sk
> 0:
Lemma 2.3. For the transcendental equation
pðk; eks1 ; . . . ; eksmÞ
¼ kn þ pð0Þ1 kn1 þ . . .þ pð0Þn1kþ pð0Þn
þ pð1Þ1 kn1 þ . . .þ pð1Þn1kþ pð1Þn
h i
eks1 þ   
þ pðmÞ1 kn1 þ . . .þ pðmÞn1kþ pðmÞn
h i
eksm ¼ 0;
as ðs1; s2; . . . ; smÞ vary, the sum of orders of the zeros of
pðk; eks1 ; . . . ; eksmÞ in the open right half plane can change,
and only a zero appears on or crosses the imaginary axis.
According to above analysis and the Corollary 2.4 in Ruan
and Wei [34] we have the following results:
Theorem 2.4. For system (3), assume that (H1) and (H2) are
satisﬁed. Then the following conclusions hold:
(i) If (H3) holds, then the equilibrium P 0ðx; y; x; yÞ of
system (3) is asymptotically stable for all sP 0.
(ii) If (H4) holds, there exists dj satisﬁed 0 6 dj 6 sj. The
equilibrium P 0ðx; y; x; yÞ of system (3) is asymptoti-
cally stable for dj < s < sj and unstable for
djþ1 > s > sj. Furthermore, system (3) undergoes a
supercritical Hopf bifurcation at the equilibrium
P 0ðx; y; x; yÞ when s ¼ sj.
(iii) If (H5) holds, there exists rj satisﬁed 0 6 rj 6 sk . The
equilibrium P 0ðx; y; x; yÞ of system (3) is asymptoti-
cally stable for rj < s < sk and unstable for
rjþ1 > s > sk . Furthermore, system (3) undergoes a
supercritical Hopf bifurcation at the equilibrium
P 0ðx; y; x; yÞ when s ¼ sk .
Without loss of generality, here we only discuss the case of
dðReðkÞ
ds
h i
s¼sj
> 0ðj ¼ 0; 1; 2;   Þ. For the case of
dðReðkÞ
ds
h i
s¼sj
< 0ðj ¼ 0; 1; 2;   Þ, subcritical Hopf bifurcation
will occur instead of supercritical Hopf bifurcation. It will
not go into details here.
ð0Þ:
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In the previous section, we studied mainly the stability of the
unique equilibrium p0 of system (3) and the existence of
Hopf bifurcations at p0.
In this section, we shall study the properties of the Hopf
bifurcations obtained by Theorem 2.4 and the stability of
bifurcated periodic solutions occurring through Hopf bifurca-
tions by using the normal form theory and the center manifold
reduction for retarded functional differential equations
(RFDEs) due to Hassard et al. [33]. Throughout this section,
we always assume that system (3) undergoes Hopf bifurcation
at the equilibrium p0 for s1 ¼ sj, and then ix0 are
corresponding purely imaginary roots of the characteristic
equation at the equilibrium p0.
Without loss of generality, we assume that s 2 ð0; s0Þ. Let
xiðtÞ ¼ xiðstÞði ¼ 1; 2; 3; 4Þ and s ¼ sj þ l; xðtÞ ¼ ðx1ðtÞ;
y1ðtÞ; x2ðtÞ; y2ðtÞÞT where sj is deﬁned by (23) and l 2 R, drop
the bar for simplicity of notation. Then system (4) can be
rewritten as a system of RFDEs in Cð½1; 0;R4Þ of the form
_x1ðtÞ¼ ðsjþlÞ½Mx1ðtÞþNy1ðtÞþQx2ðt1ÞþFx31ðtÞþKx21ðtÞ;
_y1ðtÞ¼ ðsjþlÞ½Dx1ðtÞþEy1ðtÞ;
_x2ðtÞ¼ ðsjþlÞ½Mx2ðtÞþNy1ðtÞþQx1ðt1ÞþFx32ðtÞþKx22ðtÞ;
_y2ðtÞ¼ ðsjþlÞ½Dx2ðtÞþEy2ðtÞ:
8>><
>>:
ð27Þ
Deﬁne the linear operator LðlÞ : C! R4 and the nonlinear
operator fð; lÞ : C! R4 by
Ll/ ¼ ðsj þ lÞ
M N 0 0
D E 0 0
0 0 M N
0 0 D E
0
BBBBB@
1
CCCCCA
/1ð0Þ
/2ð0Þ
/3ð0Þ
/4ð0Þ
0
BBBBB@
1
CCCCCA ð28Þ
þ ðsj þ lÞ
0 0 Q 0
0 0 0 0
Q 0 0 0
0 0 0 0
0
BBBBB@
1
CCCCCA
/1ð1Þ
/2ð1Þ
/3ð1Þ
/4ð1Þ
0
BBBBB@
1
CCCCCA ð29Þ
and
fðl;/Þ ¼ ðsj þ lÞ
F/31ð0Þ þ K/21ð0Þ
0
F/32ð0Þ þ K/22ð0Þ
0
0
BBB@
1
CCCA ð30Þ
respectively, where / ¼ ð/1; /2; /3; /4ÞT 2 C. By the Riesz
representation theorem, there exists a 4 4 matrix function
gðh; lÞ;1 6 h 	 0, whose elements are of bounded variation
such that Ll/ ¼
R 0
1 dgðh; lÞ/ðhÞ for / 2 Cð½1; 0;R4Þ. In
fact, we can choose
gðh; lÞ ¼ ðsj þ lÞg0dðhÞ  ðsj þ lÞg1dðhþ 1Þ; ð31Þ
where
g0 ¼
M N 0 0
D E 0 0
0 0 M N
0 0 D E
0
BBB@
1
CCCA; g1 ¼
0 0 Q 0
0 0 0 0
Q 0 0 0
0 0 0 0
0
BBB@
1
CCCA:For / 2 C1ð½1; 0;R4Þ, deﬁne
AðlÞ/ ¼
d/ðhÞ
dh ; h 2 ½1; 0Þ;R 0
1 dgðl; hÞ/ðhÞ; h ¼ 0;
(
ð32Þ
and
RðlÞ/ ¼ 0; h 2 ½1; 0Þ;
fðl; hÞ; h ¼ 0:

ð33Þ
Then system (27) is equivalent to
_xt ¼ AðlÞxt þ RðlÞxt; ð34Þ
where xtðhÞ ¼ xðtþ hÞ.
Remark 3.1. Here, it should be pointed out that (34) is the
normal form of original system (3).
For w 2 C1ð½0; 1; ðR4ÞÞ, deﬁne
Aw ¼ 
dwðsÞ
ds
; s 2 ð0; 1;R 0
1 dgðt; 0ÞwðtÞ; s ¼ 0;
(
ð35Þ
and a bilinear inner product
hwðsÞ;/ðhÞi ¼ wð0Þ/ð0Þ 
Z 0
1
Z h
n¼0
wðn
 hÞdgðhÞ/ðnÞdn; ð36Þ
where gðhÞ ¼ gðh; 0Þ. Then Að0Þ and Að0Þ are adjoint opera-
tors. In addition, from Section 2, we know that ix0sj are
eigenvalues of Að0Þ. Thus, they are also eigenvalues of Að0Þ.
Let qðhÞ be the eigenvector of Að0Þ corresponding to ix0sj
and qðsÞ is the eigenvector of Að0Þ corresponding to ix0sj.
Let qðhÞ ¼ ð1; v1; v2; v3Þeix0sjh and qðsÞ ¼ Gð1; v1; v2; v3Þ
eix0sjs. From the above discussion, it is easy to know that
Að0Þqð0Þ ¼ ix0sjqð0Þ and Að0Þqð0Þ ¼ ix0sjqð0Þ;
that is
M N 0 0
D E 0 0
0 0 M N
0 0 D E
0
BBB@
1
CCCAqð0Þ þ
0 0 Q 0
0 0 0 0
Q 0 0 0
0 0 0 0
0
BBB@
1
CCCAqð1Þ ¼ ix0qð0Þ
and
M D 0 0
N E 0 0
0 0 M D
0 0 N E
0
BBB@
1
CCCAqð0Þ þ
0 0 Q 0
0 0 0 0
Q 0 0 0
0 0 0 0
0
BBB@
1
CCCAqð1Þ ¼ ix0q
Thus, we can easily obtain
qðhÞ ¼ ð1; D
ix0  E ;
x20  iEx0  iMx0 þMEND
ðix0  EÞQeix0sj
;
Dðx20  iEx0  iMx0 þMENDÞ
ðix0  EÞ2Qeix0sj
eix0sjh;
qðsÞ ¼ Gð1; Nix0  E ;
x20 þ iEx0 þ iMx0 þMEND
ðix0  EÞQeix0sj
;
Nðx20 þ iEx0 þ iMx0 þMENDÞ
ðix0  EÞ2Qeix0sj
eix0sjs;
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hqðsÞ;qðhÞi
¼ qð0Þqð0Þ
Z 0
1
Z h
n¼0
qðnhÞdgðhÞqðnÞdn
¼ qð0Þqð0Þ
Z 0
1
Z h
n¼0
Gð1;v1;v2;v3Þeix0sjðnhÞdgðhÞð1;v1;v2;v3ÞTeix0sjndn
¼ qð0Þqð0Þqð0Þ
Z 0
1
heix0sjhdgðhÞqð0Þ
¼ qð0Þqð0Þþqð0Þsj
0 0 Q 0
0 0 0 0
Q 0 0 0
0 0 0 0
0
BBBBB@
1
CCCCCAe
ix0sj qð0Þ
¼G ð1þ v1v1þ v2v21þ v3v3ÞþðQv2þQv2Þsjeix0sj
 
:
We may choose
G ¼ 1ð1þ v1v1 þ v2v21þ v3v3Þ þ ðQv2 þQv2Þsjeix0sj
;
G ¼ 1ð1þ v1v1 þ v2v2 þ v3v3Þ þ ðQv2 þQv2Þsjeix0sj
;
ð37Þ
which assures that hqðsÞ; qðhÞi ¼ 1.
By using the same notions as in [33], we ﬁrst compute the
coordinates to describe the center manifold C0 at l ¼ 0. Let
xt be the solution of (26) when l ¼ 0. Deﬁne
zðtÞ ¼ hq; xti; Wðt; hÞ ¼ xtðhÞ  2RfzðtÞqðhÞg: ð38Þ
Remark 3.2. Actually, (38) is the center manifold of system
(3).
On the center manifold C0, we have Wðt; hÞ ¼WðzðtÞ;
zðtÞ; hÞ where
Wðz; z; hÞ ¼W20ðhÞ z
2
2
þW11ðhÞzzþW02ðhÞ z
2
2
þW30ðhÞ z
3
6
þ . . . ; ð39Þ
z and z are local coordinates for center manifold C0 in the
direction of q and q. Note thatW is real if xt is real. We con-
sider only real solution. For solution xt 2 C0 of (27), since
l ¼ 0,
_zðtÞ ¼ ix0sjzþ qð0Þ fð0;Wðz; z; hÞÞ þ 2RfzðtÞqðhÞg
¼ ix0sjzþ qð0Þf0;
ð40Þ
that is,
_zðtÞ ¼ ix0sjzðtÞ þ gðz; zÞ; ð41Þ
where
gðz; zÞ ¼ g20
z2
2
þ g11zzþ g02
z2
2
þ g21
z2z
2
þ . . . : ð42Þ
Then it follows from (38) that
xt ¼Wðt; hÞ þ 2RfzðtÞqðhÞg
¼W20ðhÞ z
2
2
þW11ðhÞzzþW02ðhÞ z
2
2
þ ð1; v1; v2; v3Þeix0sjhzþ ð1; v1; v2; v3Þeix0sjhzþ . . . : ð43ÞIt follows together with (30) that
gðz;zÞ¼ qð0Þf0ðz;zÞ
¼ qð0Þfð0;xtÞ
¼ qð0Þsj
FðWð1Þð0Þþ zþ zÞ3þKðWð1Þð0Þþ zþ zÞ2
0
FðWð3Þð0Þþ v2zþ v2zÞ3þKðWð3Þð0Þþ v2zþ v2zÞ2
0
0
BBB@
1
CCCA
¼Gsjð1;v1;v2;v3Þ
FðWð1Þð0Þþ zþ zÞ3þKðWð1Þð0Þþ zþ zÞ2
0
FðWð3Þð0Þþ v2zþ v2zÞ3þKðWð3Þð0Þþ v2zþ v2zÞ2
0
0
BBB@
1
CCCA
¼Gsjf2ðKþKv22v2Þ
z2
2
þ2ðKþKv2v2v2Þzzþ2ðKþKv22v2Þ
z2
2
þ2½KWð1Þ20 ð0ÞþKv2v2Wð3Þ20 ð0Þþ2KWð1Þ11 ð0Þþ2Kv2v2Wð3Þ11 ð0Þ
þ3Fþ3Fv22v2v2
z2z
2
þ . . .g:
Comparing the coefﬁcients with (42), we obtain
g20¼ 2GsjðKþKv22v2Þ;
g11¼ 2GsjðKþKv2v2v2Þ;
g02¼ 2GsjðKþKv22v2Þ;
g21¼ 2Gsj½KWð1Þ20 ð0ÞþKv2v2Wð3Þ20 ð0Þþ2KWð1Þ11 ð0Þþ2Kv2v2Wð3Þ11 ð0Þ
þ3Fþ3Fv22v2v2:
Since there are W20ðhÞ and W11ðhÞ in g21, we will need to com-
pute them.
From (34) and (38), we have
_W ¼ _xt  _zq _zq
¼ AW 2Rfq
ð0Þf0qðhÞg; h 2 ½1; 0Þ
AW 2Rfqð0Þf0qðhÞg þ f0; h ¼ 0

¼ AWþHðz; z; hÞ;
ð44Þ
where
Hðz; z; hÞ ¼ H20ðhÞ z
2
2
þH11ðhÞzzþH02ðhÞ z
2
2
þ . . . : ð45Þ
Substituting the corresponding series into (44) and comparing
the coefﬁcients, we obtain
ðA 2ix0sjÞW20ðhÞ ¼ H20ðhÞ;
AW11ðhÞ ¼ H11ðhÞ; . . . :
ð46Þ
From (44), we know that for h 2 ½1; 0Þ,
Hðz; z; hÞ ¼ qð0Þf0qðhÞ  qð0Þf0qðhÞ
¼ gðz; zÞqðhÞ  gðz; zÞqðhÞ: ð47Þ
Comparing the coefﬁcients with (45) gives that
H20ðhÞ ¼ g20qðhÞ  g02qðhÞ ð48Þ
and
H11ðhÞ ¼ g11qðhÞ  g11qðhÞ ð49Þ
From (46) and (48), we get
_W20ðhÞ ¼ 2ix0sjW20ðhÞ þ g20qðhÞ þ g02qðhÞ:
Note that qðhÞ ¼ qð0Þeix0sjh; hence, we obtain
W20ðhÞ ¼ ig20x0sj qð0Þe
ix0sjh þ ig02
3x0sj
qð0Þeix0sjh þ E1e2ix0sjh: ð50Þ
Similarly, from (46) and (49), we have
_W11ðhÞ ¼ g11qðhÞ þ g11qðhÞ
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W11ðhÞ ¼  ig11x0sj qð0Þe
ix0sjh þ ig11
x0sj
qð0Þeix0sjh þ E2: ð51Þ
In what follows, we shall seek appropriate E1 and E2 in (50)
and (51), respectively. It follows from the deﬁnition of A and
(46) thatZ 0
1
dgðhÞW20ðhÞ ¼ 2ix0sjW20ðhÞ H20ðhÞ ð52Þ
andZ 0
1
dgðhÞW11ðhÞ ¼ H11ð0Þ ð53Þ
where gðhÞ ¼ gð0; hÞ. From (44), we have
H20ð0Þ ¼ g20qð0Þ  g02qð0Þ þ 2sj
K
0
Kv22
0
0
BBB@
1
CCCA ð54Þ
and
H11ð0Þ ¼ g11qð0Þ  g11qð0Þ þ 2sj
K
0
Kv2v2
0
0
BBB@
1
CCCA ð55Þ
Substituting (50) and (54) into (52), we obtain
ð2ix0sjI
Z 0
1
e2ix0sjhdgðhÞÞE1 ¼ 2sj
K
0
Kv22
0
0
BBB@
1
CCCA: ð56Þ
From the deﬁnition of A, we haveZ 0
1
e2ix0sjhdgðhÞ ¼ AðlÞe2ix0sjh ¼ Llðe2ix0sjhÞ:
Therefore, when l ¼ 0, we haveZ 0
1
e2ix0sjhdgðhÞ
¼ sj
M D 0 0
N E 0 0
0 0 M D
0 0 N E
0
BBB@
1
CCCAþ sj
0 0 Q 0
0 0 0 0
Q 0 0 0
0 0 0 0
0
BBB@
1
CCCAe2ix0sj :
Therefore,
2kM D Qe2ix0sj 0
N 2k E 0 0
Qe2ix0sj 0 2kM D
0 0 N 2k E
0
BBB@
1
CCCAE1 ¼ 2
K
0
Kv22
0
0
BBB@
1
CCCA;
ð57Þ
where k ¼ ix0. Similarly, substituting (51) and (55) into (53),
we get
Z 0
1
dgðhÞE2 ¼ 2
K
0
Kv2v2
0
0
BBB@
1
CCCA: ð58Þ
It follows from (50), (51), (57) and (58) that g21 can be
expressed. Thus, we can compute the following values:c1ð0Þ ¼ i
2x0sj
ðg11g20  2jg11j2 
jg02j2
3
Þ þ g21
2
;
l2 ¼ 
Rðc1ð0ÞÞ
Rðk00ðsjÞÞ
;
b2 ¼ 2Rðc1ð0ÞÞ;
T2 ¼ Iðc1ð0ÞÞ þ l2Iðk
0
0ðsjÞÞ
x0
;
ð59Þ
which determine the quantities of bifurcating periodic
solutions at the critical value sj. Speciﬁcally, l2 determines
the directions of the Hopf bifurcation. If l2 > 0ðl2 < 0Þ, then
the Hopf bifurcation is supercritical (subcritical) and the bifur-
cating periodic solutions exist for s > sjðs < sjÞ. b2 determines
the stability of the bifurcating periodic solutions. The
bifurcating periodic solutions in the center manifold are stable
(unstable) if b2 < 0ðb2 > 0Þ. T2 determines the period of the
bifurcating periodic solutions. The period increases (decreases)
if T2 > 0ðT2 < 0Þ. Further, it follows from Lemma 2.2 and (59)
that the following results about the direction of the Hopf
bifurcation hold.
Remark 3.3. The appearance or disappearance of a periodic
orbit through a local change in the stability properties of a
steady point is known as the Hopf bifurcation. There are two
kinds of Hopf bifurcation. The bifurcation is called supercriti-
cal if the bifurcated periodic solutions are stable and subcriti-
cal if they are unstable. l2 determines the directions of the
Hopf bifurcation: if l2 > 0ðl2 < 0Þ, then the Hopf bifurcation
is supercritical (subcritical).
Theorem 3.1. Suppose that ðH1Þ; ðH2Þ, and ðH4Þ ððH5ÞÞ hold.
If Rðc1ð0ÞÞ < 0 ðRðc1ð0ÞÞ > 0Þ, then the system (5) can
undergo a supercritical (subcritical) Hopf bifurcation at the
equilibrium P0ðx; y; x; yÞ when s crosses through the critical
values s ¼ sj. In addition, the bifurcated periodic solutions occur-
ring through Hopf bifurcations are orbitally asymptotically
stable on the center manifold if Rðc1ð0ÞÞ < 0 and unstable if
Rðc1ð0ÞÞ > 0.4. Numerical simulations
In this section, we give some numerical simulations for a
special case of system (3) to support our analytical results
obtained in Sections 2 and 3. We take system (3) with the coef-
ﬁcients a ¼ 1:95; b ¼ 0:17; c ¼ 0:35; c ¼ 1:3 for example;
that is,
_x1 ¼ 0:35ðy1 þ x1  13 x31Þ þ 1:3ðx1  x2ðt sÞÞ;
_y1 ¼  10:35 ðx1  1:95þ 0:17y1Þ;
_x2 ¼ 0:35ðy2 þ x2  13 x32Þ þ 1:3ðx2  x1ðt sÞÞ;
_y2 ¼  10:35 ðx2  1:95þ 0:17y2Þ;
8>><
>>:
ð60Þ
The above set of parameters are chosen by using method of
parameter estimation under the biochemical constraints [35–
37]. Obviously, a ¼ 1:95 > ﬃﬃﬃ3p and 0 < b ¼ 0:17 < 1, the
condition ðH1Þ holds. Therefore system (3) has a unique posi-
tive equilibrium P0ð1:88911; 0:358148; 1:88911; 0:358148Þ.
Under the set of parameter values, the conditions
(H2), (H5) and Lemma 2.2 are satisﬁed. By computing, we
248 J. Jia et al.may obtain that a unique positive equilibrium
x0 ¼ 1:79323; sk ¼ 0:763578þ 3:50384k; ðk ¼ 0; 1; 2; :::Þ. From
Lemma 2.1, we know that the transversal condition is satisﬁed.
Thus the equilibrium P0ð1:88911; 0:358148; 1:88911; 0:358148Þ
of system (60) is asymptotically stable when s ¼ 0 (see Fig. 1).
On the other hand, the conditions (H1), (H2) and (H5)
hold. From the second point in Theorem 2.4, we know that
the positive equilibrium P0 of system (60) is asymptotically
stable when 0 6 s < s0 ¼ 0:763578 (see Fig. 2), and unstable
when s > s0, and system (60) can also undergo a Hopf
bifurcation at the positive equilibrium P0 when s crosses
through the critical values sj ¼ 0:763578þ 3:50384k;
ðk ¼ 0; 1; 2; :::Þ, i.e., a family of periodic solutions bifurcated
from P0ð1:88911; 0:358148; 1:88911; 0:358148Þ (see Fig. 3).0 20 40 60 80
t1.8889
1.8890
1.8891
1.8892
1.8893
1.8894
1.8895
1.8896
x1
0 20 40 60 80
t1.8889
1.8890
1.8891
1.8892
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1.8895
1.8896
x2
Figure 1 The numerical approximations of system (60) when s ¼ 0. T
asymptotically stable.
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t
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Figure 2 The numerical approximations of system (60) when s ¼ 0:7
1:88911; 0:358148Þ is asymptotically stable.By the algorithms derived in Section 3, we can obtain
l2 ¼ 0:0397679; b2 ¼ 0:0986457; T2 ¼ 0:113445. Therefore,
from Theorem 3.1, we know that system (60) can undergo a
supercritical Hopf bifurcation at the positive equilibrium P0
when s ¼ s0 ¼ 0:763578 and the bifurcated periodic solution
occurring from the Hopf bifurcation is orbitally asymptotically
stable on the center manifold. To summarize, the positive equi-
librium point P0ð1:88911; 0:358148; 1:88911; 0:358148Þ of the
system without delay is asymptotically stable. When delay is
less than critical values, the positive equilibrium P0ð1:88911;
0:358148; 1:88911; 0:358148Þ is asymptotically stable, as shown
in Fig. 2. And unstable when delay is greater than critical val-
ues and can undergo a Hopf bifurcation that occurs at the
positive equilibrium as shown in Fig.3.0 20 40 60 80
t0.3570
0.3572
0.3574
0.3576
0.3578
0.3580
0.3582
0.3584
y1
0 20 40 60 80
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0.3572
0.3574
0.3576
0.3578
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0.3584
y2
he positive equilibrium P0ð1:88911; 0:358148; 1:88911; 0:358148Þ is
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t
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2 < s0 ¼ 0:763578. The positive equilibrium P0ð1:88911; 0:358148;
510
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Figure 3 The numerical approximations of system (60) when s ¼ 1:3 > s0 ¼ 0:763578. The positive equilibrium P0ð1:88911; 0:358148;
1:88911; 0:358148Þ is unstable and a stable periodic solution bifurcates from P0.
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In this paper, a coupled FHN neural system with time delay
has been proposed and dynamic behaviors are analyzed by
using Hopf bifurcation technique. Speciﬁcally, the stability of
equilibrium point is analyzed via corresponding characteristic
equation. Sufﬁcient conditions for existence of Hopf bifurca-
tion are obtained. Moreover, we proved that some families
of periodic solutions appear when the delay s passes through
some certain critical values and meanwhile the equilibrium
point will lose its stability and Hopf bifurcation will occur.
Finally, numerical simulations are given to support the theo-
retical results.
These results show that the FHN neural system exhibits the
parameter regions involved the delay-independence stability
and delay dependence stability. Increase of time delay can
induce the stability switches between resting state and periodic
activity. In other words, the speed of signal transmission
between neurons can largely affect the property of neural net-
works. Changing the speed can lead to the neuron switch its
state between quiescent state and oscillation. This might pro-
vide some clues or helps to the ﬁelds of neuroscience and
biomedicine.
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