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Abstract
This paper presents a taxonomy of explainability in Human-Agent Systems. We consider fundamental
questions about the Why, Who, What, When and How of explainability. First, we define explainability,
and its relationship to the related terms of interpretability, transparency, explicitness, and faithfulness.
These definitions allow us to answer why explainability is needed in the system, whom it is geared to
and what explanations can be generated to meet this need. We then consider when the user should
be presented with this information. Last, we consider how objective and subjective measures can be
used to evaluate the entire system. This last question is the most encompassing as it will need to
evaluate all other issues regarding explainability.
Keywords XAI · Explainability · Human-Agent Systems
1 Introduction
As the field of Artificial Intelligence matures and becomes ubiquitous, there is a growing emergence of systems where
people and agents work together. These systems, often called Human-Agent Systems or Human-Agent Cooperatives,
have moved from theory to reality in the many forms, including digital personal assistants, recommendation systems,
training and tutoring systems, service robots, chat bots, planning systems and self-driving cars [6, 9, 13, 16, 41, 65,
72, 80, 103, 104, 106, 107, 113, 120, 124, 132, 134, 141]. One key question surrounding these systems is the type and
quality of the information that must be shared between the agents and the human-users during their interactions.
This paper focuses on one aspect of this human-agent interaction — the internal level of explainability that agents
using machine learning must have regarding the decisions they make. The overall goal of this paper is to provide an
extensive study of this issue in Human-Agent Systems. Towards this goal, our first step is to formally and clearly define
explainability in Section 2, as well as the concepts of interpretability, transparency, explicitness, and faithfulness that
make a system explainable. Through using these definitions, we provide a clear taxonomy regarding the Why, Who,
What, When, and How about explainability and stress the relationship of interpretability, transparency, explicitness, and
faithfulness to each of these issues.
Overall, we believe that the solutions presented to all of these issues need to be considered in tandem as they are
intertwined. The type of explainability needed directly depends on the motivation for the type of human-agent system
being implemented and thus directly stems from the first question about the overall reason, or reasons, for why the
system must be explainable. Assuming that the system is human-centric, as is the case in recommendation [72, 141],
training [132], and tutoring systems [6, 134], then the information will likely need to persuade the person to choose a
certain action, for example through arguments about the agent’s decision [105], its policy [104] or presentation [10] .
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If the system is agent-centric, such as in knowledge discovery or self-driving cars, the agent might need to provide
information about its decision to help convince the human participant of the correctness of their solution, aiding in
the adoption of these agent based technologies [102]. In both cases, the information the agent provides should build
trust to ensure its decisions are accepted [48, 53, 65, 83]. Furthermore, these explanations might be necessary for legal
considerations [37, 138]. In all cases we need to consider and then evaluate how these explanations were generated,
presented, and if their level of detail correctly matches the system’s need, something we address in Section 7.
This paper is structured as follows. First, in Section 2, we provide definitions for the terms of explainability, in-
terpretability, transparency, fairness, explicitness and faithfulness and discuss the relationship between these terms.
Based on these definitions, in Section 3 we present a taxonomy of three possibilities for why explainability might be
needed, ranging from not helpful, beneficial and critical. In Section 4, we suggest three possible targets for who the
explanation is geared for: “regular users", “expert users", or entities external to the users of the system. In Section 5,
we address what mechanism is used to create explanations. We consider six possibilities: directly from the machine
learning algorithm, using feature selection and analysis, through a tool separate from the learning algorithm to model
all definitions, a tool to explain a specific outcome, visualization tools and prototype analysis. In Section 6 we address
when the generated explanations should be presented: before, after and/or during the task execution. In Section 7 we
introduce a general framework to evaluate explanations. Section 8 includes a discussion about the taxonomy presented
in the paper, including a table summarizing previous works and how they relate. Section 9 concludes.
2 Definitions of Explainable Systems and Related Terms
Several works have focused on the definitions of a system’s explainability and also the related definitions of inter-
pretability, transparency, fairness, explicitness and faithfulness. As we demonstrate in this section, of all of these
terms, we believe that the objective of making a system explainable is the most central and important for three reasons.
Chronologically, this term was introduced first and thus has largest research history. Second, and possibly due to the
first factor, this is the most general term. As we explain in this section, a system’s level of explainability is created
through the interpretations that the agent provides. These interpretable elements can be transparent, fair, explicit, and/or
faithful. Last, and most importantly, this term connotes the key objective for the system: facilitating the human user’s
understanding of the agent’s logic.
2.1 Theoretical Foundations for Explainability
It has been noted that a thorough study of the term explanation would need to start with Aristotle as since his time it has
been noted that explanations and causal reasoning are intrinsically intertwined [61]. Specific to computer systems, as
early as 1982, expert systems such as MYCIN and NEOMYCIN were developed for encoding the logical process within
complex systems [24, 25]. The objective of these systems, as is still the case, was to provide a set of clear explanations
for a complex process. However, no clear definitions for the nature of what constituted an explanation was provided.
Work by Gregor and Benbasat in 1999 defined the nature of explainability within “intelligent" or “knowledge-based"
systems as a “declaration of the meaning of words spoken, actions, motives, etc., with a view to adjusting a misunder-
standing or reconciling differences" [51]. As they point out in their paper, this definition assumes that the explanation
is provided by the provider of the information, in our case the intelligent agent, and that the explanation is geared to
resolve some type of misunderstanding or disagreement. This definition is in line with other work that assumed that
explanations were needed to help understand a system malfunction, an anomaly or to resolve conflict between the
system and the user [47, 99, 117]. Given this definition, it is not surprising that the first agent explanations were basic
reasoning traces that assume the user will understand the technical information provided, without taking a user other
than the system designer into account. As these explanations are not typically processed beyond the raw logic of the
system, they are referred to as “naïve explanations" by previous work [126]. In our opinion, explainability of this type
is more appropriate for system debugging than for other uses.
Possibly more generally, the Philosophy of Science community also provided several definitions of explainability. Most
similar to the previous definition, work by Schank [117] specifies that explanations address anomalies where a person is
faced with a situation that does not fit her internalized model of the world. This type of definition can be thought of as
goal-based, as the goal of the explanation is to address a specific need (e.g. disharmony within a user’s internalized
model) [126]. Thus, explanations focus on an operational goal of addressing why the system isn’t functioning as
expected.
A second theory by van Fraassen [133] claims that an explanation is always an answer to an implicit or explicit
why-question comparing two or more possibilities. As such, an explanation provides information about why possibility
S 0 was chosen and not options S 1 . . . S n [126, 133]. This definition suggests a minimum criteria any explanation
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must fulfill, namely that it facilitates a user choosing a specific option S 0, as well as a framework for understanding
explanations as answers to why-questions contrasting two or more states [126]. One limitation of this approach is that
the provided explanation has no use beyond helping the user understand why possibility S 0 was preferable relative to
other possibilities.
Most generally, a third theory by Achinstein [2] focuses on explanations as a process of communication between people.
Here, the goal of an explanation is to provide the knowledge a recipient requests from a designated sender. Accordingly,
this theory does not necessarily require a complete explanation if the system’s user does not require it. Consider a
previously described example [127] that a neural network is trained to compare two pictures of a certain type and
can give a similarity measure, e.g. from 0 to 1, and most people cannot understand how it came up with this score.
Presenting the pictures to the user so she can validate the similarity for herself can itself serve as an explanation. As the
very definition of a proper explanation is dependent on the interaction between the sender and the receiver, such an
explanation is sufficient. Similarly, explanations can be motivated by many situations and not exclusively van Fraassen’s
why-questions. Conversely, a proper definition can and should be limited only to the information needed to address the
receiver’s request.
2.2 The Need for Precisely Defining Explainability in Human-Agent Systems
Recently, questions have arose as to the definition of explainability of machine learning and agent systems. An
explosive growth of interest has been registered within various research communities as is evident by workshops on:
Explanation-aware Computing (ExaCt), Fairness, Accountability, and Transparency (FAT-ML), Workshop on Human
Interpretability in Machine Learning (WHI), Interpretable ML for Complex Systems, Workshop on Explainable AI,
Human-Centred Machine Learning, and Explainable Smart Systems [1]. However, no consensus exists about the
meaning of various terms related to explainability including interpretability, transparency, explicitness, and faithfulness.
It has been pointed out that the Oxford English dictionary does not have a definition for the term “explainable" [36].
One definition for an explanation that has been suggested as a, “statement or account that makes something clear; a
reason or justification given for an action or belief" is not always true for systems that claim to be explainable [36].
Thus, providing an accepted and unified definition of explainability and other related terms is of great importance.
Part of the confusion is likely complicated by the fact that the terms, “explainability, interpretability and transparency"
are often used synonymously while other researchers implicitly define these terms differently [36, 37, 48, 53, 87, 115].
Artificial intelligence researchers tend to use the term Explainable AI (XAI) [1, 54], and focus on how explainable an
artificial intelligence (XAI) system is without necessarily directly addressing the machine learning algorithms. For
example, work on explainable planning, which they coin XAIP, takes a system view of planning without considering
any machine learning algorithms. They distance themselves from machine learning and deep learning systems which
they claim are still far from being explainable [41].
In contrast, the machine learning community often focuses on the “interpretability" of a machine learning system
by focusing on how a machine learning algorithm makes its decisions and how interpretations can be derived either
directly or secondarily from the machine learning component [37, 85, 111, 136, 139]. However, this term is equally
poorly defined. In fact, one paper has gone so far as to recently write that, “at present, interpretability has no formal
technical meaning" and that, “the term interpretability holds no agreed upon meaning, and yet machine learning
conferences frequently publish papers which wield the term in a quasimathematical way” [87]. In these papers, there
is no syntactical technical difference between interpretable and explainable systems, as both terms refer to aspects of
providing information to a human actor about the agent’s decision-making process. Previous work generally defined
interpretability as the ability to explain or present the decisions of a machine learning system using understandable terms
[37]. More technically, Montanavon et al. propose that “an interpretation is the mapping of an abstract concept (e.g. a
predicted class) into a domain that the human can make sense of" which in turn forms explanations [96]. Similarly,
Doran et al. define interpretability as “a system where a user cannot only see, but also study and understand how inputs
are mathematically mapped to outputs." To them, the opposite of interpretable systems are “opaque" or “black box"
systems which yield no insight about the mapping between a decision and the inputs that yielded that decision [36].
Within the Machine Learning / Agent community, transparency has been informally defined to be the opposite of opacity
or “blackbox-ness" [87]. In order to clarify the difference between interpretability and transparency, we build upon
the definition of transparency as an explanation about how the system reached its conclusion [127]. More formally,
transparency has been defined as a decision model where the decision-making process can be directly understood
without any additional information [53]. It is generally accepted that certain decision models are inherently transparent
and others are not. For example, decision trees, and especially relatively small decision trees, are transparent, while
deep neural networks cannot be understood without the aid of a explanation tool outside that of the decision process
[53]. We consider this difference in the next section and again in Section 5.
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Term Notation Short Description
Feature F One field within the input.
Record R A collection of one item of information (e.g. picture, row in datasheet).
Target T The labelled category to be learned. Can be categorical or numeric.
Algorithm L The algorithm used to predict the value of T from the collection of data(all features and records).
Interpretation  A function that takes as its input F, R, T, and Land returns a representation of L’s logic.
Explanation  The human-centric objective for the user to understand L using .
Explicitness The extent to which  is understandable to the intended user.
Fairness The lack of bias in L for a field of importance (e.g. gender, age, ethnicity).
Faithfulness The extent to which the logic within  is similar to that of L.
Justification Why the user should accept L’s decision.Not necessarily faithful as no connection assumed between L and .
Transparency The connection between  and L is both explicit and faithful.
Table 1: Notation and short definition of key concepts of explainability, interpretability, transparency, fairness, and explicitness in
this paper. Concepts of features, records, targets and machine learning algorithms and explanations are also included as they define
the key concepts.
2.3 Formal Definitions for Explainability, Interpretability and Transparency in Human-Agent Systems
This paper’s first contribution is a clear definition for explainability and for the related terms: interpretability and
transparency. In defining these terms we also define how explicitness and faithfulness are used within the context of
Human-Agent Systems. A summary of these definitions is found in Table 1.
In defining these terms, we focus on the features and records that are used as training input in the system, the supervised
targets that need to be identified, and the machine learning algorithm used by the agent. We define L as the machine
learning algorithm that is created from a set of training records, R. Each record r ∈ R contains values for a tuple of
ordered features, F. Each feature is defined as f ∈ F. Thus, the entire training set consists of R × F. For example:
Assume that the features are: f 1 = age (years), f 2 = height (cm), f 3 = weight (kg), so F = {age, height, weight}. A
possible record r ∈ R might be r = {35, 160, 70}. While this model naturally lends itself to tabular data, it can as easily
be applied to other forms of input such as texts, whereby f are strings, or images whereby f are pixels. The objective of
L is to properly fit R × F with regard to the labeled targets t ∈ T .
We define explainability as the ability for the human user to understand the agent’s logic. This definition is consistent
with several papers that considered the difference between explainability and interpretability within Human-Agent
Systems. For example, Doran et al. define explainable systems as those that explains the decision-making process of a
model using reasoning about the most human-understandable features of the input data [36]. Following their logic,
interpretability and transparency can help form explanations, but are only part of the process. Guidotti et al. state that
“an interpretable model is required to provide an explanation" [53], thus an explanation is obtained by the means of an
interpretable model. Similarly, Montanavon et al., define explanations as “a collection of features of the interpretable
domain, that have contributed for a given example to produce a decision" [96].
Thus, the objective of any system is explainability, meaning it has an explanation , which is the human-centric aim to
understand L. An explanation is derived based on the human user’s understanding about the connection between T
and R × F. The user will create  based on her understanding of an interpretation function,  that takes as its inputs L,
R × F and T and returns a representation of the logic within L that can be understood. Consequently, in this paper we
refer to explainability of systems as the understanding the human user has achieved from the explanation and do not use
this term interchangeably with “interpretability" and “transparency". We reserve use of terms “interpretability" and
“transparency" as descriptions of the agent’s logic. Specifically, we define  as:
 = (L(R × F, T )) (1)
We claim that the connection between  and L, R, F and T will also determine the type of explanation that is generated.
A globally explainable model provides an explanation for all outcomes within T taking into consideration R × F, thus
using all information in: L, R, F, T . A locally explainable model provides explanations for a specific outcome, t ∈ T
(and by extension for specific records r ∈ R), using L, r, F, t as input.
We use three additional terms: explicitness, faithfulness and justification to quantify the relationship of  to  and L
respectively. Following recent work [5], we refer to explicitness as the level to which the output of  is immediate and
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Figure 1: A Venn Diagram of the relationship between Explainability, Interpretability and Transparency. Notice the centrality of
Feature Analysis to 4 of the 5 interpretable elements.
understandable. As we further explore in the next section, the level of explicitness depends on who the target of the
explanation is and what is the level of her expertise at understanding . It is likely that two users will obtain different
values for  even given the same value for , making quantifying ’s explicitness difficult due to this level of subjectivity.
We define faithfulness, also previously defined as fidelity [66, 102], as the degree to which the logic within  is similar
to that of L. Especially within less faithful models, a concept of completeness was recently suggested to refer to the
ability of  to provide an accurate description for all possible actions of L [48]. Given the similarity of these terms,
we only use the term faithful due to its general connotation. Justification was previously defined as an explanation
about why a decision is correct without any information about the logic about how it was made [16]. According to this
definition, justifications can be generated even within non-interpretable systems. Consequently, justification requires no
connection between  and L and no faithfulness. Instead, justification methods are likely to provide implicit or explicit
arguments about the correctness of the agent’s decision, such as through persuasive argumentation [144].
In order for a model to be transparent, two elements are needed: the decision-making model must be readily understood
by the user, and that explanation must map directly to how the decision is made. More precisely, a transparent
explanation is one where the connection between ,  and L is explicit and faithful as the logic within  is readily
understandable and identical to L, e.g.  ' L. When a tool or model is used to provide information about the
decision-making process secondary to L, the system contains elements of interpretability, but not transparency.
Section 5 discusses the different types of interpretations that can be generated, including transparent ones. Non-
transparent interpretations will lack faithfulness, explicitness, or both. Examples include tools to create model and
outcome interpretations, feature analysis, visualization methods and prototype analysis. Each of these methods will
focus on different parameters within the input, R, F, T and their relationship to L. Model and outcome interpretation
tools create  without a direct connection to the logic in L. Feature Analysis is a method of providing interpretations
via analyzing a subset of features f ∈ F. Prototype selection is a method of providing interpretations via analyzing a
subset of records r ∈ R. Visualization tools are used to understand the connection between L and T and thus  takes this
interpretable form.
To help visualize the relationship between explainability, interpretability and transparency, please note Figure 1. Note
that interpretability includes six methods, including transparent models, and also the non-transparent possibilities of
model and outcome tools, feature analysis, visualization methods, and prototype analysis. In the figure, interpretability
points to the objective of explainability to signify that interpretability is a means for providing explainability, as per
these terms’ definitions in Table 1. Note the overlaps within the figure. Feature analysis can serve as a basis for creating
transparent models, on its own as a method of interpretability, or as a interpretable component within model, outcome
and visualization tools. Similarly, visualization tools can help explain the entire model as a global solution or as a
localized interpretable element for specific outcomes of t ∈ T . Prototype analysis uses R as the basis for interpretability,
and not F, and can be used for visualization and/or outcome analysis of r ∈ R. We explore these points further in
Section 5.
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The level of interpretability and transparency needed within an explanation will be connected to either hard or soft-
constraints defined by the user’s requirements. At times, there may be a hard-constraint based on a legal requirement
for transparency, or a soft-constraint that transparency exist in cases where one suspects that the agent made a mistake
or does not understand why the agent chose one possibility over others [51, 53, 117, 133, 138]. Explainability can be
important for other reasons, including building trust between the user and system even when mistakes were not made
[21]– something we now explore.
3 Why a Human-Agent System should be Explainable?
We believe that the single most important question one must ask about this topic is Why we need an explanation, and
how important it is for the user to understand the agent’s logic. In answering this question one must establish whether a
system truly needs to be explainable. We posit that one can generalize the need for explainability with a taxonomy of
three levels:
1. Not helpful
2. Beneficial
3. Critical
Adjustable autonomy is a well-established concept within human-agent and human-robot groups that refers to the
amount of control an agent/robot has compared to the human-user [50, 116, 143]. Under this approach, the need for
explainability can be viewed as a function of the degree of cooperation between the agent to the human user. Assuming
the agent is fully controlled by the human operator (e.g. teleoperated), then no explainability is needed as the agent
is fully an extension of the human participant. Conversely, if the robot is given full control, particularly if the reason
for the decision is obvious (a recommendation agent gives advice based on a well-established collaborative filtering
algorithm), it again serves to reason that no explainability is needed. Additionally, Doshi-Velez and Kim pointed out
that an explanation at times is not needed if there are no significant consequences for unacceptable results or the agent’s
decision is universally accepted and trusted [37].
At the other extreme, many Human-Agent Systems are built whereby the agent’s role is to support a human’s task. In
many of these cases, we argue that the agent’s explanation is a critical element within the system. The need for an
agent to be transparent or to explicitly and faithfully explain its actions is tied directly to task execution. For example,
Intelligent Tutoring Systems (ITS) typically use step-based granularities of interaction whereby the agent confirms one
skill has been learned or uses hints to guide the human participant [134]. The system must provide concrete explanations
for its guidance (called hints in ITS terminology) to better guide the user. Similarly, explanations form a critical
component of many negotiation, training, and argumentation systems [101, 105, 109, 124, 132]. For example, effective
explanations might be critical to aid a person in making the final life-or-death decision within Human-Agent Systems
[124]. Rosenfeld’s et al.’s NegoChat-A negotiation agent uses arguments to present the logic behind its position [109].
Traum et al. explained the justification within choices of their training agent to better convince the trainee, as well as
to teach the factors to look at in making decisions [132]. Rosenfeld and Kraus created agents that use argumentation
to better persuade people to engage in positive behaviors, such as choosing healthier foods to eat [105]. Azaria et
al. demonstrate how an agent that learns the best presentation method for proposals given to a user improves their
acceptance rate [10]. Many of these systems can be generally described as Decision Support Systems (DSS). A DSS is
typically defined as helping people make semi-structured decisions requiring some human judgment and at the same
time with some agreement on the solution method [3]. An agent’s effective explanation is critical within a DSS as the
system’s goal is providing the information to help facilitate improved user decisions.
A middle category in our taxonomy exists when an explanation is beneficial, but not critical. The Merrian-Webster
dictionary defines beneficial as something that “produces good or helpful results"1. In general, the defining characteristic
of explanations within this category is that they are not needed in order for the system to behave optimally or with peak
efficiency.
To date, many reasons have been suggested for making systems explainable [1, 36, 37, 51, 53, 87, 127]:
1. To justify its decisions so the human participant can decide to accept them (provide control)
2. To explain the agent’s choices to guarantee safety concerns are met
3. To build trust in the agent’s choices, especially if a mistake is suspected or the human operator does not have
experience with the system
1https://www.merriam-webster.com/dictionary/benefit
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4. To explain the agent’s choices to ensure fair, ethical, and/or legal decisions are made
5. Knowledge / scientific discovery
6. To explain the agent’s choices to better evaluate or debug the system in previously unconsidered situations
The importance of these types of explanations will likely vary greatly across systems. If the user will not accept the
system without this explanation, then a critical need for explainability exists. This can particularly be the case in
Human-Agent Systems where the agent supports a life-or-death task, such as search and rescue or medical diagnostic
systems, where ultimately the person is tasked with the final decisions [65]. In these types of tasks the explanation is
critical to facilitate a person’s decision whether to accept the agent’s suggestion and/or to allow that person to decide if
safety concerns are met, such as a patient’s health or that of a person at-risk in a rescue situation. In other situations,
explanations are beneficial for the overall function of the human-agent system, but are not critical.
One key and common example where explanations can range in significance from critical to beneficial are situations
where explanations help instill trust. Previous work on trust, within people in a work situation, identified two types of
trust that develop over time, “knowledge-based" and “identification-based" [86]. Of the two types of trust, they claim
that knowledge-based trust requires less time, interactions and information to develop as it is grounded primarily in the
other party’s predictability. Identification-based trust requires a mutual understanding about the other’s desires and
intention and requires more information, interactions and time to develop.
We posit that previous work has focused on elements of this trust model in identifying what types of explanations are
necessary to foster this type of trust within Human-Agent Systems. Following our previous definitions of interpretability
and transparency, it seems that the former type of interpretable elements may be sufficient for knowledge-based
definitions of trust, while transparent elements are required for identification-based models. When a person has not yet
developed enough positive experience with the agent she interacts with, both knowledge-based and identification based
trust are missing. As it has been previously noted that people are slow to adopt systems that they do not understand and
trust and “if the users do not trust a model or a prediction they will not use it." [102], even providing a non-transparent
interpretable explanation will likely help instill confidence about the system’s predictability, thus facilitating the user’s
knowledge-based trust in the system. Ribeiro et al. demonstrate how interpretability of this type is important for
identifying models that have high accuracy for the wrong reasons [102]. For example, they show that text classification
often are wrongly based on the heading rather than the content. In contrast, image classifiers that capture the main
part of the image in a similar manner to the human eye, install a feeling that the model is functioning correctly even if
accuracy is not particularly high.
However, it has been claimed that when the person suspects the agent has made a mistake and/or is unreliable then the
agent should act with transparency, and not merely be interpretable, as explanations generated from transparent methods
will aid the user to trust the agent in the future [41]. In extreme cases, if the user completely disregards the agent,
then the human-agent system breaks down, making transparent explanations critical to help restore trust. Furthermore,
explanations based on L’s transparency may be needed to help facilitate the higher level of identification-based trust.
Only transparent interpretations directly link L and  thus providing full information about the agent’s intention. We
suggest that designers of systems that require this higher level of trust, such as health-care [32], recommender systems
[73], planning [41] and human-robot rescue systems [104, 113] should be transparent, and not merely interpretable.
Other types of explanations are geared towards people beyond the immediate users of the system. Examples of these
types of explanations include those designed for legal and policy experts to confirm that the decisions / actions of agent
fulfill legal requirements such as being fair and ethical [36, 37, 39, 45, 53]. Both the EU and UK governments have
adopted guidelines requiring agent designers to provide users information about agents’ decisions. In the words of the
EU’s “General Data Protection Regulation" (GDPR), users are legally entitled to obtain “meaningful explanation of the
logic involved" of these decisions. Additional legislation exists to ensure that agents are not biased against any ethnic
or gender groups [37, 53] such that they demonstrate fairness [39]. Similarly, the ACM has published guidelines for
algorithmic accountability and transparency [45]. The system’s explanation is not here critical for effective performance
of the agent, but instead to confirm that a secondary legal requirement is being met.
Explanations geared beyond the immediate user can also be those geared for researchers to help facilitate scientific
knowledge discovery [37, 53] or for system designers to evaluate or test a system [37, 126, 127]. For example, a
medical diagnostic system may work with peak efficiency exclusively as a black box, and users may be willing to rely
on this black box as the agent is trusted due to an exemplary historical record. Nonetheless, explanations can be still be
helpful for knowledge discovery to help researchers understand gain understanding of various medical phenomena.
Explainability has also been suggested as being necessary for properly evaluating a system or for the agent’s designer to
confirm that the system is properly functioning, even within situations that were not considered when the agent was
built. For example, Doshi-Velez and Kim claimed that due to the inherent inability to quantify all possible situations, it
is impossible for a system designer to evaluate an agent in all possible situations [37]. Explanations can be useful in
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these situations to help make evident any possible gaps between an agent’s formulation and implementation and its
performance. In all cases, the explanation is not geared to the end-user of the system, but rather to an expert user who
requires the explanation for a reason beyond the day-to-day operation of the system.
As we have shown in this section, the question about explainability can be divided into questions about its necessity,
e.g. not necessary, beneficial or critical, which is directly connected to the objective of that explanation. From a user-
perspective, the primary objective of the explanation is related to factors that help her use the system, and particularly
elements that help foster trust. In these cases, a system may need to be transparent, even if this level of explanation
entails a sacrifice of the system’s performance. We further explore this possibility and relationship in Section 5. At
times, explanations are needed or beneficial for entities beyond the typical end-user such as for the designer, researcher
or legal expert. As the objective of explanations of this type is different, it stands to reason that the type of explanation
may be fundamentally different based on whom the target is for this information, something we address in the next
section. This in turn may impact the type of interpretation the agent must present, something we explore in Section 5.
4 Who is the Target of the Explanation?
The type of interpretable element needed to form the basis of the explanation is highly dependent on the question of
who the explanation is for. We suggest three possibilities:
1. Regular user
2. Expert user
3. External entity
The level of explanation detail needed depends on why that Human-Agent Systems needs the user to understand the
agent’s logic (Section 3) and how the explanation has been generated (Section 5). If the need for explanation is for
legal purposes, then it follows that legal experts need the explanation, and not the regular user. Similarly, it stands
to reason that the type of explanation that is given should be directed specifically to this population. If the purpose
of the explanation is to support experts’ knowledge discovery, then it stands to reason that the explanation should be
directed towards researchers with knowledge of a specific problem. In these cases, the system might not even need
to present their explanations to the regular users and may thus only focus on presenting information to these experts.
Most systems will still likely benefit by directing explanations to the regular users to help them better understand
the system’s decisions, thus aiding in their acceptance and/or trust. In these cases, the system should be focused on
providing justifications in addition to providing the logic behind their decisions through arguments [105, 144] and/or
through Case Based Reasoning [27, 70, 79] that help reassure the user about the correctness of the agent’s decision.
The same explanation might be considered as extremely helpful by a system developer, but considered useless by a
regular user. Thus, the expertise level of the target will play a large part of defining an explanation and how explicit  is.
Deciding on how to generate and present  will be covered in later sections.
Similarly, what level of detail constitutes an adequate explanation likely depends on precisely how long the user will
study the explanation. If the goal is knowledge discovery and/or complying with legal requirements, then an expert
will likely need to spend large amounts of time meticulously studying the inner-workings of the decision-making
process. In these cases, it seems likely that great amounts of detail regarding the justification of the explanations will be
necessary. If a regular user is assumed, and the goal is to build user trust and understanding, then shorter, very directed
explanations are likely more beneficial. This issue touches upon a larger issue about the danger additional information
may overload a given user [122].
At times, the recipient of the explanation is not the user directly interacting with the system. This is true in cases where
explanations are mandated by an external regulative entity, such as is proposed by the EU’s GDPR, regulation. In this
case, the system must follow explanation guidelines provided by the external entity. In contrast, developers providing
explanations to users will typically follow different guidelines, such as user usability studies. As these two types of
explanations are not exclusive, it is possible that the agent will generate multiple types of explanations for the different
targets (e.g. the user and the regulator entity). In certain types of systems, such as security systems, multiple potential
targets of the explanation also exist. Vigano and Magazzeni explain that security systems have many possible targets,
such as the designer, the attacker, and the analyst [137]. Obviously an explanation provided for the designer can be very
dangerous in the hands of an attacker. Thus, aside from the question of how “helpful" an explanation is for a certain
types of user, one must consider what the implications of providing an unsuitable explanation are. In these cases, the
explanation must be provided for a given user while also considering the implications on the system’s security goals.
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Figure 2: Faithfulness versus explicitness within the six basic approaches for generating interpretations
5 What Interpretation can be Generated?
Once we have established the why and who about explanations, a key related question one must address is what
interpretation can be generated as the basis for the required explanation. Different users will need different types of
explanations, and the interpretations required for effective explanations will differ accordingly [137]. We posit that six
basic approaches exist as to how interpretations can be generated:
1. Directly from a transparent machine learning algorithm
2. Feature selection and/or analysis of the inputs
3. Using an algorithm to create a post-hoc model tool
4. Using an algorithm to create a post-hoc outcome tool
5. Using an interpretation algorithm to create a post-hoc visualization of the agent’s logic
6. Using an interpretation algorithm to provide post-hoc support for the agent’s logic via prototypes
In Figure 2 we describe how these various methods for generating interpretations have different degrees of faithfulness
and explicitness. Each of these methods contains some level of trade-off between their explicitness and faithfulness. For
example, as described in Section 2.3, transparent models are inherently more explicit and faithful than other possibilities.
Nonetheless, we present this figure only as a guideline, as many implementations and possibilities exists within each of
these six basic approaches. These differences will impact the levels of both faithfulness and explicitness, something we
indicate via the arrows pointing to both higher levels of faithfulness and explicitness for a specific implementation.
5.1 Generating Transparent Interpretations Directly from Machine Learning Algorithms
The first approach, and the most explicit and faithful method, is to generate  directly from the output of the machine
learning algorithm, L. These types of interpretations can be considered ante-hoc, or “before this" (e.g. an explanation is
needed), as the this type of connection between  and L facilitates providing interpretations at any point, including as
the task is being performed [4, 62]. These transparent algorithms, often called white box algorithms, include decision
trees, rule-based methods, k-nn (k-nearest neighbor), Bayesian and logistic regression [38]. As per our definitions in
Section 2, these algorithms have not been designed for generating interpretations, but can be readily derived from the
understandable logic inherent in the algorithms. As we explain in this section, all of these algorithms are faithful, and are
explicit to varying degrees. A clear downside to these approaches is that one is then limited to these machine learning
algorithms, and/or a specific algorithmic implementation. It has been previously noted that an inverse relationship often
exists between machine learning algorithms’ accuracy and their explainability [53, 54]. Black box algorithms, especially
deep neural networks but including other less explainable algorithms such as ensemble methods and support vector
machines, are often used due to their exceptional accuracy on some problems. However, these types of algorithms are
difficult to glean explicit interpretations from and are typically not transparent [38]. Figure 3 is based on previous work
[33, 54] and quantifies the general relationship between algorithms’ explicitness and accuracy. This figure describes the
relationships as they stand at the time the paper is written, and may change as algorithmic solutions develop and evolve.
Additionally, this figure may be somewhat over-simplified, as we now describe.
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Decision trees are often cited to be the most understandable (e.g. explicit) [33, 37, 42, 54, 100]. The hierarchical
structure inherent in decision trees yields itself to understanding which attributes are most important, of second-most
importance, etc. [42]. Furthermore, assuming the size of the tree is relatively small due to Occam’s Razor [98], the
if-then rules that can be derived directly from decision trees are both particularly explicit and faithful [42, 108].
However, in practice not all decision trees are easily understood. Large decision trees with hundreds of nodes and
leaves are often more accurate than smaller ones, despite the assumption inherent within Occam’s Razor [98]. Such
trees are less explicit, especially if they contain many attributes and/or multiple instances of nodes using the same
attribute for different conditions. Assuming the decision tree is too large to fully understand (e.g. thousands of rules)
[58] and/or overfitted due to noise in the training data [42], it will lose its explicitness. One approach to address this
issue is suggested by Last and Maimon [81] where they reason about the added value of added attributes versus the
complexity they add, facilitating more explicit models.
Classification rules [26, 92] have also been suggested as a highly explicit machine learning model [33, 42, 54]. As is the
case with decision trees, the if-then rules within such models provide faithful interpretations and are potentially explicit.
The flat, non-hierarchical structure in such models can be an advantage in allowing the user to focus on individual
rules separately which at times has been shown to be advantageous [24, 42]. However, in contrast to decision trees,
this structure does not inherently give a person insight as to the relative importance of the rules within the system.
Furthermore, conflicts between rules need to be handled, often through an ordered rule-list, adding to the model’s
complexity and reducing its level of explicitness.
Nearest neighbor algorithms, such as k-nn, can potentially be transparent machine learning models as they can provide
interpretations based on the similarity between an item needing interpretation and other similar items. This is reminiscent
of the picture classification example in Section 2 as the person is actually performing an analysis similar to k-nn in
understanding why certain pictures are similar. This process is also similar to the logic within certain Case Based
Reasoning algorithms which often also use logic akin to k-nn algorithms to provide an interpretation for why two items
are similar [127]. However, as has been previously pointed out, these interpretations are only typically explicit if k is
kept small, e.g. k=1 or close to 1 [127]. Furthermore, k-nn is a lazy model that classifies each new instance separately.
As such, every instance could potentially have a different “interpretation", making this a local interpretation. In contrast,
both decision trees and rule-based systems construct general rules that are to be applied across all instances [42]. In
addition, if the number of attributes in the dataset are very large, it might be difficult for a person to appreciate the
similarities and differences between different instances again reducing the explicitness of the model.
Bayesian network classifiers have also been suggested as another transparent machine learning model. Knowing the
probability of a successful outcome is often needed in many applications, something that probabilistic models, including
Bayesian models, excel at [14]. Bayesian models have been previously suggested to be the most transparent of these
types of models as each attribute can be independently analyzed and the relative strength of that attribute be understood
[42]. This approach is favored in many medical applications for this reason [17, 75, 82]. More complex, non-naïve
Bayesian models can be constructed [22] although one may then potentially lose both model accuracy and transparency.
Similar to Bayesian models, logistic regression also outputs outcome probabilities by fitting the output of its regression
model to values between 0 and 1. The logit function inherent in this model is also constructed from probabilities– here
in the form of log-odds / odds-ratios. This makes this model popular for creating medical applications [12, 68]. At
times, the interpretations that can be generated by these relationships are explicit [38].
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Support Vector Machines (SVM) are based on finding a hyperplane to separate between different instances and are
potentially explicit, particularly if a linear kernel is used [14]. Once again, if many attributes exist in the model, the
explicitness of the model might be limited even if a linear kernel is used. An SVM becomes even less explicit if
more complex kernels are used including RBF and polynomial kernels. As is the case with the last three of these
algorithms (SVM, k-nn and Bayesian), feature selection / reduction could significantly help the explicitness of the
model, something we explore in the next section.
As no one algorithm provides both high accuracy and explicitness, it is important to consider new machine learning
algorithms that include explainability as a consideration within the learning algorithm. One example of this approach is
work by Kim, Rudin and Shah, who have suggested a Bayesian Case Model for case-based reasoning [70]. Another
example is introduced by Lou et al. [89]. Their generalized additive models (GAMs) combine univariate models called
shape functions through a linear function. On one hand, the shape functions can be arbitrarily complex, making GAMs
more accurate than simple linear models. On the other hand, GAMs do not contain any interactions between features,
making them more explicit than black box models. Lou et al. also suggested adding selected terms of interacting
pairs of features to standard GAMs [90]. This method increases the accuracy of the models, while maintaining better
explicitness than black box methods. Caruana et al. propose a extension of the GAM, GA2M, which considers pairwise
interactions between features and provide a case study showing its success in accurately and transparently explaining a
health-care dataset [20].
We believe these approaches are worthy of further consideration and provide an important future research area as new
combinations of machine learning algorithms that provide both high accuracy and explainability could potentially be
developed. Several of these methods use an element of feature analysis as the basis of their transparency [20, 81, 89, 90].
In general, feature selection can be a critical element in creating transparent and non-transparent interpretations, as we
now detail.
5.2 Generating Interpretations from Feature Selection / Analysis
A second approach to create the interpretation, , is through performing feature selection and/or feature analysis of all
features, F1 . . . Fi, before or after a model has been built. Theoretically, this approach can be used alone and exclusively
to generate interpretations within the non-transparent “black box" algorithms, or in conjunction with the above “white
box" algorithms to help further increase their explicitness. Feature selection has long been established as an effective
way of building potentially better models which are simpler and thus better overcome the curse of dimensionality [56].
Additionally, models with fewer attributes are potentially more explicit as the true causal relationship between the
dependent and independent variables is clearer and thus easier to present to the user [76]. The strong advantage of this
approach is that the information presented to the user is generated directly from the mathematical relationship between
a small set of features and the target being learned.
Three basic types of feature selection approaches exist: filters, wrappers, and embedded methods. We believe that filter
methods are typically best suited for generating explicit interpretations as the analysis is derived directly from the data
without any connection to a specific machine learning model [56, 112]. Univariate scores such as information gain or
X2 can be used to evaluate each of the attributes independently. Either the top n features could then be selected or only
those with a score above a previously defined threshold. The user’s attention could then be focused on relationships
between these attribute, facilitating explicitness. Multivariate filters, such as CFS [57] allow us to potentially discover
interconnections between attributes. The user’s attention could again then be focused on this small subset of features
with the assumption that interrelationships between features have become more explicit. Previous work by Vellido et al.
[136] recommends using principals component analysis (PCA) to generate interpretations. Not only does PCA reduce
the number of attributes needing to be considered, but the new features generated by PCA are linear combinations of
the original ones. As such, the user could understand an explanation based on these interrelationships, especially if the
both the number and size of these derived features are small.
As filter methods are independent of the machine learning algorithm used, it has been suggested that this approach
can be used in conjunction with black box algorithms to make them more explicit [135]. One example is previous
work that used feature selection to reduce the number of features from nearly 200 to 3 before using a neural network
for classification [135]. As neural networks are becoming increasing popular due to their superior accuracy in many
datasets, we believe this is a general approach that is worth consideration to help make neural networks more explicit.
5.3 Tools to Generate Model Interpretations Independently from L
The above methods are faithful in that the transparent algorithms and feature analysis is done in conjunction with
L. However, other approaches exist that create  as a process independent of the logic within L. In the best case, 
does faithfully approximate the actual and complete logic within L, albeit found differently, and thus represents a
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form of reverse-engineering version of the logic within L [8]. Even when  is not 100% faithful, the goal is to be as
faithful and explicit as possible, making these approaches a type of metacognition process, or reasoning about the
reasoning process (e.g. L) [29]. A key difference within the remaining approaches in this section is that  is created
through an analysis after the L’s learning has been done, something referred to as postprocessing [129] or post-hoc
analysis [87, 96]. Examples of post-hoc approaches that we consider in the remainder of this section include: model
and outcome interpretations, visualization, and prototyping similar records.
While disconnecting the L and  can lead to a loss of faithfulness, it can lead to other benefits and challenges. Designing
tools that focus on  could potentially lead to very explicit models, something we represent in Figure 2. Additionally,
interpretations that are derived directly from the machine learning algorithm or the features are strongly restricted by
the nature of the algorithm / features. In contrast, interpretations that are created in addition to the decision-making
algorithm can be made to comply with various standards. For example, Miller demonstrates how interpretations are
often created by the same people that develop the system. They tend to generate explanations that are understandable to
software designers, but are not explicit for the system’s users [93]. He suggests using insights from the social sciences
when discussing explainability in AI. Other factors, such as legal and practical considerations might limit researchers as
to what constitutes a sufficient explanation. For example, as these tools disconnect the logic in  from L, they cannot
guarantee the fairness of the agent’s decision which may be a critical need and even require transparency (see Section
3).
The first possibility creates a “model interpretation tool" that is used to explain the logic behind L’s predictions for
all values of T given all records, R. A group of these approaches create simpler, transparent decision trees or rules
secondary to L. While these approaches will have the highest level of explicitness, they will generally lack faithfulness.
For example, Frosst [44] presents a specific interpretation model for neural networks in an attempt to resolve the tension
between the generalization of neural networks and the explicitness of decision trees. They show how to use a deep
neural network to train a decision tree. The new model does not perform as well as a neural network, but is explicit.
Many other approaches have used decision trees to provide explanations for neural networks [18, 31, 78], decision rules
[7, 8, 30, 67, 150] and a combination of genetic algorithms with decision trees or rules [7, 66, 94]. Similarly, decision
trees [23, 35, 149] and decision rules [34, 58, 118, 130] have been suggested to explain tree ensembles.
Some explanations secondary to L are generated by using feature analysis and thus are most similar to the approaches in
the previous section. One example of these algorithms is SP-LIME, which provides explanations that are independent
of the type of machine learning algorithm used [102]. It is noteworthy that SP-LIME includes feature engineering as
part of its analysis, showing the potential connection between the second and third approaches. The feature engineering
in SP-LIME tweaks examples that are tagged as positive and observes how changing them affects the classification.
A similar method has been used to show how Random Forests can be made explainable [131, 140]. The Random
Forest can be considered a black box that determines the class of a given feature set. L’s interpretabity is obtained by
determining how the different features contribute to the classification of a feature set [131], or even which features
should be changed, and how, in order to obtain a different classification [140]. This type of interpretation is extremely
valuable. For example, consider a set of medical features, such as weight, blood pressure, age etc. and a model to
determine heart attack risk. Assume that for a specific feature set the model classifies the patient as high risk. The
model’s interpretation facilitates knowing what parameters need to change in order to change the prediction to low risk.
5.4 Tools to Generate Outcome Interpretations Independently from L
The second possibility for creating interpretations independently from L creates an “outcome explanation" that is
localized and explains the prediction for a given instance r ∈ R and its prediction, t ∈ T . It has been claimed that
feature selection approaches are useful for obtaining a general, global understanding of the model, but not for specific
classifications of an instance, t. Consequently, they advocate using local interpretations [11]. One example is an
approach that uses vectors which are constructed independently of the learning algorithm for generating localized
interpretations [11]. Another example advocates using coalition game theory to evaluate the effect of combinations of
features for predicting t [129]. Work by Lundberg and Lee present a unified framework for interpreting predictions
using Shapley game theoretic functions [91]. Certain algorithms have both localized and global versions. One example
is the local algorithm LIME and its global variant, SP-LIME [102].
5.5 Algorithms to Visualize the Algorithm’s Decision
While the explanations in the previous sections focused on ways a person could better understand the logic within L,
visualization techniques typically focus on explaining how a subset of features within F are connected to L. However,
the level of explicitness within visualization is lower than that of feature selection and model and outcome interpretations.
This is because feature selection and model and outcome interpretations all aim to understand the logic within L, thus
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giving them relatively higher level of faithfulness and explicitness. As visualization tools do not focus on understanding
the logic within L, they are less faithful than feature analysis methods that do, and at times the level of understanding
they provide is not high, especially for regular users.
Overall, many of these approaches seem to have the primary goal of justification for a specific outcome of L and are not
focused on even localized interpretations of L’s logic. As justification is more concerned with persuading a user that a
decision is correct than providing information about L’s logic [16], it seems that justification methods likely have the
least amount of faithfulness, as there is no need to make any direct connection between  and L. Consistent with this
aim, work by Lei, Barzilay and Jaakkola generated rationales, which they defined as justifications for an agent’s local
decision through creating a visualization tool that highlighted which sections of text, e.g. f ∈ F, were responsible for
making a specific classification [84].
Consider explanations that can potentially be generated within image classification, a task many visualization tools
address [40, 55, 125, 142, 148]. A visualization tool will typically identify the portion of the picture (a subset of F)
that was most responsible for yielding a prediction, Tk. However, typical visualizations, such as those generated by
saliency masks, class activation mapping, sensitivity analysis and partial dependency plots all only focus on highlighting
important portions of input, without explaining the logic within the model, and the output is often hard for regular users
to understand. Nonetheless, these approaches are useful in explaining high accuracy, low-explicitness machine learning
algorithms, particularly neural networks, often within image classification tasks.
Saliency maps are a visualizations that identify important, e.g. salient, objects which are groups of features [142]. In
general, saliency can be defined as identifying the region of an image r ∈ R, that L(r × F, Tk) will identify [40]. For
example, a picture may include several items, such as a person, house and car. r can represent the car and L(r × F, Tk)
is used to properly identify it (Tk). Somewhat similar to the previous types of explanations, these salient features
could then generate a textual explanation of an image. For example, Xu et al. focused on identifying objects within a
deep neural network (CNN) for picture identification to automatically create text descriptions [142] for a given picture
(outcome description). Kim et al. created textual explanation for neural networks of self-driving cars [71]. More
generally, saliency masks can be used to identify the r ∗ n areas that represent the t ∗ n targets that were identified in the
picture [40, 55, 125, 142, 148]. They generally use the gradient of the output corresponding to the each of the targets
with respect to the inputted features [87]. While earlier works constrained the neural network to provide this level
of explicitness [148], recent works provide visual explanations without altering the structure of the neural network
[40, 64, 119]. Still, serious concerns exist that many of these visualizations are too complex for regular users and thus
reserved for experts, as some of these explanations are only appropriate for people researching the under-workings of
the algorithm to diagnose and understand mistakes [119].
Neural activation is a visualization for the inspection of neural networks that help focus a person to what neurons are
activated with respect to particular input records. As opposed to the previous visualizations that focus on F and R,
this visualization helps provide an understanding about neural networks’ decisions making them less of a black box.
Consequently, these approaches provide interpretation and not justification and are more faithful. For example, work by
Yosinski et al. [145] proposes two tools for visualizing and understanding what computations and neuron activations
occur in the intermediate layers of deep neural networks (DNN). Work by Schwartz-Ziv and Tishby suggest using a
Information Plane visualization which captures the Mutual Information values that each layer preserves regarding the
input and output variables of DNNs [123].
Other visualizations exist for other machine learning algorithms and learning tasks. Similar to saliency maps, sensitivity
analysis provides a visualization that connects the inputs and outputs of L [114]. Moreover, sensitivity analysis maps
have been applied to tasks beyond image classification and to other black box machine learning algorithms such as
ensemble trees [28]. For example, Coretz and Embrechts present five sensitivity analysis methods appropriate for
both classification and regression tasks [28]. Zhang and Wallace present a sensitivity analysis for convolutional neural
networks used in text classification [147].
Partial Dependency Plots (PDP) help visualize the average partial relationship between the predicted response of L
and one or more features within F [43, 49]. PDPs use feature analysis as a critical part of their interpretation, and
are much more faithful and explicit than many of the other visualizations approaches in this section. However, as the
primary output and interpretation tool is visual [43], we have categorized it in this section. Examples include work by
Hooker that uses ANOVA decomposition to help create this a Variable Interaction Network (VIN) visualization [63] and
work by Goldstein et al. that extend the more classic PDP model by graphing the functional relationship between the
predicted response and the feature for individual observations, thus making this a localized visualization [49]. Similarly,
Krause et al. provide a localized visualization to create partial dependence bars, a color bar representation of a PDP
[77].
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5.6 Generating Explanations from Prototyping the Dataset’s Input as Examples
Similar to visualization tools, prototype selection also seeks to clarify the link between L’s input and output. However,
while visualization tools focus on the input from F, prototyping focuses on R, seeking the existence of a subset of
records similar to record, r ∈ R, being classified. This subset is meant to serve as an implicit explanation as to the
correctness of the model as prototyping aims to find the minimal subset of input records that can serve as a distillation
or condensed view of the dataset [15].
Prototypes have been shown to help people better understand L’s decisions. For example, work by Henricks et al.
focuses on providing visual explanations for images that include class-discriminate information about other images that
share common characteristics with the image being classified [60]. The assumption here is that the information about
similar pictures in the same class helps people better understand the decision of the algorithm. Bien and Tibshirani
propose two methods for generating prototypes– a LP relaxation with randomized rounding and a greedy approach [15].
Work by Kim et al. suggested using maximum mean discrepancy to generate prototypes [69]. In other work by Kim et
al., they suggest using a Bayesian Case Model (BCM) to generate prototypes [70].
5.7 Comparing the Six Basic Approaches for Generating Interpretations
Referring back to Figure 2, each of these approaches will differ along the axis of their level of explicitness and
faithfulness. It has been previously noted that many of the visualization approaches produce interpretations that are not
easily understood by people without an expert-level understanding of the problem being solved [96] making them not
very explicit. As they often provide justification and no direct interpretation of the logic in L, they are also not very
faithful. As prototypes provide examples of similar classifications, they are often more explicit than visualizations as
regular users can more easily understand their meaning. However, as they also do not attempt to directly explain L’s
logic, they are not more faithful. Other approaches, such as transparent ones, have high levels of both explicitness and
faithfulness, but are typically limited to white box methods that facilitate these types of interpretability. Model and
outcome tool approaches can potentially be geared to any user, making them very explicit, but are less faithful as the
logic generated in  is not necessarily the same as that in L. When taken in combination with a white box algorithm,
feature analysis methods can be very explicit and faithful. At times, they are used independently of L, potentially
making them less faithful.
Referring back to Figure 1, each of the approaches described in this section are labeled with the term within the
explainability model described in Section 2.3. However, note the overlaps within the Venn Diagram as overlaps do exist
between some of the approaches described in this section. While transparent approaches do link  and L, sometimes
the link between these two elements is strengthened and/or described through an analysis of the F commonly seen
in Feature Analysis approaches. For example, the GAM and GA2M approaches [20, 89] use univariate and pairwise
feature analysis methods respectively in their transparent models. While model outcome models such as SP-LIME
pride themselves on being agnostic, e.g. no direct connection be assumed between  and L, they do use elements of
feature analysis and visualization in creating their global interpretation of L [102]. Similarly, the outcome explanation
model, LIME, also uses feature analysis and visualization in creating its local interpretations of L [102] for an instance
of r ∈ R. Saliency maps are visualization that is based on identifying the features used for classifying a given picture
[40] showing the potential overlap between visualization methods and feature analysis. However, at times, the identified
salient features are used to create a outcome interpretation, as is the case in other work [142]. Similarly, work by Lei,
Barzilay and Jaakkola generated visualizations of outcomes through analyzing which features were most useful to the
model, again showing the intersection of these three approaches. Last, some prototype analysis tools, such as work by
Henricks et al. use visual methods [60]. Thus, we stress that the different types of interpretation approaches are often
complementary and not mutually exclusive.
Given these differences of the explicitness and faithfulness of each of these approaches, it seems logical that the type
of interface used for disseminated the system’s interpretation will likely depend upon the level of the user’s expertise
and the type of interpretation that was generated. The idea of adaptable interfaces based on people’s expertise was
previously noted [52, 121, 128]. In these systems, the type of information presented in the interface depends on the
user’s level of expertise. Accordingly, an interface might consider different types of interpretation or interpretation
algorithms based on who the end-user will be. Even among experts, it is reasonable to assume that different users
will need different types of information. The different backgrounds of legal experts, scientists, safety engineers, and
researchers may necessitate different types of interfaces [37].
6 When Should Information be Presented?
Explanations can be categorized based on when the interpretation is presented:
14
1. Before the task
2. Continuing explanations throughout the task
3. After the task
Some agents may present their interpretation before the task is executed as either justification [16], conceptualization or
proof of fairness of an agent’s intended action [39]. Other agents may present their explanation during task execution,
especially if this information is important to explain when the agent fails so it will be trusted to correct the error
[65, 48, 53]. Other agents provide explanations after actions are carried out [80], to be used for retrospective reports
[87].
It is important to note that not all approaches for what can be generated, as per Section 5 support all of these possibilities.
While all methods can be used for analysis after the task, many of these methods use post-hoc analysis that separates L
from . Thus, if fairness needs to be checked before task execution, the lack of connection between L from  in model
and outcome explanations, visualizations, and prototypes make this difficult to accurately check. Transparent methods
could fulfill this requirement due to their inherent faithfulness. Feature analysis methods including, but not limited to
GAM, GA2M, and PDP [20, 43, 49, 90] can check the connection between inputs and outputs, thus confirming fairness
or other legal requirements are met even before task execution.
The choice of when to present the explanation is not exclusive. Agents might supply various explanations at various
times, before, during and after the task is carried out. Building on the taxonomy in Section 3, if explainability is critical
for the system to begin functioning, then it stands to reason that this knowledge must be presented at the beginning
of the task, thus enabling the user to determine whether to accept the agent’s recommendation [120]. However, if it
is beneficial to build trust / user acceptance, then it might be directed during the task, especially if the agent erred. If
the purpose of the explanation is to justify the agent’s choice from a legal perspective then we may need to certify
that decision before the agent acts (preventative) or after the act (accusatory). But, if the goal is conceptualization,
especially in the form of knowledge discovery and/or to support future decisions, then the need for explanation after task
execution is equally critical. These possibilities are not inherently mutually exclusive. For example, work by Vigano
and Magazzeni [137] claims that explanations should be provided throughout all stages of the systems lifecycle within
security systems. They describe how explanations should begin as the system is designed an implemented, continue
through use, analysis and change and maybe even when it is replaced. One may argue whether this is crucial for all
systems or only for security systems that are discussed in their work, but it is surely a point to consider.
7 How can Explanations be Evaluated?
It was previously noted that little agreement currently exists about how to define explainability and interpretability
which may be adding to the difficulty in properly evaluating it [37]. In order to address this point, we first clearly
defined these terms in Section 2.3, and then proceeded to consider questions of why, what, when and how based on
these definitions.
As we discuss in this section, creating a general evaluation framework is still an open challenge as these issues are
often intrinsically connected. For example, the detail of an explanation is often dependent on why that explanation is
needed. An expert will likely differ from a regular user regarding why an explanation is needed, will often need these
explanations at different times, e.g. before or after the task (when), and may require different types of explanations and
interfaces (what and how). At other times multiple facets of explanation exist even within one category. A DSS system
is built to support a user’s decision, thus making explainability a critical issue. However, these systems will still likely
benefit from better explanations, so that the user trusts those explanations. Similarly, a scientist pursuing knowledge
discovery may need to analyze and interact with information presented before, during and after a task’s completion
(when). Thus, multiple goals must often be considered and evaluated.
To date, there is little consensus about how to quantify these interconnections. Many works evaluated explainability
as a binary value– either it works or it doesn’t. Within these papers, an explanation is inspected to insure that it
provides the necessary information in the context of a specific application [84, 102]. If it does so, it is judged as a
success, even if other approaches may have been more successful. To help quantify evaluations, Doshi-Velez and
Kim suggested a taxonomy of three types of evaluation tasks that can be used for evaluation: application, human, and
functionally grounded [37]. In their model, application grounded tasks are meant for experts attempting to execute a
task and the evaluation focuses on how well the task was completed. Human-grounded tasks are simplified and can
be performed with regular-users. They conceded that it is not clear what the evaluation goal of this task need be but
recommended simplified evaluation metrics, such as reporting which explanation they preferred. Work by Mohseni
and Ragan suggested creating canonical datasets of this type that could quantify differences between interpretable
algorithms [95]. They proposed annotating regions in images, and words in texts that provide an explanation. The
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output of any new interpretation algorithm, , could be compared to the user annotations that provide a ground-truth.
This approach is still goal-oriented and thus they classify their task as a human-grounded task (e.g. having  match the
human explanation). Doshi-Velez and Kim’s last type of evaluation task is functionality-grounded where some objective
criteria for evaluation is predefined (e.g. the ratio of decision tree size to model accuracy). The main advantage to this
type of evaluation is the evaluation of  can be quantified without any need for user studies.
This taxonomy provides three important types of tasks that can be used in evaluate explainability and interpretability,
but these researchers do not propose how to quantify the effectiveness of the key components within  and . This
paper’s main point is that questions surrounding the system’s need for why, what, when and how about explainability
must be addressed. These elements can and should be quantified, while also considering trade-offs between these
categories as well as elements within . Issues about algorithms’ explicitness, faithfulness and transparency must be
explicitly evaluated while balancing the agent’s and user’s performance requirements, including the agent’s fairness and
prediction accuracy, and the user’s performance and acceptance of ’s.
Given this, we suggest explicitly evaluating the following three elements in Human-Agent Systems: The quantifiable
performance of the agent’s learning, L, its level of interpretation, , and human’s understanding, . For example, in a
movie recommendation system the three scores would be described as follows: The score of for L is based on standard
metrics for evaluating recommendation predictions (i.e. accuracy, precision and/or recall). A score can also be given to
 that reflects how much explicitness, faithfulness and transparency exist in  according to objective criteria described
below. The score for  should be quantified based on the user’s performance. As the goal of the system is to yield
predictions that the user understands so they will be accepted, we should quantify the impact of  on the user’s behavior.
Thus, we suggest an evaluation score that quantifies:
1. A score for L, the performance of the agent’s prediction
2. A score for , the interpretation given to the user
3. A score for , the user’s acceptance of 
As described in previous sections, a complex interplay exists between these three elements. There is often a trade-off
between the performance of L and the explicitness of  that can be produced from L (see Figure 3). White-box
algorithms are more explicit and can even be transparent, but typically have lower performance. Higher accuracy
algorithms, such as neural networks, are typically less explicit and faithful (see Figure 2). Thus, agents with lower
performance scores for L will likely have higher scores for , especially if explicitness and faithfulness are important
and quantifiable within the system. Furthermore, different user types and interfaces will be effected by the type of agent
design and a total measure is needed to weigh all parameters that are needed by a system into account. For example, an
agent that was designed to support an expert user is different from one provided to a regular user.
Another equally important element of the system is how well the person executed her system task(s) given . In theory,
multiple goals for  may exist for the human user such as immediate performance vs. long-term knowledge acquisition.
These may be complementary or in conflict. For example, assume the explanation goal of a system is to support
a person’s ability to purchase items in a time-constrained environment (e.g. online stock purchasing). The greater
detail contained within the agent’s explanations on one hand instill improved confidence within the user, but also will
take more time to read and process, which may prevent the user from capitalizing on certain quickly passing market
fluctuations. Thus, some measure should likely be introduced to reason about different goals for the explanation and the
relative strengths of various explanations, their interfaces, and the algorithms that generate those explanations.
To capture these properties, we propose an overall utility to quantify the complementary and contradictory goals for
L, , and  as the weighted product:
Utility =
NumGoals∏
n=1
Impn ∗Graden (2)
NumGoals∑
n=1
Impn = 1 (3)
We define NumGoals as the number of goals in an the system. L, , and  each have an overall objective and the
system meets this object through all of these goals. The objective for L is to provide predictions for T using R × F. The
ability of the system to meet this objective is measured through machine learning performance metrics that quantify
the goals of high accuracy, recall, precision, F-measure, mean average precision, and mean squared error. A goal for
L can also be that L exhibits fairness, which often is a hard-constraint due to legal considerations. The objective for
 is to provide a representation of L’s logic that is understandable to the user. This success of this objective can be
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measured by goals for  to have the highest levels of explicitness, faithfulness, and transparency. Other papers have
suggested additional goals for  including justification [74] and completeness [48] that we argue are included in goals
of explicitness and faithfulness respectively. The objective for  is that the person will understand L using . This
can be measured through the goal that the user’s performance be improved given . Additional goals include those
specified in Section 3 including guaranteeing safety concerns, trust, and knowledge / scientific discovery. Goals such as
to the timing of when interpretations were present (e.g. “presenting during task as required") are likely hard-constraints
(e.g. either it was done at the correct time or not). Impn is the importance weight we give to the nth goal such that
0 < Impn <= 1. Similarly, Graden is the score we give to the nth goal, and we require that 0 <= Graden <= 1.
While this model helps quantify the interplay of multiple explanation goals, either inherently complimentary or
contradictory, a fundamental question lingers about how to set the values of NumGoals, Impn and Graden. Of these
values, we argue that NumGoals is the easiest to define and should be clearly defined in advance, by addressing the
key elements of explainability as defined in Section 2.3 (e.g. fairness, transparency, explicitness, etc.) as well as the
questions about why, what, when and how discussed in subsequent sections. Many of these goals are hard-constraints
that must be fulfilled. For example, assuming a system must exhibit fairness, but fails to do so, the grade for this goal
will be zero. As the overall utility is the product of all goals and their grades, the net utility of the system will be zero as
the hard-constraint was not met.
However, Impn and Graden are much more difficult to quantify in many real-world applications, the first category
within the taxonomy of Doshi-Velez and Kim [37]. We assume that either users themselves, the system’s designer, or
outside third party organizations (e.g. governments) can quantify these values including the trade-offs between them.
For example, a system designer may determine that a transparent system is necessary or desirable through setting Impn
for this goal. (Assuming transparency is not needed at all, it should be removed as to avoid a zero grade making the net
utility be zero.) If a high level of transparency can only be obtained at the cost of a lower accuracy, two conflicting
goals exist and the system designer will need to decide the relative importance of both goals, i.e. Impn for each goal, so
the optimal trade-off can be found.
Further complicating the evaluation calculation, to date no quantifiable measurements exists for the goals in . In
contrast, very quantifiable metrics exist for L and to a lesser degree, for those in . L is relatively easily quantifiable
through accepted measures such as accuracy, precision, and recall. We suggest that goals within  be measured
through known tools for quantifying the user experience as is typically done in HCI studies. In addition to grading
the user’s performance, accepted user performance metrics such as the NASA-TLX (Task Load Index) [59] and the
System Usability Scale [19] can measure these goals by focusing and the user’s mental workload [110]. Specific to
measuring explanations, it has been suggested that simplicity and satisfaction be considered as a potential metrics
[46, 88]. However, to date, no accepted measures exist for quantifying the elements of  described in this paper. For
example, what should the scale for grading an algorithm’s explicitness or faithfulness be? Should they be normalized
between 0 and 1? If so, on what basis? This is an open challenge that we believe needs to be addressed in the future.
We agree with previous work that simplified tasks, functional metrics and binary grades should all be used be to help
tractably evaluate explainable systems [37, 84, 102]. Examples of simplified tasks include the creation of canonical
datasets where an objective truth exists about correct interpretations and explanations [95]. A second approach is
to quantify the relative value of different approaches and only give a non-zero score to the one that they feel is best
[84, 102]. Thus, the scoring function Graden could be made boolean (e.g. either the interpretation is either explicit or
it isn’t), greatly simplifying calculating the system’s total value. or through using binary evaluations. In both cases,
questions about how to set Graden can be resolved in this way. A third set of approaches suggests quantifying elements
of  through functional metrics about the interpretation [37]. The assumption behind this approach is that as the size of
machine learning models grow, they are less explicit. Thus, models with large numbers of nodes / hidden layers (e.g. in
deep neural networks), parameter values (for regression and SVM models), the number of rules (rule-based models), or
the depth (in decision trees) are less preferable to those with fewer numbers of these values [33]. Following Section
5, we could also create an objective metric based on the number of features generated from feature selection that are
used to create the model. The advantage to both of these approaches is the value of explanation’s Graden can be set
independently of the system’s specific task. A fourth approach is to create simplified accepted tasks or case studies,
potentially where simulations of human behavior could be used for repeatedly for evaluation across different algorithms,
interfaces, and approaches [37, 36]. Similarly, this could create a standardization for all values of NumGoals, Impn
and Graden, again greatly aiding in the evaluation process. Currently, no such canonical tasks have been universally
accepted, leaving this issue as an open challenge.
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8 Discussion
Explainability of Human-Agent Systems is a complex matter, involving multiple, and sometime contradicting, aspects.
This paper is unique in the integrated approach we take to addressing these questions. In Section 2 we define key terms
based on previous work [5, 39, 53, 66] combined with contributions of our own. We then use these terms to analyze
extensively why these explanations are needed, if the recipient has a specific skill-level, what is the mechanism for
generating these explanations, when it should be presented, what interpretations can be generated and how the entire
system can be evaluated.
To help focus the reader on previous contributions and how they relate to this work, Table 2 presents a mapping of
papers that we encountered to the main component of each of the fundamental questions regarding explainability we
addressed. For each paper that we included in the mapping in Table 2 we provide the citation number, and indicate
the questions about explainability they address. Please note that there are no studies that touch on all aspects of
explainability presented in this paper. However, we do agree that certain papers touch upon more than one of these
topics. In this case, we categorized the paper as per which issue we felt was the paper’s focus. As this is a dynamic
field, new papers do exist and we do not claim that this list is exhaustive. However, we believe that all papers, both
current and future, can be categorized as per the divisions in this table.
It is interesting to note the contrast between the number of papers aimed at clearly defining these terms in line 2, to
those who that questions of why, who when and how in lines 3, 4, 11, and 12 with the number of papers that address the
question of what in lines 5–10. Most papers are unfortunately geared to addressing only this issue without focusing
on other key points about explainability. This paper’s key point is that these other questions are actually extremely
important questions to ask, as they heavily affect the question of what explanation to generate.
Section Papers
Definitions (Sec. 2) [2],[21],[37],[51],[53],[117],[127],[133]
Why (Sec. 3) [37], [41],[53],[102],[137]
Who (Sec. 4) [37],[60],[125],[137]
What
Transparent (Sec. 5.1) [12],[14],[17],[20],[22],[26],[33],[38],[42],[54],[58],[68],
[70],[75],[81],[82],[89],[90],[92],[97],[100],[127]
Feature analysis (Sec. 5.2) [76],[135],[136]
Model tool (Sec. 5.3) [7],[8],[18],[23],[30],[31],[34],[35],[44],[58],[66],[67],
[78],[94],[102],[118],[130],[131],[140],[149],[150]
Outcome tool (Sec. 5.4) [11],[91],[93]
Visualization (Sec. 5.5) [28],[40],[49],[55],[63],[64],[71],[77],[84],[114],[119],
[123],[125],[142],[145],[147],[148]
Prototyping (Sec. 5.6) [15],[60],[69],[70]
When (Sec. 6) [80],[87],[120],[137]
How (Sec. 7) [19],[33],[37],[59],[95]
Table 2: Each section in our paper discusses an aspect of explainability. We list the papers discussed for each of these aspects.
To date, several excellent surveys exist on this topic, each of which addresses aspects of the taxonomy and evaluation
framework about the Why, Who, What, When and How for this issue [1, 37, 38, 53, 96, 146]. In this paper, we claim all
issues regarding explainability are interwoven. This leads to a different analysis of explainability. For example, two
recent papers [53, 96] provide excellent coverage of the topic of interpretability of black box models. Another survey is
even more specific, focusing on visualization tools for deep neural networks [146]. Conversely, a different survey [38]
focuses on white box algorithms. Another survey [1] is written from an HCI perspective with the aim of using topic
model to undercover trends within the HCI perspective of explainable systems. A different one focuses on evaluation
possibilities [37]. We encourage the reader to study these papers in conjunction with our work as they address specific
points within this paper.
We believe it is a mistake to exclusively focus on either white box or black box algorithms as the source of interpretability
within explainable systems. While at many times black box models perform better, this metric is only one aspect of
the evaluation, the agent’s performance. If the motivation for requiring explainability rises from legal issues, only
transparency may fulfill this need as it allows for levels of explicitness and faithfulness not existent within black box
methods. Assuming the goal for explainability is to guarantee safety concerns as per Section 3, then this may be a
hard-constraint which precludes other methods for generating explanations. If the user is not an expert (as per Section
4), then black box visualization tools are likely not useful as they are typically only readily understood by experts [96].
However, if performance is a larger concern, and the goal of explainability is to build trust, then explanations built
upon prototyping as per Section 5 may be sufficient for a regular user, despite their not being explicit or faithful. If
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the target of explanation is an external legal entity concerned with the algorithm’s faithfulness, then feature analysis is
likely sufficient to assuage concerns that a specific set of features are not being abused. In all cases, the evaluation of
the algorithm will likely change as the type of user, timing, and type of explanation being generated will likely need to
be fundamentally different giving the large variations between the described elements within the explanation.
Looking forward, we identify several open issues that result from our analysis of this issue:
1. What measurements for explicitness and faithfulness can be created for a given algorithm L?
2. What canonical tasks can be developed for measuring  and ?
3. What tasks can be identified where one method for what type of interpretation (Section 5) is clearly better?
4. Can the level of interpretability within black box models equal that of white box ones?
5. Is justification ever advantageous over interpretable models with higher levels of explicitness and faithfulness?
Previously, Doshi-Velez and Kim [37] posed an open challenge to identify what important factors should be considered
in evaluating interpretation and evaluation quality. We believe this paper has clearly identified explicitness and
faithfulness as these key elements within . Nonetheless, further work is necessary to quantify these elements, especially
as different algorithms described in Section 5 of this paper differ in this regard, even within the six categories we
presented. Similarly, even without quantifying these elements, canonical tasks are needed where all six types of these
algorithms can be implemented to facilitate the relative performance of these algorithms in the performance goals of L,
, and . We hope that certain tasks could be identified where one type of algorithm is clearly better in addressing
one aspect of the issues we raise, such as trust. While many works exclusively focus on black box interpretation due
to the high performance of these agents, it is not clear if these agents are suited for all situations and if the level of
interpretability of these algorithms will ever reach that of white box agents. Until this happens their suitability must
be questioned for certain situations such as fulfilling legal requirements for explainability or safety. Last, we have
intentionally limited our discussion about justification as there is no need for these models to be part of an explainable
system. Nonetheless, we do believe that justification is important for many of the goals of explainable systems. One
open question is to further study the relationship between justification and explainability such that tasks could be
identified when one approach is advantageous over the other, or if hybrid methods that incorporate elements of both
approaches should be used.
9 Conclusion
We presented a framework designed to enable comparison and evaluation of explainability in Human-Agent Systems.
As Human-Agent Systems are diverse and complex, there is no “one explanation type fits all". Each agent must have its
requirements and goals mapped out, and the appropriate explanation chosen. We focused on agents that use machine
learning and provided an attempt to define this new field.
Our first contribution is a proposed clear and consistent set of definitions for the key terms of explainability, inter-
pretability, transparency, fairness, explicitness and faithfulness in learning algorithms that interact with people. Using
these definitions, we systematically address five questions about explainability: Why, Who, What, When and How can
be answered. These questions define the various aspects of the explanation for the system. In designing an agent one
must first establish why the system requires explanation, as this will affect the answer to the other questions. Next,
one must determine who is the target of this explanation, what type of explanation is needed and when it must be
presented. Finally, the question of how to evaluate the explanation must be addressed. For each of the questions we
presented possible approaches, and discussed when each possibility is likely most appropriate. Various factors affect
the answers to these questions. We discussed how the degree of control of the user over the agent affects the need for
explainability. We investigated how different user types might affect the explanation. We also discussed how the type
of learning that agents perform will affect the explanation that is provided. We then discussed parameters for when
to present the information. Finally we presented an evaluation measure, composed of three elements for comparing
systems. Our proposed utility is capable of combining all the aspects of the system: the machine learning algorithm,
user performance and the explanation, into a single measure. We discussed the strengths and limitations of our proposed
measure. While the measure provides a means for comparison, its main limitation relates to the elements that can
potentially be subjective in determining the values of the parameters.
We hope that the definitions presented in this paper will serve as a basis for future studies about the five questions
about explainability that we present, particularly in the proper evaluation of explainability in Human-Agent Systems.
Furthermore, we hope additional researchers will use this framework for further analysis of new algorithms, including
suggesting extensions, in this emerging field. Towards this goal, we identified several open issues based on the analysis
presented in this paper.
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