Analysts are increasingly making use of pivot style Stated Choice (SC) data in the estimation of choice models. These datasets often contain a reference alternative whose attributes remain invariant across replications for the same respondent. This paper presents evidence to suggest that respondents react differently to the attributes of these reference alternatives and those of purely hypothetical alternatives. While some such evidence exists in the existing literature, this paper goes further and details a number of different departures from a common treatment of the two types of alternatives, relating both to the observed part of utility and the error term.
Introduction
In comparison to other fields of study, the introduction of discrete choice models to the environmental economics literature is relatively new, with the first known application arising in the late 1980s. Almost three decades after Luce (1959) developed the logit model and thirteen years after McFadden (1974) demonstrated that the probabilities of logit models imply that the unobserved utility are distributed extreme value type I, Bockstael et al. (1987 Bockstael et al. ( , 1991 employed discrete choice models to analyse recreational choice using revealed preference (RP) data. Since then, discrete choice models have been used extensively in environmental valuations particularly using stated choice (SC) data (e.g. Adamowicz et al., 1994; Layton, 2000; Willis et al., 2005) .
As with discrete choice models, SC theory and methods are not new, even predating the use of discrete choice models. The first SC experiment is thought to have been conducted by Thurstone (1931) who, using a crude form of experimental design, attempted to estimate indifference curves by asking respondents to make choices between different combinations of coats, hats and shoes. However, criticism of SC methods has been around for almost as long as the methods themselves. Indeed, whilst Thurstone reported some success using this method, economists at the time derided the methodology on the basis of a lack of realism which they argued was likely to give rise to spurious results. In particular Wallis and Friedman (1942) 
stated:
"It is questionable whether a subject in so artificial an experimental situation could know what choices he would make in an economic situation; not knowing, it is almost inevitable that he would, in entire good faith, systematise his answers in such a way as to produce plausible but spurious results." and "...for a satisfactory experiment it is essential that the subject give actual reactions to actual stimuli... Questionnaires or other devices based on conjectural responses to hypothetical stimuli do not satisfy this requirement. The responses are valueless because the subject cannot know how he would react."
Such arguments against the use of SC data have not abated over time (e.g. Camerer and Hogarth, 1999; Diamond and Hausman, 1994; List, 2001 ). Yet despite these criticisms, SC techniques have progressed to become the dominant method for collecting and analysing data related to individual choice behaviour. In part, this is due to the limitations of RP data, such as restrictions on the alternatives available for modelling purposes as well as issues related to capturing data on non-chosen alternatives. The success in making SC methods more realistic may also partly account for the increased use of SC data. Studies showing that SC results may be similar to those obtained from RP models up to a scale also strengthen the case for using SC data (for a review of such literature, see Louviere et al., 2000) .
Attempts to make SC choice tasks more realistic have taken many forms over the years. Making SC choice tasks more incentive-compatible (e.g. Ding, 2007; Rousseas and Hart, 1951) and individual customisation of SC choice tasks to respondent specific experiences (e.g. Rose et al., 2008; Train and Wilson, 2007) represent just two approaches researchers have taken to improve the realism of SC choice tasks. It is with the latter approach that this paper is concerned.
Within the literature, there has been a growing trend towards the promotion of SC experiments where the attributes of the alternatives are pivoted around the knowledge base of sampled respondents (for applications see for example Hensher and Greene, 2003; Hensher, 2004) . The use of a respondent's knowledge base to derive the attribute levels of the SC experiments is supported by a number of theories derived in behavioural and cognitive psychology, economics, case-based decisions theory and minimum-regret theory (cf. Starmer, 2000; Kahnemann and Tversky, 1979; Gilboa et al., 2002) . In total, these theories support approaches that psychologically relate experiments to individual specific experiences and perceptions. For example, prospect theory (Kahnemann and Tversky, 1979) argues that individuals use decision heuristics when making choices and promotes the idea that the context in which a decision is made is an important determinant of the choice process, supporting the use of reference alternatives in SC choice tasks.
Typically, the relating of SC experiments to individual specific experiences can take one of three forms. Firstly, such experiments may involve the presence of a status quo alternative which is represented as a null alternative with the attributes and attribute levels of the alternative not shown as part of the experiment (cf. Campbell et al., 2008; Scarpa et al., 2007a; Willis et al., 2005) et al. A second form of these experiments involves respondents being shown alternatives with attribute levels based on their own experiences but not the exact levels as described (e.g. Hensher and Rose, 2007; Train and Wilson, 2007) . A final form of these experiments involves the inclusion of one or more alternatives in the choice task being described with the exact levels representing each respondent's recent experiences (e.g. Hensher and Greene, 2003; Hensher, 2004) . It is this last representation that we wish to focus on in this research.
When faced with an SC choice task where one alternative is represented as an individual specific reference alternative, there exists the possibility that respondents may treat that alternative systematically different to other 'hypothetical' alternatives that they are presented with. This systematic difference may arise either as a result of an experienced reference alternative being compared with constructed, non-experienced, hypothetical alternatives, or from the fact that the reference alternative is held constant across choice tasks whereas the remaining alternatives are forced to vary by way of the experimental design. Theoretically, it is also possible for the hypothetical alternatives of SC experiments involving reference alternatives to be more highly correlated with each other than with the reference alternative (e.g. Train and Wilson, 2007) .
Numerous studies in the environmental economics literature have found empirical evidence supporting the above 'status quo' effects (see for example Lehtonen et al., 2003; Kontoleon and Yabe, 2003; Mogas et al., 2006; Scarpa et al., 2007a) , whilst Scarpa et al. (2005) have tested a number of different econometric model specifications using Monte Carlo Simulations and found error components models which account for the possible correlation structure across alternatives to be more robust to potential misspecification issues than other model forms.
The purpose of this paper is to examine different approaches to modelling SC experiments involving the inclusion of individual specific reference alternatives. An important reference in this context is the work of Scarpa et al. (2007b) , who look at the inclusion of a constant for the status quo alternative, as well as dealing with the differences in error between this alternative and the hypothetical SC alternatives through a Nested Logit or Error Components specification.
In the present paper, we expand the investigation into potential differences in treatment across alternatives. In particular, we examine whether the parameter estimates of hypothetical choice tasks should be treated the same as those of reference alternatives. We further examine the error structures of these hypothetical versus real alternatives in SC tasks. Of particular interest are differences in willingness to pay estimates as well as the possible presence of non-linearity of preferences as attribute levels of the hypothetical alternatives in the experiment are either improved or made worse when compared to the reference alternative.
The context of the empirical data used for this study is a transportation problem. Whilst such a context is different to typical environmental data sets, the issues studied are not. Of primary concern is the marginal willingness to pay outcomes of the models, the underlying theories of which are invariant to differences between private and public goods. Moreover, such transport datasets have been used before to demonstrate these concepts within the environmental economics literature (see for example Greene et al., 2005; Hensher, 2006) .
The remainder of this paper is organised as follows. The next section looks at the various methodological issues arising with pivot design surveys. This is followed in Section 3 by an application illustrating some of these issues with the help of a typical pivot design dataset. Finally, Section 4 summarises the work and provides some directions for future research.
Methodological issues
We will base our discussion of the methodological and conceptual issues on the case where the choice set contains three alternatives, of which one is a reference alternative corresponding to a recently chosen real world option. Consequently, the attributes of this alternative are kept constant across choice situations, while those of the remaining two alternatives vary across replications, with attribute levels being framed around those of the reference alternative. This is consistent with the data used in the application in Section 3 which in turn is representative of a general type of pivot design dataset.
Let U i,n,t give the utility of alternative i in choice situation t for respondent n. Then in our three alternative example:
where V i,n,t and i,n,t refer to the observed and unobserved utility components respectively. The fact that the attributes of the reference alternative are kept constant across replications leads to the use of V 1,n rather than V 1,n,t . The discussion in this chapter looks separately at the effects that the inclusion of a reference alternative potentially has on the observed part of utility and on the unobserved part of utility. Given the focus in the recent literature (e.g. Scarpa et al., 2007b) , we will begin with the latter.
Implications for unobserved part of utility
In the most basic choice modelling scenario, the error terms are distributed independently and identically (iid ) across alternatives and observations (cf. Equation 1). Here, we will look at three potential departures in this context, namely correlation between errors for different alternatives, correlation in errors over replications and heteroscedasticity in errors.
Correlation between alternatives
The most common departure from an iid scenario is one in which the errors for some of the alternatives are correlated with each other, leading to heightened substitution between those alternatives. In the case of pivot style data, a case can clearly be made that two hypothetical alternatives alternatives are more similar to each than a hypothetical alternative and the reference alternative, and as such could potentially have correlated error terms (cf. Scarpa et al., 2005) . Such correlation can be accommodate quite easily through a nesting structure in a GEV model (McFadden, 1978) or through appropriately specified error components in a MMNL model (Walker, 2001 ).
Correlation across replications
Another point that deserves some attention is the fact that with pivot data, just as with other SC data, we have multiple observations for the same respondent. However, in pivot data, a further level of complication is introduced by the fact that one of the alternatives now stays constant across replications.
In any logit type model, the underlying extreme value terms ε i,n,t are distributed independently across observations. However, it is not clear whether this assumption is appropriate in the case of an alternative whose attributes do not change across observations. Indeed, some of the unobserved components of the utility for this alternative can clearly be assumed to be shared across observations. In fact, it could be argued that this should apply to the majority of the components in the unobserved part of utility. Possible exclusions include learning and fatigue effects, but these are generally accommodated through terms other than the extreme value terms.
It is not clear a priori what approach can be used to address this issue, or what the effects of not addressing it are on model estimates. If the underlying extreme value structure is to be retained 1 , the correlation in the errors across alternatives needs to be represented through additional error terms. This is possible with the use of an Error Components Logit (ECL) formulation in which normally distributed random variates are added to the utility functions. However, to maintain homoscedasticity, error components with the same variance need to be added to the utility functions of all alternatives. However, with the correlation only applying for the first alternative, the formulation in Equation 1 would have to change to:
where ξ 1,n , ξ 2,n,t and ξ 3,n,t are normal variates with a mean of zero and a standard deviation of 1, where the multiplication by a common σ ensures homoscedasticity. Here, ξ 1,n varies only across respondents, while ξ 2,n,t and ξ 3,n,t are also distributed within respondents. This results in the required correlation structure, but leads to significant estimation problems due to the placement of integrals at different locations in the likelihood function, as discussed by Hess and Rose (2007) .
Heteroscedasticity across alternatives
For two reasons, the assumption of identical error terms across alternatives may also be violated in the case of data with a reference alternative. Firstly, the variation in the attributes for some of the alternatives but not for the reference alternative may lead to a greater error for the former. Secondly, the difference between a known reference alternative and unknown SC alternatives may similarly lead to a greater error for the latter. Such heteroscedasticity across alternatives is typically accommodated either in a heteroscedastic extreme value (HEV) model, as discussed by Bhat (1995) or through an appropriate ECL specification of the MMNL model, as discussed by Walker (2001) . Both models can be difficult to estimate, and the identification issues for the ECL specification are non-trivial.
Implications for observed part of utility
In the observed part of utility, an attribute x i,k of alternative i is associated with a marginal utility coefficient β i,k , where we have that:
where x i,n,t,k gives the value of attribute k for alternative i as faced in choice situation t by respondent n. The function f i,k () interacts this attribute with the associate marginal utility coefficient β i,k,n and potentially also additional shape parameters contained in the vector Ω i,k . In the formulation given in Equation 3 we made very few assumptions about the shape of the utility function. In most applications, a linear in parameters formulation is used, such that:
Alternative specific coefficients
Two further simplifications generally apply to Equation 4. The estimation of respondent specific marginal utility coefficients is not practical, such that β i,k,n is replaced by β i,k where taste heterogeneity is potentially included through interaction with socio-demographic attributes 2 or through a random coefficients formulation such as Mixed Multinomial Logit (MMNL) (cf. Train, 2003) .
Moving away from a notation with respondent specific coefficients does not cause any more issues here than in a case using data without a reference alternative. However, the situation is less straightforward with the second simplification. Thus far, we have assumed that all marginal utility coefficients are alternative specific. In practice however, at least some of the attributes will be shared across alternatives, and generic coefficients will be used. As such, while, in a mode choice model, separate travel time coefficients may be used for different modal alternatives, a common travel time coefficient will be used for alternatives sharing the same mode. Such a situation for example arises when using data from an unlabelled route choice experiment.
In most situations, there would be no reason to suppose that the marginal utility for a shared attribute is not identical across alternatives. However, in the case of pivot style data, this may no longer be the case. Two main reasons exist for why the marginal utility valuations might differ between the reference alternative and the hypothetical alternatives. As a first example, the fact that one alternative is a real world alternative while the other alternatives are hypothetical may play a role. As such, respondents may react differently to the attributes of an alternative that they have actually chosen in real life, potentially repeatedly so 3 . An additional reason for potential differences in the marginal utility coefficients lies in the fact that the attributes of the reference alternative stay constant across replications while those of the hypothetical alternatives vary. Here, the variation in attributes for the hypothetical alternatives may potentially lead to differences in response.
On the basis of the above, it seems important for researchers to test for the possibility of alternative specific responses, by estimating separate coefficients at least for the reference alternative and for any remaining hypothetical alternatives 4 . As such, for our three alternative example, the base situation from Equation 1 would be adapted as follows:
where the functional forms as well as the marginal utility and shape coefficients are specific to a given group, either the reference alternative (R) or the two hypothetical SC alternatives (S). In practice, such an approach is not used, and coefficients relating to the same attribute are generic across alternatives.
Testing the validity of this assumption is one of the objectives of this study.
Here, it should also be noted that the difference in coefficients across alternatives may extend from the fixed coefficient scenario to a random coefficients case, a point addressed below. Furthermore, there is a question as to whether the same functional form can be used for the utility functions across the two types of alternatives.
Zero values for attributes of reference alternative
Another issue that should be kept in mind when dealing with pivot style data is the possibility that some of the attributes may take on a zero value for the reference alternative. This can for example be the case in toll road studies where the respondent was observed to choose an untolled option on the reference trip. Here, the issue is not so much one of alternative specific coefficients, but a division of the sample population into two groups, depending on whether or not a non zero value was observed for the reference trip. In modelling terms, and working with a linear formulation, this would equate to replacing
, where I (A) is set to 1 only if the given respondent falls into the first group, with a corresponding formulation for I (B). In the present context, the two groups would correspond to respondents who did or did not face a non-zero value for a given attribute in the reference trip. The grouping becomes increasingly complex with more attributes potentially taking on zero values for the reference alternative.
In this context, the differences may also again extend to the unobserved part of utility, making it worthwhile to test for differences in scale, this time between respondents who did or did not have a zero value for a given attribute in the reference alternative.
Asymmetrical preferences
A final important point is the possibility that respondents may in fact evaluate the attributes of the hypothetical alternatives relative to those of the reference alternative, rather than working with absolute values. In this context, increases and decreases (gains and losses) may be evaluated asymmetrically, as discussed in detail by Hess et al. (2007) and also applied by Hensher (2007) . With this specification, any attributes shared across alternatives will disappear from the observed utility function for the reference alternative, where this will generally reduce to a constant. In the observed utility functions for the hypothetical alternatives, and working with a linear formulation, the term β k x j,k will be replaced by
, where x R,k and x j,k give the value for attribute k for the reference and concerned hypothetical alternative j respectively, and where β inc k and β dec k are separate coefficients for increases and decreases in attribute x k relative to the reference alternative.
Empirical example
In this section, we present the results for an empirical application testing various hypotheses set out in Section 2. We first provide an introduction to the data used in the analysis before turning our attention to the actual results.
Data
The data used in this analysis were collected in Sydney in 2004 as part of a wider study to obtain estimates of Value of Travel Time Savings (VTTS) of car drivers in the Sydney metropolitan area. For this paper, we use only data collected for respondents undertaking non-commuting trips.
As part of the initial study, a sampling strategy was employed whereby only respondents who had recently taken a trip within a particular corridor where a new toll road is proposed to be built were eligible to be surveyed. Recruitment took place using a computer aided telephone interview (CATI) employing a stratified geographical sampling frame drawn from a wide catchment area.
As part of the survey task, respondents were asked information about a recent trip that they had undertaken and which could potentially have used the proposed toll road had it been in existence. This information was then used to frame the context of the SC experiment. Based on the actual trip attribute levels Figure 1 : An example of a stated choice screen reported, respondents were given 16 choice scenarios, each with three alternative routes described by time spent in free flow (FF) and slowed down time (SDT) travel conditions, travel time variability (VAR), running (petrol) costs (RC) and toll costs (TOLL). In all cases, the first alternative shown presented the respondent with the attribute levels provided as part of their recent trip as reported (the reference alternative). The remaining two alternatives represented competing hypothetical routes. As such, the reference alternative remained invariant across the 16 choice situations with only the levels of the hypothetical SC alternatives varying. Before commencing, respondents were given an example game to practice with, which was explained to them by the interviewer. An example choice situation (taken from a practice game) is shown in Figure 1 .
The SC experiment was constructed using efficient experimental design methods. For a review of efficient SC design methods, see Bliemer and Rose (2006) or Ferrini and Scarpa (2007) . The final sample consisted of 205 effective interviews. For modelling purposes, this equates to 3,280 choice observations. For other recent applications using this dataset, see Hess et al. (2007) and Hess and Rose (2007) .
Estimation results
We will now look in turn at the effects of allowing for the various phenomena discussed above. The ordering used reflects the discussion in Section 2, with 9 separate modelling approaches used as follows:
Model 1: base model The complexity in testing for these various phenomena varies significantly. In the following section, we will illustrate the effects of these phenomena in an empirical application. There is clearly some risk of confounding between the different phenomena, as discussed later on in the paper, but the actual distinguishing between effects is a secondary step, coming after the identification of potential individual effects. A mixture of Biogeme (Bierlaire, 2003) , NLogit (Econometric Software, 2007) and purpose written Ox code (Doornik, 2001 ) was used for the estimation of the models.
Base model
During the specification search for the base model, several non-linear transformations of the attributes were attempted (mainly with the help of Box-Cox transforms), but no significant levels of non-linearity were retrieved. To this extent, a purely linear specification of the utility function was used. Specifically, we have that:
V R,n = δ R + β FF FF R,n + β SDT SDT R,n + β RC RC R,n + β TOLL TOLL R,n + β VAR VAR R,n V S1,n,t = δ S1 + β FF FF S1,n,t + β SDT SDT S1,n,t + β RC RC S1,n,t + +β TOLL TOLL S1,n,t + β VAR VAR S1,n V S2,n,t = β FF FF S2,n,t + β SDT SDT S2,n,t + β RC RC S2,n,t + +β TOLL TOLL S2,n,t + β VAR VAR S2,n .
Here, the observed utility for the reference alternative (R) is again kept constant across replications for the same respondent, while the utilities for the two hypothetical SC alternatives (S 1 and S 2 ) vary over choice situations. Alternative specific constants (ASC) are included for the first two alternatives (δ R and δ S 1 ), and all marginal utility coefficients are generic across alternatives, with the associated attributes labelled as in Section 3.1. The estimation results for this model are summarised in Table 1 . All estimated parameters are statistically significant, including the two alternative specific constants, where these indicate, all else being equal, choice inertia as well as a reading from left to right effect. The implied trade-offs from these models show higher willingness to pay (WTP) for slowed down time than for free flow time, with the valuations being lower relative to toll than relative to running cost 5 . However, the results also show that the former of these two differences is only significant at the 91% level.
Model with cross-alternative correlation in error terms
Attempts were made to estimate a NL model grouping together the two hypothetical SC alternatives. However, this model collapsed back to a MNL specification after having to impose a constraint on the nesting parameter due to earlier unacceptable estimates.
Model with cross-replication correlation in error term for reference alternative
Our next model allows for correlation across replications in the error terms for the reference alternative, with identically but cross-sectionally distributed error terms for the remaining two alternatives ensuring homoscedasticity.
5 Standard errors of the ratios were obtained using simulation methods taking into account the asymptotic normal distribution of estimators (cf. Armstrong et al., 2001 ). The estimation results for this model are summarised in Table 2 . Compared to the base model, we obtain an increase in LL by 70.84 units, which, at the cost of just one additional parameter, is highly significant. These gains are at least in part due to the fact that this model recognises the panel nature of the data, which also leads to an upwards correction of the standard errors, with the actual WTP measures remaining largely unaffected. The estimate for σ is highly significant, and suggests a correlation of 0.26 in the error terms for the reference alternative across replications for the same respondent. In a hypothetical panel MMNL model estimated in parallel 6 , this correlation measure drops to 0.21. This would suggest that the correlation picked up in the model in Table 2 is primarily due to the fact that we have multiple observations per respondent, although it is not possible to completely discount the possibility that some of the correlation is caused by the invariant attributes nature of the reference alternative.
Model with heteroscedasticity across alternatives
To allow for heteroscedasticity across alternatives, an ECL formulation of the MMNL model was used, with independently distributed Normal variates with a mean of zero included in the utility functions (cf. Walker, 2001 ). The initial identification search showed that the most appropriate normalisation is to set the standard deviation for the error component for the reference alternative to zero. As such, only two error components were used, one for each of the two hypothetical SC alternative. With no observable difference between the two error components, the two standard deviations were constrained to the same value. The results for this heteroscedastic model are summarised in Table 3 . With one additional parameter compared to the base model, we obtain a statistically significant improvement in LL by 3.43 units. All estimated parameters are statistically significant, and the WTP indicators differ only marginally from the base 6 , the variance for the hypothetical SC alternative, at π 2 6 + 1.5 2 , is much higher. This strongly suggests the presence of heteroscedasticity 7 .
Models with different scale for respondents with zero values for reference alternative
In pivot designs, the possibility exists that some of the respondents are always presented with a zero value for one of the attributes of the reference alternative.
In the present context, this would for example arise in the case of respondents who did not pay a toll on their reference trip. As a final step in our discussion of model error terms, we now look at allowing for differences in scale for such respondents.
In the data used here, 1 respondent had a zero value for the free flow time attribute (i.e. a fully congested trip), while 16 respondents had a zero value for the slowed down time attribute (i.e. a congestion-free trip). For either of these two attributes, no differences were observed between the two segments with a zero or non-zero value, in the observed or unobserved part of utility.
More promising however is the fact that 72 respondents, i.e. just over a third of the sample, did not pay a toll on their reference trip. It is a major assumption to suggest that these respondents behave identically to respondents who did pay a toll on their reference trip.
Generic coefficients were used across the two groups, but the utility functions for respondents who paid a toll were multiplied by a scale parameter (α). If the estimate of this scale parameter is larger than 1, it indicates a lower relative weight for the unobserved part of utility for these respondents.
The estimation results for the resulting model are summarised in Table 4 . The model compares directly to the base model in Table 1 . Here, the addition of one additional parameter (α) leads to a highly significant increase in log-likelihood by 8.94 units. The actual value of α suggests that the variance of the unobserved part of utility is larger for respondents with a non-zero toll for the reference trip than for respondents with a zero toll. A very easy explanation arises for this in that respondents with a zero toll are far more likely to choose their reference trip than are respondents who did pay such a toll. While, in the overall sample, the market share for the reference alternative is 37.16%, it is much higher for respondents with a zero reference toll, at 58.42%, but is only 25.66% for respondents with a non-zero reference toll. This suggests that the behaviour of respondents with a zero reference toll is easier to model by being more deterministic (captive to reference alternative). The actual WTP indicators from this model are comparable to those from the base model.
Model with differences in marginal sensitivities
We now move on to various departures from the base model in the observed part of utility. Our first set of models move away from the assumption of equal response to attributes across all alternatives by estimating alternative specific taste coefficients. Here, no differences were identified between the two hypothetical SC alternatives, so that only two sets of coefficients were estimated, one set linked to the reference alternative (subscript R) and one set linked to the two hypothetical SC alternatives (subscript S). The estimation results for this model are summarised in Table 5. In this model, all estimated coefficients remain statistically significant, with the exception of β VAR,S , the coefficient for variability in the travel time for hypothetical SC alternatives. With 5 additional parameters, the model obtains an improvement in log-likelihood (LL) by 13.59 units over the base model, where this is significant above the 99% level of confidence.
Looking at the actual differences between coefficients, we observe that the difference between the coefficients for the two types of alternatives is significant above the 95% level for the two cost coefficients, while it is significant above the 90% level for the two travel time coefficients. The pattern of differences is bi-directional. For free flow time and tolls, the sensitivity is lower for the reference alternative than for the two hypothetical SC alternatives, with the converse applying for slowed down time and running costs. Finally, no significant differences are observed between β VAR,R and β VAR,S . Some interesting differences also arise when looking at the implied WTP indicators. Here, the valuations of slowed down time remain higher than the valuations of free flow time, just as in the base model in Section 3.2.1. However, while for the hypothetical SC alternatives, the valuations relative to toll are still lower than those relative to running cost, the converse is now the case for the reference Diff. between WTP indicators asy. t-rat.
alternative. This comes as a result of the sharp drop in the sensitivity to tolls for the reference alternative.
Looking at the asymptotic t-ratios for the differences between WTP indicators, we can see that the WTP for reductions in free flow time relative to running cost is significantly higher for the hypothetical SC alternatives than for the refer-ence alternative (the difference of AUD4.32 is significant at the 97% level), while the converse is the case when looking at the valuation of slowed down time relative to road tolls (the reference alternative valuation is AUD3.99 higher, with a confidence level of 99%). The differences in the remaining two WTP indicators are of lower absolute value, and are not significant at the usual levels of confidence.
Models with different structural forms for observed utility function
Various non-linear specifications of the utility functions were attempted for a model with group specific coefficients, based on the model from Section 3.2.6. However, just as for the base model in Section 3.2.1, no evidence of non-linear responses was found.
Separate model for respondents with zero values for reference alternative
As an analogue to the model in Section 3.2.5, we now look at differences in the observed utility functions for respondents with a zero toll for the reference alternative. Given the differences in market shares for three alternatives in the two groups, it seems appropriate to also allow for differences in alternative specific constants. To this extent, separate models were estimated in the two groups, with results summarised in Table 6 .
The results from the two separate models confirm the findings of the joint model in Section 3.2.5. The model performance in terms of the adjusted ρ 2 measure is far superior in the model for respondents with a zero reference toll than in the model for respondents with a non-zero reference toll 8 . We obtain a combined LL of −2, 380.40 for the two models, meaning that, at the cost of 7 additional parameters compared to the base model, we obtain a statistically significant gain in LL by 15.48 units. As expected, the WTP indicators relative to toll are lower for respondents with a zero reference toll; these respondents have a higher aversion to road tolls. However, there is also a reduction in the WTP indicators relative to running costs, which suggests that respondents who chose an untolled option on their reference journey have a higher overall cost sensitivity, independent of the actual cost component. 
Model with asymmetrical preference formation
The final model structure we explore allows for the possibility that respondents treat the attribute levels of hypothetical SC alternatives not as absolute values, but relative to the values of the reference alternative. In this case, there is a possibility of asymmetrical preference formation, with respondents reacting differently to gains and losses relative to the attribute values for this reference trip. For an in-depth discussion of this topic, see Hess et al. (2007) . The utility function for the reference alternative now contains only a constant, while the utility functions for the two hypothetical SC alternatives contain two coefficients for each attribute, one associated with increases relative to the reference trip (e.g. β FF,inc ) and one associated with decreases (e.g. β FF,dec ). The estimation results for this model are summarised in Table 7 .
With 5 additional parameters compared to the base model, we obtain a statistically significant increase in LL by 19.42 units. Coefficients associated with reductions in attributes take on positive signs, with the converse being the case for increases. The only exception is the positive value for β VAR,inc , where this is however not statistically significant. All other estimated parameters are significant at high levels of confidence.
Looking in detail at the response to increases and decreases, we observe a perfectly symmetrical response in the case of running costs, i.e. an increase in running cost by AUD1 is valued as negatively as a reduction in running cost by AUD1 is valued positively. For free flow time, the difference between increases and decreases (after taking into account the sign differences) is only significant at the 86% level but suggests that increases in free flow time are valued more negatively than reductions are valued positively.
For slowed down time and toll costs, the differences between increases and decreases are highly significant, where, by coincidence, the value of the asymptotic t-ratio is identical. For toll costs, there is clear evidence that increases are valued more negatively than decreases, which is consistent with intuition, and which is also reflected in the high aversion by respondents with a zero reference toll to move to a tolled SC alternative. However, for slowed down time, the surprising observation is made that decreases are valued far more positively than increases are valued negatively. A potential explanation for this could be in the way respondents trade off free flow time and slowed down time, in that an increase in slowed down time was in general associated with a reduction in free flow time, where the magnitude of the latter was greater. So respondents can be seen to accept increases in slowed down time in return for reductions in free flow time.
It should also be said that the asymmetries are at least in part a result of the design, where gains and losses were not presented in a symmetrical fashion. As such, very few increases in variability were presented, explaining the low significance level of β VAR,inc . Furthermore, for road tolls, any reductions presented were always a 100% reduction, in which case the marginal gains of a reduction in tolls (per AUD) could indeed be expected to be lower, as observed. Independently of the reasons, the analysis presents clear evidence of asymmetries and suggests that a symmetrical specification is not appropriate.
With separate coefficients estimated for increases and decreases, two different trade-offs can be calculated, namely the willingness to pay (WTP) for reductions in travel time, and the willingness to accept (WTA) increases in travel time in return for reductions in travel cost. Here, the asymmetry for the marginal utility coefficients translates into similar asymmetry patterns for the actual trade-offs, where these are significant with the exception of the trade-offs between free flow time and running costs.
Summary, conclusions and directions for future research
This paper has discussed the issue of what special precautions might need to be taken when estimating models on pivot style data, where the choice sets include a reference alternative with invariant attributes across replications. The theoretical discussions in the paper identify a number of possible phenomena that may act on the observed or unobserved utility components. The application conducted on a representative pivot style dataset collected in Sydney confirms the theoretical suspicions. As such, different advanced model specifications offer statistically significant gains in model fit when compared to the base model. In particular, the models suggest:
• the existence of correlation in the error terms across replications for the reference trip;
• the existence of differences in the variance of error terms between the reference alternative and the hypothetical SC alternatives;
• the presence of differences in the variance of unobserved utility components for respondents who did not pay a toll on the reference trip;
• the presence of differences in the marginal sensitivities between the reference alternative and the hypothetical SC alternatives;
• the presence of differences in the marginal sensitivities for respondents who did not pay a toll on the reference trip; and
• the prevalence of asymmetrical preference formation around the attribute values of the reference alternative.
A summary of all the estimated models is given in Table 8 . With the exception of the model allowing for cross-alternative correlation and the model allowing for different structural forms, all other models outperform the base model. By far the biggest improvement is obtained by the model allowing for cross-replication correlation in the error for the first alternative. The remaining five models give quite similar improvements in fit over the base model. There is clearly a distinct possibility of some confounding across models, such that not all of the above factors may act to the same degree on the data. Further work is required to establish the extent of confounding, through specification of an appropriate joint model. Another area for further research is the investigation of these phenomena in a context where a reference alternative is included but the attribute levels for the hypothetical alternatives are not derived from those of the current alternative. Furthermore, the implications of these differences on appraisal and forecasting deserve further attention, but the scale differences between some of the estimated models give an indication of potentially significant differences in forecasts 9 . In summary, even though the evidence in this paper is limited to one dataset, the findings do clearly suggest that special care is required when estimating models on pivot style data. While not per se questioning the validity of pivot style approaches, analysts should, when attempting to exploit the realism benefits of such designs, also be aware of these potential methodological complications. With the increasing popularity of such data, whether for forecasting or for WTP implications, these warnings are very timely indeed. Finally, it should be noted that the issues raised in this paper potentially also play a role in non-pivot datasets that include a reference alternative, and clearly also in the case of surveys including a mixture of existing and hypothetical alternatives 10 .
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