Abstract. We give an efficient algorithm for the enumeration (up to isomorphism) of the finite inverse semigroups S with a given underlying semilattice of idempotents E, a given restriction of Green's D-relation on S to E, and a given list of maximal subgroups of S associated to the elements of E. We then iterate over all possible combinations of these parameters to count the number S(n) of inverse semigroups of order n ≤ 15. This improves considerably on the previous highest-known value S(9).
Introduction
The history of the development of efficient algorithms for the enumeration of finite algebraic structures dates back at least to the 1950's. The first successful computer-based enumeration of the semigroups of order n was accomplished using punch cards in 1955 for n = 4, with the result that there are exactly 126 semigroups of order 4 [9] . The most recent result on the enumeration of finite semigroups is the 2012 result that there are exactly 12,418,001,077,381,302,684 semigroups of order 10 [3] . Currently, the number of semigroups of order n is known only for n = 1 to n = 10, and there is a database of the semigroups of orders 1 through 8 [6] .
This situation is in stark contrast to that for finite groups. The number of finite groups of order n is known for n into the thousands, and the Small Groups Library contains all the groups of order 2000 (excluding 1024) or less, a total of 423,164,062 groups [1] .
Just as groups encode global symmetries, inverse semigroups encode partial symmetries [15] . Every group is an inverse semigroup, and every inverse semigroup is a semigroup, but neither conversely. This paper marks the first attempt to enumerate finite inverse semigroups specifically. If we denote by S(n) the number of inverse semigroups of order n up to isomorphism, then the numbers S(1), . . . , S (8) are known from the 1994 work of Satoh, Yama, and Tokizawa on the enumeration of the semigroups of order 8 [21] . In his 2010 Ph.D. thesis, A. Distler built substantially on their work and enumerated the semigroups of order 9, thereby also computing S(9) [4, 7] . Subsequently Distler et al. found the number of semigroups of order 10 with the help of a parallelized computation which took approximately 130 CPU years [3] . Although not reported in [3] , this approach also computed S(10) along the way. At present there is no explicit formula for S(n), and the only way to compute S(n) is by a careful exhaustive search.
The approach to semigroup enumeration in [3, 4, 7] is based on the idea that any combinatorial enumeration problem can be written as a constraint satisfaction problem. To obtain their results in [3] , the authors work out a collection of constraint satisfaction problems whose solutions comprise the semigroups of order n which cannot be counted by any previously-known formula and feed those problems to the constraint satisfaction solver minion [13] . The vast majority of semigroups of order 10 are 3-nilpotent, and the approach in [3] is enabled by the recently-discovered explicit formula for the number of 3-nilpotent semigroups [5] . On the other hand, no inverse semigroup is 3-nilpotent. The approach in [3] involves a number of specialized case splits and is not trivially parallelized. Although the constraint satisfaction approach can be adapted to count inverse semigroups (by adding additional constraints to be satisfied), in this paper we offer a more specialized method (Algorithm 3.2), which is based directly on the structure of inverse semigroup algebras [15, 24] and which is trivially parallelized. Along the way we formulate a general method (Algorithm 3.1) for enumerating the inverse semigroups S having a particular semilattice of idempotents E, a particular restriction of Green's D-relation on S to E, and a particular collection of maximal subgroups of S, which may be useful for testing conjectures about inverse semigroups of larger order.
We explain the algebraic background necessary for our approach in Section 2. In Section 3 we give our algorithms, and in Sections 4 through 6 we explain our implentation and optimizations for key steps of these algorithms. We have implemented our main algorithm, Algorithm 3.2, in Sage, an open-source computer algebra system [23] , and have used it to enumerate the inverse semigroups of orders 1 through 15. Along the way we also counted the commutative inverse semigroups, inverse monoids, and commutative inverse monoids of these orders. We report information about the running time of our implementation as well as the numbers of these semigroups of these orders in Section 7.
Facts about inverse semigroups
We begin by laying out the theory necessary to explain our enumeration approach. This includes a review of basic facts and definitions in Section 2.1 and the Ehresmann-Schein-Nambooripad theorem in Section 2.2. In this paper we write our semigroup operations multiplicatively.
Basic facts and definitions.
Definition 2.1. An inverse semigroup is a semigroup S where, for each x ∈ S, there exists a unique y ∈ S such that xyx = x and yxy = y. We call y the inverse of x, and we write x −1 = y.
There is a well-known alternate characterization of inverse semigroups [2, 15] . Theorem 2.2. A nonempty semigroup S is an inverse semigroup if and only if S is regular (meaning for each x ∈ S there exists y ∈ S such that xyx = x and yxy = y) and the idempotents of S commute.
Let S be a finite inverse semigroup. We denote by E(S) the set of idempotents of S. If x ∈ S, it is immediate that xx −1 , x −1 x ∈ E(S), so |E(S)| ≥ 1, and furthermore that if e ∈ E(S), then e = e −1 . It is also clear from the alternate characterization that if e, f ∈ E(S), then ef ∈ E(S). It is also well known and easy to prove that S is a group if and only if |E(S)| = 1. Definition 2.3. If S and T are semigroups and φ : S → T , then φ is called a homomorphism if φ(st) = φ(s)φ(t) for all s, t ∈ S, and φ is called an anti-homomorphism if φ(st) = φ(t)φ(s) for all s, t ∈ S. An isomorphism is a bijective homomorphism and an anti-isomorphism is a bijective anti-isomorphism. Inverse semigroups S and T are isomorphic (resp., anti-isomorphic) if there is an isomorphism (resp., anti-isomorphism) from S to T . If S and T are isomorphic, we write S ∼ = T .
Results on the enumeration of semigroups are typically reported up to equivalence (meaning isomorphism or anti-isomorphism), although many enumeration results for semigroups have also been completed and reported up to isomorphism [3, 4, 7, 21] . For inverse semigroups, these concepts agree.
Theorem 2.4. Inverse semigroups S and T are isomorphic if and only if S and T are antiisomorphic.
Proof. Let S and T be inverse semigroups and let i T : T → T by i T (t) = t −1 for t ∈ T . If φ : S → T is an isomorphism, then it is easy to check that i T •φ is an anti-isomorphism. Similarly, if φ : S → T is an anti-isomorphism, then i T • φ is an isomorphism.
In this paper we are only concerned with finite semigroups, so every semigroup henceforth is understood to be finite. Throughout the rest of the paper S will denote a finite inverse semigroup. We recall the natural partial order on S [15, 19, 24] . Definition 2.5. For s, t ∈ S, we define s ≤ t if and only if any of the following four equivalent conditions hold.
(1) s = et for some e ∈ E(S).
Thus, the restriction of ≤ to E(S) is given by the rule that, for e, f ∈ E(S), e ≤ f if and only if e = ef = f e. (E(S), ≤) is therefore a meet-semilattice, where the meet e ∧ f of e, f ∈ E(S) is given by e ∧ f = ef = f e. Conversely, every meet-semilattice is an idempotent inverse semigroup under the meet operation.
Any algorithm for enumerating the inverse semigroups of order n must therefore also enumerate the meet-semilattices of order n. The lattices of order n + 1 are in bijection with the meetsemilattices of order n by removal of the maximal element, so any algorithm for enumerating the inverse semigroups of order n can also be seen to enumerates the lattices of order n + 1.
Since the number of meet-semilattices of order 1, . . . , 18 are known [14] , for n ≤ 18 it is possible to count the inverse semigroups of order n by enumerating the non-idempotent inverse semigroups of order n and adding the result to the number of meet-semilattices of order n. This is our approach. We point out that the problem of enumerating finite meet-semilattices is still integral to our approach, because the meet-semilattices of orders 1, . . . , n − 1 can be recovered from the non-idempotent inverse semigroups of order n. In fact, our method for enumerating the nonidempotent inverse semigroups of order n (Algorithm 3.2) begins by using an existing algorithm [12, 14] to generate the meet-semilattices order 1, . . . , n − 1 and proceeds by enumerating, for each meet-semilattice E of order 1, . . . , n − 1, the inverse semigroups S of order n such that E(S) = E.
As is common in inverse semigroup theory, for s ∈ S, let us write dom(s) = s −1 s and ran(s) = ss −1 .
See, e.g., [16, 24] for the motivation behind this notation. Next we recall Green's D-relation [11] , which takes on a particularly nice form for finite inverse semigroups. Definition 2.6. For s, t ∈ S, we say that s is D-related to t and we write s D t if and only if any of the following equivalent conditions hold.
(1) There exists x ∈ S such that dom(x) = ran(t) and ran(x) = ran(s).
(2) There exists y ∈ S such that dom(y) = dom(t) and ran(y) = dom(s). (3) There exists z ∈ S such that dom(z) = dom(t) and ran(z) = ran(s).
To see that these three conditions are equivalent, for (1) =⇒ (2), take y = s −1 xt, for (2) =⇒ (3), take z = sy, and for (3) =⇒ (1), take x = zt −1 .
D is an equivalence relation on S, and the equivalence classes of S under D are called the Dclasses of S. An equivalent characterization of D is that, for s, t ∈ S, s D t if and only if s and t generate the same two-sided ideal in S.
Next we recall the notion of a maximal subgroup of an inverse semigroup.
Definition 2.7. A subset G of S is a subgroup of S if G is a group with respect to the operation of S. A subgroup G of S is maximal if G is not properly contained in any other subgroup of S.
Every idempotent e of S is the identity for a unique maximal subgroup of S, called the maximal subgroup of S at e and denoted G e . For any subgroup G of S containing e, we have G ⊆ G e [2] , and in fact G e = {s ∈ S : dom(s) = ran(s) = e} [24] .
We now record several important basic properties of finite inverse semigroups. See, e.g., [2, 15] .
Theorem 2.8. Let s, t, y, z ∈ S and let e, f ∈ E(S).
(6) Every D-class of S contains at least one idempotent.
If s and t are in the same maximal subgroup, then s D t.
If e ≤ dom(s), then t = se is the unique element of S such that t ≤ s and dom(t) = e. (14) If e ≤ ran(s), then t = es is the unique element of S such that t ≤ s and ran(t) = e.
2.2.
The Ehresmann-Schein-Nambooripad theorem. The Ehresmann-Schein-Nambooripad theorem provides an isomorphism between the category of finite inverse semigroups and homomorphisms and the category of finite inductive groupoids and inductive functors. See, e.g., [15, Ch. 4] and [8, 20, 22] . In this section we review the portion of this theorem we need for our approach through the lens of B. Steinberg's construction of an isomorphism between the complex algebra of an inverse semigroup and a direct sum of matrix algebras over complex group algebras [24] .
Let S be an inverse semigroup. The semigroup algebra CS is a C-vector space with basis {s} s∈S , where multiplication is given by the extension of the multiplication in S via the distributive law. Steinberg defines another basis (called the groupoid basis) {⌊s⌋} s∈S of CS as follows [24] . For s ∈ S, let ⌊s⌋ = t∈S:t≤s
where µ is the Möbius function of the natural partial order on S.
The groupoid basis is nice because it multiplies in the following manner [24] . For s, t ∈ S,
The groupoid basis is thus a basis of CS, whose elements multiply as in a groupoid (where we interpret 0 as undefined). Of course, the natural basis of CS can be recovered by Möbius inversion. Specifically, for s ∈ S, in CS we have s = t∈S:t≤s ⌊t⌋.
The natural partial order of S gives rise to a partial order on the groupoid basis: For s, t ∈ S, let (2) ⌊s⌋ ≤ ⌊t⌋ ⇐⇒ s ≤ t.
With this notation we can write s in terms of the groupoid basis and its partial order: Steinberg gives the following explicit algebra isomorphism from CD i to M r i (CG i ). For each idempotent e ∈ D i , fix an element p e ∈ S such that dom(p e ) = e i and ran(p e ) = e, taking p e i = e i . Note that p e ∈ D i , so p −1 e ∈ D k as well. Viewing r i × r i matrices as being indexed by pairs of idempotents in D i , define a map Φ i :
where E ran(s),dom(s) is the standard r i × r i matrix with a 1 in the ran(s), dom(s) position and 0 elsewhere. The linear extension of Φ i to CD i is Steinberg's isomorphism, with inverse induced by, for s ∈ G i , sE e,f → ⌊p e sp −1 f ⌋. Note that p ran(s) −1 sp dom(s) ∈ G i , so Φ i restricts to a bijection between the basis {⌊s⌋ : s ∈ D i } of CD i and the natural basis {sE e,f : s ∈ G i and e, f ∈ E(S) ∩ D i } of M r i (CG i ). Note further that if e ∈ D i is idempotent, then Φ i (⌊e⌋) = e i E e,e . That is, Φ i maps ⌊e⌋ to the matrix which contains the identity of G i in the e, e position.
Since CS = n k=0 CD k , we may glue the Φ i together to obtain an isomorphism
A dimensionality count in (4) immediately yields
The natural basis B of
is the set of matrices in this algebra which contain a group element in exactly one position and are zero elsewhere. Since Φ restricts to a bijection between the groupoid basis of CS and B, we may use Φ to define a partial order ≤ Φ on B via (2). In particular, for
It is easy to see that Φ restricts to an isomorphism of meet-semilattices between E(S) and the idempotents of B. Furthermore, by (3), we can recover S up to isomorphism from ≤ Φ and the multiplication of B. In particular, for b ∈ B, if we let so for a, b ∈ B, we have that ab is nonzero if and only if dom(a) = ran(b). Note that the idempotents of B are precisely the matrices with a group identity on the diagonal. It is straightforward to check that ≤ Φ has the following properties.
Proposition 2.9. Let e, s, t, y, z ∈ B. Let 0 denote the zero matrix.
(1) ≤ Φ restricted to the idempotents of B forms a meet-semilattice isomorphic to E(S).
If s ≤ Φ y, t ≤ Φ z, st = 0, and yz = 0, then st ≤ Φ yz.
The portion of the Ehresmann-Schein-Nambooripad theorem we need asserts that any partial order on the natural basis B of a direct sum of matrix algebras over group algebras
satisfying the conclusions of Proposition 2.9 yields an inverse semigroup in the same manner as (5) . In particular, we have: Theorem 2.10. Let B denote the natural basis of a direct sum of matrix algebras over group algebras k i=1 M r i (CG i ). Let ≤ be any partial order on B satisfying the following properties.
(1) ≤ restricted to the idempotents of B forms a meet-semilattice.
Then B = {b : b ∈ B} is an inverse semigroup, with
If we denote the set of idempotents of B by E(B), then E(B) = {b : b ∈ E(B)}, and as posets we have
Our enumeration approach
With Theorems 2.8 and 2.10 we can state the basic idea of our enumeration approach. Let E be a finite meet-semilattice and suppose S is an inverse semigroup with E(S) = E. By part 6 of Theorem 2.8, the D relation on S restricted to E yields a set partition P of E, where |P | is equal to the number of D-classes of S. Furthermore, by part 1 of Theorem 2.8, if D is a D-class of S, then up to isomorphism every idempotent in D has the same maximal subgroup.
So, let n ∈ N, let E = ({e 1 , . . . , e |E| }, ≤) be a finite meet-semilattice, let P be a set partition of E, and let g be a function from P to the set of finite groups up to isomorphism. Intuitively, g is an assignment of maximal subgroups to the idempotents in each element of P . By the discussion in Section 2.2, the following algorithm enumerates, up to isomorphism, the inverse semigroups S for which
• E(S) = E, • D restricted to E is equal to P , and • ∀e ∈ E ∀p ∈ P , e ∈ p =⇒ G e ∼ = g(p). Say P = {p 1 , . . . , p k } and let G i = g(p i ) for i ∈ {1, . . . , k}. Write () for the identity of each G i . Algorithm 3.1. Algorithm for the enumeration of the inverse semigroups S such that E(S) = E, D restricted to E is equal to P , and ∀e ∈ E ∀p ∈ P , e ∈ P =⇒ G e ∼ = g(p).
1 For each i ∈ {1, . . . , k} , form t h e a l g e b r a M |p i | (CGi) , with rows and columns i n d e x e d by t h e e l e m e n t s o f pi . Form t h e n a t u r a l b a s i s B o f t h e a l g e b r a
It is important in step 4 of Algorithm 3.1 to test for isomorphism, as it is possible to generate more than one inverse semigroup of a given isomorphism class. We defer discussion of exactly how we find all partial orders on B of interest in step 3 until Section 5, and we discuss how to test for isomorphism quickly in Section 6. Note that every inverse semigroup output by Algorithm 3.1 has the same size, namely
Our main focus is the problem of enumerating the inverse semigroups of order n up to isomorphism, to which we now turn. It is straightforward to check that if E and E ′ are isomorphic finite meet-semilattices, then any inverse semigroup S such that E(S) = E is isomorphic to some inverse semigroup T such that E(T ) = E ′ and vice versa. Furthermore, it is easy to see that if S, T are inverse semigroups with S ∼ = T , then E(S) ∼ = E(T ) (both as posets and as inverse semigroups under the meet operation). Therefore, to enumerate the inverse semigroups of order n up to isomorphism, it suffices to enumerate the inverse semigroups S of order n such that E(S) = E up to isomorphism, as E varies over the set of all meet-semilattices of orders 1, . . . , n up to isomorphism. The following algorithm therfore enumerates, up to isomorphism, the inverse semigroups of order n. Algorithm 3.2. Algorithm for the enumeration of the inverse semigroups of order n up to isomorphism.
Note that if E is a meet-semilattice of order n, the only output from Algorithm 3.2 for E is just E itself, so to count the number of inverse semigroups of order n it suffices to iterate only over the meet-semilattices E such that |E| ∈ {1, . . . , n − 1}, count the number of inverse semigroups output by the algorithm, and add the result to the number of meet-semilattices of order n.
Although Algorithm 3.2 is the essence of our enumeration approach, a naive implementation would run very slowly. We have developed a number of optimizations that allow Algorithm 3.2 to run in a reasonable amount of time for n ≤ 15, and we have implemented this algorithm with these optimizations in Sage, an open-source computer algebra system [23] . We detail these optimizations in Sections 4 through 6, and we record the output of our implementation and information about its performance in Section 7. Before we do so, however, we give a couple of general comments about this algorithm.
In step 1, when we say that F G is the set of finite groups of orders 1, . . . , n up to isomorphism, we mean that F G is a set of groups that contains exactly one representative from each isomorphism class in the set of groups of orders 1, . . . , n. For small values of n, F G can be computed easily with standard computational mathematical suites such as Sage [23] and GAP [10] .
For step 2, we used the algorithm of Heitzig and Reinhold [12] (see also [14] ), and we stored the lattices output by their algorithm for use in future runs of our algorithm or by other researchers. As mentioned previously, the algorithm in [12] outputs the lattices of order n up to isomorphism. When we need the meet-semilattices of order k up to isomorphism, we generate the lattices of order k + 1 up to isomorphism and remove their maximal elements. We stored the lattices of orders 2, . . . , 15 up to isomorphism (as lists of cover relations), and we have made these files available at [17] .
We now discuss our optimizations.
Optimizing the algorithms: set partitions and group-valued functions
In this section we discuss optimizations for steps 3 and 4 of Algorithm 3.2. In step 3 of Algorithm 3.2 we only need to consider certain set partitions. Let S be an inverse semigroup.
Theorem 4.1. Let s, t ∈ S, let e ∈ E(S), and let s D e. Let f ≤ e. Then |{t ∈ S : t ≤ s and t D f }| = |{g ∈ S : g ≤ e and g D f }|.
Proof. Let f ≤ e, so f is idempotent. Let x ∈ S such that xx −1 = e and x −1 x = ss −1 . Define ψ : {g ∈ S : g ≤ e and g D f } → {t ∈ S : t ≤ s and t D f } by ψ(g) = x −1 gxs. We claim that ψ is a bijection.
First, to show that the codomain of ψ really is {t : t ≤ s and t D f }, let g ≤ e (so g is idempotent and g = eg = ge) and g D f . Note that x −1 gx is idempotent (by Theorem 2.8 part 8), so ψ(g) ≤ s. We need to show that ψ(g) D f . We have that
so we need to show that there exists z ∈ S such that zz −1 = x −1 gx and z −1 z = f . Since g D f , let y ∈ S such that yy −1 = g and y −1 y = f . Let z = x −1 y. Then zz −1 = x −1 yy −1 x = x −1 gx, as desired. Note that y = yy −1 y = gy, so we also have
and the codomain of ψ is as claimed.
Next, to show ψ is injective, suppose g 1 , g 2 ≤ e (so eg 1 = g 1 and eg 2 = g 2 ) and ψ(g 1 ) = ψ(g 2 ). Then
Finally, to show that ψ is surjective, let t ≤ s and t D f . Then t = gs for some g ∈ E(S), and there exists y ∈ S such that yy −1 = tt −1 and y −1 y = f . We claim that xgx −1 ≤ e, xgx −1 D f , and ψ(xgx −1 ) = t. To see why, first note that xgx −1 is idempotent and xgx −1 = xgx −1 xx −1 = xgx −1 e, so xgx −1 ≤ e. Next, we show that xgx −1 D f by showing that there exists z ∈ S such that zz −1 = xgx −1 and z −1 z = f . If we take z = xy, then we have
Note that tt −1 = gss −1 g = gx −1 xg = gx −1 x, which implies that
Note also that y −1 = y −1 yy −1 = f y −1 . Therefore we have
Thus ψ is surjective, completing the proof.
In particular, Theorem 4.1 and part 2 of Theorem 2.8 imply the following.
Corollary 4.2. Let e 1 , e 2 , ∈ E(S) with e 1 D e 2 . Suppose f ∈ E(S) with f ≤ e 1 . Then
Let P be a set partition of E and let ∼ denote the corresponding equivalence relation (so, for e, f ∈ E, e ∼ f if and only if e and f are in the same part of P ). Definition 4.3. We say P is a D-partition of E if, whenever e 1 ∼ e 2 and f ≤ e 1 , we have |h ∈ E : h ≤ e 1 and h ∼ f | = |h ∈ E : h ≤ e 2 and h ∼ f |.
Thus, any set partition P of E for which there exists an inverse semigroup S such that E(S) = E and such that the restriction of D from S to E(S) is P is a D-partition of E.
Let notation be as in Algorithm 3.2. When we go to iterate over set partitions P in step 3 of Algorithm 3.2, we do not generate all set partitions P of E and check to see which ones are D-partitions. Instead, we use the fact that any inverse semigroup S output by Algorithm 3.2 will have
Recall that a composition of a positive integer k is a list of positive integers whose sum is k. An integer partition of k is a composition of k whose elements are in weakly decreasing order. If λ is a partition or composition, denote the number of entries of λ by |λ| and denote the ith entry of λ by λ i .
Before running Algorithm 3.2 for a particular value of n, we compute for each partition λ of n the set S λ of compositions C of n such that |λ| = |C| and
This can be done quickly for the values of n considered in this paper because we only need to consider partitions λ of n for which
To carry out steps 3 and 4 of Algorithm 3.2, then, we begin by iterating over the nonempty S λ . For each λ such that S λ is nonempty, we consider each set partition P of E whose underlying partition is λ, and for each such P , we use the information in S λ to iterate over all functions g : P → F G. In particular, given P = {p 1 , . . . , p k }, by relabeling if necessary, we may assume that |p 1 | ≥ |p 2 | ≥ · · · ≥ |p k |, so that λ i = |p i | for all i. Then, for each C ∈ S λ , we iterate over all functions g : P → F G such that |g(p i )| = C i for all i.
Optimizing the algorithms: finding the partial orders on B
In this section we discuss how to find the partial orders on B in step 3 of Algorithm 3.1 and step 6 of Algorithm 3.2 quickly.
Definition 5.1. Let (X, ≤) be a finite poset. The down-levels of X are defined inductively. Let X 1 = X. For i ∈ N, let L i consist of the maximal elements of X i , and let X i+1 be the poset obtained by removing L i from X i . Let m be the first value of i for which L m+1 = ∅. We call {L 1 , . . . , L m } the set of down-levels of X. For i ∈ {1, . . . , m}, the set L i is called the ith down-level of X.
When we refer to the levels of X, we mean the down-levels. The up-levels of X are defined by replacing maximal with minimal in Definition 5.1. By definition, the down-levels and the up-levels of X both form partitions of X.
Let notation be as in Algorithm 3.2, with (E, ≤) be a finite meet-semilattice and P a D-partition of E. for i ∈ {1, . . . , k}, let us denote the natural basis of M |p i | (CG i ) by B i . Let the levels of E be L 1 , . . . , L m . If there exists an idempotent () r,r ∈ B i such that r ∈ L j , indicate this by writing
Define a linear order ≺ on the B i by setting
and then ordering the B i within each set in (6) arbitrarily. By relabeling if necessary, we may assume that B 1 ≺ B 2 ≺ · · · ≺ B k . Informally speaking, the idea of this relabeling is to order the B i in such a way that we may build the partial orders on B that we seek by finding all extensions of the partial order on E(B) to E(B) ∪ B 1 , and then finding all extensions of such extensions to E(B) ∪ B 1 ∪ B 2 , and so on. Let
Theorem 5.2. Suppose ≤ is a partial order on B satisfying the hypotheses of Theorem 2.10 and
, if s ≤ y, t ≤ z, st = 0, and yz = 0, then s, t, st, yz ∈ B i and st ≤ yz.
(4) ∀s ∈ B i , if e ≤ dom(s), then ∃!t ≤ s such that dom(t) = e. We also have t ∈ B i . (5) ∀s ∈ B i , if e ≤ ran(s), then ∃!t ≤ s such that ran(t) = e. We also have t ∈ B i .
Proof. (1) is immediate. To establish (2)- (5) we only need to establish the claimed membership in B i . From our ordering of the B i , if B i ≺ B j then there do not exist idempotents e ∈ B i and f ∈ B j such that f ≤ e. In addition, it follows from the hypotheses of Theorem 2.10 that if s, t ∈ B with s ≤ t, then ran(s) ≤ ran(t). The claimed membership in B i in (2)- (5) follows. To show (6), suppose to the contrary that there exists b ∈ B h which covers b ′ ∈ B h ′ , and for all idempotents e ∈ B h , f ∈ B h ′ , e does not cover f . Then ran(b) does not cover any idempotents in B h ′ . From the hypotheses of Theorem 2.10 it follows that ran(b ′ ) < ran(b). Since ran(b) does not cover ran(b ′ ), there exists an idempotent f ′ ∈ B r for some r ≤ i for which ran(b ′ ) < f ′ < ran(b). By (5), then, there exists x ∈ B r such that x < b and ran(x) = f ′ . Then, since ran(b ′ ) ∈ B h ′ and ran(b ′ ) < f ′ , there exists y < x such that y ∈ B h ′ and ran(y) = ran(b ′ ). In addition, there is a unique element u ∈ B h ′ such that u < b and ran(u) = ran(b ′ ). Since b ′ , y ∈ B h ′ , b ′ < b, y < b, and ran(y) = ran(b ′ ), we have that b ′ = y. But then we have b ′ = y < x < b, contradicting the assumption that b covers b ′ . Theorem 5.2 allows us to build our partial orders on B from the bottom up, one level of E at a time, using the following search tree. Nodes of our search tree consist of partial orders on subsets of B. The root of our search tree is (E(B), ≤), where ≤ is the partial order on E(B) inherited from E. Let B 0 = E(B). If N = ( B i , ≤ i ) is a node of our search tree with i < k, then the children of N are all nodes (
, if s ≤ i+1 y, t ≤ i+1 z, st = 0, and yz = 0, then st ≤ i+1 yz, (C4) ∀s ∈ B i+1 , if e ≤ i+1 dom(s), then ∃!t ≤ i+1 s such that dom(t) = e, (C5) ∀s ∈ B i+1 , if e ≤ i+1 ran(s), then ∃!t ≤ i+1 s such that ran(t) = e, and (C6) If h, h ′ ≤ i + 1, for all b ∈ B h , b ′ ∈ B h ′ such that b covers b ′ , there exist idempotents e ∈ B h , f ∈ B h ′ such that e covers f .
By Theorem 5.2, the partial orders on B we seek are precisely the leaves ( B k = B, ≤ k ) of this search tree.
Let N = (B i , ≤ i ) denote a node of this search tree, with i < k. We now discuss how we compute the children of N . For all j ≤ i, if there exists idempotents e ∈ B i+1 , f ∈ B j such that e covers f , let us say that B i+1 covers B j .
First, for each B j covered by B i+1 , we compute all partial orders ≤ on B i+1 ∪ B j such that ≤ extends the partial order inherited from E(B) and (R1) ∀t ∈ B i+1 ∪ B j , if s ≤ t, then s −1 ≤ t −1 , (R2) ∀y, z ∈ B i+1 ∪ B j , if s ≤ y, t ≤ z, st = 0, and yz = 0, then st ≤ yz, (R3) ∀s ∈ B i+1 ∪ B j , if e ≤ dom(s), then ∃!t ≤ s such that dom(t) = e, and (R4) ∀s ∈ B i+1 ∪ B j , if e ≤ ran(s), then ∃!t ≤ s such that ran(t) = e.
This can be done in a straightforward depth-first manner. In fact, for the values of n considered in this paper, the number of idempotents in and the sizes of the groups involved in B i+1 and B j are both highly constrained, and the number of possible partial orders on the idempotents of B i+1 ∪ B j that can be encountered in this step is quite small. Speaking more generally, for small values of n it is possible to precompute all possible partial orders ≤ for any pair B i+1 , B j that may be encountered in this step, and then look up the results as necessary. This improves the performance of Algorithm 3.2 considerably.
Denote the collection of partial orders on B i+1 ∪ B j from the previous step by P j . Suppose the B j covered by B i+1 are B j 1 , . . . , B jp Next, for each partial order ≤ in the Cartesian product P j 1 × · · · × P jp , form the partial order ≤ i+1 on B i+1 given by the transitive closure of ≤ ∪ ≤ i .
Note that, by Theorem 4.1, if ≤ i+1 is a partial order on B i+1 which we seek and h 1 , h 2 ≤ i + 1, then for all s, t ∈ B h 1 , |{s ′ ∈ B h 2 : s ′ ≤ s}| = |{t ′ ∈ B h 2 : t ′ ≤ t}|. Pick an idempotent e ∈ B i+1 . For h ∈ {1, . . . , i}, let r(h) = |{f ∈ B h : f ≤ e}|. Accept as the children of N the posets ( B i+1 , ≤ i+1 ) for which |{t ∈ B h : t ≤ s}| = r(h) for all s ∈ B i+1 . We prove that the children of N constructed in this manner are precisely all possible posets ( B i+1 , ≤ i+1 ) satisfying (C1)-(C6). Proposition 5.3. Suppose ≤ i+1 is a partial order on B i+1 such that (1) ∀t ∈ B i , if s ≤ i+1 t then s −1 ≤ i+1 t −1 , (2) ∀y, z ∈ B i , if s ≤ i+1 y, t ≤ i+1 z, st = 0, and yz = 0, then st ≤ i+1 yz, (3) ∀s ∈ B i , if e ≤ i+1 dom(s), then ∃!t ≤ i+1 s such that dom(t) = e, (4) ∀s ∈ B i , if e ≤ i+1 ran(s), then ∃!t ≤ i+1 s such that ran(t) = e,
, then ∀h ∈ {1, . . . , i}, |{t ∈ B h : t ≤ i+1 s}| = |{e ∈ B h : e ≤ i+1 ran(s)}| = |{e ∈ B h : e ≤ i+1 dom(s)}|, and
, if s ≤ i+1 y and t ≤ i+1 z with s, t ∈ B j , st = 0, and yz = 0, then st ≤ i+1 yz, (c) ∀s ∈ B i+1 , if e ≤ i+1 dom(s) with e ∈ B i+1 ∪ B j , then ∃!t ≤ i+1 s such that dom(t) = e, and (d) ∀s ∈ B i+1 , if e ≤ i+1 ran(s) with e ∈ B i+1 ∪ B j , then ∃!t ≤ i+1 s such that ran(t) = e.
Then ( B i+1 , ≤ i+1 ) satisfies (C2)-(C6).
Proof. In order, we explain why ( B i+1 , ≤ i+1 ) satisfies (C6), (C2), (C4), (C5), and (C3). (C6) is immediate. For the remainder of the proof, write ≤ for ≤ i+1 .
(C2) Suppose t ∈ B i+1 and s ≤ t. If t ∈ B i or t = s we are done, so suppose t ∈ B i+1 and s < t.
Then s ∈ B h for some h ≤ i. If B i+1 covers B h we are done, so suppose B i+1 does not cover B h . Let j ≤ i and t ′ ∈ B j such that B i+1 covers B j and s ≤ t ′ ≤ t. Then t ′−1 ≤ t (by (7a)) and s −1 ≤ t ′−1 (by (1)), so s −1 ≤ t −1 .
(C4) Let s ∈ B i+1 and e ≤ dom(s). If s ∈ B i or e ∈ B i+1 we are done, so suppose s ∈ B i+1 and e ∈ B h for some h ≤ i. If B i+1 covers B h we are done, so suppose B i+1 does not cover B h . Let j ≤ i such that B i+1 covers B j and there exists f ∈ B j such that e ≤ f ≤ dom(s). Then ∃s ′ ∈ B j such that s ′ ≤ s and dom(s) = f (by (7c)) and ∃t ∈ B h such that t ≤ s ′ and dom(t) = e (by (3)), so ∃t ∈ B h such that t ≤ s and dom(t) = e. The uniqueness of t follows from (6)-in particular, if {e ∈ B h : e ≤ dom(s)} = {e 1 , . . . , e p }, then for 1 ≤ q ≤ p, let φ(e q ) = {t ∈ B h : t ≤ s, dom(t) = e q }. By the preceding argument, |φ(e q )| ≥ 1 for all 1 ≤ q ≤ p. Since the e q are distinct, the φ(e q ) do not overlap. Furthermore ∪ p q=1 φ(e q ) = {t ∈ B h : t ≤ s, dom(t) ≤ dom(s)}, so |{t ∈ B h : t ≤ s, dom(t) ≤ dom(s)}| ≥ p. But by (6) , |{t ∈ B h : t ≤ s, dom(t) ≤ dom(s)}| ≤ p, so |{t ∈ B h : t ≤ s, dom(t) ≤ dom(s)}| = p and |φ(e q )| = 1 for all 1 ≤ q ≤ p. (C5) Similar to (C4). (C3) Let y, z ∈ B i+1 , s ≤ y, t ≤ z, st = 0, and yz = 0. We need to show st ≤ yz. Since yz = 0, we have y, z ∈ B x for some x ≤ i + 1. If x ≤ i we are done so suppose y, z ∈ B i+1 . Similarly, we have s, t ∈ B h for some h ≤ i + 1. If h = i + 1 or B i+1 covers B h we are done, so suppose h ≤ i and B i+1 does not cover B h . By hypothesis we have dom(s) = ran(t) and dom(y) = ran(z). Let j ≤ i be such that B i+1 covers B j and there exists y ′ ∈ B j such that s ≤ y ′ ≤ y. It follows from (7a) and (7b) that dom(y ′ ) ≤ dom(y), and from (1) and (2) that dom(s) ≤ dom(y ′ ). Since dom(y ′ ) ≤ dom(y) = ran(z), by (7d) there is a unique z ′ ∈ B j such that z ′ ≤ z and ran(z ′ ) = dom(y ′ ). By (7b) we have y ′ z ′ ≤ yz. We claim that t ≤ z ′ , for if not there would exist t ′ ∈ B h such that t = t ′ , t ′ ≤ z ′ , and ran(t ′ ) = dom(s); but then we would have distinct elements t, t ′ ∈ B h with t, t ′ ≤ z and ran(t) = ran(t ′ ) = dom(s), contradicting (C5). So t ≤ z ′ . By (2), then, st ≤ y ′ z ′ , so by transitivity we have st ≤ yz. Proof. Let C denote the children of N constructed in the manner above. The elements of C satisfy (C1) and the hypotheses of Proposition 5.3 by construction. By Proposition 5.3, then, the elements of C satisfy (C1)-(C6). On the other hand, if ≤ is any partial order on B i+1 satisfying (C1)-(C6), then by definition ≤ satisfies (R1)-(R4), has the property that for all h, h ′ ≤ i + 1 and for all b ∈ B h , b ′ ∈ B h ′ such that b covers b ′ , there exist idempotents e ∈ B h , f ∈ B h ′ such that e covers f , and has the property that for all h ≤ i, for all idempotents e ∈ B i+1 and all s ∈ B i+1 , |{t ∈ B h : t ≤ s}| = |{f ∈ B h : f ≤ e}|. Since C consists of all such partial orders on B, we are done.
Optimizing the algorithms: fast isomorphism testing
It is clear that a fast method for isomorphism testing must be achieved before we can expect Algorithms 3.1 and 3.2 to run in any reasonable amount of time. We begin with a theorem, whose proof is straightforward and omitted. Theorem 6.1. Let S and T be isomorphic inverse semigroups, with E = E(S) = E(T ) and φ : S → T an isomorphism. Then:
(1) e ∈ E if and only if φ(e) ∈ E.
(2) If G e is any maximal subgroup of S, then φ(G e ) is a maximal subgroup of T and φ restricted to G e is an isomorphism of groups. (6) For all x ∈ S, φ(ran(x)) = ran(φ(x)) and φ(dom(x)) = dom(φ(x)).
When we generate a new inverse semigroup S, we must decide if it is isomorphic to any of the previously-generated inverse semigroups {T 1 , . . . , T j }. In Algorithm 3.2, it is often the case that we only need to compare S to a small subset of {T 1 , . . . , T j }. We begin by discussing which of the T i we may exclude.
6.1. The T i that are automatically not isomorphic to S. In this section we give three methods for excluding inverse semigroups T i from isomorphism testing against S in Algorithm 3.2. We begin with a direct consequence of parts 3, 4, and 5 of Theorem 6.1. Theorem 6.2. Let S and T be inverse semigroups, with P 1 the restriction of D on S to E(S) and P 2 the restriction of D on T to E(T ). Let λ 1 be the underlying partition of P 1 and λ 2 the underlying partition of P 2 . If S ∼ = T , then λ 1 = λ 2 .
Thus, in Algorithm 3.2 we do not need to test S for isomorphism against a previously-generated inverse semigroup T if the underlying partition of the set partition of E used to generate S differs from the underlying partition of the set partition of E used to generate T .
We now move on to our second method for excluding semigroups T i from isomorphism testing against S. Theorem 6.3. If S and T are isomorphic inverse semigroups and φ : S → T is an isomorphism, then φ is also an isomorphism of posets φ : (S ≤) → (T, ≤).
Proof. Suppose φ : S → T is an isomorphism. Then certainly φ : (S, ≤) → (T, ≤) is a bijection.
We must show φ is order-preserving. Suppose s, t ∈ S with s ≤ t, so s = et for some idempotent e ∈ S. Then φ(s) = φ(et) = φ(e)φ(t), with φ(e) idempotent, so φ(s) ≤ φ(t). Conversely, suppose φ(s) ≤ φ(t), so φ(s) = φ(e)φ(t) = φ(et) for some idempotent e. Then s = et, so s ≤ t.
It is straightforward to verify the following theorem. Suppose S and T are inverse semigroups, with S 1 , . . . , S m the layers of (S, ≤) and T 1 , . . . , T m ′ the layers of (T, ≤). If m = m ′ or |S i | = |T i | for some i, then S ≇ T . When we generate a new inverse semigroup S in Algorithm 3.2, we record the length of the layers of (S, ≤) as a tuple Lay(S) = (|S 1 |, . . . , |S m |). It follows that we do not have to test S for isomorphism against a previously-generated inverse semigroup T if Lay(S) = Lay(T ).
We now move on to our third method for excluding semigroups T i from isomorphism testing against S. Definition 6.5. Let E be a finite meet-semilattice and let L U and L D denote the up-layers and the down-layers of E, respectively. The up-down layers of E is the meet L U ∧ L D in the lattice of set partitions of E. That is, the up-down layers of E is given by the collection of nonempty pairwise intersections between the elements of L U and L D .
For an inverse semigroup S generated by one of our algorithms, let P S be the set partition of E = E(S) from which S was created. For each element L of the up-down layers of E, and for each element e ∈ L, let P S (e) denote the element of P S containing e, and let G S (e) be the maximal subgroup of S at e. Let X S (L) denote the multiset of ordered pairs X S (L) = {(|P S (e)|, G S (e)) : e ∈ L}. Theorem 6.6. Let S and T be inverse semigroups with E(S) = E(T ) = E. Let U denote the up-down layers of E.
Proof. Suppose φ : S → T is an isomorphism. Then φ restricted to E(S) = E is an isomorphism of posets φ| E : E → E(T ) = E; that is, φ| E is a poset automorphism. Any poset automorphism must preserve the up-layers and the down-layers of that poset, and hence must preserve the updown layers of that poset as well. Thus, φ preserves the up-down layers of E. Note that |P S (e)| is simply the number of idempotents in the D-class of e. Since φ also maps D-classes to D-classes and restricts to isomorphisms of maximal subgroups, if L ∈ U and e ∈ L, we have φ(e) ∈ L, G e = G φ(e) , and |P S (e)| = |P T (φ(e))|. Thus, as multisets we have X S (L) = X T (L).
When we generate a new inverse semigroup S in Algorithm 3.2, we record the function X S . It follows that we do not need to test S for isomorphism against a previously-generated inverse
The ideas in this section allow us to increase the performance of the Algorithm 3.2 considerably. In fact, it is not uncommon for Algorithm 3.2 to be able to accept a newly generated inverse semigroup S with no isomorphism testing whatsoever. We report on the frequency of this occurrence for inverse semigroups of order ≤ 15 in Section 7.
6.2. Fast isomorphism testing. We now discuss how we test for isomorphism quickly in Algorithms 3.1 and 3.2. To decide whether or not inverse semigroups S and T are isomorphic, we see if we can find a homomorphism from S to T among the bijections from S to T . Fortunately, we can often restrict our search to a very small subset of these bijections.
Suppose S and T are inverse semigroups generated by one of our algorithms, with E = E(S) = E(T ), where the partition P of E used to generate S is P = {p 1 , . . . , p k }, and the partition P ′ of E used to generate T is
To decide whether or not S is isomorphic to T , we may iterate over the automorphisms ψ of E = E(S) = E(T ) for which
• ψ(G e ) = G ψ(e) for all e ∈ E, and • e ∈ p i and ψ(e) ∈ p ′ j =⇒ ψ(f ) ∈ p ′ j for all f ∈ p i , and for each such automorphism ψ, consider all extensions of ψ to bijections φ : S → T such that
• φ| Ge is a group automorphism for all e ∈ E, and • ran(φ(x)) = ψ(ran(x)) and dom(φ(x)) = ψ(dom(x)) for all x ∈ S. By Lemma 6.1, S is isomorphic to T if and only if some such bijection φ is a homomorphism. It is possible to find the automorphisms of E using standard software such as nauty [18] or by, e.g., finding the automorphisms among the bijections from E to E which preserve the up-down layers of E. For Algorithm 3.2, to find all extensions φ such that φ| Ge is a group automorphism, it is helpful to precompute all group automorphisms for all groups which can be encountered and look them up as necessary.
Here is an idea that further reduces the number of automorphisms ψ of E we must consider.
Definition 6.7. Let S be an inverse semigroup and let e ∈ E(S). We say e is a lonely idempotent if
• e covers the minimal element of E(S), and • e is not covered by any element of E(S).
Proposition 6.8. Let s, t ∈ S. Let min denote the minimal element of E(S).
(1) If s or t is not a lonely idempotent, then st is not a lonely idempotent.
(2) If s and t are lonely idempotents with s = t, then st = min.
Proof. We begin by proving the contrapositive of part 1. Suppose st is a lonely idempotent. Write st = e for some e ∈ E(S). Then e = st = ss −1 st = ss −1 e ≤ ss −1 . Since e is not covered by any element of E(S), e is not covered by any element of S. After all, if e < x for some x ∈ S, then e < x −1 , so e < xx −1 -but xx −1 ∈ E(S). Thus e = ss −1 . It follows that e D s, but since {e} is a D-class, we have e = s. Next, e = st = et ≤ t, so e = t. Thus, s and t are both lonely idempotents. For Part 2, suppose s and t are lonely idempotents with s = t. Since s and t cover min and st = s ∧ t, the meet of s and t in E(S), we have st = min. Theorem 6.9. Let S and T be isomorphic inverse semigroups, with φ : S → T an isomorphism. Suppose the set of lonely idempotents of S is L(S) = {e 1 , . . . , e r 1 }, and the set of lonely idempotents of T is {f 1 , . . . , f r 2 }. Then r 1 = r 2 , and if we define γ : S → T by
then γ is an isomorphism.
Proof. Let φ : S → T be an isomorphism. If e ∈ S is a lonely idempotent, then since φ maps D-classes to D-classes, {φ(e)} is a D-class of T , since φ restricts to a bijection between maximal subgroups , G φ (e) ∼ = Z 1 , and since φ is a poset isomorphism, φ(e) covers the minimal element of E(T ) and is not covered by any element of E(T ), so φ(e) is a lonely idempotent. Since φ is an isomorphism, the same argument applied to φ −1 shows that e ∈ S is a lonely idempotent if and only if φ(e) ∈ T is a lonely idempotent and hence r 1 = r 2 . Let r = r 1 = r 2 and let σ be the permutation of {1, . . . , r} such that φ(e i ) = f σ(i) for all i ∈ {1, . . . , r}. It is clear that γ is a bijection. Let s, t ∈ S. We must show γ(st) = γ(s)γ(t). Case 1. Suppose neither s nor t is an isolated idempotent. Then st is not an isolated idempotent, and γ(st) = φ(st) = φ(s)φ(t) = γ(s)γ(t). Case 2. Suppose exactly one of s, t is an isolated idempotent. Then st is not an isolated idempotent.
Let min T denote the minimal element of E(T ). Suppose x ∈ T is any isolated idempotent and y ∈ T is not an isolated idempotent. Then yy −1 is not an isolated idempotent, so we have min T = xyy −1 , so min T y = xy. Similarly we have y min T = yx.
If s is an isolated idempotent, then so is γ(s), while γ(t) is not. Say s = e i . We have γ(st) = φ(st) = φ(s)φ(t) = f σ(i) γ(t) = min T γ(t) = f i γ(t) = γ(s)γ(t). On the other hand, if t is an isolated idempotent, then so is γ(t), while γ(s) is not. Say t = e i . Then
Case 3. Suppose s and t are both isolated idempotents. Then so are φ(s), φ(t), γ(s), and γ(t). Say s = e i and t = e j . If
On the other hand, if s = t, then st = min S , the minimal element of E(S), and γ(s) = γ(t), so γ(s)γ(t) = min T , the minimal element of
Let S and T be inverse semigroups generated by Algorithm 3.2 with E = E(S) = E(T ), U the up-down layers of E, and X S (L) = X T (L) for all L ∈ U , or by Algorithm 3.1. Then it is straightforward to show that S and T have the same number of lonely idempotents, so fix an ordering of the lonely idempotents e 1 , . . . , e r of S and f 1 , . . . , f r of T . By Theorem 6.9 we only need to consider automorphisms ψ of E for which ψ(e i ) = f i for all i. There are many meetsemilattices E for which this observation drastically reduces the amount of work required to test for isomorphism.
The inverse semigroups of order ≤ 15
We have implemented Algorithm 3.2 with the optimizations described in this paper and have used our implementation to enumerate the inverse semigroups of orders 1 through 15. Along the way we also counted the number of commutative inverse semigroups, inverse monoids, and commutative inverse monoids of these orders. These counts are given in Table 1 . We note that if one desires to enumerate only inverse monoids, a simple modification of Algorithm 3.2 can be used to do so-to enumerate the inverse monoids of order n instead of the inverse semigroups of order n, iterate over the lattices of order 1, . . . , n instead of the meet-semilattices of orders 1, . . . , n. (A finite inverse semigroup S is a monoid if and only if E(S) is a lattice.) In Tables 2-15 "ISGs" stands for inverse semigroups, "IMs" stands for inverse monoids, and "Comm." stands for commutative. We report in these tables the number of inverse semigroups, commutative inverse semigroups, inverse monoids, and commutative inverse monoids of orders 2 through 15, broken down by number of idempotents and underlying partition of the set partition P of E in step 3 of Algorithm 3.2. In particular, given n, a number k of idempotents, and a partition λ of k, an entry of the form X//Y in the ISGs//Semilattices column indicates that there are Y meet-semilattices E of order k for which there exists an inverse semigroup S of order n such that E(S) = E and the restriction of D on S to E has underlying partition λ, and that there are X such inverse semigroups. The pairs of numbers in the other columns have analogous interpretations. Cells are left blank if their entries are 0//0.
If E is a meet-semilattice of order k, then there is always at least one inverse semigroup S of order n such that E(S) = E and such that the underlying partition of the restriction of D on S to E is the all-ones partition, so the value Y in the X//Y pair in the all-ones partition portion of the kth row and the ISGs//semilattices (resp. IMs//lattices) column is just the number of meet-semilattices (resp. lattices) of order k.
To avoid writing repeated ones in our partitions, we use the notation 1 j to indicate j repeated ones. So, for instance, we write (3, 3, 2, 1, 1, 1, 1) = (3, 3, 2, 1 4 ) and (1, 1, 1, 1, 1 We parallelized our implementation of Algorithm 3.2 at step 2 by spawning a new thread to carry out the computations for each meet-semilattice E. One benefit of our approach is that the parallelized threads do not need to talk to one another, so the work required by the algorithm is easily distributable across several CPUs and/or computer systems if necessary. We were able to run our algorithm to enumerate the inverse semigroups of order ≤ 13 on a desktop computer built in 2008, with an Intel Core 2 Quad processor Q9550 (which has four cores, each running at 2.83 GHz) and 1.25 GB of RAM allocated to Sage. For n ≤ 12 we were able to run four simultaneous threads without running out of memory. For n = 13 we were only able to run two simultaneous threads. This computation took approximately 413 CPU hours.
To go beyond n = 13 more RAM was necessary. We then ran our implementation on a computational server hosted at Sam Houston State Unversity, which has four AMD Opteron 6272 processors (a total of 64 cores), with each core running at 2.1 GHz, and 256 GB of RAM. Based on a comparison of the total running time of our algorithm for n ≤ 13, we estimate the computational power of our server to be roughly equivalent to eight Q9550 processors. The following running times are given in terms of the computational power of one core of our server. Including time spent testing for commutativity and counting monoids and inverse monoids along the way, our algorithm took a total of 11.1 CPU years to count the inverse semigroups of order 1, . . . , 15. Approximately 20% of this time was spent on isomorphism tests. 92% of this time was spent on n = 15. We estimate that it would take approximately 100 CPU years for our implementation to count the inverse semigroups of order 16. Although it is impossible to certify that our implementation of our algorithm (which consists of thousands of lines of Sage code) is bug-free and ran without error, all of the evidence we have points in this direction. First, our implementation correctly computed the number of inverse semigroups, commutative inverse semigroups, inverse monoids, and commutative inverse monoids of order n for all previously-known values of n. Second, to guard against system errors unrelated to our implementation that could nevertheless affect its output, we ran our program multiple times for n ≤ 14 and obtained the same results every time. Finally, in search of greater speed and memory efficiency, over the course of this project we recoded, entirely from scratch, several key steps of our algorithm in a number of different ways. For n ≤ 14 we obtained the same results regardless of which of our implementations of these key steps we used. The differences in our implementations of these steps amount to basic software engineering and are therefore not worth reporting here. Due to time constraints, for n = 15 we were only able to run our implementation once. However, the stability of our server during our runs for smaller values of n helps to lend confidence to its output for n = 15.
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