We discuss a model of diffusion limited growth in solidstate transformations, which are strongly influenced by elastic effects. Density differences and structural transformations provoke stresses at interfaces, which affect the phase equilibrium conditions. We study the growth of a stable phase from a metastable solid in a channel geometry, and perform phase field simulations. Extensions to plastic models are discussed.
Introduction
Transformations between different solid states of a material are essential for many technological and scientific applications, and understanding their kinetics is therefore not only interesting because of the scientific variety and beauty, but also important for tailoring new materials with specific properties. During these transformation processes, density differences or structural changes between the solid phases often provoke elastic or plastic deformations in the bulk and at the interfaces [1, 2] .
There are many important analogies between solidification and diffusion-limited solid-state transformation, and a recent review on similarities is given in [3] . These similarities include the growth of needles and plates similar to Ivantsov paraboloids, i. e. dendrites versus Widmanstätten structures, coupled growth of eutectics and eutectoids, and massive transformations. From microscopic solvability theory of solidification it is known that the questions concerning existence, shape and growth velocity of steady state patterns in solidification crucially depend on selection mechanisms. In this spirit the influence of many different physical effects on solidification or melting processes has been studied throughout the years [4, 5] . For example, the effect of isotropic surface tension was proven not to serve as a selection mechanism for a solution in free space, whereas anisotropic surface tension leads to a unique solution. On the other hand, steady state dendrite-like growth is even possible without anisotropy of surface tension due to elastic effects, in contrast to diffusion-limited solidification [6] . In the present work we therefore focus on the role of elastic and plastic effects on the kinetics of diffusionlimited solid-state transformations; surface anisotropy effects are therefore excluded intentionally.
Phase field methods have emerged as a powerful tool to investigate solidification and also solid-state transformations; for a general overview see e. g. [7 -9] . In contrast to, for instance, qualitative phase field investigations for complex transitions in Ti-Al-Nb [10 -13] and generic two-dimensional dendritic structures in [14] , we investigated the role of selection principles in [15, 16] with sharp interface and phase field methods. In the present paper, we concentrate on predictions from phase field simulations under the influence of elastic effects; in the end, we show first results demonstrating the incorporation and relevance of plasticity.
Diffusion-limited solid-state transformations
Despite the relationship of phase field models to sharp interface descriptions, we describe the latter only very briefly. For details, we refer to [15, 16] .
Specifically, we consider a non-equilibrium system consisting of two solid phases below the bulk equilibrium temperature T eq . The thermodynamically favorable phase b grows at the expense of the high temperature phase a. In contrast to massive transformations that have been studied e. g. in [17] , we assume here that the process is limited by diffusion; that is, at the interface between a and b either latent heat L is absorbed or emitted and has to be transported away, or the partitioning of solute leads to diffusion, which -in both cases -is assumed to be rate limiting. For the sake of clarity, we formulate the problem here in terms of heat diffusion. In both solid phases, the temperature therefore obeys a diffusion equation; here we discuss only symmetrical situations with equal heat diffusivity. The front velocity at each interface point is then directly proportional to the difference of heat fluxes into the interface. The temperature itself obeys a local equilibrium condition at the interface. Up to this point, there is no difference between the modeling of solid-state transformations and for example dendritic growth during solidification. The difference is now that density and structural differences between the coherently connected solid phases provoke elastic stresses, and they modify the equilibrium temperature. This can be analyzed in the framework of sharp interface descriptions [2, 15, 16, 18] and emerges naturally from phase field descriptions; extensions toward plastic effects are much more straightforward in such an approach. The elastic degrees of freedom relax quickly on diffusive timescales, and therefore the application of static elasticity is legitimate.
It turns out that the precise nature of the transition is very important; it is here reflected by the transformation or stress-free strain e 0 ik . Taking the a phase as reference, a relaxed b phase can differ from it both in shape and volume. In the case of a density change only, the eigenstrain tensor is proportional to the unit matrix, e 0 ik ¼ ed ik . Another example are hexagonal to orthorhombic transformations, which occur for example in Ti-Al-Nb systems [10 -13] . Here, the volume of the unit cell is conserved and only the shape is changed, which is reflected by a traceless eigenstrain tensor. Of course, mixtures of these two extreme cases are also possible, and for a discussion we refer to [15, 16] .
For the formulation of a phase field model, we first introduce the order parameter u, having the value u ¼ 1 in the initial a phase and the value u ¼ 0 in the b phase. The two phases are separated by a smooth interface-region of width n, where the phase field variable changes continuously between its bulk values, u ¼ 0; 1. We start from a free energy functional,
where f s ðruÞ ¼ 3cnðruÞ 2 =2 is the gradient energy density and f dw ðuÞ ¼ 6cu 2 ð1 À uÞ 2 =n is the double well potential, guaranteeing that the free energy functional has two local minima at u ¼ 0 and u ¼ 1 corresponding to the two distinct phases of the system. The form of the double well potential and the gradient energy density are chosen such that the phase field parameter n defines the interface width and c corresponds to the interface energy [19] . The thermal contribution to the free energy, f th ðu; TÞ, is proportional to the temperature deviation from thermal equilibrium,
where the interpolation function h is chosen to be hðuÞ ¼ 1 À u 2 ð3 À 2uÞ. The elastic contribution to the free energy density f el depends on the displacement u i and is given by
and contains the transformation strain e 0 ik in the b phase, Young's modulus E, Poisson ratio m and the strain tensor e ik ¼ ðq i u k þ q k u i Þ=2. We use the sum convention for repeated indices, e. g. e ii ¼ ðe xx þ e yy þ e zz Þ. Furthermore, we assume here that the elastic constants are equal in both phases.
The evolution equation of the phase field is given by the variational expression
Mechanical equilibrium demands
For the temperature field we have the usual thermal diffusion equation, with the motion of the phase field or interface being a source of latent heat,
with the thermal diffusivity D, the heat capacity C and the latent heat L, as mentioned above. The phase field model presented here is very similar to the model in [20] .
Applications
As a specific application, we consider here a case that involves shear strain, where velocity selection is possible even in free dendrite-like growth [15] : e 0 xx ¼ 0; e 0 yy ¼ e; e 0 zz ¼ e=2, and all other components vanish. Since this infinitesimal strain tensor is not invariant under rotations, we can therefore expect to find directions that are more favorable for growth; for the first application for growth in a channel, we therefore align the direction of the strip with this fastest propagation direction. This situation is depicted in Fig. 1 , where the thermodynamically stable b phase grows at the expense of the metastable a phase in a finite channel of width W.
The system is assumed to be effectively two-dimensional by translational invariance in the z-direction, and the a phase far in front of the growing tip is set to be at the undercooling temperature T 1 ; from a mechanical point of view, the material is fully relaxed there.
Furthermore, we discuss three different types of boundary conditions for temperature and the elastic fields at the channel walls, which all allow for phase coexistence in a finite range of undercooling. The first variant corresponds to a thermally insulated and elastically confined channel, where we choose fixed grip boundary conditions for the displacement, i. e. u x 0 and u y 0, in combination with thermal insulation, qT=qy ¼ 0, for the temperature field; we abbreviate this case by FG. As second variant, we consider isothermal channel walls with fixed displacements (denoted by ISO), and as the third variant again a thermally insulating but now infinitely compliable channel, where no stresses act on the walls (SF). From a physical point of view, the choice of boundary conditions is crucial in many respects, especially if the new b phase fills the channel almost completely. Due to the eigenstrain of the transformation, the material is deformed, and depending on the mechanical boundary conditions we therefore expect different deformation states, which influence the growth kinetics. Similarly, the temperature field has a nontrivial behavior even in the case of boundaries with a fixed temperature, since the moving boundaries act as heat sources due to the entropy difference between the a and the b phases. For the phase field we use wetting conditions at the upper and lower boundaries (u ¼ 1), therefore there is always an interface present in the tail region.
Far behind the tip, the system can reach a heterogeneous two-phase state with (asymptotically) constant temperature and zero interface velocity. Here, for all three variants of boundary conditions the volume fraction k of the new phase can be calculated analytically. In the cases with thermal insulation also the temperature in the tail region has to be found self-consistently, because in these cases the release of the latent heat causes the tail temperature T À1 to be higher than the undercooling temperature T 1 ahead of the tip. There we find from heat conservation
To obtain an analytical expression for the asymptotic phase fraction k, we have to calculate the energy excess, which is the difference between the free energy far in front and far behind the tip. It depends on the thermal and elastic boundary conditions at the channel walls, and we obtain for fixed grip boundary conditions and thermal insulation (FG) [15] ). The above expression differs from the case of thermal insulation and stress free boundaries (SF) only by the term a el D el k 2 , which is not present in the latter case, since the material can expand freely perpendicular to the growth direction, see [16] . Finally, for the case of fixed displacements but isothermal channel walls (ISO, the temperature is everywhere equal to T 1 on the boundaries), the other term which is quadratic in the fraction k does not appear, see [17] .
Thermodynamic equilibrium asymptotically far behind the tip demands maximization of the energy excess, qdF ðkÞ=qk ¼ 0, which provides an expression for the fraction of new phase b for clamped and thermally insulating boundaries
whereD ¼ D À D el is the dimensionless driving force. Apart from this maximization condition, growth of the b phase requires also the free energy excess to be positive, dFðDÞ > 0. This is equivalent to the conditionD >D crit , whereD crit is given bỹ
Hence, for a driving force above the critical value, D >D crit , and for kðDÞ < 1 according to Eq. (8), we obtain coexisting a and b phases in the tail region. For comparison, in the case of thermal insulation and stress free boundaries (SF), the fraction and the driving force are equal, k ½SF ¼D, and we obtain for the critical driving forceD
. Finally, for isothermally undercooled and clamped channel walls (ISO), the expression for the fraction of the new phase and the critical driving force become k ½ISO ¼D=a el D el andD
. The steady state interface shape and temperature distribution of a single crystal of a growing b phase in a thermally insulating and elastically confined channel (FG) is shown in Fig. 1 . We point out that the tip radius is neither determined by the channel width W nor the interface thickness n, and instead independent selection principles become relevant here [15] .
For the three different types of boundary conditions, we performed a series of phase field simulations with different driving forces, and the results are shown in Fig. 2 . In each case we start with a small seed of the b phase surrounded by the undercooled metastable a phase, and follow the growth of b phase. Although the channel is regarded to be infinitely extended in the lateral direction, the simulations were restricted to a finite domain around the right tip of the b phase, to reduce the computational efforts. Hence we shift all fields when the tip has progressed too far. Obviously, the steady state velocity grows with increasing driving force, and the three curves corresponding to the different boundary conditions are close to each other. The limit of vanishing velocity is in agreement with the analytical prediction (9) and the corresponding conditions for the other types of boundaries. The discrepancies between the curves are related to the finite channel width; it is intuitively clear that in larger systems (with a tip scale that is not related to the channel width), finite size effects and boundary conditions become less important. We confirmed numerically that the different curves are closer to each other for a channel of twice the width. For infinitely wide channels, we expect convergence to the free growth results presented in [15] .
With the phase field approach it is possible to study also transient regimes. This is for example the case for situations with collective growth of several b seeds as a "colony" inside the undercooled a phase. There, the inclusions grow side by side, and hence the channel geometry is effectively formed by the neighbors. Only if the fingers are sufficiently far away from each other the tips propagate independently, but then the tails can already start to interact with each other.
This situation changes when the fingers come closer to each other, such that the tips interact which each other via the diffusive and elastic fields. Therefore, we simulated dense collective growth of single crystals, and the result is shown in Fig. 3 . Here, we start from the undercooled metastable a phase with four circular seeds of the b phase; notice that all of them are chosen to have the same grain orientation. Immediately after the start of the simulation the former circular seeds grow predominately along the x direction and therefore deform to ellipses (see Fig. 3a and b 2010CarlHanserVerlag, Munich, Germanyw ww.ijmr.de ferred growth direction. As they continue to grow they start to interact with each other. Remarkably, the elastic and thermal interaction between the seeds can lead to deviations from the favored growth direction, which can be seen for example in Fig. 3c and d . Finally, one finger outgrows all the others (see Fig. 3e and f) , since then the other fingers have to grow in the warm slipstream of the most advanced tip, and consequently the driving force for the phase transformation is reduced for them.
Plastic deformations
So far, we have taken only elastic deformations into account, assuming that the stress free eigenstrain is small, e 0 ik ( 1. However, in many cases this assumption is not legitimate because the structural changes or density differences can become substantial. Then the material starts to deform plastically, since the strain will also be of the order of the eigenstrain.
To go beyond the elastic limit, we started to incorporate the isotropic von Mises (or J 2 ) plasticity model including linear isotropic hardening. Similar to the elastic part, the model shall treat the corresponding hardening behavior, and therefore also the yield stress, as phase dependent. Due to the rate-independence of elasto-plasticity this model does not introduce a new time scale, and hence it is from a physical point of view the simplest extension. More advanced plasticity models will be investigated in a later stage.
The numerical solution of inelasticity in solid mechanics is based on the iterative solution of the discretized version of the momentum balance equations arising from discretization procedures, see e. g. [21] . Although finite elements are standard, we use finite differences along with relaxation methods here. Due to the principle of local action, the material behavior at a material point merely depends on the direct environment of this point. Therefore, the sole input for classical inelastic constitutive equations -like von Mises plasticity -is the local displacement or strain field along with history variables. Hence, the evolution equations of plastic flow are integrated on a local, material point level.
The link between the "global" boundary value problem of finding the equilibrium solution and the "local" initial value problem of inelastic stress response is the total strain tensor as derived from the unknown (nodal) displacements.
Here, we assume an additive decomposition of the total strain tensor in elastic and plastic parts, e ik ¼ e e ik þ e p ik . The plastic part follows from time integration of the plastic evolution equations. If the yield function f ¼ ðs ik s ik Þ 1=2 À ffiffiffiffiffiffiffi ffi 2=3 p yð Þ (s ik is the deviatoric stress, y the current yield stress, the equivalent plastic strain) is larger or equal to zero, plastic flow commences in the considered material point and the associated flow rule _ e p ik ¼ c df =dr ik is integrated by Backward Euler. The consistency parameter c, which also determines the evolution of equivalent plastic strain,
, is calculated from the consistency condition c _ f ¼ 0 for f ¼ 0. An elasto-plastic operator split leads to the radial-return method, where the stress state of the elastic predictor is corrected by a (radial) projection onto the yield surface, f ¼ 0, which expands in the case of isotropic strain hardening and shifts in the case of kinematic hardening. The numerical integration of this system can be seen as a constrained optimization problem governed by discrete Karush-Kuhn-Tucker optimality conditions. We checked the validity of the implementation within the phase field framework for cyclic loading of a pure solid phase for uniaxial strain as well as simple shear and recovered the correct hysteresis.
The phase field formalism becomes relevant when we treat inhomogeneous systems, and an extreme case is a material with cracks or voids. Inside these defects the elastic constants are zero, and the interface to the solid phases isas usual -smeared out on the scale of the phase field interface thickness. This automatically leads to traction free surfaces. A particularly useful case that we investigated more carefully is a circular hole in a two-dimensional domain, which is strained hydrostatically far away from the hole; for simplicity, we considered here only the case without hardening, hence the current yield stress equals the initial value y ¼ y 0 . Since the stress is concentrated around the hole with radius R, it can reach the yield limit at a larger radius with radius R 1 , depending on the applied load. Outside this circle the material response is elastic, but within the ring R < r < R 1 the material behavior is plastic. The analytical solution to this radially symmetric model is given in [22] . For a two-dimensional situation the nonvanishing entries of the stress tensor can be written in polar coordinates ðr; uÞ as
In the elastic region, r > R 1 , the solution is p ¼ Àr 1 , where r 1 is the remote hydrostatic pressure, and
In the plastic region s ¼ y 0 = ffiffi ffi 3 p and p ¼ Àr 1 À 2y 0 lnðr=R 1 Þ= ffiffi ffi 3 p . The radius of the plastic region follows from the condition of vanishing normal stresses on the boundary of the circular hole and gives
which grows exponentially with the applied stress.
For the numerical investigations, we take a quadratic system of size L Â L and a circular hole in its center. At its boundaries the system is stretched orthogonally to the edges with the same strain e ¼ r 1 =2ðl þ kÞ. For a sufficiently big system, L ) R 1 , the results are compared to the analytical prediction. For finite system sizes, the range of the "singular" elastic field of the hole reaches the boundaries (where the displacement is kept fixed) and therefore leads to deviations; this effect is obviously larger for higher strains. Specifically, we choose a hole radius R ¼ 20Dx (Dx is the lattice unit) and y 0 =ðk þ lÞ ¼ 0:037 and m ¼ 1=3; system sizes vary between L=R ¼ 10 to L=R ¼ 40, and we use an interface thickness of n=Dx ¼ 2.
The results are shown in Fig. 4 . In the limit of large systems they agree with the analytical prediction; remaining deviations stem mainly from the finite hole radius R=n, which is defined only up to R AE n within the phase field framework. We can therefore conclude that the plastic behavior is captured correctly. As the next step the coupling of the elasto-plastic stress fields to the phase field dynamics will be incorporated, which should lead to a qualitatively new behavior if the stresses reach the order of the yield stress. Based on these results using von Mises plasticity as a "prototype" for an inelastic model, more advanced constitutive models will be considered, which account for effects neglected so far, such as the anisotropy of plastic flow [23] , especially at finite deformations [24] , or dependencies of plasticity on pressure, size or temperature [25] .
Summary
We investigated the influence of elastic effects on the kinetics of solid-state transformations. The model, which is closely related to a sharp interface description, is applied to growth in a channel geometry. The growth velocity, in particular, depends on the specific boundary conditions for the elastic and thermal fields. In more complex situations, many seeds of the equilibrium phase lead to competitive growth situations. Finally, we discussed extensions of the present model to the incorporation of plastic effects, which are relevant for high misfit stresses. 
