Abstract-We describe the ATLAS Liquid Argon calorimeter (LAr) electronics used to prepare signals for the L1 trigger, studied with a standalone data acquisition system built for the commissioning of the LAr-L1 electronics. This includes calibration data used to extract gains of all LAr calorimeters and timing shifts for different layers of the electromagnetic (EM) calorimeter. Analysis tools have been developed to study the pulse shape, timing, and amplitude, which are employed for the readout of signals from both the main detector and the L1 branch. Performance studies using beam data is also shown.
The ATLAS LAr Calorimeter Level 1 Trigger SignalI. INTRODUCTION T HE Liquid Argon calorimeter is one of the main sub-detectors in the ATLAS [1] experiment at the LHC. It provides precision measurements of electrons, photons, jets and missing transverse energy produced in the LHC p-p collisions. The calorimeter information is a key ingredient in the first level (L1) trigger decision to reduce the 40 MHz p-p bunch crossing rate to 75 kHz of accepted events waiting to be read out in full precision, in the system pipelines for the next level of triggering.
After exiting the cryostat, calorimeter signals are processed on the front end board (FEB). After preamplification, four neighboring channels, are passed through a shaping amplifier with three outputs per channel with different gains, which are used for the main readout of the detector. One additional output per shaper chip, an analog sum of the four input channels, is the beginning of the L1 branch. The 32 L1 signals on the FEB are further summed in order to form the "layer sums", analog sums over the cells comprising the trigger tower for the particular depth layer of the calorimeter treated by the FEB. These layer sums are propagated via the backplane of the front end crate to another module, the Tower Builder Board (TBB), whose function is to perform the sum over the four depth layers to produce the complete trigger tower signal. The TBB contains 32 channels, and its outputs are sent over two cables, each with 16 individually-shielded twisted pairs, to the counting room, see Fig. 1 . There, the signals are calibrated and reordered using the receiver system, for fast digitization using the L1Calo trigger hardware. In this way the 182468 individual calorimeter channels are summed into 5280 analog signals through a sophisticated system of dedicated analog processing hardware, most of which is carried out in the front end crate. We note that some analog summing of the signals is performed on the receivers for specific regions of the detector, namely the overlap region of the EM Barrel and EM Endcap and also for the forward hadronic calorimeters (FCAL). The receiver control and monitoring system has been fully installed and is currently used for taking the commissioning data necessary to calibrate the L1 signals by calculating the constants for the programmable amplifiers and delays for the EM layers: presampler (PS), front (F), middle (M) and back (B). In this paper, we concentrate on the results obtained for the EM Barrel. This paper is organized as follows: in Section II, we describe the monitoring system of the receivers and its integration into the ATLAS Trigger & Data Acquisition (TDAQ). Section III describes the techniques used to evaluate the connectivity of the signals and to measure the pulse shapes using the electronic calibration system. This includes the description of how the calibration pulses are transformed to ionization pulses and how their relative timing and amplitude are determined. This information is used to calculate the gain constants for the L1 receiver system and the programmable delays for the TBB. In Section IV, we show performance studies using physics data and also the precision to which we can set gains on the receivers.
II. RECEIVER SYSTEM FOR THE ATLAS LAR CALORIMETER
The LAr calorimeter is housed in three separate cryostats: one for the barrel and two for the endcaps. The signals from each cryostat have two paths, namely the main stream path used for the cell readout and the trigger path from which the signals from the cells are summed to form a trigger tower with a granularity of 0.1 0.1 in . As mentioned above, the summing is done in stages, namely on the FEBs at the shaper level, then on the layer sum boards (LSB) [2] . Within each FEB, the sum is made over all cells belonging to each trigger tower within the depth layer serviced by the FEB. These sums are propagated through the front-end crate backplane to the TBB where they are summed layer by layer after the timing adjustment. Then, these analog signals are scaled in the receiver system using variable gain amplifiers (VGAs), before they are sent to the L1Calo hardware for digitization. In the main readout, signals are digitized on the FEB and the samples are sent to the counting room over optical 0018-9499/$26.00 © 2010 IEEE fibers. Therefore, the receiver system with its monitoring boards is the only location where analog signals from individual trigger towers of the calorimeter can be monitored.
For the LAr calorimeter, there are 6 receiver crates (3 crates for each side of the detector corresponding to positive and negative values of eta), see Fig. 2 . From each receiver crate, we can monitor up to 16 trigger towers (i.e., 1/64 of the total number of trigger towers in the crate). The instrumentation employed for this monitoring consists of: 1) One channel spectrum analyzer: noise monitoring.
2) A set of 8 channel, 100 MHz, 12 bit Analog-to-Digital Converters (ADC): digitization of the signals. The monitoring circuitry of the receiver crate multiplexes under program control a small number of signals within each crate to the monitoring outputs. To extend the programmability of the monitoring to the entire system, we installed two systems of high bandwidth and low noise multiplexer switches to combine signals from different receiver monitoring boards of the receiver crates. The multiplexing of the signals out of the receiver crates is controlled via USB protocols while the multiplexers and spectrum analyzer are remotely controlled via GPIB protocols. The control system of the receiver monitoring boards and ADCs is integrated into the LAr data acquisition software. This system is used to test and calibrate the LAr-L1 signals up to the receivers independently of the L1Calo hardware. We refer to this system as a "standalone system". It can operate independently in parallel with normal data-taking.
III. COMMISSIONING OF THE LAR-L1 OUTPUT SIGNALS
As described above, the LAr-L1 signals are summed and mapped at different points in the processing circuitry for the L1 branch. We adopt a calibration procedure which is designed to demonstrate that: -Signals from different FEBs (i.e., layers) are associated with the proper trigger towers. -Signals from different layers are aligned in time before the summing. The tower builder can adjust timing in steps of 2.5 ns with a dynamic range of 17.5 ns. -The pulse shape, in particular the rise time, of the L1 signals at the L1 preprocessor are within the specified range. -Signals from summed trigger towers, after transmission to the receiver over long twisted pair cables, are adjusted to the nominal voltage scale of 10 mV/GeV.
A. Calibration Data
For the main detector readout path, we save 12 samples of the calibration pulses, taken each 25 ns from the ADC on the front end board. The choice of the number of samples is a compromise between obtaining detailed information on the waveform and keeping the data sample to a reasonable size. On the shaper, we set the middle gain scale which is the one closest to the linear mixer output of the shaper, see pages 6-8 of [2] for a description of the front end board. For the L1 path, we use a commercial 12 bit ADC which is also clocked at 25 ns intervals. Because there are fewer signals, we can afford to digitize a longer portion of the signal, which is important due to distortions introduced by the long trigger cables. Thus we have chosen to digitize 27 samples on the L1 waveform. In order to reconstruct the shape of the pulse for both paths, we set 5 different time delays on the calibration pulse. Changing this delay (relative to the sampling clock) causes a shift in the sampling pattern. Thus the use of 5 different delays of (0, 5, 10, 15, 20) ns leads to an effective sampling period of 5 ns after combining the different delay curves. Also, for each time delay, we set four DAC values, corresponding to four different values of transverse energy as shown in Fig. 3 .
As discussed below, this data is then used to construct the master waveform (MWF), a calculated quantity which summarizes all of the calibration data for a given channel into a single waveform whose amplitude reflects the ADC scale in units of current (for the main readout) or transverse energy (for the L1 readout). The L1 signal amplitude is converted to a voltage scale using the known properties of the commercial ADCs.
As a first step in the analysis, the DAC values are converted to the equivalent current or energy units. For the EM Barrel, the amplitude of the pulse is simply divided by the calibration injection resistor to obtain the calibration current, and the corresponding energy is found by dividing the current by the calorimeter sensitivity constant ( value). Once the energy corresponding to the pulse in the main readout is known, the transverse energy is calculated by multiplying by , where is the polar angle of the geometrical center of the trigger tower under study. This permits a calculation of the pulse height required at the input to the Level 1 preprocessor using the L1 energy scale of 10 mV/GeV. The receiver gain for this channel is obtained by dividing 10 mV/GeV by the amplitude of the observed MWF for the L1 branch.
1) Construction of the MWF:
One of the problems frequently encountered in working with calibration systems for low current signals is the distortion of the calibration pulse due to feedthrough of clocking signals in the pulser. Such a signal provides a component of the waveform which is locked in time to the calibration pulse but does not change in amplitude as the level of the current being switched (i.e., the DAC value) is varied. It can be eliminated by observing the change in calibration pulse amplitude with the DAC value at each point in time.
The "waveform" which is extracted by performing a linear fit to the samples taken for different DAC values and plotting this slope as a function of time is called the master waveform (MWF). Use of the slopes of these curves at each point in time produces a synthetic calibration waveform free of any component which is independent of the DAC value, including the ADC pedestal. The slope has units of (ADC counts)/ in the case of pulse from the main readout, and mV/(GeV ) in the case of the Level 1 readout.
The MWF is known from this analysis only at the sampling points, which are spaced 5 ns apart. As is discussed below, cubic spline interpolation [3] of the MWF is used to perform time convolutions.
The transformation function, which is identical for either readout, is required to transform the calibration waveform into an ionization waveform. There are three effects which need to be taken into account in this transformation:
1) the form of the current pulse is exponential for the calibration but linear for the ionization pulse 2) the calibration pulse is injected at a different point in the circuit than the ionization pulse 3) the calibration pulse contains a DC offset, due to the voltage developed from a standing current in the inductor in the calibration pulser, see the block diagram in Fig. 1 , from [2] . The three effects can be combined and accounted for in a single transformation function , where is the inverse Laplace transform, is the ionization pulse waveform and is the calibration pulse waveform, both expressed in the frequency domain. The calculation of these quantities is shown in the Appendix.
The function is numerically convolved with the MWF in steps of 1 ns to obtain the MWF for the ionization signal (iMWF). The iMWFs are then used to calculate the timing alignment constants and the receiver gains.
2) Timing Alignment: In principle, the difference in timing of the pulses from the different layers can be calculated from the known cable lengths, propagation times in the various printed circuit boards (PCBs) used to carry the signals, and signal rise times. Because of the large number of circuit elements contributing to the delay, we use the data obtained from this analysis to verify that the timing information is correct. For each signal analyzed, we calculate a quantity , which is the difference between the time delay calculated from the physical parameters mentioned above and the time of the peak observed in the MWF. The quantity is defined as (1) in which and are the sum of all cable lengths in the calibration and signal paths, respectively, and and are the corresponding transit times for PCBs, including the calorimeter motherboards, traces on the FEBs, and traces on the baseplane (L1 signals only). The quantity is the time for the signal to rise from to 3% of the peak amplitude. This is calculated from the theoretical shape of the pulse without the inclusion of the complicating effects of reflections, which typically contribute much later in the pulse. The quantity is the measured rise time of the pulse, from 3% point to the peak of the pulse. The quantity is the measured time of the pulse from the calibration pulser to the point where the observed signal reaches its peak. The parameter is a timing offset, which is a constant for all signals from a given feedthrough and represents the sum of all unknown system delays which are channel independent. The value of is chosen to center the distribution of at zero. The width of the distribution in is a measure of our understanding of the timing properties of the system.
The data used for the timing measurement are from a single cell selected within the particular layer of the trigger tower under investigation (this selection is carried out by using analog switches located in the shaper). Since the capacitance of all cells in the layer are not identical, we perform a correction to the timing by determining the difference between the capacitance of the selected cell and the average capacitance for all of the cells in the layer sum. This difference in capacitance is multiplied by a calculated derivative to give a first-order timing correction for this effect. The derivative was obtained from the analytical expression for the waveform; it is approximate since it does not contain the shaping effects of either the long trigger cables or the RC filter in the receiver.
The distribution of for the EM Barrel main readout is shown in Fig. 4 . The width of the distribution indicates that the knowledge of the relative timing of the channels using known delays in the system is accurate to about 1.0 ns, before any corrections are applied. Because of the -symmetry of the detector and the large number of channels involved, it is possible to search for correlations in timing errors among the signals which might point to systematic timing errors in the detector. One such correlation which is very clear is that calorimeter cells sharing a common calibration line (i.e., using the same calibration channel) exhibit very similar timing errors. By introducing a timing shift per channel on the calibration board, which is common to all calorimeter modules, (a total of 35 constants compared to 3584 values of ), we obtain a significantly narrower width, with ns. The distribution of the quantity for the L1 path is shown in Fig. 5 . It shows that our knowledge of timing for the L1 path, including the calibration correction is accurate to about 1.9 ns, which arises from the fact that the L1 signals pass through significantly more circuitry than the main readout (layer sum boards, baseplane, TBBs, trigger cables, and receiver) some of which is not well characterized for transit time information. The width becomes narrower ( ns) when applying an extra correction which takes into account small timing differences for each layer, adjusted independently for each trigger tower but required to be the same for all feedthroughs.
After the corrections were applied, the contribution to the timing of the L1 latency due to the calibration path was subtracted, and the differences in time required for the L1 signal to reach its peak for the different layers is determined. From these data the delay constants, in steps of 2.5 ns, required for downloading to the TBB were determined. As a general remark the timing difference between different layers is within the 17.5 ns range as shown in Fig. 6 .
Although the data shown here is from the EM Barrel, the same procedure is used for the EM endcaps, and similar results are obtained.
3) Determination of Receiver Gains: One of the important goals of this analysis is to obtain a set of default gains for the receiver variable gain amplifiers. These amplifiers are the only programmable elements in the chain of amplifiers in the L1 branch, whose combined gain make the conversion from total energy to transverse energy and are used to set the scale to 10 mV/GeV over the entire calorimeter. The conversion from E to is realized in the TBB, nevertheless the adjustable gain in the receiver is required, due to both the attenuation in the long trigger cables and to correct for cumulative small errors in the overall L1 chain. The strategy for the determination of the receiver gain from the commissioning data is simple: we pulse the system with a certain equivalent total energy and measure the amplitude of the L1 signal. Then, the receiver gain is defined as the ratio between the value expected, based on the transverse energy produced, and that found from the digitized L1 signal.
In fact, the receiver gain can be calculated by two different methods:
1) The absolute method: we use the input DAC value and the injection resistance to establish the calibration current, from which is derived the equivalent transverse energy. 2) The relative method: the main readout is used to establish the transverse energy within a constant factor, which can be viewed as the ratio of the two ADC scales, This constant is adjusted so that the two scales agree on average for normal channels (i.e., channels without problems). Problems associated with the generation or distribution of the calibration pulse are avoided through the use of the second method.
The gain for each of the four depth layers in the calorimeter are determined independently, and slightly different values are obtained for different layers. But the receivers adjust the gain for the sum, therefore, we use an average gain value, based on only the front and middle layers, with weights of 20% and 80%, respectively, which is the approximate ratio of pulse heights from the two layers. The gain values include a correction factor for the attenuation of the short trigger cables from the receiver output to the L1Calo hardware. This contribution is of the order of 2.5% in average. A Monte Carlo technique is then used to evaluate the dispersion of the trigger sum, by creating a synthesized sum for each trigger tower and observing fluctuations in this sum for the entire Monte Carlo sample. This is done for electron showers at a range of transverse energies, but each trigger tower is characterized by its dispersion at the peak for the 100 GeV sample. To achieve a better understanding of the fluctuations in the synthesized sum due to differences in the waveforms from the four layers, the dispersion is calculated for each point on the waveform. Fig. 7 shows the dispersion as a function of time, along with the average value of the waveform. Because the four layers have been aligned in time using the TBB delays, the dispersion is at a minimum near the peak of the pulse. Values of dispersion at the peak are typically less than 1%, but values ranging up to 3-4% are seen elsewhere, as shown in the example. The dispersion arises from differences in both the gain and the shape of the waveform in different layers. Fig. 7 . Synthesized waveform for one trigger tower in the EM Barrel shown as filled black circles and the corresponding dispersion calculation using Monte Carlo generated weights for the four layers shown as red empty circles. Fig. 8 . The E ratio per trigger tower for four different intervals. Red (green) curve shows the E ratio as measured before (after) setting the gains on the receivers.
IV. CALIBRATION CONSTANTS: PRECISION AND PERFORMANCE
Once the gains are obtained, we can assess whether other effects are not included in the gain calculation. This can be probed by analyzing the physics data. But first it is important to show that the gains can be set on the VGAs quite accurately.
A. Precision of the Variable Gain Amplifiers
Once the gains are calculated, they are loaded into the VGAs. The precision to which the gains can be set cannot exceed the granularity of the 12-bit DAC. We measure this quantity by re-calculating the ratios: (Main Readout)/ (L1), after setting the gains on the receivers. Fig. 8 shows the ratios before and after setting the gains on the receivers. The distribution of the ratios after setting the gains, Fig. 9 , shows that the gains can be set within 0.5%.
B. Performance Studies Using Physics Data
As discussed above, we use the calibration data to deduce the gains for the receivers so that the correct energy scale is set for the L1 trigger, but these gain values were not loaded into Fig. 9 . The E ratio distribution after the gains are set on the receivers. the receivers when the cosmic ray or beam data were taken. Instead the gains on the EM Barrel receivers were set to unity. To study the performance of the measured gains, we analyze beam data triggered by the L1Calo, where we use the main readout of the LAr calorimeter and the digitized L1 output (5 samples per trigger tower) using the L1Calo digitizers. In this analysis, we used beam data taken on September 10, 2008 where the proton beam was directed at the beam collimators, resulting into what we refer to as "beam splash events". Also, we do not use information from other than the LAr subdetector.
For the main readout, we have written software analysis tools which use the official LAr reconstruction software and run on the "bytestream" files. The energies of cells connected to the same trigger tower are summed and then multiplied by of the particular trigger tower to get the transverse energy ( (Main Readout)). While the L1 transverse energy ( (L1)), is taken to be the number of ADC counts recorded in the third sample, where pedestals are subtracted per trigger tower, and divided by 4.1 which is the ADC count to GeV conversion factor. We require that the maximum of the signal pulse is at the third sample from among the 5 samples taken at the L1. The third sample is the sample at which the L1 was time aligned. This approach of measuring the transverse energy is limited in accuracy, since the timing of the sampling clock is not rigidly related to the particles during the commissioning phase. This feature produces a bias in the amplitude measurement which systematically yields a value of measured L1 lower than the actual peak value.
We also require that the baseline does not fluctuate beyond GeV. Furthermore, the trigger towers are required to have an cut for both the main readout and the L1 to suppress the noise. This cut is usually at three times the noise rms (approximately 0.6 GeV). In fact, Fig. 10 shows that after a 0.5 GeV cut, most of the noise disappears but a peak around 0.42 is left. This peak is what remains from the tail distribution of the noise after the cut. The noise is further suppressed when making a cut at 1.5 GeV corresponding to . Although a low cut is desired, in order to remove completely events triggered by noise, we increase it up to the actual trigger threshold used by L1Calo trigger, i.e., 3 GeV. The distribution of the ratio is expected to peak at unity after all corrections are applied, which include the measured gains discussed in Section III. Fig. 11 shows the ratio distributions. The red filled histogram curve shows the ratio distribution after removing the 4 trigger towers which populate the non-gaussian tail in the distribution. These trigger towers contain faulty energy measurements from the main readout. Furthermore, a veto is applied to suppress the trigger towers where there is missing information from the adjacent cells to a cell with high energy deposit. These entries also contribute to the non-gaussian tails of the ratio distribution. The blue solid line histogram corresponds to the ratio distribution after applying the calculated receiver gains (software correction). The mean of the gaussian fit is near unity as expected, but the width of the gaussian distribution does not improve with respect to the uncorrected case, indicating a potential systematic error in the L1 energy reconstruction as explained above. The 5.1% difference from unity is consistent with the fact that the sampling on the L1 branch is not at the peak, as explained above. Fig. 12 shows the correlation between the (Main Readout) and (L1).
V. CONCLUSION
The receiver system for all calorimeters is installed and commissioned, together with the standalone system, for checking and debugging noise problems. In the same time, this system has the capability to digitize L1 output signals independently of the L1Calo system. In fact, it was used to record calibration data used to obtain the timing shifts for the different electromagnetic layers and the gains for different trigger towers. The timing shifts were shown to be within the specified dynamic range (17.5 ns) and the gains are close to unity after accounting for the reduction in the trigger cable attenuation. Furthermore, we demonstrated that the variable gain amplifiers can be set to a precision of 0.5%, but the actual accuracy of the effective gain is complicated by the fact that we are summing four depth layers with slightly different gains and waveforms. Thus the effective gain for any given shower depends on both the properties of the electronics and the shower profile. A rough measure of the variation in gain is given by the dispersion at the peak of the waveform (0.3-0.4%) shown in Fig. 7 . Values of this quantity vary from 0.2% to 2% in the EM Barrel. Values of the calibration constants (delay and gain values) for the system are confirmed to a limited extent by data from the beam and cosmic ray runs.
APPENDIX TRANSFORMATION FUNCTION
The following calculations are based on the electronics as described in pages 6-9 of [2] . The pulse waveform can be written in frequency space as the product of three factors: (2) in which is the current, is the voltage generated at the preamplifier input, and G(s) is the response function of the shaper, whose RC time constant is : (3) In this expression, for the main readout with shaping and for the linear mixer with RC-CR) shaping in the Level 1 branch. There are additional shaping factors in the L1 branch arising from the distortion in the trigger cables and stages of integration in both the receiver and preprocessor, which can be included in the shaping function for the L1 branch, but as is shown below, this function cancels out in the expression for the transformation function, and thus such details can be ignored. For the same reason, reflections in the cables, which are present in both readouts, can also be ignored.
The functions for the calibration pulse and ionization pulse are different due to the difference in the injection points for the two pulses. This can be easily understood through the use of the Norton Theorem for a series circuit, which provides the input to the preamplifier, represented by a load resistor . The signal current is developed across the electrode, which is modeled as a capacitance , and the calibration current is applied across the series circuit, where and represent the inductance and resistance of the traces on the connectors, motherboard, and electrode.
The Norton equivalent impedance is the same for either source:
(4) and the voltage sensed by the preamplifier is the Norton current multiplied by the parallel combination of and :
Since the calibration current is applied across the circuit, its Norton equivalent current is just equal to the calibration current, whereas the Norton equivalent current for the signal current is the open circuit voltage divided by the total impedance at the preamplifier input. Therefore (6)
In the time domain, the calibration current is an exponential function combined with a step function with fractional amplitude whose typical value is of the order of 0.072 and arises due to the finite DC resistance of the inductor. This quantity is measured for each calibration pulser. Whereas the ionization pulse is a linearly decreasing function of time . In the frequency domain the calibration current becomes (7) and the signal current is (8)
The ratio of the ionization signal voltage to the calibration voltage is given by (9) Note that the shaping function , cancels out in the ratio, and thus the same function can be used for the convolution of the MWF from either readout.
