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SOMMAIRE
McAllister et Roulier (1981) ainsi que Schumaker (1983) out propose des algorithmes
d'interpolation par des splines quadratiques qui preservent la forme des donnees (c'est-
a-dire la convexite et la monotonie des donnees).
L'algorithme de McAllister et Roulier est une approche geometrique, tandis que celui
de Schumaker est une approche analytique qui preserve la convexite des donnees et fait
appel, au besoin, a son algorithme interactif pour preserver la monotonie.
DeVore et Yan (1986) out fait une analyse de la convergence de ces algorithmes, et out
presente deux famous d'ameliorer 1'ordre de convergence.
De plus, Lahtinen (1990) a ameliore la methode de Schumaker pour preserver la mono-
tonie des donnees sans avoir recours a 1'algorithme inter actif.
Plus tard, Iqbal (1992) a montre que pour une technique particuliere d'estimation des
pentes, les deux methodes precedentes sont identiques, et que dans ce cas, 1'algorithme de
Schumaker genere automatiquement des fonctions interpolantes qui preservent la forme
des donnees.
Dans ce memoire, on presente, analyse et compare les resultats des etudes deja faites,
visant a trouver la solution du probleme d'interpolation qui repond aux exigences fixees.
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INTRODUCTION
En conception assistee par ordinateur, en infographie et dans d'autres domaines scienti-
fiques, Ie probleme de construire une courbe lisse qui passe par des points donnes a ete
pose a plusieurs reprises, et une technique frequemment utilisee est 1'interpolation par
une spline cubique. Cependant, les splines cubiques produisent parfois des oscillations
indesirables qui rendent la courbe visuellement non-plaisante.
De meme, souvent dans les experiences physiques, les donnees out des formes particu-
lieres, telles que la monotonie et/ou la convexite, et on voudrait decrire une fonction
interpolante qui preserve ces formes. Les algorithmes qui preservent la forme des don-
nees sont typiquement bases sur des algorithmes d'interpolation par des splines. Ces
deux types d'algorithmes introduisent des noeuds additionnels et/ou modifient les pentes
prescrites afin de preserve! la forme requise.
De Boor ([5], 1978) a propose un algorithme r-spline qui preserve la convexite des don-
nees en inserant au plus un point additionnel entre chaque paire de points donnes, mais la
monotonie n'est pas garantie. Fritsch et Carlson ([9], 1980) out decrit un algorithme ou la
spline cubique, fonction d'interpolation initiale, est modifiee en changeant les valeurs des
derivees de cette fonction pour produire une spline cubique, fonction d'interpolation mo-
notone. Costantini ([4], 1988) a developpe la methode de Fritsch et Carlson pour inclure
des fonctions d'interpolation de degre arbitraire, et a propose une nouvelle technique pour
Pestimation des pentes. Les methodes de Beatson et Wolkowicz ([2], 1989) ainsi que celle
de Yan ([19], 1987) preservent la monotonie des donnees et representent une alternative
pour la methode de Fritsch et Carlson. Les valeurs des derivees ne sont pas modifiees. En
effet, quand les valeurs des derivees n'assurent pas la monotonie sur un sous-intervalle,
au lieu de changer les pentes, des nceuds additionnels sont inseres dans ce sous-intervalle.
McAllister et Roulier ([15] [16], 1981) ont propose un algorithme ou, pour preserver la
monotonie et/ou la convexite des donnees, Ie choix des pentes et des noeuds est base sur
des arguments geometriques. Le polynome quadratique (3 -par morceaux qui en resulte
est construit a partir des polynomes de Bernstein [14]. Schumaker ([17], 1983) a presente
un algorithme, utilisant des polynomes quadratiques C -par morceaux, qui preserve la
convexite en ajoutant un seul noeud, quand c'est necessaire, dans chaque sous-intervalle
de donnees. II fait appel au besoin a son algorithme interactif pour preserver la monotonie.
Ce dernier algorithme permet a son utilisateur de modifier la fonction interpolante en
changeant les pentes et/ou 1'emplacement des noeuds. Lahtinen ([12], 1990) a ameliore
la methode de Schumaker pour preserver la monotonie des donnees sans avoir recours a
Palgorithme interactif. Iqbal ([10], 1992) a presente une comparaison de 1'algorithme de
McAllister et Roulier avec celui de Schumaker. II a montre que pour un choix particulier
des pentes, ces deux algorithmes sont similaires. De plus, quand les donnees sont convexes,
Frey ([8], 1985) a ameliore les pentes de fagon iterative afin de produire des courbes
visiblement plus plaisantes. Pour les calculs d'erreurs, DeVore et Yan ([6], 1986) out
presente une analyse de la convergence des splines quadratiques qui preservent la forme
des donnees.
Dans ce memoire, on s'interesse en particulier aux splines quadratiques interpolantes
qui preservent la forme des donnees. Toutes les methodes et tous les algorithmes sont
presentes dans une notation commune.
L organisation du memoire est la suivante. La premiere partie est un apergu sur les etudes
et les algorithmes deja faits; des remarques sont ensuite exposees. Dans Ie deuxieme cha-
pitre, on presente 1'algorithme de McAllister et Roulier; puis dans Ie troisieme chapitre,
Palgorithme de Schumaker. Ensuite les modifications faites par Lahtinen et Iqbal a cet
algorithme sont presentees au quatrieme chapitre. Enfin dans Ie cinquieme chapitre, on




Dans ce memoire, on s'interesse a la solution du probleme d'interpolation suivant:
On se donne
• une subdivision {xi; 0 < i < n} de Pintervalle [a, b] de R, telle que:
a=xo<...<Xi<...<Xn=bo\in^^ ;
• une suite de points {(xi^yi)}^ ou les yi sont des valeurs donnees ou proviennent
d'une fonction / : [a, b] —— > R avec yi = f(xi).
On cherche alors une fonction reguliere p telle que
p(xi) =yi, z= 0,1,... ,n. (1.1)
En d autres termes, il faut trouver une courbe lisse qui passe par tous les points (rc^,^),
i = 0,1,... , n. II y a plusieurs methodes pour resoudre ce probleme. Une des plus connues
est celle du polynome d'interpolation de Lagrange. Cependant dans ce memoire, on s'in-
teresse seulement aux methodes qui preservent la forme des donnees, dans Ie sens ou,
dans les intervalles ou les donnees sont monotones croissantes ou decroissantes, p doit
avoir les memes proprietes. De fagon similaire, dans les inter valles ou les donnees sont
convexes ou concaves, p doit 1'etre aussi.
1.2 Notations et definitions
On note par:
• Ii Ie i-eme intervalle de la subdivision
Ii = [xi_^,Xi], %=!,... ,n, (1.2)




2^ 1 ~h 2^i
~2 2
• 61 la pente de la corde reliant les points (a^-i, yz-i) et (xi, yi)
1 y%—i
^=^ '—, %=l,...,n, (1.^
i JJi—l
Definition 1.2.1 Les donnees {(a^,^)}?=o son^ dites:
• croissantes si 81 > 0, % = 1,... , n,
• convexes si 6i > ^_i, i = 2,... , n,
et si les inegalites sont strictes on dit que les donnees sont strictement croissantes ou
strictement convexes selon Ie cas.
Elles sont dites:
• decroissantes si 61 < 0, % = 1,... , n,
• concaves si 6i < <^_i, i == 2,... , n,
et de meme si les inegalites sont strictes on dit que les donnees sont strictement decrois-
santes ou strictement concaves selon Ie cas.
Exemple 1.2.2 La Figure 1.1 presente I'exemple donne par Akima [I], ou les xi et yi
sont donnes dans Ie tableau suivant




































Figure 1.1 - Exemple (TAkima
Remarque 1.2.3
1. Dans I'exemple cTAkima, les donnees sont croissantes. De plus elles sont strictement
croissantes sur I'intervalle [8,15]. Aussi, les donnees sont convexes sur I'intervalle
[0,12], strictement convexes sur [12,15] et strictement concaves sur [11,14].
2. Le polynome d'interpolation de Lagrange est un exemple de fonction qui interpole
les donnees sans resoudre Ie probleme, puisque ce polynome ne respecte pas la forme
des donnees (voir la Figure 1.2).
II existe differentes methodes, basees sur 1'interpolation par des splines, qui preservent
la forme des donnees. A cette fin, ces methodes introduisent des noeuds additionnels
ou modifient les pentes prescrites. Dans ce memoire, on s'interesse en particulier aux
methodes qui utilisent des splines quadratiques.
Figure 1.2 - Polynome d'interpolation de Lagrange
1.3 Splines quadratiques
Soit a= XQ < x\ < ... < Xn =b une partition de [a, b]. Une spline quadratique p est une
fonction p € C [a, b] telle que la restriction de p sur chaque sous-intervalle [x^^^x^ est
un polynome de degre < 2 (voir [7] [18]). Les points {xi}^ sont appeles noeuds.
1.4 Probleme cTinterpolation d'Hermite
Soient di les valeurs des derivees aux points (xi, ^),% = 0,1,... , n. Le probleme d'inter-
polation d'Hermite consiste a trouver une fonction p G Cl [a, b] telle que:
p(xi)=yi, p'(xi)=di, i= 0,1,... ,TI. (1.5)
Definition 1.4.1 Soitp une solution du probleme d'interpolation d'Hermite. On dit que
p preserve
(i) la monotonie : si p est croissante sur les intervalles ou les donnees sont croissantes,
et decroissante sur les intervalles ou les donnees sont decroiss antes,
(ii) la convexite: si p' est croissante sur les intervalles ou les donnees sont convexes, et
decroissante sur les intervalles ou les donnees sont concaves,
(iii) la forme des donnees : si p preserve a la fois la monotonie et la convexite.
Remarque 1.4.2
1. Pour que lafonction d'interpolation p preserve la monotonie sur Vintervalle [r^_i, xi},
p'{x) doit avoir Ie meme signe que 61.
2. Souvent dans ce memoire, on notera par I Ie i-eme intervalle Ii = [xi-\,Xj\.
1.5 Enonce du Probleme
Le probleme consiste a trouver une spline quadratique, solution du probleme d'interpola-
tion d'Hermite (1.5), avec au plus un noeud supplementaire ^ dans chaque sous-intervalle
\^i— 1; ^zL) % :::::: -I-;-- • ; IT"
La spline depend du choix des pentes di, i == 1,... ,n et des noeuds additionnels. Le
but est de savoir comment choisir ces pentes et ou placer les noeuds pour que la spline
interpolante preserve la forme des donnees.
CHAPITRE 2
ALGORITHME DE McALLISTER ET
ROULIER
En 1981, McAllister et Roulier [15] [16] ont propose un algorithme qui produit une fonction
d'interpolation locale, une spline quadratique continuement differentiable qui preserve
la forme des donnees, en inserant au plus deux nceuds entre chaque paire de donnees
adjacentes. La selection des pentes et des noeuds est basee sur les arguments geometriques
decrits ci-apres et la spline quadratique est construite en utilisant les polynomes de
Bernstein [14].
2.1 Polynomes de Bernstein
Soient 5' = (a^_i,^_i) et T = {xi,yi) deux points donnes. Notons par I 1'intervalle
Ii = a^_i, Xi] et soit U = (ui, 1^2) un point arbitraire tel que :
^_ ^ ] *^/^
ui="t-^' ~l =^-i- (2-1)
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Soit g la spline de degre un qui passe par les points S, U et T. Elle verifie
g(xi_i) = yi^, g(u^) = U2, g(xi) = yi (2.2)
et






si x e |^_i,'uij,
(2.3)
Sl x G [u^Xi\,
X{ U~\_ X{ 2'z—l
en utilisant les derivees a droite ou a gauche aux extremites selon Ie cas.
Soit B^(g) Ie polynome de Bernstein de degre deux associe a g sur 1'intervalle I qu'on





Figure 2.1 - Polynomes de Bernstein
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B^U,T)(x) = B,(g)(x)
= 9(x.-i) ( ^xi-^- } + 2g(ui) ( ^-^} ( x-^
•i •^i—l / \ -^i ^i—l / \ -^i -(^—:
X — Xi-\+^) [^~^~
z ^z—
\2[g(xi^)(xi - x)'z + '2g(ui)(x - Xi^)(x, - x)
x^ — x^—\
+g(xi)(x - x^)2]. (2.4)
Proposition 2.1.1 Les polynomes de Bernstein ont les proprietes suivantes
(1) B^(g)(xi^) = ?/,_i et B^(g){xi) = y,,
)//_\/^ \ „//„ \ '"2—^-1 ^U2—yi-lB'^g)(xi^) = g'(xi_i) = -^ — ^-— = 2 -^—a—— et
^_j^ <^'% *^/'l—1
)//^\/^ _ ^1^\ _ yi~u~2 __ o ?/z-^2B'2(9)(xi) = g'{xi) = ^—^ = 2
x^ ~~ u\ x^ x^—\
(3) si g est monotone sur I, alors B^(g) est monotone sur I,
(^) si g est convexe (concave) sur I, alors B^(g) est convexe (concave) sur I.
Demonstration La propriete (1) est immediate a partir de (2.4) et (2.2). Pour montrer
les proprietes (2) et (3), il suffit de remarquer que
B,(S,U,T)(x) = (^-^-} ff'(^-i) + ( ^=L} 9'(x,) (2.5)
^i 2yz—l 7 \^t 2/t—l
en utilisant (2.4) et (2.3). Finalement, comme
B'^S, U, T)(x) = —L— (g'(x.) - g'(x^)) (2.6)
i •Lli—l
on en deduit la propriete (4). •
Remarque 2.1.2 B^(g) preserve la forme de g et B^(g) est continuement derivable sur
I, alors que g ne lest pas. En utilisant cette propriete, on construit une spline g de
degre un sur I, de pentes c^_i en S et di en T, et telle que I'intervalle I puisse etre
partitionne en sous-intervalles de fagon a ce que Ie polynome quadratique par morceaux
p, satisfaisant p = B^(g) sur chaque sous-intervalle, soit une spline quadratique, c'est-a-
dire p C C [a^_i,a^].
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2.2 Methode de McAllister et Roulier
Soient S = (rz;t_i,^_i) et T = (x^yi) deux points donnes decroissants ayant les pentes
d^_i et di respectivement. Soit K 1'ensemble des points
n = {(x, y): Xi_i <x <Xi et ^ <y < yi-i} - {S, T}. (2.7)
Notons par M Ie segment de droite d extremites
F = (^-j,^-i) et G = [xi-^Vi) . (2.8)
Soient Li_\ la droite passant par S de pente ^_i, et Li la droite passant par T de pente
di. Si ces deux droites ont un point d'intersection, ce point sera note Z = (^i, ^2)- Notons
par A Ie point de coordonnees (a^_i,^) et par B Ie point de coordonnees (a^,^_i),
de fa^on a ce que 1'ensemble 7i puisse etre represente par Ie rectangle ASBT (voir la
Figure 2.2). Pour les troisieme et quatrieme cas, on notera C = (01,02), respectivement
S F B
Figure 2.2 - Methode de McAllister et Roulier: Definitions
N = (711,712), Ie point d'intersection de la droite 2^_i, respectivement Li, et la frontiere
de 1 ensemble 7i.
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McAllister et Roulier out distingue quatre cas qui peuvent survenir generalement. Ce-
pendant ils out montre qu'on pouvait se limiter aux deux premiers cas pour un choix
particulier des pentes.
2.2.1 Premier cas













A 1 L\ C Wi
Figure 2.3 - Methode de M^cAllister et Roulier: 1VL cas
L'algorithme insere un noeud additionnel en x = ^ =2^1, ou
^ — di-i /„ „ ^ __ , di — Si
^ = Zi =Xi - -j — :J—(Xi - 3;,_i) = rz;,_i + ——T—(^ - r^-i) (2.9)
di — di-i '^i ~ u-z—1
Prenons





On definit rji = -L(i^), ou L est la droite passant par V et T4/. La spline quadratique p est





•^ ^ K»5 ^•'l.
^ [?/,_! (^ - X)2 + 2^2 (X - r^_i)
~,i ~ xi—l
x(^-x)+rji(x-Xi^)2], x e [xi-i^i]
\ l . 7' \o '" , " -'/' b ' -' "^ ^--
^[r]i(xi - x)2 + 2^2(2; - ^)
xi ~ {si.
x(xi - x) + yi(x - ^)2], x<E[^Xi]
Proposition 2.2.1 La pente au noeud additionnel est egale d celle de la corde reliant les
deux points S et T : p'(zi) = ^.
Demonstration La pente au point z\ est egale a celle de la droite L, or
W2-V2
[X] = V2 + ——~-[X - Vi),
Wl-'Ui
ou V = (z'i,z'2) et W = (wi,^) sont donnees par les equations (2.10) et (2.11):
vi = j(a;,-i + ^), V-2 = ?/,_i + ^-l('Ui - a;,_i) = ?/,_i + j^-i(^ - rc^i),
Wi = jte + Xi), W2 = Vi+rf^Wi - a;,) = ^ + j^te - Xi).
W2-V2 = Vi - Vi-i + ^di(^i - Xi) - J^_i(^-rc,_i)
= Vi - Vi-1 - ^di(xi - Xi^) + ^(di - ^-i)(^ - rz;z_i)
Wl-^1 = ^{Xi-Xi^)
La pente de la droite L est alors donnee par :
W2-V2 ^, ^ , (di-di^)(^-Xi_i)
'i ~ u'i ~T —;Wl - V^ Xi- X^i
et en remplagant ^ par (2.9), on obtient Ie resultat. •
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2.2.2 Deuxieme cas
Dans ce cas, on distingue trois situations difFerentes:
(1) d,_i > 0 et di > 0,
(2) di-idi < 0 et Ie point Z est tel que z\ ^]2^-i, Xi[,
(3) Z^_i et Li n'ont pas d'intersection dans 7^, mais par contre les deux droites coupent
Ie segment M dans K.
Figure 2.4 - Methode de McAllister et Roulier : 2yuly cas
Cette derniere situation est representee par la Figure 2.4. On introduit un seul noeud
additionnel
^ = ^-1 (2.13)
et on definit les points V, W, U et la spline quadratique p comme dans Ie cas precedent.
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2.2.3 Troisieme cas
C'est Ie cas ou une seule des droites 7^_i et Li intersecte Ie segment M dans K. Sans
perte de generalite, on suppose que c'est la droite Z^_i qui coupe Ie segment M.














































A ^ F C k^ u^ w^ T H
Figure 2.5 - Methode de McAllister et Roulier: 3ymy cas
(1) Soit H Ie point de la droite qui passe par A et T, et tel que C soit Ie milieu du
segment [A, H]. On definit L\_^ la droite qui passe par S et H.
(2) Soit J Ie point de la droite qui passe par B et S, et tel que N soit Ie milieu du
segment [B, J]. On definit L\ la droite qui passe par T et J (voir la Figure 2.5).
Soit K = (A;i, k'i) Ie point d'intersection des droites L\_^ et L\. On introduit un seul noeud
additionnel U d'abscisse
A;i + Xi
^1 == ^t (2.14)
et on definit les points V, W, U et la spline quadratique p comme dans les deux cas




Dans ce cas, aucune des droites 7^_i et Li n'intersecte Ie segment M dans K (voir la
Figure 2.6).























A v^ u^ C F u\ w^ T
Figure 2.6 - Methode de M^cAllister et Roulier : 4ymy cas
C'est Ie seul cas qui necessite 1'ajout de deux noeuds dans Pintervalle j^-i,^^:
^1 = ^l
ci + rc,_i
et Ul = Ci=
n\ + X{
2 --„,,. ^
ou Ci et n\ sont les abscisses des points C et N respectivement. Posons
'^-1+^Z T fXi^+^i
V = (V1,V2) = | ^~\' "" , L,_i
'I ~T St r / ^2. I St
.5^2; — \ —^—;^z
On definit r]i = L(^i) et ^ = -L(Ci), ou L est la droite qui passe par V et W. La spline
quadratique p est definie sur [a^-i,^] en utilisant les deux nceuds supplementaires U =
te;7?z) et ^/ = (Ci;^)- Par consequent, la spline quadratique p est partitionnee en trois
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sections de polynomes quadratiques. Par construction, la section du milieu correspond a
un polynome de Bernstein lineaire, qui est une droite (voir la Figure 2.6). Comme dans
Ie troisieme cas, la spline quadratique doit changer de convexite sur 1'intervalle [rCi-i, Xi].
Remarque 2.2.2
1. Le premier cas peut etre exprime analytiquement par V expression suivante:
(c^_i — 6i)(di — 8i) < 0, qui correspond au premier cas de la methode de Schumaker
qui va etre presentee dans Ie prochain chapitre.
2. Le noeud additionnel ^ n'est pas uniquement determine. En effet, ^ peut etre choisi
n'importe ou dans ]a^_i,^] ou dans [^Xi[ enfonction du signe de |^_i—^|—|^—^|.
On verra ce point plus en detail au Lemme 3.3.6 du prochain chapitre.
3. Les trois derniers cas peuvent etre regroupes sous I expression analytique suivante:
(di^—6i)(di—6i) > 0, qui correspond au deuxieme cas de la methode de Schumaker.
4. Dans les deuxieme et troisieme cas, Ie noeud additionnel ^ n'est pas uniquement
determine. En effet, ^ peut etre choisi n'importe ou dans I'intervalle ]xi_^,Xi[.
Toutefois, on risque de perdre la monotonie des donnees.
5. Dans Ie quatrieme cas, on peut se contenter d aj outer un seul noeud dans I'intervalle
]xi-]_,Xi[, mais on risque de perdre la monotonie de la spline (voir la Figure 2.7).
A v^ u, C F HI D'] W( T






















(b) Avec un seul noeud
Figure 2.7 - Illustration de I'interet d'avoir deux noeuds
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2.3 Le choix des pentes
McAllister et Roulier [15] ont decrit une technique locale pour assigner les pentes aux
donnees. Les pentes sont calculees de fagon a se limiter aux deux premiers cas. Ainsi la
spline quadratique resultante p aura exactement un noeud additionnel insere entre chaque
paire de donnees et preservera localement la monotonie et/ou la convexite des donnees.
Le calcul de la pente en un point interieur depend de ses deux points avoisinants, tandis
qu'aux extremites (2:05 Vo) et (xn, Vn), Ie calcul de la pente depend des deux points qui Ie
succedent immediatement (ou qui Ie precedent).
Ainsi, aux points internes (x^y^i = 1,... , n — 1, si ^^+1 < 0, on prend di = 0. Sinon,
lorsque |^| > |^+i| > 0, on prolonge la ligne de pente ^ qui passe par (xi.yi) jusqu'a ce




di = yi+l~yi. (2.1
^
D'autre part, lorsque 0 < |^ < ^+1 , on fait Pinverse de la procedure precedente en
prolongeant la ligne de pente J^+i passant par S = (xi, yi) jusqu'a ce qu'elle intersecte la




di = yi~ yi:1 • (2.18)
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Supposons maintenant que la pente dn-i ait ete determinee. Au point extreme (xn.Vn)
la pente dn est calculee comme suit:
(i) St Sn-lSn < 0, on pose
dn = 2J,; (2.19)
(ii) dans Ie cas contraire, on consider e
x=x,_^ (2.20)
on calcule




Finalement si d6n < 0, alors on prend dn = 0, sinon on prend dn = d.
Ce qu'on peut resumer par
dn=[°\ . Sl^^-d^^O, ^^
vn - I 26n - dn_^ sinon.
Note Si dn-i est calculee en utilisant (2.15) et (2.16), alors d8n > 0 et dn = d.
Le calcul de la pente do au point (rz;o; Vo) se fait de fa^on similaire
^={°. . IT1-'1^0' (2.24)
)i — rfi, sinon.
Proposition 2.3.1 En adoptant ce choix de pentes, on obtient toujours Ie premier ou Ie
second cas de la section precedente.
Demonstration Soit 7^ Ie rectangle determine par les points (a^_i,^_i) et (a^,^),
i = 1,... ,n. L objectif est de montrer que la droite de pente di qui passe par Ie point
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(xi, Vi) intersecte les segments medians des deux rectangles avoisinants Ki et 7^+i. Dans
Ie cas des points extremes (i = 0 ou % = n), on montre ce resultat pour Ie rectangle
interieur seulement.
Premierement, dans Ie cas ou di = 0,1'assertion est triviale puisque la droite de pente nulle
passant par (xi, yi) forme une frontiere horizontale avec chacun des rectangles avoisinants,
et par suite, intersecte Ie segment median de chaque rectangle. Done il suffit de considerer
les cas ou di ^ 0.
Considerons Ie cas d'un point interieur (rc^,^), avec di > 0 et 0 < (^+i < ^ (pour les
autres cas, on retrouve les memes resultats de faQon similaire).
Dans ce cas, (x, yi+i) est Ie point d'intersection de la droite de pente 6i passant par Ie
point (xi^yi) ei la droite horizontale passant par Ie point (a;^i,^+i). L'equation de la





Vi+1 ~ Vi „ , ^i+1
x =Xi-}-:—— =Xi+—{Xi+-t-Xi) (2.1
ou 0 < -^z± < 1 par hypothese. Aussi x est donne par
^
x + rc^+i re, + Xi+i ^ ^+1 - ?/,
x = 2=22^~
Xi + rc,+i ^ 1 ^+i
2 ' 2 6,
d'ou on tire
Xi -)- 2't-i-l
(xi+i - x,) (2.27)
<x<Xi+^. (2.28)
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En utilisant (2.27) on a egalement
et puisque
on obtient
Xi + a^+i , ^+1 - yi
x-x, = ^+ 2J, ~xi
Xi+i — xi ^ yi+]_ — yi
~2— + ""15, " ^
d. = 2/i+1 - ? > 0,
i=l(i+^)- (2-30)
li Z \0i 0,+i^
A partir des hypotheses faites sur ^ et ^+1 on peut immediatement obtenir
^+i < di < 2J,+i (2.31)
et
0 < d, <6i (2.32)
La premiere inegalite (2.31) implique que la droite Li de pente di passant par (x^yi)
intersecte Ie segment median du rectangle ^+1. La seconde inegalite (2.32) implique que
Li intersecte Ie segment median de Tii.
En effet, 1'equation de la droite passant par (xi, yi) ayant la pente di est donnee par:
y -yi= di{x - Xi) (2.33)
Soit y Pordonnee au point x^i
y = yi + di ( rc^i - re,
= yi+d,x^-x^, (2.34)
et ainsi de (2.31)
^i+1 ^i
Vi < y < yi+ ^i+\ —^ — '- = yi+i-
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Done (x^i,y) est Ie point d'intersection de la droite Li et du segment median de T^+i.
D'autre part, soit y Pordonnee au point x^_i
y = yi-\-di |^_i -Xi
Xi—l — Xi
Vi+di——, (2.^
et done, d'apres (2.32)
Vi-l+Vi ^ „. , , ^-1 -Xi ^ ^
?/,_! < ^ < 2/z + 6, —^ — ~- <y <yi
Done (x^_i,y) est Ie point d'intersection de la droite Li et du segment median de ^.
Analysons maintenant Ie cas de 1'extremite {xn, yn) avec la pente dn > 0. Ou bien dn est
donnee par (2.19), ou bien dn,x et y sont donnees par (2.22), (2.20) et (2.21).
Dans Ie premier cas, la droite Ln de pente dn passant par (xn,yn) intersecte la ligne
mediane du rectangle 'R.n-i- En efFet, 1'equation de Ln est donnee par:
y-Vn = d^ (x- Xn) = 26n (X - Xn) (2.36)
done pour x = x i, on a ^ = ^/n-i, d'ou (2; i,yn-i) est Ie point d'intersection de la






A partir de cette derniere equation, on peut facilement verifier que Ie point (x,y) ap-
partient a la droite Ln. C'est aussi Ie point ou la droite Ln-\ de pente rin-i passant
par {xn-i,yn-i) intersecte Ie segment median du rectangle Tin (d'apres (2.20) et (2.21)).
Done Ln aussi intersecte Ie segment median.
De fa^on similaire, on peut montrer que la droite LQ de pente do passant par Ie point
extreme (xQ^yo) intersecte Ie segment median du rectangle T^i. •
24
Remarque 2.3.2
1. La pente di donnee par I' 'equation (2.30) est la moyenne harmonique de 6i et ^4-1.
2. En 1980, Butland [3] a ete Ie premier a utiliser cette moyenne dans V estimation
des pentes. C'est la raison pour laquelle la moyenne harmonique est souvent appelee
pente de Butland.
3. DeVore et Yan [6] ont remarque que les pentes donnees par McAllister et Rou-
Her, en utilisant des constructions geometriques compliquees, pouvaient avoir une
description plus simple a I'aide des moyennes harmoniques. Ceci a ete demontre
explicitement par Iqbal [10].
2.4 L'algorithme
Dans cette section la notation [6, {x, y)} represente la droite de pente 8 passant par Ie
point (x, y)
l^{x,y)]={(^r])\r]=y+6^-x)}
1. Calcul des pentes :
Pour les points internes, ou %=!,... ,n—1:
o Si ^^4-1 < 0, alors di = 0.
o Sinon,
- Si|^|>|^+i|>0,
. On calcule (^,^+1) = [^, (^,^)] n [0, (3;,+i,^+i)],
X + 2^-1-1
x = —^—,
. On calcule d, = yi+l ~ yi.
- Si0< |J,|<|^+i|,
. On calcule (^,^-1) = [^+1, (^,2/i)] 0 [0, (a;,_i,^_i)],
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a;,_i + x
x = - —,
Vi Vi—l^ == ———
^
Au point extreme (xn, yn) :





























. Si d6-^ < 0, alors do = 0,
. Sinon do == d.
2. Calcul des noeuds et des coefRcients
Voir la premiere annexe.
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2.5 Conclusion
1. La methode de McAllister et Roulier est une methode "locale". Pour illustrer ceci,
la pente au point (11,15) de Pexemple d'Akima est remplacee par —1. La spline
resultante est representee a la Figure 2.8b. On remarque que les deux courbes sont




















Figure 2.8 - Illustration du caractere local de la methode
2. L'algorithme presente un phenomene pathologique dans Ie sens ou un petit chan-
gement des pentes peut causer une variation radicale dans la spline resultante. On
est face a une telle instabilite lorsque la pente di au point (xi, yi) est presque egale
a la pente ^ (ou ^+1). Par exemple:
Soient
(^_i,?/,_i) = (0,1), (xi.yi) = (1,2), d,_i=0.0, di = 1.05,
alors Si = 1. Ainsi 1'algorithme genere Ie premier cas, qui produit la spline donnee a
la Figure 2.9a. Cependant, si di est modifiee a 0.95, I'algorithme genere Ie deuxieme
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(a) Gas ^=1.05 (b) Gas ^=0.95
Figure 2.9 - Illustration du phenomene pathologique
Le probleme ici est du au fait que Ie signe de di — 6i determine la presence ou non
d'un point d'inflexion sur [rc^-i, Xi\. Tout algorithme local qui preserve la monotonie
et la convexite doit faire face a ce probleme.
Pour remedier a ce probleme, McAllister et Roulier [16] ont introduit dans leur
algorithme, une constante de tolerance e, qui permet de choisir Ie deuxieme cas au





En 1983, Schumaker [17] a decrit une methode assez simple qui preserve la forme des
donnees, 11 construit la fonction interpolante comme une fonction quadratique de classe C
ou les noeuds sont les donnees XQ, ... , Xn, avec au plus un noeud additionnel sur chaque
sous-intervalle [a^_i, Xi], ou % = 1, ... ,n.
Les noeuds additionnels sont inseres sous certaines conditions, de fa^on a ce que la spline
resultante preserve la forme des donnees, et avec une certaine liberte pour choisir ou les
placer exactement.
La methode est basee sur un nombre de lemmes qui caracterisent la solution du probleme
d'interpolation d'Hermite (1.5).
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3.2 Gas d,_i + d, = 25,
Dans ce cas, les lemmes demontres par Schumaker [17] nous permettent de caracteriser
la solution du probleme d'interpolation d'Hermite (1.5).
3.2.1 Existence de la solution
Lemme 3.2.1 II existe un polynome de second degre solution du probleme d interpolation
d'Hermite (1.5) sur [^-i,^] si et seulement si c^_i + di = 2^. Dans ce cas Ie polynome
s'ecrit sous la forme
[i ai—l [^x ~ xi—l
(x) = ?/,_i + 4_i(a; - a;z_i) + -^—~-^ ^- — ^—±—, x G [x^Xi\ (3.:
Xi 3^—1
Demonstration On construit p tel que p(r^_i) = ^-i, p/(rc^_i) = ^_i et p(a;t) = yi
en utilisant
p(x) = ^_i^_i(a;) + ^_i^_i(a;) + yiHi(x)
ou
'i -^ | ., , ^ -t/z—l
H^{x) = _^iL w |1+
'i •Li—l I t/yi •^t—1
possedent les proprietes suivantes
,H^(x) = (x ~x"l}^l~x) et H.(x) = (X~X^Y,
(x, - rz;,_i)2X{ 2^—1
Hj(xk) = 6jk, H',(xi-^) = 0,
Hi_,(x,)=0, H^(x^)==l,
OVL j = i — 1, % et k = i — 1, %.
On verifie alors directement (3.1) et p'(xi) = di
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3.2.2 Monotonie et convexite
Lemme 3.2.2 Si c^_i+^- = 2^, alors I'unique polynome quadratique p sur [xi-i^Xi] est
monotone si et seulement si c^_i et di sont de meme signe. De plus p est convexe (resp.
concave) sur [a^_i,a^] si di > ^_i (resp. di < d{-\).
Demonstration On a
//__\ 7 i u"i u/z—l
p'[x} = ri,_i + ——— [x - 2;,_i), X G [Xi-^Xi\
X^ X 'i—'Y
•z "° , , ^ utyt—
^_i + —— di
X^ ,K{—\ X^ 3/^_^
done
p'(x) > 0, V:r G [3;,_i,2;t] si et seulement si ^,^_i > 0
et
p'(x) < 0, Vrc G [rz;t_i,a^] si et seulement si c^,c^_i < 0
ce qui prouve I5 assertion de la monotonie.
D'autre part, on a
II f\ ujl ujl—
p"^)=— — ——, x e [x^z,xi\
'i •Li—l
done
p (x) > 0 Vrc C [xi-]_,Xi] si et seulement si di > c^_i
et
p (x) < 0 \/x € [3^-1,^] si et seulement si di < ri^_i
ce qui prouve Passertion de la convexite. •
Remarque 3.2.3 Notons que si c^_i + di = 2^, les droites
y = ^_i+^_i(a;-a;,_i)
y = yi+di(x-Xi)
sont confondues si <^_i = di. Dans Ie cas contraire, les droites se rencontrent en x = rc,-_i.
2
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Par consequent, Ie polynome de second degre, solution du probleme d'interpolation d'Her-
mite, donne par (3.1) au Lemme 3.2.1 coincide avec Ie polynome de Bernstein de degre
deux donne par la Proposition 2.1.1.
3.3 Gas d,_i + d, -=/=- 28,
Dans ce cas, en ajoutant un noeud intermediaire, il est possible de determiner une spline
quadratique solution du probleme d'interpolation d'Hermite.
3.3.1 Existence de la solution
Lemme 3.3.1 Lorsque ^_i + di ^ 26i, en ajoutant un noeud additionnel ^ E]xi-i,Xi [,





A^+B^(x-Xi^)+Ci(x-Xi^)2, x G [xi-i^i]
A^B^x-^-}-C^x-^)\
Ai=^_i, Bi=4_i, C"i=
X fc \^,i^ X^
bi — U,i-\
2o/
A-2 = yi-i + di-^a +
(d, - di_^)a ^ ^ ^ di-di
2 ' ^z - ^' ^-" - 2/3
di = P'(Si) = 2^ - [c^-i + (1 - a;)cy










Demonstration En utilisant Ie Lemme 3.2.1 avec un noeud intermediaire ^, nous
avons sur [rc^i,^]
p{x) = AI +Bi(a; - ^_i) + C'i(rc - ^-i)2
avec
di — c^_i
Ai=7/,_i, Bi=^_i, C'i =
',i ~ xi—l.
et
ri,_i + d, = 25° = 2 ^
;0 _ o Pte) - P(xi-l)
~,i ^i—1
Done p est telle que
p(xi^) = ^_i, p/(^_i) = rf,_i,
?(?.)= pfe), p'(6)=4
De meme, sur [^,^z] on a
p(x) = AZ + B2(a; - &) + C^ - ?,)2
avec
A2 = pte) = Ai + Bi(^ - rz;,_i) + Cite - rz;,_i)2,




,1 _ pP(^) - Pte)
li -f- (li = ZO^ =
•^i ^,i
Done p est telle que
Pte) =?te), P'te) =^z,
p(xi) =p(xi), p'(xi)=di.
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II reste a choisir di de telle sorte que p(xi) = yi. Ainsi
Vi = P(Xi) =A2+^2(^-^)+C2(^-^)2








di + rfi-i ^ ^ , di -{- di






= 28, - [cudi^ + (1 - a})di]
\i ^i—1 , -i ^i ^,i
UJ = -^ —— et 1 — uj =
i Az—l >^i ^i—l
Finalement, pour un ^ fixe, di est uniquement determinee par ^_i,7/^^_i et ^, d'ou
Punicite de la solution. •
3.3.2 Monotonie
Schumaker [17] a presente les resultats suivants sur la forme de la fonction interpolante.
Lemme 3.3.2 p est monotone sur a^_i,a^] 5% et seulement si c^_i, di et di sont de
meme signe.
De plus, comme di = 2^ — [a;c^_i + (1 — cj)di], lorsque
di-i, di > 0 il faut et il suffit que ujdi_^ + (1 — u)~)di < 2^





',i X , 7 ^ ^t—1
H-l^. —-— f Ui-^ —-_ —,




^ ^ l^t5 ^/tJ-
(3.6)
'Z /- I U'Z /-I
V. X{ ^ 3^^ ^^
Comme p est monotone sur [xi_^,Xi] si et seulement si p a toujours Ie meme signe sur
cet inter valle, on en deduit Ie resultat. •
Lemme 3.3.3 Lorsque a^_i,c^ et 6i sont de meme signe, la solution du probleme d'in-




si ^_i -^ di,
si <^_i == d,,
(3.7)
et Ie nceud additionnel ^ est choisi tel que
max(2;,_i,c^) < ^ < Xi,
^i—1 <^ ^,i <^ ^ii
Xi-i < 6 < min(a;,,c,),
ou Ie point Ci est donne par I' 'expression

















Demonstration La condition (3.5) du Lemme 3.3.2, qui est necessaire et suffisante
pour avoir la monotonie, peut etre exprimee par
2|^| > 1 [ (^ - ^_i)|d,_i| + (a;, - ^)\di\ ]. (3.9)
i •^i—1
A partir de cette derniere inegalite, on peut extraire une condition pour placer Ie noeud
additionnel ^, en fonction des valeurs ^-i,^, c^_i, ^ et ^ qui sont les donnees du pro-
bleme. D'autre part, il faut tenir compte du fait que ^ doit satisfaire
^i—1 <- ^i <~- ^i- (3.10)
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Si |c^_i| = |^|, 11 est facile de voir que (3.9) est verifiee pour tout ^ e]xi--^,Xi[ si et
seulement si c^_i| < 2|^|.
Supposons alors que ri^-i < \di , dans ce cas (3.9) est equivalente a la condition
$, ^ a;,_i + (a;.-:c.-i)?-25.) ^ ^.^
di — c^_i
De plus, la condition (3.10) exige que
Cj, <^. Xi. (3.11)
II est facile de voir que (3.11) est verifiee si les pentes ^_i et di respectent la condition
(3.7). Ainsi (3.9) et (3.10) sont verifiees pour tous les noeuds ^ c] max(a;i_i,Ct), Xi[. Ce
qui prouve Ie lemme pour les valeurs c^_i| < \di \.
Le cas ^-i| > \di\ peut etre traite de fagon similaire. •
3.3.3 Convexite
Lemme 3.3.4
• p est convexe sur [r^-i,^] si et seulement si <^_i < di < di;








^ ^ [^n ^lj;
alors p est convexe si et seulement si di — d^i > 0 et di — di > 0,
et p est concave si et seulement si di — c^_i < 0 et di — di < 0. •
Lemme 3.3.5 Si (di — ^)(^_i — Si) > 0 alors p possede un point d'mflexion en ^
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Demonstration On a
di - ^-i = (1 + co){6i - ri,_i) + (1 - cj)(8i - d,)
et
di - di = cj(^ - <^_i) + (2 - a;)(^ - di)
Si (di — 6i)(di_-L — 6i) > 0 alors di — c^_i et ^ — di sont de meme signe (au moins un des
deux est non mil, sinon c^_i + di = 2^), et done p a un point d'inflexion en ^. •
Lemme 3.3.6
Si (di — 6i)(di_t — 6i) < 0 alors ^
et ^i est choisi tel que
p est convexe si c^_i < di
p est concave si di-\ > di
Xi - 2(xi - Xi_^)-^ — -F- < & < Xi si |c?,_i - 6i\ < \di - 6,
di — di_\
Xi-1 < ^ < ^-1 + 2(2;, - a;,_i)
di - 8i
di — di--\_
si c^_i — Si\ > \di— 6.
Dans les autres cas il y a un point d'inflexion.
Demonstration On introduit
9i-i(^) = ^ - d,_i = 2J, - [cjd,_i+(1-GJ)ri,]-rf,_i
= (l+^)(6i-d^)+(l-cj)(6i-di)
= [(6i - ^_i) + (6, - di)] + cj[(6i - ^_i) - (6i - di)]
= -[{d, - 6i) - {6i - cU)] + uj(di - c^_i)







9i(d) = di-di=di-{26i- [cj^_i+(l-cj)^]}
= (di - 6i) + uj(di-i - 6i) + (1 - cj)(d, - 6i)
= (d, - 6,) + (d,_i - J,) + (1 - ^)[(d, - 8,) - (di_, - 6,)}
= [(d, - 8,) - (6, - ^_i)] + (1 - cj)(di - ^_i)
= -[28, - (^_i + d,)} + (1 - uj)(di - ^_i)
Si (di — ^)(^_i — 61) < 0, on est dans Pune des situations suivantes :
(3.16)
(i) c^_i < 6i < di (et done c^_i < ^ qui est une condition necessaire a la convexite)
(ii) di < 6i < <^_i (et done di < c^i qui est une condition necessaire a la concavite)
Pour (i)
si 0 < 61 — <^_i < di — 6i alors g^z) > 0 pour tout ^
et ^_i(^) > 0 si et seulement si ^ > ^ = Xi — 2-j — -j—(xi — a^-i)
'Ji ~ ui—l
si 0 < di — 6i < 6i — c^_i alors ^_i(^) > 0 pour tout ^
et 9i(^i) > 0 si et seulement si ^ < ^ = a;t_i + 2-^--—•j—(xi — a^-i)
bi ~ Lii—l
Pour (ii)
si di — 8i < 5i — <^_i < 0 alors ^i(^) < 0 pour tout ^
et gi-i(^i) < 0 si et seulement si ^ > ^ = Xi — C2-j — -j—(xi — a^_i)
li — Ut_l
si 8i — c^_i < di — 8i < 0 alors ^_i(^) < 0 pour tout ^
d. — 6.
et 9i(^i) < 0 si et seulement si ^ < ^ = rz;^_i + 2-y-—7-—(^t — ^1-1)
\,i — Ui-i
Comme
di - di^ gi-i{^i)
p"(x) = ^
Ie resultat est immediat.
a a
di - di gi(^)
I. p ,3 '
x e [r^-i,<y
^ ^ Kz? ^l
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3.3.4 Comment air es
1. La condition <^_i,(^ et 6i sont de meme signe est une condition necessaire pour
avoir la monotonie de la spline, tandis que Ie Lemme 3.3.2 nous donne une condition
suffisante.
2. Le Lemme 3.3.4 nous donne une condition necessaire et sufl&sante pour avoir la
convexite ou la concavite de la spline.
3. Meme si Ie Lemme 3.3.1 montre qu'on peut resoudre Ie probleme d'interpolation
d'Hermite par une spline quadratique avec un noeud arbitrairement place dans
1'intervalle J, on ne peut pas toujours satisfaire les conditions du Lemme 3.3.4. Le
Lemme 3.3.6 nous montre exactement ou il faut placer les noeuds pour avoir la
convexite ou la concavite de la spline.
4. Le Lemme 3.3.6 nous donne des intervalles ([^_i,^], [^,^]) ou on peut choisir les
noeuds afin de preserver la convexite (ou la concavite) des donnees et c'est dans ce
sens qu'on parle d'une certaine liberte dans Ie choix des noeuds. Ces intervalles sont
appeles regions d'admissibilite.
5. L'intervalle d'admissibilite pour la convexite est toujours contenu dans celui de la
monotonie pourvu que c^-ic^ > 0. En effet, si Ie noeud est choisi dans 1'intervalle
d'admissibilite pour la convexite et si ^_i et di sont de meme signe, alors d'apres Ie
Lemme 3.3.4, di possede Ie meme signe que c^_i et di. Done la fonction lineaire p'
ne change pas de signe sur rc^_i, Xi], et par suite p est monotone sur cet intervalle.
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3.4 Le choix des noeuds
Schumaker [17] a propose de choisir les noeuds au centre des regions d'admissibilite, ainsi:
Gas 1 Si (di — ^)(^-_i — 6i) < 0, alors:
{8i -di_^)(xi-Xi^)
^ = Xi - —^ —"7'/V7 ——^ g^anc? |^-i - 6i\ < \di- 6i\ (3.:
n — a^_i
^ = ^-1 + x- —T-Z^———^ ^uanc? |^-i - 6i\ > \di - 6i\ (3.18)
'n ~ u'i—1
Cas 2 Si (di — ^)(^_i — 6i) > 0, alors:
?,=^,_, (3.19)
3.5 Le choix des pentes
Pour les points {(x^yi}}^ on definit
L, = [(x, - ^_i)2 + (y, - ^-i)2]l/2, i = 1,... , n (3.20)
Li mesure la longueur de la corde reliant les deux points successifs (a^_i, yi-i) et (xi, yi),
alors que ^ mesure la pente de cette corde. Ainsi contrairement a ^, Li est une quantite
toujours positive.
Au point (xi,yi), on definit la quantite Li comme etant la somme de Li et de toutes les
longueurs avoisinantes ayant la meme pente 61.
Ti
Li =^Lj, i= 1,... ,n (3.21)
li
ou li et TI sont les derniers indices (a gauche et a droite) pour lesquels les pentes sont
egales.
Sli-1 ^6k = ...=6i= ... =6r, ^ 6r^
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Schumaker a propose de calculer les pentes de la fagon suivante:
La pente di au point (xi^yi) est calculee comme etant une moyenne ponderee de 81 et
^4-1, ou les poids sont les quantites Li et L^+i
Li8i + L,+i^+i
li=—^ —~^' ' , %=i,...,?Z—l [6.'.
Li + ly^+i
En particulier, si ^ = 6i+i, alors di = ^ = ^+1. La pente c?o en {xQ^yo) est calculee a
partir de Ji et d^ de la fa^on suivante: do = ^(35i — (^i). De fa§on similaire, la pente dn
en (xn, yn) est donnee par: dn = ^(36n - c?n-i).
3.6 L'algorithme
1. Initialisation:
- Pour %=!,... ,n
. Li = [(x, - x^Y + {yi - yi-i)2}l/2
• Li = E'? L^ ou : 8k-l / ^ = • • • =8n / Jr,+l
2. Calcul des pentes :
- Pour %=!,... ,?2—1
Li6i + L^i^+i
Li + I/i+i
do = (3^i - rii)/2
- dn = (3^ - rin-i)/2
3. Calcul des noeuds et des coefficients:
-j=o
- Pour %=!,... , n
• si di_i + di = 26i
j = j -\- l,Xj = a;,_i, Aj = ?/,_i, Bj = ^_i
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di — c^_i
^ - 2(xi - x,^)
• smon
o si (ri,_i - 6i)(di - 8i) > 0
& = ^.-i
o smon





^ — °i)[xi ~ xi-l
~,i == xi—l
n — u^_i




j =j-\- l,Xj = rc.-i, Ay = ^_i, Bj = d,_i
^i ~ u'i-\
^ = ~ta
j = j + 1, Xj = ^, Aj = yi_i + c^-io; + (^ - ^_i)o//2
_ dj-dj
)j — Ui.^j
Pour la codification de cet algorithme, voir la deuxieme annexe.
3.7 I/algorithme interactif
Le choix des noeuds, dans les intervalles ou il est necessaire de les introduire, se fait de
fa^on a assurer la monotonie locale et la convexite (ou la concavite) locale. Cependant,
il se peut qu'en assurant la convexite locale, la condition (3.5) qui assure la monotonie
soit violee (voir la Figure 3.2a). C'est pour cette raison, que Schumaker a introduit
son algorithme interactif (voir la Figure 3.1), qui permet a Putilisateur d'ajuster la




Ajuster les pentes? Oui
Non
Ajuster les noeuds? Oui
Non
Refaire 1'etape 3 de 1'Algorithme 3.5
Oui Plus d'ajustement?
Arret
Entrer i, d i
Entrer i, ^
Figure 3.1 - Illustration de I'algorithme interactif de Schumaker
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3.7.1 Ajustement des pentes
L'utilisateur est libre d'ajuster les pentes a n'importe quel point, mais il doit tenir compte
de la relation entre la valeur de ^ et la forme de p:
• Une condition necessaire pour avoir la monotonie sur [re,-!, Xi] est ^_i^ > 0.
• Une condition necessaire pour avoir la monotonie sur rz;^a;^i] est didi^ > 0.
• Une condition necessaire pour avoir la monotonie a la fois sur [a^-i,^] et [2^,^4-1],
dans Ie cas ou J^+i < 0, est di = 0.
• La condition (3.5) est necessaire pour assurer la monotonie sur un intervalle ou p a
un point d'inflexion.
3.7.2 Ajustement des noeuds
L'utilisateur est aussi libre d'ajuster la position d'un noeud ^ dans chaque intervalle ou
il est necessaire d'en avoir un. En choisissant les noeuds, il doit tenir compte de ceci:
• ^ peut etre choisi n'importe ou dans ]a;t_i,r^[ quand 0,^1 > 0, ou 0,1 = (^_i — ^ et
bi = di - 8i.
• ^ peut etre choisi n'importe ou dans ]a^_i,<f-[ quand 0^1 < 0, et \ai\ > \bi\
• ^ peut etre choisi n'importe ou dans [^Xi[ quand 0^ < 0, et \ai\ < |^|.
3.8 Conclusion
1. L'algorithme interactif de Schumaker, comme son nom 1'indique, permet a 1'utili-
sateur d'ajuster les pentes et/ou les noeuds jusqu'a ce que la courbe obtenue soit
satisfaisante (preserve la forme des donnees). La Figure 3.2 illustre 1'application de
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cet algorithme sur Pexemple d'Akima. La premiere application de 1'algorithme 3.6
produit la spline representee par la Figure 3.2a. Les pentes choisies par cet algo-
rithme sont donnees par Ie tableau suivant:


















































(a) Premiere application de
PAlgorithme 3.6
(b) Apres ajustement des pentes
Figure 3.2 - Application de I'algorithme interactif sur I'exemple (TAkima
L'algorithme 3.6 considere les points {7, 8.76,10.977,11.5,13, 14.33} comme noeuds
supplementaires. On remarque que meme si les donnees sont partout croissantes,
la spline interpolante ne 1'est pas sur Pintervalle [12,14].
Dans la Figure 3.2b, les pentes aux points 12 et 14 sont, respectivement, remplacees
par 11 et 8. Ce changement nous assure la monotonie de la spline sur [12, 14].
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2. Contrairement a la methode de McAllister et Roulier, qui est une methode geo-
metrique, la methode de Schumaker a 1'avantage d'etre une methode analytique,
done tres facile a programmer. Cependant, Ie choix de pentes fait par Schumaker
n'est pas optimal. En effet, on verra ulterieurement, qu'en adoptant un autre choix
de pentes, on obtient de meilleurs resultats, dans Ie sens ou on trouve la solution
optimale apres une seule execution de 1'algorithme sans faire appel a 1'algorithme
interactif.
3. On peut trailer Ie probleme d'interpolation d'Hermite par la methode de Schumaker
sans mettre en evidence Ie premier cas, c^_i + di = 28i.
4. Enfin, la methode de Schumaker, a 1'instar des methodes qui utilisent des splines
quadratiques, est une methode locale. Done, en ajustant un noeud ou une pente, la
courbe ne change qu'au voisinage du point ou la valeur a ete modifiee.
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CHAPITRE 4
LE CHOIX DE PENTES DE
LAHTINEN
4.1 Introduction
Le choix des pentes represente une etape tres importante pour les algorithmes qui pre-
ser vent la forme des donnees. Etant donne que les quantites ^ et ^+1 donnent des in-
formations sur la forme des donnees localement au point (a^,^), 1'idee est de choisir la
pente en ce point comme une combinaison de ces deux valeurs.
Ainsi, comme on a vu au deuxieme chapitre, McAllister et Roulier ont choisi la pente di
comme etant une moyenne harmonique des pentes ^ et ^-i-i
1 1/^11
-+
di 2 \6i ' ^+1^
alors que Schumaker a choisi la pente di comme une combinaison convexe de ^ et ^+1
LiSi + Z^+i^+i
'Ji — ^ . ^ 5
ji + ^i+1
ou les Li sont donnes par les formules (3.20) et (3.21).
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Dans ce chapitre, on va voir que Ie choix de Lahtinen est une generalisation du choix de
Schumaker, ensuite on presentera quelques resultats obtenus par Lahtinen [11] [12] [13].
4.2 Le choix de Lahtinen
Au point [xi, yi), Lahtinen a choisi la pente de la fagon suivante
ai8i + (1 - ai)8i+i, 0< a, < 1, si J^+i > 0,
di = { (4.1)
0, si 8i8i+-L < 0,
avec i = 1,... , n — 1, et les pentes aux extremites comme suit
do = tto^i, OQ > 0, dn = aA, ^ > 0. (4.2)
La pente di est choisie comme etant une combinaison convexe de 81 et ^+1, cependant
si ces dernieres valeurs sont de signes opposes ou que 1'une d'entre elles au moins est
nulle, on prend di = 0. Ce dernier choix est necessaire pour assurer la monotonie des
donnees. Evidemment ceci implique que lorsque ^ = 0, on a c^_i = di = 0 et la solution
du probleme d'interpolation d'Hermite est constante sur 1'intervalle [a;,_i, rcj.
Remarque 4.2.1
1. Dans la formule (^..1), si ^^+1 < 0, alors il existe un unique a^ € [0,1] tel que
d, = ai6i + (1 - a^+i = 0. (4.3)
En effet, si ^^+1 = 0, alors ai = 1 ou 0 respectivement. Et si ^^+1 < 0, alors il
suffit de prendre a, = , pour avoir (4-3).
\+1 - Oi
2. Les pentes de Schumaker sont donnees par di = ——i—;: , oil
ji + -L'i+1
les Li sont donnes par les formules (3.20) et (3.21). En choisissant Ie parametre
Li
ast = -^ — ^ —,
Ji + •L'i+1
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on voit bien que Ie choix de pentes de Schumaker est un cas particulier du choix de
Lahtinen.
3. Les pentes de McAllister et Roulier sont de la forme (4-1) o'vec aMi =
6i+l
^ + 6i+l
Dans la formule (4.1) les nombres c^ sont des parametres. Dans la suite de ce chapitre,
on s'interesse aux pentes qui preservent la forme des donnees pour un choix particulier
des parametres a^.
4.3 La monotonie
Soit p la solution du probleme d'interpolation d'Hermite dans Ie cas ou les pentes sont
donnees par (4.1) et (4.2). On commence par examiner comment choisir les valeurs des
parametres a^ pour que p preserve la monotonie des donnees. 11 est suffisant de prouver la
monotonie localement, ainsi on considere la situation dans 1'intervalle [a^_i, Xi]. La condi-
tion (3.7) du Lemme 3.3.3, qui restreint les pentes, est essentielle. Si elle est satisfaite,
on peut toujours choisir Ie nceud additionnel en respectant (3.8).
4.3.1 Le choix des parametres a^
Proposition 4.3.1 Soit p une solution du probleme d'interpolation d'Hermite sur I'in-
tervalle [r^_i,a^], ou les pentes c^_i et di sont donnees par (4-.1). Alors il existe des
intervalles Aj, j = i — l,i, et Bi tels que p preserve la monotonie des donnees pour
chaque a^_i C A^-i,^ € A{ et ^ € B^ s'il est necessaire d'ajouter un noeud.
Demonstration Pour un intervalle [^_i, ^], z = 2,... , n — 1
(1) Si les pentes ^_i, 61 et ^+1 ne sont pas de meme signe, alors au moins une des derivees
<^_i ou di est nulle, et dans ce cas (3.7) est verifiee et p preserve la monotonie des
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donnees pour n'importe quel choix des parametres
0 < Oz-i < 1, 0 < a, < 1. (4.4)
(2) Si les pentes ^_i, 6i et ^+1 sont de meme signe, d'apres (4.1), on a
mm(|^-|, |^+i|) < \dj\ < max(|^-|, |^+i|), j =i-l,i
ce qui implique que
mm(|ri,_i|, \di\) < min[max(|J,_i|, |^|),max(|^|, |^+i
(i)Si
min(|5,_i|,|^+i|) < 2|J,|, (4.5)
d'apres (3.7), la spline p preserve la monotonie des donnees pour des para-
metres 0,1 comme dans (4.4).
(ii) Sinon, p ne preserve la monotonie des donnees que dans 1'une des situations
suivantes
6i
0 < a^_i <
6i-i - Si
0 < CLi < 1, (4.6)
ou
0 < a,_i < 1, 1 -
6,
Si+i - 6i
< a,- < 1. (4.7)
Dans Ie premier cas on a |^_i| < 2|^|, et dans Ie second \di\ < 218i\. Dans
les deux cas, on a min(|c^_i , \di) < 2|^| qui est une condition suffisante pour
avoir la monotonie de p, d'apres Ie Lemme 3.3.3.
Ainsi pour un intervalle [rc^_i, ^], i = 2,... , n — 1, on peut toujours trouver des valeurs
a^_i, a.i et un noeud additionnel, si necessaire, de fa^on a ce que la solution p du probleme
d'interpolation d Hermit e preserve la monotonie des donnees sur cet intervalle.
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Le resultat est toujours vrai pour les intervalles [^0)a;i] et [xn-i,Xn]- Considerons par
exemple Ie premier intervalle [3;o,rci]
(1) Si (^i et ^2 sont de signe different ou que |^| < 2|^i|, alors d^ = 0 ou |di| < 2|Ji| et
par suite min(|do|, rfi ) < 2 ^i . D'ou p preserve la monotonie des donnees pour
(4.8)ao C 0 < ai < 1.
(2) Si <^i et ^2 sont de meme signe et que \6^\ > 2|(^i|, alors p preserve la monotonie des




< ai < 1.
ou
0 < ao < 2, 0 < ai < 1.
(4.9)
(4.10)
Dans Ie premier cas on a rii < 2 ^ , et dans Ie second | do < 2|^i|. Dans les
deux cas, on a min( \do , di ) < 2 Ji qui est une condition suffisante pour avoir la
monotonie de p, d'apres Ie Lemme 3.3.3.
On obtient des resultats similaires sur la preservation de la monotonie des donnees sur
1'intervalle [a;n_i,a;n]. •
4.3.2 Discussion
(1) Pour Ie choix de pentes de McAllister et Roulier, ou
2(^+1
J
d, = < 6i + ^+1
si 6i6i^ > 0,
0, si c^+i < 0,
on a toujours c^_i < 2 ^ et \di\ < 2|^|. Done les pentes verifient toujours les
conditions (3.7) du Lemme 3.3.3, et par consequent la solution p du probleme
d'interpolation d'Hermite est monotone pour tout noeud additionnel ^ e]^_i,a;t[.
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(2) Par contre, Schumaker [17] a remarque que son choix des derivees ne permettait pas
toujours de preserver la monotonie des donnees. Afin de remedier a ce probleme,
Schumaker a eu recours a Palgorithme interactif (Section 3.7). Lahtinen a presente
une proposition ([13], prop. 2) qui donne une condition necessaire et suffisante pour
que la spline quadratique interpolante p, avec Ie choix de pentes de Schumaker et
les noeuds additionnels appropries, preserve la monotonie des donnees.
(3) En 1992, en comparant ces deux dernieres methodes, Iqbal [10] a remarque qu'en
utilisant les pentes de Butland avec 1'algorithme de Schumaker, ce dernier genere
automatiquement une fonction interpolante qui preserve la forme des donnees (sans
avoir recours a 1'algorithme interactif pour preserver la monotonie). Ceci est du au
fait que les pentes de Butland preservent la monotonie des donnees (voir Ie premier
point de cette discussion).
4.4 La convexite
Proposition 4.4.1 On suppose que les donnees sont strictement convexes (resp. stric-
tement concaves) sur I'intervalle [a^_i, rcj, % = 2,... , n — 1
^_i < 8i < 5,+i (resp. ^_i > J, > ^+1),
et que p est une solution du probleme d'interpolation d'Hermite avec les pentes c^_i et di
idles que la condition
0 < a^i < 1, 0 < a, < 1, (4.11)
soit verifiee.
Si 6i 7^ 0, alors p est convexe (resp. concave) sur [a^_i,2;j, quand Ie noeud additionnel ^
est choisi comme dans Ie Lemme 3.3.6, s'il est necessaire d'en ajouter un.
Si 6i = 0, alors p est constante sur [a^_i, Xi].
52
Demonstration On suppose que les donnees sont strictement convexes sur 1'intervalle
[rc^_i, Xi], i = 2,... ,n—l, alors ^_i < 6i < ^4-1. Si la condition (4.11) est verifiee, on a
^_i < ^_i < J, < d, < J,+i (4.12)
En effet,
(1) si les pentes sont de meme signe, il decoule de la definition de di donnee par (4.1)
^_i < c^_i < ^ < di < 5i^
(2) si les pentes sont de signe oppose, on risque d'avoir 1'une des situations suivantes
(i) ^_i < 0 < 61 < ^4.1, et d'apres (4.1) on a ^_i = 0, et par suite
<^_i < 0 < 8i < di < 6i^
(ii) Ji_i < 6i < 0 < Jt+i, et d'apres (4.1) on a di = 0, et par suite
5,_i < <^_i < ^ < 0 < <^+i
Done dans tous les cas, on a (4.12). Et d'apres Ie Lemme 3.3.6, la solution du
probleme d'interpolation d'Hermite est convexe sur 1'intervalle [xi_^^Xi],
Des resultats similaires sont obtenus pour la concavite. •
La convexite locale sur chaque intervalle [xi-}_,Xi], i = 1,... ,n, implique la convexite
globale sur Pintervalle [a, &]. En revanche, si les donnees sont globalement convexes, alors
la Proposition 4.4.1 assure la convexite de p sur tout inter valle rCi-i, a^], % = 2,... , n— 1.
Ainsi il reste juste a verifier si p se comporte de la meme fagon sur les intervalles [xo, 2:1]
^;n—l; ^n I-
II est evident que si ai c]0,1[ et ao est choisit tel que
(ao - 1)6^ - Ji) < 0, si Ji(J2 - 61) + 0,
(4.13)
^o=l, si Ji^-^i) =0,
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alors p respecte la convexite sur [a;o; ^i]-
De meme pour 1'intervalle [xn-i,Xn], si 0 < On-i < 1 et a^ est choisit tel que
(On - l)6n{6n - 6^-1) < 0, si 6n{8n - ^_i) ^ 0,
(4.14)
On = 1, Si 8n[6n - ^_i) = 0,
alors p respecte la convexite sur [xn-i, Xn].
Supposons que les donnees sont globalement convexes et que p est la solution du probleme
d'interpolation d'Hermite, alors p est convexe sur [a,b] si 0 < a^ < 1, 2 <% < TZ—I,
ao,a-n sont comme dans (4.13), (4.14) et Ie noeud additionnel ^ est choisit comme dans
Ie Lemme 3.3.6.
Remarque 4.4.2 Dans Ie choix de pentes de Schumaker, les parametres asz sont tels
que 0 < asi < 1 pour ^ou^ i, e^ d'apres la Proposition 4-4-1? la spline p associee a ce
choix de pentes preserve la convexite des donnees.
4.4.1 Point cTinflexion
Si les donnees ne sont ni globalement convexes ni globalement concaves, alors il faut
etudier la forme de p sur les inter valles ou la convexite des donnees change.
Proposition 4.4.3 Soit p une solution du probleme d'interpolation d'Hermite sur I'in-
tervalle [rc^_i,rcj. Si o^_i < 61 > di ou ^_i > ^ < d^, a^ors p a un noeud additionel ^
qui est aussi un point d'inflexion. Si ^_i < 81 > di, alors p est convexe sur [a^_i,<^] et
concave sur [^,a^]. Si c^_i > 8i < di, alors p est concave sur [rc^i,^] et convexe sur
;i? xi\-
Demonstration Voir la preuve du Lemme 3.3.5. •
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4.4.2 Discussion
(1) Supposons que les donnees sont convexes sur [a';t_2,a^-i] et concaves sur [a;^,a;^i],
c'est-a-dire que ^_2 < ^-i < ^ > ^i+i > ^+2-
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(b) 6^0
Figure 4.1 - Exemple de changement de convexite
Soit p la solution du probleme d'interpolation d'Hermite, la Proposition 4.4.3
montre que pour tout c^_i e]0,l[ et 0,1 e]0,l[, la spline est ou bien constante
sur [rz;^_i,3;t] (voir la Figure 4.la), ou bien elle possede un noeud additionnel ^ sur
[a^_i,a;i] et dans ce cas p est convexe sur [^-2,6] et concave sur [^,rz;,+i] (voir la
Figure 4.1b).
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(2) Si deux pentes adjacentes sont de meme valeur, c'est-a dire ^ = 6^ alors la methode
presente un phenomene pathologique, dans Ie sens ou la spline interpolante risque
de ne pas respecter la forme des donnees. En efFet, en supposant p la solution du
probleme d'interpolation d'Hermite ou les derivees sont donnees par (4.1) et que
1'egalite des pentes survient entre deux regions de convexite: ^_i < ^ = ^+1 < ^+2,











































(a) 8i = (^+1 = 0
t-—S—i—t —i—t—t
(b) J,=J^O
Figure 4.2 - 61 = <^+i en^re rfeurc regions de convexite
alors on a
- si 6i = 0, p est constante sur [a;t_i,^+i] (voir Figure 4.2a),
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- sinon p a deux noeuds additionnels ^ e]^t-i, ^ et ^+1 e]^^ ^1+1 , qui sont aussi
des points d'inflexion. Ainsi, p est concave sur [<^, ^+1] et convexe ailleurs (voir
Figure 4.2b). Des resultats similaires sont obtenus pour Pegalite des pentes
entre deux regions de concavite.
(3) Si Pegalite des pentes survient entre une region de convexite et une region de conca-
vite, tel que ^_i < ^ = J^+i > ^+2,










































Figure 4.3 - ^ = ^+1 en^re une region de convexite et une region de concavite
alors on a
- si 8i =0, p est constante sur [a;^_i,2;^i] (voir Figure 4.3a),
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- sinon p a deux noeuds additionnels ^ e]^-i, rCz[ et ^+1 €]3;^ rc^i[, qui sont aussi
des points d'inflexion. Et dans ce cas, xi est aussi un point d'inflexion. Ainsi,
p change de convexite trois fois sur Pintervalle [xi-^^xi^ (voir Figure 4.3b).
Remarque 4.4.4 Sur I'intervalle [^_i,^+i], les donnees sont lineaires, done a la fois
convexes et concaves. Par suite la fonction p solution du probleme d'interpolation d'Her-
mite, bien qu'elle change de convexite, preserve localement la forme des donnees sur cet
intervalle (ceci n'est plus vrai de fag.on globale).
4.5 Conclusion
Etant donne {(x^ ^)}^o? sl on choisit les pentes {^}?=o comme dans (4.1) et (4.2), alors
il existe des intervalles {A^^Lp et {^} tels que la solution p du probleme d'interpolation
d'Hermite preserve la forme des donnees pour chaque a^ ^ ^i et chaque nceud additionnel
^ C Bt, quand c'est necessaire d'en ajouter un.
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CHAPITRE 5




Le but de ce chapitre est d'ameliorer 1'ordre de convergence des algorithmes precedents.
A cette fin, on suppose que les donnees {(a;z, yi)}^Q proviennent d'une fonction reguliere
/ : [a, b] — > R avec yi = f(xi). Ensuite, on analyse Perreur / — p, ou p est la spline
quadratique solution du probleme d'interpolation d'Hermite.
Sachant que Palgorithme de McAllister et Roulier est d'ordre 0(h3) excepte au voisinage
des racines de /', ou il est seulement d'ordre 0(h ), DeVore a eu Pidee de modifier la
spline interpolante p quand / est tres petite afin d'ameliorer la convergence.
Ce chapitre est en grande partie base sur Particle de DeVore [6], dans lequel ce dernier
introduit deux nouveaux algorithmes qui out de meilleures proprietes de convergence.
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5.2 L'algorithme de McAllister et Roulier
Soit hi la moyenne harmonique de ^ et ^+1
2(^+1
li = ~r—r— 5 %=i,...,n—i.
^ + ^+1
Les pentes de 1'algorithme de McAllister et Roulier sont donnees par
0, si ^J,+i < 0 ___ ,
di=H, ^^0 P°""=l,...,»-l, (5.1)
et aux extremites de 1'intervalle par
0, si^(2Ji-rii) < 0,
(5.2)
^ 2^i — c?i, sinon,
J 0 si ^(2^ - rf,_i) < 0,
n \ 26n- rfn-i, sinon.
On a deja remarque que 1'intervalle d'admissibilite pour la monotonie est toujours 1'in-
tervalle a^_i,a^] (voir la Discussion 4.3.2 du Chapitre precedent).
Le choix des noeuds : Les noeuds sont choisis comme Ie milieu de 1'intervalle d'admissibi-
lite pour la convexite, si cet intervalle est non vide, sinon comme Ie milieu de 1'intervalle
d'admissibilite pour la monotonie.
Un exemple simple montre que Palgorithme de McAllister et Roulier est seulement
d'ordre 2. En efFet la fonction f(x) = x2, sur 1'intervalle [0,1], est approximee a Pordre
0(h2) par cet algorithme (voir Ie Tableau 5.1).
Ce probleme est du au fait que la moyenne harmonique hi est seulement une approxima-
tion du premier ordre de f'(xi) quand xi est proche d'une racine de //. Par la suite, on
presente des algorithmes qui tentent de remedier a ce probleme.
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5.3 Les algorithmes alternatifs
DeVore [6] a propose de modifier la spline interpolante p quand / est tres petite afin
d'ameliorer la convergence. II introduit les pentes
8i^Xi^ + ^+iAa;, __ ^ ^ ^.^ ^ "•t-^^^' ^'^l~wl , pour 1 <i < n - 1, (5.3)
;, + ZXa;,+i
OU /\Xi = Xi— Xi-\.
DeVore a propose de modifier les pentes de la fagon suivante, pour i = 2,... , n — 1
si 6i6i^ < 0,
si JA+i > 0 et mm(s^, |L) > 2, (5.4)
smon,
pour i = 1,
di=l°: SL^2 ^ °' (5.5)
§i, smon,
et aux extremites de Pintervalle, les pentes sont donnees par (5.2).
Remarque 5.3.1
1. La pente Si donnee par (5.3) est la pente du polynome d'interpolation du degre 2
passant par les points (x^, Vk), k = i — 1, %,%+!.
2. En choisissant Ie parametre
A2;,+i
Arc, + Arc^i
on voit bien que Ie choix de pentes de DeVore est un cas particulier du choix de
Lahtinen (voir I'equation 4-V-
Le choix des noeuds : Une fois les pentes determinees, on choisit les noeuds ^ comme
suit. Si 1 intervalle d'admissibilite pour la convexite est non vide, on prend ^ comme Ie
milieu de cet intervalle; sinon on prend ^ comme Ie milieu de 1'intervalle d'admissibilite
pour la monotonie, qui est non vide comme Ie montre Ie lemme suivant.
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Lemme 5.3.2 Soient les donnees arbitraires {{x^yi)}^. Pour Ie choix de pentes (5.4)
et (5.2), les intervalles d'admissibilite pour la monotonie sont toujours non vides.
Demonstration
. Si 61 = 0, alors c^_i = ^ = 0 par (5.4), (5.5) ou (5.2) et par suite 1'intervalle d'admis-
sibilite pour la monotonie est tout Pintervalle ]^z-i, Xi[.
. Si 6i 7^ 0, il est suffisant de montrer (3.7). On peut supposer que d^i 7^ 0 et di ^ 0, et
on considere tous les cas possibles
-Gas i = 1: Pequation (5.2) implique que Ji et 2Ji — c?i sont de meme signe.
Supposons qu'ils sont positifs, alors do = 2Ji — d\ > 0 et done (3.7) est
verifiee. On obtient un resultat similaire s'Us sont negatifs.
-Gas 1 <i < n: puisque d^_i 7^ 0 et di 7^ 0, il s'en suit de (5.4) que ^_i, 8i et
<^4-i sont de meme signe, et par suite ^_i et di Ie sont aussi. Supposons qu'ils
sont positifs. Si di est donnee par hi dans (5.4), alors di = hi = , et
^ + ^+1
done di < 2^, et par suite (3.7) est verifiee. D'autre part, si di est donnee par
Si, (3.7) est obtenue par Ie critere meme du choix de Si dans (5.4). On obtient
des resultats similaires si <^_i est donnee par hi-\ ou s^_i.
-C as i = n: similaire au cas i = 1. •
Remarque 5.3.3 Dans Ie Lemme 3.3.3, la condition (3.7) nous assure que I'intervalle
d admissibilite pour la monotonie est non vide. On peut alors determiner facilement cet
intervalle grace a la condition (3.8).
Les deux lemmes suivants nous montrent que la spline p solution du probleme d'interpo-
lation d'Hermite, ou les pentes di sont donnees par (5.4), preserve la forme des donnees.
Lemme 5.3.4 Si la fonction f est croissante (decroissante) sur I'intervalle [a,b], alors
la spline p Vest aussi.
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Demonstration On sait que p preserve localement la monotonie, c'est-a-dire qu'elle
est monotone sur chaque intervalle [^_i,2;,], i = 1,... ,n, car les noeuds sont choisis
dans les inter valles d'admissibilite pour la monotonie. Supposons que la fonction / est
croissante sur 1'intervalle [a, b}. Dans ce cas, yi > ^_i, % = 1,... , n, et par suite d'apres
(5.4) et (5.2) on a c^ > 0, i = 0,... , n. On distingue deux cas
. Si (^_i ou di est strictement positive, p doit etre croissante sur 1'intervalle [x^-t^Xi].
. Si c^_i = di = 0, d'apres (3.3)
', — x^
d, = 26, - [codi^ + (1 - a})di] = 26, > 0 ou uj = ^—^^
'i JJi—\
et par suite, d'apres (3.6) p est croissante sur Pintervalle [xi_]_,Xi].
Ceci etant vrai pour tout i = 1,... ,n, on en deduit que la spline p est croissante sur
1'intervalle [a, b]. On obtient des resultats similaires en supposant / decroissante sur
P inter valle [a, &]. •
Lemme 5.3.5 Si la fonction f est strictement convexe (resp. strictement concave) sur
I'intervalle [a,&], alors la spline p est convexe (resp. concave) sur cet intervalle.
Demonstration Supposons que la fonction / est strictement convexe sur [a,b]. Dans
ce cas, 8i < ^+i, %=!,... , n — 1.
(i) Supposons que ^ 7^ 0, % = 1,... , n
. Si (^+1 > 0, alors di est ou bien la moyenne harmonique ou bien une combinaison
convexe de ^ et ^-i-i, ce qui implique que 6i < di < ^+1.
. Si 6i6i^ < 0, alors c^ = 0, et on a encore 6i < di < ^+1.
Done, on a
Ji <di <^ < ...< rfn-i < (^, (5.6)
or d'apres (3.12), ceci implique que 1'intervalle d'admissibilite pour la convexite
en [rc^i,^] est non vide pour z=2,...,n—l.Et puisque Ie noeud ^ est choisi
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dans cet intervalle, p est convexe sur [rz^_i,rz;j, % = 2,... ,n — 1, c'est-a-dire que
dz-i < di < di sur cet intervalle. Et par suite, p est convexe sur Pintervalle [a;i, Xn-i].
(ii) Si 5i = 0, pour .un i == 1,... ,n, alors c^_i = c^ = 0, et par suite Pintervalle
d'admissibilite pour la convexite en [2;t_i,2;^ est encore une fois non vide.
(iii) Montrons que Pintervalle d'admissibilite pour la convexite sur [rco, ^i] est non vide.
. Si Ji =0, ceci est evident car do = di = 0.
. Si(^i T^O, on a deux possibilites:
- si Ji(2<^i — c?i) > 0, alors par (5.2) on a do = 2Ji — d^ < 8-^, car Ji < di
d'apres (5.6).
- si <5i(25i—di) < 0, alors par (5.2) on a do = 0, et dans ce cas Ji > 0, car dans
Ie cas contraire on aura Ji < 0 et 25i — c?i > 0, c'est-a-dire rii < 2^i < Ji,
ce qui contredit (5.6).
Done dans les deux cas, on a c?o < ^i < c^i, et par suite d'apres (3.12) p est
convexe sur 1'intervalle [a;o,3;i].
(iv) De la meme fagon, on demontre que Pintervalle d'admissibilite pour la convexite
sur [a^n-i, Xn] est non vide. Et par suite, p est convexe sur Pintervalle [a, b],
On obtient des resultats similaires pour la concavite de / sur 1'intervalle [a, b]. •
Remarque 5.3.6 Dans Ie Lemme 5.3.5; on obtient la convexite de p en supposant que
/ est strictement convexe (c'est-a-dire que {(^}^ est strictement croissante). On peut
affaiblir cette condition en permettant a {6i}^-^ d'etre juste croissante. Dans ce cas on
permet au noeud ^ d'etre choisit en xi-\ ou X{. Cependant, ceci implique une perte d'un
degre dans I ordre de convergence de p en ces points.
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5.4 L'ordre de convergence
Dans cette partie, on montre que Palgorithme decrit precedemment approxime a 1'ordre 3
toute fonction f C C [a, b] monotone. Sans perte de generalite, on suppose que / est
croissante.
Notations On note par
• II • II = II • \\[a,b] ^a norme du supremum essentiel sur 1'intervalle [a, b]:
11/H =ess sup{|/(rz;)|;a; C [a,&]},
•M=U/(3)||,
• h = max{a;t — a^-i, %=!,... , n}.
On rappelle la notion des differences divisees d'une fonction / par rapport a des points













Sl X^ == X^\^
f /[r^+i,... , ^+fe] - f[xi,... , Xi+k-i]




Sl X^ <. X^k,
Sl X{ == Xi-^-ff.
Et, on rappelle Ie theoreme suivant qui va souvent etre utilise par la suite.
Theoreme 5.4.1 Supposons que f G Cn[a,b], et XQ^X-^,... ,Xn sont des reels distincts
ou non dans [a, b]. Alors il existe $ G]a, b[ tel que:
/(n)(0
\1X1-> • • • ; xn\ =
n\
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En calculant la difference divisee de /, on trouve
\f'(xi) - Si\ = Arc,Aa;,+i|/[a;,_i, x,, x^ x^}\ < ^Mh2, 0 < i < n. (5.7)
On peut trouver un resultat similaire pour f'(xi) — hi,i = 2,... ,n — 1 pourvu que
min(s,_i,s,) > 2J,.
En effet, Si et hi sont par definition entre ^ et ^4-1, et par suite en utilisant (5.7),
1
\f'(xi) - hi\ < \f'(x,) - s,\ + \s, - hi\ < ^Mh2 + |^+i - 8, (5.8)
Afin d'estimer |^+i — ^|, on calcule la difference divisee de / par rapport aux points Xj,
j = % — 2,... , i + 1, ainsi
^+i - 6i 6i- ^_i
_ 3^+i — rz^-i 3;j — 2;i_2
[Xi-<2,Xi_-i,Xi,Xi+-i\ = • . [0.\
xi+l ~ Xi-2
On suppose que mm(s^_i, si) > <26i. Comme Si est une combinaison convexe de ^ et ^+1,
Si > 25i implique que ^+1 > 2^.
De fa^on similaire, on a ^_i > 2^. Done Ie numerateur dans (5.9) est la somme de deux
termes positifs, et par suite d'apres Ie Theoreme 5.4.1, on a
^+1 - ^ ^ - ^-1
= xi+l - xi-l xi- xi-2 _ ^(3)(0 ^ M
/t-2; •Li-l-> djii ^i+lj — — — —o~i— ^ ~7^i
rr,+i - a^_2 3! - 6
ce qui implique que
et
6i+i-6i ^ ,__ __ ,M
< [Xi^-Xi^)^,
a;,4-i - Xi-i - v "' u "/ 6
3/1.2/i.M ^,21^+1 - ^1 < ""/'^t"^" = Mh2.
En utilisant ce dernier resultat dans (5.8), on obtient
\f'{xi) — hi\ < 2M/i , z=l,...,n—1, a condition que mii^s^i, Si) > 2^. (5.10)
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Theoreme 5.4.2 Si f est 3 fois continuement differentiable et monotone sur [a, b], alors
(5.4), (5.5) et (5.2) generent une spline quadratique p satisfaisant
f -p II <3Mh3.








0 <i < n:
- Si di = Si ou hi, d'apres (5.7) ou (5.10) respectivement.
- Si di = 0, alors d'apres (5.4) ou bien ^ = 0, ou bien (^+1 = 0. D'ou // s'annule
sur 1'intervalle contenant x^ et (5.12) en decoule.
z=0:
- Si do = 2(^i — rii, on a alors
|2^i - f'(xo) - f(xi)\ = (xi - xo)2\f[xo,xo,xi,xi]\ ^ ^Mh2. (5.13)





- Si do = 0, alors d'apres (5.2) on a deux possibilites:
. si 5i < 0, alors Ji = 0, et par suite f (rco) = 0 et (5.12) est evidente.








• i = n: On obtient Ie meme resultat de fagon similaire.
Pour toute fonction continuement difFerentiable g, on definit
d'(g) •= 26i(g) - ^g'(x^) - (1 - ^)^(^),
g(xi) - g(xi_i) _ ^ - 3;,_i ^ ^ ^ ^ - ^
ou 6i{g) = " v "' —— " v " "/, uj = ^—1— et 1 — LJ =
i '^i—l -^i ^•'z—l •^-'z •^i—l
) II s'en suit que d'{Q) = Q'(^z) pour tout polynome du second degre Q. Si on considere Q
comme etant Ie polynone de Taylor du second degre associe a / en ^
f(x) = /te)+/'te)^-6)+i/"te)(^.)2+|/(3)(^-$.)3
= Q(x)+^fm(c^(x-^)3
alors f'(x) = Q'(x) + y^(c^)(x - ^)2 et par suite ||// - Q'\\ < ^Mh2. En utilisant Ie
Theoreme de la valeur moyenne, on a
\Si(f-Q)\=\f'^)-Q'(S)\^^Mh2, avec ^]x^,x.[.
Comme f'(^) = Q'(^) = d'(Q), on a
l/'te)-d'(/)l = \d'{f- Q)|




En utilisant cette derniere inegalite avec (5.12), et Ie fait que
P/te) = di = 26i - Lod,^ - (1 - uj)di,
on trouve
l/'te)-p'te)i ^ i/'te)-d'(/)i+|d'(/)-d,i
< 2Mh2 + ^|//(^-i) - ^_i| + (1 - cj)|//(^) - d,|
< QMh2. (5.14)
Ceci montre que la fonction p', lineaire par morceaux, approxime // avec une erreur infe-
rieure ou egale a bMh2 en chaque noeud. Done si T est une fonction lineaire par morceaux
qui interpole // en ces noeuds, alors ||T—p/|| < 5M/i2. En utilisant 1'interpolation lineaire
par morceaux, on a ||// — T\\ < ^Mh2. Ceci implique que ||// — p'\\ < QMh2. Puisque
f — p s'annule en chaque x^ i = 0,... , n, on obtient (5.11) en integrant au voisinage de
Xi par rapport a x. •
5.5 Un second algorithme
Dans la section precedente, on a presente un algorithme qui, pour des fonctions mono-
tones, converge a 1'ordre 3. Cependant quand la fonction / change de monotonie sur
Pintervalle [a,&], ces memes arguments montrent qu'il y a convergence a 1'ordre 3 seule-
ment sur des inter valles contenus strictement dans les inter valles de monotonie. Sur les
inter valles ou la monotonie change, on aura generalement seulement une convergence
a Pordre 2. Ceci est du au fait que si ^ = 0, alors p est identiquement constante sur
[xi_-^,Xi] tandis qu'en general Ie mieux qu'on puisse dire sur Ferreur est que
\\!-p\\<C\\f"\\h\
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ou C est une constante. Le premier algorithme de DeVore attribue la valeur nulle a la
pente di au point Xi si les donnees changent de monotonie, c'est-a-dire ^^+1 < 0. D'autre
part, si les donnees proviennent d'une fonction /, tout ce qu'on sait c'est que / change de
monotonie sur 1'intervalle [a;t_i,rz;^i]. C'est la raison pour laquelle Palgorithme ne sera
que d'ordre 2 au voisinage des points ou la fonction change de monotonie. D'un autre
cote, on n'est pas oblige d'exiger que p' change de signe exactement en Xi. Par consequent,
DeVore a propose un second algorithme ou pour i = 2,... , n — 1, (5.4) est remplacee par
si 6i = 0 et ^_i^+i > 0 ou ^+1 = 0 et ^^+2 ^ 0,
si 8i6i+z > 0 et min(s^-1, ^) > 2, (5.15)
smon,
Ainsi, par rapport aux pentes du premier algorithme, di a change uniquement dans Ie
cas ou (^+1 < 0.
La pente rii est donnee par (5.5), et les pentes aux extremites de I'intervalle a, b] sont
donnees par
do = 2^i -di,
(,n = ^Un ~ "n-l-
Le choix des noeuds : Les noeuds ^ soui definis de la fagon suivante. Si Pintervalle d'ad-
missibilite pour la convexite est non vide, on prend ^ comme Ie milieu de cet intervalle;
sinon on prend ^ comme Ie milieu de 1'intervalle d'admissibilite pour la monotonie s'il
est non vide; dans Ie cas contraire on prend ^ comme Ie milieu de Pintervalle ]a;i_i, Xi[.
Theoreme 5.5.1 Si f est 3 fois continuement differentiable sur [a,6], alors Ie second
algorithme de DeVore genere une spline quadratique p satisfaisant
\\f-p\\^3Mh3. (5.17)
Demonstration Tout d'abord on montre que
\f'(xi) - di\ < 2Mh2, i = 1,... , n - 1. (5.18)
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On considere les trois possibilites pour Ie choix de pentes di donnees par (5.15)
. Si di = Si, alors (5.7) est verifiee pour n'importe quelle / € C3([a,6]), d'ou (5.18).
g .
. Si di = hi, alors min(-Y—, -p) > 2 et ^^+1 > 0, et par suite (5.10) est verifiee, d'ou
'Z ul
(5.18).
. Si di est donnee par la premiere ligne de (5.15), alors on a deux cas:
- Si 6i == 0 et ^_i^+i > 0, on calcule la difference divisee de / aux points
Xi-^,Xi,Xi+T,,Xi^ comme dans (5.9). Puisque Ie numerateur dans (5.9) est
la somme de deux termes de meme signe, on obtient |^+i — 8i\ < Mh . On a
6i = 0 et Si esi entre 8i et ^+1, d'ou d'apres (5.7) on trouve
\f'{xi)-0\ < \f'(xi)-s,\+\Si-6i\
< \f{xi) - Si\ + |^+i -6i\
< Mh2+Mh2 =2Mh2,
d'ou (5.18).
- Si ^+1 = 0 et ^^+2 ^ O, on obtient Ie meme resultat de fagon similaire en
calculant la difference divisee de / aux points Xi, rc^i, 3:^2? ^i+3-
Ainsi (5.18) est demontree.
D'apres (5.13), on a |//(rro) — do\ < 3M/i . La meme inegalite est toujours vraie pour
i = n, d'ou
\f(xi) -d,} <3Mh2, i=Qeii=n. (5.19)
A partir de (5.18) et (5.19), on peut completer la preuve exactement comme pour Ie
Theoreme 5.4.2. •
Theoreme 5.5.2 La spline p generee par Ie deuxieme algorithme de DeVore change de
monotonie sur I'intervalle [x-^,Xn-i] autant de fois que la suite 6 : Ji,... ,8n change de
signe.
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Demonstration On va montrer que p' change de signe sur [a;i,a;n-i] autant de fois
que 6. A partir de la definition de c^, i = 1,... , n — 1, on voit que ^ est positif qu and ^
et J^+i sont tous les deux positifs et di est negatif si ^ et ^+1 sont tous les deux negatifs.
Done la suite A : (^i, c?i, ^2; ^2; • • • ; ^n-i; ^n-i? (^n change de signe autant de fois que 6. On
veut inserer di = p'(^i) dans la suite A entre c^_i et d^ % = 2,... ,n—l de sorte que
la suite resultante A* change de signe autant de fois que A. Le seul cas non trivial est
quand ri^-i,^ et di sont tous de meme signe (ou nuls). On va montrer que dans ce cas,
1'intervalle d'admissibilite pour la monotonie sur [a;t_i,a;^] est non vide, c'est-a-dire que
la condition (3.7) du Lemme 3.3.3 est verifiee (voir la Remarque 5.3.3). Ainsi, on peut
tres bien inclure di dans ce cas.
On suppose que <^_i, 61 et di sont tous positifs, Ie cas ou Us sont negatifs est traite de la
meme fagon. On considere tous les cas possibles
. Gas Si > 0:
- c^_i = 0 ou di = 0, alors (3.7) est immediate.
- dt_i = hi-\ ou di = hi, alors soit <^_i < 2^ soit ^ < 2^. Dans les deux cas (3.7)
est verifiee.
- ^_i = s^_i et di = s^, alors ou bien ^^i > 0 et dans ce cas par Ie critere de
selection de (5.15) on a (3.7), ou bien j^+i < 0 et done di < 81 (car di est une
combinaison convexe de ^ et J^i) et par suite (3.7) est verifiee.
. Gas 8i = 0 :
- d^_i = di = 0, dans ce cas Fintervalle d'admissibilite pour la monotonie est
\xi—li xi[-
- <^_i > 0 et di = 0, alors on doit avoir <^_i = s^i d'apres (5.15), et comme s^i
est entre ^_i et ^ on en deduit que ^_i > 0. Le premier critere de choix de
(5.15) implique que ^+1 < 0 (sinon c^_i est nulle). Mais on doit aussi avoir
di = Si d'apres (5.15) car les deux autres criteres ne sont pas satisfaits. Et
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puisque Si est une combinaison convexe de ^ et J^+i on en deduit que Si < 0,
ce qui contredit Phypothese et nous prouve qu'on ne peut pas rencontrer ce
cas.
- c^_i = 0 et di > 0, similaire au cas precedent.
Ainsi on a montre qu'il est possible de creer une suite A*, comme decrite precedem-
ment, qui change de signe autant de fois que A. Maintenant considerons la suite T :
C?l, C?2; ^2, ^3, • • • , c^n-i qui est une sous-suite de X* et qui change de signe autant de fois
que A* (done autant de fois que 8). Et puisque p' change de signe sur [rz;i,2;n_i] autant
de fois que r, on en deduit Ie resultat. •
5.6 Des exemples numeriques
Dans cette section, on donne des exemples de fonctions regulieres et on analyse 1'er-
reur d'approximation de 1'algorithme de M^cAllister et Roulier et des deux algorithmes
presentes par DeVore. Dans ces exemples, on pr end une subdivision de n + 1 points ega-
lement espaces de Pintervalle [0, 1] et on estime Perreur en utilisant des algorithmes qui
determinent Ie maximum d'une fonction (voir Ie Tableau 5.1).
5.7 Conclusion
Le premier algorithme de DeVore est d'ordre 0(hs) pour toute fonction / monotone sur
Pintervalle [a, b]. Cependant, il est en general seulement d'ordre 0(h ) au voisinage des
points de changement de monotonie.
Le deuxieme algorithme de DeVore est peut-etre plus interessant, dans Ie sens ou il est
d'ordre 0(h3) pour n'importe quelle fonction / C C3 ([a, b]). Get algorithme preserve la
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monotonie mais dans un sens qu'il faudrait preciser:
si / est monotone sur 1'intervalle I = [a^_i, Xi], alors la spline interpolante p est monotone
sur un plus petit intervalle contenu dans /.
Finalement, ces deux algorithmes preservent la convexite des donnees.
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CONCLUSION
1. Les methodes presentees dans ce memoire out Pavantage d'etre des methodes lo-
cales (voir la Figure 2.8). Ceci est du au caractere local des splines quadratiques
interpolantes. Grace a cette propriete, on peut facilement
(i) ajuster une valeur donnee : si une spline p a ete evaluee pour un ensemble de
donnees {(xi, ^)}^o? eij (lue l?on desire changer la % e e donnee (en changeant
Vi et/ou en deplagant xi a Pinterieur de 1'intervalle [2;^_i,rz;t+i]), alors il n'est
pas necessaire de recalculer tous les coefficients d'une nouvelle spline. En effet,
il suffit de considerer Ie probleme d'interpolation sur Pintervalle [rc^i, a^i+i], et
d'utiliser ensuite les nouveaux noeuds et coefficients evalues sur cet intervalle,
avec ceux deja calcules.
(ii) prolonger les donnees: II y a certaines applications ou les donnees nous pro-
viennent de fagon continue (par exemple, en telemetrie). Dans ce cas, on ne
peut pas attendre d'avoir toutes les donnees pour calculer la spline interpo-
lante. En efFet, on developpe un algorithme progressif, dans Ie sens ou la spline
est, en premier lieu, evaluee pour les n premieres donnees. Ensuite, au fur et a
mesure que 1 on obtient de nouvelles donnees, on evalue la spline interpolante
sans recalculer les noeuds et co efficients deja obtenus.
2. Toutes les methodes citees dans ce memoire presentent un phenomene pathologique,
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dans Ie sens ou la spline interpolante risque de ne pas respecter la convexite des
donnees. Cette situation a lieu lorsque deux pentes adjacentes sont non nulles et de
meme valeur, c'est-a dire ^ = ^+1 ^ 0 (voir les Figures 4.2 et 4.3). Pour remedier
a ce probleme, on peut adopter Pune des approches suivantes
(a) la premiere approche consiste a assigner aux points X{-\ et rc^i la pente di.
Ainsi, on oblige 1'algorithme a generer une spline, qui est lineaire sur 1'inter valle
[rci-i, 2:1+1] (voir les Figures 6.2b et 6.2d). Dans ce cas, la convexite des donnees
est preservee. Cependant il existe une situation critique dans Ie cas ou
Si-1 = ^ 7- ^+1 = ^+2-
La Figure 6.1 presente un example illustrant une pareille situation. Les Xi et yi
sont donnes dans Ie tableau suivant























Figure 6.1 - Exemple de situation critique
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Aussi, si 8i = ^4-1 7^ 0 et <^_i ou ^+2 = 0, on ne peut pas assigner aux points
2^_i et Xi^ la pente di. Dans ce cas, la convexite et la monotonie des donnees
ne peuvent pas etre preservees en meme temps.
Dans ces cas particuliers, Ie phenomene pathologique persiste, et la deuxieme
approche s'impose.
(b) la deuxieme approche consiste a enlever Ie coin (xi^yi) et a Ie remplacer par
deux points (xig^y^g) et {xid^Vid} qui 1'encadrent.
Le nouveau point (xig,yig) est choisi sur la corde reliant (r^_i,^_i) et (x^yi)
a une distance de e Li de ce dernier point; Li etant la longueur de la corde
reliant les deux points successifs (a^_i,^_i) et (xi^yi) (voir Pequation 3.20)
et &, un parametre tel que 0 < e < 1. Le point (xid^Vid) est determine sur la
corde reliant (x^y^) et (2^+1,^+1) de fa^on similaire.
La spline est ensuite evaluee en remplagant (xi,yi) par ces nouveaux points.
Ainsi, on peut develop? er un algorithme note s-algorithme, qui genere une
spline qui est d'autant plus proche du point (x^yi) que e est petit (voir la




























































1' ' ' i' ' S-^"—^6~
(b) e-algorithme avec e = 0.5
(c) e-algorithme avec e = 0.25 (d) e-algorithme avec £ = 0.125
Figure 6.3 - Application de Ve-algorithme
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ANNEXES
Dans cette appendice, on presente une codification des principaux algorithmes presentes
dans Ie memoire.
Le premier algorithme, celui de McAllister et Roulier [16], est codifie en Fortran. Son
programme principal fait appel a des sous-programmes appeles subroutines:
. Subroutine Slopes: on fait appel a ce sous-programme pour calculer les pentes {^}^=o
a partir de (5.1) et (5.2). Ce qui permet d'ajouter au plus un noeud dans chaque
sous-intervalle. Si 1'utilisateur desire utiliser ses propres pentes, il peut se passer de
cette subroutine.
. Subroutine Meval: composee de quatres subroutines
- Subroutine Search: permet de determine! Ie sous-intervalle dans lequel on desire
evaluer la spline p a partir d'un argument donne.
- Subroutine Choose: permet de choisir un des quatre cas possibles determines
par la methode de McAllister et Roulier.
- Subroutine Cases: permet, une fois Ie cas determine, de calculer les noeuds et
coefBcients necessaires au calcul de la spline.
- Subroutine Spline: permet de localiser 1'argument par rapport aux noeuds dans
Pintervalle, et d'evaluer Ie polynome de Bernstein.
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Dans Ie but de comparer Palgorithme de McAllister et Roulier et celui de Schumaker, on
a codifie ce dernier en C++. La codification a ete faite pour les deux versions simple et
interactive. Cependant, seule la premiere version est presentee dans cette annexe.
On obtient Palgorithme d'lqbal en remplagant les pentes de Schumaker par celles de
Butland. Get algorithme a ete programme et applique sur des exemples. En plus d'etre
un algorithme facile a programmer (comme celui de Schumaker), Palgorithme d'lqbal nous
permet d'avoir les resultats de faQon directe (voir Ie troisieme point de la discussion 4.3.2).
Tous les autres algorithmes sont des modifications des algorithmes de McAllister et Rou-
lier et de Schumaker, et peuvent en etre deduits en modifiant legerement ces deux derniers.
Les figures presentees dans ce memoire sont Ie fruit d'applications de ces algorithmes.
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G THIS PROGRAM IS A TEST DRIVER FOR THE SHAPE PRESERVING QUADRATIG SPLINES




C X CONTAINS THE ABSOISSAS OF THE POINTS OF INTERPOLATION.
0 Y CONTAINS THE ORDINATES OF THE POINTS OF INTERPOLATION.
C NIS THE NUMBER OF DATA POINTS.
0 K IS THE NUMBER OF POINTS AT WHICH THE SPLINE IS TO BE EVALUATED.
c
G UPON EXIT FROM SUBROUTINE 'SLOPES'-
0
C D CONTAINS THE COMPUTED FIRST DERIVATIVES AT EACH DATA POINT.
c























C SET THE ERROR TOLERANCE EPS, WHICH IS USED IN SUBROUTINE 'CHOOSE'.
EPS=1.E-04
0
C EVALUATE EQUALLY SPACED POINTS IN THE ENTIRE INTERVAL DETERMINED BY
C THE DATA.
c




















C SLOPES CALCULATES THE DERIVATIVE AT EACH OF THE DATA POINTS. THE SLOPES
C PROVIDED WILL INSURE THAT AN OSGULATORY QUADRATIC SPLINE WILL HAVE ONE
G ADDITIONAL KNOT BETWEEN TWO ADJACENT POINTS OF INTERPOLATION.
G CONVEXITY AND MONOTONICITY ARE PRESERVED WHEREVER THESE CONDITIONS




C XTAB CONTAINS THE ABSCISSAS OF THE DATA POINTS.
G YTAB CONTAINS THE ORDINATES OF THE DATA POINTS.























G IF ONE OF THE PRECEDING SLOPES IS ZERO OR IF THEY HAVE OPPOSITE SIGN,
C ASSIGN THE VALUE ZERO TO THE DERIVATIVE AT THE MIDDLE POINT.
10 IF(D1.EQ.O.EO.OR.D2.EQ.O.EO.OR.(D1*D2).LE.O.EO) GO TO 20























IF(I.GT.NUMl) GO TO 60






CALCULATE THE SLOPE AT THE LAST POINT, XTAB(NUM).









CALCULATE THE SLOPE AT THE FIRST POINT, XTAB(l).



















C MEVAL CONTROLS THE EVALUATION OF AN OSCULATORY QUADRATIO SPLINE. THE USER
C MAY PROVIDE HIS OWN SLOPES AT THE POINTS OF INTERPOLATION OR USE THE SUB-
0 ROUTINE 'SLOPES' TO CALCULATE SLOPES WHICH ARE CONSISTENT WITH THE SHAPE




C XVAL MUST BE A NONDECR.EASING VECTOR OF POINTS AT WHICH THE SPLINE WILL
C BE EVALUATED.
0 XTAB CONTAINS THE ABSCISSAS OF THE DATA POINTS TO BE INTERPOLATED.
0 XTAB MUST BE INCREASING.
C YTAB CONTAINS THE ORDINATES OF THE DATA POINTS TO BE INTERPOLATED.
G DTAB CONTAINS THE SLOPE OF THE SPLINE AT EACH POINT OF INTERPOLATION.
C NUM IS THE NUMBER OF DATA POINTS (DIMENSION OF XTAB AND YTAB).
G NUMB IS THE NUMBER OF POINTS OF EVALUATION (DIMENSION OF XVAL AND YVAL).
G EPS IS A RELATIVE ERROR TOLERANCE USED IN SUBROUTINE 'CHOOSE' TO DISTINGUISH
0 THE SITUATION DTAB(I) OR DTAB(I+1) IS RELATIVELY CLOSE TO THE SLOPE OR
C TWICE THE SLOPE OF THE LINEAR SEGMENT BETWEEN XTAB(I) AND XTAB(I+1). IF THIS
C SITUATION OCCURS, ROUNDOFF MAY CAUSE A CHANGE IN CONVEXITY OR MONOTONICITY
0 OF THE RESULTING SPLINE AND A CHANGE IN THE CASE NUMBER PROVIDED BYCHOOSE.





C YVAL CONTAINS THE IMAGES OF THE POINTS IN XVAL.
0
0 ERR IS AN ERROR CODE-
C ERR=0-MEVAL RAN NORMALLY.
C ERR==1 - XVAL(I) IS LESS THAN XTAB(l) FOR AT LEAST ONE I OR XVAL(I) IS GREATER
0 THAN XTAB(NUM) FOR AT LEAST ONE I. MEVAL WILL EXTRAPOLATE TO PROVIDE
C FUNCTION VALUES FOR THESE ABSCISSAS.




C MEVAL DOES NOT ALTER XVAL,XTAB,YTAB,DTAB,NUM,NUME.









IF(NUME.EQ.l) GO TO 20
c
C DETERMINE IF XVAL IS NONDECREASING.
NUME1=NUME-1
DO 10 I=1,NUME1





C IF XVAL(I).LT.XTAB(1), THEN XVAL(I)=YTAB(1).
G IF XVAL(I).GT.XTAB(NUM), THEN XVAL(I)=YTAB(NUM).
G
0 DETERMINE IF ANY OF THE POINTS IN XVAL ARE LESS THAN THE ABSCISSA OF THE
C FIRST DATA POINT.
20 DO 30 I=1,NUME






C DETERMINE IF ANY OF THE POINTS IN XVAL ARE GREATER THAN THE ABSCISSA OF THE
C LAST DATA POINT.
DO 50 I=1,NUME
IND=NUME1-I




0 CALCULATE THE IMAGES OF POINTS OF EVALUATION WHOSE ABSCISSAS ARE LESS THAN
G THE ABSCISSA OF THE FIRST DATA POINT.
60 IF(START.EQ.l) GO TO 80











IF(NUME.EQ.l) GO TO 230
G
C SEARCH LOCATES THE INTERVAL IN WHICH THE FIRST IN-RANGE POINT OF EVALUATION
0 LIES.





C IF THE FIRST IN-RANGE POINT OF EVALUATION IS EQUAL TO ONE OF THE DATA POINTS,
0 ASSIGN THE APPROPRIATE VALUE FROM YTAB. CONTINUE UNTIL A POINT OF EVALUA-
C TION IS FOUND WHICH IS NOT EQUAL TO A DATA POINT.




IF(START.GT.NUME) GO TO 230
IF(XVAL(START1).EQ.XVAL(START)) GO TO 90
c





IF(START.GT.NUME) GO TO 230







C CALCULATE THE IMAGES OF ALL THE POINTS WHICH LIE WITHIN RANGE OF THE DATA.
c
90






140 DO 190 I=START,END
0
C IF XVAL(I)-XTAB(LGN1) IS NEGATIVE, DO NOT REGALCULATE THE PARAMETERS FOR















C DETERMINE THAT THE ROUTINE IS IN THE CORRECT PART OF THE SPLINE.
IF(XVAL(I)-XTAB(LCN1)) 180,160,170
c
0 CALL CHOOSE TO DETERMINE THE APPROPRIATE CASE AND THEN CALL CASES TO COM-








C CALCULATE THE IMAGES OF THE POINTS OF EVALUATION WHOSE ABSCISSAS ARE GREA-
C TER THAN THE ABSCISSA OF THE LAST DATA POINT.
IF(END.EQ.NUME) GO TO 230
IF((LCN1.EQ.NUM).AND,(XVAL(END).NE.XTAB(NUM))) GO TO 210






















C SEARCH CONDUCTS A BINARY SEARCH FOR S. SEARCH IS CALLED ONLY IF S IS BETWEEN




C XTAB CONTAINS THE ABSCISSAS OF THE DATA POINTS OF INTERPOLATION.
G NUM IS THE DIMENSION OF XTAB.




C FND IS SET EQUAL TO 1 IF S IS FOUND IN XTAB AND IS SET EQUAL TO 0 OTHERWISE.




















G IF (LAST-FIRST) .EQ. 1, S IS NOT IN XTAB. SET POSITION EQUAL TO FIRST.




C CHECK IF S ,EQ. XTAB(MIDDLE). IF NOT, CONTINUE THE SEARCH IN THE APPROPRIATE
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HALF OF THE VECTOR XTAB.
















C CHOOSE DETERMINES THE CASE NEEDED FOR THE COMPUTATION OF THE PARAMETERS OF




C (P1,P2) GIVES THE COORDINATES OF ONE OF THE POINTS OF INTERPOLATION.
C Dl SPECIFIES THE DERIVATIVE CONDITION AT (P1,P2).
0 (Q1,Q2) GIVES THE COORDINATES OF ONE OF THE POINTS OF INTERPOLATION.
G D2 SPECIFIES THE DERIVATIVE CONDITION AT (Q1,Q2).
0 EPS IS AN ERROR TOLERANCE USED TO DISTINGUISH CASES WHEN Dl OR D2 IS RELATIVELY
G CLOSE TO THE SLOPE OR TWICE THE SLOPE OF THE LINE SEGMENT JOINING (P1,P2) AND
C (Q1,Q2). IF EPS IS NOT EQUAL TO ZERO, THEN EPS SHOULD BE GREATER THAN OR EQUAL




0 NCASE CONTAINS THE VALUE WHICH CONTROLS HOW THE PARAMETERS OF THE QUADRATIC




G CHOOSE DOES NOT ALTER P1,P2,Q1,Q2,D1,D2,EPS.
c
C CALCULATE THE SLOPE SPQ OF THE LINE JOINING (P1,P2),(Q1,Q2).
SPQ = (Q2-P2)/(Q1-P1)
0
C CHECK WHETHER OR NOT SPQ IS 0.
IF (SPQ.NE.O.EO) GO TO 20
IF ((D1*D2).GE.O.EO) GO TO 10
NGASE =1
RETURN


















G IF THE RELATIVE DEVIATION OF Dl OR D2 FROM SPQ IS LESS THAN EPS, THEN
C CHOOSE CASE 2 OR CASE 3.
IF ((ABS(SPQ-D1).LE.EPS*DREF) .OR. (ABS(SPQ-D2).LE.EPS*DREF)) GO TO 30
G
C COMPARE THE SIGNS OF THE SLOPES SPQ,D1 AND D2.
IF ((PROD1.LT.O.EO).OR.(PRODS.LT.O.EO)) GO TO 80
PROD = (DREF-DREF1)*(DREF-DREF2)
IF (PROD.GE.O.EO) GO TO 40
c
0 LI, THE LINE THROUGH (P1,P2) WITH SLOPE Dl, AND L2, THE LINE THROUGH (Q1,Q2)
0 WITH SLOPE D2, INTERSECT AT A POINT WHOSE ABSOISSA IS BETWEEN Pl AND Ql.




30 IF ((PROD1.LT.O.EO).OR.(PROD2,LT.O.EO)) GO TO 80
40 IF (DREF1.GT.(2.EO*DREF)) GO TO 50
IF (DREF2.GT.(2.EO*DREF)) GO TO 60
c
0 BOTH LI AND L2 GROSS THE LINE THROUGH (P1+Q1/2,P2) AND (P1+Q1/2,Q2), WHICH IS
0 THE MIDLINE OF THE RECTANGLE FORMED BY (P1,P2), (Q1,P2), (Q1,Q2) AND (P1,Q2),
0 OR BOTH Dl AND D2 HAVE SIGNS DIFFERENT THAN THE SIGN OF SPQ, OR ONE OF Dl AND D2
G HAS OPPOSITE SIGN FROM SPQ AND LI AND L2 INTERSECT TO THE LEFT OF Pl OR TO THE




G CHOOSE CASE 4 IF DREF2 IS GREATER THAN (2.-EPS)*DREF; OTHERWISE, CHOOSE CASE 3.




0 IN CASES 3 AND 4, SIGN(M1)=SIGN(M2)=SIGN(SPQ).
c
C EITHER LI OR L2 GROSSES THE MIDLINE, BUT NOT BOTH.
G CHOOSE CASE 4 IF MREF1 IS GREATER THAN (2.-EPS)*MREF; OTHERWISE, CHOOSE CASE 3.























IF NEITHER LI NOR L2 GROSSES THE MIDLINE, THE SPLINE REQUIRES TWO KNOTS
BETWEEN Pl AND Ql.
NCASE =4
RETURN
THE SIGN OF AT LEAST ONE OF THE SLOPES D1,D2 DOES NOT AGREE WITH THE SIGN OF
THE SLOPE SPQ.
IF ((PRODl.LT.O.EO).AND.(PRODS.LT.O.EO)) GO TO 130
IF (PROD1.LT.O.EO) GO TO 90
GO TO 110
























C (P1,P2) AND (Q1,Q2) ARE THE COORDINATES OF THE POINTS OF INTERPOLATION.
C DlIS THE SLOPE AT (P1,P2).
G D2 IS THE SLOPE AT (Q1,Q2)




0 (V1,V2),(W1,W2),(Z1,Z2), AND (E1,E2) ARE THE COORDINATES OF THE KNOTS AND
C OTHER PARAMETERS OF THE SPLINE ON (P1,Q1). (E1.E2) AND (Y1,Y2) ARE USED




C CASES DOES NOT ALTER P1,P2,D1,D2,Q1,Q2.
0
IF ((NCASE.EQ.3) .OR. (NCASE.EQ.4)) GO TO 20
IF (NCASE.EQ.2) GO TO 10
c
G CALCULATE THE PARAMETERS FOR CASE 1.
Zl = (P2-Q2+D2*Q1-D1*P1)/(D2-D1)





Z2 = V2 + ((W2-V2)/(W1-V1))*(Z1-V1)
RETURN
G
0 CALCULATE THE PARAMETERS FOR CASE 2.
10 Zl = (P1+Q1)/2.EO
VI == (P1+Z1)/2.EO
V2 = P2 + D1*(V1-P1)
Wl = (Z1+Q1)/2.EO
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C CALCULATE THE PARAMETERS USED IN BOTH CASES 3 AND 4.
20 Cl = Pl + (Q2-P2)/D1
Dl = Ql + (P2-Q2)/D2
HI == 2.EO*C1 - Pl




0 IF (NCASE.EQ.4) GO TO 50
0
C CALCULATE THE PARAMETERS FOR CASE 3.
Kl = (P2-Q2+Q1*DBAR2-P1*DBAR1)/(DBAR2-DBAR1)
IF (ABS(D1).GT.ABS(D2)) GO TO 30
Zl = (K1+Q1)/2.EO
GO TO 40
30 Zl = (K1+P1)/2.EO
40 VI = (P1+Z1)/2.EO
V2 = P2 + D1*(V1-P1)
Wl = (Q1+Z1)/2.EO
W2 = Q2 + D2*(W1-Q1)
Z2 = V2 + ((W2-V2)/(W1-V1))*(Z1-V1)
RETURN
c
C CALCULATE THE PARAMETERS FOR CASE 4.
60 Yl = (P1+01)/2.EO
VI = (P1+Y1)/2.EO
V2 = DI*(V1-P1) 4- P2
Zl = (M1+Q1)/2.EO
Wl = (Q1+Z1)/2.EO
W2 ^ D2*(W1-Q1) + Q2
DBAR3 = (W2-V2)/(W1-V1)
Y2 = DBAR3*(Y1-V1) + V2
Z2 = DBAR3*(Z1-V1) + V2
El = (Yl+Zl)/2,EO











C XVALS CONTAINS THE VALUE AT WHICH THE SPLINE IS EVALUATED.
0 (XTABS,YTABS) ARE THE COORDINATES OF THE LEFT-HAND DATA POINT USED IN THE
C EVALUATION OF XVALS,
0 (XTABS1,YTABS1) ARE THE COORDINATES OF THE RIGHT-HAND DATA POINT USED IN THE
C EVALUATION OF XVALS.
0 Z1,Z2,Y1,Y2,E2,W2,V2 ARE THE PARAMETERS OF THE SPLINE.
C NCASE CONTROLS THE EVALUATION OF THE SPLINE BY INDICATING WHETHER ONE OR TWO








C SPLINE DOES NOT ALTER ANY OF THE INPUT PARAMETERS.
c
C IF NCASE .EQ. 4, MORE THAN ONE KNOT WAS PLACED IN THE INTERVAL.
IF (NGASE.EQ.4) GO TO 40
c
C CASES 1,2, OR 3.
c
C DETERMINE THE LOCATION OF XVALS RELATIVE TO THE KNOT.
IF (Zl-XVALS) 10, 20, 30
0




20 SPLINE = Z2
RETURN
G







0 DETERMINE THE LOCATION OF XVALS RELATIVE TO THE FIRST KNOT.
40 IF (Yl-XVALS) 70, 60, 60
G




60 SPLINE = Y2
RETURN
c
0 DETERMINE THE LOCATION OF XVALS RELATIVE TO THE SECOND KNOT.
70 IF (Zl-XVALS) 100, 90, 80
0




90 SPLINE =. Z2
RETURN
G





A. 2 Algorithme de Schumaker
'**********************l|<*****i»********#***»*******l^*«******l^*l^***************l^!***************









/* DECLARATION DES CONSTANTES ET DES FONCTIONS */
#define ABS(a) ((a) >= 0.07 (a) : -(a))
double F (double A[ ], double B[ ], double G[ ], double x[ ], int k, double var);
/* DECLARATION DES VARIABLES */
ifstream lecture;
int i ,j ,n, kl, k2, k3, k;
char fichier entree[40];
double *V, *x, *y, *d, *L, *LT, *del, *t, *dbar, *A, *B, *C, *xi, *sbar, *eta, a, b, sd, sg, h, var;
/* DEBUT DU PROGRAMME PRINCIPAL */
int main(){
cout«"Entrez Ie nom du fichier d'entree ; ";
cin»fichier entree;
/* LECTURE DU FICHIER D'ENTREE */
lecture.open(fichier entree);
if(lecture.fail())
















x = new double[2 * n — 1]; //les abscisses
y = new double[2 * n — 1]; //les ordonn6es
d = new double[2 * n — 1]; //les pentes
L = new double[n]; //les longueurs des cordes de meme pentes
LT = new double[n,]; //variable temporaire pour Ie calcul de L
del = new double[n]; //Iss pentes des cordes
t = new double[2 * n — 1]; //variable temporaire pour Ie calcul de x
dbar = new double[2 * n — 1]; //variable temporaire pour Ie calcul de d
A = new double[2 * n. — 1]; //les coefficients de la spline
B = new double[2 * n — 1];
G == new double[2 * n — 1];
xi = new double[n — 1]; //les noeuds additionnels
sbar = new double[n — 1]; //la- d6riv6e au noeud
eta = new double[n — 1]; //1'image par la spline au noeud
/* PREPROCESSING */






for (i=0; i<n-l; i++)
{
L[i]=sqrt((x[i+l]-x[i])*(x[i+l]-x[i])+(y[i+l]-yp])*(y[i+l]-y[i]));
del[i] = (y[i+l]-y[i]) / (x[i+l]-x[i]);
}
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for (i=0; i<n-l; i++)
{
J = i;
sd = sg = 0.0;













for (i=0; i<n-l; i++)
L[i]=LT[i];
delete LT;
/* OALOUL DES PENTES */
for (i=l; i<n-l; i++)
d[i]=(L[i-l]*del[i-l]+L[i]*del[i])/(L[i-l]+L[i]);
delete L;
/* LEFT END SLOPE */
d[0] = (3*del[0]-d[l])/2;
/* RIGHT END SLOPE */
d[n-l] = (3*del[n-2]-d[n-2])/2;
/* COMPUTE KNOTS AND COEFFIOIENTS */
j=kl=k2=k3=0;
for (i=0; i<n-l; i++)
{
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if( d[i]+d[i+l] == 2*del[i] )
{

















































for (j=0; j<k; j++)
y[j] = F(A,B,0,x,k,x[j]);
} /* fin MAIN */
/* DEFINITION DE LA FONOTION "F" */




for (i=0; i<k; i++)
{
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