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Abstract 
Ceramic tiling industry has become one of Turkey’s fastest growing industries due to the outstanding achievements of Turkish 
ceramic producers with respect to producing high quality products with lower costs than their equivalents worldwide.  
Conversely high costs of the end product of Turkish building industry in general show that there is an important problem with the 
productivity and quality of construction crews. That’s why most construction firms begin to realize the need for a detailed 
research on the factors affecting construction crew productivity. The purpose of this study is thus to classify the factors that affect 
the productivity of ceramic tiling crews by using data mining methods. To achieve the purpose of our study, a systematic time 
study was undertaken with ceramic tiling crews in Turkey. Daily productivity values of ceramic tiling crews were collected 
together with the information related with the factors like the crew size, age and experience of crewmembers. Collected data was 
classified by using Weka program. The outlier values were first removed from the dataset and decision tree method was used to 
classify the new dataset. Decision tree method was preferred due to its easiness of use and rapidness in classification. Apriori 
algorithm, which is the mostly preferred association algorithm in previous studies, was also used to highlight the general trend in 
the dataset. 
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1. Introduction 
 
Ceramic tiling industry has become one of Turkey’s fastest growing industries due to the outstanding 
achievements of Turkish ceramic producers with respect to producing high quality products with lower costs than 
their equivalents worldwide.  However, low quality and high cost of the end product of Turkish building industry in 
general show that there is an important problem with the productivity and quality of construction crews. That’s why 
most construction firms begin to realize the need for a detailed research on the factors affecting construction crew 
productivity.    
First step for specifying the factors that affect the productivity and attaining a sustainable productivity is  
systematic data collection and analysis  which can be achieved through time study. The purpose of this paper is thus 
to present the research results where  the factors that affect the productivity of ceramic tiling crews are classified by 
using data mining methods after a comprehensive time study with sixty eight  ceramic tiling crews in Turkey. The 
aim of the research has not only been to classify the factors that affect the productivity of the ceramic tiling crews 
but also to determine the most appropriate data mining methods that fit the problem. To achieve this, the dataset was 
classified with Weka program.  
  
2. Material and Method 
 
To classify the factors that affect the productivity of ceramic tiling crews by using data mining methods, a 
systematic time study was first undertaken with sixty eight ceramic tiling crews in Turkey. Daily productivity values 
of ceramic tiling crews were collected together with the information related with the factors like the crew size, age 
and experience of crew members as shown in Table 1. Collected data was then  preprocessed and normalized. The 
normalized data is shown as in Table 2. The outlier values were removed from the dataset because the data range 
was not suitable for the classification.  
 
Table 1. Ceramic Dataset 
 
Crew Size Age Experience Productivity 
4 32,5 0,18 0,40 
5 30,2 9,20 0,48 
3 25,0 1,0 0,28 
7 30,57 0,71 2,40 
3 10,0 0,67 0,40 
… … … … 
 
Table 2. Normalized Ceramic Dataset 
 
Crew Size Age Experience Productivity 
0,43 0,71 0,01 0,12 
0,57 0,64 0,35 0,15 
0,29 0,47 0,04 0,06 
0,86 0,65 0,03 1,00 
0,29 0,00 0,03 0,12 
… … … … 
 
Data range was then categorized as low, medium and high. For classification, only productivity data had to be 
categorized as shown in Table 3, but for rule extraction all data had to be  categorized as shown in Table 4. The 
ranges were determined according to mean values. The mean values of crew size, age, experience of crew members 
and productivity were respectively 0.26, 0.49, 0.46 and 0.44. The range of crew size between 0.0 and 0.10 was 
determined as low, between 0.11 and 0.25 was determined as medium, and between 0.26-1.0 was determined as 
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high. The range of age between 0.0 and 0.41 was determined as low, between 0.42 and 0.76 was determined as 
medium, and between 0.77-1.0 was determined as high. The range of experience of crew members between 0.0 and 
0.16 was determined as low, between 0.17 and 0.56 was determined as medium, and between 0.57-1.0 was 
determined as high. The range of productivity between 0.0 and 0.28 was determined as low, between 0.29 and 0.62 
was determined as medium, and between 0.63-1.0 was determined as high. 
 
Table 3. Numeric Ceramic Dataset For Classification 
 
Crew Size Age Experience Productivity 
0,43 0,71 0,01 medium 
0,57 0,64 0,35 medium 
0,29 0,47 0,04 low 
0,86 0,65 0,03 high 
0,29 0,00 0,03 medium 
… … … … 
 
Table 4. Categorized (Nominal) Ceramic Dataset For Rule Extraction 
 
Crew Size Age Experience Productivity 
medium medium Low medium 
medium medium medium medium 
medium medium medium low 
high medium medium high 
medium low medium medium 
… … … … 
 
Data mining means using exploration, analysis and discovering meaningful patterns and rules from large amount 
of data [1]. Data mining is generally used for prediction and description. There are many tools for mining the data 
[2] such as Weka, R, Keel, RapidMiner, MATLAB, KNIME, and SPSS Clementine. Collected data in this paper 
was classified by using Weka program. Weka is an acronym for Waikato Environment for Knowledge Analysis [3]. 
It is based on Java with open source code. This data mining tool includes data preprocess, classification, clustering, 
association rule mining, attribute selection and visual interactive page.  
 
Table 5. Numeric and Categorized (Nominal) Arff File 
 
Numeric Arff File Categorized (Nominal) Arff File 
@RELATION ceramic @RELATION ceramic 
@ATTRIBUTE crew_size NUMERIC @ATTRIBUTE crew_size {low,medium,high} 
@ATTRIBUTE age NUMERIC @ATTRIBUTE age {low,medium,high} 
@ATTRIBUTE experience NUMERIC @ATTRIBUTE experience {low,medium,high} 
@ATTRIBUTE productivity {low,medium,high} @ATTRIBUTE productivity {low,medium,high} 
@DATA @DATA 
0.43,0.71,0.01,medium high,medium,high,medium 
0.86,0.65,0.03,high low,medium,high,low 
0.71,0.65,0.00,low high,low,medium,high 
… … 
 
For preprocess the outlier values were first removed from the collected dataset.  For every attribute, the outlier 
data range was determined. For crew size attribute, the minimum values between 0 and 3 were removed from the 
dataset and the maximum values between 7 and 8 were removed from the dataset.  For age attribute, the minimum 
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values between 0 and 20 were removed from the dataset and the maximum values between 35 and 42 were removed 
from the dataset.  For experience attribute, the minimum values between 0 and 0.49 were removed from the dataset 
and the maximum values between 13 and 26 were removed from the dataset.  For productivity attribute, the 
minimum values between 0 and 0.19 were removed from the dataset and the maximum values between 2 and 2.4 
were removed from the dataset. Then the values were normalized between 0 and 1. Finally the normalized data was 
saved in arff file format because of Weka. One arff file contains numeric and normalized dataset for classification, 
while the other one contains categorized (nominal) and normalized dataset for rule extraction as shown in Table 5.  
 
2.1. Classification 
 
Decision tree [4] method was used to classify the new formed dataset. Decision tree method was preferred due to 
its easiness of use and rapidness in classification. The other reason of the selection of decision tree method was that 
once it is constructed, it classifies new data quickly. To provide a description of data, predictive models are used. 
Decision tree is the easiest predictive model to interpret. Among decision tree algorithms, C4.5 decision tree 
algorithm [5] is more popular and useful. C4.5 is named in Weka tool as J48. For generating a pruned or unpruned 
C4.5 decision tree J48 class is defined in Weka. J48 uses a greedy technique to induce decision trees for 
classification. It has some important features [5]. In this paper, reduced error pruning feature of J48 was used. 
Reduced error pruning means pruning continues until further pruning is harmful. With this feature, coincidences and 
errors can be removed. 
 
2.2. Rule Extraction 
 
Association rule discovery and classification are similar tasks in data mining. The difference between aims of 
classification and assosiciation rule mining is that classification predicts class labels while assosicaiton rule mining 
discovers  associations between attribute values of data set. [6]. Apriori algorithm [7], which is the mostly preferred 
and widely used association algorithm, was also used to highlight the general trend in the dataset. This algorithm is 
reliable and useful. Class association rules (CAR) were mined instead of  general association rules in this research. 
Focusing on mining a special subset of association rules named as class association rules is used for integration [8]. 
Since constraints on various metrics of significance can be used for selecting interesting rules from the set of all 
possible rules, the main reason in choosing CAR during this research.  
 
3. Research and Discussion 
 
The dataset as shown in Table 3 was used in order to form the decision tree. The collected dataset was divided 
into 2 parts, which are test and train data. The test data was 30% of all the data. While ceramic tiling crew 
productivity data was classified with a success rate of 65%, main findings showed that productivity of construction 
ceramic labors decreased as their age increased and as their experience on the related site decreased as their age 
increased and as their experience on the related site decreased. The most important factor among age, crew size and 
experience in construction site was determined as crew size as shown in Figure 1. As shown in Figure 1, the root 
node is crew size. According to  Figure 1, the older the employee, the lower the productivity. Also the lower the 
experience in construction and the higher the crew size, the lower the productivity.  
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Fig. 1. Decision Tree Visualization of Ceramic Data 
For Apriori, the categoric dataset as shown in Table 4 was used which included all of the collected data. The 
confidence value which indicates how reliable the rule was determined as 0,75 and the minimum support value 
which is the percentage of groups that contain all of the items listed in that association rule was determined as 0,1. 
According to this confidence value, the most important rules are: 
1) crew_size=high experience=high 2 ==> productivity=medium 2    conf:(1) 
2) age=low experience=medium 2 ==> productivity=high 2    conf:(1) 
3) crew_size=high age=low experience=medium 2 ==> productivity=high 2    conf:(1) 
4) experience=medium 4 ==> productivity=high 3    conf:(0.75)     
As shown in the above stated  rules, the higher the crew size and the higher the experience of crew members, the 
higher the productivity.  The productivity is high if the age is low and the experience of crew members has medium 
values or if the crew size is high, the age is low and the experience of crew members are medium values or if only 
the experience has medium values. The other findings obtained showed that the older the employee, the lower  the 
productivity. Also the lower the experience in construction, the lower the productivity. But the higher the age, the 
lower the productivity. 
When we analyzed the effect of the crew size, we observed that the higher the crew size and the younger the age, 
the higher the productivity. On the other hand, when the crew size is low and the age is young, then the productivity 
is low. That’s why the crew size is more important than the age. If the crew size is high and the experience of crew 
members has medium values, then the productivity is high. If the age is young and the experience of crew members 
is high, then the productivity has medium values. 
 
4. Conclusion 
 
This study is one of the few studies used to investigate the factors affecting construction crew productivity by 
using classification and rule extraction which are data mining methods. In this paper, decision tree and association 
rule mining which are the most popular data mining methods are used to predict the right class and to find the 
appropriate rules. Thus, the results will be important not only for construction practitioners in determining the 
important factors affecting crew productivity but also for future researchers in applying data mining methods in 
construction management related research.  
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