A very efficient technique to drastically reduce the number of multipliers and adders in implementing linear-phase finite-impulse response (FIR) digital filters in applications demanding a narrow transition band is to use the frequency-response masking (FRM) approach originally introduced by Lim. The arithmetic complexity can be even further reduced using a common filter part for constructing the masking filters originally proposed by Lim and Lian. A drawback in the above-mentioned original FRM synthesis techniques is that the subfilters in the overall implementations are separately designed. In order to further reduce the arithmetic complexity in these two FRM approaches, the following two-step optimization technique is proposed for simultaneously optimizing the subfilters. At the first step, a good suboptimal solution is found by using a simple iterative algorithm. At the second step, this solution is then used as a start-up solution for further optimization being carried out by using an efficient unconstrained nonlinear optimization algorithm. An example taken from the literature illustrates that both the number of multipliers and the number of adders for the resulting optimized filter are less than 80% compared with those of the FRM filter obtained using the original FRM design schemes in the case where the masking filters are separately implemented. If a common filter part is used for realizing the masking filters, then an additional reduction of more than 10% is achieved compared with the optimized design with separately implemented masking filters.
Introduction
One of the most efficient techniques for synthesizing narrow transition band linearphase finite-impulse response (FIR) digital filters with a drastically reduced number of multipliers and adders compared with the conventional direct-form implementation is the frequency-response masking (FRM) approach. [1] [2] [3] [4] The price to be paid for this reduction in the arithmetic complexity is a slight increase in the overall filter order. The arithmetic complexity of FIR filters based on the use of the FRM approach can be even further reduced using a common filter part for constructing the masking filters.
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A drawback of the original FRM synthesis techniques [1] [2] [3] [4] [5] for both of the abovementioned FIR filter classes is that the subfilters have been separately designed. This paper proposes a two-step technique for reducing the overall arithmetic complexity by simultaneously designing all the subfilters. Some parts of the material in this contribution has been presented earlier in the conference articles. 6, 7 At the first step, in the case of separate masking filters, a simple iterative design scheme is used for generating a start-up solution for further optimization. 6 At the second step, this solution is then improved with the aid of an efficient unconstrained nonlinear optimization algorithm. An example taken from the literature shows that in the case of separate masking filters both the number of multipliers and the number of adders of the resulting optimized filter are less than 80% compared to those of the FRM filter obtained by using the original FRM design schemes described in Refs. 1-4. In order to even further reduce the filter complexity, a similar simultaneous optimization scheme is applied for synthesizing filters where the masking filters are generated using a common filter part. 7 The motivation for considering these generalized filters lies in the fact that the magnitude responses for the masking filters after the simultaneous optimization are very similar (see, e.g., Fig. 6 in Ref. 6 or Fig. 8 in this contribution). The same example as for the case of separate masking filters shows that by properly using a common filter part for synthesizing the masking filters results in an additional reduction of more than 10% in the overall filter complexity. This paper is organized as follows: Sec. 2 reviews the basic idea of using the FRM approach for generating computationally-efficient linear-phase FIR filters for applications demanding a narrow transition band as well as briefly describes the original synthesis schemes for their design. Section 3 concentrates on simultaneously optimizing all the subfilters in the case where the masking filters are separately implemented. It proposes a two-step technique where a start-up filter is first determined using a simple iterative algorithm and then improved with the aid of an efficient nonlinear unconstrained optimization algorithm. Section 4 shows how to estimate various filter design parameters in order to arrive at the optimized filter with the lowest number of multipliers and adders to meet the given criteria. A twostep design scheme similar to that used in Sec. 3 is applied in Sec. 5 for designing filters where the masking filters share a common filter part. Section 6 shows, by means of an example taken from the literature, that the filters optimized using the proposed techniques provide the above-mentioned benefits over the original FRM designs. Finally, concluding remarks are drawn in Sec. 7.
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Frequency-Response Masking (FRM) Approach
This section reviews how to use the original FRM approach for synthesizing linearphase FIR filters.
Filter structure and frequency response
In the FRM approach, the linear-phase FIR filter transfer function is constructed as follows:
where
and
Here, the impulse-response coefficients f (n), g 1 (n), and g 2 (n) possess an even symmetry. N F is even, whereas both N 1 and N 2 are either even or odd. For
. These selections guarantee that the delays of both of the terms of H(z) are equal. An efficient implementation for the overall filter is depicted in Fig. 1 , where the delay term z −LNF /2 is shared with F (z L ). G 1 (z) and G 2 (z) can also share their delays if a transposed direct-form implementation (exploiting the coefficient symmetry) is used.
The zero-phase frequency response of H(z) (the phase term e −jM ω/2 with M = LN F + max{N 1 , N 2 } is omitted) can be expressed as
Fig. 1. An efficient implementation for a filter synthesized using the FRM approach.
with
and for k = 1, 2
Efficiency of the use of the transfer function
The efficiency of H(z), as given by Eq. (1), lies in the fact that the pair of transfer functions F (z L ) and z −LNF /2 − F (z L ) can be generated from the pair of prototype transfer functions
by z −L . This increases the filter orders to LN F , but since only every Lth impulseresponse value is nonzero, both the number of multipliers and the number of adders remain the same. The above prototype pair forms a magnitude-complementary filter pair since their zero-phase frequency responses, F (ω) and 1 − F (ω) with F (ω) given by Eq. (2d), add up to unity. Figure 2(a) illustrates the relations between these responses in the case of a lowpass-highpass filter pair with passband and stopband edges being located at θ and φ.
Optimization of Frequency-Response Masking Based FIR Filters 567 As illustrated in Fig. 2(b) , the substitution z −L → z −1 preserves the complementary property resulting in the periodic a responses F (Lω) and 1 − F (Lω) that are frequency-axis compressed versions of the prototype responses such that the interval [0, Lπ] is shrunk onto [0, π]. Since the period of the prototype responses is 2π, the period of the resulting responses is 2π/L and they contain several passband and stopband regions in the interval [0, π].
For a lowpass overall transfer function H(z), one of the transition bands provided by
can be used as that of the overall filter. In the first case, denoted by a Case A design, the passband and stopband edges are given by (see Fig. 3 )
respectively, where l is a fixed non-negative integer, and in the second case, referred to as a Case B design, by (see Fig. 4 )
a Throughout this paper, the term "periodic" is used to emphasize the fact that the zerophase frequency responses of both F (z L ) and
In practice, ωp and ωs are given and the remaining problem is to determine whether a Case A design or a Case B design gives the minimum arithmetic complexity. For this purpose, the design parameters L, l, θ, and φ should be determined in a proper manner. This problem will be considered in more details in Sec. 4. The widths of these transition bands are (φ − θ)/L that is only 1/L-th that of the prototype filters. This implies that the arithmetic complexity of the periodic transfer functions to provide one of the transition bands is only approximately 1/L-th that of the optimum conventional (nonperiodic) direct-form FIR filter. Since the order of an FIR filter is roughly inversely proportional to the transition bandwidth, this means that the number of multipliers and adders of the optimum directform FIR filter is approximately L times higher to provide the same transition bandwidth. Note that the orders of both the periodic filters and the corresponding optimum direct-form filters are approximately the same, but the direct-form filters do not contain zero-valued impulse-response coefficients.
2.3.
The use of the masking filters G 1 (z) and G 2 (z) in the original synthesis schemes
Because of the periodicities of the responses of F (z L ) and z −LNF /2 − F (z L ) they cannot be used alone and there is a need to use the two masking filters G 1 (z) and G 2 (z) as shown in Fig. 1 . Their role is two-fold. First, they are designed in such a manner that in the passband of the overall filter, the subresponses H 1 (ω) and H 2 (ω), as given by Eqs. (2b) and (2c), approximate F (Lω) and 1 − F (Lω), respectively. Hence, the extra unwanted passband and transition band regions of F (Lω) and 1 − F (Lω). These goals are achieved for both Case A and Case B designs by selecting the passband and stopband edges of the two lowpass masking filters to be located as shown in Figs. 3 and 4, respectively.
Original FRM filter design techniques
Based on the observations made in Ref. 1, the original design of H(z) with passband and stopband ripples of δ p and δ s can be accomplished for both Case A and Case B designs in the following two steps:
Step 1. Design G 1 (z) and G 2 (z) such that their zero-phase frequency responses approximate unity in their passbands with tolerance less than or equal to 0.9δ p and zero in their stopbands with tolerance less than or equal to 0.9δ s .
Step 2. Design F (Lω) such that the overall response H(ω), as given by Eqs. (2a)-(2e), approximates unity with tolerance less than or equal to δ p on (see Figs. 3 and 4)
and approximates zero with tolerance less than or equal to δ s on
(5b)
Step 1 can be accomplished very fast by using the Remez multiple exchange algorithm. 8 The design of F (Lω) or F (ω) at Step 2 of the above two-step procedure can be performed either using linear programming 1,2 or with the aid of the Remez algorithm.
3,4 The order of
can be considerably reduced by allowing larger ripples on those regions of
where F (Lω) has one of its stopbands [one of its passbands]. As a rule of thumb, the ripples on these regions can be selected to be ten times larger. 
Proposed Two-Step Design Scheme for Filters with Separate Masking Filters
This section describes the proposed two-step technique for simultaneously designing all the subfilters in the FRM filter in the case where the masking filters are separately implemented. How to select whether to use a Case A design or a Case B design as well as how to properly determine the subfilter orders and the design parameters L, l, θ, and φ will be considered in the next section. As will be seen in connection with examples of Sec. 6, the resulting estimated minimum subfilter orders N F , N 1 , and N 2 and the estimated optimum value of L are in the very close vicinity of the actual values minimizing the arithmetic complexity of the overall FRM filter, that is, the number of multipliers and adders required to meet the given overall criteria. This fact considerably reduces the computational workload to arrive at the solution with the lowest arithmetic complexity.
Algorithm for finding an initial filter
Given the subfilter orders (N F , N 1 , and N 2 ) as well as all the remaining design parameters (ω p and ω s , the passband and stopband edges, δ p and δ s , the passband and stopband ripples, as well as whether to use a Case A design or a Case B design along with L, l, θ, and φ), an initial solution can be found effectively using the following procedure:
Step 1. Set r = 1,
Here, the first band is the passband, where the desired function D(ω) and the weighting function W (ω) are equal to unity. The second band is the stopband,
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where D(ω) is equal to zero and W (ω) is equal to δ p /δ s . In the sequel, the same desired and weighting functions are used.
Step 2. Set r = r + 1. Determine the parameters of G (r)
Ω p1 = 2lπ/L, and Ω s2 = (2l + 1)π/L for Case A designs, and Ω p1 = (2l − 1)π/L and Ω s2 = 2lπ/L for Case B designs (see Figs. 3 and 4) . Here, α 1 is the so-called overlapping constant given by the user.
Step 3. Determine the parameters of
and Ω s1 = (2lπ + φ)/L for Case A designs, and and Ω s2 are the same as at Step 2 and α 2 is another overlapping constant specified by the user.
Step
where ∆ is a prescribed tolerance, then stop. Otherwise, go to Step 2.
The basic idea in the above algorithm is to share the frequency-response-shaping responsibilities in such a manner that G 1 (z) and G 2 (z) concentrate mainly on generating the desired response on [0, Figs. 3 and 4) . It has turned out to be beneficial to use the overlapping constants α 1 and α 2 in the above algorithm such that the above-mentioned regions slightly overlap. This makes the convergence of the algorithm significantly faster. In most cases, good selections for these constants are α 1 = α 2 = 0.01.
Step 1 in the above algorithm can be accomplished very fast by using the Remez multiple exchange algorithm, 8 whereas Steps 2 and 3 c can be implemented using linear programming. In order to arrive at a good enough overall solution, only c In Ref. 4 , the Remez multiple exchange algorithm 8 has been exploited for optimizing the zerophase frequency response of F (z L ) in order to make the overall design procedure faster than in the original FRM approaches. 1,2 This is due to the fact that the roles of the masking filters G 1 (z) and G 2 (z) are well defined. However, in the proposed synthesis scheme, their roles are totally different. Therefore, it is recommended to use linear programming for designing F (z L ) at Step 3. Future work is devoted to making the design of F (z L ) faster by properly using the Remez algorithm or a proper combination of linear programming and the Remez algorithm.
Step 3]. It should be pointed out that roughly 300 iterations of the above algorithm are required. This is mainly due to the fact that the maximum magnitude value of F (z L ) is gradually changing in the above algorithm. How to adjust this maximum value to a proper level by using a constrained optimization algorithm will be considered in connection with examples of Sec. 6. Even though the required number of iterations is large, the overall computation time is not long due to the fact that each iteration can be performed very fast.
There exist the following two attractive facts in the above algorithm. First, as already mentioned in the beginning of this section, L as well as the orders of F (z L ), G 1 (z), and G 2 (z) minimizing the overall filter complexity can be estimated very accurately according to the discussion of Sec. 4 so that the overall two-step optimization technique proposed in this section has to be applied a very few times. Second, it is very straightforward to determine, with the aid of the above algorithm, the minimum filter orders yielding a satisfactory result after applying further optimization. This goal is achieved if, after the convergence of the above algorithm, both of the resulting d In most cases, a good candidate is obtained when one of them is slightly less than δ p and the remaining one is slightly larger than δ p .
Further optimization
The solution obtained using the above algorithm can be further improved with the aid of an efficient unconstrained nonlinear optimization technique, as will be described in Appendix A.
Practical Filter Synthesis
In practice, ω p and ω s are given and L, l, θ, and φ must be determined to give the desired solution with the minimum arithmetic complexity. For a given value of L, either a Case A design or a Case B design (not both) can be used provided that L is not too large.
1-3 A Case A design is applicable if l, θ, and φ are determined as
and the resulting θ and φ satisfy 0 ≤ θ < φ ≤ π. Similarly, a Case B design can be used if l, θ, and φ are determined as
G , as given by Eq. (7) [
F , as given by Eq. (8)], has been constructed such that if it achieves exactly the specified value of δp, then the passband and stopband ripples provided by G 1 (z) and
for the overall response are exactly the specified values of δp and δs. e x stands for the largest integer that is smaller than or equal to x. f x stands for the smallest integer that is larger than or equal to x. and the resulting θ and φ satisfy 0 ≤ θ < φ ≤ π. If θ = 0 or φ = π, then the resulting specifications for F (ω) are meaningless and the corresponding value of L cannot be used.
The remaining problem is to determine L to minimize the number of multipliers, that is, N F /2 + 1 + (N 1 + 2)/2 + (N 2 + 2)/2 when the coefficient symmetries are exploited. For both the original approaches [1] [2] [3] [4] 
4).
For the filters designed using the proposed technique, good estimates for N 1 and N 2 have turned out to be 60% of those of the original designs. Based on this observation, it can be shown that the values of L giving the lowest arithmetic complexities can be found in the near vicinity of
The above equation can be derived in a manner similar to that used in Refs. 2 and 3 for the original design techniques. The best results are usually obtained at those values of L where θ + φ is close to π. 2, 3 In this case, the transition bandwidths of both G 1 (z) and G 2 (z) are approximately equal to (θ + φ)/L, thereby making N 1 and N 2 approximately equal.
Two-Step Design Scheme for Filters with a Common Part for the Masking Filters
Due to the fact that the magnitude responses for the masking filters G 1 (z) and G 2 (z) after the simultaneous optimization are very similar (see, e.g., Fig. 6 g in Ref. 6 or Fig. 8 in this contribution) , it is beneficial to use a common filter part G 3 (z) for constructing the masking filters as shown in Fig. 5 . In this case, the overall transfer function is given by
where F (z L ) as well as G 1 (z) and G 2 (z) are given by Eq. (1) and
with g 3 (n) possessing an even symmetry. Hence, G 3 (ω), the zero-phase frequency response of G 3 (z), can be expressed in a form similar to that of Eq. (2e). For this g It should be noted that in this figure, N F = 124, instead of N F = 122, has been used.
. Implementation for a filter synthesized using the generalized FRM approach. In this implementation, the masking filters are constructed using a common filter part G 3 (z).
generalized FRM approach, it has turned out that the solutions giving the lowest arithmetic complexities are usually obtained by selecting one of the subfilters G 1 (z) or G 2 (z) in Fig. 5 to be a pure delay. In order to generate a linear-phase overall filter, this implies that the order of the remaining one is two times this delay. In these two cases, the overall zero-phase frequency response is expressible as
The design algorithm for generating F (z L ) as well as G 1 (z), G 2 (z), and G 3 (z) to meet the given overall criteria in the above-mentioned two cases can be carried out as follows:
Step 1. Design F (z L ) and the G k (z)'s for k = 1, 2 using the two-step approach described in Sec. 3.
, and select the starting order of G 2 (z) to be N 2 .
, and select the starting order of G 1 (z) to be N 1 .
Step 3. If G 1 (z) = z −N2/2 , then use an iterative algorithm similar to that used in Sec. 3.1 for alternately designing F (z L ) as well as G 2 (z) and G 3 (z). In this algorithm, an even integer N 2 is increased until the overall filter meets the given criteria. Otherwise, use the similar algorithm for alternately designing F (z L ) as well h According to the discussion of Sec. 2.1, this corresponds to the case where N 1 , the order of G 1 (z), is zero and the additional delay term z −N 2 /2 is needed to make the delays of G 1 (z) and G 2 (z) equal.
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as G 1 (z) and G 3 (z) (G 2 (z) = z −N1/2 ). Similarly, an even integer N 1 is gradually increased for finding its minimum value to meet the given overall specifications.
Step 4. Apply an efficient unconstrained optimization algorithm, as described in Appendix A, for simultaneously optimizing all the subfilters for further improving the filter performance using the result of Step 3 as a start-up solution.
The design of F (z L ) at Step 3 in the above algorithm can be performed as at Step 3 in the algorithm described in Sec. 3.1 by using the following substitutions:
How to properly design G 1 (z), G 2 (z), and G 3 (z) at Step 3 in the above algorithm will be described in Appendix B.
Numerical Examples
This section illustrates, by means of an example taken from the literature, the efficiency of the filters resulting when applying the proposed techniques compared with those obtained using the original design schemes.
1-4
Filter specifications
Consider the specifications 3,4 : ω p = 0.4π, ω s = 0.402π, δ p = 0.01, and δ s = 0.001. For the optimum conventional direct-form FIR filter, the minimum order to meet the given criteria is 2541, requiring 1271 multipliers and 2541 adders when the coefficient symmetry is exploited.
Filters resulting when using the original design schemes
For the original design techniques, 1-4 L = 16 minimizes the number of multipliers required in the implementation.
3,4 For L = 16, the overall filter is a Case A design with l = 3, θ = 0.4π, and φ = 0.432π. The minimum orders for G 1 (z), G 2 (z), and F (z) to meet the given specifications are N 1 = 70, N 2 = 98, and N F = 162, respectively. The overall number of multipliers and adders for this design are 168 and 332, i respectively, that are 13% of those required by an equivalent conventional direct-form design (1271 and 2541). The overall filter order is 2690 that is only 6% higher than that of the direct-form design (2541).
i The two additional adders in the structure of Fig. 1 are included in this figure. In the sequel, the same will be done in the case of the proposed optimized filter with separable masking filters as well as in the case where the masking filters share a common part as shown in Fig. 5 . 
Optimized filters with separate masking filters for L = 16
For L = 16, the best j solution resulting when using the proposed synthesis scheme with separate masking filters is obtained by N 1 = 47, N 2 = 57, and N F = 160. For this filter, the number of multipliers and adders are 134 and 266, respectively, that are approximately 80% of those of the original design. Furthermore, when compared with the original design, the overall filter order reduces from 2690 to 2617.
According to the discussion of Sec. 4, the minimum estimated even order for F (z) and the minimum estimated orders for G 1 (z) and G 2 (z) are N F = 160, N 1 = 42, and N 2 = 59, respectively. Since the orders of both G 1 (z) and G 2 (z) should be even or odd, it was first tried to use N F = 160 and N 2 = 59 and to find the minimum odd order N 1 such that the algorithm of Sec. 3.1 gives a satisfactory overall solution. This resulted in N 1 = 45, δ p = 10δ s = 0.00998 for the region mainly taken care of F (z L ), and δ p = 10δ s = 0.00971 for the region mainly taken care of G 1 (z) and G 2 (z). What was left was to gradually increase N 1 by two and to decrease N 2 by two in order to decrease the overall FRM filter order. The limit was achieved by N 1 = 47 and N 2 = 57, giving δ p = 10δ s = 0.01000 for the region of F (z L ) and δ p = 10δ s = 0.00988 for the region of G 1 (z) and G 2 (z). For this design, the maximum magnitude value of F (z L ) and the value at the zero frequency are approximately 2.93 and 2.54, respectively. The further optimization resulted in δ p = 10δ s = 0.00999. There are the following two important properties of the proposed FRM filters to be pointed out. First, the subfilter orders estimated according to the discussion of Sec. 4 are very close to the orders minimizing the arithmetic complexity, implying that the two-step optimization technique described in Sec. 3 has to be carried out a very few times. Second, as will be seen in the following subsections, there are numerous solutions giving approximately the same result. These solutions differ from each other in the sense that independent of the maximum value of the zerophase frequency response of F (z L ), practically the same passband and stopband ripples for the overall FRM filter are achieved.
Optimized filters with separate masking filters for L = 21
For the proposed filters with separate masking filters, the overall number of multipliers is minimized by L = 21 [the value obtained using Eq. (10)]. This filter is a Case A design with l = 4, θ = 0.4π, and φ = 0.442π. Proceeding in the same manner as for L = 16, the best solution is obtained by N 1 = 55, N 2 = 77, and j The measure of goodness is the overall number of multipliers. If there exist several solutions requiring the same minimum number of multipliers, then, first, the solution with the minimum value of N F is selected and, second, the one having a lower value for the maximum of N 1 and N 2 is selected. In this case, the overall filter order, as given by LN F + max{N 1 , N 2 }, is minimized. k If an FRM filter with a lower arithmetic complexity is desired to be generated, then it is worth trying to decrease N F while keeping the sum of N 1 + N 2 the same or to decrease (N 1 + 2)/2 + (N 2 + 2)/2 while keeping N F the same. However, these alternatives gave no satisfactory results. N F = 122. In this case, the orders estimated according to the discussion of Sec. 4 are N 1 = 55, N 2 = 76, and N F = 122. Hence, the estimated order for N 2 differs only by one, while the remaining estimated orders are directly the minimum orders. The procedure of Sec. 3.1 resulted in δ p = 10δ s = 0.01001 for the region of F (z L ) and δ p = 10δ s = 0.00941 for the region of G 1 (z) and G 2 (z). For this design, the maximum magnitude value of F (z L ) and the value at the zero frequency are approximately 2.52 and 2.75, respectively. This filter requires 129 multipliers and 256 adders that are approximately 77% of those of the original best design for L = 16.
In order to illustrate that there exist various solutions with practically the same ripple values, further optimization was performed subject to the following two constraints, l namely, Fig. 9 , whereas the overall magnitude response for Fig. 12 , the masking filters for this FRM filter are very different. From the implementation point of view, this latter FRM filter is preferable. This is due to the fact that the impulse-response values of F (z L ) are significantly smaller.
Optimized filters with a common part for the masking filters
When simultaneously optimizing the subfilters in the case where the masking filters share a common filter part, the overall number of multipliers is minimized also by L = 21. Using the best design with separate masking filters as a start-up solution at
Step 2 in the algorithm of Sec. 5, the orders for F (z), G 1 (z), G 2 (z), and G 3 (z) became 122, 0 (G 1 (z) = z −N2/2 = z −11 ), 22, and 55, respectively. For this design, the simultaneous optimization of all the subfilters resulted in δ p = 10δ s = 0.03529. Since the order of G 2 (z) should be even, N 2 was gradually increased by two until the overall filter met the given specifications. This goal was achieved by N 2 = 46 (G 1 (z) = z −N2/2 = z −23 ), giving δ p = 10δ s = 0.00999. For this FRM filter, l The optimization was performed as described in Appendix A with the exception that there exists now a linear constraint. The resulting problem can be solved conveniently using the function fminimax from the optimization toolbox provided by MathWorks, Inc. 9 m If the peak scaling and two's complement arithmetic are desired to be used and G 1 (z) and G 2 (z) share their delays by using the transposed direct-form structure exploiting the coefficient symmetry in Fig. 1 , then there exist two alternatives for the scaling. In the first alternative, the overall input is divided by a constant β being the maximum value of F (Lω) and the coefficients of G 1 (z) and G 2 (z) are multiplied by β. In the second alternative, the coefficients f (n) in Fig. 1 as well as the output of the delay line z −LN F /2 are divided by β. For this FRM design, Figs. 14 and 15 show the responses for F (Lω) and 1 − F (Lω) and the magnitude responses for G 2 (z) and G 3 (z), respectively. The zeroplots for G 2 (z) and G 3 (z) are shown in Fig. 16 , whereas the overall magnitude response for H(z) is depicted in Fig. 17 . 
Summary of the filter designs
Some of the characteristics for the filters designed in this section using various algorithms are summarized in Table 1 , where N M denotes the number of multipliers required to implement the overall filter. The optimized impulse-response values of F (z), G 1 (z), and G 2 (z) for the best proposed filter with separate masking filters for L = 21 and NF n=0 f (n) = 1.2 as well as the optimized impulse-response values of F (z), G 2 (z), and G 3 (z) for the best proposed filter with a common part for the masking filters are given in Tables C.1-C.3 and C.4-C.6 in Appendix C, respectively.
Conclusions
A two-step optimization technique has been proposed for considerably reducing the arithmetic complexity of linear-phase FRM based FIR filters in two cases, namely, the case with separately implemented masking filters and the case where the two masking filters share a common filter part. In both cases, an initial filter is generated at the first step with the aid of a simple iterative algorithm. At the second step, this start-up design is improved using an efficient unconstrained nonlinear optimization. An example taken from the literature has shown that in the case of separate masking filters the number of adders and multipliers for the optimized filter is less than 80% compared to that obtained using the original design techniques where all the subfilters are separately designed. An additional reduction of more than 10% is achievable by using a common part for the masking filters. It has been observed, by using other filter criteria, that these reductions are approximately valid also for other specifications. Future work is devoted to characterizing in more details the behavior of the resulting optimized filters as well as to applying similar techniques to the multistage FRM approach. Furthermore, for both above-mentioned FRM filter classes, the proposed design schemes will be modified to give directly the best solution after specifying the filter criteria.
Appendix A
This appendix shows how to properly improve the performance of the initial filters generated in Secs. 3 and 5.
In order to treat all the problems considered in Secs. 3 and 5 in a similar manner, the problems under consideration are categorized into the following types:
Type I. H(z) is implemented according to Fig. 1 , where F (z L ) is of even order N F in z L , whereas G 1 (z) and G 2 (z) are of orders N 1 and N 2 such that both N 1 and N 2 are either even or odd integers. This problem can be solved using an effective unconstrained nonlinear optimization algorithm. For this purpose, the function fminimax from the optimization toolbox provided by MathWorks, Inc. has been used. 9 When using this function, the user has to provide a function which evaluates the objective function, that is, the error function to be minimized at the given frequency points as well as the gradients of the objective function with respect to the adjustable parameters. The solution meeting the given overall criteria is obtained when becomes less than or equal to δ p .
