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The channels, and more generally superoperators acting on the trace class operators of a
quantum system naturally form a Banach space under the completely bounded trace norm
(aka diamond norm). However, it is well-known that in infinite dimension, the norm topol-
ogy is often “too strong” for reasonable applications. Here, we explore a recently intro-
duced energy-constrained diamond norm on superoperators (subject to an energy bound
on the input states). Our main motivation is the continuity of capacities and other entropic
quantities of quantum channels, but we also present an application to the continuity of one-
parameter unitary groups and certain one-parameter semigroups of quantum channels.
I. DIAMOND NORM
Let A and B be separable Hilbert spaces, in most of the present note infinite dimensional, of
two quantum systems whose states are described by the trace class operators T (A) and T (B),
respectively:
T (A) = {ξ : A→ A s.t. ‖ξ‖1 <∞},
where ‖ξ‖1 = Tr
√
ξ†ξ is the trace norm, i.e. the sum of all the singular values of ξ. Quantum
channels, or in physics language, open system state evolutions, are modelled as completely pos-
itive and trace preserving (cptp) maps N : T (A) → T (B). As these, and more generally their
real linear combinations, which are Hermitian-preserving superoperators ∆ : T (A) −→ T (B),
are linear maps between Banach spaces, they inherit a natural norm, often called the trace norm:
‖∆‖1→1 : = sup ‖∆ξ‖1 s.t. ‖ξ‖1 ≤ 1
= sup ‖∆ρ‖1 s.t. ρ state on A.
As is well-known, this norm induces a topology on maps that is often too strong for quantum
mechanical applications – we will discuss such instances below. However, as a norm it is actually
too weak, since it is not stable under tensor products with the identity map. Indeed, the natural
norm on superoperators is the of the completely bounded trace norm, also known as diamond norm [1,
12]:
‖∆‖⋄ := sup ‖(∆ ⊗ idC)ρ‖1 s.t. ρ state on A⊗ C. (1)
From the definition, it is easy to see that the supremum may be restricted to pure states (namely
by purification and the contractivity of the trace norm under partial traces), and that w.l.o.g. C =
A′ ≃ A. In particular, in finite dimension, the supremum is always attained on a pure state on
A⊗A′. As a matter of terminology, in the present article, superoperators are generally assumed to
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2be Hermitian-preserving, which means that they are differences of completely positive (cp) maps;
and channels are those maps that are cptp.
The diamond norm has an operational interpretation for ∆ = pN1 − (1 − p)N2, in a Helstrom
context of binary hypothesis testing between to channelsNi, as follows: 12
(
1−‖pN1−(1−p)N2‖⋄
)
equals theminimum error probability of distinguishingN1 fromN2, which come with prior prob-
abilities p and 1 − p, respectively, when we are allowed preparation of a probe state ρAC , one
application of the unknown channel, and an arbitrary measurement on the system BC .
The diamond norm not only gives an important and natural metric on quantum channels [1, 12,
20], it turns out that it provides also the natural setting to discuss continuity of channel capacities
in finite dimension. This proceeds via the Alicki-Fannes inequality [2] and the “telescoping” trick
of Leung and Smith [6]. Here, we derive inequalities motivated by a desire to generalise the latter
to infinite dimensional (for instance Bosonic) channels. The entropy is known to enjoy Fannes-
type continuity subject to energy bounds [24], and so we have to look at the correct metric on
channels to make the Leung-Smith argument work.
The rest of the paper is organised as follows: In section II we review some of the issues with
the diamond norm in infinite dimensional systems; then in section III we present the energy-
constrained diamond norm and review some of its immediate mathematical properties, as well
as presenting some less obvious ones. After that we move to two groups of applications: First
(section IV), we show that the energy constraint allows us to recover the norm continuity of uni-
tary time evolution w.r.t. the generating Hamiltonian, and certain one-parameter semigroups; we
highlight a connection of the explicit norm continuity bounds to the topic of quantum speed lim-
its. Secondly, in section V, we apply the formalism to prove a uniform continuity lemma for the
conditional entropy of quantum channel outputs under an energy constraint at the input, and use
it to prove uniform continuity of channel capacities with energy constraints at the sender.
II. UNDESIRABLE FEATURES OF THE DIAMOND NORM IN INFINITE DIMENSION
It is well-known that the superoperator trace norm or diamond norm convergence is not suit-
able to make one-parameter semigroups t 7−→ Λ(t) = etL continuous, unless the generator L is
bounded [7, 18]. In fact, from the theory of one-parameter unitary groups, i.e. free quantum me-
chanical time evolution, we know that the natural, correct notion of continuity in time is provided
by the strong topology of pointwise convergence. On the other hand, strong convergence is not
defined in terms of a single norm, but in certain applications we need a quantitative measure of
how far an element of a sequence is from its limit, in other words: a metric. To illustrate the is-
sues in some concrete examples, start by considering the single-mode Bosonic quantum limited
attenuatorsAη, |η| ≤ 1, defined uniquely by the property that for all coherent states |α〉,
Aη(|α〉〈α|) = |ηα〉〈ηα|,
which can be realised using a beam splitter with transmissivity η, whose one input channel is fed
with the input state and the other with the vacuum state |0〉.
Proposition 1 For any η 6= η′, we have ‖Aη −Aη′‖⋄ = 2.
I.e., all attenuators are at maximum distance from each other, despite the (Ae−t)t∈R forming a
seemingly “continuous” one-parameter semigroup; which it is, but not with respect to the dia-
mond norm topology, but the so-called strong topology
3Proof Clearly, ‖N1 −N2‖⋄ ≤ 2 for any two channels. On the other hand, for η 6= η′,
‖Aη −Aη′‖⋄ ≥ sup
α
‖Aη(|α〉〈α|) −Aη′(|α〉〈α|)‖1
= sup
α
‖|ηα〉〈ηα| − |η′α〉〈η′α|‖1
= sup
α
2
√
1− |〈ηα|η′α〉|2
= sup
α
2
√
1− exp (−|(η − η′)α|2) = 2,
where in the first two lines we have simply inserted coherent states |α〉 as test stated and evaluated
the channels on those; in the third line we have used the well-known relation between the trace
distance and inner product of pure states, and in the fourth the equally well-known formula for
the inner product of coherent states. ⊓⊔
What goes on here is that to realise this large distance between different attenuator channels,
we need to probe them with highly energetic test states, albeit only coherent ones in the example.
This is at odds with most communication settings where continuous variable channels are used
under an energy constraint on the input. The same is true for one-mode squeezing unitaries, or
displacement unitaries; the corresponding channels are always at mutual diamond norm distance
2. A yet more fundamental example are time evolutions generated by unbounded Hamiltonians:
Proposition 2 For an unbounded Hamiltonian H ≥ 0, let Ut = e−itH and Ut(ρ) = UtρU †t be the time-
propagator. Then there is a dense set D ⊂ R such that ‖Ut − Ut′‖⋄ = 2 for all times t, t′ with t− t′ ∈ D.
Proof By the one-parameter group property of U(t), and the unitary invariance of the diamond
norm, we only have to prove the statement for t′ = 0. We may w.l.o.g. assume that the small-
est eigenvalue of H is 0. We shall give a simple description of a possible set D in terms of the
Hamiltonian’s spectrum S = spec H :
D =
{
t : 0 ∈ conv (spec Ut) = conv {e−itE : E ∈ S}
}
.
Indeed, for a unit vector in eigenstate superposition |ψ〉 =∑E cE |E〉, we have
〈ψ|e−itH |ψ〉 =
∑
E
|cE |2e−itE ,
which can be made 0 by choosing the probabilities |cE |2 if and only if the convex hull of the e−itE
contains the origin. It can be made arbitrarily small if the closure of the convex hull contains the
origin. In other words, |ψ〉 and e−itH |ψ〉 can be made arbitrarily close to orthogonal.
To show thatD is dense in R, consider a point t0 6∈ D. This means that there is a line separating
the convex set C0 := conv {e−itE : E ∈ S} from the origin:
∀z ∈ C0 Re zeiα ≥ δ > 0.
Now, consider any sufficiently large E0 > 0; then for all sufficiently small ∆t > 0,
∀t ∈ [t0 −∆t, t0 +∆t] ∀E ∈ S ∩ [0;E0] Re e−itEeiα ≥ 1
2
δ.
On the other hand, by the unboundedness ofH , there must exist an energy E ∈ S, E1 > E0, such
that 2∆tE1 ≥ 2π, meaning that e−itE1 makes at least one full revolution on the unit circle as t
varies from t0 −∆t to t0 +∆t. By the intermediate value theorem, there must be at least one t in
4the interval such that 0 ∈ conv (S ∩ [0;E0] ∪ {E1}). Since∆twas arbitrarily small, this shows that
arbitrarily close to t0 elements of D can be found. ⊓⊔
Remark Typical Hamiltonians will have times where ‖U(t)− id‖⋄ < 2. A simple example is given
by the quantum harmonic oscillator, H =
∑
n≥0
(
n+ 12
)
. Because of the integer spacing of the
eigenenergies, it has period τ = 2π, in particular U(τ) = id = U(0).
One can also construct Hamiltonians with infinitely many exceptional times. Consider for
instance H =
∑
n≥0 c
n|n〉〈n|, with and integer c ≥ 3, which for times τk = 2πc−k gives rise to
Uτk =
∑
n≥0
e2πic
n−k |n〉〈n| =
k−1∑
n=0
e2πic
n−k |n〉〈n|+
∑
n≥k
|n〉〈n|.
This differs from 1 only on the sector of the k smallest energies, and is indeed arbitrarily close to
1 for sufficiently large c.
We conjecture that periods affecting all but a finite number of the eigenfrequencies are the only
possible origin of exceptional times. Concretely, letE0 be the ground state energy ofH , and define
the essential periods as
P := {t : tE − tE0 ∈ Z for all but finitely many E ∈ spec H}.
Note that P is an at most countably infinite set, and may be empty. Then, it seems plausible that
for all t− t′ 6∈ P, it holds ‖Ut − Ut′‖⋄ = 2. ⊓⊔
III. A DIAMOND NORM RELATIVE TO A HAMILTONIAN ANDAN ENERGY BOUND.
Assume that system A comes with a genuine Hamiltonian HA ≥ 0, in fact normalised in such
a way that the ground state energy is 0 (we will call such Hamiltonians grounded). In particular,
we want the pure state vectors |ψ〉 of finite energy, 〈ψ|HA|ψ〉 < ∞, to be dense in A. This implies
that the subspace spanned by those vectors with 〈ψ|HA|ψ〉 ≤ E is also dense in A, for any E > 0.
There are two stronger conditions that are useful sometimes: First, it may be that HA has
discrete spectrum and each eigenvalue has only finite degeneracy; equivalently, this can be ex-
pressed as saying that the projector {HA ≤ E} onto the eigenvalues up to E has finite rank for all
E ≥ 0. We will call such Hamiltonians simply discrete. Second, for later use with von Neumann
entropies, Hamiltonians will at certain moments also be required to satisfy the Gibbs hypothesis,
meaning that for all β > 0, Z = Tr e−βHA < ∞, so that the Gibbs state γ(E) = 1Z e−βHA , with
a certain function β = β(E), is well-defined and characterised as the unique entropy maximiser
subject to the energy boundTr ρHA ≤ E. Such Hamiltonians are always discrete, but the converse
is not true. If we have different Hamiltonians HA, HB , etc, to distinguish, we denote the Gibbs
state as γA(E), γB(E), etc, for clarity.
Definition 3 (Shirokov [16]) For a Hermitian-preserving map ∆, define the E-constrained diamond
norm
‖∆‖⋄E := sup ‖(∆ ⊗ idC)ρ‖1 s.t. ρ state on A⊗ C, Tr ρAHA ≤ E. (2)
By the same reasoning as for the diamond norm, the supremum can be restricted to pure states,
and w.l.o.g. C = A′ ≃ A. A related definition was proposed by Pirandola et al. [13], for the spe-
cial case of quantum harmonic oscillators, and with the slight difference that the energy (photon
number) bound was applied to both system A and reference C . The resulting norm is equivalent
5to the one of Shirokov, but because of the properties proved in the following, and the particular
applications we have in mind, we have chosen the latter.
That this definition is indeed a norm, and some of its elementary properties (several of which
noted already in [16]), are contained in the following lemma.
Lemma 4 For a grounded system Hamiltonian HA ≥ 0 and all E > 0:
1. ‖ · ‖⋄E is a norm on superoperators, in particular ‖∆‖⋄E = 0 iff ∆ = 0.
2. For every ∆, ‖∆‖⋄E is monotonically non-decreasing and concave in E. In particular, for E < E′,
‖∆‖⋄E ≤ ‖∆‖⋄E′ ≤ E
′
E
‖∆‖⋄E .
Thus, all ‖ · ‖⋄E are topologically equivalent.
3. The diamond norm is obtained as a limit: sup
E>0
‖∆‖⋄E = ‖∆‖⋄.
4. An alternative, and sometimes more convenient formula for the norm is
‖∆‖⋄E = sup
ξ
‖(∆ ⊗ id)ξ‖1 = sup
ξ, T
Tr [(∆⊗ id)ξ]T,
where the suprema are over ξ = ρ−σ with ρ, σ ≥ 0, Tr ρ+Trσ ≤ 1 andTr ρAHA, TrσAHA ≤ E,
and the second supremum involves furthermore an operator with −1 ≤ T ≤ 1 .
5. For any Hermitian-preserving superoperator ∆ and any cptp map T on a system C , with Hamilto-
nian grounded HC ≥ 0, ‖∆‖⋄E = ‖∆ ⊗ T‖⋄E , where on the right hand side the energy bound is
understood with respect to the Hamiltonian H = HA ⊗ 1 C + 1A ⊗HC .
6. For any two Hermitian-preserving superoperators ∆1 and ∆2 acting on A1 and A2, with Hamilto-
niansHA1 andHA2 , respectively,
‖∆1 ⊗∆2‖⋄E ≥ max
E=E1+E2
‖∆1‖⋄E1 · ‖∆2‖⋄E2 ,
where the composite system carries the Hamiltonian H = HA1 ⊗ 1A2 + 1A1 ⊗HA2 .
Proof Straightforward. ⊓⊔
Furthermore, Shirokov [16, Prop. 3] showed that convergence w.r.t. ‖ · ‖⋄E implies strong con-
vergence, and that for a discrete Hamiltonian HA the two topologies are equivalent.
Lemma 5 The energy-constrained diamond norm is given by a semidefinite programme (albeit an infinite
dimensional one):
‖∆‖⋄E = maxTr JV s.t. − 1 ⊗ ρ ≤ V ≤ 1 ⊗ ρ, Tr ρ = 1, Tr ρH ≤ E,
where J = (∆ ⊗ id)Φ, and |Φ〉 = ∑n |n〉|n〉 is the formal maximally entangled state, with the property
that its partial trace is 1 . The computational basis here and in the following is the eigenbasis of H .
In the special case of ∆ = N1 − N2, the difference between two cptp maps (equivalently, ∆ is trace-
annihilating), this can be simplified to
1
2
‖∆‖⋄E = maxTr JW s.t. 0 ≤W ≤ 1 ⊗ ρ, Tr ρ = 1, Tr ρH ≤ E
= minx+ yE s.t. Z ≥ J, Z ≥ 0, x, y ≥ 0, x1 + yH ≥ TrAZ.
6Proof Basically, the reasoning is precisely that of Watrous [20], with the added energy constraint.
The derivation of the dual has one more Lagrange multiplier variable to keep track of the energy
bound.
The biggest issue is that Φ is only a singular operator, and hence J , too. Note however, that
to make sense of the traces in the primal SDPs, it is enough to have it as a singular state, i.e. as
the limit of, say, the sequence Φn = |Φn〉〈Φn|, |Φn〉 =
∑n
k=1 |k〉|k〉 (n → ∞), or of unnormalised
entangled squeezed states
∑
k λ
k|k〉|k〉 (λ ր 1). Apart from that, the reasoning for strong duality
and hence equality of primal and dual optimal values, is the same. ⊓⊔
As the usual diamond norm, the energy-constrained version has an operational interpretation
in terms of discriminating channels with test states of bounded energy: 12
(
1−‖pN1−(1−p)N2‖⋄E
)
is theminimum error probability of distinguishingN1 fromN2, with prior probabilities p and 1−p,
respectively, when we are allowed preparation of a probe state ρAC with energy of ρA bounded
by E, one application of the unknown channel, and an arbitrary measurement on the systemBC .
Before moving on, we pause to mention the closely related notion of energy-constrained chan-
nel fidelity and Bures distance, explored in [15] and [17]:
βE(N1,N2) = sup
√
1− F ((N1 ⊗ idC)ρ, (N2 ⊗ idC)ρ)2 s.t. ρ state on A⊗ C, Tr ρAHA ≤ E.
It relates to ‖N1−N2‖⋄E via inequalities analogous to the relation between Bures distance of states
and their trace distance. Notable, in [17, Prop. 1] it is shown that βE(N1,N2) is the minimum
β(V1,V2) over all isometric Stinespring dilations Vi ofNi.
Remark One might wonder why we only impose the energy constraint at the channel input, and
indeed, from a fundamental perspective of paying attention to the complete physical resources,
it will be more natural to consider not only the energy required to prepare the test state, but also
the energy cost of making the measurement at the end. Navascue´s and Popescu [10] have done
just that, considering the energetic cost of breaking the conservation law of energy at the output
system, by the use of an explicit reference frame. As far as we know, the combined energy cost of
the test state and the reference frame in discrimination has not been investigated. This in itself is
a well-posed mathematical problem, leading however to further question, such as the one of the
reusability of the state after the measurement, and a suitable notion of amortised cost.
However, in the present contextwe can state that the somewhat asymmetric choice of imposing
energy bounds on the test states but not on the measurements is motivated by the particular
applications we have in mind. ⊓⊔
IV. APPLICATION I: CONTINUITY OF ONE-PARAMETER GROUPS AND SEMIGROUPS
Wewill now show that the unitary time evolution generated by a densely definedHamiltonian
H is norm-continuous for ‖ · ‖⋄E , with respect to the sameH . Furthermore, we will discuss some
semigroup examples.
A. The unitary group e−itH
For the unitary time evolution Ut = e
−itH and U(t) = Ut · U †t , with an H that has smallest
eigenvalue 0, we would like to characterise ‖U(t)− U(0)‖⋄E as a function of E and t. Rather than
trying to calculate this exactly for concrete Hamiltonians, say a spin-12 with σZ Hamiltonian, or a
harmonic oscillator (all of which interesting exercises), we want to find a universal upper bound
7that only depends on t and E, uniformly for all Hamiltonians, i.e. we would like to evaluate
sup
H
1
2
‖U(t)− U(0)‖⋄E =: s(t, E),
or at least upper and lower bound it. This function encodes the speed limit bounds of Margolus
and Levitin [8]. In particular, if s(t, E) = 1, it means that there exists a state of energy up to E that
is turned into an orthogonal state in time t, so any bound away from 1 says that the state cannot
move “too far” in time t. We are interested in showing that s(t, E) → 0 for every fixed E and
t → 0. But also for non-zero t are interesting, because in a certain sense the function s(t, E) is a
refined treatment of the quantum speed limit. Here we present a simple upper bound.
Theorem 6 The unitary time evolution generated by a grounded HamiltonianH is uniformly continuous
in ‖ · ‖⋄E w.r.t. the same H :
1
2
‖U(t)− U(0)‖⋄E ≤ 3
√
4tE. (3)
Proof Consider that ρ has energy bounded by E, hence if we truncate the coherence with
energy levels above Eǫ , we introduce an error less than
√
ǫ: More precisely, with the projector
P =
{
H ≤ Eǫ
}
, and letting ρ′ := PρP , we have 12‖ρ − ρ′‖1 ≤
√
ǫ, both at time 0 and at all later
times (this is a manifestation of the gentle measurement lemma [11, 23]). So,
1
2
‖ρ(t)− ρ(0)‖1 ≤ 1
2
‖ρ′(t)− ρ′(0)‖1 +
√
ǫ
≤ t E
2ǫ
+
√
ǫ,
(4)
where the second step is obtained as follows: We can subdivide the interval [0; t] into arbitrarily
many equal steps, and using the triangle inequality and taking the limit (derivative), we get
‖ρ′(t)− ρ′(0)‖1 ≤ n
∥∥ρ′(t/n)− ρ′(0)∥∥
1
→ t∥∥(id⊗G)ρ′∥∥
1
,
with the generator map G(σ) = i[σ,H]. By virtue of purification, the maximum of the right hand
side is attained on a pure state, and this pure state can bewrittenϕ = |ϕ〉〈ϕ|, with |ϕ〉 =∑k |φk〉|k〉,
where for simplicity we assume a discrete spectrum of H , with normalised eigenstates |k〉 (of
eigenvalue Ek ≤ Eǫ ), and suitable vectors |φk〉 in the reference system, such that
〈ϕ|ϕ〉 =
∑
k
〈φk|φk〉 = 1.
Now, (id⊗G)ϕ = i|ϕ〉〈ϕ|(1 ⊗H)− i(1 ⊗H)|ϕ〉〈ϕ| has rank 2 and trace 0, so its eigenvalues are x
and −x, and its trace norm is 2x. To determine x, we make the observation that
2x2 = Tr [(id ⊗G)ϕ]2 =
∑
kℓ
(Ek − Eℓ)2〈φk|φk〉〈φℓ|φℓ〉 = 2(∆E)2,
where ∆E is the standard deviation of the energy with respect to the probability distribution
pk = 〈φk|φk〉. Thus, ∥∥(id ⊗G)ρ′∥∥
1
≤ ∥∥(id ⊗G)ϕ∥∥
1
= 2∆E.
But ρ′ has energy between 0 and Eǫ , so its energy variance is bounded as ∆E ≤ E2ǫ .
8Now, choosing the cutoff in eq. (4) optimally, namely ǫ =
(
1
2tE
)2/3
, we get
1
2
‖ρ(t)− ρ(0)‖1 ≤ 2 3
√
1
2
tE,
and because the state was arbitrary for the energy constraint, this concludes the proof. ⊓⊔
As a corollary, this formulation includes the result of Margolus-Levitin [8] that the time a sys-
tem takes to move an initial state of energy E to an orthogonal state is lower bounded τ⊥ ≥ 14E .
B. One-parameter semigroups
Going back to Proposition 1, it would be nice to bound the distance between attenuator chan-
nelsAη andAη′ , with respect to the grounded version of the quantum harmonic oscillator, i.e. the
number Hamiltonian H =
∑∞
n=0 n|n〉〈n|. We have not yet been able to compute its value exactly,
but it is clear from the results of Shirokov [16] that ‖Aη −Aη′‖⋄E goes to 0 when η′ → η, because
Aη′ → Aη strongly and the Hamiltonian is discrete. Because of the compactness of the complex
unit disc, this convergence must in fact be uniform in |η − η′|.
Similar arguments can be made for general families of Gaussian channels with continuous de-
scription on the level of covariance matrices and displacements. It seems however that computing
the actual value of the energy-constrained diamond distance between two Gaussian channels is a
difficult problem.
C. Continuous-variable teleportation
A related family of maps, though not a semigroup, is obtained by running the well-known
continuous-variable teleportation protocol with asymptotically highly squeezed entangled states
[3]. It can be shown that this sequence of channels converges to the identity channel with respect
to the energy-constrained diamond norm [13]. However, as explained in [16] and more recently
in more detail in [22], the precise norm used to express this statement is not that relevant, because
the convergence is most elegantly stated to be with respect to the strong topology. The strong
convergence is enough inmost circumstances of asymptotic analysis, but theremight be situations
in which a quantitative assessment of the error made at finite squeezing is required. Again, we
are not aware of tight bounds on the quality of the approximate teleportation, which is a special
instance of the distance between Gaussian channels mentioned in the previous subsection.
V. APPLICATION II: CONTINUITY OF ENTROPIC QUANTITIES W.R.T. ‖ · ‖⋄E.
For two channels N1, N2 and a test state ρAC with Tr ρAHA ≤ E, we start by proving a lemma
to compare the conditional entropies S(A|C)ωi of the two states ωBCi = (Ni ⊗ idC)ρ, along the
lines of [24]. To do so, we need a trace distance bound between the states, which is obtained
by supposing 12‖N1 − N2‖⋄E ≤ ǫ. We will also need an energy bound on ωBi , which first of
all requires a grounded Hamiltonian HB ≥ 0 also satisfying the Gibbs hypothesis, and demand
TrωBi HB ≤ E˜. These ingredients directly lead to the following bounds, with the well-known
monotonic and concave function g(x) = (1 + x) log(1 + x)− x log x.
9Lemma 7 Let N1 and N2 be quantum channels from A to B, with 12‖N1 − N2‖⋄E ≤ ǫ < 1. Then, for
any state ρAC with Tr ρAHA ≤ E, ωi := (Ni ⊗ id)ρ, and TrωBi HB ≤ E˜, it holds∣∣S(B|C)ω1 − S(B|C)ω2∣∣ ≤ 6ǫ′S(γB(E˜/δ)) + 3g(ǫ′), (5)
for any ǫ < ǫ′ ≤ 1 and δ = ǫ′−ǫ1+ǫ′ .
Furthermore, we also have the “trivial” bound∣∣S(B|C)ω1 − S(B|C)ω2∣∣ ≤ 2S(γB(E˜)). (6)
Proof By definition, we get 12‖ω1 − ω2‖1 ≤ ǫ, hence we can apply [24, Meta-Lemma 17], with ǫ′
and δ as specified:
∣∣S(B|C)ω1 − S(B|C)ω2∣∣ ≤ (2ǫ′ + 4δ)S(γB(E˜/δ)) + 2h(δ) + (1 + ǫ′)h
(
ǫ′
1 + ǫ′
)
,
with the binary entropy h(x) = −x log x− (1− x) log(1− x). To get our claimed form, we use the
upper bounds δ ≤ ǫ′1+ǫ′ ≤ min
{
1
2 , ǫ
′
}
, togetherwith the monotonicity of the binary entropy on the
interval [0, 12 ], and the elementary observation that (1 + x)h
(
x
1+x
)
= g(x).
The “trivial” bound follows from the energy bound on the states ωi and the fact that under that
energy bound, the conditional entropy is between−S(γB(E˜)) and +S(γB(E˜)). ⊓⊔
For the rest of the discussion we shall assume that the channels map energy-bounded states to
energy-bounded states, more precisely
fi(E) := sup {TrNi(ρ)HB : Tr ρHA ≤ E} <∞
for all E ≥ 0. These functions are evidently non-decreasing and (easy to see) concave. Thus, we
will actually use an affine linear upper bound fi(E) ≤ αE +E0 (i = 1, 2), which can be expressed
concisely as the operator inequality
N ∗i (HB) ≤ αHA + E0.
We call channels obeying such a constraint energy-limited.
Gaussian channels that satisfy this condition include all channels with passive linear unitary
dilation and energy-bounded environment, all displacements, finite squeezers, and compositions
of such channels.
We have now the ingredients to imitate, with a small variation, the telescoping trick from [6]
to prove continuity bounds for n-letter conditional entropies of states originating from different
tensor power channels.
On the composite system, we consider by default the sum Hamiltonian H =
∑n
i=1HAi ⊗
1⊗[n]\i, whose energy is the sum of all local energy contributions: Tr ρH =
∑n
i=1 Tr ρ
AiHAi .
Bounding the average input energy for a channel is customarily done with respect to this Hamil-
tonian.
Lemma 8 LetN1 andN2 be energy-limited quantum channels fromA toB, with 12‖N1−N2‖⋄E ≤ ǫ < 1.
Then, for any state ρ on AnC with Tr ρA
n
HAn =
1
n
∑n
i=1 Tr ρ
AiHAi ≤ E, and
ωn := (N⊗n1 ⊗ idC)ρ, ω0 := (N⊗n2 ⊗ idC)ρ,
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it holds
1
n
∣∣S(Bn|C)ωn − S(Bn|C)ω0∣∣ ≤ 14δ(1 + δ)S(γB((1 + 3δ)E˜/δ))+ 3g(2δ(1 + δ))
≤ 28δ S(γB(4E˜/δ)) + 3g(4δ), (7)
where δ =
√
ǫ and E˜ = αE + E0.
Proof We introduce the following “interpolations”
ωi := (N⊗i1 ⊗N⊗n−i2 ⊗ idC)ρ, i = 0, . . . , n,
between ωn and ω0, so that
S(Bn|C)ωn − S(Bn|C)ω0 =
n∑
i=1
S(Bn|C)ωi − S(Bn|C)ωi−1
=
n∑
i=1
S(Bi|CB[n]\i)ωi − S(Bi|CB[n]\i)ωi−1 .
The second equality follows from the fact that ωi and ωi−1 differ only on Bi (where different
channels have been applied), but have the same reduced state on C ⊗B[n]\i, hence
S(ωCi ) = S(ω
C
i−1), S(ω
CB[n]\i
i ) = S(ω
CB[n]\i
i−1 ).
Thus, via the triangle inequality
1
n
∣∣S(Bn|C)ωn − S(Bn|C)ω0∣∣ ≤ 1n
n∑
i=1
∣∣S(Bi|CB[n]\i)ωi − S(Bi|CB[n]\i)ωi−1∣∣.
To bound the individual terms, introduce the local energy contributions Ei := Tr ρ
AiHAi and
set ǫi :=
1
2‖N1−N2‖⋄Ei . Observe that by assumption, 1n
∑
iEi ≤ E, and so by Lemma 4 (Property
3), we have 1n
∑
i ǫi ≤ ǫ. Furthermore, TrωBii HBi ≤ E˜i := αEi + E0. At the same time, 12‖ωi −
ωi−1‖1 ≤ ǫi, so we can apply [24, Meta-Lemma 17] in the above simplified form of Lemma 7:∣∣S(Bi|CB[n]\i)ωi − S(Bi|CB[n]\i)ωi−1∣∣ ≤ 6ǫ′iS(γB(E˜i/δi)) + 3g(ǫ′i),
with ǫi < ǫ
′
i ≤ 1 and δi = ǫ
′
i
−ǫi
1+ǫ′i
. We observed that this bound is very bad for “large” ǫi, because
for those we are forced to have an even larger ǫ′i but a relatively “small” δi. For those indices i, we
use the trivial bound from Lemma 7 as the better upper bound.
We are thus motivated to partition the index set [n] = S
.∪ L into the i with small and large
value of ǫi, respectively. Concretely, with a parameter t to be fixed later, let
S := {i : ǫi ≤ t}, L := {i : ǫi > t}.
Note that the set L cannot be too large; indeed, by Markov’s inequality, λ := 1n |L| ≤ ǫ/t. On the
other hand, for i ∈ S, let ǫ′i = 2t and δi = 2t−ǫi1+2t ≥ t1+2t , so we get∣∣S(Bi|CB[n]\i)ωi − S(Bi|CB[n]\i)ωi−1 ∣∣ ≤ 12t S(γB(E˜i/δi))+ 3g(2t), (8)
For i ∈ L, we will use the trivial bound 2S(γB(E˜i)).
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To put together the final estimate, we need to keep track of how much energy is in the S- and
L-systems, respectively:
|L|E˜> :=
∑
i∈L
E˜i, |S|E˜< :=
∑
i∈S
E˜i.
Observe that λE˜> + (1− λ)E˜< = 1n
∑n
i=1 E˜i ≤ E˜, which we shall use in a minute. Now,
1
n
∣∣S(Bn|C)ωn − S(Bn|C)ω0∣∣ ≤ 1n
∑
i∈L
2S
(
γB(E˜i)
)
+
1
n
∑
i∈S
[
12t S
(
γB((1 + 2t)E˜i/t)
)
+ 3g(2t)
]
≤ 2λS(γB(E˜>))+ 12t S(γB((1 + 2t)E˜</t)) + 3g(2t)
≤ 2λS(γB(E˜/λ)) + 12t S
(
γB
(
1 + 2t
1− λ E˜/t
))
+ 3g(2t)
≤ 2ǫ
t
S
(
γB(tE˜/ǫ)
)
+ 12t S
(
γB
(
1 + 2t
1− ǫ/tE˜/t
))
+ 3g(2t),
where we have used, in order of appearance: the concavity of the Gibbs state entropy as a function
of the energy, the fact that both λE˜> and (1 − λ)E˜< are bounded by E˜, and that on the interval
(0, x0], ξS
(
γ(F/ξ)
)
is maximised at ξ = x0 [24, Cor. 12]. Finally, choosing t =
√
ǫ(1+
√
ǫ) concludes
the proof. ⊓⊔
With this we can prove asymptotic continuity for infinite dimensional channel capacities, in-
cluding quantum capacity (Q) and classical capacity (C), if the channels are energy-limited and
the capacity has a mean-energy constraint at the input, essentially along the lines of the proofs by
Leung-Smith [6]. Assume two channels N1 and N2, both energy-limited as in Lemma 8.
For instance, the classical capacity with input energy bound E is given by
C(N , E) = sup
n
1
n
χ(N⊗n, nE), where
χ(N , E) = sup
{px,|ψx〉∈A}
S(B)ρ − S(B|X)ρ s.t. TrωBH =
∑
x
pxTrψxH ≤ E,
with respect to the state ρXB =
∑
x px|x〉〈x|X ⊗ N (ψx)B = N
(∑
x px|x〉〈x|X ⊗ ψAx
)
. Now, the
n-copy entropies involved are S(Bn) and S(Bn|X), just as in Lemma 8. We get that
1
n
∣∣χ(N⊗n1 , nE)− χ(N⊗n2 , nE)∣∣ ≤ 56δ S(γB(4E˜/δ)) + 6g(4δ),
with δ =
√
ǫ and E˜ = αE + E0. As the right hand side does not depend on n, the same bound
holds for |C(N1, E) − C(N2, E)|.
Similarly, the quantum capacity with input energy bound E equals
Q(N , E) = sup
n
1
n
Q(1)(N⊗n, nE), where
Q(1)(N , E) = sup
|ϕ〉∈A⊗A′
−S(A|B)(id⊗∆)ϕ s.t. TrϕA
′
HA′ ≤ E.
Here, the telescoping trick is applied to the n-copy entropies S(Bn) and S(Bn|A), because
−S(A|Bn) = −S(A) + S(Bn)− S(Bn|A); once more, using Lemma 8 we get
1
n
∣∣Q(1)(N⊗n1 , nE)−Q(1)(N⊗n2 , nE)∣∣ ≤ 56δ S(γB(4E˜/δ)) + 6g(4δ).
12
As the right hand side does not depend on n, the same bound holds for |Q(N1, E)−Q(N2, E)|.
We record these results as a quotable theorem. Similar statements can be proved for the
entanglement-assisted capacity, the private capacity, or even the individual capacity; we omit
the details here.
Theorem 9 Let N1 and N2 be energy-limited quantum channels from A to B, equipped with grounded
Hamiltonians satisfying the Gibbs hypothesis. If 12‖N1 −N2‖⋄E ≤ ǫ < 1, then
|C(N1, E)− C(N2, E)| ≤ 56δ S
(
γB(4E˜/δ)
)
+ 6g(4δ),
|Q(N1, E) −Q(N2, E)| ≤ 56δ S
(
γB(4E˜/δ)
)
+ 6g(4δ),
with δ =
√
ǫ and E˜ = αE + E0. ⊓⊔
Note that for C(N , E), Shirokov [16] has already proved a uniform continuity bound that is in
fact tighter than the above. The reason that we have nevertheless presented our analysis is that it
yields a flexible tool of general applicability, whereas the reasoning in [16, Props. 6 & 7] seems to
be geared towards the classical capacity.
VI. DISCUSSION
The energy-constrained diamond norm is the solution to a distinguishability problem with
constraints, and has found already applications in the theory of quantum channel capacities and
the characterisation of convergence of channels, and even in quantitative derivations of “quantum
Darwinism” in infinite dimension [5].
In the present paper, we have collected some new and some of the previously noted properties
of this norm, the most important a general tool to prove uniform continuity of infinite dimen-
sional channels subject to an average energy constraint at the sender. As an amusing application
to one-parameter unitary groups, we re-derived the Margolus-Levitin quantum speed limit in the
form of a uniform continuity of the time evolution with respect to the energy-constrained dia-
mond norm. Similar statements can be expected for certain concrete one-parameter semigroups,
for which the outstanding problem is the characterisation of broad classes of generators leading
to norm continuous time evolution. Two important questions in this context are: For a given
strongly continuous one-parameter group e−itH , which are the Hamiltonians making the group
norm continuous w.r.t. ‖ · ‖⋄E? For a given one-parameter semigroup, which ones are the Hamil-
tonians making the semigroup norm continuous w.r.t. ‖ · ‖⋄E?
Onemotivation of the presentwork, not yet discussed here, is the extension to continuous vari-
ables of the theory of approximate degradable channels and the (private and quantum) capacity
bounds derived in [19]. The results presented here, as well as from [16], suggest very strongly that
using a definition of approximate degradability in terms of energy-constrained diamond norms
should lead to bounds similar to [19]: For a quantum channel N from A to B, with a grounded
Hamiltonian HA, and complementary channel N c from A to E, we say that N is ǫ-degradable if
infD
1
2‖N c − D ◦ N‖⋄E ≤ ǫ, where the minimisation is over all degrading cptp maps D from B to
E. We leave the investigation of this notion and its application to future work (see however [15]).
From a foundational point of view on hypothesis testing under constraints [9], it would be
desirable to unify the constraints on the input energy to the channels with the energy constraint
at the output measurement as developed in [10].
Acknowledgments. I thank Maksim Shirokov, Krishnakumar Sabapathy, Stefano Mancini,
Stephan Weis, Stefano Pirandola, Gerardo Adesso and Mark Wilde, among several other people,
13
for interesting and stimulating discussions on diamond norms, energy constraints and applica-
tions. Financial support by the ERC Advanced Grant “IRQUAT”, the Spanish MINECO (grants
FIS2013-40627-P and FIS2016-86681-P) with the support of FEDER funds, and the Generalitat de
Catalunya CIRIT, project 2014-SGR-966 is acknowledged.
[1] D. Aharonov, A. Kitaev and N. Nisan, “Quantum circuits with mixed states”, in: Proc. 30th STOC,
pp. 20-30, ACM Press, 1998; arXiv:quant-ph/9806029.
[2] R. Alicki and M. Fannes, “Continuity of quantum conditional information”, J. Phys. A Math. Gen.
37(1):L55-L57 (2004); arXiv:quant-ph/0312081.
[3] S. L. Braunstein and H. J. Kimble, “Teleportation of Continuous Quantum Variables”, Phys. Rev. Lett.
80(4):869-872 (1998).
[4] M. Fannes, “A continuity property of the entropy density for spin lattice systems”, Commun. Math.
Phys. 31(1):291-294 (1973).
[5] P. A. Knott, T. Tufarelli, M. Piani and G. Adesso, in preparation (2017).
[6] D. Leung and G. Smith, “Continuity of quantum channel capacities”, Commun. Math. Phys. 292(1):201-
215 (2009); arXiv[quant-ph]:0810.4931.
[7] G. Lindblad, “On the Generators of Quantum Dynamical Semigroups”, Commun. Math. Phys.
48(2):119-130 (1976).
[8] N. Margolus and L. B. Levitin, “The maximum speed of dynamical evolution”, Physica D: Nonlin.
Phenom. 120(1-2):188-195 (1998); arXiv:quant-ph/9710043v3.
[9] W.Matthews, S.Wehner andA.Winter, “Distinguishability of Quantum StatesUnder Restricted Fami-
lies of Measurementswith an Application to QuantumData Hiding”, Commun. Math. Phys. 291(3):813-
843 (2009); arXiv[quant-ph]:0810.2327
[10] M. Navascue´s and S. Popescu, “How Energy Conservation Limits Our Measurements”, Phys. Rev.
Lett. 112:140502 (2014); arXiv[quant-ph]:1211.2101v3.
[11] T. Ogawa and H. Nagaoka, “A New Proof of the Channel Coding Theorem via Hypothesis Testing in
Quantum Information Theory”, in: Proc. ISIT 2002, Lausanne, Switzerland, 30 June–5 July 5 2002, p.
73 (2002); arXiv:quant-ph/0208139.
[12] V. I. Paulsen, Completely Bounded Maps and Operator Algebras, Cambridge Studies in Advanced Mathe-
matics, Cambridge University Press, Cambridge, 2002.
[13] S. Pirandola, R. Laurenza, C. Ottaviani and L. Banchi, “Fundamental Limits of Repeaterless Quantum
Communications”, Nature Comm. 7:15043 (2017); arXiv[quant-ph]:1510.08863v8 (Jan 2017).
[14] S. Pirandola and C. Lupo, “Ultimate precision of adaptive noise estimation”, Phys. Rev. Lett.
118:100502 (2017); arXiv[quant-ph]:1609.02160v3 (Mar 2017).
[15] K. Sharma. M. M. Wilde, S. Adhikari and M. Takeoka, “Bounding the energy-constrained quantum
and private capacities of bosonic thermal channels”, arXiv[quant-ph]:1708.07257 (2017).
[16] M. E. Shirokov, “Energy-constrained diamond norms and their use in quantum information theory”,
arXiv[quant-ph]:1706.00361v2 (Dec 2017).
[17] M. E. Shirokov, “Continuity bounds for information characteristics of quantum channels depending
on input dimension and on input energy”, arXiv[quant-ph]:1610.08870v3 (Dec 2017).
[18] I. Siemon, A. S. Holevo and R. F. Werner, “Unbounded generators of dynamical semigroups”,
arXiv[quant-ph]:1707.02266 (2017).
[19] D. Sutter, V. B. Scholz, A.Winter and R. Renner, “ApproximateDegradable Quantum Channels”, IEEE
Trans. Inf. Theory 63(12):7832-7844 (2017); arXiv[quant-ph]:1412.0980v3.
[20] J. Watrous, “Semidefinite Programs for Completely Bounded Norms”, Theory of Computing 5(11):217-
238 (2009); arXiv[quant-ph]:0901.4709.
[21] K. Sharma, M. M. Wilde, S. Adhikari and M. Takeoka, “Bounding the energy-constrained quantum
and private capacities of bosonic thermal channels”, arXiv[quant-ph]:1708.07257 (2017).
[22] M. M. Wilde, “Strong convergence in the teleportation simulation of bosonic Gaussian channels”,
arXiv[quant-ph]:1712.00145v3 (2017).
[23] A. Winter, “Coding Theorem and Strong Converse for Quantum Channels”, IEEE Trans. Inf. Theory.
45(7):2481-2485 (1999); arXiv[quant-ph]:1409.2536
[24] A. Winter, “Tight Uniform Continuity Bounds for Quantum Entropies: Conditional Entropy, Relative
Entropy Distance and Energy Constraints”, Commun. Math. Phys. 347(1):291-313 (2016); arXiv[quant-
ph]:1507.07775.
