Let X n be the variety of n × n matrices, which k × k submatrices, formed by the first k rows and columns, are nilpotent for any k = 1, . . . , n. We show, that X n is a complete intersection of dimension (n − 1)n/2 and deduce from it, that every character of the GelfandZetlin subalgebra in U(gl n ) extends to an irreducible representation of U(gl n ).
Introduction

Some notations
Throughout the paper we fix an algebraically closed field k of characteristic 0. All algebraic varieties are defined over k and endowed with Zariski topology (we use the word "variety" to denote closed or locally closed subsets in an affine space). The word "component" means "irreducible component" of a variety. All Lie and associative algebras are k-algebras. The notation "dim" means the dimension over k of a k-vector space or an algebraic variety. For an associative and commutative algebra we denote by Specm the variety of maximal ideals of . If I ⊂ is an ideal, then V(I ) ⊂ Specm denotes the set of all zeroes of I and if C ⊂ Specm , then I(C) denotes the ideal of elements of , vanishing on C. For a set X by 1 X : X → X we denote the identity mapping.
Motivations
Let L be a finite dimensional Lie algebra, U (= U(L)) be its universal enveloping algebra, U be the associated graded algebra, u 1 , . . . , u t ∈ U be mutually commuting elements, which generate an associative subalgebra ⊂ U . For µ ∈ Specm denote by χ µ : → k a k-algebra homomorphism, such that Ker χ µ = µ. We start from the following question: when for any µ ∈ Specm there exists a simple U-module M (= M µ ), generated by m ∈ M, such that for any γ ∈ holds γ m = χ µ (γ )m? An obvious sufficient condition is the following: u 1 , . . . , u t form a regular sequence 1 in U , where u i is the class of u i in U (see Section 3.1, Corollary 2). U is isomorphic to the polynomial algebra in dim L variables, hence it is a Cohen-Macaulay ring [3] and the condition above is equivalent to the fact, that the dimension of any irreducible component of V((u 1 , . . . , u t )) ⊂ Specm U equals dim L − t.
Originally the question raised in [1] . As L there was considered the full linear Lie algebra of n × n-matrices gl n (= gl n (k)), as was considered a Gelfand-Zetlin (GZ) subalgebra and in this case the variety X n = V((u 1 , . . . , u t )) consists of so-called strongly nilpotent matrices (Section 1.3). It transforms the question of existence of some simple modules over gl n into a linear algebraic question on dimensions of irreducible components of the matrix variety X n .
Main results
We denote by {e ij }, 1 i, j n a basis of gl n of the matrix units, by U n = U(gl n ) the universal enveloping algebra of gl n and by Z n the center of U n . For m n we consider U m as a subalgebra in U n by an inclusion U m → U n , mapping e ij → e ij , 1 i, j m. The GZ subalgebra in U = U n is a commutative algebra, generated by the centers Z 1 , . . . , Z n ⊂ U . Following [7] The algebra also is the polynomial algebra in n(n + 1)/2 variables {c ij | 1 j i n} [1] . A U(gl n )-module, that in restriction on splits in a direct sum of finite dimensional -modules, is called Gelfand-Zetlin (GZ) module.
We denote by X ij the class e ij in U and identify U with the polynomial algebra in n 2 indeterminates X ij , 1 i, j n, denoted by k[(X ij ) n ]. Points of the variety M n = Specm k[(X ij ) n ] are n × n-matrices over k and x ∈ M n we write down as (x ij ), 1 i, j n, or, if n is fixed, as (x ij ), where x ij ∈ k is the ij th element of x. 1 A sequence of elements λ 1 , λ 2 , . . . , λ t of a commutative algebra we call regular, if the class of λ i is non-invertible and not a zero divisor in /(λ 1 , . . . , λ i−1 ) for any i = 1, . . . , t.
For m n the canonical inclusion
formed by elements of m first rows and columns.
We denote by X = (X ij ), 1 i, j n a n × n-matrix with indeterminate elements, by 1 n denote the unit n × n-matrix and introduce polynomials χ in ∈ k[(X ij ) n ], i = 1, . . . , n as the coefficients of the characteristic polynomial of X |t1 n − X| = t n − χ 1n t n−1 + χ 2n t n−2 − · · · + (−1) n χ nn and polynomials z in as
. . , z nn ) (see [7] 2 ), N n is irreducible and dim N n = n 2 − n.
A n × n-matrix x = (x ij ), 1 i, j n we call strongly nilpotent, provided all its m × m-submatrices (x ij ), 1 i, j m for m = 1, . . . , n are nilpotent. Strongly nilpotent n × n-matrices form in M n an affine variety
Especially, the ideal I is generated by n(n + 1)/2 elements. It turns out, that X n is a (geometric) complete intersection, or the algebra k[(X ij ) n ]/I is a complete intersection in sense [3, p. 462] . Namely in Section 2.9 (see also Section 2.1, Proposition 1) will be proved.
is Cohen-Macaulay [3] and the polynomials z ij are homogeneous, hence the corollary follows from Theorem 1. Remark 1.1. The equality I(X n ) = I fails, e.g. for n = 3 the ideal I is not radical one: it is easy to check X 12 X 23 X 31 / ∈ I , but (X 12 X 23 X 31 ) 2 ∈ I .
In Section 3.1 we prove the following statement about simple GZ modules.
Theorem 2.
Let ⊂ U(gl n ) be the GZ subalgebra, χ : → k be a character of . Then there exists a simple gl n -module M, generated by an element m ∈ M, such that for any γ ∈ holds γ m = χ(γ )m. 2 The statement I(N n ) = (χ 1n , χ 2n , . . . , χ nn ) is obvious. By inspection of the action of elementary matrices one can check, that z in are constant on conjugacy classes. On diagonal matrices z in turns out the ith elementary symmetrical polynomial and χ in the ith power sum of the diagonal values. Since diagonalizable matrices are dense in M n , the Newton formulas [4] gives
Strongly nilpotent matrices
Main result of this section
Denote T n = {(m ij ) ∈ M n | m ij = 0 for i j } and by GL n ⊂ M n denote the group of all invertible matrices. Obviously, T n ⊂ X n and dim T n = n(n − 1)/2. In this section we prove the following:
Since dim T n = n(n − 1)/2, Theorem 1 follows from Proposition 1. Especially, T n is a component of X n .
The plan of the proof of Proposition 1 is as follows. The proof uses the induction on n and consists of two unequal parts. The smaller one (Section 2.9) contains the deduction of Proposition 1 from Lemma 2.6. The most part of the text (Sections 2.2-2.8) is devoted to the proof of Lemma 2.6, which is an analogue of Proposition 1 for the variety Y = p −1 n,n−1 (T n−1 ). We enumerate irreducible components of Y by some set I * n (Section 2.6). Let C I be a component of Y, corresponding to I ∈ I n * . In Lemma 2.6 as in Proposition 1, we construct an open set K I ⊂ C I , together with corresponding maps S I : K I → GL n and F I : K I → T n . Firstly (Lemma 2.5) for any
is a locally closed subset in M n and U I is an affine subvariety in GL n . On other hand, for any component C of Y we construct (Lemma 2.6(4)) a unique I ∈ I * n , an open K I ⊂ C together with an isomorphism of varieties (2) and Lemma 2.6(2)). The existence of ϕ I and I gives us F I .
where v is some "canonical form of x with respect to conjugation" and v = u −1 xu (an analogous property has ϕ I ). This property is important in deducing of Proposition 1 from Lemma 2.6. We formalize such property of a map in the notion of admitted bijection (Sections 2.4 and 2.5). The sets of corresponding canonical forms we describe by graphs (Sections 2.2 and 2.3). The graphs, which arose in our proofs, are presented in Section 2.6.
Marked graphs
Let I be a subset of {1, . . . , n}. We define a graph G with the set of vertices I (over I) as a subset G ⊂ I × I , where elements of G are called arrows. By F we denote the full graph I × I . On the graphs over I are defined the operations of union and difference as sets, denoted by "+" and "−" correspondingly. For a graph G we denote by G the graph
On F is defined a partial binary operation "•": 
is called a cycle of the length k in G.
All the graphs G are supposed to be marked by a map
have the same arrows and
are marked graphs over I and I 1 correspondingly, then an isomorphism f : G → G 1 is a bijection f :
If a marking on G is not defined, then we suppose G is endowed with the trivial marking c(G) = {a}.
Later on the term "graph" is equivalent to "marked graph". All the graphs we consider (except F) do not contain cycles of the length 1. Otherwise opposite stated, we assume I = {1, . . . , n}.
Matrices, defined by graph
Let k * = k \ {0} and G be a graph. We define a variety V(G) ⊂ M n as follows:
Proof. The statement (1) is obvious. Since I(N n ) = (z 1n , z 2n , . . . , z nn ) (see Section 1.3) the statement (2) follows from z kn | N(G) = 0.
Admitted bijections
If for an AB ϕ :
n }, then we will omit U i th and write ϕ :
as an identification. We need the following remarks.
Remark 2.1 (1) The conjugation keeps the nilpotency of a matrix, hence any AB ϕ :
We also call it AB and denote by ϕ.
, where the overline " " means the closure in M n in Zariski topology.
has exactly k irreducible components and they are d-dimensional of the form
. In this case we say ϕ distinguishes components.
The remark (4) shows, how we can apply AB's to enumerate irreducible components of N(G).
Composition of admitted bijections
, which is a composition as mappings of ϕ and the obvious bijections
We use the following convention: if ϕ i are defined only for i ∈ S, S ⊂ {1, . . . , n}, then for i / ∈ S we set ϕ i to be an identification
. . , x l ) is a finite sequence, then by S • we denote the reverse sequence (x l , . . . ,
Proof. (1) follows from the rule of the multiplication of matrices. The statement (2) we obtain by composition of admitted bijections ϕ x i :
a and in this case we denote
In both cases holds
Let G be a graph and S = { (m 1 , x 1 m 1 ) , . . . , (x i , m i )}, i = 0, 1, . . . , k, then we call S right generating (shortly RG) sequence for the ar-
Analogously is defined a right annihilated (RA) sequence. The "right analogue" of Lemma 2.4 above is then the following: if S is RG, then there exists an AB γ S :
. . , k and if S is RA, then there exists an AB α S : V(G) → V(G S ) × U(S • ), defined as the composition of α (m i ,x i ) : V(G
S i−1 ) → V(G S i ) × U(x i ), i = 1, . . . , k.
Examples of graphs
Let "≺" be a linear order on I and G ≺ be a graph over I , consisting of all (i, j ) ∈ F, such that j ≺ i. For the usual order "<" and i, j ∈ I we define a graph G i,j : (i , j ) ∈ G i,j iff i j < i j . If i j , then G i,j is empty and G 1,n = G < . We will present a graph G over {1, . . . , n} by a diagram, consisting of "building" blocks of the form G ij and solid and dotted arrows between blocks. In such diagram a brick block denotes the graph G ij over {i, . . . , j} with the trivial marking. A round block means the one-point graph over {i}. Besides arrows in the diagram (both solid and dotted) are distinguished by its headers: standard arrows and transit arrows .
A diagram of a graph G over I is defined by a partition of {1, . . . , n} into intervals and grouping the vertices in brick blocks and round blocks. Let B and B be such blocks, k ∈ B, k ∈ B . Then (k, k ) ∈ G iff either (1) B = B = G i,j and i k < k j and then (k, k ) ∈ G a , (2) or there exists an arrow from B to B and then (k, k ) belongs to G a or to G * , provided this arrow is solid or dotted correspondingly, (3) or there exists a way of transit arrows from B to B of length 2, starting or ending with a solid arrow and in this case (k, k ) ∈ G a .
Of course, such presentation of a graph is not unique. Let I be an integral vector, I = (i, i k , i k−1 , . . . , i 0 ), where holds 0 < i i k < · · · < i 1 < i 0 = n. Such vector I we call extensible, provided i k > i. The set of all these I we denote I(n) and the set of extensible I by I e (n), I * (n) = I(n) \ I e (n). By I k (n) ⊂ I(n) (I k (n) ⊂ I(n)) we denote the set of all I ∈ I(n) of the length k + 2 ( k + 2). An obvious sense have the notations
If n is fixed, we will omit it in notations and write I e , I * , etc.
We define for any I ∈ I e the graphs K I , L I , M I , N I and T I over I = {1, . . . , n}.
Remark 2.4.
We extend the definitions of K I , L I , M I and N I on I * by setting for
Suppose first k = 0. In this case I = (i, n), 0 < i n, I * 0 = {(n, n)} and we set then
It will be convenient to use the notation round blocks i and i s for s = 0, 1, . . . , k and some extra arrows.
The graph K I . Beside them the graph K I contains the following arrows:
The graph L I .
The graph M I contains the unique cycle of the length k + 2, namely i
The graph T I . The graph T I is isomorphic to the graph K I , but T I ⊂ G 1,n . The diagram of T I contains the bricks B , B 1 , . . . , B k and i = i −1 , i 0 , . . . , i k , where
The extra arrows are defined as in the case of K I by adding the dash " " to Bth, ith and mth. Remark 2.5. The isomorphism f I : K I → T I is given by the bijection f I : I → I , which is uniquely defined by
The graphs K I , T I and T n
For I ∈ I e we define a linear order "≺ I " on I as follows: on |B| and |B j |, j = 0, . . . , k the order "≺ I " coincides with the usual one, besides elementwise hold:
It is easy to see, f I transforms the order "≺ I " in the usual one, K I ⊂ G ≺ I and
G j I and define the order on G I as follows: for (x, i s ), (y, i t ) ∈ G I holds (x, i s ) < (y, i t ) iff either s < t or s = t and x > y. It defines also the order on R I and by the second coordinate on S I , where
Denote by G I , R I and S I the sequences, obtained from G I , R I and S I by application of f I .
Lemma 2.5 (1) The sequence S I is LG in the graph
(2) The sequence S I is LG in the graph T I for R I and T
Proof. Immediately can be checked, that S I is left generating for R I . The equality K (2) is analogous. The cardinality of C tI is (i t − (i + 1)) + (2t − k) and taking the sum by t = 0, . . . , k we prove (3). Let F I be n × n-matrix, such that
We set U I = U(G I )F I and as ϕ I from (4) we take the composition
where γ S I is the AB from Lemma 2.4(1) and q ((v, u) 
Irreducible components of
We denote p = p n,n−1 . For I = (i, i k , . . . , i 0 ) ∈ I e we introduce the sequences
For any I ∈ I * there exists a regular map S I : K I → GL n , such that the map F I :
is a regular embedding and
For any v ∈ X n holds v nn = 0, that gives us (1). The statement (2) is checked immediately. The proof of the statement (3) consists of iterated compositions of AB's. We use below the agreement from Remark 2.4.
Step 1. There exists an AB ϕ LN0 :
Proof. We apply Lemma 2.2(2) to x = ((1, n) , . . . , (n − 1, n)).
Step 2. There exists an AB ϕ
Proof. The case i = n is obvious, otherwise the sequence
. . , i 0 − 1} × {i 0 } and we apply Lemma 2.4(2).
Step 3.
is the unique cycle of the length 2 in M (i,n) and we apply Lemma 2.1(2). Step 4. Denote ϕ ,n) ) the identity map. Then the composition of AB's {ϕ
The base of induction 0 is constructed in the step 4. 3 3 The diagrams for the step k → k + 1 are slightly different for k = 0 and k > 0 (see Fig. 1 in Section 2.8).
Step 5. For any I ∈ I e k there exists an AB LNI :
Proof. It follows from Lemma 2.2(2), applied to
Step 6. There exists an AB
Proof.
. . , i k+1 − 1} and we apply the "right modified" Lemma 2.4(2) (see Remark 2.3).
Step 7.
is the unique cycle of the length k + 3 in M I[i k+1 ] and we apply Lemma 2.1 (2) 
Step 8. There exists on AB
Proof. We construct k+1 as composition of k and the family of AB's, which are identities on N(K I ), I ∈ I * k and the composition
For k = n − 1 holds I e k = ∅, I * k = I * and the statement (4) follows from (3) for k = n − 1 and (5). To prove (5), we remark, that V(
(Lemma 2.5) the last sum equals n(n − 1)/2, that gives us (5) .
Let C be a component of Y and for some
Let ϕ I be as defined in Lemma 2.5(4),
Then we define F I as composition
The first three maps are bijective, hence Im
. Since I and ϕ I are AB's, for u ∈ K n the map S I can be defined as S I (u) = S(u) DI (S(u)) −1 .
The proof of the main proposition
Proof. We prove Proposition 1 by induction on n. The base of induction is the case n = 1. 4 Let us prove the step of induction from n − 1 to n. By induction hold 
Remark 2.6
(1) Propositions 1 and 2 show, that any C n k , K ∈ K n is a rational variety. (2) There exist n! components of X n of the form V(G ≺ ) and 2 n−1 components, which are components of Y n . We do not know the cardinality of K n .
Concluding remarks
(1) Using Corollary 1 in [5] we obtain more results for GZ subalgebra in gl n , especially, for fixed µ ∈ Specm there exists finitely many non-isomorphic M, satisfying Corollary 2 (see also [2] ), is a maximal commutative subalgebra in U n [6] , etc. 
