Simple analytical wave functions satisfying appropriate boundary conditions are constructed for the ground states of one-and two-electron homonuclear molecules. Both the asymptotic condition when one electron is far away and the cusp condition when the electron coalesces with a nucleus are satisfied by the proposed wave function. For H 2 ϩ , the resulting wave function is almost identical to the Guillemin-Zener wave function which is known to give very good energies. For the two electron systems H 2 and He 2 ϩϩ , the additional electron-electron cusp condition is rigorously accounted for by a simple analytic correlation function which has the correct behavior not only for r 12 →0 and r 12 →ϱ but also for R→0 and R→ϱ, where r 12 is the interelectronic distance and R, the internuclear distance. Energies obtained from these simple wave functions agree within 2 ϫ10 Ϫ3 a.u. with the results of the most sophisticated variational calculations for all R and for all systems studied. This demonstrates that rather simple physical considerations can be used to derive very accurate wave functions for simple molecules thereby avoiding laborious numerical variational calculations.
I. INTRODUCTION
A very major advance in the development of quantum chemistry was the variational treatment of the H 2 molecule by James and Coolidge in 1933. 1 By introducing the explicit dependence on the interelectronic separation r 12 into their 13-term wave function they were able to calculate the binding energy to within 0.5% of the experimental value. Then in 1965 and the following years Kolos and Wolniewicz, using a wave function with 100 terms, could obtain excellent agreement with all the available experimental quantities. 2 These calculations provided an unequivocal test of our present conceptual understanding of the molecular interactions leading to chemical bonding. Moreover they have contributed to the further development of basis set expansions which are at the foundations of the present widespread use of quantum chemistry in predicting many chemical phenomena. 3 It is, however, perhaps somewhat unfortunate that these very impressive accomplishments have largely discouraged further fundamental studies on novel approaches to obtain accurate wave functions more directly. The present publication is an attempt in this direction. It is based on introducing several general properties which the exact eigenstates of the Hamiltonian should possess, instead of relying on the global extremum property of the expectation value of the Hamiltonian for defining the exact eigenfunction. The latter approach is the basis of variational calculations. In the approach used here the spatial behavior of the wave functions is accounted for in specific regions of space, for example, when two particles are close to each other, or when one of the particles is far away from all the other particles. Although these local properties are rather well-known, it seems that up to now they have not been given sufficient attention in the formulation of model wave functions.
Recently, several theories have been reported [4] [5] [6] [7] [8] in which some of the local properties have been used to construct wave functions for the helium atom and two-electron ions. Only in a few cases, [9] [10] [11] [12] however, have some of these properties been explicitly used to obtain the molecular wave functions. In a previous application to the He atom and two electron atomic ions the asymptotic and core boundary conditions were used to determine the radial wave function and a new wave function was introduced to describe interelectronic correlation. 8 More recently the same approach was applied to a calculation of the H 2 bond in the equilibrium region. 13 In the present article this previous calculation of H 2 has been elaborated upon further. First the asymptotic and the coalescence conditions are used to gain new insight into the structure of the well-known Guillemin-Zener wave function 14 for the one electron H 2 ϩ system. Then by introducing a slight modification of the correlation wave function used in the earlier H 2 calculation it has become possible to describe the H 2 ( 1 ⌺ 1 ϩ ) wave function over the entire range of internuclear distances. This new wave function involves only one parameter which is determined by a quadratic equation in terms of the simply calculated elements of a 2ϫ2 matrix. The calculated ground state energies of H 2 and He 2 ϩϩ agree to within 0.1% with the exact values. The new wave function also provides direct insight into the transition from the molecular orbital structure to atomic orbital structure, and the importance of the various local properties. The analytical correlation function used in this approach is of special significance since it is able to describe directly the correlation of a͒ two electrons. Its behavior is determined by a single-center description when the two nuclei are close to each other and by a two-center description when the two nuclei are far from each other. By interpolating between these extremes a very satisfactory description of the correlation properties is obtained for essentially all values of internuclear separation. This correlation function should prove to be useful in the description of other interatomic and interionic systems with more electrons. Atomic units will be used throughout.
II. LOCAL PROPERTIES OF WAVE FUNCTIONS

A. Cusp conditions
For a system of charged particles, the wave function must satisfy certain cusp conditions when any interparticle distance goes to zero. Fundamentally the cusp conditions arise from the following two considerations. First, the eigenfunctions ⌿ satisfying the Schrödinger equation,
are everywhere bounded. This was first proved by Kato. 15 Second, the Coulomb interaction between two charged particles produces a diverging potential as they approach each other. Therefore the kinetic energy must provide a compensating divergence so that the sum of the kinetic and potential energies remains finite. This divergence is manifested as a cusp in the electronic wave function at zero interparticle separation.
To calculate the wave function at the cusp it is convenient to transform the kinetic energy operators into the center of mass system of these two particles with masses m i and m j and charges q i and q j ,
where
Thus the main terms involving r i j in the Hamiltonian of these two particles are
Around the regular singular point r i j ϭ0, the wave function can be expanded into a power series
With this wave function it is easy to show that
͑2.9͒
Therefore one gets
In general, if higher angular momentum states (l 0) also contribute, then terms with angular dependence given by the spherical harmonics should be included. In that case, Eq. ͑2.10͒ refers to the angular independent term, or equivalently to the angular averaged term. This relation is usually expressed as the Kato condition
where ''av'' stands for spherical averaging. Since in this paper only the case lϭ0 is considered the index average is not used. 16 For the two electron molecule shown in Fig. 1 , the electronic wave function must have the behavior,
to take into account the electron-electron cusp condition, since in this case m 1 ϭm 2 ϭ1 and q 1 ϭq 2 ϭϪ1, therefore q 1 q 2 ϭ 1 2 . The function ⌽ 0 (r 1 ,r 2 ) in Eq. ͑2.12͒ is independent of r 12 .
When r 1a in Fig. 1 goes to zero, the wave function must exhibit the coalescence behavior of electron 1 with nucleus a. In this case, assuming that the nucleus is infinitely heavy compared with the electron, one has ϭ1 and q 1 q 2 ϭϪZ. Therefore, the wave function must have the local property
where G 1 is a function independent of r 1a . Similarly, These cusp conditions were first derived for the hydrogen molecule by Kolos and Roothaan.
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B. Asymptotic wave function
The Hamiltonian for an N-particle system with Coulomb interactions between all the particles is given by
͑2.17͒
where r i j ϭ͉r i Ϫr j ͉ and q i and q j are the charges on the particles. To account for the asymptotic form of the ground state eigenfunctions with eigenvalues E 0 (N) , it is convenient to expand them in terms of the complete basis of eigenfunctions of the (NϪ1) particle system,
where the wave function n is given by
͑2.20͒
Substituting the expression ⌿ 0 of Eq. ͑2.19͒ into Eq. ͑2.18͒ and projecting out the state n , the following equation is obtained for u n (r N ),
͑2.21͒
where for the electron m i ϭ1. For r N →ϱ, this equation reduces to
where u n (r N ) is the asymptotic form of the wave function and
and Q N is used to designate the charge of the remaining system, seen by particle N when it is far away. It is well known [18] [19] [20] [21] [22] that the asymptotic behavior of the wave function of Eq. ͑2.22͒ has the form
where the possible angle-dependence is left out and q N ϭ1.
Asymptotically the leading term in the wave function of Eq. ͑2.19͒ is the one with the smallest exponent. Clearly 2⑀ n (N)
increases as E n (NϪ1) increases and the smallest value of 2⑀ n (N) is for nϭ0. Therefore the leading asymptotic behavior of the total wave function is given by
It is interesting to note that ⑀ 0 (N) is the separation energy of the outermost electron.
With the next electron removed far away from the remaining particles but with r NϪ1 Ӷr N , following the same arguments for 0 as for ⌿ 0 , one gets
Ϫb 2 r NϪ1 0 ͑ r 1 ,...,r NϪ2 ͒, ͑2.28͒
where ⑀ 0 (NϪ1) is the separation energy of the second electron and 0 is the ground state of the NϪ2 particle system. Thus
Eq. ͑2.25͒ describes the correct asymptotic behavior when one of the electrons is taken far away and Eq. ͑2.28͒ gives the correct asymptotic behavior when two electrons are taken far away, subject to the condition r N ӷr NϪ1 . The asymptotic structures are defined essentially in terms of the successive separation energies of the electrons. The actual procedure involved and the simplicity of the asymptotic wave function is now illustrated for the case of a two electron molecule shown in Fig. 1 in which both nuclei have the same nuclear charge z. In the Born-Oppenheimer approximation neglecting the kinetic energy of the nuclei, the total Hamiltonian H of this four particle system can be written as
For Zϭ1,H (1) is clearly the Hamiltonian of the H 2 ϩ system. The ground state eigenfunction ⌿ 0 of the total Hamiltonian can be expanded in terms of the eigenfunctions n of the Hamiltonian H
Substituting Eq. ͑2.33͒ into the Schrödinger equation,
and projecting out the n (r 1 ) leads to
where ⑀ n (2) is given by Eq. ͑2.23͒. If r 2 →ϱ and r 2 ӷr 1 , then the approximations r 12 Ӎr 2a Ӎr 2b Ӎr 2 are all valid. Under these conditions, the last equation becomes
which is clearly of the form of Eq. ͑2.22͒. Therefore according to Eq. ͑2.25͒, the asymptotic behavior of the wave function is given by
where ⑀ 0 (2) is the separation energy of the outer electron. If Zϭ1, ⑀ 0 (2) is the ionization energy of the H 2 molecule and 0 is the ground state wave function of the H 2 ϩ molecular ion. In the case where r 1 is also very large compared with the interatomic separation R and with the ''radius'' of the atom but still much smaller than r 2 , similar approximations can be made in H
͑1͒
. In this domain r 1a Ӎr 1b Ӎr 1 , the equation
is the separation energy of the second electron. If Z ϭ1,E (1) is the total energy of the H 2 ϩ molecular ion. Again the asymptotic behavior of ⌿ 0 (r 1 ) is
͑2.41͒
Since the radius of the atom in atomic units is of the order of 1, this domain is designated as r 2 ӷr 1 ӷ(R,1). Thus in this domain, the asymptotic behavior of the wave function is given by Eq. ͑2.37͒ with 0 (r 1 ) given by Eq. ͑2.41͒ and ⌿ 0 of Eq. ͑2.37͒ becomes
III. WAVE FUNCTIONS FOR ONE-ELECTRON HOMONUCLEAR ION
As an illustration of how to use these ideas for a molecular system they are first applied to a one-electron homonuclear ion. With electron 2 removed, Fig. 1 can also be used to define the coordinates of the molecular ion. For this system the simple Guillemin where r 1a and r 1b are the distances of the electron from the nuclei a and b each of which carries a charge Z, and r is understood to be r 1 . Guillemin and Zener 14 determined the two parameters z 1 and z 2 variationally. These parameters will now be determined by imposing the cusp condition in Eqs. ͑2.13͒ and ͑2.14͒ and the asymptotic behavior in Eq. ͑2.41͒. 
A. Cusp condition
͑3.3͒
If z 1 and z 2 satisfy this relation, the r 1b →0 cusp condition of Eq. ͑2.14͒ is also automatically satisfied, since r 1a and r 1b can be interchanged in Eq. ͑3.1͒. In the following z 1 will be assumed to be larger than z 2 .
B. Asymptotic condition
For a one electron system the appropriate asymptotic behavior in Eq. ͑2.41͒, is simply ⌿͑r ͒→r a e Ϫbr for r→ϱ, ͑3.4͒
and ⑀ 0 (1) is the separation energy of the electron, which is
where E tot (Z,R) is the total energy of this one-electron molecular ion. Another way of writing Eq. ͑3.4͒ is ⌿͑r ͒→e Ϫbrϩa ln r for r→ϱ.
͑3.8͒
Since the exponential factor dominates, it is possible to expand ln r around rϭr 0 , ln rϭln r 0 ϩ͑rϪr 0 ͒ 1 r 0 ϩ¯.
͑3.9͒
In order to keep the structure of the wave function simple, only the linear term in this expansion is kept. The expansion center r 0 can be determined as a variational parameter. However since the asymptotic behavior is dominated by e Ϫbr and is only weakly dependent on r 0 , a judicious choice of r 0 based on the following reasoning will give sufficient accuracy. In the ''asymptotic region,'' r should be greater than both the internuclear separation R and the ''radius'' of the atom b Ϫ1 , therefore r 0 is chosen to be
With these approximations, the asymptotic wave function of Eq. ͑3.8͒ becomes
In the region of large r,rϷr 1a Ϸr 1b , the wave function of Eq. ͑3.1͒ becomes simply ⌿͑r ͒→2e Ϫ͑z 1 ϩz 2 ͒r , r→ϱ.
͑3.12͒
Comparing Eq. ͑3.11͒ with Eq. ͑3.12͒ leads to the following equation:
The relation in Eq. ͑3.3͒, which follows from the cusp condition when an electron is close to a nucleus, together with Eq. ͑3.13͒, which follows from the asymptotic behavior, determine the parameters z 1 and z 2 . Of course, since the value of ⑀ 0 (1) depends on the value of the electronic binding energy, the parameters z 1 and z 2 have to be determined iteratively. Starting with any reasonable ⑀ 0 (1) , the result will converge in one or two iterations.
C. Energies
The total energy of the H 2 ϩ molecular ion is given by
͑3.15͒
The evaluation of the matrix elements is straight-forward and some of the details are presented in Appendix A.
The calculated values of the total energy are listed in Table I and shown in Fig. 2 , where they are compared with the exact values of Peek. 23 Overall the relative agreement in the entire range from the repulsive region to the long range region is better than about 10 Ϫ3 . The importance of the asymptotic behavior and the cusp conditions is obvious from the closeness of the solutions to the variational solutions. 14 For example, at Rϭ2.0, our values of z 1 , z 2 and E tot are 1.128, 0.228, and Ϫ0.6024 which are in essential agreement with the variational values of 1.13, 0.23, and Ϫ0.6024, respectively. Indeed, the reasons for the high quality of the Guillemin-Zener wave function, which have long been a mystery, 24 can now be understood. Not only does it satisfy the required cusp condition at the nuclei but it also conforms to the asymptotic behavior in Eq. ͑3.11͒. As shown in Table  I , z 2 is much smaller than z 1 for all R. Since with z 2 ϭ0 the wave function Eq. ͑3.1͒ is just the usual molecular orbital, the Guillemin-Zener wave function behaves somewhat like an ordinary molecular orbital, but with the asymptotic and cusp conditions automatically satisfied.
The energies of other one-electron, homonuclear systems, e.g., of He 2 ϩ3 , may be obtained from the relationship for the energy scaling with nuclear charge Z which is given by
where E elec (1,ZR) can be obtained from the total energy of H 2 ϩ by subtracting 1/(ZR). Once E elec (Z,R) is estimated it is necessary to add Z 2 /R to E elec (Z,R) to obtain the total energy of the homonuclear system with nuclear charge Z. 
IV. WAVE FUNCTIONS FOR H 2 AND He 2
؉؉
Here two types of wave functions for the ground state of two-electron homonuclear systems are considered. The first one will be developed from the Guillemin-Zener-type wave functions discussed in the previous section which may be regarded as a molecular orbital type wave function. Then an atomic orbital type wave function is considered. Both of these wave functions will be required to satisfy the cusp and the asymptotic conditions. Then by taking a linear combination of these two wave functions an overall wave function which is accurate over all domains of internuclear separation is obtained.
A. Molecular orbital type wave function
An obvious extension of the previous treatment of H 2 ϩ is to build up a molecular orbital from the Guillemin-Zener one-electron wave functions. For this purpose, Eq. ͑3.1͒ with the parameters determined in the last section will be designated as the ' 
͑4.3͒
to satisfy the cusp conditions. However, instead of the asymptotic condition of Eq. ͑2.41͒, the outer electron is required to satisfy the asymptotic condition of Eq. ͑2.37͒. Therefore, coresponding to Eq. ͑3.13͒, z 3 and z 4 in Eq. ͑4.2͒ are required to satisfy
This equation is very similar to Eq. ͑3.13͒ except that 2Z is replaced by (2ZϪ1), which is the charge seen by the outer electron; also ⑀ 0 (1) is replaced by ⑀ 0 (2) which is the separation energy of the outer electron. Thus all the parameters z 1 ,z 2 ,z 3 ,z 4 are determined by the cusp and asymptotic conditions. Instead of putting electron in ''bonding'' and ''antibonding'' orbitals as in the conventional molecular orbital approach, electrons are put in the ''inner'' and ''outer'' orbitals. After symmetrizing, the molecular orbital type wave function is written as
where f (r 12 ) is the correlation function satisfying the electron-electron cusp condition. The correlation function, which will be described later, does not affect the asymptotic behavior. This molecular orbital type wave function Eq. ͑4.5͒ is expected to provide a good description of the two-electron system for small and intermediate values of internuclear separation R.
B. Atomic orbital type wave function
At large R, it is well known that the atomic orbital wave function provides a better description of the two electron system. However the simple atomic orbitals used in the conventional Heitler-London valence-bond approach do not satisfy the cusp and the asymptotic conditions. Actually each individual atomic orbital, which is just an exponential function, satisfies the cusp condition, that is
1ϪZr 1a ϩO͑r 1a 2 ͒.
͑4.6͒
It is the symmetrization in the Heitler-London procedure that prevents (1ϪZr 1a ) to be factored out from the conventional valence bond wave function, thus violating the coalescence conditions. To retain the four cusp conditions of Eqs. ͑2.13͒-͑2.16͒, the four possible atomic orbitals must be multiplied with each other. However, this product does not satisfy the asymptotic condition. Therefore this product must be multiplied by another function which has at least two free parameters and can be made symmetrical with respect to both the interchange of two electrons and the interchange of two nuclei. At the same time, this function must not affect the cusp behavior of the atomic orbital. It so happens that the hyperbolic cosine function has no linear term as its argument goes to zero, that is cosh͑ZЈr 1a ͒→1ϩO͑ r 1a 2 ͒.
͑4.7͒
Therefore when the atomic orbital is multiplied by a hyperbolic cosine function, the cusp condition of the exponential will not be altered. This suggests that the following function is an appropriate atomic orbital wave function for the system:
where f (r 12 ) is the same electron-electron correlation function used in Eq. ͑4.5͒, and Similarly, if electron 1 is localized around b and electron 2 around a, then at large R both r 1a ӍR and r 2b ӍR. In that case,
⌽͑1,2͒ϭe
⌽͑2,1͒Ӎe
ϪZr 1b e ϪZr 2a F͑R ͒.
͑4.12͒
Clearly, at large R the combination of ⌽(1,2)ϩ⌽(2,1) has the character of the usual valence bond wave function. Thus Eq. ͑4.8͒ is an atomic orbital type wave function and satisfies all the electron-nucleus coalescence conditions. It is symmetrized not only with respect to the interchange of 1 and 2, but also with the interchange of a and b. At the same time, it has two free parameters z 5 and z 6 which can be used to satisfy the two asymptotic conditions.
In the asymptotic domain r 2 ӷr 1 ӷ(R,1), 
͑4.15͒
Comparing this with Eq. ͑3.11͒ in analogy to Eq. ͑3.13͒ and Eq. ͑4.4͒, the parameters in the exponents in Eq. ͑4.15͒ can be written as
where ⑀ 0 (1) and ⑀ 0 (2) are the separation energies of the inner and outer electrons, respectively.
The atomic orbital wave function Eq. ͑4.8͒ with Eqs. ͑4.9͒, ͑4.16͒, and ͑4.17͒ is expected to provide a good description in the two-electron system for large values of internuclear separation R.
C. General wave function
Next, for a description in the entire range of internuclear distances, a linear combination of the two wave functions just discussed is sought,
where ⌿ 1 is given in Eq. ͑4.5͒ and ⌿ 2 is given in Eq. ͑4.8͒. D is determined from the variational principle so as to give the minimum energy. The total energy is given by
͑4.20͒
and the extremum values of E are given by 
͑4.23͒
D. The electron-electron correlation function
The correlation function, which is the same as that described in our earlier paper 8 
͑4.25͒
Thus Eq. ͑4.24͒ satisfies the cusp condition of Eq. ͑2.12͒ for r 12 →0. On the other hand as r 12 becomes large Eq. ͑4.24͒ has the advantage that it increases monotonically to unity. In the following several different approaches are used to determine as a function of R in the three regions of small R, intermediate R and large R. At Rϭ0, the problem reduces to that of a two-electron atom or ion, for which previously an expression for was derived analytically using a perturbation approach
where in the present case of two nuclei 2Z is the total nuclear charge. For He and the two electron ions this expression was found to be in good agreement with the variationally deduced values of to better than about 5%, which has no effect on the first five digits of the calculated energy. In a molecular system, as long as the internucleus distance R is small, can be determined in a similar way except with Z replaced by an effective charge Z eff . To estimate Z eff it is recalled that in the original derivation 8 of Eq. ͑4.26͒, the zeroth order wave function is simply the product of two atomic orbitals
where A is a normalization constant and 2Z is the nuclear charge which also enters into Eq. ͑4.26͒. Now in the molecular case, with 1/r 12 treated as a perturbation the zeroth order wave function is the product of a pair of molecular orbitals ͑index m for molecular͒
where m (r 1 ) satisfies ͩ Ϫ Clearly as R→0, the second term goes to zero as R 4 and does not affect the first term up to the order of R 2 . When Rտ(3/Z), the denominator of the second term is gradually dominated by R 4 and the whole second term goes to the same constant of Eq. ͑4.47͒ as R→ϱ. Thus the first term in Eq. ͑4.48͒ dominates in the molecular orbital domain, R р2/Z, whereas the second term in Eq. ͑4.48͒ dominates in the atomic orbital domain, Rӷ3/Z.
V. RESULTS FOR THE GROUND STATE ENERGIES
In summary, the wave function in Eq. ͑4.18͒ is a linear combination of ⌿ 1 given in Eq. ͑4.5͒, and ⌿ 2 given in Eq. ͑4.8͒, which qualitatively represent the molecular and atomic orbitals, respectively. The parameters in ⌿ 1 , i.e., z 1 ,z 2 ,z 3 ,z 4 , are determined by the cusp and asymptotic conditions in Eqs. ͑3.3͒ and ͑3.13͒ and in Eqs. ͑4.3͒ and ͑4.4͒. The parameters in ⌿ 2 , i.e., z 5 ,z 6 are determined from the asymptotic conditions in Eqs. ͑4.16͒ and ͑4.17͒. The parameter D is given in Eq. ͑4.21͒, in terms of the matrix elements H i j and S i j in Eqs. ͑4.22͒ and ͑4.23͒. The separation energies ⑀ 0 (1) for the inner electron are deduced from Table I , ⑀ 0 (1) ϭ(1/R)ϪE tot ͑1 electron͒ and ⑀ 0 (2) for the outer electron is determined self-consistently by iteration, using
The energies are obtained from Eq. ͑4.19͒. Some of the details of the evalulation of the matrix elements are given in Appendix B. For an appropriate description of the mixing of the molecular and atomic orbitals a new parameter g is defined
͑5.2͒
Essentially g is the relative weighting coefficient of the normalized wave functions ⌿ 2 and ⌿ 1 in the total wave function ⌿. For gӶ1, the system can be regarded as in the molecular orbital domain, and for gӷ1, in the atomic orbital domain. The predicted energies and some of the relevant parameters are listed in Tables II and III, 
VI. DISCUSSION
In the present article the wave functions of two electron molecular systems are developed according to the basic premise that appropriate boundary conditions on their spatial behavior can be used for their determination. For a oneelectron system our analysis shows that the effectiveness of the Guillemin-Zener wave function may be understood in terms of the observation that it satisfies the cusp condition and the asymptotic condition. For a two electron molecule the overall wave function is expressed as a linear combination of two wave functions which satisfy these same boundary conditions. One of these functions, which is designed for small internuclear distances, is a product of two GuilleminZener-type wave functions and may be regarded as molecular type orbital. The second wave function for large interatomic distances is an atomic type orbital which also satisfies the cusp and asymptotic conditions. A linear combination of these is demonstrated to provide a very satisfactory wave function for H 2 and He 2 ϩϩ . For H 2 the molecular orbital dominates in the region RϽ1.7 and the atomic orbital dominates in the region RϾ1.7 as indicated in Table II by the values of the relative weighting coefficient g defined in Eq. ͑5.2͒.
The high quality of the wave function is also shown by applying the virial theorem at the minimum of the potential where the total system can have a bound state. For H 2 , this minimum is at Rϭ1. 4 Table IV and are shown in Fig. 3 . It is observed that G is a slowly varying function and in particular, it is close to 1 for positive values of d 2 . Therefore we may regard our wave function as being quite reliable, particularly in the domain where the electrons may be regarded as belonging to different nuclei. For comparison, the same quantity calculated from the simple variational wave function of Wang 29 is also shown in Fig. 3 as a dashed line. This valence bond wave function with variationally determined effective nuclear charge of 1.166 was one of the best for the H 2 molecule in the earlier days of quantum mechanics. It predicts a bond length of 1.39 and a dissociation energy of 0.139 which is better than the Hartree-Fock result of 1.40 and 0.134, respectively. 30 Because of the way in which the variational parameter is introduced, the Wang wave function satisfies the virial theorem exactly at the potential minimum. However, the quality of this wave function is rather poor because it does not satisfy the cusp condition as seen in the local energy test of Fig. 3 . For this wave function the value of G diverges badly when the second electron encounters either of protons or the other electron. For our wave function, the imposition of the leading cusp condition ͑essentially for the lϭ0 term͒ ensures that the G is finite ͑the Ϫ1/r term in the potential is cancelled by the 1/r term in the kinetic energy͒. However, since we have not imposed the cusp condition on the lϭ1 term near the nuclei, the G has a term which is proportional to cos which is finite but changes sign when the electron crosses the nuclei leading to a small discontinuity. It may also be noted that since our wave function, being in the singlet state, is symmetric under the interchange of the spatial coordinates of the two electrons, only even l terms are present in the r 12 variable. Therefore, the cusp condition ͑for the lϭ0 term͒ is enough to ensure that G is finite and there is no discontinuity in G when the two electrons cross each other. Overall for the present wave function, the G value varies smoothly and stays around one although it exhibits slight discontinuities at the two protons. This clearly demonstrates the importance of the cusp conditions.
Our analysis provides an important insight into the structure of the correlation interaction. At small R, we can use the correlation function we had developed for He and its isolectronic sequences, modified to take into account the small separation between the nuclei. The correlation length 1/ increases as R increases. However, when RϾ2/Z, the correlation is important in the region between the two nuclei, and the correlation length 1/ decreases. The new correlation function provides a good interpolation between the two regions. Finally we note that our description of the correlation function may be useful in the analysis of other homonuclear systems such as in the alkali dimers. As for the question about the relative importance of the asymptotic behavior and the cusp conditions, we have no clear answer but feel that both are important. In the future it is hoped that similar wave function which take full advantage of the asymptotic and small distance boundary conditions will become useful in variational calculations of larger systems.
