Abstract. This paper addresses the problem of probabilistically modeling 3D human motion for synthesis and tracking. Given the high dimensional nature of human motion, learning an explicit probabilistic model from available training data is currently impractical. Instead we exploit methods from texture synthesis that treat images as representing an implicit empirical distribution. These methods replace the problem of representing the probability of a texture pattern with that of searching the training data for similar instances of that pattern. We extend this idea to temporal data representing 3D human motion with a large database of example motions. To make the method useful in practice, we must address the problem of efficient search in a large training set; efficiency is particularly important for tracking. Towards that end, we learn a low dimensional linear model of human motion that is used to structure the example motion database into a binary tree. An approximate probabilistic tree search method exploits the coefficients of this low-dimensional representation and runs in sub-linear time. This probabilistic tree search returns a particular sample human motion with probability approximating the true distribution of human motions in the database. This sampling method is suitable for use with particle filtering techniques and is applied to articulated 3D tracking of humans within a Bayesian framework. Successful tracking results are presented, along with examples of synthesizing human motion using the model.
Introduction
Probabilistic models of human motion provide a representation that can be used both for synthesizing novel animations and for constraining the search in Bayesian tracking algorithms [37] . While the learning of such models from training sets of 3D human motions (e.g. joint angles over time) is an active area of research, the problem is made difficult by the dimensionality of the human body, the variability in human motion, correlations among joint angles, and the correlations in motion over time. While recent work has seen some success at learning probabilistic models in small training sets or in supervised situations where the activities are known and clearly delimited, the general problem remains unsolved. Rather than attempt to learn a general probabilistic model in the high dimensional space of human motions we exploit recent work on texture synthesis that treats an image as an implicit probability distribution. As with human motion, there has been some limited success at learning probabilistic models of the spatial statistics of images that allows texture synthesis [30, 32, 44] . Recent synthesis methods, however, replace the problem of learning with that of search [7, 8, 9, 14, 16, 40] . One incrementally constructs new textured regions by searching in the training images for example textures that have a similar neighborhood structure. The observation is that the important high order statistics are implicitly represented in the data and it is easier to match regions with similar statistics than it is to model them.
Here we extend these approaches to the problem of human motion modeling. The key idea with our motion model is to replace the problem of probabilistic learning with efficient probabilistic search. The idea is summarized in Figure 1 . Given a large set of example human motions, over a time window of length d, we first construct a low dimensional model of the motion, by taking the time series of joint angles of length d and reducing the dimensionality using principal component analysis (PCA). Each length d subsequence in the set is then projected onto the resulting low-dimensional representation to give a vector of coefficients at each time instant. The database is then structured into a binary tree using these coefficients with the top node in the tree corresponding to the coefficient that captures the dimension of largest variance in the database. Lower levels in the tree capture the finer motion structure. Each of the leaf nodes contains an index into the motion database. This index gives the location of a time series corresponding to the body pose parameters (3D position and orientation of the body and the relative angles of all the joints).
Given a synthesized or observed motion from time t − d to t, the goal is to predict (with the correct probability) the pose of the body at time t + 1. The synthesized or observed motion history is projected onto the subspace learned from the database examples. The coefficients obtained are then used to index into the database in a probabilistic manner, which approximates sampling from the distribution p(database example | synthesized motion). Once a example from the database is found, the pose at the next time instant in the database is taken to be the predicted motion at time t+1. The advantage of the tree representation is that a sample can be drawn in sub-linear time. This is particularly important for synthesis or tracking methods that exploit stochastic sampling such as the Condensation algorithm [13, 18] .
Below we relate this approach to recent work on texture synthesis and human motion modeling. After briefly presenting the Bayesian tracking framework in which the model is employed, we describe the database and the probabilistic tree search algorithm. We illustrate the implicit probabilistic model by using it to synthesize realistic motion sequences and by using it to provide a prior probability distribution over human motions for tracking. While our focus here is on developing a rigorous probabilistic model for Bayesian tracking, we expect the method to be useful for computer graphics applications and we will suggest extensions to make it more practical for human motion synthesis.
Related Work
There have been many approaches for modeling human motion. For narrow classes of motion such as walking, specific analytic functions of the joint angles have been proposed [17, 34] . For more general human motion, dynamical systems have been developed for tracking [41, 29] or animation (c.f. [5] ). These systems can be computationally expensive and they may lack a clear probabilistic interpretation. Instead of explicitly modeling the physics of the human body, one can learn statistical properties of human motion from 3D motion capture data. This approach has been used both for synthesis and tracking.
1 The learned statistical properties may be captured by wavelets [33] , PCA [22, 37, 42, 43] , polynomial basis functions of motion trajectories [12] , or Hidden Markov Models (HMM) [3, 4, 26] . Full probabilistic models, however, remain difficult to learn given the dimensionality of the models and the limited availability of training data.
In contrast to traditional statistical learning methods, we make the most of available 3D motion capture data by keeping all of it. The challenge for probabilistic tracking is then to search it efficiently and to do so in a way that captures the underlying, implicit, probabilistic structure.
In formulating this implicit motion model, we exploit recent work in texture synthesis. This work can be roughly viewed on a continuum from approaches that attempt to learn statistical models of texture [15, 30, 32, 44] to those that 1 It is worth noting that the goals of synthesis and tracking are somewhat different.
In synthesis, a good deal of effort is expended to make sure that transitions are "smooth", visually pleasing, and physically meaningful. For tracking, what we need is a representative set of plausible motions. Image data will tell us which of these are reasonable.
essentially treat an input texture as an implicit probabilistic model and use search to find matches between similar textures [7, 8, 9, 14, 16, 40] . The non-parametric texture models most similar to the approach here generate new textures from an example texture in roughly the following way. Given a randomly selected starting block of texture in the image, propagate out from it generating new texture blocks. For each new block in the image, examine any neighboring blocks that have already been generated and search the example image (or images) for similar textures. Find the k best such matches and then randomly choose the corresponding new texture patch from among them. The methods [8, 9, 14, 16, 40] all vary in how the blocks are represented, how similarity is determined, and how the search is performed.
The approach described here is a natural extension of this texture synthesis idea to sequences of joint angles. Previous extensions to time have focused on synthesis and prove unsuitable for Bayesian tracking [1, 35, 40] . For cyclic articulated motion, Pullen and Bregler [33] use a frequency decomposition of joint angles with a learned, non-parametric, kernel density estimate of the conditional statistics across frequency bands [7, 15] . Sampling from this model produces synthetic repetitive motions with natural variation. More closely related to the work described here is the work on video textures [35] which uses a pixel-based match metric to construct a matrix of probabilities that captures the similarities between frames in a video sequence and that can be used to transition between frames to construct an infinitely looping video sequence with apparently natural variation. In contrast to our approach, the method uses relatively short sequences of a single type of motion and, hence, all possible transitions can be pre-computed (and even optimized for display). Molina and Hilton [26] use a similar approach for modeling human motion. Since this type of motion is more diverse and has structure over longer time intervals, it is not possible to learn transition probabilities between all possible poses. Instead, a large set of example poses are grouped using vector quantization, and transition probabilities between the different groups are learned using an HMM formulation. A pose in the group found at each time step is selected based on constraints of smoothness over time. Our approach differs in that we do not learn transition probabilities between states. Instead, at each time step of the synthesis, we search among a large set of previously observed motions to find a plausible motion that fits with the synthesized motion history. We have thus replaced the problem of learning with that of searching a large database.
The most recent motion texture models for image sequences assume stationary statistics and use simple autoregressive models to capture temporal image change [10, 39] . It is not clear whether these methods will scale to the problem of representing general human motion where the assumption of stationarity is violated.
For general motions an example-based model such as ours will only be practical if efficient search methods can be employed. Moreover, if it is to be used for Bayesian tracking, it must have a sound probabilistic interpretation. There are two issues to be addressed: defining a match metric and a search procedure [21, 40] . Exhaustive search in a large dataset is prohibitive and an algorithm with sub-linear time complexity is required. Thus, the metric must be defined so as to allow a hierarchical search in the dataset. Matching can be be performed using wavelet coefficients [1, 21] and various pyramid representations [7, 15, 40] . Here we use a database-specific basis set learned using PCA. This provides an approximate representation of the data and has the property that the basis functions provide a decomposition of the data ordered by the variance accounted for. Various search approaches have been proposed and include kd-trees [2, 14] , approximate nearest neighbor search (ANN) with PCA coefficients [16, 24, 27] , dynamic space partitioning [28] and tree-structured vector quantization [16, 40] . Our approach extends these ideas to provide a probabilistic tree search using PCA coefficients.
It is worth noting that Chenney and Forsyth [6] have shown that samples such as those generated by our probabilistic tree search can be used to generate motions satisfying various external constraints.
Probabilistic Tracking Framework
The motion model described in this paper is employed in a probabilistic tracking framework. Given a model of a human, parameterized at time t − 1 by the m parameters
T , the tracking of the model parameters over time can be formulated using Bayes' rule as
( 1) where I t is the image at time t, I t the image sequence up to t, and κ a normalizing constant independent of φ t . At each time step, the posterior distribution p(φ t | I t ) is estimated. This distribution is represented by a set of samples or particles, which are propagated in time using a particle filter [13, 18] . Each particle i represents a certain pose φ i t of the human model, i.e. a certain location in the parameter space.
The distribution p(I t | φ t ) is the likelihood of observing the image I t , conditioned on model configuration φ t . In the particle representation, each model configuration φ i t is projected into the image I t and assigned a likelihood according to an image-model similarity measure. For details on the likelihood model and the tracking framework, the reader is referred to [36, 37] .
The motion model presented here, is used to formulate the temporal prior p(φ t | φ t−1 ). This conditional distribution is used to propagate the particles in time so that the correct part of the parameter space is covered at each time instant. Due to the particle representation, it is sufficient to design a motion model that allows drawing samples φ s t from the distribution p(φ t | φ t−1 ). Details are described in the following section.
Implicit Probabilistic Motion Model
The motion database consists of multiple sequences of body pose parameters recorded with a 3D motion capture system; sequences include two male and two female actors walking, running, dancing, skipping and lifting. Let
T be a recorded vector of m pose parameters of the human model, stored at index location i in the database. More specifically, the pose parameters are the global position and orientation of the model, as well as joint angles, and the velocities of all these parameters. Let
T be the dmdimensional vector containing the sequence of the d vectors of parameters up to and including the angles at location i. Similarly, let
represent the m pose parameters in a synthesized (or in a tracking framework, estimated) pose at time t, and let
T be the synthesized (or estimated) sequence between time t − d and t. In all experiments here we take d = 10 [22] which corresponds to 1/3 sec.
In the standard formulation of the probabilistic motion model, the temporal prior p(φ t | φ t−1 ) satisfies a first-order Markov assumption. Here, instead of drawing samples φ s t from the the Markov prior, we augment the state space to store the history, Φ t−1 , over the previous d time instants and draw samples from
3 . In the example based formulation, to draw samples φ 
is approximated by an efficient probabilistic search of the database of motions as described below.
First, the variance of each pose parameter in the database is computed and stored in an m × m diagonal covariance matrix Γ . Let Γ d be the dm × dm covariance matrix created by storing d copies of Γ along the diagonal.
We define a generative model that states that the stored human motion data looks like the synthesized data plus Gaussian noise
where η(Γ d ) is an dm-dimensional vector of Gaussian noise. Then the probability that any length d segment, Ψ i , in the database matches a synthesized sequence Φ t is given by (a) The history of generated motion is compared with examples of motion, and the next time step is selected from an example whose history fits well with the generated history. where κ = (2π)
. For simplicity, we assume a diagonal covariance matrix.
As illustrated in Figure 2a a naive approach to synthesis would compute
would be chosen and the index i + 1 would provide the new pose parameters, ψ i+1 . However, this search strategy would have a time complexity of O(n) where n is the number of entries into the database, and would not scale to the large databases needed for tracking of human motion in general. A search strategy performing in sub-linear time has to be developed, which means that the database has to be structured to avoid comparison with all database elements.
This search exploits a low-dimensional model of the data. LetΨ = ( n i=1 Ψ i )/n be a length dm vector representing the mean of all subsequences in the database of motions. LetÂ = [Ψ 1 , · · · ,Ψ n ] be the dm × n matrix of all subsequences where the mean motion has been subtracted; that is,
Performing singular value decomposition (SVD), we writeÂ asÂ = UΣV T where the dm × n matrix U contains the principal components ofÂ and Σ is a diagonal matrix in which the diagonal entries represent the standard deviation σ l accounted for by each of the principal components l = 1, . . . , n.
We select the first b principal components where b = log 2 (n) . Given our training set of n ≈ 50000 time points, b = 16 and accounts for 89% of the variance in the training data; that is, 
where the vector of coefficientsŨ TΨ i = c i provides a "descriptor" for the motion parameters Ψ i . Analogously, the generated motion Φ t can be approximated as
where c t =Ũ TΦ t , andΦ t = Φ t −Ψ .
Tree Representation
There are many ways to represent data such as ours for nearest neighbor search; e.g. given a probe motion (set of coefficients) find the k nearest neighbors. Our goals are somewhat different. For our tracking task, we seek a representation that can be searched such that each search result corresponds to a sample from some underlying distribution. These samples will only approximate the true distribution and the formulation trades off accuracy for efficiency. The method proposed here exploits the structure of our problem and may not be applicable to other search problems with a different probabilistic structure. This process does not guarantee a balanced tree and, thus, some parents will have one child instead of two, and some leaves will contain more than one sample (see Figure 2b) . In practice, the PCA representation results in a tree that is approximately balanced. Leaf nodes in our experiments contain between zero and several hundred samples. A balanced tree could be obtained by computing the median of the coefficients at each node and dividing based on that value [2] .
Probabilistic Search
The tree described above can be searched in a probabilistic fashion so that searching the tree roughly approximates sampling from the distribution p(Ψ i | Φ t ) (Equation (3)). The approach exploits the generative model above and uses the coefficients c i,l at each level l to randomly select the left or right subtree.
Observation 1 IfŨ are the b axes with largest variation in the space of motion examples Ψ i ,Ψ the center of this space, c i =Ũ T (Ψ i −Ψ ) =Ũ TΨ i the projection of Ψ i into the sub-space spanned byŨ , and c t =Ũ T (Φ t −Ψ ) =Ũ

TΦ t the projection of a generated motion Φ t , then
This can be characterized by the Mahalanobis distances [25] of the two motions from the learned feature space:
Using the learned basisŨ and the diagonal matrix of singular valuesΣ of size b × b, containing the b first diagonal elements from Σ, the Mahalanobis distance can be approximated by projecting it onto the subspace spanned byŨ [25] :
Similarly, d(Φ t ) ≈ c T tΣ
−2 c t . Inserting these approximations into (6) gives
Thus, the samples in the database can be compared to a generated motion using only the eigencoefficients c. The error in the approximation can be estimated from the residual eigenvalues σ l , l = b + 1, . . . , dm, i.e. the eigenvalues of the dimensions in U that are not included inŨ [25] .
Search Algorithm. Given a "probe" motion, Φ t , project it onto the basis set to compute the coefficients c t . Starting at the top of the tree with coefficient c t,1 and proceeding down the tree for each level l, decide which branch to chose (left or right) based the probabilities
where β is a "temperature" parameter described below. Assuming the Gaussian model from Observation 1, a branch at level l is selected with the probability that the coefficient value c t,l falls on that side of the tree. Since this choice is probabilistic, "sampling" from the tree many times will result in different paths through the tree to the leaf nodes. Note that for simplicity, σ l is derived from the entire data set rather than being conditioned on the choices above.
When a leaf is reached using this probabilistic search, one of the examples in the leaf, Ψ s i , is selected. This can be done by computing p(c i | c t ) for each i in the leaf and then using a Monte Carlo sampling technique to chose a particular i. As suggested by Observation 1, this approximates sampling from the leaf using p(Ψ i | Φ t ) (Equation (3)). Alternatively, one can sample uniformly from the leaf node; this works well in practice and is more efficient. which is the motion history of particle s at time t + 1. The temperature parameter β controls the amount of randomness in the probabilistic tree search. Figure 3 illustrates the effect of β with samples drawn from the database using Equation (7). A generating motion example Φ t was first selected from the database. Then, a probabilistic tree search was performed 10 times. For each of the 10 found database examples Ψ i , the pose ψ i+1 directly following the motion example was selected and plotted. Thus, the variance within the 10 found poses reflects the accuracy with which the examples were found. A low temperature (e.g. 3a) results in samples that are similar to Φ t . Alternatively, a very high temperature (e.g. 3d) will lead to an almost uniform sampling of the search tree, which means that the distribution over possible body poses will roughly approximate the prior probability distribution, p(Ψ i ), over all motions. In a tracking application, the temperature parameter controls how strongly the motion prior guides the tracking. Furthermore, a lower temperature is typically needed if the model will be used for synthesis, since it is not guided by image measurements.
The total search cost for a single sample involves a logarithmic time tree search followed by a search that is linear in the number of elements in the leaf node. The relationship between the size of the leaf nodes, the depth of the tree, and the size of the database requires further study. The overall cost, however is significantly better than linear in the size of the database. This efficiency is particularly important if the samples are to be used for particle filtering where predicting each particle involves sampling the tree with a different probe.
Observation 2 The "true" distribution p(Ψ
The probabilistic tree search provides an approximate model and samples from the tree search are more "realistic" than those from the Gaussian model in (3) . 
Intuition:
In the general case, there is no guarantee that the probabilistic tree search will approximate sampling from p(Ψ i |Φ t ). For example, if the coefficients c l for each basis direction l were actually normally distributed and statistically independent, then the tree search could provide a poor approximation to sampling the true distribution.
Given the nature of human motion however, PCA does not result in bases that make the coefficients statistically independent and, hence, these dependencies are represented in the branching structure of the tree. Intuitively, similar motions have similar sets of coefficients and these motions end up being grouped in the leaf nodes.
This can be seen in Figure 4 which plots the empirical distribution over a few coefficients using 1000 samples, Ψ i , drawn for a single probe, Φ t (with β = 1). For comparison, the figure also plots the distribution over each coefficient assuming independent Gaussian noise. This example illustrates the general agreement between the independent Gaussian model and samples drawn with the tree. By adopting our model however, we can also capture the non-Gaussian nature of the human motion data present in the database.
Further work needs to be done to formalize the tree search procedure, understand the nature of the approximation, and characterize the problems to which it is applicable.
Visualizing the Model (Synthesis)
Although our primary application for this motion model is as a prior to guide probabilistic tracking, the probabilistic model can also be used for synthesis. The goal of the visualization is to generate a new synthetic motion incrementally, by indexing into the database at each time step, using the generated motion at the previous d time steps. Note that the synthesis does not have a goal function. The type of motion can be controlled up to a certain point by the choice of start motion. However, due to the probabilistic tree search there is a certain randomness in the synthesis.
In Figure 5 , a 2 second long running motion is visualized. 4 Note that the database contains several types of activities, not just running. The regularity with which the feet are planted ( Figure 5) indicates that the periodicity is well preserved in the synthesized running sequence, even though the phase of the running cycle is not explicitly modeled.
To generate more varied and non-cyclic motion, a larger database of examples is needed to find smooth transitions between many different types of motion (β can be used to control the probability of changing motions). Finally, it is important to note that the motion model has no notion of gravity, friction, and position of the feet relative to the floor. To be able to generate plausible-looking motions for longer periods, constraints need to be introduced on the position and rotation of the human model so that it fulfills basic kinematic and dynamic requirements [6, 11] . Furthermore, in general it is desired to be able to edit the generated motion iteratively, and to introduce goals in the motion generation [26] . Therefore, the motion model is, in its present state, more suited for tracking than for motion synthesis. However, the example based scheme introduces fine realistic details that are often lost in a learned motion model.
Tracking Results
The example-based motion model is now evaluated in terms of its performance as a temporal prior for monocular 3D tracking, as described in Section 3. We compared it to a very general temporal model of constant (angular) velocity in the parameters, where all parameters are considered independent [36] . The generality of the constant velocity model allows tracking of any type of motion, but introduces problems in high-dimensional spaces. Using particle filtering methods as we do here is problematic given that the number of required particles is N ∝ 1/α d where α 1 depends on the generality of the motion model, and d is the number of parameters [23] . The use of a strong prior model such as the one developed here is one way of coping with the dimensionality problem. See [38] for recent work on human motion tracking that places particles more effectively thus allowing more general motion priors.
As an initial illustration, a version of the database is built using only the joint angles and angular velocities of the right arm. The model has 8 DOF; 3 Euler angles in the shoulder, one angle in the elbow, and their angular velocities. The sequence used for tracking is stabilized so that the shoulder has the same position in all images and the configuration of the arm at frame 0 is manually set. To initialize the example-based temporal model, a linear search is performed in the database, and N arm motion samples, whose last time step correspond well with the manually set joint angles, are chosen using Monte Carlo sampling.
In Figure 6a , the arm is tracked with the example-based motion model as the temporal prior. N = 300 samples are used for particle filtering. In frame 15, the elbow of the model arm is more bent than the real elbow in the sequence. The reason for this is that the real arm position is not present in the database -none of the example subjects moved their arm to this position. This may be an artifact of the marker placement during motion capture. However, in frame 20, the arm is again correctly estimated. A typical set of particles is illustrated in Figure 3e . The variation in the set of sampled poses can be controlled by the temperature parameter β, as discussed in Section 4.
For comparison, the arm is also tracked using the constant velocity prior. The number of particles, N (and the likelihood model) are the same as in the previous tracking case, i.e. much lower than the number of particles used in similar experiments [36] . Since the constant velocity model is not able to predict the arm motion as well as the example-based model, the arm model loses track after a few frames, due to the small number of particles. However, if the number of particles is raised to N = 3000, the constant velocity prior is sufficient.
If the number of parameters d is larger, the constant velocity model is too general (i.e. α is too low). Given that N = 3000 is sufficient to track an 8-dimensional arm model using this motion model, the relation N ∝ 1/α d gives an estimate of the number of particles needed to track a 50-dimensional model such as human. Using this estimate, N ≈ 10 16 . The result of tracking a full 3D body using the example-based model is shown in Figure 7a . N = 300 particles were used for tracking. Since the database of motions is quite small (n ≈ 50000), and the examples are taken from the motion of professional dancers (a quite biased selection in terms of motion pattern), the deviations in pose between the model and the human in the sequence is at times large. Apart from the pose deviations, the example-based motion model enables successful tracking of the person in this 30 frame sequence. This is in contrast to the smooth motion model for which N = 300 particles is far from sufficient ( Figure 7b) . Note that the example-based motion model is more versatile than learned models of walking [17, 34, 37] in that it can be used for all kinds of motion (present in the database), as well as transitions between activities. Furthermore, some generalization to novel motions is made possible by the addition of Gaussian noise to the samples.
Conclusions
Learning a concise probabilistic model of 3D human motion is a challenging task (though recent work [4] suggests that it is possible). Here we make the simple observation that a database of motion capture data can, itself, serve as an implicit probabilistic model in a way that is directly analogous to recent work on texture synthesis. Unlike work on texture synthesis, our goal is human tracking and, hence, we must model general human motion rather than narrow "textural" motions. This results in a large database of heterogeneous motions. Consequently, practical algorithms for either synthesis or tracking necessitate an efficient algorithm for searching the database. We have proposed a method for structuring the database as a binary tree based on the coefficients of a low-dimensional approximation to the data. Furthermore, we described a probabilistic search method that uses the binary tree to stochastically generate sample motions from the database that match a synthesized input motion. The algorithm has sub-linear complexity and is suitable for synthesizing novel motion sequences and for generating predictions in a Bayesian tracking framework. Further work needs to be done however to understand how well this heuristic search method approximates the true distribution, how it will scale to larger databases, and whether it can be applied to other problems with different underlying densities.
One advantage of this method over traditional learning methods is that it uses all the data and hence captures subtle variations that may be lost using other methods. It is also extremely simple to implement. The disadvantage however is that the representation does not readily generalize to new motions. To allow more variation in the generated motion, and to lower the number of needed example motion sequences, the method described here could be used to learn separate motion models for different parts of the body (as was illustrated with the arm tracking example in Section 6 and Figure 6 ). The natural tree structure of the body can be exploited in sampling the motions of the joints. More research is needed to model the correlations between these limbs and to perform Bayesian inference using such a model.
While our tracking results are preliminary, they suggest that an implicit motion model may prove effective for tracking high dimensional human motion.
To reduce the problems with extrapolation from the database, the examplebased motion priors could be combined with more general priors using mixture models. In a particle framework, this would correspond to propagating a certain portion of the particles with a general temporal prior, and another portion with the example-based temporal prior.
The model also shows promise as a method for generating varied synthesized motion with natural detail. However, to exploit the example-based method for synthesis, further work must be done. The most obvious extension is to perform some simple blending or smoothing of the synthesized poses [35, 31] , and to introduce a predictive mechanism to avoid "dead ends" [35] . The issue of retargetting the synthesized motions to new actors remains open [11, 20, 31] as does the application of these techniques to facial motions or other time series data. Finally, realistic synthesis will require the addition of constraints such as contact between feet and the ground plane and, more generally, controllability/editability for animation [11] . The formulation of such constraints within our sampling framework seems plausible (cf. [6] ) but remains an area for future research.
