[1] The discordancy measure in terms of the sample L-moment ratios (L-CV, L-skewness, L-kurtosis) of the at-site data is widely recommended in the screening process of atypical sites in the regional frequency analysis (RFA). The sample mean and the covariance matrix of the L-moments ratios, on which the discordancy measure is based, are not robust against outliers in the data, and consequently, this measure can be strongly affected by the discordant sites present in the region. We propose to replace the classical mean and covariance matrix estimates by their robust alternatives on the basis of the minimum covariance determinant estimator. The performance of the classical and robust measures for discordant sites identification is assessed in a series of Monte Carlo simulation experiments within the framework of the RFA. The simulation study shows that the robust discordant measure outperforms the classical one and is consistent with the heterogeneity measure H. Thus we recommend its use as a tool for discordant sites detection and formation of homogeneous regions in RFA. 
Introduction
[2] The estimation of the frequency of rare events such as extreme floods, precipitation, rainstorms, droughts, high winds, or extreme pollution for a site or a group of sites is a challenging problem because the data record is often short. According to Hosking and Wallis [1997] ''Regional Frequency Analysis (RFA) resolves this problem by 'trading space for time'; data from several sites are used in estimating event frequency at any one site.'' The approach to the RFA, developed by these authors, involves objective and subjective techniques for defining homogeneous regions, assigning of sites to regions, identifying and fitting regional probability distribution to data, and testing hypotheses about distributions using the method of L-moments (a modification of the probability weighted moments) described by Hosking [1990] . These authors emphasize physical reasoning rather than statistical significance in data processing. They showed that a well-conducted RFA remains far superior in quantile estimates to at-site analysis under a wide variety of physically realistic deviations from exact homogeneity with a range of at-site frequency distributions by Monte Carlo simulations.
[3] An important phase of any statistical data analysis is to validate the appropriateness of the data for the analysis by screening for atypical data elements. For the purpose of screening, Hosking and Wallis [1997] propose a discordancy measure for identifying unusual sites in a region (recommended rather as a guideline than a formal statistical test) which is defined in terms of the sample mean and the sample covariance matrix of the sample L-moment ratios (L-CV, L-skewness, and L-kurtosis) of the site's data. It is well known, however, that the sample mean and the sample covariance matrix as well as any analysis based on them can be strongly affected by even a few atypical data points, see the work of Rousseeuw and Leroy [1987] . To cope with this disadvantage of the classical estimates of the mean and the covariance matrix, they can be replaced by alternative robust estimates which are resistant against a large percentage of sites that are discordant with the group as a whole, and thus a robust version of the discordancy measure will be obtained. For this purpose, we propose to use the minimum covariance determinant (MCD) estimator introduced by Rousseeuw and Leroy [1987] because of its desirable properties as well as because of the existing efficient algorithm for its computing. Details, examples, and further references for the MCD estimator and its usage as outlier detection tool will be given in the next section.
[4] The goal of this paper is to define formally a robust version of the classical discordancy measure proposed by Hosking and Wallis [1997] and to evaluate the performance of both measures using an extended Monte Carlo simulation study within the framework of the RFA. The paper is structured as follows. Section 2 outlines the RFA and defines the robust discordancy measure for detection of discordant sites in the RFA framework by means of the MCD estimator. The section ends with several examples illustrating the usefulness of the robust measure. The behavior of the classical and robust discordancy measures and the heterogeneity statistics H of Hosking and Wallis [1997] are studied in an extended Monte Carlo experiments in section 3. Conclusions are made in section 4. The Appendix illustrates how to compute the robust discordancy measure in the R statistical environment (see the work of R Development Core Team [2006] ) using more real life examples.
RFA Background
[5] In RFA, data are assumed to come from homogeneous regions. Let Q ij for j = 1,. . .,n i and i = 1,. . ., N be observed data at N sites of a region, with sample size n i at site i, and let Q i (F), 0 F 1, be the quantile function of the distribution at site i. A region of N sites is called homogeneous if Q i (F) = m i q(F), i = 1,. . .,N, where m i is the site dependent scale factor and q(F) is the quantile function of the regional frequency distribution, the common distribution of the rescaled data q ij = Q ij /m i . Herem i is an estimate of m i , for example the sample mean of the at-site frequency distribution, but other location estimates could be considered. It is assumed that q(F) is a known function that depends on p unknown parameters q 1 ,. . .,q p . Several ways have been proposed to estimate q k for k = 1,. . ., p, however, Hosking and Wallis [1993] give preference to a procedure based on the weighted average L-moment statistics, that is,
is an at-site estimate of q k based on q ij data for site i. Then the site i quantile estimates are given byQ i (F) =m iq (F), whereq (F) is the estimated regional quantile function.
[6] In practice, the at-site parameters are estimated by the sample L-moments l 1
and the sample L-moment ratios t r (i) = l r (i) / l 2 (i) for r = 3, 4,. . .. The first sample L-moment is the sample mean, the second sample L-moment is the Gini's mean difference statistics and thus is a measure of scale or dispersion, whereas t 3 (i) and t 4 (i) can be interpreted as measures of skewness and kurtosis, respectively. The L-moments and L-moments ratios are analogous to their counterparts defined for ordinary moments, however, they are relatively unbiased. Thus the main features of the distributions widely used in extreme value analysis can be summarized by these quantities. For further details, see the works of Hosking [1990] [7] The cornerstone in RFA is the assumption that the data come from homogeneous regions. Usually, the process of formation of homogeneous regions is based on the at-site characteristics using objective (clustering) and subjective techniques. Once a region of sites is formed, it is subsequently evaluated by a measure of regional heterogeneity, developed by Hosking and Wallis [1997] :
where
) P N i¼1 n i } 1/2 is the weighted standard deviation of the at-site sample L-CVs and t (R) = P N i¼1 n i t (i) P N i¼1 n i is the regional average L-CV. The m V and s V are the mean and the standard deviation of V derived from a large number of simulated replications from that region of sites any of each having four parameter Kappa distribution as its frequency distribution. In other words, the heterogeneity measure compares the between-site variations in sample L-moments for the group of sites with what would be expected for a homogeneous region. What ''would be expected'' is evaluated through Monte Carlo simulation from the Kappa distribution. Hosking and Wallis [1997] suggested a region to be regarded as ''acceptably homogeneous'' if H < 1, ''possibly heterogeneous'' if 1 H 2, and ''definitely heterogeneous'' if H > 2.
[8] The H statistics or its alternative H* = V / m V , however, do not tell us anything about those sites responsible for the heterogeneity. Thus if regions of sites are identified as heterogeneous, some redefinition of these regions must be made. For screening of the data, Hosking and Wallis [1997] describe a discordancy measure D i which identifies unusual sites that are grossly discordant with the group as a whole. The discordancy is measured in terms of the sample L-moment ratios (L-CV, L-skewness, L-kurtosis) of the site's data and is computed for each site. If the data for the region is represented by the three-dimensional
),i = 1,. . ., N, then the discordancy measure for the ith site is defined as
are the sample mean and covariance matrix of the region. The measure D i = D(u i ) should tell us how far u i is from the center of the region relative to the size of the region. Large values of D i suggest that the ith site deserves further investigation for presence of data errors or the possibility of moving the site to another region should be considered.
(Note that this discordancy measure test is equivalent to the classical approach for identifying outliers in multivariate data on the basis of a distance calculated from each data point to a center of the data which usually is called Mahalanobis distance, see, for example, the work of Johnson and Wichern [2002, p. 189] . We remind that outliers are observations that are well separated from the majority, the bulk of the data, i.e., the observations that do not follow the major pattern of the data).
[9] If we assume that u i are drawn from multivariate normal population then the discordancy measure D i 2 will have approximately c 2 distribution with 3 degrees of freedom. In order to detect outliers, the measures D i are compared to a predefined cutoff value d 0 , usually taken as d 0 = ffiffiffiffiffiffiffiffiffiffiffiffiffiffi c 2 3;0:975 q = 3.06 which is the square root of the 0.975 quantile of the c 2 distribution with 3 degrees of freedom.
[10] It is well known, however, that the classical estimates u and S are extremely sensitive to unusual observation, and even a couple of outliers could attract u and inflate S in their direction thus preventing the method from discovering them, since they will not necessarily get large values of their discordancy measures D i . This is known as masking effect (see, for illustrative examples, the works of Rousseeuw and Leroy [1987] and Hubert et al. [2005] ). To overcome this deficiency of the classical method, we need robust estimates of the multivariate location and covariance matrix to plug them in the formula of the discordancy measure instead of the classical ones. This new robust discordancy measure will be denoted by
where T and C are some robust estimates of the mean and the covariance matrix of the region.
[11] Many alternatives of the classical multivariate location and scatter T and C estimates exist in the literature, but the MCD estimator introduced by Rousseeuw and Leroy [1987] is probably the most widely used in practice. The MCD estimator possesses a breakdown point (BP) of almost 50%, the best that can be achieved by a statistical estimator. Roughly speaking, the BP is the smallest fraction of the data that needs to be contaminated in order to make the estimator completely meaningless. For instance, the sample mean, moreover the sample variance, can be ruined completely by a single observation (gross error, outlier), and we say that their BP is 1 / N. Conversely, the sample median can tolerate up to 50% gross errors before it can be made arbitrarily large, therefore we say that its BP is a half. Other advantages of the MCD estimator are as follows: (1) it is consistent, asymptotically normal, and the reweighted version of it is quite efficient; (2) it can be computed for large data sets in a short time because of the FAST-MCD algorithm [Rousseeuw and Van Driessen, 1999] ; (3) there are readily available implementations in most of the wellknown statistical software packages like R, S-Plus, SAS, Matlab, FORTRAN and Java.
[12] The MCD estimator for a data set of m-variate observations {x 1 , . . ., x N } is defined by that subset {x i1 , . . ., x ih } of h observations whose covariance matrix has the smallest determinant among all possible subsets of size h. The MCD location and scatter estimate T and C are then defined as the mean and a multiple of its covariance matrix of that subset as follows
The multiplication factor c m is selected so that C is consistent at the multivariate normal model and unbiased at small samples, according to Pison et al. [2002] . A recommendable choice of h is b(N + m + 1) / 2c because then the BP of the MCD is maximized, but any integer h within the interval [(N + m+1)/2, N] can be chosen, see the work of Rousseeuw and Leroy [1987] . Here bzc denotes the integer part of z which is not less than z. If h = N then the MCD location and scatter estimates T and C reduce to the sample mean and covariance matrix of the full data set. The computation of the MCD estimator is far from being trivial. The naive algorithm would proceed by exhaustively investigating all subsets of size h out of N which is not feasible in practice. As already mentioned, a very fast algorithm due to Rousseeuw and Van Driessen [1999] exists and, in the Appendix, are given guidelines and examples for the computation of the MCD using the ''R'' package ''rrcov,'' see the work of V. K. Todorov (Scalable Robust Estimators [14] The MCD estimator is not very efficient at normal models, especially if h is selected so that maximal BP is achieved. To overcome the low efficiency of the MCD estimator, a reweighed version can be used. For this purpose, each observation x i is given weight w i defined as
2 m,0.975 and w i = 0 otherwise. Then the reweighted estimates are computed as
where n is the sum of the weights, n = P N i¼1 w i . These reweighted estimates (T R , C R ) which are more efficient versions of the raw MCD estimates (T, C) will be used in the formula for the robust discordancy measure.
[15] In order to illustrate the effect of the three-variate discordant observations in the context of the RFA, we will consider the data on annual maximum streamflow at 104 gaging stations in the central Appalachia region of the United States, analyzed by Hosking and Wallis [1997, pp. 175-184] 2 computed for the same data. Now, additional to the three sites, sites 71 and 99 are also above the cutoff value and are flagged as discordant. Removing the five sites from the region yields H = 0.94.
[16] Figure 2 shows the same results for the data from Table 3 .3 in the work of Hosking and Wallis [1997] . Here the classical as well as the robust approach identify only site 10 as discordant, and there is not much to choose between the two of them. This comes to show that although the robust approach did not do better than the classical one, it did not do worse, providing at the same time, with no appreciable cost in performance, a safeguard against the possible presence of severe outliers in the data.
[17] The detection of outliers becomes harder when the number of sites N is not large enough compared to the number of dimensions m (m = 3 in our case). Rousseeuw and Leroy [1987] recommend as a rule of thumb to apply MCD when there are at least five observations per dimension, i.e., N / m > 5 which in RFA where m = 3 means N > 15. Such an example with only 13 sites is presented by Kumar and Chatterjee [2005] who analyzed the regional flood frequency in North Brahmaputra region of India. The region is heterogeneous with H = 3.68, but the discordancy measure D i does not identify any outlying sites. The robust Figure 2 . Classical and robust discordancy measures for the data in Table 3 .3 of Hosking and Wallis [1997] . discordancy measure RD i identifies four sites as outlying, but their removal reduces H only to 3.57. Taking advantage of the small number of sites one could try to remove sites one by one as proposed by Kumar and Chatterjee [2005] until an H value less than 1.0 is obtained.
Monte Carlo Experiments
[18] The performance of the classical discordancy measure D i introduced by Hosking and Wallis [1997] as well as of the robust one RD i proposed in the previous section, with respect to their ability to detect discordant sites, are investigated by a Monte Carlo simulation study in a range of RFA framework situations. Two types of regions are considered, namely a Bimodal region and HomHet region. A region is defined as Bimodal if it comprises two homogeneous groups of sites such that the first group follows one distribution whereas the second follows another. The number of sites in the first group will be kept larger than that in the second one. Thus the second group (with the smaller number of sites) is treated as a group of discordant sites. Regions consisting of more than two groups without having a majority group, i.e., a homogeneous group consisting of at least 50% of sites, will not be considered in this study. The HomHet region type is a variation of the Bimodal one in which the second homogeneous group of sites is replaced by a heterogeneous with L-CV and L-skewness varying linearly between sites in the group. In both region types, the at-site frequency distribution is chosen to be the generalized extreme value, specified by its L-moments ratios L-CVand L-skewness denoted by t and t 3 hereafter. A measure of heterogeneity is the relative distance between two groups defined as the ratio (t group2 À t group1 ) / (t group2 + t group1 )/2 in a Bimodal case, and (ave (t group2 ) À t group1 ) / (ave (t group2 ) + t group1 )/2 in a HomHet case. The following parameters are simultaneously varied in the experiments: the number of sites in a region, the record length of sites, the heterogeneity and percentage of discordant sites (the number of sites in the second group relative to the total number of sites in the region).
[19] The controlled parameters of the simulation in the case of Bimodal regions were (1) the number of sites N = {10, 20, 30, 40} with a fixed record length n i = 30 at each Figure 3. Bimodal region with 20% discordant sites. [20] The controlled parameters of the simulation in the case of HomHet regions were the same except that for the heterogeneous group of sites, the L-moment ratios varied linearly in symmetric interval around ave(t group2 ) with length t group1 À ave(t group2 ).
[21] The percentage of discordant sites in both region types was held as 20%, 25%, and 30%.
[22] By these two region types we test the ability of the robust and classical measures to identify discordant sites both when the frequency distributions vary smoothly from site to site (HomHet) and when there is a sharp difference between the frequency distributions (Bimodal). For each artificial region, 1000 replications were done and the accuracy of quantile estimates, the at-site classical and robust discordancy measures, and the values of the heterogeneity measures H and H* were calculated.
[23] To control the accuracy of our computations we reproduced some of the simulation experiments described in section 4.3 of Hosking and Wallis [1997] concerning their Bimodal region types, where both groups contain equal number of sites but differ by a high and low t and t 3 , respectively. The results are given in Table 1 where the columns Average and Range are equal to (t group2 + t group1 )/ 2 and t group2 À t group1 , respectively. The columns ''RMSE of Quantiles'' under are given as a percentage and present the averages of the relative RMSE (root mean square error) of the quantile estimateQ i over all sites in the region. The obtained RMSE, H, and H* values are practically the same as those presented in Table 4 .1 of Hosking and Wallis [1997] .
[24] In each replication the classical and robust discordancy measures D i and RD i were calculated as described in section 2 and were used to classify the sites as discordant and nondiscordant. We note that on all of the plots the correctly identified discordant sites by the corresponding discordancy measure are marked by ''correct identification.'' On the other hand, nondiscordant sites which were incorrectly identified as discordant are marked by ''incorrect identification.'' Information about the nondiscordant sites which were flagged as nondiscordant and discordant sites which were identified as nondiscordant by those measures would not be presented on the plots because of less informativeness.
[25] The results for the Bimodal region type are shown in and H*, the percentages of correctly and incorrectly identified sites obtained with the classical and the robust discordancy measures D i and RD i , respectively, are plotted against the number of sites in a region.
[26] In the Bimodal case, Figures 3, 4 , and 5, with zero heterogeneity level, the percentages of the correctly and incorrectly identified sites are almost the same because the distance between the groups is zero and they coincide. However, this is not the case in the HomHet experiments, Figures 6, 7, and 8, where although the distance between the groups is zero, the groups are significantly distinct according to their generation.
[27] The simulation study shows that in both Bimodal and HomHet region type experiments, the H statistic identifies as heterogeneous those regions that were generated with level of heterogeneity greater than 30%, whereas regions generated with a 20% heterogeneity level are identified as possibly heterogeneous. In general, all the plots exhibit a good consistency between the H statistic and the robust discordancy measure values as functions of the number of sites in a region and the heterogeneity levels. On the other hand, the percentages of the correct identification by the classical discordancy measure are too low.
[28] Another interesting result which can be seen in the plots is the fact that the percentage of incorrectly identified sites goes down when increasing the heterogeneity level and the number of sites in a region. This is not surprising because this is naturally related to the increasing of the distance between both the nondiscordant and the discordant site groups on one hand and with the small sample influence over the MCD trimming proportion (N À h)/N on the other. For instance, if N = 10 then h = b(10 + 3 + 1)/2c = 7 and the maximal trimming is 0.3, whereas if N = 20 then h = b(20+3+1)/2c = 12 and the maximal trimming is 0.4, and these values significantly differ from the maximal trimming which is asymptotically equal to 0.5 with the increasing of N.
[29] The experiments conducted with the 20% heterogeneity levels need special consideration. The H statistic identifies all these experiments as ''possibly heterogeneous.'' The percentage of correctly identified sites based on the robust discordancy measure is relatively small, moreover, it decreases when the number of sizes in a region is increased. In the framework of the described simulation experiments, this case could be considered as limiting one. Thus if a region is identified as ''possibly heterogeneous'' and the number of sites is relatively small then one can proceed in one of two ways, (1) to minimize the heterogeneity measure H directly following the procedure of Kumar and Chatterjee [2005] which consists in iteratively removing the site whose removal from the region yields largest reduction of the H value, this is continued until H becomes less than 1, and (2) to follow closely the recommendation of Hosking and Wallis [1997] that an RFA remains far superior in quantile estimates to at-site analysis under a wide variety of deviations from exact homogeneity.
Conclusion
[30] As a whole, the Monte Carlo simulation study shows that robust discordancy measure not only outperform the classical one but is also consistent with the H statistic. Furthermore, the necessary algorithm for computing the robust discordancy values is readily available in R, S-Plus, SAS, Matlab, FORTRAN, and Java (see, e.g., V. K. Todorov, Scalable Robust Estimators with High Breakdown Point. Reference manual, http://cran.R-project.org/doc/packages/ rrcov.pdf, 2006), and the application of this algorithm for the purposes of RFA is straightforward. Thus we recommend its use in the RFA framework as a tool for detection of discordant sites.
Appendix A
[31] The robust estimates of the mean and the covariance matrix of a data set and the robust discordancy measure based on them, described in section 2, can be easily computed by Rousseeuw and Van Driessen [1999] , of other robust methods for computing the mean and covariance matrix of a data set as well as printing and plotting utility functions. Details about the ''R'' language and the R statistical environment are out of scope of this brief Appendix and the user is referred to the respective R documentation, see the work of R Development Core Team [2006] and the references there. We start by loading the ''rrcov'' package using the following command > library(rrcov) Scalable Robust Estimators with High Breakdown Point (version 0.3-06) [32] The ''rrcov'' functions and example data sets are now available. The L-moments of the region we are interested in have to be prepared as a matrix with N rows and three columns, say X = (L-CV, L-skewness, L-kurtosis). The data set on the Appalachia region from Hosking and Wallis [1997] discussed in section 2 as well as other data examples from this monograph are provided as example data sets in ''rrcov'' and can be loaded by the data() command. For instance, we can load and investigate the data for the Appalachia region by the following commands: > data(Appalachia) > help (Appalachia) [33] If the data are available as a text file, they can be loaded in ''R'' using the command read. [35] Using ''rrcov,'' it is possible to compute also the classical discordancy measure D i on the basis of the sample mean and covariance matrix as shown in the above output, for this purpose, the function Cov() is used and then again getDistance() is applied. We see that two sites, namely 4 and 5, have robust discordancy measures larger than 3.06 (which is the square root of the 0.975 quantile of the c [36] Several plots are available for the result of the CovMcd() function. The command > plot(mcd, which = ''dist'') will produce a plot similar to the one shown in Figure 2. [37] Acknowledgments. The authors would like to thank the referees and the editor for their valuable comments and constructive suggestions that help to improve the paper. We would like to thank J.R.M. Hosking for giving us the opportunity to acquaint ourselves with his L-moments reports and package many years before the appearance of his joint monograph on this topic. The presentation of material in this article does not imply the expression of any opinion whatsoever on the part of any organization and is the sole responsibility of the authors.
