Quantization and fusion schemes are derived for multi-sensor correlation in distributed If-sensor systems that are used for the detection of weak signals or general signal discrimination from dependent observations. The dependence in the observations across time and sensors is modeled via stationary m-dependent, +mixing, or p-mifing processes. The observation sequences of the various sensors have identical individual statistics and identical pairwise statistics (symmetric conditions). Each sensor observation is passed through a memoryless nonlinearity or quantizer (the same one for a, U sensors) to form the sensor test statistic; the decision statistics of the various sensors are then passed to the fusion center in an unquantized or binary quantized manner to form the final decision statistic of the fusion center. Based on a common large sample size for each sensor that is necessary for achieving high-quality performance, an asymptotic analysis is applied for the error probab es of the fusion center. This provides design criteria for the optimal memoryless nonlinearity and quantizer. Optimization of these design criteria yields the optimal nonlinearity first-and second-order pdfs of the sensor observations describing the individual and pairwise dependence. 
A B S T R A C T
Quantization and fusion schemes are derived for multi-sensor correlation in distributed If-sensor systems that are used for the detection of weak signals or general signal discrimination from dependent observations. The dependence in the observations across time and sensors is modeled via stationary m-dependent, +mixing, or p-mifing processes. The observation sequences of the various sensors have identical individual statistics and identical pairwise statistics (symmetric conditions). Each sensor observation is passed through a memoryless nonlinearity or quantizer (the same one for a, U sensors) to form the sensor test statistic; the decision statistics of the various sensors are then passed to the fusion center in an unquantized or binary quantized manner to form the final decision statistic of the fusion center. Based on a common large sample size for each sensor that is necessary for achieving high-quality performance, an asymptotic analysis is applied for the error probab es of the fusion center. This provides design criteria for the optimal memoryless nonlinearity and quantizer. Optimization of these design criteria yields the optimal nonlinearity first-and second-order pdfs of the sensor observations describing the individual and pairwise dependence. Of Sensors are presented. The performance of the optimal nonlinearities and quantizers is shown to Outperform that of nonhearities or quantizers obtained by ignoring the dependence in sensor observations and to improve as the number of sensors increases.
I. INTRODUCTION
In most practical multi-sensor detection systems with or without a fusion center, the observations are dependent. For each sensor, the dependence in observation across time is usually due to increased sampling rates or the observed phenomenon itself, whereas the dependence in observations across sensors is due to the geographic proximity of the locations of the sensors. Yet, in the earlier works on distributed detection and data fusion (see [1]-[5] ), the sensor obsavations were assumed t o be independent across time and sensors, primarily for the purpose of making the analysis tractable.
In this paper, we consider weqk-signal detection with IC sensors (If 2 2) and a fusion center under symmetric conditions, under which the sensors have identical individual statistics and identical pairwise joint statistics. Asymptotically optimal memoryless quantization and fusion schemes are derived for problems with dewdence in the observations across-time and sensors. The results obtained are valid for an arbitrary "dm of Sensors and allow US to the Performance of multi-sensor Systems, as the number of increases and the correlation in the sensor observations across time and Sensors varies. In deriving these new schemes, this Paper extends the useful and popular methodologies of memoryless locally-optimal detection of weak-signals and memoryless nonlocal detection from the single-sensor case to the case of multiple sensors with a fusion cellter, and also advances earlier work in the area dealing with Sensor observations.
The stationary m-dependent, +mixing, or p-mixing processes. The definitions of these mixing processes and the associated central limit theorems are detailed in [GI and [7] . These models of dependence .have been successfully used in single-sensor weak-signal detection and discrimination problems (see [SI-[lo] ).
We now describe the three schemes (termed Schemes 1, 2, and 3) for quantization and fusion in IC-sensor detection systems with dependent observations, whose analysis, optimal design, and performance evaluation (via simulation) constitute the subject of this paper. The same memoryless nonlinearity g(.) is employed by all sensors. This is justified by the symmetric conditions that we have assumed for greater simplicity. In general, the argument of g(.) is a continuousamplitude (real) variable and g can take all real values. (In reality, 9 is implemented through a discretized form with a large but finite number of amplitude levels). When quantization is employed, g (.) takes the form of a quantizer and is characterized by a finite number of quantization levels a.nd breakpoints.
For Scheme 1 (illustrated in Fig. l) , the k-th sensor employs the a f c " n t i o n e d 9 and forms the test statistic Tn,k given by or quantizer as solutions to linear integral eqautions involving the I n
where ~t is the common (large) sample size and {x,ck)];_, a stationary observation sequence characferized by m-dependent or mixing type dependence, and transmits it directly to the fusion center, where a likelihood ratio test is performed based on Tn,k, for = 1 , 2 , . . . , IC.
If one could reliably transmit a real number through a bandlimited channel (as are the channels between the sensors and the fusion center), this fusion scheme, which is optimal within the class of schemes employing memoryless nonlinearities in the sensor test statistics, would also be practical. However, in reality we can only transmit a finite number of bits of information through the aforementioned channels. Therefore, quantization of the test statistics or of the sensor observa,tioiis themselves is of interest and this is considered in the following two schemes.
In Scheme 2 (illustrated in Fig. 2 ), the observation Xl(k) of sensor k at time 1 is first quantized by a quantizer Q (common to all sensors), which is obtained from minimizing an appropriate design criterion, and then transmitted to the fusion center, where the test statistic
is formed. Finally, the fusion center performs a likelihood ratio test based on Tn,k! for k = 1 , 2 , . . ., li. The optimal quantizer is relatively simple to implenlent. Even simpler implementations, in whicll the breakpoints are uniformly spaced over the interval defining the support of the sensor observations, are possible at the expense of of Some degradation in the performance. For a large number of quantization levels, these schemes approximate Scheme 1.
In Scheme 3 (illustrated in Fig. 3 ), the test statistic T,,k for each sensor is first formed as in Scheme l by the continuous-amplitude nonlinearity g and then quantized by a two-hit quantizer or equivalently compared to a threshold, in order to decide which hypothesis is true. The single bit (0 or 1) of the sensor's decision (also termed a hard decision) is trausmitted to the fusion center. The fusion center performs a likelihood ratio test based on the binary decisions of the The remainder of this paper is organized as follows. In Section 11, some preliminaries pertaining to the detection of weak signals and to all the qualitization/fusioi~ schemes considered in this paper are provided. In Section 111, the three quantization/fusion schemes are analyzed and optimally designed for dependent observations across time and sensors under symmetric conditions. In Section IV, numerical results based on simulation are presented for the detection of weak signals in Cauchy p-mixing noise.
P R E L I M I N A R I E S
11.1 Signal Model detection of a weak signal in additive stationary dependent noise
We consider the following binary hypothesis-testing model for the
where B + 0 with 8 > 0 is the nonrandom weak signal and {N,!"}~==, are stationary noise sequences of the m-dependent, &mixing, or pmixing type. Under the symmetric conditions discussed in Section I, the univariate and bivariate densities of Njk' are identical for different sensors and are denoted by f(.) and f(j)(., .) ( j = 1 , 2 , . . . , m ) for the observations N!') and (N!'), N$j), respectively; the crossbivariate densities are also identical for any pairs of sensors (k,l) and are denoted by f ( j ) ( . , .) ( j = 0,1,. . . , i") for the observations ( N l k ) , N/?j).
In this weak signal detection problem, we adopt the notation po = p l , U; = U:, and po = p1 to express the functional dependence on 8 and assume the following regularity conditions:
as 8 -+ 0. We use oo(g) and po(g) to represent the (normalized) variance and correlation coefficient of the sensor decision statistics under either hypothesis in this section.
Asymptotic Distribution of Test Statistics
In general, the true distribution of the sensor decision statistics
Tn,k and rf;l,k (k = 1 , 2 , . . .,I<) of (1) and (2) is difficult to obtain.
However, for large n, one can employ the central limit theorem for the aforementioned mixing processes (see [7] ). Specifically, assuming that the statistics of the sensor observations are identical and that the pairwise joint statistics of any two sensors are identical (symmetric conditions), we define, under hypothesis Henceforth we suppose that, under hypothesis Hjk) (i = 0, l),Tn,k of sensor k is asymptotically Gaussian distributed with mean pi(g) and variance ui((s)/n; moreover, that any pair (Tn,k,Tn,l) of sensor decision statistics is asymptotically jointly Gaussian distributed with the correlation coefficient pi(g). In general, -1 5 pi(g) 5 1; however, in Sections 111-V below and in the analysis and simulation for the third scheme displayed by Fig. 3 , we assume that 1 1 pi 1 0 (a model for many practical situations) in order to derive useful design criteria. We also assume that po < p1. Moreover, for the scheme of Fig. 3 we assume that the threshold of the sensors qe satisfies the consistency condition po 5 qs 5 p1, under which every error probability of each sensors approaches to zero, as the sample size increases, according to the mean ergodic theorem (see [lo] In (10) we have suppressed the dependence of pi, U;, and pi on the common (for all sensors) nonlinearity g. In the sequel, since we are interested in a large common sample size n, the joint distribution of [Tn, lTn, 
.T,,IC] is approximated by a Gaussian random vector
with mean vector b, and covariance matrix ;xi, under hypothesis HI (i = 0 , l ) .
Approximate Asymptotic Rates
To characterize the asymptotic rates of decrease of the error prob- ,(see [ll] ). Next we define the entropy functions on any set G E Rd
and the induced probabilities under Hi, for i = 0 , l . Then, according to Hypothesis 11.1 and Theorem 11.2 of [ll] and for any set G E Rd, the exponential rates of the probabilities P;(G) are characterized by the formula LlnP;(G) -+ I;(G), i = 0 , l .
(15) as n + CO.
Let d = X and define Ei(s) = limn+m gE;{exp(nsT()}, where & are expectations under the real distribution of E. Since <,,K is asymptotically (not real) Gaussian under a large n, the real asymptotic rate characterized by Ti(%) = supSERd{sTz -e;(s)} will be different from the one characterized by I;(%) under Gaussian approximations. In our treatment, we employ Gaussian approximation for the distributions of ( under a large sample size.
F U S I O N A N D Q U A N T I Z A T I O N SCHEMES 111.1 Fusion of Unquantized Test Statistics
Here we consider the scheme described by Fig 
and 1 90 = Eo [ -lnL, ] = $bo -bo)TE;'(bo -bo) (19) and its asymptotic variance under either hypothesis is For the threshold of the fusion center 9, we impose the consistency condition yo 5 7 5 so that the error probability of the fusion center P K ,~ converges to zero, as the sensor sample size increases to infinity, which, results from an application of the ergodic mean theorem. The error probability of the fusion center is
where we used the notation Po(1) = Po(lnLn > no) and Po(0) = P,(lnL, 5 no). Let Pm,, = max{Po(lnL, > nq),Po(lnL, 5 nv)}.
Applying the result of large deviations principle given by (15) (12), (13) and (18)- (20) and under the consistency condition y~ < 7 < y~, we obtain and Then the optimal threshold is determined as Therefore where we used (17) for E;' and the regularity condition (b) to obtain that ps(g)-po(g) = pb(g)Ofor the derivative pb(g) at 0 = 0 and small The optimal nonlinearity g k of a IC-sensor system is obtained as e (e -+ 0).
The optimal nonlinearity satisfies the linear integral equation (28) where the integration kernel is
The above linear integral equation is a necessary condition for the optimality of g;., to this we should add the sufficient condition for all functions g satisfying conditions (a)-(d), for which ui(g) and po(g) converge and ui(g) > 0.
are the optimal nonlinearities for li-sensor and (IC -1)-sensor systems, respectively, then
We can actually show that, if gL and and where the first inequality results from the optimality of g;\. and the second inequality is due to the fact that 
Fusion of Quantized Observations
Considering quantizers as special (discontinuous) forms of nonlinearities we may modify the formulation of the previous section to derive the design criterion for the optimal quantizer used in the scheme given by 
I=1
for r,l = 1,2,. . . , M . Then from (27) we obtain the design criterion for the optimal quantizer (levels and breakpoints) as If we assume that tl, for I = 0,1,. . ., M , are chosen such that the matrix F + P + p -R -k is positive definite, then for fixed breakpoints we can obtain the optimal quantization levels as u T = ( F + P + P -R -R ) -' A f T .
Substituting for these optimal quantization levels we obtain the design criterion as a function of the breakpoints t in the form
A f ( F + P + P -R -R ) -' A f T (4'4
This expression can be optimized with respect to t to obtain the optimal breakpoints by means of numerical optimization techniques, such as the gradient method. Similar arguments to those used in deriving (31) establish that the performance of this scheme can be improved by increasing the number of sensors. 
>HI
The fusion center executes the test luL, < H~ nv. In this scheme, the threshold of the fusion center 7 is selected to be zero since the case of interest involves equiprobable a priori probabilities for the two, hypotheses.
To compute the likelihood ratio test of the fusion center we give here a proposition, which is proved in r O2J The above asymptotic rate is used as the design criterion for deriving the optimal nonlinearity g s for this scheme. In particular, the optimal nonlinearity is obtained as By means of the calculus of variations method described in [8] , we obtain the following integral equations as the necessary condition for the optimization problem characterized by (46) Suppose that gk-l and gk denote the optimal nonlinearities of (ZC -1)-sensor and Zi-sensor systems employing the scheme of Fig.   3 , respectively. Using arguments similar to those used in the proof of (31) we can show that, for odd Ii (and thus even Z i -I), .
Thus, under a large sample size and for any number of sensors K (odd or even), the error probability of the fusion center decreases as the number of sensors increases.
V. SIMULATION RESULTS
In the performance evaluation for the three schemes, the error probabilities of the fusion center under the two hypotheses, signal is present ( H o ) and signal is absent (no), serve as the performance measures. The two hypotheses are assumed t o have equal a priori probabilities, i.e., p = 0.5. The weak signal is observed in additive Cauchy noise, which has a symmetric pdf with respect to 0 and is generated from Gaussian distributions by a nonlinear transformation ([poor] ). The underlying Gaussian process for the Cauchy noise process of each sensor is generated according to the following model ( N ( 0 , l ) ) densities. The parameter p~ takes the value p~ = 0.95. Vfl) and V;") are generated in the coupled manner, where 1. V; is another i.i.d. standard Gaussian (N(0, 1) ) process, Y") and FVi are mutually independent, and the parameter p~,~ = 0.9.
In Fig. 4 , the performance of Scheme 1 with X = 6 is presented for the optimal nonlinearity gopt(z), gjaS(z) the nonlinearity obtained by ignoring the dependence across time, and giid(z) obtained by ignoring the dependence across time and sensors. In Fig. 5 , the performance for Scheme 1 is given for different ICs. Then in Fig. 6 , the performance of Scheme2 wth Ir' = 6 is compared for the optimal quantizer qogt(z), qias(z) (obtained by ignoring the dependence across time) and q i i d ( z ) (obtained by ignoring the dependence across time and sensors). The error probabilities for different A' s are presented in Fig. 7 for this scheme. Finally, Fig. 8 provides the ROCs similar t o the one in Fig. 4 for Scheme 3. 
