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Results are presented from numerical simulations of the Einstein-Maxwell-Higgs equations with
a broken U(1) symmetry. Coherent nontopological soliton solutions are shown to exist that sepa-
rate an Anti-de Sitter (AdS) true vacuum interior from a Reissner-Nordstrom (RN) false vacuum
exterior. The stability of these bubble solutions is tested by perturbing the charge of the coherent
solution and evolving the time-dependent equations of motion. In the weak gravitational limit, the
short-term stability depends on the sign of (ω/Q) ∂ωQ, similar to Q-balls. The long-term end state
of the perturbed solutions demonstrates a rich structure and is visualized using “phase diagrams.”
Regions of both stability and instability are shown to exist for κg . 0.015, while solutions with
κg & 0.015 were observed to be entirely unstable. Threshold solutions are shown to demonstrate
time-scaling laws, and the space separating true and false vacuum end states is shown to be fractal
in nature, similar to oscillons. Coherent states with superextremal charge-to-mass ratios are shown
to exist and observed to collapse or expand, depending on the sign of the charge perturbation. Ex-
panding superextremal bubbles induce a phase transition to the true AdS vacuum, while collapsing
superextremal bubbles can form nonsingular strongly gravitating solutions with superextremal RN
exteriors.
I. INTRODUCTION
Nontopological solitons (NTSs) are localized bound-
state solutions to nonlinear field theories whose stabil-
ity is associated with a conserved Noether charge. One
of the most well-studied NTS solutions was discovered
roughly thirty years ago, when Coleman demonstrated
that the flatspace Klein-Gordon equation with a non-
linear unbroken U(1)-symmetric potential gives rise to
coherent bound states known as Q-balls [1]. Since that
discovery, many other similar NTS solutions have been
found using models with a variety of scalar potentials
(both broken and unbroken) and with the addition of
gauge fields and gravity. These soliton solutions found
relevance in the contexts of q-stars, boson stars, Q-ball
induced solitogensis (“Q-bubbles”), baryogenesis in su-
persymmetric extensions of the standard model, and
other cosmological, astrophysical, and particle physics
applications [2–14].
For any NTS solution to be physically relevant, it must
exist long enough to interact with other objects in the
universe. As such, the stability of Q-balls and other
NTS solutions has been extensively explored both ana-
lytically and numerically. In the original discovery of Q-
balls, Coleman used the thin-wall approximation in the
case of an unbroken U(1) symmetry to show that coher-
ent solutions with energy less than the charge (E < Q)
∗Electronic address: ehonda@alum.mit.edu
were stable [1]. In the broken U(1) symmetric case,
it was demonstrated that Q-balls are locally stable if
(ω/Q) ∂ωQ < 0 and locally unstable if (ω/Q) ∂ωQ > 0,
where ω is the angular velocity of the phase of the com-
plex scalar field [15]. Stable Q-balls or boson stars have
also been shown to exist in the presence of gravity, for
broken and unbroken symmetries in both the thin and
thick wall limits [21–30]. Stable Q-balls in the false vac-
uum (broken symmetry) were shown to exist [3, 15, 25],
and were dubbed “Q-bubbles” in [25]. It was even shown
in the broken symmetry case that gravity allows for ar-
bitrarily small Q-balls, where they would otherwise have
been unstable in flatspace [26]. An excellent review of
this family of solutions, with an emphasis on strong grav-
itational coupling, is given by [31].
Oscillons and scalarons are also closely related to the
solitons studied in this paper but are not actually soli-
tons because they are composed of a single real scalar
field and therefore do not have a conserved Noether
charge. Oscillons created with a double-well potential in
flatspace describe “bubble” solutions that are of interest
in the study of cosmological phase transitions [32, 33]
and were shown to have fractal boundaries in the space
of possible end states [34]. Self-gravitating scalarons
discovered in [35] were shown to be unstable solutions
that decayed into either an expanding vacuum bubble
or a Schwarzschild black hole. The black hole solutions,
while unstable, provide a weak counterexample to the
no-scalar-hair conjecture [36].
While the solutions mentioned above are all obtain-
able from the Einstein-Maxwell-Higgs (EMH) model in
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2some appropriate limit (choice of potential, presence of
gravity or gauge field, etc.), this paper discusses the ex-
istence, stability, and other properties of NTS solutions
to the full EMH theory with a broken U(1) symmetry
and Anti-de Sitter (AdS) true vacuum. Similar (4 + 1)
models form the basis of Randall-Sundrum spacetimes,
where expanding AdS bubbles have been shown to be
candidates for brane formation [37].
This paper begins by presenting the general EMH
formalism and definitions in Section II. Section III de-
scribes solutions to the coherent equations of motion re-
sulting from a stationary ansatz; the basic properties
(mass, charge, radius, central lapse) of the solutions are
presented. Section IV describes the use of the time-
dependent equations of motion to explore the long-term
stability of the coherent solutions.
II. GENERAL FORMALISM AND
DEFINITIONS
The EMH action being discussed here is given by
S =
∫
d4x
√
|g|
(
R
16piκg
− F
2
4
− 1
2
gµν (Dνφ)
∗Dµφ− V (φρ)
)
,
(1)
where R is the Ricci curvature scalar associated with
the metric gµν , F
2 = FµνF
µν , φ = φ1 + iφ2 for real φ1
and φ2, and φρ =
√
φ21 + φ
2
2. The electromagnetic field
strength tensor, the gauge covariant derivative, and the
U(1) symmetric scalar field potential are given by
Fµν = ∇µAν −∇νAµ, (2)
Dµφ = (∇µ − iqAµ)φ, and (3)
V (φρ) =
N∑
n=1
αn
2n
φ2nρ , (4)
respectively, where Aµ is the electromagnetic vector po-
tential with associated charge q. The action (1) is writ-
ten in terms of dimensionless variables and coordinates
and Appendix A describes how to obtain this form of the
action from a physical dimensionful action by perform-
ing a transformation of coordinates and field variables.
Changing the dimensionless model parameter κg can be
interpreted as a rescaling of Newton’s gravitational con-
stant or the boson mass.
Varying (1) with respect to φ gives rise to the
equations of motion for the complex scalar field:
∇µ∇µφ = 2iqAσ∂σφ+ iqφ∇σAσ + q2φAσAσ
+φ
∑
n
αnφ
2n−2
ρ . (5)
Maxwell’s equations in curved spacetime are obtained by
varying the action with respect to the vector potential
and using the antisymmetry of the field strength tensor,
∇ρFσρ = Jσ (6)
∂[µFσρ] = 0, (7)
with conserved current (∇σJσ = 0):
Jσ =
i
2
qgσν (φ∗∂νφ− φ∂νφ∗) + q2φφ∗Aσ. (8)
Using the standard (3 + 1) formalism, the spacetime
metric is given by
gµν =
( −α2 + βiβi βi
βj hij
)
(9)
for lapse function α, shift vector βi, and spatial metric
hij . Using (9), variation of (1) with respect to gµν yields
a set of hyperbolic equations for the spatial metric and
extrinsic curvature,
hik∂thkj = −2αKij +Diβj +Djβi (10)
∂tK
i
j = £βK
i
j −DiDjα+ (11)
α
(
Rij +KK
i
j + 8piκg
(
1
2
hij (S − ρ)− Sij
))
,
and the elliptic (Hamiltonian and momentum) constraint
equations,
(3)R+K2 −KijKji = 16piκgρ (12)
DjK
j
i −DiK = 8piκgji, (13)
where the energy density, momenta, and spatial stress
tensor on the spatial hypersurfuce are given by
ρ = nµnνTµν , (14)
ji = −nνTiν , and (15)
Sij = h
µ
ih
ν
jTµν , (16)
in terms of the spacetime energy-momentum tensor
Tµν = − 2√−g
δSM
δgµν
(17)
and the normal to the spacelike hypersurface, nµ =
(1/α,−βi/α).
In analysis of scalar field bubble dynamics, it is useful
to describe a few additional quantities. The first quan-
tity is representative of the bubble radius and is defined
as
ξ(tj) =
{
max (ri (φTF , tj)) when φTF ∈ φ(ri, tj)
0 otherwise,
(18)
3where φTF ≡ (φT + φF )/2, for φT and φF being the
true and false vacuums, respectively; φTF satisfies φTF ∈
φ(ri, tj) at tj if φ(ri, tj) ≤ φTF < φ(ri+1, tj) for some i.
More simply put, ξ(t) is the maximum radius for which
the field is halfway between the true and false vacuums,
and zero if at time tj the field does not anywhere equal
φTF .
Another useful quantity is a normalized second mo-
ment of the magnitude of the scalar field,
χ(φρ, r0) =
∑N(r0)
i=0 r
2
i ((φρ)i − φF )
(φT − φF )
∑N(r0)
i=0 r
2
i
, (19)
where N(r0) is the index of the gridpoint corresponding
to r0. χ(φρ, r0) gives a measure of volume of space within
r ≤ r0 that is occupied by the true or false vacuum,
normalized to give zero for the false vacuum and one for
the true vacuum.
Finally, the choices for αn are such that V (φ) is a
broken U(1) symmetric potential, α1 = 1, α2 = −5/2,
and α3 = 1, with false vacuum at φF = 0 with V (φF ) =
0, and with AdS true vacuum at φT =
√
2 with V (φT ) =
−1/6. Unless otherwise explicitly stated, the value of the
charge is taken to be q = 0.1.
III. COHERENT REISSNER-NORDSTROM
ANTI-DE SITTER NTS SOLUTIONS
This section discusses the stationary spherically sym-
metric coherent solutions to (5), (6), (7), (10), (11), (12),
and (13). The polar-areal slicing conditions (b = 1,
TrK = Krr) fix the spacetime gauge and simplify the
metric to
ds2 = −α2(r)dt2 + a2(r)dr2 + r2dΩ, (20)
where dΩ = dθ2+sin2 θdφ2. The Maxwell gauge freedom
is set using the Lorentz gauge condition,
∇µAµ = 0, (21)
and the electric field is implicitly defined such that
Ftr = −αaEr. (22)
Assuming the scalar field is described by the coherent
ansatz,
φ(t, r) = φρ(r)e
iωt, (23)
the coherent equations of motion are given by
1
r2
∂r
(
αr2Φρ
a
)
= − a
α
φρu
2 + αa
∑
n
αnφ
2n−1
ρ , (24)
∂rφρ = Φρ, (25)
1
r2
∂r
(
r2Er
)
= J t, (26)
∂ru = αaqEr, (27)
a′
a
=
1− a2
2r
+ 4piκgra
2ρ, (28)
α′
α
=
a2 − 1
2r
+ 4piκgra
2Srr, (29)
where
u = qAt − ω, (30)
J t =
quaφ2ρ
α
, (31)
ρ =
E2r
2
+
Φ2ρ
2a2
+
u2φ2ρ
2α2
+ V, (32)
Srr = −E
2
r
2
+
Φ2ρ
2a2
+
u2φ2ρ
2α2
− V, (33)
and the conserved charge and mass are given by
Q = 4pi
∫ rb
0
drr2J t (34)
M = 4pi
∫ rb
0
drr2ρ, (35)
where rb is the radial coordinate value of the outer
boundary of the computational domain. While M is
usually a decent approximation for the total mass, for
precise measurements using the total mass, one should
use the mass at spatial infinity,
M∞(r) =
(
r
2κg
)(
1− a−2 + κgQ
2
4pir2
)
, (36)
which is obtained by matching the spacetime to the
Reissner-Nordstrom (RN) geometry. Since these solu-
tions are bound states of finite extent with radii approx-
imated by ξ, M∞(r) tends to approach a constant very
rapidly for r > ξ. When not explicitly stated, M∞ is
evaluated at r = rb.
It is helpful to note that the equations of motion are
invariant under the multiplicative rescaling of α and u,
(u, α) → (k1α, k1u), (37)
and the additive shifting of At and ω,
(At, ω) → (At + k2, ω + qk2), (38)
for real constants k1 and k2.
The coherent equations of motion are solved using
a second-order finite difference code utilizing standard
4FIG. 1: Solutions to equations (24), (25), (26), (27), (28),
and (29) with different φ0 values. Solutions φ
A
ρ and φ
B
ρ cor-
respond, respectively, to “under”-shot and “over”-shot solu-
tions that oscillate in the minima of −V (φρ). Solution φCρ is
an example of a runaway solution that “blows up” to infin-
ity. φρ(r) is the solution corresponding to the coherent bound
state. Although the behavior observed is generic, these solu-
tions are for q = 0.05, κg = 0.001, and u0 = −0.5. The inset
shows −V (φρ).
double precision [38] variables. Solutions are obtained
by setting u0 ≡ u(r = 0) and using φ0 ≡ φ(r = 0) as
a shooting parameter. Figure 1 shows the different pos-
sible outcomes for shooting solutions, depending on the
trial values for φ0. To obtain a coherent solution, φ(r),
one starts with two values of φ0 that yield solutions like
φAρ and φ
B
ρ that oscillate in different local minima of
−V (φρ) . Bisecting between two such solutions yields the
eigenvalue solution φ(r) that asymptotically approaches
the false vacuum. This also results in u(r) and α(r) so-
lutions that approach constant values for large r. α(r)
and u(r) are then rescaled using (37) to set α = 1/a
at the outer boundary. Finally, ω and At(r) are then
determined from u(r) using (38) such that At(∞) = 0.
These charged scalar field bound-states that interpolate
between vacua of a U(1) symmetric potential are simi-
lar to the “Q-bubble” solutions discussed in [3, 15, 25].
Since these bubble solutions are nontopological solitons
with an AdS interior and a RN exterior, they are referred
to here as Reissner-Nordstrom Anti-de Sitter nontopo-
logical solitons (RN-AdS NTSs).
The parameter space of coherent solutions is explored
by varying u0 for various gravitational couplings, κg.
FIG. 2: Plots of φ0, log10(φ
+ − φ0), and ω as a func-
tion of u0 for coherent bound-state solutions with κg =
{0.001, 0.008, 0.011, 0.01225, 0.0125, 0.013, 0.015} plotted in
red, green, blue, cyan, yellow, magenta, and black, respec-
tively.
Figure 2 (top) shows the values of φ0 that result in coher-
ent bound states. Since there are many solutions close
to one another in φ0-space, log10(φ
+ − φ0) is also plot-
ted (Figure 2, middle), where φ+ is the lowest value of
φ0 above which all solutions “blow up” like the φ
C
ρ so-
lution in Figure 1. Figure 2 (bottom) shows the values
of ω for the different coherent solutions. As is common
with Q-balls [29], a “catastrophe” clearly can be seen be-
tween the κg = 0.1225 and κg = 0.125 solutions, around
u0 ≈ ±0.9, where the topology of the solutions in u0-
space can be seen to change.
Figure 3 shows the values of the radius (ξ), mass (M),
charge (Q), and central lapse (α0), for a range of u0 and
gravitational couplings κg. Due to a quadratic depen-
dence on u, the values of ξ, mass, and α0 are seen to be
symmetric in u0, while linear dependence of the charge
density (31) on u yields a total charge that is antisym-
5FIG. 3: Plots of radius (ξ), mass (M∞),
charge (Q), and central lapse (α0) as a func-
tion of u0 for coherent bound-state solutions for
κg = {0.001, 0.008, 0.011, 0.01225, 0.0125, 0.013, 0.015}
plotted in red, green, blue, cyan, yellow, magenta, and black,
respectively.
metric in u0. Figures 4 and 5 show that for gravitational
couplings κg & 0.011, the NTS solutions are gravitation-
ally strong-field solutions with radii on the order of their
RN horizon radii, where the inner (–) and outer (+) RN
horizons are given by
r±h = κgM∞ ±
√
κ2gM
2∞ −
κgQ2
4pi
(39)
= κgM∞
(
1±
√
1− Ξ2
)
(40)
and where
Ξ =
Q
(4piκg)1/2M∞
(41)
is the charge-to-mass ratio. Ξ is defined such that for
subextremal solutions, |Ξ| < 1 and r+h is between κgM∞
FIG. 4: Plots of log10(φ
+ − φ0), ξ/(κgM∞),
and |Q|/(4piκg)1/2M∞ as a function of u0
for coherent bound-state solutions for κg =
{0.008, 0.011, 0.01225, 0.0125, 0.013, 0.018, 0.029} plotted
in red, green, blue, cyan, yellow, magenta, and black,
respectively.
and 2κgM∞, for extremal solutions, Ξ = ±1 and r−h
and r+h are coincident at κgM∞, and for superextremal
solutions, |Ξ| > 1 and there are no real r±h . While
one may question the use of the term “extremal” for
nonsingular NTS solutions without horizons (ξ > r+h ),
coherent NTS solutions with |Ξ| = 1 are extremal in
that they are non-interacting with other like-charged ex-
tremal solutions because their gravitational attraction
is balanced by their Coulombic repulsion. Additional
evidence of the strong-field nature of these solutions
(0.01 . κg . 0.03) is that the central lapse values are
typically 0.1 . α0 . 0.5, indicating significant gravita-
tional time dilation relative to observers at spatial infin-
ity where α = 1.
Solutions with |Ξ| ≥ 1 are of particular interest, given
6FIG. 5: Plots of ξ/r+h as a function of u0
for coherent bound-state solutions for κg =
{0.008, 0.011, 0.01225, 0.0125, 0.013, 0.018, 0.029} plotted
in red, green, blue, cyan, yellow, magenta, and black,
respectively. For the κg = 0.029 solutions, the evidence of
loss of numerical precision from using the double-precision
code can be seen.
their potential to form extremal black holes or naked sin-
gularities. Figure 6 shows that coherent solutions with
|Ξ| ≥ 1 appear to exist for values of κg . 0.002 and
κg & 0.028. Solutions with κg . 0.002 are not likely to
couple to gravity strongly enough to result in collapse to
within r+h ; the κg & 0.028 solutions are promising can-
didates for superextremal collapse but appear to show a
loss of numerical precision when using standard double-
precision variables.
Standard double-precision variables are encoded with
64 bits and have 53 bits of precision dedicated to
the mantissa of the real number they are representing.
Such variables cannot distinguish between two different
real numbers to more than one part in 1053 log102 ≈
1016. This effect begins to become apparent when
log10 (φ
+ − φ0) . −15 and the ability for a double-
precision code to resolve additional large-κg coherent
solutions is lost. For additional precision, a code was
created that uses n× 32 bits of precision. Figure 7 com-
pares the use of 64 bits of precision to the standard 53
bits, and the use of 96 bits of precision to 64 bits. The
64-bit precision code can fine-tune solutions to one part
in 1064 log102 ≈ 1019, and the 96-bit precision code can
fine-tune to one part in 1096 log102 ≈ 1029.
Coherent solutions for 0.028 ≤ κg ≤ 0.033 are ob-
FIG. 6: Plots of log(φ+0 − φ0), radius (ξ), and
|Q|/(4piκg)1/2M∞ as a function of gravitational coupling
κg for u0 = {0.5, 0.6, 0.7, 0.8, 0.9, 1.0}, plotted in red, green,
blue, cyan, yellow, and black, respectively. The dashed
line in the bottom graph denotes the extremality condition
|Q|/(4piκg)1/2M∞ = 1. For values of κg & 0.03 loss of nu-
merical precision from using the double prevision code can
be seen.
tained using the 96-bit precision code, and the radius,
mass, charge, and central lapse can be observed in Fig-
ure 8. The radius, mass, and charge appear to increase
significantly as a function of κg, and the central lapse
again demonstrates significant gravitational time dila-
tion relative to spatial infinity, 0.001 . α0 . 0.008. Fig-
ure 9 shows that for solutions with 0.029 . κg . 0.033,
there are large regions of u0-space that support superex-
tremal solutions with radii on the order of κgM∞. These
solutions are very dense objects that would form naked
singularities if runaway collapse were to occur. Figure
10 shows that with increasing gravitational coupling,
the radius of the coherent solutions increases dramati-
cally and the required precision to resolve the shooting
7FIG. 7: Plots of log(φ+0 − φ0) as a function of u0 for two dif-
ferent values of gravitational coupling with simulations of dif-
ferent numerical precision. The top graph is for κg = 0.031,
where the red x’s are using standard 53-bit double precision
variables and the blue connected x’s are using 64-bit preci-
sion variables. The bottom graph is for κg = 0.033, where
the red x’s are using 64-bit precision variables and the blue
connected x’s are using 96-bit precision variables.
solutions (indicated by log10 (φ
+ − φ0)) also increases
rapidly. While the higher-precision code allows one to
explore higher-energy (larger ξ, Q, and M∞) NTS solu-
tions, the apparent greater-than-exponential growth of
the bubble radius as a function of κg demands ever-
increasing computational grid domains and the rapidly
decreasing value of log10 (φ
+ − φ0) requires ever-greater
numerical precision to fine-tune the initial shooting pa-
rameter (φ0). As such, the work here stops with 96-bit
precision but seems to definitively demonstrate the exis-
tence of superextremal (|Ξ| > 1) coherent RN-AdS NTS
solutions.
IV. RN-AdS NTS EVOLUTION AND
STABILITY
While the solutions to (24), (25), (26), (27), (28), and
(29) satisfy the stationary coherent ansatz, they may not
FIG. 8: Plots of radius (ξ), mass (M∞), charge (Q), and cen-
tral lapse (α0) as a function of u0 for coherent bound-state so-
lutions for κg = {0.028, 0.029, 0.030, 0.031, 0.032, 0.033} plot-
ted in red, green, blue, cyan, yellow, and magenta, respec-
tively.
be stable to perturbations over time. The long-term sta-
bility of the coherent solutions is explored in this section
by fully time-evolving (5), (6), (7), (10), (11), (12), and
(13) with a perturbed set of coherent initial data. Again
using polar-areal slicing, the time-dependent spherically
symmetric metric is taken to be
ds2 = −α2(t, r)dt2 + a2(t, r)dr2 + r2 (dθ2 + sin2 θdφ2) ,
(42)
which results in the following hyperbolic equations of
motion:
∂tΠ1 =
1
r2
∂r
(α
a
r2Φ1
)
− 2q
(
AtΠ2 − α
a
ArΦ2
)
(43)
+φ1q
2
(
aA2t
α
− αA
2
r
a
)
− αa
∑
n
αnφ1φ
2n−2
ρ
8FIG. 9: Plots of log(φ+0 − φ0), ξ/(κgM∞),
and |Q|/(4piκg)1/2M∞ as a function of u0
for coherent bound-state solutions for κg =
{0.028, 0.029, 0.030, 0.031, 0.032, 0.033} plotted in red,
green, blue, cyan, yellow, and magenta, respectively. The
dashed line in the bottom graph denotes the extremality
condition |Q|/(4piκg)1/2M∞ = 1 and separates sub- and
superextremal solutions.
∂tΠ2 =
1
r2
∂r
(α
a
r2Φ2
)
+ 2q
(
AtΠ1 − α
a
ArΦ1
)
(44)
+φ2q
2
(
aA2t
α
− αA
2
r
a
)
− αa
∑
n
αnφ2φ
2n−2
ρ
∂tΦ1 = ∂r
(α
a
Π1
)
(45)
∂tΦ2 = ∂r
(α
a
Π2
)
(46)
∂tφ1 =
α
a
Π1 (47)
∂tφ2 =
α
a
Π2 (48)
∂t (Er) = q
α
a
(φ2Φ1 − φ1Φ2) + q2φ2ρ
α
a
Ar (49)
FIG. 10: Plots of ξ, log10(φ
+
0 − φ0), and |Q|/(4piκg)1/2M∞
as a function of κg for coherent bound-state solutions for
u0 = {0.1, 0.2, 0.3, 0.4, 0.7, 1.0} in red, green, blue, cyan, yel-
low, and black, respectively. The dashed line in the bottom
graph denotes the extremality condition |Q|/(4piκg)1/2M∞ =
1 and separates sub- and superextremal solutions.
∂t
( a
α
At
)
=
1
r2
∂r
(α
a
r2Ar
)
(50)
∂tAr = ∂rAt − αaEr (51)
∂ta = −4piκgαarjr (52)
and the following elliptical equations:
a′
a
=
1− a2
2r
+ 4piκgra
2ρ (53)
α′
α
=
a2 − 1
2r
+ 4piκgra
2Srr (54)
1
r2
∂r
(
r2Er
)
= J t, (55)
where
ρ =
1
2
E2r +
1
2a2
(
Φ21 + Φ
2
2 + Π
2
1 + Π
2
2
)
9+q
[
At
αa
(φ2Π1 − φ1Π2) + Ar
a2
(φ2Φ1 − φ1Φ2)
]
+
1
2
q2φ2ρ
(
A2t
α2
+
A2r
a2
)
+ V (56)
Srr = −1
2
E2r +
1
2a2
(
Φ21 + Φ
2
2 + Π
2
1 + Π
2
2
)
+q
[
At
αa
(φ2Π1 − φ1Π2) + Ar
a2
(φ2Φ1 − φ1Φ2)
]
+
1
2
q2φ2ρ
(
A2t
α2
+
A2r
a2
)
− V (57)
jr = − q
α
At (φ2Φ1 − φ1Φ2)− q
a
Ar (φ2Π1 − φ1Π2)
−1
a
(Π1Φ1 + Π2Φ2)− q
2
α
φ2ρAtAr (58)
J t = q (φ2Π1 − φ1Π2) + q2φ2ρ
aAt
α
(59)
and the charge and mass are conserved,
Q(t) = 4pi
∫ rb
0
drr2J t(t, r) (60)
M(t) = 4pi
∫ rb
0
drr2ρ(t, r). (61)
As discussed in [36], if one based the stability solely on
time-evolving the coherent initial data, the perturbation
would be determined by the truncation errors of the co-
herent solutions. To have a more controlled parameter-
ized perturbation, the scalar field initial data are taken
to be the following “charge perturbed” values:
φ(0, r) = φc(r) (62)
Π(0, r) = i
( a
α
)
(ωc + ∆ω)φc(r), (63)
where φc(r) is a solution to the coherent equations ob-
tained in Section III, ωc is the angular frequency of the
coherent solution, and ∆ω is an arbitrary perturbation.
When ∆ω = 0, the coherent initial data are unchanged.
When using a nonzero ∆ω, the perturbation changes the
rotation rate of the scalar field in the (φ1,φ2) internal
space in the direction of the U(1) isometry, thereby di-
rectly increasing or decreasing the ∂t component of the
conserved Noether current (the charge). Since the per-
turbation changes both the charge and mass distribution
of the spacetime, the electromagnetic and gravitational
constraint equations are solved with the new φ(0, r) and
Π(0, r).
Figure 11 demonstrates the effect that a given per-
turbation has on the charge and the radial component
of the ADM momentum for a range of coherent solu-
tions. Given the conventions used in this paper for the
FIG. 11: Plots of charge perturbation ∆Q and the ra-
dial ADM momentum jr(∆t) as a function of ∆ω, the
perturbation to the angular velocity of the complex scalar
field. Plots shown are solutions for κg = 0.011 and u0 =
{0.0, 0.1, 0.2, 0.3} in red, green, blue, and cyan, respectively.
All solutions have Q ≥ 0.
gauge covariant derivative, a negative perturbation to
the angular frequency results in a positive perturbation
to the charge of the coherent bound state (top plot in
Figure 11). The nature of the perturbation given by (62)
and (63) is such that the geometric variables and their
time derivatives are zero at t = 0, but perturbations in-
duce an imbalance of gravitational and electromagnetic
forces. As such, jr is zero at t = 0 but will be nonzero for
∆ω 6= 0 after one iteration forward in time and can serve
as a measure of the effect the perturbation has on the dy-
namics of the NTS solution. Looking at the bottom plot
in Figure 11, one can see that since the u0 = 0 coherent
solutions are charge-neutral, any perturbation creates
a net charge and thereby increases the Coulombic self-
repulsion, resulting in outward radial motion (jr > 0)
independent of the sign of ∆ω. On the other hand, since
the coherent solutions with u0 > 0 start with a positive
charge before being perturbed, a negative ∆ω perturba-
tion implies a positive ∆Q, and the amount of positive
charge of the given solution is increased; the Coulombic
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self-repulsion therefore increases, resulting in a radially
outward motion, jr > 0. Conversely, u0 > 0 coher-
ent solutions with positive ∆ω have negative ∆Q, and
the positive charge of the given solution is decreased;
the Coulombic self-repulsion therefore decreases, result-
ing in a radially inward motion, jr < 0. With increasing
∆ω, enough negative charge can be added to make the
solution charge-neutral (the minima of the curves); with
additional ∆ω (and more negative ∆Q), the Coulom-
bic self-repulsion starts increasing again, and the self-
repulsion eventually balances out the gravitational at-
traction (jr = 0). With even more negative ∆Q, the
solutions acquire enough negative charge to have net
Coulombic repulsion (jr > 0). Equations (62) and (63)
therefore serve as a simple parametric means to “charge
perturb” the coherent RN-AdS NTS solutions.
A. Short-Term Stability
While the focus of this work is on the numerical time
evolution of perturbed coherent solutions, it is useful to
briefly consider the analytic stability of these solutions
as well. It was shown in the context of scalar field Q-
balls [15] (without a gauge field or coupling to gravity)
that the quantity
ΩQ =
ω
Q
∂Q
∂ω
(64)
determines the short-term stability of the soliton solu-
tion. For ΩQ < 0, Q-balls are stable, while for ΩQ > 0,
they are unstable. This stability condition was observed
to be true for RN-AdS solitons as well, but only in the
gravitational weak-field limit, which in this context can
be considered to be for coherent solutions with α0 & 0.4
and κg . 0.015. Figure 12 shows ΩQ as a function
of u0 for many values of gravitational coupling. Since
ΩQ(u0 = 0) = 1 for all values of gravitational coupling,
one can clearly see that charge-neutral solutions will be
unstable. For κg . 0.015, there is a region in u0-space
where ΩQ < 0 and the presence of a conserved charge
leads to short-term stable solutions.
Figure 13 shows the time evolution of the radius, ξ(t),
for charge-perturbed initial data with κg = 0.011 for
three different values of u0 where the stability condi-
tion (64) is observed to hold. The top two ξ(t) graphs
show unstable time evolution in regions of ΩQ > 0. Per-
turbations that increase the net charge of the solution
induce outward radial motion of the bubble wall due
to additional Coulombic self-repulsion; the location of
the wall increases indefinitely and results in a bubble-
induced phase transition to the true AdS vacuum. Per-
turbations that decrease the magnitude of the charge of
FIG. 12: Plots of ΩQ as a function of u0 for different values of
κg. The top graph shows κg = {0.001, 0.008, 0.011, 0.01225}
in red, green, blue, and cyan, respectively; the middle
graph shows κg = {0.0125, 0.013, 0.015, 0.020} in red, green,
blue, and cyan, respectively; the bottom graph shows κg =
{0.022, 0.025, 0.028, 0.030, 0.032} in red, green, blue, cyan,
and magenta, respectively. Positive values of ΩQ indicate
unstable solutions, while negative values of ΩQ indicate sta-
ble solutions.
the solution result in an immediate collapse of the bub-
ble wall that can have two different possible outcomes
depending on the amount of charge.
Solutions with less charge (Q < QTP) will collapse
to within the RN outer horizon and form a black hole
(ξA(t)). Solutions with more charge (Q > QTP) will col-
lapse until the Coulombic self-repulsion causes the wall
to “bounce” back toward its original location (ξB(t)).
The point in u0-space where Q ≈ QTP is referred to as
the “triple point” because depending on the nature of
the perturbation, the end state can be an RN-AdS black
hole, a phase transition to the AdS true vacuum, or the
false vacuum containing an RN-AdS bound state. The
bottom graph demonstrates the behavior of solutions in
an ΩQ < 0 region where the NTS solutions are stable
to perturbations (ξC(t)). Similarly, Figure 14 shows the
time evolution of the radius for different perturbed co-
herent solutions, this time with κg = 0.015. The stability
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FIG. 13: Plots of ξ(t) for κg = 0.011 for three different per-
turbed coherent solutions. The graphs of ξA(t), ξB(t), and
ξC(t) correspond to time evolutions of the perturbed coher-
ent solutions at points A, B, and C, respectively, in the top
graph. The red, green, and blue curves represent time evo-
lutions with a like-charged perturbation, thereby increasing
the Coulombic repulsion and resulting in an initial outward
motion; the cyan, yellow, and magenta curves represent evo-
lutions with opposite-charged perturbations having the oppo-
site effect. The values of log10(φ
+ − φ0) are red for solutions
with ΩQ > 0 and green for solutions with ΩQ < 0.
condition holds for |u0| . 0.6, but for |u0| & 0.6, solu-
tions are gravitationally strong-field solutions (α0 . 0.1)
and are unstable, even though there are regions where
ΩQ < 0.
B. Long-Term Stability and Phase Diagrams
Although ΩQ can be an indicator of short-term stabil-
ity under certain conditions, it cannot accurately predict
the long-term fate of RN-AdS solitons. The long-term
behavior of these solutions can be systematically under-
FIG. 14: Plots of ξ(t) for κg = 0.015 for four different per-
turbed coherent solutions. The graphs of ξA(t), ξB(t), ξC(t),
and ξD(t) correspond to time evolutions of the perturbed co-
herent solutions at points A, B, C, and D, respectively, in
the top graph. The red, green, and blue curves represent
time evolutions with a like-charged perturbation, thereby in-
creasing the Coulombic repulsion and resulting in an initial
outward motion; the cyan, yellow, and magenta curves rep-
resent evolutions with opposite-charged perturbations having
the opposite effect. The values of log10(φ
+ − φ0) are red for
solutions with ΩQ > 0 and green for solutions with ΩQ < 0.
Note that in case D, ΩQ < 0 but the solutions are unstable.
stood by time evolving the perturbed initial data and
using the end states and exit conditions defined in Table
I to create “phase diagrams.”
Remembering that the coherent initial data are bub-
ble solutions that separate an AdS true vacuum inte-
rior from a RN false vacuum exterior, a phase transition
(PT) is determined to have occurred when most of the
space within a given radius, r0, is converted to the AdS
true vacuum. r0 was chosen to be large compared to
the initial bubble radius and such that all observed so-
lutions with ξ > r0 led to runaway expanding bubbles.
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End State Condition
Phase Transition (PT) χ(φρ, r0) ≥ χ0
Black Hole (BH) max
[(
2M
r
)
i
] ≥ δ
Disperal (D) Tξ=0 ≥ Tdisp
Bound State (BS) t ≥ tmax
TABLE I: Table of conditions that result in different end-
states to the time evolution equations. For most simulations
used in this work, χ0 = 0.9, δ = 0.7, Tdisp = 40, and tmax
is set to approximately twice the size of the computational
domain.
A solution is determined to have formed a black hole
(BH) when a value of 2M(r)/r exceeds a threshold, δ.
A solution is determined to have dispersed (D) when
the scalar field is nowhere greater than or equal to half-
way between the true and false vacuum for a period of
time, Tdisp. Such solutions were never seen to support
bound states and always left the false vacuum intact.
Finally, when over a time, tmax, a solution does not in-
duce a phase transition, form a black hole, or disperse,
it is considered a bound state (BS). It should be noted
that PT, BH, and D solutions are definitively observed
and the exit criteria were chosen such that one could
be confident that the solution remained in that state for
all future time. The bound-state solutions, on the other
hand, are determined by default in that the solution is
of finite extent for at least t = tmax; one cannot assume
a BS solution will remain a BS solution for all time.
To illustrate the utility of the phase diagram approach,
Figure 15 shows the results from time-evolving charge-
perturbed coherent solutions with κg = 0.003. Each
pixel in the bitmap corresponds to a (∆ω, u0) pair where
a coherent solution with the given u0 was perturbed by
∆ω and time evolved until one of the conditions in Ta-
ble I was met. For a coherent (∆ω = 0) solution to be
considered stable, it must remain a bound state when
subjected to both positive and negative charge pertur-
bations (∆ω < 0 and ∆ω > 0, respectively). For co-
herent solutions with |u0| . 0.2, ΩQ is positive and so-
lutions are predicted to be unstable. It can clearly be
seen that solutions are indeed unstable to like-charged
perturbations and lead to PT end states (green pixels).
Solutions with opposite-charged perturbations collapse
but can lead to two different outcomes (BS or BH), de-
pending on the amount of charge and the gravitational
coupling. For most values of u0, the bubble walls begin
to collapse, but the Coulombic self-repulsion leads to a
bounce before the wall collapses to within the outer RN
horizon and the solutions are modulated bound states
FIG. 15: Bitmap of (∆ω, u0) parameter space survey show-
ing end states of time-evolved perturbed coherent solutions.
The bitmap spans {∆ω : −1 ≤ ∆ω ≤ 1} on the horizontal
axis and {u0 : −1 . u0 . 1} on the vertical axis and is
for gravitational coupling κg = 0.003. The bitmap contains
roughly 40,000 points, each the result of a time evolution
with an end state of BH (blue), PT (green), D (cyan), or
BS (black). White points represent solutions that could not
satisfy the At(r→∞) = 0 boundary condition at t = 0. The
existence of stable coherent bound states is demonstrated by
black pixels along ∆ω = 0.
(black pixels). For very small u0, on the other hand, the
bubble walls do collapse to within the outer RN horizon
and form black holes (blue pixels). For coherent solu-
tions where 0.2 . |u0| . 0.9, ΩQ is negative and evolu-
tions are predicted to be stable to perturbations. It can
be seen that in this region that both positive and neg-
ative charge perturbations lead to bound states for the
duration of the simulation, thereby indicating stable co-
herent solutions. For coherent solutions with |u0| & 0.9,
ΩQ is positive and solutions are predicted to be unstable
again; however this time, collapsing solutions end in dis-
persal and expanding solutions lead to modulated bound
states without enough Coulombic self-repulsion to over-
come the combined gravitational attraction and bubble
wall surface tension.
Figure 16 shows twelve similar bitmaps, each cover-
ing the same range in (∆ω, u0) space but for different
values of gravitational coupling. With increasing grav-
itational coupling, more black holes appear, more per-
turbed solutions do not have initial data that can satisfy
the At(r →∞) boundary condition, and the number of
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FIG. 16: Bitmaps of (∆ω, u0) parameter space survey show-
ing end states of time-evolved perturbed coherent solutions.
The bitmaps span {∆ω : −1 ≤ ∆ω ≤ 1} on the horizontal
axis and {u0 : −1 . u0 . 1} on the vertical axis. From left
to right and top to bottom, the tiles represent different grav-
itational couplings from κg = 0.0 to κg = 0.011, in steps of
∆κg = 0.001. Each bitmap contains roughly 40,000 points,
each the result of a time evolution with an end state of BH
(blue), PT (green), D (cyan), or BS (black). White points
represent solutions that could not satisfy the At(r→∞) = 0
boundary condition at t = 0. The existence of stable coherent
bound states is demonstrated by black pixels along ∆ω = 0.
bound states seems to decrease. The fact that the area
of solutions in (∆ω, u0) space supporting stable bound
states reduces dramatically with increasing κg is indica-
tive of the lack of stable bound states for gravitationally
strong-field solutions. Figure 17 shows the transition
across the κg ≈ 0.0155 boundary, above which no sta-
ble coherent bound states are observed. For these larger
gravitational couplings, the range of ∆ω values was ad-
justed to give insight into smaller perturbations, while a
larger range of u0-space was used to clearly demonstrate
the instability of solutions despite the ΩQ < 0 stability
FIG. 17: Bitmaps that span {∆ω : −0.01 ≤ ∆ω ≤ 0.01}
on the horizontal axis and {u0 : −2 . u0 . 2} on the verti-
cal axis for κg = {0.014, 0.015, 0.016, 0.017} (upper left, up-
per right, lower left, and lower right, respectively). Each
bitmap contains roughly 40,000 points, each the result of a
time evolution with an end-state of BH (blue), PT (green),
D (cyan), or BS (black). White points represent solutions
that could not satisfy the At(r→∞) = 0 boundary condi-
tion at t = 0. The existence of stable coherent bound states
is demonstrated by black pixels along ∆ω = 0.
condition being met.
Figure 18 shows finer detail of the phase diagram for
κg = 0.011. The aforementioned “triple point” can be
seen around u0 ≈ 0.13, where BH, PT, and BS solutions
all exist in close proximity in (∆ω, u0) space. Of partic-
ular interest is that near the triple point, a fractal struc-
ture is observed in the phase diagram. These solutions
arise from “bounce” solutions that initially collapse but
eventually bounce back and expand enough to become
runaway PT solutions. Figure 19 shows these solutions
colored based on the number of bounces (or modula-
tions), nmod, they undergo before inducing a runaway
phase transition. This behavior is similar to the fractal
boundary basins observed in real scalar field oscillon dy-
namics [34]. Figures 20 and 21 show the time evolution
of the bubble radius for two different coherent solutions,
u0 = 0.1312 and u0 = 0.168, for a variety of perturba-
tions, ∆ω. Figure 20 shows evolutions for three regions
of the phase diagram. Region I is for ∆ω < 0, where
all solutions induce a phase transition (the green region
on the left side of the bitmap in figure 19). Region III
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FIG. 18: Bitmaps of successive magnification of (∆ω, u0)
parameter space survey showing end-states of time-evolved
coherent solutions for κg = 0.011. The upper-left bitmap
spans {∆ω : −1 ≤ ∆ω ≤ 1} and {u0 : −1 . u0 . 1}, while
the lower-right bitmap spans {∆ω : −0.001 ≤ ∆ω ≤ 0.007}
and {u0 : 0.12 . u0 . 0.20}. Each bitmap contains roughly
40,000 points, each the result of a time evolution with an
end state of BH (blue), PT (green), D (cyan), or BS (black).
White points represent solutions that could not satisfy the
At(r→∞) = 0 boundary condition at t = 0.
is for larger ∆ω, where all solutions collapse to form
black holes (the blue region on the lower-right side of
the bitmap in figure 19). Region II is the intermediate
region, where BS or bounce (PT or BH) solutions are
supported. Figure 21 shows time evolutions for bounce
solutions like those in Region II of Figure 20, but for
u0 = 0.168. Values of ∆ω were chosen that demonstrate
bounces prior to either inducing a phase transition or
collapsing to a black hole.
Similar to behavior observed in oscillon dynamics [34],
PT regions of (∆ω, u0) space with nmod modulations are
surrounded by PT regions with (nmod + 1) modulations
that approach the region with nmod modulations in a
log-periodic fashion. To demonstrate the log-periodic
nature of the bounce regions, one first needs to find
the boundary of such a region. Since a PT region with
nmod modulations is surrounded by either BS solutions
or PT solutions with more than nmod modulations, it is
straightforward to vary ω and bisect on the boundary of
the nmod region, which is denoted ω
∗. Figure 22 shows
the result of bisecting on a boundary of a nmod = 0 re-
FIG. 19: Bitmap of (∆ω, u0) parameter space survey show-
ing end-states of time-evolved perturbed coherent solutions.
The bitmap spans {∆ω : −0.001 ≤ ∆ω ≤ 0.007} on the
horizontal axis and {u0 : 0.12 . u0 . 0.20} on the vertical
axis and is for gravitational coupling κg = 0.011. The bitmap
contains roughly 160,000 points, each the result of a time evo-
lution with an end state of BH (blue), immediate (nmod = 0)
PT (green), or BS (black). PT solutions with nmod > 0 are
colored based on their value of nmod by cycling through a
color palette of red (nmod = 1), cyan (nmod = 2), magenta
(nmod = 3), and yellow (nmod = 4); the colors repeat for
nmod > 4.
gion. Approaching ω∗ from within the nmod = 0 region,
all solutions (green line) are PT solutions, and a time-
scaling law is observed as ω approaches ω∗,
T = γ ln |ω − ω∗|, (65)
where γ is the nonuniversal scaling exponent. Approach-
ing the boundary of the nmod = 0 region from the other
direction, one sees that regions of nmod = 1 PT solu-
tions approach the edge of the nmod = 0 region in a
log-periodic fashion. The time-minimum boundary of
each band follows a time-scaling law with the same ex-
ponent. Between the nmod = 1 bands, one can also see a
rich structure of BS solutions and additional PT bands
with nmod > 1 (Figure 23). Both the nmod = 1 bands
and the structure between bands can be seen in Figure
24 to repeat in a discretely self-similar fashion,
T (ln |ω − ω∗|) = T (ln |ω − ω∗|+ n∆ω) + n∆T , (66)
where T (ln |ω − ω∗| + n∆ω) + n∆T has been plotted
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FIG. 20: Plots of ξ(t) for solutions that induce phase tran-
sitions (region I above and solid green region in Figure 19),
solutions that form black holes (region III above and solid
blue region in Figure 19), and solutions that appear to cre-
ate bound states (region II above and section between solid
blue and green regions in Figure 19). All solutions were gen-
erated by charge-perturbing the same u0 = 0.1312 coherent
solution.
for n = 0, 1, 2, 3, 4, 5, 6, and 7. While regular (i.e., not
chaotic), this self-similarity in the set of PT solutions is
fractal in nature because it has a nonintegral Minkowski-
Bouligand dimension that depends on the width of and
spacing between the nmod = 1 bands in ln |ω−ω∗| space,
similar to [34].
C. “Modest” Superextremal RN-AdS Solitons
It was shown in Section III that for the shape of po-
tential (αn) and charge coupling (q) used in this paper,
super-extremal solutions exist for 0.029 . κg . 0.035.
Given that solutions with κg & 0.0155 were observed
to be unstable, one might naturally wonder whether the
long-term fate of such superextremal solutions could be
to collapse to form a naked singularity.
Because these solutions are bubbles with a true vac-
uum interior and a false vacuum exterior, local negative
energy densities can be present inside these bubbles, and
both the dominant energy condition and the weak energy
condition can be violated and cosmic censorship does not
FIG. 21: Plots of ξ(t) for solutions that induce phase tran-
sitions or create black holes after “bouncing” for nmod =
1, 2, 3, 4. All solutions were generated by charge-perturbing
the same u0 = 0.168 coherent solution. The expanding PT
solutions shown above correspond to nmod > 0 colored pixels
in Figure 19.
necessarily hold. However, the only source of negative
energy is from the scalar field potential, V (φ), and the
amount of negative energy is proportional to the volume
of space where φ ≈ φT . As such, if the bubble wall were
to completely collapse, so would the volume of space
that would contribute “negatively” to the local energy
density. This would suggest that upon completely col-
lapsing, the amount of negative energy arising from the
true negative vacuum energy density would go to zero,
the energy conditions could again be met, cosmic cen-
sorship would again hold, and naked singularities would
not be present.
A more compelling argument can be made for the
long-term “modesty” (lack of nakedness) of these solu-
tions by considering the conservation of energy. Every
evolution studied in this paper begins with perturbed
bound-state initial data. The total matter, M∞, is of
finite extent, converges rapidly after r ≈ ξ, and is a
conserved quantity. For the initial data with opposite-
charged perturbations, the Coulombic self-repulsion is
decreased and the bubble wall (and total mass) collapses
inward. Unlike the subextremal case in which the bubble
wall falls within the outer RN horizon, for this superex-
tremal case there are no RN horizons and the forma-
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FIG. 22: Plot demonstrating the solution lifetime (before
inducing a phase transition) as a function of the charge per-
turbation, ω, as ω approaches the nmod = 0 boundary for a
u0 = 0.168 coherent solution. The log-periodic nature of the
solutions is apparent and the time-scaling exponent is mea-
sured to be γ = 18.2 on both sides of the threshold. The
green line is continuous since the perturbations are clearly
in the nmod = 0 region, while the log-periodic bands have
nmod = 1 for the main lobes outside the nmod = 0 region.
tion of a naked singularity depends on whether the col-
lapse continues indefinitely. Because the collapsing mass
distribution is charged, one must consider the energy it
takes to compress that charge against its own Coulombic
self-repulsion. Complete collapse of the charged matter
to a naked singularity would require an infinite amount
of energy; this is analogous to the well-known infinite
self-energy of a point charge. Because there is only a
finite amount of energy, M∞, that can be converted to
electromagnetic mass-energy, and since there is a finite
(and decreasing with radius) amount of negative energy
from the true vacuum, the collapse must stop at some
non-zero radius. Appendix B describes simple models
describing the possible end-state of such a collapse and
derives four different minimum radii based on different
assumptions about the shape of the charge distribution.
Figure 25 shows the scalar field, geometry, and lapse
function for a coherent solution with κg = 0.031 and
u0 = ±0.5, which has |Ξ| ≈ 1.03. Within the bubble
wall radius (ξ ≈ 52), the scalar field is approximately
φT , the geometric variable a(r) can be seen to decrease
FIG. 23: Plot of a zoomed-in region of Figure 22 that shows
the region between the nmod = 1 lobes that still induce a
phase transition, but with nmod > 1.
from its value of unity at the origin (required by ele-
mentary flatness and regularity), and the lapse function
can be seen to increase roughly linearly. As the solu-
tions approach the bubble wall, the fields transition from
their AdS values and match onto an RN exterior. Fig-
ure 26 shows the dynamics resulting from like-charged
and opposite-charged perturbations of this solution. As
expected, like-charged solutions form expanding bubbles
that induce a phase transition, while opposite-charged
solutions collapse.
To better understand the dynamics of collapsing su-
perextremal solutions, it is helpful to understand the
composite masses that contribute to the total ADM
mass, M∞. One can define
MV = 4pi
∫ rb
0
drr2V, (67)
MEM = 4pi
∫ rb
0
drr2
(
E2r
2
)
, and (68)
MDφ = M∞ −MEM −MV, (69)
for the scalar potential, the electromagnetic field, and
the gauge covariant derivative of the scalar field, respec-
tively. One can see in Figure 27 that for this partic-
ular RN-AdS bubble solution, the magnitudes of MV
and MDφ are many times larger than the magnitude of
the total ADM mass, M∞. The vacuum energy inside
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FIG. 24: Plot demonstrating the log-periodic nature of the
PT solutions by overlaying T (ln |ω−ω∗|) with itself after off-
setting by ∆ω = 2.4285 and ∆T = 45. T (ln |ω−ω∗|+n∆ω)+
n∆T has been plotted for n = 0, 1, 2, 3, 4, 5, 6, and 7 in black,
yellow, magenta, cyan, blue, green, red, black, respectively.
In addition to the main nmod = 1 lobes, the finer detail of
the nmod > 1 solutions also appears to be self-similar.
the bubble provides a very large negative energy contri-
bution, approximately −38.03M∞, while the gauge co-
variant derivative energy provides a very large (slightly
larger in magnitude) positive energy contribution, ap-
proximately 38.50M∞. The sum of these two terms is ap-
proximately 0.47M∞, and the remaining mass, approx-
imately 0.53M∞, is mass-energy from the electromag-
netic field. As the wall begins to collapse, MEM begins to
increase toward M∞, and MV +MDφ begins to decrease.
Scalar field energy is being converted into electromag-
netic energy because the fields are doing work by com-
pressing the charge against Coulombic repulsion. Un-
fortunately, solutions become unstable around t ≈ 1150
as a result of unphysical gauge shocks that arise from
gauge radiation (At and Ar). The infalling radiative
parts of the gauge potential do not contribute to Er
but become severely compressed by the nearly collapsed
lapse (α0 . 10−5), leading to steep gradients and code
instability. Nevertheless, there is clear evidence that su-
perextremal solutions with opposite-charged perturba-
tions can collapse and result in strong-field gravitational
solutions that match onto superextremal RN exteriors
with nonsingular interiors.
FIG. 25: Graphs of the scalar field, φ(r), geometry, a(r),
and lapse function, α(r), in red, green, and blue, respectively,
for κg = 0.031 and u0 = ±0.5. This solution is superextremal
with |Ξ| ≈ 1.03.
V. CONCLUSIONS
Results have been presented from numerical simula-
tions of the EMH equations with a broken U(1) symme-
try. Coherent nontopological solitons were shown to ex-
ist that separate a negative-energy AdS true vacuum in-
terior (V (φT ) < 0) from a zero-energy RN false vacuum
exterior (V (φF ) = 0). The physical parameters (charge,
mass, radius, and central lapse) of these solutions were
obtained for a wide range of gravitational couplings. For
κg & 0.011, solutions are gravitationally strong-field so-
lutions with radii on the order of their outer RN horizons
and with central lapse function values of 0.1 . α0 . 0.5,
indicating significant gravitational time dilation effects.
For solutions with 0.028 . κg . 0.034, the charge-to-
mass ratios become superextremal (|Ξ| > 1), the radii
are (κgM∞) . ξ . (3κgM∞), and the central lapse val-
ues are 0.001 . α0 . 0.08. Because obtaining these
solutions requires fine-tuning to more than one part in
1015, a 96-bit precision numerical code was used.
The stability of these solutions was tested by perturb-
ing the charge of the coherent solution and evolving the
time-dependent equations of motion. In the weak grav-
itational limit, the short-term stability depends on the
sign of (ω/Q) ∂ωQ, similar to Q-balls. This condition
does not hold, however, for κg & 0.015 and for |u0| & 0.6.
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FIG. 26: Graphs of the bubble radius ξ(t) as a func-
tion of time for a like-charged (red) and opposite-charged
(green) perturbation, for κg = 0.031 and u0 = ±0.5. The
like-charged perturbed solution expands, and the opposite-
charged solution collapses. The unperturbed solution is su-
perextremal with |Ξ| ≈ 1.03. The horizontal lines represent
the minimum collapse radius based on conservation of en-
ergy for a Gaussian Jt (magenta), linear Jt (cyan), constant
dQ/dr (blue), and constant ρ (equal to constant dQ/dr).
The long-term end-states of the perturbed solutions were
visualized using “phase diagrams” that served as a way
to clearly demonstrate regions of stability and instabil-
ity. It was further demonstrated that there exists a rich
fractal structure around the “triple point,” which was
defined to be a region in the phase diagrams where BH,
PT, and BS solutions exist in close proximity. The frac-
tal structure results from bounce-like modulations of the
scalar field where collapsing bubbles bounce back and
induce phase transitions to the AdS true vacuum. The
bands of n modulations are surrounded by bands of n+1
modulations that approach the boundary of the n mod-
ulation regions in a log-periodic manner. Threshold so-
lutions are shown to demonstrate time-scaling laws with
scaling exponents that depend on κg and total charge.
Finally, superextremal coherent RN-AdS solitons were
shown to be unstable with an end state dependent on the
sign of the charge perturbation. Like-charged pertur-
bations led to expanding bubbles, and opposite-charged
perturbations led to collapsing bubbles. While the su-
perextremal charge-to-mass ratio might suggest a pos-
sibility of collapse to a naked singularity, it was shown
FIG. 27: Graphs of composite energies for charge-perturbed
evolution of a superextremal RN-AdS soliton with κg = 0.031
and u0 = ±0.5. The top graph shows M∞, MEM, MV, and
MDφ scaled by the initial total mass, in red, green, blue, and
cyan, respectively. The bottom graph shows M∞, MEM, and
MV + MDφ scaled by the initial total mass in red, green,
and blue, respectively. Total mass is conserved to within
a percent through t ≈ 800 and to within about 5 percent
through t ≈ 1000, but the solution becomes unstable shortly
thereafter.
that there is a minimum radius within which the wall
can collapse based on the conversion of scalar field en-
ergy to electromagnetic energy. While it is still possible
that solutions collapse and then bounce back to induce a
phase transition, there is strong evidence supporting the
existence of persistent nonsingular superextremal bound
states that exhibit very strong-field gravitational behav-
ior with α0 . 10−5. The existence of such solutions and
their formation by decay of unstable coherent RN-AdS
solitons was not previously known.
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Appendix A: Units and Dimensions
The action described in equation (1) was derived from
the following dimensionful Lagrangian where c = ~ =
0 = 1:
L =
R
16piGN
− FµνF
µν
4
− 1
2
gµν (Dνφ)
∗
Dµφ
−1
2
α1m
2φ2 − 1
4
α2φ
4 − 1
6
α3m
−2φ6, (A1)
where m is the characteristic boson mass, GN is New-
ton’s constant, and the αn are dimensionless.
Equation (1) is derived by transforming all the field
variables and coordinates to dimensionless quantities ac-
cording to the following transformations:
r˜ = mr (A2)
t˜ = mt (A3)
A˜µ = m
−1Aµ (A4)
φ˜ = m−1φ (A5)
which puts the Lagrangian in the following dimensionless
form:
1
m4
L =
R˜
16piκg
− F˜µν F˜
µν
4
− 1
2
gµν
(
D˜ν φ˜
)∗
D˜µφ˜
−1
2
α1φ˜
2 − 1
4
α2φ˜
4 − 1
6
α3φ˜
6 (A6)
= L˜ (A7)
where κg = m
2GN is dimensionless. Removing tildes in
equation (A6) results in equation (1).
Appendix B: Minimum Radius of Gaussian Charge
Distribution
This appendix discusses a simplified model of a col-
lapsing charge distribution and uses the conservation of
energy to derive the minimum radius to which the dis-
tribution can collapse. The charge density is assumed to
be
J t =
Q0
σ3pi3/2
e−
r2
σ2 , (B1)
which is normalized so that the total charge (enclosed)
at infinity is Q0. The charge enclosed for arbitrary r is
given by
Q(r0) = 4pi
∫ r0
0
drr2J t (B2)
= Q0
[
− 2r0
σpi1/2
e−
r20
σ2 + erf
(r0
σ
)]
. (B3)
Integrating equation (26) from the origin to r0 gives
Er(r0) =
Q(r0)
4pir20
(B4)
=
Q0
4pir20
[
− 2r0
σpi1/2
e−
r20
σ2 + erf
(r0
σ
)]
. (B5)
The mass-energy of the electromagnetic field is then
given by
MEM(r0) = 4pi
∫ r0
0
drr2
(
Er(r0)
2
2
)
(B6)
= − Q
2
0
8pir0
[
erf
(r0
σ
)2
−
√
2
pi
r0
σ
erf
(√
2r0
σ
)]
.
(B7)
Integrating the Hamiltonian constraint equation (28)
yields the well-known equation for the geometry
a2 =
(
1− 2κgM(r)
r
)−1
(B8)
≡ ∆−1, (B9)
where M(r) is the total ADM mass,
M(r) = MDφ(r) +MV(r) +MEM(r), (B10)
and where MDφ(r) is the mass-energy term arising from
the covariant derivative of the scalar field, and MV(r) is
the mass-energy arising from the scalar field potential.
For r0  σ, the mass-energy of the electromagnetic field
becomes
MEM(r0  σ) = − Q
2
0
8pir0
+
Q20
4
√
2pi3/2σ
, (B11)
where the first term is the typical RN charge term, and
the second term is a positive constant that can be con-
sidered the mass of the electromagnetic field at infinity,
M∞EM:
∆(r0  σ) = 1− 2κgM
∞
EM
r0
+
κgQ
2
0
4pir20
, (B12)
where
M∞EM =
Q20
4
√
2pi3/2σ
. (B13)
It should be stressed that the r0 . σ behavior of equa-
tions (B11) and (B12) is not valid because the assump-
tion used to obtain the expression is violated in that
regime. The r0-dependent terms are only proportional
to r−10 and r
−2
0 at large r0. The actual expression for the
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Model Description Constant (k)
Gaussian Jt 1/(4
√
2pi3/2)
Linear Jt 13/(70pi)
Constant dQ/dr 1/(4pi)
Constant ρ ≈ V (φT), w/ approx. 1/(4pi)
TABLE II: Table of constants to determine a lower limit on
the radius for collapsed RN-AdS solutions, where the con-
stant k is defined by σmin = kQ
2
0/MADM.
mass (B7) is well behaved (approaches zero) as r0 goes
to zero.
The total mass of the field, however, does indeed go to
infinity in the limit of small σ. This is consistent with the
well-known infinite self-energy of a point charge. Never-
theless, the conservation of energy would imply that the
final mass-energy of the electric field cannot exceed the
total conserved ADM mass of the system:
M finalEM ≤ MADM, (B14)
which implies
σ ≥ 1
4
√
2pi3/2
(
Q20
MADM
)
, (B15)
which would set a limit on the collapse of the charge
distribution.
While the minimum radius for a Gaussian-shaped
charge density with mass MADM is derived above, Table
II presents the results of three additional models that all
result in comparable minimum radii.
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