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Resumen
El objetivo principal de este trabajo es comparar diferentes sistemas operativos dis-
tribuidos. En especial se busca comparar las distintas alternativas, ventajas y potenciales
de SSI implementado en los distintos niveles de un sistema con soporte para clustering.
Los resultados de este ana´lisis brindara´n el marco necesario para futuras investigaciones
y desarrollos en este campo.
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1. Introduccio´n
Es evidente que una aplicacio´n no accede de forma directa a los recursos f´ısicos (procesado-
res, memoria, discos, placas de red), en vez de ello el sistema operativo brinda a la aplicacio´n
una vista lo´gica de dichos recursos (procesos y threads, espacios de direccionado, archivos,
sockets).
Si cada nodo de un cluster utiliza su propio sistema operativo, los recursos sera´n locales a
cada nodo, y no sera´ simple lograr que dos procesos se comuniquen mediante un archivo com-
partido o un a´rea de memoria compartida. Adema´s, la migracio´n de un proceso producira´ una
pe´rdida de su entorno, sin mencionar que los usuarios y programadores debera´n encargarse de
la distribucio´n de los recursos en un ambiente de estas caracter´ısticas.
Una forma elegante de resolver este problema es presentar una coleccio´n de recursos f´ısicos
como un recurso u´nico y compartido. Ejemplo de ello es un sistema de archivos jera´rquico el cual
permita a cada nodo acceder a cada archivo. Una “ilusio´n” de este tipo es lo que usualmente
se conoce como Single System Image (SSI) y posibilita que el usuario y las aplicaciones tengan
una vista global de los recursos disponibles, sin importar a que´ nodo espec´ıfico del cluster este´n
f´ısicamente asociados.
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1.1. Servicios y Beneficios
Un cluster SSI es capaz de brindar los siguientes servicios:
Punto de entrada u´nico: un usuario puede conectarse al cluster como si fuese un host
virtual (e.g. telnet beowulf.cs.uns.edu.ar) sin importar que el cluster tenga mu´ltiples no-
dos con servicio de login. El sistema distribuye hacia los diferentes nodos las conexiones
provenientes de los usuarios en forma transparente y con el objetivo de balancear la carga.
Interfase de usuario u´nica: el usuario debe poder utilizar el cluster empleando una u´nica
GUI. En lo posible debe ser una interfase conocida para el usuario, similar a la de CDE
(Solaris, AIX, Tru64, etc.) o a la de la familia Microsoft Windows.
Espacio de procesos u´nico: todo proceso de usuario, sin importar en que nodo reside tiene
un PID (process ID) u´nico dentro del cluster. Un proceso puede crear nuevos procesos
(fork) en el mismo nodo o en uno remoto. Adema´s debe ser posible la comunicacio´n entre
cualquier par de procesos mediante sen˜ales y pipes. Obviamente para la existencia de este
servicio debe implementarse cierto manejo global de recursos y control de procesos como
si se tratase de procesos que corren localmente en un nodo.
Espacio de direcciones de memoria: los usuarios “ven” la ilusio´n de una gran y u´nica
memoria principal, que por supuesto en realidad esta´ compuesta por la suma de las
memorias locales de los distintos nodos. El paradigma DSM (implementado en software)
tiene e´ste como su objetivo principal. Alternativamente existen soluciones a nivel del
compilador, las cuales apuntan a distribuir las estructuras de datos de una aplicacio´n
entre los distintos nodos. Este item sigue presenta´ndose como un desaf´ıo interesante al
a´rea de computacio´n distribuida, principalmente se trata de atacar el problema de la
performance y de la independencia de las arquitecturas/S.Os. entre otras.
Espacio de I/O u´nico: este servicio permite que cualquier nodo efectu´e operaciones de I/O
en dispositivos (o discos) tanto locales como remotos. Mediante un disen˜o de este tipo se
pueden lograr por ejemplo sistemas RAID (traduccio´n de nu´meros de dispositivos/bloques
mediante funciones matema´ticas) en software.
File system u´nico: el usuario “ve” un gran file system (global) donde se integran al file
system local los discos/disposivos remotos. Ejemplos de este servicio incluyen NFS, AFS,
GFS, xFS, Solaris MC Proxy, MFS y oMFS.
Networking virtual global: esto significa que desde cualquier nodo se puede acceder a
cualquier conexio´n de red au´n en el caso en el que la red no este´ f´ısicamente conectada a
todos los nodos del cluster.
Sistema global de manejo de tareas: un proceso de un usuario debe poder ejecutarse
en cualquier nodo del cluster e incluso se debe poder “solicitar” la ejecucio´n en varios
nodos. Para lograr este objetivo se debe contar con un scheduler global capaz de planificar
ejecuciones batch, interactivas y paralelas. Ejemplos de clusters que brindan este servicio
incluyen GLUnix, LSF y CODINE.
Administracio´n global: el cluster (como un todo) y cada nodo puede ser configurado, mo-
nitoreado, testeado y controlado mediante un u´nico conjunto de herramientas e interfases
(GUI).
Checkpointing y migracio´n de procesos: el checkpointing es un mecanismo de software
que permite almacenar en forma perio´dica el estado de un proceso (el cual por supuesto
adema´s del PCB incluye co´mputos intermedios en memoria y disco). Esta te´cnica posi-
bilita recuperacio´n (rollback) frente a fallas. La migracio´n de procesos complementa el
checkpointing y es necesaria para un balance dina´mico de la carga.
2. Implementacio´n de SSI en los Diferentes Niveles
Las dos caracter´ısticas ma´s importantes de SSI son las siguientes:
1. Cada implementacio´n de SSI tiene un l´ımite, i.e., dentro de estos l´ımites el sistema
se comportara´ como una supercomputadora cla´sica, fuera de ellos sera´ un conjunto de
ma´quinas interconectadas.
2. Un sistema puede implementar SSI en distintos niveles, donde un nivel inferior puede
simplificar la implementacio´n de uno superior.
La implementacio´n de SSI puede efectuarse en uno o ma´s de los siguientes niveles:
Hardware. Ejemplos de este nivel son el Memory Channel de Digital1, te´cnicas SMP y los
sistemas de hardware distributed shared memory (HW-DSM).
Sistema Operativo (conocido tambie´n como Underware). Ejemplos de implementaciones
a nivel del kernel incluyen al SCO UnixWare NonStop Cluster [WS99], Sun Solaris MC
[KBM+95], GLUnix [GPR+98], Nomad [PB99], MOSIX [BL98] y OpenMosix [Bar01].
Middleware (subsistemas en tiempo de ejecucio´n). Ejemplos de implementaciones a este
nivel incluyen entornos de programacio´n tales como PVM [Sun90], job management y
sistemas de scheduling tales como CODINE [Fer99] y Condor [LLM98], y sistemas basados
en Java (JVM) como JESSICA [MWL00].
Aplicacio´n. A modo de ejemplo podemos incluir en esta clase a PARMON [Buy00], una
herramienta (GUI) que ofrece una ventana u´nica que representa todos los recursos o
servicios disponibles. Otro ejemplo es el Linux Virtual Server (LVS) [Zha00].
En general toda implementacio´n importante de SSI debe contar con la colaboracio´n de todos
los niveles para facilitar la implementacio´n.
2.1. Ventajas y Desventajas de Cada Nivel
Cada nivel de implementacio´n de SSI tiene sus propios pros y contras. El nivel de hardware
ofrece el mayor nivel de transparencia, pero debido a la rigidez de su arquitectura no ofrece la
flexibilidad requerida para extender y mejorar el sistema. Otro problema importante de este
nivel es la dificultad econo´mica de trabajar con arquitecturas reales pasada la etapa de simula-
cio´n. El nivel de kernel ofrece SSI a todos los usuarios (desarrolladores de aplicaciones y usuarios
finales). Sin embargo, la programacio´n a nivel del kernel no brinda un ambiente “ca´lido” para
desarrollar y mantener debido a que su mercado es y probablemente seguira´ siendo limitado,
1Compaq en la actualidad.
adema´s es dif´ıcil mantenerse al d´ıa con las emergentes innovaciones tecnolo´gicas presentes en
los sistemas operativos de mercado masivo.
El nivel de aplicacio´n ayuda parcialmente en la implementacio´n de SSI pero necesita que cada
aplicacio´n sea desarrollada con soporte SSI, presentando aqu´ı una limitacio´n muy importante.
Una ventaja clave de este nivel comparada con el nivel de kernel es que la implementacio´n
puede realizarse en etapas y el usuario puede beneficiarse inmediatamente, a diferencia del
nivel del kernel; pues a menos que todos los componentes sean desarrollados espec´ıficamente
para soportar SSI, e´ste no puede ser utilizado en el mercado. El nivel medio (middleware) es
una solucio´n de compromiso entre los dos mecanismos anteriormente mencionados para proveer
SSI. En algunos casos, como en el de PVM, cada aplicacio´n debe implementarse empleando
APIs especiales. Esto significa que hay un costo mayor de implementacio´n y mantenimiento,
de otra forma el usuario no puede obtener ningu´n beneficio a partir del cluster.
3. Conclusiones y Trabajos Futuros
SSI puede mejorar notablemente la aceptabilidad y utilidad de los clusters ocultando la
existencia f´ısica de los mu´ltiples nodos, presenta´ndolos como un recurso u´nico y unificado. SSI
puede implementarse usando te´cnicas de software o de hardware, cada una con sus propias
ventajas y desventajas. Si bien el nivel middleware parece ofrecer una mejor escalabilidad com-
parado con las otras estrategias, es evidente que no es capaz de brindar soporte completo de
SSI como lo hace el nivel de sistema operativo. Es entonces el nivel del sistema operativo el que
sera´ escogido en futuras investigaciones y desarrollos2. No obstante es interesante mencionar
nuevamente la importancia de un ambiente cooperativo entre los distintos niveles, lo que re-
dundara´ probablemente en un sistema con capacidad SSI a nivel del S.O. pero con cierto grado
de soporte de aplicaciones/librer´ıas a nivel del usuario.
Cabe destacar como nota final que en cualquier caso, los disen˜adores de software (sistema
o aplicacio´n) para clustering deben siempre considerar el soporte de SSI (transparencia) como
uno de los objetivos de disen˜o ma´s importantes adema´s de los evidentes objetivos de una mayor
performance y/o disponibilidad.
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