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RÉSUMÉ. Cet article décrit une approche de recherche de documents pertinents vis-
à-vis d’une requête et exprimant une opinion. Afin de détecter si un document est
porteur d’opinion (i.e. comporte de l’information subjective), nous proposons de le
comparer à des sources d’information qui comportent du contenu de type opinion.
L’intuition derrière cela est la suivante : un document ayant une similarité forte avec
des sources d’opinions, est vraisemblablement porteur d’opinion. Pour mesurer cette
similarité, nous exploitons des modèles de langue. Nous modélisons le document et
la source (référence) porteuse d’opinions par des modèles de langue, nous évaluons
ensuite la similarité de ces modèles. Plusieurs expérimentations ont été réalisées sur
des collections issues de TREC. Les résultats obtenus valident notre intuition.
ABSTRACT. This article describes an opinion retrieval approach which aims at retrie-
ving relevant and opinionated documents w.r.t. a query. To detect whether a document
is opinionated (i.e. contain subjective information), we compare it with opinionated
sources that contain subjective information. The intuition is the following, a docu-
ment having a strong similarity with opinionated sources is likely to be opinionated.
To measure this similarity we use language models. We model the document and the
source of opinions using language models, we estimate then the similarity of these two
models. Several experiments were carried out on TREC collection. The results showed
the effectiveness of our approach.
MOTS-CLÉS : recherche d’information, blogs, détection d’opinions, modèle de langue.
KEYWORDS: information retrieval, blogs, opinions detection, language model.
1. Introduction
Depuis l’avènement d’Internet, de nombreuses formes de contenu ont été gé-
nérées par les utilisateurs, y compris les pages personnelles, les discussions et les
blogs. Ces derniers sont un moyen facile pour l’expression des avis personnels,
le partage des sentiments, ou pour commenter différents sujets. A cause de leur
popularité les blogs ont attiré beaucoup d’attention dans les communautés du
traitement automatique de la langue naturelle et de la recherche d’information
(Adar, Adamic, 2005 ; Agarwal et al., 2008 ; Ding et al., 2008). La présence
d’informations de nature subjective apparaît de manière très visible dans les
blogs. Les bloggeurs postent des commentaires, font part de leurs sentiments,
et diffusent leurs opinions sur divers sujets.
Ces opinions ont une grande importance dans plusieurs domaines (politique,
commercial, ou industriel), il serait important alors d’arriver à déterminer les
informations objectives des informations subjectives. On pourrait également
être amené à rechercher des documents porteurs d’opinions sur un sujet donné.
On parle alors de recherche d’opinions, en anglais opinion retrieval.
Le challenge dans cette tâche est d’arriver à trouver (sélectionner) des docu-
ments qui soient à la fois pertinents pour un sujet donné et porteurs d’opinion
sur le sujet. En effet, si la recherche d’information thématique permet de ré-
pondre au critère de pertinence, une des problématiques majeure de cette tâche
est de répondre au second critère, outre la question relative à l’identification de
documents porteurs d’opinions (on parle ainsi de documents subjectifs) ; il fau-
drait que l’opinion exprimée dans le document porte sur le sujet de la requête.
Ceci n’est évidement pas certain, car un document peut traiter différents sujets
en même temps.
De manière générale, les approches de recherche d’opinions se basent sur un
processus à deux étapes. La première étape s’occupe de rechercher les docu-
ments potentiellement pertinents vis-à-vis de la requête. La seconde, quant à
elle, consiste à sélectionner parmi eux uniquement ceux porteurs d’opinions.
Les approches relatives à la tâche de détection d’opinion se divisent en deux
classes : celles qui exploitent des lexiques d’opinions et celles qui se basent
sur l’apprentissage automatique. Certains travaux combinent le lexique et l’ap-
prentissage automatique. Les approches basées sur le lexique utilisent des listes
(voire dictionnaire, thésaurus) de mots subjectifs (mots exprimant une opinion).
Si un document comporte des mots subjectifs alors il est considéré comme un
document de type opinion (Mishne, 2006 ; Oard et al., 2006). Les approches
basées sur l’apprentissage automatique utilisent différents classifieurs tels que
SVM (Machine à Vecteur de Support) (Cortes, Vapnik, 1995) et Naïve Bayes
(Lewis, 1998) entraînés sur des corpus de mots, de phrases ou de documents,
annotés comme étant subjectifs (Seki et al., 2007 ; Q. Zhang et al., 2007).
Ces approches dépendent des lexiques ou de la collection d’apprentissage
utilisés. Ces ressources peuvent ne pas être disponibles ou non appropriées au
langage utilisé dans les documents que l’on recherche. De plus, ils nécessitent
un travail préparatoire d’élaboration des listes dans les méthodes basées sur le
lexiques ou d’annotation de documents dans le cas de l’apprentissage automa-
tique.
Afin de remédier à ces limites, au lieu d’exploiter des ressources préalable-
ment préparées pour la tâche, nous proposons une approche qui exploite des
sources d’informations externes disponibles, ouvertes, comportant effectivement
des informations subjectives (des opinions). Plus précisément, nous supposons
que si un document est similaire aux documents de la source d’opinions, il est
vraisemblablement porteurs d’opinions. Pour estimer cette vraisemblance, nous
proposons de modéliser le document à tester et la source d’opinions (nommée
également référence dans cet article) par des modèles de langue, et de mesu-
rer la similarité des deux modèles. Plus cette similarité est grande et plus le
document est vraisemblablement subjectif.
Le reste de l’article est organisé en comme suit. Dans la première section
nous présentons quelques travaux connexes. Nous les divisons en deux catégo-
ries, ceux qui exploitent les lexiques et ceux basés sur l’apprentissage automa-
tique. Dans la deuxième section, nous exposons les modèles de langue proposés
pour la détection d’opinions. Dans la troisième section, nous présentons les
expérimentations ainsi que les résultats obtenus et nous concluons ensuite en
listant quelques perspectives.
2. État de l’art
Les approches de recherche d’opinions se divisent en deux classes, celles qui
utilisent l’apprentissage automatique et celles qui se basent sur des ressources de
mots subjectifs. Nous décrivons dans ce qui suit ces deux classes d’approches.
2.1. Travaux basés sur l’apprentissage automatique
Les approches basées sur l’apprentissage automatique utilisent différents
classifieurs entraînés sur des collections de mots, phrases ou documents annotés.
Différentes caractéristiques sont alors utilisées pour l’apprentissage.
(Missen et al., 2012) entraînent un classifieur (SVM) en exploitant plusieurs
caractéristiques, telles que l’émotivité (correspondant au nombre d’adjectifs,
d’adverbes, de verbes et de noms), la subjectivité (mesurée par la moyenne des
scores de subjectivité des synsets qui sont les différents sens du mot dans Sen-
tiWordNet (SWN ), la réflexibilité (correspondant aux pronoms qui s’adressent
à la personne comme « I, MY, MYSELF» dans le document) et l’adressabi-
lité (formée de pronoms qui s’adressent aux autres personnes comme « YOU,
YOURS »). (Wang et al., 2008) entraînent également un classifieur (SVM) en
fonction de la longueur du document, du nombre de mots positifs, négatifs et
objectifs.
D’autres travaux (Yang et al., 2006) utilisent une régression logistique en-
traînée sur différents types de collections. Ils utilisent en particulier, la collection
exploitée dans (Pang, Lee, 2004) qui se compose de 5 000 phrases subjectives et
de 5 000 phrases objectives provenant des commentaires postés par les reviewers
du site Amazon.com sur cinq produits électroniques tels que appareil photo,
DVD et juke-boxes, un ensemble de 2 041 phrases positives et 2 217 phrases
négatives sélectionnées par (Hu, Liu, 2004), et un ensemble de 1 201 phrases
positives et 1 240 phrases négatives extraites manuellement de la collection de
TREC.
L’avantage de ce type d’approches est l’automatisation complète du proces-
sus de recherche de documents exprimant une opinion mais les inconvénients
majeurs résident d’une part dans la nécessité d’élaborer préalablement une col-
lection d’apprentissage annotée, et d’autre part, dans la dépendance de ces
approches vis-à-vis de la collection d’apprentissage et du classifieur utilisés.
2.2. Travaux basés sur le lexique
Les approches basées sur le lexique exploitent des structures (lexiques, dic-
tionnaires, thésaurus) de mots subjectifs (mots porteurs d’opinions) prédéfinies
ou construites automatiquement. Pour évaluer si un document, ou une phrase,
exprime une opinion, ces approches mesurent la similarité du contenu du do-
cument avec les termes subjectifs. D’autres approches proposent d’étendre la
requête de l’utilisateur en y intégrant des mots subjectifs, puis évaluer la simi-
larité requête-document.
Ces approches se distinguent principalement par le type de structures qu’elles
exploitent et le traitement effectué au niveau de la requête. Plusieurs travaux se
sont basés sur des lexiques construits automatiquement à partir de documents
de type opinion. Ces documents peuvent provenir directement de la collection
de documents traitée (celle dans laquelle on recherche des opinions) (Santos
et al., 2009 ; He et al., 2008 ; Amati et al., 2008 ; Gerani et al., 2009) ou de
documents provenant de sources externes (Yang et al., 2006).
Dans le même principe (Na et al., 2009 ; Missen et al., 2013) exploitent des
ressources externes, tel que SentiwordNet (SWN ) (Baccianella et al., 2010). Ces
approches pondèrent chaque terme du document en fonction de son degré de
subjectivité dans SWN. Le score d’opinion du document est calculé en fonction
de ces pondérations et de la fréquence des termes dans le document. D’autres
travaux combinent plusieurs ressources différentes, en particulier (Yang et al.,
2007) exploitent quatre ressources. La première est un lexique construit selon
les termes les plus fréquents dans l’ensemble des blogs porteurs d’opinions et
les moins fréquents dans des blogs qui n’expriment pas d’opinions. La deuxième
ressource est plus générale, elle se base sur le lexique des termes subjectifs de
Wilson (Wilson et al., 2003). Un troisième lexique est plus spécifique au langage
des blogs, il comporte les mots rares qui expriment une forte opinion tels que
« soo, good ». Le quatrième lexique regroupe tous les pronoms tels que « I » et
« you ». Le dernier lexique est construit manuellement, il contient des verbes et
des adjectifs de plusieurs ressources lexicales. Le score d’opinion du document
est calculé en fonction de la fréquence de ces termes dans le document.
D’autres approches proposent de reformuler la requête en y intégrant des
mots subjectifs du lexique. (M. Zhang, Ye, 2008) proposent d’étendre les re-
quêtes à partir des termes du lexique General Inquiery en y intégrant les ad-
jectifs qui entourent les termes de la requête.
L’avantage de ces approches est la simplicité de la méthode de détection de
document porteur d’opinion. Les limites de ces approches résident tout d’abord
dans la disponibilité et l’adéquation des ressources pour la tâche de recherche
étudiée. En effet, quand le lexique est interne (extrait de la collection étudiée),
il déterminera mieux les mots subjectifs relatifs aux sujets traités dans la col-
lection mais sera spécifique à cette collection. Si le lexique est externe, il sera
plus général mais moins approprié à la collection étudiée.
Afin de pallier les limites listées dans les deux sections, nous proposons d’ex-
ploiter simultanément des ressources lexicales, en l’occurrence SentiWordNet
(SWN), et une ressource générale ouverte, disponible, comportant des textes
de type opinion, en l’occurrence la collection IMDb. Cette dernière comporte
les avis émis par les internautes sur des films. Ces avis peuvent être considé-
rés comme étant propres aux films, mais nous allons montrer qu’ils peuvent
être exploités dans un cadre plus général. Ensuite, afin de prendre en compte
conjointement la pertinence et l’opinion, nous proposons un modèle probabiliste
unifié basé sur un modèle statistique de langue.
3. Approche proposée
Afin d’évaluer si un document exprime une opinion, nous proposons de
mesurer sa similarité avec les documents avérés de type opinion. Pour cela, nous
utilisons les modèles génératifs de langue. Plus précisément, nous considérons
qu’un document exprime une opinion s’il est généré par un modèle de langue de
type opinion. Pour construire ce modèle, nous nous appuyons sur une collection
de référence comportant des documents d’opinions. Nous estimons le modèle
d’opinion à partir de ces documents. De même pour le document à analyser,
nous le modélisons également sous forme d’un modèle de langue.
Pour évaluer le degré de subjectivité (la présence d’opinions dans le docu-
ment) nous mesurons la similarité entre les deux modèles en utilisant la diver-
gence de Kullback-Leibler (KL_divergence) (Zhai, Lafferty, 2001). Ces deux
modèles peuvent êtres estimés de différentes manières. Nous les détaillons dans
les sections qui suivent.
3.1. Modèle de document
Le modèle du document peut être estimé de deux façons, soit indépendam-
ment de la collection de référence ou de manière dépendante de cette collection.
Ceci nous permettra d’évaluer si la prise en compte de la collection de référence
dans le modèle du document à analyser peut avoir un effet sur la détection
d’opinion.
3.1.1. Modèle de langue indépendant
Le modèle document, noté PML(w|D), indépendant de la collection de ré-
férence est estimé par un simple maximum de vraisemblance, en se basant sur
la fréquence des termes dans le document (équation 1).
ModIndep(D) = PML(w|D) =
fr(w, d)
|d|
(1)
Où fr(w, d) est la fréquence d’un terme w dans le document d et |d| est la
somme des fréquences de tous les termes du document d.
Ce modèle est assez classique. La notion d’opinion n’est pas du tout expli-
citée. Il modélise juste la distribution des termes dans le document.
3.1.2. Modèle de langue dépendant
Nous introduisons la notion d’opinion dans ce modèle. Une manière intéres-
sante de prendre en compte cette notion est par exemple de renforcer booster
les mots susceptibles d’exprimer une opinion. Pour ce faire, nous proposons
d’estimer le modèle du document en le lissant avec un modèle d’opinion estimé
à partir de documents de la collection de référence. Ce lissage permet de ren-
forcer les termes présents dans le document et dans la collection de référence.
Le modèle du document est alors défini comme suit, en utilisant le lissage de
Jelineck Mercer (Mercer et al., 1983).
ModDep(D) = PJM (w|D) = λ ∗ PML(w|D) + (1 − λ) ∗ PML(w|R) (2)
PML(w|R) est défini par le maximum de vraisemblance soit :
PML(w|R) =
fr(w, R)
|R|
(3)
Où fr(w, R) représente la fréquence du terme w dans la collection de référence
R et |R| représente la somme des fréquences des termes de la collection de
référence.
Afin de renforcer davantage cette notion de subjectivité, nous proposons de
prendre en compte la subjectivité à priori d’un terme en se basant sur la res-
source lexicale (SWN ). Dans cette ressource, la subjectivité est mesurée selon
trois scores ((Obj(w), Pos(w), Neg(w)) qui représentent respectivement les
scores objectif (quand ce score est élevé le terme est objectif, n’exprime donc
pas d’opinion), positif (degré de l’opinion positive) ou négatif (degré de l’opi-
nion négative) d’un synset de SentiWordNet (Dans la terminologie de WordNet
un synset est une entrée de WordNet, qui représente un ensemble de mots syno-
nymes). Ces scores sont dans l’intervalle [0, 1] et leur somme pour un synset est
égale à 1. Il est à noter qu’un terme donné peut avoir plusieurs sens, et donc
appartenir à plusieurs synsets de SWN et avoir des valeurs de subjectivité
différentes dans les différents synsets.
Le nombre total de synsets dans lequel un terme apparaît représente le
nombre total de sens pour ce terme. Par exemple le « synset » « Estimable »,
correspondant au sens « peut être calculé ou estimé » de l’adjectif estimable,
il a un score objectif de 1,0 et des scores positif et négatif égaux à zéro. Un
autre sens pour le même terme est « Dignes de respect ou en haute estime »,
qui a un score positif de 0,75, un score négatif de 0,0 et un score objectif de
0,25. Donc en cherchant la subjectivité d’un terme dans SWN, une façon simple
de la mesurer est de prendre la moyenne de subjectivité (positive et négative)
des synsets dans lesquels le terme apparaît. En fait, cette approche est assez
simpliste, elle ne ne fait aucune désambiguïsation des termes (ne choisit pas le
bon sens du terme considéré). Le lecteur désirant avoir plus de détails sur cette
question peut se référer à (Baziz et al., 2005).
Nous calculons ainsi la moyenne du score de subjectivité d’un terme en
ajoutant le score positif et le score négatif de tous les sens de ce terme et
divisons ensuite le score total par le nombre total des sens du terme (Missen,
Boughanem, 2009).
Subj(w) =
∑
si∈sens(w)
(Neg(si) + Pos(si))
|sens(w)|
(4)
Où Neg(si) est le score négatif du sens si du terme w dans le dictionnaire
SWN, Pos(si) est le score positif et |sens(w)| est le nombre de sens du terme
retrouvé dans SWN.
En intégrant cette notion de subjectivité, le modèle du document P (w|D) sera
alors donné par l’équation qui suit :
ModDepSubj(D) = PJM_Sub(w|D) = Subj(w) ∗ PJM (w|D) =
λ ∗ PML(w|D) ∗ Subj(w) + (1 − λ) ∗ Subj(w) ∗ PML(w|R) (5)
3.2. Modèle de référence
Le modèle de référence P (w|R) est également estimé de deux manières. La
première combine le modèle de la collection de référence (R) avec le modèle de la
collection à analyser (C). Cela permet de favoriser les termes qui appartiennent
à la collection à analyser, et de ne pas obtenir une probabilité nulle si le terme
du document ne se trouve pas dans la collection de référence. Le modèle est
alors estimé comme suit :
ModDep(R) = PJM (w|R) = λ ∗ PML(w|R) + (1 − λ) ∗ PML(w|C) (6)
Et PML(w|C) est représenté comme suit
PML(w|C) =
fr(w, C)
|C|
(7)
Où fr(w, C) représente la fréquence du terme w dans la collection d’analyse C
et |C| est la taille de cette collection.
En ce qui concerne la seconde manière de la même façons que le modèle de
document, nous proposons de favoriser les mots subjectifs en y intégrant leur
score de subjectivité, dans le modèle de langue de référence soit :
ModDepSubj(R) = PJM_Sub(w|R) = Subj(w) ∗ PJM (w|R) =
λ ∗ PML(w|R) ∗ Subj(w) + (1 − λ) ∗ PML(w|C) ∗ Subj(w) (8)
3.3. Score d’opinion
Afin d’évaluer le score d’opinion d’un document, nous adaptons le calcul
de score initialement utilisé dans le domaine de la recherche d’information
(calcul de score de pertinence) pour la détection d’opinion. Pour ce faire, nous
mesurons la similarité entre son modèle de langue et celui de l’opinion. Comme
nous l’avons déjà mentionné, nous utilisons pour cela une fonction classique, la
divergence de Kullback-Leibler (Zhai, Lafferty, 2001). Ce score est représenté
par la formule suivante :
Score_KL_R(D, R) =
∑
w∈D
P (w|D) ∗ log
P (w|D)
P (w|R)
(9)
Où P (w|D) et P (w|R) sont les modèles de langue respectivement, du document
et de la collection d’ opinions. Cette fonction mesure en fait plutôt la divergence
entre les distributions de probabilités. Plus le score est faible plus le document
est similaire à la collection d’opinions, donc est vraisemblablement porteur
d’opinion.
Nous exploitons également une version assez simpliste, qui mesure ce score
comme une probabilité jointe de tous les termes du document, soit :
Score_Prod_R(D) =
∏
w∈D
P (w|D) (10)
L’intuition ici est la suivante : la distribution des termes dans le document
est censée modéliser l’importance des ces termes dans le document, comme
l’importance des termes de type opinion a été boostée, nous pensons que plus
le score Score_Prod_R(D) est élevé plus le document a des chances de contenir
davantage d’opinions.
Remarque. – tous les scores calculés dans cette section ne font pas du tout
référence à la notion de pertinence, qui est au coeur de la recherche d’informa-
tion. Rappelons que notre but est d’étudier uniquement la dimension opinion.
En ce qui concerne la dimension pertinence, nous avons considéré qu’elle est
calculée par ailleurs, en utilisant n’importe quel modèle de recherche d’informa-
tion. De ce fait, pour renvoyer la liste de documents répondant à la requête et
exprimant une opinion, nous proposons juste de faire une combinaison linéaire
entre le score de pertinence et le score d’opinion. Ce point est discuté dans la
dernière partie de la section expérimentations.
4. Expérimentations
Les expérimentations sont réalisées sur deux collections, l’une de TREC
Blog Track 2006 (Macdonald, Ounis, TREC 2006) qui représente la collection
à analyser et la seconde est IMDb (Internet Movie Database) 1 qui représente
la collection de référence.
La collection TREC Blog Track 2006 comporte plus de 3,2 millions de post
blogs extraits durant une période de 11 semaines de Décembre 2005 à Février
2006. TREC propose chaque année un ensemble de 50 topics (un topic cor-
respond à une requête et il est appelé aussi sujet) ainsi que leurs jugements
de pertinence. Les blogs sont annotés par des spécialistes du domaine de la
manière suivante : 0 pour les blogs non pertinents, 1 pour les blogs pertinents,
2 pour les blogs à opinion négative, 3 pour ceux à opinion mixte et 4 pour ceux
à opinion positive. Cette collection sera considérée comme la base de vérité et
elle est nommée QRELS.
Concernant la collection IMDb, elle représente une base de données en ligne
sur le cinéma, la télévision et les jeux vidéo. Toute personne peut poster et
partager des avis sur n’importe quel film. Le site a été créé le 17 Octobre
1. http://www.cs.cornell.edu/people/pabo/movie-review-data/.
1990 et est devenu parmi les sites les plus visités au monde (classé au rang
38 dans le monde) et a plus de 57 millions de visiteurs par mois. L’intérêt de
cette collection est qu’elle contient un grand nombre d’opinions et d’avis. Les
auteurs (Pang, Lee, 2004) se sont intéressés à cette collection et en ont extrait
un ensemble de documents (2 000 documents) contenant des opinions que nous
utilisons pour nos expérimentations.
4.1. Résultats
Pour évaluer notre approche, nous procédons de la manière suivante. Nous
prenons les 1 000 premiers documents pour chaque topic (Baseline 4 de TREC).
Cette liste est en fait fournie par les évaluateurs de TREC. Elle correspond aux
1 000 premiers documents répondant thématiquement à la requête. TREC four-
nit cette liste afin que les participants à TREC partent du même sous-ensemble
de documents pertinents, par conséquent l’impact de l’approche d’opinion pro-
posée peut être évalué indépendamment de la performance du modèle de per-
tinence thématique utilisé.
Notre objectif est alors de réordonner ces documents en fonction de leur
opinion. Les résultats des évaluations sont présentés en termes de précision
moyenne (Average Precision (AP)) quand il s’agit d’une requête, ou de la
moyenne des AP (Mean Average Precision (MAP)) pour un ensemble de re-
quêtes et de la précision à 10 documents notée (P@10).
Nous avons réalisé quelques expérimentations préliminaires qui nous ont
permis de fixer le paramètre λ égal à 0,6. Nous avons évalué l’impact de diffé-
rentes configurations :
1. L’impact de la subjectivité à priori calculée selon SentiWordNet,
2. L’impact de la collection de référence dans le modèle du document,
3. L’impact de la fonction de calcul du score d’opinion,
4. la performance du score final combinant le score d’opinion et le score de
pertinence.
4.1.1. Impact de la subjectivité selon SentiWordNet
Dans cette expérimentation le but est de mesurer l’impact du facteur sub-
jectivité calculé selon SWN sur la détection d’opinion. Pour ce faire nous com-
parons les résultats obtenus en prenant les deux modèles (document, référence)
selon qu’ils prennent en compte la subjectivité selon SWN (ModDepSubj(D),
ModDepSubj(R)) ou non (ModDep(D), ModDep(R)). Le score d’opinion est
donné par Score_KL_R(D, R)(formule 9).
Le tableau 1 présente les valeurs de MAP et P@10 obtenues pour l’ensemble
des 50 requêtes. Les résultats montrent que la différence des performances entre
les deux configurations est très faible, et non statistiquement significative. On
pourrait donc conclure que l’utilisation de SentiWordNet n’a pas d’impact dans
les modèles proposés.
Tableau 1. Les résultats des mesures MAP et P@10 pour le modèle qui prend
en compte la subjectivité selon SWN et celui qui n’en tient pas compte
Configuration MAP P@10
Sans Subjectivité 0,1690 0,3271
Avec Subjectivité 0,1694 0,3273
Quand on observe les requêtes de manière individuelle tel qu’ illustré dans la
figure 1 où les topics de TREC 2006 sont représentés en abscisse et la précision
moyenne pour chaque topic en ordonnée, on constate que les performances
entre les différentes représentations sont similaires. (AP (sans_sub) représente
les résultats pour les topics qui ne prennent pas en compte la subjectivité et
AP (avec_sub) ceux qui prennent en compte la subjectivité).
Figure 1. Impact de la subjectivité
D’après les résultats obtenus, il en ressort que le lexique SWN n’a pas d’im-
pact sur la détection d’opinion dans notre approche. Ceci peut s’expliquer soit
par le fait que les distributions des termes en fonction de leur subjectivité (de-
gré d’opinion) sont les mêmes dans SWN et dans la collection de référence, ce
qui nous semble invraisemblable. Soit par le fait, le plus plausible, que peu de
termes de type opinion sont effectivement présents dans SWN. Il est à noter
que dans nos expérimentations, si un terme n’est pas présent dans SWN, nous
ne considérons pas son poids selon SWN, mais on garde son poids d’origine
PJM (w|R) et PJM (w|D). Par conséquent, dans ce cas les modèles avec et sans
SWN sont identiques. Nous devrons approfondir cette étude dans nos futures
investigations.
4.1.2. Impact de la collection de référence
Dans cette expérimentation, nous comparons le modèle du document qui
prend en considération la collection de référence (ModDepSubj(D)) avec sa
version sans référence (ModIndep(D)). Quant au modèle de référence, il sera
basé sur sa représentation optimale suivante (ModDep(R)).
Tableau 2. MAP et P@10 pour le modèle de document lissé avec la collection
de référence vs. le modèle non lissé
MÉTHODE MAP P@10
Avec Référence 0,1690
(48%)
0,3271
(133%)
Sans Référence 0,1136 0,1402
Le tableau 2 montre les résultats obtenus en terme de MAP et de P@10 sur
l’ensemble des requêtes. Nous remarquons clairement que la prise en compte de
la collection de référence permet une amélioration très significative des résultats
soient 48 % d’amélioration au niveau de MAP et 133 % au niveau de P@10
comparativement aux modèles qui n’utilisent pas la collection de référence.
Figure 2. Impact de la collection à référence
L’analyse des résultats requête par requête présentée sur la figure 2, montre
que le modèle lissé par la collection de référence présente des performances plus
élevées pour 48 topics sur 50. AP(sans Réf) représente les résultats pour les
topics qui ne prennent pas en compte la collection de référence et AP(avec Réf)
pour ceux qui la prennent en compte.
Nous pouvons ainsi conclure que l’exploitation directe d’une ressource ex-
terne porteuse d’opinions permet en effet d’identifier les documents porteurs
d’opinions.
4.1.3. Impact de la fonction de score d’opinion
Nous comparons ici les deux fonctions de score proposées à savoir la diver-
gence de Kullback-Leibler Score_KL_R(D) et le Score_Prod_R(D). Nous
avons pris pour les modèles de document et de la collection de référence les
représentations optimales suivantes (ModDepSubj(D), ModDepSubj(R)).
Tableau 3. Les résultats des mesures MAP et P@10 pour le modèle qui se base
sur un score produit ou sur une similarité pour ré-ordonner
les documents à opinions
TOPIC MAP P@10
Prod 0,1063 0,1187
KL-divergence 0,1690 0,3271
Le tableau 3 liste les résultats de ces deux configurations. La conclusion est
claire, et d’ailleurs attendue. La KL-divergence donne des résultats largement
supérieurs à ceux obtenus par un simple produit.
Afin de mieux comprendre le comportement de ces fonctions de score, nous
avons analysé la distribution des scores score_KL_R(D, R) et score_prod_R(D)
dans les documents qui contiennent des opinions et dans les documents qui ne
contiennent pas d’opinions.
Les résultats sont représentés dans les figures 3 et 4. En abscisses, les 50
topics de TREC 2006 et en ordonnées, respectivement la différence entre la
moyenne des scores des documents pertinents (à opinion) et la moyenne des
documents non opinion. Seuls les documents effectivement jugés par TREC
sont utilisés.
Les résultats de la figure 3, listant la différence des scores dans le cas de la
fonction score_Prod_R(D), sont beaucoup plus mitigés. Il y a la moitié des
topics (soit 25 sur 50 topics) pour lesquels les scores diffèrent, et pour les 25
autres topics il n’y pas pas de différence. La figure 4 quand a elle, montre qu’il y
a une différence claire entre les scores de documents porteurs d’opinions et ceux
de type non opinions (soit plus de 42 topics sur 50 affichent cette différence).
Nous constatons que la KL-divergence donne des résultats largement supé-
rieurs à ceux obtenus par le Score_Prod_R(D). Ce qui s’explique par le fait
que la notion d’opinion est explicitement insérée et de deux manières dans la
KL divergence, elle est exprimée dans la probabilité P (w|D) et dans la proba-
Figure 3. La différence des scores moyens des documents opinion et
non-opinion calculés selon score_prod_R(D)
Figure 4. La différence des scores moyens des documents opinion et
non-opinion calculés selon score_KL_R(D)
bilité P (w|R). Tandis que pour le score qui se base sur le produit, la notion
d’opinion est exprimée uniquement dans la probabilité P (w|D) ce qui explique
sa faible performance.
4.1.4. Évaluation du modèle combinant pertinence et opinion
Tous les résultats que nous avons décrits précédemment ne prennent pas en
compte la pertinence des documents. Notre but étant d’évaluer uniquement la
dimension opinion dans le processus de recherche d’opinion. Comme la tâche
qui nous intéresse est la recherche de documents pertinents et exprimant une
opinion sur un sujet (une requête), et afin de mieux répondre à cette tâche,
nous proposons donc de combiner le score d’opinion d’un document avec son
score de pertinence.
Le score d’opinion d’un document est calculé selon score_KL_R(D) basé
sur les représentations optimales suivantes (ModDepSubj(D), ModDepSubj(R)).
Le score de pertinence d’un document est donné par la baseline de TREC. Nous
avons utilisé une simple combinaison linéaire soit:
Score_F inal(D) = αScore_P ertinence(D, q) + (1− α)Score_Opinion(D) (11)
Avec q qui représente la requête, D le document et α un paramètre de lissage,
Nous avons réalisé quelques expérimentations préliminaires, qui ont conduit a
fixer le paramètre à 0,4.
Le tableau 4 liste les résultats du Score_Final(D) avec la meilleure baseline
de TREC (Baseline 4). Les résultats du tableau 4 montrent que la méthode qui
Tableau 4. Les résultats des mesures MAP et P@10
TOPIC MAP P@10
Score_Final 0,3063 0,5542
Baseline 4 TREC 0,3022 0,5240
se base sur le Score_Final (MAP égale à 0,3063 et P@10 égale à 0,5542) est
meilleure que la Baseline 4 de TREC, soit plus de 2 % d’amélioration au niveau
de MAP et de 5 % au niveau de P@10.
Il en ressort donc que l’exploitation directe d’une ressource ouverte et dis-
ponible de type opinion, la collection IMDb dans notre cas peut être utilisée
dans un cadre plus général, en l’occurrence dans la collection de TREC Blogs.
Ce qui nous semblait invraisemblable au début, car cette ressource comporte
des avis des internautes sur des films et devrait être spécifique uniquement à
ce domaine.
5. Conclusion
Cet article aborde la question de la détection d’opinions. Nous partons du
fait qu’un document (un blog dans notre cas) contient des opinions s’il est si-
milaire à une source d’information de type opinion. Pour ce faire, nous avons
modélisé le document et la collection de référence (opinions) par des modèles
statistiques de langue, puis nous proposons de mesurer la similarité entre ces
modèles pour déterminer si le document est subjectif. Les différentes expéri-
mentations que nous avons menées ont montré que notre hypothèse sur l’ex-
ploitation de sources d’opinions sans analyse préalable (extraction de mots sub-
jectifs) est viable. Nous avons effectivement amélioré de manière significative
nos résultats comparativement à la baseline donnée par TREC et également
par rapport aux différentes configurations que nous avons considérées.
Nos travaux futurs vont se concentrer sur deux points. Le premier concerne
une meilleure modélisation de la source d’opinions. En fait, dans notre approche
tous les termes de la collection de référence sont utilisés et il serait intéressant
de trouver une manière qui permet de booster les termes vraisemblablement
subjectifs. Le second point concerne la détection de la polarité de l’opinion.
Notre but est d’étendre le modèle de langue pour identifier si l’opinion exprimée
dans le document est positive, négative ou neutre.
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