Semiparametric Approximation Methods in Multivariate Model Selection  by Gao, Jiti et al.
754 ⁄0885-064X/01 $35.00© 2001 Elsevier Science
All rights reserved.
journal of complexity 17, 754–772 (2001)
doi:10.1006/jcom.2001.0591, available online at http://www.idealibrary.com on
Semiparametric Approximation Methods in
Multivariate Model Selection
Jiti Gao1
1 Address correspondence to: Dr. Jiti Gao, Department of Mathematics and Statistics,
The University of Western Australia, Nedlands WA 6907, Australia. E-mail: jiti@maths.uwa.
edu.au.
Department of Mathematics and Statistics, The University of Western Australia,
Nedlands, Western Australia 6907, Australia
and
Rodney Wolff and Vo Anh
School of Mathematical Sciences, Queensland University of Technology,
Brisbane Qld 4001, Australia
Received October 20, 2000; accepted November 10, 2000;
published online September 14, 2001
In this paper we propose a cross-validation selection criterion to determine
asymptotically the correct model among the family of all possible partially linear
models when the underlying model is a partially linear model. We establish the
asymptotic consistency of the criterion. In addition, the criterion is illustrated using
two real sets of data. © 2001 Elsevier Science
Key Words: dimensional reduction; linear regression; model selection; nonlinear
regression;nonlinear time series; nonparametric regression; semiparametric regression.
1. INTRODUCTION
In linear regression, we assume that the response depends on the predic-
tors Xt1, Xt2, ..., Xtr linearly:
Yt=b0+C
r
i=1
biXti+et.
If this is found inadequate, then an additive model of the form
Yt=C
r
i=1
mi(Xti)+et
might serve as a good starting point in the search for better models involving
only one-dimensional functions. Although the additive model is not comple-
tely general, it is much easier to estimate than the general nonlinear form
Yt=m(Xt1, Xt2, ..., Xtr)+et (1.1)
(see [12]). In practice, model (1.1) is not very useful when there are more
than two or three predictor variables due to the so-called ‘‘curse of dimen-
sionality’’ (Roughly speaking, when p is large, very few observations will be
used to determine each point. See for example [7, Chap. 7]). Theoretically,
the additive modelling can solve the dimensional reduction problem. In
practice, however, the additivity should be tested before applying an addi-
tive model to fit a given set of data. See, for example, [6, 14]. When an
additive model is not appropriate for a given set of data, we suggest using a
partially linear model of the form as an alternative
Yt=U
y
tb+g(Vt)+et, (1.2)
where b=(b1, ..., bp)y is a vector of unknown parameters, g( · ) is an
unknown function over Rq, Ut=(Ut1, ..., Utp)y and Vt=(Vt1, ..., Vtq)y are
two different subvectors of Xt=(Xt1, ..., Xtr)y satisfying X
y
t=(U
y
t , V
y
t )
with r=p+q. Some special cases of model (1.2) have been studied exten-
sively. See for example, [1, 2, 5, 7–10, 13, 16–18, 21]. In practice, a crucial
problem is how to identify the Ut before applying model (1.2) to fit real sets
of data. This is an important problem that should be solved before apply-
ing any estimation technique to determine model (1.2). Chen and Chen [3]
proposed a generalized cross-validation criterion to select an optimum
subset for the independent and identically distributed (i.i.d.) case. For the
time series case, the question of how to identify the linear component of
model (1.2) has not been answered to the best of our knowledge.
In this paper, we construct a cross-validation (CV) criterion to determine
an optimum linear subset of Xt asymptotically. The asymptotic consistency
of the criterion is proved. In the meantime, we illustrate the CV criterion
by two real sets of data.
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The organization of this paper is as follows. In Section 2, we propose the
CV criterion. Applications of this criterion to semiparametric regression
models and nonlinear time series analysis are given in Section 3 and math-
ematical details are given in the Appendix.
2. A CONSISTENT CV CRITERION
Let {(Yt, Xt)} be a (r+1)-dimensional strictly stationary process with
Xt=(Xt1, ..., Xtr)y. We write
Yt=m(Xt)+et,
where m(x)=E(Yt | Xt=x) and et=Yt−E(Yt | Xt). For any A …A —
{1, 2, ..., r}, we partition Xt into two subvectors UtA and VtA, where UtA
consists of {Xti, i ¥ A} and VtA consists of {Xti, i ¥A−A}. We use p=|A|
to denote the cardinality of A and q=r−p.
Before proposing our consistency criterion, we need to make the following
assumption.
Assumption 2.1. Suppose that the true unknown regression function is
m(Xt)=U
y
tA0bA0+gA0 (VtA0 )
for some A0 …A with |A0 | \ 1, where bA0 is a constant vector and gA0 is a
nonlinear function satisfying Assumption A.3 in the Appendix.
Following Assumption 2.1, we have
gA0 (v)=g1A0 (v)−g2A0 (v)
y bA0 ,
where g1A0 (v)=E{Yt | VtA0=v} and g2A0 (v)=E{UtA0 | VtA0=v}. This suggests
the leave-one-out estimators
gˆ1t(VtA, h)= C
T
s=1, s ] t
WsA(VtA, h) Ys, (2.1)
gˆ2t(VtA, h)= C
T
s=1, s ] t
WsA(VtA, h) Us, A, (2.2)
and
gˆt(VtA, b)=gˆ1t(VtA, h)− gˆ2t(VtA, h)y b (2.3)
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for any A …A, where
WsA(VtA, h)=Kq 1VtA−VsAh 2; C
T
l=1, l ] t
Kq 1VtA−VlAh 2 ,
in which Kq is a multivariate kernel function and h is a bandwidth param-
eter. The construction of estimates (2.1)–(2.3) is similar to those proposed
in [17, 18, 22].
Then, we define the least squares (LS) estimator bˆ(h, A) by minimising
C
T
t=1
{Yt−U
y
tAbˆ(h, A)− gˆt(VtA, bˆ(h, A))}
2,
where T denotes the number of observations.
For any given A …A with |A| \ 1, the LS estimator bˆ(h, A) is
bˆ(h, A)=(Sˆ(h, A))+ C
T
t=1
U˜tA(h)(Yt−gˆ1t(VtA, h)),
where U˜tA(h)=UtA−gˆ2t(VtA, h), S˜(h, A)=;Tt=1 U˜tA(h) U˜tA(h)y, and ( · )+
denotes the Moore–Penrose inverse.
For any given A …A, we define the following CV function by
CV(h, A)=
1
T
C
T
t=1
{Yt−U
y
tAbˆ(h, A)− gˆt(VtA, bˆ(h, A))}
2. (2.4)
Let Aˆ0 and hˆ denote the estimators of A0 and h, respectively, which are
obtained by minimising the CV function CV(h, A) over h ¥HTq and A … A,
where HTq=[hmin(T, q), hmax(T, q)] with 0 < hmin(T, q) < hmax(T, q) [
C0 <. for all (T, q) and some constant C0.
The main result of this paper is as follows and its proof is given in
Appendix A.3.
Theorem 2.1. Assume that Assumptions 2.1 and A.1–A.4 listed in the
Appendix hold. Then
lim
TQ.
Pr(Aˆ0=A0)=1.
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Similar to (2.1)–(2.3), we define the following estimators of g1A0 ( · ),
g2A0 ( · ), and gA0 ( · ) by
gˆ1(v, hˆ, Aˆ0)=
1
Thˆ qˆ0
;Ts=1 Kqˆ0 ((v−VsAˆ0 )/hˆ) Ys
fˆ(v; hˆ, Aˆ0)
,
gˆ2(v, hˆ, Aˆ0)=
1
Thˆ qˆ0
;Ts=1 Kqˆ0 ((v−VsAˆ0 )/hˆ) UAˆ0s
fˆ(v; hˆ, Aˆ0)
,
and
gˆ(v; hˆ, Aˆ0)=gˆ1(v; hˆ, Aˆ0)− gˆ2(v; hˆ, Aˆ0)y bˆ*(hˆ, Aˆ0)
respectively, where qˆ0=r−|A0 |,
fˆ(v; hˆ, Aˆ0)=
1
Thˆ qˆ0
C
T
s=1
Kqˆ0 ((v−VsAˆ0 )/hˆ)
and
bˆ*(hˆ, Aˆ0)=(Sˆ(hˆ, Aˆ0))+ C
T
t=1
UˆtAˆ0 (hˆ)(Yt−gˆ1(VtAˆ0 ; hˆ, Aˆ0)),
in which UˆtAˆ0 (hˆ)=UtAˆ0−gˆ2(VtAˆ0 ; hˆ, Aˆ0) and Sˆ(hˆ, Aˆ0)=;Tt=1 UˆtAˆ0 (hˆ) UˆtAˆ0 (hˆ)y.
Remark 2.1. Note that bˆ(hˆ, Aˆ0) is the LS estimate of b0 based on the
leave-out-one estimates given in (2.1)–(2.3) while bˆ*(hˆ, Aˆ0) is the final LS
estimator of b0. Asymptotically, there is little difference between the two.
In applications, however, we suggest using the latter.
We now define the estimator of m(Xt) by
mˆ(Xt; hˆ, Aˆ0)=U
y
tAˆ0 bˆ*(hˆ, Aˆ0)+gˆ(VtAˆ0 ; hˆ; Aˆ0).
The following result ensures that the prediction error sˆ2(hˆ, Aˆ0) converges
to the true variance s20=E{Yt−m(Xt)}
2 as TQ..
Theorem 2.2. Under the conditions of Theorem 2.1, we have as TQ.
sˆ2(hˆ, Aˆ0)=
1
T
C
T
t=1
{Yt−mˆ(Xt; hˆ, Aˆ0)}2Qp s
2
0.
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The proof of Theorem 2.2 is mentioned in Appendix A.3.
Remark 2.2. Chen and Chen [3] considered a partial splined model for
the i.i.d. case, applied a generalized cross-validation (GCV) to select splined
variables for the partial spline model, and obtained consistency results
similar to Theorems 2.1 and 2.2.
Remark 2.3. Due to the curse of dimensionality, the main drawback of
the cross-validation and the generalized cross-validation criteria is that they
may not work well when both the dimensions of Vt and Xt are high.
However, it is possible that using a preselection on Xt may preclude the
need to directly apply high-dimensional smoothing techniques to the
estimation of the nonparametric component.
In the following, we briefly mention the application of Theorem 2.1 to
partially linear time series models.
Consider a partially linear regression model of the form
yt=u
y
tb+g(vt)+et, (2.5)
where b is a vector of unknown parameters, g( · ) is an unknown function
over Rq, and et is a sequence of independent random errors. For a sequence
of independent observations {(ut, vt) : t \ 1}, model (2.5) is a partially
linear regression model. For ut=(yt−c1 , ..., yt−cp )
y and vt=(yt−d1 , ..., yt−dq ),
model (2.5) is a partially linear autoregressive model. In applications, we
need to find the linear regressor ut before applying model (2.5) to fit real
sets of data. Obviously, Theorem 2.1 can be applied to both the i.i.d. and
the time series cases.
3. REAL EXAMPLES AND IMPLEMENTATIONS
In this section, we apply Theorems 2.1 to determine whether a partially
linear model is more appropriate than either a completely linear regression
model or a purely nonparametric regression model for a given set of data.
In Example 3.1, we select yn+2 as the present observation and both yn+1
and yn as the candidates of the regressors, where n=1, 2, ..., N=T−2.
Example 3.1. In this example, we consider using Theorem 2.1 to fit the
Canadian lynx data. For the data, define yt=log10{number of lynx
trapped in the year (1820+t)} for t=1, 2, ..., 114 (T=114).
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In the following, we consider only the case where A={1, 2} and apply
the consistent CV criterion to determine which model among the following
possible models (I)–(II) should be selected to fit the data set,
yn+2=b1 yn+1+g1(yn)+e1n,(I)
yn+2=b2 yn+g2(yn+1)+e2n,(II)
where b1 and b2 are unknown parameters, g1 and g2 are unknown func-
tions, and e1n and e2n are assumed to be i.i.d. random errors with zero mean
and finite variance.
In order to define the CV function, we need to introduce the following
estimators. For 1 [ n [N=T−2 and i=1, 2, define
gˆi, n( · )=gˆi, n( · , h)=
1
N−1
C
m ] n
K( · −ym) ym+3−i/fˆh, n( · ),
gˆn, i(yn+1)=gˆn, i(yn+1, h)
= C
N
m=1, ] n
K(yn+1−ym+1) ym+2(2−i); CN
m=1, ] n
K(yn+1−ym+1),
and
fˆh, n( · )=
1
N−1
C
m ] n
K( · −ym).
We now define a new LS estimate b˜1(h) of b by minimizing
C
N
n=1
{yn+2−byn+1−gˆ1, n(yn)−bgˆ2, n(yn)}2.
Similarly, we can define b˜2(h) for model (II). The CV1(h) and CV2(h)
functions are defined by
CV1(h)=
1
N
C
N
n=1
{yn+2−[b˜1(h) yn+1+gˆ1, n(yn)− b˜1(h) gˆ2, n(yn)]}2
and
CV2(h)=
1
N
C
N
n=1
{yn+2−[gˆn, 1(yn+1)− b˜2(h) gˆn, 2(yn+1)+b˜2(h) yn]}2
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respectively, where b˜2(h)=;Nn=1 v2, nw2, n/;Nn=1 v22, n, v2, n=yn−gˆn, 2(yn+1),
w2, n=yn+2−gˆn, 1(yn+1).
Our experience suggests that the choice of the kernel function is much
less critical than that of the bandwidth. For Example 3.1, we choose
K(x)=
1
`2p
e−
x2
2 and H114=[0.3 · 114−
7
30 , 1.1 · 114−
1
6].
Before selecting the bandwidth interval H114, we actually calculated the
following CV functions CV1((h) for model (I) and CV2(h) for model (II)
over all possible intervals. Our computation indicates that H114 is the
smallest possible interval, on which both CV1(h) and CV2(h) can attain
their smallest values. Similarly, we conducted a simulation study for the
case where K is a uniform kernel before choosing the standard normal
kernel. Our simulation results show that for the lynx data, nonparametric
normal kernel estimation procedures can provide more stable simulation
results. Example 3 of [24] also suggests using the standard normal kernel
in the nonparametric fitting of the lynx data.
Through minimising the CV functions CV1(h) and CV2(h), we obtain
CV1(hˆ1C)= inf
h ¥H114
CV1(h)=0.04682
and
CV2(hˆ2C)= inf
h ¥H114
CV2(h)=0.05591.
The estimates of the error variances of e1n and e2n were 0.04119 and 0.04643
respectively. In comparison, the estimate of the error variance of the model
of Tong [20] was 0.0437, while the estimate of the error variance of the
model of Wong and Kohn [23] was 0.0421 which is comparable with our
variance estimate of 0.04119. Obviously, the approach of Wong and Kohn
cannot provide explicit estimates for g1 and g2 since their approach
depends heavily on the Gibbs sampler. Some plots for Example 3.1 are
given in Fig. 1. In Fig. 1, part (a1) presents a time plot of the common-log-
transformed lynx data; plot of the fitted values (lines) and the observations
(dots) for model (I) is given in part (a2); parts (a3) and (a4) present the
partial plots of the linear estimate b˜3 yn+1 against yn+1 and the nonparame-
tric estimate g˜1 against yn, respectively.
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FIG. 1. Part (a1) presents a time plot of the common-log-transformed lynx data; plot of
the fitted values (lines) and the observations (dots) for model (II) is given in part (a2); parts
(a3) and (a4) present the partial plots of the linear estimate b˜3 yn+1 against yn+1 and the non-
parametric estimate g˜1 against yn, respectively.
For the lynx data set, when selecting yn+1 and yn as the candidates of the
regressors, our research suggests using the prediction equation
yˆn+2=1.354yn+1+g˜1(yn), n=1, 2, ..., (3.1)
where
g˜1(yn)=gˆ1(yn, hˆ1C)−1.354gˆ2(yn, hˆ1C)
and
gˆi(yn, h)=
;Nm=1 K(yn−ym) ym+3−i
;Nm=1 K(yn−ym)
,
in which i=1, 2 and hˆ1C=0.1266. Figure 1(a4) shows that g˜1 appears to be
nonlinear.
In the following, we consider the case where A={1, 2, 3} and apply the
CV criterion to determine which model among the following possible
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models (M.1)–(M.6) should be selected to fit the real data set given in
Example 3.2 below,
Yt=b1Xt1+b2Xt2+g2(Xt3)+e1t,(M.1)
Yt=b3Xt1+g2(Xt2)+b4Xt3+e2t ,(M.2)
Yt=g1(Xt1)+b5Xt2+b6Xt3+e3t ,(M.3)
Yt=b7Xt1+G1(X1t)+e4t,(M.4)
Yt=b8Xt2+G2(X2t)+e5t,(M.5)
Yt=b9Xt3+G3(X3t)+e6t,(M.6)
where X1t=(Xt2, Xt3)y, X2t=(Xt1, Xt3)y, X3t=(Xt1, Xt2)y, bi are unknown
parameters, (gj, Gj) are unknown functions, and eit are assumed to be i.i.d.
random errors with zero mean and finite variance.
Analogous to the models (I)–(II), we can compute the corresponding CV
functions for the following example.
Example 3.2. In this example, we consider the DW data, given in
[4, Table 5.1], representing 21 successive days of operation of a plant oxi-
dizing ammonia to nitric acid. Factor x1 is the flow of air to the plant.
Factor x2 is the temperature of the cooling water entering the counter-
current nitric oxide absorption tower. Factor x3 is the concentration of
nitric acid in the absorbing liquid. The response, y, is 10 times the percen-
tage of the ingoing ammonia that is lost as unabsorbed nitric oxides; it is
an indirect measure of the yield of nitric acid. From the research of Daniel
and Wood [4], we know that the transformed response log10(y) depends
nonlinearly on some subset of (x1, x2, x3). In the following, we apply the
above Theorem 2.1 to determine what is the true relationship between
log10(y) and (log (x1), log (x2), log (x3)).
For Example 3.2 let Yt=log10(yt), Xt1=log (xt1), Xt2=log (xt2), and
Xt3=log(xt3) for t=1, 2, ..., T, T=21. We use the standard normal
kernelK(x)=1/`2p e−x2/2, h ¥HT1=[T−1, 1.1T−1/20] andK3(u1, u2, u3)=
<3i=1 K(ui) for the multivariate kernel function involved the computation
of (2.4). The choice of h ¥ [T−1, 1.1T−1/20] is due to the fact that the
number of observations, T, is just 21.
Through minimising the corresponding CV functions, we obtain the
following minimum CV and the CV-based bˆ(hˆC) values listed in Table I,
respectively.
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TABLE I
The Minimum CV Values and Coefficients for Example 3.2
Model CV value bˆ(hˆC) Coefficient
M ·1 0.004540 bˆ1(hˆ1C), bˆ2(hˆ1C) 2.3706, 1.2793
M ·2 0.004624 bˆ3(hˆ2C), bˆ4(hˆ2C) 2.5117, −0.3426
M ·3 0.007260 bˆ5(h3C), bˆ6(h3C) 1.7324, 0.2833
M ·4 0.004882 bˆ7(h4C) 2.4550
M ·5 0.007455 bˆ8(hˆ5C) 1.7669
M ·6 0.006679 bˆ9(hˆ6C) 0.0050
For Example 3.2, when selecting Xt1, Xt2 and Xt3 as regressors, Table I
suggests using (M.1) to fit the data. The final prediction equation is
Yˆt=bˆ1(hˆ1C) Xt1+bˆ2(hˆ1C) Xt2+g˜3(Xt3), t=1, 2, ..., 21, (3.2)
where
g˜3(Xt3)=gˆ2(Xt3, hˆ1C)−(bˆ1(hˆ1C), bˆ2(hˆ1C))y gˆ1(Xt3, hˆ1C), gˆi(Xt3, h)
=
C
21
s=1
K 1Xt3−Xs3
h
2 Zis
C
21
s=1
K 1Xt3−Xs3
h
2 ,
i=1, 2, Z2s=Ys, Z1s=(Xs1, Xs2)y, and hˆ1C=0.9445.
Analogously, we apply a fully nonparametric regression model of the
form
gˆ(Xt1, Xt2, Xt3)=
C
21
s=1
D
3
i=1
K 1Xti−Xsi
h
2 Ys
C
21
s=1
D
m
i=1
K 1Xti−Xsi
h
2 (3.3)
to fit the data.
We also fit the data by the completely linear regression
Yt=bˆ01Xt1+bˆ02Xt2+bˆ03Xt3, (3.4)
where bˆ01=2.574, bˆ02=1.253, and bˆ03=−2.606.
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Comparing the partially linear equation (3.2), the fully nonparametric
equation (3.3), and the completely linear equation (3.4), the estimates of the
error variances for the three models were 0.004117, 0.004568 and 0.008396,
respectively. In Fig. 2 below, a time plot of the common-log transformed
data is given in (b1). Parts (b2), (b3) and (b4) present plots of the fitted
values (lines) and the observations (dots) for the partially linear fitting
(3.2), the fully nonparametric fitting (3.3) and the completely linear fitting
(3.4) respectively. Our CPU time for Example 3.2 took about 12 minutes
on a Digital workstation.
Remark 3.1. The research of Tong [20] has suggested that the fully
nonparametric autoregression of the form yt=f(yt−1, ..., yt−r)+et is
easier to understand than the threshold autoregressive approach proposed
by [17]. It follows from Eq. (3.1) that for the Canadian lynx data, the
above partially linear autoregressive model of the form (2.5) is an appro-
priate model. This is supported by the research of Wong and Kohn [23],
who considered using a Bayesian approach, and the work of Lin and
Pourahmad [15], who used an additive model approach.
FIG. 2. Part (b1) presents a time plot of the common-log-transformed data; parts (b2),
(b3) and (b4) give plots of the fitted values (lines) and the observations (dots) for the partially
linear fitting (3.2), the purely nonparametric fitting (3.3) and the completely linear fitting (3.4),
respectively.
SEMIPARAMETRIC APPROXIMATION METHODS 765
Remark 3.2. For the DW data, it follows from the estimates of the
error variances for models (3.2)–(3.4) that a partially linear model of the
form (3.2) is more appropriate than either the fully nonparametric model
(3.3) or the completely linear model (3.4), although the conclusions could
be misleading due to the small sample size for problems of this nature.
APPENDIX
A.1. Assumptions
Assumption A.1. (i) Assume that the stochastic process {(Yt, Xt)} is
strictly stationary and a-mixing with the mixing coefficient a(T)=CagT,
where 0 < Ca <. and 0 < g < 1 are constants.
(ii) Kq is a q-dimensional symmetric, Lipschitz continuous probability
kernel with > ||u||2 Kq(u) du <., and Kq has an absolutely integrable Fourier
transform, where || · || denotes the Euclidean norm.
(iii) The distribution of Xt is absolutely continuous, and its density has
a compact support on which the density is bounded below by CX and above by
C−1X for some CX > 0.
(iv) For all A …A and A ]A, the density function fA( · ) of random
vector VtA has a compact support on which all the second derivatives of both
fA( · ) and giA( · ) are continuous.
Assumption A.2. There exists an absolute constant L <. such that for
any integer k \ 1
sup
x
E{|Yt−E(Yt | Xt)|k | Xt=x} [ L.
Assumption A.3. Define hj(Xtj)=E[gA0 (VtA0 ) | Xtj] for j ¥A−A0.
There exists a positive constantM such that
min
j ¥A−A0
min
a, b
E[hj(Xtj)−a−bXtj]2 \M.
Assumption A.4. Assume that the lower and upper bands of HTq satisfy
limTQ. hmin(T, q) T (1/(4+q0))+c1=a1 and limTQ. hmin(T, q) T (1/4+q0))−c1=b1,
where q0=r−|A0 |, the constants a1, b1 and c1 only depend on (q0, q) and
satisfy 0 < a1 < b1 <. and |q−q0 |/((4+q)(4+q0)) < c1 < (q+q0)/
((4+q)(4+q0)).
Remark A.1. Assumption A.1(iii) guarantees that the model we con-
sider is identifiable, which implies that the unknown parameter vector bA0
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and the true nonparametric component gA0 (VtA0 ) are uniquely determined
up to a set of measure zero. Assumption A.3 is imposed to exclude the case
where gA0 is also a linear function in Xtj for j ¥A−A0.
A.2. Lemmas
Lemma A.1. Assume that the conditions of Theorem 2.1 except Assump-
tion A.4, hold. Let
lim
TQ.
max
q
hmin(T, q)=0 and lim
TQ.
min
q
hmax(T, q) T
1
4+q=..
Then
lim
TQ.
Pr(Aˆ0 … A0)=1. (A1)
Lemma A.2. Under the conditions of Theorem 2.1, we have for every
given A
CV(A)= inf
h ¥HTq
CV(h, A)=sˆ2T+C1(A), T
− 44+q+op(T−
4
4+q),
where sˆ2T=
1
T;Tt=1 e2t and C1(A) is a positive constant depending on A.
The following lemmas are needed to complete the proof of Lemmas A.1
and A.2.
Lemma A.3. Under the conditions of Lemma A.1, we have for every
given A and any given compact subset G of Rq
sup
h ¥HTq
sup
u ¥ G
|gˆ1(u; h, A)−g1A0 (u)|=op(T
−1/4),
sup
h ¥HTq
sup
u ¥ G
||gˆ2(u; h, A)−g2A0 (u)||=op(T
−1/4),
sup
h ¥HTq
sup
u ¥ G
|fˆ1(u; h, A)−fA0 (u)|=op(T
−1/4),
where gˆi and fˆ are as defined in (2.11)– (2.13).
The proof of Lemma A.3 follows similarly from that of Lemma 1 of [11].
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Lemma A.4. Under the conditions of Lemma A.1, for every given A the
following holds uniformly over h ¥HTq
bˆ(h, A)−bA0=Op(T
−1/2).
Proof. The proof follows directly from the definition of bˆ(h, A). L
A.3. Proof of Lemmas A.1 and A.2
Let
D¯1(h, A)=
1
T
C
T
t=1
{gˆ1t(VtA, h)−g1A0 (VtA0 )}
2,
D¯2(h, A)=
1
T
C
T
t=1
(gˆ2t(VtA, h)−g2A0 (VtA0 ))(gˆ2t(VtA, h)−g2A0 (VtA0 ))
y,
where g1A0 (VtA0 )=E{Yt | VtA0} and g2A0 (VtA0 )=E{UtA0 | VtA0}.
Obviously,
D(h, A)=
1
T
C
T
t=1
{UytAbˆ(h, A)−U
y
tA0bA0}
2
+
1
T
C
T
t=1
{gˆt(VtA, bˆ(h, A))−gA0 (VtA0 )}
2
−
2
T
C
T
t=1
{UytAbˆ(h, A)−U
y
tA0ba0}{gˆt(VtA, bˆ(h, A))−gA0 (VtA0 )}
— D1(h, A)+D2(h, A)+D3(h, A),
where the symbol ‘‘ — ’’ indicates that the terms of the left-hand side are
represented correspondingly by those of the right-hand side.
Similarly, we can prove
D2(h, A)=D¯1(h, A)+b
y
A0 D¯2(h, A) bA0+op(D2(h, A))
and for i=1, 3 and every given A …A
sup
h ¥HTq
Di(h, A)
D2(h, A)
=op(1).
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From the definition of CV(h, A), we have
CV(h, A)=
1
T
C
T
t=1
{Yt−U
y
tAbˆ(h, A)− gˆt(VtA, bˆ(h, A))}
2
=
1
T
C
T
t=1
e2t+D(h, A)+R(h, A), (A.2)
where
R(h, A)=
2
T
C
T
t=1
{(UytA0bA0+gA0 (VtA0 ))−(U
y
tAbA+gˆt(VtA, bˆ(h, A)))} et
satisfies for every given A …A
sup
h ¥HTq
R(h, A)
D(h, A)
=op(1).
Thus, we have for every given h ¥HTq and A …A
CV(h, A)=
1
T
C
T
t=1
e2t+D(h, A)+op(D(h, A)). (A.3)
In order to prove Lemma A.1, it suffices to show that there exists a
h* ¥HTq such that for any h ¥HTq, A ] A0 and A …A−A0
CV(h*, A0) < CV(h, A),
which can be proved by applying (A.3) and comparing the corresponding
terms of CV(h, A0) and CV(h, A). The detail is similar to the proof of
[3, Theorem 1].
According to (A.1), we only need to consider those A satisfying A … A0
and A ] A0. Under Assumptions A.1–A.4, we can show that there exist two
constants cq and C1(A) depending on A such that h
g
q=cqT
− 14+q ¥HTq and
for every given A …A
CV(A)= inf
h ¥HTq
CV(h, A)=CV(hgq , A)=sˆ
2
T+C1(A) T
− 44+q+op(T−
4
4+q),
(A.4)
which implies Lemma A.2. The proof of (A.4) is similar to [11, Lemma 8].
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A.4. Proof of Theorem 2.1
According to Lemma A.1 again, we need only to consider those A
satisfying A … A0 and A ] A0. Thus, by (A.4) we have as TQ.
Pr(CV(A) > CV(A0))=Pr(T
4
4+q0([CV(A)−CV(A0)] > 0)
=Pr(C1(A) T
4(q−q0)
(4+q)(4+q0)−C1(A0)
+op(T
4(q−q0)
(4+q)(4+q0)) > 0)Q 1. (A.5)
Equation (A.5) implies limTQ. Pr(Aˆ0=A0)=1 and therefore we
complete the proof of Theorem 2.1.
A.5. Proof of Theorem 2.2
Analogous to (A.2), we have
sˆ2(hˆ, Aˆ0)=
1
T
C
T
t=1
{Yt−U
y
tAˆ0 bˆ(h, Aˆ0)− gˆ(VtAˆ0 , hˆ )}
2
=
1
T
C
T
t=1
e2t+
1
T
C
T
t=1
{UytA0bA0 −U
y
tAˆ0 bˆ(hˆ, Aˆ0)}
2
+
1
T
C
T
t=1
{gA0 (VtA0 )− gˆ(VtAˆ0 , hˆ )}
2
+
2
T
C
T
t=1
{UytA0bA0 −U
y
tAˆ0 bˆ(hˆ, Aˆ0)} et
+
2
T
C
T
t=1
{UytA0bA0 −U
y
tAˆ0 bˆ(hˆ, Aˆ0)}{gA0 (VtA0 )− gˆ(VtAˆ0 , hˆ )}
+
2
T
C
T
t=1
{gA0 (VtA0 )− gˆ(VtAˆ0 , hˆ )} et —
1
T
C
T
t=1
e2tA0+D(hˆ, Aˆ0).
It follows that as TQ.
1
T
C
T
t=1
e2t Qp s
2
0.
By applying Lemmas A.3 and A.4, we can finally show that
D(hˆ, Aˆ0)Qp 0.
Therefore, the proof of Theorem 2.2 is completed.
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