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LOCAL ASYMPTOTIC NORMALITY IN δ-NEIGHBORHOODS OF STANDARD
GENERALIZED PARETO PROCESSES
STEFAN AULBACH AND MICHAEL FALK
Abstract. De Haan and Pereira (2006) provided models for spatial extremes in the case of stationarity,
which depend on just one parameter β > 0 measuring tail dependence, and they proposed different estimators
for this parameter. This framework was supplemented in Falk (2011) by establishing local asymptotic
normality (LAN) of a corresponding point process of exceedances above a high multivariate threshold, yielding
in particular asymptotic efficient estimators.
The estimators investigated in these papers are based on a finite set of points t1, . . . , td, at which observa-
tions are taken. We generalize this approach in the context of functional extreme value theory (EVT). This
more general framework allows estimation over some spatial parameter space, i. e., the finite set of points
t1, . . . , td is replaced by t ∈ [a, b]. In particular, we derive efficient estimators of β based on those processes
in a sample of iid processes in C[0, 1] which exceed a given threshold function.
1. Introduction
Suppose that the stochastic process V = (Vt)t∈[0,1] ∈ C[0, 1] is a standard generalized Pareto process
(GPP) (Buishand et al. (2008)), i.e., there exists x0 > 0 such that
P (V ≤ f) = 1 + log(G(f)), f ∈ E¯−[0, 1], ‖f‖∞ ≤ x0,
where E¯−[0, 1] is the set of those bounded functions on [0, 1] that attain only nonpositive values and which
have a finite set of discontinuities. By G we denote the functional distribution function (df) of a standard
extreme value process (EVP) η = (ηt)t∈[0,1] ∈ C[0, 1], i.e.,
G(f) = P (η ≤ f), f ∈ E¯−[0, 1],
P (ηt ≤ x) = exp(x), x ≤ 0, t ∈ [0, 1], and η is max-stable:
P
(
η ≤
f
n
)n
= P (η ≤ f), f ∈ E¯−[0, 1], n ∈ N.
All operations on functions such as ≤, multiplication with a constant etc. are meant componentwise. For
random functions, i.e., stochastic processes such as V , η we use bold letters, to distinguish these from
nonrandom functions such as f .
De Haan and Pereira (2006) provided models for spatial extremes in the case of stationarity, which depend
on just one parameter β > 0 measuring tail dependence, and they proposed different estimators for this
parameter. This framework was supplemented in Falk (2011) by establishing local asymptotic normality
(LAN) of a corresponding point process of exceedances above a high multivariate threshold.
2010 Mathematics Subject Classification. Primary 62M99, secondary 60G70, 62F12.
Key words and phrases. Functional extreme value theory, extreme value process, generalized Pareto process, point process
of exceedances, local asymptotic normality, regular estimator sequence, asymptotic efficiency.
The first author was supported by DFG Grant FA 262/4-1.
1
2 STEFAN AULBACH AND MICHAEL FALK
Precisely, it is assumed that for any x1, . . . , xd ≤ 0, d ∈ N,
P (ηtj ≤ xj , 1 ≤ j ≤ d) = exp
(
−
∫ ∞
−∞
max
j≤d
|xj |ψβ(s− tj) ds
)
,(1)
where ψβ(s) = βψ(βs) with a scale parameter β > 0, and ψ is a continuous probability density on R with
ψ(s) = ψ(−s) > 0 and ψ(s), s ≥ 0, decreasing.
In the papers by de Haan and Pereira (2006) and Falk (2011) the density ψ is known and the parameter
β is estimated. The estimators investigated in these papers are based on a finite set of points t1 < · · · < td;
estimation over some interval t ∈ [a, b] seems to be an open problem. This is the content of the present
paper, which is organized as follows. In Section 2 we compile some auxiliary results and tools, in particular
from functional extreme value theory (EVT). In Section 3 we introduce our estimator of β and establish its
asymptotic normality under the condition that the underlying observations V (1), . . . ,V (n) are independent
copies of a standard GPP V . Local asymptotic normality (LAN) of a corresponding point process of ex-
ceedances above a high constant threshold function is established in Section 4. This is achieved under the
condition that the underlying observations are in a δ-neighborhood of a standard GPP. As an application we
obtain from LAN-theory that our estimator of β is asymptotically efficient in this setup. For an account of
functional EVT we refer to de Haan and Ferreira (2006); for a supplement including in particular basics of
GPP we refer to Aulbach et al. (2011).
2. Auxiliary Results and Tools
In this section we compile several auxiliary results and tools. We start with the functional df of a standard
EVP η ∈ C[0, 1], whose finite dimensional marginal distributions (fidis) are given by equation (1).
Lemma 2.1. We have for any f ∈ E¯−[0, 1]
P (η ≤ f) = exp
(
−
∫ ∞
−∞
sup
t∈[0,1]
(|f(t)|ψ(s− βt)) ds
)
.
Proof. The assertion follows from the fact that a probability measure is continuous from above together with
the dominated convergence theorem; note that
∫∞
−∞
supt∈[0,1] ψ(s − βt) ds < ∞. Let Q = {q1, q2, . . . } be
a denumerable and dense subset of [0, 1], which contains also the set of discontinuities of f . Recall that
η ∈ C[0, 1]. From representation (1) we obtain
P (η ≤ f) = P
(⋂
n∈N
{ηqi ≤ f(qi), 1 ≤ i ≤ n}
)
= lim
n→∞
P (ηqi ≤ f(qi), 1 ≤ i ≤ n)
= lim
n→∞
exp
(
−
∫ ∞
−∞
max
1≤i≤n
(|f(qi)|ψβ(s− qi)) ds
)
= exp
(
−
∫ ∞
−∞
lim
n→∞
(
max
1≤i≤n
(|f(qi)|ψβ(s− qi))
)
ds
)
= exp
(
−
∫ ∞
−∞
sup
t∈[0,1]
(|f(t)|ψ(s− βt)) ds
)
.

The preceding result provides the functional df P (V ≤ f) = 1+ log(G(f)) of the GPP V in its upper tail.
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Corollary 2.2. There exists x0 > 0 such that for the GPP V corresponding to the EVP η and for any
f ∈ E¯−[0, 1] with ‖f‖∞ ≤ x0
(i)
P (V ≤ f) = 1−
∫ ∞
−∞
sup
t∈[0,1]
(|f(t)|ψ(s− βt)) ds,
(ii)
P (V > f) =
∫ ∞
−∞
inf
t∈[0,1]
(|f(t)|ψ(s− βt)) ds.
Proof. While part (i) is an immediate consequence of of Lemma 2.1, part (ii) follows from the inclusion-
exclusion formula as in the proof of Lemma 3.1 in Falk (2011). 
Note that
‖f‖D :=
∫ ∞
−∞
sup
t∈[0,1]
(|f(t)|ψ(s− βt)) ds,
defines a norm on the set E[0, 1], called D-norm. By E[0, 1] we denote the set of those functions on [0, 1],
which are bounded and have a finite number of discontinuities. The representation of a multivariate extreme
value distribution (EVD) or of a multivariate generalized Pareto distribution (GPD) in terms of a D-norm is
well-known, see Falk et al. (2010). This concept was extended to functional spaces in Aulbach et al. (2011).
The fidis of the stochastic processes η or V are obtained by considering the function f(t) =
∑d
i=1 xi1{ti}(t) ∈
E¯−[0, 1], xi ≤ 0, ti ∈ [0, 1], d ∈ N. This norm satisfies, for example, the general inequality
‖f‖∞ ≤ ‖f‖D ≤ ‖f‖∞ ‖1‖D , f ∈ E[0, 1],
where 1 denotes the constant function one and ‖f‖∞ := supt∈[0,1] |f(t)| is the usual sup-norm. This inequality
implies in particular that each D-norm is equivalent with the sup-norm which, in turn, implies that the Lp-
norm ‖f‖p =
(∫ 1
0
|f(t)|p dt
)1/p
, with p ∈ [1,∞), is not a D-norm.
The following auxiliary result is a crucial tool for the derivation of estimators of β.
Lemma 2.3. We have ∫ ∞
−∞
inf
t∈[0,1]
ψ(s− βt) ds = 2
(
1−Ψ
(
β
2
))
= 2Ψ
(
−
β
2
)
,
where Ψ(x) =
∫ x
−∞ ψ(s) ds.
Proof. We have ∫ ∞
−∞
inf
t∈[0,1]
ψ(s− βt) ds =
∫ ∞
−∞
inf
t∈[0,1]
ψ(|s− βt|) ds
=
∫ ∞
−∞
min (ψ(|s|), ψ(|s− β|)) ds
=
∫ ∞
β/2
ψ(s) ds+
∫ β/2
−∞
ψ(s− β) ds
= 2Ψ(−β/2).

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3. Estimation of β
A natural estimator of Ψ(−β/2), based on independent copies V (1), . . . ,V (n) of V , is by Corollary 2.2
and Lemma 2.3 given by
Ψ̂c,n :=
1
2 |c|n
n∑
i=1
1(c,0](V
(i)).
Note the twofold meaning of c: In the denominator 2 |c|n this is just the absolute value of the constant c < 0,
whereas in the term 1(c,0](V
(i)) we mean the constant function c, and we have 1(c,0](V
(i)) = 1 if and only if
each component satisfies V
(i)
t > c, t ∈ [0, 1]. There should be no risk of confusion.
The law of large number implies
Ψ̂c,n →n→∞ Ψ
(
−
β
2
)
a.s.
and, thus,
β̂c,n := −2Ψ
−1
(
Ψ̂c,n
)
→n→∞ β a.s.,
where F−1(q) := inf {t ∈ R : F (t) ≥ q}, q ∈ (0, 1), denotes the generalized inverse of a df F .
The Moivre-Laplace theorem implies asymptotic normality of Ψ̂c,n and β̂c,n, i.e., the next result is a
functional counterpart of Proposition 3.3 in Falk (2011).
Proposition 3.1. For c < 0 close enough to 0 we have
n1/2
(
Ψˆc,n −Ψ
(
−
β
2
))
→D N
0, Ψ
(
−β2
)(
1− 2 |c|Ψ
(
−β2
))
2 |c|

and
n1/2
(
βˆc,n − β
)
→D N
0, 2Ψ
(
−β2
)(
1− 2 |c|Ψ
(
−β2
))
|c|ψ2
(
−β2
)
 .
We now consider a stochastic process X ∈ C¯−[0, 1] := {f ∈ C[0, 1] : f ≤ 0}, whose upper tail is in
a δ-neighborhood of that of a GPP V ∈ C−[0, 1] with D-norm ‖f‖D =
∫∞
−∞ supt∈[0,1](|f(t)|ψ(s − βt)) ds.
Precisely, we require that
(C) P (X > cf) = P (V > cf)
(
1 + cδK(f) + r(c, f)
)
for c ∈ (0, 1) and f ∈ E¯−[0, 1] with ‖f‖∞ ≤ ε0 for some ε0 > 0, where K : E¯
−[0, 1] → R is a function and
the remainder r(c, f) is of order o
(
cδ
)
as c → 0. The next result is an immediate consequence of Corollary
2.2.
Lemma 3.2. Suppose that the stochastic process X ∈ C¯−[0, 1] satisfies condition (C). Then we obtain for
c ∈ (0, 1) and f ∈ E¯−[0, 1] with ‖f‖∞ ≤ ε0
P (X > cf) = c
(∫ ∞
−∞
inf
t∈[0,1]
(|f(t)|ψ(s− βt)) ds
) (
1 + cδK(f) + r(c, f)
)
.
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In what follows we show how a process X satisfying condition (C) can be generated. From Aulbach et al.
(2011) we conclude that there is a stochastic process Z = (Zt)t∈[0,1] on [0, 1] with continuous sample paths
and 0 ≤ Zt ≤ m, E(Zt) = 1, t ∈ [0, 1], for some constant m ≥ 1, such that
‖f‖D =
∫ ∞
−∞
sup
t∈[0,1]
(|f(t)|ψ(s− βt)) ds
= E
(
sup
t∈[0,1]
(|f(t)|Zt)
)
, f ∈ E[0, 1].
The stochastic process Z is called generator of the D-norm. Conversely, each process Z with the above
properties generates a D-norm via ‖f‖D := E
(
supt∈[0,1](|f(t)|Zt)
)
, f ∈ E[0, 1]. For every D-norm ‖·‖D
there exists a standard EVP η ∈ C[0, 1] with functional df P (η ≤ f) = exp(−‖f‖D), f ∈ E¯
−[0, 1]. While a
generator Z is in general not uniquely determined, the generator constant E
(
supt∈[0,1](Zt)
)
= ‖1‖D is. We
refer to Aulbach et al. (2011) for details.
Put
(2) V := (Vt)t∈[0,1] :=
(
max
(
−
U
Zt
,M
))
t∈[0,1]
,
where U and Z are independent, U is a uniformly on (0, 1) distributed rv andM < 0 is an arbitrary constant.
We incorporate the constant M to ensure that Vt > −∞ for each t ∈ [0, 1], as Zt may attain the value zero.
The continuous process V is a GPP, as we have for f ∈ E¯−[0, 1] with ‖f‖∞ ≤ min(|M |, 1/m)
P (V ≤ f) = P (U ≥ |f(t)|Zt, 0 ≤ t ≤ 1)
= P (U ≥ sup
t∈[0,1]
(|f(t)|Zt))
= 1− E
(
sup
t∈[0,1]
(|f(t)|Zt)
)
= 1− ‖f‖D .
We have, moreover,
P (V > f) = P (U < |f(t)|Zt, 0 ≤ t ≤ 1)
= P (U ≤ inf
t∈[0,1]
(|f(t)|Zt))
= E
(
inf
t∈[0,1]
(|f(t)|Zt)
)
=
∫ ∞
−∞
inf
t∈[0,1]
(|f(t)|ψ(s− βt)) ds,
where the final equality is a consequence of Corollary 2.2, part (ii).
Replace now the rv U in (2) by a rv Y > 0, which is also independent of Z and whose df H is continuous
and satisfies
(3) H(u) = u+Au1+δ + o(u1+δ) as u ↓ 0
with some constant A ∈ R. The standard exponential distribution, for instance, satisfies this condition with
δ = 1 and A = −1/2. The process
(4) X := (Xt)t∈[0,1] :=
(
max
(
−
Y
Zt
,M
))
t∈[0,1]
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then satisfies condition (C) with
K(f) = A
E
(
inft∈[0,1](|f(t)|Zt)
1+δ
)
E
(
inft∈[0,1](|f(t)|Zt)
) ,
which has to be interpreted as zero if the denominator vanishes.
The following theorem is the main result of this section. We will see in Section 4 using LAN theory that
it implies that Ψˆcn,n is an asymptotically efficient estimator sequence in an appropriate model.
Theorem 3.3. Suppose that the stochastic process X ∈ C¯−[0, 1] satisfies condition (C). If the sequence of
thresholds cn < 0, n ∈ N, satisfies cn → 0, n |cn| → ∞, n |cn|
1+2δ → const ≥ 0 as n→∞, then we obtain
(i)
(n |cn|)
1/2
(
Ψˆcn,n −Ψ
(
−
β
2
))
→D N
(
const1/2µ,
1
2
Ψ
(
−
β
2
))
,
(ii)
(n |cn|)
1/2
(
βˆcn,n − β
)
→D N
−2 const1/2µ
ψ
(
−β2
) , 2Ψ
(
−β2
)
ψ2
(
−β2
)
 ,
where µ := K(−1)Ψ(−β/2).
Proof. From Lemma 3.2 we obtain
1
|c|
δ
(
P (X > c)
|c|
−
∫ ∞
−∞
inf
t∈[0,1]
ψ(s− βt) ds
)
→c↑0 K(−1)
∫ ∞
−∞
inf
t∈[0,1]
ψ(s− βt) ds
= 2K(−1)Ψ
(
−
β
2
)
.(5)
Write
(n |cn|)
1/2
(
Ψ̂cn,n −Ψ
(
−
β
2
))
= (n |cn|)
1/2
 1
2n |cn|
n∑
j=1
(
1(cn,0](Xj)− P (X > cn)
)
+ (n |cn|)
1/2
(
P (X > cn)
2 |cn|
−Ψ
(
−
β
2
))
=: ηn + bn.
The Moivre-Laplace theorem implies
ηn →D N
(
0,
1
2
Ψ
(
−
β
2
))
,
and expansion (5) yields
bn =
(
n |cn|
1+2δ
)1/2
2
1
|cn|
δ
(
P (X > cn)
|cn|
−
∫ ∞
−∞
inf
t∈[0,1]
ψ(s− βt) ds
)
→n→∞ const
1/2µ.
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Equally, one concludes
(n |cn|)
1/2
(
βˆcn,n − β
)
= 2(n |cn|)
1/2
(
Ψ−1
(
Ψ
(
−
β
2
))
− Ψ−1
(
Ψ̂cn,n
))
= 2(n |cn|)
1/2
(
Ψ−1
)′
(ξ)
(
Ψ
(
−
β
2
)
− Ψ̂cn,n
)
→D N
−2const1/2µ
ψ
(
−β2
) , 2Ψ
(
−β2
)
ψ2
(
−β2
)

by Slutsky’s lemma, with ξ between Ψ̂cn,n and Ψ(−β/2). This completes the proof. 
The idea suggests itself to substitute the constant threshold c by a suitable threshold function f ∈ E¯−[0, 1]
and to consider, with c < 0,
Ψ̂f,c,n :=
1
2 |c|n
n∑
i=1
1(V (i) > |c| f)
→n→∞
1
2 |c|
P (V > |c| f)
=
1
2
∫ ∞
−∞
inf
t∈[0,1]
(|f(t)|ψ(s− βt)) ds
almost surely by the law of large numbers and Corollary 2.2.
The fact that with constant function f = −1, the above integral equals by Lemma 2.3∫ ∞
−∞
inf
t∈[0,1]
ψ(s− βt) ds = 2Ψ
(
−
β
2
)
was the crucial observation for the derivation of an estimator of β. Substituting the constant function f = −1
by an arbitrary function f ∈ E¯−[0, 1] can, however, lead to surprising consequences, as the following example
shows.
Example 3.4. Take ψ(s) = 2−1 exp(− |s|), s ∈ R, and f(t) := − exp(−t), t ∈ [0, 1]. Then we have for any
β ∈ [0, 1]
T (f, β, ψ) :=
∫ ∞
−∞
inf
t∈[0,1]
(|f(t)|ψ(s− βt)) ds = exp(−1),
i.e., the functional T (f, β, ψ) is not capable to discriminate between different values of β ∈ [0, 1]. For β > 1
one obtains, however,
T (f, β, ψ) = exp
(
−
1 + β
2
)
.
The question, whether for each underlying density ψ there exists an optimal threshold function f = fψ, is
an open problem.
4. LAN of Exceedances
Let X(i), 1 ≤ i ≤ n, be independent copies of a stochastic process X ∈ C¯−[0, 1], which satisfies condition
(C). Choose c < 0. In this section we establish local asymptotic normality (LAN) of the point process of
exceedances
Nn,c(B) :=
n∑
i=1
ε
supt∈[0,1]
(
X
(i)
t /c
)(B ∩ [0, 1)), B ∈ B,
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where B denotes the σ-field of Borel sets in R. Note that for s ∈ (0, 1]
sup
t∈[0,1]
Xt
c
< s ⇐⇒ X > sc,
i.e., the random point measure Nn,c actually represents those processes among X
(1), . . . ,X(n) which are
exceedances above the constant function c.
It is by Theorem 3.3, part (i), quite convenient to substitute the parameter β > 0 in the family ψβ(·) =
βψ(β·) by the parameter
ϑ := 2Ψ
(
−
β
2
)
∈ (0, 1).
Fix ϑ0 ∈ (0, 1). We require that the family of univariate df Fϑ,c(s) := Pϑ(X > sc), ϑ ∈ (0, 1), s > 0, satisfies
for s ∈ (0, 1), c0 ≤ c < 0 for some c0 < 0, and ϑ close to ϑ0 the expansion
(D)
fϑ,c(s)
fϑ0,c(s)
:=
d
dsPϑ(X > sc)
d
dsPϑ0(X > sc)
= 1 + L(ϑ− ϑ0) + rϑ0(s, ϑ, c),
with
rϑ0 (s, ϑ, c) = o(|ϑ− ϑ0|) +O (|c|
γ)
uniformly for s ∈ (0, 1), c0 ≤ c ≤ 0 and ϑ close to ϑ0, where the constants L ∈ R and γ > 0 may
depend on ϑ0. Note that condition (D) implies in particular that Pϑ
(
supt∈[0,1] (Xt/c) = s
)
= 0 and, thus,
Fϑ,c(s) = Pϑ
(
supt∈[0,1] (Xt/c) ≤ s
)
, s > 0, is actually a df on [0,∞).
Condition (D) is, for example, satisfied with L = 1/ϑ0 and rϑ0 = 0 if X is a GPP. We can also use the
approach from definition (4) to generate a process
(6) X :=
(
max
(
−
Y
Zt
,M
))
t∈[0,1]
.
In addition to condition (3) we require that the continuous df H of the rv Y > 0 satisfies the expansion
H(u) = u+Au1+δ + r(u), 0 < u < 1,
with some constant A ∈ R, where the function r is differentiable on (0, 1) with bounded derivative and
r′(u) = o(uδ) as u ↓ 0. Then condition (D) is satisfied with L = 1/ϑ0.
Denote by Y1, . . . , Yτ(n) those rv among supt∈[0,1]X
(i)
t /c, 1 ≤ i ≤ n, with supt∈[0,1]X
(i)
t /c < 1, in the order
of their outcome. Then we have
Nn,c(B) =
∑
k≤τ(n)
εYk(B), B ∈ B.
From Theorem 1.4.1 in Reiss (1993) we obtain that Y1, Y2, . . . are independent copies of a rv Y with df
Pϑ(Y ≤ t) =
Pϑ(X > tc)
Pϑ(X > c)
, 0 ≤ t ≤ 1,
under parameter ϑ > 0, and they are independent of the total number τ(n), which is binomial B(n, Pϑ(X >
c))-distributed.
Since the distribution Lϑ,c(Y ) of Y under ϑ is by condition (D) dominated by Lϑ0,c(Y ) for ϑ in a neighbor-
hood of ϑ0 and c0 ≤ c < 0, the distribution Lϑ(Nn,c) of Nn,c is dominated by Lϑ0(Nn,c), see, e.g. Theorem
3.1.2 in Reiss (1993). Precisely, Nn,c is a random element in the set M := {µ =
∑
1≤j≤n εyj : yj ≥ 0, j ≤
n, n = 0, 1, 2, . . .} of finite point measures on ([0,∞),B∩ [0,∞)), equipped with the smallest σ-fieldM such
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that for any B ∈ B∩ [0,∞) the projection piB : M→ {0, 1, 2, . . .}, piB(µ) := µ(B), is measurable; we refer to
Section 1.1 in Reiss (1993) for technical details.
From Reiss (1993, Example 3.1.2) we conclude that Lϑ(Nn,c) has the Lϑ0(Nn,c)-density
dLϑ(Nn,c)
dLϑ0(Nn,c)
(µ)
=
µ((0,1))∏
i=1
fϑ,c(yi)
fϑ0,c(yi)
Pϑ0(X > c)
Pϑ(X > c)

×
(
Pϑ(X > c)
Pϑ0(X > c)
)µ((0,1))(
1− Pϑ(X > c)
1− Pϑ0(X > c)
)n−µ((0,1))
if µ =
∑µ((0,1))
i=1 εyi and µ((0, 1)) ≤ n. The loglikelihood ratio is, consequently,
Ln,c(ϑ | ϑ0)
= log
{
dLϑ(Nn,c)
dLϑ0(Nn,c)
(Nn,c)
}
=
∑
k≤τ(n)
log
(
fϑ,c(Yk)
fϑ0,c(Yk)
Pϑ0(X > c)
Pϑ(X > c)
)
+ τ(n) log
(
Pϑ(X > c)
Pϑ0(X > c)
)
+ (n− τ(n)) log
(
1− Pϑ(X > c)
1− Pϑ0(X > c)
)
.(7)
We let in the sequel c = cn depend on the sample size n with cn ↑ 0 and, equally, ϑ = ϑn with ϑn → ϑ0
as n→∞. Precisely, we put with arbitrary ξ ∈ R
ϑn := ϑn(ξ) := ϑ0 +
ξ
(n |cn|)1/2
.
The following theorem is the main result of this section. It is analogous to Theorem 5.1 in Falk (2011), whose
proof carries over.
Theorem 4.1. Suppose that ψ(s) = ψ(−s) and that ψ(s), s ≥ 0, is decreasing. Suppose, further, that
n |cn| →n→∞ ∞ and that
(8) n |cn|
1+2min(δ,γ)
→n→∞ 0.
Then we obtain the expansion
Ln,cn(ϑn | ϑ0) = ξLZn −
ξ2L2ϑ0
2
+ oPϑ0 (1)
→Dϑ0 N
(
−
ξ2L2ϑ0
2
, ξ2L2ϑ0
)
with
(9) Zn :=
τ(n)− n |cn|ϑ0
(n |cn|)1/2
→Dϑ0 N(0, ϑ0).
The above result reveals that the complete information about the underlying parameter that is contained
in the exceedances Y1, . . . , Yτ(n) is, actually, contained in their number τ(n) as n increases. This is in complete
accordance with the results in Falk (1998), where this phenomenon was studied for general truncated empirical
processes. The result here is, however, derived under more specialized conditions.
Theorem 4.1 together with the Haje´k-LeCam convolution theorem provides the asymptotically minimum
variance within the classes of regular estimators of ϑ0. This class of estimators ϑ˜n is defined by the property
10 STEFAN AULBACH AND MICHAEL FALK
that they are asymptotically unbiased under ϑn = ϑn(ξ) = ϑ0 + ξ(n |cn|)
−1/2 with ϑ0 ∈ (0, 1) for any ξ ∈ R,
precisely,
(n |cn|)
1/2
(
ϑ˜n − ϑn
)
→Dϑn Qϑ0 ,
where the limit distribution Qϑ0 does not depend on ξ; see, e.g. Sections 8.4 and 8.5 in Pfanzagl (1994).
By LeCam’s first lemma (see, e.g., LeCam and Yang (1990, Chapter 3, Theorem 1)) we obtain that under
ϑn = ϑn(ξ)
Ln,cn(ϑn | ϑ0) = ξLZn −
ξ2L2ϑ0
2
+ oPϑn (1)
→Dϑn N
(
ξ2L2ϑ0
2
, ξ2L2ϑ0
)
with
(10) Zn →Dϑn N(ξLϑ0, ϑ0).
An efficient estimator of ϑ0 within the class of regular estimators has necessarily the minimum limiting
variance
σ2minimum =
1
L2ϑ0
,
which is the inverse of the limiting variance of the central sequence LZn under ϑ0 (Pfanzagl (1994, Theorem
8.4.1)).
Consider the estimator
ϑ̂n :=
τ(n)
n |cn|
.
Then we have with ϑn = ϑn(ξ) = ϑ0 + ξ(n |cn|)
−1/2
(n |cn|)
1/2
(
ϑ̂n − ϑn
)
= (n |cn|)
1/2
(
τ(n)
n |cn|
− ϑ0
)
− ξ = Zn − ξ.
The estimator ϑ̂n is, consequently, not a regular estimator since we have by (10)
(n |cn|)
1/2
(
ϑ̂n − ϑn
)
= Zn − ξ →Dϑn N (ξ(Lϑ0 − 1), ϑ0) ,
where the limiting distribution depends on ξ unless L = 1/ϑ0. Its asymptotic relative efficiency, defined as
the ratio of the limiting variances under ϑ0 is
ARE(ϑ0) =
ϑ0
σ2minimum
= L2ϑ20.
Recall that L = 1/ϑ0 if X follows a GPP or if X is in a neighborhood of a GPP as in (6) and, thus, ϑ̂n is
in this case regular and asymptotically efficient.
Corollary 4.2. Suppose in addition to the conditions of Theorem 4.1 that X is a GPP or it is in a neigh-
borhood of a GPP as in (6). Then ϑ̂n = τ(n)/(n |cn|), n ∈ N, is a regular estimator sequence with asymptotic
minimum variance ϑ0 within the class of regular estimators.
A regular estimator sequence can in general be obtained as follows. Suppose that ϑ∗n is a solution of the
equation
Pϑ∗n(X > cn) =
τ(n)
n
.
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Since τ(n) is under ϑ0 binomial B(n, Pϑ0(X > cn)) distributed, ϑ
∗
n is, actually, the maximum likelihood
estimator of κ0 = Pϑ0(X > cn) for the family {B(n, κ) = B(n, Pϑ(X > cn)) : ϑ ∈ (0, 1)}. We suppose
consistency of the sequence ϑ∗n, n ∈ N. Then we obtain from condition (D) the expansion
τ(n)
n
= Pϑ∗n(X > cn)
=
∫ 1
0
(1 + L(ϑ∗n − ϑ0) + rϑ0(u, ϑ
∗
n, cn)) fϑ0,cn(u) du
=
(
1 + L(ϑ∗n − ϑ0) + oPϑ0 (|ϑ
∗
n − ϑ0|) +O (|cn|
γ
)
)
Pϑ0(X > cn),
which implies
(n |cn|)
1/2 (ϑ∗n − ϑ0) =
1
Lϑ0
Zn + oPϑ0 (1).
As a consequence we obtain from (9) and (10) with ϑn = ϑn(ξ)
(n |cn|)
1/2
(
ϑ̂∗n − ϑn
)
→Dϑn N
(
0,
1
L2ϑ20
)
,
and, thus, ϑ∗n, n ∈ N, is a regular estimator sequence with asymptotic minimum variance.
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