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Resumo O problema nume´rico de calcular os valores pro´prios de matrizes com
entradas reais e´ introduzido referindo algumas notas histo´ricas e as
suas mu´ltiplas aplicac¸o˜es. Noc¸o˜es ba´sicas de teoria de matrizes sa˜o
apresentadas. Alguns me´todos cla´ssicos e ba´sicos de localizac¸a˜o de va-
lores pro´prios sa˜o apresentados, usando normas matriciais e recorrendo
aos c´ırculos de Gershgorin. O problema de calcular o polino´mio cara-
ter´ıstico de uma matriz e´ abordado atrave´s dos me´todos de Danilevsky,
de Krylov, de Leverrier e tambe´m do me´todo dos coeficientes indeter-
minados. Uma vez que um valor pro´prio de uma matriz e´ uma ra´ız
do seu polino´mio caracter´ıstico, descrevem-se os me´todos nume´ricos
de Newton-Horner, de Mu¨ller e de Bairstow, para o ca´lculo de ra´ızes
de polino´mios. Por u´ltimo, sa˜o estudados me´todos iterativos matrici-
ais, que sa˜o os que atualmente se preferem, para o ca´lculo dos valores
pro´prios de uma matriz. Nesse estudo, contemplam-se o Me´todo da
Poteˆncia (diretas e inversas), o Me´todo QR (nas variantes ba´sica e
Hessenberg-QR) e o Me´todo de Jacobi. Tecem-se as principais con-
cluso˜es da dissertac¸a˜o e termina-se com um conjunto de pistas para
eventual trabalho adicional. Anexam-se alguns me´todos histo´ricos de
localizac¸a˜o de zeros de polino´mios e, tambe´m, o co´digo das rotinas
MATLAB®, usadas para as simulac¸o˜es nume´ricas dos exemplos que
atravessam todo o texto.

Keywords Real Matrices, Eigenvalues, Polynomial Roots, Numerical Methods.
Abstract The numerical problem of computing the eigenvalues of a real matrix
is introduced with reference to some historical notes and its multiple
applications. Basic notions of matrix theory are presented. Some clas-
sic and basic methods of eigenvalues localization are presented, using
matrix norms and Gershgorin circles. The problem of computing the
characteristic polynomial of a matrix is addressed through the methods
of Danilevsky, Krylov, Leverrier and, also the undetermined coefficient
method. Once that a matrix eigenvalue is a root of its characteris-
tic polynomial, we describe the numerical methods of Newton-Horner,
Muller and Bairstow, to calculate polynomial roots. Finally, we study
matrix iterative methods that, nowadays, are preferred for computing
matrix eigenvalues. In this thesis, we include the Power Method (Direct
and Inverse), the QR Method (basic and Hessenberg-QR variants) and
the Jacobi Method. We establish the main conclusions of this thesis
and end with a set of clues for eventual additional work. We append
some historical methods of polynomial roots localization and, also, the
codes of MATLAB® routines used for the numerical simulations in the
examples given throughout the text

“De que me irei ocupar no ce´u, durante
toda a Eternidade,
se na˜o me derem uma infinidade de
problemas de Matema´tica para resol-
ver?”
– Augustin Louis Cauchy
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Tabela de S´ımbolos
Cn Espac¸o linear sobre C dos vectores de dimensa˜o n, com
elementos em C, escritos sob a forma de matrizes-coluna.
Cn×n Espac¸o vectorial sobre C das matrizes, n × n, com en-
tradas em C.
‖.‖ Norma vetorial em C.
|||.||| Norma matricial em Cn×n ou norma matricial induzida
por uma norma vetorial ‖.‖.
In Matriz identidade de ordem n.
A∗ Matriz transconjugada de A.
AT Matriz transposta de A.
A−1 Matriz inversa de A.
Ak Matriz poteˆncia de A, de ordem k.
pA(λ) Polino´mio carater´ıstico de A.
σ(A) Espetro de A.
ρ(A) Raio espetral de A.
αA(λi) Multiplicidade alge´brica do valor pro´prio λi, de A.
SA(λ) Subespac¸o pro´prio de A.
γA(λ) Multiplicidade geome´trica do valor pro´prio λ, de A.
tr(A) Trac¸o de A.
det(A) Determinante de A.
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Tabela de S´ımbolos
CA Matriz companheira da matriz A.
Pp,q (p, q)-plano em Rn
G(p, q, θ) Matriz de Givens no (p, q)-plano associada ao aˆngulo θ.
`(A) Limite inferior de uma matriz A, relativamente a uma
norma vetorial.
Gi(A) C´ırculo de Gershgorin, por linha, no plano complexo,
centrado em aii de raio ri(A) =
∑n
j=1,j 6=i |aij|, com A =
[aij] matriz em Cn×n.
G(A) Regia˜o de Gershgorin de A, definida por ∪ni=1Gi(A).
G′(A) Regia˜o de Gershgorin de A, definida por ∪nj=1Cj, onde
Cj e´ um c´ırculo, do plano complexo, com centro em |ajj|
e raio rj(A) =
∑n
i=1,i 6=j |aij|, com A = [aij] matriz em
Cn×n.
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Enquadramento
Um vetor pro´prio de uma matriz quadrada e´ um vetor na˜o nulo que, quando pre´-
multiplicado pela matriz, gera outro vector que e´ um seu mu´ltiplo escalar. Esse fator
multiplicativo e´ o valor pro´prio (ou autovalor) associado a esse vetor pro´prio. De uma
forma mais geral, suponhamos um espac¸o vetorial V , de dimensa˜o finita, sobre um corpo
K e um operador linear A : V → V . Se existir x ∈ V \{0} tal que Ax = λx, onde
λ ∈ K, o vetor x e´ chamado vetor pro´prio e o escalar λ e´ o correspondente valor pro´prio
de A. As matrizes que consideraremos neste trabalho, sa˜o matrizes com entradas reais
que, por questo˜es de comodidade teo´rica, sera˜o consideradas em K = C. Note-se que,
se conhecermos um valor pro´prio, enta˜o e´ fa´cil calcular o correspondente vetor pro´prio,
encontrando a soluc¸a˜o na˜o nula do sistema linear:
Ax = λx ⇔ (A− λIn)x = 0, x 6= 0. (1.1)
O sistema (1.1) so´ tera´ uma soluc¸a˜o na˜o nula se a matriz (A−λIn) for singular. Assim,
um valor pro´prio de A e´ um nu´mero λ tal que, se for subtra´ıdo de cada entrada na diagonal
de A, converte A numa matriz singular. Este facto implica que o conjunto de todos os
valores pro´prios de uma dada matriz quadrada A e´ constitu´ıdo pelos nu´meros que “captam”
algumas das propriedades mais importantes daquela matriz. Chama-se a esse conjunto de
nu´meros o espetro da matriz A.
As transformac¸o˜es lineares em espac¸os vetoriais podem ter aplicac¸a˜o em mu´ltiplas si-
tuac¸o˜es. Para dar exemplos pra´ticos, fa´ceis de perceber, podemos imaginar os seguintes:
 Coloquemos uma moeda na vertical e fac¸amo-la girar. O objeto sofre uma trans-
formac¸a˜o rotacional mas essa rotac¸a˜o faz-se num eixo vertical, que e´ uma direc¸a˜o
importante para estudar o movimento. Essa direc¸a˜o sera´ o vetor pro´prio da trans-
formac¸a˜o. Na verdade, os pontos da moeda que esta˜o nessa direc¸a˜o na˜o sofrem
nenhuma mudanc¸a de posic¸a˜o. Ou seja, o valor pro´prio associado e´ um.
 Tomemos uma banda ela´stica e estiquemo-la na direc¸a˜o longitudinal, duplicando o
seu comprimento. O objeto sofre uma transformac¸a˜o mas na direc¸a˜o longitudinal
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tudo e´ ampliado, de uma maneira uniforme, para o dobro. Neste caso, a direc¸a˜o
longitudinal define o vetor pro´prio, sendo o valor pro´prio correspondente igual a dois
([28]).
Estes exemplos reforc¸am a ideia de que o conhecimento de um par pro´prio (vetor
pro´prio/valor pro´prio) associado a uma transformac¸a˜o linear e´ essencial para caraterizar
essa transformac¸a˜o. Os me´todos matema´ticos que exploram as propriedades de uma matriz
usando so´ o seu espetro sa˜o conhecidos por me´todos espetrais e esta˜o presentes em inu´meras
aplicac¸o˜es. Por outro lado, o sistema (1.1) implica que o conjunto de soluc¸o˜es da seguinte
equac¸a˜o e´ exatamente o espetro de A:
det (A− λIn) = 0. (1.2)
A equac¸a˜o (1.2) e´ designada por equac¸a˜o carater´ıstica da matriz A. Pela definic¸a˜o de
determinante conclu´ımos que esta equac¸a˜o e´ polinomial e tem exatamente grau n. Ora,
o Teorema Fundamental da A´lgebra estabelece que um polino´mio de ordem n, em C,
tem exatamente n ra´ızes (contadas as suas multiplicidades). Essas ra´ızes sera˜o reais ou
complexas. Se A for uma matriz de entradas reais, a equac¸a˜o carater´ıstica so´ pode admitir
uma ra´ız complexa se tambe´m admitir outra ra´ız que e´ a sua conjugada.
Em princ´ıpio, havera´ duas classes de me´todos nume´ricos para resolver a equac¸a˜o (1.2):
 Me´todos Diretos: sa˜o me´todos que calculam exatamente as soluc¸o˜es, num nu´mero
finito de passos, desde que os ca´lculos sejam feitos sem erros de arredondamento;
 Me´todos Iterativos: sa˜o me´todos que definem uma sucessa˜o (de escalares, vetores ou
matrizes) convergente para um limite que define as soluc¸o˜es. Mesmo que os ca´lculos
sejam feitos sem erros de arredondamento, as soluc¸o˜es na˜o sera˜o encontradas sem
um erro de truncatura, pois na˜o e´ poss´ıvel calcular o limite da sucessa˜o definida. Na
verdade, os ca´lculos sera˜o interrompidos quando estiver satisfeita uma condic¸a˜o de
paragem, que estabelece normalmente uma toleraˆncia para o erro das soluc¸o˜es.
Uma das principais carater´ısticas do ca´lculo nume´rico dos valores pro´prios de uma ma-
triz e´ a da na˜o existeˆncia de me´todos diretos para matrizes de ordem superior a quatro.
Para n = 2 existe a fo´rmula resolvente das equac¸o˜es do segundo grau, para n = 3 existem
as fo´rmulas de Cardano e para n = 4 as fo´rmulas de Ferrari. Estas fo´rmulas permitem
encontrar as soluc¸o˜es num nu´mero finito de passos envolvendo as operac¸o˜es da aritme´tica
de nu´meros reais (soma, subtrac¸a˜o, multiplicac¸a˜o e divisa˜o) e o ca´lculo de ra´ızes de ı´ndice
n, n ∈ N. Note-se que esta u´ltima operac¸a˜o na˜o e´ classificada como um passo racional
porque na˜o pode ser feita num nu´mero finito de operac¸o˜es de aritme´tica. As fo´rmulas
de Cardano e de Ferrari na˜o sa˜o muito pra´ticas para ca´lculo manual mas qualquer sis-
tema simbo´lico de a´lgebra computacional (Symbolic Toolbox do MATLAB®, MAPLE®,
MATHEMATICA®) permite obter as soluc¸o˜es exatas, nestes casos (n = 2, 3, 4). O que
pode acontecer e´ que as expresso˜es alge´bricas que definem as soluc¸o˜es sejam complicadas,
por estarem expressas como frac¸o˜es envolvendo radicais. Esta questa˜o preocupou os ma-
tema´ticos durante se´culos. Na verdade, houve imensas tentativas para resolver a equac¸a˜o
4
Introduc¸a˜o
de ordem 5 mas as fo´rmulas nunca foram encontradas. Deve referir-se que, ao longo dos
se´culos, houve matema´ticos que julgavam ter conseguido deduzir tais fo´rmulas, mas vinha
sempre a revelar-se que se haviam enganado nas deduc¸o˜es. Para piorar (ou melhorar) a re-
ferida situac¸a˜o, e´ bem sabido que ja´ foi demonstrado que na˜o existem me´todos diretos para
resolver o problema de calcular as ra´ızes de equac¸o˜es polinomiais de grau n = 5, 6, 7, . . ..
Isso foi demonstrado em 1824 por Niels Abel (1802-1829) e constitui o enunciado do conhe-
cido Teorema da Impossibilidade de Abel-Ruffini ([24, Cap. 7, 8, 9, 12 e 13]). Deste modo,
torna-se incontorna´vel o uso de me´todos nume´ricos iterativos para o ca´lculo de valores
pro´prios de matrizes de ordem superior a quatro. Com esses me´todos nume´ricos desis-
timos de calcular exatamente as ra´ızes da equac¸a˜o carater´ıstica. Na verdade, a esseˆncia
desses me´todos consiste em definir sucesso˜es (escalares, vetoriais ou matriciais) conver-
gentes, cujos limites sa˜o definidos em termos de alguns (ou todos) os valores pro´prios da
matriz. Assim, em termos computacionais, partimos de uma aproximac¸a˜o inicial e, re-
cursivamente, calculamos sucessivos termos da sucessa˜o definida. Um crite´rio de paragem
pre´-fixado permite-nos interromper o ca´lculo, num dado termo da sucessa˜o, de forma a que
se garanta que o erro tolerado na˜o e´ excedido. Assim, o que se calcula sa˜o aproximac¸o˜es
dos valores pro´prios afetadas de erros de truncatura (pelo facto de se ter interrompido
os ca´lculos) e de um eventual erro de arredondamento, se usarmos aritme´tica de precisa˜o
finita. O uso de aritme´tica computacional de v´ırgula flutuante torna-se inevita´vel, para
matrizes de grande dimensa˜o, uma vez que a rapidez desta aritme´tica e´ muito superior a`
de qualquer sistema simbo´lico de a´lgebra computacional. Note-se que estes sistemas de
a´lgebra computacional permitiriam, hipoteticamente, encontrar aproximac¸o˜es para os va-
lores pro´prios que na˜o estivessem afetadas de erros de arredondamento. Mas o inevita´vel
erro de truncatura afetaria sempre os resultados. Assim, ha´ toda a vantagem em usar
aritme´tica em v´ırgula flutuante (em vez de aritme´tica exata) salvo em casos excecionais.
O objetivo principal desta dissertac¸a˜o e´ definir e estudar me´todos nume´ricos iterativos
de ca´lculo de valores pro´prios de matrizes quadradas de entradas reais.
1.2 Notas Histo´ricas
Os valores pro´prios sa˜o introduzidos, atualmente, no contexto do estudo da teoria de
matrizes. Contudo, historicamente apareceram associados ao estudo de formas quadra´ticas
e equac¸o˜es diferenciais. Leonhard Euler (1707–1781) estudou o movimento rotacional de
um corpo r´ıgido e descobriu a importaˆncia dos principais eixos do movimento. Lagrange
(1736–1813) concluiu que os principais eixos do movimento eram os vetores pro´prios da
matriz de ine´rcia do corpo. No princ´ıpio do se´culo XIX, Cauchy aplicou esses resultados
para classificar as superf´ıcies quadra´ticas. Foi Cauchy (1789-1957) que cunhou o termo
franceˆs “racine caracte´ristique” para o que, atualmente, chamamos valor pro´prio. Esse
termo sobrevive, no Portugueˆs, na designac¸a˜o de equac¸a˜o carater´ıstica.
Fourier (1772-1837) usou o trabalho de Lagrange para resolver a equac¸a˜o do calor, no
seu famoso trabalho de 1822 (“The´orie Analytique de la Chaleur”). Sturm (1803-1855) e
Cauchy provaram que as matrizes reais sime´tricas tinham valores pro´prios reais. Em 1855,
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Hermite (1822-1901) provou que o mesmo acontecia para matrizes de entradas complexas,
a que hoje chamamos hermı´ticas.
Muitas outras contribuic¸o˜es foram feitas para a teoria dos valores pro´prios, na˜o so´
no contexto de espac¸os de dimensa˜o finita mas tambe´m em espac¸os de dimensa˜o infinita.
Referiremos so´ que, no in´ıcio do se´culo XX , Hilbert (1862-1943) estudou os valores pro´prios
de operadores integrais, definindo esses operadores como estando associados a matrizes
infinitas. Foi Hilbert que usou inicialmente o termo alema˜o “eigen” para designar valores
pro´prios e vetores pro´prios numa publicac¸a˜o1 de 1904.
A teoria foi sendo desenvolvida e as aplicac¸o˜es pra´ticas foram surgindo nas mais varia-
das situac¸o˜es, uma vez que o ca´lculo de valores pro´prios ficou ligado a` teoria das equac¸o˜es
diferenciais e a` teoria da estabilidade de sistemas. Contudo, as necessidades computa-
cionais exigidas nas aplicac¸o˜es eram de tal ordem que a simples ideia de construir a
soluc¸a˜o nume´rica era absurda. Os me´todos inicialmente propostos passavam por fazer
transformac¸o˜es de semelhanc¸a na matriz dada ate´ encontrar uma matriz companheira que
exibisse os coeficientes do polino´mio carater´ıstico. De seguida, chegava-se ao bem conhe-
cido problema de resolver uma equac¸a˜o polinomial. Contudo, a complexidade do problema
de calcular ra´ızes de polino´mios carater´ısticos (i.e., valores pro´prios de matrizes) aumenta
rapidamente com o aumento do grau do polino´mio (dimensa˜o da matriz). Para piorar
tudo, qualquer procedimento computacional que passasse por calcular primeiro os coefi-
cientes do polino´mio carater´ıstico podia ser muito impreciso na presenc¸a dos inevita´veis
erros de arredondamento, porque as ra´ızes de um polino´mio podem ser muito sens´ıveis a
variac¸o˜es (ainda que pequenas) nos coeficientes.
Note-se que em 1846, Jacobi (1804-1851) propoˆs um me´todo iterativo matricial para
o ca´lculo dos valores pro´prios de uma matriz real e sime´trica. No entanto, esse me´todo
na˜o foi muito usado porque exigia muitos ca´lculos que, na e´poca, eram feitos manual-
mente. O me´todo de Jacobi so´ foi usado extensamente a partir de 1950 com o advento
dos computadores digitais. Na verdade, apesar de numerosos esforc¸os para a construc¸a˜o
de dispositivos de ca´lculo, questo˜es tecnolo´gicas limitaram sempre as capacidades desses
dispositivos. Nas primeiras de´cadas do se´culo XX, o ca´lculo das ra´ızes de um polino´mio de
grau elevado era uma tarefa quase imposs´ıvel. No entanto, em 1920, apareceu um me´todo,
devido a Leonhard Bairstow, que usava so´ aritme´tica de reais e conseguia calcular as ra´ızes
reais ou complexas de um polino´mio, com ordem de convergeˆncia quadra´tica. Apesar desse
desenvolvimento teo´rico, nas primeiras de´cadas do se´culo XX, o ca´lculo das ra´ızes de um
polino´mio de grau elevado era uma tarefa quase imposs´ıvel.
Outro algoritmo de ca´lculo de valores pro´prios, baseado em recurso˜es matriciais, foi o
Me´todo da Poteˆncia que apareceu na literatura em 1929, publicado por Richard Edler von
Mises (1883–1953). Contudo, so´ apo´s a segunda guerra mundial os computadores digitais
de elevada velocidade de processamento se tornaram dispon´ıveis. Apo´s isso, a procura
de algoritmos iterativos adequados fez-se sentir. Na verdade, os matema´ticos comec¸aram
1 Na verdade, no in´ıcio do se´culo XX, os termos usados em ingleˆs eram “proper value” e “proper vector”.
No entanto, como e´ sabido, atualmente na literatura anglo-saxo´nica esses termos sa˜o, respetivamente,
“eigenvalues” e “eigenvectors.” Estes termos impuseram-se por serem designac¸o˜es muito distintas de
qualquer palavra inglesa e, portanto, na˜o geraram confuso˜es com outras noc¸o˜es ou objetos matema´ticos.
6
Introduc¸a˜o
a propor me´todos especialmente dirigidos para o ca´lculo automa´tico em computadores
digitais.
Com o aparecimento do Me´todo QR, em 1961, ficou poss´ıvel o ca´lculo eficiente e com
elevada precisa˜o de todos os valores pro´prios de uma matriz, para uma gama muito gene´rica
de matrizes. Por isso, alguns autores ([26]) chamam-lhe “o rei dos me´todos”. Este me´todo
tem sido estudado e melhorado ate´ aos nossos dias e foi proposto, independentemente,
por John G.F. Francis e Vera Kublanovskaya. O me´todo QR tem muitas variantes. No
entanto, o uso de matrizes de Householder permite obter a melhor performance em termos
de eficieˆncia computacional, especialmente se combinadas com a cla´ssica decomposic¸a˜o
LU. As transformac¸o˜es de Householder sa˜o um poderoso processo de triangularizac¸a˜o de
matrizes e foram propostas em 1958 por Alston Scott Householder.
Para matrizes hermı´ticas esparsas, o algoritmo de Lanczos e´ um dos exemplos de
me´todos iterativos, entre outras possibilidades. Esse algoritmo foi proposto por Corne-
lius Lanczos (1893-1974) durante o per´ıodo 1949–1952 em que trabalhou no Institute for
Numerical Analysis ligado a` Universidade da California ([12, pp. 894–897], [28], [16] e
[17]).
Devemos frisar que, por exemplo, o MATLAB® faz o ca´lculo das ra´ızes dos polino´mios
construindo uma matriz companheira. Depois, aplica um me´todo iterativo matricial para
calcular os valores pro´prios dessa matriz. E´ uma ironia histo´rica porque isto so´ se faz nos
u´ltimos cinquenta anos. No passado, era o ca´lculo dos valores pro´prios que era convertido
no velho e bem conhecido problema de calcular ra´ızes de polino´mios.
A investigac¸a˜o no a´rea do Matrix Eigenvalue Problem continua ativa porque se procu-
ram me´todos mais eficientes e precisos. Ale´m disso, ha´ sempre problemas dif´ıceis, como e´
o caso das matrizes com valores pro´prios muito pro´ximos uns dos outros. Essas matrizes,
ditas de espetro mal separado, constituem um desafio nume´rico, uma vez que, em geral, os
me´todos apresentam dificuldades de convergeˆncia.
1.3 Aplicac¸o˜es Pra´ticas
Como ja´ foi dito, a teoria dos valores pro´prios nasceu em estudos de mecaˆnica de rotac¸a˜o
de corpos r´ıgidos. Na verdade, uma vez que o ca´lculo de valores pro´prios ficou ligado a`
teoria das equac¸o˜es diferenciais as aplicac¸o˜es do ca´lculo nume´rico dos valores pro´prios sa˜o
imensas, uma vez que os sistemas dinaˆmicos sa˜o dos modelos mais usados nas aplicac¸o˜es.
Ale´m disso, um aspeto central da teoria dos sistemas sa˜o os estudos de estabilidade. Ora,
esses estudos podem ser formulados como problemas de localizac¸a˜o de valores pro´prios (no
c´ırculo unita´rio, por exemplo).
Ja´ no se´culo XX, surgiram aplicac¸o˜es que exigem o ca´lculo nume´rico de valores pro´prios
([28]):
 Mecaˆnica Quaˆntica: no estudo da equac¸a˜o de Schrodinger e na teoria das o´rbitas de
eletro˜es em a´tomos e mole´culas;
 Geologia e Glaciologia;
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 Estat´ıstica: na ana´lise de componentes principais (ACP) de grandes bases de dados
com aplicac¸o˜es em “data mining”, investigac¸a˜o qu´ımica, Psicologia e Marketing;
 Processamento de Imagem: reconhecimento de padro˜es e mesmo de rostos humanos;
 Estudo epidemiolo´gico de doenc¸as infecciosas;
 Teoria Espetral de Grafos: um grafo pode ser definido pela sua matriz de adjaceˆncia
e dessa forma as carater´ısticas do grafo podem ser estabelecidas conhecendo o espetro
do grafo;
 Algoritmos de PageRank : estes algoritmos esta˜o na base da construc¸a˜o dos motores
de busca usados nas pesquisas da internet, como por exemplo o Google®. Na verdade,
o vetor pro´prio dominante de um grafo e´ usado para medir a centralidade dos seus
ve´rtices. Um exemplo e´ o “Google®PageRank Algorithm.” Neste algoritmo, o valor
pro´prio de uma matriz de adjaceˆncia modificada (pela busca) do grafo, que e´ a
“World Wide Web”, da´ o “page rank” (ou seja, o nu´mero de ordenac¸a˜o de cada site
numa busca). Esses nu´meros surgem nas componentes do vetor pro´prio dominante.
Assim, o sucesso civilizacional que e´ o Google® so´ e´ poss´ıvel porque existem me´todos
de ca´lculo dos valores pro´prios dominantes de matrizes de muito grande dimensa˜o,
bastante eficientes. Refira-se que a patente deste algoritmo, que esta´ ao servic¸o
exclusivo da Google®, rendeu, ao que consta, a` Universidade de Stanford mais de
330 milho˜es de do´lares ([18] e [6]).
1.4 Objetivos Gerais do Trabalho
Como ja´ foi dito, o objetivo principal desta dissertac¸a˜o e´ definir e estudar me´todos
nume´ricos iterativos de ca´lculo de valores pro´prios de matrizes de entradas reais. No
entanto, pretendemos tambe´m estudar alguns me´todos de localizac¸a˜o de valores pro´prios,
uma vez que estes me´todos sa˜o muito u´teis para obter aproximac¸o˜es iniciais necessa´rias
aos me´todos iterativos. Nos me´todos de localizac¸a˜o esta˜o inclu´ıdos me´todos que permitem
separar os valores pro´prios em subdomı´nios disjuntos.
Opta´mos por abordar va´rias classes de me´todos que teˆm importaˆncia histo´rica para
ilustrar as diferentes maneiras em que podem ser usadas, para abordar o problema. Na
verdade, ha´ duas grandes classes de me´todos:
 Me´todos de obtenc¸a˜o do polino´mio carater´ıstico, a partir da matriz dada, conjugados
com me´todos nume´ricos iterativos de obtenc¸a˜o das ra´ızes desse polino´mio;
 Me´todos iterativos matriciais, que sa˜o os mais usados atualmente.
Dada a vastida˜o do tema abordado houve que fazer opc¸o˜es e escolhas para limitar a
extensa˜o desta dissertac¸a˜o. Por um lado, na˜o e´ poss´ıvel descrever os me´todos todos. Por
outro lado, trac¸a´mos como objetivo o desenvolvimento do trabalho numa vertente mais
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ligada a` teoria, que sustenta a consisteˆncia e a convergeˆncia dos me´todos definidos. Essa
escolha levou a que as ana´lises de erro (de truncatura e de arredondamento) na˜o fossem
feitas. Da mesma forma, na˜o fizemos estudos acerca do condicionamento do problema, nem
ana´lises de estabilidade nume´rica dos diferentes me´todos. Conve´m frisar que os to´picos que
na˜o foram tratados so´ poderiam ser abordados apo´s o trabalho desta dissertac¸a˜o e alguns
deles sa˜o, ainda hoje, mate´ria de investigac¸a˜o.
1.5 Organizac¸a˜o da Dissertac¸a˜o
No Cap´ıtulo 2, comec¸aremos por introduzir algumas noc¸o˜es preliminares que auxiliara˜o
no desenvolvimento do tema, como por exemplo, normas matriciais e transformac¸o˜es de
semelhanc¸a.
Dedicamos o Cap´ıtulo 3 a` localizac¸a˜o de valores pro´prios a partir da matriz (sem recurso
ao polino´mio carater´ıstico). Abordamos me´todos baseados no ca´lculo de normas e em
c´ırculos de Gershgorin. No Apeˆndice A sa˜o apresentados me´todos de localizac¸a˜o cla´ssicos
baseados nos coeficientes do polino´mio carater´ıstico.
No Cap´ıtulo 4 estudaremos quatro modos diferentes de obter o polino´mio carater´ıstico
de uma dada matriz, o me´todo de Danilevsky, o me´todo de Krylov, o me´todo de Leverrier e
o me´todo dos coeficientes indeterminados. Como estes me´todos so´ resolvem o subproblema
de converter o ca´lculo dos valores pro´prios no ca´lculo das ra´ızes de um polino´mio, dedicamos
algum espac¸o (Cap´ıtulo 5) a me´todos iterativos especialmente aplicados a aproximar zeros
de polino´mios. Os me´todos apresentados sera˜o o me´todo de Newton-Horner, que podemos
ver como uma adaptac¸a˜o melhorada ao me´todo de Newton-Raphson, o me´todo de Mu¨ller,
com uma ideia base ideˆntica ao me´todo da secante, e o me´todo de Bairstow, que extrai de
um polino´mio um fator quadra´tico.
Chegamos enta˜o a` importante classe dos Me´todos Matriciais Iterativos de Aproximac¸a˜o
de Valores Pro´prios. Esse assunto e´ o tema do Cap´ıtulo 6. Dentro de uma vasta gama de
me´todos que poderiam ser abordados, opta´mos por desenvolver o Me´todo das Poteˆncias,
que devolve uma aproximac¸a˜o do valor pro´prio de maior valor absoluto, o Me´todo QR,
que devolve uma aproximac¸a˜o de todo o espetro de uma matriz, e o Me´todo de Jacobi,
que devolve todo o espetro de uma matriz real e sime´trica, se determinadas condic¸o˜es de
convergeˆncia forem satisfeitas.
No Apeˆndice B inclu´ımos o co´digo MATLAB® das rotinas que foram programadas
para testar os me´todos e fazer as simulac¸o˜es que conduziram aos exemplos nume´ricos que
atravessam o texto.
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Cap´ıtulo 2
Preliminares
Neste cap´ıtulo, iremos apresentar algumas definic¸o˜es e resultados importantes que ser-
vira˜o de apoio ao desenvolvimento dos cap´ıtulos seguintes. Comec¸aremos pelas normas
matriciais, passando por noc¸o˜es ba´sicas acerca de valores e vetores pro´prios e pela seme-
lhanc¸a de matrizes. Por fim, definiremos matrizes de Householder e matrizes de Givens.
2.1 Normas matriciais
Sendo as normas matriciais um tema cla´ssico e´ poss´ıvel encontra´-lo exposto em diversa
literatura, por exemplo, em [20, pp. 18–27] ou [22, cap. 4]. Neste trabalho, opta´mos por
seguir a notac¸a˜o de [15, cap. 10] e [10, cap. 5].
Antes de definirmos norma matricial, comec¸aremos por definir norma vetorial.
Definic¸a˜o 2.1 Consideremos V um espac¸o vetorial sobre C. A ‖.‖ chamamos norma
vetorial se, para todo x, y ∈ V , se verificarem as seguintes propriedades:
1. ‖x‖ ≥ 0;
2. ‖x‖ = 0⇔ x = 0;
3. ‖αx‖ = |α| ‖x‖,∀α ∈ C;
4. ‖x+ y‖ ≤ ‖x‖+ ‖y‖ (desigualdade triangular).
Apresentamos alguns exemplos de normas vetoriais que se podem definir no espac¸o
vetorial Cn e que sa˜o, tambe´m, as mais frequentemente usadas.
 ‖x‖2 =
√∑n
i=1 |xi|2, (norma euclidiana);
 ‖x‖1 =
∑n
i=1 |xi|, (norma absoluta);
 ‖x‖∞ = max1≤i≤n(
∑n
i=1 |xi|), (norma do ma´ximo);
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 ‖x‖p = (
∑n
i=1 |xi|p)
1
p , com p ≥ 1, (normas lp ou normas p de Holder).
Definic¸a˜o 2.2 Uma norma vetorial |||.||| em Cn×n diz-se norma matricial se:
∀A,B ∈ Cn×n |||AB||| ≤ |||A||| |||B|||. (2.1)
Seja A = [aij], i, j = 1, . . . n, uma matriz de entradas complexas, as seguintes normas
vetoriais sa˜o tambe´m normas matriciais:
 ‖A‖1 =
∑n
i,j=1 |aij|;
 ‖A‖F =
√∑n
i,j=1 |aij|2, (norma euclidiana ou de Frobenius);
 ‖A‖∞ = max1≤i,j≤n |aij|.
Pode-se consultar a verificac¸a˜o das condic¸o˜es da definic¸a˜o de norma matricial, para
estes casos, por exemplo em [10, pp. 291–292].
Algumas propriedades verificadas pelas normas matriciais sa˜o as seguintes:
Propriedade 2.1 Seja A ∈ Cn×n, enta˜o:
1. |||In||| ≥ 1, onde In e´ a matriz identidade de ordem n;
2.
∣∣∣∣∣∣Ak∣∣∣∣∣∣ ≤ |||A|||k, qualquer que seja k ∈ Z;
3. |||A−1||| ≥ 1|||A||| , com det(A) 6= 0.
Proposic¸a˜o 2.1 Se |||.||| e´ uma norma matricial e se S ∈ Cn×n e´ uma matriz invert´ıvel
enta˜o
|||A|||S = |||S−1AS|||
e´ uma norma matricial.
Prova: A prova desta proposic¸a˜o facilmente decorre do facto de |||.||| ser uma norma
matricial e para que |||.|||S seja uma norma matricial tera´ de verificar as Definic¸o˜es 2.1 e
2.2.
Sejam A e B matrizes quadradas com entradas em C, |||.||| uma norma matricial e S
uma matriz invert´ıvel.
|||A|||S = |||S−1AS||| ≥ 0;
|||A|||S = 0⇔ |||S−1AS||| = 0⇔ S−1AS = 0⇔ A = 0;
|||αA|||S = |||α(S−1AS)||| = |α| |||S−1AS||| = |α| |||A|||S, ∀α ∈ C;
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|||A+B|||S = |||S−1(A+B)S)|||
= |||(S−1AS) + (S−1BS)|||
≤ |||S−1AS|||+ |||S−1BS|||
= |||A|||S + |||B|||S;
|||AB|||S = |||S−1(AB)S)|||
= |||(S−1AS)(S−1BS)|||
≤ |||S−1AS||| |||S−1BS|||
= |||A|||S|||B|||S.
.
2
Uma outra noc¸a˜o muito importante e´ a de norma matricial induzida por uma norma
vetorial, que introduzimos de seguida.
Definic¸a˜o 2.3 Sejam A uma matriz quadrada de ordem n, x um vetor na˜o nulo de Cn e
‖.‖ uma norma vetorial, a
|||A||| = sup
x∈Cn
x 6=0
‖Ax‖
‖x‖
chamamos norma matricial induzida pela norma vetorial ‖.‖.
Para normas matriciais induzidas verificam-se as seguintes propriedades:
Propriedade 2.2 Sejam A uma matriz quadrada de ordem n, x um vetor na˜o nulo de
Cn, ‖.‖ uma norma vetorial e |||.||| uma norma matricial induzida por ‖.‖. Verifica-se que:
1. |||In||| = 1;
2. ‖Ax‖ ≤ |||A||| ‖x‖.
Note-se que quando uma norma matricial e uma norma vetorial verificam o ponto 2 da
Propriedade 2.2 estas dizem-se compat´ıveis.
As normas matriciais induzidas mais usuais sa˜o as seguintes:
 |||A|||1 = max1≤j≤n(
∑n
i=1 |aij|), (ma´ximo da soma, em valor absoluto, por colunas,
norma induzida pela norma ‖.‖1);
 |||A|||2 =
√
ρ(A∗A), onde ρ(B) denota o raio espetral da matriz B, que definiremos
mais adiante, (norma espectral, induzida pela norma euclidiana);
 |||A|||∞ = max1≤i≤n(
∑n
j=1 |aij|), (ma´ximo da soma, em valor absoluto, por linhas,
norma induzida pela norma ‖.‖∞).
Tendo em atenc¸a˜o a definic¸a˜o de transconjugada de uma matriz podemos ver que
|||A|||1 = |||A∗|||∞ ou que |||A∗|||1 = |||A|||∞.
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2.2 Valores e Vetores Pro´prios de uma matriz
Definic¸a˜o 2.4 Seja A ∈ Cn×n uma matriz. Dizemos que λ ∈ C e´ um valor pro´prio de
A se existir x ∈ Cn, na˜o nulo, tal que:
Ax = λx. (2.2)
A x chamamos vetor pro´prio de A associado a λ.
A equac¸a˜o matricial (2.2) pode ser escrita na seguinte forma:
(λIn − A)x = 0. (2.3)
Assim, λ e´ valor pro´prio de A se e so´ se a matriz (λ In − A) for na˜o invert´ıvel, isto e´,
λ e´ valor pro´prio de A se e so´ se det(λIn − A) = 0. Ainda podemos dizer que λ e´ valor
pro´prio de A se so´ se λ e´ ra´ız do polino´mio det(λIn − A).
Definic¸a˜o 2.5 Ao polino´mio
pA(λ) = det(λIn − A) (2.4)
chamamos polino´mio carater´ıstico da matriz A.
Se pA(λ) e´ o polino´mio carater´ıstico de A enta˜o:
pA(λ) = (λ− λ1)m1 · · · (λ− λk)mk ,
com m1 + · · ·+mk = n, onde λ1, . . . , λk sa˜o os valores pro´prios distintos de A.
A mi chamamos multiplicidade alge´brica do valor pro´prio λi, para i = 1, . . . , k, e
escrevemos αA(λi) = mi.
Definic¸a˜o 2.6 Ao conjunto dos valores pro´prios da matriz A damos o nome de espetro
de A e representamos por σ(A), isto e´,
σ(A) = {λ ∈ C : λ e´ valor pro´prio deA} . (2.5)
Definic¸a˜o 2.7 Designamos por raio espetral de A, denotado por ρ(A), o valor
ρ(A) = max {|λ|, λ ∈ σ(A)} . (2.6)
Definic¸a˜o 2.8 Se A for uma matriz quadrada de ordem n e λ for um seu valor pro´prio,
ao conjunto formado pelos vetores pro´prios associados a λ e pelo vetor nulo chamamos
subespac¸o pro´prio de A associado ao valor pro´prio λ e denotamos por SA(λ).
A γA(λ) = dim(SA(λ)) damos o nome de multiplicidade geome´trica do valor
pro´prio λ.
Definic¸a˜o 2.9 Seja λ um valor pro´prio da matriz A e x um vetor pro´prio associado a
λ. Ao par (λ, x) chamamos par pro´prio. Se |λ| = ρ(A), ao par (λ, x) chamamos par
pro´prio dominante e a λ valor pro´prio dominante.
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Apresentamos, de seguida, algumas propriedades dos valores pro´prios de uma dada
matriz A.
Propriedade 2.3 Se λ e´ valor pro´prio de A enta˜o:
1. λ e´ valor pro´prio de A∗;
2. αλ e´ valor pro´prio de αA, ∀α ∈ C;
3. λk e´ valor pro´prio de Ak, com k ≥ 0 inteiro;
4. λ−1 e´ valor pro´prio de A−1, com A invert´ıvel;
As provas destas propriedades podem ser vistas em [1, pp.483–486].
A propriedade seguinte tambe´m e´ importante e a sua prova pode ser vista em [1, p.
490]
Propriedade 2.4 Se A ∈ Rn×n for uma matriz sime´trica enta˜o os seus valores pro´prios
sa˜o reais.
Seguidamente, enunciamos um teorema que revela a relac¸a˜o existente entre os valores
pro´prios de uma matriz e o trac¸o1 dessa mesma matriz. A prova deste teorema pode ser
vista em [15, p. 157]. Denotaremos por tr(A) o trac¸o de uma dada matriz A.
Teorema 2.1 Seja a matriz A ∈ Cn×n e sejam λ1, . . . , λk os seus valores pro´prios distin-
tos. Enta˜o:
tr(A) =
k∑
i=1
αA(λi)λi. (2.7)
Para este trabalho tambe´m sera´ u´til a noc¸a˜o de matriz companheira da matriz A.
Definic¸a˜o 2.10 Seja p(λ) = λn + pn−1λn−1 + · · · + p1λ + p0 o polino´mio carater´ıstico de
uma dada matriz A. A` matriz
CA =

−pn−1 −pn−2 · · · −p1 −p0
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
 (2.8)
chamamos matriz companheira do polino´mio carater´ıstico de A ou, simplesmente,
matriz companheira de A.
1O trac¸o de uma matriz e´ dado pela soma dos elementos da sua diagonal principal.
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A matriz companheira tambe´m pode ser dada nas seguintes formas:
−pn−1 1 · · · 0 0
−pn−2 0 · · · 0 0
...
...
. . . 1 0
−p1 0 · · · 0 1
−p0 0 · · · 0 0
 ou

0 0 · · · 0 −p0
1 0 · · · 0 −p1
0 1 · · · 0 ...
...
...
. . .
... −pn−2
0 0 · · · 1 −pn−1

ou ainda 
0 1 · · · 0 0
0 0 · · · 0 0
...
...
. . . 1 0
0 0 · · · 0 1
−p0 −p1 · · · −pn−2 −pn−1
 .
Ao longo do trabalho, quando nos referirmos a` matriz companheira da matriz dada
estaremos a falar na forma (2.8). Claro que todas as concluso˜es que se tirem acerca desta
forma companheira podera˜o ser adaptadas para qualquer uma das outras. De referir, ainda,
que a matriz companheira partilha, com a matriz original, o polino´mio carater´ıstico.
2.3 Transformac¸o˜es de Semelhanc¸a
Algumas transformac¸o˜es de semelhanc¸a de matrizes revelam-se muito importantes no
desenrolar de alguns me´todos de aproximac¸a˜o de valores pro´prios, que ira˜o ser abordados
em cap´ıtulos posteriores. Por isso, apresentamos, nesta secc¸a˜o, alguns resultados que
iremos utilizar mais adiante.
Definic¸a˜o 2.11 As matrizes A e B, quadradas de ordem n, dizem-se matrizes seme-
lhantes se existe uma matriz invert´ıvel S ∈ Cn×n tal que:
A = S−1BS.
A` passagem de B para S−1BS chamamos transformac¸a˜o de semelhanc¸a. A` matriz
S chamamos matriz de semelhanc¸a.
Teorema 2.2 Sejam A e B matrizes quadradas de ordem n, semelhantes. Enta˜o A e B
possuem os mesmos valores pro´prios. Por outras palavras, transformac¸o˜es de semelhanc¸a
preservam o polino´mio carater´ıstico.
A prova deste teorema e´ relativamente simples e, para leitores mais interessados, pode
ser vista em [1, pp. 497–498]. Relembramos que o rec´ıproco deste Teorema e´ falso. Um
exemplo muito simples e´ o seguinte, tomemos as matrizes A e B, tais que,
A =
[
1 1
0 1
]
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e
B = I2 =
[
1 0
0 1
]
.
O polino´mio carater´ıstico destas duas matrizes e´ igual, ou seja,
pA(x) = pB(x) = x
2 − 2x+ 1.
Se as matrizes A e B fossem semelhantes existiria uma matriz S invert´ıvel tal que
A = S−1BS, donde
A = S−1I2S = S−1S = I2,
mas A 6= I2. Logo na˜o podemos afirmar que, se duas matrizes possuem o mesmo polino´mio
carater´ıstico enta˜o sa˜o semelhantes.
Definic¸a˜o 2.12 Seja A uma matriz quadrada de ordem n. A diz-se diagonaliza´vel se e´
semelhante a uma matriz diagonal.
As matrizes unita´rias e as transformac¸o˜es de semelhanc¸a que envolvem estas matrizes,
introduzidas a seguir, sera˜o de grande importaˆncia no desenrolar do u´ltimo cap´ıtulo deste
trabalho. Assim, comec¸amos por definir matrizes unita´rias.
Definic¸a˜o 2.13 Uma matriz U ∈ Cn×n diz-se unita´ria se U∗U = In. No caso de U ser
real temos UTU = In e dizemos que U e´ ortogonal.
Em [10, pp. 67–68], encontramos um teorema que revela algumas propriedades acerca
das matrizes unita´rias e onde tambe´m se pode ver a demonstrac¸a˜o de tais propriedades.
Aqui, enunciamos algumas que iremos utilizar.
Teorema 2.3 Seja a matriz U ∈ Cn×n, as seguintes proposic¸o˜es sa˜o equivalentes:
1. U e´ unita´ria
2. U e´ na˜o singular e U∗ = U−1
3. UU∗ = In
A propriedade seguinte tambe´m sera´ muito u´til ao longo do Cap´ıtulo 6 e facilmente se
verifica.
Propriedade 2.5 Sejam U, V ∈ Cn×n. Se U e V sa˜o duas matrizes unita´rias enta˜o a
matriz UV e´ tambe´m unita´ria.
Definic¸a˜o 2.14 Uma matriz B ∈ Cn×n diz-se unitariamente semelhante a A ∈ Cn×n
se existe uma matriz unita´ria U ∈ Cn×n tal que
B = U∗AU.
Caso a matriz U seja real dizemos que B e´ ortogonalmente semelhante a A.
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As matrizes de forma triangular sa˜o mais simples, no que diz respeito a` determinac¸a˜o
dos seus valores pro´prios, pois estes sa˜o as entradas da sua diagonal principal. O teorema
seguinte garante que existe uma matriz unita´ria que transforma por semelhanc¸a qualquer
matriz dada numa triangular superior.
Teorema 2.4 (Teorema da decomposic¸a˜o de Schur) Dada uma matriz A ∈ Cn×n
existe uma matriz unita´ria U ∈ Cn×n e uma matriz triangular superior T tal que
T = U∗AU.
A demonstrac¸a˜o deste teorema e´ feita por induc¸a˜o sobre n usando o processo de orto-
normalizac¸a˜o de Gram-Schmidt e um processo de deflac¸a˜o de matrizes. Pode ser visto, por
exemplo, em [10, pp. 79–80].
No entanto, nem sempre e´ fa´cil encontrar uma matriz unita´ria U ∈ Cn×n que transforme
por semelhanc¸a uma dada matriz A ∈ Cn×n numa matriz triangular superior. Note-se que
encontrar tal matriz e´ equivalente a determinar uma base ortonormada de vetores pro´prios
de A que, se fosse conhecida, tornaria trivial o problema de ca´lculo dos valores pro´prios.
Deste modo, a reduc¸a˜o de uma matriz A a uma matriz triangular, usando o Teorema da
decomposic¸a˜o de Schur, com o objetivo de determinar os seus valores pro´prios na˜o tem
utilidade pra´tica pois, em geral, na˜o e´ poss´ıvel determinar, num nu´mero finito de passos,
uma tal matriz U . No entanto, como iremos ver no Cap´ıtulo 6, na Subsecc¸a˜o 6.2.3, e´
poss´ıvel encontrar, num nu´mero finito de passos, uma matriz ortogonal P tal que P TAP e´
uma matriz de Hessenberg. Uma matriz de Hessenberg tem uma forma “quase” triangular
e estas matrizes tornam o ca´lculo de valores pro´prios mais fa´cil.
Definic¸a˜o 2.15 A` matriz H = [hij] ∈ Cn×n chamamos matriz de Hessenberg se
hij = 0, para i > j + 1, ou seja,
H =

h11 h12 · · · · · · · · · h1n
h21 h22 · · · · · · · · · h2n
0 h32
. . .
...
0 0
. . . . . .
...
...
...
. . . . . . . . .
...
0 0 · · · 0 hn,n−1 hnn

.
Exemplo 2.1 A matriz
H =

1 2 4 5 0
1 0 1 3 2
0 2 0 7 4
0 0 2 1 1
0 0 0 8 2

e´ de Hessenberg ou, podemos dizer que, esta´ na forma superior de Hessenberg.
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2.4 Matrizes de Householder
Como ja´ referimos, uma matriz dada A ∈ Rn×n pode ser transformada numa matriz
triangular ou numa matriz de Hessenberg, por meio de transformac¸o˜es de semelhanc¸a.
Uma dessas transformac¸o˜es faz uso das matrizes de reflexa˜o de Householder. Ale´m disso,
um dos me´todos usados para obter a decomposic¸a˜o QR de uma matriz faz uso deste tipo
de matrizes, como veremos na Subsecc¸a˜o 6.2.1.
Definic¸a˜o 2.16 Dado um vetor v ∈ Rn na˜o nulo, arbitra´rio, a matriz de reflexa˜o de
Householder, ou simplesmente, a matriz de Householder P ∈ Rn×n e´ dada por
P = In − 2 vv
T
||v||22
.
Ao vetor v chamamos vetor de Householder.
Podemos verificar que a matriz P e´ sime´trica,
P T =
(
In − 2 vv
T
||v||22
)T
= ITn − 2
(vvT )T
||v||22
= In − 2 vv
T
||v||22
= P,
e ortogonal,
P TP = P 2
=
(
In − 2 vv
T
||v||22
)(
In − 2 vv
T
||v||22
)
= In − 2 vv
T
||v||22
− 2 vv
T
||v||22
+ 4
v(vTv)vT
||v||42
= In − 4 vv
T
||v||22
+ 4
vvT
||v||22
= In.
Dado um vetor x ∈ Rn, o vetor y = Px, com P uma matriz de Householder, e´ uma
reflexa˜o de x em relac¸a˜o a um plano ortogonal ao vetor v.
Exemplo 2.2 Consideremos o vetor v =
[
1
3
]
. A matriz de Householder e´ dada por
P = I2 − 2 vv
T
||v||22
=
1
5
[
4 −3
−3 −4
]
.
Tomemos o vetor x =
[ −2
−2
]
, enta˜o y = Px =
 −25
14
5
 .
Veja-se a ilustrac¸a˜o gra´fica da Figura 2.1.
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v
x
y
plano ortogonal ao vetor v
θ
θ
Figura 2.1: Reflexa˜o do vetor x em relac¸a˜o a um plano ortogonal ao vetor v.
2.5 Matrizes de Givens
Assim como as matrizes de Householder, as matrizes de Givens tambe´m podem ser
utilizadas para se obter a decomposic¸a˜o QR de uma dada matriz, como iremos ver mais
adiante. Tambe´m sa˜o usadas para transformar por semelhanc¸a uma matriz dada numa
matriz de Hessenberg, como veremos na Subsecc¸a˜o 6.2.3. Estas matrizes sa˜o matrizes
ortogonais de rotac¸a˜o que ira˜o permitir anular elementos de um vetor ou de uma matriz.
Comec¸amos por definir (p, q)-plano em Rn.
Definic¸a˜o 2.17 Chamamos (p, q)-plano em Rn, e denotamos por Pp,q, com 1 ≤ p < q ≤ n,
ao subespac¸o de Rn gerado por
ep = (0, . . . , 0, 1, 0, . . . , 0)
↑
p
e
eq = (0, . . . , 0, 1, 0, . . . , 0).
↑
q
Definic¸a˜o 2.18 Dados p < q e um aˆngulo θ, os elementos da matriz de Givens,
G(p, q, θ), a eles associados sa˜o
gpp = gqq = cos(θ)
gpq = − sin(θ)
gqp = sin(θ)
gii = 1 se i 6= p, q
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e os restantes elementos sa˜o todos nulos, ou seja,
G ≡ G(p, q, θ) =

Ip−1
... 0
... 0
· · · cos(θ) · · · − sin(θ) · · ·
0
... Iq−p−1
... 0
· · · sin(θ) · · · cos(θ) · · ·
0
... 0
... In−q
 .
Note-se que uma matriz de Givens e´ uma matriz ortogonal pois, como facilmente se
constata, GTG = In.
As matrizes de Givens sa˜o matrizes de rotac¸a˜o. De facto, dado um vetor x ∈ Pp,q o
vetor y = Gx e´ o vetor resultante da rotac¸a˜o, associada ao aˆngulo θ e centrada na origem,
do vetor x.
Exemplo 2.3 Tomemos n = 3, o plano
P1,3 =
〈 10
0
 ,
 00
1
〉
e θ = pi
2
.
Enta˜o, segundo a Definic¸a˜o 2.18,
G =
 cos (pi2 ) 0 − sin (pi2 )0 1 0
sin
(
pi
2
)
0 cos
(
pi
2
)

=
 0 0 −10 1 0
1 0 0
 .
Seja v =
 10
3
 , aplicando a matriz G temos
Gv =
 0 0 −10 1 0
1 0 0
 10
3

=
 −30
1
 .
Como podemos observar, v ∈ P1,3 e Gv ∈ P1,3. Veja-se a ilustrac¸a˜o gra´fica na Figura 2.2.
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−4 −3 −2 −1 1 2 3 4
1
2
3
0
v
Gv
θ
Figura 2.2: Rotac¸a˜o de pi
2
em torno da origem, do vetor v
Para terminar, observe-se que se x = (x1, . . . , xn) enta˜o as coordenadas do vetor y = Gx
sa˜o dadas por
yj =

xj , j 6= p, q
cos(θ)xp − sin(θ)xq , j = p
sin(θ)xp + cos(θ)xq , j = q
. (2.9)
22
Cap´ıtulo 3
Localizac¸a˜o de valores pro´prios
Como se sabe, o problema de calcular os valores pro´prios de uma matriz pode passar
pela determinac¸a˜o das ra´ızes do polino´mio carater´ıstico. No entanto, se esse polino´mio for
de grau superior a quatro1 temos de usar me´todos nume´ricos de aproximac¸a˜o de ra´ızes.
Esses me´todos sera˜o abordados mais a` frente, neste trabalho. Antes de se aplicar um
destes me´todos e´ necessa´rio obter uma aproximac¸a˜o inicial de uma ra´ız e, por isso, a sua
localizac¸a˜o e/ou separac¸a˜o e´ importante.
Neste cap´ıtulo, estudaremos a localizac¸a˜o de valores pro´prios sem recurso ao polino´mio
carater´ıstico para, mais tarde, se aplicar no ca´lculo da sua aproximac¸a˜o. Abordaremos
algumas formas de localizac¸a˜o de valores pro´prios usando, para isso, a noc¸a˜o de norma e
os c´ırculos de Gershgorin.
A localizac¸a˜o de valores pro´prios com recurso ao polino´mio carater´ıstico pode ser vista
no Apeˆndice A.
3.1 Com recurso a normas
Os resultados apresentados, nesta secc¸a˜o, sa˜o baseados em [15, cap. 10] e [10, cap. 5].
Teorema 3.1 Sejam A ∈ Cn×n uma matriz e |||.||| uma norma matricial. Para qualquer
matriz A temos que:
ρ(A) ≤ |||A|||, (3.1)
e
ρ(A)2 ≤ |||A|||1 |||A|||∞. (3.2)
Prova: Seja λ0 um valor pro´prio de A tal que ρ(A) = |λ0|. Enta˜o, por definic¸a˜o, existe
um vetor x ∈ C, na˜o nulo, tal que Ax = λ0x.
1Para equac¸o˜es de grau superior a 4 existem fo´rmulas fechadas que nos permitem calcular as suas ra´ızes.
Como ja´ referimos, o matema´tico Abel conseguiu provar que na˜o existem tais fo´rmulas para equac¸o˜es de
grau superior ou igual a 5 ([24, Cap. 7, 8, 9, 12 e 13]).
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Tomemos a matriz n× n definida da seguinte forma
X =
[
x 0 0 · · · 0 ] .
Podemos ver que
AX = A
[
x 0 0 · · · 0 ]
=
[
Ax 0 0 · · · 0 ]
=
[
λ0x 0 0 · · · 0
]
= λ0
[
x 0 0 · · · 0 ]
= λ0X.
Deste modo, temos
|||λ0X||| = |||AX||| ≤ |||A||| |||X|||.
Como x 6= 0 enta˜o X 6= 0 e, portanto, |||X||| > 0. Assim,
|λ0| ≤ |||A|||,
ou seja,
ρ(A) ≤ |||A|||,
ficando provada a equac¸a˜o (3.1).
Para mostrar (3.2) baseamo-nos em (3.1) e na definic¸a˜o de norma espetral. Assim,
como (3.1) e´ va´lido para qualquer norma, e´ va´lido, em particular, para a norma espetral,
logo
ρ(A) ≤ |||A|||2 =
√
ρ(A∗A)
donde
(ρ(A))2 ≤ |||A|||22 = ρ(A∗A).
Enta˜o
(ρ(A))2 ≤ ρ(A∗A)
≤ |||A∗A|||1
≤ |||A∗|||1 |||A|||1 = |||A|||∞ |||A|||1.
2
Definic¸a˜o 3.1 O limite inferior de uma matriz A, relativamente a uma norma vetorial
‖.‖, e´ dado por:
`(A) = inf
x∈Cn
x6=0
‖Ax‖
‖x‖ . (3.3)
Esta definic¸a˜o leva-nos aos seguintes resultados:
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Proposic¸a˜o 3.1 Se |||.||| e´ uma matriz induzida pela norma vetorial ‖.‖ enta˜o
`(A) =
{
1
|||A−1||| se det(A) 6= 0
0 se det(A) = 0
.
Prova: Suponhamos que det(A) 6= 0. Enta˜o a matriz e´ invert´ıvel.
Por definic¸a˜o,
`(A) = inf
x∈Cn
x6=0
‖Ax‖
‖x‖ .
Fazendo a seguinte mudanc¸a de varia´vel, x = A−1y, podemos escrever
`(A) = inf
y∈Cn
y 6=0
‖y‖
‖A−1y‖
e, portanto,
`(A) =
sup
y∈Cn
y 6=0
‖A−1y‖
‖y‖
−1
=
1
|||A−1||| .
Suponhamos que det(A) = 0. Enta˜o existe um vetor x0 ∈ Cn, na˜o nulo, tal que Ax0 = 0
e ‖x0‖ = 1 donde, por definic¸a˜o de limite inferior, `(A) = 0. 2
Proposic¸a˜o 3.2 Sejam λ1, . . . , λn os valores pro´prios da matriz A ∈ Cn×n. Enta˜o:
`(A) ≤ min
1≤i≤n
|λi|
Prova: Tendo em conta a definic¸a˜o de limite inferior,
`(A) = inf
x∈Cn
x6=0
‖Ax‖
‖x‖
= inf
x∈Cn
‖x‖=1
‖Ax‖.
Sejam λ1, . . . , λn os valores pro´prios de A. Enta˜o, para cada i = 1, . . . , n, existe x
(i) ∈ Cn,
na˜o nulo, tal que Ax(i) = λix
(i). Considere-se que ‖x(i)‖ = 1, assim
‖Ax(i)‖ = ‖λix(i)‖ = |λi|. (3.4)
Deste modo, a func¸a˜o ‖Ax‖ assume os valores |λi|, i = 1, . . . , n, logo
`(A) ≤ min
0≤i≤n
|λi|.
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2
A partir do Teorema 3.1 e das Proposic¸o˜es 3.1 e 3.2 podemos definir, no plano complexo,
uma regia˜o onde os valores pro´prios de uma qualquer matriz A va˜o estar contidos, ou seja,
tendo em conta a mesma norma matricial induzida podemos ver que, para qualquer valor
pro´prio λ de A,
`(A) ≤ |λ| ≤ |||A|||. (3.5)
Em certas situac¸o˜es a localizac¸a˜o “grosseira” do espetro da matriz permite caraterizar
certas propriedades das matrizes. Neste caso, incluem-se as matrizes esta´veis. Os resulta-
dos que se seguem, ale´m de permitirem uma caraterizac¸a˜o espetral das matrizes esta´veis,
fornecera˜o uma outra forma de obter, teoricamente, o raio espetral de uma matriz, a` custa
do limite de uma sucessa˜o que envolve as normas das sucessivas poteˆncias de A.
Lema 3.1 Sejam A ∈ Cn×n e ε > 0. Enta˜o existe uma norma matricial |||.||| tal que
|||A||| ≤ ρ(A) + .
Prova: Recordemos que o Teorema da decomposic¸a˜o de Schur (Teorema 2.4) diz que
existe uma matriz unita´ria U e uma matriz triangular superior T tal que A = U?TU , em
que a diagonal da matriz T e´ constitu´ıda pelos valores pro´prios de A. Seja T definida da
seguinte forma 
λ1 d12 d13 · · · · · · d1n
0 λ2 d23 · · · · · · d2n
0 0 λ3 · · · · · · d3n
...
...
...
. . .
...
0 0 0
. . . dn−1,n
0 0 0 · · · · · · λn

.
Tomemos a matriz diagonal Dt = diag(t, t
2, t3, . . . , tn), com t > 0, e fac¸a-se
DtTD
−1
t =

λ1 t
−1d12 t−2d13 · · · · · · t−n+1d1n
0 λ2 t
−1d23 · · · · · · t−n+2d2n
0 0 λ3 · · · · · · t−n+3d3n
...
...
...
. . .
...
0 0 0
. . . t−1dn−1,n
0 0 0 · · · · · · λn

. (3.6)
Para um t > 0, suficientemente grande, a soma de todos os elementos da matriz, em
valor absoluto, exceto os elementos da diagonal, e´ menor do que ε. Em particular,∣∣∣∣∣∣DtTD−1t ∣∣∣∣∣∣1 ≤ ρ(A) + ε.
Recorrendo a` Proposic¸a˜o 2.1, definamos a norma matricial |||.||| da seguinte forma
|||A||| := ∣∣∣∣∣∣(UD−1t )−1A(UD−1t )∣∣∣∣∣∣1
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e, portanto,
|||A||| := ∣∣∣∣∣∣DtU∗AUD−1t ∣∣∣∣∣∣1 = ∣∣∣∣∣∣DtTD−1t ∣∣∣∣∣∣1.
Se escolhermos t suficientemente grande, temos que |||A||| ≤ ρ(A) + ε, como quer´ıamos.
2
Lema 3.2 Seja A ∈ Cn×n. Se existe uma norma matricial |||.||| tal que |||A||| < 1 enta˜o
lim
k→∞
Ak = 0, (3.7)
ou seja, todas as entradas de Ak tendem para zero quando k tende para ∞.
Prova: Relembrando o ponto 2 da Propriedade 2.1 podemos ver que∣∣∣∣∣∣Ak∣∣∣∣∣∣ ≤ |||A|||k, com k ∈ N.
Como, por hipo´tese, 0 ≤ |||A||| < 1 enta˜o
lim
k→+∞
|||A|||k = 0
donde
lim
k→+∞
∣∣∣∣∣∣Ak∣∣∣∣∣∣ = 0.
Tendo em conta o conhecido resultado, que pode ser visto em [10, p. 298], que diz que
sendo {Ak}k∈N uma sucessa˜o de matrizes, para qualquer norma |||.|||, lim
k→∞
|||Ak||| = 0 se e
so´ se lim
k→∞
Ak = 0, obtemos o pretendido. 2
Definic¸a˜o 3.2 Uma matriz A diz-se esta´vel quando
lim
k→∞
Ak = 0.
Teorema 3.2 Uma matriz A ∈ Cn×n e´ esta´vel se e so´ se ρ(A) < 1 .
Prova:
[⇒]
Sejam lim
k→∞
Ak = 0 e λ um qualquer valor pro´prio de A.
Pelo ponto 3 da Propriedade 2.3, Akx = λkx, com x 6= 0 um vetor pro´prio associado
ao valor pro´prio λ. Desta forma, como
lim
k→∞
Akx = 0,
para qualquer x ∈ Cn\{0}, tomando x o vetor pro´prio associado a λ temos
lim
k→∞
λkx = 0.
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Como x 6= 0 pelo menos uma das suas componentes e´ na˜o nula, por exemplo xi, donde
lim
k→∞
λkxi = 0.
Enta˜o lim
k→∞
λk = 0 e, portanto, |λ| < 1. Dada a arbitrariedade de λ conclu´ımos que
ρ(A) < 1.
[⇐]
Suponhamos que ρ(A) < 1. Existe ε > 0 tal que ρ(A) + ε < 1 e temos, pelo Lema 3.1,
|||A||| ≤ ρ(A) + ε < 1.
Usando o ponto 2 da Propriedade 2.1 temos que∣∣∣∣∣∣Ak∣∣∣∣∣∣ ≤ |||A|||k < 1.
Pelo Lema 3.2 temos que, para k →∞, Ak → 0. 2
Corola´rio 3.1 Sendo |||.||| uma norma matricial, para qualquer matriz A ∈ Cn×n
ρ(A) = lim
k→∞
∣∣∣∣∣∣Ak∣∣∣∣∣∣ 1k . (3.8)
Prova: Como
ρ(A)k = ρ(Ak) ≤ ∣∣∣∣∣∣Ak∣∣∣∣∣∣ (3.9)
temos que
ρ(A) ≤ ∣∣∣∣∣∣Ak∣∣∣∣∣∣ 1k ,
para todo o k = 1, 2, . . ..
Para ε > 0, arbitra´rio, seja
A˜ := [ρ(A) + ε]−1A.
Como
ρ(A˜) =
1
ρ(A) + ε
ρ(A) < 1
enta˜o, pelo Lema 3.2, ∣∣∣∣∣∣∣∣∣A˜k∣∣∣∣∣∣∣∣∣→ 0,
quando k →∞. Assim, existe N ∈ N tal que∣∣∣∣∣∣∣∣∣A˜k∣∣∣∣∣∣∣∣∣ < 1, ∀k ≥ N. (3.10)
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Note-se que ∣∣∣∣∣∣Ak∣∣∣∣∣∣ = ∣∣∣∣∣∣∣∣∣((ρ(A) + ε)A˜)k∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣(ρ(A) + ε)kA˜k∣∣∣∣∣∣∣∣∣
= (ρ(A) + ε)k
∣∣∣∣∣∣∣∣∣A˜k∣∣∣∣∣∣∣∣∣.
Devido a (3.10), ∣∣∣∣∣∣Ak∣∣∣∣∣∣ ≤ [ρ(A) + ε]k, ∀k ≥ N
ou ∣∣∣∣∣∣Ak∣∣∣∣∣∣ 1k ≤ ρ(A) + ε, ∀k ≥ N. (3.11)
Como ε > 0 e´ arbitra´rio e a desigualdade (3.11) se verifica, enta˜o lim
k→∞
∣∣∣∣∣∣Ak∣∣∣∣∣∣ 1k existe e e´
igual a ρ(A). 2
O corola´rio anterior pode ser visto como um “refinamento” da desigualdade (3.1) do
Teorema 3.1.
Outros resultados acerca da localizac¸a˜o de valores pro´prios, com recurso a normas,
podem ser vistos em [15, pp. 377–379]. Aı´, podemos encontrar resultados para a majorac¸a˜o
da soma dos valores pro´prios de uma matriz, assim como para a parte real e/ou para a
parte imagina´ria dos mesmos.
3.2 Os C´ırculos de Gershgorin
As desiguldades (3.5) permitem localizar, no plano complexo, os valores pro´prios de
uma dada matriz numa coroa circular centrada na origem. Outros resultados de localizac¸a˜o
geome´trica podem ser obtidos usando os C´ırculos de Gershgorin. Estes c´ırculos sa˜o fa´ceis
de identificar a partir das entradas da matriz dada.
Definic¸a˜o 3.3 Seja A = [aij] ∈ Cn×n uma matriz dada. Ao c´ırculo, no plano complexo,
centrado em aii de raio ri(A) =
∑n
j=1,j 6=i |aij| chamamos c´ırculo de Gershgorin, por li-
nha, centrado em aii. Denotamos esse c´ırculo por Gi(A), isto e´,
Gi(A) = {z ∈ C : |z − aii| ≤ ri(A)}.
Definic¸a˜o 3.4 A ∪ni=1Gi(A) chamamos regia˜o de Gershgorin de A e denotamos por
G(A).
Teorema 3.3 (C´ırculos de Gershgorin) Seja A ∈ Cn×n uma matriz dada. Com as
notac¸o˜es das Definic¸o˜es 3.3 e 3.4, as seguintes proposic¸o˜es sa˜o verdadeiras:
1. σ(A) ⊂ G(A).
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2. Consideremos que R1, . . . , Rn e´ uma sequeˆncia de discos de Gershgorin com
G1 = ∪ki=1Ri e G2 = ∪ni=k+1Ri, para algum k = 1, . . . , n − 1. Se G1 e G2 sa˜o
tais que G1 ∩G2 = ∅ e G1 e´ conexa, enta˜o G1 conte´m exatamente k valores pro´prios
de A, contando com as suas multiplicidades alge´bricas, enquanto que os restantes
valores pro´prios esta˜o contidos em G2.
Prova:
1. A prova deste ponto pode ser vista em [19, p.385] ou em [20, p.184]. Aqui baseamo-
nos nas provas de [15, pp. 371–372] e [10, pp. 344–345].
Seja λ um valor pro´prio de A e x 6= 0 um vetor pro´prio associado ao valor pro´prio λ.
Enta˜o:
Ax = λx
n∑
k=1
aikxk = λxi, i = 1, 2, . . . , n.
Seja |xp| = maxi=1,...,n |xi|. Utilizando a p-e´sima equac¸a˜o podemos obter:
ap1x1 + · · ·+ appxp + · · ·+ apnxn = λxp
n∑
k=1
k 6=p
apkxk = λxp − appxp.
Aplicando mo´dulos, vem que:
|λ− app||xp| =
∣∣∣∣∣
n∑
k=1
apkxk
∣∣∣∣∣
≤
n∑
k=1
|apk||xk|
≤ |xp|
n∑
k=1
|apk|.
Como x 6= 0 enta˜o |xp| 6= 0, donde
|λ− app| ≤
n∑
k=1,k 6=p
|apk|.
2. Vamos considerar a matriz A escrita da seguinte forma
A = D +B
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em que D = diag(a11, a22, . . . , ann) =

a11 0 · · · 0
0 a22 · · · 0
...
...
. . .
...
0 0 · · · ann
 e B = A−D e tomemos
Aε := D + εB, com ε ∈ [0, 1].
Note-se que A0 = D e que A1 = A. Podemos ver que
G (Aε) = ∪ni=1 {z ∈ C : |z − aii| ≤ ri (Aε)}
e como ri (Aε) = ε ri(A), temos que
G (Aε) = ∪ni=1 {z ∈ C : |z − aii| ≤ εri(A)} .
Sem perda de generalidade, suponhamos que os k discos que formam G1 sa˜o os
primeiros k discos, ou seja,
G1 = ∪ki=1 {z ∈ C : |z − aii| ≤ ri(A)} ,
e que G1 e´ uma regia˜o conexa. Ale´m disso,
G2 = ∪ni=k+1 {z ∈ C : |z − aii| ≤ ri(A)}
e´ formada pelos restantes discos k + 1, . . . , n.
Note-se que
G1 (Aε) = ∪ki=1 {z ∈ C : |z − aii| ≤ ε ri(A)}
e´ tal que
G1 (Aε) ⊂ G1, para todo o ε ∈ [0, 1].
Da mesma forma podemos ver que
G2 (Aε) ⊂ G2, para todo o ε ∈ [0, 1],
e portanto
G2 (Aε) ∩G1 = ∅, ∀ε ∈ [0, 1].
Para cada i = 1, . . . , k seja λi (A0) = aii. Os valores pro´prios de uma matriz sa˜o
func¸o˜es cont´ınuas das suas entradas, ver [22, secc¸a˜o 3.1.1]. Assim, a func¸a˜o λi(ε) =
λi(Aε) e´ cont´ınua e e´ tal que λi(0) = λi (A0) = aii e λi(1) = λi (A1) = λi (A). Como,
para cada ε ∈ [0, 1],
λi(ε) ∈ G1 (Aε)
e G1(Aε) ⊂ G1, enta˜o λi(ε) forma uma linha cont´ınua em G1 que liga λi (A0) a
λi (A). Deste modo, garantimos que existem k valores pro´prios de A em G1. Na˜o
podem existir mais pois, tomando qualquer outro dos valores pro´prios de A0, ele
pertence a um dos discos de G2. Como G2 (Aε) ⊂ G2, para qualquer ε ∈ [0, 1], os
correspondentes valores pro´prios λi (Aε) formam uma curva cont´ınua em G2, que e´
disjunta de G1. Assim, o valor pro´prio correspondente de A na˜o podera´ pertencer a
G1.
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2
Relembrando que os valores pro´prios de A sa˜o os valores pro´prios de A∗, do Teorema
3.3 pode ser obtido um resultado ana´logo envolvendo as colunas de A. Isto e´, podemos
concluir que:
σ(A) ⊂ ∪nj=1Cj = G′(A)
em que Cj e´ um c´ırculo, do plano complexo, com centro em |ajj| e raio rj(A) =
∑n
i=1,i 6=j |aij|
e G′(A) denota os c´ırculos de Gershgorin, por coluna.
Corola´rio 3.2 Para uma dada matriz A ∈ Cn×n,
∀λ ∈ σ(A), λ ∈ G(A) ∩G′(A).
3.3 Exemplos
Exemplo 3.1 Tomemos a matriz sime´trica
1 2 5 1
2 3 4 3
5 4 5 1
1 3 1 4
 . (3.12)
Comecemos por aplicar os resultados enunciados com recurso a normas.
Apliquemos o Teorema 3.1. Usando a equac¸a˜o (3.1) e considerando a norma induzida
|||.|||1, temos que:
|||A|||1 = max1≤j≤4
(
4∑
i=1
|aij|
)
= max{9, 12, 15, 9} = 15
donde
ρ(A) ≤ 15.
Com o aux´ılio do MATLAB® conseguimos determinar a matriz inversa de A,
A−1 =

−7
9
19
18
1
18
−11
18
19
18
−19
9
7
18
11
9
1
18
7
18
−1
9
− 5
18
−11
18
11
9
− 5
18
−4
9

Utilizando o comando norm(M,1), do MATLAB®, que calcula |||M |||1, temos que
|||A−1|||1 ∼= 4.777777777777773, donde, aplicando a Proposic¸a˜o 3.1, vem que
`(A) =
1
|||A−1|||1
∼= 0.209302325581396.
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Daqui podemos dizer que para qualquer valor pro´prio, λ, da matriz A
0.209302325581396 ≤ |λ| ≤ 15.
Agora vamos determinar os c´ırculos de Gershgorin relativos a esta matriz. Os centros
e raios de A e AT sa˜o os mesmos, visto que a matriz e´ sime´trica, e temos:
Centros Raios
1 8
3 9
5 10
4 5
Pela Propriedade 2.4 sabemos que esta matriz possui apenas valores pro´prios reais e,
ao observar os c´ırculos na Figura 3.1, verificamos que os valores pro´prios reais de A esta˜o
contidos no intervalo [−7, 15].
−10−9−8−7−6−5−4−3−2−1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
−10
−8
−6
−4
−2
2
4
6
8
10
0
G1
G2
G3
G4
Figura 3.1: Circulos de Gershgorin – matriz A
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Podemos confirmar os valores obtidos usando o comando eig(M), do MATLAB®, que
devolve uma aproximac¸a˜o dos valores pro´prios da matriz M . Assim, uma aproximac¸a˜o
obtida para os valores pro´prios da matriz A e´ a seguinte:
λ1 ∼= −2.563382668195001
λ2 ∼= −0.295188571810782
λ2 ∼= 4.018097046416818
λ2 ∼= 11.840474193588962. (3.13)
Exemplo 3.2 Tomemos a matriz
B =

30 1 0 2
1 10 2 1
0 1 4 0
4 0 −5 9
 .
Temos que
|||B|||∞ = 33
donde
ρ(B) ≤ 33.
Usando a equac¸a˜o (3.2) obtemos uma majorac¸a˜o mais grosseira, isto e´, conclui-se que
ρ(B)2 ≤ 1155
ρ(B) ∼= 33.985290935932859.
Temos, ainda, que
`(B) =
1
|||B−1|||∞
∼= 3.366323024054982.
Donde conclu´ımos que, para qualquer valor pro´prio, λ, da matriz B
3.366323024054982 ≤ |λ| ≤ 33.
Vamos agora determinar os Cı´rculos de Gershgorin relativos a esta matriz. Os centros
e raios para a matriz B sa˜o os seguintes
Centros Raios
30 3
10 4
4 1
9 9
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e obtemos os c´ırculos representados na Figura 3.2. Como podemos observar a regia˜o de
Gershgorin da matriz B e´ a unia˜o das regio˜es G1,B = G2(B) ∪ G3(B) ∪ G4(B) e G2,B =
G1(B), disjuntas. Assim, existem treˆs valores pro´prios no c´ırculo centrado em (9, 0) e raio
9 e um valor pro´prio no c´ırculo de centro em (3, 0) e raio 3. Deste modo, tambe´m podemos
concluir que B tem um valor pro´prio real no intervalo [27, 30] e um dos valores pro´prios
restantes e´, necessariamente, real e pertence ao intervalo [0, 18].
3 4 5 6 9 10 14 18 27 30 33
−9
9
0
G1G2
G3
G4
Figura 3.2: Circulos de Gershgorin – matriz B
Usando o MATLAB® encontramos aproximac¸o˜es para os valores pro´prios da matriz B:
λ1 ∼= 30.430542981441548
λ2 ∼= 9.509741443548016 + 0.495291391851072 i
λ2 ∼= 9.509741443548016− 0.495291391851072 i
λ2 ∼= 3.549974131462413, (3.14)
que confirmam a ana´lise feita.
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Cap´ıtulo 4
Obtenc¸a˜o do polino´mio carater´ıstico,
dada uma matriz
Como vimos atra´s, o polino´mio carater´ıstico de uma dada matriz A ∈ Cn×n e´ dado por:
pA(λ) = det(λIn − A) = λn + pn−1λn−1 + · · ·+ p0. (4.1)
Em [11, Cap. 6], o autor refere me´todos diretos de determinac¸a˜o exata do polino´mio
carater´ıstico e me´todos iterativos que nos levam a uma aproximac¸a˜o deste. Neste u´ltimo
caso, e devido ao erro de truncatura, os resultados na˜o estara˜o so´ afetados de erros de
arredondamento.
Neste cap´ıtulo, abordaremos quatro processos algor´ıtmicos, cla´ssicos, de obtenc¸a˜o do
polino´mio carater´ıstico de uma matriz, visto que o ca´lculo direto do determinante, por
exemplo pelo Teorema de Laplace, torna-se complicado quando n e´ muito grande, pois o
nu´mero de operac¸o˜es aumenta exponencialmente.
Os me´todos aqui focados sera˜o o Me´todo de Danilevsky, o Me´todo de Krylov, o Me´todo
de Leverrier e o Me´todo dos Coeficientes Indeterminados que podem ser vistos, por exem-
plo, em [11, Cap.6], [4, Cap.6] ou em [27].
4.1 O me´todo de Danilevsky
O objetivo deste me´todo e´ o de transformar uma matriz A, dada, numa matriz seme-
lhante triangular por blocos, em que os blocos da diagonal sa˜o matrizes companheiras. Este
me´todo obte´m, para algumas matrizes, e caso isso seja poss´ıvel, a sua matriz companheira.
Iremos, em primeiro lugar, desenvolver o me´todo para este caso. Mais a` frente veremos
como proceder no caso em que na˜o e´ poss´ıvel obter a matriz companheira de A e o me´todo
produz o aparecimento da tal matriz triangular por blocos.
1º Caso O me´todo produz a matriz companheira.
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Pretende-se transformar por semelhanc¸a a matriz A na forma
CA =

−pn−1 −pn−2 · · · −p1 −p0
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 . . . 1 0

, (4.2)
em que diremos que as linhas n ≥ 2 esta˜o reduzidas.
Desta forma,
det(λIn − CA) = λn + pn−1λn−1 + pn−2λn−2 + · · ·+ p1λ+ p0. (4.3)
Como a transformac¸a˜o e´ de semelhanc¸a, este polino´mio e´ o polino´mio carater´ıstico
de A.
O me´todo de Danilevski consiste em efetuar (n − 1) transformac¸o˜es de semelhanc¸a,
a partir da matriz A, encontrando matrizes Mi, i = 1, ..., n − 1, na˜o singulares, tais
que CA = M
−1
1 ...M
−1
n−1AMn−1...M1, ou seja, a matriz A vai sendo, sucessivamente,
substitu´ıda por matrizes cujas linhas va˜o sendo reduzidas, a partir da linha n ate´ a`
linha 2. Este procedimento produzira´ a matriz CA se determinados elementos das
matrizes, entretanto obtidas, forem na˜o nulos. A esses elementos chamaremos, como
usualmente, pivots.
Os passos seguintes correspondem a` reduc¸a˜o, sequencial, das linhas (n − 1) a` 2 a`
forma [0 · · · 0 1 0 0] a [1 0 · · · 0], respetivamente. Este processo de reduc¸a˜o das
linhas sera´ poss´ıvel desde que, para cada linha, se possa encontrar um pivot.
Vamos comec¸ar por descrever o primeiro passo da reduc¸a˜o que corresponde a` reduc¸a˜o
da linha n da matriz A a` forma [0 · · · 0 1 0].
Seja a matriz:
A =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
an1 an2 · · · ann
 .
o processo tem in´ıcio na construc¸a˜o da matriz Mn−1. Caso an,n−1 = 0, suponha-se
que existe ank 6= 0, com 1 ≤ k ≤ n− 2, enta˜o troca-se a coluna k pela coluna (n− 1)
e a linha k pela (n − 1), obtendo-se uma matriz A˜ = [a˜ij] semelhante a A onde
a˜n,n−1 6= 0. O caso em que na linha (n − 1) na˜o existem elementos na˜o nulos, da
coluna 1 a` (n− 1), cai no segundo caso, que trataremos adiante.
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Depois, executa-se o procedimento para A sob a hipo´tese de an,n−1 6= 0, tal como se
descreve de seguida.
Toma-se:
Mn−1 =

1 · · · 0 0 0
...
. . .
...
...
...
0 · · · 1 0 0
mn−1,1 · · · mn−1,n−2 mn−1,n−1 mn−1,n
0 · · · 0 0 1
 (4.4)
onde
mn−1,i = − ani
an,n−1
para i 6= n− 1 (4.5)
e
mn−1,n−1 =
1
an,n−1
, (4.6)
ou seja, a (n− 1)-e´sima linha de Mn−1 e´:
− an1
an,n−1
, − an2
an,n−1
, · · · , 1
an,n−1
, − ann
an,n−1
.
Ao multiplicar-se A por Mn−1 obtemos uma matriz Bn−1 ∈ Cn×n. Aplicando as
regras da multiplicac¸a˜o de matrizes podemos ver que a u´ltima linha de Bn−1 e´ igual
a
0 0 · · · 1 0 .
A matriz Mn−1 e´ invert´ıvel. De facto, ela pode ser vista como produto de matrizes
elementares. Mais, a matriz M−1n−1 e´:
M−1n−1 =

1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
− 1
mn−1,1
− 1
mn−1,2
· · · 1
mn−1,n−1
− 1
mn−1,n
0 0 · · · 0 1

. (4.7)
Agora podemos obter a matriz semelhante a A, Dn−1 = M−1n−1AMn−1 = M
−1
n−1Bn−1.
Observe-se que as linhas das matrizes Mn−1 e M−1n−1 sa˜o compostas por vetores
unita´rios, exceto na (n − 1)-e´sima linha. Tendo isto em conta, e´ poss´ıvel mostrar
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que Dn−1 tem a seguinte forma:
Dn−1 =

d
(n−1)
1,1 d
(n−1)
1,2 · · · d(n−1)1,n−1 d(n−1)1,n
d
(n−1)
2,1 d
(n−1)
2,2 · · · d(n−1)2,n−1 d(n−1)2,n
...
...
. . .
...
...
d
(n−1)
n−1,1 d
(n−1)
n−1,2 · · · d(n−1)n−1,n−1 d(n−1)n−1,n
0 0 · · · 1 0

. (4.8)
De facto, a multiplicac¸a˜o de M−1n−1 por Bn−1 apenas altera a (n − 1)-e´sima linha de
Bn−1 e, portanto, a matriz Dn−1 tem a mesma forma que Bn−1, isto e´, a matriz Dn−1
e´ semelhante a A e tem uma linha reduzida.
Se na linha (n−1) existir algum elemento na˜o nulo, da coluna 1 ate´ (n−2), escolhemos
um desses elementos para pivot e continuamos tal como descrito para a linha n, com
as devidas adaptac¸o˜es, e assim sucessivamente ate´ a` linha 2. Mais precisamente,
consideremos a matriz reduzida de A, de baixo para cima, ate´ a` linha (n− k), para
algum 1 ≤ k ≤ n− 2, como sendo Dn−k. O processo de reduc¸a˜o da linha (n− k− 1),
neste primeiro caso, e´ feito da seguinte forma:
 escolhemos d
(n−k)
n−k−1,j 6= 0, para algum 1 ≤ j ≤ n − k − 2. Este passa a ser o
pivot desta linha. Esta escolha de pivot corresponde a` troca, na matriz Dn−k,
da coluna j pela (n − k − 2) e da linha j pela (n − k − 2). Com esta troca
de linhas e colunas obtemos uma matriz semelhante a Dn−k em que as linhas
reduzidas na˜o foram alteradas. Denotemos esta matriz por D˜n−k. Observe-se
que Dn−k pode ser, eventualmente, igual a D˜n−k por na˜o haver necessidade de
trocas de pivot;
 a matriz reduzida, obtida nesta iterac¸a˜o do me´todo, e´
Dn−k−1 = M−1n−k−1 D˜n−kMn−k−1
onde
Mn−k−1 =

1 · · · 0 0 0 · · · 0
0 · · · 0 0 0 · · · 0
...
. . .
...
...
...
. . .
...
0 · · · 1 0 0 · · · 0
mn−k−1,1 · · · mn−k−1,n−k−2 mn−k−1,n−k−1 mn−k−1,n−k · · · mn−k−1,n
0 · · · 0 0 1 · · · 0
...
. . .
...
...
...
. . .
...
0 · · · 0 0 0 · · · 1

em que
mn−k−1,i = −
d˜
(n−k)
n−k,i
d˜
(n−k)
n−k,n−k−1
para i 6= n− k − 1 (4.9)
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e
mn−k−1,n−k−1 =
1
d˜
(n−k)
n−k,n−k−1
. (4.10)
Tal como para a linha n, este procedimento produz uma matriz semelhante,
mantendo as linhas previamente reduzidas.
2º Caso O me´todo produz uma matriz triangular por blocos companheiros.
Este caso ocorre, quando em alguma das iterac¸o˜es do me´todo descrito no primeiro
caso, a linha a reduzir na˜o tem pivots. Assim, suponhamos que essa situac¸a˜o ocorre na
reduc¸a˜o da linha (n−k), ou seja, a matriz Dn−k e´ tal que d(n−k)n−k,j = 0, 1 ≤ j ≤ n−k−1,
isto e´,
Dn−k =

d
(n−k)
11 · · · d(n−k)1,n−k−2 d(n−k)1,n−k−1 · · · d(n−k)1n
...
. . . . . .
...
. . .
...
d
(n−k)
n−k−1,1 · · · d(n−k)n−k−1,n−k−1 d(n−k)n−k−1,n−k · · · d(n−k)n−k−1,n
0 · · · 0 d(n−k)n−k,n−k · · · d(n−k)n−k,n
0 · · · 0 1 · · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · 1

.
Note-se que
Dn−k =
[
D ∗
0 C
]
,
onde C e´ uma matriz companheira.
A reduc¸a˜o prossegue usando na matriz D o processo descrito para o primeiro caso,
ou para o segundo caso, ate´ se obter uma matriz da forma
Cp ∗ · · · ∗
...
. . .
...
0 · · · C2 ∗
0 0 · · · C1

onde C1, C2, . . . , Cp, com 2 ≤ p ≤ n, sa˜o matrizes companheiras. Neste caso, o
det(λIn − A) fatoriza-se em p polino´mios carater´ısticos correspondentes a`s matrizes
C1, C2, . . . , Cp, isto e´:
det(λIn − A) = det(λI − C1) · · · det(λI − Cp).
Para uma melhor compreensa˜o do me´todo de Danilevsky, apresentamos dois exemplos.
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Exemplo 4.1 Seja
A =

1 2 5 1
2 3 4 3
5 4 5 1
1 3 1 4
 . (4.11)
Com o aux´ılio do MATLAB®, obtemos o seguinte:
 Primeira iterac¸a˜o: pivot igual a 1
M3 =

1 0 0 0
0 1 0 0
−1 −3 1 −4
0 0 0 1
 .
A matriz D3 semelhante a A, com uma linha reduzida e´:
D3 =

−4 −13 5 −19
−2 −9 4 −13
−10 −51 26 −77
0 0 1 0
 .
 Segunda iterac¸a˜o: pivot igual a −51
M2 =

1 0 0 0
−10
51
− 1
51
26
51
−77
51
0 0 1 0
0 0 0 1
 .
A matriz D2 semelhante a A, com duas linha reduzidas e´:
D2 =

−74
51
13
51
−83
51
32
51
1352
51
737
51
−1567
51
−1850
51
0 1 0 0
0 0 1 0
 .
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 Terceira iterac¸a˜o: pivot igual a 1352
51
M1 =

51
1352
− 737
1352
1567
1352
925
676
0 1 0 0
0 0 1 0
0 0 0 1

A matriz D1 semelhante a A, com treˆs linha reduzidas e´:
D1 =

13 −3 −124 −36
1 0 0 0
0 1 0 0
0 0 1 0

Assim, conclui-se que o polino´mio carater´ıstico da matriz A e´:
p(x) = x4 − 13x3 + 3x2 + 124x+ 36. (4.12)
Exemplo 4.2 Tomemos agora a matriz
B =

10 9 12 3
−8 −8 −11 −2
2 3 4 0
−11 −12 −15 −2
 .
Aplicando o me´todo de Danilevsky, obtemos, apo´s a primeira iterac¸a˜o a matriz:
D3 =

6
5
−3
5
−4
5
7
5
1
15
4
5
11
15
− 8
15
0 0 2 −1
0 0 1 0
 .
Para a segunda iterac¸a˜o entramos no segundo caso, explicitado acima, onde vamos tomar:
C1 =
[
2 −1
1 0
]
e
D =
[
6
5
−3
5
1
15
4
5
]
.
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Desta forma, podemos continuar a aplicar o me´todo para a matriz D, obtendo-se:
C2 =
[
2 −1
1 0
]
.
e, assim, o polino´mio carater´ıstico da matriz B e´ dado por:
pB(λ) = det(λI2 − C1) det(λI2 − C2)
= (λ2 − 2λ+ 1) (λ2 − 2λ+ 1).
4.2 O me´todo de Krylov
Retomemos o polino´mio carater´ıstico de uma dada matriz A, (4.1). Pelo teorema de
Cayley-Hamilton temos que pA(A) = 0, ou seja,
An + pn−1An−1 + · · ·+ p0In = 0. (4.13)
O me´todo de Krylov inicia-se tomando para vetor inicial um qualquer vetor, v0, na˜o
nulo, em que v0 ∈ Cn. Se na equac¸a˜o (4.13) multiplicarmos ambos os membros por v0 vem
que:
Anv0 + pn−1An−1v0 + · · ·+ p0v0 = 0. (4.14)
Fac¸amos
Akv0 = Wk, com k = 0, 1, . . . , n. (4.15)
Substituindo na equac¸a˜o (4.14) vem que:
Wn + pn−1Wn−1 + · · ·+ p0W0 = 0,
ou seja,
pn−1Wn−1 + · · ·+ p0W0 = −Wn.
A fo´rmula (4.15) pode ser escrita na forma recursiva, do seguinte modo:{
Wk = AWk−1 com k = 1, . . . , n
W0 = v0
.
Matricialmente, temos
[
Wn−1 Wn−2 · · · W0
]

pn−1
pn−2
...
p0
 = −Wn. (4.16)
Tomando W =
[
Wn−1 Wn−2 · · · W0
]
e b = −Wn os coeficientes do polino´mio
carater´ıstico de A obteˆm-se resolvendo o sistema de equac¸o˜es lineares
WP = b. (4.17)
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Assim, se W for invert´ıvel, o sistema (4.17) e´ poss´ıvel e determinado e
P = W−1b. (4.18)
Caso contra´rio, se W na˜o for invert´ıvel, o sistema (4.17) na˜o tem soluc¸a˜o u´nica e na˜o e´
poss´ıvel identificar os coeficientes do polino´mio carater´ıstico. Neste caso, escolhe-se outro
vetor inicial v0 ∈ C, na˜o nulo, e repete-se o procedimento de modo a que este sistema
venha a ser poss´ıvel e determinado.
Exemplo 4.3 Para uma melhor compreensa˜o do me´todo de Krylov, apresentamos agora
um exemplo.
Vamos tomar, novamente, a matriz (4.11), como vetor inicial v0 =
[
1 0 0 0
]T
e,
com o aux´ılio do MATLAB® obtemos o seguinte
W1 = Av0 =

1
2
5
1
 ,
W2 = AW1 =

31
31
39
16
 ,
W3 = AW2 =

304
359
490
227

e
W4 = AW3 =

3699
4326
5633
2779
 .
Criamos a matriz W formada pelos vetores Wk, k = 1, 2, 3, determinados e pelo vetor
inicial
W =
[
W3 W2 W1 v0
]
e tomamos o vetor b = −W4.
Aplicando o me´todo temos, para os coeficientes do polino´mio carater´ıstico, o seguinte:
P = W−1b
=

−13
3
124
36
 .
Assim, o polino´mio carater´ıstico da matriz A e´:
p(x) = x4 − 13x3 + 3x2 + 124x+ 36.
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4.3 O me´todo de Leverrier
Consideremos a matriz A = [aij] e seja (4.1) o seu polino´mo carater´ıstico. Sejam
λ1, . . . , λn todas as ra´ızes do polino´mio, contando com as suas multiplicidades. O me´todo
de Leverrier baseia-se no ca´lculo do trac¸o das matrizes Ak, k = 1, . . . , n, e nas fo´rmulas
de Newton ([7, p. 241] ou [14, pp.322–324]) para a identificac¸a˜o dos coeficientes de um
polino´mio, dadas as suas ra´ızes. Isto e´, se λ1, . . . , λn forem as ra´ızes, contadas as multipli-
cidades, de um polino´mio mo´nico de grau n, p(λ), as fo´rmulas de Newton sa˜o as seguintes
sk + pn−1sk−1 + · · ·+ pn−(k−1)s1 = −kpn−k
onde
sk = λ
k
1 + λ
k
2 + · · ·+ λkn com k = 0, ..., n,
e
pn−1 = −s1
pn−2 = −1
2
(s2 + pn−1s1)
... (4.19)
p0 = − 1
n
(sn + pn−1sn−1 + ...+ p1s1).
E´ fa´cil de constatar que, conhecidos os sk, os coeficientes do polino´mio podem ser
calculados, recursivamente, fazendo k = 1, . . . , n. Ora, pelo Teorema 2.1 e pelo ponto 3 da
Propriedade 2.3, temos
tr(Ak) =
n∑
i=1
λki
= sk.
Uma das vantagens do me´todo de Leverrier e´ que o procedimento e´ muito simples e
na˜o existem casos excecionais. No entanto, o me´todo e´ trabalhoso visto que e´ necessa´rio
calcular elevadas poteˆncias da matriz.
Exemplo 4.4 Para uma melhor compreensa˜o do me´todo de Leverrier, apresentamos agora
um exemplo.
Vamos tomar a matriz (4.11) e, com o aux´ılio do MATLAB®, obtemos:
 poteˆncias da matriz A:
A2 =

31 31 39 16
31 38 45 27
39 45 67 26
16 27 26 27
 ,
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A3 =

304 359 490 227
359 437 559 298
490 559 736 345
227 298 345 231

e
A4 =

3699 4326 5633 2779
4326 5159 6636 3421
5633 6636 8711 4283
2779 3421 4283 2390
 ;
 ca´lculo do trac¸o das matrizes Ak = sk, k = 1, 2, 3, 4,
s1 = 13,
s2 = 163,
s3 = 1708
e
s4 = 19959;
 ca´lculo dos coeficientes do polino´mio carater´ıstico, usando as fo´rmulas (4.19),
p3 = −13,
p2 = 3,
p1 = 124
e
p0 = 36.
Aplicado o me´todo de Leverrier, o polino´mio carater´ıstico da matriz A e´:
p(x) = x4 − 13x3 + 3x2 + 124x+ 36.
4.4 O me´todo dos coeficientes indeterminados
Tomemos, de novo, em atenc¸a˜o o polino´mio carater´ıstico de uma matriz A dado por
(4.1). O me´todo dos coeficientes indeterminados comec¸a por substituir, sucessivamente, λ
por 0, 1, . . . , n− 1, ou seja,
p0 = pA(0)
1n + pn−1 + · · ·+ p1 + p(0) = pA(1)
2n + 2n−1pn−1 + · · ·+ 2p1 + p(0) = pA(2)
...
(n− 1)n + (n− 1)n−1pn−1 + · · ·+ (n− 1)p1 + p(0) = pA(n− 1)
(4.20)
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que podemos escrever como
p0 = pA(0)
pn−1 + · · ·+ p1 + p(0) = pA(1)− 1n
2n−1pn−1 + · · ·+ 2p1 + p(0) = pA(2)− 2n
...
(n− 1)n−1pn−1 + · · ·+ (n− 1)p1 + p(0) = pA(n− 1)− (n− 1)n
, (4.21)
onde pA(k) = det(kIn − A), 0 ≤ k ≤ n− 1.
Desta forma, encontramos, para os coeficientes p0, p1, ..., pn−1, um sistema de equac¸o˜es
poss´ıvel de ser resolvido. Matricialmente, temos:
1 0 0 · · · 0
1 1 1 · · · 1
1 2 2n−2 · · · 2n−1
...
...
...
. . .
...
1 n− 1 (n− 1)2 · · · (n− 1)n−1


p0
p1
p2
...
pn−1
 =

pA(0)
pA(1)− 1n
pA(2)− 2n
...
pA(n− 1)− (n− 1)n

ou
V P = d.
Como a matriz V e´ uma matriz de Vandermonde, e´ invert´ıvel (ver em [7, pp. 118–119] ou
[10, p. 29]), donde o sistema e´ poss´ıvel e determinado e basta resolver
P = V −1d,
encontrando-se os coeficientes do polino´mio carater´ıstico da matriz A.
Exemplo 4.5 Para uma melhor compreensa˜o do me´todo dos coeficientes indeterminados,
apresentamos agora um exemplo.
Retomemos a matriz (4.11) e, com o aux´ılio do MATLAB®, obtemos o seguinte:
 ca´lculo dos determinantes, Dk = det(kI4 − A), k = 0, 1, 2, 3,
D0 = 36,
D1 = 151,
D2 = 208
e
D3 = 165;
 construc¸a˜o da matriz d
d =

D0
D1 − 1
D2 − 24
D3 − 34
 =

36
150
192
84
 ;
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 construc¸a˜o da matriz V
V =

1 0 0 0
1 1 1 1
1 2 4 8
1 3 9 27
 ;
 ca´lculo dos coeficientes do polino´mio carater´ıstico
P = V −1d =

36
124
3
−13
 .
Assim, e como nos me´todos anteriores, o polino´mio carater´ıstico da matriz A e´:
p(x) = x4 − 13x3 + 3x2 + 124x+ 36.
Em [4, pp 430] ou [27] podemos ver uma ana´lise da eficieˆncia de cada um dos me´todos
descritos neste cap´ıtulo, em termos do nu´mero de operac¸o˜es envolvidas na sua utilizac¸a˜o,
em func¸a˜o da ordem da matriz. Observamos que, nesse contexto, o melhor me´todo e´ o de
Danilevsky, a partir de uma ordem superior a 5.
49

Cap´ıtulo 5
Me´todos Nume´ricos de Aproximac¸a˜o
de Zeros de Polino´mios
Neste cap´ıtulo, tentaremos fazer uma pequena revisa˜o histo´rica do problema da deter-
minac¸a˜o das ra´ızes de um polino´mio, ou seja, vamos relembrar alguns me´todos ja´ traba-
lhados. No entanto, este problema na˜o foi abandonado pelos investigadores. Ainda hoje
se escrevem artigos sobre o assunto, como por exemplo [23].
Como ja´ referimos, o problema de determinar os valores pro´prios de uma matriz pode
passar pelo ca´lculo das ra´ızes do polino´mio carater´ıstico. No entanto, quando estamos
perante um polino´mio de grau superior a 4 sabemos que na˜o possu´ımos me´todos diretos de
determinar as suas ra´ızes. Para tal, teremos de utilizar me´todos nume´ricos de aproximac¸a˜o
de ra´ızes de polino´mios, partindo da localizac¸a˜o destas.
Os me´todos nume´ricos para aproximar zeros de func¸o˜es na˜o lineares mais conhecidos
sa˜o os abordados em qualquer curso introduto´rio de Me´todos Nume´ricos. Temos, por
exemplo, o me´todo da bissec¸a˜o, o me´todo da corda-falsa, o me´todo da secante ou o me´todo
de Newton-Raphson. Neste trabalho, estes me´todos na˜o sera˜o abordados, mas podem ser
vistos, por exemplo, em [19, Cap. 5], [5, Cap. 2] ou em [20, Secc¸a˜o 6.2].
Neste cap´ıtulo, apresentaremos me´todos espec´ıficos e adaptados ao caso em que as
equac¸o˜es na˜o lineares a resolver sa˜o polino´mios. E´ de ter em atenc¸a˜o que tomaremos sem-
pre polino´mios com coeficientes reais.
Consideremos o polino´mio p(x) = anx
n+an−1xn−1 + · · ·+a1x+a0 de coeficientes reais,
com an 6= 0. E´ bem conhecido que o polino´mio pode ser escrito da seguinte forma
p(x) = an(x− r1)m1(x− r2)m2 · · · (x− rk)mk
[
(x− u1)2 + v1
]n1 [(x− u2)2 + v2]n2 · · · [(x− u`)2 + v`]n` ,
(5.1)
onde ri ∈ R e mi ∈ N, i = 1, . . . , k; uj, vj ∈ R e nj ∈ N, j = 1, . . . , `; com∑k
i=1mi +
∑`
j=1 nj = n. Nestas condic¸o˜es, diz-se que ri e´ uma ra´ız real de p com mul-
tiplicidade mi, i = 1, . . . , k, e que uj ± i vj sa˜o ra´ızes complexas conjugadas de p com
multiplicidade nj, j = 1, . . . , `.
Como facilmente se constata, as ra´ızes reais, contadas as suas multiplicidades, podem
51
Me´todos Nume´ricos de Aproximac¸a˜o de Zeros de Polino´mios
ser caraterizadas do seguinte modo:
Proposic¸a˜o 5.1 α ∈ R e´ uma ra´ız do polino´mio p(x) com multiplicidade m ∈ N se e so´
se p(α) = p′(α) = · · · = p(m−1)(α) = 0 ∧ p(m) 6= 0.
Note-se, ainda, que se x0 for uma ra´ız do polino´mio p, o polino´mio admite uma das
seguintes fatorizac¸o˜es:
 se x0 ∈ R, p(x) = (x− x0)q(x);
 se x0 = α + iβ, p(x) = [(x− α)2 + β2]q(x).
onde q(x) e´ um polino´mio de grau inferior a n. Deste modo, podemos continuar a procurar
ra´ızes do polino´mio p, mas desta vez trabalhando sobre o polino´mio q. A este processo
chamamos me´todo da deflac¸a˜o.
Encontrado um zero de q podemos reescrever este polino´mio em func¸a˜o dessa ra´ız, e
assim sucessivamente, ate´ p estar fatorizado em polino´mios de grau 1 e/ou 2, tal como em
(5.1).
5.1 Me´todo de Newton-Horner
O me´todo de Newton-Horner1 e´ um me´todo que melhora, em termos de nu´mero de
operac¸o˜es aritme´ticas envolvidas, o me´todo de Newton-Raphson, pois envolve n somas
e/ou subtrac¸o˜es e n multiplicac¸o˜es, por iterac¸a˜o. Este me´todo aproxima as ra´ızes reais do
polino´mio.
A ideia base e´ a utilizac¸a˜o da fo´rmula iterativa do me´todo de Newton-Raphson,
xn+1 = xn − f(xn)
f ′(xn)
,
e do teorema, que enunciaremos de seguida, recorrendo a` regra de Ruffini. Graficamente,
a ideia e´ semelhante a` do me´todo de Newton-Raphson, que podemos ver na Figura 5.1.
O teorema que enunciamos de seguida servira´ de apoio ao me´todo que explicaremos
mais a` frente e pode ser visto, assim como a sua prova que inclu´ımos, em [3, p. 83].
Teorema 5.1 (Me´todo de Horner) Considere-se o polino´mio
p(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0
e
bn = an.
Se bk = ak + bk+1x0, para k = n− 1, n− 2, . . . , 1, 0, enta˜o b0 = p(x0).
Se q(x) = bnx
n−1 + bn−1xn−2 + · · ·+ b2x+ b1 enta˜o p(x) = (x− x0)q(x) + b0.
1Este me´todo e´ muito pra´tico mesmo se os ca´lculos forem feitos a` ma˜o e tambe´m e´ facilmente pro-
grama´vel em computadores.
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Figura 5.1: Me´todo Iterativo de Newton-Raphson
Prova:
Como q(x) = bnx
n−1 + bn−1xn−2 + · · ·+ b2x+ b1, temos que
(x− x0)q(x) + b0 = (x− x0)(bnxn−1 + · · ·+ b2x+ b1) + b0
= (bnx
n + · · ·+ b2x2 + b1x)− (bnx0xn−1 + · · ·+ b2x0x+ b1x0) + b0
= bnx
n + (bn−1 − bnx0)xn−1 + · · ·+ (b1 − b2x0)x+ (b0 − b1x0).
Como, por hipo´tese, bn = an e ak = bk − bk+1x0, para k = n− 1, n− 2, . . . , 1, 0, temos
que
(x− x0)q(x) + b0 = anxn + an−1xn−1 + · · ·+ a1x+ a0 = p(x).
Daqui sai imediatamente que
p(x0) = b0
2
Passamos a explicar o me´todo. Seja p(x) = anx
n+an−1xn−1+ · · ·+a1x+a0 o polino´mio
em estudo e x0 uma aproximac¸a˜o inicial a um dos zeros de p(x). Comec¸amos por aplicar
a regra de Ruffini a p(x) em x = x0,
an an−1 · · · a1 a0
x0 anx0 · · · b2x0 b1x0
an bn−1 · · · b1 b0
,
e, pelo Teorema 5.1, temos que p(x) = (x− x0)q(x) + b0, onde
q(x) = bnx
n−1 + bn−1xn−2 + · · ·+ b1 e b0 = p(x0).
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De seguida, derivamos p(x),
p′(x) = q(x) + (x− x0)q′(x),
donde podemos ver que p′(x0) = q(x0).
Para determinar p′(x0) aplicamos a regra de Ruffini a q(x) em x = x0,
bn bn−1 · · · b1
x0 bnx0 · · · c2x0
bn cn−1 · · · c1
,
onde p′(x0) = q(x0) = c1.
A u´ltima fase do processo e´ a aplicac¸a˜o da fo´rmula iterativa do me´todo de Newton--
Raphson para determinarmos a aproximac¸a˜o seguinte, x1,
x1 = x0 − p(x0)
p′(x0)
= x0 − b0
c1
.
Repetimos o processo descrito anteriormente, aplicado a x1, para encontrarmos a apro-
ximac¸a˜o seguinte, x2, e assim sucessivamente, ate´ encontrarmos uma aproximac¸a˜o xk sa-
tisfato´ria.
Pelo me´todo da deflac¸a˜o obtemos
p(x) ∼= (x− xk)q1(x).
Podemos recomec¸ar o processo descrito para encontrar uma aproximac¸a˜o para uma
segunda ra´ız do polino´mio p(x), mas desta vez aplicado a q1(x), e assim sucessivamente,
ate´ se encontrarem todas as ra´ızes do polino´mio.
Uma das vantagens, ja´ referida, deste me´todo e´ a da diminuic¸a˜o do nu´mero de operac¸o˜es
necessa´rias em relac¸a˜o ao me´todo de Newton-Raphson, outra e´ a de fa´cil compreensa˜o e
manuseamento. No entanto, os consecutivos erros de aproximac¸a˜o podem levar a valores
para as ra´ızes distantes dos reais. Se a aproximac¸a˜o inicial na˜o for boa, o me´todo pode
tornar-se demorado e, no caso em que as ra´ızes sa˜o pro´ximas, pode na˜o funcionar ta˜o bem.
Exemplo 5.1 Vamos voltar ao Exemplo 4.1 em que se chegou ao polino´mio carater´ıstico
p(x) = x4 − 13x3 + 3x2 + 124x+ 36. (5.2)
No Exemplo A.2, do Apeˆndice A, verifica´mos que este polino´mio possui 4 ra´ızes reais e
conseguimos separa´-las nos intervalos ] − 3,−2[, ] − 1, 0[, ]3, 5[ e ]5, 12[. Neste exemplo,
vamos tentar aproximar o zero do intervalo ]3, 5[, usando o Me´todo de Newton-Horner.
Comecemos com uma aproximac¸a˜o inicial x0 = 3.5. Para na˜o alongarmos o exemplo
faremos apenas 4 iterac¸o˜es e vamos usar o comando deconv(P,Q) do MATLAB®, que
devolve os coeficientes do polino´mio resultante da divisa˜o do polino´mio P pelo polino´mio
Q e o resto dessa mesma divisa˜o.
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 Primeira iterac¸a˜o.
O polino´mio resultante da divisa˜o de p(x) por (x− x0) e´
q1(x) = x
3 − 9.5x2 − 30.25x+ 18.125
e o resto dessa divisa˜o e´
p(x0) = 99.4375.
O polino´mio resultante da divisa˜o de q(x) por (x− x0) e´
t1(x) = x
2 − 6x− 51.25
e o resto dessa divisa˜o e´
p′(x0) = −161.25.
A aproximac¸a˜o seguinte e´
x1 = x0 − p(x0)
p′(x0)∼= 4.116666666666667.
 Segunda iterac¸a˜o.
O polino´mio resultante da divisa˜o de p(x) por (x− x1) e´
q2(x) ∼= x3 − 8.883333333333333x2 − 33.569722222222225x− 14.195356481481497
e o resto dessa divisa˜o e´
p(x1) ∼= −22.437550848765504.
O polino´mio resultante da divisa˜o de q(x) por (x− x1) e´
t2(x) ∼= x2 − 4.766666666666666x− 53.192500000000003
e o resto dessa divisa˜o e´
p′(x1) ∼= −233.1711481481482.
A aproximac¸a˜o seguinte e´
x2 = x1 − p(x1)
p′(x1)∼= 4.020438848486909.
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 Terceira iterac¸a˜o.
O polino´mio resultante da divisa˜o de p(x) por (x− x2) e´
q3(x) ∼= x3 − 8.979561151513092x2 − 33.101776495907075x− 9.083668178075669
e o resto dessa divisa˜o e´
p(x2) ∼= −0.520332429899717.
O polino´mio resultante da divisa˜o de q(x) por (x− x2) e´
t3(x) ∼= x2 − 4.959122303026184x− 53.039624457391412
e o resto dessa divisa˜o e´
p′(x2) ∼= −495.9122303026184.
A aproximac¸a˜o seguinte e´
x3 = x2 − p(x2)
p′(x2)∼= 4.018098447992845.
 Quarta iterac¸a˜o.
O polino´mio resultante da divisa˜o de p(x) por (x− x3) e´
q4(x) ∼= x3 − 8.981901552007155x2 − 33.090164686144476x− 8.959539369224757
e o resto dessa divisa˜o e´
p(x3) ∼= −0.000311234212787781.
O polino´mio resultante da divisa˜o de q(x) por (x− x3) e´
t4(x) ∼= x2 − 4.963803104014311x− 53.035214234526443
e o resto dessa divisa˜o e´
p′(x3) ∼= −222.0602513739435.
A aproximac¸a˜o seguinte e´
x4 = x3 − p(x3)
p′(x3)∼= 4.018097046417323.
56
Me´todos Nume´ricos de Aproximac¸a˜o de Zeros de Polino´mios
Vimos em (3.14) que um dos zeros do polino´mio p(x) e´ λ ∼= 4.018097046416818, logo
aplicado o Me´todo de Newton-Horner a este polino´mio, com uma aproximac¸a˜o inicial
x0 = 3.5, chegamos a um valor, ao fim de 4 iterac¸o˜es, bastante bom.
Encontrada esta ra´ız podemos aplicar o me´todo da deflac¸a˜o. Assim, podemos reescrever
o polino´mio (5.2) da seguinte forma
p(x) ∼= (x− 4.018097046417323)(x3 − 17.0180970464173x2 + 71.3803654778528x− 162.8132356987495)
e poder´ıamos aplicar novamente o me´todo de Newton-Horner ao polino´mio
q(x) ∼= x3 − 17.018097x2 + 71.380365x− 162.813236 e encontrar uma nova ra´ız de p(x).
5.2 Me´todo de Mu¨ller
Aplicaremos este me´todo apenas ao caso de ra´ızes reais e, antes de o aplicarmos, teremos
sempre de verificar a existeˆncia e unicidade de um zero num dado intervalo. Ou seja, antes
de aplicarmos o Me´todo de Mu¨ller, que iremos desenvolver de seguida, temos de provar
que
∃1α ∈ [a, b] : p(α) = 0.
Abordaremos este me´todo seguindo [21, pp. 84–88] e [3, pp. 87–89]. O me´todo de Mu¨ller
pode ser visto como uma extensa˜o do me´todo da secante. Este u´ltimo comec¸a com duas
aproximac¸o˜es, x0 e x1, para determinar a aproximac¸a˜o seguinte como a intersec¸a˜o, x2, da
reta que passa nos pontos (x0, p(x0)) e (x1, p(x1)) com o eixo das abcissas. Veja-se o gra´fico
da Figura 5.2.
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p(x1)
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Figura 5.2: Me´todo da Secante
O me´todo de Mu¨ller, que iremos descrever nesta secc¸a˜o, utiliza treˆs aproximac¸o˜es ini-
ciais para determinar a seguinte, considerando a intersec¸a˜o do eixo das abcissas com a
57
Me´todos Nume´ricos de Aproximac¸a˜o de Zeros de Polino´mios
para´bola que passa nos pontos (x0, p(x0)), (x1, p(x1)) e (x2, p(x2)). Assim, usamos a inter-
polac¸a˜o quadra´tica. Veja-se o gra´fico da Figura 5.3.
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Figura 5.3: Me´todo de Mu¨ller
Seja p(x) = anx
n + an−1xn−1 + · · · + a1x + a0 um polino´mio com an 6= 0, do qual se
pretende determinar as ra´ızes e sejam x0, x1 e x2 treˆs aproximac¸o˜es iniciais, distintas, a
uma das ra´ızes que se pretende determinar.
O me´todo tem in´ıcio com a determinac¸a˜o do polino´mio quadra´tico
q(x) = a(x− x2)2 + b(x− x2) + c,
que passa nos pontos (x0, p(x0)), (x1, p(x1)) e (x2, p(x2)). Para tal, podemos formar o
seguinte sistema 
p(x0) = a(x0 − x2)2 + b(x0 − x2) + c
p(x1) = a(x1 − x2)2 + b(x1 − x2) + c
p(x2) = a(x2 − x2)2 + b(x2 − x2) + c
.
Matricialmente, temos p(x0)p(x1)
p(x2)
 =
 (x0 − x2)2 (x0 − x2) 1(x1 − x2)2 (x1 − x2) 1
0 0 1
 ab
c
 .
ou
P = V d.
Facilmente se observa que a matriz V e´ de Vandermonde que, como ja´ vimos, e´ invert´ıvel
e, por isso, podemos resolver o sistema anterior e determinar os coeficientes a, b e c fazendo
d = PV −1.
De seguida, determinamos o zero, t, do polino´mio q(x), aplicando a fo´rmula resolvente,
e
t =
−b±√b2 − 4ac
2a
.
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Se multiplicarmos o numerador e o denominador por b±√b2 − 4ac obtemos
t =
−2c
b±√b2 − 4ac. (5.3)
A aplicac¸a˜o desta fo´rmula podera´ resultar em duas soluc¸o˜es, mas ficamos com a de
menor valor absoluto, que corresponde a` que na˜o implica uma subtrac¸a˜o no denominador
(para se evitar cancelamento subtrativo). Para termos a aproximac¸a˜o x3 do polino´mio p(x)
fazemos
x3 = x2 − t = x2 + 2c
b sinal(b)
√
b2 − 4ac. (5.4)
Determinada a aproximac¸a˜o x3, repetimos o procedimento mas, desta vez, utilizando
x1, x2 e x3 para determinarmos a aproximac¸a˜o x4, e assim sucessivamente. O me´todo
termina quando encontramos um valor, xk, satisfato´rio.
Exemplo 5.2 Vamos aplicar o Me´todo de Mu¨ller ao polino´mio (5.2). Para podermos
comparar este me´todo com o anterior, vamos aplica´-lo tambe´m ao intervalo ]3, 5[. Vamos
tomar como aproximac¸o˜es iniciais x0 = 3.5, x1 = 4 e x2 = 4.5. Do mesmo modo que
no exemplo anterior, vamos apenas aplicar o me´todo em 4 iterac¸o˜es, apenas para melhor
mostrar como funciona o me´todo.
 Primeira iterac¸a˜o:
Para as aproximac¸o˜es iniciais dadas obtemos o seguinte sistema matricial p(x0)p(x1)
p(x2)
 =
 (x0 − x2)2 (x0 − x2) 1(x1 − x2)2 (x1 − x2) 1
0 0 1
 a1b1
c1

 99.437504.0000
−119.8125
 =
 1 −1 10.25 −0.50 1
0 0 1
 a1b1
c1

donde se obte´m a1 = −056.7500, b1 = −276.0000 e c1 = −119.8125. Aplicando a
fo´rmula (5.4), obtemos, como valor mais pro´ximo de x2,
x3 ∼= 4.018158665530915.
 Segunda iterac¸a˜o:
Para as aproximac¸o˜es x1, x2 e x3, obtemos o seguinte sistema matricial 4.0000−119.8125
−0.0136833619461
 =
 0.000329737133864 −0.018158665530915 10.232171071602948 0.481841334469085 1
0 0 1
 a2b2
c2

donde se obte´m a2 ∼= −55.1861149335077, b2 ∼= −222.0361549393026 e c2 ∼= −0.0136833619461.
Aplicando a fo´rmula (5.4), obtemos, como valor mais pro´ximo de x3,
x4 ∼= 4.018097037857959.
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 Terceira iterac¸a˜o:
Para as aproximac¸o˜es x2, x3 e x4, obtemos o seguinte sistema matricial −119.8125000000000−0.0136833619461
0.0000019005816
 =
 0.232230464921274 0.481902962142041 10.000000003797970 0.000061627672957 1
0 0 1
 a3b3
c3

donde se obte´m a3 ∼= −55.1221191771264, b3 ∼= −222.0601966440910 e c3 =∼= 0.0000019005816.
Aplicando a fo´rmula (5.4), obtemos, como valor mais pro´ximo de x4,
x5 ∼= 4.018097046416816.
 Quarta iterac¸a˜o:
Para as aproximac¸o˜es x3, x4 e x5, obtemos o seguinte sistema matricial −0.0136833619460570.000001900581609
0.000000000000810
 =
 0.000000003796915 0.000061619114099 10.000000000000000 −0.000000008558858 1
0 0 1
 a4b4
c4

donde se obte´m a4 ∼= −56.6622505984785, b4 ∼= −222.0601026993037 e c4 ∼= 0.0000000000008.
Aplicando a fo´rmula (5.4), obtemos, como valor mais pro´ximo de x5,
x6 ∼= 4.018097046416816.
Este me´todo devolveu, em 4 iterac¸o˜es, uma aproximac¸a˜o muito boa do valor pro´prio
pretendido. Verificamos que apenas em 3 iterac¸o˜es esse valor e´ o mesmo. Neste caso, este
me´todo e´ melhor do que o me´todo de Newton-Horner, pois da´ uma melhor aproximac¸a˜o.
Encontrada a ra´ız podemos reescrever o polino´mio (5.2) da seguinte forma
p(x) ∼= (x− 4.018097046416816)(x3 − 17.0180970464168x2 + 71.3803654778421x− 162.8132356986704)
e poder´ıamos aplicar novamente o me´todo ao polino´mio
q(x) ∼= x3 − 17.018097x2 + 71.380365x− 162.813236 e encontrar uma nova ra´ız de p(x).
5.3 Me´todo de Bairstow
Este e´ um me´todo que tanto devolve ra´ızes reais como ra´ızes complexas. Apresentamos
o me´todo seguindo [21, pp. 79–84]. Este me´todo e´ um me´todo iterativo que extrai um
fator quadra´tico do polino´mio p(x), ou seja, sendo p(x) um polino´mio de grau n,
p(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0,
com an 6= 0, aplicado o me´todo de Bairstow, iremos decompoˆ-lo da seguinte forma
p(x) = (x2 + αx+ β)(bnx
n−2 + bn−1xn−3 + · · ·+ b3x+ b2) + r(x)
= d(x)q(x) + r(x) (5.5)
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onde r(x) = b1x + b0 e´ o resto da divisa˜o entre p(x) e d(x) = (x
2 + αx + β). Do fator
quadra´tico, d(x), poderemos extrair duas ra´ızes do polino´mio, que podera˜o ser reais, duas
simples ou uma com multiplicidade 2, ou um par de ra´ızes complexas conjugadas.
Se multiplicarmos o termo quadra´tico pelo polino´mio q(x), obtemos para os coeficientes
do polino´mio p(x), ai, i = 1, . . . , n,
an = bn
an−1 = bn−1 + αbn
an−2 = bn−2 + αbn−1 + βbn
... (5.6)
a2 = b2 + αb3 + βb4
a1 = b1 + αb2 + βb3
a0 = b0 + βb2
Das equac¸o˜es (5.6) podemos extrair os coeficientes bi, i = 1, . . . , n, do polino´mio q(x)
bn = an
bn−1 = an−1 − αbn
bn−2 = an−2 − αbn−1 − βbn
... (5.7)
b2 = a2 − αb3 − βb4
b1 = a1 − αb2 − βb3
b0 = a0 − βb2.
Se exigirmos que d(x) seja um fator quadra´tico exato na fatorizac¸a˜o do polino´mio p(x)
enta˜o teremos de exigir que r(x) = 0.
O objetivo do me´todo de Bairstow e´ encontrar o fator (x2 + αx + β) de tal forma que
r(x) = b1x + b0 = 0, ou seja, pretende encontrar o fator (x
2 + αx + β) tal que b1 e b0 sa˜o
simultaneamente nulos.
Como se pode observar nas equac¸o˜es (5.7), b1 e b0 dependem dos valores α e β, enta˜o
se denotarmos por α e β os valores exatos de α e β obtemos{
b0(α, β) = 0
b1(α, β) = 0
.
Este sistema e´ um sistema na˜o linear de duas equac¸o˜es a duas inco´gnitas e sera´ resolvido
por um processo iterativo que corresponde ao me´todo de Newton.
Fac¸a-se α e β as aproximac¸o˜es iniciais de α e β. A aproximac¸a˜o seguinte pode ser dada
como (α + mα) e (β + mβ), o que leva a que b1 e b0 se aproximem mais de zero. Assim,
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aplicando se´ries de Taylor,
b0(α +mα, β +mβ) = b0(α, β) + ∆α
(
∂b0
∂α
)
+ ∆β
(
∂b0
∂β
)
b1(α +mα, β +mβ) = b1(α, β) + ∆α
(
∂b1
∂α
)
+ ∆β
(
∂b1
∂β
)
(5.8)
onde as derivadas parciais sa˜o avaliadas em α e β e ∆α e ∆β sa˜o tais que
∆α = α− α
∆β = β − β.
Igualando as equac¸o˜es (5.8) a zero e assumindo que α +mα ∼= α e β +mβ ∼= β temos
∆α
(
∂b0
∂α
)
+ ∆β
(
∂b0
∂β
)
= −b0(α, β)
∆α
(
∂b1
∂α
)
+ ∆β
(
∂b1
∂β
)
= −b1(α, β)
. (5.9)
O ca´lculo das derivadas parciais de b0 e b1, no sistema (5.9), requer o ca´lculo recursivo das
derivadas parciais de todos os bi, i = n, n− 1, . . . , 1, 0, nas equac¸o˜es (5.7)
∂bn
∂α
= 0;
∂bn
∂β
= 0;
∂bn−1
∂α
= −bn − α∂bn∂α = −bn;
∂bn−1
∂β
= −α∂bn
∂β
= 0;
∂bn−2
∂α
= −bn−1 − α∂bn−1∂α − β ∂bn∂α = −bn−1 + αbn;
∂bn−2
∂β
= −α∂bn−1
∂β
− bn − β ∂bn∂β = −bn;
...
∂b2
∂α
= −b3 − α∂b3∂α − β ∂b4∂α ;
∂b2
∂β
= −α∂b3
∂β
− b4 − β ∂b4∂β ;
∂b1
∂α
= −b2 − α∂b2∂α − β ∂b3∂α ;
∂b1
∂β
= −α∂b2
∂β
− b3 − β ∂b3∂β ;
∂b0
∂α
= −β ∂b2
∂α
;
∂b0
∂β
= −b2 − β ∂b2∂β .
(5.10)
Todas as derivadas parciais sa˜o avaliadas em (α, β) e, depois de calculadas, podemos
resolver as equac¸o˜es (5.9), em func¸a˜o de ∆α e ∆β
∆α =
b1( ∂b0∂β )−b0(
∂b1
∂β )
∂b0
∂α
∂b1
∂β
− ∂b1
∂α
∂b0
∂β
∆β =
b0( ∂b1∂α )−b1(
∂b0
∂α )
∂b1
∂β
∂b0
∂α
− ∂b0
∂β
∂b1
∂α
. (5.11)
62
Me´todos Nume´ricos de Aproximac¸a˜o de Zeros de Polino´mios
Como ∆α e ∆β sa˜o conhecidos podemos calcular novas aproximac¸o˜es para α e β fazendo
α← α + ∆α
e
β ← β + ∆β.
Falta-nos mostrar como poderemos escolher as aproximac¸o˜es inicias de α e β. Retome-
mos a decomposic¸a˜o de p(x),
p(x) = d(x)q(x) + r(x)
onde d(x) = (x2 + αx+ β).
Podem ocorrer treˆs situac¸o˜es.
 Suponhamos que conhecemos duas aproximac¸o˜es de ra´ızes, r1 e r2, reais, distintas,
p(x) ∼= (x− r1)(x− r2)q(x).
Daqui podemos ver que
d(x) ∼= (x− r1)(x− r2)
∼= x2 − (r1 + r2)x+ r1r2
donde {
α = −(r1 + r2)
β = r1r2
,
podem ser consideradas aproximac¸o˜es os valores exatos de α e β;
 Suponhamos que partimos de um par de ra´ızes complexas conjugadas, u± iv, apro-
ximadas
p(x) ∼= [x− (u+ iv)][x− (u− iv)]q(x).
Daqui podemos ver que
d(x) ∼= [x− (u+ iv)][x− (u− iv)]
∼= x2 − 2ux+ (u2 + v2)
donde {
α = −2u
β = u2 + v2
,
podem ser consideradas aproximac¸o˜es os valores exatos de α e β;
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 Suponhamos que temos uma aproximac¸a˜o de uma ra´ız real dupla, r,
p(x) ∼= (x− r)2q(x).
Daqui podemos ver que
d(x) ∼= (x− r)2
∼= x2 − 2rx+ r2
donde {
α = −2r
β = r2
,
podem ser consideradas aproximac¸o˜es os valores exatos de α e β.
A aplicac¸a˜o do me´todo de Bairstow pode ser resumida da seguinte forma:
1. escolher as aproximac¸o˜es iniciais α e β, de α e β, respetivamente;
2. usar as equac¸o˜es (5.7) para calcular b1 e b0;
3. usar as equac¸o˜es (5.10) para calcular as derivadas parciais de b1 e b0, em relac¸a˜o a α
e β;
4. resolver as equac¸o˜es (5.11);
5. calcular as novas aproximac¸o˜es de α e β como α← α + ∆α e β ← β + ∆β, respeti-
vamente;
6. usar as novas aproximac¸o˜es e repetir o processo do ponto 2 ao 5 ate´ obter resultados
satisfato´rios, por exemplo ‖[∆α,∆β]‖ < tol, sendo tol um valor de toleraˆncia pre´-
definido;
7. usar as u´ltimas aproximac¸o˜es obtidas, α e β, e calcular as ra´ızes do polino´mio p(x)
para o fator quadra´tico, usando a fo´rmula resolvente para equac¸o˜es do segundo grau,
ou seja,
x1,2 =
−α±√α2 − 4β
2
.
Agora que temos
p(x) ∼= (x2 + αx+ β)q(x),
com q(x) um polino´mio de grau (n− 2), aplicamos o me´todo de Bairstow, descrito acima,
ao polino´mio q(x) e obtemos mais um fator quadra´tico de p(x), e assim sucessivamente,
ate´ encontrarmos todas as ra´ızes do polino´mio em estudo.
O me´todo descrito consegue encontrar qualquer tipo de ra´ız, seja real ou complexa,
contando multiplicidades. No entanto, apenas e´ aplica´vel a polino´mios de coeficientes reais
e depende de uma boa escolha das aproximac¸o˜es iniciais de α e β e, devido a poss´ıveis
erros de arredondamento, as ra´ızes encontradas podem na˜o ser muito precisas. O me´todo,
quando converge, converge quadraticamente ([29, pp. 449–451] ou [21, pp. 79–84]).
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Exemplo 5.3 Vamos aplicar o Me´todo de Bairstow ao polino´mio (5.2). Como ja´ referi-
mos, no Exemplo A.2, do Apeˆndice A, verifica´mos que este polino´mio possui 4 ra´ızes reais
e que se dividem pelos intervalos ]− 3,−2[, ]− 1, 0[, ]3, 5[ e ]5, 12[. De modo a aproximar
as ra´ızes dos dois primeiros intervalos, tomemos como aproximac¸o˜es iniciais
α = −(−2.5− 0.5) = 3
e
β = (−2.5)× (−0.5) = 1.25.
Aplicado o me´todo, obtemos, na primeira iterac¸a˜o,
α ∼= 2.864908854166667,
β ∼= 0.776204427083333,
e como resto da divisa˜o do polino´mio p(x) por (x2 + αx+ β)
r1(x) ∼= −0.271015053580470x+−1.005789339007734.
Continuamos o processo e, na quinta iterac¸a˜o,
α ∼= 2.858571240005783,
β ∼= 0.756681268828994,
e como resto da divisa˜o do polino´mio p(x) por (x2 + αx+ β)
r5(x) ∼= 0.
Enta˜o podemos afirmar que um fator quadra´tico do polino´mio em estudo e´, aproximada-
mente,
x2 + 2.858571240005783x+ 0.756681268828994,
donde podemos extrair duas ra´ızes do polino´mio, sendo elas
λ1 ∼= −0.295188571810782
λ2 ∼= −2.563382668195001.
As aproximac¸o˜es obtidas, depois de aplicado este me´todo, sa˜o muito boas.
Agora, podemos reescrever o polino´mio em estudo da seguinte forma
p(x) ∼= (x2 +2.858571240005783x+0.756681268828994)(x2−15.858571240005784x+47.576174385434392)
donde de q(x) = x2 − 15.858571240005784x + 47.576174385434392 podemos extrair,
facilmente, as outras duas ra´ızes,
λ3 ∼= 11.840474193588964
λ4 ∼= 4.018097046416820.
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Cap´ıtulo 6
Me´todos Matriciais Iterativos de
Aproximac¸a˜o de Valores Pro´prios
Uma outra forma de obter aproximac¸o˜es dos valores pro´prios de uma matriz e´ usando
me´todos matriciais iterativos. Neste cap´ıtulo, iremos abordar o Me´todo da Poteˆncia, o
Me´todo QR e o Me´todo de Jacobi. No entanto, existem outros me´todos de ca´lculo iterativo
de valores pro´prios de uma dada matriz que na˜o abordaremos neste trabalho, como por
exemplo o me´todo de Lanczos. Alguns autores reservam cap´ıtulos dos seus trabalhos a
este tema. Deixamos aqui alguns, [19, Cap. 7], [20, Cap. 5], [22, Cap. 10], [8, Cap. 7–9]
ou [11, Cap. 7].
6.1 O Me´todo da Poteˆncia
O Me´todo da Poteˆncia, ou o Me´todo das Poteˆncias Diretas, aproxima o valor pro´prio
dominante, ou seja, da´-nos uma aproximac¸a˜o do valor pro´prio de maior valor absoluto, caso
a matriz seja diagonaliza´vel. Na pra´tica, o ca´lculo do valor pro´prio dominante e´ utilizado
na Estabilidade dos Sistemas Lineares Discretos ([9]) ou nos Algoritmos de Page Ranking
([18] ou [6]).
Vamos descrever o me´todo na perspectiva de dois autores, Quarteroni ([20, pp. 192–
199]) e Demidovich ([4, pp.430–436]), descrevendo a forma como cada um aborda o me´todo.
E´ de referir que o nu´cleo central do me´todo, raza˜o da sua designac¸a˜o, e´ comum a`s duas
abordagens. Comec¸aremos por descrever esse nu´cleo e iremos mostrar como os autores
abordam a questa˜o do ca´lculo do valor pro´prio dominante.
Considere-se a matriz A ∈ Cn×n diagonaliza´vel. Tomemos os vetores pro´prios de A,
x1, . . . , xn associados aos valores pro´prios λ1, . . . , λn, respetivamente.
Suponhamos que λ1 possui multiplicidade simples e que podemos ordenar os valores
pro´prios de A da seguinte forma:
|λ1| > |λ2| ≥ |λ3| ≥ · · · ≥ |λn|. (6.1)
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Seja y(0) ∈ Cn um vetor qualquer, na˜o nulo. O Me´todo das Poteˆncias Diretas e´ um
me´todo iterativo que, em cada iterac¸a˜o, calcula o vetor y(k) da seguinte forma:
y(k) =
Ay(k−1)
‖Ay(k−1)‖2 , k ∈ N. (6.2)
Note-se que y(k) e´ uma sucessa˜o de vetores normalizados que, como veremos a seguir,
converge para o vetor pro´prio dominante, x1. Este e´ o aˆmago do me´todo para os dois
autores, podendo considerar-se o vetor y(k) normalizado, ou na˜o.
No entanto, para a determinac¸a˜o do valor pro´prio dominante os processos comec¸am a
diferenciar-se. Deste modo, em [20, p. 192], e´ usada a sucessa˜o de escalares
λ(k) =
(
y(k)
)∗
Ay(k), k ∈ N, (6.3)
que tendera´ para o valor pro´prio de maior valor absoluto, λ1.
Por outro lado, Demidovich tem em atenc¸a˜o a noc¸a˜o de colinearidade entre vetores1.
Tomando a sucessa˜o de vetores na˜o normalizados, y(k) = Ay(k−1), o objetivo das iterac¸o˜es
e´ ir encontrando vetores y(k) cuja direc¸a˜o se va´ alinhando com a direc¸a˜o do vetor pro´prio
dominante x1. Assim, tomando as j-e´simas coordenadas dos vetores y
(k+1) e y(k) o valor
pro´prio dominante sera´ dado por
lim
k→∞
y
(k+1)
j
y
(k)
j
= λ1. (6.4)
Estamos agora em condic¸o˜es para mostrar como e´ que cada autor explica a convergeˆncia
do me´todo.
Em qualquer das abordagens o me´todo inicia-se com y(0), vetor na˜o nulo arbitra´rio.
Admitindo que a matriz A e´ diagonaliza´vel, o vetor y(0) pode escrever-se como combinac¸a˜o
linear de uma base de vetores pro´prios de A, isto e´, existem x1, x2, . . . , xn vetores pro´prios
de A tais que
y(0) =
n∑
i=1
cixi, (6.5)
com ci ∈ C, i = 1, . . . , n.
No estudo da convergeˆncia das duas variantes do me´todo, vamos supor c1 6= 0.
O teorema que se segue demonstra que o me´todo das poteˆncias usando a iterac¸a˜o (6.3)
converge. A prova apresentada reflete o tratamento apresentado em [20, pp. 193–194].
Teorema 6.1 Seja A ∈ Cn×n uma matriz diagonaliza´vel cujos valores pro´prios sa˜o tais
que
|λ1| > |λ2| ≥ |λ3| ≥ · · · ≥ |λn|. (6.6)
Tomando as igualdades (6.2), (6.3) e (6.5), e supondo c1 6= 0 temos que
1Recordamos que dois vetores ~u e ~v sa˜o colineares se existir um escalar α tal que ~u = α~v.
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i) o vetor y(k) alinha-se com a direc¸a˜o de x1, quando k →∞;
ii) lim
k→∞
λ(k) = λ1.
Prova:
i) Atendendo a (6.2) e (6.5) podemos escrever y(1) da seguinte forma
y(1) =
∑n
i=1 ciAxi
‖∑ni=1 ciAxi‖2 .
Como xi sa˜o vetores pro´prios associados a λi, respetivamente para i = 1, . . . , n, temos
y(1) =
∑n
i=1 ciλixi
‖∑ni=1 ciλixi‖2 .
Repetindo este racioc´ınio podemos escrever a igualdade (6.2) em func¸a˜o de y(0)
y(k) =
Ay(k−1)
‖Ay(k−1)‖2
=
Aky(0)
‖Aky(0)‖2 . (6.7)
Note-se que
Aky(0) =
n∑
i=1
ciλ
k
i xi
= c1λ
k
1x1 +
n∑
i=2
ciλ
k
i xi.
Se c1 6= 0 (λ1 6= 0)
Aky(0) = c1λ
k
1
(
x1 +
n∑
i=2
ci
c1
(
λi
λ1
)k
xi
)
= c1λ
k
1
(
x1 + z
(k)
)
, (6.8)
onde z(k) =
∑n
i=2
ci
c1
(
λi
λ1
)k
xi. Como, por (6.1),
lim
k→∞
(
λi
λ1
)k
= 0,
enta˜o z(k) → 0, quando k →∞.
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De (6.8) conclui-se, de forma intuitiva, que a` medida que k cresce o vetor Aky(0)
alinha-se com x1 e, portanto, o mesmo acontece com y
(k), que e´ a sua versa˜o norma-
lizada. Mais rigorosamente,
y(k) =
c1λ
k
1
(
x1 + z
(k)
)
‖c1λk1 (x1 + z(k)) ‖2
=
c1λ
k
1
(
x1 + z
(k)
)
|c1λk1|‖x1 + z(k)‖2
.
Isto e´,
y(k) = σk
x1 + z
(k)
‖x1 + z(k)‖2 ,
onde
σk =
c1λ
k
1
|c1λk1|
= ±1 (6.9)
Como
lim
k→∞
x1 + z
(k)
‖x1 + z(k)‖2 =
x1
‖x1‖2 ,
o vetor y(k) alinha-se com a direc¸a˜o de x1, quando k →∞.
ii) Seja
y˜(k) = Aky(0)
e considere-se
q˜(k) =
y˜(k)
c1λk1
.
Enta˜o, por (6.8),
q˜(k) = x1 + z
(k).
Assim,
‖q˜(k) − x1‖2 = ‖z(k)‖2
=
∥∥∥∥∥
n∑
i=2
ci
c1
(
λi
λ1
)k
xi
∥∥∥∥∥
2
≤
√√√√ n∑
i=1
(
ci
c1
)2(
λi
λ1
)2k
≤
∣∣∣∣λ2λ1
∣∣∣∣k
√√√√ n∑
i=1
(
ci
c1
)2
=
∣∣∣∣λ2λ1
∣∣∣∣k√C,
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onde
C =
n∑
i=1
(
ci
c1
)2
.
Assim,
lim
k→∞
q˜(k) = x1
e
lim
k→∞
(
q˜(k)
)∗
Aq˜(k)
‖q˜(k)‖2 = λ1.
Mas
(q˜(k))
∗
c1λk1
A q˜
(k)
c1λk1
1
|c1λk1|2‖y˜
(k)‖22
=
(
y˜(k)
)∗
Ay˜(k)
‖y˜(k)‖22
=
(
y(k)
)∗
Ay(k),
o que nos conduz a
lim
k→∞
(
y˜(k)
)∗
Ay˜(k) = λ1.
O que mostra que a sequeˆncia λ(k), definida em (6.3), tende para λ1, quando k tende
para +∞.
2
Em seguida, apresentamos um resultado relativo a` convergeˆncia da variante do me´todo
da poteˆncia proposta pelo autor Demidovich, [4, pp. 431–433]. Recordamos que nesta
variante
y(0) =
n∑
i=1
cixi, com c1 6= 0 (6.10)
y(k) = Ay(k−1) (6.11)
e y
(k)
j denota a componente j do vetor y
(k), com j = 1. . . . , n.
Teorema 6.2 Seja A ∈ Cn×n uma matriz diagonaliza´vel cujos valores pro´prios satisfazem
|λ1| > |λ2| ≥ |λ3| ≥ · · · ≥ |λn|. (6.12)
Considerando a sucessa˜o definida por (6.11), (6.10), supondo que c1 6= 0 e que y(k)j 6= 0,
lim
k→∞
y
(k+1)
j
y
(k)
j
= λ1, (6.13)
com j = 1, . . . , n.
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Prova: Comecemos por escrever y(0) como combinac¸a˜o linear dos vetores pro´prios de A.
Assim,
y(k) = Aky(0) =
n∑
i=1
ciλ
k
i xi.
No espac¸o vetorial C, escolha-se uma qualquer base (na˜o obrigatoriamente a base
unita´ria) v1, . . . , vn. Enta˜o podemos escrever os vetores pro´prios de A como combinac¸a˜o
linear dos vetores desta base. Assim, temos
xi =
n∑
j=1
xijvj
e enta˜o podemos reescrever y(k) da seguinte forma
y(k) =
n∑
i=1
ciλ
k
i
n∑
j=1
xijvj
=
n∑
i=1
ciλ
k
i (xi1v1 + xi2v2 + · · ·+ xinvn)
=
n∑
i=1
(
ciλ
k
i xi1v1 + ciλ
k
i xi2v2 + · · ·+ ciλki xinvn
)
=
(
n∑
i=1
ciλ
k
i xi1
)
v1 +
(
n∑
i=1
ciλ
k
i xi2
)
v2 + · · ·+
(
n∑
i=1
ciλ
k
i xin
)
vn,
em que
∑n
i=1 ciλ
k
i xij, para j = 1, . . . , n, e´ a componente j do vetor y
(k).
Para a componente j, com j = 1, . . . , n, tomemos
y
(k+1)
j
y
(k)
j
=
∑n
i=1 ciλ
k+1
i xij∑n
i=1 ciλ
k
i xij
(6.14)
=
c1λ
k+1
1 x1 + · · ·+ cnλk+1n xn
c1λk1x1 + · · ·+ cnλknxn
. (6.15)
Supondo, mais uma vez, c1 6= 0,
y
(k+1)
j
y
(k)
j
= λ1
1 +
c2x2j
c1x1j
(
λ2
λ1
)k+1
+ · · · cnxnj
c1x1j
(
λn
λ1
)k+1
1 +
c2x2j
c1x1j
(
λ2
λ1
)k
+ · · · cnxnj
c1x1j
(
λn
λ1
)k .
Tendo em conta (6.12), podemos ver que
lim
k→∞
(
λi
λ1
)k
= 0, com i > 1,
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donde
lim
k→∞
y
(k+1)
j
y
(k)
j
= λ1, (6.16)
para j = 1, . . . , n. 2
Na pra´tica, e usando este me´todo para calcularmos o valor pro´prio de maior valor
absoluto, podemos tomar a me´dia aritme´tica das razo˜es
y
(k+1)
j
y
(k)
j
.
Exemplo 6.1 Tendo em conta a matriz, em estudo, do Exemplo (4.1), vamos determinar
uma aproximac¸a˜o para o seu valor pro´prio de maior valor absoluto, aplicando o Me´todo
das Poteˆncias Diretas. Tomemos para vetor inicial
y(0) =

1
1
1
1
 . (6.17)
Vamos utilizar o me´todo descrito por Quarteroni e o descrito por Demidovich para
tentar encontrar algumas outras diferenc¸as nos me´todos.
Utilizando o me´todo descrito por Quarteroni
Vamos aplicar 10 iterac¸o˜es deste me´todo. Assim, usando as fo´rmulas iterativas (6.2) e
(6.3) temos que:
y(1) ∼=

0.390566732942472
0.520755643923295
0.650944554904119
0.390566732942472

λ(1) ∼= 11.796610169491524
...
y(9) ∼=

0.431237562410942
0.511478090193881
0.663314035956336
0.335318979064420

λ(9) ∼= 11.840474192580324
y(10) ∼=

0.431239730643622
0.511476346111769
0.663317127651600
0.335312734990189

λ(10) ∼= 11.840474193472822.
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Em 10 iterac¸o˜es, encontramos para aproximac¸a˜o do valor pro´prio de maior mo´dulo
λ1 ∼= 11.840474193472822.
Utilizando o me´todo descrito por Demidovich
Tomando, agora, uma sucessa˜o de vetores na˜o normalizados, vamos utilizar (6.4) para
calcular o valor pro´prio dominante. Assim, a sucessa˜o de vetores e´ a seguinte:
y(1) =

9
12
15
9

y(2) =

117
141
177
96

...
y(9) =

3829491012
4542045777
5890384698
2977711425

y(10) =

45343217481
53779792422
69745273083
35256858741
 .
O valor pro´prio dominante e´ dado por:
λ1 ≈
y
(10)
1
y
(9)
1
+
y
(10)
2
y
(9)
2
+
y
(10)
3
y
(9)
3
+
y
(10)
4
y
(9)
4
4
∼= 11.840437658333006.
Vimos em (3.14) que o valor pro´prio dominante da matriz A e´, aproximadamente
11.840474193588962. Comparando os valores, o me´todo exposto por Quarteroni chega a
uma melhor aproximac¸a˜o para o valor pro´prio dominante do que o me´todo exposto por
Demidovich, tendo em conta o mesmo nu´mero de iterac¸o˜es.
Exemplo 6.2 Tomemos a matriz
B =

1 0 −3 0
1 2 1 0
0 3 1 −4
1 0 2 0
 . (6.18)
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Neste caso, o Me´todo das Poteˆncias, em qualquer das suas variantes, na˜o e´ aplica´vel na
procura do valor pro´prio de maior valor absoluto. A matriz possui apenas valores pro´prios
complexos conjugados, (−0.289572513005876± 2.525287105704329 i) e
(2.289572513005875± 0.974125026043391 i). e o me´todo devolve um valor pro´prio real,
λ ∼= 0.215578434479241.
No ponto 3 da Subsecc¸a˜o 6.1.1, veremos porque e´ que, neste caso, o me´todo falhou.
6.1.1 Acerca do Me´todo das Poteˆncias Diretas
Depois de termos apresentado o Me´todo das Poteˆncias Diretas conve´m frisar algumas
das suas carater´ısticas antes de continuar. Algumas das observac¸o˜es seguintes realc¸am as
vantagens e desvantagens do me´todo.
1. De (6.10) podemos ver que a rapidez de convergeˆncia do vetor y(k) para o vetor
pro´prio x1, ou seja, a rapidez de convergeˆncia do me´todo, vai depender do valor de∣∣∣∣λ2λ1
∣∣∣∣
e sera´ tanto mais ra´pida quanto menor for esta raza˜o;
2. Por vezes, a escolha do vetor inicial y(0) pode na˜o produzir o resultado pretendido,
ou seja, o me´todo na˜o converge. Ao descrever o me´todo, fizemos a suposic¸a˜o de
que c1 6= 0. Esta suposic¸a˜o pode ser dif´ıcil de se garantir a` partida. No entanto,
como na pra´tica y(0) e´ um vetor arbitra´rio, podemos conseguir um em que a sua
componente segundo x1 na˜o seja exatamente nula. No caso de tal acontecer, os
erros de arredondamento cometidos ao longo das iterac¸o˜es do processo asseguram
um vetor y(k) que na˜o possui componente nula segundo a direc¸a˜o de x1. Mesmo que
tal acontec¸a, aconselha-se uma troca de vetor inicial. A necessidade de se trocar o
vetor inicial por outro e´ rara mas pode acontecer e na programac¸a˜o do me´todo tem
de ser prevista;
3. Na descric¸a˜o anterior assumimos λ1 com multiplicidade simples. No entanto, podem
surgir casos em que a multiplicidade do valor pro´prio de maior mo´dulo e´ superior a
um. Assim, por exemplo para multiplicidade igual a 2, podemos ter ([20, p. 196]):
 λ1 = λ2 e o me´todo ainda converge, pois de (6.8) vem que
Aky(0) = λk1
(
c1x1 + c2x2 +
n∑
i=3
ci
(
λi
λ1
)k
xi
)
;
 λ1 = −λ2 e, neste caso, os valores pro´prios de maior mo´dulo sa˜o sime´tricos.
Tendo em atenc¸a˜o o ponto 3 da Propriedade 2.3, aplica-se o me´todo a` matriz
A2;
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 λ1 = λ2 e, neste caso, ocorrem oscilac¸o˜es na sequeˆncia de vetores y
(k) e o me´todo,
em geral, na˜o converge. De facto, podemos observar que caso λ1 ∈ C \ R na˜o
se pode garantir a existeˆncia de limk→∞ y(k) pois ja´ na˜o e´ poss´ıvel estabelecer
(6.9);
4. A forma de ca´lculo do valor pro´prio dominante sugerida por Demidovich podera´
falhar no caso de uma das componentes do vetor y(k) ser nula o que leva a que o
quociente
y
(k+1)
j
y
(k)
j
na˜o exista, para algum j = 1, . . . , n e k ∈ N. De acrescentar que este
autor nada refere em relac¸a˜o a valores pro´prios pertencentes a C \ R;
5. Este e´ um me´todo bastante popular e uma das suas vantagens e´ a do uso exclusivo da
aritme´tica de reais. As linguagens de programac¸a˜o cla´ssicas so´ usam aritme´ticas de
reais, a` excec¸a˜o, por exemplo, do MATLAB®, sendo, por isso, um me´todo facilmente
programa´vel usando este u´ltimo. O MATLAB® permite vetorizar o co´digo, ou seja,
operar vetores e matrizes sem recorrer a operac¸o˜es elemento a elemento (como nas
linguagens cla´ssicas);
6. Se a matriz A for hermı´tica a convergeˆncia do me´todo e´ mais ra´pida passando a
depender de
∣∣∣λ2λ1 ∣∣∣2 ([19, pp. 399–400]). Tendo em atenc¸a˜o as fo´rmulas iterativas (6.2)
e (6.3), a suposic¸a˜o inicial (6.1), c1 6= 0 e recordando que se a matriz A e´ hermı´tica
enta˜o os seus vetores pro´prios formam uma base ortonormada, temos que
λ(k) =
(
y(k)
)∗
Ay(k), k ∈ N
=
(
y(k)
)∗
y(k+1)
=
n∑
i=1
ciλ
k
i ciλ
k+1
i
=
n∑
i=1
c2iλ
2k+1
i
= c21λ
2k+1
1 +
n∑
i=2
c2iλ
2k+1
i
= λ1 +
n∑
i=2
(
ci
c1
)2
λ2k+1i
λ2k1
= λ1
(
1 +
n∑
i=2
(
ci
c1
)2(
λi
λ1
)2k+1)
.
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E, assim,
λ(k) ≤ |λ(k)|
=
∣∣∣∣∣λ1
(
1 +
n∑
i=2
(
ci
c1
)2(
λi
λ1
)2k+1)∣∣∣∣∣
≤ |λ1|
∣∣∣∣∣1 +
n∑
i=2
(
ci
c1
)2(
λi
λ1
)2k+1∣∣∣∣∣
≤ |λ1|
∣∣∣∣∣1 +
n∑
i=2
C
∣∣∣∣λ2λ1
∣∣∣∣2k+1
∣∣∣∣∣ ;
7. Uma das desvantagens do me´todo prende-se com o facto de no caso de um grupo de
valores pro´prios serem muito pro´ximos do valor pro´prio dominante o me´todo podera´
ter problemas de convergeˆncia;
8. O me´todo apenas devolve o valor pro´prio dominante da matriz A o que, em alguns
casos, podera´ ser insuficiente e, portanto, e´ tambe´m uma desvantagem.
6.1.2 O Me´todo das Poteˆncias Inversas
Como ja´ referimos, o Me´todo das Poteˆncias Diretas apenas devolve um valor pro´prio,
o de maior valor absoluto. Em algumas situac¸o˜es podera´ ser necessa´rio o ca´lculo de mais
alguns valores pro´prios ou mesmo de todos. No entanto, podemos adaptar o me´todo das
poteˆncias, descrito anteriormente, para obter qualquer outro valor pro´prio. A esse me´todo
chamamos Me´todo das Poteˆncias Inversas.
Sendo A uma matriz diagonaliza´vel, basta aplicar o me´todo descrito anteriormente a`
matriz M−1µ = (A − µIn)−1, em que µ e´ um escalar dado e uma boa aproximac¸a˜o de um
qualquer valor pro´prio, λ, da matriz A. Uma outra vantagem deste me´todo e´ a de que
podera´ ser aplicado para refinar uma aproximac¸a˜o de um valor pro´prio encontrado por
me´todos na˜o matriciais.
Vamos ver em mais pormenor como e´ que o me´todo funciona.
Seja µ uma aproximac¸a˜o de um valor pro´prio na˜o dominante da matriz A, a calcular.
Tomemos a matriz Mµ = (A− µIn). Sabemos que (λ− µ) e´ valor pro´prio de A. Se µ for
uma boa aproximac¸a˜o de λ, e este estiver suficientemente afastado dos restantes valores
pro´prios de A, enta˜o (λ−µ) e´ o menor valor pro´prio de Mµ, em mo´dulo. Assim, M−1µ tera´
1
λ− µ
como o maior valor pro´prio, em mo´dulo.
Deste modo, basta aplicar o Me´todo das Poteˆncias Diretas a` matriz M−1µ obtendo λ˜n
como valor pro´prio dominante de M−1µ . Para obtermos o valor pro´prio desejado, ou seja,
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o valor pro´prio de A, basta considerarmos que
1
λ− µ = λ˜n
λ− µ = 1
λ˜n
λ =
1
λ˜n
+ µ.
Exemplo 6.3 Tomemos, novamente, a matriz do Exemplo (4.1) para a qual vamos encon-
trar uma aproximac¸a˜o para o valor pro´prio de menor valor absoluto. Assim, iremos aplicar
o Me´todos das Poteˆncias Inversas a` matriz A, ou seja, aplicar o Me´todo das Poteˆncias Di-
rectas a` matriz A−1, tomando como vetor inicial o vetor (6.17).
No exemplo anterior, mostra´mos como se aplica o me´todo. Neste exemplo, mostramos
apenas o resultado obtido apo´s 10 iterac¸o˜es. Assim, o valor pro´prio de menor valor absoluto
e´, aproximadamente:
λn ∼= −0.295188571810782.
Exemplo 6.4 No cap´ıtulo anterior, estuda´mos me´todos nume´ricos de aproximac¸a˜o de po-
lino´mios os quais aplica´mos ao exemplo que nos acompanha ao longo de quase todo o traba-
lho. Aplicado, por exemplo, o Me´todo de Newton-Horner, encontra´mos o valor aproximado
λ ∼= 4.018097046417323. Como vimos, o Me´todo das Poteˆncias Inversas pode servir para
melhorar esta aproximac¸a˜o. Assim, aplicando o me´todo a` matriz A−4.018097046417323 I4
e tomando como vetor inicial o vetor (6.17) obtemos o seguinte resultado, aproximado, para
o valor pro´prio, em 10 iterac¸o˜es:
λ ∼= 4.018097046416820.
6.1.3 Acerca do Me´todo das Poteˆncias Inversas
Inverter a matriz Mµ pode ser computacionalmente dispendioso e trabalhoso e, por-
tanto, na pra´tica usam-se outras abordagens como, por exemplo, resolver o seguinte sistema
Mµy
(k) = y(k−1)
por um dos me´todos conhecidos. Um exemplo e´ o da decomposic¸a˜o2 LU que podemos ver
em maior detalhe, por exemplo, em [15, pp. 61–63].
Para cada µ, essa decomposic¸a˜o so´ sera´ efetuada uma vez e podera´ ser utilizada em
todas as iterac¸o˜es, produzindo a matriz triangular inferior L e a matriz triangular superior
U de tal forma que
Mµ = LU,
2 Decomposic¸a˜o LU: Seja A ∈ Rn×n uma matriz invert´ıvel. Seja Ak a matriz formada pelas primeiras
k linhas e primeiras k colunas de A. Se det(Ak) 6= 0, k = 1, . . . , n− 1, enta˜o existe uma matriz triangular
inferior L, cujos elementos da diagonal principal sa˜o iguais a 1, e uma matriz triangular superior U tal
que A = LU . Nestas condic¸o˜es tal decomposic¸a˜o e´ u´nica ([10, p. 160]).
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tendo em atenc¸a˜o eventuais troca de linhas. Deste modo, a determinac¸a˜o de y(k−1) e´ dada
da seguinte forma
Lw(k) = y(k−1)
Uu(k) = w(k),
sendo w(k) um vetor auxiliar. O ca´lculo anterior envolve dois sistemas triangulares facil-
mente resolu´veis por substituic¸o˜es sucessivas.
Salientamos que a decomposic¸a˜o anterior e´ realizada para cada aproximac¸a˜o µ o que
pode tornar o me´todo dispendioso e, tendo em atenc¸a˜o que poderemos estar a trabalhar
com matrizes de grandes dimenso˜es, o me´todo pode tornar-se moroso sendo, nestes casos,
aconselha´vel outros me´todos mais ra´pidos.
6.2 O Me´todo QR
Como vimos, se aplicarmos o Me´todo das Poteˆncias Diretas apenas determinaremos
um valor pro´prio da matriz dada ou se aplicarmos o Me´todo das Poteˆncias Inversas po-
deremos determinar mais valores pro´prios da matriz, podendo este me´todo, no entanto,
ser pouco eficiente. Nesta secc¸a˜o, iremos desenvolver o Me´todo Iterativo QR que devolve
aproximac¸o˜es de todos os valores pro´prios de uma dada matriz, se algumas condic¸o˜es de
convergeˆncia forem satisfeitas. Este me´todo e´ considerado muito bom, mas da mesma forma
que o Me´todo das Poteˆncias, o espetro da matriz devera´ estar convenientemente separado,
caso contra´rio poderemos ter, como no me´todo anterior, problemas de convergeˆncia.
Em [20, pp. 215–220] podemos ver adaptac¸o˜es a este me´todo (Me´todo QR com deslo-
camento simples e Me´todo QR com deslocamento duplo) de forma a minorar a lentida˜o de
convergeˆncia. Ainda assim, estas te´cnicas de deslocamento, ou “shifting”, na˜o garantem
a convergeˆncia do me´todo. Ja´ foram encontradas matrizes para as quais o me´todo com
deslocamento duplo entra em ciclo (podemos ver um exemplo em [20, pp. 243–244]). Ape-
sar de este ser um me´todo muito utilizado, o seu estudo completo encontra-se em aberto.
O artigo [26] mostra como se poderia abordar o tema do Me´todo QR com deslocamentos
pois estes sa˜o os mais utilizados na pra´tica, falando tambe´m, em desenvolvimentos recentes
neste campo.
De um modo geral, o Me´todo QR produz, em cada iterac¸a˜o, uma matriz, T (k), or-
togonalmente semelhante a` matriz inicial que, sob certas condic¸o˜es, converge para uma
matriz triangular (no caso de todos os valores pro´prios serem reais) ou para uma matriz
triangular por blocos em que os blocos diagonais sa˜o 1× 1 ou 2× 2 (no caso de existirem
valores pro´prios complexos). O processo iterativo deste me´todo necessita, a cada iterac¸a˜o,
da decomposic¸a˜o QR da matriz T (k) e, por isso, comec¸amos esta secc¸a˜o por tratar essa
fatorizac¸a˜o.
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6.2.1 Fatorizac¸a˜o QR de matrizes quadradas
Nesta secc¸a˜o, mostraremos treˆs processos diferentes de obter a decomposic¸a˜o QR,
comec¸ando pelo que utiliza o Processo de Ortonormalizac¸a˜o de Gram-Schmidt. De se-
guida mostraremos como utilizar as matrizes de reflexa˜o de Householder e, finalmente,
como utilizar as matrizes de rotac¸a˜o de Givens, para o mesmo efeito.
Teorema 6.3 (Fatorizac¸a˜o QR) Uma matriz A ∈ Rn×n pode ser fatorizada na forma
A = QR,
onde Q e´ uma matriz de colunas ortonormadas e R e´ uma matriz triangular superior. Caso
A seja invert´ıvel a decomposic¸a˜o e´ u´nica.
Prova:
 1º Caso: A matriz A e´ invert´ıvel.
Por hipo´tese, temos uma matriz A cujas colunas sa˜o linearmente independentes.
Vamos escrever a matriz da seguinte forma
A =
[
A1 A2 · · · An
]
,
onde Ai, i = 1, . . . , n, sa˜o os vetores coluna que formam a matriz A, vetores esses
linearmente independentes. Deste modo, podemos aplicar o Me´todo de Ortogona-
lizac¸a˜o de Gram-Schmidt para, a partir dos vetores coluna de A, formar um conjunto
de vetores ortogonais. Fac¸a-se:
v1 = A1
v2 = A2 − α(2)1 A1
v3 = A3 − α(3)1 A1 − α(3)2 A2
...
vn = A3 − α(n)1 A1 − · · · − α(3)n−1An−1
onde α
(k)
i =
ATi vk
vTk vk
. Assim, constru´ımos o conjunto {v1, v2, . . . , vn} de vetores orto-
gonais, cada um como combinac¸a˜o linear dos vetores coluna A1, A2, . . . , An. Mas
podemos reescrever os vetores Ai, i = 1, . . . , n, da seguinte forma:
A1 = v1
A2 = v2 + α
(2)
1 A1
A3 = v3 + α
(3)
1 A1 + α
(3)
2 A2
...
An = v3 + α
(n)
1 A1 + · · ·+ α(3)n−1An−1.
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Matricialmente temos
[
A1 A2 · · · An
]
=
[
v1 v2 · · · vn
]

1 α
(2)
1 α
(3)
1 · · · α(n−1)1 α(n)1
0 1 α
(3)
2 · · · α(n−1)2 α(n)2
...
...
. . . . . .
...
...
...
. . . . . .
...
0 0 · · · · · · 1 α(n)n−1
0 0 · · · · · · 0 1

A = V Z,
onde V e´ uma matriz ortogonal e Z uma matriz triangular superior.
Tomemos a matriz diagonal
D = diag(q1, q2, . . . , qn),
onde qi, i = 1, . . . , n, representa, respetivamente, as normas dos vetores vi,
i = 1, . . . , n. Fazendo
A = (V D−1)(DZ)
= QR,
onde Q e´ uma matriz de colunas ortonormadas e R e´ triangular superior.
 2º Caso: A matriz A na˜o e´ invert´ıvel ([2, pp. 10–11]).
Neste caso, as colunas A1, A2, . . . , An, da matriz A, na˜o sa˜o linearmente independen-
tes e, por isso, introduzimos uma alterac¸a˜o ao processo descrito no primeiro caso.
Consideremos as primeiras A1, . . . , Ak colunas linearmente independentes e procede-
mos, para estas colunas, da mesma forma que no caso anterior, obtendo os vetores
ortogonais v1, . . . , vk. Se a coluna Ak+1 for linearmente dependente das k colunas
anteriores, tomamos vk+1 = 0 e a (k+ 1)-e´sima linha da matriz Z e´ tambe´m tomada
como nula, caso contra´rio, procedemos como no primeiro caso.
Prosseguimos este processo ate´ a` coluna An, ou seja, sempre que encontrarmos uma
coluna i linearmente dependente das anteriores fazemos vi = 0 e a linha correspon-
dente, i, na matriz Z e´ tambe´m nula, obtendo-se a matriz
V =
[
v1 · · · vk vk+1 · · · vn
]
,
com algumas colunas nulas e a matriz Z e´ triangular superior, com as correspondentes
linhas nulas.
Por construc¸a˜o, a matriz V possui colunas ortogonais, algumas delas nulas. No
entanto, a matriz V na˜o e´ ortogonal mas se tomarmos para as suas colunas nulas ve-
tores de uma base do subespac¸o ortogonal ao subespac¸o gerado pelas outras colunas,
obtemos o pretendido e, assim,
A = V˜ Z,
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onde V˜ e´ a matriz que se obteve de V pelo processo descrito.
Neste momento, podemos passar ao processo de normalizac¸a˜o da mesma forma que
no primeiro caso, ou seja, obtemos a matriz
D = diag(q1, q2, . . . , qn),
onde qi, i = 1, . . . , n, representa, respetivamente, as normas dos vetores vi,
i = 1, . . . , n, e fazemos
A = (V D−1)(DZ)
= QR,
onde Q e´ uma matriz de colunas ortonormadas e R e´ uma matriz triangular superior,
com algumas linhas nulas.
2
Na demonstrac¸a˜o do Teorema 6.3 vimos que podemos utilizar o Me´todo de Ortonorma-
lizac¸a˜o de Gram-Schmidt para fatorizar uma dada matriz A. No entanto, devido a erros
de arredondamento ao longo do processo, este me´todo tende a gerar vetores que va˜o per-
dendo a sua independeˆncia linear, ou seja, ao longo do me´todo, os vetores vi va˜o perdendo
precisa˜o o que pode levar a` perda da ortogonalidade entre eles ([20, pp. 85–87] ou [8, pp.
230–232]). Deste modo, na pra´tica, este me´todo na˜o e´ muito utilizado para se obter esta
decomposic¸a˜o.
A seguir, mostramos como utilizar as matrizes de Householder e as matrizes de Givens
que, nesse aˆmbito, sa˜o mais usadas. Comec¸amos pelas matrizes de Householder.
As matrizes de Householder (Definic¸a˜o 2.16) podem ser usadas para anular compo-
nentes de um dado vetor coluna x ∈ Rn. Assim, se pretendermos anular todas as suas
componentes, exceto a i-e´sima, tomamos um vetor de Householder da seguinte forma:
v = x± ||x||2ei, (6.19)
onde ei e´ o i-e´simo vetor unita´rio de Rn. Vamos escolher v = x− ||x||2ei e, desta forma, a
matriz de reflexa˜o dependera´ apenas do vetor x e a reflexa˜o de x e´
Px = ||x||22ei.
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De facto,
Px =
[
In − 2(x− ||x||ei)(x
T − ||x||eTi )
(x− ||x||ei)T (x− ||x||ei)
]
x
= x− 2(x− ||x||ei)(x
T − ||x||eTi )
(x− ||x||ei)T (x− ||x||ei) x
= x− 2 (x− ||x||ei)(||x||
2 − ||x||xi)
xTx− xT ||x||ei − ||x||eTi x+ ||x||2
= x− 2(x− ||x||ei)(||x||
2 − ||x||xi)
2||x||2 − 2||x||xi
= x− x+ ||x||ei
= ||x||ei.
Exemplo 6.5 Tomemos o vetor x =
[
1 1 1 1
]T
. Pretendemos anular todas as suas
componentes exceto a primeira. Assim, escolhemos v da seguinte forma
v = x+ ||x||2e1 =
[
3 1 1 1
]T
e a matriz de reflexa˜o e´ dada por
P = I4 − 2 vv
T
||v||22
=

−1
2
−1
2
−1
2
−1
2
−1
2
5
6
−1
6
−1
6
−1
2
−1
6
5
6
−1
6
−1
2
−1
6
−1
6
−5
6
 .
Enta˜o
y = Px =
[ −2 0 0 0 ]T .
Para o caso em que se pretende anular as k u´ltimas componentes, k = 1, . . . , n− 2, de
um dado vetor x ∈ Rn, a matriz de Householder sera´ do tipo
Pk =
[
In−k−1 0
0 Pk+1
]
onde a matriz Pk+1 e´ obtida da mesma forma que na descric¸a˜o dada para o caso anterior,
tomando as (k + 1) u´ltimas componentes do vetor x. As componentes do vetor y = Pkx
sa˜o agora da forma 
yj = xj , j = 1, . . . , n− k − 1
yj = ±||x||2 , j = n− k
yj = 0 , j = n− k + 1, . . . , n
.
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Tomemos uma qualquer matriz A ∈ Rn×n. No sentido de obter a decomposic¸a˜o QR de
A, a estrate´gia consiste em aplicar, sucessivamente, matrizes de Householder de forma a
anular, convenientemente, as entradas da matriz ate´ reduzi-la a` forma triangular superior.
Para tal, vamos considerar a matriz A particionada da seguinte forma
A =
[
A1 A2 · · · An−1 An
]
,
com Ai, i = 1, . . . , n, os vetores coluna que formam a matriz A.
Para se obter a matriz de reflexa˜o P1 para o vetor coluna A1, de forma a anular todas
as suas componentes exceto a primeira, basta tomar e1 na equac¸a˜o (6.19). Desta forma,
obtemos a matriz
A(1) = P T1 A
com uma coluna reduzida. De seguida, encontramos a matriz de Householder, P2, que
permite anular as (n− 2) u´ltimas componentes da segunda coluna da matriz A(1), obtendo
a matriz
A(2) = P T2 A
(1)
com duas colunas reduzidas, visto que a aplicac¸a˜o de P T2 a` matriz A
(1) preserva os zeros
anteriormente obtidos.
O processo continua ate´ a` (n − 1)-e´sima coluna da matriz A(n−2) de forma a anular
a sua u´ltima componente. Assim, em (n − 1) passos temos a matriz A reduzida a` forma
triangular superior,
R ≡ A(n−1) = P Tn−1A(n−2).
De um modo geral, o processo e´ o seguinte, para anularmos as (n − i) u´ltimas com-
ponentes da coluna i da matriz A(k) determinamos a matriz de reflexa˜o de Householder,
Pk+1, e obtemos a matriz
A(k+1) = P Tk+1A
(k)
com (k+1) colunas reduzidas, sendo que a operac¸a˜o P Tk+1A
(k) mante´m inalterados os zeros
anteriormente obtidos. No final, teremos
R ≡ A(n−1) = P Tk+1 · · ·P T1 A
= (P1 · · ·Pn−1)T A
onde, se fizermos Q = P1 · · ·Pn−1, temos
R = QTA, (6.20)
sendo R uma matriz triangular superior.
Pela Propriedade 2.5, como a matriz Q e´ produto de matrizes ortogonais tambe´m ela e´
ortogonal e enta˜o podemos reescrever (6.20) do seguinte modo
A = QR.
O processo que acaba´mos de desenvolver devolve a fatorizac¸a˜o QR da matriz A usando,
para tal, matrizes de Householder.
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Exemplo 6.6 Retomemos a matriz A, do Exemplo 4.1.
Para a primeira reduc¸a˜o, a matriz de Householder encontrada e´
P1 ∼=

0.179605302026775 0.359210604053550 0.898026510133874 0.179605302026775
0.359210604053550 0.842719293063097 −0.393201767342258 −0.078640353468452
0.898026510133874 −0.393201767342258 0.016995581644354 −0.196600883671129
0.179605302026775 −0.078640353468452 −0.196600883671129 0.960679823265774

e a matriz A(1), com uma linha reduzida, e´
A(1) ∼=

5.567764362830022 5.567764362830022 7.004606779044221 2.873684832428398
0 1.437850957522001 3.122281002340392 2.179605302026775
−0.000000000000000 0.094627393805003 2.805702505850981 −1.050986744933063
−0.000000000000000 2.218925478761001 0.561140501170196 3.589802651013387
 .
Na segunda reduc¸a˜o temos,
P2 ∼=

1.000000000000000 0 0 0
0 0.543456579425616 0.035765793031745 0.838674999226649
0 0.035765793031745 0.997198093557935 −0.065702132790569
0 0.838674999226649 −0.065702132790569 −0.540654672983551

e
A(2) ∼=

5.567764362830022 5.567764362830022 7.004606779044221 2.873684832428398
−0.000000000000000 2.645751311064590 2.267786838055363 4.157609203101499
−0.000000000000000 0 2.872643918319924 −1.205944356747547
0.000000000000000 0.000000000000000 2.130855144454956 −0.043811032690703
 .
Na u´ltima reduc¸a˜o temos
P3 ∼=

1.000000000000000 0 0
0 1.000000000000000 0 0
0 0 0.803159742697526 0.595763734806042
0 0 0.595763734806042 −0.803159742697526

e
R ≡ A(3) ∼=

5.567764362830022 5.567764362830022 7.004606779044221 2.873684832428398
−0.000000000000000 2.645751311064590 2.267786838055363 4.157609203101499
−0.000000000000000 0.000000000000000 3.576678169490595 −0.994666983734416
−0.000000000000000 −0.000000000000000 0.000000000000000 −0.683270656201011
 .
Assim, a matriz Q e´
Q ∼=

0.179605302026775 0.359210604053550 0.898026510133874 0.179605302026775
0.377964473009227 0.377964473009227 −0.377964473009227 0.755928946018455
0.806556388364954 0.175226308015390 −0.121112301128284 −0.551447498754314
0.417554289900618 −0.835108579801236 0.189797404500281 0.303675847200449

obtendo-se a fatorizac¸a˜o QR da matriz A.
Finalmente, descrevemos o me´todo que permite obter a fatorizac¸a˜o QR com recurso a
matrizes de Givens (Definic¸a˜o 2.18). O processo e´ ana´logo ao relatado usando matrizes de
Householder e explicamo-lo de seguida.
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Relembramos que dado um vetor x = (x1, . . . , xn) as coordenadas do vetor y = Gx,
com G ≡ G(p, q, θ) uma matriz de Givens, sa˜o dadas por
yj =

xj , j 6= p, q
cos(θ)xp − sin(θ)xq , j = p
sin(θ)xp + cos(θ)xq , j = q
. (6.21)
Se pretendermos anular a componente yp devemos ter cos(θ)xp − sin(θ)xq = 0, ou seja,
tan(θ) = xp
xq
. Assim, tomamos
θ = arctan
(
xp
xq
)
,
desde que xq 6= 0. Caso xq = 0 tomamos θ = pi2 .
Da mesma forma, se quisermos anular a componente yq tomamos
θ = arctan
(
−xq
xp
)
= − arctan
(
xq
xp
)
,
desde que xp 6= 0. Caso xp = 0 tomamos θ = pi2 .
Como nem sempre podemos ter a garantia de que as componentes xp ou xq, do vetor
x, sa˜o na˜o nulas podemos analisar a situac¸a˜o de uma outra forma. Se tomarmos
cos(θ) =
xq√
x2p + x
2
q
e
sin(θ) =
xp√
x2p + x
2
q
as componentes do vetor y sera˜o dadas por
yp = 0
yq =
√
x2p + x
2
q
yj = xj ,para j 6= p, q
.
Escolhendo θ desta forma poderemos anular a componente da posic¸a˜o p.
Se, por outro lado, tomarmos
cos(θ) =
xp√
x2p + x
2
q
e
sin(θ) = − xq√
x2p + x
2
q
as componentes do vetor y sa˜o
yp =
√
x2p + x
2
q
yq = 0
yj = xj ,para j 6= p, q
e assim anulamos a componente da posic¸a˜o q.
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Exemplo 6.7 Tomemos o vetor x =
[
1 1 1 1
]T
. Vamos anular a sua u´ltima compo-
nente. Para tal, vamos tomar
G = G(3, 4, θ) =

1 0 0 0
0 1 0 0
0 0 cos(θ) − sin(θ)
0 0 sin(θ) cos(θ)

onde cos(θ) = 1√
2
e sin(θ) = − 1√
2
. Desta forma,
G =

1 0 0 0
0 1 0 0
0 0 1√
2
1√
2
0 0 − 1√
2
1√
2
 .
Assim,
y = Gx =
[
1 1
√
2 0
]T
.
Como facilmente se constata que a aplicac¸a˜o sucessiva de transformac¸o˜es de Givens,
devidamente escolhidas, permitem reduzir uma matriz A a uma matriz triangular, e tendo
em conta que as matrizes de Givens sa˜o ortogonais, e´ poss´ıvel obter a decomposic¸a˜o QR de
A, tal como no me´todo descrito anteriormente, quando usa´mos as matrizes de Householder.
Mais precisamente, este processo produz uma sucessa˜o de matrizes A(k) nas quais iremos
atuar sobre as colunas com o objetivo de provocar o anulamento dos elementos abaixo da
diagonal principal.
Vamos aqui explicar como proceder para a primeira coluna. Comec¸amos por anular
o elemento a1n usando, para tal, o elemento a1,n−1 e construindo a matriz de rotac¸a˜o
G(n− 1, n, θ1) ≡ G1. De seguida, obtemos a matriz A(1) = G1A, cujo elemento a(1)1n = 0.
Da matriz A(1) pretendemos anular o elemento a
(1)
1,n−1, usando o elemento a
(1)
1,n−2 e cons-
truindo a matriz de rotac¸a˜o G(n−2, n−2, θ2) ≡ G2. Obtemos a matriz A(2) = G2A(1) cujos
elementos a
(2)
1n = a
(2)
1,n−1 = 0, pois este processo preserva os zeros obtidos anteriormente ja´
que a operac¸a˜o G2A
(1) ira´ apenas alterar as linhas (n− 2) e (n− 1) da matriz A(1).
Ate´ a` linha 2 procedemos da mesma forma e obtemos a matriz A(n−1) = Gn−1A(n−2).
Este processo repete-se nas colunas seguintes ate´ a` coluna (n − 1) onde se ira´ anular
apenas o u´ltimo elemento da matriz resultante. No final, teremos
A(
n(n−1)
2
) = Gn(n−1)
2
· · · (G2n−3 · · ·Gn) (Gn−1 · · ·G2G1)A
↓ · · · ↓ ↓
Coluna (n− 1) · · · Coluna 2 Coluna 1
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onde, se fizermos
Q1 = Gn−1 · · ·G2G1
Q2 = Gn · · ·G2n−3
...
Qn−1 = Gn(n−1)
2
,
obtemos
R ≡ A(n(n−1)2 ) = QTn−1QTn−2 · · ·QT1A
= (Q1 · · ·Qn−2Qn−1)T A
= QTA (6.22)
e a matriz R esta´ na forma triangular superior. Como a matriz Q e´ produto de matrizes
ortogonais, pela Propriedade 2.5, tambe´m ela e´ ortogonal e enta˜o Q−1 = QT , podendo
reescrever-se (6.22) da seguinte forma
A = QR.
Obtivemos a fatorizac¸a˜o QR da matriz A, usando matrizes de rotac¸a˜o de Givens.
Exemplo 6.8 Para que o exemplo na˜o fique muito longo iremos apresentar a fatorizac¸a˜o
QR, com recurso a rotac¸o˜es de Givens, para uma matriz 3× 3. Consideremos a matriz
B =
 1 2 33 5 1
2 2 1

 1ª Coluna
G1 ∼=
 1.000000000000000 0 00 0.832050294337844 0.554700196225229
0 −0.554700196225229 0.832050294337844
 ,
B(1) ∼=
 1.000000000000000 2.000000000000000 3.0000000000000003.605551275463990 5.269651864139677 1.386750490563073
0 −1.109400392450459 0.277350098112615
 ,
G2 ∼=
 0.267261241912424 0.963624111659432 0−0.963624111659432 0.267261241912424 0
0 0 1.000000000000000
 ,
B(2) ∼=
 3.741657386773941 5.612486080160912 2.138089935299395−0.000000000000000 −0.518874521662771 −2.520247676647744
0 −1.109400392450459 0.277350098112615
 ;
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 2ª Coluna
G3 ∼=
 1.000000000000000 0 00 −0.423659272868162 −0.905821627315677
0 0.905821627315677 −0.423659272868162
 ,
R ≡ B(3) ∼=
 3.741657386773941 5.612486080160912 2.1380899352993950.000000000000000 1.224744871391589 0.816496580927726
−0.000000000000000 −0.000000000000000 −2.400396792595917
 .
Obtemos a matriz R triangular superior e para a matriz Q temos
Q = G3G2G1 ∼=
 0.267261241912424 0.801783725737273 0.5345224838248490.408248290463863 0.408248290463863 −0.816496580927726
−0.872871560943970 0.436435780471985 −0.218217890235992
 ,
obtendo-se a fatorizac¸a˜o QR da matriz B.
6.2.2 O Me´todo QR Ba´sico
Seja A ∈ Rn×n uma matriz invert´ıvel. Comec¸amos por tomar uma matriz ortogonal
Q(0) ∈ Rn×n e fazemos
T (0) =
(
Q(0)
)T
AQ(0),
onde, por exemplo, podemos tomar Q(0) = In.
O passo a seguir e´ o de obter a fatorizac¸a˜o QR da matriz T (0),
T (0) = Q(1)R(1),
onde Q(1) e´ uma matriz ortogonal e R(1) e´ uma matriz triangular superior.
De seguida, obtemos a matriz T (1) da seguinte forma
T (1) = R(1)Q(1).
Para esta nova matriz encontramos a sua decomposic¸a˜o QR, isto e´, determinamos as
matrizes Q(2) ortogonal e R(2) triangular superior tais que
T (1) = Q(2)R(2)
e calculamos a matriz T (2) como indicado a seguir
T (2) = R(2)Q(2),
e assim sucessivamente, obtendo-se o processo iterativo que indicamos a seguir.
Para k = 1, 2, . . .
1. determinar as matrizes Q(k) e R(k) atrave´s da decomposic¸a˜o QR de T (k−1):
T (k−1) = Q(k)R(k);
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2. fazer
T (k) = R(k)Q(k).
De notar que toda a matriz T (k) e´ ortogonalmente semelhante a` matriz inicial A, uma
vez que
T (k) = R(k)Q(k)
=
(
Q(k)
)T (
Q(k)R(k)
)
Q(k), pois Q(k) e´ ortogonal (6.23)
=
(
Q(k)
)T
T (k−1)Q(k),
e, usando induc¸a˜o em k, facilmente mostramos que
T (k) = (P (k))TAP (k) (6.24)
com P (k) = Q(0)Q(1) · · ·Q(k−1)Q(k), k ≥ 0, que pela Propriedade 2.5, continua a ser uma
matriz ortogonal.
A decomposic¸a˜o QR, pedida no me´todo, pode ser obtida por qualquer um dos processos
descritos na Secc¸a˜o 6.2.1 (Processo de Ortonormalizac¸a˜o de Gram-Schmidt, Matrizes de
Reflexa˜o de Householder ou Matrizes de Rotac¸a˜o de Givens).
Exemplo 6.9 Voltemos a` matriz (4.11). Vamos aplicar o Me´todo QR Ba´sico para ob-
termos uma aproximac¸a˜o dos seus valores pro´prios. Para a resoluc¸a˜o deste exemplo, uti-
liza´mos o comando qr(A) do MATLAB®, que devolve a matriz Q ortogonal e a matriz R
triangular superior da fatorizac¸a˜o QR da matriz A. Ao fim de 20 iterac¸o˜es, obtivemos os
seguintes resultados
λ1 ∼= 11.840474193588957
λ2 ∼= 4.018097046416818
λ3 ∼= −2.563382668194998
λ4 ∼= −0.295188571810783.
Podemos verificar que estes valores esta˜o relativamente pro´ximos aos obtidos em (3.14). E´
claro que se aplicarmos o me´todo, por exemplo, em 50 iterac¸o˜es a aproximac¸a˜o melhora.
Exemplo 6.10 Retomemos a matriz (6.18).
Aplicado o Me´todo QR Ba´sico obtemos, apo´s 50000 iterac¸o˜es, a seguinte matriz
T (50000) ∼=
 −0.260233606969402 −3.380536047837450 0.582756133204716 −0.9542625197695441.886664022329994 −0.318911419042252 −4.067535405210567 0.9018402587974490 0.000000000000000 2.381178355535637 0.625500041584830
0 0 −1.530473434220873 2.197966670476156
.
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Verificamos que na˜o se trata de uma matriz triangular superior mas sim de uma matriz
triangular por blocos 2× 2. Desses blocos,
T1 =
[ −0.260233606969402 −3.380536047837450
1.886664022329994 −0.318911419042252
]
e
T2 =
[
2.381178355535637 0.625500041584830
−1.530473434220873 2.197966670476156
]
,
podemos obter os valores pro´prios de B,
λ1 ∼= −0.289572513005827 + 2.525287105704444 i
λ2 ∼= −0.289572513005827− 2.525287105704444 i
λ3 ∼= 2.289572513005897 + 0.974125026043397 i
λ4 ∼= 2.289572513005897− 0.974125026043397 i.
A raza˜o da ocorreˆncia deste tipo de matriz por blocos sera´ explicada mais adiante, na
Secc¸a˜o 6.2.4.
6.2.3 O Me´todo Hessenberg-QR
Uma outra forma de iniciarmos o processo iterativo do Me´todo QR e´ tomando
T (0) = H(0), com H(0) uma matriz ortogonalmente semelhante a A na forma superior
de Hessenberg (Definic¸a˜o 2.15). A matriz H(0) e´ obtida a partir de A por reflexo˜es de
Householder e, como no caso anterior, a decomposic¸a˜o QR pedida pelo me´todo iterativo
QR pode ser obtida por qualquer um dos me´todos anteriores. Este me´todo iterativo e´
tambe´m conhecido como Me´todo Iterativo Hessenberg-QR.
Mostramos aqui como e´ que se obte´m por semelhanc¸a uma matriz de Hessenberg a
partir de uma matriz A, dada. Este processo de reduc¸a˜o e´ conhecido por transformac¸a˜o
ou me´todo de Householder, visto que utiliza matrizes de reflexa˜o de Householder.
Tomemos uma qualquer matriz A ∈ Rn×n. O me´todo consiste em aplicar, sucessi-
vamente, matrizes de Householder de forma a anular, convenientemente, as entradas da
matriz ate´ reduzi-la a` forma superior de Hessenberg. Da mesma forma vamos aplicar um
me´todo semelhante ao descrito, da pa´gina 82 a` pa´gina 84, a cada coluna da matriz A,
A = [aij] =
[
A1 A2 · · · An−1 An
]
,
com Ai, i = 1, . . . , n, os vetores coluna que formam a matriz A.
Comec¸amos por encontrar a matriz de reflexa˜o P1 de forma a anular as (n− 2) u´ltimas
componentes do vetor coluna A1 , obtendo uma nova matriz A
(1) =
[
a
(1)
ij
]
= P T1 AP1, com
uma coluna reduzida. Isto e´,
A(1) = P T1 AP1
= P1AP1,
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onde a matriz P1 e´ ortogonal e da forma
P1 =
 1 0
0 P˜1
 ,
sendo P˜1 a matriz de Householder que anula as u´ltimas (n− 2) componentes de
x1 =
[
a21 a31 · · · an1
]T
.
Isto e´, P˜1 e´ tal que
P˜1x1 =
[ ||x1||2 0 · · · 0 ]T .
Assim,
A(1) =
 1 0
0 P˜1


a11 ∗1
a21
... ∗2
an1

 1 0
0 P˜1

=
 a11 ∗1
P˜1x1 P˜1∗2
 1 0
0 P˜1

=

a11 ∗1P˜1
||x||2
0
... P˜1∗2P˜1
0
 ,
ou seja, A(1) sera´ da forma 
∗ ∗˜1
∗
0
... ∗˜2
0
 .
De seguida, encontramos a matriz de Householder, P2, que permite anular as
(n− 3) u´ltimas componentes da segunda coluna de A(1), obtendo a matriz A(2) =
[
a
(2)
ij
]
=
P T2 A
(1)P2, com duas colunas reduzidas, visto que a aplicac¸a˜o da matriz P2 a` matriz A
(1)
preserva os zeros obtidos anteriormente. Concretizando, vamos encontrar a matriz de
Householder
P2 =
 I2 0
0 P˜2

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onde P˜2 e´ a matriz de Householder que anula as u´ltimas (n− 3) componentes de
x2 =
[
a
(1)
32 a
(1)
42 · · · a(1)n2
]T
.
Isto e´, P˜2 e´ tal que
P˜2x2 =
[ ||x2||2 0 · · · 0 ]T .
Assim, e porque P2 e´ ortogonal,
A(2) = P T2 A
(1)P2
= P2A
(1)P2
=
 I2 0
0 P˜2


a
(1)
11 a
(1)
12
a
(1)
21 a
(1)
22 ∗1
0 a
(1)
32
...
... ∗2
0 a
(1)
n2

 I2 0
0 P˜2

=

a
(1)
11 a
(1)
12
a
(1)
21 a
(1)
22 ∗1
0
... P˜2x2 P˜2∗2
0

 I2 0
0 P˜2

=

a
(1)
11 a
(1)
12
a
(1)
21 a
(1)
22 ∗1P˜2
0 ||x2||2
0 0
...
... P˜2∗2P˜2
0 0

,
ou seja, A(2) sera´ da forma 
∗ ∗
∗ ∗ ∗˜1
0 ∗
0 0
...
... ∗˜2
0 0

.
O processo continua ate´ a` (n − 2)-e´sima coluna da matriz A(n−3) de forma a anular
a sua u´ltima componente. Assim, em (n − 2) passos temos a matriz A reduzida a` forma
superior de Hessenberg,
H ≡ A(n−2) = P Tn−2A(n−3)Pn−2.
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Neste u´ltimo passo, encontramos a matriz de reflexa˜o Pn−2 que anula a u´ltima componente
da (n − 3)-e´sima coluna da matriz A(n−3) =
[
a
(n−3)
ij
]
, ou seja, constru´ımos a matriz de
Householder
Pn−2 =
 In−2 0
0 P˜n−2
 ,
onde P˜n−2 e´ a matriz de reflexa˜o que anula a u´ltima componente de
xn−2 =
[
a
(n−3)
n−1,n−2 a
(n−3)
n,n−2
]T
.
Isto e´, P˜n−2 e´ tal que
P˜n−2xn−2 =
[ ||xn−2||2 0 ]T .
Como Pn−2 e´ ortogonal, temos
A(n−2) = P Tn−2A
(n−3)Pn−2
= Pn−2A(n−3)Pn−2
=
 In−2 0
0 P˜n−2


A
(n−3)
n−2,n−3 ∗1
0 · · · 0 a(n−3)n−1,n−3 ∗2
0 · · · 0 a(n−3)n,n−3

 In−2 0
0 P˜n−2

=

A
(n−3)
n−2,n−3 ∗1
0 · · · 0 P˜n−2xn−2 P˜n−2∗2
0 · · · 0

 In−2 0
0 P˜n−2

=

A
(n−3)
n−2,n−3 ∗1P˜n−2
0 · · · 0 ||xn−2||2 P˜n−2∗2P˜n−2
0 · · · 0 0
 ,
ou seja, H ≡ A(n−2) esta´ na forma superior de Hessenberg, como pretend´ıamos,
∗ ∗ · · · · · · · · · ∗
∗ ∗ · · · · · · · · · ∗
0 ∗ . . . ...
0 0
. . . . . .
...
...
...
. . . . . . . . .
...
0 0 · · · 0 ∗ ∗

.
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Notamos que, para qualquer k ≥ 1, a matriz A(k) e´ ortogonalmente semelhante a A.
De facto,
A(k) = P Tk A
(k−1)Pk
= P Tk
(
P Tk−1A
(k−1)Pk−1
)
Pk
...
= (P1 · · ·Pk)T A (P1 · · ·Pk)
= OTAO,
onde O = P1 · · ·Pk e´ uma matriz ortogonal pois cada Pi, i = 1, . . . , k, e´ ortogonal (Propri-
edade 2.5).
Exemplo 6.11 Neste exemplo, vamos aplicar o Me´todo QR a` matriz (4.11), com esta
reduzida a` forma superior de Hessenberg. Comec¸amos pela transformac¸a˜o de semelhanc¸a
da matriz A numa matriz de Hessenberg H.
Para a primeira reduc¸a˜o, a matriz de Householder e´
P1 ∼=

1 0 0 0
0 0.365148371670111 0.912870929175277 0.182574185835055
0 0.912870929175277 −0.312642665067414 −0.262528533013483
0 0.182574185835055 −0.262528533013483 0.947494293397303

e a matriz A(1) = P T1 AP1 e´
A(1) ∼=
 1.000000000000000 5.477225575051662 −0.000000000000000 05.477225575051662 8.100000000000001 2.173633014644720 1.931834926776398−0.000000000000000 2.173633014644720 −0.292579853359375 0.952191648062500
0 1.931834926776398 0.952191648062499 4.192579853359375
.
Para a segunda, iterac¸a˜o a matriz de Householder e´
P2 ∼=
 1.000000000000000 0 0 00 1.000000000000000 0 00 0 0.747457692087519 0.664309414760321
0 0 0.664309414760321 −0.747457692087518

e a matriz H ≡ A(2) = P T2 AP2 e´
H ∼=
 1.000000000000000 5.477225575051662 −0.000000000000000 −0.0000000000000005.477225575051662 8.100000000000001 2.908034846191955 −0.000000000000001−0.000000000000000 2.908034846191955 2.632361056365784 −2.338849444083287
−0.000000000000000 −0.000000000000000 −2.338849444083287 1.267638943634214
.
Aplicamos, agora, o me´todo QR a` matriz H tal como foi descrito na Subsecc¸a˜o 6.2.2 e
obtemos
λ1 ∼= 11.840474193588967
λ2 ∼= 4.018097046416803
λ3 ∼= −2.563382668194985
λ4 ∼= −0.295188571810783.
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6.2.4 A convergeˆncia do Me´todo QR
Podemos encontrar uma demonstrac¸a˜o geral da convergeˆncia do Me´todo Iterativo QR
em [29, pp. 517–523]. No entanto, essa demonstrac¸a˜o e´ longa e envolve temas que na˜o sa˜o
contemplados neste trabalho como, por exemplo, te´cnicas de pivotagem. O autor prova
que se a matriz A e´ diagonaliza´vel enta˜o a sequeˆncia de matrizes T (k), do me´todo QR, e´
sempre convergente para uma matriz triangular por blocos em que cada bloco da diagonal
tem por valores pro´prios os valores pro´prios de A iguais entre si, em mo´dulo. Isto e´, se
agruparmos os valores pro´prios de A, formando conjuntos de valores de igual mo´dulo, por
exemplo,
λ1, . . . , λs1 com mo´dulo |λ1|
λ2, . . . , λs2 com mo´dulo |λ2|
...
λm, . . . , λsm com mo´dulo |λm|
e |λi| 6= |λj|, para i 6= j e i, j = 1, . . . ,m, contando as multiplicidades, o me´todo QR
converge para uma matriz da forma
T1 ∗ · · · · · · ∗
0 T2
. . .
...
...
. . . . . . . . .
...
...
. . . Tm−1 ∗
0 · · · · · · 0 Tm
 ,
onde Ti ∈ Rsi×si , i = 1, . . . ,m, e σ(Ti) = {λi, . . . , λsi}. A parte mais simples da demons-
trac¸a˜o e´ tratada em quase toda a bibliografia que trata o tema. Essa sera´ a prova que
apresentamos de seguida, seguindo o autor [22, pp. 117–118]. Para provarmos a con-
vergeˆncia do Me´todo QR vamos fixar-nos no comportamento da sucessa˜o de matrizes T (k).
Recordamos que a iterac¸a˜o QR (ba´sica), com Q(0) = In, e´ a seguinte
T (0) = A
= Q(1)R(1)
T (1) = R(1)Q(1)
= Q(2)R(2)
...
T (k−1) = R(k−1)Q(k−1)
= Q(k)R(k), k = 1, 2, 3, . . .
O lema seguinte permite identificar a decomposic¸a˜o QR de qualquer poteˆncia de A,
usando as matrizes Q(k) e R(k) que se va˜o obtendo neste processo iterativo.
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Lema 6.1 Sejam A ∈ Rn×n uma matriz invert´ıvel e
T (k−1) = Q(k)R(k), k ≥ 1,
a sucessa˜o de matrizes dadas pela iterac¸a˜o QR. Defina-se
P (k) = Q(1) · · ·Q(k), k = 1, 2, 3, . . .
e
U (k) = R(k) · · ·R(1), k = 1, 2, 3, . . . .
Enta˜o P (k)U (k) e´ a fatorizac¸a˜o QR da matriz Ak, isto e´, Ak = P (k)U (k), para
k = 1, 2, 3, . . ..
Prova: Sabemos, por (6.24), que
T (k−1) =
(
P (k−1)
)T
AP (k−1), k = 1, 2, . . . ,
convencionando que P (0) = In e tambe´m que U
(0) = In. Logo, como P
(k−1) e´ ortogonal
P (k−1)T (k−1) = AP (k−1). (6.25)
Por outro lado,
P (k)U (k) = P (k−1)
(
Q(k)R(k)
)
U (k−1)
=
(
P (k−1)T (k−1)
)
U (k−1).
Assim, por (6.25),
P (k)U (k) = AP (k−1)U (k−1). (6.26)
Usando (6.26), obtemos, fazendo k = 1,
P (1)U (1) = A,
ou seja,
Q(1)R(1) = A,
que e´ a decomposic¸a˜o QR de A, como deveria ser. Fazendo k = 2,
P (2)U (2) = AP (1)U (1)
= A2,
e assim sucessivamente. Isto e´, usando induc¸a˜o sobre k, facilmente se conclui que
P (k)U (k) = Ak,
para k = 1, 2, . . .. 2
De seguida, enunciamos e provamos o teorema que nos da´ as condic¸o˜es para a con-
vergeˆncia do Me´todo QR.
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Teorema 6.4 Seja A ∈ Rn×n uma matriz invert´ıvel cujos valores pro´prios sa˜o distintos,
em mo´dulo, ou seja,
|λ1| > |λ2| > · · · > |λn|. (6.27)
Se existir a matriz Y invert´ıvel que admita fatorizac¸a˜o LU, tal que
A = Y −1diag(λ1, . . . , λn)Y
enta˜o a sucessa˜o de matrizes T (k), k = 0, 1, . . ., tende para uma matriz triangular superior
onde os valores pro´prios de A sa˜o os elementos da diagonal principal.
Prova: Por hipo´tese, seja Y = LU a fatorizac¸a˜o LU da matriz Y e seja Y −1 = QR a
fatorizac¸a˜o QR da matriz Y −1.
Como
Ak = Y −1 (diag(λ1, . . . , λn))
k Y,
ou fazendo D = diag(λ1, . . . , λn),
Ak = Y −1DkY,
pelo Lema 6.1
P (k)U (k) = Y −1DkY
= (QR)Dk(LU)
= (QR)
(
DkLD−k
)
(DkU). (6.28)
A matriz DkLD−k e´ triangular inferior com elementos unita´rios na diagonal principal e os
elementos abaixo da diagonal principal tendem para zero. De facto, como
Dk = diag(λk1, . . . , λ
k
n),
D−k = diag(λ−k1 , . . . , λ
−k
n )
e
L =

1 0 · · · · · · 0
`21 1
. . .
...
...
. . . . . . . . .
...
...
. . . 1 0
`n1 · · · · · · `n,n−1 1

vamos ter
DkLD−k =
[˜`(k)
ij
]
, i, j = 1, . . . , n,
onde
˜`(k)
ij =

0 se j > i
1 se i = j
λki
λkj
`ij se i > j
.
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Assim, por (6.27), temos
∣∣∣ λiλj ∣∣∣ < 1, com i > j, e enta˜o ˜`(k)ij → 0. Logo,
DkLD−k = In + E(k),
com limk→∞E(k) = 0n.
Assim, podemos reescrever (6.28) da seguinte forma
P (k)U (k) = QR
(
In + E
(k)
)
DkU
= Q
(
RIn +RE
(k)
)
R−1RDkU
= Q
(
In +RE
(k)R−1
)
RDkU
= Q
(
In + F
(k)
)
RDkU,
com F (k) = RE(k)R−1. Como E(k) → 0n enta˜o
F (k) = RE(k)R−1 → 0n. (6.29)
Seja O(k)V (k) = In + F
(k) a fatorizac¸a˜o QR da matriz (In + F
(k)). Enta˜o
lim
k→∞
O(k)V (k) = lim
k→∞
O(k) lim
k→∞
V (k) = OV,
e as matrizes O e V existem por continuidade e sa˜o, respetivamente, ortogonal e triangular
superior. Por (6.29), OV = In e como a decomposic¸a˜o QR e´ u´nica e In = InIn, com In
simultaneamente ortogonal e triangular superior, temos O = In e V = In.
Assim,
P (k)U (k) = Q
(
In + F
(k)
)
RDkU
=
(
QO(k)
) (
V (k)RDkU
)
, (6.30)
onde QO(k) e´ uma matriz ortogonal e V (k)RDkU e´ triangular.
Vamos considerar |D| = diag(|λ1|, . . . , |λn|) e definir
D1 := |D|−1D = diag
(
λ1
|λ1| , . . . ,
λn
|λn|
)
,
D2 := diag
(
u11
|u11| , . . . ,
unn
|unn|
)
,
para U = [uij], i, j = 1, . . . , n, e ainda
U˜ := (D2)
−1 U
= diag
( |u11|
u11
, . . . ,
|unn|
unn
)
U.
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Salientamos que as matrizes D1 e D2 sa˜o ortogonais e que, ao efetuarmos a operac¸a˜o
(D2)
−1 U , os elementos da diagonal principal da matriz U˜ sa˜o |uii|, i = 1, . . . , n, ou seja, os
elementos da diagonal principal de U˜ sa˜o positivos.
De (6.30) e da unicidade da decomposic¸a˜o QR, temos que
P (k) = QO(k)Dk1D2
e
U (k) =
(
Dk1D2
)−1
V (k)RDkU
definem a decomposic¸a˜o QR de Ak. Mais, recordando que matrizes diagonais permutam
entre si,
U (k) =
(
Dk1D2
)−1
V (k)RDk1D2D
−1
2 D
−k
1 D
kU
=
(
Dk1D2
)−1
V (k)RDk1D2D
−1
2 D
−k
1 D
kD2U˜
=
(
Dk1D2
)−1
V (k)RDk1D2
(|D|−1D)−kDkU˜
=
(
Dk1D2
)−1
V (k)RDk1D2|D|kU˜ .
Deste modo, atendendo ao Lema (6.1), podemos determinar a decomposic¸a˜o QR de
T (k), k = 0, 1, 2, . . .
Q(k+1) = (P (k))−1P (k + 1)
R(k+1) = U (k+1)(U (k))−1.
Ou seja,
Q(k+1) = D−12 D
−k
−1(O
(k))−1Q−1QO(k+1)D(k+1)1 D2
= D−12 D
−k
−1(O
(k))−1O(k+1)D(k+1)1 D2
e
R(k+1) = D−12 D
−k−1
1 V
(k+1)RDk+11 D2|D|k+1U˜ U˜−1|D|−kD−12 D−k1 R−1(V (k))−1Dk1D2
= D−12 D
−k−1
1 V
(k+1)RD1|D|R−1(V (k))−1Dk1D2.
Como O(k) → In enta˜o (O(k))−1O(k+1) → In logo, sendo D−k1 e Dk+11 limitadas3, enta˜o
D−k1 (O
(k))−1(O(k+1))Dk+11 → D1
e, portanto,
Q(k) → D−12 D1D2 = D1.
De forma semelhante, como V (k) → In,
R(k+1) → D−12 D−k1 RDR−1Dk−11 D2 = R˜(k+1).
3Note-se que λi|λi| = ±1, i = 1, . . . , n, pois λi 6= 0.
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De notar que R˜(k+1) e´ triangular superior e que Q(k+1) tende para uma matriz diagonal.
Assim, T (k) tende para uma matriz triangular superior. So´ nos resta mostrar que a diagonal
de T (k) tende para a diagonal de D. Para tal basta ter em conta que a diagonal de R˜(k+1)
e´ a diagonal de DD−11 , isto e´, e´ a diagonal de DD
−1|D|, ou seja, de |D|.
Assim, a diagonal de T (k) = Q(k+1)R(k+1) converge para a diagonal de D1|D|, ou seja,
a diagonal de T (k) tende para D. 2
Observac¸o˜es:
1. Sob as condic¸o˜es do Teorema 6.4, a matriz T (0) tambe´m pode ter a forma superior
de Hessenberg, ou seja, o teorema tambe´m fornece condic¸o˜es de convergeˆncia para o
Me´todo de Hessenberg-QR.
2. De notar que, tal como refere [29, p. 519], a questa˜o da matriz Y admitir fatorizac¸a˜o
LU pode ser ultrapassada usando uma estrate´gia de pivotagem introduzindo, para tal,
uma matriz de permutac¸a˜o. Como este procedimento altera ainda significativamente
a prova apresentada, tornando-a mais elaborada e extensa, opta´mos por na˜o a incluir.
De qualquer forma, de seguida apresentamos uma versa˜o generalizada do Teorema
6.4 que constitui o resultado cla´ssico mais frequente na literatura sobre convergeˆncia
do Me´todo QR.
Teorema 6.5 Seja A ∈ Rn×n uma matriz invert´ıvel cujos valores pro´prios, λ1, . . . , λn,
sa˜o reais e distintos em mo´dulo. Enta˜o
lim
k→∞
T (k) =

λ1 ∗ · · · · · · ∗
0 λ2
. . .
...
...
. . . . . . . . .
...
...
. . . . . . ∗
0 · · · · · · 0 λn

([29, pp. 521]).
3. Note-se que se A na˜o e´ invert´ıvel a aplicac¸a˜o do Me´todo Iterativo QR e´ tambe´m
poss´ıvel e a convergeˆncia, sob condic¸o˜es ana´logas a`s do Teorema 6.4, e´ garantida.
Para tal, devemos partir da forma superior de Hessenberg da matriz e executar a
iterac¸a˜o QR complementada com te´cnicas de decomposic¸a˜o por blocos das matrizes
sucessivamente obtidas. Para mais pormenor consultar [22, p. 175].
6.3 O Me´todo de Jacobi
Assim como o me´todo QR, tambe´m o Me´todo de Jacobi devolve uma aproximac¸a˜o de
todo o espetro de uma dada matriz A, neste caso, real e sime´trica.
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Nesta secc¸a˜o explanaremos o Me´todo de Jacobi, seguindo os autores [20, pp. 226–
229], [22, pp. 180–184], [29, pp. 266–280] e [13, pp. 328–333]. De uma forma sucinta, o
Me´todo de Jacobi gera uma sucessa˜o de matrizes ortogonalmente semelhantes a` matriz A
que converge para uma matriz diagonal, em que os elementos da diagonal sa˜o os valores
pro´prios de A.
Consideremos A ∈ Rn×n uma matriz sime´trica. O Me´todo de Jacobi comec¸a por tomar
D(0) = A e, de seguida, gera uma sucessa˜o de matrizes
D(k) = GTkD
(k−1)Gk,
onde Gk, k > 1, e´ uma matriz de Givens (Definic¸a˜o (2.18)), que ira´ convergir para uma
matriz diagonal D = diag(λ1. . . . , λn).
Em cada iterac¸a˜o construimos uma matriz de Givens Gk ≡ Gk(p, q, θk), com p 6= q, de
tal forma que se anulam os elementos d
(k)
pq e d
(k)
qp .
Vamos comec¸ar por verificar como construir as matrizes Gk para, de seguida, introdu-
zirmos a forma de escolha dos ı´ndices p e q. Finalmente, verificaremos a convergeˆncia do
me´todo.
Tomemos, por exemplo, a iterac¸a˜o k
D(k) = GTkD
(k−1)Gk, (6.31)
em que Gk ≡ Gk(p, q, θk), com p 6= q e θk e´ tal forma que d(k)pq = d(k)qp = 0. A operac¸a˜o
(6.31) apenas altera as linhas e as colunas p e q da matriz D(k−1) e os elementos da matriz
D(k) sa˜o da seguinte forma
d
(k)
ip = d
(k)
pi = cos(θk)d
(k−1)
ip + sin(θk)d
(k−1)
iq , i 6= p, q
d
(k)
iq = d
(k)
qi = cos(θk)d
(k−1)
iq − sin(θk)d(k−1)ip , i 6= p, q
d(k)pp = cos(θk)
2d(k−1)pp + 2 cos(θk) sin(θk)d
(k−1)
pq + sin(θk)
2d(k−1)qq (6.32)
d(k)qq = sin(θk)
2d(k−1)pp − 2 cos(θk) sin(θk)d(k−1)pq + cos(θk)2d(k−1)qq
d(k)pq = (cos(θk)
2 − sin(θk)2)d(k−1)pq + cos(θk) sin(θk)(d(k−1)qq − d(k−1)pp ).
Vamos fazer c := cos(θk) e s := sin(θk). Lembramos que
cos(2θk) = cos(θk)
2 − sin(θk) = c2 − s2
e
sin(θk) = 2 cos(θk) sin(θk) = 2cs
donde
cot(2θk) =
c2 − s2
2cs
. (6.33)
Suponhamos d
(k−1)
pq 6= 0, caso contra´rio basta tomar cos(θk) = 1 e sin(θk) = 0. Preten-
demos que o elemento d
(k)
pq seja nulo, ou seja,
(c2 − s2)d(k−1)pq + cs(d(k−1)qq − d(k−1)pp ) = 0
c2 − s2
cs
=
d
(k−1)
pp − d(k−1)qq
d
(k−1)
pq
.
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Tome-se
a :=
d
(k−1)
pp − d(k−1)qq
2d
(k−1)
pq
. (6.34)
Enta˜o a equac¸a˜o (6.33) fica
cot(2θk) = a.
Daqui podemos extrair o valor de θk,
θk =
1
2
arccot(a).
No entanto, e de forma a reduzir os erros de arredondamento, podemos resolver a
situac¸a˜o de um outro modo. Seja
t := tan(θk) =
c
s
.
Retomemos a equac¸a˜o (6.33),
a =
c2 − s2
2cs
a =
c2−s2
c2
2cs
c2
a =
1− t2
2t
2at = 1− t2
t2 + 2at− 1 = 0
t =
−2a±√4a2 + 4
2
t = −a±
√
a2 + 1. (6.35)
Uma das escolhas para a ra´ız da equac¸a˜o anterior, que garante a convergeˆncia do
me´todo, e´ tomar |t| ≤ 1, o que implica |θk| ≤ pi4 . Em (6.35), se a ≥ 0 escolhemos o sinal
positivo, caso contra´rio escolhemos o sinal negativo, ou seja,
t = sinal(a)
(
−|a|+
√
a2 + 1
)
(
|a|+
√
a2 + 1
)
t = sinal(a)
(
−|a|+
√
a2 + 1
)(
|a|+
√
a2 + 1
)
(
|a|+
√
a2 + 1
)
t = sinal(a)
t =
sinal(a)
|a|+√a2 + 1 . (6.36)
Finalmente, e recordando que t = c
s
=
√
1−c2
c
, obtemos
c =
1√
t2 + 1
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e
s = tc,
o que permite determinar, em cada iterac¸a˜o, a matriz de Givens correspondente, tomando
a tal como em (6.34) e determinando t tal como em (6.36).
Por um processo ana´logo a (6.23), facilmente constatamos que o Me´todo de Jacobi
devolve uma sucessa˜o de matrizes D(k) ortogonalmente semelhante a` matriz inicial, A.
Salientamos que as sucessivas transformac¸o˜es na˜o preservam as operac¸o˜es anteriores,
ou seja, cada iterac¸a˜o anula um elemento fora da diagonal mas na˜o preserva o elemento
anteriormente anulado. No entanto, ao longo do processo os elementos fora da diagonal
tendem a ficar muito pro´ximos de zero.
Sendo o objetivo do processo o anulamento dos elementos fora da diagonal da matriz
inicial ha´ que decidir por onde comec¸ar, ou seja, qual o primeiro elemento de D(0) = A a
anular. Assim, o Me´todo Cla´ssico de Jacobi inicia cada iterac¸a˜o procurando o elemento,
fora da diagonal principal, com maior valor absoluto. No entanto, este processo pode
tornar-se moroso.
Uma outra forma de escolher os ı´ndices e´ optar, sucessivamente, pelos elementos acima
da diagonal principal, ou seja, fazer
(p, q) = (1, 2), (1, 3), . . . , (1, n); (2, 3), (2, 4), . . . , (2, n); . . . ; (n− 1, n)
e retomar o processo [29, p. 269].
Exemplo 6.12 Voltamos a` matriz (4.11). Na aplicac¸a˜o do me´todo, a este exemplo, se-
guimos os seguintes passos:
 escolhemos como pivot o elemento fora da diagonal com maior valor absoluto;
 calcula´mos a =
d
(k−1)
pp −d(k−1)qq
2d
(k−1)
pq
;
 calcula´mos t = sinal(a)|a|+√a2+1 ;
 fizemos c = 1√
t2+1
e s = tc;
 constru´ımos a matriz de rotac¸a˜o Gk fazendo cos(θk) = c e sin(θk) = s
 fizemos D(k) = GTkD
(k−1)Gk, k ≥ 1, com D(0) = A .
e apo´s 20 iterac¸o˜es obtivemos
D(20) ∼=
 −2.563382668195001 0.000000000000000 0 −0.0000000000000000.000000000000000 −0.295188571810782 −0.000000000000000 0.0000000000000000.000000000000000 0.000000000000000 11.840474193588960 −0.000000000000000
0.000000000000000 0.000000000000000 0.000000000000000 4.018097046416819

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donde podemos extrair aproximac¸o˜es para os valores pro´prios da matriz A,
λ1 ∼= −2.563382668195001
λ2 ∼= −0.295188571810782
λ3 ∼= 11.840474193588960
λ4 ∼= 4.018097046416819.
6.3.1 Convergeˆncia do Me´todo de Jacobi
Resta-nos verificar que, qualquer que seja a nossa forma de escolher o elemento d
(k)
pq a
anular, o me´todo de Jacobi converge. Apresentamos a prova da convergeˆncia do me´todo
escolhendo o me´todo cla´ssico, ou seja, quando escolhemos o elemento fora da diagonal com
maior valor absoluto, seguindo [22, pp. 182–183] e [19, pp. 409–410].
Teorema 6.6 O Me´todo Cla´ssico de Jacobi , com |θk| ≤ pi4 , converge.
Prova: Suponhamos que opta´mos pelo Me´todo Cla´ssico de Jacobi, ou seja, escolhemos
o elemento fora da diagonal com maior valor absoluto. Vamos ter em conta que
|θk| ≤ pi
4
e vamos decompor a matriz D(k), com k ≥ 1, na sua parte diagonal, D˜(k), e na sua parte
na˜o diagonal, E(k). Enta˜o temos
D(k) = D˜(k) + E(k).
Para cada rotac¸a˜o do Me´todo de Jacobi, Gk, e usando a norma de Frobenius, (ver
pa´gina 13), temos
‖E(k)‖2F =
n∑
i,j=1
i 6=j
(d
(k)
ij )
2
=
n∑
i,j=1
i 6=j 6=p,q
[
(d
(k)
ij )
2 + 2(d
(k)
ip )
2 + 2(d
(k)
iq )
2
]
+ 2(d(k)pq )
2.
Relembramos que as equac¸o˜es (6.32) mostram como podemos escrever os elementos de
D(k) em func¸a˜o dos elementos de D(k−1), que os elementos d(k)ij = d
(k−1)
ij , com i 6= j 6= p, q,
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e que o elemento d
(k)
pq = 0. Assim,
‖E(k)‖2F =
n∑
i,j=1
i 6=j 6=p,q
(d
(k−1)
ij )
2 + 2
n∑
i=1
i 6=p,q
[
(cdk−1ip + sd
k−1
iq )
2 + (cdk−1iq + sd
k−1
ip )
2
]
=
n∑
i,j=1
i 6=j 6=p,q
(d
(k−1)
ij )
2 + 2
n∑
i=1
i 6=p,q
[
c2(dk−1ip )
2 + 2csdk−1ip d
k−1
iq + s
2(dk−1iq )
2 + c2(dk−1iq )
2
+2csdk−1ip d
k−1
iq + s
2(dk−1ip )
2
]
=
n∑
i,j=1
i 6=j 6=p,q
(d
(k−1)
ij )
2 + 2
n∑
i=1
i 6=p,q
[
(c2 + s2)(dk−1ip )
2 + (c2 + s2)(dk−1iq )
2
]
.
Como c2 + s2 = 1,
‖E(k)‖2F =
n∑
i,j=1
i 6=j 6=p,q
(d
(k−1)
ij )
2 + 2
n∑
i=1
i 6=p,q
[
(dk−1ip )
2 + (dk−1iq )
2
]
=
n∑
i,j=1
i 6=j 6=p,q
(d
(k−1)
ij )
2 + 2
n∑
i=1
i 6=p,q
[
(dk−1ip )
2 + (dk−1iq )
2
]
+ 2(d(k−1)pq )
2 − 2(d(k−1)pq )2
=
n∑
i,j=1
i 6=j
(d
(k−1)
ij )
2 − 2(d(k−1)pq )2
= ‖E(k−1)‖2F − 2(d(k−1)pq )2, (6.37)
e d
(k−1)
pq 6= 0, a cada iterac¸a˜o.
Como ja´ referimos, ao longo das iterac¸o˜es, os elementos fora da diagonal va˜o decres-
cendo, ou seja, va˜o ficando cada vez mais pro´ximos de zero, em valor absoluto, logo ‖E(k)‖2F
tambe´m decresce com k ao longo da aplicac¸a˜o do me´todo. Seja N = n(n− 1) o nu´mero de
elementos fora da diagonal principal da matriz A. Como escolhemos para pivot o elemento
|d(k)pq | ≥ |d(k)ij |,∀i, j = 1, 2, . . . , n,
enta˜o
‖E(k)‖2F =
n∑
i,j=1
i 6=j
(
d
(k)
ij
)2
≤ N |d(k)pq |2.
Podemos ver que
‖E(k+1)‖2F = ‖E(k)‖2F − 2(d(k)pq )2, por (6.37)
≤ ‖E(k)‖2F − 2
‖E(k)‖2F
N
=
(
1− 2
N
)
‖E(k)‖2F ,∀k
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enta˜o, fazendo ρ := 1− 2
N
,
‖E(k)‖2F ≤ ρ‖E(k−1)‖2F
≤ ρ (ρ‖E(k−2)‖2F )
≤ ρ2 (ρ‖E(k−3)‖2F )
...
≤ ρk‖E(0)‖2F (6.38)
donde ‖E(k)‖2F tende para zero, ou seja, as matrizes D(k), geradas pelo me´todo cla´ssico de
Jacobi, tendem a ter elementos, fora da diagonal principal, nulos.
Vamos agora verificar o que e´ que acontece aos elementos da diagonal principal das
matrizes D(k),∀k.
Ao longo das iterac¸o˜es fazemos
(c2 − s2)d(k−1)pq + cs(d(k−1)qq − d(k−1)pp ) = 0
donde
d(k−1)qq = d
(k−1)
pp −
c2 − s2
cs
d(k−1)pq .
Podemos reescrever os elementos d
(k)
pp da seguinte forma
d(k)pp = c
2d(k−1)pp + 2csd
(k−1)
pq + s
2d(k−1)qq
= c2d(k−1)pp + 2csd
(k−1)
pq + s
2
(
d(k−1)pp −
c2 − s2
cs
d(k−1)pq
)
= (c2 + s2)d(k−1)pp +
(
2cs− c
2 − s2
cs
)
d(k−1)pq
= d(k−1)pp + tkd
(k−1)
pq ,∀k,
com tk = tan(θk). Enta˜o
d(k)pp − d(k−1)pp = tkd(k−1)pq .
Como, por hipo´tese, |θk| ≤ pi4 , temos que |tk| ≤ 1, donde∣∣d(k)pp − d(k−1)pp ∣∣ ≤ ∣∣d(k−1)pq ∣∣ ,∀k.
Do mesmo modo, ∣∣d(k)qq − d(k−1)qq ∣∣ ≤ ∣∣d(k−1)pq ∣∣ ,∀k.
As outras entradas, na iterac¸a˜o k, na˜o sa˜o alteradas, logo∥∥∥D˜(k+1) − D˜(k)∥∥∥
F
≤ ‖E(k)‖F .
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Enta˜o∥∥∥D˜(`) − D˜(k)∥∥∥
F
≤
∥∥∥D˜(`) − D˜(`−1)∥∥∥
F
+
∥∥∥D˜(`−1) − D˜(`−2)∥∥∥
F
+ · · ·+
∥∥∥D˜(k+1) − D˜(k)∥∥∥
F
≤ ‖E(`−1)‖F + ‖E(`−2)‖F + · · ·+ ‖E(k)‖F
≤ ρ`−1‖E(0)‖F + · · ·+ ρk‖E(0)‖F , por (6.38)
=
(
ρ`−1 + · · ·+ ρk) ‖E(0)‖F
=
ρk
1− ρ‖E
(0)‖F , ` > k.
Assim, como ρk → 0, pois |ρ| < 1, a sucessa˜o de matrizes D˜(k), com k ∈ N, e´ uma sucessa˜o
de Cauchy4, logo convergente. Seja D tal que D˜(k) → D. Como E(k) → 0 enta˜o D(k) → D.
A matriz D e´ diagonal e tem o mesmo espetro que A pois, em cada iterac¸a˜o, as matrizes
D(k) sa˜o-lhe ortogonalmente semelhantes. 2
4Uma sucessa˜o xn,n∈N diz-se de Cauchy se para todo o ε > 0 existe um nu´mero inteiro N tal que
|xm − xn| ≤ ε, com m,n ≥ N .
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7.1 S´ıntese do Trabalho Apresentado
A principal conclusa˜o desta dissertac¸a˜o tera´ de ser o facto de nos termos apercebido
de uma vasta a´rea de estudo, muito antiga mas em constante desenvolvimento e que tem
important´ıssimas aplicac¸o˜es em variadas a´reas das cieˆncias e da engenharia. Por razo˜es
histo´ricas, comec¸a´mos por formular o problema como o ca´lculo de ra´ızes de polino´mios.
Esse problema tem uma histo´ria milenar e acompanhou as va´rias civilizac¸o˜es do Homem.
A A´lgebra nasceu para tratar este problema. Trata´mos, por isso, me´todos muito antigos de
localizac¸a˜o de zeros de polino´mios (ver Apeˆndice A). Tambe´m por isso, trata´mos me´todos
que permitem construir o polino´mio carater´ıstico a partir da matriz dada: o Me´todo de
Danilevsky, o Me´todo de Krylov, o Me´todo de Leverrier e o Me´todo dos coeficientes inde-
terminados.
Estes me´todos sa˜o interessantes porque tentam encontrar o processo mais eficiente
para construir o polino´mio carater´ıstico. Nesse contexto, devemos referir que o Me´todo
de Danilevsky e´ o prefer´ıvel, se a ordem da matriz for superior a cinco. O desafio de
encontrar me´todos mais eficientes subsiste. Contudo, este assunto e´ so´ um subproblema
do problema geral de calcular os valores pro´prios de uma matriz. Formado o polino´mio, ha´
que calcular as suas ra´ızes. Para isso apresenta´mos alguns me´todos antigos, conjuntamente
com o me´todo de Bairstow: o Me´todo de Newton-Horner, que e´ muito adaptado ao ca´lculo
manual; o Me´todo de Mu¨ller, que e´ uma generalizac¸a˜o dos antiqu´ıssimos me´todos da corda
falsa (“regula falsi”) e me´todo da secante; e o Me´todo de Bairstow, que calcula fatores
quadra´ticos do polino´mio usando so´ aritme´tica de reais e exibe convergeˆncia quadra´tica
(sob certas condic¸o˜es).
Uma das grandes desvantagens destes me´todos e´ que sa˜o usados em conjunto com
o me´todo da deflac¸a˜o. Ora, se o polino´mio e´ de elevada ordem, o acumular de erros
de arredondamento nas sucessivas deflac¸o˜es compromete a precisa˜o do ca´lculo das ra´ızes.
Outra desvantagem surge na selec¸a˜o de aproximac¸o˜es iniciais. Todos aqueles me´todos
convergem se a aproximac¸a˜o inicial for suficientemente boa. Muitas vezes na˜o conseguimos
boas aproximac¸o˜es para todas as ra´ızes. Os dois primeiros me´todos podem ser adaptados
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ao ca´lculo de ra´ızes complexas mas exigem que os ca´lculos sejam feitos com aritme´tica
de complexos. Por todas estas razo˜es, os melhores me´todos sa˜o os me´todos iterativos
matriciais. Contudo, e´ sabido que estes me´todos so´ tiveram ampla aplicac¸a˜o com o advento
dos computadores electro´nicos digitais apo´s 1950.
Os me´todos matriciais sa˜o especialmente poderosos porque e´ poss´ıvel vetorizar o co´digo
dos programas de computador de forma muito eficiente. Ale´m disso, a teoria de matrizes
esta´ muito desenvolvida e tem ferramentas eficazes para analizar os me´todos. Adicional-
mente, podemos referir que estes me´todos sa˜o muito fa´ceis de perceber, na sua formulac¸a˜o
base, e tambe´m muito fa´ceis de programar. Dedica´mos, assim, o devido espac¸o aos seguin-
tes me´todos iterativos matriciais: Me´todo da Poteˆncia, Me´todo QR e Me´todo de Jacobi.
Os me´todos iterativos matriciais podem calcular um so´ valor pro´prio, como e´ o caso do
Me´todo da Poteˆncia na sua formulac¸a˜o base. Podem tambe´m aplicar-se a classes especiais
de matrizes, de que e´ exemplo o Me´todo de Jacobi que se aplica a matrizes sime´tricas.
Contudo o Me´todo QR calcula todo o espetro de uma matriz arbitra´ria de elementos
reais e pode ser adaptado para matrizes de entradas complexas. Por essas razo˜es, alguns
autores classificam o Me´todo QR como um me´todo geral . Por oposic¸a˜o, os outros me´todos
sa˜o designados por me´todos parciais .
Ale´m de se descrever os me´todos de forma consistente, procedemos a` ana´lise da sua
convergeˆncia. As ana´lises de convergeˆncia dos Me´todos das Poteˆncias e do Me´todo QR, que
inclu´ımos, foram feitas assumindo que estas matrizes eram diagonaliza´veis ou invert´ıveis,
respetivamente. Esta suposic¸a˜o atravessa quase toda a literatura que encontra´mos. Na
verdade, a sua supressa˜o torna essa ana´lise mais dif´ıcil. Apresenta´mos exemplos nume´ricos
que atravessam todo o texto. Esses exemplos foram obtidos apo´s simulac¸o˜es de programas
MATLAB®, especialmente programados por no´s, e que se encontram em apeˆndice. As
vantagens e desvantagens dos va´rios me´todos foram brevemente discutida. Terminamos
referindo que o nosso estudo nos deu uma perspetiva na˜o so´ histo´rica do problema em
causa como nos levou ao estudo dos me´todos mais poderosos que se usam na atualidade.
7.2 Pistas para Trabalho Adicional
Como ja´ foi dito, dada a vastida˜o do tema abordado houve que fazer opc¸o˜es e escolhas
para limitar a extensa˜o desta dissertac¸a˜o. Ale´m disso, opta´mos por uma abordagem incli-
nada para os aspetos de consisteˆncia e convergeˆncia dos me´todos e os exemplos estudados
foram sempre de matrizes de pequena dimensa˜o. Julgamos na˜o poder terminar esta dis-
sertac¸a˜o sem antes apontar algumas pistas para trabalho adicional que foram vislumbradas
na execuc¸a˜o do mesmo que conduziu a esta dissertac¸a˜o.
Este mesmo tema de trabalho (“The Matrix Eigenvalue Problem”), poderia ter sido
abordado numa vertente mais computacional (e ligado a`s aplicac¸o˜es), se tivessemos dedi-
cado o devido espac¸o aos seguintes to´picos:
 Problemas de matrizes sime´tricas esparsas de grandes dimensa˜o. Teriam de ser tra-
tadas as importantes preocupac¸o˜es inerentes de eficieˆncia computacional e poupanc¸a
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de espac¸o de memo´ria. Neste contexto, teria de se estudar o me´todo de Lanczos, por
ser muito popular nestes casos.
 Problemas com matrizes “zero e um”, que sa˜o matrizes cujas entradas so´ podem
ser zero ou um. Essas matrizes teˆm aplicac¸o˜es espec´ıficas. Com efeito, a matriz de
adjaceˆncia de um grafo e´ desse tipo e a teoria espetral de grafos necessita do ca´lculo
eficiente e preciso dos seus valores pro´prios.
 Estudo das especificidades ligadas a`s aplicac¸o˜es (ao algoritmo “PageRank”, por exem-
plo), que pode estar relacionado, por exemplo, com os pontos anteriores;
 Te´cnicas de “shifting” ou outras, que permitam lidar com matrizes de espetro mal
separado, que provocam, em geral, problemas de convergeˆncia. Esses problemas
podem ser “apenas” de lentida˜o de convergeˆncia ou falha completa desta;
 Ana´lise do condicionamento do problema de calcular os valores pro´prios;
 Ana´lises de erro de truncatura e estudo de condic¸o˜es de paragem dos algoritmos;
 Ana´lise da propagac¸a˜o dos erros de arredondamento, ou seja, da estabilidade nume´rica
dos me´todos. Neste ponto e´ essencial tratar as te´cnicas de pivotagem para evitar as
diviso˜es por “pivots” de baixo valor absoluto.
 Ana´lise da ordem de convergeˆncia dos algoritmos;
 Ana´lise comparativa de simulac¸o˜es computacionais. Neste to´pico, podiam-se compa-
rar os va´rios me´todos em termos de velocidade de processamento versus precisa˜o dos
resultados obtidos. Na internet encontram-se matrizes teste de grande dimensa˜o que
poderiam ser usadas nos ensaios computacionais.
Outra pista incontorna´vel esta´ ligada ao tratamento necessariamente incompleto que
fizemos do Me´todo QR. Na˜o se trataram todas as suas variantes nem se provou a sua
convergeˆncia com a ma´xima generalidade. As questo˜es relativas a` ordem (e velocidade) de
convergeˆncia tambe´m na˜o puderam ter o desenvolvimento devido, nesta dissertac¸a˜o, por
limitac¸o˜es de espac¸o. Estamos convencidos que o estudo do Me´todo QR constituiria por si
so´ trabalho suficiente para outra monografia separada, incluindo trabalho de programac¸a˜o
e de ensaios computacionais. O me´todo e´ atual, muito utilizado, com aspetos teo´ricos
interessantes e de fa´cil compreensa˜o. Esta´ tambe´m em constante desenvolvimento, sendo
ainda hoje mate´ria de investigac¸a˜o, ([26]).
Temos tambe´m de referir que a eˆnfase da presente dissertac¸a˜o foi no ca´lculo dos valores
pro´prios. Muitas vezes na˜o se referiram as possibilidades de calcular os correspondentes
vetores pro´prios. Ora, nas aplicac¸o˜es poderemos estar interessados no ca´lculo dos pares
pro´prios. Nesses casos, conve´m na˜o separar os dois problemas tentando me´todos que
permitam obter pares pro´prios. Em alternativa, poder-se-ia estudar me´todos de ca´lculo de
vetores pro´prios a posteriori.
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Outra pista para trabalho adicional e´ a generalizac¸a˜o natural dos me´todos para matrizes
de entradas complexas. Na˜o so´ o Me´todo QR mas outros me´todos poderiam ser estudados,
havendo especificidades a tratar e adaptac¸o˜es a ter em conta.
Por u´ltimo, teremos de referir que o problema do ca´lculo do espetro de um operador
pode ser generalizado para espac¸os de dimensa˜o infinita. A primeira abordagem deve-
se a Hilbert que considerou operadores integrais relacionando-os com matrizes infinitas.
Esta u´ltima pista levaria o nosso trabalho da a´rea da A´lgebra Linear Nume´rica para o
campo mais geral dos espac¸os de func¸o˜es, teoria dos operadores e Ana´lise Funcional. Ou
seja, o “The Matrix Eigenvalue Problem” poderia ser generalizado para o “The Operator
Eigenvalue Problem.”
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Localizac¸a˜o de Zeros de Polino´mios
No Cap´ıtulo 3 vimos alguns processos de localizac¸a˜o de valores pro´prios. Uma outra
forma de localizarmos os valores pro´prios de uma dada matriz e´ localizando as ra´ızes do
seu polino´mio carater´ıstico.
Uma primeira forma de resolver o problema da localizac¸a˜o destas ra´ızes pode passar
pela observac¸a˜o do gra´fico do polino´mio em estudo. No entanto, so´ teremos acesso ao
nu´mero de ra´ızes reais e num determinado domı´nio. Detetado um intervalo com uma
ra´ız, poderemos aplicar o Teorema de Bolzano para mostrar a existeˆncia desse zero. Este
teorema pode ser aplicado, visto que qualquer polino´mio e´ uma func¸a˜o cont´ınua.
Neste apeˆndice, veremos alguns me´todos de determinac¸a˜o do nu´mero de ra´ızes reais de
um polino´mio e depois abordaremos alguns me´todos que nos permitem localiza´-las.
A.1 Nu´mero de ra´ızes reais de um polino´mio
Apresentaremos, de seguida, dois me´todos de determinac¸a˜o do nu´mero de zeros reais de
um polino´mio. Estas regras permitem provar a existeˆncia de um certo nu´mero de ra´ızes em
R ou em certos subconjuntos de R. A sua aplicac¸a˜o permite comec¸ar a reunir informac¸a˜o
acerca da localizac¸a˜o das ra´ızes de um polino´mio.
Suponhamos um polino´mio com coeficientes reais. Enta˜o se este possuir ra´ızes comple-
xas estas so´ podem surgir aos pares conjugados, ou seja, as ra´ızes complexas do polino´mio
p(x) sera˜o em nu´mero par. Daqui podemos afirmar que se um polino´mio p(x) for de grau
n, ı´mpar, enta˜o tera´ um nu´mero ı´mpar de ra´ızes reais. Por outro lado, se um polino´mio
p(x) for de grau n, par, o nu´mero de ra´ızes reais sera´ par.
Vamos considerar um polino´mio de grau n escrito da seguinte forma:
p(x) = anx
n + an−1xn−1 + · · ·+ a1x+ a0. (A.1)
onde ai ∈ R, i = 0, . . . , n, e an 6= 0.
Definic¸a˜o A.1 Tendo em conta o polino´mio (A.1) vamos designar por V o nu´mero de
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variac¸o˜es de sinal dos coeficientes, na˜o nulos, do polino´mio, por N+ o nu´mero de zeros
reais positivos e por N− o nu´mero de zeros reais negativos.
A.1.1 Regra de Budan-Fourier
Esta regra aplica-se a um intervalo aberto e limitado, podendo ficar a saber-se o nu´mero
de zeros reais nesse mesmo intervalo.
Sejam a, b ∈ R e tomemos em considerac¸a˜o as seguintes sucesso˜es:
p(a), p′(a), p′′(a), ..., p(n)(a) , com p(a) 6= 0
p(b), p′(b), p′′(b), ..., p(n)(b) , com p(b) 6= 0.
Seja Va o nu´mero de variac¸o˜es de sinal da primeira sucessa˜o e Vb o nu´mero de variac¸o˜es
de sinal da segunda.
Teorema A.1 O nu´mero N de zeros reais do polino´mio p no intervalo ]a, b[ na˜o excede o
valor Va − Vb e (Va − Vb)−N e´ par.
A prova deste teorema pode ser consultada em [14, pp. 244–246].
A.1.2 Regra dos Sinais de Descartes
A Regra dos Sinais de Descartes relaciona o nu´mero de ra´ızes reais com o nu´mero de
variac¸o˜es de sinal dos coeficientes do polino´mio em estudo. De seguida, enunciamos o
teorema correspondente e a sua prova pode ser consultada em [14, pp. 247–249] ou [25].
Teorema A.2 (Regra de Sinais de Descartes) Seja p um polino´mio de coeficientes
reais. Enta˜o:
a) o nu´mero N+ de p na˜o excede o nu´mero V , de p, e o valor V −N+ e´ par;
b) o nu´mero N− de p na˜o excede o nu´mero V , de q(x) = p(−x), e o valor V −N− e´ par.
Esta regra, que e´ uma regra generalizada da Regra de Boudan-Fourier, permite contar
os zeros reais em intervalos da forma I1 =]−∞, a[ e I2 =]a,+∞[.
A.1.3 Exemplo
Exemplo A.1 Vamos voltar ao Exemplo 4.1 em que se chegou ao polino´mio carater´ıstico
p(x) = x4 − 13x3 + 3x2 + 124x+ 36.
Obtivemos um polino´mio de grau 4 que, pelo Teorema Fundamental da A´lgebra, possui
4 ra´ızes, reais ou complexas, contando com as suas multiplicidades. Como p(x) e´ de grau
4, ou seja par, enta˜o tera´ um nu´mero par de ra´ızes reais, neste caso, zero, duas ou quatro.
Vamos aplicar as diferentes regras enunciadas anteriormente:
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Sinal em a = −4 Sinal em b = 5
p(x) = x4 − 13x3 + 3x2 + 124x+ 36 + −
p,(x) = 4x3 − 39x2 + 6x+ 124 − −
p,,(x) = 12x2 − 78x+ 6 + −
p,,,(x) = 24x− 78 − +
p(4)(x) = 24 + +
V−4 = 4 V5 = 1
Tabela A.1: Aplicac¸a˜o da regra de Budan-Fourier
Regra de Budan-Fourier
Vamos aplicar esta regra ao intervalo ]− 4, 5[, pois p(4) 6= 0 e p(5) 6= 0.
Pelos valores encontrados na Tabela A.1, temos que V−4 − V5 = 4 − 1 = 3. Enta˜o o
nu´mero, N , de ra´ızes reais do polino´mio no intervalo ]− 4, 5[, ou e´ igual a 1 ou igual a 3,
porque V−4 − V5 − 1 = 2 e´ par e V−4 − V5 − 3 = 0 e´ par.
Regra dos Sinais de Descartes
Temos V = 2 donde, pela regra de sinais de Descartes, N+ ≤ 2 e V −N+ e´ par. Enta˜o
N+ = 2 ou N+ = 0.
Fac¸a-se q(x) = p(−x) = x4 + 13x3 + 3x2 − 124x + 36. Temos V = 2 donde N− ≤ 2 e
V −N− e´ par. Enta˜o N− = 2 ou N− = 0.
Podemos enta˜o concluir que o polino´mio verifica um dos casos seguintes:
 2 ra´ızes reais positivas e 2 ra´ızes reais negativas;
 2 ra´ızes reais positivas e 2 ra´ızes complexas conjugadas;
 2 ra´ızes reais negativas e 2 ra´ızes complexas conjugadas;
 dois pares de ra´ızes complexas conjugadas.
A.2 Localizac¸a˜o de ra´ızes de um polino´mio
Iremos, agora, abordar a localizac¸a˜o de valores pro´prios utilizando, para tal, o seu
polino´mio carater´ıstico. Assim, apresentamos alguns teoremas cujas provas podera˜o ser
vistas, respetivamente, em [19, pp. 269–270] e em [4, pp. 168–169].
Teorema A.3 (Corola´rio da Regra de Cauchy) Vamos considerar o polino´mio p com
a0 6= 0. Enta˜o todos os zeros xk, k = 1, ..., n, de p verificam:(
1 + max
1≤k≤n
∣∣∣∣aka0
∣∣∣∣)−1 ≤ |xk| ≤ 1 + max0≤k≤n−1
∣∣∣∣akan
∣∣∣∣ .
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Teorema A.4 (Regra de Lagrange) Seja p um polino´mio real cujos coeficientes satis-
fazem as condic¸o˜es
an > 0, an−1 ≥ 0, ..., am+1 ≥ 0, am < 0
ou seja, am e´ o primeiro coeficiente negativo na sequeˆncia an, an−1, ..., a0. Enta˜o os zeros
reais de p sa˜o majorados por:
z ≤ 1 + max
ak<0
∣∣∣∣akan
∣∣∣∣ 1n−m
Da mesma forma que usamos estas regras para encontrar limites superiores para ra´ızes
positivas, podemos fazeˆ-lo tambe´m para limitar ra´ızes negativas. Para isso, basta aplica´-las
a p(−x). Para limitar inferiormente, aplicamos as regras a p ( 1
x
)
, para as ra´ızes positivas,
e a p
(− 1
x
)
, para as ra´ızes negativas.
Exemplo A.2 Vamos voltar ao Exemplo 4.1 em que se chegou ao polino´mio carater´ıstico
p(x) = x4 − 13x3 + 3x2 + 124x+ 36.
Vamos aplicar as regras de Cauchy e de Lagrange e vamos ter em conta que:
p1(−x) = x4 + 13x3 + 3x2 − 124x+ 36 (A.2)
p2
(
1
x
)
= 36x4 + 124x3 + 3x2 − 13x+ 1 (A.3)
p3
(
−1
x
)
= 36x4 − 124x3 + 3x2 + 13x+ 1. (A.4)
Corola´rio da Regra de Cauchy
a0 = 36
a4 = 1
max1≤k≤4
∣∣∣aka0 ∣∣∣ = max{12436 , 336 , 1336 , 136} = 12436
max0≤k≤3
∣∣∣aka4 ∣∣∣ = max{361 , 1241 , 31 , 361 } = 124
Aplicando o Corola´rio da regra de Cauchy, para todos os zeros z do polino´mio p, vem
que: (
1 + 124
36
)−1 ≤ |z| ≤ 1 + 124
9
40
≤ |z| ≤ 125
ou seja, todos os zeros, z, do polino´mio p esta˜o situados na coroa circular do plano complexo
definida pelas circunfereˆncias de raios interior 9
40
e exterior 125, centradas na origem.
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Regra de Lagrange
Vamos comec¸ar por aplicar a regra para localizar os zeros positivos, z+, do polino´mio
p. Comec¸amos por determinar o limite superior.
a4 = 1
a3 = −13, primeiro coeficiente negativo de p
max
ak<0
∣∣∣∣aka4
∣∣∣∣ = max{131
}
=
13
1
= 13 (A.5)
Para determinar o limite inferior, o procedimento e´ o mesmo, aplicado a p2.
a4 = 36
a1 = −13, primeiro coeficiente negativo de p2
max
ak<0
∣∣∣∣aka4
∣∣∣∣ = max{1336
}
=
13
36
(A.6)
De (A.5) e (A.6) temos que:(
1 + 13
36
1
4−1
)−1
≤ z+ ≤ 1 + 13
0.584 ≤ z+ ≤ 14.
De uma forma semelhante, aplicando a regra a p1 e a p3, temos os limites para os zeros
negativos, z−, do polino´mio p:
0.225 ≤ z− ≤ 6.
Como referimos, neste apeˆndice, uma outra forma de localizar e/ou separar ra´ızes sera´
a partir da aplicac¸a˜o do Teorema de Bolzano. Vamos elaborar uma tabela com alguns
valores do polino´mio. Como qualquer polino´mio e´ uma func¸a˜o cont´ınua, pelo Teorema de
x p(x) Variac¸o˜es de sinal
-3 123
-2 -80 1
-1 -71
0 36 2
1 151
3 165
5 -269 3
12 228 4
Tabela A.2: Tabela com alguns valores de p(x)
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Bolzano, podemos afirmar que em cada um dos intervalos ]−3,−2[, ]−1, 0[, ]3, 5[ e ]5, 12[,
existe uma u´nica ra´ız real. Na figura A.1 apresentamos um gra´fico do polino´mio p para
confirmar as nossas concluso˜es.
−4−3−2−1 1 2 3 4 5 6 7 8 9 10 11 120
p(x)
r1 r2 r3 r4
Figura A.1: Representac¸a˜o gra´fica do polino´mio p(x)
Estes me´todos sa˜o fa´ceis de trabalhar e da˜o, relativamente bons resultados. Em
[19, secc¸a˜o 5.9] ou [4, secc¸a˜o 5.1–5.4] podemos ver estes e outros me´todos que podera˜o
ser a´ı consultados.
118
Apeˆndice B
Rotinas MATLAB®
Ao longo deste trabalho foram apresentados exemplos, nomeadamente nos Cap´ıtulos 5 e
6, para os quais recorremos a algumas rotinas em MATLAB®. Estas rotinas na˜o sa˜o muito
elaboradas pois na˜o haveria espac¸o para uma discussa˜o sobre os resultados computacionais
obtidos. Apresenta´mos apenas alguns exemplos de aplicac¸a˜o dos me´todos estudados.
B.1 Me´todos Nume´ricos de Aproximac¸a˜o de Zeros de
Polino´mios
Para o Exemplo (5.1), em que aplica´mos o Me´todo de Newton-Horner ao polino´mio
p(x) = x4 − 13x3 + 3x2 + 124x + 36 cria´mos a rotina, que indicamos a seguir, onde as
varia´veis de entrada sa˜o
 P – vetor com os coeficientes do polino´mio,
 x0 – aproximac¸a˜o inicial,
 num iter – nu´mero de iterac¸o˜es desejadas,
e a varia´vel de sa´ıda e´
 zaprox–aproximac¸a˜o da ra´ız do polino´mio P , apo´s num iter iterac¸o˜es.
function [zaprox]=MetodoHorner2(P,x0,num iter)
n=length(P);
for i=1:num iter
B=[1 −x0];
[Qi,Ri]=deconv(P,B);
[Ti,Rimais1]=deconv(Qi,B);
x0=x0−Ri(n)/Rimais1(n−1);
end;
zaprox=x0;
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Para a aplicac¸a˜o do Me´todo de Mu¨ller ao mesmo polino´mio, Exemplo (5.2), utiliza´mos
uma rotina em que as varia´veis de entrada sa˜o
 p – vetor com os coeficientes do polino´mio p(x), em estudo,
 x0, x1, x2 – aproximac¸o˜es iniciais,
 num iter – nu´mero de iterac¸o˜es desejadas,
e a varia´vel de sa´ıda e´
 xf – aproximac¸a˜o final.
function xf=metodo Muller(p,x0,x1,x2,num iter)
X=[x0 x1 x2];
format long
for i=1:num iter
pX=polyval(p,X)
v=[X(1)−X(3) X(2)−X(3) 0];
V=vander(v)
coef=V\pX'
xf=X(3)−2*coef(3)/(coef(2)+sign(coef(2))*sqrt(coef(2)ˆ2−4*coef(1)*coef(3)))
X=[X(2) X(3) xf];
end
Finalmente, para a aplicac¸a˜o do Me´todo de Bairstow, no Exemplo (5.3), cria´mos e
utiliza´mos a rotina metodo_bairstow, cujas varia´veis de entrada sa˜o
 P – vetor com os coeficientes do polino´mio p(x),
 alpha0 – aproximac¸a˜o de α,
 beta0 – aproximac¸a˜o de β,
e cujas varia´veis de sa´ıda sa˜o
 alpha – nova aproximac¸a˜o de α,
 beta – nova aproximac¸a˜o de β,
 resto – resto da divisa˜o do polino´mio p(x) por (x2 + αx+ β).
function [alpha,beta,resto]=metodo bairstow(P,alpha0,beta0)
format long
%DETERMINAC¸A˜O DOS COEFICIENTES bi
n=length(P);
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B=zeros(size(P));
B(1)=P(1);
B(2)=P(2)−alpha0*B(1);
for i=3:n−1
B(i)=P(i)−alpha0*B(i−1)−beta0*B(i−2);
end
B(n)=P(n)−beta0*B(n−2);
%DETERMINAC¸A˜O DAS DERIVADAS DE b1 E b0 EM ORDEM A alpha0 E beta0
Dalpha aux=zeros(size(B));
Dbeta aux=zeros(size(B));
Dalpha aux(2)=−B(1);
for i=3:n−1
Dalpha aux(i)=−B(i−1)−alpha0*Dalpha aux(i−1)−beta0*Dalpha aux(i−2);
Dbeta aux(i)=−alpha0*Dbeta aux(i−1)−B(i−2)−beta0*Dbeta aux(i−2);
end
Dalpha aux(n)=−beta0*Dalpha aux(n−2);
Dbeta aux(n)=−B(n−2)−beta0*Dbeta aux(n−2);
B.2 Me´todos Matriciais Iterativos de Aproximac¸a˜o
de Valores Pro´prios
Para o Me´todo das Poteˆncias cria´mos duas rotinas diferentes. Uma seguindo a vertente
dada pelo autor Alfion Quarteroni em [20, pp. 192–194], MPDireta_QUART, e outra seguindo
a abordagem do autor Demidovich em [4, pp. 430–436], metodo_da_potencia_DEMI. Em
ambas as rotinas as varia´veis de entrada sa˜o
 A – matriz,
 y0 – vetor inicial;
 num iter – nu´mero de iterac¸o˜es desejadas,
e a varia´vel de sa´ıda e´
 lambda1 – valor pro´prio de maior valor absoluto, aproximado.
Assim, nos Exemplos (6.1) e (6.2) as rotinas usadas foram as seguintes
function [lambda1,x1]=MPDireta QUART(A,y0,num iter)
format long
n=length(A);
Y=zeros(n,num iter);
%iterac¸o˜es
for i=1:1:num iter
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yi=Aˆ(i)*y0'/norm(Aˆ(i)*y0');
Y(:,i)=yi;
end;
lambda1=Y(:,num iter)'*A*Y(:,num iter);
e
function [lamda1,x1]=metodo da potencia DEMI(A,y0,num iter)
n=length(A);
Y=zeros(n,num iter);
%iterac¸o˜es
for i=1:1:num iter
yi=(Aˆ(i))*y0;
Y(:,i)=yi;
end;
%ca´lculo da aproximac¸a˜o do valor pro´prio
lamda aux=zeros(1,n);
for j=1:1:n
lambda1j=Y(j,num iter)/Y(j,num iter−1);
lambda aux(j)=lambda1j;
end;
lamda1=sum(lambda aux)/n;
No Exemplo (6.4), onde aplica´mos o Me´todo das Poteˆncias Inversas, utiliza´mos uma
rotina cujas varia´veis de entrada, para ale´m das ja´ citadas para o Me´todo das Poteˆncias
Diretas, inclui
 mu – escalar, aproximac¸a˜o de um qualquer valor pro´prio,
e a varia´vel de sa´ıda e´
 lambdan – valor pro´prio, aproximado a mu.
function lambdan=MPInversa QUART2(A,y0,mu,num iter)
n=length(A);
Y=zeros(n,num iter);
%iterac¸o˜es
for i=1:1:num iter
yi=(inv(A−mu*eye(n)))ˆ(i)*y0'/norm((inv(A−mu*eye(n)))ˆ(i)*y0');
Y(:,i)=yi;
end;
lambda=Y(:,num iter)'*(inv(A−mu*eye(n)))*Y(:,num iter);
lambdan=mu+1/lambda;
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Para o Me´todo de Jacobi cria´mos uma rotina, que aplica´mos no Exemplo(6.12), em que
a varia´vel de entrada e´
 A – matriz sime´trica,
e a varia´vel de sa´ıda e´
 A1 – nova matriz resultante de uma iterac¸a˜o do me´todo.
function [A1]=metodo Jacobi(A)
format long
%Construc¸a˜o de A aux − matriz auxiliar para encontrar
%o valor ma´ximo fora da diagonal
n=size(A);
A aux=A;
for i=1:n
A aux(i:n,i)=0;
end
%Determinac¸a˜o de p,q − indı´ces da posic¸a˜o do valor ma´ximo, em mo´dulo
%I´ndice da linha
[Y1 p]=max(max(abs(A aux')));
%I´ndice da coluna
[Y2 q]=max(max(abs(A aux)));
%Ca´lculos auxiliares
a=(A(p,p)−A(q,q))/(2*A(p,q));
t=sign(a)/(abs(a)+sqrt(aˆ2+1));
c=1/sqrt(tˆ2+1);
s=t*c;
%Construc¸a˜o da matriz de Givens
G=eye(n);
G(p,p)=c;
G(q,q)=c;
G(p,q)=−s;
G(q,p)=s;
%iterac¸a˜o
A1=G'*A*G;
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