ABSTRACT Siamese network have been extensively applied in the tracking field because of its huge speed advantage and great precision performance in solving the tracking problems. In this paper, we propose an efficient framework for real-time object tracking which is end-to-end trained offline-Fully Conventional Anchor-Free Siamese network (FCAF). Specifically, as the backbone network in Siamese trackers is relatively shallow, resulting in insufficient feature information acquired by the trackers and lower accuracy, the deep network ResNet-50 is adopted to provide richer feature representation. Meanwhile, the introduction of multi-layer feature fusion module effectively combines low-level detail information with high-level semantic features, improving the localization performance. In addition, we propose the anchor-free proposal network (AFPN) to replace the region proposal network (RPN). AFPN network consists of correlation section, implemented by depth-wise cross correlation, and supervised section which has two branches, one for classification and the other for regression. In order to suppress the prediction of low quality bounding boxes, center-ness branch is added. We conduct extensive experiments on the OTB2015 and VOT2016 public datasets, demonstrating that our proposed tracker achieves state-of-the-art performance.
I. INTRODUCTION
Visual object tracking is one of the most important tasks in computer vision. It plays an important role in other researches such as assistant driving system [1] , target behavior analysis [2] , and intelligent video surveillance and control [3] , [4] . The purpose of visual object tracking is to continuously and accurately estimate the position, shape changes or occupied area of the target and determine the motion information in the video sequence such as the speed, direction and trajectory, so as to complete more difficult tasks. Caused by partial or complete occlusion, scale deformation, background clutter and many other factors, it is still a great challenge to build a general and robust visual tracking system. Methods based on correlation filters [9] , [45] and deep learning [31] are two major research directions.
The associate editor coordinating the review of this article and approving it for publication was Habib Ullah.
Recently, Siamese network based trackers [5] , [11] - [14] have attracted wide attention for their balanced accuracy and speed. Siamese trackers treat target tracking as a matching problem which learn offline generic similarity functions from a large number of videos. In particular, two-stage trackers based on the Siamese network, represented by Siamese-RPN [11] , have further improved the tracking performance by adding a region proposal network (RPN). The first stage of these methods is to extract the candidate regions on the correlation feature maps, and in the second stage, the target appearance information on the template branch is encoded into the RPN features to distinguish the foreground and background from these regions. Although the performance of the two-stage Siamese trackers are outstanding on the tracking benchmark [16] , [17] , they're still limited by two aspects. First of all, two-stage Siamese trackers rely on predefined anchor boxes which will lead to too many hyper-parameters, such as the number, sizes and aspect ratios of anchors, resulting in multiple careful tunes to achieve good performance.
Second, the imbalance of foreground-background samples leads to a much smaller number of positive samples than negative samples, which in turn has a negative impact on the training of classification network.
At the same time, most Siamese trackers use a shallower classification network like AlexNet [15] as the backbone network, but fail to take advantage of the stronger feature extraction capabilities from the deeper network structures (such as ResNet [18] , Inception [19] ). What's more, in matching tracking, only the last feature layer which contains more semantic information, is used, whereas the effect of low-level spatial features on tracking performance has not been fully explored. Therefore, the research on how to solve these problems is of great significance to promote the target detection and tracking framework.
In this paper, a new object tracking framework, fully conventional anchor-free for object tracking (FCAF), is proposed. It is built on ResNet-50 architecture and spatially combines multiple feature layers to take advantage of the rich details of low-level features. Anchor-free mechanism is adopted to eliminate predefined anchor boxes, avoiding a large number of complex related calculations. Furthermore, only non-maximum suppression (NMS) is used for postprocessing, which significantly reduces the training memory. Our method has been experimented on OTB100 and VOT 2016 public datasets. EAO has reached 0.356 in VOT 2016 and the success rate and precision has reached 0.649 and 0.860 in OTB 100 dataset, showing excellent performance.
The main contributions of this paper can be summarized below:
(1) We propose an efficient object tracking framework which is end-to-end trained off-line with large-scale image pairs, and make some smart changes on the stride and receptive field of ResNet-50 to replace AlexNet to provide richer feature representation for the tracker.
(2) A Fusion Module is designed to make full use of the low-level detail features and high-level semantic features of the images, which helps the tracker to recognize complex background.
(3) We present the anchor-free proposal network (AFPN) to replace the RPN module, which not only reduces the network training parameters and improves the convergence speed, but also boosts the tracking performance.
(4) Our algorithm achieves state-of-the-art performance on OTB2015 and VOT2016 tracking datasets and runs in realtime.
II. RELATED WORK
Visual tracking has always been an active research topic. In recent years, with the development of various methods in tracking and other fields, amazing progress has been achieved. This section briefly introduces three aspects related to visual tracking algorithms: the trackers based on Siamese network, multi-layer feature fusion and anchor-free in detection.
A. SIAMESE NETWORK STRUCTURE BASED TRACKERS
Siamese network is a neural network framework for similarity metrics. It consists of two sub-networks with the same structure sharing weights and can be implemented by RNNs or CNNs. The proposal of fully-convolutional Siamese network (Siamese-FC) [7] is a pioneering work in tracking field. In which, the Siamese convolutional neural network is used as the feature extractor. Through a simple correlation operation, the patch with the highest similarity score, calculated by the method of sliding windows, is defined as the target position. Siamese-FC has provided a feasible idea for a large number of further follow-up work because of balanced accuracy and speed performance as well as its lightweight structure without online fine-tuning. GOTURN [20] uses the Siamese network to learn the motion prediction model and deep regression network to predict the motion between consecutive frames, which is the first deep learning tracking algorithm with a speed of 100FPS. Siamese-RPN [11] formulates the tracking task as a local one-shot detection task and achieves high accuracy at an extremely fast speed by combining Siamese network with RPN. DASiamRPN [13] introduced more highquality sample pairs to train the distractor-aware module, and the local-to-global search strategy was used for tracking failures, extending the algorithm to long-term tracking problems. Kuai et al. [48] propose a target objectness model to enlarge the discrimination between the tracked target and surrounding backgrounds, and a Gaussian mixed target template model to enhance diversity and simultaneously reduce redundancy between target samples. SiamMask [8] improves the offline training procedure of popular fully-convolutional Siamese approaches for object tracking by augmenting their loss with a binary segmentation task and directly predicts the mask of the target with an excellent precision.
Since Siamese-FC, there are many improved methods, but most of them are based on the shallow backbone networks such as AlexNet [15] . Few of these works can enhance the performance by exchanging shallow backbone networks to deeper ones due to the properties of the Siamese network. Recently, SiamRPN++ [5] adjusts the sampling strategy of positive samples to train Siamese trackers driven by a deeper network (e.g., ResNet [18] ), and proposes a multilayer aggregation module to further employs the deeper features, breaking the gap between Siamese trackers and deep networks. The no-padding residual unit proposed in SiamDW [21] demonstrates a new deeper and wider network structure for the Siamese tracker. Experimental results show that performance of Siamese trackers can be substantially improved by using a deeper model a more proper training strategy.
B. MULTI-LAYER FEATURE FUSION
Multi-layer feature fusion is an effective method to improve the accuracy of the algorithm [46] , [47] , [49] etc.) to high-level semantic features (such as face, car, etc.). Due to the hierarchical nature of convolutional features, features of different layers can mutually complement to improve tracking accuracy, which is a very direct and effective network integration method. In Siamese-FC and other subsequent Siamese trackers, only effect of the last feature layer is discussed, ignoring the fact that high-level convolutional features have lost a lot of detail information, which will cause tracking failure when the background and the target belong to the same or similar semantic features. Multi-layer feature fusion refers to the fusion of features from different layers along the channel dimension. Fusion can be implemented by elements-adding or directly connecting elements in the channel dimension to obtain more features of the channel, so as to improve its ability to distinguish the target from the complex background.
C. ANCHOR-FREE IN DETECTION
Since the application of deep convolutional neural network (CNN) to the field of object detection, many classical works have emerged. Among them, the two-stage RCNN [39] and single-stage SSD [37] are the most classic. On the basis of these two methods, breakthroughs such as Faster-RCNN [36] , R-FCN [40] and RetinaNet [38] have been derived successively. However, articles above are all conducted on anchor-based method, which need to set default anchor boxes of many sizes and aspect ratios on the feature maps. These boxes basically contain every target of the image, and will be used in the following classification and regression operations. However, some recent works [42] , [43] have found the drawbacks of this anchor-based method. On the one hand, the number of anchor boxes is too large, causing a serious imbalance between positive and negative samples and slowing down the training speed. On the other hand, the sizes, aspect ratios and other hyper parameters of these boxes have to be set manually, which is not general.
Therefore, works of discarding anchor boxes has been gradually proposed. For example, YOLO [41] predicts the bounding boxes around the target center, while DeNet [43] and CornerNet [42] predict the corner of the boxes. The anchor-free method can reach a faster inference speed while maintaining excellent performance. It has many successful applications in detection, but still has not fully been applied in tracking.
III. NETWORK ARCHITECTURE
In this section, we discuss the proposed fully conventional anchor-free object tracking (FCAF) framework in detail. FCFA is a Siamese tracker that adopts the Siamese network to extract features of the target template x and current search region z, followed by a one-stage anchor-free network AFPN. Compared to previous trackers using anchor-based RPN, FCAF discards the predefined anchor boxes and tracks with multi-level deep conventional features in per-pixel prediction. The network architecture is shown in Fig. 1 .
A. SIAMESE NETWORK WITH RESNET-50
As Kaiming He proposed the residual network, depth of the network is greatly released. The backbone network for object detection and semantic segmentation task gradually has been replaced to the structure of ResNet [18] . Almost every modern backbone network adds padding structure to enable appropriate and orderly network resolution. Whereas, if AlexNet [15] , backbone network in Siamese framework, is simply replaced by VGG [44] , ResNet or other deeper networks, performance will decrease. To this end, SiamDW [21] has carried out a very detailed ablation analysis experiment on the intrinsic factors of the network, including stride, padding and receptive field in AlexNet, VGG, ResNet and Inception [19] , which obtained the following quantitative conclusions: (1) Siamese trackers prefer mid-level features because experiments show that network strides of 4 or 8 perform better than 16. (2) The ratio of receptive fields is not sensitive to the backbone network, and 60%-80% of the input sample image can be an empirically effective one, which is essential for the features in the Siamese network. (3) Padding of networks has a huge negative impact on tracking performance. Training data of Siamese network are center cropped images, where the target object always appears at the center, for which networks with padding may learn a position deviation that leads the network to predict the target should be in the center of the image.
Depending on the analysis above, this paper adopts the improved ResNet-50 to build Siamese network. Because middle-level visual features perform better in Siamese trackers, to balance the accuracy and efficiency, effective strides of res4 and res5 blocks are changed from 16 and 32 pixels to 8 pixels, and the receptive field is increased by dilated convolutions [50] . Since padding operations are kept in our framework, a spatial aware sampling strategy is adopted to train FCAF, aiming to solve the problem of destroying absolute translation invariance caused by paddings in deep networks. As the spatial size of the template feature is 15×15, to reduce the computational burden of network, the center 7×7 area is cropped as a template feature, in which each feature unit can still capture the entire target region.
B. FUSION MODULE
Compared to shallow networks such as AlexNet, deeper neural networks can aggregate different layers, because the information is richer and more meaningful. Low-level and middle-level features mainly contain the spatial features of the target object, which can predict the specific location more accurately. While high-level features primarily reflect the semantic features of the target, which can cope well with appearance change problems. This paper mainly studies the fusion of features extracted from the last three residual blocks, represented as res3, res4 and res5 respectively. In order to effectively fuse the features of different layers, we propose Fusion Module, the process of which is shown in Fig. 2 , taking the fusion of res4 and res5_1 as an example. Where res5_1 is obtained by res5 through a 3×3 convolution, which keeps the spatial resolution unchanged and turns the number of channels into 256. As res4 and res5_1 share the same spatial resolution of feature maps, res4 and res5_1 are convoluted respectively, followed by an element-sum operation and a Relu operation. The ''element-sum'' operation is to add the element values in the same position of two feature maps without changing their dimensions, as shown in Fig. 3 . Res4_1 is the fusion result by res4 and res5_1, sharing the same resolution, but with richer semantic information. So classification and bounding box regression in res4_1 can get better results, which will be analyzed in detail in the experimental section. Res5_1, res4_1 and res3_1 features are obtained by fusion of res3, res4 and res5, which will be used in the following tracking process together.
C. ANCHOR-FREE PROPOSAL NETWORK
AFPN consists of a pair of correlation operation and supervision part, as shown in Fig. 4 . Where * DW_C is a deep-wise cross correlation. Correlation calculation is performed on two input feature maps by channel, so the obtained response map keeps the number of channels unchanged (256). The supervision part contains two branches, one for foregroundbackground classification, and the other for proposal regression. Function C ω in above branch is actually composed of four 3 × 3 convolution layers and two 1 × 1 convolution layers, so as function B θ in below branch.
The ground-truth bounding box of the target in current search frame is defined as B = (x 0 , y 0 , x 1 , y 1 ), where (x 0 , y 0 ) and (x 1 , y 1 ) represent the coordinates of left-top and right-bottom corners of the bounding box, respectively. For each point (x, y) on the feature map F i , we can map it back onto the current frame as ( 4. Architecture of AFPN. In the figure, * DW_C donates correction operator. Right side is the supervision part, which contains two branches, one for foreground-background classification with two channels representing confidence scores and the other for proposal regression with four channels corresponding to the distance from the location to the left, top, right and bottom side of the ground-truth bounding box. Center-ness lies in the middle, which decreases low quality bounding boxes.
which is near the center of the receptive field of the location (x, y), where s is the total stride and F 1 , F 2 , F 3 have strides 32, 16, and 8, respectively. RPN takes anchor boxes with center point ( Different from anchor-based RPN method, which regresses anchor boxes of different scales in different layers, AFPN specifies the size to regress in each layer. Specifically, we calculate the regression targets (l * , t * , r * , b * ) corresponding to each location on all layers (F 1 , F 2 , F 3 ) firstly. Next, if a position satisfies max (l * , t * , r * , b * ) > m i or min (l * , t * , r * , b * ) <m i+1 , we classify it as a negative sample, and there is no need to regress it, where m i donates the maximum distance that the feature layer F i needs to regress. In this paper, m 1 , m 2 , m 3 , m 4 are set to ∞, 128, 64, and 0, respectively. For example, the size range of F 3 is [0, 64], and [64, 128] for F 2 . Compared with the anchor-based method, where only the anchor boxes whose Intersection over union (IOU) with ground-truth bounding box is larger than a threshold are set as the positive samples, AFPN can obviously make use of more positive samples.
1) CENTER-NESS
As AFPN introduces some low quality bounding boxes (away from the center of the target), a branch center-ness, parallel to the classification network branch, is added to measure the distance between current location and center of the object. The advantage of this branch is that it is simple and does not have to introduce other hyper parameters. The definition of center-ness with a given regression target (l * , t * , r * , b * ) is shown in Eq. (2):
When testing, for bounding boxes far away from the center of a target, weights of their final scores (used for ranking the bounding boxes) can be reduced by multiplying the predicted center-ness with corresponding classification confidence. Then, non-maximum suppression (NMS) can easily filter out these low quality bounding boxes and improve tracking performance. Comparing to the anchor-based RPN, setting two thresholds of Intersection over union (IOU) to mark positive and negative anchor boxes, center-ness can be regarded as a soft threshold, ranging from 0 to 1, and learned in the training process without fine-tuning.
2) LOSS FUNCTION
The loss function of AFPN i consists of the classification loss function L cls (Focal Loss), the center distance loss function L cn (BCE Loss) and the regression loss function L reg (IOU Loss), which can be calculated by Eq. (3), where i is the index of F i and λ is a weight to balance losses:
The loss function of FCAF includes the loss function of every AFPN i , and L FCAF is formulated as:
The proposed tracking network FCAF can be trained endto-end. The backbone network [18] is pre-trained on the ImageNet-1k, and the entire network is trained with the image pairs from ILSVRC [22] , which contains approximately 4,500 videos for a total of approximately one million annotations and describes scenarios that are different from other tracking benchmarks. Specifically, we randomly pick up one frame from a video segment of the dataset and crop a 127×127 region centered on the target position as the template frame, so as to another frame cropped to the size of 255×255 as the search frame, to generate a training sample pair, with the maximum interval of 50 frames. We use SGD with the momentum of 0.9. There are totally 50 epochs performed, 60000 sample pairs per epoch, with the learning rate decreased in log space from 0.01 to 0.0001. To substantially improve the performance, ResNet [18] is fine-tuned on tracking datasets in the end-to-end training phase by setting learning rate of ResNet extractor to be 10 times smaller than the AFPN, from which the feature representation is more suitable for tracking tasks. Different from traditional anchor-based methods, this paper can set any location falling into the ground-truth box as a positive sample, without setting the training parameters of anchor boxes and thresholds to filter out the positive and negative candidate boxes.
IV. THE EXPERIMENTAL RESULTS AND ANALYSIS
Our experiments are implemented on two Nvidia Titan 1080Ti GPUs. In this section, we show the tracking results of our network as well as comparisons with the most advanced methods on the OTB2015 [16] and VOT2016 [17] datasets, and conduct ablation experiments on the OTB dataset to validate the impact of different components.
A. EXPERIMENTS ON OTB2015
OTB2015 calculates the IOU of the predicted bounding boxes and manually labeled ground-truth bounding box for each frame, as well as the distance between their center positions, using the tracking success rate and precision to evaluate trackers. The evaluation is based on the success plot metric, which shows the ratios of successful frames whose overlap is larger than a given threshold ranging from 0 to 1, and precision plot metric, which represents percentage of frames in which the estimated position is within a predetermined threshold distance from the real position. We compare our method with 10 state-of-the-art trackers (SiamRPN [11] , Siamese-FC [7] , CFNet [10] , SINT [35] , Staple [25] , ECO-HC [28] , CREST [29] , PTAV [32] , LCT [34] , and DSST [33] ).
As shown in Fig. 5 , the proposed FCAF achieves relatively optimal performance in overlap success and precision. SiamRPN introduces RPN only with the last single-layer feature of the backbone network, using pre-defined anchor boxes to improve tracking speed and performance, and obtains 0.637 success scores and 0.850 precision scores. FCAF outperforms SiamRPN by 1.2% in overlap and 1.1% in precision without additional anchor boxes, which proves the deeper semantic information and the advantages of combining multi-level features in the accurate location.
B. EXPERIMENTS ON VOT2016
The VOT2016 public dataset includes 60 video sequences with different challenging factors for evaluating tracking VOLUME 7, 2019 performance. Expected Average Overlap (EAO) is used to evaluate the overall performance of a method, which takes into account both the accuracy (average coverage of tracking success) and the robustness (average failure times). Excellent trackers should have high accuracy and EAO scores, but low robustness scores.
We adopt the Expected Average Overlap (EAO), Accuracy and Robustness to compare different approaches on VOT2016 dataset, including SiamRPN [11] , C-COT [27] , TCNN [26] , ECO-HC [28] , SSAT [17] , MLDF [17] , Staple [25] , EBT [23] , STRCF [30] , and DNT [24] . Detailed comparisons are reported in Table 1 .
From Table 1 , we observe that the proposed FCAF achieves top-ranked performance on EAO and Accuracy criteria of 0.356 and 0.581, outperforming SiamRPN by 1.2%, 2.1% respectively. Results suggest that deeper and richer feature representation is of great significance to the accuracy, and AFPN can predict more precise boxes which leads to further improvement of the overlap rate.
C. ABLATION EXPERIMENTS
In order to illustrate the importance of different component, we conduct ablation experiments with the area under curve (AUC) of success plots and precision metrics on OTB2015 dataset.
1) BACKBONE NETWORK STRUCTURE ANALYSIS
The choice of feature extractor is critical to the performance of the tracker. To demonstrate the effectiveness of the deeper backbone neural network, we make experiments based on AlexNet [15] and improved ResNet-50 [18] , results shown in Table 2 . Line 2 and line 5 from Table 2 illustrate that ResNet-50 based tracker achieves a substantial gain of 3.8% and 4.3% in AUC and precision compared to AlexNet, which evidences the importance of features from deeper networks in enhancing the robustness and accuracy.
2) MULTI-LAYER FEATURE FUSION ANALYSIS
Line 3, 4, 5 in Table 2 show how different levels of feature maps improve tracking performance. F i denotes the response result of feature maps from template frame and search frame in the i th stage as shown in Fig.1 . In order to study the influence of multi-layer feature fusion, the experiment is first carried out only on the first stage F 1 , achieving performance of 0.618 and 0.824 in AUC and precision. Adding F 2 significantly improves the baseline of F 1 . The AUC is enhanced by 1.7% from 0.618 to 0.635, and the Pre is increased by 2.3% from 0.824 to 0.849. F 3 produces 1.4% and 1.1% improvements respectively. We observe that F 2 makes more improvements than F 3 , which means F 2 can handle more difficult background. What's more, adding more layers may lead to further improvements.
3) ANCHOR-FREE ANALYSIS
Replacing RPN to AFPN is intended to decrease the number of parameters in training and get more stable convergence. To show its effectiveness, experiments are conducted on backbone network AlexNet and ResNet-50. Results of line 1, 2 and line 5, 6 from Table 2 suggest that, comparing to RPN, AFPN improves the AUC and the Prec by 0.5% and 1.3% based on AlexNet, and 0.6% and 0.5% based on ResNet-50, validating that AFPN is more effective and superior than the anchor-based RPN.
These studies show that each component brings individual improvement, and a combination of them can achieve excellent performance.
D. QUALITATIVE EXPERIMENTS
In this part, we qualitatively compare the proposed method with three different tracking networks in Fig. 6 . As we use deeper semantic information and add low-level detailed information, the tracking results shown in the figure can distinguish similar backgrounds with no drifts. Furthermore, adoption of AFPN can frame the target location more accurately, and it can track the target accurately while most others fail.
V. CONCLUSION
In this paper, we have proposed a novel fully conventional anchor-free Siamese tracking framework FCAF. Compared to previous Siamese trackers, FCAF adopts a deeper neural structure ResNet-50 as the backbone network, providing the tracking system with richer feature information. At the same time, a multi-layer fusion module is designed, which creates more distinguishable feature representations for dealing with complex backgrounds. In addition, AFPN is proposed to replace the RPN module used in the previous Siamese trackers, which can not only reduce the number of training parameters and computing costs, but also improve the convergence and performance of our network. The experimental results on the OTB2015 [16] and VOT2016 [17] datasets show that FCAF can achieve state-of-the-art results and run in real-time, which proves the effectiveness and robustness of FCAF. As Siamese network has been applied to multi-object tracking [6] , the attributions proposed in our paper also can work in multi-object tracking filed. We hope that our work will inspire further studies in the field of multi-object tracking.
