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We consider quantum field theoretical models in n dimen-
sional space-time given by interaction densities which are 
bounded functions of an ultraviolet cut-off boson field. 
Using methods of enclidean Markov field theory and of classi-
cal statistical mechanics we prove~ for small coupling con-
stants, the uniqueness of the vacuum w as limit of the 
ground states of the space cut-off Hamiltonians when the 
space cut-off is taken away. In the physical Hilbert space, 
w is the unique state invariant under space-time transla-
tions. The corresponding Wightman functions and vacuum en-
ergy density are given as analytic functions of the coupling 
constant. The Wightman functions have cluster properties 
with respect to space translations. 
August 1972. 
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1. Introduction. 
In recent years the mathematical construction of quantum 
field theoretical models has made an impressive progress. 1) 
For the polynomial interactions 2) in two-dimensional space-time 
all the Haag-Kastler axioms for a quantum field theory of local 
observables have been verified, as well as most of the Wightman 
axioms. 3) 
In particular in these polynomial models (and also for certain 
2-dimensional boson models with exponential interactions [4J)~he 
existence of a vacuum state has been proven. 4) 
This was sufficient for J. Glimm and A. Jaffe to build a theory 
in which the Wightman functions exist and have some of the impor-
tant physical properties embodied in Wightman's axioms. 
The question of the uniqueness of the vacuum has not been tackled. 
yet. The vacuum state is only obtained by a compactness argument 
as limit of a subsequence of space cut-off vacua, so that the pos-
sibility of different subsequences giving rise to different vacua 
is not ruled out. 5) 
In this paper we would like to remark that for certain non poly-
nomial interactions in n space-time dimensions with ultraviolet 
cut-off but no space cut-off uniqueness of the vacuum can be pro-
ven for small values of the coupling constant. Moreover the corre-
sponding Wightman functions can be constructed and studied. 
The formal Hamiltonian of the boson models which we study has the 
form 
H 
0 
r is cpe (x) -+ 
+ X~ e dv(s)dx 
JRn-1 
where cp 8 is an ultraviolet cut-of~free, time zero, field and 
dv(s) is a measure with bounded support on the real line (and 
dv(-s) = dvTS) , -meaning complex conjugate). 6) 
We first prove that the space cut-off Schwinger functions (imagi-
nary time Wightman functions) have unique limits when the space 
cut-off is removed, provided the coupling constant A is suffici-
ently small. These limit Sch-vvinger functions are given explicitely 
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by Liouville-Neumann series with known kernel as convergent power 
series in A Moreover they have cluster properties with respect 
to space and time tra~slations. Using the fact that the strong 
limit, when the space cut-off is taken away, of the time automor-
phism exists as C*-automorphism of an algebra of quasi local ob-
servables,we obtain from the Schwinger functions the correspondent 
Wightman functions and the unique physical vacuum w • They are 
all invariant under space and time translations. w is the only 
state in the physical Hilbert space which has this invariance pro-
perty. 
It is the unique ekgenvector to the eigenvalue 0 of the non nega-
tive generator of time translations in the physical Hilbert space. 
The Wightman functions are proved to have the cluster property 
with resrect to translations in space. They are analytic func-
tions of the coupling constant in a circle containing ).._ = 0 • 
The limit s of the ground state energy densities of the space 
cut-off Hamiltonians exists, is analytic in A for !AI small 
and concave in A • It also exists for arbitrary negative A and 
!AI in-'"" positive d\! and e is then negative, decreasing for 
creasing and concave in ln(-A) • 
The idea of the proofs is suggested by the analogy between eucli-
dean field theory and classical statistical mechanics, on one 
hand 8) and, on the other hand, by the relation between Minkowski 
quantum field theory and euclidean Markov field theory as recently 
established by E. Nelson [8] 9). 
- 4 -
2. The space cut-off models. 
Let Y be the Fock space for free, scalar, uncharged bos.:ms 
of strictly positive mass m , moving in n dimensional space-
r7 . c;- oo a-(r) cr(o) 
time. Thus .Y' is the d~rect sum Jf' = rt1 r7 , where cr -
( r) r=o 
a: = complex number and JT , for r = 1 , 2 , is the r-fold 
symmetric tensor product yCr) = df® ••• ® de, Je being the 
s s 
2 Lebesgue L -space of (equivalence classes of) functions of a (mo-
mentum) variable p running over the euclidean n-1 dimensional 
n-1 space IR • 
Let H0 be the free Hamiltonian in ~. It is a self-adjoint 
operator with domain D(H ) ~ D • 
0 0 
For x in llin- 1 the free time zero fields are given by 
n-1 
cp ( x) = 2- ~ ( 2 TT ) --r j 
llin-1 
( 2. 1 ) 
where and are the usual formal 
annihilation-creation operators for free scalar, uncharged bosons, 
mormalized so that [a(p), a*(p') J ~ a.(p)a*(p')- a*(p' )a(p) = 
0 (p-p i ) • 
L t ( ...... ) b . t . t . ceo f t . . JRn- 1 e x x e a pos~ ~ve symme r~c ·unc ~on ~n with 
r ...... -
support in the unit ball such that JX(x)dx = 1 • Set x8 = 
n-1 ( -1 ""') E: x e: x , with e: > 0, and define the ultraviolet cut-off free 
time zero field by 
(2.2) 
Then cp 8 (x) ,-are self-adjoint operators in ~ with definition 
domain containing D and they are essentially self-adjoint on 
0 
D . They are bounded from yCr) into y-Cr- 1 ) g J:r(r+1 ) • 
0 
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Let now v(a) be a real-valued function on m , so chosen 
as to be the Fourier transform of a finite measure dv of bounded 
support on the real line~ 
with 
v(a) = Jeisa dv(s) 
r 
i d ! v 11 < ::c and J ' v(-s) = vrsr . 
(2.3) 
The interaction density is given by AV(~8 (x)) , which is a well 
defined bounded self-adjoint operator since v(a) is a bounded 
continuous function. 
We note that 
(2.4) 
where the integral is taken in the strong sense. This is of the 
same form as the bounded interaction densities studied in [6]. 
The space cut-off interaction corresponding to this interaction 
density is given by 
I AVl ~ X J v(~ 8 (x))dx , (2.5) 
lxl::1 
where the integral is again to be understood as a strong one. 
This defines AV1 as a bounded self-adjoint operator on SC for 
all l • 
Hence H1 = H0 + AV1 is a self-adjoint operator, bounded from be-
low, with the same domain D 
0 
as H 
0 
• 
Moreover we have from i6c] (Th.3) that, for arbitrary A , the 
bottom of the spectrum of H1 consists of the simple eigenvalue 
E1 with (unique) eigenvector o1 . 10) 
From regular perturbation theory alone one has the additional re-
sult (which we are going to extend, in a certain sense, also for 
1 .... oo ) that for I A I sufficiently small (depending on 1 ) E1 and 
o1 are analytic in A • Moreover E1 is a concave function of A 
i.e. satisfies E1 (aA1+(1-a)A2 ) ;:_aE1 (A 1)+(1-a)E1 (A2) for all 
0:: a~ 1 , A1 9A 2 • 
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3. The associated euclidean Markov field. 
For any real Hilbert space dl let iPJe (h) ., h E de be the 
Gaussian generalized stochastic process indexed by de 11) 9 with 
mean zero and covariance E( §de(g)k(h)) = (g~hk. So that gqe(h) 
maps h E de into a measurable function (Gaussian random variable) 
2 
on a probability space (0qe 9 d~Je) • Let L2 (d~~) be the L -space 
over Or:Je. with respect to the measure dudt' • L2 (ducK) is isomor-
phic [ 13 9 14] with the Fock space ··~ df.(n) over de , where 
n=O 
df(n) is the n-fold symmetric tensorproduct of Je . Using this 
isomorphism we see that any strongly continuous unitary group on 
cfe induces through a group of measure preserving transformations 
on 0~ a strongly continuous unitary group on L2 (d~Je) • 
Let 6 be the Laplacian as a self-adjoint operator in L2 0Rn) • 
Let Je a be the real Sobolev space 9 which is the completion of n 
C~( Otn) with respect to the inner product in de~ given by 
( 3. 1 ) 
where ( 9 ) is the inner product in L2 0Rn) 9 and m is chosen 
to be the mass of the free field discussed in section 2. 
For a < 0 , £: will be a space of distrubutions. 
0 1 (h) £-
n 
is called The generalized Gaussian stochastic process 
the free euclidean Markov field. Using ideasintroduced by Nelson 
[9] in the constructive study of models 9 we associate to the free 
JRn-1 ( ) r __, (... ... time zero field over , ~ g = J~(x)g x)dx of section 2 9 
the euclidean Markov field ~n1 (h) • 
For any open set U with smooth boundary in llin let C7"( U) be 
/£1-1 
the family of random variables generated by ~(h) , with h E ~n 
and support of h in u Let E [ !!i (h) I ere U) } be the conditio-
nal expectation of ~(h) given c?(u) • Nelson proved that ~(h) 
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has the following "Markovian property": 
E[~(h) I e'CCu)} = E[!!?(h)! e'(cu)} (3.2) 
where C U is the complement of U and () U is the boundary. 
The property (3.2) is taken as the characterizing property of a 
Markov field. 
The Fock space of the free boson field as given in section 2 is 
~ 
just the Fock space over cit -2 1 9 moreover the free time zero fieJ.d n-
itself ~p(g) is a generalized Gaussian stochastic process with 
mean zero and covariance function 
( 3. 3) 
Hence the free time zero field Q(g) may be identified with the 
generalized Gaussian stochastic process 
l 1 
Y!e define now a mapping ~ LP--2 . iJ) -w :w 1 ... <71..-t n- n 
= &(x -t)f(x) . 
0 
l 
JC, -2 1 onto the n-
One verifies easily that 
;_f) -1 
closed subspace of ~ 
n 
J.P -1 
of ifV with support on the hyperplane 
n 
t;}J./1. _:),_ ( g ) • 
at, -2 
n-1 
by (Wtf)(x) = 
wt is anisometry of 
generated by elements 
X = t . 0 
The Fock space of the free boson field Jt is the Fock space over 
I j) :L 
dV-2 1 9 hence identified with n- L2 (d~-t ) • Since W0 is ru1 iso-n-1 
metry,we have that the generalized Gaussian stochastic processes 
and have the same mean and covariance func-
tions 9 hence may be identified. 
with a closed subspace of L2 (d~1) • 
n 
Let 1!' E L2 ( d~-t ) 
n-1 
•• 9 ~-t (gk)), where 
n-1 
be of the form 
f is a bounded continuous function of k 
real variables. Then we define Ft E L2 (d~-1) by 
n 
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Ft = f(~-1(Wtg 1 ), ••• ,~-1(Wtgk)) • Using that Wt is an isome-
n n 
try one gets that F _, F t extends to an isometry of L2(d~-t ) 
· n-1 
into L2 ( d\J.~-1) • Moreover in de - 1 (JI..n n the translation group acts 
unitarily and strongly continuously. Using the identification of 
.if) -1 L2 (d~-1) with the Fock space over 
n 
uvn we get a unitary and 
strongly continuous representation U(x) of the translation group 
in llin on L2 (d~-1) • Since 
n 
.... .... 
Ft = U(t,O) F0 U(-t,O), we see that 
depends continuously on t in the L2-norm for any F in 
One verifies that 
)~ ~ (hn1'llu2)_1···(hnr-1'hnr)-1 
= all partitions (3.4) 
t n1 <n2' •. • 'nr-1 <nr 
l 0 for r odd , 
from which it follows that the distributions of r-variables de-
fined by E(~~-1(h 1 ) ••• ~-1(hr)) are the imaginary time free 
at.n '"'n 
field Wightman functions. Hence,for ~~ t 2 ••• ~ tr, 
-(t2-t1)Ho -("t:?-t2)Ho 
= (Oo'~(g1)e ~(g2)e •• 
• • cp ( gr ) 0 0 ) , ( 3 • 5 ) 
where 0 E Y is the vacuum for the free scalar boson field and 
0 
H is the free energy. Using novv the identification of Y: with 
0 
1 2 ( d~-i· ) and taking sums and limits of expressions of the form 
n-1 (3.5) we get the following lemma. 
Lemma 3. 1 
Let 
Then, for t1 < ••• < t ' 
- - r 
be in It:o ( d~-t ) • 
n-1 
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We will now consider self-adjoint operators of the form H = H +V, 0 
where is the free energy and v is a (/' bounded operator on Jt 
which commutes with all the free time zero fields ~(g) • Since 
the L2 (dJe-~ ) is a spectral representation of :J:' with respect 
n-1 
to the maximal abelian algebra generated by cp(g) , we see that, 
V is a multiplication operator by a function~ 
which we will also denote V • 
Lemma 3.2 
Let 
then 
E(F 
0 
V be as aboves and let 
t 
F and G 
-Jv1dT 
e Gt) = (o 0 ,F 
-t(H0 +V) 
e G 0 0 ) , 
be in 
where the integral over v 
'T 
is taken in the strong 
sense. 
Proof. 
The Trotter product formula gives us 
-t(H +V) 
e o = 
Since v is in 
- t/nH. - t/nV n 
st lim (r 0 e ) • 
n-+c:o 
Ito(d~-t ) 
n-1 
we know that v t 
Now, by lemma 3.1, 
n 
- o/n 2: V +.J 
( k=1km) 
= E F 0 e Gt 
( 3.6) 
is in L:o( d~-1) 
n 
and is continuous in t in the strong L2-sense. Henca 
n--co. 
converges strongly in L2 (d~-1) 
n 
t 
to JvTdT for 
0 
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The strong 1 2-convergence allows us to conclude that any subse-
quence has a subsequence n. 
J 
such that the convergence is almost 
everywhere. The almost everywhere convergence together with the 
uniform boundedness gives that 
n. t 
r 
- :v d'J" j '1" - t;nj :Jvk"fu. 
E(F e k-1 J G ) 
0 t -> E(F e 0 G ) 0 t . j -+(X) 
This implies that the right hand side of (3.6) converges to 
r-t 
-J v d'J" 
E(F 0 e · 0 ,. Gt) ~ which proves the lemma. I 
The interaction of section 2 , 
)~ v 1 = A J v ( cp e ( X) ) dx , ( 3 • 7 ) 
lxl~l 
is of the form considered in lemma 3.2. Moreover the function V'l" 
in of lemma 3.2 may be given explicitely in this case: 
V'l" =A J v(~ -1(f'1" 9 _x))dx, 
lxl~l n 
(3.8) 
' ~ ~ 
vrhere f .... (y) = 6 ( T-y )x (x-y) • This follows from the iden tifi-
T~X 0 8 
cation of cp(g) with ~-t (g) and the definition of the mapping 
n-1 
F ..... F_,_ from 12 (d~-~ ) into. 12 ( d~ d{ -1) . Since G 
n-1 n 
v(j.e-1 (f,. ,x)) = U(-'1"9-x)v(f .... )U('l"~x) 9 o,o 
n 
(3.8) .... we see that the integrand in is continuous in X as well as 
in T in the strong 1 2-sense. Hence in this case lemma 3.2 
takes the form 
Lemrm 3. 3 
Let v(~) be as in section 2. Then 
- 1"1 -
-t(H +f...VJ} 
( 0 , F e 0 GQ ) 
0 0 
where F and G are in L2 (d~-~ ) , and 
n-1 
.f ... (y) = 
T ,x 
From (3.4) it .follows that ~-1 (h) 
n 
-1 
.for h E df;n is in all 
for 1 ,:=: p < =o • F~r V in ~( dfje -t ) we may therefore consider 
-J VTdT n-1 
E( i.e (h1 ) ••• <.:? (hn) e a ) , where we have written ~(h) for 
~-1 (h) • 
n 
is bounded by the hyperplanes 
rb 
-~ V dT 
1> (h ) e 8 ) 
n 
and set t -+ -+ g. (x) =h. (t,x). 
l l 
and the integrand t .... 6 (x -t)g. (x) 0 l 
Therefore if the support of h. ]_ 
x = a and x = b , then 
0 0 
J~ (3.9) t t - V rdT 
;f.(Fr 1) iii(m n) a )dt dt 
':!! IV ,_ g 1 0 • o ~ VVt g e 1• ' 
-c1 n n n 
which by formula (3.5) and lemma 3,2) is equal to 
1 
n! 
vvi th H = H + V • 
0 
(3.10) 
Let E be the infimum of the spectrum of H , and set H = H-E • 
Since V is botmded we have 
(3.11) 
with C independent of ti and i • On the other hand for any 
positive self-adjoint operator A we have 
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\\(A+1)~ e-tA:!~ su>p (x+1)~ e-tx = (2t)~ e t-t. (3.12) 
X 0 
Using (3.11), (3.12) and the fact that t cp(g.) 
l 
is zero for t 
outside a bounded interval, iNe get that 
-(t1-a)li t 1 -(t2-t1 )li (0 0 ~e cp(g1 )e ••• (3.13) 
is bounded in absolute value uniformly in a and b by an inte-
grable function over t1 < ••• < t • 
- - n 
Let us assume that H has a simple eigenvalue at E and let 0 
Then 
-(t1-a)H 
as well e Q as 
0 
be the corresponding eigenvector, 
as a ... -oo and b ... +00. By 
- (b-t )li 
e n 0 0 converge to (0,00 )0 
(3.11) ( t. -(t. 1-t.)H . b d d t f Q gil)e 1+ 1 lS a oun e opera or or 
Hence (3.13) converges to 
2 ( ) - -(t -t 1 )H t I ( ) I ( , ( t 1 - t 2-t1 H n n- r n)O) 0 ' 0 o 0 ~ .:p g 1 ) e • • • e cp \ gn . (3.14) 
as a -+ -oo and b ... +CO for t 1 < t 2 < ••• < tn • 
From Lebesgue's dominated convergence theorem we then get that 
converges to 
S S t 1 -(t2-t1 )H -(t -t 1 )H t 
. (O,cp(g 1 )e ••• e n n- cp(gnn)O)dt 1 ••• dtn 
t1 < ••• <t 
- -n 
as a _,-ex:> and b _, +OO , This proves the following lemma. 
Lemma 3.4 
Let 
- 13 -
t t 
r 
-jV dT 
1 im ( E ( e - 't T ) ) - 1 • E ( 0 ( h 1 ) • 1 • 
t->+00 
- r v dT Jt T 
9 (h ) e - ) 
n 
= n1! J I • • J t 1 -(t'"'-t1 )H -(t -t 1 )H t 11 (0 9 ~(g 1 )e ~ ••• e n n- ~(gn )n)dt1 ••• dtn 
I 
Remark 1: For V = AV1 , the interaction of section 2, this lemma 
holds since we know that H1 = H0 +AV1 has a simple lowest eigen-
value. 
Remark 2: Lemma (3.4) shows that the limit is the time imaginary 
-w·ightman function for the space cut-off interaction integrated 
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4. Connection with some quantities of classical statistical 
mechanics. 
by ~ (x x ) s: 
e: o' 
define for any 
in 
and 
From lemma 3.4 we see that if we take A = At 1 -
' 
= [x;jx0 l_::t/2,lxl <1}., thenthe G~ (h1 , ••• ,hk) converge 
t,l 
for t _. m to the imaginary time Wightman functions for the 
space cut-off interaction. In order to remove the space cut-off 
we will therefore naturally be interested in taking the limit as 
1 _. :o as well as t- :o in V k We intend by using methods 
At 1 
9 
from classical statistical mechanics to prove that the limit of 
V~ exists for A expanding to llin • This will then give us the 
time imaginary Wightman functions for the model without cut-off. 
So let A be bounded. Since v(~ 8 (x)) is a bounded random vari-
able and strongly L2-continuous in x 9 ZA ·and Ft\ are entire 
functions of A • Let us set 
r 
- A j V ( P (X) ) dx 
F i\ (h) = E ( e i} (h) e <.) A e: ) and G i\ (h) = Z A 1 FA (h) • 
Since v(2e:(x)) is a 
definition of FA(h) 
bounded random variable we see from the 
k 
that F/1.( 2: t .h.) is k times differentiabJe 
. 1 ]_ ]_ J.= 
- 15 -
with respect to t 1 ' ••• ~ tl 
_c and that 
0 0 k ~t ••• ""'"t FA( L t.h.) = 
u 1 o~k H i= 1 l l 
= (i)kF~(h 1 ,o •• ,hk) for t 1 = t 2 ••• = tk = 0 o Hence FA(h) 
k determines FA(h1 , ••• ,hk) • 
Since v(~ 8 (x)) is a bounded random variable, FA(h) is also an 
entire function of A • By expanding in powers of A we get 
F A ( h ) = E ( e i ~ ( h ) ) + ~ ( - A) n r JE ( e i 9! ( h ) v ( ~ (X ) ' v( ~ (x ) ) ) ~ dx . 
a n ! J • • • . e: 1 f• • 8 n . J • 
n=1 An J=1 
Using now that v(a) = Jeisadv(s) we get 
I • • • J["E ( e i ~ ( h ) V ( ~ ( X 1 ) ). • o V ( 4? ( X ) ) ) ~ dx . 
·- 8 e: n . 1 J An J= 
n 
i(~(h)+ L s.4? (x.)) n 
r r· '-1 J e: J 
= ! • • o E ( e J - ) TI d v ( s . ) dx . 
"' " '-1 J J An J-
n i~(h+ r. s.f ) n 
= l • . . f E ( e j = 1 J xj ) TI d v ( s . ) dx . 
" J • J J An J=1 
where f (y) = 5(x -y )x~(x-y) by 
X 0 0 "' 1 
the other hand~ for any g E Jt~ 
E(ei~(g)) = e-~(g,g)_ 1 
setting n 
n 
g = h + r s .f 
j=1 J xj 
we get 
the definition of 
and 
i iii (h+. r. s .fx _) 
E(e J= 1 J J ) = 
n n t:' -~.?= s.s.G (x.-x.)- r. s.h~(x.), i~ (h) ~1=1 l J € l J j=1 J J E(e )e ~ 
where G8 (x-y) =(fx,fy)_ 1 and h 8 (x) = (h~fx)_ 1 • 
Hence the integral over An above is 
(x.-x.) he:( ) 1 J n -s. x. n 
TI [(e J J -1 )+1] IT dv(s.)dx. 
j=1 j=1 J J 
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n 
Computing now the product and using that ~ s.s.G (x.-x.) is 
. . 1 J e 1 J 
l)J 
symmetric under permutations of x1s 1 , ••• ,xnsn' we get this equal 
G (x.-x.) he( ) e 1 J r -s. x. n 
rr ( e J J -1) rr dv(sj)dx. 
j=1 j=1 J 
From this it follows that 
r -s.h8 (x.) n+r 
rr (e J J -1) rr dv(s.)dx. ' 
j=1 j=1 J J 
s. s . G (x.-x .) 
1 J e 1 J 
• 
( 4. 1) 
where we already have used that the expansion for ZA is given by 
n 
-~ ~ J J .. _, • • • e :ljJ- s . s . G (X . -x . ) l J e l J n IT d \J ( s . ) dx . • 
j=1 J J 
(4.2) 
We remark that G8 (x) is a bounded real positive definite func-
tion, which tends to zero as me-mIX I for I X I -+ co • Since 
G8 (x) is positive definite,we have that IG 8 (x)! ~ Ge(O) • We 
notice that, for negative A , ZA is in fact the grand canonical 
partitionfunction for a gas in n-dimensional space with variably 
charged particles and activity z = -A • The interaction energy 
between a particle at 
with charge s. 
J 
is 
particle with charge 
x. with charge 
l 
s. 
l 
and a particle at xj 
s.s.G (x.-x.) , and the self energy of a 
l J e: l J 
s is given by ts2 G8 (0) • So the charge 
s is an internal degree of freedom for these particles, and s 
may be discrete or continuous, depending on dv • We are going 
to exploit this connection with the grand canonical ensemble of a 
gas of variably charged particles, by introducing the correspond-
ing correlation functions and we shall see that GA(h) can be ex-
- 1'( -
pressed explicitely by these correlation functions. 12) .The 
k 
correlation functions oA(x1s 1 , ••• ,xksk) are defined for x. E mn l 
and s. in the support of dv by 
l 
n+k 
k - 2.: s.s. G (x.-x.) ro 
= z-1 r: 
A 
n=o 
(_-A.)n+ r r :i)j=1 l J € l J n 
n , J • • • J e IT d v (s . ) dx . , 
• Jf-Ht j=k+ 1 J J 
for aJ.l xi E A and zero elsewhere, for those values of A. for 
which ZA I 0. Since 2: s.s.G (x.-x.) > 0 we see that the 
H :i,j l J € J. J -
( 4.3) 
series converge for all complex A.. From (4.1) it follows that 
k GA(h) is given in terms of pA by 
(4.4) 
As in classical statistical mechanics 13) we shall now introduce 
the Banach spaces Bs of sequences 
[wk(x1s 1 , ••• ,xksk)}k>1 of bounded dxdv-measurable functions. 
The norm in Bs is given by 
llt!!g = s~p s-n ess sup 1wn(x1s1, ••• ,xnsn)1' 
x1 ••• x n 
s 1 .,,sn 
where s is a positive number • 
In Bs we define the projection operator Pll. of norm one given 
by 
(4.5) 
where XII. (x)n = XII. (x1 ) ••• XII. (xn) 1 with X,". (x) being the charac-
teristic function for the set II. • Also in analogy with statisti-
cal mechanics we introduce an operator K on Bg given by 
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m 
- L: s 1s. G (x.-x1 ) 
. 2 l E: l J, (K!)(xs)m = e l= L~m-1(x2s2~···~xmsm) 
co 1 s s· n [ -s 1t.G (y.-x1) -i~t~G (O)J (4.6) 
+ L: --r ••. IT (e J 8 J -1) e J 8 ~ 1 (x2s 2 , ••• 1n. . 1 m+n-n= J= 
, • , X S , y 1 t 1 .. • y t ) ~ d \J ( t . ) dy .1 ,. 
m m n n j= 1 J Jf 
For m = 1 the first term in the curly bracket is set equal to 
zero. 
Let £ be the sequence where a 1 (x1 s 1 ) = 1 and a.n (x1 s 1, ... , xnsn)=O 
for n > 1 • We then verify that the sequence .e.,i\ given by the 
correlation functions p~(x1 • • • 
pi\ = - A.P i\~ - A.P i\ K p A • 
X ) 
n 
satisfies the equation 
(4.7) 
Since the correlation functions p~(x 1 s 1 , ••• ,xnsn) are symmetric, 
we find from (4.7) that also will satisfy the equation 
( 4-.8) 
where IT is an operator of the form 
a being~ for each n, a permutation of 1, ••• ,n wh&ch may depnnd 
measurably on x 1 ~ ••• ,xn and s 1 , ••• ,sn. 
We note that such a IT will have norm equal to one. 
Since G8 (x) is positive definite 14) we have that 
m m 2 
2:: s.s. G,. (x.-x.) > -2G (0) L: s .• 
i/ j l J "' l J - E: i= 1 l 
Let B = G8 (0) sup[s2 ; s E supp of dv} then 
m 
1:: s.s.G (x.-x.) >-2mB. 
i/j l J € l J (4.10) 
It follows from (4.10) that for any x1, ••• ,xm and s 1 , ••• ,sm 
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there exists an index i such that 
m 
2:: s . s . G ( x . -x . ) > 2 B • j=1 1. J € 1. J 
jfi 
(4.11) 
For any m and any x 1 , ••• ,xm and s 1 , ••. ,sm we now choose a 
permutation 0 of 1, ••• ,m such that 0(1) = i where i is the 
index i of (4.11). 0 is then a permutation depending on the 
x's and the s's , and let II be the corresponding operator on Bs 
defined by (4.9). 
\7e now estimate the operatornorm on B s of the operator ITK of 
(4.8). 
From (4.6) and (4.11) we have 
!rrK~(xs) I < e 2B[supl~ 1 (x1s 1 , ••• ,x 1s 1 )1 .. m - m- m- m- J 
,..... x, s 
~ 1 n 
+ L n! 0 supl~m+n-1(x1s1, ••• ,xm+n-1'sm+n-1)1 
n=1 x, s 
J -stG (x) -*t2G (0) with C = sup ( I e 8 -1 I e "" 8 d I v I ( t) dx; s E supp d v } • 
s 
It follows from the exponential decrease of G8 (x) that C is 
finite. 15) 
we get 
Hence 
(4.12) 
So that !!TIKI! ,:: C e2 B+ 1 if we choose s = c- 1 , which is seen to 
be the best choice of s . This proves that (4.8) has a uniQue 
I I C-1 -2B-1 solution for A. < e , which then is £.11. • From this we 
also get that the correlation functions p~(x 1 s 1 , ••• ,xksk) are 
analytic in A. 
we may define 
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uniformly in II. 
k 
o (x1s 1 , ••• ,xksk) 
p = -A.a- A.IIKp 
"' 
Lemma 4.1 
for Moreover 
by 
(4.13) 
tions 
For l"-1 < c- 1e-2B- 1 the infinite volume correlation func-
k p (x1s 1 , ••• ,xksk) defined as the unique solution of 
(4.13) exist and are analytic in A .16) Moreover they satisfy 
are continuous in x 1 , ••• ,xk and s 1 , •• sk, and translation in-
variant in the x's. The finite volume correlation functions 
k pll.(x1s 1 , ••• ,xksk) converge to k p (x1s 1 , ••• ,xksk) as 
such that d(x,C/1.) ~ ,~ for any x E JRn and d ( x ~ C II. ) is the dis-
tance from x to the complement of II. • The convergence is such 
that 
where ~ is a function that goes to zero at infinity and is inde-
pendent of II. , k and x1 • • • xk, s 1 M • • sk , and d = min (d(xi, Cll.)}. 
Lemma 4d 
:I:!' or , , r 0-1 -2B-1 !A.: < e we have the clusterproperty for the 
correlation functions: 
Pk+l (x1 s1'. • .,xksk' y 1 +a' t1,.-..,Yl +a, tl) ~ pk(x1 s1, ••• ,~~) Pl (y1 t1 , .•• ,yl "\)' 
pointwise as a tends to infinity in JRn • 
These two lemmas are proved as in classical statistical mechanics 
[15] by using that s. s. G (x :-X.) corresponds to a stable and 
J.. J E: J.. J 
regular interaction in the language of classical statistical mech-
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anics. The proofs require only a slight modification of the 
proofs given in Ref.15 Ch.4 9 and will therefore not be given here. 
Lemma 4 • .2 
For !xi < c-1e-2B- 1 the limit 
€' = -lim m ln Z A 
J\ -+Jill I I 
exists when i\ ~En in the sense that d(x,OA) tends to infinity 
for all X E llin • Moreover e(A) 
l 'l 0-1 -2B-1 11. < e and 
A. 
€0,.) =-J ~ p 1 (xs;i)di d\J(s), 
X 
0 
is analytic 17) in for 
1 
where p (xs,A) 
For A < 0 and 
is the correlation function with one argument. 
1 dv a positive measure we have that p is posi-
tive which gives us that 8 is negative. Moreover in this case 
. ....; 
e: exists also for all )~. < 0 decreases when !AI increases and 
is also concave in ln(-A) 
Proof~ From the expansion of ZA ((4.2))and the expansion of 
(( lj .• 3 )) we find that 
a\ ln Z i\ = ~ J p ~ (xs; A) d v ( s) dx . 
A 
1 1 From lemma 4.1 we have that Api\(xs,A) is uniformly bounded and 
analytic in A for !A! < c-1e-2B- 1-o , for any o > 0 • More-
over IP~(x,s;A)- p1(x,s;A)! < o-1'tl(d) , and hence it follows that 
A 
1 r 11 1 ,..., "" TAT jdv(s)dx J r pi\(x,s;A)dA 
' ' i\ 0 
f f I'll <C-1e-2B-1_~ +o converges uni ormly or ~ u v 
A 
r r 1 1 ,..., "' 
'
1 ::::: o (x,s;A)dv(s)dA , J ,j 
o A 
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1 "' 
since p (x,s;A.) is independent of X • This proves that 
1 A _. :m.n v mln ZA converges as and that the limit -€ is given 
by the formula of the lemma. That 1 is positive for dv > 0 p 
and A. < 0 follows from the fact that 1 > 0 which one PA 9 sees 
-
(4.3). I'V from The existence of € for all A. < 0 in this case 
follows from the identification, possible in this case. of 
" 
ZA with 
a grand canonical partition function for a system with stable and 
tempered interactions, (see [15], p.157~ 
The decrease of ~ as !A.! increases follows from the increase 
~··..J 
therefore also for e in powers of A. can be explicitely obtained 
from (4.13) and are given by 
('n 
=-A.·-;: (-A.)n(l1K)na. (4.14) 
"' n=o 
5. Removal of the space cut-off for the imaginary time 
Wightman functions and the vacuum energy density. 
Let and set Z = Z t,l = At 1 
9 
and Ft l = FA 
' t,l 
and VAt 1 • 
' 
It then follows from 
lemma 3.3 that 
( 5. 1 ) 
f' -t _. 
with H1 = H0 +A. j v(cp 8 (x))dx • :B1rom (3.8) and (3.9) we have, 
!x 1_:::1 
for h 1 , ••• ,hk_ with support in At.l, that 
and 
- 23 -
= z-1 Fkt 1 • 
t,l ' (5.3) 
By lemma (3.4) the limit as t .... +OO of exists and is 
given by 
where o1 is the unique normalized eigenvector with eigenvalue 
-E1 and E1 is the infim~~ of the spectrum of H1 , and H1 = 
.... 
H1 - E1 • The integration over dxj in (5.2) and (5.4) is to be 
understood 
respect to 
t 1 ' ••• 'tk 
in the sense of distributions. After integrating wit~ 
k .... 
IT dx. in (5.2) and (5.4)Jthe result is a function of 
j=1 J 
that is translation invariant, continuous in t 1< ••• <tk 
and integrable over t 1 _:s ••• :::, tk • 
lemma (3.4). We see from (5.4) that 
This follows from the proof of 
k G1 (h1 , ••• ,hk) are the ima-
ginary time Wightman functions (also called Schwinger functions) 
for the space cut-off interaction. 
Let I A. I< c-1 e-2B- 1 and h 1 , ••• ,hk be tn ~. Then Theorem 5.1 
k the G1 (h1 , ••• ,hk) k converge as 1 .... co to G (h1 , ••• ,hk) , where 
J~ 
G '" ( h 1 , • • • , hk ) 
.... 
are translation invariant in t and x and given 
by 
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k 
= G ~ ( h 1 , ••• , hk ) + ( i ) kk! ~ t 
r=1 p+<;t.=k 
q_>r, p .::_ o 
~ p! 
(5.5) 
k . 1 1 J r r\ 1i 8 J 
,- 2::8 G0 (h0 (1) , ••• ,ha(p') 1: ~, \>' 1... II ls1. II h ( 1 ~ 1 .. . 1 ) (x.) 
.J E k r 11+ ••• +\=Cl .... • "' i=1 L j=1 a p+,+ ••• +"""i-J+ J. 
~>1 
r r 
• p ( x 1 s 1 , ••• , x s ) II d v ( s . ) dx . • 
r r j= 1 J J 
k Sk is the set of permutations of 1~ ••• ,k and the G0 (h1, .•• ,hk) 
k are the imaginary time free Wightman functions: G0 (h1 , ••• ,hk) = 
E(il?(h1) ••• 9/(hk)) = 2p1' aEI:S (ha(1),hcr(2))-1 ••• (ha(2p-1)'ha(2p)) -1 
p. '-k 
for k = 2p and zero for k odd • pr(x 1 s 1 ~ ••• ,xrsr) is the in-
finite volumecorrelation function of lemma 4.1, and h~(x) = 
J. 
r ... ... ... ... 
\G (x-y)h.(x ,y)dy and G~(x) is the G~(x) of section 4, 
'"' e; l 0 "" "" 
which is given by 
ipx ,...,2 ( ... ) r e X8 p 
G (x) = , 2 2 dp , 
e .J P +m 
Proof: It follows from (4.4) and the fact that 
analytic in 
instead of and with p~(x 1 s 1 , ••• ,xrsr) instead of 
holds. Choosing now fl. = At 1 we have by (5.4) 
' k convergesto the limit G1 (h1 , ••• ,hk) as 
t ... (~. On the other hand by lemma 4.1 
uniformly bounded in x 1 , • • • xr, t , 1 
iJr(x1s 1 , ••• ,xrsr) uniformly on compacts as t and 1 tend to in-
finity. Since h~(x) i = 1, ••• ,k are all bounded integrable 
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functions we get by dominated convergence from (5.5), with 
Gk - Gk and k instead of Gk and r that tjl - At 1 pl\t 1 p 
' 1 !I 
' G~,l(h1, ••• ,hk) converges to the limit k G (h1 , ••• ,hk) given by 
(5.5) as t and 1 tend to infinity. 
Consider now the inequality 
Choose e > 0 ; then there exists a N8 such that for any t > N 
- 8 
and any 1 > N 
- E: 
the last term is smaller than Choose an 
Then for this value of 1 we may choose a t > N 
- E: 
and 
large enough so that the first term is smaller than E:/2 • Then 
for 1 > T 
- E: 
we get 
This proves the theorem. 
Theorem 5.2 1'1 < c-1e-2B- 1, ana3 let Let fl. - h 1 ' •• • , hk ' g 1 ' • • .. ' g 1 
be in 
Let 
c~tJRn) • 
g~(x) = g. (x-a) 
l l 
cluster properties: 
as ! a I ... oo • 
for a E IR.n • Then we have the following 
Proof: It follows from (5.5) that for any 
co (i)k k 
G(h) = 1 + L: -k, G (h, ••• ,h) is defined 
k=1 • 
and the series is absolutely convergent. Remembering that (5.5) 
was obtained by means of (4.4), we get 
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G(h) = 
-~} ( h ' h ) - 1 co 1 r r r - s j he ( x j ) r r 
e [ 1 + L: -r, j ... j 11 ( e -1 ) p ( x 1 s 1, ••. , x s ) IT d v(s. )dx . ] ,. 
r= 1 • j = 1 r r j = 1 J J 
(5.6) 
Therefore 
(5.7) 
CD 1 r r r -s.h 8 (x.-a)-s.g 8 (x.+a) r r 
[ 1 + L. 1 J ••• J: IT ( e J J J J - 1 ) p (X 1 s 1 ,. •• , X s ) II d v(s . )dx .• 
r=1r. j=1 r r j=1 J J 
YJe observe that (ha -a) .... 0 
,g -1 as 'a' I l By writing each 
of the integrals over x. as the sum of the integrals over 
~ 
x.•a < 0 and x .• a > 0, we get that the r'th term of the series 
~ ~ 
above is equal to 
~ e: 
1 r r s -s .h <=- (x .-a)-s .g (x .+a) 
rr r. Cs) J .... J. J ... J IT (e J J J J -1) 
"s=o J. 1 
x.•a>o y .• a<o = 
J - J -
e: e (5.8) 
r-s -t.h (y.-a)-t.g (y.+a) 
• .rr1(e J J J J -1)pr(x1s1 ••• xsss,y1t1···Yr-str-s) • 
J= 
s r-s 
IT d v ( s . ) dx . • II d v ( t . ) dy . . j=1 J J j=1 J J 
From the definition of h 8 (x) = JG 8 (x-y)h(y)dy we get that 
!h8 (x)! ,:: C e-mlxl , from which we obtain that 
-~lal -~IY! 
!h8 (y-a) I < C e • e for y.a,:: 0 and simirlarly 
-~lal -~!xl I g 8 (x+a) I < C e e for X• a > 0 • By the substitution 
x. .... x. + a and y. .... y. - a we get 
J J J J 
1 r r 1. J r J ~ -s_.h8 (x.)-s.g 8 (x.+2a) 1 2:: (s) • • • • J'... ll (e J J J J -1) 
r • . 1 
s=o x .• a>-a2 y .• a < a2 J= 
J - J -
r-s -t.h8 (y.-2a)-t.g 8 (x.) r 
• IT (e J J J J -1)p (x1s 1 ••• x s ,y1 t 1 ••• 
· 1 a s s J= 
(5.9) 
•• y s t 8 ) ITd v ( s . ) dx . Ild v ( t . ) dy . , r- r- J J J J 
Let 
then 
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be any measurable f~nction uniformly bounded in a . 
' 
f' -sh8 (x)-sge(X+2a) r -she:(x) 
! (e -1 )F (x,s)dxd\;(s)- l (e -1)Fa(x,s)jxd-v{s) 
,J 2 a ,; 
x • a>-a x • a>- a 2 ( 5 • 1 0 ) 
converges to zero when !al ~ oo, because the absolute value of 
(5.10) is bounded by 
-sh8 (x) -sg 8 (x+2a) 
r e I e - 1 ; ! :B1a (X , s ) ! dxd v ( s ) 
J 2 
x•a>-a 
-sg 8 (x+2a) 
<A J 2 !e -11 dxdv(s) 
x•a>-a 
< B J g 8 (x+2a)dx = B 
2 
f' 
! ge(x+a)dx 
J 
x.a>-a 
Therefore for any E: > 0 
x•a>o 
there exists an R e: such that1 for 
Ia! > R8 1 (5.9) will differ from (5.11) by an amount smaller 
than 8 /2 : 
s r-s 
(5.11} 
Pra(x1s 1 , ••• ,xss 8 ,y1t 1 , ••• ,yr Qtr 8 ) IT dv(s.)dx. IT dv(t.)dy .• -~ - j=1 J Jj=1 J J 
By dominated convergence and lemma 4.2 we have that (5.11) con-
verges to ( 5. 1 2) as I a I ~ oo : 
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1 r r r J s -s .he (x.) s s 
-r , I: ( s ) j . . . 11 ( e J J - 1 ) p ( x 1 s 1 , • • • ~ x s ) I1 d v ( s . ) dx . 
·s=o j=1 s s j=1 J J 
r ('r-s -tjge: (y j) r s r-s 
:••• I IT (e -1)p- ey1t 1 , ••• ,yr str s) I1 dvet.)dy. 
u .. j=1 - - j=1 J J 
(5.12) 
From e5.7) and the translation invariance we now get that 
as I a! .... ro • (5.13) 
Since G( I:t.h.+t.s.g~) is analytic in t and s and converges to 
i ~ ~ j J J 
G(!:t.h.)· G(!:s.g~), we have only to use that convergence of ana-i ~ ~ j J J 
lytic functions implies the convergence of the coefficients of 
k+lc a a) their powerseries to prove that G h 1 , ••• ,hk,g1, ••• ,g1 con-
k ) 1 ) I verges to G (h1 , ••• ,hk G eg1 , ••• ,g1 , • 
k s· r k Theorem 5. 3 Set G (h1 , ••• ,hk) = . , •• ,JG ex1,.,. ,xk)h1 ex1 ), ••• 
• • ,!Jfxk)dx1, ••• ,dxk , then Gk(x1 , ••• ,xk)is locally integrable 
and continuous for xi I xj, for all i I j • The singularities 
are of the same form as the singularities of 
k Moreover the G (x1 , ••• ,xj) are translation in-
variant and, for xe:(x) rotational invariant; they are also in-
variant under rotations JRn-1 The k depend in • G (x1, ••• ,xk) 
analytically on lc :for ,,, l 0-1 -2B-1 < e • 18) 
Proof: This :follows from (5.5) and the analyticity of the 
pr(x,s1 , ••• ,xrsr) as proved in lemma 4.1.1 
Theorem 5.4 For all !A.! < c- 1e-2B- 1 we have that the vacuum 
energy density 
l = lim IB1 j-1E1 1 .... ::0 
exists, where !B1 ! is the volume of the n-1- dimensional ball 
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of radius 1 • Moreover this limit is equal to the '€ of lemma 
4.3 and is therefore analytic in for all C-1e-2B-1 and 
its power series is given in terms of the powerseries for p 1 by 
A. 
€( A.) S 1 1 ""' ,...,. =- ;::: p (x,s;A.)dA.dv(s) • 
o A. 
The power series for all 
given by ( 4. 1 4) • 1 9) 
pr hence also for ""' e are explicitely 
e(A.) is a concave function of A. • 
For dv a positive measure and all A. < 0 (not necessarily 
0- 1 - 2B- 1 ) th 1 · · t rv · t · t · d . f > - e e lml e ex1s s, lS nega 1ve, ecreas1ng or 
IA.I increasing, concave in A. and ln(-A.) • 
Proof: I ~-1 1\i By lemma 4.3 ,ht 11 lnZt 1 converges to e 
' ' 
as t and 1 
We observe that lht 1 1 = t• IB1 ! • 
' 
By (5.1) 
is a simple lowest eigenvalue of 
as t-+oo. Therefore 
!At l!-1lnZt 1 .... -!Bl!-1·El 
' ' 
as t .... oo. Since !At 1 !-1lnZt 1 converges to t for t and 1 
9 ' 
tending to infinity it now follows that !B1 !-1E1 converges as 
1 .... oo to 
,..,.. 
e of lemma 4.3. That is concave in follows 
from e being the limit of - IB1 !-1E1 and E1 being the lowest 
eig~nvalue of H1 = H0 + A.V1 is concave in A. • The rest of the 
theorem is contained in lemma 4.3.1 
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6. The vacuum, the interacting fields and the Wightman functions. 
Let a.~(A) = e -i tHl A e i tHl for any bounded operator A on 
jC and let a.~ be the corresponding one parameter group of C*-
automorphisms defined with H0 instead of H1 . Let ~0 be the 
algebra of free quasi local observables defined as the C*-algebra 
genera ted by all a. 0t ( eicp( f)) for all t and all f E Je-t with 
n-1 
compact support, where cp(f) = r cp(x)f(x)dx ' with cp(x) given by 
:J 
(2.1). 
Theorem 6.1 a.~ as well as a.~ are one parameter groups of C*-
automorphisms of c..-40 Moreover 1 converges strongly on ~ • a.t 
to a one parameter group of automorphisms a.t of A 0 as 1 -tCO • 
We also have that 0 1 and 1 0 strongly to 0 o:_ta.t o:ta.-t converge (l-t :-:r.t resp. 
0 r::~ta-t , uniformly on an open interval containing t = 0 • 
The proof of this theorem is contained in Ref.[6d]. We remark 
that even though theorem 6.1 gives the existence of an infinite 
volume time automorphism o:t of the quasi local algebra r:.Jr we 
do not know if a.t is strongly continuous in t • 20) 
Let now be the state on given by the vector 
Then is invariant under 
Theorem 6.2 Let 
,.._, 
w be any weak limit point of in the 
statespace of ~0 • Then is an invariant state for 
Let Jew be the representation space for ck0 , generated by w 
then the unitary group u-(t) generated by a.t in df~ is w w 
strongly continuous, and its infinitesimal generator Hw satis-
fies H- > 0 • 
w 
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Proof: Let ....... be the weak limit of where 1 _, co w wl as 
n n 
n _, co , and B be in ~0 • 
Then 
since 
term converge to zero by the weak convergence and the second term 
convergesto zero by the strong convergence of 
Let A and B be in J/-0 and let 0 E df, ...... be a unit vector (JJ 
that corresponds to the state w • Then (AO,Uw(t)BO) = w(A*cttB )J 
where A''" is the adjoint of A • By the same procedure as above 
we prove that 
Since 1 
itH1 
that w1 (A*a.~B) uni-w1 (A*a.tB) = (Ao1 ,e B01 ) we have is 
formly bounded in t and 1 and continuous in t Furthermore 
it is analytic and uniformly bounded in 1 and t in the upper 
half plane Imt > 0 • From (6.1) it follows that w(A*a.tB) are 
measurable and uniformly boundedfunctions with respect to t as 
pointwise limits of uniformly bounded continuous functions. 
Let ~ and ~ be in Je~ . 
w 
can find sequences An and 
Since is dense in de~ we 
w 
Bn in ~ such that A*O _, ~ and 
o n 
BnO _, ~ strongly. Then (~,Uw(t)~) is the limit of w(Ana.tBn) 
= (A;o,uw(t)BnO) and is therefore a bom1ded measureable function 
of t • Hence u~(t) is a weakly measurable unitary group on 
w 
10~ thus it is strongly continuous. 21) o-r.w 
Let f(t) be a smooth function having a Fourier transform f 
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with support on t < 0 • Since 
formly bounded for Imt > 0 , we have that 
is analytic and uni-
Jw1n(A~!nB)f(t)dt = o. 
Moreover for n _. oo this integral converges by dominated conver-
,.. 
gense to jw(A~tB)f(t)dt • Hence H~ > 0 and this proves the 
w-
theorem. I 
Remark: Since the statespace of a C*-algebra is weakly compact, 
we know that weak limit points of [w1 } exist. 
Let Jl. be the algebra of interacting quasi local observables 
defined as the C*-algebra generated by cxt(eiep(f)), f E Jt~~ 1 
with compact support. It follows from the invariance of ~0 
under that Jf c Ll .• 
-'-"'tt 
Theorem 6.3 For IAI < c-1e-2B-1 we have that the restriction 
of any weak limit point of [w1 } to ~ is unique, and w1 con-
verges weakly on c/f to a unique state w on c.lf • Moreover w 
is invariant under ~t and space translations, and ~t is im-
plemented by a unitary group eitHw on the representation space 
Jew of .fi contstructed from w • One has Hw ~ 0 • w depends 
l 'l < 0-1e-2B-1 • analytically on A for A 
Proof: We know that 
( 1 ( icp(f1) L'Jl ~t e ) . . . 
1 (6.2) 
i(t -t 1 )H1 iw(f ) n n- · n e e o1 ) 
are analytic in the upper half plane for t. - t. 1 • For all J J-
t. - t. 1 J J-
on the positive imaginary axis, we see by (5.4) that 
(6.2) is given in terms of the By theorem (5.1) the G 'S 1 
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converge as 1 ... co , which implies that ( 6. 2) converges as 1 ... oo 
for all t. 
J t. 1 J-
positive imaginary. Since (6.2) is uniformly 
bounded in 1 and analytic in Im(t.-t. 1 ) > 0 , we get that J J-
there is a unique limit function. By theorem 6.1 it is of the 
~( ( i~(f1)) a.t (ei~(fn))) ~ form w a.t e . • • • 9 where w is a weak limit 
1 n 
point of [w1 } . Since a.t(ei~(f)) generates ~ , we get that 
the restriction of any limit point to o4 is unique and that (JJ 1 
converges weakly to w on ~ • The rest of the theorem follows 
from theorem 6.2, the fact· that elf is invariant under a.t and 
the fact that the G's are translation invariant functions, ana-
lytically dependent on A. • • 
Theorem 6.4 The functions 
of 
dary values on the imaginary axis 
are analytic functions 
for Re s. > 0 and the boun-
l 
W~(x1 , ••• ,xk) are the Wightman 
functions for the space cut-off interaction. Moreover for IA.I < 
'(-1 -2B-1 k( ) o e the w1 x 1 , •.• ,xk converge for 1 ... ·~ in the sense 
of distributions 22) to unique limits wk(x1, ••• ,xk) 'which de-
pend analytically on A and are the Wightman functions given by 
k w and a.t. W (x1 , •.• ,xk) is translation invariant in space and 
time. Moreover it is rotational invariant in space if x ex) e: is 
taken rotational invariant. 
Proof: From (6.2) and (5.4) we get the identification of the 
Wightman functions with the boundary values of G~(x 1 , ••• ,xk) • 
The existence of the limit as 1 ... co follows from the existence 
of the limit for G~ and the same goes for the analyticity in A. 
That the limits are the Wightman functions defined by w and 
follows from the previous theorems, The invariance of Wk follows 
from the invariance of Gk as proved in theorem 5.3. I 
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Theorem 6.5 For !AI < c-1e-2B- 1 let the vacuum 0 E Jew 
be a vector that corresponds to the infinite volume vacuum state 
w • Then 0 is the only translation invariant state of Jew 
moreover zero is a simple eigenvalue of H 
w 
with eigenvector 
lUrtl~~eihe Wightman functions have the clusterproperties with 
respect to space translations 
in the sense of distributions 22) as Ia! ~ oo, with a = (O;a) 
Proof: From the fact that the formula obtained from (5.4) by 
0 • 
taking the limit 1 ~ oo holds~ we get e 
~-H 
- v UJ 
expressed in terms 
of the infinite volume G -functions. The cluster properties of 
the G- functions as given in theorem 5.2 then prove that 0 is 
the only eigenvector with eigenvalue zero of H 
w 
This comes 
from the cluster•properties in the time direction. The cluster-
properties in the space direction give that 0 is the only vector 
invariant under space translations. The cluster-properties of the 
Wightman functions are a direct consequence of the cluster proper-
ties of the G -functions in the space direction. This proves 
the theorem. I 
I l- 1 N I I 0-1 e-2B-1 Remark: Since B1 E1 ~ e by theorem 5.4 for A < 
and the interaction v1 is bounded in norm by a constant times 
I B1 1 , we have that 
I ( 01 'H 0 (21) I < c 1 l Bll • 
This inequality and the fact that w1 tends 9 as 1 ..... oo 9 to the 
translation invariant state w 9 can be used to prove~ along the 
lines of 117], that w is locally Fock. 
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Footnotes 
1) See e.g. [1] and the references given therein. 
2) See e.g. [1], [2] and the references given therein. 
3) See e.g. [1], [2], [3]. See also footnote 5) below. 
4) This has been proven also for the two-dimensional Yukawa 
interaction [5]. 
5) After completion of this paper we learned in a private com-
munication from J. Glimm that for the polynomial interactions 
in two space-time dimensions without cut-offs he and collabo-
rators (J. Dimock and D. Spencer) have solved the problem of 
the uniqueness of the vacuum for small coupling constants. 
As far as we know this has been done by methods different 
from the one we use in the present paper. 
6) These models are related to the bounded interaction models 
studied in :61. They are, in a sense, an Hamiltonian version 
of certain "non polynomial interactions" studied in recent 
years from other points of view. See e.g. [7]. 
7) Note that, due to the presence of the ultra~et cut-off, no 
Wick ordering of the interaction is required. In fact our 
interactions 
I eisc:p€ (x) d \) ( s, dx 
and the correspondent Wick-ordered ones 
S isc:p (x) -+ : e 8 : d v 1 ( s ) dx 
can be made to 
where K is a 
the propagator 
2 
coincide by choosing dv1(s) = exp(~s K)dv(s), 
constant (equal to the value for x = 0 of 
G (x) defined below). 
E: 
8) This analogy has been exploited from a different point of 
view partic~ly in the references [8] (and references quoted 
therein) and [7bsc]. 
9) See also [10],where a euclidean Markov field theoretical 
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relation is exploited to prove the uniqueness of the vacuum 
energy density and the van Hove phenomenon for two-dimensio-
nal polynomial interactions. For further results on this in-
finite volume behaviour~ see [11]. For references concerning 
work previous to Nelson's one 9 see [8]. 
10) E1 and o1 are obtained in [6c] as the unique (norm) limits 
of the lowest eigenvalues and respective eigenvectors of sui-
table approximating Hamiltonians ("piecewise constant momen-
tum approximation"). 
11) See e.g. [12]. 
12) The correlation functions of similar "euclidean gases of 
charged particles" associated with field theoretical models 
have been introduced, in another context, in references [7b] 
and [7c]. 
13) These spaces have been introduced in classical statistical 
mechanics by Ruelle in order to study the infinite volume 
limit of the correlation functions in the grand canonical 
ensemble. Here and in the rest of this section we shall 
follow closely the lines of classical statistical mechanics 
as given in Ruelle's book 9 Ref. [15], Ch.4. This reference 
contains also bibliographical notes on previous work on the 
infinite volume limit of correlation functions. 
14) Using the analogy with classical statistical mechanics this 
can be interpreted as the fact that the total interaction of 
our gas in :mn satisfies the 11 stability condition" of [ 15]. 
15) This can be interpreted as the fact that the interaction of 
our gas in JRn satisfies the "regularity condition" of [15]. 
16) Their expansions in powers of A are given as Liouville-
Neumann series with known kernel: see Remark at the end of 
the section 4. 
17) For all l A! 0-1 -2B-1 < e (and all dv ) the expansions of 
01 
I and (-€) in powers of A are the Mayer series 
l:(nbn) (-A)n resp. l:bn(-A)n for the "density" respectively 
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"pressure" of our "gas" in JRn • Hence information on the 
expansion coefficients is readily available (see e.g. [15]~ 
p. 84-86). 
Note that the well known virial expansion (of the pressure 
in powers of the density) corresponds in our case to an ex-
pansion of -€ in powers of 0 1 , expansion which can be 
obtained by inverting the expansion of 0 1 in powers of A 
in a neighborhood of A = 0 (which is possible since 
. 01 
llm T = 1 ) • 
A .... O 
18) The coefficients in the expansion of Gk(x1 , ••• ,xk) in 
powers of A can be obtained from those of the expansions 
of the o's in powers of A 9 using (5.5). The latter are 
known and given by (4.14) (see also footnote 17)). 
19) The expansion for (-e(A)) is the Mayer power series expansion 
~n(-A)n for the "pressure" of our gas as a function of (-),). 
Hence the coefficient are the quantities bn of footnote 17), 
which can be computed explicitely. 
20) For additional results on the a~ see [6b], Lemma 4. 
21) See e.g. [16], §138, p.382-383. 
22) E.g. in £j) '(JRn), /f!J' ORn) being the Schwartz' space of dis-
tributions over ~ (JRn) = c:(JR.n) • But the test function 
space can also be chosen to be more general, as can be seen 
from the preceding proofs. 
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