The ambiguities encountered at finite order in perturbation theory that are associated with renormalization scheme dependence when computing the total e + e − annihilation cross section are considered. In particular, all log-dependent contributions are expressed in terms of the log-independent contributions (thereby reducing dependence on the renormalization scale µ) and the dependence of these log-independent contributions on the other parameters characterizing the renormalization scheme are computed exactly up to six-loop order. We also consider scheme dependence of the effective potential in a massless scalar model.
Introduction
The ambiguities associated with perturbative calculations in quantum field theory (in particular, quantum chromodynamics) has received considerable attention. (For example, see refs. [1] [2] [3] [4] [5] .) Stevenson has shown [1] that when using a mass-independent renormalization scheme, these ambiguities can be completely characterized by the renormalization mass scale µ as well as the coefficients of the perturbative expansion of the renormalization group (RG) β function c i (i ≥ 2) associated with three-loop order and beyond. He has suggested that by minimizing the sensitivity of any perturbatively calculated physical quantity R to changes in µ and c i , the "optimal" values of these parameters is fixed at that order of perturbation theory. (Of course, the exact expression for R is insensitive to changes in µ and c i .) Maxwell has suggested [6] and it has been subsequently shown [7, 8] that by summing all contributions to R that are accessible through use of the RG equations associated with µ, the dependence of R on µ is considerably reduced. This has been demonstrated in the computation of a variety of physical processes [7, 8] as well as in the effective action for instantons [9] , thermal field theory [10] and the Coleman-Weinberg potential [11] [12] [13] .
In this paper, we will consider application of the RG equations associated with the parameters c i to the RG summed expression for R e + e − , the total cross section for e + e − → hadrons. The RG functions β i in this case depend not only on the couplant a but also on the parameters c i themselves. This prevents one from integrating these RG equations even formally; this is unlike the situation for the RG equation associated with the mass scale µ as the β function associated with µ depends solely on a and is independent of µ itself. However, it is possible to determine how the log independent contributions to R e + e − depend on c i , which in turn fixes the dependence of the log dependent contribution to R e + e − on these parameters. This is our principle result.
In the appendix, we show that the effective potential in a massless scalar model, when computed using RG summation and the condition that it has a minimum, is RG scheme invariant.
Renormalization Scheme Dependence
As in ref. [1] , we will consider radiative corrections to R e + e − of the form
where r n contains the (n + 1) order contribution to R. By considering the Feynman diagrams that contribute to R, one can see that the form of r n is given by
where T 00 = 1 and L ≡ b log(µ/Q) where Q is the centre of mass energy for R e + e − . As R is independent of the renormalization mass scale µ, we have the RG equation
where
In ref. [1] it is shown that c 2 , c 3 , . . . characterize the renormalization scheme ambiguities that reside in R when it is computed to any finite order in perturbation theory. If now
where W i 0 = 1 and
with (m|n) ≡ (i + m)/(i + n). We now will consider eq. (3) in more detail, and show how it can be used to fix T nm (1 ≤ m ≤ n) in terms of T n0 . In the first instance we can write eq. (3) as
By considering individual terms of order a p L q in eq. (9), relations such as
and
follow. One may proceed more systematically by defining [7, 8, 13, 14] 
by eqs. (1, 2) . S 0 is the leading-log (LL) contribution to R, S 1 the next-to-leading-log (NLL) contribution to R, S p the N p LL contribution etc. Substitution of eq. (12) into eq. (3) leads to
where S n (0) = T n0 . Solving these equations sequentially leads to [8, 14] 
etc.
This shows explicitly how T nm (1 ≤ m ≤ n) is determined by T n0 . In ref. [8] it is demonstrated how
varies more widely with changes in µ than does
In place of eq. (11) it is also convenient to consider
We now see that by eqs. (3, 16b) that
If
and so eq. (18) becomes
From eq. (16b) then
This further demonstrates how R depends on
where µ ′ = e −ηb µ. R in both eqs. (12) and (22b), when restricted to finite order in perturbation theory, is dependent on the choices of the parameters c i (i = 2, 3 . . .); that is, they are renormalization scheme dependent. In his analysis of how to minimize the dependence of R [M ] in eq. (15a) on c i , Stevenson [1, [15] [16] [17] makes use of renormalization scheme independent groupings ρ i of the parameters µ, b, c, c i and r i , one for each of the c i . In place of this, we will show how each of the T n0 ≡ T n depend on the parameters c i , giving explicit expressions for this dependence for T 0 . . . T 5 . By eqs. (12, 22b) this shows how R depends on c i . Eq. (22b) is very useful in showing that the Coleman-Weinberg effective potential V is independent of the background field [11] [12] [13] . When considering V , A 0 is determined by the added condition that V be minimized at a non-trivial value of the background. The renormalization scheme dependence of V will be examined in the appendix.
Dependence of T n on c i
Since the exact expression for R is necessarily independent of c i , we have in addition to eq. (3) the RG equations
where β i is given by eqs. (6) (7) (8) . If we now substitute into eq. (24) eqs. (7, 16a, 22b) we find that
By considering terms of order a i+j in eq. 25 we find that 
which shows that
where τ 2 is a constant of integration for eq. (27). It then follows from eq. (26) that
and so
similarly
show that
lead to
In eqs. (28, 30, 32, 34) τ i are all constants of integration associated with the differential equations for T i ; they are renormalization scheme invariants as they are independent of µ and c i . To evaluate them, one must compute the Feynman diagrams associated with R to the appropriate order in perturbation theory using the same renormalization scheme that has been used to determine the c i ; knowing T i and c i one can then solve for the τ i . It is of interest to see how the renormalization invariants ρ i are related to the τ i . We first consider the invariant [1, 15, 16, 17] 
The term in eq. (35) dependent on L is satisfied by virtue of eq. (10a); the term independent of L results in ρ 2 = −τ 1 . Next, the invariant ρ 3 is given by [1, 15, 16, 17] ρ 3 = c 3 + 2r 3 − 2c 2 r 1 − 6r 2 r 1 + cr
which, using eq. (2) becomes
From eqs. (10a-d) one find that eq. (37) is satisfied due to eq. (3) at orders L, L 2 and L 3 ; from the term independent of L we find from eq. (37) that ρ 3 can be expressed in terms of τ 1 , τ 2 , τ 3 , and c using eqs. (28, 30). It is independent of c 2 and c 3 , as it should, as these parameters are scheme dependent. This pattern should persist for all ρ n .
Discussion
We have shown how the renormalization group equation associated with the renormalization scale parameter µ fixes all log-dependent contributions to a physical parameter R in terms of the logindependent contributions. This means that a one-loop calculation determines all LL contributions to all order in perturbation theory; in general the N p LL contributions to R are fixed by a calculation done to p order. The renormalization scheme ambiguities that reside in the log-independent contributions to R are characterized by the coefficients of the β-function at three-loop order and beyond. It has been shown how the dependence of these log-independent contributions to R on these coefficients can be explicitly determined.
One can now in principle apply Stevenson's "PMS" criterion to find the "optimal" values of µ and c i . For example, if one has done a third order calculation so that by eqs. (22b, 19, 23) as well as eq. (28) we have R
By applying the PMS criterion ∂R
values of µ ′ and c 2 that optimize the third order calculation of R using R A can be found.
If one were to use instead the third-order calculation of R using eq. (15b) we would have
where S 0 , S 1 and S 2 are given by eqs. (14a-c) with T 20 given by eq. (28) and now a is determined by [1, 18] ln
(The parameter a 0 in eq. (39) is equivalent to the more usual scale parameter Λ appearing in eq. (42).) Again, the PMS criterion ∂R
can be applied to find values of µ and c 2 that optimize R
Σ . We note that R
A and R
Σ are distinct. An alternate approach to renormalization scheme dependence appears in ref. [26] .
We will now examine renormalization scheme dependence in the Coleman-Weinberg effective action V . Our attention will be restricted to a simple model in which a massless scalar field φ has a quartic self interaction so that the classical action is
The form that V takes is
where L = log φ µ where now φ is the constant background field and µ is again the radiatively induced mass scale. The RG equation is
when using a mass-independent renormalization scheme [19, 20] . The RG function β(a) again has the form of eq. (2), while
Under a finite renormalization
it is apparent that [1] b, c, f are unaltered while c 2 , c 3 . . . , g 1 , g 2 . . . are all altered. Following ref.
[1] (as well as ref. [21] for the case in which there is a mass to be renormalized) we characterize the renormalization scheme dependency by c 2 , c 3 . . . and g 1 , g 2 . . .. It is evident that a is independent of g i , while its dependency on c i is again given by eqs. (5-8) ; furthermore
Just as one can find β i from eq. (6), it follows from
One can regroup the sum in eq. (A.2) as in eq. (11); this has been done with the Standard Model in refs. [22] [23] [24] [25] . We will follow refs. [11] [12] [13] and regroup the sum in eq. (A.2) as in eq. (16) so that
Eq. (A.3) now leads tô is satisfied by V . We now can examine the scheme dependence of eq. (18) . As a is independent of g i and V is independent of φ, the equation
is automatically satisfied. It is also clear that the equation
is satisfied on account of eq. (6).
