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Abstract 
We characterize acyclic digraphs which remain acyclic under a certain type of arc addition. 
The vertices of such digraphs D admit a labelling f such that f(x) < f(y) and f(x) = ,f(z) 
whenever (x, y) and (x,z) are arcs of D. The study of such digraphs has been initiated by a 
software development problem. 
1. Preliminary discussion and definitions 
Some years ago, the author of this paper was confronted with the following problem. 
Let there be given a network N; i.e., an acyclic digraph with precisely one source a 
and one sink b. Let V(N) and A(N) denote its set of vertices and arcs, respectively. 
N denotes the set of positive integers. When is it possible to define functions 
I : V(N) -+ hJ, 
such that 
SY : V(N) - {b} + N 
I(u) < SY(v) for every v E V(N) - {b}, 
SY(x) = Z(y) if and only if (x,y) E A(N)? 
A network together with such functions I and SY is called an AVAS-network, where 
AVAS is the abbreviation for the German expression Auftragsverwaltungs- und Ab- 
wicklungssystem (= job management and processing system). In such networks the 
vertices may represent jobs or tasks within a computer program, or tasks within a 
project, or operations within industrial production, etc. In any case, what matters in 
this context are the relations between operations in time. Thus, the functions I and SY 
are called the index and synchronization index, respectively; and two vertices having 
the same index represent operations which can or should be started at the same time, 
whereas I(y) = SY(x) implies that the start of operation y is directly dependent on 
finishing operation x first. In fact, it has been pointed out by Hans Csarmann, a former 
Ph.D. student of the author and an employee of SIEMENS Austria until his untimely 
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death in the fall of 1994, that AVAS-networks have many practical applications. Thus, 
by defining such functions I and SY one need not resort to the general structure of a 
digraph. 
The aim of this paper is threefold. First, to characterize those networks, for which 
such functions I and SY can be defined. Second, to characterize via a unique forbid- 
den subgraph those digraphs which yield an acyclic digraph under a certain closure 
operation; thus one can characterize those networks which admit functions similar to 
the above I and SY. Finally, to develop an algorithm constructing such functions. 
To rephrase the original problem and to formalize the second, we need some graph 
theoretical terminology. All concepts not defined in this paper can be found in [ 1,2]. 
From now on, a digraph will always be denoted by the letter D (even if it is a 
network). A path in a digraph D joining the vertices x and y, is denoted by P(x, y) in 
which case we call y a direct successor of x if {(x, y)} = A(P(x, y)); otherwise, we 
call y an indirect successor of x. Clearly, in general, x can be a (direct or indirect) 
successor of y even if y is a successor of x; in the case of an acyclic digraph y can 
be both direct or indirect successor of x. However, as we shall see, this will not be 
the case in digraphs relevant for our purposes. From now on, a digraph will always be 
finite. 
If (v, 1;) E V(D), then we call u a direct successor of itself. Now, N(u) denotes the set 
of all direct successors of v in D. We say that D has the N-property, if N(v) n N(w) = 
8 or N(v) = N(w) for any two vertices v, w E V(D). Furthermore, N’(v) denotes the 
set of all direct predecessors of v in D, i.e., N’(v) = {x E V(D) : (x, v) E A(D)}. The 
following can be derived easily from these definitions. Thus we omit the proof. 
Corollary 1. A digraph D has the N-property if and only ij’for every v E V(D) and 
every x, y E N(v) it follows that N’(x) = N’(y). It follows that for every D having 
the N-property, the inverse orientation @ of D also has the N-property. 
Definition 2. We call a digraph the N-closure of a given graph D and denote it by 
H&D) if 
(a) f&(D) has the N-property; 
(b) D is a spanning subdigraph of H&D); 
(c) if D is a spanning subdigraph of the digraph D’, and D’ is a proper subdigraph 
of HN(D), then D’ does not have the N-property. 
Note that the digraphs which (a) have the N-property, and (b) are spanned by D 
form a closure system. The graph D’ with V(D’) = V(D),A(D’) = V(D) x V(D), 
satisfies (a) and (b). 
In constructing HN(D) one may proceed inductively as follows. If D has the N- 
property, then D = HN(D). If x, y E V(D) satisfying N(x) n N(y) # 0 and N(x) # 
N(y), exist, then add an arc (x,s) and an arc (y, t) for every s E N(y) - N(x) and 
every t E N(x) - N(y) (alternatively, one may add just one arc step by step). For 
the digraph D1 thus obtained repeat this procedure; and so on. However, to see that 
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H,v(D) is uniquely determined, we define SN(D) := {N(c) : 1’ E V(D)} and consider 
the intersection graph I(S,v(D)). Let N(c,, ), . ,N(u,,) be the elements of S,v(D) cor- 
responding to the vertices of a component of Z(Sp(D)). For every tii,, 1 <j < k, and 
every x E UF=,N(V,), add the arc (L.,,,x) to A(D) if (z.,,,x) 4 A(D); do this for all 
components of I(S,v(D)). Since I(Snl(D)) and its components are uniquely determined 
the resulting digraph is uniquely determined and is, in fact, H,%,(D). 
As we shall see in the next section, it may very well be that H,v(D) contains a 
circuit although D is acyclic. However, we shall call a network D N-embedduble if 
there is a network D1 having the N-property such that D spans Di. We note in passing 
(see also below) that there may be several such digraphs DI 
Finally, denoting by Go, the graph underlying the digraph D, (i.e., we omit the 
orientation of the arcs of D, to obtain the edges of GQ ), we call a subdigraph K of 
a digraph D an anti-circuit if 
(1) GK is a circuit (in the undirected sense) 
(2) K = F U A0 where 
(a) F and A0 are arc-disjoint; 
(b) each weakly connected component of F is a path with at least one arc, and at 
least one of these paths contains more than one arc; 
(c) each weakly connected component of A0 has precisely one arc; 
(d) for every arc (x, y) of ACJ, x is the initial vertex of a path in F and J is the 
terminal vertex of some path in F. 
Thus, in an anti-circuit components of F and A0 alternate and are oppositely oriented. 
Turning now to the original network problem we wish to determine those networks 
D admitting a function f : V(D) -+ FV such that 
(1) f(x) > ,f‘(v) for every x E N(o) and u E V(D). 
(2) ,f‘l,~(~) = const. for every v E V(D) - {b}, where b is the sink of D. 
(3) flv(l,) # .f‘l,~.(~,~) if N(u) # N(w) (GW E v(D)). 
It is clear that this definition of f coincides with the definition of the original 
functions I and SY if we set 
I(v) = ,f(c) and SY(v) = fl,~(~) for every v E V(D) 
(note that properties (2) and (3) in the definition of f guarantee that SY(x) = I(y) if 
and only if (x, y) E A(D)). We call a vertex labelling f satisfying (l)-(3) above, an 
N-lubelling of D. 
Consequently, we call a network D an N-network if D admits an N-labelling J 
(the function f need not be specified). If the network D admits a vertex labelling ,f 
satsifying properties (1) and (2) only, then we call D a weuk N-network and ,f‘ a 
weuk N-luhelliny. 
Obviously, if a weak N-labelling f is given for a weak N-network D, then it may 
happen for some u E V(D),x E N(v),y $! N(v), that f(x) = ,f(y) holds. Finally. it is 
also clear that an N-network D turns into an AVAS-network, once an N-labelling has 
been specified for D. 
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2. Results 
We start with a relation between N-networks and weak N-networks. 
Proposition 1. A network D is a weak N-network if and only if there is an N-network 
D1 such that D spans DI. 
Proof. If an N-network D1 2 D with V(Dl) = V(D) exists, then an N-labelling of 
D1 is also a vertex labelling in D. Since D can be viewed as obtained from D1 by 
deleting certain arcs, properties (1) and (2) of the definition of an N-labelling remain 
valid with respect to D (although N(v) may not be the same in D as in 01). Thus f 
is a weak N-labelling of D and hence D is a weak N-network. 
Conversely, if D is a weak N-network , then a weak N-labelling f of D exists. If 
f satisfies property (3) of the definition of an N-labelling as well, then D1 = D is 
as required. So, assuming that this property (3) does not hold for at least one pair of 
vertices v,w E V(D), we introduce arcs (v, t) and (w,s) for every t E N(w) - N(v) 
and s E N(v) - N(w). By this, N(u) = N(w) holds in the new digraph D’. Since we 
had in D 
flN(“, = flmJ) 
by assumption and thus 
f(x) > max{f(v),f(w)} for everyx E N(u) UN(w), 
f is also a weak N-labelling of D’ and thus D’ is a weak N-network if we are 
guaranteed that D’ is a network. In fact, property (1) of f - being valid in D’ as well 
- guarantees that D’ is acyclic and that source a and sink b in D are also source and 
sink in D’ (that is, none of the added arcs ends in a or begins in b). Hence D’ is 
a network as well. However, by construction D’ contains fewer pairs of vertices for 
which property (3) regarding f is violated. Therefore, repeating the above procedure 
of adding arcs, we finally arrive at the digraph DI with V(Dl) = V(D) for which f is 
also a vertex labelling satisfying properties (1) - (3) as well. We conclude analogously 
that D1 is also a network. Therefore, D1 is even an N-network. This finishes the proof. 
The proof of Proposition 1 hinges on explicitly knowing a vertex labelling f. Thus 
DI may vary as f varies. On the other hand, the transition from D to D1 in this proof 
resembles the construction of the N-closure H&D). However, forming HN(D) for any 
digraph has nothing to do with vertex labellings. Moreover, we seek a characterization 
of N-networks and weak N-networks in purely graph theoretical terms. One of the main 
results of this section achieves this goal in a more general setting for weak N-networks 
and is proved next. 
Theorem 1. For a given digraph D its N-closure H&D) is acyclic if and only if D 
is acyclic and has no anti-circuit. 
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Proof. (1) Suppose D has an anti-circuit K = F U Ao. Consider a traversal of GK 
in accordance with the traversal of the components of F (this is possible because of 
property (d) of an anti-circuit). It follows that we may express K as 
.f> (Uo, U2k- I )> K = P(~O,~l),(~Z,~l),P(U2,~3),. 
where 
F = {P(u2r_2,u2r_i) : 1 d r < k 1, 
Ao = {(U2r,U2r-I) : 1 < i- d k}, putting Lz2k = Ug. 
We observe that F and A0 have the same number of components k since the latter 
alternate on K. In what follows we assume that H,v(D) is being constructed inductively 
(see the discussion following Definition 2). 
Assume w.1.o.g. for the above expression of K that P(a2k_2,&k_l) =: P contains at 
least two arcs (see property (b) of an anti-circuit); denote by x the vertex following 
qk-2 in P and by y the vertex preceeding Qk-_1 in P (possibly x = y). 
Suppose first that k = 1. Then A0 = {( uo,ul)},F = {P}. HN(D) must contain the 
arc (y,x) since al E N(Q) n N(y),x E N(Q). Thus HN(D) has a circuit containing 
(y,x) and the arcs of A(P) - {( uo,x),(y,u~)}. Hence HN(D) is cyclic even if D is 
acyclic. 
Now suppose k > 1. Denote by y’ the vertex of P’ := P(a2k-&a2k__3) preceding 
a2k-3 (possibly y’ = @k-z,). 
Since (&k_2,a2k__3) E As, We have a2k_3 E N(y’) n N(U2k-2) and X E N(U2k_2). 
It follows that H,I,(D) must contain the arc (y/,x). This arc together with the arcs of 
P’ U P - {&Jk_3,a2k-_2} define a path P” in HN(D). It now follows that 
F’ := (F - {P,P’}) U {P”} and Ah := A0 - {(a2k_2,a2k_s)) 
define an anti-circuit K’ = F’UA; in HN(D) such that F’ and Ah have k- 1 components 
each. K c H&D) anyway. Applying induction on k, we thus conclude that Hv(D) 
contains a circuit. We have, therefore, proved that if HN(D) is acyclic, then D is 
acyclic as well and has no anti-circuit. 
(2) Suppose HN(D) has a circuit although D is acyclic and has no anti-circuit. To 
obtain a contradiction we proceed as follows. Starting from D we construct H,v(D) 
inductively by adding one arc at each step. Since D is acyclic and has no anti-circuit 
whereas H,v(D) has a circuit, we must reach a digraph DO > D in the course of con- 
structing HN(D) such that Do is acyclic and has no anti-circuit, but D1 := DO U {(a, /3)} 
has a circuit or anti-circuit K for an appropriately added (cc,~) E A(HN(D)) - A(D). 
(z, /I) E K follows of necessity. Since a := (a, /I) E A(D1) - A(Do) it follows from the 
inductive construction of HN(D),Do, D,, respectively, that y, 6 E V(Do) = V(Dl) = 
V(D) must exist such that b := (y,p), c := (~,d),d := (a,6) are arcs of DO. For, (x,/3) 
can only be added to DO if 6 E N(a) n N(y) and j? E N(y) - N(M) exist (cf. the 
first part of the proof and Fig. 1). Together with D1 and K we consider Gt := CD, 
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and C := GK and denote by e,,eb,e,,ed the edges of Gt corresponding to a, b,c,d, 
respectively. In order to restrict the possibilities regarding the positions of b, c, d with 
respect to K, we first prove some properties. We assume that a traversal of C starts in 
CI with e,; this corresponds to a traversal of K = F UAo starting in a with a. Moreover, 
an arc belonging to a component of F will be called a P-arc, whereas we speak of an 
e-arc if it belongs to a component of A 0. To shorten the following arguments we omit 
certain details which can be checked by the reader. 
(1) V(K) n {Y,@ # 0. 
If the opposite were the case, we could transform K (be it a circuit or anti-circuit) 
into an anti-circuit K of Do whose traversal would start at CI with the passage of d, c, b 
in this order. This contradicts the choice of Do and thus proves (1). 
(2) If h := (x,y) E {b,c,d} IS a chord of K, then no P-arc p ends (starts) in x (v), 
unless a lies on the subsequence P(y,x) of K containing p. 
If (2) were not true, then P(y,x) U {h} CD, is either a circuit (if P(y,x) is part 
of a component of F) or an anti-circuit K’ in which p and h are adjacent P-arcs in 
the same path component (whose length thus exceeds 1). Again, a contradiction to the 
choice of Do; the validity of (2) follows. 
(3) K contains at most one of the arcs b, c,d. 
If this were not the case, then K would contain exactly two of them (since a, b, c, d 
do not define an anti-circuit). Call these h and h’. However, {a,h,h’} defines a se- 
quence of consecutive arcs in K from which we conclude for h” E {b, c, d} - {h, h’} 
that 
(A(K) - {a,h,h’}) U {h”} CA(Do) 
defines a circuit or anti-circuit in DO. Thus (3) must hold. 
(4) A(K) n {b,d} = 0. 
Suppose A(K) n {b,d} # 0. B ecause of (3), K contains precisley one of b and d; 
call that arc f and define g by {b,d} = {f,g}. We distinguish between two cases. 
(i) {@,P,r,6} g V(K). Th’ is implies that for KO := (K - {a,f}) U {c,g} C DO we 
have a circuit GK~ C: GD, not containing e,. This and the orientation of a, b, c, d imply 
that KO is an anti-circuit in DO, again a contradiction. 
H. Fleischner I Discrete Mathematics 16Sl166 (19971 263.-276 269 
a 
Fig. 2 
(ii) {x,b,y, 6) c V(K). It follows (see (3)) that c is a chord of K. Thus K must be 
expressible in one of the following two forms (see also Fig. 2): 
K = a, b, @‘(Y, S>, W(h a>, K = a, W(p, y), W(;j, 6), d. 
K’ := W(y,6),c and K” := W(&a),d or K” := W(p, y), b, respectively, correspond to 
circuits of G,Q, := Gt - {e,}. The orientation of a, b, c, d and (2) imply that no compo- 
nent P of F has arcs in common with both K’ and K”. This implies, in particular, that 
any component P’ of F which contains neither a nor b, neither a nor d, respectively, 
satisfies P’ c K’ or P’ c K”. Moreover, considering the arc h of W(y, 6) incident with 
c E V(K’) n V(K”), E E (y, 6}, it follows that h is an e-arc only if E is also its terminal 
vertex (in the case E = 6) or initial vertex (in the case t‘ = y); otherwise, K’ or K” 
would be a circuit or anti-circuit already in Da. 
We now let c be a P-arc in K’ if and only if a is an e-arc in K. Similarly, we let 
d (if I: = 6) and b (if e = y), respectively, to be e-arcs if and only if a is an e-arc in 
K. Thus every component P’ of F corresponds to a path P of the same length lying 
entirely in K’ or K”. Since K is an anti-circuit it now follows that at least one of K’ 
and K” is an anti-circuit of Da. This contradiction finishes the proof of (4). 
(5) K contains none of b, c,d. 
Suppose it does. Then c E A(K) because of (3) and (4). Moreover, K must be of 
the form 
otherwise, Do would contain an anti-circuit Ko which is of the form 
KO = W(/?,6),c,b or KO = W(y,a),d,c. 
(Note that in this case, c is a P-arc of K if and only if a is an e-arc of K). Thus 
we conclude that both b and d are chords of K, and c is an e-arc of K if and only if 
a is (see also Fig. 3). 
From K = a, W(b, y), c, W(6, cr) we now conclude that both 
K’ = W(B, y), b and K” = W(S, x),d 
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correspond to circuits in Gi - {e,} = GD,. We define b and d as e-arcs in K’ and K”, 
respectively, if and only if a is an e-arc. Now, using (2) and an argument similar to 
the one used at the end of case (ii) of (4), we conclude again that at least one of K’ 
and K” is an anti-circuit of Do, a contradiction which proves (5). 
From our previous arguments it follows that 
A(K) n {a, b,c,d} = {a} and V(K) f’ 
Denote by E E {y,6} the vertex reached first 
starting in LX with a. Thus K is of the form 
K = a, W(P, s), W(E, a). 
Thus either 
K’ = W(/?,E),b (ifs = y) 
or 
K” = W(E, a), d (if .s = S) 
bt4 # 0. 
(from among y, S) in a traversal of K 
corresponds to a circuit in Gi not containing e,. Whence at least one of b,d is a chord 
of K. In the respective case we define b or d as an e-arc if and only if u is an e-arc. 
Again, we distinguish between two cases. 
(I) {CI, p, y, 6) $ V(K). Consequently, b is a chord of K if and only if d is not a 
chord of K. In the case E = y we define K1 = K’ and Kz = W(y, a), d, c, whereas for 
E = 6 we define K1 = K” and K2 = W(p,S), c, b (see Fig. 4). 
In any case, we define c as a P-arc and f E A(K2) n {b, d} as an e-arc of K2 if and 
only if b (d) is an e-arc of K’ (K”). Thus c is a P-arc of K2 if and only if a is an 
e-arc of K. K1 and K2 correspond to circuits in Gi not containing e,. In analogy to (2) 
we conclude that no P-arc of K1 or K2 ends in y (if E = y) or starts in 6 (if E = 6), 
respectively. As a particular consequence we have that no component of F has an arc 
in common with both W(p, E), W(E, a) (cf. part (ii) of the proof of (4)). Thus the two 
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arcs of K incident with E either begin in E (if E = y) or end in E (if E = 6). Therefore, 
in a traversal of K an e-arc at E is followed by a P-arc, or vice versa. By using (2) 
we reach the same conclusion as in the proof of (4) and (5): every component of F 
corresponds to a path having the same length in K1 or K2. We conclude analogously 
that either KI or K2 is a circuit or anti-circuit in DO. This finishes case I). 
(II) {x, j3, y, 6) c V(K). It follows that K is either of the form 
K = 0, W(P, Y), W(Y, S), W(& @) 
(i.e., K contains a, p, y, 6 in this order) or of the form 
K = a, W(P, 6), W(6, Y), W(Y, a) 
(i.e., K contains a,B,6,~ in this order); see also Fig. 5. 
In the second case we define 
KI = J+‘(B,Q, W(a,y),b and K2 = W(y,a),d,c 
and argue as in case (I); for we may imagine that the two arcs of K incident with ti 
have been split away from 6 (this is precisley case (I) for E = y). 
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In the first case we define 
KI = W(B,y),b, K2 = W(Y, 81, c, K3 = W(b, a),d. 
K,,Kz,Kj correspond to circuits in Gt - {e,}. 
We now define b (d) as an e-arc of KI (Ks) and c as a P-arc of K2 if and only if 
a is an e-arc of K. Using (2) we conclude as in the proof of (I) that every component 
of F corresponds to a path having the same length in K1 or K2 or K3. For, we may 
conclude analogously, that both arcs of K incident with y have y as its initial vertex, 
whereas the two arcs of K incident with 6 have 6 as its terminal vertex. Thus Kj is 
a circuit or anti-circuit for at least one j E { 1,2,3}. However, Kj c Do for j = 1,2,3. 
This contradiction to the choice of DO implies that neither case (I) nor case (II) can 
occur. However, since we have proved the validity of (1) - (5) the cases (I) and (II) 
are the only possible ones. Thus, our assumption that D1 has a circuit or anticircuit 
whereas DO has no such object, yields a contradiction in any case. Thus DI has neither 
a circuit nor an anti-circuit. By induction and since an anti-circuit in HN(D) implies 
the existence of a circuit in HN(D), it follows by necessity that HN(D) is acyclic if D 
is acyclic and has no anti-circuit. The theorem now follows. 
Turning now to N-networks we prove the following. 
Lemma 1. A network D with source a and sink b is an N-network if D-b is an 
out-tree T rooted at a, and N’(b) is the set of end-vertices of T. 
Proof. Before constructing f satisfying conditions (1) - (3) of an N-labelling, we 
classify the vertices of V(T) according to their distance from a: 
Vi := {u E V(T) : dr(a,v) = i}. 
Now define for i = O,l,..., d, where d = max{dr(a,u) : v E V(T)}, the out-tree 7; 
rooted at a by 
7; 1=< Ui=OVj >; 
i.e., 7; is the sub-tree of T obtained from T by deleting all vertices u satisfying 
dT(a,v) > i. 
For i = 0 we set f(a) = 1 ({a} = V(To)). 
Suppose f has already been defined for all z, 0 < i < k. Set ik = max{f (v) : 
dr(a,u) = k} and consider v(Tk+t) - v(Tk) = v,+t. Now partition vk+r into classes 
of vertices having the same (unique) immediate predecessor: 
vk+l = Nk+l,l u . . u Nk+l,r> 
for a certain r 2 1. The order in which these sets Nk+t,j, 1 5 j _< r, are indexed, is 
irrelevant. Now set 
fl,q+,,, = ik +j forj = l,..., Y. 
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We observe that f is well-defined on V(Tk+l ) since two vertices have no common 
successor in T and vertices 0, w satisfying dr(a, c) # dr(a,w) also satisfy N’(U) n 
N’(w) = 8. It now follows that fIrA+, satisfies all three conditions of an N-labelling 
since ,f’ir, has already this property by induction. After having defined ,f‘ on all of 
V(T) we finally define f(b) = max{f(v), L; E V(T)} + 1. The lemma now follows. 
Due to the proof of Lemma 1 we shall speak of an N-labelling of an out-tree as 
well. 
Next we show that the concepts of an N-network and the N-property are equivalent 
for networks. 
Theorem 2. A network is an N-network if and only if it has the N-property. 
Proof. Suppose the network D is an N-network. Then there is an N-labelling f’ of the 
vertices of D. Suppose there are x, y E V(D) such that N(x) n N(y) # 0 and consider 
1; E N(x)nN(y). Property (2) of an N-labelling implies fl,~(~) = J‘~,vo_); thus property 
(3) implies N(x) = N(y). Hence, for every s, t E V(D) we have N(s) = N(t) or 
N(s) n N(t) = 0. That is, D has the N-property. 
Conversely, suppose the network D has the N-property. We observe that D is the 
line digraph of the digraph D1 which is uniquely determined (see Theorem 8.4 and 
Corollary 8.2 of R.L. Hemminger’s and L.W. Beineke’s survey in [I, p. 294-2951). 
However, in what follows we need not rely on this fact. For algorithmic purposes we 
shall construct Dl successively. In fact, whenver we have u E V(D) with idD(u) > 1, 
then the N-property implies that there is a unique maximal set U C V(D) with u E 0’ 
such that every arc incident from some Y E R := N’(u) is incident to a vertex in 
CJ = N(r). Moreover, by the same token and because D is a network (i.e., acyclic). 
the subgraph of Go induced by R U lJ is a complete bipartite graph (see Fig. 6); call 
it KR.J. Next, replace all arcs from R to U (i.e., the arcs corresponding to the edges 
of KR,~) by a new vertex z = ZR,_I and precisely one arc (Y,z) for every r E R and. 
precisely one arc (z,u) for every u E U. Do this for every u E V(D) with id&u) > l., 
the new digraph is D1 (see Fig. 7). In fact, if idD,(y) > 1 for some y E V(D, ), then 
y E V(D1) - V(D), i.e., y = ZR,J for some KR,~J C GD. Consequently, removing all but. 
one of the arcs incident to z E V(D1) - V(D) for all such z, yields a digraph T in 
which every vertex 2; E V(T) = V(Dl) satisfies idT(U) = 1 unless 2’ = a, the source o-f 
D (and thus of D1 and T as well). Since D is acyclic, D1 and T are acyclic as well. 
That is, T is a spanning out-tree of DI rooted at a. 
However, in order to construct an N-labelling of D we need to construct T in 
a special way. Namely, in constructing T from D1, retain an arc incident to z c: 
V(D1) - V(D) lying on a longest path from a to z in D,; do this for all such z. 
By the proof of Lemma 1, T admits an N-labelling ,f of T. We extend ,f first to the 
whole of D1 and then transform it into an N-labelling of D. In fact, f : V(Dl) + N is 
well-defined because V(D1) = V(T). The very construction of DI from D guarantees 
that IN(v)1 = 1 holds in D1 whenever z: $! V(Dl)- V(D) (thus, D1 has the N-property, 
trivially). It follows that condition (2) of an N-labelling holds for f defined on V(D) ) 
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as well. Condition (1) is also satisfied because of the construction of T and the def- 
inition of f on V(T); and the validity of condition (3) holds similarly. Finally we 
define f : Y(D) + N as the restriction of f : V(Dl) + N to V(Dt ) - {z : z E 
V(Dl) - V(D)}. Because of the construction of Dr and since f is an N-labelling of 
Dr,fl,~,(~) = const. holds in D whenever idD(x) > 1 for x E N(v); and if idD(x) = 1, 
then fl,vcU, = const. holds as well because A’ := {(v,x) : x E N(v)} 2 A(D) satisfies 
A’ C: A( T). Moreover, the construction of T and the fact that f is an N-labelling of 
D1 guarantees the validity of condition (1) in D because f(v) < f(z) < f(u) holds 
in D1 whenever u E N(u) f? V(D) and id&u) > 1. As for condition (3) of an N- 
labelling, suppose fly = fl,~c~, for some v,w E V(D), although N(v) nN(w) = 0. 
This equation, however, necessarily holds in D1 as well if it holds in D. The con- 
struction of f : V(T) + N, however, and since f induces an N-labelling in D1 as 
well, guarantees that f (vl) # f (WI) holds in D for any ur E N(v), WI E N(w) if 
N(u) rl N(W) = 0, even if d(a, 01) = d(a, wr ) holds in DI . This contradiction proves 
the validity of condition (3) for f : V(D) --f N. Thus f is an N-labelling in D, and 
therefore, D is an N-network. The theorem now follows, 
Finally, we characterize weak N-networks in various ways, 
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Theorem 3. For a network D, any two of the following statements are equivalent. 
(1) D is a weak N-network. 
(2) HN(D) is a network. 
(3) D is N-embeddable. 
(4) D contains no anti-circuit. 
Proof. Suppose D is a weak N-network. By Proposition 1, an N-network D1 exists 
such that D spans D,. By Theorem 2, D1 has the N-property. This and the definition 
of the N-closure (Definition 2) imply D c HN(D) 2 D,. Since both D and D1 are 
networks, HN(D) must also be a network. H,+,(D) being a network and the definition 
of H+,(D) now imply that D is N-embeddable. D being N-embeddable guarantees, 
by definition, that there is a network D1 > D with V(Dl) = V(D) such that D1 has 
the N-property. D G HN(D) C D1 follows again by definition of HN(D). Since both D 
and D1 are acyclic, H&D) is acyclic as well. It now follows from Theorem 1 that D 
contains no anti-circuit. However, D being acyclic and having no anti-circuit implies 
that H.,v(D) is acyclic. It has the N-property by definition, and by the same token, its 
source(s) and sink(s) coincide with those of D. Thus HN(D) is a network. Theorem 
2 implies that HN(D) is even an N-network. Therefore and since D spans HN(D) it 
now follows from Proposition 1 that D is a weak N-network. This finishes the proof 
of the theorem. 
3. Algorithmic and complexity considerations 
For the moment, let us reconsider Theorem 3. The equivalence of statements ( 1) and 
(4) establishes a structural characterization of weak N-networks which is independent 
of any closure operation and thus of any network of larger size. However, for the 
purpose of checking algorithmically whether a network is a weak N-network, this 
characterization does not seem to be feasible. For, searching for anti-circuits or, rather, 
to establish their nonexistence will require, most likely, time consuming algorithmic 
efforts. A similar problem appears in the original characterization of postman tours as 
given by Guan Meigu (nicknamed ‘The Chinese Postman’). The interested reader is 
referred to the treatment of the Chinese Postman Problem in [3]. In fact, the equivalence 
between statements (1) and (2) is more relevant from an algorithmic point of view. 
Namely, if the vertices of D are labelled vi,. . . , up, p = 1 V(D)l, and if the sets N(v, ) 
are given as lists of vertices ordered by increasing indices, then both the examination 
whether D has the N-property and the construction of HN(D) (if D does not have the 
N-property) via Z(SN(D)) (see the discussion following Definition 2) can be achieved 
in polynomial time. Moreover, the examination whether HN(D) is a network (i.e., 
whether HN(D) has precisely one source and precisley one sink, and whether HN(D) 
is acyclic), can also be achieved in polynomial time. 
To construct an N-labelling in a network D having the N-property in polynomial 
time, one only needs to examine the proofs of Lemma 1 and Theorem 2. Namely, the 
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construction of D1 (whose line digraph is D) is easy once the sets N’(v) are given 
as lists the same way as N(v) are given (to establish the lists N(vi) and N’(vi),i = 
1,. . , p, from the adjacency matrix A(D), is trivial). To construct T as required (i.e., 
dr(a, U) equals the length of a longest path from a to u in D1, v E V(D1) = V(T)) 
one may apply, e.g., the CPM-method which also operates in polynomial time. Now, 
the proof of Lemma 1 shows that an N-labelling f : V(T) + N can be obtained 
in polynomial time. Note that Nk+t,j = N($‘) for some vk ci) E Vk. For all practical 
purposes, f can be viewed as an N-labelling of DI ; and the transition from D1 to D 
yields a required N-labelling by simply restricting f to V(D). Finally, if we rather 
want an index I and a synchronization index SY to fully establish an AVAS-network 
as originally defined, we only need to proceed as in the discussion following the 
formulation of conditions (1) - (3) for an N-labelling. 
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