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Introduction
In many situations it is important to know what is beneath the earth’s or the ocean’s surface.
The reasons why this knowledge is worthwhile are wide-ranging. One common reason is
for fundamental research in order to get an impression how the subsurface is composed.
Extensive studies of the underground are also needed to decide what kind of buildings and
tunnels can be constructed on or below the surface. Another use case, this knowledge is
necessary for, is the investigation of the extent and danger of contaminated areas.
In contrast to these examples, there is a large application field, where the interest lies
in the subsurface itself. Information about the surface is crucial for the prospection and
exploration of mineral resources, like ground or mineral water, construction materials (sand,
clay, grit), oil and gas.
An obvious method to obtain information about the underground is to carry out drillings.
However, these are expensive and it is often not beneficial to use such invasive methods for
reasons of stability. In case of the exploration of mineral resources it is in advance not clear
whether a proper location was chosen or the desired mineral resources will not be found at
all.
Seismic imaging is a method to obtain information about the spatial structure of a medium
in a non-invasive way. The idea behind this approach is that a wave contains information
about the varying structure of a material after it has travelled through it.
The arrangement that is used to receive this information is the following. At the surface,
one places sources which excite waves. These waves travel through the different material
layers of the subsurface. Depending on which material they go through, the speed of sound of
the waves changes. During this procedure the waves are reflected on part of the propagation
medium and the occurring reflections are recorded by receivers. These receivers are located
at the surface, too.
For this experimental setup there are different possibilities to arrange sources and re-
ceivers like for example the common midpoint and the common source geometry. In the
common midpoint geometry the midpoint of each source and the associated receiver pair
plays a decisive role. As the name suggests, each pair shares its midpoint with all of the other
pairs. The setting of the common source geometry is determined by one single source and
receivers lying on the same line with an arbitrary distance to the source. In this thesis, we
consider the so called common offset geometry. This means that the distance from a source
to its receiver is always the same.
In practice, raw seismic data is often recorded by using one source and a fixed number of
receivers located in a line, i.e. in the common source geometry. This arrangement is called
a “shot”. A survey of an area consists of many shots. In order to obtain recordings on a
whole area, the arrangement described above is shifted. In theory, the data which relates
to the considered acquisition geometry is picked out of these recordings. In marine seismol-
ogy typically an airgun is used as source and hydrophones as receivers (see also [Sym09]).
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Experiments on shore work with hammer blows as sources and geophones as receivers, for
example.
The aim of seismic imaging is to deduce material parameters from the recordings of the
receivers. This means that we have observations and want to reconstruct the factors which
caused them, i.e. we consider an inverse problem. The corresponding direct problem is given
when we know the material the waves go through but are interested in how it changes the
speed of sound of the wave. An obvious approach is to search for a direct inversion formula. In
many cases this is not possible and in applications we only have limited data available. Hence,
even if a direct inversion formula exists, it might be useless in practice. In this thesis, we
present an approach to obtain information about the cause from observations in the situation
of seismic imaging with the common offset acquisition geometry.
In 1921 John Clarence Karcher first used the reflection seismic method for petroleum
exploration (see [Bro99]). His notes are the oldest remaining documents concerning the
usage of seismic imaging. In May 1929 Karcher applied for a patent of the method he used,
which was accepted in February 1932 [Kar29]. Since that time, many people have improved
his methods to obtain information about the earth’s or ocean’s subsurface by seismic imag-
ing. The progress of this technique starts with the pioneering work of Bleistein and Cohen
published in [BC77] and [BC79]. The book [BCS01] they wrote together with Stockwell ad-
ditionally yields a broad overview of the developments in seismic imaging. A more detailed
historical outline is given in the topical review [Sym09] by Symes. He also illustrates how
mathematics influenced practical application.
In the presented approach we simplify the elastic wave equation by some physical restric-
tions. We assume that no shear waves appear and the medium has constant mass density.
Further, we consider a constant background velocity c and interpret the speed of sound ν of
the excited waves as the background velocity plus an additional perturbation. More precisely,
we take
1
ν2(x)
=
1 + n(x)
c2
for x ∈ R3. The quantity n thereby contains the same singularities as ν, which occur when
the material of the subsurface changes. Henceforth, we are searching for n instead of the
actual speed of sound ν. The last simplification we make is to assume the absence of mul-
tiple scattering. This assumption is very common. According to the topical review [Sym09]
it causes only small errors in case of our choices for c and n. These already small errors can
be minimised according to the authors of [BDM18]. Therein they invent a model to map
measured seismic data to data which contains virtually no effects caused by multiple scat-
tering. After adapting measured data by this model, the data concerning multiple reflections
is filtered out. Every method, which does not regard multiple scattering, is suitable for the
filtered data. However, we take the small errors into account and do not manipulate the data.
After some computations, we approximate n by the solution of the equation
Fn = y. (1)
Here, the right-hand side, given by y, represents the measured data and the operator F is
defined by
Fn(s, t) :=
∫
E(s,t)
n(x) dσ(x)
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for (s, t) ∈ S0×(2α,∞)with an open, bounded and connected subset S0 ⊆ R2 and aweighted
surface measure σ on E(s, t). The parameter s ∈ S0 determines the location of the source
xs(s) = (s1, s2 − α, 0)> and the receiver xr(s) = (s1, s2 + α, 0)>, which have a constant
distance 2α with offset α > 0. Further, we have
E(s, t) := {x ∈ R3+ | |xs(s)− x|+ |x− xr(s)| = t}
for (s, t) ∈ S0 × (2α,∞) with R3+ := {y = (y1, y2, y3)> ∈ R3 | y3 > 0}. Hence, we integrate
along open half-ellipsoids with the two foci xs(s) and xr(s) and the travel time t.
The representation of the operator F raises the question whether a function can be de-
termined by knowing certain means of this function. This problem has already been studied
by Johann Radon. In 1917 his report “Über die Bestimmung von Funktionen durch ihre In-
tegralwerte längs gewisser Mannigfaltigkeiten” was published (see [Ra17]). Therein, Radon
approached the determination of functions from their integral values along certain manifolds.
He answered the question in case of sufficiently smooth functions depending on two variables
and their line integral over all lines in the plane, where the functions are defined on. In this
case, he also proved an inversion formula. Both formulas are named after him, the Radon
transform and the inverse Radon transform.
As the German title of Radon’s publication suggests, integration along certain manifolds
and not only along lines is not far to seek. Under certain conditions such integral represen-
tations are called generalised Radon transforms. We introduce them according to Quinto
in [Quin80] by their defining measures. Then, we verify that the operator F satisfies the
required conditions to be a generalised Radon transform. Since we integrate over open half-
ellipsoids, the operator F is often called the elliptic Radon transform.
To the best of our knowledge there is no inversion formula for F if we have the full data
over all open half-ellipsoids. However, in the application we only have data limited by the
numbers of sources and receivers determined by S0 and a certain interval of travel times t.
Thus, even if there exists an inversion formula for F in case of full data, it does not apply in
practice.
For this reason, we choose a different approach to obtain information about n. By our
ansatz, n is a kind of perturbation in addition to a constant background velocity. The quantity
n has the same singularities as the speed of sound, which occur when the material changes.
In order to describe singularities of a function or even a distribution, there is the notion
of the wave front set. It contains the locations of the singularities and, roughly speaking, in
which direction the functions are not smooth.
The name wave front set is derived by the fact that for a fixed time t the singularities
of the solution to the wave equation are located at all points with travel time t. In case of
constant velocity, these points are precisely the ones with the same distance to the source,
which excited the wave. The directions related to the singularities point in the direction of
the movement of the wave. By this means, the wave front set describes the evolution of a
wave front in the physical sense.
For the determination of the wave front set of n we apply a result of microlocal analysis,
a field that goes back to Hörmander and Sato. They started independently of each other to
consider local properties of distributions and certain functions. The groundbreaking work of
Hörmander for pseudodifferential and Fourier integral operators with smooth symbols is still
widely used today. At the beginning and throughout Chapter 2 we give some more details
concerning his work.
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The approach for the determination of the wave front set of n is to consider the wave front
set of Λn where Λ is a so called reconstruction operator. For this reason, we have to find an
operator Λ which adds no singularities and preserves as many as possible.
One of the aforementioned results from microlocal analysis is that applying a pseudo-
differential operator to a function or a certain kind of distribution does not add any singu-
larities. If the pseudodifferential operator is additionally elliptic, it even preserves the wave
front set. However, ellipticity on the whole domain of the operator is a strong assumption,
but a weaker generalisation suffices. Provided that Λ is a pseudodifferential operator, which
is microlocally elliptic at certain points, the singularities and their directions related to these
points are preserved.
In this thesis, we take advantage of a result in [GS77]. Since we are able to verify that F
is a generalised Radon transform and satisfies another condition provided in [FKNQ16], we
obtain that the operator F ∗ψF is a pseudodifferential operator, where ψ is a smooth cut-off
function. Further, we present a more elementary approach to verify that F ∗ψF is a sum of a
pseudodifferential operator and a smoothing operator, i.e. an operator without singularities.
For this purpose, we rewrite F ∗ψF and finally obtain an explicit expression of the top order
symbol of F ∗ψF .
A pseudodifferential operator with positive order emphasises the preserved singularities.
We thus augment the operator F ∗ψF with differential operators in order to get a recon-
struction operator Λ of positive order. Then, we determine at which points the operator Λ is
microlocally elliptic and at which it is smoothing.
In a further step, we analyse the asymptotic behaviour of the top order symbol of Λ. Using
these results, we modify Λ in different ways. We also investigate the microlocal properties of
the modified operators.
Now, the question is posed how we deduce the value of Λn at a point in the subsurface
from the measured data y. At this point the structure of Λ helps to proceed.
The reconstruction operator Λ contains the composition F ∗ψF . Thus, by applying Λ to n
the term Fn appears, which is according to identity (1) equal to the given data y. Using this
observation, we calculate Λn evaluated at points p in the subsurface numerically and obtain
reconstruction images presenting an approximation of Λn.
In these reconstruction images we see the qualitative behaviour of n. The jumps we notice
therein are the singularities which occur between different material layers. By this means, we
obtain an impression how the underground is composed and what is beneath the surface. We
recall that Λn and n are only connected by their singularities and we do not get quantitative
results.
Beside the mentioned analytical investigations of the operator F and the reconstruction
operator Λ, the second major part of this thesis is the implementation of the approximation
of Λn at a certain point.
In order to efficiently compute Λn we use geometrical considerations to simplify the cal-
culation of F applied to certain functions. We test our implementation for synthetic data and
different choices of parameters. Here, we also regard the modified reconstruction operators
and compare them with Λ. Finally, we show that our implementation yields good results in
an experiment with data generated from the wave equation.
In the joint work [GKQR18a] with Kunstmann, Quinto and Rieder we analyse the same
setting in two space dimensions. In this case, the operator F does not integrate along open
half-ellipsoids but along open half-ellipses in R2+. Different from this thesis, the operator F
Introduction 5
therein is approximated to simplify calculations. The numerical examples performed there
are comparable to the ones in this thesis.
Again, jointly with Kunstmann, Quinto and Rieder we show in [GKQR18b] some microlo-
cal properties of the operator F in two space dimensions and present numerical experiments
with different reconstruction operators as a continuation of [GKQR18a]. Therein, we deter-
mine the top order symbol of F ∗ψF in two and three space dimensions. Here, we greatly
benefit from the publication [Quin80]. We state the three dimensional result in this thesis
again and argue why the mentioned theorem in [Quin80] is applicable. However, we do not
repeat the calculations already given in this publication.
Another closely related work is [QRS11] by Quinto, Rieder and Schuster. The authors
consider a different acquisition geometry in three space dimensions, which corresponds to
choosing α = 0 in our approach, i.e. source and receiver location coincide. This fact simplifies
many of the appearing computations. Since they also assume the background velocity to be
constant, this leads to an operator which integrates along open half-spheres. The reconstruc-
tion operator used there contains additional differential operators. However, they derived its
representation motivated by an existing inversion formula in their setting.
The microlocal properties of operators R integrating along manifolds and the associated
normal operators R∗R have been studied in various publications. At this point, we mention
a few, which are connected to the content of this thesis.
The publication [KLQ12] is about the microlocal properties of the normal operators in
two different acquisition geometries. The geometries are given in two space dimensions and
one of them is the common offset geometry.
In [FKNQ16] the authors analyse the microlocal properties of the normal operator in the
common offset and common midpoint geometry. We benefit from their result that the Bolker
condition is satisfied in case of the common offset geometry. According to this publication,
the Bolker condition does not hold in the common midpoint setting. Hence, our approach
would not work in this geometry.
The publication [FQ15] deals with the artifacts in numerical reconstructions caused by
limited data. The results the authors present therein are visible in our numerical experiments.
Microlocal properties of similar operators and the associated normal operators have also
been studied in [FG10], [KQ11], [NS97], [Quin93] and many more.
In Chapter 1 of this thesis we derive our setting from the acoustic wave equation. Further,
we introduce the prolate spheroidal coordinates we use many times throughout this thesis.
Finally, we remark which changes appear if we consider a non-constant background velocity.
Background information concerning microlocal analysis is provided in Chapter 2. More-
over, we introduce generalised Radon transforms.
Chapter 3 attends to all theoretical investigations in conjunction with the operator F . In
Section 3.1 we prove that the operator F is a generalised Radon transform by verifying the
required conditions stated in [Quin80].
The representation of F as a Fourier integral operator is derived in the first subsection
of Section 3.2. Afterwards, we consider the normal operator F ∗ψF where ψ is a smooth
cut-off function. According to [FKNQ16], the operator F satisfies the Bolker condition. For
this reason, a result in [GS77] yields that since F is a generalised Radon transform, the
operator F ∗ψF is a pseudodifferential operator. In order to analyse which singularities of
certain distributions n are preserved by the operator F ∗ψF we calculate the wave front set
of F ∗ψFn. The proof is similar to the one in [KLQ12] where the authors consider the full
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space R3. Based on this result, in Section 3.3 we define a reconstruction operator Λ and
explain our choice. Further, we state the top order symbol of Λ and refer to Section 5.2
in [GKQR18b] for the calculation. The explicit expression therein is a result obtained by
applying Theorem 2.1 in [Quin80]. However, this approach is not easily accessible. For this
reason, we present a more straightforward way taking advantage of the structure of F ∗ψF .
Using the obtained representation of the top order symbol, we analyse in which points the
operator Λ is microlocally elliptic. As a consequence, we draw conclusions which of the
singularities of n are preserved or even emphasised by applying Λ. Moreover, we show that Λ
is smoothing off the closure of the set in which it is microlocally elliptic. In the last subsection
we modify the operator Λ. For this purpose, we analyse the behaviour of the top order
symbol depending on the offset α. Based on these results, we define modified reconstruction
operators. Finally, we deduce the microlocal properties of the modified operators from those
of Λ.
In Chapter 4 we explain how we obtain an approximation of Λn evaluated at a fixed
point. A description how to apply the method of the approximate inverse in order to obtain
the searched approximation is given in Section 4.1.
In the numerical experiments we present later on we choose a sum of characteristic func-
tions of balls and one half-space as n. In order to generate synthetic data of n, we reformulate
F applied to the characteristic function of a ball and a half-space. This is presented in Section
4.2 and Section 4.3, respectively. The first reformulation is also helpful for the reconstruction
kernel appearing in the method of the approximate inverse.
The last chapter of this thesis focuses on numerical experiments. Except for the data,
the reconstruction kernel is the second essential part we need to obtain an approximation
of Λn. In Section 5.1 we calculate the different reconstruction kernels associated to the
reconstruction operator Λ as well as to the modified ones.
Further preparations are made in Section 5.2. We explain the expectations we have of the
reconstructions based on the considered data and take a closer look at the implementation
in the coding language Python.
In the very last section of this thesis we present the results obtained by different numerical
experiments. First, we illustrate experiments using the reconstruction operator Λ and discuss
the choices of certain parameters in the implementation. Afterwards, we observe what hap-
pens if we simulate errors in the positioning of sources and receivers. In a second experiment
we see what changes if the distance between source and receiver used for recording data is
different than their distance in the reconstruction procedure. In the next subsection of Sec-
tion 5.3 additional reconstructions obtained by using the modified reconstruction operators
introduced in Subsection 3.3.3 are presented. We compare the reconstructions obtained by
the different reconstruction operators and note the improvements achieved by the modifica-
tions. The section concludes with the presentation of results we received using data from the
wave equation. Here, we evaluate solutions of the wave equations (see Section 1.2) at the
receiver points.
CHAPTER1
Derivation of a problem in seismic imaging
We start this first chapter with a detailed list of the notions we use throughout this thesis.
Subsequently, we derive the statement of the problem in seismic imaging we consider. A
special kind of coordinates will be constantly recurring throughout this thesis. We state
these coordinates and show how we apply them to reformulate the operator we obtained
from the problem. Last, we remark the differences which arise by assuming a non-constant
background velocity.
1.1. Notations
In this thesis, we use N to denote the set of strictly positive integers. Now, let d ∈ N. For u =
(u1, . . . , ud) and u˜ = (u˜1, . . . , u˜d) in Rd we write u · u˜ for the Euclidean scalar product defined
by u·u˜ := ∑di=1 uiu˜i. Further, |·| is the corresponding norm. We also denote themultiplication
of an element u ∈ Rd with λ ∈ R by λ · u = (λu1, . . . , λud) if it makes understanding easier.
The space R3+ is the open half-space in R3 given by R3+ := {x = (x1, x2, x3)> ∈ R3 |x3 > 0}.
For a multi-index α ∈ Nd0 the differential operator Dαx means Dαx = ∂α1x1 . . . ∂αdxd .
We denote by C∞c (Rd) the space of infinitely differentiable functions with compact sup-
port. Further, S(Rd) is the Schwartz space or the space of rapidly decreasing functions. These
functions are infinitely differentiable and they and their derivatives go to zero as x → ±∞
faster than any inverse power of x ∈ Rd.
We use the following form of the Fourier transform. For u ∈ S(Rd) the Fourier transform
is given by
(Ff) := f̂(x) := 1
(2pi)
d
2
∫
Rd
f(ξ)e−ix·ξ dξ
and its inverse is
(F−1g) := 1
(2pi)
d
2
∫
Rd
g(ξ)eix·ξ dξ.
For Banach spaces X and Y we denote by L(X,Y ) the set of linear continuous operators
from X to Y . The dual space L(X,R) of X is called X∗. We also define for T ∈ L(X,Y ) the
dual operator T ∗ : Y ∗ → X∗ by 〈Tx, y∗〉 = 〈x, T ∗y∗〉 for all x ∈ Y and y∗ ∈ Y ∗. Here 〈 · , · 〉
is the dual pairing, consequently we have x∗(x) := 〈x, x∗〉 for x ∈ X and x∗ ∈ X∗.
If we denote by E(Rd) the space of smooth functions with a suitable topology, the dual
space is given by the space of distributions with compact support named E ′(Rd). The dual
space of S(Rd) is the space of tempered distributions S ′(Rd). Last, we equip the spaceC∞c (Rd)
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with its usual topology and write therefore D(Rd). Then, the dual space is D′(Rd), the space
of distributions.
We introduce the Sobolev space Hr(Rd) for r ∈ R given by
Hr(Rd) := {f ∈ S ′(Rd) | (1 + | · |2) r2Ff ∈ L2(Rd)},
i.e. we have Hr(Rd) ⊆∈ L2(Rd) for r ≥ 0. In addition, for an open subset Ω ⊆ Rd we define
Hrloc(Ω) := {u ∈ D′(Ω) |φu ∈ Hr(Ω) for each φ ∈ C∞c (Ω)}.
For a given set A ⊆ Rd the characteristic function χA is defined by
χA(x) =
{
1, if x ∈ A,
0, if x /∈ A,
for x ∈ Rd. By ∂Awe denote the boundary of the setA. We writeBr(p) := {x ∈ Rd | |x−p| <
r} for an open ball and Br(p) := {x ∈ Rd | |x− p| ≤ r} for a closed ball in Rd with midpoint
p ∈ Rd and radius r > 0. With Sd−1 = {x ∈ Rd | |x| = 1} we denote the unit sphere in Rd,
the boundary of the ball with radius one and midpoint zero.
Furthermore, Ca denotes a constant with Ca > 0 that depends on the parameter a.
Finally, we use Id to denote the identity on a set which becomes clear by the context.
1.2. The considered problem
We consider an inverse problem of seismic imaging. This means we have a source xs which
excites a wave at time t = 0. The excited wave propagates through different material layers
and has a different speed of sound depending on which material layer it goes through. In the
meantime, this wave is reflected and its reflections are recorded by a receiver xr.
We want to reconstruct the speed of sound in order to distinguish between the different
material layers and to obtain their locations. Actually, this is modelled by the elastic wave
equation. However, we simplify the model by assuming that no shear waves appear and that
the medium has constant mass density. Then, the propagation of waves excited at the source
point xs with speed of sound ν is described by the acoustic wave equation
1
ν2(x)
∂2t u(t, x;xs)−∆u(t, x;xs) = δ(x− xs)δ(t) (1.1)
for time t ≥ 0 and at location x ∈ R3, where xs is the source point. As initial conditions we
take
u(0, · ;xs) = ∂tu(0, · ;xs) = 0 (1.2)
since we assume the environment to be at rest before the wave is excited. The task is to re-
construct the speed of sound ν from the backscattered field u(t,xr;xs) observed at a receiver
point xr for (t,xr;xs) ∈ [0, Tmax] × R × S, where Tmax is the recording time and R and S
are the sets of receiver and source positions, respectively.
In this thesis, we consider a special scanning geometry with constant distance from source
to receiver. This geometry, the so called common offset geometry, is realised by xs = xs(s) =
(s1, s2−α, 0)> and xr = xr(s) = (s1, s2 +α, 0)> for fixed offset α > 0 and (s1, s2) ∈ S0 ⊆ R2,
which is a non-empty open, bounded and connected subset of R2. We remark that in the
considered coordinate system the third space direction points downwards, i.e. source and
receiver are at the surface. An illustration is given in Figure 1.1.
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source xs(s) receiver xr(s)
ν = 1.5
ν = 1
u
2α
source xs(s) receiver xr(s)
ν = 1.5
ν = 1
u
u˜
Figure 1.1: An illustration of the setting for fixed s ∈ S0. Here, we have two different material
layers with speed of sound ν = 1 in the blue area and ν = 1.5 in the yellow one.
In order to solve the mentioned problem, we make the ansatz
1
ν2(x)
=
1 + n(x)
c2
(1.3)
for x ∈ R3 with a smooth and a priori known background velocity c, which we assume to be
constant, and a function n with supp(n) ⊆ R3+. We recall that R3+ = {x = (x1, x2, x3)> ∈
R3 |x3 > 0}.
For simplicity, we choose c = 1. The corresponding reference solution u˜ satisfies (1.1)
with speed of sound c = 1 instead of ν, i.e.
∂2t u˜(t, x;xs(s))−∆u˜(t, x;xs(s)) = δ(x− xs(s))δ(t) (1.4)
for time t ≥ 0 and x ∈ R3.
By this ansatz, we are searching for n instead of ν. Physically the quantity n can be inter-
preted as kind of reflectivity which includes the high frequency variations of ν (see Section
3.2.1 in [BCS01]). For the further procedure we follow the lines of [BC79] and [Sym98].
We insert ansatz (1.3) in the acoustic wave equation (1.1). Afterwards, we subtract equation
(1.4) and end up with
∂2t (u− u˜)(t, x;xs(s))−∆(u− u˜)(t, x;xs(s)) = −n∂2t u(t, x;xs(s))
for t ≥ 0 and x ∈ R3. By Duhamel’s principle a solution of this equation is given by
(u− u˜)(t, y,xs(s)) = −
∫ t
0
∫
R3+
n(x)∂21u(r, x;xs(s))u˜(t− r, y;x) dxdr (1.5)
for t ≥ 0 and y ∈ R3. Here, u˜ is the fundamental solution since it solves equation (1.4). From
now on, we write ∂1 for the derivative with respect to the first variable, i.e. with respect to
time, to avoid confusion.
We do not have any further information about u, so we have to approximate the right
hand-side. For this reason, we define formally the operator B by
Bu(t, y;xs(s)) = −
∫ t
0
∫
R3+
n(x)∂21u(r, x;xs(s))u˜(t− r, y;x) dxdr
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for t ≥ 0 and y ∈ R3. Using this definition, equation (1.5) simplifies to u− u˜ = Bu which we
formally rewrite as
u = (Id−B)−1u˜.
We write the operator (Id−B)−1 as a formal Neumann series. According to [Dem15], this is
valid for small n. We have
u = u˜+Bu˜+B2u˜+
∞∑
k=3
Bku˜.
Inserting the definition of B yields
u(t, y;xs(s)) = u˜(t, y;xs(s))−
∫ t
0
∫
R3+
n(x)∂21 u˜(r, x;xs(s))u˜(t− r, y, x) dxdr
+
∫ t
0
∫
R3+
∂21
[ ∫ r1
0
∫
R3+
n(z)∂21 u˜(r2, z;xs(s)) dz dr2
]
dz dr1 + . . .
for t ≥ 0 and y ∈ R3. Physically the first term u˜ is the incident wave. If we approximate u up
to the first order, we consider single scattering. By taking also the second order, we describe
double scattering and so on. In this thesis, we do not regard multiple scattering. Thus, we
approximate
u(t, y;xs(s)) ≈ u˜(t, y;xs(s))−
∫ t
0
∫
R3+
n(x)∂21 u˜(r, x;xs(s))u˜(t− r, y, x) dxdr
with the terms up to the first order and so
u(t, y;xs(s))− u˜(t, y;xs(s)) ≈ −
∫ t
0
∫
R3+
n(x)∂21 u˜(r, x;xs(s))u˜(t− r, y, x) dx dr
for t ≥ 0 and y ∈ R3+. In the literature, the term linearisation often appears in context with
this procedure since we only take the terms up to first order of the formal Neumann series.
Now, we evaluate at the receiver point xr(s) and deduce the linearised problem
u(t,xr(s);xs(s))− u˜(t,xr(s);xs(s)) = Ln(t,xr(s);xs(s)) (1.6)
with
Ln(t,xr(s);xs(s)) := −
∫ t
0
∫
R3+
n(x)∂21 u˜(r, x;xs(s))u˜(t− r,xr(s);x) dxdr
= −
∫ t
0
∫
R3+
n(x)∂21 u˜(t− r, x;xs(s))u˜(r,xr(s);x) dxdr
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for t ≥ 0. Moreover, we calculate
− ∂2t
∫ t
0
∫
R3+
n(x)u˜(t− r, x;xs(s))u˜(r,xr(s);x) dxdr
= −∂t
(∫ t
0
∫
R3+
n(x)∂1u˜(t− r, x;xs(s))u˜(r,xr(s);x) dxdr
+
∫
R3+
n(x)u˜(0, x;xs(s))u˜(t,xr(s);x) dx
)
= −
∫ t
0
∫
R3+
n(x)∂21 u˜(t− r, x;xs(s))u˜(r,xr(s);x) dxdr
+
∫
R3+
n(x)∂1u˜(0, x;xs(s))u˜(t,xr(s);x) dx+
∫
R3+
n(x)u˜(0, x;xs(s))∂1u˜(t,xr(s);x) dx
= −
∫ t
0
∫
R3+
n(x)∂21 u˜(t− r, x;xs(s))u˜(r,xr(s);x) dxdr,
where we used the initial conditions (1.2) in the last step. This yields
udata(t,xr(s);xs(s)) = −∂2t
∫ t
0
∫
R3+
n(x)u˜(t− r, x;xs(s))u˜(r,xr(s);x) dxdr (1.7)
for t ≥ 0 with udata = u− u˜ out of equation (1.6).
Since we assume c = 1, the fundamental solution u˜ is given by
u˜(t, x;xs(s)) = axs(s)(x)δ(t− τxs(s)(x)) (1.8)
for t ≥ 0 and x ∈ R3 with
ay(x) =
1
4pi|x− y| and τy(x) = |x− y|
for x ∈ R3+ and fixed y ∈ R3. Thus, we have
u˜(t, x;xs) =
1
4pi|xs(s)− x|δ(t− |xs(s)− x|)
for t ≥ 0 and x ∈ R3. Inserting this in representation (1.7) yields
udata(t,xr(s);xs(s))
= −∂2t
∫ t
0
∫
R3+
n(x)axs(s)(x)δ(t− r − τxs(s)(x))axr(s)(x)δ(r − τxr(s)(x)) dxdr
for t ≥ 0. The multiplication of the two δ-distributions in the integrand is well defined
as we will show in the following remark. For this reason, we anticipate some notions of
microlocal analysis we introduce in Chapter 2. However, the next lines are not necessary for
understanding. It is possible to skip the remark and go on with equation (1.10) by taking
only the information that the appearing product is well defined.
1.1 Remark. We consider
f(r, x) := δ(r − τxs(s)(x)) and g(r, x) := δ(t− r − τxr(s)(x))
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for r ∈ (0, t) and x ∈ R3 and take a look at their wave front sets. A definition of this notion
is given in (2.9). In order to determine them, we follow an example in [BDH14]. Related to
f and g we define
φ˜(r, x, υ) := (r − τxs(s)(x)) υ and φ̂(r, x, υ) := (t− r − τxr(s)(x)) υ
for r ∈ (0, t), x ∈ R3 and υ ∈ R. Then, we deduce
∇r,xφ˜(r, x, υ) = υ
(
1
−∇xτxs(s)(x)
)
and ∇r,xφ̂(r, x, υ) = υ
(
−1
−∇xτxs(r)(x)
)
for r ∈ (0, t), x ∈ R3 and υ ∈ R. According to Example 23 in [BDH14], this yields
WF(f) = {((r, x)>,−∇r,xφ˜(r, x, υ)) | r ∈ (0, t), x ∈ R3+, υ ∈ R}
= {((r, x)>, υ(−1,∇xτxs(s)(x))>) | r ∈ (0, t), x ∈ R3+, υ ∈ R}
and
WF(g) = {((r, x)>,−∇r,xφ̂(r, x, υ)) | r ∈ (0, t), x ∈ R3+, υ ∈ R}
= {((r, x)>, υ(1,∇xτxr(s)(x))>) | r ∈ (0, t), x ∈ R3+, υ ∈ R}.
The product of the two distributions is well defined if there is no point (p, w) ∈WF(f) such
that (p,−w) ∈WF(g) holds. In Chapter 2 right after Lemma 2.13 we go further into details
on this assertion. The needed condition is satisfied if
λ
(
−1
∇xτxs(s)(x)
)
6= −
(
1
∇xτxr(s)(x)
)
(1.9)
holds for all λ ∈ R. We have
∇xτxs(s)(x) =
x− xs(s)
|xs(s)− x| and ∇xτxr(s)(x) =
x− xr(s)
|x− xr(s)|
for x ∈ R3 and thus |∇xτxs(s)(x)| = |∇xτxr(s)(x)| = 1 for x ∈ R3. As a consequence, the only
way to obtain equality in (1.9) is in case of
∇xτxs(s)(x) = −∇xτxr(s)(x).
is satisfied for x ∈ R3. However, this is not possible. The third component of both gradients is
given by x3 divided by a strictly positive distance. Since x3 is strictly positive by assumption,
these values are not negative and the condition needed for the multiplication of f and g is
satisfied. Thus, the given integral is well defined without restrictions on τy for fixed y ∈ R3+
and we obtain
udata(t,xr(s);xs(s))
= −∂2t
∫ t
0
∫
R3+
n(x)axs(s)(x)δ(t− r − τxs(s)(x))axr(s)(x)δ(r − τxr(s)(x)) dxdr
= −∂2t
∫
R3+
∫ t
0
n(x)axs(s)(x)δ(t− r − τxs(s)(x))axr(s)(x)δ(r − τxr(s)(x)) dr dx
= −∂2t
∫
R3+
axs(s)(x)axr(s)(x)n(x)δ(t− τxs(s)(x)− τxr(s)(x)) dx
for t ≥ 0.
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By the considerations in the remark before we end up with
udata(t,xr(s);xs(s)) = −∂2t
∫
R3+
axs(s)(x)axr(s)(x)n(x)δ(t− τxs(s)(x)− τxr(s)(x)) dx (1.10)
for t ≥ 0.
Last, we define
A(s, x) : = 16pi2axs(s)(x)axr(s)(x) =
1
|xs(s)− x||x− xr(s)| (1.11)
and
ϕ(s, x) : = τxs(s)(x) + τxr(s)(x) = |xs(s)− x|+ |x− xr(s)|
for s ∈ S0 and x ∈ R3+ and therewith the operator
Fn(s, t) :=
∫
R3+
n(x)A(s, x)δ(t− ϕ(s, x)) dx (1.12)
for (s, t) ∈ S0 × (2α,∞). Then, after integrating equation (1.10) two times with respect to t
we end up with
Fn(s, t) = y(s, t) (1.13)
for (s, t) ∈ S0 × (2α,∞) with
y(s, t) = −16pi2
∫ t
0
(t− r)udata(r,xr(s);xs(s)) dr
= −16pi2
∫ t
0
(t− r)(u− u˜)(r,xr(s);xs(s)) dr
for (s, t) ∈ S0 × (2α,∞).
In the next subsection, we introduce a special kind of coordinates suitable to the repre-
sentation of the operator F . Using these, we rewrite the expression for the operator F in
Subsection 1.2.2. The achievements therein convey an illustrative impression of the operator
F . We shall use these in Chapter 4 to rewrite F .
1.2.1. Prolate spheroidal coordinates
There are numerous of situations in which the Cartesian coordinates are not the most suitable
ones. Also in our setting we are able to simplify many calculations by using other coordinates,
the prolate spheroidal coordinates. Their name derives from prolate spheroids which are a
special kind of ellipsoids. More precisely, they arise by rotating an ellipse about the axis
through its two foci. These two foci characterise the prolate spheroidal coordinates, which are
related to prolate spheroids in theway spherical coordinates are related to spheres. But before
we describe them in detail, we choose the two foci which characterise the prolate spheroidal
coordinates in our case. Appropriate to the half-ellipsoids showing up in our situation we
choose for fixed s ∈ S0 the two foci xs(s) = (s1, s2 − α, 0)> and xr(s) = (s1, s2 + α, 0)>.
Since in our case the offset α is fixed, we characterise this choice by the midpoint (s1, s2, 0)>
of the two foci. For this reason, we obtain the prolate spheroidal coordinates on R3 with
respect to (s1, s2, 0)> given by
x1 = s1 + α sinh(ρ) sin(φ) cos(θ),
x2 = s2 + α cosh(ρ) cos(φ), (1.14)
x3 = α sinh(ρ) sin(φ) sin(θ)
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for ρ > 0, φ ∈ [0, pi) and θ ∈ [0, 2pi).
In order to illustrate these coordinates, we take a look on how the values of the two
angles run in this coordinate system. For illustration we also consider φ ∈ [0, 2pi). However,
it is sufficient to choose φ ∈ [0, pi) in order to obtain the whole space R3. First, we consider
what we observe at the plane given by x2 = s2 fixed to clarify the location of the different
values of θ. In this case, the definition of x2 yields that φ = 12pi or φ =
3
2pi is satisfied.
Further, for a fixed value of ρ we get a concentric circle by taking the two mentioned values
of φ and θ ∈ [0, 2pi). For different values of ρ we obtain different concentric circles which
are illustrated in Figure 1.2. The different values of θ are arranged radially around the point
(s1, 0).
φ = 32pi
φ = 12pi
θ = 32pi
θ = 0
x1
θ = 12pi
x3
θ = pi
θ = 18pi θ =
7
8pi
θ = 14pi θ =
3
4pi
θ = 14pi θ =
3
4pi
θ = 158 pi θ =
9
8pi
θ = 74pi θ =
5
4pi
θ = 138 pi θ =
11
8 pi
(s1, 0)
Figure 1.2: Cross section at x2 = s2 for θ ∈ [0, 2pi), φ ∈ { 12pi, 32pi} and four choices of ρ. The
point in the middle is given by (s1, 0).
For a visualisation of the angle φ we consider the plane given by x1 = s1. According to
the definition of x1 we then have θ = 12pi or θ =
3
2pi. Moreover, for a fixed value of ρ, the
two mentioned angles of θ and φ ∈ [0, 2pi) yield an ellipse with the two foci (s2 − α, 0)> and
(s2 + α, 0)
>. In contrast to θ the angle φ is not arranged concentric. The four multiples of
pi
4 are positioned orthogonal in a cross and the others in between are located in hyperbolic
orbits. This is illustrated in Figure 1.3.
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θ = 32pi
θ = 12pi
φ = 0x2
φ = 12pi
x3
φ = pi
φ = 32pi
φ = 18piφ =
7
8pi
φ = 14piφ =
3
4pi
φ = 38piφ =
5
8pi
φ = 158 piφ =
9
8pi
φ = 74piφ =
5
4pi
φ = 138 piφ =
11
8 pi
(s2, 0)
αα
Figure 1.3: Cross section at x1 = s1 for φ ∈ [0, 2pi), θ ∈ { 12pi, 32pi} and four choices of ρ. The
point in the middle is given by (s2, 0), the two other points are the two foci.
In our setting we consider values of x in R3+, so we have x ∈ R3 with x3 > 0. This yields
the limitations θ ∈ (0, pi) and φ ∈ (0, pi) on θ and φ since we do not need all values of θ and φ
in [0, 2pi) to describe the half-space R3+. Beside the restrictions on the angles, we reformulate
the coordinates stated in (1.14) once again. For fixed ρ > 0 and φ, θ ∈ (0, pi) we obtain
an open half-ellipsoid by the coordinates given in (1.14). For each point of the open half-
ellipsoid the sum of the two distances from this point to the two foci is constant. This sum
is the travel time T of the open half-ellipsoid. For fixed ρ > 0 the value of T is constant and
given by T = 2α cosh(ρ). Using this relation, we reformulate the coordinates with respect to
(s1, s2, 0)
> stated in (1.14) to
x1 = s1 +
√
1
4T
2 − α2 sin(φ) cos(θ),
x2 = s2 +
1
2T cos(φ), (1.15)
x3 =
√
1
4T
2 − α2 sin(φ) sin(θ)
for T > 2α, φ ∈ (0, pi) and θ ∈ (0, pi). Given a fixed travel time T this reformulation yields
for θ and φ in (0, pi) the associated open half-ellipsoid.
1.2.2. The operator F expressed using prolate spheroidal coordinates
In order to get a deeper understanding of F , we rewrite the representation
Fn(s, t) =
∫
R3+
n(x)A(s, x)δ(t− ϕ(s, x)) dx
for (s, t) ∈ S0 × (2α,∞) in case of n ∈ C∞c (R3+) by using the prolate spheroidal coordinates
introduced in (1.15). According to the second point of Section XI.3.1.2 in [Stei95], we un-
derstand the measure µ = δ(t − ϕ(s, x)) dx as an associated measure to a hypersurface S.
Since
∇xϕ(s, x) =
(
x1−s1
|xs(s)−x| +
x1−s1
|x−xr(s)| ,
x2−s2+α
|xs(s)−x| +
x2−s2−α
|x−xr(s)| ,
x3
|xs(s)−x| +
x3
|x−xr(s)|
)>
(1.16)
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does not vanish on R3+ due to the fact that x3 > 0 holds, this associated hypersurface is
defined by Φ with Φ(s, t, x) = t−ϕ(s, x) for x ∈ R3+ and fixed (s, t) ∈ S0× (2α,∞), i.e. S =
{x ∈ R3+ |ϕ(s, x) = t}. In Lemma 3.1 we will see that the hypersurface S is an open half-
ellipsoid in R3+.
By the definition of Dirac measures related to hypersurfaces, we deduce
Fn(s, t) =
∫
R3+
n(x)A(s, x)δ(t− ϕ(s, x)) dx
= lim
ε→0
1
2ε
∫
{x∈R3+ | −ε<Φ(s,t,x)<ε}
n(x)A(s, x) dx
= lim
ε→0
1
2ε
∫
{x∈R3+ | t−ε<ϕ(s,x)<t+ε}
n(x)A(s, x) dx
for (s, t) ∈ S0×(2α,∞) and ε > 0 such that t−ε > 2α holds. Further, we rewrite this integral
by using the transformation theorem. For this reason, we define the map Ψ: (t− ε, t+ ε)×
(0, pi)× (0, pi)→ {x ∈ R3+ | t− ε < ϕ(s, x) < t+ ε} by
(T, φ, θ) 7→

s1 +
√
1
4T
2 − α2 sin(φ) cos(θ)
s2 +
1
2T cos(φ)√
1
4T
2 − α2 sin(φ) sin(θ)
 .
Then, we obtain
det(Ψ′(T, φ, θ))
= det

1
2
1√
1
4T
2−α2
2
4T sin(φ) cos(θ)
√
1
4T
2 − α2 cos(φ) cos(θ) −
√
1
4T
2 − α2 sin(φ) sin(θ)
1
2 cos(φ) − 12T sin(φ) 0
1
2
1√
1
4T
2−α2
2
4T sin(φ) sin(θ)
√
1
4T
2 − α2 cos(φ) sin(θ)
√
1
4T
2 − α2 sin(φ) cos(θ)

= sin(φ)(− 18T 2 + 12α2 cos2(φ))
for (T, φ, θ) ∈ (2α,∞)× (0, pi)× (0, pi). As T > 2α holds, it follows 18T 2 > 12α2 and therefore
by using cos2(φ) ∈ (0, 1), we have
|det(Ψ′(T, φ, θ))| = sin(φ)( 18T 2 − 12α2 cos2(φ))
for (T, φ, θ) ∈ (2α,∞) × (0, pi) × (0, pi). Furthermore, sin(φ)( 18T 2 − 12α2 cos2(φ)) = 0 is
equivalent to sin(φ) = 0 or 14α2T
2 = cos2(φ). By assumption φ lies in (0, pi), so we only have
to consider the second condition. Due to T > 2α and cos2(φ) ∈ (0, 1) for φ ∈ (0, pi) there is no
solution of the second equation. Hence, |det(Ψ′(t, φ, θ))| 6= 0 and Ψ′(T, φ, θ) is invertible for
all (T, φ, θ) ∈ (2α,∞)× (0, pi)× (0, pi). Further, Ψ is injective and continuously differentiable.
Thus, Ψ: (t− ε, t+ ε)× (0, pi)× (0, pi)→ Ψ((t− ε, t+ ε)× (0, pi)× (0, pi)) = {x ∈ R3+ | t− ε <
ϕ(s, x) < t+ ε} is a diffeomorphism. By the transformation theorem we obtain
Fn(s, t)
= lim
ε→0
1
2ε
∫ t+ε
t−ε
∫ pi
0
∫ pi
0
n(x(s, T, φ, θ))A(s, x(s, T, φ, θ)) sin(φ)( 18T
2 − 12α2 cos2(φ)) dφdθ dT
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for (s, t) ∈ S0 × (2α,∞).
In order to simplify the integral we compute the function A in dependence on the prolate
spheroidal coordinates with respect to (s1, s2, 0)>. We have
|xs(s)− x(s, T, φ, θ)||x(s, T, φ, θ)− xr(s)|
=
√
( 14T
2 − α2) sin2(φ) cos2(θ) + (α− 12T cos(φ))2 + ( 14T 2 − α2) sin2(φ) sin2(θ)
·
√
( 14T
2 − α2) sin2(φ) cos2(θ) + (α+ 12T cos(φ))2 + ( 14T 2 − α2) sin2(φ) sin2(θ)
=
√
( 14T
2 − α2) sin2(φ) + α2 − αT cos(φ) + 14T 2 cos2(φ)
·
√
( 14T
2 − α2) sin2(φ) + α2 + αT cos(φ) + 14T 2 cos2(φ)
=
√
1
4T
2 + α2 cos2(φ)− αT cos(φ)
√
1
4T
2 + α2 cos2(φ) + αT cos(φ)
=( 12T − α cos(φ))( 12T + α cos(φ)) = 14T 2 − α2 cos2(φ)
for (T, φ, θ) ∈ (2α,∞) × (0, pi) × (0, pi), where we used T > 2α and so 12T > α cos(φ).
Therewith, we obtain
A(s, x(s, T, φ, θ)) =
1
|xs(s)− x(s, T, φ, θ)||x(s, T, φ, θ)− xr(s)| =
1
1
4T
2 − α2 cos2(φ)
for (T, φ, θ) ∈ (t− ε, t+ ε)× (0, pi)× (0, pi). This yields
Fn(s, t) = lim
ε→0
1
2ε
∫ t+ε
t−ε
∫ pi
0
∫ pi
0
n(x(s, T, φ, θ))
1
4T
2 − α2 cos2(φ) sin(φ)(
1
8T
2 − 12α2 cos2(φ)) dφdθ dT
= lim
ε→0
1
2
1
2ε
∫ t+ε
t−ε
∫ pi
0
∫ pi
0
n(x(s, T, φ, θ)) sin(φ) dφ dθ dT
for (s, t) ∈ S0 × (2α,∞). Last, by applying the Lebesgue differentiation theorem, we end up
with
Fn(s, t) =
1
2
∫ pi
0
∫ pi
0
n(x(s, t, φ, θ)) sin(φ) dφ dθ (1.17)
for (s, t) ∈ S0 × (2α,∞).
In order to extend the representation of F , we consider the map Ψ for fixed t ∈ (2α,∞),
which we denote by Ψt. Then, we have Ψt : (0, pi) × (0, pi) → {x ∈ R3+ |ϕ(s, x) = t}. For
fixed (s, t) ∈ S0 × (2α,∞) the measure µ(s, t) := A(s, x)δ(t − ϕ(s, x)) acts on C∞c (R3+) via
identity (1.17). Since this representation is also well-defined for n ∈ L1(Ψt((0, pi)× (0, pi))),
we are able to extend the operator F on L1(Ψt((0, pi)× (0, pi))) by
Fn(s, t) :=
1
2
∫ pi
0
∫ pi
0
n(x(s, t, φ, θ)) sin(φ) dφdθ
for (s, t) ∈ S0 × (2α,∞), where Fn(s, t) is measurable for (s, t) ∈ S0 × (2α,∞).
Later on, we consider functions with compact support. Thus, we are able to limit the
interval for the angles φ and θ, where the limits for φ depend on θ. We conclude
Fn(s, t) =
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
n(x(s, t, φ, θ)) sin(φ) dφ dθ (1.18)
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for (s, t) ∈ S0 × (2α,∞) with
θmin = θmin(s, t) := min{θ ∈ (0, pi) |x(s, t, φ, θ) ∈ supp(n)},
θmax = θmax(s, t) := max{θ ∈ (0, pi) |x(s, t, φ, θ) ∈ supp(n)}
and
φ(θ)min = φ(θ)min(s, t) := min{φ ∈ (0, pi) |x(s, t, φ, θ) ∈ supp(n)},
φ(θ)max = φ(θ)max(s, t) := max{φ ∈ (0, pi) |x(s, t, φ, θ) ∈ supp(n)}.
Summarised, for fixed (s, t) ∈ S0 × (2α,∞) we integrate over an open half-ellipsoid which
intersects the support of the function n. After the reformulation we determine the minimal
and maximal angles defined above such that the point x(s, t, φ, θ) of the open half-ellipsoid
lies in supp(n) to evaluate Fn at a point (s, t).
We note that this works in the same way if we consider R3 instead of R3+. In this case,
we define Ψ on (t− ε, t+ ε)× (0, pi)× (0, 2pi). Also the argumentation, why the determinant
det(Ψ′) does not vanish, remains the same. For n ∈ C∞c (R3) we obtain
Fn(s, t) =
∫
R3
n(x)A(s, x)δ(t− ϕ(s, x)) dx = 1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
n(x(s, t, φ, θ)) sin(φ) dφ dθ
(1.19)
for (s, t) ∈ S0 × (2α,∞) with
θmin = θmin(s, t) := min{θ ∈ [0, 2pi) |x(s, t, φ, θ) ∈ supp(n)},
θmax = θmax(s, t) := max{θ ∈ [0, 2pi) |x(s, t, φ, θ) ∈ supp(n)}
and
φ(θ)min = φ(θ)min(s, t) := min{φ ∈ [0, pi) |x(s, t, φ, θ) ∈ supp(n)},
φ(θ)max = φ(θ)max(s, t) := max{φ ∈ [0, pi) |x(s, t, φ, θ) ∈ supp(n)}.
In case of R3, we are also able to extend the operator. For n ∈ L1(Ψt((0, pi)× (0, 2pi))) we
define
Fn(s, t) :=
1
2
∫ pi
0
∫ pi
0
n(x(s, t, φ, θ)) sin(φ) dφdθ
for (s, t) ∈ S0 × (2α,∞).
1.2.3. A note concerning a non-constant background velocity c
At the beginning of Section 1.2 and in the whole thesis we consider the background velocity
c to be constant and even equal to 1. Nevertheless, we take a short look what changes if we
allow c to be not necessarily constant but still smooth.
In this case, we make the same ansatz as stated in the case of constant c to solve the
problem. However, u˜ is then a solution of
1
c2(x)
∂2t u˜(t, x;xs(s))−∆u˜(t, x;xs(s)) = δ(x− xs(s))δ(t) (1.20)
for t ≥ 0 and x ∈ R3. Further, the difference udata of u and u˜ solves
1
c2(x)
∂2t udata(t, x;xs(s))−∆udata(t, x;xs(s)) = −
n(x)
c2(x)
∂2t u(t, x;xs(s))
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for t ≥ 0 and x ∈ R3. Again, by Duhamel’s principle we obtain
udata(t,xr(s),xs(s)) = −
∫ t
0
∫
R3+
n(x)∂21u(r, x;xs(s))u˜(t− r,xr(s);x) dx dr
for t ≥ 0 since the fundamental solution is given by u˜. As before, ∂1 denotes the derivative
with respect to the first variable. Linearisation leads then to the linearised problem
udata(t,xr(s),xs(s)) = −
∫ t
0
∫
R3+
n(x)∂21 u˜(r, x;xs(s))u˜(t− r,xr(s);x) dx dr
for t ≥ 0. Since the speed of sound c is not constant anymore, we do not know the repre-
sentation of u˜. However, if we additionally assume that there exists one and only one ray
which connects x ∈ supp(n) with each xs(s) and each xr(s) for s ∈ S0, the solution u˜ can be
approximated by a progressing wave (see [Sym98]). Under this assumption, which is called
the geometric optics approximation, we approximate u˜ by
u˜(t, x;xs(s)) ≈ axs(s)(x)δ(t− τxs(s)(x)) (1.21)
for t ≥ 0 and x ∈ R3. Here, the functions ay and τy are smooth for fixed y ∈ R3+. Moreover,
for fixed y ∈ R3 the travel time τy solves the eikonal equation
|∇τy(x)| = 1
c2(x)
and τy(y) = 0
for x ∈ R3 and the amplitude ay satisfies the transport equation
2∇xτy(x)∇xay(x) + ay(x)∆xτy(x) = 0
for x ∈ R3 (see Section 3.2.1 in [BCS01]). These conditions are obtained by inserting the
progressing wave ansatz (1.21) in equation (1.20) and have to be satisfied. At this point
we remark that due to the different solution of τy for fixed y ∈ R3 the equation τxs(s)(x) +
τxr(s)(x) = t for x ∈ R3 and fixed (s, t) ∈ S0 × (2α,∞), which appears later on, does not
yield an open half-ellipsoid anymore. With this ansatz we obtain
udata(t,xr(s);xs(s))
= −∂2t
∫
R3+
n(x)axs(s)(x)axr(s)(x)
∫ t
0
δ(r − τxs(s)(x))δ(t− r − τxr(s)(x)) dr
for t ≥ 0. As before condition (1.9) has to be fulfilled such that the multiplication in the
integral is well-defined. Since τy satisfies the eikonal equation for fixed y ∈ R3+, we have
|∇xτxs(s)(x)| = |∇xτxr(s)(x)| = 1c2(x) for x ∈ R3. Hence, condition (1.9) is satisfied if
∇xτxs(s)(x) +∇xτxr(s)(x) 6= 0 for x ∈ R3 holds. Then, we have
udata(t,xr(s);xs(s)) = −∂2t
∫
R3+
n(x)axs(s)(x)axr(s)(x)δ(t− τxs(s)(x)− τxr(s)(x)) dx
for t ≥ 0.

CHAPTER2
Preliminaries
In this chapter, we collect some known results from the literature we need throughout this
thesis. We also provide definitions and notions to make clear under which assumptions we
work. Whenever it is helpful for understanding, we give an illustrative example.
This chapter is split into two parts. The first one deals with microlocal analysis. Therein,
we give an introduction to this topic. We define the most important notions, give examples
and state the results we need later on in this thesis. For convenience of the reader, we present
the proofs of some results.
The topic of the second part are generalised Radon transforms. We prepare the definition
of such a transform by providing the notions needed from measure theory. Finally, we close
with the definition of a generalised Radon transform and its dual.
2.1. Basics of microlocal analysis
The theory of microlocal analysis was developed in the 1960s and 1970s. It derives from the
theory of partial differential equations and Fourier analysis. At that time, the dominating
research topics in mathematical analysis were functional analysis and distribution theory.
The mathematicians were interested the existence of solutions for linear partial differential
equations.
However, some of them developed these topics further. For example by the generalisation
of terms like the singular support of a distribution or pseudodifferential operators which ex-
isted already. In this context, we have to mention two persons, Lars Hörmander and Mikio
Sato. Both encouraged the theory of microlocal analysis in their different mathematical per-
spectives.
The essential thing in microlocal analysis is to analyse a distribution in a local sense. A
good example is the comparison of the just mentioned singular support and its expansion
in microlocal analysis, the wave front set. An element is not in the singular support of a
distribution if it coincides with a C∞-function in a neighbourhood of this element. The wave
front set additionally contains the related directions of the singularity. Hence, not only the
location of a singularity is a part of the wave front set but also its directions. A direction
is related to a singularity if a certain property is satisfied in a conic neighbourhood of the
direction. In this way, it yields more information about the local behaviour of a distribution
concerning its singularities.
Another significant part in the theory of microlocal analysis are Fourier integral operators.
These are a generalisation of the Fourier transform introduced by Hörmander.
There are three publications [Hör65], [Hör70] and [Hör71] by Hörmander which con-
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tain all his important results concerning this topic. Further, we refer to the books [Pet83]
and [Shu87] by Bent E. Petersen and Mikhail A. Shubin, respectively, and the two volumes
[Tre801] and [Tre802] by François Trèeves. In there, the content is presentedmore elaborate
than in the original publications by Hörmander. There is also the worth reading introduction
[BDH14] to wave front sets by Christian Brouder, Nguyen V. Dang and Frédéric Hélein.
For a first general impression ofmicrolocal analysis we recommend the publication [KQ15]
by Venkateswaran P. Krishnan and E. Todd Quinto. This paper also has a link to the second
large topic of this introductory chapter which are Radon transforms.
2.1.1. Basic definitions and results
In this section, we present some elementary tools from microlocal analysis. For nY , nX ∈ N
we assume Y ⊆ RnY and X ⊆ RnX to be open subsets of RnY and RnX , respectively, and let
N ∈ N be given.
Before we are able to give the definitions of pseudodifferential and Fourier integral oper-
ators we define the term of a symbol which is one essential part of them.
Form ∈ Z a function p ∈ C∞(Y ×X ×RN\{0}) is a symbol of orderm on Y ×X ×RN if
for every compact set K ⊆ Y ×X and all multi-indices α ∈ NN0 , β ∈ NnX0 and γ ∈ NnY0 there
exists a constant CK,α,β,γ > 0 such that
|DαξDβxDγyp(y, x, ξ)| ≤ CK,α,β,γ(1 + |ξ|)m−|α| (2.1)
for all (y, x) ∈ K and |ξ| ≥ 1 holds and if p is locally integrable on K × {ξ ∈ RN | |ξ| ≤ 1}.
We observe that a function p ∈ C∞(Y ×X×RN ) which satisfies estimate (2.1) for ξ ∈ RN
is locally integrable. For this reason, we often only show estimate (2.1) for all ξ ∈ RN when
we verify that a function p ∈ C∞(Y ×X × RN ) is a symbol.
We denote the set of all symbols of orderm on Y ×X×RN by Sm(Y ×X×RN ). Further,
we define the set S−∞(Y ×X × RN ) := ⋂m∈Z Sm(Y ×X × RN ).
Likewise, we define a symbol of order m on X × RN depending only on two variables.
Such a symbol p ∈ Sm(X × RN ) of order m is elliptic if for every compact set K ⊆ X there
exist constants CK > 0 andM > 0 such that
|p(x, ξ)| ≥ CK(1 + |ξ|)m
for all x ∈ K and all ξ ∈ RN with |ξ| ≥M .
There is also a localised version of ellipticity. In order to characterise what localised means
in this situation we introduce the notion of a conic neighbourhood.
A set V ⊆ RN\{0} is a conic neighbourhood of an element ξ0 ∈ RN\{0} if ξ0 ∈ V holds,
Bε(ξ0) ⊆ V is satisfied for some ε > 0 and ξ ∈ V implies λξ ∈ V for all λ > 0. Furthermore,
a conic neighbourhood V of (x0, ξ0) ∈ X × RN\{0} is a notion for an open neighbourhood
U ⊆ X of x0 and a conic neighbourhood V˜ ⊆ RN\{0} of ξ0, i.e. V = U × V˜ .
Now, let (x0, ξ0) ∈ X×RN\{0}. Then, a symbol p ∈ Sm(X×RN ) ismicrolocally elliptic of
order m at (x0, ξ0) if there are an open neighbourhood U ⊆ X of x0, a conic neighbourhood
V ⊆ RN\{0} of ξ0 and constantsM > 0 and CU,V,M > 0 such that
|p(x, ξ)| ≥ CU,V,M (1 + |ξ|)m
for all x ∈ U and all ξ ∈ V with |ξ| ≥M .
We remark that we consider functions p ∈ C∞(Y ×X×RN ) in the following two lemmas.
Thus, we obtain in the second lemma estimate (2.1) for all ξ ∈ RN . Both lemmas are also
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valid if the function p is in C∞(Y ×X × RN\{0}) and locally integrable for (y, x) ∈ K and
|ξ| ≤ 1 for every compact setK ⊆ Y ×X. Then, estimate (2.1) is only satisfied for (y, x) ∈ K
and |ξ| ≤ 1 as stated above.
We now consider a special kind of homogeneous functions. In order to prove that these
functions are symbols, we need the following lemma.
2.1 Lemma. Let p ∈ C∞(Y ×X × RN ) be positive homogeneous of degree l ∈ Z with respect
to the last component, i. e.
p(y, x, λξ) = λlp(y, x, ξ)
for all (y, x, ξ) ∈ Y × X × RN and λ > 0. Further, let α ∈ NN0 be a multi-index. Then, the
derivative Dαξ is homogeneous of degree l − |α|.
Proof. On the one hand, we have
Dαξ (p(y, x, λξ)) = λ
|α|[Dαξ p](y, x, λξ)
for (y, x, ξ) ∈ Y ×X × RN and λ ∈ R. On the other hand, by the homogeneity of p, it holds
Dαξ (p(y, x, λξ)) = D
α
ξ (λ
lp(y, x, ξ)) = λlDαξ p(y, x, ξ)
for (y, x, ξ) ∈ Y ×X × RN and λ > 0. Equating both equations yields
λ|α|[Dαξ p](y, x, λξ) = λ
lDαξ p(y, x, ξ)
and we conclude
[Dαξ p](y, x, λξ) = λ
l−|α|Dαξ p(y, x, ξ)
for (y, x, ξ) ∈ Y ×X × RN and λ > 0. Hence, Dαξ p is homogeneous of degree l − |α|.
Using this assertion, we are now able to verify that the functions defined in the following
lemma are indeed examples of symbols.
2.2 Lemma. Let p ∈ C∞(Y ×X×RN ) be asymptotically positive homogeneous of degree l ∈ Z
in the sense that
p(y, x, λξ) = λlp(y, x, ξ) (2.2)
for all (y, x, ξ) ∈ Y ×X × RN with |ξ| ≥ 1 and λ ≥ 1. Then, p is a symbol of order l.
We notice that we obtain estimate (2.1) for all ξ ∈ RN as the function p is smooth at zero.
Proof. Let α ∈ NN0 , β ∈ NnX0 and γ ∈ NnY0 be multi-indices. First, we consider ξ ∈ RN with
|ξ| ≥ 1. We observe that since p satisfies (2.2) and the derivatives Dβx and Dγy do not operate
on ξ, identity (2.2) also holds for the function DβxD
γ
yp. We therefore have
DαξD
β
xD
γ
yp(y, x, ξ) = [D
α
ξD
β
xD
γ
yp](y, x, |ξ| ξ|ξ| ) = |ξ|l−|α|[DαξDβxDγyp](y, x, ξ|ξ| )
for (y, x, ξ) ∈ Y ×X ×RN with |ξ| ≥ 1 by the homogeneity assumption and Lemma 2.1. For
l − |α| ≥ 0 we have
|DαξDβxDγyp(y, x, ξ)| ≤ |ξ|l−|α| max
ξ∈RN ,|ξ|≥1
|[DαξDβxDγyp](y, x, ξ|ξ| )|
= |ξ|l−|α| max
ξ∈RN ,|ξ|=1
|[DαξDβxDγyp](y, x, ξ)|
≤ (1 + |ξ|)l−|α| max
ξ∈RN ,|ξ|=1
|[DαξDβxDγyp](y, x, ξ)|
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for (y, x, ξ) ∈ Y ×X × RN with |ξ| ≥ 1, where the maximum
|[DβxDγyp](y, x, ξ∗)| = max
ξ∈RN ,|ξ|=1
|[DαξDβxDγyp](y, x, ξ)|
exists since DαξD
β
xD
γ
yp is continuous and the set {ξ ∈ RN | |ξ| = 1} is compact. Further, we
take the maximum of |[DβxDγyp]( · , · , ξ∗)| over an arbitrary compact subset K ⊆ Y ×X. By
continuity this exists and so we obtain for every compact setK ⊆ Y ×X and all multi-indices
α, β, γ estimate (2.1) for (x, y) ∈ K and ξ ∈ RN with |ξ| ≥ 1.
In case of l − |α| < 0 we observe
|DαξDβxDγyp(y, x, ξ)| ≤ |ξ|l−|α| max
ξ∈RN ,|ξ|≥1
|[DαξDβxDγyp](y, x, ξ|ξ| )|
= |ξ|l−|α| max
ξ∈RN ,|ξ|=1
|[DαξDβxDγyp](y, x, ξ)|
= (1 + |ξ|)l−|α|
( |ξ|
1 + |ξ|
)l−|α|
max
ξ∈RN ,|ξ|=1
|[DαξDβxDγyp](y, x, ξ)|
≤ 2|α|−l(1 + |ξ|)l−|α| max
ξ∈RN ,|ξ|=1
|[DαξDβxDγyp](y, x, ξ)|
for (y, x, ξ) ∈ Y × X × RN with |ξ| ≥ 1, where we used the monotonicity of z 7→ 1+zz for
z ≥ 0. The appearing maximum exists by the arguments given above. Further, we continue
as in case of l − |α| ≥ 0 to obtain estimate (2.1).
Second, we consider ξ ∈ RN with |ξ| < 1. For l − |α| ≥ 0 we have
|DαξDβxDγyp(y, x, ξ)| ≤ max|ξ|≤1 |D
α
ξD
β
xD
γ
yp(y, x, ξ)| ≤ (1 + |ξ|)l−|α|max|ξ|≤1 |D
α
ξD
β
xD
γ
yp(y, x, ξ)|
whereas for l − |α| < 0 we observe
|DαξDβxDγyp(y, x, ξ)| ≤ max|ξ|≤1 |D
α
ξD
β
xD
γ
yp(y, x, ξ)|
= (1 + |ξ|)−(l−|α|)(1 + |ξ|)l−|α|max
|ξ|≤1
|DαξDβxDγyp(y, x, ξ)|
≤ 2|α|−l(1 + |ξ|)l−|α|max
|ξ|≤1
|DαξDβxDγyp(y, x, ξ)|
for (x, y, ξ) ∈ Y ×X × RN with |ξ| < 1. As before, the maximum
|DβxDγyp(y, x, ξ∗)| = max|ξ|≤1 |D
α
ξD
β
xD
γ
yp(y, x, ξ)|
exists because DαξD
β
xD
γ
yp is continuous and the set {ξ ∈ RN | |ξ| ≤ 1} is compact. Again,
we consider the maximum of |[DβxDγyp]( · , · , ξ∗)| over an arbitrary compact subset K ⊆ Y ×
X, which exists as [DβxD
γ
yp]( · , · , ξ∗) is continuous. Hence, we find in both cases for every
compact setK ⊆ Y ×X and all multi-indices α, β, γ estimate (2.1) for (x, y) ∈ K and ξ ∈ RN
satisfying |ξ| < 1 with two different constants.
Finally, we take the maximum of the four constants related to the four considered cases
to deduce estimate (2.1) on K ×RN for every compact set K ⊆ Y ×X and all multi-indices
α, β, γ.
In order to define a Fourier integral operator the following function is essential.
A real valued function φ : Y ×X × RN\{0} → R is called a phase function if
(i) φ ∈ C∞(Y ×X × RN\{0}) is satisfied,
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(ii) φ is positive homogeneous of degree 1 in the last variable, i.e. for λ > 0 we have
φ(y, x, λξ) = λφ(y, x, ξ) for all (y, x, ξ) ∈ Y ×X × RN\{0}, and
(iii) (∇yφ,∇ξφ) and (∇xφ,∇ξφ) do not vanish on Y ×X × RN\{0}.
Moreover, a phase function φ : Y × X × RN\{0} → R is called a non-degenerate phase
function if the rank of the matrix
∂ξ∂ξ1φ(y, x, ξ) ∂y∂ξ1φ(y, x, ξ) ∂x∂ξ1φ(y, x, ξ)
...
...
...
∂ξ∂ξNφ(y, x, ξ) ∂y∂ξNφ(y, x, ξ) ∂x∂ξNφ(y, x, ξ)
 (2.3)
for (y, x, ξ) ∈ Σφ is equal to N , where
Σφ := {(y, x, ξ) ∈ Y ×X × RN\{0} |∇ξφ(y, x, ξ) = 0}. (2.4)
In detail we consider the matrix
∂ξ1∂ξ1φ . . . ∂ξN∂ξ1φ ∂y1∂ξ1φ . . . ∂yNY ∂ξ1φ ∂x1∂ξ1φ . . . ∂xNX ∂ξ1φ
...
...
...
...
...
...
...
...
...
∂ξ1∂ξNφ . . . ∂ξN∂ξNφ ∂y1∂ξNφ . . . ∂yNY ∂ξNφ ∂x1∂ξNφ . . . ∂xNX ∂ξNφ

on the set Σφ.
Using these two notions of a symbol and a phase function, we now define a Fourier integral
operator.
Let p ∈ Sm(Y ×X × RN ) be a symbol of order m and φ ∈ C∞(Y ×X × RN\{0}) be a
phase function. A Fourier integral operator of order k is an operator F given by
Fu(y) =
∫
RN
∫
X
p(y, x, ξ)u(x)eiφ(y,x,ξ) dxdξ
for y ∈ Y and u ∈ C∞c (X). This operator F maps C∞c (X) continuously into C∞(Y ) and ex-
tends to a continuous linear map from E ′(X) into D′(Y ) (see Theorem VIII.5.1 in [Tre802]).
In case the phase function of a Fourier integral operator is non-degenerate, the order of
the operator is given by k := m− (nX+nY4 − N2 ). For this result, we refer to the text following
equation (5.3) on page 456 in [Tre802].
The dual operator F ∗ of F is given by
F ∗v(x) =
∫
RN
∫
Y
p∗(x, y, ξ)v(y)eiφ
∗(x,y,ξ) dy dξ
for v ∈ C∞c (Y ) with p∗(x, y, ξ) = p(y, x, ξ) and φ∗(x, y, ξ) = φ(y, x, ξ) for x ∈ X, y ∈ Y and
ξ ∈ RN\{0}.
In the following, we consider pseudodifferential operators which are a special kind of
Fourier integral operators (see Example 2.3). Since we only regard symbols depending on
the two variables y and ξ later on, we only consider symbols defined on Y ×RN . In principle,
the dependency on three variables is also possible and works analogously.
From now on, we set Y = X and nX = N . Let a ∈ Sm(X ×RN ) be a symbol of order m.
For u ∈ C∞c (X) an operator P of the form
Pu(y) =
1
(2pi)N
∫
RN
∫
X
a(y, ξ)u(x)ei(y−x)·ξ dxdξ
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for y ∈ Y is a pseudodifferential operator of order m. Such an operator P maps C∞c (X)
continuously into C∞(X) and extends uniquely to a continuous linear map from E ′(X) into
D′(X) (see Theorem 3.2.4 and Corollary 3.3.13 in [Pet83]).
Some properties of pseudodifferential operators are determined by a part of their symbol,
the top order symbol. A function σ(P ) ∈ Sm(X×RN ) is the top order symbol of P if a−σ(P ) ∈
Sm
′
(X × RN ) holds for some m′ ∈ Z with m′ < m and σ(P ) is positively homogeneous of
order m in the last variable.
A pseudodifferential operator with symbol a ∈ S−∞(X × RN ) is termed a smoothing
operator since it maps from E ′(X) into C∞(X) (see Lemma 3.3.14 in [Pet83]).
We now take a look at the connection between ellipticity and the symbol of a pseudodiffer-
ential operator. A pseudodifferential operator P is elliptic if its symbol is elliptic on X ×RN .
Similarly, a pseudodifferential operator is microlocally elliptic at a point y if its symbol is mi-
crolocally elliptic at (y, ξ) with an appropriate ξ ∈ RN\{0}. Moreover, if P is of order m
adding an element of Sm
′
(X × RN ) with m′ < m to the symbol does not change whether
the pseudodifferential operator is microlocally elliptic at a point or not as we will see in
the following. Let the symbol a ∈ Sm(X × RN ) of P be microlocally elliptic at a point
(y0, ξ0) ∈ X ×RN\{0}. Then, there exists a neighbourhood U ⊆ X of y0, a conic neighbour-
hood V ⊆ RN\{0} of ξ0 and constantsM,C > 0 such that
|a(y, ξ)| ≥ C(1 + |ξ|)m
for y ∈ U and ξ ∈ V with |ξ| ≥ M . Now, we take a symbol b ∈ Sm′(X × RN ) with m′ < m,
i.e.
|b(y, ξ)| ≤ C∗(1 + |ξ|)m′
for all y ∈ U and ξ ∈ RN . We have
|a(y, ξ) + b(y, ξ)| ≥ C(1 + |ξ|)m − C∗(1 + |ξ|)m′
= C(1 + |ξ|)m
(
1− C∗
C(1+|ξ|)m−m′
)
≥ C(1 + |ξ|)m
(
1− C∗
C(1+M)m−m′
)
= C
(
1− C∗
C(1+M)m−m′
)
(1 + |ξ|)m
for y ∈ U and ξ ∈ V with |ξ| ≥ M . By choosing M∗ > M > 0 large enough the term
C
(
1 − C∗
C(1+M∗)m−m′
)
is strictly positive and so, we have shown that a + b is microlocally
elliptic in (y0, ξ0). We observe that ellipticity is a property of the top order symbol.
As mentioned before, we verify that pseudodifferential operators are a special kind of
Fourier integral operators.
2.3 Example. Let P be a pseudodifferential operator of order m and the function φ : X ×
X × RN → R be defined by φ(y, x, ξ) := (y − x) · ξ. Then, we have φ ∈ C∞(X ×X × RN )
and φ(y, x, λξ) = λφ(y, x, ξ) for (y, x, ξ) ∈ X ×X × RN and λ > 0. Moreover, it holds
∇yφ(y, x, ξ) = ξ, ∇xφ(y, x, ξ) = −ξ and ∇ξφ(y, x, ξ) = y − x
for (y, x, ξ) ∈ X×X×RN . Since the first two derivatives do not vanish for (y, x, ξ) ∈ X×X×
RN\{0} the terms (∇yφ(y, x, ξ),∇ξφ(y, x, ξ)) = (−ξ, y− x) and (∇xφ(y, x, ξ),∇ξ(y, x, ξ)) =
(ξ, y − x) do not vanish on X ×X × RN\{0}. Hence, P is a Fourier integral operator.
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To investigate whether the phase function φ is non-degenerate we consider the matrix
given in (2.3). In this special case, we calculate(
0 I −I
)
,
where 0 is the zero matrix in RN×N and I the unit matrix in RN×N . This matrix has rank N
and thus φ is non-degenerate. As a consequence, the order of P is k = m− (N+N4 − N2 ) = m
by definition. This coincides with the order of P as pseudodifferential operator.
Linear differential operators are possibly the most popular kind of pseudodifferential op-
erators. We take a closer look at them in the next example.
2.4 Example. Let d ∈ N and P : C∞c (Rd) → C∞c (Rd) be a linear differential operator of
order m, which means that P is given by
Pu(x) =
∑
|α|≤m
aα(x)D
αu(x)
for x ∈ Rd with a multi-index α ∈ Nd0 and functions aα ∈ C∞(Rd). From the identity
(F(Dαu))(x) = i|α|xα(Ff)(x)
it follows that
Pu(x) =
∑
|α|≤m
aα(x)(F−1FDαu)(x) =
∑
|α|≤m
aα(x)F−1(i|α| · α û)(x)
=
∑
|α|≤m
aα(x)
1
(2pi)
d
2
∫
Rd
i|α|ξαû(ξ)eix·ξ dξ
=
1
(2pi)d
∫
Rd
∫
Rd
∑
|α|≤m
aα(x)i
|α|ξαu(y)ei(x−y)·ξ dy dξ
for x ∈ Rd as the Fourier transform F is an isomorphism on S(Rd) and C∞c (Rd) ( S(Rd).
Thus, P is a pseudodifferential operator with symbol a(x, ξ) =
∑
|α|≤m aα(x)i
|α|ξα for x, ξ ∈
Rd from which it can be easily deduced that P is of order m.
Further, we calculate the explicit symbols of two differential operators in R3 we need later
on.
First, we consider the Laplace operator ∆. In order to write this operator using multi-
indices, we define the set A := {(2, 0, 0), (0, 2, 0), (0, 0, 2)} of multi-indices with length equal
to 2. With this set we have ∆u(x) =
∑
α∈AD
αu(x) = ∂2x1u(x) + ∂
2
x2u(x) + ∂
2
x3u(x) for
u ∈ S(R3), so the symbol of ∆ is given by a(x, ξ) = i2(ξ21 + ξ22 + ξ23) = −|ξ|2 for x, ξ ∈ R3.
Hence, ∆ is a pseudodifferential operator of order 2 which is even elliptic as is easy to check.
Besides this, we denote by ∂3 the derivative in the third space direction, which can be
described as ∂3u(x) =
∑
α∈B D
αu(x) = ∂x3u(x) with B := {(0, 0, 1)} for u ∈ S(R3). Thus,
the symbol is a(x, ξ) = i ξ3 for x, ξ ∈ R3 and ∂3 is a pseudodifferential operator of order 1.
Another example of a pseudodifferential operator is the following one.
2.5 Example. We consider the multiplication operator M : C∞c (R3) → C∞c (R3) defined by
Mu(x) := x23u(x) for x ∈ R3. Then, we have
Mu(x) = x23u(x) = x
2
3 F−1Fu(x) = x23 F−1
(
x 7→ 1
(2pi)
3
2
∫
R3
u(y)e−ix·y dy
)
= x23
1
(2pi)3
∫
R3
∫
R3
u(y)ei(x−y)·ξ dy dξ =
1
(2pi)3
∫
R3
∫
R3
x23u(y)e
i(x−y)·ξ dy dξ
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for x ∈ R3 since the Fourier transform is bijective on S(R3) and C∞c (R3) ( S(R3). Hence,
the operator M is a pseudodifferential operator of order 0 with symbol a(x, ξ) = x23 for
(x, ξ) ∈ R3 × R3.
As we noted before, pseudodifferential operators map C∞c (X) into C
∞(X) and E ′(X)
into D′(X). In general, it is therefore not possible to compose two of them. Nevertheless,
with an additional assumption on the first operator the composition is well defined. Before
we state this assumption, we need to define another term.
The support of a pseudodifferential operator P , which we denote by supp(P ), is the com-
plement of the largest open subset U of X ×X such that for all open subsetsW1 andW2 of
X with W1 ×W2 ⊆ U we have Pu = 0 on W1 for each u ∈ C∞c (W2). A pseudodifferential
operator P is properly supported if the two projection maps from supp(P ) onto its first and
second component are proper, i.e. the preimage of every compact set in X under the projec-
tion map is compact in supp(P ). This is an important property since a properly supported
pseudodifferential operator P : C∞c (X) → C∞(X) extends uniquely to a continuous linear
map from C∞(X) into C∞(X) (see Lemma 3.3.8 in [Pet83]).
For a pseudodifferential operator P with symbol a ∈ Sm(X × RN ) there exists a prop-
erly supported pseudodifferential operator Q with symbol q ∈ Sm(X × RN ) such that the
symbol of the operator P −Q is an element of S−∞(X × RN ). In this sense the symbol of a
pseudodifferential operator is unique.
With the above introduced property we are able to extend the domain of a pseudodiffer-
ential operator once again. If P is a properly supported pseudodifferential operator, P maps
C∞c (X) into C
∞
c (X) and D′(X) into D′(X) (see Theorem 3.3.13 in [Pet83]). Moreover,
properly supported operators with symbol a ∈ S−∞(X × RN ) map D′(X) into C∞(X) (see
Lemma 3.3.14 in [Pet83]). Hence, these are smoothing operators.
Before we finish this section, we introduce two important sets associated with Fourier in-
tegral operators. We have already mentioned the first one in the context of a non-degenerate
phase function. Later on, we will see that these sets are important in how a Fourier integral
operator maps singularities.
Let F be a Fourier integral operator. As defined in (2.4), the set Σφ is given by
Σφ = {(y, x, ξ) ∈ Y ×X × RN\{0} |∇ξφ(y, x, ξ) = 0}.
The canonical relation C ⊆ (Y × RnY \{0})× (X × RnX\{0}) is defined by
C := {(y,∇yφ(y, x, ξ);x,−∇xφ(y, x, ξ)) | (y, x, ξ) ∈ Σφ}. (2.5)
Here, C ⊆ (Y × RnY \{0}) × (X × RnX\{0}) holds as ∇yφ(y, x, ξ) and ∇xφ(y, x, ξ) cannot
be zero for (y, x, ξ) ∈ Σφ by the third assumption on a phase function φ.
Besides this, we observe that for the canonical relation C> of the dual F ∗ it holds
C> = {(x, ξ; y, η) | (y, η;x, ξ) ∈ C} (2.6)
and thus C> ⊆ (X × RnX\{0})× (Y × RnY \{0}).
In the next example, we explicitly determine these sets for a pseudodifferential operator.
2.6 Example. According to Example 2.3, every pseudodifferential operator is a Fourier in-
tegral operator with phase function φ(y, x, ξ) = ξ · (y− x) for (y, x, ξ) ∈ X ×X ×RN . Using
this observation, we get
Σφ = {(y, x, ξ) ∈ X ×X × RN\{0} |x− y = 0}.
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Consequently, the canonical relation C ⊆ (X × RN\{0})× (X × RN\{0}) is given by
C = {(y, ξ;x, ξ) | (y, x, ξ) ∈ Σφ} = {(x, ξ;x, ξ) | ξ 6= 0}.
For the composition of the canonical relation C and its transpose or the composition with
other sets, the following definitions apply.
2.7 Definition. Let the sets C ⊆ (Y × RnY \{0}) × (X × RnX\{0}), C˜ ⊆ (X × RnX\{0}) ×
(Y ×RnY \{0}), A ⊆ X×RnX\{0} andB ⊆ Y ×RnY \{0} be given. We define the compositions
C˜ ◦ C := {(x˜, ξ˜;x, ξ) | there exists (y, η) with (x˜, ξ˜; y, η) ∈ C˜ and (y, η;x, ξ) ∈ C},
C ◦A := {(y, η) | there exists (x, ξ) ∈ A with (y, η;x, ξ) ∈ C},
C> ◦B := {(x, ξ) | there exists (y, η) ∈ B with (x, ξ; y, η) ∈ C>},
which are special cases of compositions of general relations.
As a consequence of the first definition given above, we find
C> ◦ C := {(x, ξ;x, ξ) | there exists (y, η) with (y, η;x, ξ) ∈ C}.
In the next lemma, we present different expressions for the last two compositions. For this
reason, we introduce the two canonical projections each from the canonical relation onto one
of its two two-part components. Let ΠL : C → Y × RnY \{0} be the projection onto the first
two single components and ΠR : C → X × RnX\{0} the projection onto the last two single
components. The subsequent figure illustrates these relations.
C ⊆ (Y × RnY \{0})× (X × RnX\{0})
Y × RnY \{0} X × RnX\{0}
ΠL ΠR
Figure 2.1: The two canonical projections of the canonical relation C.
2.8 Lemma. Let A ⊆ X × RnX\{0} and B ⊆ Y × RnY \{0}. Then,
C ◦A = ΠL(Π−1R (A)) and C> ◦B = ΠR(Π−1L (B)).
Proof. By the definitions of the two projections ΠL and ΠR (see also Figure 2.1) we obtain
ΠL(Π
−1
R (A)) = ΠL({(y, η;x, ξ) ∈ C | (x, ξ) ∈ A})
= {(y, η) | there exists (x, ξ) ∈ A with (y, η;x, ξ) ∈ C} = C ◦A.
Analogously, we observe
ΠR(Π
−1
L (B)) = ΠR({(y, η;x, ξ) ∈ C | (y, η) ∈ B})
= {(x, ξ) | there exists (y, η) ∈ B with (y, η;x, ξ) ∈ C}
= {(x, ξ) | there exists (y, η) ∈ B with (x, ξ; y, η) ∈ C>} = C> ◦B,
where we additionally used that (y, η;x, ξ) ∈ C if and only if (x, ξ; y, η) ∈ C> holds.
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2.1.2. Singularities and their propagation
We start this section with some elementary notions concerning singularities of distributions.
First, we consider the singularities given by the points at which a function is not C∞-smooth.
We describe the location of these singularities and state a related direction in which the sin-
gularities are relevant. For this reason, we consider localised Fourier transforms. Afterwards,
we discuss the impact of Fourier integral and pseudodifferential operators on wave front sets
which collect all necessary information on the singularities of a distribution.
In a second step we extend this concept to Sobolev spaces. Hence, we consider no longer
only points where a distribution is not C∞-smooth but also where it is not locally in a Sobolev
space Hr for r ∈ R. As in the smooth case, we examine the impact on the singularities of a
distribution when applying the just introduced operators to it.
In Chapter 3 we show that the operator F is a Fourier integral operator. Moreover, the
compositionF ∗ψF is a pseudodifferential operator, whereψ is a cut-off function whichmakes
sure that the composition is well defined. At this point, we use the terms we define in this
section to investigate the behaviour of the composition concerning singularities.
Now, let Ω ⊆ Rd with d ∈ N be open. For u ∈ D(Ω) we define the singular support of u by
sing supp(u) := Ω \ {x ∈ Ω |u coincides with a C∞-function in a neighbourhood of x0}.
Thus, sing supp(u) is the complement in Ω of the largest open set in Ω on which u coincides
with a C∞-function. In other words, an element x0 ∈ Ω is not in the singular support
sing supp(u) of u if u is C∞-smooth in a neighbourhood of x0.
Further, we are also interested in the directions in which an element of the singular sup-
port is not smooth. To describe these directions we introduce a decrease condition for a
function. A function f : Rd → C is rapidly decaying at infinity on the cone V ⊆ Rd if for every
N ∈ N0 there is a constant CN > 0 such that
|f(x)| ≤ CN (1 + |x|)−N (2.7)
for all x ∈ V .
The next theorem yields that the Fourier transform of an element in E ′(Rd) is smooth.
Hence, we are able to evaluate its Fourier transform at a point.
2.9 Theorem. Let f be in E ′(Rd). Then, we have f̂ ∈ C∞(Rd) and
f̂(x) =
1
(2pi)
d
2
∫
Rd
e−ix·yf(y) dy
for x ∈ Rd.
For a proof of this theorem we refer to Theorem 2.8.1 in [Pet83]. The above condition
(2.7) is related to the smoothness of a distribution u by the following lemma (see Lemma
2.13.1 in [Pet83]).
2.10 Lemma. A distribution u ∈ E ′(Ω) is in C∞c (Ω) if and only if its Fourier transform û is
rapidly decaying at infinity on Rd , i.e. for each N ∈ N0 there exists a constant CN > 0 such
that
|û(ξ)| ≤ CN (1 + |ξ|)−N (2.8)
for ξ ∈ Rd.
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Thus, if u is not C∞-smooth, there are non-zero frequency directions ξ such that the
Fourier transform û of u does not satisfy estimate (2.8) in any conic neighbourhood V of ξ.
Next, we are looking for a similar criterion for distributions u ∈ D′(Ω). Therefore, we first
note that φu ∈ E ′(Ω) holds for φ ∈ C∞c (Ω). Moreover, we obtain that the Fourier transform
of an element in E ′(Ω) is smooth in consequence of Theorem 2.9. These considerations yield
the subsequent corollary (see Corollary 2.13.2 in [Pet83]).
2.11 Corollary. Let u ∈ D′(Ω) and U ⊆ Ω be an open subset. Then, u|U ∈ C∞(U) is satisfied if
and only if φ̂u is rapidly decaying at infinity onRd for each φ ∈ C∞c (U), i.e. for each φ ∈ C∞c (U)
and each integer N ∈ N0 there exists a constant CN,φ > 0 such that
|φ̂u(ξ)| ≤ CN,φ(1 + |ξ|)−N
for all ξ ∈ Rd.
Hence, the above corollary yields the searched for criterion when a distribution is smooth.
For a relation to the elements of the singular support, the points where a distribution u is
not C∞-smooth, we consider the non-zero directions ξ where a localised Fourier transform
of u does not satisfy this decrease condition.
2.12 Definition. A distribution u ∈ D′(Ω) is microlocally C∞ at (x0, ξ0) ∈ Ω× Rd\{0} if for
some neighbourhood U of x0 in Ω and some conic neighbourhood V of ξ0 in Rd\{0}, the Fourier
transform φ̂u is rapidly decaying on V for all φ ∈ C∞c (U).
According to Theorem 2.13.5 in [Pet83], we are able to restrict the set of functions φ in
the above definition. By this result it is sufficient that there exists a function φ ∈ C∞c (Ω) with
φ(x0) 6= 0 and a neighbourhood V of ξ0 in Rd\{0} such that φ̂u is rapidly decaying on V .
We are interested in the points where a distribution is not microlocally C∞. Thus, we
introduce the set
WF(u) = {(x, ξ) ∈ Ω× Rd \ {0} |u is not microlocally C∞ at (x, ξ)}, (2.9)
which is called the wave front set of u.
The original definition suggested by Hörmander differs from the one above. Therein,
the wave front set is described as an intersection of characteristic sets over a fixed kind of
pseudodifferential operators (see page 120 in [Hör71]). There are also some other equivalent
definitions which are discussed in [BDH14]. Anyway, [BDH14] is a very detailed written
publication worth reading with many examples of wave front sets of special distributions.
In the next lemma, we observe that the first component of WF(u) for a distribution u is
just given by its singular support. So, if u is not microlocally C∞ at (x0, ξ0), the point x0 is
an element of the singular support of u. With ξ0 we obtain an associated direction in which
it is not smooth. Since the proof of the following lemma in [Pet83] (see Lemma 2.13.3 in
[Pet83]) is kept very short in parts, we give a detailed proof at this point.
2.13 Lemma. Let u ∈ D(Ω) be a distribution. Then, the following assertions are valid.
(a) WF(u) is a closed conic set in Ω× Rd\{0}.
(b) WF(φu) ⊆WF(u) is satisfied for all φ ∈ C∞(Ω).
(c) sing supp(u) = pi(WF(u)) holds, where pi denotes the projection of Ω× Rd\{0} onto Ω.
32 CHAPTER 2. Preliminaries
By part (a) the wave front set is conic in the sense that it is invariant under multiplication
of the second variable by non-negative scalars. Thus, we are able to consider the wave front
set as a subset of Ω× Sd−1.
Before we prove this lemma, we mention another case where the singular support and
the wave front set are important. A product of a distribution u ∈ D′(Ω) with a function
w ∈ C∞(Ω) is always well defined. However, in general it is not possible to consider the
product of two distributions. Here, the wave front set plays an important role. If we have
two distributions u and v in D′(Ω) such that sing supp(u) ∩ sing supp(v) = ∅, the product
uv is well defined. This means that at every point, where one of the distributions is not
smooth, the other one certainly is as there is no point where none of both is smooth. For a
precise explanation we refer to page 55 in [Hör90]. The set of distributions for which such
a product is well defined gets larger by additionally considering the directions related to the
singular support or, in short, the wave front set. Let u and v be again two distributions in
D′(Ω). If there is no point (x, ξ) ∈ WF(u) such that (x,−ξ) ∈ WF(v) holds, the product uv
is well defined. These condition is called Hörmander’s condition. It is stated in Theorem 13
in [BDH14] and based on page 267 in [Hör90].
Proof of Lemma 2.13. (a) By definition, the complement of WF(u) is the union of the neigh-
bourhoods U × V of (x0, ξ0) from Definition 2.12. Thus, WF(u) is closed. Moreover,
if u is microlocally C∞ at (x0, ξ0) it follows by definition that u is microlocally C∞ at
(x0, λξ) for λ ≥ 0. Hence, WF(u) is conic.
(b) Let (x0, ξ0) /∈WF(u). Since we have |ψ̂φu(ξ)| ≤ ‖ψ‖∞|φ̂u(ξ)| for ξ in a neighbourhood
V of ξ0, it follows (x0, ξ0) /∈WF(φu).
(c) To show the first inclusion, we assume x0 /∈ sing supp(u). By definition there exists
a neighbourhood U of x0 with u|U ∈ C∞(U). According to Corollary 2.11, it follows
that φ̂u is rapidly decreasing on Rd for each φ ∈ C∞c (Ω), which in turn means that u is
microlocally C∞ at (x0, ξ) for ξ ∈ Rd\{0}. Therefore, we get (x0, ξ) /∈WF(u) for each
ξ ∈ Rd\{0} and conclude x0 /∈ pi(WF(u)).
For the second inclusion, we assume x0 /∈ pi(WF(u)). By definition this means that for
all ξ0 ∈ Rd\{0} there exists a neighbourhood U of x0 and a conic neighbourhood V of
ξ0 such that for each φ ∈ C∞c (U) and each N ∈ N0 there exists a constant CN,φ > 0
such that
|φ̂u(ξ)| ≤ CN,φ(1 + |ξ|)−N (2.10)
for all ξ ∈ V . As we have already observed, the wave front set WF(u) is a conic set, i.e. it
is sufficient to consider ξ ∈ Sd−1. Thus, we take all ξ0 ∈ Sd−1 and obtain a covering
of Sd−1 which contains the related conic neighbourhoods V . The compactness of the
sphere Sd−1 implies the existence of a finite subcovering of neighbourhoods V of finitely
many ξ0 ∈ Sd−1. For each of these ξ0 we have estimate (2.10) with a different constant
CN,φ > 0 on a neighbourhood V of ξ0. By taking the maximum C∗N,φ > 0 of this finite
number of constants we obtain that for all ξ ∈ Sd−1 there exists a neighbourhood U of
x0 such that for each φ ∈ C∞c (U) and each N ∈ N0 we have
|φ̂u(ξ)| ≤ C∗N,φ(1 + |ξ|)−k
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for all ξ ∈ Sd−1\{0}. Since the wave front set is conic, this estimate is valid for all
ξ ∈ Rd\{0}. Corollary 2.11 thus yields that u|U is in C∞ for each neighbourhood U of
x0. Hence, we obtain x0 /∈ sing supp(u).
For an impression of how a wave front set might look like, we determine it in case of some
characteristic functions.
2.14 Example. (a) We consider the square S := [0, 1]2 in R2. Further, let χS be the char-
acteristic function on S, i. e.
χS(x, y) =
{
1, if (x, y) ∈ S,
0, otherwise,
for (x, y) ∈ R2. Here, χS coincides with a C∞- function on the interior of the square S
and on the complement of S inR2. Only where it jumps between the values 0 and 1, the
function χS is not C∞ smooth. Thus, the singular support of u is given by the boundary
of S. The associated directions to a point of the boundary except the four corner points
are all non-zero directions perpendicular to the boundary at this point. The four corner
points with all non-zero directions are also an element of the wave front set of u. For a
proof we refer to Example 5 in [KQ15]. These results are illustrated in Figure 2.2.
Figure 2.2: The singular support and some elements of the wave front set of χS . We note that
the directions are not normalised.
(b) Furthermore, we consider a generalisation of part (a). Let Ω ⊆ Rd with aC∞-boundary.
Then
WF(χΩ) = {(x, ξ) ∈ Rd × Rd\{0} |x ∈ ∂Ω, ξ ⊥ ∂Ω at x}.
This result follows by Example 8.2.5 in [Hör90] and is given in this form as Example 6
in [KQ15] or Proposition 20 in [BDH14].
(c) For r > 0 and p ∈ Rd we consider the characteristic function of Br(p) in Rd, i.e.
χBr(p)(x) =
{
1, if x ∈ Br(p),
0, otherwise,
for x ∈ Rd. By part (b) the singular support of χBr(p) is given by ∂Br(p) and the
associated directions are perpendicular to ∂Br(p) at each point of the singular support.
34 CHAPTER 2. Preliminaries
Hence,
WF(χBr(p)) = {(x, ξ) ∈ Rd × Rd\{0} |x ∈ ∂Br(p), ξ ⊥ ∂Br(p) at x}.
An illustration of the singular support and the wave front set is given in Figure 2.3.
Figure 2.3: A cross section of the singular support and parts of the wave front set of χBr(p). Again,
the directions are not normalised.
The previous example illustrates why characteristic functions are widely used in applica-
tions. By choosing an appropriate characteristic function representing an object, the wave
front set is its boundary, which to know is sufficient to locate it. In seismic imaging and many
other applications in tomography this is exactly what we are interested in.
The next theorem yields a set wherein the wave front set of a pseudodifferential operator is
included. In this theorem, the notion of the essential support of a pseudodifferential operator
appears. We first establish what the essential support of a symbol is. For a symbol a ∈
Sm(Ω × Rd) the essential support is defined as the complement of the largest open conic
set V in Ω × Rd\{0} such that a|V ∈ S−∞(V ). Since the symbol of a pseudodifferential
operator is uniquely determined modulo S−∞(Ω × Rd), we define the essential support of a
pseudodifferential operator P , abbreviated by ess supp(P ), to be the essential support of its
symbol. We note that P is a smoothing operator if and only if the essential support of P
is empty. Moreover, we observe that the essential support of an elliptic pseudodifferential
operator is given by the whole domain Ω × Rd as the symbol of such an operator does not
vanish at any point.
2.15 Theorem. Let P be a pseudodifferential operator of order m and u ∈ E ′(Ω). Then,
WF(Pu) ⊆WF(u) ∩ ess suppP.
Furthermore, if P is properly supported, the inclusion even holds for u ∈ D′(Ω).
For a proof we refer to Theorem 3.8.3 in [Pet83]. Also the next lemma can be found in
[Pet83] as Lemma 3.9.4.
2.16 Lemma. Let P be a pseudodifferential operator of order m and furthermore microlocally
elliptic at a point (x0, ξ0) ∈ Ω × Rd\{0}. Then, there exists a properly supported pseudodif-
ferential operator Q of order −m and an open conic neighbourhood V of (x0, ξ0) such that the
operator QP − Id is smoothing in V .
The operator Q is a kind of inverse to P on the conic set V . Here, P has to be elliptic as
we need the symbol a of P to be bounded from below to define the symbol of Q, in which
the reciprocal of a appears.
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2.17 Theorem (Pseudolocal property). If P is a pseudodifferential operator, it holds
sing supp(Pu) ⊆ sing supp(u) and WF(Pu) ⊆WF (u)
for u ∈ E ′(Ω). If P is additionally microlocally elliptic at all points (x, ξ) ∈ Ω × Rd, we even
obtain equality in both cases
sing supp(Pu) = sing supp(u) and WF(Pu) = WF (u)
for u ∈ E ′(Ω). If P is properly supported, all assertions hold for u ∈ D′(Ω).
Proof. The first two assertions follow from Theorem 2.15 as WF(Pu) ∩ ess suppP ⊆WF(u)
is satisfied.
For the proof of the elliptic case let (x0, ξ0) /∈WF(Pu). Since P is microlocally elliptic in
(x0, ξ0), there exists a properly supported pseudodifferential operator Q of order −m and an
open conic neighbourhood V of (x0, ξ0) such that S := QP −Id is smoothing on V by Lemma
2.16. Therefore, we find u = QPu− Su on V . In the following, we consider the wave front
set restricted to the conic neighbourhood V denoted by WF|V . Since S is smoothing on V ,
we observe WF|V (Su) = ∅ and according to Theorem 2.15, we obtain
WF|V (u) ⊆WF|V (QPu) ∪WF|V (Su) ⊆WF|V (Pu) ∩ ess supp(Q) ⊆WF|V (Pu)
as Q is of order −m. Thus, we obtain (x0, ξ0) /∈WF(u). Finally, the elliptic case follows with
the first two assertions.
By the above theorem it follows that
WF(u) ⊆WF(Pu) ∪ {(x, ξ) ∈ Ω× Rd\{0} |P is not microlocally elliptic in (x, ξ)}
for a pseudodifferential operator P and a distribution u ∈ D′(Ω). According to the remarks
related to ellipticity, we obtain the equivalent assertion
WF(u) ⊆WF(Pu) ∪ {(x, ξ) ∈ Ω× Rd\{0} |σ(P )(x, ξ) = 0}.
2.18 Theorem (Hörmander-Sato Lemma). Let u ∈ E ′(Ω) and P , P1 and P2 be Fourier integral
operators with canonical relations C, C1 and C2, respectively. Furthermore, let the composition
P1P2 be defined on E ′(Ω). Then, we have
WF(Pu) ⊆ C ◦WF(u),
WF((P1P2)u) ⊆ (C1 ◦ C2) ◦WF(u).
In short, we write
WF(P1P2) ⊆ C1 ◦ C2,
which means precisely what is written above for u in a suitable function space.
The assertions in the theorem above follow by results in [Hör90] and are written in this
form in Theorem 15 and Theorem 16 in [KQ15].
Up to now, we considered points where a distribution is not C∞-smooth and their associ-
ated directions, which are combined in the wave front set. Now, we expand this concept and
look for points where a distribution is locally not in Hr for some r ∈ R.
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For this, we define the Hr- singular support of u to be the complement in Ω of the largest
open subset U of Ω such that u|U ∈ Hrloc(U) is satisfied. Analogously to the definition of the
property to be microlocally C∞, we define the condition for a distribution to be microlocally
Hr at a point. A distribution u ∈ D′(Ω) ismicrolocallyHr at (x0, ξ0) ∈ Ω×Rd\{0} if for some
neighbourhood U of x0 in Ω and some conic neighbourhood V of ξ0 in Rd\{0} we have∫
V
|φ̂u(ξ)|2(1 + |ξ|2)r dξ <∞
for all φ ∈ C∞c (U).
Further, we define the Hr-wave front set of u for some r ∈ R by
WFr(u) = {(x, ξ) ∈ Ω× Rd \ {0} |u is not microlocally Hr at (x, ξ)}.
We note that if u is in Hrloc(Ω), the H
r-singular support of u and hence the Hr-wave front
set are empty.
Analogously, to the C∞-case the first component of the Hr-wave front set is the Hr-
singular support. For a proof of this assertion, which is formulated in the next theorem, we
refer to Theorem 4.6.4 in [Pet83].
2.19 Theorem. Let pi : Ω× Rd\{0} → Ω be the projection map. If u ∈ D′(Ω) we have
Hr − sing supp(u) = pi(WFr(u))
for r ∈ R.
For a distribution u ∈ D′(Ω) the elements that might be in the Hr-wave front set for
some r ∈ R are the elements of the wave front set. Only at the therein contained points u
is not microlocally C∞. Thus, these are just the elements at which it is possible that u is not
microlocally Hr. Further, we have
Hsloc(Ω) ⊆ Hrloc(Ω)
for r, s ∈ R with r < s. These considerations yield the subsequent corollary.
2.20 Corollary. Let u ∈ D′(Ω) and r, s ∈ R. If r < s, we have WFr(u) ⊆WFs(u) ⊆WF(u).
Next, we are interested in the range of a pseudodifferential operator defined on distribu-
tions u ∈ E ′(Ω) lying in Hr(Ω) for some r ∈ R. Hence, we define
Hrc (Ω) := H
r(Ω) ∩ E ′(Ω)
for r ∈ R. The next theorem is Theorem 4.5.12 in [Pet83].
2.21 Theorem. Let P be a pseudodifferential operator of order m. Then, P maps Hrc (Ω)
continuously into Hr−mloc (Ω).
For u ∈ Hrc (Ω) this theorem yields Hr−m− sing supp(Pu) = ∅ and thus WFr−m(Pu) = ∅
for a pseudodifferential operator of orderm. The decomposition of u ∈ D′(Ω) in the following
theorem is shown in the proof of Theorem 4.6.1 in [Pet83]. We need it to show the assertion
of Theorem 2.23.
2.22 Theorem. Let u ∈ D′(Ω) and (x, ξ) ∈ Ω×Rd\{0}. Then, (x, ξ) /∈WFr(u) if and only if
there exist u1 ∈ Hrc (Ω) and u2 ∈ D′(Ω) in such a way that u = u1 + u2 and (x, ξ) /∈WF(u2).
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The next theorem is very important to determine which Hr-singularities for r ∈ R are
preserved by a pseudodifferential operator P . Moreover, it tells us how their smoothness
changes. Depending on the sign of the order of P , they get emphasised or deemphasised.
Analogously to the smooth case, microlocal ellipticity plays the crucial role.
2.23 Theorem. Let P be a pseudodifferential operator of order m. If P is microlocally elliptic
at (x0, ξ0), we have
(x0, ξ0) ∈WFr(u) if and only if (x0, ξ0) ∈WFr−m(Pu)
for u ∈ E ′(Ω) and r ∈ R.
Proof. Before we prove the claimed equivalence, we show
WFr−m(Pu) ⊆WFr(u) ∩ ess supp(P )
which is the analogue statement in the Hr-case to Theorem 2.15 in the smooth case.
For this reason, let (x0, ξ0) ∈ Ω × Rd\{0}. If we have (x0, ξ0) /∈ ess supp(P ), we obtain
(x0, ξ0) /∈WF(Pu) by Theorem 2.15. In particular, we deduce (x0, ξ0) /∈WFr−m(Pu).
In order to prove the first implication given in the theorem, let (x0, ξ0) /∈WFr(u). Then,
according to Theorem 2.22 there exist u1 ∈ Hrc (Ω) and u2 ∈ D′(Ω) such that u = u1 + u2
and (x0, ξ0) /∈WF(u2). By Theorem 2.15, we obtain (x0, ξ0) /∈WF(Pu2) and hence (x, ξ) /∈
WFr(Pu2) by Corollary 2.20. Moreover, we have Pu1 ∈ Hr−mloc (Ω) according to Theorem
2.21. Hence, we achieve (x0, ξ0) /∈WFr−m(Pu1) and thus (x0, ξ0) /∈WFr−m(Pu).
Additionally, with the just proven assertion we easily obtain
WFr−m(Pu) ⊆WFr(u)
and by this means, the first direction of Theorem 2.23.
We note, that this statement is satisfied for every pseudodifferential operator of order m
independent of ellipticity.
For the proof of the second implication, let (x, ξ) ∈WFr(u). SinceP is microlocally elliptic
in (x, ξ), there exists by Lemma 2.16 a properly supported pseudodifferential operator Q of
order −m and an open conic neighbourhood V of (x, ξ) such that S := QP − Id is smoothing
on V . As a consequence, it holds u = QPu − Su on V . In the following, we consider the
wave front set restricted to the conic neighbourhood V , which we denote by WFr|V . As S is
smoothing on V , we have WFr|V (Su) = ∅ and according to Theorem 2.15, we obtain
WFr|V (u) ⊆WFr|V (QPu) ∪WFr|V (Su) ⊆WFr−m|V (Pu) ∩ ess supp(Q) ⊆WF
r−m
|V (Pu),
where we used that Q is of order −m. This finishes the proof of the claimed equivalence.
As in the smooth case, for a pseudodifferential operator P and a distribution u ∈ D′(Ω)
we have
WFr(u) ⊆WFr(Pu) ∪ {(x, ξ) ∈ Ω× Rd\{0} |P is not microlocally elliptic in (x, ξ)}
= WFr(Pu) ∪ {(x, ξ) ∈ Ω× Rd\{0} |σ(P )(x, ξ) = 0}.
for r ∈ R.
We finish this issue by determining theHr- wave front set of two characteristic functions.
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2.24 Example. (a) Let χBR(p) be the characteristic function of the open ball BR(p) for
R > 0 and p ∈ R3. For δ > 0 we define by (∂BR(p))δ the δ-tube around BR(p)
consisting of all points in R3 with distance δ to the boundary ∂BR(p), i.e.
(∂BR(p))δ := {x ∈ R3 |R− δ ≤ |x− p| ≤ R+ δ}.
By Lemma 1.1 in [FR12], the characteristic function χBR(p) is in H
r(R3) for r > 0 if∫ 1
0
|(∂BR(p))δ| 1
δ1+2r
dδ <∞
is satisfied. We observe
|(∂BR(p))δ| = 43pi((R+ δ)3 − (R− δ)3) = 8piR2δ + 83piδ3
and deduce ∫ 1
0
|(∂BR(p))δ| 1
δ1+2r
dδ = 8piR2
∫ 1
0
1
δ2r
dδ + 83pi
∫ 1
0
1
δ2r−2
dδ.
The integrals on the right-hand side exist if 2r < 1 and 2r−2 < 1 holds, so the integral
on the left hand side exists if r < 12 is satisfied. By the lemma mentioned above, we
obtain χBR(p) ∈ H1/2−ε(R3) for any ε > 0.
Further, for the wave front set of χBR(p) we have
WF(χBR(p)) = {(x, ξ) ∈ R3 × R3\{0} |x ∈ ∂BR(p), ξ ⊥ ∂BR(p) at x}
by Example 2.14 (c). Using the calculations above, we obtain
WF1/2+γ(χBR(p)) = WF(χBR(p))
for γ ≥ 0 since χBR(p) is not in H1/2+γ(R3) for γ ≥ 0 and
WF1/2−ε(χBR(p)) = ∅
for any ε > 0, so in the remaining cases of r ∈ R the Hr-wave front set is empty.
(b) Let χ{x3≥b} be the characteristic function of the half-space {x ∈ R3 |x3 ≥ b} for some
b > 0. We show that χ{x3≥b} is inH
1/2−ε
loc (R3) for any ε > 0. Therefore, let φ ∈ C∞c (R3).
Since supp(φ) is compact, there exists a cube Qa with length a > 0 such that
supp(φχ{x3≥b}) ⊆ Qa ( {x3 ≥ b}
and a function f ∈ C∞c (R3) with supp(f) = supp(φ) ∩ {x ∈ R3 |x3 ≥ b} and
φ(x)χ{x3≥b}(x) = f(x)χQa(x) (2.11)
for x ∈ R3. Now, we show analogously to part (a) that χQa is in H1/2−ε(R3) for any
ε > 0. Hence, we define the δ-tube of Qa by (∂Qa)δ = {x ∈ R3 |dist(x, ∂Qa) ≤ δ} for
δ > 0. Further, we have
|(∂Qa)δ| = (a+ 2δ)3 − (a− 2δ)3 = 12a2δ + 16δ3
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and thus, we obtain∫ 1
0
|(∂Qa)δ| 1
δ1+2r
dδ = 12a2
∫ 1
0
1
δ2r
dδ + 16
∫ 1
0
1
δ2r−2
dδ.
As in part (a) the integral on the left hand side exists if r < 12 holds. Again by Lemma 1.1
in [FR12], we conclude that χ{x3≥b} ∈ H1/2−ε(R3) for any ε > 0. Since f is contained
in C∞c (R3), the product fχQa is also in H1/2−ε(R3) for any ε > 0. By equality (2.11)
this finally yields φχ{x3≥b} ∈ H1/2−ε(R3) and thus, χ{x3≥b} ∈ H1/2−εloc (R3) for any
ε > 0.
By Example 2.14 (b) we deduce
WF(χ{x3≥b}) = {(x, ξ) ∈ R3 × R3\{0} |x3 = b, ξ ⊥ {y ∈ R3 | y3 = b} at x}
for the wave front set of χ{x3≥b}, which is explicitly calculated in the case of the upper
half-plane in Section 4.1 in [BDH14]. In addition, we conclude
WF1/2+γ(χ{x3≥b}) = WF(χ{x3≥b})
for γ ≥ 0 using the same arguments as in part (a). Again, the Hr-wave front set is
empty in the remaining cases of r ∈ R, so
WF1/2−ε(χ{x3≥b}) = ∅
for any ε > 0.
2.2. The generalised Radon transform in terms of defining
measures
At first glance, the second topic of this chapter has no direct relation to the first one. However,
we see later on that the operator F from (1.12) is both a Fourier integral operator and a
generalised Radon transform. Consequently, there is indeed a connection.
In this section, we collect some notions from differential geometry as well as definitions
and results of measure theory, which we need to define a generalised Radon transform. For
the definition of such a transform we follow the lines of [Quin80].
2.25 Definition. Let B,E and F be manifolds. The map pi : E → B is a fibre map with the
fibre F if pi is surjective and locally trivialised with the fibre F , i.e. for each p ∈ B there is an
open neighbourhood U ⊆ B of p and a homeomorphism ϕ : pi−1(U) → U × F in such a way
that the following diagram commutes
pi−1(U) U × F
U
pi
ϕ
Π
where Π: U × F → U is the natural projection onto the first factor, so we have Π ◦ ϕ = pi. We
call (E,B, pi, F ) a fibre bundle.
Hence, for each p ∈ B the preimage pi−1({p}) is homeomorphic to F .
Roughly speaking, this means E is locally a product space. To illustrate this definition, we
take a look at the trivial bundle.
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2.26 Example. Let E = B × F and pi : E → B be the projection onto the first factor. Then,
(E,B, pi, F ) is a fibre bundle, the trivial one.
Next, we formulate the assumption we need to apply one of the central theorems in
[Quin80].
2.27 Assumption. Let X,Y be open connected subsets of Rn, i.e. connected smooth manifolds
of dimension n > 0, and Z be a closed submanifold of Y ×X with codimension k > 0.
Z
Y X
piY piX
We denote by piX and piY the projections ontoX and Y , respectively, and assume both to be fibre
maps with connected fibres.
In comparison to [Quin80] we do not assume that piX is proper because this is not true for
the projection piX in our case of application. In [Quin80] this property of piX is necessary to
compose a generalised Radon transform R with its dual R∗. To compensate this, we multiply
our special Radon transform F with the cut-off function ψ, so the composition of F ∗ with ψF
is well defined. This allows us to apply Theorem 2.1 in [Quin80] to F ∗ψF .
Since Z is an embedded submanifold of Y ×X, the inclusion f : Z → Y ×X is smooth.
Moreover, the canonical projections pX : Y × X → X and pY : Y × X → Y are smooth
as X and Y are smooth manifolds. Thus, the two projections piX = pX ◦ f : Z → X and
piY = pY ◦ f : Z → Y are also smooth. We conclude that
G(x) := piY pi
−1
X (x) = {y ∈ Y | (y, x) ∈ Z}
for each x ∈ X is a closed submanifold of Y diffeomorphic to the fibre pi−1X (x) with codimen-
sion k. Analogously, for each y ∈ Y the set
H(y) := piXpi
−1
Y (y) = {x ∈ X | (y, x) ∈ Z}
is a closed submanifold of X diffeomorphic to the fibre pi−1Y (y) with codimension k. Thus,
for each x ∈ X we can identify the fibre pi−1X (x) with G(x) and analogously for each y ∈ Y
the fibre pi−1Y (y) can be identified with H(y).
2.28 Assumption. We assume that G(x1) = G(x2) is satisfied if and only if x1 = x2 holds and
H(y1) = H(y2) if and only if y1 = y2 is valid. Hence, each x ∈ X corresponds to a unique G(x)
and each y ∈ Y to a unique H(y).
In contrast to [Quin80], we omit the assumption on X, Y and Z to be paracompact
because, as a consequence of the second axiom of countability and the Hausdorff property,
smooth manifolds are always paracompact.
The generalised Radon transform is given by a relation of measures. More precisely, it is
defined in terms of push forward measures we define next.
2.29 Definition. Let (X,A, µ) be a measure space, (Y,B) a measurable space and f : X → Y
an A− B-measurable function. Then, there is a measure f∗µ : B → [0,∞] on (Y,B) defined by
B 7→ µ ◦ f−1(B) = µ(f−1(B))
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for B ∈ B. This measure is called the push forward of µ with respect to f .
Further, we observe that a measurable function g : Y → R := R ∪ {−∞,+∞} is integrable
with respect to the push forward measure f∗µ if and only if g ◦ f is integrable with respect to µ.
If this is the case, the two integrals coincide, so we have∫
Y
g df∗µ =
∫
X
g ◦ f dµ.
In our case of application, we also want to determine the push forward for measures that
not necessarily have non-negative values. Therefore, we introduce the following notions and
the corresponding notations.
Let (X,A, µ) be a measure space. For h : X → [0,∞] measurable we define the measure
h µ : A → [0,∞] on A by
(h µ)(A) :=
∫
X
h · χA dµ
for A ∈ A. Then, h µ is a measure on X with density h with respect to µ (see Satz IV.2.10
in [El11]) and for measurable g : X → [0,∞] we have∫
X
g d(h µ) =
∫
X
g · hdµ (2.12)
(see Satz IV.2.12 in [El11]). Additionally, h  µ is absolutely continuous with respect to µ,
i.e. for A ∈ A with µ(A) = 0 it follows (h µ)(A) = 0 (see Korollar IV.2.11 in [El11]).
We also consider measures with non-positive densities. These are examples of so called
signedmeasures. A signedmeasure is ameasurewith values not only in [0,∞], but in (−∞,∞].
For a function h : X → R we define the positive part h+ of h by h+ = max{h, 0} and the
negative part h− by h− = max{−h, 0}. Using this notation for a density function h : X → R
with respect to the measure µ, we get two measures h+  µ and h−  µ. If at least one of
them is finite, we can write
ν := h µ = h+  µ− h−  µ (2.13)
and hence, we find a representation of ν as difference of two measures. If h is integrable with
respect to µ, both of these measures are finite.
By means of this composition, we conclude that equality (2.12) holds for such measures
ν with real valued densities and that these are absolutely continuous with respect to µ. Fur-
thermore, we are able to define the push forward for measures with real valued densities.
This follows using Definition 2.29 and composition (2.13).
2.30 Definition. Let (X,A, µ) be a measure space, (Y,B) a measurable space and f : X → Y
an A − B-measurable function. Additionally, let ν be a measure with a real valued density
h : X → R with respect to µ, i.e. ν = hµ. Then, there is a measure f∗ν : B → [0,∞] on (Y,B)
defined by
B 7→ ν ◦ f−1(B) = (h+  µ)(f−1(B))− (h−  µ)(f−1(B))
for B ∈ B. This measure is the push forward of ν with respect to f .
Further, a measurable function g : Y → R is integrable with respect to the push forward
measure f∗ν if and only if g ◦ f is integrable with respect to ν. If this is the case, these two
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integrals coincide and it holds∫
Y
g df∗ν =
∫
Y
g df∗(h+  µ)−
∫
Y
g df∗(h−  µ)
=
∫
X
g ◦ f d(h+  µ)−
∫
X
g ◦ f d(h−  µ) =
∫
X
g ◦ f dν.
In the following example, we show some assertions using the push forward measure and
the existence of some integrals with respect to it.
2.31 Example. Let (X,A, µ) be a measure space, (Y,B) a measurable space with X ⊆ Rn
and Y ⊆ Rm for m,n > 0 and a Radon measure µ. Further, let f : X → Y be an A − B-
measurable function.
(a) If µ additionally has compact support and f is continuous, the push forward f∗µ is also
a measure with compact support.
Proof. If we show that the inclusion
supp(µ∗f) ⊆ f(supp(µ)) (2.14)
is true, we are able to conclude the claimed assertion from the following arguments.
Since f is a continuous function and the measure µ has compact support, the set
f(supp(µ)) is a compact subset of Y . Furthermore, the support of a measure is a closed
set by definition. According to the above inclusion (2.14) the set supp(µ∗f) is a closed
subset of a compact set and thus itself compact. It remains to show inclusion (2.14).
Therefore, we consider the equivalent assertion supp(f∗µ))c ⊇ f(supp(µ))c. This in
turn is equivalent to the validity of the inclusion⋃
i∈I
µ(f−1(Ui)) ⊇ f(supp(µ))c,
where Ui for i ∈ I are all open subsets of Y with µ(f−1(Ui)) = 0 with an index set I. To
show the last claim, let U ⊆ f(supp(µ))c be open. Then, we have U ∩ f(supp(µ)) = ∅
and further f−1(U) ∩ supp(µ) = ∅ which leads to µ(f−1(U)) = 0 by the definition of
the support of a measure since f−1(U) is open as f is continuous. Hence, every open
set U in f(supp(µ))c is contained in
⋃
i∈I u(f
−1(Ui)) and the assertion is proved.
(b) Additionally, let f be proper and g ∈ C∞c (Y ). Then, the integral with respect to the
push forward f∗µ given in Definition 2.29 by∫
Y
g(y) df∗µ(y) =
∫
X
(g ◦ f)(x) dµ(x) =
∫
X
g(f(x)) dµ(x)
exists.
Proof. By assumption, supp(g) is compact and therefore, K := f−1(supp(g)) is also
compact as f is proper. Further, the integrand g ◦ f vanishes if x /∈ K and we obtain∫
X
g(f(x)) dµ(x) =
∫
K
g(f(x)) dµ(x).
Since µ is a Radon measure, the measure of K is finite (see Folgerungen VIII.1.2 b) in
[El11]) and therefore the integral exists, i.e. functions in C∞c (Y ) are integrable with
respect to f∗µ.
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(c) In addition, let f be proper, g ∈ C∞c (Y ) and ν the measure with continuous density
l : X → R with respect to µ, i.e. ν = (f ◦ h) µ. Then, we achieve∫
Y
g(y) df∗(l  µ)(y) =
∫
X
(g ◦ f)(x) d(l  µ)(y) =
∫
X
g(f(x))l(x) dµ(x)
according to Definition 2.30. Since the density l is continuous, the existence of the last
integral follows analogously to part (b).
(d) Further, let the measurable space (Z, C) be given and f be proper. Moreover, let k : X →
Z be continuous, l ∈ C∞c (Y ) and g ∈ C∞(Z). Then, the integral∫
Z
g(z) dk∗((l ◦ f) µ)(z)
exists.
Proof. By Definition 2.30, we obtain∫
Z
g(z) dk∗((l ◦ f) µ)(z) =
∫
X
(g ◦ k)(x) d((l ◦ f) µ)(x) =
∫
X
g(k(x))l(f(x)) dµ(x).
Moreover, the set K := f−1(supp(l)) is compact since supp(l) is compact and f is
proper. Using this and the fact that g ◦ k is continuous, we argue as in part (b) to show
the existence of the integral.
The subsequent definition follows [Quin80] with the difference that in our case we do
not assume piX to be proper but piY . As the definitions for the generalised Radon transform
and its dual are analogue to each other, we interchange the mapping properties of both in
the following.
But before we formulate the definition of the generalised Radon transform, we recall that
a measure µ on amanifold is smooth if µ is absolutely continuous with respect to the Lebesgue
measure and the associated density is a smooth function on each chart of the manifold.
2.32 Definition. Let Assumption 2.27 and Assumption 2.28 be satisfied and µ, νX and νY be
smooth Radon measures with associated positive nowhere zero densities given on Z,X and Y ,
respectively. Additionally, let piY be proper.
The generalised Radon transform R : C∞(X)→ C∞(Y ) is defined by the relation
Rf  νY = piY ∗((f ◦ piX) µ)
for f ∈ C∞(X).
We observe that due to the non-vanishing assumption in Definition 2.32 the measures µ,
νX and νY have compact support if and only if the associated spaces are compact.
By assumption, f ◦ piX is continuous and piY proper. According to Example 2.31 (c), the
push forward of (f ◦ piX) µ with respect to piY is defined and we have∫
Y
g(y) d(Rf  νY )(y) =
∫
Y
g(y) dpiY ∗((f ◦ piX) µ)(y)
=
∫
Z
(g ◦ piY )(z) d((f ◦ piX) µ)(z),
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where all integrals exist.
In addition, f ◦ piX is smooth and so (f ◦ piX) µ is a smooth measure. As piY is a proper
fibre map the measure piY ∗((f ◦piX)µ) is again smooth (see page 333 in [Quin80]). Thus,
also Rf  νY is smooth and with the smoothness of νY we conclude the density Rf to be
smooth.
For the dual Radon transform we formally calculate∫
Y
g(y) d(Rf  νY )(y) =
∫
Y
g(y) dpiY ∗((f ◦ piX) µ)(y)
=
∫
Z
(g ◦ piY )(z) d((f ◦ piX) µ)(z) =
∫
Z
(f ◦ piX)(z) d((g ◦ piY ) µ)(z)
=
∫
X
f(x) dpiX∗((g ◦ piY ) µ)(x)
for f ∈ C∞(X) and g ∈ C∞c (Y ).
The last calculationmotivates the following definition of the dual generalised Radon trans-
form.
2.33 Definition. Let the assumptions of Definition 2.32 be satisfied. We define the dual gener-
alised Radon transform R∗ : C∞c (Y )→ C∞c (X) to the Radon transform R by
R∗g  νX = piX∗((g ◦ piY ) µ)
for g ∈ C∞c (Y ).
The composition f ◦ piX is continuous and piY proper. By Example 2.31 (d), we obtain∫
X
f(x) d(R∗g  νX)(x) =
∫
X
f(x) dpiX∗((g ◦ piY ) µ)(x)
=
∫
X
(f ◦ piX)(z) d((g ◦ piY ) µ)(z)
and the existence of these integrals. In addition, (g◦piY )µ is a measure of compact support
because piY is proper. By part (a) of Example 2.31 and the continuity of piX , the push forward
piX∗((g ◦ piY )  µ) is a measure of compact support. Thus, the equation defining R∗ yields
that R∗g  νX is also a measure of compact support. Since νX has compact support if and
only ifX is compact (see also the text after Definition 2.32), the support of νX is not compact
in general. Hence, the density R∗g has compact support.
Moreover, (g ◦ piY ) µ is not only of compact support but also smooth because g ◦ piY is
smooth. Since piX is a fibre map, the measure piX∗((g ◦ piY ) µ) is smooth according to the
assertion on page 333 in [Quin80]. Thus, R∗g  νX is a smooth measure and R∗g therefore
a smooth density as νX is smooth.
CHAPTER3
Theoretical results concerning the operator F
Chapter 3 contains all theoretical considerations related to the operator F . First, we show
that F and its dual operator are generalised Radon transforms. For further investigations we
deduce their representations as Fourier integral operators.
Afterwards we compose these two operators which is possible since we introduce a cut-off
function ψ. Then, we analyse the normal operator F ∗ψF , show that F ∗ψF is a pseudodif-
ferential operator and define the reconstruction operator Λ based on F ∗ψF .
In a further step, we calculate the top order symbol of Λ and analyse its behaviour de-
pending on the offset α. Finally, we introduce modified reconstruction operators in order to
obtain reconstructions independent of α and the distance to the surface.
3.1. The operator F – A generalised Radon transform
In this section, we verify that the operator F is a generalised Radon transform in terms of
defining measures as described in Section 2.2. In order to prove this, we have to confirm a
few assumptions.
Before we introduce the setting relevant for our case of application, we show two lemmas
we apply on the following pages a few times. The first one states two equivalent representa-
tions of an open half-ellipsoid.
We recall the set S0 which is an open, bounded and connected subset in R2.
3.1 Lemma. Let (s, t, x) ∈ S0 × (2α,∞)× R3+. Then, the equation
(x1 − s1)2
1
4 t
2 − α2 +
(x2 − s2)2
1
4 t
2
+
x23
1
4 t
2 − α2 = 1
is equivalent to
ϕ(s, x) = |xs(s)− x|+ |x− xr(s)| = t.
Further, for fixed (s, t) ∈ S0 × (2α,∞) we have
{x ∈ R3+ |ϕ(s, x) = t} =
{
x ∈ R3+
∣∣ 4(x1−s1)2
t2−4α2 +
4(x2−s2)2
t2 +
4x23
t2−4α2 = 1
}
.
So, this set yields an open half-ellipsoid with major half-axis 12 t in x2-direction and minor half-
axes
√
1
4 t
2 − α2 in x1- and x3-direction.
Proof. First, we rearrange ϕ(s, x) = |xs(s)− x|+ |x− xr(s)| = t to√
(s1 − x1)2 + (s2 − α− x2)2 + x23 = t−
√
(x1 − s1)2 + (x2 − s2 − α)2 + x23.
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As both sides are positive, we obtain after squaring the equivalent representation
(s2 − α− x2)2 = t2 − 2t
√
(x1 − s1)2 + (x2 − s2 − α)2 + x23 + (x2 − s2 − α)2.
Then, we reorganise these terms such that just the square root remains on the left hand-side
2t
√
(x1 − s1)2 + (x2 − s2 − α)2 + x23 = t2 + 4α(s2 − x2).
Further, we have s2 − t2 < x2 < s2 + t2 for all x2 ∈ R using that t is the travel time. Thus, we
obtain
t2 + 4α(s2 − x2) > t2 − 2αt = t(t− 2α) > 0
since we consider t > 2α. This yields that again both sides are positive. By squaring both we
obtain the equivalent formulation
4(x1 − s1)2 + (4− 16t2 α2)(x2 − s2)2 + 4x23 = t2 − 4α2.
After reformulation we deduce
4(x1 − s1)2
t2 − 4α2 +
4(x2 − s2)2
t2
+
4x23
t2 − 4α2 = 1
or equivalently
(x1 − s1)2
1
4 t
2 − α2 +
(x2 − s2)2
1
4 t
2
+
x23
1
4 t
2 − α2 = 1
where we simply read off the three half-axes.
We consider ϕ(s, z), ∂z1ϕ(s, z) and ∂z2ϕ(s, z) for fixed s ∈ S0 and two different values
for z ∈ R3+. These three identities determine the value of z ∈ R3+ uniquely as we show in
the following lemma. Later on, we take this valuable statement a few times into account. An
analogue result for the two-dimensional case in the full space is shown in [KLQ12].
3.2 Lemma. Let s ∈ S0 be fixed. For all x, y ∈ R3+ which satisfy the following equations
|xs(s)− x|+ |x− xr(s)| = |xs(s)− y|+ |y − xr(s)|, (3.1)
x1 − s1
|xs(s)− x| +
x1 − s1
|x− xr(s)| =
y1 − s1
|xs(s)− y| +
y1 − s1
|y − xr(s)| , (3.2)
x2 − (s2 − α)
|xs(s)− x| +
x2 − (s2 + α)
|x− xr(s)| =
y2 − (s2 − α)
|xs(s)− y| +
y2 − (s2 + α)
|y − xr(s)| (3.3)
we have necessarily x = y.
If we consider x, y in the full space R3 the result of the lemma above changes to x1 = y1,
x2 = y2 and x3 = ±y3. For more details regarding this circumstance, we refer to Remark
3.3.
Proof. For the proof we shift the coordinates of x and y to prolate spheroidal coordinates
which we introduced in Subsection 1.2.1 and which are explicitly given in (1.15). As a con-
sequence, we have
x1 = s1 +
√
1
4 t
2 − α2 sin(φ) cos(θ),
x2 = s2 +
1
2 t cos(φ),
x3 =
√
1
4 t
2 − α2 sin(φ) sin(θ)
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for φ ∈ (0, pi), θ ∈ (0, pi) and t ∈ (2α,∞) since x3 > 0 holds. Analogously, let y be given by
y1 = s1 +
√
1
4 (t
′)2 − α2 sin(φ′) cos(θ′),
y2 = s2 +
1
2 t
′ cos(φ′),
y3 =
√
1
4 (t
′)2 − α2 sin(φ′) sin(θ′)
for φ′ ∈ (0, pi), θ′ ∈ (0, pi) and t′ ∈ (2α,∞).
First, we consider condition (3.1). We calculate
|xs(s)− x| =
√
(s1 − x1)2 + (s2 − α− x2)2 + x23
=
√
( 14 t
2 − α2) sin2(φ) cos2(θ) + (−α− 12 t cos(φ))2 + ( 14 t2 − α2) sin2(φ) sin2(θ)
=
√
( 14 t
2 − α2) sin2(φ) + α2 + αt cos(φ) + 14 t2 cos2(φ)
=
√
1
4 t
2 + α2 cos2(φ) + αt cos(φ) =
√
( 12 t+ α cos(φ))
2 = 12 t+ α cos(φ)
and analogously
|x− xr(s)| =
√
( 12 t− α cos(φ))2 = 12 t− α cos(φ)
using that t > 2α is satisfied. Hence, equation (3.1) is equivalent to
1
2 t+ α cos(φ) +
1
2 t− α cos(φ) = 12 t′ + α cos(φ′) + 12 t′ − α cos(φ′)
which yields t = t′. Inserting this in the last equation (3.3), we deduce
1
2 t cos(φ) + α
1
2 t+ α cos(φ)
+
1
2 t cos(φ)− α
1
2 t− α cos(φ)
=
1
2 t cos(φ
′) + α
1
2 t+ α cos(φ
′)
+
1
2 t cos(φ
′)− α
1
2 t− α cos(φ′)
and obtain the equivalent equation
cos(φ)
1
4 t
2 − α2 cos2(φ) =
cos(φ′)
1
4 t
2 − α2 cos2(φ′) . (3.4)
Now, if the function given by cos(φ) 7→ cos(φ)1
4 t
2−α2 cos2(φ)
is injective, equation (3.4) yields
cos(φ) = cos(φ′). Hence, in order to show injectivity we define
z :=
cos(φ)
1
4 t
2 − α2 cos2(φ)
which yields α2z cos2(φ) + cos(φ)− z 14 t2 = 0 and further cos(φ) = −1±
√
1+α2z2t2
2α2z .
First, we assume that z = cos(φ)1
4 t
2−α2 cos2(φ)
> 0 holds. Since t > 2α is satisfied by as-
sumption, for the denominator 14 t
2 − α2 cos2(φ) > 0 holds. It follows cos(φ) > 0 and so
cos(φ) = −1+
√
1+α2z2t2
2α2z is valid. In case z =
cos(φ)
1
4 t
2−α2 cos2(φ)
< 0 is satisfied, we have cos(φ) < 0
and hence cos(φ) = −1−
√
1+α2z2t2
2α2z . Thus, cos(φ) is uniquely determined by the value of
cos(φ)
1
4 t
2−α2 cos2(φ)
. According to equation (3.4), we conclude cos(φ) = cos(φ′). Since we have
φ, φ′ ∈ (0, pi) by assumption and cos is bijective on (0, pi), it follows φ = φ′ and thus x2 = y2.
Last, we consider the second equation (3.2) and insert both obtained conditions t = t′
and φ = φ′. This yields
cos(θ)
1
2 t+ α cos(φ)
+
cos(θ)
1
2 t− α cos(φ)
=
cos(θ′)
1
2 t+ α cos(φ)
+
cos(θ′)
1
2 t− α cos(φ)
(3.5)
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since
√
1
4 t
2 − α2 sin(φ) > 0 holds as t > 2α and φ > 0 are satisfied by assumption. Further,
(3.5) is equivalent to cos(θ) = cos(θ′). Again using that cos is bijective on (0, pi), we end up
with θ = θ′. Altogether, we showed x1 = y1, x2 = y2 and x3 = y3.
3.3 Remark. If we consider the full space R3, we get the conditions t, t′ > 2α, φ, φ′ ∈ [0, pi)
and θ, θ′ ∈ [0, 2pi) after the shift of coordinates. As before, we obtain t = t′ and φ = φ′.
However, from the last equation we get cos(θ) = cos(θ′) and consider then the two cases
θ = θ′ and θ = −θ′. In the first case, we get sin(θ) = sin(θ′) and so x1 = y1, x2 = y2
and x3 = y3. Considering the second case we have sin(θ) = − sin(θ) which yields x1 = y1,
x2 = y2 and x3 = −y3. Hence, we also obtain the mirror point (x1, x2,−x3)> of (x1, x2, x3)>.
Next, we present the setting we assume to show that F is a generalised Radon transform.
The considered setting has to satisfy the assumptions stated in Assumption 2.27.
3.4 Setting. We set X = R3+ and Y = S0 × (2α,∞). Both are open and connected subsets of
R3 and consequently connected and smooth manifolds of dimension 3. Further, let
Z = {(s, t, x) ∈ S0 × (2α,∞)× R3+ |ϕ(s, x) = t}.
Since
∇xϕ(s, x) =
(
x1−s1
|xs(s)−x| +
x1−s1
|x−xr(s)| ,
x2−s2+α
|xs(s)−x| +
x2−s2−α
|x−xr(s)| ,
x3
|xs(s)−x| +
x3
|x−xr(s)|
)>
does not vanish as x3 > 0 holds, the gradient ∇(s,t,x)(ϕ(s, x) − t) is nowhere zero. This yields
that Z is a submanifold of X × Y with codimension 1 as a level set of the function Φ(s, t, x) =
t− ϕ(s, x) for (s, t, x) ∈ S0 × (2α,∞)× R3+. Moreover, Z is closed as ϕ is continuous.
In the following, we consider piS0×(2α,∞) : Z → S0 × (2α,∞) and piR3+ : Z → R3+ which are
the projections onto the first respectively the second factor of Z.
Z = {(s, t, x) ∈ S0 × (2α,∞)× R3+ |ϕ(s, x) = t}
S0 × (2α,∞) R3+
piS0×(2α,∞) piR3+
Before we define the generalised Radon transform associated with Setting 3.4, we have
to verify that the projections piS0×(2α,∞) and piR3+ are fibre maps. Therefore, we need an
auxiliary function ζ, which we consider in the subsequent lemma.
3.5 Lemma. We define ζ : S0 × (2α,∞)× R2 → R+ ∪ {0} by
ζ(s, t, x1, x2) :=
{
x3, if
4(x1−s1)2
t2−4α2 +
4(x2−s2)2
t2 < 1,
0, if 4(x1−s1)
2
t2−4α2 +
4(x2−s2)2
t2 ≥ 1,
where x3 is given by
x3 =
√
1
4 t
2 − α2 − (x1 − s1)2 − (x2 − s2)2 + 4α
2(x2−s2)2
t2 .
Then, ζ is well defined and continuous.
Especially, in the first case, i.e. if 4(x1−s1)
2
t2−4α2 +
4(x2−s2)2
t2 < 1 is satisfied, ζ yields for given
(s, t, x1, x2) the unique x3 in R+ such that ϕ(s, x) = t is satisfied.
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Before we prove the assertions of this lemma, we describe the function ζ illustrated in
Figure 3.1. For given s ∈ S0, t ∈ (2α,∞) and (x1, x2)> ∈ R2 the function ζ assigns a value
for x3 ∈ R+ ∪ {0}. If there is a value for x3 such that (x1, x2, x3)> ∈ R3+ is an element of the
open half-ellipsoid given by ϕ(s, x) = t, the function ζ maps (s, t, x1, x2) to it. Otherwise ζ
maps (s, t, x1, x2) to zero.
−5
0
5 −5
0
5
0
2
4
x2
x1
ζ((0, 0), 10, x1, x2)
Figure 3.1: An illustration of the function ζ defined in Lemma 3.5 for α = 3, s = (0, 0) and
t = 10.
In other words, to an open half-ellipsoid given by s ∈ S0 and t ∈ (2α,∞) we take a point
(x1, x2)
> ∈ R2. If this point extended to (x1, x2, 0)>, is an element of the interior of the
ellipse determined by the open half-ellipsoid in the x1-x2-plane, we project this point onto
the open half-ellipsoid. This means, that we assign to x1 and x2 the x3-value such that x
satisfies ϕ(s, x) = t. This value is unique since we consider the half-space, i.e. x3 > 0 holds.
If the point (x1, x2, 0)> is outside or on the boundary of the ellipse in the x1-x2-plane, the
function ζ assigns the value zero to x1 and x2 as third component in R3+ ∪ {y ∈ R3 | y3 = 0}.
So, for fixed (s, t) ∈ S0 × (2α,∞) applying ζ on (x1, x2)> ∈ R2 yields an open half-
ellipsoid with foci on the x1-x2-plane given by (s1, s2−α, 0)> and (s1, s2 +α, 0)> and travel
time t continued by zero on the x1-x2-plane.
We note that the assigned x3 in R+ is unique as we do not allow negative values for x3.
Hence, in the full space setting there is no possibility to get a unique value in this way.
Proof of Lemma 3.5. First, we show that ζ is well defined. We consider the set
A :=
{
(s, t, x1, x2) ∈ S0 × (2α,∞)× R2
∣∣ 4(x1−s1)2
t2−4α2 +
4(x2−s2)2
t2 < 1
}
.
Let (s, t, x1, x2) be in A. The inequality
4(x1−s1)2
t2−4α2 +
4(x2−s2)2
t2 < 1
is equivalent to
1
4 t
2 − α2 − (x1 − s1)2 − (x2 − s2)2 + 4α
2(x2−s2)2
t2 > 0
and so the square root which determines x3 is well defined and thus ζ.
Next, we prove the continuity of ζ. On the set A the function ζ is continuous as composi-
tion of continuous functions and on{
(s, t, x1, x2) ∈ S0 × (2α,∞)× R2
∣∣ 4(x1−s1)2
t2−4α2 +
4(x2−s2)2
t2 > 1
}
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as a constant function. Moreover, the equation
4(x1−s1)2
t2−4α2 +
4(x2−s2)2
t2 = 1
has the equivalent reformulation
1
4 t
2 − α2 − (x1 − s1)2 − (x2 − s2)2 + 4α
2(x2−s2)2
t2 = 0.
Using the representation of x3 given in the lemma, we deduce x3 = 0 = ζ(s, t, x1, x2) for
(s, t, x1, x2) on the boundary ∂A of A. Thus, ζ is continuous.
For the proof of the last assertion we use the other representation of an open half-ellipsoid.
According to Lemma 3.1, the condition ϕ(s, x) = t is equivalent to
4(x1 − s1)2
t2 − 4α2 +
4(x2 − s2)2
t2
+
4x23
t2 − 4α2 = 1.
If we solve this equation for x23, we end up with
x23 =
1
4 t
2 − α2 − (x1 − s1)2 − (x2 − s2)2 + 4α
2(x2−s2)2
t2 .
Further, we choose the positive solution of the quadratic equation given by
x3 =
√
1
4 t
2 − α2 − (x1 − s1)2 − (x2 − s2)2 + 4α
2(x2−s2)2
t2
as we assume x3 > 0. This is exactly the representation of x3 stated in the lemma. Thus,
for given (s, t, x1, x2) ∈ A we get a unique x3 > 0 such that (x1, x2, x3)> is part of the
open half-ellipsoid with the two foci (s1, s2 − α, 0)> and (s1, s2 + α, 0)>, i.e. ϕ(s, x) = t is
satisfied.
Using the function ζ defined in the last lemma, we are able to prove the first essential
assumption to define a generalised Radon transform.
3.6 Lemma. The two projections
piS0×(2α,∞) : {(s, t, x) ∈ S0 × (2α,∞)× R3+ |ϕ(s, x) = t} → S0 × (2α,∞)
and
piR3+ : {(s, t, x) ∈ S0 × (2α,∞)× R3+ |ϕ(s, x) = t} → R3+
are fibre maps with connected fibres R2 and S0, respectively.
Proof. First, we consider the projection piS0×(2α,∞). In order to show that piS0×(2α,∞) is sur-
jective, let (s, t) = (s1, s2, t) ∈ S0 × (2α,∞) be arbitrary. By choosing x1 = s1, x2 = s2 and
x3 =
√
t2
4 − α2, we have x ∈ R3+ as t > 2α holds. Moreover, we obtain
ϕ(s, x) = |xs(s)− x|+ |x− xr(s)| =
√
α2 + 14 t
2 − α2 +
√
α2 + 14 t
2 − α2 = t.
Thus, piS0×(2α,∞) is surjective.
Further, let (p, q) ∈ S0 × (2α,∞) and we choose U to be U = S0 × (2α,∞). Then, U
is an open neighbourhood of (p, q). We define Ψ: pi−1S0×(2α,∞)(U) → U × R2 by (s, t, x) 7→
(s, t, x1, x2) and Ψ−1 : U ×R2 → pi−1S0×(2α,∞)(U) by (s, t, x1, x2) 7→ (s, t, x1, x2, ζ(s, t, x1, x2)),
where ζ : S0× (2α,∞)×R2 → R+ ∪ {0} is defined in Lemma 3.5. We show, that Ψ and Ψ−1
define a homeomorphism in such a way that the following diagram commutes
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pi−1S0×(2α,∞)(U) U × R2
U
piS0×(2α,∞)
Ψ
Π
where Π is the natural projection onto the first factor (see Definition 2.25).
But before we prove this, we determine the preimage of U under pi−1S0×(2α,∞) by
pi−1S0×(2α,∞)(U) = {(s, t, x) ∈ U × R3+ |piS0×(2α,∞)(s, t, x) = (s, t)}
= {(s, t, x) ∈ U × R3+ |ϕ(s, x) = t}.
First, we show that Ψ is bijective and Ψ−1 is the corresponding inverse. Hence, let
(s, t, x) ∈ pi−1S0×(2α,∞)(U). Then, we have (s, t, x) ∈ U × R3+ such that ϕ(s, x) = t is ful-
filled. Further, we get
(Ψ−1 ◦Ψ)(s, t, x) = Ψ−1(s, t, x1, x2) = (s, t, x1, x2, ζ(s, t, x1, x2)) = (s, t, x),
where we explain the last step in the following. The given condition ϕ(s, x) = t is equivalent
to
4(x1−s1)2
t2−4α2 +
4(x2−s2)2
t2 +
4x23
t2−4α2 = 1
by Lemma 3.1. As a consequence, (s, t, x1, x2) satisfies
4(x1−s1)2
t2 +
4(x2−s2)2
t2−4α2 < 1 since x3
is strictly positive by assumption. Thus, according to Lemma 3.5 the function ζ yields the
unique x3 corresponding to (s, t, x1, x2) such that ϕ(s, x) = t is satisfied and we obtain the
claimed equality.
For the reversed composition let (s, t, x1, x2) ∈ U × R2 be given. We have
(Ψ ◦Ψ−1)(s, t, x1, x2) = Ψ(s, t, x1, x2, ζ(s, t, x1, x2)) = (s, t, x1, x2).
Hence, Ψ−1 is the inverse to Ψ and so Ψ is bijective.
Moreover, as a projection Ψ is continuous. By Lemma 3.5 the function ζ is continuous and
thus the inverse Ψ−1. All in all, Ψ is a homeomorphism and piS0×(2α,∞) a fibre map with the
connected set R2 as fibre.
Now, we consider the second projection piR3+ . Therefore, let x = (x1, x2, x2)
> be given.
For arbitrary s ∈ S0 we achieve
t = ϕ(s, x) >
√
(s1 − x1)2 + (s2 − α− x2)2 +
√
(x1 − s1)2 + (x2 − (s2 + α))2
≥
√
(s2 − α− x2)2 +
√
(x2 − s2 − α)2 = |s2 − α− x2|+ |x2 − s2 − α|
≥ |s2 − α− x2 + x2 − s2 − α| = 2α
using once again that we assume x3 > 0. Hence, given x = (x1, x2, x2)> we find t ∈ (2α,∞)
for arbitrary s1 and s2. Thus, piR3+ is surjective.
For the proof concerning the commutative diagram let p ∈ R3+ be given and we choose U
to be U = R3+, which is an open neighbourhood of p. We define Φ: pi
−1
R3+
(U) → U × S0 by
(s, t, x) 7→ (x, s) and Φ−1 : U ×S0 → pi−1R3+(U) by (x, s) 7→ (s, ϕ(s, x), x). Using these maps we
claim that the following diagram commutes
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pi−1R3+
(U) U × S0
U
piR3
+
Φ
Π
where Π projects again onto the first factor.
Again, we reformulate the preimage pi−1R3+
(U) of U before we prove the assertion. We
observe
pi−1R3+
(U) = {(s, t, x) ∈ S0 × (2α,∞)× U | piR3+(s, t, x) = x}
= {(s, t, x) ∈ S0 × (2α,∞)× U |ϕ(s, x) = t}.
Now, let (s, t, x) be in pi−1R3+
(U). Then, it follows
(Φ−1 ◦ Φ)(s, t, x) = Φ−1(x, s) = (s, ϕ(s, x), x) = (s, t, x)
since (s, t, x) is an element of pi−1R3+
(U) by assumption. Further for (x, s) ∈ U × S0 we have
(Φ ◦ Φ−1)(x, s) = Φ(s, ϕ(s, x), x) = (x, s).
Hence, Φ is bijective with inverse Φ−1.
The maps Φ and Φ−1 are continuous since projections are continuous and ϕ is continuous.
Thus, Φ is a homeomorphism and so the projection piR3+ a fibre map with fibre S0, a connected
set by assumption.
In the next lemma, we consider the two sets we obtain fromZ = {(s, t, x) ∈ S0×(2α,∞)×
R3+ |ϕ(s, x) = t} by firstly fixing (s, t) ∈ S0 × (2α,∞) and secondly fixing x ∈ R3+.
3.7 Lemma. We consider the two sets
E(s, t) = {x ∈ R3+ | ϕ(s, x) = t}
for given (s, t) ∈ S0 × (2α,∞) and
E˜(x) = {(s, t) ∈ S0 × (2α,∞) |ϕ(s, x) = t}
for given x ∈ R3+.
Then, the set E(s, t) determines (s, t) ∈ S0 × (2α,∞) uniquely and the set E˜(x) determines
x ∈ R3+ uniquely. So, E(s, t) = E(u, v) is satisfied if and only if (s, t) = (u, v) is satisfied.
Further, E˜(x) = E˜(x) holds if and only if x = x is valid.
For fixed (s, t) ∈ S0 × (2α,∞) the set E(s, t) describes the open half-ellipsoid with the
two foci xs(s) = (x1, x2 − α, 0)> and xr(s) = (x1, x2 + α, 0)> and travel time t. So, by the
lemma above knowing the open half-ellipsoid, we get the two foci and the associated travel
time of it.
Conversely, the set E˜(x) for fixed x ∈ R3+ contains pairs of foci determined by an element
of S0 and travel times t in (2α,∞) going through x. Thus, a point x ∈ R3+ is uniquely
determined by the open half-ellipsoids containing this point.
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Proof. We start with the set E(s, t) for fixed (s, t) ∈ S0 × (2α,∞) and show that we are able
to determine (s, t) uniquely. The closure of E(s, t) is given by
E(s, t) = {x = (x1, x2, x3) ∈ R× R× (R+ ∪ {0}) |ϕ(s, x) = t}.
This set is compact and thus the following extrema exist
x1 : = max{x1 | (x1, x2, x3)> ∈ E(s, t)} and x1 : = min{x1 | (x1, x2, x3)> ∈ E(s, t)},
x2 : = max{x2 | (x1, x2, x3)> ∈ E(s, t)} and x2 : = min{x2 | (x1, x2, x3)> ∈ E(s, t)},
x3 : = max{x3 | (x1, x2, x3)> ∈ E(s, t)}.
Since we maximise respectively minimise over the closed half-ellipsoid, these extrema are
unique. Now, we set s1 := 12 (x1 + x1), s2 :=
1
2 (x2 + x2) and determine the travel time t by
calculating t = ϕ(s, x̂) with x̂ = (s1, s2, x3)>. This point is an element of E(s, t), the deepest
one. Hence, we get (s, t) uniquely in the above way. Clearly, we get E(s, t) = E(u, v) for
(s, t) = (u, v).
For the proof of the second assertion we assume E˜(x) = E˜(y) for x, y ∈ R3+. This means
that x is an element of every open half-ellipsoid which contains y and the other way round.
Thus, we get
ϕ(s, x) = ϕ(s, y) (3.6)
for all s ∈ S0. Now, let s = (s1, s2) ∈ S0 be fixed. As the set S0 is open by assumption, there
exists ε > 0 such that (s1 + h, s2) ∈ S0 and (s1, s2 + h) ∈ S0 for all h > 0 with |h| < ε. By
(3.6) we obtain
ϕ(s, x) = ϕ(s, y), (3.7)
ϕ((s1 + h, s2), x) = ϕ((s1 + h, s2), y),
ϕ((s1, s2 + h), x) = ϕ((s1, s2 + h), y)
for all h > 0 with |h| < ε. These identities yield
ϕ((s1 + h, s2), x)− ϕ((s1, s2), x)
h
=
ϕ((s1 + h, s2), y)− ϕ((s1, s2), y)
h
and
ϕ((s1, s2 + h), x)− ϕ((s1, s2), x)
h
=
ϕ((s1, s2 + h), y)− ϕ((s1, s2), y)
h
for all h > 0 with |h| < ε. By taking the limit h→ 0 we achieve
∂s1ϕ(s, x) = ∂s1ϕ(s, y)
and
∂s2ϕ(s, x) = ∂s2ϕ(s, y).
Together with (3.7) we get the following three equations
|xs(s)− x|+ |x− xr(s)| = |xs(s)− y|+ |y − xr(s)|,
x1 − s1
|xs(s)− x| +
x1 − s1
|x− xr(s)| =
y1 − s1
|xs(s)− y| +
y1 − s1
|y − xr(s)| ,
x2 − (s2 − α)
|xs(s)− x| +
x2 − (s2 + α)
|x− xr(s)| =
y2 − (s2 − α)
|xs(s)− y| +
y2 − (s2 + α)
|y − xr(s)| .
By Lemma 3.2, we obtain x = y, so one direction is proved. For the other, we assume x = y.
This yields obviously E˜(x) = E˜(y). Hence, the proof is finished.
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According to Setting 3.4, Lemma 3.6 and Lemma 3.7 the choices we made in Setting 3.4
in order to define a generalised Radon transform by defining measures satisfy Assumption
2.27 and Assumption 2.28. But before we are able to define the related generalised Radon
transforms, we have to verify one last assumption. This is, piS0×(2α,∞) has to be proper. We
show this in the following Lemma.
3.8 Lemma. The projection piS0×(2α,∞) : Z = {(s, t, x) ∈ S0 × (2α,∞)× R3+ |ϕ(s, x) = t} →
S0 × (2α,∞) is proper.
Proof. Let a, b ∈ (2α,∞) be arbitrary with a < b and K be an arbitrary compact subset of
S0. Then, K × [a, b] is compact subset of S0 × (2α,∞).
First, we show that
pi−1S0×(2α,∞)(K × [a, b]) = {(s, t, x) ∈ K × [a, b]× R3+ |ϕ(s, x) = t}
is bounded. As t ∈ [a, b], we get
b ≥ t = ϕ(s, x) = |xs(s)− x|+ |x− xr(s)| ≥ |x− xs(s)|
and further
b ≥ |x| − |xs(s)|.
Consequently, we have
|x| ≤ b+ |(s1, s2 − α, 0)>|.
Thus, all x ∈ R3+ such that (s, t, x) ∈ pi−1S0×(2α,∞)(K × [a, b]) holds are bounded as s =
(s1, s2) ∈ K is satisfied. As a consequence, pi−1S0×(2α,∞)(K × [a, b]) is bounded.
Further, the set pi−1S0×(2α,∞)(K × [a, b]) is closed as preimage of the closed set K × [a, b]
under the continuous map piS0×(2α,∞).
Altogether, pi−1S0×(2α,∞)(K× [a, b]) is compact as bounded and closed subset of R6 and thus
pi−1S0×(2α,∞) is proper.
Except for the defining measures we have everything needed to define the generalised
Radon transform in the considered setting. Before we state these, we look closely at one of
the measures we choose.
3.9 Remark. By λx, λs and λt we denote the Lebesgue measures on R3+, S0 and (2α,∞),
respectively. Therewith, we define themeasure µ onZ by µ = δ(t−ϕ(s, x))A(s, x)λs⊗λt⊗λx,
where A is given by A(s, x) = 1|xs(s)−x||x−xr(s)| for s ∈ S0 and x ∈ R3+ according to definition
(1.11).
For fixed (s, t) ∈ S0×(2α,∞) we have µ(s, t) = δ(t−ϕ(s, x))A(s, x)λx, which is a measure
on R3+ supported on the set E(s, t), i.e. on the open half-ellipsoid determined by s and t. In
Subsection 1.2.2 we analysed how µ(s, t) acts on C∞c (R3+) for fixed (s, t) ∈ S0× (2α,∞). We
have
µ(s, t)(f) =
∫
R3+
f(x)A(s, x)δ(t− ϕ(s, x)) dx = 1
2
∫ pi
0
∫ pi
0
f(x(s, t, φ, θ)) sin(φ) dφdθ
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for f ∈ C∞c (R3+). We deduce
µ(f) =
∫
S0
∫ ∞
2α
∫
R3+
f(x)A(s, x)δ(t− ϕ(s, x)) dx dtds
=
1
2
∫
S0
∫ ∞
2α
∫ pi
0
∫ pi
0
f(x(s, t, φ, θ)) sin(φ) dφdθ dtds (3.8)
for f ∈ C∞c (R3+). Thus, the measure µ acts on C∞c (R3+) via identity (3.8). Its density given
by φ 7→ 12 sin(φ) for φ ∈ (0, pi) is smooth. In this sense µ is a smooth measure on Z.
3.10 Definition. By Lemma 3.6 and Lemma 3.7 the Setting 3.4 satisfies Assumption 2.27 and
Assumption 2.28. Moreover, the projection piS0×(2α,∞) is proper according to Lemma 3.8
We choose νX = λx, νY = λs ⊗ λt and µ = δ(t − ϕ(s, x))A(s, x)λs ⊗ λt ⊗ λx as smooth
Radon measures on X,Y and Z (see Remark 3.9).
Then, by Definition 2.32 the corresponding generalised Radon transform F : C∞(R3+) →
C∞(S0 × (2α,∞)) is given by the relation
Ff  λs ⊗ λt = piS0×(2α,∞)∗((f ◦ piR3+) µ).
After a calculation we obtain the following representation
Ff(s, t) =
∫
R3+
f(x)δ(t− ϕ(s, x))A(s, x) dx
for F (see below this definition). Here, and in the following we write dx, ds and dt for integrating
with respect to λx, λs and λt, respectively. Since ϕ(s, x) = t with (s, t, x) ∈ S0 × (2α,∞)×R3+
describes an open half-ellipsoid (see Lemma 3.1), F is often called the elliptic generalised Radon
transform.
In order to get the above representation of F let f ∈ C∞c (R3+) and g ∈ C∞(S0× (2α,∞))
be given. Then, we have∫
S0×(2α,∞)
g(s, t) d(Ff  λsλt)(s, t)
=
∫
S0×(2α,∞)
g(s, t) dpiS0×(2α,∞)∗((f ◦ piR3+) µ)(s, t)
=
∫
Z
(g ◦ piS0×(2α,∞))(s, t, x) d((f ◦ piR3+) µ)(s, t, x)
=
∫
Z
(g ◦ piS0×(2α,∞))(s, t, x)(f ◦ piR3+)(s, t, x) dµ(s, t, x)
=
∫
S0×(2α,∞)×R3+
g(s, t)f(x)δ(t− ϕ(s, x))A(s, x) d(s, t, x)
=
∫
S0×(2α,∞)
g(s, t)
∫
R3+
f(x)δ(t− ϕ(s, x))A(s, x) dx d(s, t).
3.11 Definition. As mentioned in Definition 3.10 the assumptions we need to apply Definition
2.32 and thus Definition 2.33 are satisfied. With the same measures as in Definition 3.10 we
define the corresponding dual generalised Radon transform F ∗ : C∞c (S0× (2α,∞))→ C∞c (R3+)
by the relation
F ∗g  λx = piR3+∗((g ◦ piS0×(2α,∞)) µ)
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according to Definition 2.33. Again, a calculation (see below this definition) yields
F ∗g(x) =
∫
S0×(2α,∞)
g(s, t)δ(t− ϕ(s, x))A(s, x) d(s, t) =
∫
S0
g(s, ϕ(s, x))A(s, x) ds.
For the calculation of the representation of F ∗ let f ∈ C∞c (R3+) and g ∈ C∞(S0×(2α,∞))
be given. We obtain∫
R3+
f(x) d(F ∗g  λx)(x) =
∫
R3+
f(x) dpiR3+∗((g ◦ piS0×(2α,∞)) µ)(x)
=
∫
Z
(f ◦ piR3+)(s, t, x) d((g ◦ piS0×(2α,∞)) µ)(s, t, x)
=
∫
Z
(f ◦ piR3+)(s, t, x)(g ◦ piS0×(2α,∞))(s, t, x) dµ(s, t, x)
=
∫
S0×(2α,∞)×R3+
f(x)g(s, t)δ(t− ϕ(s, x))A(s, x) d(s, t, x)
=
∫
R3+
f(x)
∫
S0×(2α,∞)
g(s, t)δ(t− ϕ(s, x))A(s, x) d(s, t) dx.
In Subsection 3.2.1 we confirm that F ∗ is the dual operator to F from another point of
view.
3.2. Properties of F
In Chapter 1 we obtained the equation
Fn = y
for the quantity n we are interested in with the measured data y. Since there is no inversion
formula for F known, we are not able to solve this equation directly for n. In our application,
we do not need the exact values of n. It is sufficient if we know where the jumps of n appear
since these describe the material changes below the surface. In this way, we are able to locate
different materials (see also Introduction and Chapter 1).
In order to obtain information about the singularities, we aim to apply a reconstruction
algorithm. For this purpose, we choose a suitable reconstruction operator Λ which is defined
by Λ := F˜F where F˜ has to be chosen later on.
At this point, the microlocal analysis comes into play. With the help of the results available
in this theory we are able to predict which singularities are reconstructed or not and which
are added by the reconstruction operator Λ. Knowing this, we draw conclusions on n by
knowing Λn.
In short, this means we have to find an operator Λ which preserves the singularities of n
and does not add any. Also, the strength of the singularities should ideally increase and not
decrease.
In Chapter 2 we have seen that elliptic pseudodifferential operators preserve the wave
front set and in particular, the singularities. Further, there is a result on page 371 in [GS77]
that the normal operator R∗R for a generalised Radon transform R is an elliptic pseudod-
ifferential operator if an additional condition, the Bolker condition, holds. Moreover, the
composition R∗R has to be well defined. Since we verified in Section 3.1 that F is a gener-
alised Radon transform, we start analysing the the normal operator of F .
However, before we go on with the normal operator of F , we verify that F and its dual
F ∗ are Fourier integral operators. We will benefit from this knowledge later on when we
consider the normal operator of F .
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3.2.1. F as Fourier integral operator
In Section 3.1 we defined the elliptic Radon transform F : C∞(R3+) → C∞(S0 × (2α,∞))
and its dual F ∗ : C∞c (S0 × (2α,∞))→ C∞c (R3+). As we are interested in quantities n which
are non-smooth, we continue the operator F|
C∞c (R3+)
to the set of distributions with compact
support denoted by E ′(R3+). For this reason, we take advantage of the fact that F and F ∗ are
Fourier integral operators. By page 371 in [GS77] the operators F as well as F ∗ are Fourier
integral operators of order −1 since they are generalised Radon transforms. Nevertheless,
we need the representations of both later on. In order to get these, we reformulate both
operators and verify that the obtained representations satisfy the assumptions for a Fourier
integral operator. For f ∈ C∞c (R3+) we obtain
Ff(s, t) =
∫
R3+
f(x)δ(t− ϕ(s, x))A(s, x) dx
=
∫
R3+
f(x)A(s, x)F−1t (Ft(t 7→ δ(t− ϕ(s, x)))) dx
=
∫
R3+
f(x)A(s, x)F−1t (t 7→ 1√2pi e
−iϕ(s,x)t) dx
=
1
2pi
∫
R3+
∫
R
f(x)A(s, x)eiω(t−ϕ(s,x)) dω dx
=
1
2pi
∫
R
∫
R3+
f(x)A(s, x)eiω(t−ϕ(s,x)) dx dω (3.9)
for (s, t) ∈ S0×(2α,∞). Here, Ft denotes the one dimensional Fourier transformwith respect
to t and F−1t its inverse. We note that Ft is invertible on L2, on the Schwartz space and on
its dual, the space of tempered distributions.
First, we verify that p : S0× (2α,∞)×R3+×R→ R defined by p(s, t, x, ω) := 12piA(s, x) =
1
2pi
1
|xs(s)−x|
1
|x−xr(s)| is a symbol of order 0. Since for all s ∈ S0 the points xs(s) and xr(s)
are no elements of R3+, we have p ∈ C∞(S0 × (2α,∞)× R3+ × R). The function p is positive
homogeneous of degree 0 and so, according to Lemma 2.2, p is a symbol of order 0. Further,
we define φ : S0 × (2α,∞) × R3+ × R\{0} → R by φ(s, t, x, ω) := ω(t − ϕ(s, x)). Then,
φ ∈ C∞(S0 × (2α,∞)× R3+ × R\{0}) is satisfied as ϕ is in C∞(S0 × R3+) and we get
φ(s, t, x, λω) = λω(t− ϕ(s, x)) = λφ(s, t, x, ω)
for λ > 0 and (s, t, x, ω) ∈ S0 × (2α,∞)×R3+ ×R\{0}. Hence, φ is positive homogeneous of
degree 1 in the last variable. Further, we have
∇(s,t)φ(s, t, x, ω) =
(
ω
(
x1−s1
|xs(s)−x| +
x1−s1
|x−xr(s)| ,
x2−(s2−α)
|xs(s)−x| +
x2−(s2+α)
|x−xr(s)|
)
, ω
)>
,
∇xφ(s, t, x, ω) = −ω
(
x1−s1
|xs(s)−x| +
x1−s1
|x−xr(s)| ,
x2−(s2−α)
|xs(s)−x| +
x2−(s2+α)
|x−xr(s)| ,
x3
|xs(s)−x| +
x3
|x−xr(s)|
)>
= −ω∇xϕ(s, x),
∂ωφ(s, t, x, ω) = t−
(|xs(s)− x|+ |x− xr(s)|) = t− ϕ(s, x).
(3.10)
Since x3 > 0 is satisfied, the gradients ∇(s,t)φ and ∇xφ are nowhere zero on S0 × (2α,∞)×
R3+×R\{0}. For this reason, (∇(s,t)φ, ∂ωφ) and (∇xφ, ∂ωφ) do not vanish on S0× (2α,∞)×
R3+ × R\{0}. Hence, φ is a phase function.
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Next, we consider the matrix given by
(
∂(s,t)∂ωφ(s, t, x, ω) ∂x∂ωφ(s, t, x, ω) ∂
2
ωφ(s, t, x, ω)
)
.
Again, the derivatives ∂x∂ωφ(s, t, x, ω) = −∂xϕ(s, x) do not vanish for (s, t, x, ω) ∈ S0 ×
(2α,∞) × R3+ × R\{0} because x3 is strictly positive. Thus, the rank of the matrix above is
1 and the phase function φ is non-degenerate. With the formula for the order k of a Fourier
integral operator we obtain k = 0 − ( 3+34 − 12 ) = −1 for the order of F . Altogether, the
above expression for F satisfies the assumption on a Fourier integral operator of order −1.
Analogously, we have
F ∗g(x) =
∫
S0×(2α,∞)
g(s, t)δ(t− ϕ(s, x))A(s, x) d(s, t)
=
∫
S0×(2α,∞)
g(s, t)A(s, x)F−1t (Ft(t 7→ δ(t− ϕ(s, x)))) d(s, t)
=
∫
S0×(2α,∞)
g(s, t)A(s, x)F−1t (t 7→ 1√2pi e
−iϕ(s,x)t) d(s, t)
=
1
2pi
∫
S0×(2α,∞)
∫
R
g(s, t)A(s, x)eiω(t−ϕ(s,x)) dω d(s, t)
=
1
2pi
∫
R
∫
S0×(2α,∞)
g(s, t)A(s, x)eiω(t−ϕ(s,x)) d(s, t) dω (3.11)
for g ∈ C∞c (S0 × (2α,∞)) and x ∈ R3+.
With the functions p∗(x, s, t, ω) = 12piA(s, x) = p(s, t, x, ω) and analogously φ
∗(x, s, t, ω) =
ω(t−ϕ(s, x)) = φ(s, t, x, ω)we also have a representation for F ∗ as a Fourier integral operator
of order −1, which confirms that it is the dual operator to F .
By the above observations, F |C∞c (R3+) : C∞c (R3+)→ C∞(S0 × (2α,∞)) and F ∗ : C∞c (S0 ×
(2α,∞))→ C∞c (R3+) are Fourier integral operators. Thus, there exist the continuous exten-
sions F : E ′(R3+)→ D′(S0 × (2α,∞)) and F ∗ : E ′(S0 × (2α,∞))→ D′(R3+).
In Section 2.1 we have seen that there are two sets, the canonical relation C and the set
Σφ, related to a Fourier integral operator. We need these later on to describe the microlocal
behaviour of a composed operator consisting of F and its dual F ∗. As a preparation we
calculate both sets for F and F ∗ in the following.
With the identities in (3.10) we obtain the set
Σφ = {(s, t, x, ω) ∈ S0 × (2α,∞)× R3+ × R \ {0} |ϕ(s, x) = t}
and the canonical relation C ⊆ ((S0 × (2α,∞))× R3\{0})× (R3+ × R3\{0}), which is given
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by
C = {(s, t,∇(s,t)φ(s, t, x, ω);x,−∇xφ(s, t, x, ω)) | (s, t, x, ω) ∈ Σφ}
= {(s, t, (−ω∇sϕ(s, x), ω)>;x, ω∇xϕ(s, x)) |ϕ(s, x) = t, ω 6= 0}
=
{(
s, t,
(
ω
(
x1−s1
|xs(s)−x| +
x1−s1
|x−xr(s)|
)
, ω
(
x2−(s2−α)
|xs(s)−x| +
x2−(s2+α)
|x−xr(s)|
)
, ω
)>
;x,(
ω
(
x1−s1
|xs(s)−x| +
x1−s1
|x−xr(s)|
)
, ω
(
x2−(s2−α)
|xs(s)−x| +
x2−(s2+α)
|x−xr(s)|
)
, ω
(
x3
|xs(s)−x| +
x3
|x−xr(s)|
))>)
∣∣∣ |xs(s)− x|+ |x− xr(s)| = t, ω 6= 0}
=
{(
s, ϕ(s, x),
(
ω
(
x1−s1
|xs(s)−x| +
x1−s1
|x−xr(s)|
)
, ω
(
x2−(s2−α)
|xs(s)−x| +
x2−(s2+α)
|x−xr(s)|
)
, ω
)>
;x,(
ω
(
x1−s1
|xs(s)−x| +
x1−s1
|x−xr(s)|
)
, ω
(
x2−(s2−α)
|xs(s)−x| +
x2−(s2+α)
|x−xr(s)|
)
, ω
(
x3
|xs(s)−x| +
x3
|x−xr(s)|
))>)
∣∣∣ω 6= 0}.
(3.12)
For the canonical relation of the dual F ∗ we further get
C> ={(x,−∇xφ(s, t, x, ω); s, t,∇(s,t)φ(s, t, x, ω)) |ϕ(s, x) = t, ω 6= 0}
=
{(
x,
(
ω
(
x1−s1
|xs(s)−x| +
x1−s1
|x−xr(s)|
)
, ω
(
x2−s2+α
|xs(s)−x| +
x2−s2+α
|x−xr(s)|
)
, ω
(
x3
|xs(s)−x| +
x3
|x−xr(s)|
))>
;
s, t,
(
ω
(
x1−s1
|xs(s)−x| +
x1−s1
|x−xr(s)|
)
, ω
(
x2−s2+α
|xs(s)−x| +
x2−s2+α
|x−xr(s)|
)
, ω
)>)
∣∣∣ |xs(s)− x|+ |x− xr(s)| = t, ω 6= 0}
(3.13)
following the definition in identity (2.6).
In direct connection with the canonical relation are the two canonical projections illus-
trated in Figure 2.1. In our case these are given by ΠS0×(2α,∞) : C → S0× (2α,∞)×R3\{0}
and ΠR3+ : C → R3+ × R3\{0}, i.e. they project on the first and the second component of the
canonical relation, respectively.
C ⊆ ((S0 × (2α,∞))× R3\{0})× (R3+ × R3\{0})
S0 × (2α,∞)× R3\{0} R3+ × R3\{0}
ΠS0×(2α,∞)
ΠR3
+
3.2.2. The normal operator and its wave front set
In the smooth situation F maps C∞c (R3+) into C∞(S0 × (2α,∞)) but in general the image
does not have compact support. Thus, also in the distributional setting the operator F maps
E ′(R3+) into D′(S0 × (2α,∞)) in place of E ′(S0 × (2α,∞)). For this reason, we are not able
to compose F ∗ with F in general.
However, there is still a way to use the claim that R∗R is an elliptic pseudodifferential
operator according to page 371 in [GS77] for a generalised Radon transformR. We introduce
a cut-off function ψ ∈ C∞c (S0 × (2α,∞)) and have ψF : E ′(R3+)→ E ′(S0 × (2α,∞)). Hence,
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we are able to compose F ∗ : E ′(S0 × (2α,∞)) → D′(R3+) with ψF . This yields an operator
F ∗ψF : E ′(R3+)→ D′(R3+).
In this subsection, we first show that F ∗ψF is a pseudodifferential operator. Afterwards
we analyse the wave front set of F ∗ψF using the representations of the canonical relations
of F and F ∗ we calculated in the last subsection.
3.12 Theorem. The operator F ∗ψF : E ′(R3+) → D′(R3+) is a pseudodifferential operator of
order −2.
Proof. In Subsection 3.2.1 we have seen that the generalised Radon transform F and its
dual F ∗ are Fourier integral operators of order −1. As we have outlined above this theorem
we insert the cut-off function ψ since without it we are not able to compose F ∗ and F .
By the mapping properties of F and F ∗ we obtain F ∗ψF : E ′(R3+) → D′(R3+). Moreover,
the Bolker condition for F is satisfied. This means, that the projection ΠS0×(2α,∞) : C →
S0 × (2α,∞) × R3\{0} from the canonical relation C onto its first three components is an
injective immersion, i.e. ΠS0×(2α,∞) and its derivative are injective. A proof of this is given
in Section 3.2 in [FKNQ16]. Since this condition is fulfilled by F , the operator F ∗ψF is
a pseudodifferential operator of order −2 according to page 371 in [GS77] (see also page
331 and 335 in [Quin80]). We note that the symbol of ψF is given by ψ(s, t)p(s, t, x, ω) for
(s, t, x, ω) ∈ S0 × (2α,∞) × R3+ × R\{0}. Since ψ does not depend on the phase variable
ω, the order and the canonical relation of ψF do not change in comparison to F . For more
details we refer to the proof of Theorem 3.15 below.
The assertion on page 371 in [GS77] is that for a generalised Radon transform R the
operator R∗R is an elliptic pseudodifferential operator. In Theorem 3.12 we applied this
result to show that F ∗ψF is a pseudodifferential operator. However, we do not obtain that
F ∗ψF is an elliptic pseudodifferential operator. The reason for this is the cut-off function
ψ. At points in which the cut-off function ψ vanishes it is not possible to show the estimate
required for ellipticity.
For the proof of the next theorem we need the following lemma. This assertion is already
published as Lemma 3.4 in [GKQR18b]. We include the proof for convenience of the reader.
3.13 Lemma. Let (x, ξ) ∈ R3+ × R3 with ξ3 6= 0. The equation ξ = ω∇xϕ(s, x) determines
uniquely s ∈ R2 and ω ∈ R\{0} depending on x and ξ. Explicitly, we have
w(x, ξ) =
ξ3
x3
(
1
|x−xs(s)| +
1
|x−xr(s)|
)
and s(x, ξ) = (s1(x, ξ), s2(x, ξ)) where
s1(x, ξ) = x1 − ξ1
ξ3
x3,
s2(x, ξ) =
x2 −
1
2
ξ3
ξ2
((
ξ22−ξ21
ξ23
− 1
)
x3 +
√
x23
(
ξ21+ξ
2
2
ξ23
+ 1
)2
+ 4α2
ξ22
ξ23
)
, for ξ2 6= 0,
x2, for ξ2 = 0,
and thus
ω(x, ξ) =
ξ3
x3
√
(x1−s1(x,ξ))2+(x2−(s2(x,ξ)−α))2+x23
√
(x1−s1(x,ξ))2+(x2−(s2(x,ξ)+α))2+x23√
(x1−s1(x,ξ))2+(x2−(s2(x,ξ)−α))2+x23+
√
(x1−s1(x,ξ))2+(x2−(s2(x,ξ)+α))2+x23
.
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Before we prove the lemma, we focus on the representation of s2 depending on (x, ξ) ∈
R3+ × R3 with ξ3 6= 0.
3.14 Remark. Although at first glance it is not clear whether the representation of s2 de-
pending on (x, ξ) ∈ R3+ × R3 with ξ3 6= 0 is continuous, it is even smooth. In order to show
this, we rewrite s2. For (x, ξ) ∈ R3+ × R3 with ξ2 6= 0 and ξ3 6= 0 we have
s2(x, ξ) = x2 − 1
2
ξ3
ξ2
x3
ξ22ξ23 +
(
ξ21
ξ23
+
ξ22
ξ23
+ 1
)2
+ 4α
2
x23
ξ22
ξ23
−
(
ξ21
ξ23
+ 1
)2)
√(
ξ21
ξ23
+
ξ22
ξ23
+ 1
)2
+ 4α
2
x23
ξ32
ξ23
+
(
ξ21
ξ23
+ 1
)

= x2 − 1
2
ξ3
ξ2
x3
ξ22ξ23 +
ξ42
ξ43
+ 2
ξ22
ξ23
(
ξ21
ξ23
+ 1
)
+ 4α
2
x23
ξ22
ξ23√(
ξ21
ξ23
+
ξ22
ξ23
+ 1
)2
+ 4α
2
x23
ξ32
ξ23
+
(
ξ21
ξ23
+ 1
)

= x2 − 1
2
ξ2
ξ3
x3 − x3
1
2
ξ32
ξ33
+ ξ2ξ3
(
ξ21
ξ23
+ 1
)
+ 2α
2
x23
ξ2
ξ3√(
ξ21
ξ23
+
ξ22
ξ23
+ 1
)2
+ 4α
2
x23
ξ22
ξ23
+
(
ξ21
ξ23
+ 1
)
−→ x2 − 0− x3 0 + 0 + 0√(
ξ21
ξ23
+ 0 + 1)2 + 0 +
(
ξ21
ξ23
+ 1
) = x2
for ξ2 → 0. Hence, s2 is continuous in ξ2 = 0. We observe further that this representation of
s2 is smooth on R3+ × R3 with ξ3 6= 0.
Proof of Lemma 3.13. We explicitly solve the equation
ξ = ω∇xϕ(s, x) (3.14)
for s ∈ R2 and ω ∈ R\{0}. With
∇xϕ(s, x) =
(
x1−s1
|xs(s)−x| +
x1−s1
|x−xr(s)| ,
x2−(s2−α)
|xs(s)−x| +
x2−(s2+α)
|x−xr(s)| ,
x3
|xs(s)−x| +
x3
|x−xr(s)|
)>
we obtain the following three equations
ξ1 = ω
(
x1−s1
|xs(s)−x| +
x1−s1
|x−xr(s)|
)
, (3.15)
ξ2 = ω
(
x2−(s2−α)
|xs(s)−x| +
x2−(s2+α)
|x−xr(s)|
)
, (3.16)
ξ3 = ω
(
x3
|xs(s)−x| +
x3
|x−xr(s)|
)
(3.17)
from identity (3.14). Further, we rearrange the last one (3.17) and deduce
ω = ξ3
x3
(
1
|xs(s)−x|+
1
|x−xr(s)|
) = ξ3|xs(s)−x||x−xr(s)|x3(|xs(s)−x|+|x−xr(s)|) . (3.18)
Inserting representation (3.18) in (3.15) yields ξ1 =
ξ3(x1−s1)
x3
and so
s1 = s1(x, ξ) = x1 − ξ1ξ3x3.
Further, we insert (3.18) in (3.16) and have
ξ2 =
ξ3
x3
(x2−(s2−α))|x−xr(s)|+(x2−(s2+α))|xs(s)−x|
|xs(s)−x|+|x−xr(s)| .
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Solving for s2 we obtain
s2 = s2(x, ξ) = x2 − ξ2ξ3x3 − α
|xs(s)−x|−|x−xr(s)|
|xs(s)−x|+|x−xr(s)|
= x2 − ξ2ξ3x3 − α
√
(x1−s1)2+(x2−(s2−α))2+x23−
√
(x1−s1)2+(x2−(s2+α))2+x23√
(x1−s1)2+(x2−(s2−α))2+x23+
√
(x1−s1)2+(x2−(s2+α))2+x23
. (3.19)
Now, we introduce the abbreviations c := x1 − s1 and d := x2 − s2 to simplify the terms
in the following. Using these we reformulate the above identity (3.19) for s2 to
ξ2
ξ3
x3 = g(d)
where g : R→ R is defined by
g(d) = d− α
√
c2+(d+α)2+x23−
√
c2+(d−α)2+x23√
c2+(d+α)2+x23+
√
c2+(d−α)2+x23
=
(d−α)
√
c2+(d+α)2+x23+(d+α)
√
c2+(d−α)2+x23√
c2+(d+α)2+x23+
√
c2+(d−α)2+x23
.
(3.20)
So, if we are able to show that g is invertible, we solve equation (3.20) for d using d = x2−s2
and obtain a representation of s2 in terms of x and ξ.
First, we show that g is injective. Therefore, we consider its derivative given by
g′(d) = 2(c
2+d2+α2+x23)(
√
c2+(d+α)2+x23
√
c2+(d−α)2+x23+c2+d2−α2+x23)√
c2+(d−α)2+x23
√
c2+(d+α)2+x23
(√
c2+(d+α)2+x23+
√
c2+(d−α)2+x23
)2
for d ∈ R and analyse its monotonicity. Since it holds√
c2 + (d+ α)2 + x23
√
c2 + (d− α)2 + x23 + c2 + d2 − α2 + x23
≥
√
(d+ α)2
√
(d− α)2 + c2 + d2 − α2 + x23 = |d2 − α2|+ c2 + d2 − α2 + x23
≥ c2 + x23 ≥ x23 > 0
for d ∈ R, the numerator of g′(d) is greater than zero and so g′(d) > 0 for all d ∈ R. Hence,
g is strictly monotone increasing and therefore injective. For surjectivity we rearrange
g(d) = d− α c2+(d+α)2+x23−(c2+(d−α)2+x23)
(
√
c2+(d+α)2+x23+
√
c2+(d−α)2+x23)2
= d− 4α2d
(
√
c2+(d+α)2+x23+
√
c2+(d−α)2+x23)2
= d
(
1− 2α2
c2+d2+α2+x23+
√
c2+(d+α)2+x23
√
c2+(d−α)2+x23
)
= d
c2+d2−α2+x23+
√
c2+(d+α)2+x23
√
c2+(d−α)2+x23
c2+d2+α2+x23+
√
c2+(d+α)2+x23
√
c2+(d−α)2+x23
(3.21)
for d ∈ R. Hence, we see
lim
d→∞
g(d)
d
= 1 and lim
d→−∞
g(d)
d
= 1
and so g(R) = R. Thus, g is surjective. In order to determine the inverse of g we consider
g(d) = δ for fixed δ ∈ R and search for d. In case of δ = 0 we deduce d = 0 as g(0) = 0 holds.
If we have δ 6= 0, we achieve
d
(
c2 + d2 − α2 + x23 +
√
c2 + (d+ α)2 + x23
√
c2 + (d− α)2 + x23
)
= δ
(
c2 + d2 + α2 + x23 +
√
c2 + (d+ α)2 + x23
√
c2 + (d− α)2 + x23
)
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by using (3.21). This is equivalent to
d(c2 +d2−α2 +x23)−δ(c2 +d2 +α2 +x23) = (δ−d)
√
c2 + (d+ α)2 + x23
√
c2 + (d− α)2 + x23.
Now, we square both sides, rearrange and divide by α and d what leads to
−δd2 + (δ2 − x23 − c2)d+ (α2 + x23 + c2)δ = 0.
We notice that d 6= 0 holds for δ 6= 0 as g(0) = 0 and g is injective. Further, we observe
that we introduced a second solution when we squared both sides. Solving this quadratic
equation and keeping in mind that d and δ have the same signs yields the unique solution
d =
δ2 − x23 − c2 +
√
(δ2 + x23 + c
2)2 + 4α2δ2
2δ
.
So, we find to given δ a unique d such that g(d) = δ and conclude
s2 = s2(x, ξ) = x2 − d(x, ξ) = x2 − g−1( ξ2ξ3x3)
= x2 − 1
2
ξ3
ξ2
((ξ22 − ξ21
ξ23
− 1
)
x3 +
√
x23
(ξ21 + ξ22
ξ23
+ 1
)2
+ 4α2
ξ22
ξ23
)
for x ∈ R3+ and ξ ∈ R3 with ξ2 6= 0 and ξ3 6= 0. Moreover, for x ∈ R3+ and ξ ∈ R3 with ξ2 = 0
and ξ3 6= 0 we obtain
s2 = s2(x, ξ) = x2 − d(x, ξ) = x2 − g−1( ξ2ξ3x3) = x2 − g−1(0) = x2
using g−1(0) = 0. Hence, we have explicit expressions for s1 and s2 in terms of x and ξ and
thus, for ω by (3.18).
In the following theorem, we calculate the wave front set of the operator F ∗ψF modified
by the cut-off function ψ. If we consider its wave front set, we see that singularities related
to one special direction are no part of it. Hence, using the operator F ∗ψF as reconstruction
operator, we are not able to reconstruct all singularities as it does not preserve all singularities
of an element n ∈ E ′(R3+).
In the theorem the wave front set of an operator appears. This is a notion we mentioned
in Theorem 2.18.
3.15 Theorem. The wave front set WF(F ∗ψF ) ⊆ (R3+ ×R3\{0})× (R3+ ×R3\{0}) of F ∗ψF
satisfies
WF(F ∗ψF ) ⊆ {(x, ξ;x, ξ) | there exists s ∈ S0 and ω 6= 0 such that ξ = ω∇xϕ(s, x)}.
So, the direction ξ to a point x consists of all non-zero multiples of
∇xϕ(s, x) = ∇x(|xs(s)− x|+ |x− xr(s)|)
with s ∈ S0.
The condition ξ = ω∇xϕ(s, x) for ξ ∈ R3 \ {0} yields ξ3 6= 0 by Lemma 3.13.
At this point, we observe that if we assume s to be in R2 instead of just in S0, we obtain
WF(F ∗ψF ) ⊆ {(x, ξ;x, ξ) | ξ3 6= 0}.
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This follows because we obtain for each x ∈ R3+ and ξ ∈ R3 with ξ3 6= 0 unique s ∈ R2 and
ω ∈ R\{0} such that ξ = ω∇xϕ(s, x) is satisfied by Lemma 3.13. Except of the boundedness,
R2 fulfils all assumptions made on S0 as R2 is open and connected. Nevertheless, in case
of applications it is natural to assume the set of sources and receivers to be bounded, even
more, to be finite.
Before we prove the theorem stated above, we give some remarks how the result changes
if we consider the full space R3 in place of only R3+. In this case, we obtain additionally the
mirror points described in Remark 3.3. If we choose s in R2, this yields
WF(F ∗ψF ) ⊆{(x˜, ξ; x˜, ξ) | ξ 6= 0} ∪ {(x˜, ξ; x˜, ξ) | ξ 6= 0},
with ξ = (ξ1, ξ2,−ξ3)> for ξ = (ξ1, ξ2, ξ3)> and (ξ1, ξ2, ξ3)> = −ω∇xϕ(s, x˜) as before for
points x˜ in the full spaceR3. In reconstructions the above result is visible in the fact that all ob-
jects are mirrored at the x1-x2-plane (see also figures 2-4 in [KLQ12]). These considerations
are consistent with Theorem 4 in [KLQ12]. Here, the authors consider the two-dimensional
case with points in the full space R2. Also, the proof of Theorem 3.15 is analogue to the
one of Theorem 4 in [KLQ12]. In [KQ11] a similar result concerning a different geometry is
shown.
However, if we consider the full space it is not clear whether we work still with generalised
Radon transforms. Our proof which shows that we have the required fibre maps in Lemma
3.6 takes advantage of the fact that we consider just the half-space. Then, the function ζ (see
Lemma 3.5) yields exactly one value for x3. In case of the full space, we have two possible
values when taking the square root. Thus, the function Ψ defined in Lemma 3.6 is no longer
a homeomorphism.
In contrast, the assumptions we verified for the generalised Radon transform do not get
violated if we assume the parameter s, which determines the foci of the open half-ellipsoid,
to be in R2 instead of the bounded set S0.
Proof of Theorem 3.15. First, we observe that ψF is again a Fourier integral operator with
symbol p˜(s, t, x, ω) = ψ(s, t)p(s, t, x, ω) for (s, t, x, ω) ∈ S0 × (2α,∞) × R3+ × R\{0} as
ψ ∈ C∞c (S0 × (2α,∞)) holds. Since the canonical relation (2.5) only depends on the phase
function and not on the symbol, the associated canonical relation of the operator ψF is also
the set C given in (3.12). Thus, the Hörmander-Sato Lemma (Theorem 2.18) yields
WF(F ∗ψF ) ⊆ C> ◦ C.
Of course, the points which are not in the support of ψ yield no elements of the wave front
set. But as we only make a point about the inclusion, there is no difference between with or
without the cut-off function ψ.
The canonical relations C and C> are given by (3.12) and (3.13), so that we calculate
C> ◦ C using Definition 2.7. In this way, we obtain
C> ◦ C
={(y,−∇yφ(s, t, y, ω);x,−∇xφ(s, t, x, ω)) |
there exists (s, ϕ(s, x),∇(s,t)φ(s, t, x, ω))
such that (y,−∂yφ(s, t, y, ω); s, ϕ(s, x),∇(s,t)φ(s, t, x, w)) ∈ C> and
(s, ϕ(s, x),∇(s,t)φ(s, t, x, ω);x,−∇xφ(s, t, x, ω)) ∈ C}
={(y,−∇yφ(s, t, y, ω);x,−∇xφ(s, t, x, ω)) | there exists s ∈ S0 and ω 6= 0 such that
ϕ(s, x) = ϕ(s, y),∇sφ(s, t, x, ω) = ∇sφ(s, t, y, ω)}.
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Here, the three required conditions on x ∈ R3+ and y ∈ R3+ are
|xs(s)− x|+ |x− xr(s)| = |xs(s)− y|+ |y − xr(s)|,
x1 − s1
|xs(s)− x| +
x1 − s1
|x− xr(s)| =
y1 − s1
|xs(s)− y| +
y1 − s1
|y − xr(s)| ,
x2 − (s2 − α)
|xs(s)− x| +
x2 − (s2 + α)
|x− xr(s)| =
y2 − (s2 − α)
|xs(s)− y| +
y2 − (s2 + α)
|y − xr(s)| .
These are exactly the three equations of Lemma 3.2 which yields necessarily x = y. Moreover,
we have ∇xφ(s, t, x, ω) = −ω∇xϕ(s, x). Hence, we have
C> ◦ C = {(x, ξ;x, ξ) | there exists s ∈ S0 and ω 6= 0 such that ξ = ω∇xϕ(s, x)}
by Lemma 3.13 and so the assertion is shown.
3.16 Remark. In this remark, we consider again what happens if we replace the bounded
set S0 ⊆ R2 by the full space R2. We define
∆0 = {(x, ξ;x, ξ) ∈ (R3+ × R3\{0})× (R3+ × R3\{0}) | there exists s ∈ S0 and ω 6= 0
such that ξ = ω∇xϕ(s, x)}.
For a set A ⊆ R3+ × R3\{0} we get
∆0 ◦A
= {(x, ξ) ∈ R3+ × R3\{0} | there exists (y, η) ∈ A such that (x, ξ; y, η) ∈ ∆0}
= {(x, ξ) ∈ R3+ × R3\{0} | there exists s ∈ S0 and ω 6= 0 such that ξ = ω∇xϕ(s, x)
and (x, ξ) ∈ A} ⊆ A
by Definition 2.7. Moreover, the Hörmander-Sato Lemma (see Theorem 2.18) yields
WF(F ∗ψFn) ⊆ ∆0 ◦WF(n)
= {(x, ξ) ∈ R3+ × R3\{0} | there exists s ∈ S0 and w 6= 0 such that
ξ = ω∇xϕ(s, x) and (x, ξ) ∈WF(n)} ⊆WF(n)
for n ∈ E ′(R3+). In case of s ∈ R2, this inclusion simplifies to
WF(F ∗ψFn) ⊆ {(x, ξ) ∈ R3+ × R3\{0} | ξ3 6= 0 and (x, ξ) ∈WF(n)} ⊆WF(n)
by Lemma 3.13. Thus, even if we have sources and receivers at every point of R2, we cannot
reconstruct singularities related to directions with vanishing third component.
3.3. The reconstruction operator Λ
In this section, we choose the reconstruction operator Λ containing the normal operator
F ∗ψF and explain our choice. Afterwards, we state the explicit top order symbol of Λ for
which we refer to our publication [GKQR18b] which is joint work with Kunstmann, Quinto
and Rieder. However, we do not repeat the calculation presented therein. Instead, we give
another approach to obtain the top order symbol of F ∗ψF and thus of Λ. We use this ex-
pression to analyse the behaviour of Λ. Based on these results, we define other modified
reconstruction operators.
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3.3.1. The choice of Λ
In Subsection 3.2.2 we have shown that F ∗ψF is a pseudodifferential operator of order −2.
However, operators of negative order are smoothing. But it also works the other way round.
At points in which a pseudodifferential operator of positive order is microlocally elliptic it
emphasises the related singularities.
For this reason, we augment F ∗ψF by two differential operators which increase the order
by 3. These are the Laplace operator ∆ and the derivative in third direction ∂3. We note
that these differential operators are pseudodifferential operators according to Example 2.4,
which map D′(R3+) into D′(R3+) since they map C∞c (R3+) into C∞c (R3+).
The choice of the derivative in third direction is motivated by an inversion formula for
the spherical Radon transform of Klein, in which this derivative appears (see [Klei04]). The
spherical Radon transform integrates over spheres instead of ellipsoids as its name suggests.
In the publication [QRS11], the authors use a reconstruction operator with these two deriva-
tives inspired by [Klei04], too. However, we notice that the choice of the derivative in third
direction yields that the operator Λ is microlocally elliptic on the largest possible set. Hence,
if we choose the derivative in first or second direction, the set on which the operator is mi-
crolocally elliptic, can be the same one or even smaller. Since there are no cancellation effects
(see Remark 3.25), the latter one is more probable.
There are also some other ideas for reconstruction operators we should mention at this
point. In classical Kirchhoff migration the reconstruction operator is given by R]KR where
K is a one-dimensional convolution operator, R a generalised Radon transform and R] a
kind of dual transform. In [Beyl85] Beylkin shows the identity R]KR = Ipartial + S. Here,
Ipartial is an operator of partial reconstruction and S a smoothing operator. In R] Beylkin
uses the reciprocal of the weight in R as weight in R]. As a consequence, this yields a partial
reconstruction with smooth artifacts.
In order to analyse the microlocal behaviour ofΛwe have to calculate its top order symbol.
We refer to our joint work [GKQR18b] with Kunstmann, Quinto and Rieder and state the top
order symbol we obtained there using methods of [Quin80]. Here, we explain why we are
able to apply Theorem 2.1 in [Quin80] which yields the top order symbol of R∗R if R is
a generalised Radon transform. Afterwards we present a more straightforward approach
to obtain the top order symbol of Λ. Our approach uses elementary calculations and take
advantage of the structure of F ∗ψF . Further, we have to apply transformations and introduce
various cut-off functions to continue the phase function smoothly to R3+ × R3+\{0}. This is
necessary to be able to apply a theorem of [Shu87].
3.17 Theorem. The operator Λ: E ′(R3+)→ D′(R3+) given by
Λ := −∆∂3F ∗ψF
is a pseudodifferential operator of order 1.
Proof. According to Theorem 3.12, the operator F ∗ψF is a pseudodifferential operator of
order −2 which maps from E ′(R3+) into D′(R3+). The differential operators ∆ and ∂3 map
both fromC∞c (R3+) intoC∞c (R3+) and thusD′(R3+) intoD′(R3+). As a consequence, the recon-
struction operator Λ maps E ′(R3+) into D′(R3+). We denote the pseudodifferential operator
F ∗ψF by P and assume the following representation
Pu(x) =
1
(2pi)3
∫
R3
∫
R3+
a(x, ξ)u(y)ei(x−y)·ξ dy dξ
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for u ∈ C∞c (R3+) with symbol a ∈ S−2(R3+ × R3). Then, we obtain
∆∂3Pu(x) = ∆∂3
1
(2pi)3
∫
R3
∫
R3+
a(x, ξ)u(y)ei(x−y)·ξ dy dξ
=
1
(2pi)3
∫
R3
∫
R3+
∆∂3
(
a(x, ξ)u(y)ei(x−y)·ξ
)
dy dξ
=
1
(2pi)3
∫
R3
∫
R3+
∆
((
∂x3a(x, ξ) + i ξ3a(x, ξ)
)
u(y)ei(x−y)·ξ
)
dy dξ
=
1
(2pi)3
∫
R3
∫
R3+
(
− i ξ3|ξ|2a(x, ξ)− |ξ|2∂x3a(x, ξ) + (2i− 2)(ξ1∂x1 + ξ2∂x2 + ξ3∂x3)a(x, ξ)
+ i ξ3∆a(x, ξ) + ∆∂x3a(x, ξ)u(y)
)
u(y)ei(x−y)·ξ dy dξ
Hence, the operator Λ is again a pseudodifferential operator with top order symbol (x, ξ) 7→
i ξ3|ξ|2a(x, ξ) for (x, ξ) ∈ R3+×R3\{0}. It is of order 1 since a ∈ S−2(R3+×R3) holds. Further,
we extend Λ to E ′(R3+) as Λ maps C∞c (R3+) into C∞(R3+). Then, Λ maps E ′(R3+) into D′(R3+),
which finishes the proof.
The next theorem states the explicit top order symbol of our reconstruction operator. In
order to determine the top order symbol, we apply Theorem 2.1 in [Quin80]. In the proof
given below we verify the assumptions needed in detail. For the explicit calculation of its
expression we refer to [GKQR18b].
3.18 Theorem. Let (x, ξ) ∈ R3+ × R3 with ξ3 6= 0. If there exist s ∈ S0 and ω ∈ R such that
ξ = ω∇xϕ(s, x) is satisfied, the top order symbol of Λ as a pseudodifferential operator is
σ(Λ)(x, ξ) = (2pi)5i ξ3|ξ|2ψ(s(x, ξ), ϕ(s(x, ξ), x))A
2(s(x, ξ), x)
|ω(s(x, ξ), x)|2|B(s(x, ξ), x)| (3.22)
with
B(s(x, ξ), x) = det
 [∇xϕ](s(x, ξ), x)>[∂s1∇xϕ](s(x, ξ), x)>
[∂s2∇xϕ](s(x, ξ), x)>
 . (3.23)
In this case, s and ω are explicitly given by
ω(x, ξ) =
ξ3
x3
(
1
|xs(s(x,ξ))−x)| +
1
|x−xr(s(x,ξ))|
) = ξ3|xs(s(x, ξ))− x||x− xr(s(x, ξ))|
x3(|xs(s(x, ξ))− x|+ |x− xr(s(x, ξ))|)
and s(x, ξ) = (s1(x, ξ), s2(x, ξ)) where
s1(x, ξ) = x1 − ξ1
ξ3
x3,
s2(x, ξ) =
x2 −
1
2
ξ3
ξ2
((
ξ22−ξ21
ξ23
− 1
)
x3 +
√
x23
(
ξ21+ξ
2
2
ξ23
+ 1
)2
+ 4α2
ξ22
ξ23
)
, for ξ2 6= 0,
x2, for ξ2 = 0,
and thus
ω(x, ξ) =
ξ3
x3
√
(x1−s1(x,ξ))2+(x2−(s2(x,ξ)−α))2+x23
√
(x1−s1(x,ξ))2+(x2−(s2(x,ξ)+α))2+x23√
(x1−s1(x,ξ))2+(x2−(s2(x,ξ)−α))2+x23+
√
(x1−s1(x,ξ))2+(x2−(s2(x,ξ)+α))2+x23
.
If there is no s ∈ S0 satisfying ξ = ω∇xϕ(s, x) for some ω ∈ R\{0}, we have σ(Λ) = 0.
Moreover, for (x, ξ) ∈ R3+ × R3 with ξ3 = 0 the top order symbol σ(Λ) vanishes.
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In the following remark, we observe that σ(Λ) is well defined as the determinant B does
not vanish. The determinant B is called Beylkin determinant. Beylkin considers similar
transforms in his two publications [Beyl84] and [Beyl85]. In contrast to our transform ξ =
ω∇xϕ(s, x) his transforms are simpler in the following way. In [Beyl84] there is no factor
ω and in [Beyl85] the explicit expression of ω only depends on ξ and not on x. Thus, the
results given in these two publications are not applicable in our situation.
3.19 Remark. The explicit representation of B is given by
B(s, x) = det
 ∇xϕ(s, x)>∂s1∇xϕ(s, x)>
∂s2∇xϕ(s, x)>

= x3
(
1
|xs(s)−x| +
1
|x−xr(s)|
)(
1
|xs(s)−x|2 +
1
|x−xr(s)|2
)(
1+
(x1−s1)2+(x2−(s2−α))(x2−(s2+α))+x23
|xs(s)−x||x−xr(s)|
)
= x3
(
1
|xs(s)−x| +
1
|x−xr(s)|
)(
1
|xs(s)−x|2 +
1
|x−xr(s)|2
)(
1 + x−xs(s)|xs(s)−x| ·
x−xr(s)
|x−xr(s)|
)
for s ∈ S0 and x ∈ R3+. The detailed calculation is presented in Appendix A.1. We observe
that the determinant B does not vanish using the factorisation of B. The first three factors
are not zero since x3 is strictly positive and due to the absolute values. The last factor only
vanishes if the two unit vectors u := x−xs(s)|xs(s)−x| and v :=
x−xr(s)
|x−xr(s)| point in opposite directions,
so u = −v. This is not the case as the third component of both is x3 divided by a distance
and so strictly positive. Hence, the determinant B is nowhere zero.
For the explicit expression of the top order symbol in Theorem 3.18 we have to evaluate
a function at the point Π−1R3+
(x, ξ) for (x, ξ) ∈ R3+×R3\{0}. If ΠR3+ is injective, this expression
naturally simplifies. Indeed, this is the case as we see in the next corollary.
3.20 Corollary. The projection ΠR3+ : C → R3+ × R3\{0} is injective.
Proof. First, we define
c(s, x, ω) := (s, ϕ(s, x), ω∇sϕ(s, x), ω;x, ω∇xϕ(s, x))
for (s, x, ω) ∈ S0 × R3+ × R\{0} referring to the canonical relation C of F given in (3.12).
Let (x, ω∇xϕ(s, x)), (x˜, ω˜∇xϕ(s˜, x˜)) ∈ ΠR3+(C), i.e. x, x˜ ∈ R3+, ω, ω˜ ∈ R\{0} and s, s˜ ∈ S0,
with x = x˜ and ω∇xϕ(s, x) = ω˜∇xϕ(s˜, x˜). According to Lemma 3.13, we obtain for given x
and ξ := ω∇xϕ(s, x) unique elements s and ω. We note that we obtain s ∈ S0 and ω 6= 0 as
otherwise the image (x, ω∇xϕ(s, x)) is not in ΠR3+(C). By assumption, we have x = x˜ and
ξ = ω˜∇xϕ(s˜, x˜) = ω˜∇xϕ(s˜, x), so Lemma 3.13 yields s = s˜ and ω = ω˜. Thus, both times the
preimage is c(s, x, ω), which yields a unique element of C, and so ΠR3+ is injective.
Proof of Theorem 3.18. For the determination of the top order symbol of Λ we first consider
the top order symbol of F ∗ψF . We apply Theorem 2.1 in [Quin80] which yields the top order
symbol of R∗R for a generalised Radon transform R if the composition is well defined. As
argued before, the cut-off function ψ, which we introduced for reasons of well-definedness,
has not much influence on the assertion. It just appears as a factor in the top order symbol.
Before we apply this theorem, we have to verify the two required assumptions. Setting 3.4,
Lemma 3.6 and Lemma 3.7 yield the assertions made in Assumption 2.27 and Assumption
2.28. So, in our situation the first assumption of the theorem is valid. As stated in Definition
3.10, we define the generalised Radon transform in our setting using that piS0×(2α,∞) is proper
by Lemma 3.8.
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The second assumption in [Quin80] is that the Bolker condition holds. This means, that
the projection ΠS0×(2α,∞) : C → S0 × (2α,∞)× R3\{0} from the canonical relation C onto
the first three components is an injective immersion, i.e. ΠS0×(2α,∞) itself and its derivative
are injective. This is verified in Section 3.2 in [FKNQ16].
Hence, Theorem 2.1 in [Quin80] yields a formula for the top order symbol of F ∗ψF
evaluated at the preimage of (x, ξ) ∈ R3+ × R3\{0} under ΠR3+ .
In our case, the evaluation of the term given by this formula at Π−1R3+
(x, ξ) for given (x, ξ) ∈
R3+ × R3 with ξ3 6= 0 is unique because ΠR3+ is injective on this set by Corollary 3.20. For
the calculation of the term which yields the top order symbol, we refer to Section 5.2 in
[GKQR18b] where it is shown that
σ(F ∗ψF )(x, ξ) =
(2pi)5ψ(s(x, ξ), ϕ(s(x, ξ), x))A2(s(x, ξ), x)
|ω(s(x, ξ), x)|2|B(s(x, ξ), x)| (3.24)
for (x, ξ) ∈ R3+ × R3\{0} with ξ3 6= 0 in case there exists s ∈ S0 such that ξ = ω∇xϕ(s, x) is
satisfied for some ω ∈ R\{0}. In this case, s and ω are explicitly given by Lemma 3.13. If there
is no s ∈ S0 which fulfils this condition for some ω ∈ R\{0}, we set the top order symbol σ(Λ)
to be zero at this point (x, ξ). We remark that in the definition of a pseudodifferential operator
in this thesis there is an additional factor 1(2pi)3 in comparison to the one in [GKQR18b]. We
took this into account when stating the top order symbol.
In order to obtain the top order symbol of Λ we have to multiply with the symbol of−∆∂3
given by (x, ξ) 7→ iξ3|ξ|2 according to Theorem 3.17. This finishes the first part of Theorem
3.18.
Now, we consider (x, ξ) ∈ R3+ × R3\{0} with ξ3 = 0. The third component ξ3 of the
direction in the canonical relation C in (3.12) is given by
ω
(
x3
|xs(s)−x| +
x3
|x−xr(s)|
)
for ω 6= 0 and x3 is strictly positive by assumption. For this reason, we have
Π−1R3+
(x, ξ) = ∅. (3.25)
The above representation (3.24) of the top order symbol does not hold for ξ3 = 0. In par-
ticular, it is not defined since we divide in (3.24) by ω and so, according to the explicit
representation of ω given in Lemma 3.13, we divide by ξ3. Further, we observe that for ξ3
near to zero the first variable s1 = s1(x, ξ) = x2 − ξ1ξ3 of the cut-off function ψ is outside
the compact support of ψ. For this reason, the cut-off function ψ vanishes and the top order
symbol σ(Λ) is zero for (x, ξ) ∈ R3+ × R3 with ξ3 = 0. This finishes the proof.
In the following, we present a more elementary approach to obtain the top order symbol
of F ∗ψF and thus of the operator Λ. Beylkin uses a comparable method in his publication
[Beyl84]. However, he assumes that the argument of the exponential function is a phase
function. In our case this assumption is not satisfied. For this reason, we have to carry out
a similar transformation which causes additional difficulties and dependencies compared to
Beylkin.
For this different approach we have to manipulate the operator F ∗ψF for technical rea-
sons. Instead of F ∗ψF we consider the operator F ∗ψFδ for δ > 0 given by
F ∗ψFδn := F ∗ψFζδn
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for n ∈ E ′(R3+), where ζδ : R3+ → R such that ζδ ∈ C∞(R3+) with
ζδ(y) = 1 if y3 ≥ 2δ and ζδ(y) = 0 if y3 < δ
for y ∈ R3+. Then, we have F ∗ψFδn = F ∗ψFn for δ sufficiently small. Analogue to Λ we
define Λδn := −∆∂3F ∗ψFδn and deduce Λn = Λδn for δ sufficiently small. We note that δ
depends on n.
As a consequence, there is no difference between the two operators in application if we
stay a small fixed distance away from the surface.
In the numerical examples in Chapter 5 we only consider functions with compact support
like the characteristic function of a ball or functions having a fixed distance to the surface like
the characteristic function of a half-space in the third direction. Hence, we do not distinguish
between the operators F ∗ψF and F ∗ψFδ after we present and discuss the following theorem.
3.21 Theorem. The operator F ∗ψFδ is a sum of a pseudodifferential operator and a smoothing
operator.
Further, let (x, ξ) ∈ R3+ × R3 with ξ3 6= 0. If there exist s ∈ S0 and ω ∈ R\{0} such that
ξ = ω∇xϕ(s, x) is satisfied, the top order symbol of F ∗ψFδ as a pseudodifferential operator is
given by
σ(F ∗ψFδ)(x, ξ) =
(2pi)5ψ(s(x, ξ), ϕ(s(x, ξ), x))A(s(x, ξ), x)2ζδ(x)
|ω(x, ξ)|2|B(s(x, ξ), x)|
and the top order symbol of Λδ by
σ(Λδ)(x, ξ) = (2pi)
5iξ3|ξ|2ψ(s(x, ξ), ϕ(s(x, ξ), x))A(s(x, ξ), x)
2ζδ(x)
|ω(x, ξ)|2|B(s(x, ξ), x)|
where s and ω are as in Theorem 3.18.
If there is no s ∈ S0 satisfying ξ = ω∇xϕ(s, x) for some ω ∈ R\{0}, it holds σ(Λδ)(x, ξ) =
σ(F ∗ψFδ)(x, ξ) = 0.
Moreover, the top order symbols σ(Λδ) and σ(F ∗ψFδ) vanish for (x, ξ) ∈ R3+ × R3 with
ξ3 = 0.
For the proof of Theorem 3.21 we need the following lemma.
3.22 Lemma. Let δ > 0 be given. Further, let K ⊆ R3+ be compact with x3 ≥ δ for x ∈ K.
Then, there existM1,δ > 0 andM2,δ > 0 such that
ψ(s(x, ξ), ϕ(s(x, ξ), x)) = 0
for x ∈ K if | ξ1ξ3 | ≥ M1,δ or
∣∣∣ ξ2ξ3 ∣∣∣ ≥ M2,δ is satisfied. Here, s is given by the transformation
ξ = ω∇xϕ(s, x) we described in Lemma 3.13.
Moreover, letM := max{M1,δ,M2,δ}. If
√
ξ21
ξ23
+
ξ22
ξ23
≥ 2M is satisfied, we have
ψ(s(x, ξ), ϕ(s(x, ξ), x)) = 0
for x ∈ K.
For the proof of this lemma we refer to Appendix A.2. We go on with the proof of Theorem
3.21.
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Proof of Theorem 3.21. Step 1: Representation of F ∗ψFδ as a Fourier integral operator and
transformation s˜ := sω. We start with rewriting F ∗ψFδ in order to determine the represen-
tation of F ∗ψFδ as a Fourier integral operator. For this purpose, we take the representations
of F and F ∗ as Fourier integral operators which we derived in (3.9) and (3.11). We have
(F ∗ψFδn)(x)
=
1
2pi
∫
S0
A(s, x)ψ(s, ϕ(s, x))
∫
R3+
∫
R
A(s, y)ζδ(y)n(y)e
iω(ϕ(s,x)−ϕ(s,y)) dω dy ds
=
1
2pi
∫
R3+
∫
R
∫
R2
ψ(s, ϕ(s, x))A(s, x)A(s, y)ζδ(y)n(y)e
iω(ϕ(s,x)−ϕ(s,y)) dsdω dy
=
1
2pi
∫
R3+
∫
R\{0}
∫
R2
ψ(s, ϕ(s, x))A(s, x)A(s, y)ζδ(y)n(y)e
iω(ϕ(s,x)−ϕ(s,y)) dsdω dy
for n ∈ C∞c (R3+). The second equality holds since supp(ψ) ⊆ S0 × (2α,∞).
The function (s, ω) 7→ ω(ϕ(s, x)−ϕ(s, y)) is not homogeneous in (s, ω) and so not a phase
function. In order to get homogeneity, we have to transform the inner integral. Before we
apply the transformation given by s˜ := sω for s ∈ R2 and ω ∈ R\{0}, we introduce some
notations. We use the following abbreviations
A(s˜, ω, x) := A( s˜ω , x), ϕ(s˜, ω, x) := ϕ(
s˜
ω , x),
and (3.26)
ψ(s˜, ω, ϕ(s˜, ω, x)) := ψ( s˜ω , ϕ(
s˜
ω , x)) = ψ(
s˜
ω , ϕ(s˜, ω, x))
for s˜ ∈ {sω | s ∈ R2, ω ∈ R\{0}} = R2 to get rid off the fractions. With these definitions we
obtain
(F ∗ψFδn)(x)
=
1
2pi
∫
R3+
∫
R\{0}
∫
R2
ψ(s˜, ω, ϕ(s˜, ω, x))A(s˜, ω, x)A(s˜, ω, y)
|ω|2 ζδ(y)n(y)
eiω(ϕ(s˜,ω,x)−ϕ(s˜,ω,y)) ds˜dω dy.
Next, we define Φ: R3+ × R3+ × (R2 × R\{0})→ R by
(x, y, (s˜, ω)) 7→ ω(ϕ(s˜, ω, x)− ϕ(s˜, ω, x)) = ω(ϕ( s˜ω , x)− ϕ( s˜ω , y)).
For λ > 0 we easily get
Φ(x, y, λ(s˜, ω)) = λω(ϕ( λs˜λω , x)− ϕ( λs˜λω , y)) = λΦ(y, x, (s˜, ω))
for (x, y, (s˜, ω)) ∈ R3+ ×R3+ × (R2 ×R\{0}). Hence, Φ is homogeneous of degree 1 in (s˜, ω).
Moreover, we have
∇xΦ(x, y, (s˜, ω)) = ω∂xϕ( s˜ω , x)− ω∂xϕ( s˜ω , y) = ω∇xϕ( s˜ω , x)
and
∇yΦ(x, y, (s˜, ω)) = −ω∇yϕ( s˜ω , y)
for (x, y, (s˜, ω)) ∈ R3+ × R3+ × (R2 × R\{0}). Since x3, y3 > 0 is satisfied, the gradients
∇xΦ and∇yΦ are nowhere zero on R3+×R3+× (R2×R\{0}) (see (1.16) for the calculation).
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Consequently, (∇xΦ,∇(s˜,ω)Φ) and (∇yΦ,∇(s˜,ω)Φ) do not vanish on R3+×R3+×(R2×R\{0}).
Hence, Φ is phase function.
Further, we define p(x, y, (s˜, ω)) = 12pi
ψ(s˜,ω,ϕ(s˜,ω,x))A(s˜,ω,x)A(s˜,ω,y)ζδ(y)
|ω|2 for (x, y, (s˜, ω)) ∈
R3+ × R3+ × (R2 × R\{0}). Due to
A(λs˜, λω, x) = A( λs˜λω , x) = A(
s˜
ω , x)
for (x, y, (s˜, ω)) ∈ R3+ × R3+ × (R2 × R\{0}) and λ > 0 the function A is homogeneous of
degree 0 in (s˜, ω). Moreover, we have
ψ(λs˜, λω, ϕ(s˜, ω, x)) = ψ( λs˜λω , ϕ(
λs˜
λω , x)) = ψ(
s˜
ω , ϕ(
s˜
ω , x))
for λ > 0 and (s˜, ω) ∈ R2 × R\{0}, i.e. the function ψ is homogeneous of degree 0 in (s˜, ω).
As a consequence, the function p is homogeneous of degree −2 in (s˜, ω). By Lemma 2.2 and
the explanation before Lemma 2.1 we obtain that p ∈ C∞c (R3+ × R3+ × (R2 × R\{0})) is a
symbol of order −2. All in all, F ∗ψFδ is a Fourier integral operator with phase function Φ
and symbol p.
Step 2: Simplification of the set ΣΦ of F ∗ψFδ. We have
ΣΦ = {(x, y, (s˜, ω)) ∈ R3+ × R3+ × (R2 × R\{0}) | ∇(s˜,ω)Φ(x, y, (s˜, ω)) = 0}
and
∂s1Φ(x, y, (s˜, ω)) = ∂s1(ωϕ(
s˜
ω , x))− ∂s1(ωϕ( s˜ω , y)) = 0,
∂s2Φ(x, y, (s˜, ω)) = ∂s2(ωϕ(
s˜
ω , x))− ∂s2(ωϕ( s˜ω , y)) = 0,
∂ωΦ(x, y, (s˜, ω)) = ∂ω(ωϕ(
s˜
ω , x))− ∂ω(ωϕ( s˜ω , y)) = 0
for (x, y, (s˜, ω)) ∈ R3+×R3+×(R2×R\{0}). Hence, for fixed (s˜, ω) ∈ R2×R\{0} the condition
in ΣΦ is equivalent to the three equations
∂ω(ωϕ(
s˜
ω , x)) = ∂ω(ωϕ(
s˜
ω , y)), (3.27)
∂s2(ωϕ(
s˜
ω , x)) = ∂s2(ωϕ(
s˜
ω , y)), (3.28)
∂s1(ωϕ(
s˜
ω , x)) = ∂s1(ωϕ(
s˜
ω , y)) (3.29)
for x, y ∈ R3+. We show that the three conditions are fulfilled if and only if x = y is satisfied.
Let x, y ∈ R3+ satisfying the conditions (3.27)–(3.29) be given. We calculate
∂ω(ωϕ(
s˜
ω , z)) = ϕ(
s˜
ω , z) + ω∂ωϕ(
s˜
ω , z) = ϕ(
s˜
ω , z) + ω[∇sϕ]( s˜ω , z) · (− s˜ω2 )
= ϕ( s˜ω , z)− ω s1ω [∂s1ϕ]( s˜ω , z)− ω s2ω [∂s2ϕ]( s˜ω , z)
= ϕ( s˜ω , z)− s1[∂s1ϕ]( s˜ω , z)− s2[∂s2ϕ]( s˜ω , z)
and
∂s2(ωϕ(
s˜
ω , z)) = [∂s2ϕ](
s˜
ω , z)
for z ∈ R3+. As a consequence, the equations (3.27)–(3.29) are equivalent to
ϕ( s˜ω , x)− s1[∂s1ϕ]( s˜ω , x)− s2[∂s2ϕ]( s˜ω , x) = ϕ( s˜ω , y)− s1[∂s1ϕ]( s˜ω , y)− s2[∂s2ϕ]( s˜ω , y),
[∂s1ϕ](
s˜
ω , x) = [∂s1ϕ](
s˜
ω , y), (3.30)
[∂s2ϕ](
s˜
ω , x) = [∂s2ϕ](
s˜
ω , y).
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Now, we add to the first equation of (3.30) the term
s1[∂s1ϕ](
s˜
ω , x) + s2[∂s2ϕ](
s˜
ω , x)
on both sides. According to the last two identities in (3.30) this term is equal to
s1[∂s1ϕ](
s˜
ω , y) + s2[∂s2ϕ](
s˜
ω , y).
Then, the equations (3.30) simplify to
ϕ( s˜ω , x) = ϕ(
s˜
ω , y)
[∂s2ϕ](
s˜
ω , x) = [∂s2ϕ](
s˜
ω , y)
[∂s1ϕ](
s˜
ω , x) = [∂s1ϕ](
s˜
ω , y).
By Lemma 3.2 we obtain x = y since [∂s1ϕ](
s˜
ω , z) = ∂z1ϕ(
s˜
ω , z) and [∂s2ϕ](
s˜
ω , z) = ∂z2ϕ(
s˜
ω , z)
for z ∈ R3+. For x = y the conditions (3.27)–(3.29) are clearly satisfied. This leads to
ΣΦ = {(x, x, (s˜, ω)) |x ∈ R3+, s˜ ∈ R2, ω ∈ R\{0}}. (3.31)
We need this set later on in order to show that one part of the operator F ∗ψFδ is smooth-
ing.
Step 3: Preparations for the splitting of the operator F ∗ψFδ. In the next step, we split the
operator F ∗ψFδ in two operators. One is the candidate to be a pseudodifferential operator
and the other one will be smoothing. In order to obtain that the first one is a pseudodifferen-
tial operator we use a cut-off function depending on |x−y| which ensures that the integrand
of the operator vanishes if x is not sufficiently near to y. Before we go more into details, we
analyse how the symbol of F ∗ψFδ behaves for values of x, y ∈ R3+ with |x − y| < 2ε1 for
ε1 <
1
16δ.
By definition the support of the cut-off function ψ is compact. Thus, we assume
supp(ψ) ⊆ [−smax, smax]× [−smax, smax]× [tmin, tmax] ⊆ S0 × (2α,∞)
for smax > 0 and tmin, tmax ∈ (2α,∞) with tmin < tmax. Further, we have
ψ(s˜, ω, ϕ(s˜, ω, x)) = ψ( s˜ω , ϕ(
s˜
ω , x))
for s˜ ∈ R2, ω ∈ R\{0} and x ∈ R3+ and consequently ψ vanishes outside the set
B := {x ∈ R3+ | tmin ≤ ϕ( s˜ω , x) ≤ tmax,−smax ≤ s˜1ω , s˜2ω ≤ smax}.
The set B is bounded but not compact since we consider R3+. However, we obtain a compact
set if we only consider x near to y. Due to the function ζδ the symbol of F ∗ψFδ vanishes for
y3 < δ. Moreover, for x ∈ Bx with |x − y| < 2ε1 and ε1 < 116δ the inequality x3 ≥ 78δ is
satisfied. Consequently, we define
Kδ := {x ∈ R3+ | tmin ≤ ϕ( s˜ω , x) ≤ tmax,−smax ≤ s˜1ω , s˜2ω ≤ smax, x3 ≥ 78δ}
which is compact. Hence, there exists R > 0 such that
Kδ ⊆ BR(0) ⊆ R3
is satisfied. Based on this set we define the sets
KR,δ := BR+1(0) ∩ {x ∈ R3+ |x3 ≥ 12δ}
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and
K˜R,δ : = {z ∈ R3+ | |z − x| ≤ 14δ, x ∈ KR,δ}
= BR+1+ δ4
(0) ∩ {x ∈ R3+ |x3 ≥ 14δ}
which we need later on.
Step 4: Splitting F ∗ψFδ in a smoothing and a non-smoothing operator. Now, we apply
Lemma 3.22. We choose Kδ as the compact set and consider elements x ∈ Kδ satisfying
x3 ≥ δ2 . Then, we get a constantM such that
ψ(s(x, ξ), ϕ(s(x, ξ), x)) = 0
for
√
ξ21
ξ23
+
ξ22
ξ23
≥ 2M and x ∈ Kδ is satisfied. As in the lemma s(x, ξ) is given by the trans-
formation ξ = ω∇xϕ(s, x). An explicit expression of s depending on x and ξ is derived in
Lemma 3.13.
We define the function νM : R→ R such that νM ∈ C∞c (R) and 0 ≤ νM ≤ 1 with
νM (r) = 1 if |r| ≤ 2M and νM (r) = 0 if |r| > 2M + 1
for r ∈ R. Then, the function ζ∗M0 : R3\{0} → R defined by
ζ∗M0(ξ) :=
νM
(√
ξ21
ξ23
+
ξ22
ξ23
)
, for ξ3 6= 0,
0, for ξ3 = 0,
is in C∞(R3\{0}).
Now, let ε > 0 be given such that
ε := min
{
ε1,
1
8 max
x∈KR,δ,y∈K˜R,δ,|ξ|=1
∣∣∣∇ξ(ζ∗M0(ξ)ω(x, ξ)∑|α|=2 1α!Dαxϕ(s˜(x, ξ), ω(x, ξ), y)))∣∣∣
}
.
We note that the appearing maximum is finite since we stay away from x3 = 0 by the choice
of the set KR,δ.
We find a function ζ̂ε : R3+ × R3+ → R such that ζ̂ε ∈ C∞(R3+ × R3+), 0 ≤ ζ̂ε ≤ 1 and with
ζ̂ε(x, y) = 1 if |x− y| < ε and ζ̂ε(x, y) = 0 if |x− y| > 2ε
for (x, y) ∈ R3+ ×R3+. We use this function ζ̂ε to split the operator F ∗ψFδ into two operators
F ∗ψFδ = P
0,ε
δ + P
ε
δ where
(P 0,εδ n)(x)
=
1
2pi
∫
R3+
∫
R\{0}
∫
R2
ψ(s˜, ω, ϕ(s˜, ω, x))A(s˜, ω, x)A(s˜, ω, y)
|ω|2 (1− ζ̂ε(x, y))ζδ(y)n(y)
eiω(ϕ(s˜,ω,x)−ϕ(s˜,ω,y)) ds˜dω dy.
and
(P εδ n)(x)
=
1
2pi
∫
R3+
∫
R\{0}
∫
R2
ψ(s˜, ω, ϕ(s˜, ω, x))A(s˜, ω, x)A(s˜, ω, y)
|ω|2 ζ̂ε(x, y)ζδ(y)n(y)
eiω(ϕ(s˜,ω,x)−ϕ(s˜,ω,y)) ds˜dω dy
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for x ∈ R3+. Here, P εδ is the candidate to be a pseudodifferential operator. Now, we show that
P 0,εδ is smoothing.
For this purpose, we recall the set ΣΦ given in (3.31) by
ΣΦ = {(x, x, (s˜, ω)) |x ∈ R3+, s˜ ∈ R2, ω ∈ R\{0}}.
A conic neighbourhood of ΣΦ is given by
Vε := {(x, y, λ(s˜, ω)) |x ∈ R3+, y ∈ Bε(x), λ ≥ 0, (s˜, ω) ∈ R2 × R\{0}}.
For each element of Σφ we get (x, x, (s˜, ω)) ∈ Vε by choosing y = x and λ = 1. Moreover, for
(x, y, λ(s˜, ω)) ∈ Vε we have (x, y, λ˜λ(s˜, ω)) ∈ Vε for λ˜ ≥ 0.
With this definition and the function ζ̂ε we get
ψ(s˜, ω, ϕ(s˜, ω, x))A(s˜, ω, x)A(s˜, ω, y)
|ω|2 (1− ζ̂ε(x, y))ζδ(y) = 0
for (x, y, ξ) ∈ Vε. Hence, the operator P 0,εδ vanishes on the conic neighbourhood Vε of ΣΦ and
is consequently smoothing according to Proposition 2.1 b) in [Shu87]. So, in the following
we concentrate on P εδ .
Step 5: Expansion of the phase function. In this step we expand the phase function in a
Taylor series with a remainder. Since the function ϕ is smooth, we obtain
Φ(x, y, (s˜, ω))
= ω(ϕ(s˜, ω, x)− ϕ(s˜, ω, y))
= ω
(
ϕ(s˜, ω, x)−
(
ϕ(s˜, ω, x) +∇xϕ(s˜, ω, x) · (y − x)
+
∫ 1
0
∑
|α|=2
(1− t)2(y − x)α
α!
Dαxϕ(s˜, ω, x+ t(y − x)) dt
))
= ω∇xϕ(s˜, ω, x) · (x− y)− ω
∫ 1
0
∑
|α|=2
(1− t)2(y − x)α
α!
Dαxϕ(s˜, ω, x+ t(y − x)) dt
for (x, y, (s˜, ω)) ∈ R3+ ×R3+ × (R2 ×R\{0}), where α = (α1, α2, α3)> is a three-dimensional
multi-index. This yields
(P εδ n)(x)
=
1
2pi
∫
R3+
∫
R\{0}
∫
R2
ψ(s˜, ω, ϕ(s˜, ω, x))A(s˜, ω, x)A(s˜, ω, y)
|ω|2 ζ̂ε(x, y)ζδ(y)n(y)
eiΦ(x,y,(s˜,ω)) ds˜dω dy
=
1
2pi
∫
R3+
∫
R\{0}
∫
R2
ψ(s˜, ω, ϕ(s˜, ω, x))A(s˜, ω, x)A(s˜, ω, y)
|ω|2 ζ̂ε(x, y)ζδ(y)n(y)
eiω∇xϕ(s˜,ω,y)·(x−y)−iω
∫ 1
0
∑
|α|=2
(1−t)2(y−x)α
α! D
α
xϕ(s˜,ω,x+t(y−x)) dt ds˜dω dy.
Step 6: Transformation ξ = ω∇xϕ(s˜, ω, x). Next, we transform the integral once again.
Therefore, we use the Transformation ξ = ω∇xϕ(s˜, ω, x) which yields by Lemma 3.13 unique
s˜ = s˜(x, ξ) ∈ R2 and ω = ω(x, ξ) ∈ R\{0} for given x ∈ R3+ and ξ ∈ R3\{0} with ξ3 6= 0, so
ξ = ω(x, ξ)[∇xϕ](s˜(x, ξ), ω(x, ξ), x). (3.32)
76 CHAPTER 3. Theoretical results concerning the operator F
For the determinant of the Jacobian we get
B˜(s˜, ω, x) = det

∂ω
(
ω[∇xϕ](s˜, ω, x)>
)
∂s1
(
ω[∇xϕ](s˜, ω, x)>
)
∂s2
(
ω[∇xϕ](s˜, ω, x)>
)

for (s˜, ω, x) ∈ R2 × R\{0} × R3+. To show that B˜ does not vanish we reformulate it into the
function B given in (3.23) which does not vanish. We calculate
B˜(s˜, ω, x) = det

∂ω
(
ω∇xϕ( s˜ω , x)>
)
∂s1
(
ω∇xϕ( s˜ω , x)>
)
∂s2
(
ω∇xϕ( s˜ω , x)>
)
 = det
 ∇xϕ( s˜ω , x)> + ω∂ω∇xϕ( s˜ω , x)>ω[∂s1∇xϕ]( s˜ω , x)> 1ω
ω[∂s2∇xϕ]( s˜ω , x)> 1ω

= det
 ∇xϕ( s˜ω , x)> + ω[∇s∇xϕ]( s˜ω , x)> · (− sω2 )[∂s1∇xϕ]( s˜ω , x)>
[∂s1∇xϕ]( s˜ω , x)>

= det
 ∇xϕ( s˜ω , x)> − s1ω [∂s1∇xϕ]( s˜ω , x)> − s2ω [∂s2∇xϕ]( s˜ω , x)>[∂s1∇xϕ]( s˜ω , x)>
[∂s2∇xϕ]( s˜ω , x)>

= det
 [∇xϕ]( s˜ω , x)>[∂s1∇xϕ]( s˜ω , x)>
[∂s2∇xϕ]( s˜ω , x)>
 = B( s˜ω , x)
for s ∈ R2, ω ∈ R\{0} and x ∈ R3+. Here, the determinants of the last two written matrices
are equal since the second can be achieved from the first by adding s1ω times the second line
and s2ω times the third onto the first one. AsB is not zero and even strictly positive by Remark
3.19, the calculation above yields that also B˜ is strictly positive. After inserting this we have
(P εδ n)(x)
=
1
2pi
∫
R3+
∫
R3\{ξ∈R3 | ξ3=0}
ψ(s˜(x, ξ), ω(x, ξ), ϕ(s˜, ω, x))A(s˜(x, ξ), ω(x, ξ), x)A(s˜(x, ξ), ω(x, ξ), y)
|ω(x, ξ)|2|B˜(s˜(x, ξ), ω(x, ξ), x)|
ζ̂ε(x, y)ζδ(y)n(y)e
i(x−y)·ξ−iω(x,ξ) ∫ 1
0
∑
|α|=2
(1−t)2(y−x)α
α! ∂
α
xϕ(s˜(x,ξ),ω(x,ξ),x+t(y−x)) dt dξ dy.
First, we remark that the cut-off function ψ vanishes for ξ3 near to zero. Consequently, we
have
(P εδ n)(x)
=
1
2pi
∫
R3+
∫
R3
ψ(s˜(x, ξ), ω(x, ξ), ϕ(s˜, ω, x))A(s˜(x, ξ), ω(x, ξ), x)A(s˜(x, ξ), ω(x, ξ), y)
|ω(x, ξ)|2|B˜(s˜(x, ξ), ω(x, ξ), x)|
ζ̂ε(x, y)ζδ(y)n(y)e
i(x−y)·ξ−iω(x,ξ) ∫ 1
0
∑
|α|=2
(1−t)2(y−x)α
α! ∂
α
xϕ(s˜(x,ξ),ω(x,ξ),x+t(y−x)) dt dξ dy.
Moreover, we notice that s˜ and ω depending on x and ξ are smooth. At this point, it is crucial
that the integrand of P εδ n vanishes for x /∈ Kδ due to the cut-off functions ψ, ζ̂ε and ζδ.
This means that the value of x3 stays away from zero. After observing this, we obtain the
smoothness of the symbol by the representations given in Lemma 3.13 and Remark 3.14.
Step 7: P εδ is a Fourier integral operator. In order to show that P
ε
δ is a pseudodifferential
operator we aim to apply Theorem 19.1 in [Shu87]. For this purpose, we have to verify that
P εδ is a Fourier integral operator first.
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Actually, we would like to take Φ as the phase function of P εδ . However, a suitable phase
function has to be an element of C∞(R3+ ×R3+ ×R3\{0}) and Φ is not smooth for (x, y, ξ) ∈
R3+×R3+×R3\{0}with ξ3 = 0. In order to obtain a smooth version of Φ we have to modify it.
The modification has to be in such a way that we do not change the operator P εδ . Moreover,
we ensure that the modification vanishes for x, y ∈ R3+ outside of compact sets. Thus, we are
able to show the needed assumptions stated in Theorem 19.1 in [Shu87]. We define Ψ by
Ψ(x, y, ξ) := ξ · (x− y)− ζR(x)ζ̂2ε(x, y)ζ∗M0(ξ)
· ω(x, ξ)
∫ 1
0
∑
|α|=2
(1− t)2(y − x)α
α!
Dαxϕ(s˜(x, ξ), ω(x, ξ), x+ t(y − x)) dt
for (x, y, ξ) ∈ R3+ × R3+ × R3\{0}. Here, the functions ζR and ζ̂2ε are given as follows. We
choose ζR : R3+ → R such that ζR ∈ C∞c (R3+) and 0 ≤ ζR ≤ 1 with
ζR(x) = 1, on K1R,δ := BR(0) ∩ {x ∈ R3+ |x3 ≥ 34δ} and ζR(x) = 0 on R3+\KR,δ
for x ∈ R3+, where we recall that KR,δ = BR+1(0) ∩ {x ∈ R3+ |x3 ≥ δ2}. Moreover, we
consider ζ̂2ε : R3+ × R3+ → R such that ζ̂2ε ∈ C∞c (R3+ × R3+), 0 ≤ ζ̂2ε ≤ 1 with
ζ̂2ε(x, y) = 1, if |x− y| < 2ε and ζ̂2ε(x, y) = 0 if |x− y| > 4ε
for (x, y) ∈ R3+ × R3+.
We notice that for ξ3 = 0 there exist no s˜ and ω depending on x and ξ. However, ζ∗M0(ξ)
for ξ ∈ R3\{0} with ξ3 = 0 is zero. Hence, Ψ is equal to ξ · (x − y) for x, y ∈ R3+ and
ξ ∈ R3\{0} with ξ3 = 0.
The idea is to show that the function Ψ coincides with Φ on the set on which the integrand
of P εδ n does not vanish.
In the representation of Ψ are three cut-off functions we inserted for two different reasons.
We truncate with ζ∗M0 with respect to the variable ξ to ensure that Ψ ∈ C∞(R3+×R3+×R3\{0}
is satisfied as we argued above. The smoothness is needed to show that Ψ is a phase function.
Moreover, we truncate with ζR with respect to the variable x in order to obtain thatΨ vanishes
for x off the compact set KR,δ. The cut-off function ζ̂2ε ensures that the phase function
vanishes if y is not in the compact set K˜R,δ. We recall that
K˜R,δ = {z ∈ R3+ | |z − x| ≤ 14δ, x ∈ KR,δ}
= BR+1+ δ4
(0) ∩ {x ∈ R3+ |x3 ≥ 14δ}.
Finally, we analyse whether we have chosen the cut-off functions in such a way that Ψ is
equal to Φ if the integrand of F εδ n does not vanish. By the definition of Ψ we have
Φ(x, y, (s˜(x, ξ), ω(x, ξ))) = Ψ(x, y, ξ)
for |x − y| ≤ 2ε, ξ ∈ R3 with
√
ξ21
ξ23
+
ξ22
ξ23
< 2M and x ∈ K1R,δ. In case of |x − y| > 2ε
the function ζ̂ε vanishes. If x /∈ K1R,δ, we have x /∈ Kx,δ and hence the cut-off function ψ
vanishes. Last, for ξ ∈ R3 with
√
ξ21
ξ23
+
ξ22
ξ23
≥ 2M and x ∈ Kδ,x the cut-off function ψ is zero
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by Lemma 3.22. Consequently, the integrand of P εδ n is zero. Hence, we have
(P εδ n)(x)
=
1
2pi
∫
R3+
∫
R3
ψ(s˜(x, ξ), ω(x, ξ), ϕ(s˜(x, ξ), ω(x, ξ), x))A(s˜(x, ξ), ω(x, ξ), x)A(s˜(x, ξ), ω(x, ξ), y)
|ω(x, ξ)|2
ζ̂ε(x, y)ζδ(y)n(y)e
iΦ(x,y,(s˜(x,ξ),ω(x,ξ))) dξ dy
=
1
2pi
∫
R3+
∫
R3
ψ(s˜(x, ξ), ω(x, ξ), ϕ(s˜(x, ξ), ω(x, ξ), x))A(s˜(x, ξ), ω(x, ξ), x)A(s˜(x, ξ), ω(x, ξ), y)
|ω(x, ξ)|2
ζ̂ε(x, y)ζδ(y)n(y)e
iΨ(x,y,ξ) dξ dy
for x ∈ R3+. Next, we show that Ψ is a phase function on R3+ × R3+ × R3\{0}.
First, we start with homogeneity. So, let λ > 0 be given. We have
ϕ(λs˜, λω, x) = ϕ( λs˜λω , x) = ϕ(s˜, ω, x)
for (s˜, ω, x) ∈ R2 ×R\{0} ×R3+ and so ϕ and ∇xϕ are homogeneous of degree 0 in (s˜, ω). If
we insert λξ in transformation (3.32) instead of ξ, we get
λξ = ω(x, λξ)∇xϕ(s˜(x, λξ), ω(x, λξ), x) = ω(x, λξ)∇xϕ( s˜(x,λξ)ω(x,λξ) , x)
and by multiplying equation (3.32) with λ we obtain
λξ = λω(x, ξ)[∇xϕ](s˜(x, ξ), ω(x, ξ), x) = λω(x, ξ)[∇xϕ]
(
s˜(x,ξ)
ω(x,ξ) , x
)
.
From the last two equations we conclude
ω(x, λξ)∇xϕ
(
s˜(x,λξ)
ω(x,λξ) , x
)
= λω(x, ξ)∇xϕ
(
λs˜(x,ξ)
λω(x,ξ) , x
)
for x ∈ R3+ and ξ ∈ R3\{0} × R3+ with ξ3 6= 0. Since the transformation ξ = ω∇xϕ(s, x)
stated in (3.32) yield unique (s, ω) ∈ R2 × R\{0} for x ∈ R3+ and ξ ∈ R3\{0} × R3+ with
ξ3 6= 0, we get λω(x, ξ) = ω(x, λξ) and λs˜(x, ξ) = s˜(x, λξ) for x ∈ R3+ and ξ ∈ R3\{0} × R3+
with ξ3 6= 0 and so ω and s˜ are homogeneous of degree 1 in ξ.
Using this and that ζ∗M0 is homogeneous of order 0, we obtain
Ψ(x, y, λξ)
= λξ · (x− y)− ζR(x)ζ̂2ε(x, y)ζ∗M0(λξ)ω(x, λξ)∫ 1
0
∑
|α|=2
(1− t)2(y − x)α
α!
Dαxϕ(s˜(x, λξ), ω(x, λξ), x+ t(y − x)) dt
= λ(y − x) · ξ − ζR(x)ζ̂2ε(x, y)ζ∗M0(ξ)λω(x, ξ)∫ 1
0
∑
|α|=2
(1− t)2(y − x)α
α!
Dαxϕ(λs˜(x, ξ), λω(x, ξ), x+ t(y − x)) dt
= λξ · (y − x)− λζR(x)ζ̂2ε(x, y)ζ∗M0(ξ)ω(x, ξ)∫ 1
0
∑
|α|=2
(1− t)2(y − x)α
α!
Dαxϕ(s˜(x, ξ), ω(x, ξ), x+ t(y − x)) dt
= λΨ(y, x, ξ)
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for (x, y, ξ) ∈ R3+ × R3+ × R3\{0} since ϕ and consequently ∂αixi ϕ for i ∈ {1, 2, 3} are homo-
geneous of degree 0 in (s˜, ω). We shortly remark that this also holds for ξ ∈ R3 with ξ3 = 0
as then ζ∗M0(ξ) is zero. Moreover, we have
∇xΨ(x, y, ξ)
= ξ −∇x
(
ζR(x)ζ̂2ε(x, y)ζ
∗
M0(ξ)ω(x, ξ)∫ 1
0
∑
|α|=2
(1− t)2(y − x)α
α!
Dαxϕ(s˜(x, ξ), ω(x, ξ), x+ t(y − x)) dt
)
for (x, y, ξ) ∈ R3+ × R3+ × R3\{0},
∇yΨ(x, y, ξ)
= −ξ −∇y
(
ζR(x)ζ̂2ε(x, y)ζ
∗
M0(ξ)ω(x, ξ)∫ 1
0
∑
|α|=2
(1− t)2(y − x)α
α!
Dαxϕ(s˜(x, ξ), ω(x, ξ), x+ t(y − x)) dt
)
for (x, y, ξ) ∈ R3+ × R3+ × R3\{0} and
∇ξΨ(x, y, ξ)
= x− y −∇ξ
(
ζR(x)ζ̂2ε(x, y)ζ
∗
M0(ξ)ω(x, ξ)∫ 1
0
∑
|α|=2
(1− t)2(y − x)α
α!
Dαxϕ(s˜(x, ξ), ω(x, ξ), x+ t(y − x)) dt
)
for (x, y, ξ) ∈ R3+ ×R3+ ×R3\{0}. Since the phase function Ψ is homogeneous of degree 1 in
the third variable, the function∇ξΨ is homogeneous of order 0 in the third variable according
to Lemma 2.1. Thus, we have
∇ξΨ(x, y, ξ) = ∇ξΨ
(
x, y, |ξ| ξ|ξ|
)
= ∇ξΨ
(
x, y, ξ|ξ|
)
for (x, y, ξ) ∈ R3+ × R3+ × R3\{0}. For ξ ∈ R3\{0} with |ξ| = 1 we calculate
|∇ξΨ(x, y, ξ)|
≥ |x− y| − |ζR(x)ζ̂2ε(x, y)|∣∣∣∇ξ(ζ∗M0(ξ)ω(x, ξ)∫ 1
0
∑
|α|=2
(1− t)2(y − x)α
α!
Dαxϕ(s˜(x, ξ), ω(x, ξ), x+ t(y − x)) dt
)∣∣∣
≥ |x− y| − |x− y|2 max
x∈KR,δ,y∈K˜R,δ,|ξ|=1
∣∣∣∇ξ(ζ∗M0(ξ)ω(x, ξ)∑
|α|=2
1
α!
Dαxϕ(s˜(x, ξ), ω(x, ξ), y))
)∣∣∣
≥ |x− y| − 4ε|x− y| max
x∈KR,δ,y∈K˜R,δ,|ξ|=1
∣∣∣∇ξ(ζ∗M0(ξ)ω(x, ξ)∑
|α|=2
1
α!
Dαxϕ(s˜(x, ξ), ω(x, ξ), y))
)∣∣∣
≥ |x− y| − 1
2
|x− y| = 1
2
|x− y|
for (x, y) ∈ R3+ ×R3+ since ζ̂2ε vanishes for |x− y| > 4ε and by the choice of ε. Moreover, we
used that Ψ vanishes for x /∈ KR,δ and y /∈ K˜R,δ.
As a consequence, we have x = y if ∇ξΨ(x, y, ξ) = 0 for (x, y, ξ) ∈ R3+ × R3+ × R3\{0} is
satisfied. Since ∇ξΨ vanishes for y = x, we have consequently ∇ξΨ(x, y, ξ) = 0 if and only
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if x = y is fulfilled. Further, it holds ∇xΨ(x, x, ξ) = ξ and ∇yΨ(x, x, ξ) = −ξ for (x, y, ξ) ∈
R3+×R3+×R3\{0}. Thus, (∇xΨ,∇ξΨ) and (∇yΨ,∇ξΨ) do not vanish on R3+×R3+×R3\{0}.
Altogether, we obtain that Ψ is a phase function.
In addition, we define
p˜(x, y, ξ)
=
1
2pi
ψ(s˜(x, ξ), ω(x, ξ), ϕ(s˜(x, ξ), ω(x, ξ), x))A(s˜(x, ξ), ω(x, ξ), x)A(s˜(x, ξ), ω(x, ξ), y)
|ω(x, ξ)|2|B˜(s˜(x, ξ), ω(x, ξ), x)|
· ζ̂2ε(x, y)ζδ(y)
=
1
2pi
ψ
(
s˜(x,ξ)
ω(x,ξ) , ϕ
(
s˜(x,ξ)
ω(x,ξ) , x
))
A
(
s˜(x,ξ)
ω(x,ξ) , x
)
A
(
s˜(x,ξ)
ω(x,ξ) , y
)
|ω(x, ξ)|2
∣∣∣B˜( s˜(x,ξ)ω(x,ξ) , x)∣∣∣ ζ̂2ε(x, y)ζδ(y)
for (x, y, ξ) ∈ R3+ × R3+ × R3\{0}. Since s˜ and ω are homogeneous of degree 1 in ξ and the
functions A, ϕ and ψ are homogeneous of degree 0 in (s˜, ω), the functions A, ϕ and ψ are
homogeneous of degree 0 in ξ. Moreover, every element of the matrix with determinant B˜
is homogeneous of degree zero in ξ because it consists of ϕ or derivatives of ϕ with respect
to x and s. Thus, also the determinant B˜ is homogeneous of degree zero in ξ. However, we
recall that ω is homogeneous of degree 1 in ξ. Altogether, the function p˜ is homogeneous
of degree −2 in ξ since the denominator contains ω2 and all other appearing functions are
homogeneous of degree 0 in ξ.
As aforementioned, the functions s˜ and ω are smooth due to the fact that we stay away
from x3 = 0 because of the cut-off functions ζ̂ε and ζδ. The other appearing functions in p˜ are
smooth on R3+ × R3+ × R3\{0}, too. Further, the function p˜ is locally integrable on compact
subsets in R3+ × R3+ and around ξ = 0.
Altogether, the function p˜ is smooth and homogeneous of degree−2 in ξ and thus a symbol
of order −2 according to Lemma 2.2 and the explanation before Lemma 2.1. This yields that
P εδ is a Fourier integral operator.
Step 8: P εδ is a pseudodifferential operator. Finally, we show that P
ε
δ is not only a Fourier
integral operator but also a pseudodifferential operator. In order to obtain this result, we
apply Theorem 19.1 in [Shu87]. In this theorem two conditions are given, which we have
to verify. The first one is that ∇ξΨ(x, y, ξ) = 0 is satisfied if and only if y = x holds for
ξ ∈ R3\{0} with ξ3 6= 0. We showed this condition in Step 7 in order to prove that Ψ is a
phase function. For the second one we calculate ∇xΨ(x, x, ξ) for x ∈ R3+ and ξ ∈ R3\{0}.
We have
∇xΨ(x, x, ξ) = ξ
for x ∈ R3+ and ξ ∈ R3\{0}, which is the second condition.
Hence, the operator P εδ is a pseudodifferential operator of order −2. By equation (2.1.4)
in [Hör71] the top order symbol of P εδ is given by
σ(P εδ )(x, ξ)
= (2pi)6p(x, x, ξ)
=
(2pi)5ψ(s˜(x, ξ), ω(x, ξ), ϕ(s˜(x, ξ), ω(x, ξ), x))A(s˜(x, ξ), ω(x, ξ), x)A(s˜(x, ξ), ω(x, ξ), x)
|ω(x, ξ)|2|B˜(s˜(x, ξ), ω(x, ξ), x)|
· ζ̂ε(x, x)ζδ(x)
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=
(2pi)5ψ(s˜(x, ξ), ω(x, ξ), ϕ(s˜, ω, x))A(s˜(x, ξ), ω(x, ξ), x)2ζδ(x)
|ω(x, ξ)|2|B˜(s˜(x, ξ), ω(x, ξ), x)|
for x ∈ R3+ and ξ ∈ R3\{0}.
Last, we notice that the transformation ξ = ω∇xϕ(s, x) is injective in s and ω according
to Lemma 3.13. Hence, we obtain for ω and s˜ω the same values as for ω and s. Using the
identity s˜ω = s we obtain
σ(P εδ )(x, ξ) =
(2pi)5ψ
(
s˜(x,ξ)
ω(x,ξ) , ϕ
(
s˜(x,ξ)
ω(x,ξ)x
))
A
(
s˜(x,ξ)
s(x,ξ)x
)2
|ω(x, ξ)|2|B˜( s˜(x,ξ)s(x,ξ) , x)|
ζδ(x)
=
(2pi)5ψ(s(x, ξ), ϕ(s(x, ξ), x))A(s(x, ξ), x)2
|ω(x, ξ)|2|B(s(x, ξ), x)| ζδ(x)
for x ∈ R3+ and ξ ∈ R3\{0} with ξ3 6= 0 if there exist s ∈ S0 and ω ∈ R\{0} such that
ξ = ω∇xϕ(s, x) is satisfied.
If we consider x ∈ R3+ and ξ ∈ R3\{0} with ξ3 = 0 the top order symbol vanishes due
to the cut-off function ψ. Moreover, in case there exist no s ∈ S0 and ω ∈ R\{0} such that
ξ = ω∇xϕ(s, x) holds, the top order symbol is given by zero. This is ensured by the cut-off
function ψ. We refer also to the explanation given in Theorem 3.18.
In order to deduce the top order symbol of Λδ we have to multiply σ(F ∗ψFδ) with the
symbol of−∆∂3 given by (x, ξ) 7→ iξ3|ξ|2 for (x, ξ) ∈ R3+×R3 according to Theorem 3.17.
In the expression of the top order symbol of P εδ , we obtained in the proof of the theorem,
we observe that the pseudodifferential operator P εδ is zero for x ∈ R3+ with x3 < δ. As a
consequence the operator F ∗ψFδ only consists of the smoothing operator for x ∈ R3+ with
x3 < δ. This yields that the operator F ∗ψFδ and consequently Λδ has no singularities for x ∈
R3+ with x3 < δ. For application this means that we are not able to detect singularities very
close to the surface. As mentioned before Theorem 3.21 this has no affect on our numerical
examples in Chapter 5 since we are only interested in reconstructions of areas which have a
small distance to the surface.
3.3.2. Microlocal properties of Λ
In order to investigate how Λ influences the singularities of an element of E ′(R3+), we use
the results from microlocal analysis presented in Chapter 2. We analyse which singularities
Λ preserves, which are not preserved and which are added. The last mentioned case does
not arise. For an explanation we consider the wave front set of F ∗ψF . According to the
explanation after Theorem 3.15, we have
WF(F ∗ψF ) ⊆ {(x, ξ;x, ξ) | ξ3 6= 0}
in case we assume s ∈ R2. Since the set {(x, ξ;x, ξ) |x ∈ R3+, ξ ∈ R3\{0}} corresponds to the
identity in (R3+×R3\{0})× (R3+×R3\{0}), there are no singularities added. If we consider
s ∈ S0, the set on the right-hand side of the inclusion above can be restricted. Thus, also
in this situation there are no added singularities. However, we notice that singularities with
direction ξ ∈ R3\{0} and ξ3 = 0 are not preserved by F ∗ψF regardless whether we have
s ∈ R2 or s ∈ S0.
By the pseudolocal property (see Theorem 2.17) and the fact that ∆ and ∂3 are pseudod-
ifferential operators by Example 2.4 we have
WF(Λ) ⊆WF(F ∗ψF ).
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Consequently, the operator Λ does not add singularities and does not preserve the ones with
a direction ξ ∈ R3\{0} with ξ3 = 0.
Nevertheless, to answer whether preserved singularities are emphasised, we analyse the
reconstruction operator Λ in a more detailed way. The main result is given in Proposition
3.24. In the proof of this proposition, we see why augmenting F ∗ψF with the derivative in
third direction was a good choice. A detailed explanation concerning this issue is given in
Remark 3.25.
Before we show under which conditions the reconstruction operator Λ is microlocally
elliptic, we introduce some abbreviations to simplify notations and to highlight dependencies
on certain variables.
3.23 Remark. For further calculations we introduce
p := p(ξ) =
ξ1
ξ3
and q := q(ξ) =
ξ2
ξ3
for ξ ∈ R3 with ξ3 6= 0 and show that all single parts of the top order symbol depend only
directly on x, ξ3 and the two ratios p and q of the single components of ξ. For this reason, we
define the set
P := {(p, q) ∈ R× R | there exists ξ ∈ R3, ξ3 6= 0, p = ξ1ξ3 , q =
ξ2
ξ3
} = R2.
By Theorem 3.18 we get s(p, q, x) = (s1(p, q, x), s2(p, q, x)) with
s1(p, q, x) = x1 − px3 and s2(p, q, x) = x2 − x3Q(p, q, αx3 )
for (p, q) ∈ P and x ∈ R3+ by defining
Q(p, q, λ) :=

1
2q
(
q2 − p2 − 1 +√(p2 + q2 + 1)2 + 4λ2q2), for q 6= 0,
0, for q = 0,
for (p, q) ∈ P and λ > 0. We recall that Q is smooth by Remark 3.14. Using this, we further
have
D := D(p, q, x) := |x− xs(s(p, q, x))| =
√
(x1 − s1(p, q, x))2 + (x2 − (s2(p, q, x)− α))2 + x23
=
√
p2x23 + (x3Q(p, q,
α
x3
) + α)2 + x23 = x3
√
(Q(p, q, αx3 ) +
α
x3
)2 + p2 + 1
and analogously
E := E(p, q, x) = x3
√
(Q(p, q, αx3 )− αx3 )2 + p2 + 1
each for (p, q) ∈ P and x ∈ R3+. With these abbreviations we have
A(p, q, x) := A(s(p, q, x), x) =
1
D(p, q, x)
1
E(p, q, x)
and
ψ(p, q, x) := ψ(s(p, q, x), ϕ(s(p, q, x), x)) = D(p, q, x) + E(p, q, x)
for (p, q) ∈ P and x ∈ R3+. Moreover, by the representation of ω in Theorem 3.18 it follows
ω(p, q, x, ξ3) =
ξ3
x3
D(p, q, x) + E(p, q, x)
D(p, q, x)E(p, q, x)
.
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Last, we have
B(p, q, x) = x3
( 1
D(p, q, x)
+
1
E(p, q, x)
)( 1
D2(p, q, x)
+
1
E2(p, q, x)
)
(
1 +
(
px3, x3Q
(
p, q, αx3
)
+ α, x3
)>
D(p, q, x)
· (px3, x3Q
(
p, q, αx3
)− α, x3)>
E(p, q, x)
)
according to the representation given in Remark 3.19 and calculated in Appendix A.1.
3.24 Proposition. Let (y, η) ∈ R3+ × R3\{0}. Further, let
C(y) := {ξ ∈ R3 | ξ3 6= 0, ψ(s(y, ξ), ϕ(s(y, ξ), y)) > 0}.
If η ∈ C(y) is satisfied, then Λ is microlocally elliptic of order 1 at (y, η).
By the explanation after Theorem 3.15, we have WF(F ∗ψF ) ⊆ {(x, ξ;x, ξ) | ξ3 6= 0} in
case we assume s ∈ R2. As a consequence, the singularities of Λn for n ∈ E ′(R3+) with
direction ξ3 = 0 are not contained in the wave front set of Λn and the condition ξ3 6= 0 in
the set C(y) is no further restriction. At the points where the cut-off function ψ vanishes Λ
cannot be microlocally elliptic. So, there is no way to avoid the second condition in the set
C(y). For these two reasons, the set C(y) is the largest set on which Λ can be microlocally
elliptic and Proposition 3.24 the best result we can obtain for Λ.
Proof of Proposition 3.24: Let η ∈ C(y). We define m := η1η3 and n :=
η2
η3
which is possible as
η3 is non-zero. Further, the cut-off function ψ in the definition of the set C(y) is continuous.
Thus, there exist δ1, δ2 > 0 and r1 > 0 such that ψ(p, q, x) > 0 is satisfied for all p ∈ Bδ1(m),
q ∈ Bδ2(n) and x ∈ Br1(y). Moreover, we find δ˜1, δ˜2, r > 0 with δ˜1 < δ1, δ˜2 < δ2 and r < r1
such that we have
Br(y) ⊆ R3+ and ψ(p, q, x) > 0 (3.33)
for p ∈ Bδ˜1(m), q ∈ Bδ˜2(n) and x ∈ Br(y). Now, we choose δ to be the minimum of δ˜1 and
δ˜2 so
δ := min{δ˜1, δ˜2}. (3.34)
First, we consider the case η3 > 0. We define
Vδ(η) := {(λm, λn, λ)> ∈ R3 |m− δ ≤ m ≤ m+ δ, n− δ ≤ n ≤ n+ δ, λ ≥ 0}.
Then, by choosing m = m, n = n and λ = η3 > 0 we have η ∈ Vδ(η). Also for ε > 0 with
ε < min{η3, δ} we get Bε(η) ⊆ Vδ(η). Further, for ξ = (λ˜m, λ˜n, λ˜) ∈ Vδ(η) with some λ˜ ≥ 0,
m ∈ [m − δ,m + δ] and n ∈ [n − δ, n + δ] we get λξ ∈ Vδ(η) for λ ≥ 0 as λλ˜ ≥ 0 holds, so
Vδ(η) is conic. Thus, Vδ(η) is a conic neighbourhood of η.
In case we have η3 < 0, we consider
Vδ(η) := {(−λm,−λn,−λ)> ∈ R3 |m− δ ≤ m ≤ m+ δ, n− δ ≤ n ≤ n+ δ, λ ≥ 0}.
With m = m,n = n and λ = −η3 > 0 we get η ∈ Vδ(η) and for ε > 0 with ε < min{−η3, δ}
we have Bε(η) ⊆ Vδ(η). As in the first case, we have λξ ∈ Vδ(η) for ξ ∈ Vδ(η) and all λ ≥ 0.
Hence, the set Vδ(η) is a conic neighbourhood of η.
84 CHAPTER 3. Theoretical results concerning the operator F
From now on, all considerations hold for both cases, independently whether η3 is strictly
positive or strictly negative.
In Remark 3.23 we have seen that nearly all factors of the symbol depend only on the two
ratios p and q of the second variable. Hence, we introduce the set
M :=
{
(p, q, x) ∈ R× R× R3+ | there exists ξ ∈ Vδ(η)\{0}, p = ξ1ξ3 , q =
ξ2
ξ3
and x ∈ Br(y)
}
as a subset of R5. For further steps we rewrite the set M . Let ξ be in Vδ(η)\{0}, i.e. ξ =
(λm, λn, λ)> or ξ = (−λm,−λn,−λ)> for some λ > 0,m ∈ [m−δ,m+δ] and n ∈ [n−δ, n+δ].
By observing
p = p(ξ) =
ξ1
ξ3
= m and q = q(ξ) =
ξ2
ξ3
= n
and therewith
m− δ ≤ p = m ≤ m+ δ and n− δ ≤ q = n ≤ n+ δ, (3.35)
we obtain
M = {(p, q, x) ∈ R× R× R3+ |m− δ ≤ p ≤ m+ δ, n− δ ≤ q ≤ n+ δ, and x ∈ Br(y)}.
In this representation, we see that the set M is closed and bounded and thus a compact
subset of R5.
Next, we take a closer look at the top order symbol of F ∗ψF given in (3.24). Using Remark
3.23, we have
σ(F ∗ψF )(p, q, x, ξ3) =
(2pi)5A2(p, q, x)ψ(s(p, q, x), ϕ(s(p, q, x), x))
|ω(p, q, x, ξ3)|2|B(p, q, x)|
=
(2pi)5 1D(p,q,x)2E(p,q,x)2ψ(s(p, q, x), ϕ(s(p, q, x), x))
|ξ3|2
|x3|2
D(p,q,x)2E(p,q,x)2
(D(p,q,x)+E(p,q,x))2 |B(p, q, x)|
=
(2pi)5(D(p, q, x) + E(p, q, x))2ψ(s(p, q, x), ϕ(s(p, q, x), x))x23
D(p, q, x)4E(p, q, x)4|B(p, q, x)|
1
ξ23
for (p, q, x) ∈M and ξ3 such that ξ ∈ Vδ(η)\{0} holds. The map G : M → [0,∞) given by
(p, q, x) 7→
∣∣∣∣ (2pi)5(D(p, q, x) + E(p, q, x))2ψ(s(p, q, x), ϕ(s(p, q, x), x))x23D(p, q, x)4E(p, q, x)4|B(p, q, x)|
∣∣∣∣ (3.36)
is continuous as the denominator does not vanish and so the map attains its minimum on the
compact setM given by
NVδ(η),r := min
(p,q,x)∈M
G(p, q, x).
As the functions D and E are strictly positive, the term (D(p, q, x) + E(p, q, x))2 does not
vanish for (p, q, x) ∈M . Due to the conditions stated in (3.35), we have
p ∈ Bδ(m) and q ∈ Bδ(n)
for (p, q) with (p, q, x) ∈M . Thus, it follows
ψ(p, q, x) > 0
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for (p, q, x) ∈ M using (3.33) and (3.34). Moreover, we have x3 > 0 since (p, q, x) ∈ M
holds. For these reasons, the minimum NVδ(η),r is strictly positive. Further, we obtain for the
top order symbol of F ∗ψF the estimate
|σ(F ∗ψF )(x, ξ)| = |σ(F ∗ψF )(p, q, x, ξ3)| ≥ NVδ(η),r
1
ξ23
(3.37)
for x ∈ Br(y) and ξ ∈ Vδ(η)\{0}.
In the next step, we consider the top order symbol of the operator Λ given by Λ =
−∆∂3F ∗ψF . As the symbol of −∆∂3 is σ(−∆∂3)(ξ, x) = i ξ3|ξ|2 for x ∈ R3+ and ξ ∈ R3
(see Example 2.4). The top order symbol of Λ is estimated by
|σ(Λ)(x, ξ)| ≥ NVδ(η),r
|ξ3||ξ|2
ξ23
= NVδ(η),r|ξ|
√
ξ21
ξ23
+
ξ22
ξ23
+ 1
≥ NVδ(η),r |ξ|
for x ∈ Br(y) and ξ ∈ Vδ(η)\{0} and thus for x ∈ Br(y) and ξ ∈ Vδ(η)\{0}.
Last, we get
|σ(Λ)(x, ξ)| ≥ NVδ(η),r
|ξ|
1 + |ξ| (1 + |ξ|) ≥
1
2
NVδ(η),r(1 + |ξ|) = Cδ,η,r(1 + |ξ|)
with Cδ,η,r := 12NVδ(η),r for x ∈ Br(y) and ξ ∈ Vδ(η) with |ξ| ≥ 1 as z 7→ z1+z is monotone
increasing for z > 0. Hence, Λ is microlocally elliptic of order 1 at (y, η).
3.25 Remark. In this remark, we give an explanation why this specific proof of the microlocal
ellipticity stated in Proposition 3.24 does not work if we augment F ∗ψF by ∆∂1 or ∆∂2
instead of ∆∂3. According to (3.37) in the proof of Proposition 3.24, we estimated
|σ(F ∗ψF )(x, ξ)| ≥ NVδ(η),r
1
ξ23
for x ∈ Br(y) and ξ ∈ Vδ(η)\{0}. Thus, we obtain
|σ(−∆∂1F ∗ψF )(x, ξ)| ≥ NVδ(η),r
|ξ1|
ξ23
||ξ|2 = NVδ(η),r
|ξ1|
|ξ3| |ξ|
√
ξ21
ξ23
+
ξ22
ξ23
+ 1
≥ NVδ(η),r
|ξ1|
|ξ3| |ξ|
for x ∈ Br(y) and ξ ∈ Vδ(η)\{0}. Here, we are not able to find a strictly positive lower bound.
Indeed, p = ξ1ξ3 is inM and so bounded but the lower bound is not necessarily strictly positive.
Therefore, we do not obtain the estimate we need to show that this operator is microlocally
elliptic at (y, η) ∈ R3+ × R3\{0} if η ∈ C(y) holds. The argumentation in case of ∆∂2F ∗ψF
is analogous.
However, if we restrict the set C(y) further, an analogous proof with different neighbour-
hoods works when using the derivative in first or in second direction. In case of the first
direction, we have ξ1 6= 0 and in case of the second one ξ2 6= 0 as additional restrictions in
C(y).
Proposition 3.24 yields the points (x, ξ) ∈ R3+×R3\{0} in which Λ is microlocally elliptic.
Using this we are able to apply Theorem 2.23 to the operator Λ.
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3.26 Corollary. Let n ∈ E ′(R3+), r ∈ R and (x, ξ) ∈ R3+ × R3\{0} with ξ ∈ C(x). Then, we
have (x, ξ) ∈WFr(n) if and only if (x, ξ) ∈WFr−1(Λn) holds.
Further, let n be a finite sum of characteristic functions of balls and half-spaces in R3+. In this
case, it holds WF1/2−ε(n) = ∅ for ε > 0 and WF1/2+γ(n) = WF(n) for γ ≥ 0. Thus, we obtain
(x, ξ) ∈WF−1/2(Λn) for all (x, ξ) ∈WF(n).
So, roughly speaking, a distribution u is not Hr at x in direction ξ if and only if Λu is not
Hr−1 at x in direction ξ.
Proof of Corollary 3.26. By Theorem 3.17 the reconstruction operator Λ is of order 1. For this
reason, the first assertion follows by Theorem 2.23.
According to Example 2.24 the function n is in H1/2−εloc (R3+) for any ε > 0. Hence, the
second assertion follows from the first one.
By the definition of the set C(x) in Proposition 3.24, the top order symbol σ(Λ) is zero
off C(x). But as we only know that the top order symbol vanishes there, we just obtain that
Λ smooths one degree more off the set C(x) than on the set C(x) and not directly that Λ is
C∞-smoothing there. In the following remark, we argue why this is nevertheless true.
3.27 Remark. In [QRS11] the authors argue that the reconstruction operator used there is
C∞-smoothing off the set, in which it is elliptic. With the same arguments we show that Λ is
C∞-smoothing at (x, ξ) ∈ R3+ × R3\{0} with ξ /∈ C(x).
Let x ∈ R3+ and ξ ∈ R3\{0} with ξ /∈ C(x). We first consider the case that ξ3 6= 0 holds.
As the generalised Radon transform F is a Fourier integral operator (for the representation
see (3.9)), we have WF(Ff) ⊆ C ◦WF(f) = ΠS0×(2α,∞)(Π−1R3+(WF(f))) for f ∈ E
′(R3+)
by Theorem 2.18 and Lemma 2.8. Here, C is the canonical relation of F explicitly given
in (3.12). According to Corollary 3.20 the projection ΠR3+ is injective and so we obtain
Π−1R3+
(x, ξ) = (s, t, η, x, ξ) for unique (s, t) = (s, ϕ(s, x)) ∈ S0 × (2α,∞) and an appropriate
direction η = (ω∇sϕ(s, x), ω) ∈ R3. Further, we have
ΠS0×(2α,∞)(Π
−1
R3+
(x, ξ)) = (s, t, η). (3.38)
By assumption, ξ /∈ C(x) holds and thus (s, t) /∈ supp(ψ) is satisfied. Since ψ is continu-
ous, there exists a neighbourhood of (s, t) on which ψ vanishes. Hence, ψFf is zero in a
neighbourhood of (s, t) and thus (s, t, η) /∈WF(ψFf). Further, we have
WF(F ∗ψFf) ⊆ C> ◦WF(ψFf) = ΠR3+(Π
−1
S0×(2α,∞)(WF(ψFf)))
again as F ∗ is a Fourier integral operator and by Theorem 2.18 and Lemma 2.8. With the
injectivity of ΠR3+ and ΠS0×(2α,∞) (see Corollary 3.20 and the proof of Theorem 3.18) we
obtain
ΠR3+(Π
−1
S0×(2α,∞)(ΠS0×(2α,∞)(Π
−1
R3+
(x, ξ)))) = (x, ξ).
For an easier understanding of this equality it helps to follow the diagram in Figure 3.2 from
the right to the left.
3.3. The reconstruction operator Λ 87
(s, t, η;x, ξ) (s, t, η;x, ξ)
(x, ξ) (s, t, η) (x, ξ)
ΠR3
+ ΠS0×(2α,∞) ΠS0×(2α,∞)
ΠR3
+
Figure 3.2: An illustration of the identities given in Remark 3.27.
As ΠR3+ is injective, we get the unique (s, t, η) as above such that Π
−1
R3+
(x, ξ) = (s, t, η;x, ξ)
holds. By applying ΠS0×(2α,∞) we then obtain (s, t, η). Further, we get again (s, t, η;x, ξ) with
(x, ξ) as before after taking the preimage under ΠS0×(2α,∞). This works because ΠS0×(2α,∞)
is injective and thus (s, t, η) has a unique preimage under ΠS0×(2α,∞). Last, we apply the
projection ΠR3+ and end up with (x, ξ).
Next, due to the equality given in (3.38), we have
(x, ξ) = ΠR3+(Π
−1
S0×(2α,∞)(ΠS0×(2α,∞)(Π
−1
R3+
(x, ξ)))) = ΠR3+(Π
−1
S0×(2α,∞)(s, t, η)).
Therefore, (x, ξ) /∈WF(F ∗ψFf) as (s, t, η) /∈WF(ψFf) holds and F ∗ψF is smoothing at x
in direction ξ. Moreover, by Example 2.4 the differential operators ∆ and ∂3 are pseudodif-
ferential operators and by the pseudolocal property (see Theorem 2.17) we obtain that Λ is
smoothing at x in direction ξ.
In the second case, we consider ξ3 = 0. As before we have WF(Ff) ⊆ C ◦WF(f) =
ΠS0×(2α,∞)(Π
−1
R3+
(WF(f))) for f ∈ E ′(R3+). Thus, let (x, ξ) ∈ WF(f). According to identity
(3.25), we have Π−1R3+
(x, ξ) = ∅ and so WF(F ∗ψFf) ⊆ ∅. As a consequence, F ∗ψF is C∞-
smoothing at x in direction ξ. With the same arguments as in the first case, we get that Λ is
C∞-smoothing at x in direction ξ.
3.3.3. Modification of the reconstruction operator Λ
The top order symbol of Λ depends on the distance to the surface, i.e. the value of x3 and the
offset α of source and receiver via the two foci xs(s) and xr(s) for fixed s ∈ S0. However, we
want to obtain reconstructions largely independent of the impact of these two parameters.
For this reason, we take a closer look at the behaviour of the top order symbol. In case
the value of x3 is large in comparison to the offset α, the open half-ellipsoids look like open
half-spheres. Due to this fact, we evaluate the top order symbol σ(Λ) of Λ for the offset α = 0.
In order to cover large values of the offset α, we observe what happens if α goes to infinity
in the expression for σ(Λ).
We start with the first case, which is given by α = 0. With Λ0 we denote the operator Λ
in case α = 0 is satisfied.
3.28 Corollary. If we assume α = 0, so xs(s) = xr(s) for s ∈ S0 is satisfied, the top order
symbol of Λ0 as a pseudodifferential operator is given by
σ(Λ0)(x, ξ) =
16pi5ξ3|ξ3|ψ
(
x1 − ξ1ξ3x3, x2 −
ξ2
ξ3
x3, 2|ξ|x3ξ3
)
x23|ξ|
for x ∈ R3+ and ξ ∈ R3\{0} with ξ3 6= 0. Further, we have σ(Λ0)(x, ξ) = 0 for x ∈ R3+ and
ξ ∈ R3\{0} with ξ3 = 0.
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Proof. First, we define ŝ := xs(s) = xr(s) = (s1, s2, 0)> where the equality holds as α = 0
by assumption. Since the representations of ω in Lemma 3.13 and B in Remark 3.19 are
rather complicated, we consider once again the condition ξ = ω∇ϕ(s, x) to get the explicit
expressions for s1, s2 and ω which is less involved. For α = 0 the three equations (3.15),
(3.16) and (3.17) are
ξ1 = 2ω
x1 − s1
|x− ŝ | , ξ2 = 2ω
x2 − s2
|x− ŝ | , ξ3 = 2ω
x3
|x− ŝ | .
Rearranging the last equation yields
ω(ŝ(x, ξ), x) =
ξ3
2x3
|x− ŝ(x, ξ)| (3.39)
and inserting in the first two equations we obtain
s1(x, ξ) = x1 − ξ1ξ3x3 and s2(x, ξ) = x2 −
ξ2
ξ3
x3.
At this point, we observe that we do not distinguish two cases for s2 depending on ξ as before.
Thus, we have
|x− ŝ(x, ξ)| = x3
ξ3
|ξ| (3.40)
and therefore ϕ(s(x, ξ), x) = 2|x − ŝ(x, ξ)| = 2x3ξ3 |ξ|. Further, using the representations in
Appendix A.1 we calculate
[∇xϕ](ŝ(x, ξ), x) = 2

x1 − s1(x, ξ)
|x− ŝ(x, ξ)|
x2 − s2(x, ξ)
|x− ŝ(x, ξ)|
x3
|x− ŝ(x, ξ)|

=
2
|ξ|
 ξ1ξ2
ξ3
 ,
[∂s1∇xϕ](ŝ(x, ξ), x) = 2

− (x2 − s2(x, ξ))
2 + x23
|x− ŝ(x, ξ)|3
(x1 − s1(x, ξ))(x2 − s2(x, ξ))
|x− ŝ(x, ξ)|3
x3(x1 − s1(x, ξ))
|x− ŝ(x, ξ)|3

=
2
x3|ξ|3
 −(ξ22 + ξ23)ξ3ξ1ξ2ξ3
ξ1ξ
2
3

and
[∂s2∇xϕ](ŝ(x, ξ), x) = 2

(x1 − s1(x, ξ))(x2 − s2(x, ξ))
|x− ŝ(x, ξ)|3
− (x1 − s1(x, ξ))
2 + x23
|x− ŝ(x, ξ)|3
x3(x2 − s2(x, ξ))
|x− ŝ(x, ξ)|3

=
2
x3|ξ|3
 ξ1ξ2ξ3−(ξ21 + ξ23)ξ3
ξ2ξ
2
3
 .
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Hence, by the definition of B given in (3.23) we get
B(ŝ(x, ξ), x) =
8ξ23
x23|ξ|7
det
 ξ1 ξ2 ξ3−(ξ22 + ξ23) ξ1ξ2 ξ1ξ3
ξ1ξ2 −(ξ21 + ξ23) ξ2ξ3
 = 8ξ33
x23|ξ|3
.
Moreover, using identity (3.40) we obtain
ω(ŝ(x, ξ), x) =
ξ3|x− ŝ(x, ξ)|
2x3
=
|ξ|
2
by (3.39) and
A(ŝ(x, ξ), x) =
1
|x− ŝ(x, ξ)|2 =
ξ23
x23|ξ|2
.
All in all, inserting in the representation (3.22) of the top order symbol we have
σ(Λ)(x, ξ) = 16pi5i ξ3|ξ3|
ψ(x1 − ξ1ξ3x3, x2 −
ξ2
ξ3
x3, 2
x3
ξ3
|ξ|)
x23|ξ|
,
so the first assertion holds. The second claim follows by the same argumentation as in The-
orem 3.18.
Using the result for the top order symbol in case of α = 0, we define a modified recon-
struction operator. This operator highlights the singularities for small values of α or if α is
small in comparison to the distance to the surface.
3.29 Corollary. We define the modified reconstruction operator Λmod,0 : E ′(R3+)→ D′(R3+) by
Λmod,0 := −∆∂3MF ∗ψF,
where M is the extension to E ′(R3+) of the multiplication operator Mu(x) = x23u(x) for a
function u on R3+. The top order symbol of Λmod,0 is
σ(Λmod,0)(x, ξ) =
(2pi)5x23ξ3|ξ|2ψ(s(x, ξ), ϕ(s(x, ξ), x))A2(s(x, ξ), x)
|ω(s(x, ξ), x)|2|B(s(x, ξ), x)| (3.41)
for (x, ξ) ∈ R3+ × R3 with ξ3 6= 0 and σ(Λmod,0)(x, ξ) = 0 for (x, ξ) ∈ R3+ × R3 with ξ3 = 0.
Further, let (y, η) ∈ R3+ × R3\{0} and
C(y) = {ξ ∈ R3 | ξ3 6= 0, ψ(s(y, ξ), ϕ(s(y, ξ), y)) > 0}
be as in Proposition 3.24. If η ∈ C(y) holds, Λmod,0 is microlocally elliptic of order 1 at (y, η).
Moreover, the operator Λmod,0 is C∞-smoothing at (y, η) ∈ R3+ × R3\{0} with η /∈ C(y).
Proof. The reconstruction operator Λmod,0 differs from Λ by the multiplication operator M ,
which maps from D′(R3+) into D′(R3+). This yields the claimed mapping property. Further,
Theorem 3.18 yields the top order symbol of Λ. By augmenting with the factor x23, we get
the claimed top order symbol of Λmod,0.
Concerning the second assertion we take a closer look at the proof of Proposition 3.24. In
case of Λmod,0, we modify the map G defined by (3.36). Here, we also insert the factor x23
such that we consider H : M → [0,∞) defined by
(p, q, x) 7→
∣∣∣∣ (2pi)5x23(D(p, q, x) + E(p, q, x))2ψ(s(p, q, x), ϕ(s(p, q, x), x))x23D(p, q, x)4E(p, q, x)4|B(p, q, x)|
∣∣∣∣ (3.42)
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for (p, q, x) ∈M . Nevertheless, this modified version attains its minimum on the compact set
M . This minimum is strictly positive since min(p,q,x)∈M G(p, q, x) > 0 is satisfied by the proof
of Proposition 3.24 and x3 > 0 holds by assumption. Hence, from now on, the argumentation
follows the same lines as for the reconstruction operator Λ in there.
For the proof of the last assertion, we note that the multiplication operator M is a pseu-
dodifferential operator according to Example 2.5. Together with the pseudolocal property
(see Theorem 2.17) Remark 3.27 yields that Λmod,0 isC∞-smoothing at (y, η) ∈ R3+×R3\{0}
if η /∈ C(y).
The modified reconstruction operator Λmod,0 is defined in such a way that it damps the
singularities at places where α is large in comparison to x3. Therefore, we investigate how
the top order symbol σ(Λ) of Λ behaves for α going to infinity.
3.30 Corollary. Let (x, ξ) ∈ R3+ ×R3 with ξ3 6= 0. For the top order symbol σ(Λ) of Λ we have
σ(Λ)(x, ξ) ∼ 1
α2
, for ξ2 6= 0,
σ(Λ)(x, ξ) ∼ 1
α
, for ξ2 = 0,
for α →∞, where “∼” means asymptotically equal. Hence, σ(Λ) behaves like 1α2 if ξ2 6= 0 and
like 1α if ξ2 = 0 is satisfied.
Proof. By Theorem 3.18 and Remark 3.19, the top order symbol σ(Λ) of Λ is given by
σ(Λ)(x, ξ) = (2pi)5i ξ3|ξ|2ψ(s(x, ξ), ϕ(s(x, ξ), x))A
2(s(x, ξ), x)
|ω(s(x, ξ), x)|2|B(s(x, ξ), x)|
= (2pi)5i ξ3|ξ|2
ψ(s(x, ξ), ϕ(s(x, ξ), x)) 1D2E2
| ξ3x3 DED+E |2|x3( 1D + 1E )( 1D2 + 1E2 )(1 +
x−xs(s)
D · x−xr(s)E )|
with the abbreviations D and E as in Remark 3.23. Here, we think of D and E depending
on x and ξ, so
D = D(s(x, ξ), x) :=
√
(s1(x, ξ)− x1)2 + (s2(x, ξ)− α− x2)2 + x23
and
E = E(s(x, ξ), x) :=
√
(x1 − s1(x, ξ))2 + (x2 − s2(x, ξ)− α)2 + x23.
First, we consider ξ2 6= 0. We start with the two cases in which ξ2 and ξ3 have the same sign,
i.e. ξ2 > 0 and ξ3 > 0 or ξ2 < 0 and ξ3 < 0. Then, we obtain the following limits
ω(s(x, ξ), x) =
ξ3
x3
E
1
1 + ED
−→ ξ3
x3
x3
2ξ2ξ3
|ξ|2 · 1 = 1
2ξ2
|ξ|2
for α→∞ and
B(s(x, ξ), x) = x3
(
1
D +
1
E
)(
1
D2 +
1
E2
)(
1 + (x1−s1)
2
DE + (
x2−s2
D +
α
D )
x2−s2−α
E +
x23
DE
)
−→ x3
(
0 + 2ξ2ξ3x3|ξ|2
)(
0 +
4ξ22ξ
2
3
x23|ξ|4
)(
1 + 0 + ( 12 +
1
2 )
x3
2ξ2ξ3
(ξ22 − ξ21 − ξ23) 2ξ2ξ3x3(ξ22+ξ21+ξ23) + 0
)
=
8ξ32ξ
3
3
x23|ξ|6
(
1 +
ξ22−ξ21−ξ23
ξ21+ξ
2
2+ξ
2
3
)
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for α→∞ by using the single limits determined in Appendix A.3 (a). Moreover, we have
A =
1
DE
−→ 0
for α→∞ again by Appendix A.3 (a). However, by multiplying with α the result in Appendix
A.3 (a) yields
αA =
α
D
1
E
−→ 1
2
2ξ2ξ3
x3|ξ|2 =
ξ2ξ3
x3|ξ|2
for α→∞.
Next, we take a look at the cases when ξ2 and ξ3 have different signs, i.e. ξ2 > 0 and
ξ3 < 0 or ξ2 < 0 and ξ3 > 0. In comparison to the first cases, the roles of D and E are
interchanged. Hence, we achieve in an analogous way
ω(s(x, ξ), x) =
ξ3
x3
D
1
1 + DE
−→ − ξ3
x3
x3
2ξ2ξ3
|ξ|2 · 1 = − 1
2ξ2
|ξ|2
for α→∞ and
B(s(x, ξ), x) = x3
(
1
D +
1
E
)(
1
D2 +
1
E2
)(
1 + (x1−s1)
2
DE +
x2−s2+α
D (
x2−s2
E − αE ) + x
2
3
DE
)
−→ x3
(
− 2ξ2ξ3x3|ξ|2 + 0
)(
4ξ22ξ
2
3
x23|ξ|4 + 0
)
(
1 + 0 + x32ξ2ξ3 (ξ
2
2 − ξ21 − ξ23)(− 2ξ2ξ3x3(ξ22+ξ21+ξ23) )(−
1
2 − 12 ) + 0
)
= − 8ξ
3
2ξ
3
3
x23|ξ|6
(
1 +
ξ22−ξ21−ξ23
ξ21+ξ
2
2+ξ
2
3
)
for α→∞ with the single limits in Appendix A.3 (b). Still, we have
A =
1
DE
−→ 0
for α→∞ and also we achieve
αA =
1
D
α
E
−→ − 2ξ2ξ3
x3|ξ|2
1
2
= − ξ2ξ3
x3|ξ|2
for α→∞.
So, except for the signs the limits of ω, B and αA in both cases are the same. We obtain
in both cases
α2σ(Λ)(x, ξ) =
(2pi)5ξ3|ξ|2ψ(s(x, ξ), ϕ(s(x, ξ), x))(αA(s(x, ξ), x))2
|ω(s(x, ξ), x)|2|B(s(x, ξ), x)|
−→
(2pi)5ξ3|ξ|2ψ(s(x, ξ), ϕ(s(x, ξ), x)) ξ
2
2ξ
2
3
x23|ξ|4
|ξ|4
4ξ22
8ξ32ξ
3
3
x23|ξ|6
(
1 +
ξ22−ξ21−ξ23
ξ21+ξ
2
2+ξ
2
3
) = 16pi5ξ2ψ(s(x, ξ), ϕ(s(x, ξ), x))
1 +
ξ22−ξ21−ξ23
ξ21+ξ
2
2+ξ
2
3
for α→∞ since we only consider absolute values and squares of ω, B and αA. This proves
the assertion for ξ2 6= 0.
Second, let ξ2 be zero. Using the notations of Remark 3.23, we have q = 0, so Q(p, q, λ) =
0 for p, q ∈ R and λ > 0 is satisfied. This leads to
D = x3
√
(Q(p, q, αx3 ) +
α
x3
)2 + p2 + 1 = x3
√
α2
x23
+ p2 + 1 = x3
√
α2
x23
+
ξ21
ξ23
+ 1
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and
E = x3
√
(Q(p, q, αx3 )− αx3 )2 + p2 + 1 = x3
√
α2
x23
+ p2 + 1 = x3
√
α2
x23
+
ξ21
ξ23
+ 1.
Hence, we have D = E. Thus, we simplify
ω(s(x, ξ), x) =
ξ3
x3
D2
2D
=
ξ3
2x3
D =
ξ3
2
√
α2
x23
+
ξ21
ξ23
+ 1
and
A(s(x, ξ), x) =
1
D2
=
1
x23(
α2
x23
+
ξ21
ξ23
+ 1)
.
Further, we obtain s1(x, ξ) = x1 − ξ1ξ3 and s2(x, ξ) = x2 − Q(p, q, αx3 )x3 = x2 again using
Remark 3.23. Then, we have
B(s(x, ξ), x) = x3
2
D
2
D2
(
1 +
(x1 − s1)2 + (x2 − (s2 − α))(xs − (s2 + α)) + x23
D2
)
=
4x3
D5
(
D2 +
ξ21
ξ23
x23 − α2 + x23
)
=
4x3
x53
(√
α2
x23
+
ξ21
ξ23
+ 1
)5(x23(α2x23 + ξ21ξ23 + 1)+ ξ21ξ23 x23 − α2 + x23)
=
8
(
ξ21
ξ23
+ 1
)
x23
(√
α2
x23
+
ξ21
ξ23
+ 1
)5 .
With these calculations we conclude
σ(Λ)(x, ξ)
=
(2pi)5ξ3|ξ|2ψ(s(x, ξ), ϕ(s(x, ξ), x))A2(s(x, ξ), x)
|ω(s(x, ξ), x)|2|B(s(x, ξ), x)|
=
4
ξ23
(
α2
x23
+
ξ21
ξ23
+ 1
) (2pi)5ξ3|ξ|ψ
(
x1 − ξ1ξ3 , x2, ϕ
(
x1 − ξ1ξ3 , x2, x
))
x43
(
α2
x23
+
ξ21
ξ23
+ 1
)2 x
2
3
(√
α2
x23
+
ξ21
ξ23
+ 1
)5
8
(
ξ21
ξ23
+ 1
)
=
16pi5|ξ|ψ
(
x1 − ξ1ξ3 , x2, ϕ
(
x1 − ξ1ξ3 , x2, x
))
x23ξ3
√
α2
x23
+
ξ21
ξ23
+ 1
(
ξ21
ξ23
+ 1
)
which yields that the top order symbol σ(Λ) behaves like 1α for ξ2 = 0. This finishes the
proof.
Since we want a reconstruction operator which is independent on how the offset α relates
to the value of x3, we define a new reconstruction operator by a sum of two operators. There-
fore, we take the first modified reconstruction operator Λmod,0 and add an operator which
compensates the behaviour of σ(Λ) for α going to infinity. This approach balances the two
cases in such a way that none is highlighted.
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3.31 Corollary. We define the modified reconstruction operators Λmod,1 : E ′(R3+) → D′(R3+)
and Λmod,2 : E ′(R3+)→ D′(R3+) by
Λmod,1 = −∆∂3(M + α Id)F ∗ψF and Λmod,2 = −∆∂3(M + α2 Id)F ∗ψF
= Λmod,0 + αΛ = Λmod,0 + α
2Λ.
The corresponding symbols are given by
σ(Λmod,1)(x, ξ) =
(2pi)5(x23 + α)ξ3|ξ|2ψ(s(x, ξ), ϕ(s(x, ξ), x))A2(s(x, ξ), x)
|ω(s(x, ξ), x)|2|B(s(x, ξ), x)|
and
σ(Λmod,2)(x, ξ) =
(2pi)5(x23 + α
2)ξ3|ξ|2ψ(s(x, ξ), ϕ(s(x, ξ), x))A2(s(x, ξ), x)
|ω(s(x, ξ), x)|2|B(s(x, ξ), x)|
for (x, ξ) ∈ R3+×R3 with ξ3 6= 0 and σ(Λmod,i)(x, ξ) = 0 for i ∈ {1, 2} and (x, ξ) ∈ R3+×R3\{0}
with ξ3 = 0. Moreover, let (y, η) ∈ R3+ × R3\{0} and
C(y) = {ξ ∈ R3 | ξ3 6= 0, ψ(s(y, ξ), ϕ(s(y, ξ), y)) > 0}
as in Proposition 3.24. If η ∈ C(y), then Λmod,1 and Λmod,2 are microlocally elliptic of order 1
at (y, η). Last, both operators are C∞-smoothing at (y, η) ∈ R3+ × R3\{0} if η /∈ C(y).
Both reconstruction operators Λmod,1 or Λmod,2 consist of a sum of two operators. In both
cases, the first operator dominates if x3 is large in comparison to α and the second one if α
is large in comparison to x3. In this way, we achieve a balance between the two cases.
Proof of Corollary 3.31. In comparison to Λmod,0, the two reconstruction operators Λmod,1
and Λmod,2 are a sum of two operators. They consist of Λmod,0 plus a second operator. These
second operators are given by Λ multiplied with the factor α and α2, respectively. For the top
order symbols of Λmod,1 and Λmod,2 we proceed analogously as in the proof of Corollary 3.29
where we considered the top order symbol of Λ0. Then, using the top order symbol of Λmod,0
stated in Corollary 3.29 we get the two claimed representations of the top order symbols.
Here, are no cancellation effects since the terms x23 + α and x
2
3 + α
2 are strictly positive.
For the second part, we argue again analogously to the proof of Corollary 3.29. This time,
we consider the maps
(p, q, x) 7→
∣∣∣∣ (2pi)5(x23 + α)(D(p, q, x) + E(p, q, x))2ψ(s(p, q, x), ϕ(s(p, q, x), x))x23D(p, q, x)4E(p, q, x)4|B(p, q, x)|
∣∣∣∣
= H(p, q, x) + αG(p, q, x)
and
(p, q, x) 7→
∣∣∣∣ (2pi)5(x23 + α2)(D(p, q, x) + E(p, q, x))2ψ(s(p, q, x), ϕ(s(p, q, x), x))x23D(p, q, x)4E(p, q, x)4|B(p, q, x)|
∣∣∣∣
= H(p, q, x) + α2G(p, q, x)
where G and H are defined as in the proof of Proposition 3.24 and Corollary 3.29 for
(p, q, x) ∈ M andM is as in the proof of Proposition 3.24. Both maps attain their minimum
on the compact setM . Moreover, both minimums are positive. Since α is strictly positive, we
obtain min(p,q,x)∈M G(p, q, x) > 0 by Proposition 3.24 as well as min(p,q,x)∈M H(p, q, x) > 0
by Corollary 3.29. Further, we proceed as in the proof of Proposition 3.24. Finally, it fol-
lows by Remark 3.27 and Corollary 3.29 that both operators are C∞-smoothing at (y, η) ∈
R3+ × R3\{0} with η /∈ C(y).

CHAPTER4
Numerical realisation
In this chapter, we consider the unmodified reconstruction operator Λ. The procedure de-
scribed in the following works in the same way as in case of the modified reconstruction
operators by replacing Λ with the considered modified operator. Further details concerning
the modified operators are given in Chapter 5.
In the first section, we present how we approximate Λn evaluated at p ∈ R3+ for n ∈
E ′(R3+). An approximation is necessary since it is not possible to evaluate distributions at a
point.
One part of the numerical approximation is given by the elliptic Radon transform applied
to n. In the numerical experiments we choose n to be a sum of characteristic functions of
balls and a half-space. Thus, we reformulate the elliptic Radon transform applied to these
functions. The reformulations simplify the computation and are presented in the following
two sections.
4.1. Approximation of Λn by the concept of approximate
inverse
For numerical experiments we have to evaluate the reconstruction operator Λ applied to n
at a point p ∈ R3+. Since a direct evaluation is not necessarily possible depending on which
space n belongs to, we approximate the value sought after. By definition, the reconstruction
operator Λ contains the operator F and its dual F ∗. This structure is ideally suited to apply
the method of the approximate inverse for a stable evaluation of an approximation of Λnwith
n ∈ E ′(R3+) at a point p ∈ R3+. For the modified versions of Λ introduced in Subsection 3.3.3
this observation is also valid.
The method of the approximate inverse was first presented in [LM90] and introduced by
name in [Lou96]. It is a method to solve problems of the form Af = g and is described as a
solution operator which maps the data g to a stable approximation of the solution of Af = g,
i.e. a regularised version of the solution.
Now, we fix a point p ∈ R3+. In order to apply the method of the approximate inverse, let
for ε > 0 smooth functions ep,ε with supp(ep,ε) = Bε(p) and
∫
R3+
ep,ε(x) dx = 1 be given. By
these properties it follows that ep,ε for ε > 0 is a mollifier and (ep,ε)ε>0 approximates δ( · −p)
for ε → 0. The parameter ε is a scaling parameter. The smaller ε, the smaller is the support
of ep,ε. Another name for ε is regularisation parameter since it determines the size of the
neighbourhood where the regularisation of the δ-distribution does not vanish.
Instead of computing Λn at a point p which is in general not possible for n ∈ E ′(R3+), we
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fix a sufficiently small ε := γ > 0 and obtain
Λγn(p) := 〈Λn, ep,γ〉D′,D = 〈−∆∂3F ∗ψFn, ep,γ〉D′,D
= 〈ψFn, F∂3∆ep,γ〉E′,E
for n ∈ E ′(R3+). Here, we denote by 〈 · , · 〉 the dual pairing of the spaces D(R3+) and D′(R3+).
This approximation is motivated by the fact that for n ∈ C∞c (R3+) we have
Λn(p) = 〈Λn, δ( · − p)〉E,E′ = lim
ε→0
〈Λn, ep,ε〉E,E′
≈ 〈Λn, ep,γ〉E,E′
since Λn is then an element of C∞(R3+). In this case, 〈 · , · 〉 is the dual pairing of the spaces
E(R3+) and E ′(R3+).
Further, the data y is given by y = Fn according to (1.13). For this reason, the approxi-
mation simplifies to
Λγn(p) = 〈Λn, ep,γ〉D′,D = 〈ψy, F∂3∆ep,γ〉E′,E
=
∫
S0×(2α,∞)
ψ(s, t)y(s, t)F∂3∆ep,γ(s, t) d(s, t) (4.1)
for n ∈ E ′(R3+). By this identity, we have to calculate the operator F applied to a function
supported in a closed ball.
For the first considerations and investigations how our approach works, we generate syn-
thetic data y. We compute the data by using the identity y = Fn.
In the experiments later on, we choose n to be a sum of characteristic functions of balls
and a half-space. The first mentioned ones come within functions supported in a closed ball.
For the second one, we additionally consider F applied to the characteristic function of a
half-space. These two cases are presented in the next two sections.
4.2. The operator F applied to a function supported in a
closed ball
The aim of this section is to calculate the elliptic Radon transform of a function n supported
in a closed ball. More precisely, we assume n = n˜χBr(P ) for an appropriate function n˜ ∈
C∞(R3+) and a ball Br(P ) with midpoint P and radius r > 0.
However, we first consider n ∈ C∞c (R3+) with supp(n) ⊆ Br(P ), i.e. we are also able to
write n = n˜χBr(P ). In order to calculate F applied to n, we introduce a new coordinate
system which simplifies the calculations. Using these observations, we transform the integral
Fn(s, t) =
∫
R3+
n(x)A(s, x)δ(t− ϕ(s, x)) dx
for fixed (s, t) ∈ S0 × (2α,∞). Afterwards, we calculate the limiting angles for θ and φ and
analyse for which t ∈ (2α,∞) the value of Fn(s, t) vanishes for fixed s ∈ S0. Last, we argue
why the obtained representation is also valid for the more general functions n mentioned
above.
4.2.1. Change of the considered coordinate system
In Chapter 1 we derived the following expression
Fn(s, t) =
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
n(x(s, t, φ, θ)) sin(φ) dφ dθ
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for a function n ∈ C∞c (R3+) with
θmin = θmin(s, t) = min{θ ∈ (0, pi) |x(s, t, φ, θ) ∈ supp(n)},
θmax = θmax(s, t) = max{θ ∈ (0, pi) |x(s, t, φ, θ) ∈ supp(n)},
and
φ(θ)min = φ(θ)min(s, t) = min{φ ∈ (0, pi) |x(s, t, φ, θ) ∈ supp(n)},
φ(θ)max = φ(θ)max(s, t) = max{φ ∈ (0, pi) |x(s, t, φ, θ) ∈ supp(n)}
according to (1.18). This means we have to determine the limiting angles for θ and φ = φ(θ)
x2
x3
x1
(s1, s2, 0)
>xs xr
Br(P )
x2
x3
x1
(s1, s2, 0)
>xs xr
Br(P )
Figure 4.1: The given situation for one and several travel times t, respectively. Each travel time t
is associated with one open half-ellipsoid for fixed s ∈ S0.
where the open half-ellipsoid given by (s, t) ∈ S0 × (2α,∞) intersects the ball Br(P ). An
illustration is given in Figure 4.1. In order to determine the expression stated in (4.1), we
have to calculate the value of Fn(s, t) for each (s, t) ∈ S0 × (2α,∞). Since this is quite
complicated in the considered coordinate system in Figure 4.1, we simplify the calculation
of Fn by changing the coordinate system.
x1
x2
x3
S = (s1, s2, 0)
>
Br(P )
Figure 4.2: The situation at the beginning.
As we have mentioned in Chapter 1 and Lemma 3.1, the operator F integrates over
an open half-ellipsoid with the two foci xs(s) and xr(s) for fixed s ∈ S0 and travel time
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t ∈ (2α,∞). Thus, let s ∈ S0 and t ∈ (2α,∞) be fixed. In Figure 4.2 the situation in
the original coordinate system given by (x1, x2, x3) is illustrated. First, we shift the co-
x1
x2
x3
S = (s1, s2, 0)
>
P = P ∗
x∗1
x∗2
x∗3
Figure 4.3: The Shift of the coordinate system.
ordinate system (x1, x2, x3) such that the origin of the new coordinate system (x∗1, x
∗
2, x
∗
3)
is the midpoint (s1, s2, 0)> of the open half-ellipsoid we are integrating over. Hence, the
two foci xs(s) and xr(s) lie on the x∗2-axis, both with distance α to the origin in the system
(x∗1, x
∗
2, x
∗
3). The midpoint p of the ball in the coordinates of the system (x
∗
1, x
∗
2, x
∗
3) is given
by P ∗ = (p∗1, p
∗
2, p
∗
3)
> = (p1 − s1, p2 − s2, p3)>. An illustration is given in Figure 4.3.
x1
x2
x3
S = (s1, s2, 0)
>
x∗1
x∗3
x′1
x′2 = x
∗
2
x′3
P ∗
Qβ
β
x′3
x′2
x′1
P ∗ = P ′
Q
Figure 4.4: Rotation into the new coordinate system (x′1, x
′
2, x
′
3) such that P
∗ lies in the x′2-x
′
3-
plane. Here, the point Q is given by (0, p′2, 0)
>.
Second, we transform the coordinate system (x∗1, x
∗
2, x
∗
3) in such a way in a new coordinate
system (x′1, x
′
2, x
′
3) that the three points xs(s), xr(s) and P
∗ = (p1 − s1, p2 − s2, p3)> are
located in the same plane, to be more precise in the x′2-x
′
3-plane. We denote the associated
rotation angle by β. For an illustration we refer to Figure 4.4.
Next, we aim to get the coordinates of P ′ with respect to the original coordinate system
(x1, x2, x3). From Figure 4.5 we get
tan(β) =
p∗1
p∗3
= p1−s1p3 and cos(β) =
p∗3
p′3
= p3p′3
.
Inserting the first equation into the second one we conclude
p′3 =
p3
cos
(
arctan
(
p1−s1
p3
)) .
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x∗1
x∗3
Q
x′1
x′3
β
β
P ∗ = P ′
Figure 4.5: The situation in the x′2 = p
′
2 = p
∗
2-plane.
Furthermore, p′2 does not change as we performed the rotation around the x
∗
2-axis and p
′
1 is
set to zero by the condition that P ′ lies in the x′2-x
′
3-plane. Altogether, the coordinates of P
′
in the new coordinate system (x′1, x
′
2, x
′
3) expressed by the given values from the beginning
are
P ′ =
(
0, p2 − s2, p3
cos
(
arctan
(
p1−s1
p3
)))>.
The rotation of the coordinate system is described by
R =
 cos(β) 0 − sin(β)0 1 0
sin(β) 0 cos(β)

with β = arctan((p1 − s1)/p3). Further, with the inverse R−1 = R> we have
R−1P ′ +
 s1s2
0
 =
 cos(β) 0 sin(β)0 1 0
− sin(β) 0 cos(β)

 0p2 − s2
p3
cos(β)
 =
 sin(β)
p3
cos(β)
p2 − s2
cos(β) p3cos(β)

=
 tan(arctan(
p1−s1
p3
))p3 + s1
p2
p3
 =
 p1p2
p3
 = P,
where we used β = arctan((p1 − s1)/p3) in the second last step. Rearranging the above
equation yields
R(P − (s1, s2, 0)>) = P ′. (4.2)
4.2.2. Some geometrical considerations
In this subsection, we rewrite the integral representation of the elliptic Radon transform of
n ∈ C∞c (R3+) with supp(n) ⊆ Br(P ) using the new coordinates. Therefore, we use the
considerations of the last subsection.
100 CHAPTER 4. Numerical realisation
We assume (s, t) ∈ S0 × (2α,∞) to be fixed. Now, we apply the transformations we
outlined in the subsection before to calculate the integral given by Fn. According to the
transformation theorem and the argumentation in Appendix A.4, we obtain
Fn(s, t)
=
∫
R3+
n(x)A(s, x)δ(t− ϕ(s, x)) dx
=
∫
R3
n˜(x)A(s, x)χBr(P )(x)δ(t− ϕ(s, x)) dx
=
∫
R3
n˜(x+ (s1, s2, 0)
>)A(s, x+ (s1, s2, 0)>)χBr(P )(x+ (s1, s2, 0)
>)
δ(t− ϕ(s, x+ (s1, s2, 0)>)) dx
=
∫
R3
n˜(R−1x+ (s1, s2, 0)>)A(s,R−1x+ (s1, s2, 0)>)χBr(P )(R
−1x+ (s1, s2, 0)>)
δ(t− ϕ(s,R−1x+ (s1, s2, 0)>)) dx,
where R is the associated rotation matrix to the rotation we mentioned before given by
R =
 cos(β) 0 − sin(β)0 1 0
sin(β) 0 cos(β)

with
β = arctan((p1 − s1)/p3). (4.3)
Further, we simplify
ϕ(s,R−1x+ (s1, s2, 0)>)
= |xs(s)− (R−1x+ (s1, s2, 0)>)|+ |R−1x+ (s1, s2, 0)> − xr(s)|
= |(s1, s2 − α, 0)> −R−1x− (s1, s2, 0)>|+ |R−1x+ (s1, s2, 0)> − (s1, s2 + α, 0)>|
= |(0,−α, 0)> −R−1x|+ |R−1x− (0, α, 0)>|
= |R−1||R(0,−α, 0)> − x|+ |R−1||x−R(0, α, 0)>|
= |(0,−α, 0)> − x|+ |x− (0, α, 0)>| = ϕ((0, 0), x)
and
A(s,R−1x+ (s1, s2, 0)>) =
1
|xs(s)− (R−1x+ (s1, s2, 0)>)||R−1x+ (s1, s2, 0)> − xr(s)|
=
1
|(0,−α, 0)> − x||x− (0, α, 0)>| = A((0, 0), x)
using the definition of the rotation matrix R for x ∈ R3.
Moreover, we have
R−1x(t, φ, θ) =

√
1
4 t
2 − α2 sin(φ)(cos(β) cos(θ) + sin(β) sin(θ))
1
2 t cos(φ)√
1
4 t
2 − α2 sin(φ)(− sin(β) cos(θ) + cos(β) sin(θ))
 (4.4)
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by inserting the prolate spheroidal coordinates introduced in (1.15) with respect to (0, 0, 0)>
on R3 given by
x1 =
√
1
4 t
2 − α2 sin(φ) cos(θ),
x2 =
1
2 t cos(φ), (4.5)
x3 =
√
1
4 t
2 − α2 sin(φ) sin(θ)
for φ ∈ [0, pi) and θ ∈ [0, 2pi). In addition, we obtain
χBr(P )(R
−1x(t, φ, θ) + (s1, s2, 0)>)
={x(t, φ, θ) ∈ R3 | |R−1x(t, φ, θ) + (s1, s2, 0)> − P | < r}
={x(t, φ, θ) ∈ R3 | |R−1| |x(t, φ, θ)−R(P − (s1, s2, 0)>)| < r}
=χBr(P ′)(x(t, φ, θ))
by our choice of R as stated in (4.2). In particular, we have
|R−1x(t, φ, θ) + (s1, s2, 0)> − P | = |x(t, φ, θ)−R(P − (s1, s2, 0)>)| = |x(t, φ, θ)− P ′|.
(4.6)
Finally, we use the equality of the two integrals in identity (1.19). We notice that we are in
case of (s1, s2) = (0, 0) when applying (1.19) and end up with
Fn(s, t) =
∫
R3
n˜(R−1x+ (s1, s2, 0)>)A((0, 0), x)χBr(P ′)(x)δ(t− ϕ((0, 0), x) dx
=
1
2
∫
[0,pi)×[0,2pi)
n˜(R−1x(t, φ, θ) + (s1, s2, 0)>)χBr(P ′)(x(t, φ, θ)) sin(φ) d(φ, θ)
=
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
n˜(R−1x(t, φ, θ) + (s1, s2, 0)>)χBr(P ′)(x(t, φ, θ)) sin(φ) dφdθ
(4.7)
where
θmin = min{φ ∈ [0, 2pi) |x(t, φ, θ) ∈ Br(P ′)},
θmax = max{φ ∈ [0, 2pi) |x(t, φ, θ) ∈ Br(P ′)},
φ(θ)min = min{φ ∈ [0, pi) |x(t, φ, θ) ∈ Br(P ′)},
φ(θ)max = max{φ ∈ [0, pi) |x(t, φ, θ) ∈ Br(P ′)}.
Here, the limiting angles φ(θ)min and φ(θ)max depend on θ. Thus, if we are able to determine
the angles θmin and θmax and afterwards φ(θ)min and φ(θ)max, we obtain the value of Fn(s, t)
for (s, t) ∈ S0 × (2α,∞).
In the sameway as in Chapter 1, we argue that the representation (4.7) is also valid for n =
n˜χBr(P ) with n˜ ∈ C∞(R3+). For fixed t ∈ (2α,∞) the function n is in L1(Ψt((0, pi)× (0, 2pi)).
Thus, representation (4.7) is well defined for n = n˜χBr(P ).
4.2.3. Calculation of the required angles
In the following, we determine the four angles θmin, θmax, φmin(θ) and φmax(θ) which we need
to compute Fn evaluated at a fixed point (s, t) ∈ S0 × (2α,∞). For this reason, we consider
the ball given by Br(P ′) in the coordinate system (x′1, x
′
2, x
′
3) and locate the two angles of θ
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x′1 = 0-plane, θ =
pi
2
P ′ Q
ϑmax
Figure 4.6: An illustration of the angle ϑmax in the x′2 = p
′
2-plane.
and the two angles of φ = φ(θ) depending on θ which enclose the ball. For this purpose, we
consider the prolate spheroidal coordinates with respect to (0, 0, 0)> stated in (4.5).
We start with the two limiting angles for θ and determine the angle ϑmax marked in Figure
4.6. In this figure, the x2 = p′2-plane is illustrated. A further look on Figure 4.4 might be
helpful to understand where the cross section is taken. The prolate spheroidal coordinates
are constructed in such a way that the half-line given by x′2 = p
′
2 and x
′
3 ≥ 0 corresponds to
the angle θ = pi2 . Thus, the limiting angles for θ which enclose the ball Br(P
′) are given by
θmin =
pi
2 − ϑmax and θmax = pi2 + ϑmax.
In order to get the value of ϑmax, one possibility would be to construct the two half-planes
drawn as half-lines in Figure 4.6. However, this is more complicated than considering the
setting given in Figure 4.6 in two space dimensions. We analyse the situation in the x′2 = p
′
2-
P ′(2) Q(2)M(2)
T1
T2
Figure 4.7: Constructing the two equations for the tangents on the circle around P ′(2) with the
help of a circle aroundM(2).
plane and introduce the points P ′(2) = (0, p
′
3)
> and Q(2) = (0, 0)>. Further, we intersect the
circle having radius r around P ′(2) with the circle having radius
1
2p
′
3 around M = (0,
1
2p
′
3)
>,
the midpoint of P ′(2) and Q(2), to get the equations of the two tangents. This approach is
illustrated in Figure 4.7. The intersection points of the two circles are elements of the set
given by
{x ∈ R2 | |M(2) − x|2 − ( 12p′3)2 = |P ′(2) − x|2 − r2}
={x ∈ R2 |x21 + (x3 − 12p′3)2 − 14 (p′3)2 = x21 + (x3 − p′3)2 − r2}
=
{
x ∈ R2 |x3 = (p
′
3)
2−r2
p′3
}
.
Next, we insert the defining condition of this set in the equation of the circle x21 +(x3−p′3)2 =
r2 and end up with the requirement x21 = r
2 − r4(p′3)2 for the first component. So, the two
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intersection points are
T1 =
(
r
√
1− r2(p′3)2 ,
(p′3)
2−r2
p′3
)
and T2 =
(
− r
√
1− r2(p′3)2 ,
(p′3)
2−r2
p′3
)
.
Without loss of generality we consider the point T1 and the associated right-angled triangle
given by the three points P ′(2), Q(2) and T1 illustrated in Figure 4.8. The angle at the point
P ′(2) Q(2)M(2)
T1
T2
ϑmax
Figure 4.8: The intersection point T1 and the associated right-angled triangle.
Q(2) is the angle ϑmax we are searching for. We read off the relation
cos(ϑmax) =
|T1 −Q(2)|
p′3
.
By the identity
|T1 −Q(2)| =
√
r2 − r4(p′3)2 + (p
′
3)
2 − 2r2 + r4(p′3)2 =
√
(p′3)2 − r2,
we obtain
ϑmax = arccos
(√
(p′3)2−r2
p′3
)
.
Finally, we conclude that
θmin =
pi
2 − ϑmax and θmax = pi2 + ϑmax (4.8)
using the arguments stated at the beginning of this section.
At this point, we recall the representation of F given by
Fn(s, t) =
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
n˜(R−1x+ (s1, s2, 0))χBr(P ′)(x(t, φ, θ)) sin(φ) dφdθ
where the limits of the angles φ = φ(θ) and θ are defined as in (4.7). Since we know the
limits of the angle θ, we are able to fix θ ∈ [θmin, θmax] to compute the angles φ(θ)min and
φ(θ)max.
Thus, let θ ∈ [θmin, θmax] be fixed. We determine the minimal and maximal angle of
φ = φ(θ) by looking for the the prolate spheroidal coordinates of the two points having
distance r to P ′ for given θ. We denote them by φ(θ)min and φ(θ)max. For this purpose, we
consider the situation in the x′1 = 0-plane which is illustrated in Figure 4.9.
In order to determine the two points mentioned, we solve the equation
r2 = |(0, p′2, p′3)> − x(t, φ(θ), θ)|2
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x′2
x′3
φ(θ)max
φ(θ)min
φ = pi
φ = 0
φ = pi
2
r
r
P ′
Q
Figure 4.9: Here, the situation in the x′1 = 0-plane is shown. So, we are looking from a bird’s
eye view on the given setting in the rotated coordinate system. A look at Figure 4.4 helps for
understanding.
for φ(θ). Here, we insert the prolate spheroidal coordinates with respect to (0, 0, 0)> stated
in (4.5) and receive
r2 = ( 14 t
2 − α2) sin2(φ(θ)) cos2(θ) +
(
p′2 − 12 t cos(φ)
)2
+
(
p′3 −
√
1
4 t
2 − α2 sin(φ(θ)) sin(θ)
)2
which is equivalent to
r2 = (p′2)
2 + (p′3)
2 + 14 t
2 − α2 sin(φ(θ))− p′2t sin(φ(θ))− p′3
√
t2 − 4α2 sin(φ(θ)) sin(θ).
With the substitution z = cos(φ(θ)) we arrive at
r2 = (p′2)
2 + (p′3)
2 + 14 t
2 − α2(1− z2)− p′2tz − p′3
√
t2 − 4α2
√
1− z2 sin(θ),
which we express by
c+ bz + α2z2 = −d
√
1− z2
using the abbreviations
b = p′2t, c = (p
′
2)
2 + (p′3)
2 +
1
4
t2 − α2 − r2, d = −p′3
√
t2 − 4α2 sin(θ).
As illustrated in Figure 4.9 this equation has exactly two solutions z1 and z2 in [−1, 1] for
fixed θ ∈ (θmin, θmax). If we consider θ = θmin or θ = θmax, there is only one point with
distance r to the midpoint P ′. Hence, the integral over φ vanishes in case of θ = θmin and
θ = θmax such that we do not regard these cases later on. Without loss of generality we
obtain
φ(θ)min = arccos(z1) and φ(θ)max = arccos(z2) (4.9)
with φ(θ)min < φ(θ)max.
We remark that we have not calculated the explicit representations of z1 and z2 and con-
sequently of φ(θ)min and φ(θ)max although they exist. In the numerical experiments we solve
for z1 and z2 approximately by Newton’s method.
4.2. The operator F applied to a function supported in a closed ball 105
4.2.4. Determination of the limits for the travel time
Up to this point, we identified the limits for the angles of the prolate spheroidal coordinates
between which the elliptic Radon transform does not vanish. Beside the restrictions of the
two angles, we are also able to limit the values of the travel time. If we remember the original
situation illustrated in Figure 4.1, there are open half-ellipsoids which do not intersect the
ball Br(P ). Also, in the transformed situation only ellipsoids with travel time t in a certain
interval intersect the ball Br(P ′). In all other cases, the value of Fn(s, t) for fixed s ∈ S0 is
zero. In the following, we determine this interval for the travel time t given by (Tmin, Tmax),
where Tmin and Tmax are the minimal and maximal travel time, respectively.
x′3
x′2
x′1
H
ϑt
x′1 = 0
g
P ′ Q
S1 S2
ϑt
Figure 4.10: The intersection circle of the ballBr(P ′) and the plane determined by ϑt and a cross
section of the situation in x′2 = p
′
2.
We consider the half-plane H which encloses the angle ϑt together with the x′2-x
′
3-plane
and calculate the intersection circle of ∂Br(P ′) with H. In the x′2 = p
′
2-plane the half-plane
H and the boundary have two intersection points. We denote them by S1 and S2 as it is
marked in Figure 4.10. Based on these two points, we determine the intersection circle.
x′1 = 0
h
K
g y
P ′(2) Q(2)
S1 S2
R
ϑt
Figure 4.11: This figure illustrates the relations we consider.
Again, we consider the situation in the x′2 = p
′
2-plane and assume everything to be given
in two dimensions. First, we want to formulate an equation for the half-line g starting at
Q(2) and lying in the half-plane H. Considering the right-angled triangle given by Q(2),
R = (y, p′3)
> for some unknown y > 0 and P ′(2) we obtain the equations
sin(ϑt) =
y
h
and cos(ϑt) =
p′3
h
,
where ϑt is the angle at the point Q(2) and h the distance between R and Q(2) as marked
in Figure 4.11. Together, these two equations yield y = h sin(ϑt) = p′3 tan(ϑt). Then, the
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half-line g is the following set of points{
x ∈ R2
∣∣∣x = λ( p′3 tan(ϑt)
p′3
)
for λ ∈ R
}
.
Next, we determine the two intersection points of g and the circleK given by x21+(x3−p′3)2 =
r2. Inserting the conditions on points lying on g, we get the quadratic equation
λ2
(
(p′3)
2 tan2(ϑt) + (p
′
3)
2
)− λ2(p′3)2 + (p′3)2 − r2 = 0,
which has the two solutions
λ1/2 =
2(p′3)
2 ±
√
4(p′3)4 − 4(p′3)2(tan2(ϑt) + 1)((p′3)2 − r2)
2(p′3)2(tan
2(ϑt) + 1)
,
where we notice that λ1 > λ2 holds. This yields the two intersection points
S1 = λ1
(
p′3 tan(ϑt)
p′3
)
and S2 = λ2
(
p′3 tan(ϑt)
p′3
)
.
We note that the midpoint M˜(2) of S1 and S2 is given by
M˜(2) =
(
(λ1+λ2)
2 p
′
3 tan(ϑt)
(λ1+λ2)
2 p
′
3
)
and emphasise that this is not the point R although it looks like in Figure 4.11.
Before we end up with the equation of the intersection circle drawn in Figure 4.10, we
compute another circle C˜ as an intermediate step. The circle C˜ is illustrated in Figure 4.12.
It lies parallel to the x′2-x
′
3-plane, its midpoint is M˜ given by
M˜ =

(λ1+λ2)
2 p
′
3 tan(ϑt)
p′2
(λ1+λ2)
2 p
′
3

and its radius is half the distance from S1 to S2, so this is
(λ1−λ2)p′3
2 cos(ϑt)
. We observe that the
points S1 and S2 are not part of the circle C˜. According to the stated properties, the circle C˜
is given by
C˜ =
x ∈ R3
∣∣∣x =
 λ1+λ22 p′3 tan(ϑt)p′2
λ1+λ2
2 p
′
3
+ (λ1 − λ2)p′3
2 cos(ϑt)
 0cos(τ)
sin(τ)
 for 0 ≤ τ ≤ 2pi
 .
x′3
x′2
x′1
S1
C
C˜
S2
x′2x
′
3-plane P Q
M˜
S1
S2
C C˜
ϑt
Figure 4.12: Both figures illustrate the locations of the searched circle C and the circle C˜.We note
that the circle C˜ is not contained in the ball around P .
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In order to get the originally searched circleC, we have to rotate the circle C˜. The rotation
matrix of a rotation around the x′2-axis with angle ϑt is given by cos(ϑt) 0 sin(ϑt)0 1 0
− sin(ϑt) 0 cos(ϑt)
 .
Since we do not rotate around the x′2-axis but around a line parallel to it, we have to shift
the circle about the vector  −λ1+λ22 p′3 tan(ϑt)0
−λ1+λ22 p′3

before we apply the rotation matrix from above. Afterwards, we have to shift back about the
same vector with changed sign. Applying this on an arbitrary vector v = (v1, v2, v3)> in R3,
we arrive at cos(ϑt) 0 sin(ϑt)0 1 0
− sin(ϑt) 0 cos(ϑt)
 ·
 v1 − λ1+λ22 p′3 tan(ϑt)v2
v3 − λ1+λ22 p′3
+
 λ1+λ22 p′3 tan(ϑt)0
λ1+λ2
2 p
′
3
 .
If we apply this to an arbitrary point of the circle C˜, we obtain the condition cos(ϑt) 0 sin(ϑt)0 1 0
− sin(ϑt) 0 cos(ϑt)
 ·

λ1+λ2
2 p
′
3 tan(ϑt)− λ1+λ22 p′3 tan(ϑt)
p′2 +
λ1−λ2p′3
2 cos(ϑt)
cos(τ)
λ1+λ2
2 p
′
3 +
λ1−λ2
2 cos(ϑt)
p′3 sin(τ)− λ1+λ22 p′3

+
 λ1+λ22 p′3 tan(ϑt)0
λ1+λ2
2 p
′
3

=

sin(ϑt)
(λ1−λ2)p′3
2 cos(ϑt)
sin(τ) + λ1+λ22 p
′
3 tan(ϑt)
p′2 +
(λ1−λ2)p′3 cos(τ)
2 cos(ϑt)
cos(ϑt)
(λ1−λ2)p′3
2 cos(ϑt)
sin(τ) + λ1+λ22 p
′
3

for 0 ≤ τ ≤ 2pi. Thus, we end up with
C =
x ∈ R3
∣∣∣∣∣x =
 R sin(ϑt) sin(τ) + λ1+λ22 p′3 tan(ϑt)p′2 +R cos(τ)
R cos(ϑt) sin(τ) +
λ1+λ2
2 p
′
3
 for 0 ≤ τ ≤ 2pi
 ,
where R = (λ1−λ2)p
′
3
2 cos(ϑt)
.
Finally, for the computation of Tmin and Tmax we have to minimise and maximise the
distance
|(0,−α, 0)> − x|+ |x− (0, α, 0)>|
for x ∈ C. In short, we have
Tmin = min
x∈C
(
|(0,−α, 0)> − x|+ |x− (0, α, 0)>|
)
and (4.10)
Tmax = max
x∈C
(
|(0,−α, 0)> − x|+ |x− (0, α, 0)>|
)
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with C as above. Since there is only one intersection point with the ball for t = Tmin and
t = Tmax, the value of Fn(s, t) is zero for these two values of t and s ∈ S0. Altogether, for
fixed s ∈ S0 we obtain
Fn(s, t) =
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
n˜(R−1x+ (s1, s2, 0)>)χBr(P ′)(x(t, φ, θ)) sin(φ) dφdθ (4.11)
in case of t ∈ (Tmin, Tmax) and Fn(s, t) = 0 if t ≤ Tmin or t ≥ Tmax is satisfied for n = n˜χBr(P )
with n˜ ∈ C∞(R3+).
4.3. The operator F applied to the characteristic function
of a half-space
In this section, we compute Fn(s, t) for fixed (s, t) ∈ S0 × (2α,∞) in case of n is the char-
acteristic function of a half-space. Precisely, the half-space is given by {x ∈ R3+ |x3 ≥ l} for
some fixed l > 0, i.e. n = χ{x∈R3+ | x3≥l}. According to identity (1.18), we have
Fn(s, t) =
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
n(x(s, t, φ, θ)) sin(φ) dφdθ
for (s, t) ∈ S0 × (2α,∞) with
θmin = θmin(s, t) := min{θ ∈ (0, pi) |x(s, t, φ, θ) ∈ supp(n)},
θmax = θmax(s, t) := max{θ ∈ (0, pi) |x(s, t, φ, θ) ∈ supp(n)},
and
φ(θ)min = φ(θ)min(s, t) := min{φ ∈ (0, pi) |x(s, t, φ, θ) ∈ supp(n)},
φ(θ)max = φ(θ)max(s, t) := max{φ ∈ (0, pi) |x(s, t, φ, θ) ∈ supp(n)}
if n ∈ L1(Ψt((0, pi)× (0, pi))) for fixed t ∈ (2α,∞) holds.
In case of n = χ{x∈R3+ | x3≥l} for fixed (s, t) ∈ S0×(2α,∞), the value n(x(s, t, φ, θ)) is equal
to 1 if θ ∈ (θmin, θmax) and additionally φ(θ) ∈ (φ(θ)min, φ(θ)max) is satisfied. Otherwise
n(x(s, t, φ, θ)) vanishes for fixed (s, t) ∈ S0 × (2α,∞).
As a consequence, we deduce n ∈ L1(Ψt((0, pi)× (0, pi))) for fixed t ∈ (2α,∞) and
Fn(s, t) =
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
sin(φ) dφdθ
for (s, t) ∈ S0 × (2α,∞) and the angles θmin, θmax, φ(θ)min and φ(θ)max.
θ = 0 θ = pi
(s1, 0)
>(s1 +
√
1
4
t2 + α2, 0)> (s1 −
√
1
4
t2 + α2, 0)>
θmaxθmin
Figure 4.13: The minimal and maximal angle for θ illustrated in the x2 = s2-plane.
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In order to calculate the minimal and maximal angle for θ where the open half-ellipsoid
intersects the half-space, we consider the situation in the x2 = s2-plane. In Figure 4.13
the two angles are marked. We start to measure with θ = 0 at values with x3 = 0 and x1
larger than s1 in prolate spheroidal coordinates. This time we consider these coordinates
with respect to (s1, s2, 0)> as stated in (1.15) on R3+ but now for fixed t ∈ (2α,∞), so
x1 = s1 +
√
1
4 t
2 − α2 sin(φ) cos(θ),
x2 = s2 +
1
2 t cos(φ), (4.12)
x3 =
√
1
4 t
2 − α2 sin(φ) sin(θ)
for φ, θ ∈ (0, pi). If we intersect the open half-ellipsoid determined by s and t with the plane
given by x2 = s2, we obtain a circle. We search now for the two points lying on this circle
and the plane given by x3 = l. For all points in the x2 = s2-plane we have φ = 12pi in the
prolate spheroid coordinates. An illustration is given in Figure 1.3. Thus, the possible points
given in prolate spheroidal coordinates satisfy φ = 12pi and x3 = l. Then, the last component
written in these coordinates is
l = x3 =
√
1
4 t
2 − α2 sin(θ)
and we solve for one solution of θ with the result
θ = arcsin
(
l√
1
4 t
2 − α2
)
.
Since
arcsin
(
l√
1
4 t
2 − α2
)
∈
(
0,
pi
2
]
holds as l > 0 is satisfied, we obtain
θmin = arcsin
(
l√
1
4 t
2 − α2
)
and θmax = pi − θmin = pi − arcsin
(
l√
1
4 t
2 − α2
)
.
(4.13)
In order to observe that this is true, see Figure 1.2. Since values with x3 = 0 and x1 > s1
correspond to θ = 0 and values with x3 = 0 and x1 < s1 to θ = pi, we obtain θmax by
subtracting θmin from pi.
θ = 0 θ = pi
(s1, 0)
> (s2 − 12t, 0)>(s2 + 12t, 0)>
θmaxθmin
θ∗
φ = 0 φ = pi
(s2, 0)
> (s2 − 12t, 0)>(s2 + 12t, 0)>
φ(θ∗)maxφ(θ∗)min
Figure 4.14: We fix a value θ∗ ∈ [θmin, θmax] and consider then the plane θ = θ∗ which is given
in the right image.
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Also in case of the half-space we determine the angle φ in dependence of θ. Thus, let
θ∗ ∈ [θmin, θmax] be fixed. We consider the situation in the half-plane given by θ = θ∗ in
radial direction to the point (s1, s2, 0)>. An illustration is given in Figure 4.14. For the fixed
angle θ∗ we determine the limiting angles φ(θ∗)min and φ(θ∗)max. The searched angles for φ
are given by the condition where the open half-ellipsoid intersects the plane x3 = l. Hence,
using again the prolate spheroidal coordinates stated in (4.12) we deduce
l = x3 =
√
1
4
t2 − α2 sin(φ(θ∗)) sin(θ∗).
Solving this equation for one possible φ(θ∗), we obtain
φ(θ∗) = arcsin
(
l√
1
4 t
2 − α2 sin(θ∗)
)
.
Since θ∗ ∈ (0, pi) holds, we have that sin(θ∗) > 0 is satisfied. This yields
arcsin
(
l√
1
4 t
2 − α2 sin(θ∗)
)
∈
(
0,
pi
2
]
.
Similarly to the values of the angle θ the values satisfying x3 = 0 and x2 smaller than s2
correspond to the angle φ = pi and those larger than s2 to the angle φ = 0. This is confirmed
by Figure 1.3. Consequently, it follows
φ(θ∗)min = arcsin
(
l√
1
4 t
2 − α2 sin(θ∗)
)
and (4.14)
φ(θ∗)max = pi − φ(θ∗)min = pi − arcsin
(
l√
1
4 t
2 − α2 sin(θ∗)
)
.
As in the case we considered in Section 4.2, there are open half-ellipsoids which do not
intersect the given half-space. The reason in case of the half-space is that the travel time of
them is too small. Thus, we calculate the minimal travel time Tmin. This is the associated
travel time to the open half-ellipsoid which intersects the half-space in exactly one point. The
intersection point lies on the plane x3 = l and is just below the midpoint (s1, s2, 0)> of the
two foci xs(s) and xr(s). Hence, it is given by (s1, s2, l)>. These deliberations yield
Tmin = min{x∈R3+ |ϕ(s,x)=t}
(
|xs(s)− x|+ |x− xr(s)|
)
= |(s1, s2 − α, 0)> − (s1, s2, l)>|+ |(s1, s2, l)> − (s1, s2 + α, 0)>|
= |(0,−α,−l)>|+ |(0,−α, l)>| = 2
√
α2 + l2.
For t = Tmin the integral also vanishes because there is only one intersection point of the
half-space with the open half-ellipsoid.
Finally, for fixed s ∈ S0 we obtain
Fn(s, t) =
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
sin(φ) dφdθ (4.15)
in case of t ∈ (Tmin,∞) and Fn(s, t) = 0 if t ≤ Tmin holds.
CHAPTER5
Numerical experiments
In the last chapter of this thesis, we present the numerical results we achieve with the ap-
proach described in the previous chapters. But before we are in the position to realise nu-
merical experiments, we have to explain how we obtain the numerical reconstructions in
form of Λ˜γn, where Λ˜ is one of the reconstruction operators we introduced. For that reason,
we consider in a first section the reconstruction kernels associated with the reconstruction
operators. Beside the data and the cut-off function they are the third essential part when
calculating the approximation Λ˜γn.
The second subsection starts with a description of the used discretisation and the cut-off
function. After that, we discuss how we generate data in case we have no measurements.
In connection with this we argue what we expect to see in the numerical experiments based
on the theoretical considerations of Chapter 3. Finally, we state information concerning the
implementation.
In the last section, we show the numerical results. Here, we consider different cross sec-
tions and discuss the choice of certain parameters. Further, we experiment by generating
data with an offset randomly distributed in an interval and by using a different offset for the
data generation than for the reconstruction. It follows a discussion concerning the advan-
tages and disadvantages of the different reconstruction operators we introduced in Chapter
3. Last, we present reconstructions we obtain with data generated from the wave equation.
5.1. Different reconstruction kernels
In this section, we define the different reconstruction kernels associated with the different
reconstruction operators. We start with the reconstruction kernel for Λ which we describe in
detail. Since the other reconstruction kernels are defined in an analogous way, we discuss
them briefly afterwards.
5.1.1. The reconstruction kernel for Λ
As already mentioned in Section 4.1 we approximate Λn for n ∈ E ′(R3+) evaluated at a point
p ∈ R3+ with the help of a mollifier ep,γ for some γ > 0. This approximation Λγn is given by
the relation
Λγn(p) =
∫
S0×(2α,∞)
ψ(s, t)Fn(s, t)F∂3∆ep,γ(s, t) d(s, t) (5.1)
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which we calculated in (4.1). For the mollifier we choose the following function
ep,γ,k(x) =
{
Cγ,k(γ
2 − |x− p|2)k, |x− p| < γ,
0, |x− p| ≥ γ,
for x ∈ R3+ with γ, k > 0 and
Cγ,k =
(∫
Bγ(p)
(γ2 − |x− p|2)k dx
)
=
(
4pi
∫ γ
0
(γ2 − r2)kr2 dr
)−1
=
Γ(k + 5/2)
pi3/2γ2k+3Γ(k + 1)
.
Here, in comparison to Section 4.1, the mollifier depends on a further parameter k. The
parameter k determines the smoothness of ep,γ,k for γ > 0. By the definition of ep,γ,k and
Cγ,k for γ, k > 0, we have supp ep,γ,k = Bγ(p) and
∫
R3 ep,γ,k(x) dx = 1. Thus, it holds
ep,γ,k → δ( · − p) for γ → 0 and ep,γ,k is a mollifier.
This leads to the relation
Λγn(p) = 〈ψFn, F∂3∆ep,γ,k〉 =
∫
S0×(2α,∞)
ψ(s, t)Fn(s, t)F∂3∆ep,γ,k(s, t) d(s, t) (5.2)
for n ∈ E ′(R3+), where we inserted the just introduced mollifier in (5.1).
The reconstruction kernel rp,γ,k for Λ is given by the right-hand side of the dual paring in
(5.2), that is
rp,γ,k(s, t) := F∂3∆ep,γ,k(s, t)
for (s, t) ∈ S0 × (2α,∞), p ∈ R3+ and k > 0. It depends on the point p ∈ R3+, in which we
evaluate Λn for n ∈ E ′(R3+), and the parameters γ, k > 0. Using this notation, we simplify
Λγn(p) ≈ 〈Λn, ep,γ,k〉 = 〈ψFn, rp,γ,k〉
for n ∈ E ′(R3+) and p ∈ R3+. If we take a closer look at this identity, we notice that we only
need the values of the cut-off function ψ and the data in addition to the reconstruction kernel
to receive an approximation of Λn evaluated at a point p ∈ R3+.
This observation follows since the data y is given by y = Fn according to (1.13). For this
reason, the approximation simplifies to
Λγn(p) ≈ 〈Λn, ep,γ,k〉 = 〈ψy, rp,γ,k〉
for n ∈ E ′(R3+). In this sense, the reconstruction kernel is a kind of inversion operator, which
is independent of the data.
In the next lemma, we rewrite the reconstruction kernel using the operator F .
5.1 Lemma. Let γ > 0 and k ≥ 3 be given. Using the abbreviation
e˜p,γ,k(x) =
{
(γ2 − |x− p|2)k, if |x− p| < γ,
0, if |x− p| ≥ γ,
we have
Λγn(p) = 〈Λn, ep,γ,k〉 = 〈ψFn, rp,γ,k〉
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for n ∈ E ′(R3+) with
rp,γ,k(s, t) = Cγ,kF
(
x 7→ 20k(k − 1)(x3 − p3)e˜p,γ,k−2(x)
− 8k(k − 1)(k − 2)(x3 − p3)|x− p|2e˜p,γ,k−3(x)
)
(s, t)
= 4k(k − 1)Cγ,k
(
5F
(
x 7→ (x3 − p3)e˜p,γ,k−2(x)
)
− 2(k − 2)F
(
x 7→ (x3 − p3)|x− p|2e˜p,γ,k−3(x)
))
(s, t)
for (s, t) ∈ S0 × (2α,∞).
Proof. By the definition of rp,γ,k, we have to compute F∂3∆ep,γ,k. Therefore, we calculate
∂
∂xi
(
(γ2 − |x− p|2)k
)
= −2k(xi − pi)(γ2 − |x− p|2)k−1
and
∂2
∂x2i
(
(γ2 − |x− p|2)k
)
= −2k(γ2 − |x− p|2)k−1 + 4k(k − 1)(x1 − p1)2(γ2 − |x− p|2)k−2
for x ∈ R3+ and i ∈ {1, 2, 3}. This yields
∆e˜p,γ,k(x) = −6k(γ2 − |x− p|2)k−1 + 4k(k − 1)|x− p|2(γ2 − |x− p|2)k−2χBγ(p)(x)
for x ∈ R3+. Further, by applying the derivative in third space direction we obtain
∂3∆e˜p,γ,k(x)
=
(
12k(k − 1)(x3 − p3)(γ2 − |x− p|2)k−2 + 8k(k − 1)(x3 − p3)(γ2 − |x− p|2)k−2
− 8k(k − 1)(k − 2)(x3 − p3)|x− p|2(γ2 − |x− p|2)k−3
)
χBγ(p)(x)
=
(
20k(k − 1)(x3 − p3)(γ2 − |x− p|2)k−2
− 8k(k − 1)(k − 2)(x3 − p3)|x− p|2(γ2 − |x− p|2)k−3
)
χBγ(p)(x).
Together with the identity ep,γ,k = Cγ,ke˜p,γ,k this yields the claimed assertion.
The reconstruction kernel contains two parameters we have not chosen up to now. For
the smoothing parameter k we fix k = 3. Then e˜p,γ,k−3 is still smooth on the ball Bγ(p).
However, the scaling parameter γ will be chosen for each numerical experiment separately.
In Lemma 5.1 we expressed the reconstruction kernel by the operator F . However, for
the numerical experiments this is not sufficient. In order to realise them, we need the explicit
expression of the reconstruction kernel which we deduce in the following.
In the representation of C3,γ two values of the Γ-function appear. With the identities
Γ(1) = 1, Γ( 12 ) =
√
pi and Γ(x+ 1) = x · Γ(x) for x ∈ R we deduce
Γ(4) = 3! · Γ(1) = 6
and
Γ(3 + 52 ) = Γ(
9
2 + 1) =
9
2 · 72 · 52 · 32 · Γ( 12 ) = 945
√
pi
32 .
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By the definition of Cγ,3, we conclude
Cγ,3 =
Γ(3+5/2)
pi3/2γ6+3Γ(3+1)
=
945
√
pi
pi3/2 · 32γ9 · 6 =
315
64piγ9
.
Then, the reconstruction kernel rp,γ,3 is given by
rp,γ,3(s, t) =
315
64piγ9
F
(
x 7→ (120γ2(x3 − p3)− 120(x3 − p3)|x− p|2 − 48(x3 − p3)|x− p|2)
χBγ(p)(x)
)
(s, t)
=
315
64piγ9
F
(
x 7→ (120γ2(x3 − p3)− 168(x3 − p3)|x− p|2)χBγ(p)(x)
)
(s, t) (5.3)
for (s, t) ∈ S0 × (2α,∞) according to Lemma 5.1. By equation (4.11), we have to compute
Fn(s, t) =
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
n˜(R−1x+ (s1, s2, 0)>)χBγ(p′)(x(t, φ, θ)) sin(φ) dφ dθ (5.4)
with n = n˜χBγ(p) and the smooth function n˜(x) = 120γ
2(x3− p3)− 168(x3− p3)|x− p|2) for
x ∈ R3 in case of t ∈ (Tmin, Tmax). Furthermore, it holds Fn(s, t) = 0 if t ≤ Tmin or t ≥ Tmax
is satisfied for fixed s ∈ S0. Here, p′ is given by p′ = R(p − (s1, s2, 0)>) as we observed in
identity (4.2). Moreover, we have
x(t, φ, θ) =

√
1
4 t
2 − α2 sin(φ) cos(θ)
1
2 t cos(φ)√
1
4 t
2 − α2 sin(φ) sin(θ)

for t ∈ (Tmin, Tmax), φ ∈ [0, pi) and θ ∈ [0, 2pi) by (1.14). With the relations in (4.4), we
receive
R−1x(t, φ, θ) + (s1, s2, 0)> =

√
1
4 t
2 − α2 sin(φ)(cos(β) cos(θ) + sin(β) sin(θ)) + s1
1
2 t cos(φ) + s2√
1
4 t
2 − α2 sin(φ)(− sin(β) cos(θ) + cos(β) sin(θ))

(5.5)
with β = arctan((p1 − s1)/p3) as given in (4.3) and for t ∈ (Tmin, Tmax), φ ∈ [0, pi) and
θ ∈ [0, 2pi). For further simplifications, we use the identity
|R−1x(t, φ, θ) + (s1, s2, 0)> − p| = |x(t, φ, θ)− p′| (5.6)
for t ∈ (Tmin, Tmax), φ ∈ [0, pi) and θ ∈ [0, 2pi) verified in computation (4.6). In the following,
we write [v]3 for the third component of an element v ∈ R3. Regarding all observations made
above, we deduce
rp,γ,3(s, t)
=
315
64piγ9
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
(
120γ2
(
[R−1x(t, φ, θ) + (s1, s2, 0)>]3 − p3
)
− 168
(
[R−1x(t, φ, θ) + (s1, s2, 0)>]3 − p3
)
|R−1x(t, φ, θ) + (s1, s2, 0)> − p|2
)
χBγ(p′)(x(t, φ, θ)) sin(φ) dφ dθ
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=
315
64piγ9
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
(
120γ2
(√
1
4 t
2 − α2 sin(φ)(− sin(β) cos(θ) + cos(β) sin(θ))− p3
)
− 168
(√
1
4 t
2 − α2 sin(φ)(− sin(β) cos(θ) + cos(β) sin(θ))− p3
)
|x(t, φ, θ)− p′|2
)
χBγ(p′)(x(t, φ, θ)) sin(φ) dφdθ
=
315
64piγ9
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
(
120γ2
(√
1
4 t
2 − α2 sin(φ)(− sin(β) cos(θ) + cos(β) sin(θ))− p3
)
− 168
(√
1
4 t
2 − α2 sin(φ)(− sin(β) cos(θ) + cos(β) sin(θ))− p3
)
|x(t, φ, θ)− p′|2
)
χBγ(p′)(x(t, φ, θ)) sin(φ) dφdθ
=
315
64piγ9
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
(
120γ2(− sin(β) cos(θ) + cos(β) sin(θ))
√
1
4 t
2 − α2 sin2(φ)
− 120γ2p3 sin(φ)
− 168(− sin(β) cos(θ) + cos(β) sin(θ))
√
1
4 t
2 − α2|x(t, φ, θ)− p′|2 sin2(φ)
+ 168p3|x(t, φ, θ)− p′|2 sin(φ)
)
χBγ(p′)(x(t, φ, θ)) dφdθ
(5.7)
for (s, t) ∈ S0 × (Tmin, Tmax). Further, we calculate
|x(t, φ, θ)− p′|2
=
∣∣∣∣∣∣∣∣

√
1
4 t
2 − α2 sin(φ) cos(θ)
1
2 t cos(φ)√
1
4 t
2 − α2 sin(φ) sin(θ)
− p′
∣∣∣∣∣∣∣∣
2
= (
√
1
4 t
2 − α2 sin(φ) cos(θ)− p′1)2 + ( 12 t cos(φ)− p′2)2 + (
√
1
4 t
2 − α2 sin(φ) sin(θ)− p′3)2
= (a+ b sin(φ))2 + (c+ d cos(φ))2 + (e+ f sin(φ))2 (5.8)
with the abbreviations
a = −p′1 = 0, b =
√
1
4 t
2 − α2 cos(θ), c = −p′2 = −p2 + s2,
d = 12 t, e = −p′3 = − p3cos( arctan(p1−s1p3 )) , f =
√
1
4 t
2 − α2 sin(θ)
for t ∈ (Tmin, Tmax), φ ∈ [0, pi) and θ,∈ [0, 2pi). Hence, in order to compute the reconstruction
kernel rp,γ,3 stated in (5.7), we need the antiderivates of the following functions
φ 7→ sin2(φ), φ 7→ (a+ b sin(φ))2 + (c+ d cos(φ))2 + (e+ f sin(φ))2 sin2(φ),
φ 7→ sin(φ), φ 7→ (a+ b sin(φ))2 + (c+ d cos(φ))2 + (e+ f sin(φ))2 sin(φ)
with b, c and d as above. Since these four functions are trigonometric polynomials in φ, their
antiderivates are analytically known. We calculate them using a computer algebra system
and implement the calculation of the integrals by evaluating at the start and end point.
Altogether, we receive an expression for the reconstruction kernel rp,γ,3 at (s, t) ∈ S0 ×
(2α,∞) depending on the limits of the angles θ and φ = φ(θ) and Tmin and Tmax.
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5.1.2. The reconstruction kernels for the modified operators
Before we compute the reconstruction kernels of the modified operators, we mentioned them
once again. We have
Λmod,0 := −∆∂3MF ∗ψF
and
Λmod,1 = −∆∂3(M + α Id)F ∗ψF and Λmod,2 = −∆∂3(M + α2 Id)F ∗ψF
defined in Corollary 3.29 and Corollary 3.31, respectively. Analogously to the approach in
Subsection 5.1.1, in case of Λ we approximate Λmod,i for i ∈ {0, 1, 2} evaluated at p ∈ R3+
for n ∈ E ′(R3+) by
Λmod,i,γn(p) := 〈Λmod,in, ep,γ,k〉.
For this reason, we define analogue to rp,γ,k the following reconstruction kernels
(a) rp,γ,k,mod,0(s, t) := FM∂3∆ep,γ,k(s, t),
(b) rp,γ,k,mod,1(s, t) := F (M + α Id)∂3∆ep,γ,k(s, t),
(c) rp,γ,k,mod,2(s, t) := F (M + α2 Id)∂3∆ep,γ,k(s, t)
for (s, t) ∈ S0 × (2α,∞).
The next corollary yields representations of the above defined reconstruction kernels. It
is a direct consequence of Lemma 5.1.
5.2 Corollary. Let γ > 0 and k ≥ 3 be given. With the abbreviation
e˜p,γ,k(x) =
{
(γ2 − |x− p|2)k, if |x− p| < γ,
0, if |x− p| ≥ γ,
we have
Λmod,i,γn(p) = 〈Λmod,in, ep,γ,k〉 = 〈ψFn, rp,γ,k,mod,i〉
for n ∈ E ′(R3+) and i ∈ {0, 1, 2}. Here, depending on i ∈ {0, 1, 2} the reconstruction kernel
rp,γ,i is given in the following. We have
(a) rp,γ,k,mod,0(s, t)
= 4k(k − 1)Cγ,k
(
5F
(
x 7→ x23(x3 − p3)e˜p,γ,k−2(x)
)
− 2(k − 2)F
(
x 7→ x23(x3 − p3)|x− p|2e˜p,γ,k−3(x)
))
(s, t),
(b) rp,γ,k,mod,1(s, t)
= 4k(k − 1)Cγ,k
(
5F
(
x 7→ x23(x3 − p3)e˜p,γ,k−2(x)
)
− 2(k − 2)F
(
x 7→ x23(x3 − p3)|x− p|2e˜p,γ,k−3(x)
))
(s, t)
+ α4k(k − 1)Cγ,k
(
5F
(
x 7→ (x3 − p3)e˜p,γ,k−2(x)
)
− 2(k − 2)F
(
x 7→ (x3 − p3)|x− p|2e˜p,γ,k−3(x)
))
(s, t)
= rp,γ,k,mod,0(s, t) + αrp,γ,k(s, t),
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(c) rp,γ,k,mod,2(s, t)
= 4k(k − 1)Cγ,k
(
5F
(
x 7→ x23(x3 − p3)e˜p,γ,k−2(x)
)
− 2(k − 2)F
(
x 7→ x23(x3 − p3)|x− p|2e˜p,γ,k−3(x)
))
(s, t)
+ α24k(k − 1)Cγ,k
(
5F
(
x 7→ (x3 − p3)e˜p,γ,k−2(x)
)
− 2(k − 2)F
(
x 7→ (x3 − p3)|x− p|2e˜p,γ,k−3(x)
))
(s, t)
= rp,γ,k,mod,0(s, t) + α
2rp,γ,k(s, t)
for (s, t) ∈ S0 × (2α,∞).
According to the decompositions of the single reconstruction kernels in Corollary 5.2, we
are able to represent all of them by rp,γ,k and rp,γ,k,mod,0.
Since we calculated rp,γ,3 in Subsection 5.1.1, only the computation of rp,γ,3,mod,0 is left
to get an explicit expression for all reconstruction kernels mentioned in case of k = 3. When
we compare rp,γ,3,mod,0 with the representation of rp,γ,3 given in (5.3), we obtain
rp,γ,3,mod,0(s, t) =
315
64piγ9
F
(
x 7→ x23(120γ2(x3 − p3)− 168(x3 − p3)|x− p|2)χBγ(p)(x)
)
(s, t)
for (s, t) ∈ S0 × (2α,∞). As representation (5.4) in case of rp,γ,3 we get
Fn(s, t) =
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
n˜(R−1x+ (s1, s2, 0)>)χBγ(p′)(x(t, φ, θ)) sin(φ) dφdθ
by identity (4.11) with n = n˜χBγ(p) and the smooth function n˜(x) = x
2
3(120γ
2(x3 − p3) −
168(x3−p3)|x−p|2) for x ∈ R3 in case of t ∈ (Tmin, Tmax). Furthermore, it holds Fn(s, t) = 0
if t ≤ Tmin or t ≥ Tmax is satisfied for fixed s ∈ S0. As before p′ is given by p′ = R(p −
(s1, s2, 0)
>) due to equation (4.2).
Since the square of the third component appears in the representation of rp,γ,3,mod,0, we
simplify
([R−1x(t, φ, θ) + (s1, s2, 0)]3)2 = ( 14 t
2 − α2) sin2(φ)(− sin(β) cos(θ) + cos(β) sin(θ))2
for t ∈ (Tmin, Tmax), φ ∈ [0, pi) and θ ∈ [0, 2pi). Together with the simplifications (5.5) and
(5.6) of the subsection before this yields
rp,γ,k,mod,0(s, t)
=
315
64piγ9
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min(
120γ2
(
[R−1x(t, φ, θ) + (s1, s2, 0)>]3
)2(
[R−1x(t, φ, θ) + (s1, s2, 0)>]3 − p3
)
− 168
(
[R−1x(t, φ, θ) + (s1, s2, 0)>]3
)2(
[R−1x(t, φ, θ) + (s1, s2, 0)>]3 − p3
)
|R−1x(t, φ, θ) + (s1, s2, 0)> − p|2
)
χBγ(p′)(x(t, φ, θ)) sin(φ) dφdθ
=
315
64piγ9
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
(
120γ2(− sin(β) cos(θ) + cos(β) sin(θ))3
(√
1
4 t
2 − α2
)3
sin4(φ)
− 120γ2p3(− sin(β) cos(θ) + cos(β) sin(θ))2
(√
1
4 t
2 − α2
)2
sin3(φ)
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− 168(− sin(β) cos(θ) + cos(β) sin(θ))3
(√
1
4 t
2 − α2
)3
|x(t, φ, θ)− p′|2 sin4(φ)
+ 168p3(− sin(β) cos(θ) + cos(β) sin(θ))2
(√
1
4 t
2 − α2
)2
|x(t, φ, θ)− p′|2 sin3(φ)
)
χBγ(p′)(x(t, φ, θ)) dφ dθ
(5.9)
for t ∈ (Tmin, Tmax). Analogue to the case of rp,γ,3 in the last subsection, we take advantage
of
|x(t, φ, θ)− p′|2 = (a+ b sin(φ))2 + (c+ d cos(φ))2 + (e+ f sin(φ))2
calculated in (5.8) with the given abbreviations there. This time we need the antiderivatives
of
φ 7→ sin4(φ), φ 7→ (a+ b sin(φ))2 + (c+ d cos(φ))2 + (e+ f sin(φ))2 sin4(φ),
φ 7→ sin3(φ), φ 7→ (a+ b sin(φ))2 + (c+ d cos(φ))2 + (e+ f sin(φ))2 sin3(φ)
with a, b, c and d as before for the computation of (5.9). As well as in the case of rp,γ,3 these
are given analytically and we use again a computer algebra system for the calculation. The
implementation is also done the same way. All in all, we receive in case of rp,γ,3,mod,0 an
explicit expression at a point (s, t) ∈ S0 × (2α,∞) depending on the limiting angles θmin,
θmax, φmin(θ) and φmax(θ) and the travel times Tmin and Tmax.
Furthermore, we have
rp,γ,3,mod,1 = rp,γ,3,mod,0 + αrp,γ,3
and
rp,γ,3,mod,2 = rp,γ,3,mod,0 + α
2rp,γ,3
according to Corollary 5.2. Thus, with the just established expression for rp,γ,3,mod,0 and the
representation of rp,γ,3, we obtained in the last subsection, we receive expressions for the
reconstruction kernels of the two modified reconstruction operators Λmod,1 and Λmod,2.
5.2. Preparations for numerical experiments
In the following, we write Λ˜ in place of one of the reconstruction operators Λ, Λmod,0, Λmod,1,
and Λmod,2. The notion r˜p,γ,3 denotes analogously the related reconstruction kernel each
time, i.e. the respective reconstruction kernel of rp,γ,3, rp,γ,3,mod,0, rp,γ,3,mod,1 or rp,γ,3,mod,2
associated with Λ˜. For the definitions of the reconstruction operators we refer to Theorem
3.17, Corollary 3.29 and Corollary 3.31. The reconstruction kernels are defined in the Sub-
sections 5.1.1 and 5.1.2.
For the numerical examples we have to calculate
Λ˜γn(p) = 〈ψy, r˜p,γ,3〉 =
∫
S0×(2α,∞)
ψ(s, t)y(s, t)r˜p,γ,3(s, t) d(s, t) (5.10)
for p ∈ R3+. Again, the given data is denoted by y and r˜p,γ,3 is one of the reconstruction
kernels. Further, the function ψ ∈ C∞c (S0 × (2α,∞)) is the cut-off function we state now
explicitly. We take the design of such a function from Section 5 in [QRS11]. Thus, given
S > 0 and T , T > 0 with T > T > 0 we have
ψ(s, t) = ψ(s1, s2, t) = Ψ1(s1)Ψ1(s2)Ψ2(t),
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where
Ψ1(s) =

1, for |s| < S,
h(|s|, S), for S ≤ |s| ≤ S + 1,
0, for S + 1 < |s|,
and
Ψ2(t) =

0, for t ≤ T ,
g(t, T ), for T < t < 2T ,
1, for 2T ≤ t ≤ T ,
h(t, T ), for T < t < T + 1,
0, for T + 1 ≤ t,
for (s, t) ∈ S0 × (2α,∞). The appearing functions f, g, and h are defined as follows
f(r) =
{
exp(− 1r ), for 0 < r,
0, for r ≤ 0,
for r ∈ R and
g(t, T ) =
f( tT − 1)
f( tT − 1) + f(2− tT )
and
h(t, T ) =
f(T + 1− t)
f(T + 1− t) + f(t− T − 12 )
for t ∈ R. Then, it holds
supp(ψ) ⊆ [−S − 1, S + 1]× [T , T + 1] and ψ|[−S,S]×[2T,T ] = 1.
For the numerical experiments we have to compute identity (5.10) from discrete data.
With s = (s1, s2) and given smax > 0, tmin > 2α and tmax > tmin we consider
s
(i)
1 ∈ [−smax, smax] for i ∈ {1, . . . , Ns},
s
(j)
2 ∈ [−smax, smax] for j ∈ {1, . . . , Ns},
t(k) ∈ [tmin, tmax] for k ∈ {1, . . . , Nt},
uniformly distributed with step sizes hs and ht, respectively, i.e. hs = 2smaxNs , ht =
tmax−tmin
Nt
.
Then, a simple approximation is given by
Λ˜γn(p) ≈ hth2s
Ns∑
i=1
Ns∑
j=1
Nt∑
k=1
ψ(s
(i)
1 , s
(j)
2 , t
(k))y(s
(i)
1 , s
(j)
2 , t
(k))r˜p,γ,3(s
(i)
1 , s
(j)
2 , t
(k))
for p ∈ R3+. In order to reduce the computation time, we restrict the number Nt. We use the
minimal and maximal travel time Tmin and Tmax such that the reconstruction kernel vanishes
beyond the interval given by the two values. Since these two values depend on γ , s(i)1 , s
(j)
2
for fixed i ∈ {1, . . . , Ns} and j ∈ {1, . . . , Ns} and of course on the point p ∈ R3+, we denote
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them by Tmin(s
(i)
1 , s
(j)
2 , γ, p) and Tmax(s
(i)
1 , s
(j)
2 , γ, p). Again, the integrals with respect to the
outermost travel times vanish such that we consider the open interval
Ti,j(γ, p) :=
(
Tmin(s
(i)
1 , s
(j)
2 , γ), Tmax(s
(i)
1 , s
(j)
2 , γ)
)
.
This yields
Λ˜γn(p) ≈ hth2s
Ns∑
i=1
Ns∑
j=1
∑
t(k)∈Ti,j(γ,p)
ψ(s
(i)
1 , s
(j)
2 , t
(k))y(s
(i)
1 , s
(j)
2 , t
(k))r˜p,γ,3(s
(i)
1 , s
(j)
2 , t
(k))
for p ∈ R3+.
5.2.1. The considered data
In order to test our method, we use synthetic data which is not generated from the wave
equation. We calculate the data y using
y = Fn
for a given n ∈ E ′(R3+). In most cases of the numerical experiments we choose n to be
n = χB2(0,0,4) − χB1(0,0,4) + χB1.5(3,0,5) + χ{x3≥6.5}.
An illustration is given in Figure 5.1. Whenever we change n in the following, for example
x1
x3
−2 0 2 4
2
4
6
x2 = 0
Figure 5.1: The function n. On the darker blue area where the two circles overlap n is equal to
2, on the light blue area to 1 and off the blue areas it is 0.
by not considering the characteristic function of the half-space, we mention it.
First, we discuss what we expect from the reconstructions Λ˜γn. Since all reconstruction
operators we discussed in Chapter 3 have the same order and the same decisive microlocal
properties, we are able to make the observations all at once.
According to Proposition 3.24, Corollary 3.29 and Corollary 3.31, all reconstruction op-
erators are microlocally elliptic of order 1 at a point (x∗, ξ∗) ∈ R3+ × R3\{0} if ξ∗ ∈ C(x∗) is
satisfied with
C(x∗) = {ξ ∈ R3 | ξ3 6= 0, ψ(s(x∗, ξ), ϕ(s(x∗, ξ), x∗)) > 0}.
Hence, by Theorem 2.23 and Example 2.24 we obtain
(x∗, ξ∗) ∈WF−1/2(Λ˜n) for (x∗, ξ∗) ∈WF(n) = WF1/2(n) (5.11)
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as we have already formulated in Corollary 3.26 in case of the reconstruction operator Λ. This
means that if the third component of the corresponding direction to an element of the sin-
gular support does not vanish and the cut-off function ψ is strictly positive there, the related
singularity is one degree less smooth in the Sobolev scale by applying Λ˜. More precisely,
its smoothness decreases from H1/2 to H−1/2. In order to analyse which singularities are
emphasised by Λ˜, we take a look at the single components of n. We notice that we choose the
cut-off function ψ for the reconstructions in such a way that it does not vanish at points we
are interested in. For this reason, we neglect this condition on the set C(x) for x ∈ R3+ when
we analyse whether a concerning singularity get strengthened by Λ˜. However, we recall that
we have
WF(Λ˜n) ⊆WF(F ∗ψFn)
by the pseudolocal property (see Theorem 2.17) and (x, ξ) ∈ WF(F ∗ψFn) if there exists
s ∈ S0 and ω 6= 0 such that ξ = ω∇xϕ(s, x) according to Theorem 3.15. Since the set S0 is
finite in applications, there will be points (x, ξ) for which we do not find s ∈ S0 and ω 6= 0.
Then, the associated singularities will not be preserved.
We start with the characteristic function of a ball in R3+. By Example 2.14 the singular
support of such a function is its boundary. Hence, the singularities of this function are located
at the boundary. For the decision whether the operator Λ˜ emphasises them, we take a look
Figure 5.2: This figure shows a cross section of a characteristic function of a ball in R3+, i.e. the
value on the blue area is equal to 1 and the function is 0 off the blue area. The dashed lines in
both pictures indicate the singular support of the function. In addition, on the right-hand side
some directions contained in the wave front set are sketched. We recall that the directions are
not normalised.
at the related directions. Again, by Example 2.14 the directions are perpendicular on its
boundary. An illustration of the singular support and the wave front set is given in Figure
5.2. If we consider the cross section through the midpoint of the ball, there are two directions
which are perpendicular and whose third component vanishes. Thus, these two directions
are no elements of C(x) for any x ∈ R3+ and do not get emphasised by Λ˜. In Figure 5.3, we
marked the regarding elements of the singular support and the associated directions whose
third component vanishes. If we consider the whole space R3+ and not only this cross section,
the singularities located at the “equator” of the ball do not get emphasised.
Next, we consider the characteristic function of the half-space {x3 ≥ b} for b > 0. Once
again, by Example 2.14 (b) the singular support of this function is given by {x ∈ R3+ |x3 = b}
and the related directions are perpendicular to this plane. Hence, there is no direction with
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Figure 5.3: In this cross section the red marked singularities related to the red marked directions
get not emphasised since the third component of the associated directions is zero.
vanishing third component and thus all singularities on the plane are emphasised by the
reconstruction operator Λ˜. An illustration of a cross section is given in Figure 5.4.
bb bb
Figure 5.4: This is an illustration of parts of the wave front set of χ{x3≥b} for b > 0 in R
3
+. Again,
the value 1 is assigned to the blue area and it is otherwise zero. The dashed line indicates the
singular support of the function in this cross section. Considering the whole space the singular
support is given by the plane x3 = a. The arrows are examples of the directions which are
contained in the wave front set. Again, the directions associated with an element of the singular
support are not normalised.
After we considered the single components, we combine the observations we made above
and analyse what we expect concerning the function n we have chosen. In Figure 5.1, the
dashed lines indicate the boundaries of the balls. Moreover, all the dashed lines together are
the sum of the singular supports of all the characteristic functions and this is precisely the
singular support of n. The dashed lines mark jumps between the values 0, 1 and 2.
The related directions are such that they are perpendicular to the boundary of a ball or
the half-plane x3 = b at the points of the singular support, i.e. in the cross section x2 = 0
there are six points x ∈ R3+ with a direction not contained in C(x). In Figure 5.5, these
points are marked. As mentioned in the discussion above, in R3+ this condition is satisfied by
all points lying on the equator of one of the balls, so these are infinitely many.
Summarised, we expect that all elements of the singular support except the ones at an
“equator” of a ball are reconstructed by Λ˜. The related singularities even get emphasised one
order in the sense of assertion (5.11).
5.2.2. Implementation
The numerical experiments we present in the following section are implemented using the
coding language Python. For the generation of the data from the wave equation in Sub-
section 5.3.5 we use Python 2.7.15, in all other cases Python 3.6.1. The process of data
generation and the reconstruction is parallelised with the help of the “ProcessPoolExecuter”
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interface provided by the “concurrent.futures” module. Since the values we have to compute
are independent of each other, the parallelisation is simply performed.
We observe this by taking a look at the identity
Λ˜γn(p) =
∫
S0×(2α,∞)
ψ(s, t)Fn(s, t)Fu˜p,γ,3(s, t) d(s, t)
=
∫
S0×(2α,∞)
ψ(s, t)y(s, t)r˜p,γ,3(s, t) d(s, t)
for p ∈ R3+, which we have to compute according to (5.1). Here, Λ˜ denotes one of the in-
troduced reconstruction operators and r˜p,γ,3 = Fu˜p,γ,3 the associated reconstruction kernel,
where u˜p,γ,3 is given by this identity for each reconstruction kernel separately.
When we generate the data y = Fn, the value y(s0, t0) = Fn(s0, t0) for fixed (s0, t0) ∈
S0×(2α,∞) is independent of all other values Fn(s, t) for (s, t) ∈ S0×(2α,∞). Hence, there
is only one open half-ellipsoid determined by (s0, t0) ∈ S0× (2α,∞) decisive to compute the
elliptic Radon transform and we are able to calculate the single value Fn(s, t) for each (s, t) ∈
S0 × (2α,∞) separately. This is precisely the situation for which the ProcessPoolExecuter is
developed for, i.e. to evaluate a function at different points independent of each other.
The same is true if we consider the value of Λ˜γn for different values of p ∈ R3+. For a
fixed point p0 ∈ R3+ the value of Λ˜γn(p0) is independent of the values for other p ∈ R3+
around. Thus, we also compute Λ˜γn for each p ∈ R3+ separately. Further, each single value
r˜p,γ,3(s0, t0) = Fu˜p,γ,3(s0, t0) for fixed (s0, t0) ∈ S0 × (2α,∞) is independent of the others.
We take advantage of this fact inside the application of the ProcessPoolExecuter interface for
computing the values of Λ˜γn at a point p.
In order to distribute the single evaluations faster on the single cores, we divide the num-
ber of elements at which we want to evaluate by the number of cores and assign in this way
to each core almost the same number of evaluations before applying the ProcessPoolExecuter
interface.
In the last sections of Chapter 4, we presented a way to calculate the elliptic Radon trans-
form F of functions supported in a closed ball and characteristic functions of half-spaces in
theory. However, there are some parts in the calculation where there is no direct way to im-
plement them because not everything is given explicitly. We close these remaining gaps by
x1
x3
−2 0 2 4
2
4
6
x2 = 0
Figure 5.5: The red marked singularities get not emphasised since the third component of the
related directions is zero.
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explaining how we solve these parts numerically. Therefore, we consider the different cases
separately.
The case of Section 4.2
We described in Section 4.2 how to compute the integral given in (1.18) by
Fn(s, t) =
∫
R3+
n(x)A(s, x)δ(t− ϕ(s, x)) dx
for (s, t) ∈ S0 × (2α,∞) if n = n˜χBr(P ) for n˜ ∈ C∞(R3+). According to (4.11) we have to
determine the value of the reformulation
Fn(s, t) =
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
n˜(R−1x+ (s1, s2, 0)>)χBr(P ′)(x(t, φ, θ)) sin(φ) dφdθ
for s ∈ S0 and (Tmin, Tmax) with P ′ as in identity (4.2).
In Subsection 4.2.3, we have presented how we calculate the limits for the angle θ and
depending on this, the limits for the angle φ = φ(θ). The limiting angles for theta θmin and
θmax are given in (4.8) explicitly. We obtain the limits of the outer integral stated above
without any approximation by
θmin =
pi
2
− arccos
(√
(p′3)2−r2
p′3
)
and
θmax =
pi
2
+ arccos
(√
(p′3)2−r2
p′3
)
.
The limits of the inner integral depend on θ. Hence, it is reasonable to use the trapezoidal
rule for an approximation of the outer integral. Thus, for Nθ,data,1 ∈ N we consider Nθ,data,1
steps given by θi := θmin + ih with step size h := θmax−θminNθ,data,1 for i ∈ {0, . . . , Nθ,data,1}. This
yields
Fn(s, t) =
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
n˜(R−1x(t, φ, θ) + (s1, s2, 0)>)χBr(P ′)(x(t, φ, θ)) sin(φ) dφ dθ
=
h
2
(∫ φ(θmin)max
φ(θmin)min
1
2
n˜(R−1x(t, φ, θmin) + (s1, s2, 0)>)χBr(P ′)(x(t, φ, θmin)) sin(φ) dφ
+
Nθ,data,1−1∑
i=1
∫ φ(θi)max
φ(θi)min
n˜(R−1x(t, φ, θi) + (s1, s2, 0)>)χBr(P ′)(x(t, φ, θi)) sin(φ) dφ
+
∫ φ(θmax)max
φ(θmax)min
1
2
n˜(R−1x(t, φ, θmax) + (s1, s2, 0)>)χBr(P ′)(x(t, φ, θmax)) sin(φ) dφ
)
(5.12)
for (s, t) ∈ S0 × (2α,∞). Further, the angles φ(θi)min and φ(θi)max to a fixed angle θi for
i ∈ {1, . . . , Nθ,data,1 − 1} are given by
φ(θi)min = arccos(z1) and φ(θi)max = arccos(z2)
according to (4.9). Here, z1 and z2 are the two solutions to
c+ bz + α2z2 = −d
√
1− z2,
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where
b = p′2t, c = (p
′
2)
2 + (p′3)
2 +
1
4
t2 − α2 − r2 and d = −p′3
√
t2 − 4α2 sin(θ).
In order to determine these two solutions numerically, we use Newton’s method. Since the
two solutions are between −1 and 1, we use the start values −0.9999 and 0.9999. As men-
tioned before, in case of θmin and θmax we only obtain one solution. Hence, the corresponding
integrals stated in (5.12) vanish. Using this we deduce
Fn(s, t) =
h
2
Nθ,data,1−1∑
i=1
∫ φ(θi)max
φ(θi)min
n˜(R−1x(t, φ, θi) + (s1, s2, 0)>)χBr(P ′)(x(t, φ, θi)) sin(φ) dφ
for (s, t) ∈ S0 × (2α,∞).
There is another simplification left, which we have already seen in Section 4.2. For t ∈
(2α,∞) with t /∈ (Tmin, Tmax) the value of Fn(s, t) for s ∈ S0 vanishes. By identity (4.10),
the limits of the interval are
Tmin = min
x∈C
(
|(0,−α, 0)> − x|+ |x− (0, α, 0)>|
)
and
Tmax = max
x∈C
(
|(0,−α, 0)> − x|+ |x− (0, α, 0)>|
)
,
where
C =
x ∈ R3
∣∣∣x =
 R sin(θ) sin(τ) + λ1+λ22 p′3 tan(θ)p′2 +R cos(τ)
R cos(θ) sin(τ) + λ1+λ22 p
′
3
 for 0 ≤ τ ≤ 2pi

with R = (λ1−λ2)p
′
3
2 cos(θ) . Since the searched values of Tmin and Tmax are clearly separated, we
determine these approximately by Newton’s method. As start values we choose 0.5pi and
0.5pi + 1.1.
The case of Section 4.3
In Section 4.3, we presented how to determine the value of the integral
Fn(s, t) =
∫
R3+
n(x)A(s, x)δ(t− ϕ(s, x)) dx
for (s, t) ∈ S0 × (2α,∞) given in (1.18) if n = χ{x3≥l} for some l > 0. According to (4.15),
we have to compute
Fn(s, t) =
1
2
∫ θmax
θmin
∫ φ(θ)max
φ(θ)min
sin(φ) dφdθ
for s ∈ S0 and t > Tmin. The limits for the angle θ are explicitly given by
θmin = arcsin
( l√
1
4 t
2 − α2
)
and θmax = pi − arcsin
( l√
1
4 t
2 − α2
)
as stated in (4.13). The angle φ = φ(θ) depends on θ. Hence, we use, as in the case of a
function supported in a ball, the trapezoidal rule to compute the outer integral. This works
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exactly the same as in the case before. The only difference is that we use Nθ,data,2 steps for
angles θ in the trapezoidal rule this time.
For fixed θ we obtain the limits for the angle φ = φ(θ) by identity (4.14). These are the
following
φ(θ)min = arcsin
( l√
1
4 t
2 − α2 sin(θ)
)
and φ(θ)max = pi − arcsin
( l√
1
4 t
2 − α2 sin(θ)
)
.
These two angles are also given explicitly. Hence, we do not approximate anything here.
The minimal travel time is explicit given by Tmin = 2
√
α2 + l2. There is no maximal travel
time as every travel time t with t > Tmin generates an open half-ellipsoid which intersects
the half-space.
In a nutshell, in the case of the characteristic function of a half-space we only approximate
once when we use the trapezoidal rule.
The case of a reconstruction kernel
At the beginning of this section we argued that we are able to treat the reconstruction kernels
as described in Section 4.2 since they are supported in a closed ball and smooth on the open
ball. For this reason, we apply the same methods as described above in “The case of Section
4.2” to compute the reconstruction kernel semi-analytically with Nθ,recon steps for angles θ
in the trapezoidal rule.
5.3. Numerical results
Before we present the reconstructions we achieve with the presented approach, we state and
discuss the choice of some parameters. First, we mention the parameters we choose for the
cut-off function ψ. These are S := smax − 1, T := tmax − 1 and T := 0.01. The values of
smax, tmax and tmin depend on the individual case of the assembly of each experiment. In
Subsection 5.3.5, we use a different cut-off function.
We consider different distances from source to receiver, i.e. different offsets α. Also the
function n and thus the cuboid we reconstruct changes from time to time. The parameter γ of
the mollifier in the reconstruction kernel varies as well a few times in this section depending
on each single setting. The choice of γ is related to the offset α, to the number of measure-
ments and consequently to the discretisation step size of s1, s2 and t. For a large offset α we
choose a larger parameter γ than for a small one. Further, the higher the number of points
for s1, s2 and t, the smaller the value of γ. In order to explain these rules of thumb for the
choice of γ, we recall that the support of the mollifier ep,γ,3 is given by supp(ep,γ,3) = Bγ(p)
for a point p ∈ R3+. Hence, the parameter γ determines the radius of the neighbourhood
of the point p in which we regularise. For large α numerical instabilities occur if supp(n) is
near to the surface (“near” relates to α). These errors are compensated by regularising in a
larger neighbourhood of p, i.e. the choice of a larger value of γ. In the same way we adjust
an appearing lack of data points.
Beside these, there are the three numbers of steps denoted by Nθ,data,1, Nθ,data,2 and
Nθ,recon with uniformly step size in the trapezoidal rule. The first oneNθ,data,1 appears during
the data generation in case of the characteristic function of a ball and analogue the second
one Nθ,data,2 in case of the characteristic function of a half-space. These two parameters
and the number of discretisation points Ns1 , Ns2 and Nt decide about the quality and the
sharpness of the reconstructions. Nevertheless, the numbers Ns1 , Ns2 and Nt have a greater
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impact. In case of the parameters Nθ,data,1 and Nθ,data,2 there is some limit beyond which
there is no more change in the numerical reconstructions, which is visible for the naked eye.
Last,Nθ,recon counts the steps of the angle θ in computing the reconstruction kernel. Many
times we work with a low number for Nθ,recon. As a consequence, we obtain not the best
reconstructions but the difference is only in quantity and not in quality. A higher quality is
not worth the additional computation time. A more precise discussion on how the parameter
Nθ,recon influences the reconstructions follows later in context of Figure 5.7.
5.3.1. Reconstructions with the reconstruction operator Λ
Actually, we consider a three dimensional setting. We compute the elliptic Radon transform
integrating over open half-ellipsoids in R3+ with foci xs = (s1, s2 − α, 0)> and xr = (s1, s2 +
α, 0)>. Nevertheless, the computation of Λγ(p) for a fixed γ > 0 and a point p in the given
cuboid is independent from the other points in the cuboid. Hence, it is no problem to calculate
cross sections in one direction. Here and in the following, we compute cross sections in x2-
direction.
In a first experiment, we consider the function n = χB2(0,0,4) − χB1(0,0,4) + χB1.5(3,0,5) +
χ{x3≥6.5} and approximate Λn for the two different offsets α = 1 and α = 10.
For the scaling parameter γ, we choose γ = 0.2 for α = 1 and we set γ = 0.3 for α = 10.
We compute Λγn at points p in [−2.5, 5]× {0} × [1.5, 7] uniformly discretised by Nx1 = 135,
Nx2 = 1 and Nx3 = 99 discretisation points. Further, we restrict the travel time t to tmin =
2α+0.1 and tmax = tmin +17 depending on the offset α. The elements s1 and s2 determining
source and receiver are in the interval [−10.0, 10.0], i.e. smax = 10.0. For each of these three
parameters s1, s2 and t we use 600 discretisation points. Hence, we compute integrals over
6003 = 216 000 000 open half-ellipsoids given by Fn(s1, s2, t) to generate the data.
In Figure 5.6 both results for the two values of the offset α are presented. These results
confirm our expectations from Subsection 5.2.1 concerning what we observe in the recon-
structions. In both cross sections the singular support of n, i.e. the boundaries of the single
balls are visible. Only at the outermost points, for example at (−2, 0, 4)> and (2, 0, 4)>, there
is a gap since they are not imaged. This is exactly what we predicted in Subsection 5.2.1 and
illustrated in Figure 5.3 using the red colour.
Nevertheless, in case of α = 1 the strength of the reconstructed singularities depends
strongly on their locations. The singularities closer to the surface are more emphasised than
the ones further away. This differs from the case α = 10. Here, the intensity of the singular-
ities is nearly independent of the distance to the surface.
In case of α = 10 we get two additional artifacts. There is a horizontal line between
x3 = 3.5 and x3 = 4.0 and at the right bottom an oblique line from the outermost right point
of the right ball to the bottom. However, these artifacts have no relation to the ball. We
convinced ourselves that both artifacts appear in the reconstruction of the singularities of the
half-space {x3 ≥ 6.5} since they also occur when we choose n = χ{x3≥6.5}. The horizontal
line probably arises by a summation of weak artifacts caused by the cut-off function and the
numerical scheme. Concerning the other appearing artifact we argue with a result given in
[FQ15]. The authors of this publication show that the characteristic function of a half-space
causes two artifacts due to limited data. In Figure 3 of their publication they consider the
same setting in case of α = 0. Thus, we adapt the results mentioned there. We deduce that
the oblique line is one of the two artifacts related to the half-space. The second artifact is not
visible in the figure since it is on the left-hand side beyond the area we reconstructed. In our
case, the two artifacts are mirrored at the line x1 = x2 = 0 since the values we choose for s1
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and s2 are symmetric to zero.
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Figure 5.6: Two reconstructions Λγn obtained with the reconstruction operator Λ. The only dif-
ference is the offset α and the regularisation parameter γ which depends on the offset. In case
of α = 1 we have γ = 0.2, for α = 10 it is γ = 0.3.
We notice that the values of the reconstructions inside and outside the circles are not
zero. Hence, the intensity is not displayed in relation to zero. The reason for this are too few
chosen angles for θ in the trapezoidal rule for computing the reconstruction kernel.
In Figure 5.7 we present cross sections in x2 = 0 for different choices of the parameter
Nθ,recon, i.e. the number of angles for θ, for n = χB2(0,0,4). We remark that the more angles
we choose, the more the value of Λγn vanishes inside and outside the circle we see in the
cross sections. There is virtually no difference between the reconstructions withNθ,recon = 50
and Nθ,recon = 64, which is visible to the naked eye. However, in all images there is no real
difference in the visibility of the singularities. As a consequence, we choose Nθ,recon = 16
in many experiments and save computation time. The computation time for Nθ,recon = 50
increases by a factor of about three in comparison to Nθ,recon = 16.
According to identity (5.10), the approximation Λγn consists out of two independent
parts before integration. The first one involves the generation of the data y = Fn modified
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Figure 5.7: The same reconstruction using a different value of Nθ,recon, which determines the
number of angles θ in the reconstruction procedure.
with the cut-off function ψ. The computation of the reconstruction kernel rp,γ,3 is the second
one.
In Figure 5.8 two cross sections of the modified data ψFn for n = χB2(0,0,4)−χB1(0,0,4) +
χB1.5(3,0,5) are plotted. In comparison to the data, which we used for the generation of the
left cross section in Figure 5.6 with offset α = 1, the only difference is that the characteristic
function of the half-space {x3 ≥ 6.5} is missing in the definition of n. All other parameters
have the same value as in the first experiment presented in Figure 5.6. We notice the frame
around the images caused by the cut-off function ψ.
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Figure 5.8: Two cross sections in s2 of the modified data ψFn.
Figure 5.9 shows some cross sections of reconstruction kernels. Here, we use the same
parameters as for the two cross sections in Figure 5.6 before. For convenience, we repeat the
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most important one. As it is readable at the axis, we consider s1, s2 ∈ [−10.0, 10.0]. Moreover,
we use α = 1 and γ = 0.2 for the two pictures in the top and α = 10 and γ = 0.3 for the two in
the bottom. All four images show the reconstruction kernel rp,γ,3 at the point p = (0, 0, 3)>.
In these cross sections in s2 we notice that the visible arc is more flat in case of α = 10 than
in case of α = 1. This effect is directly related to the value of α and can also be observed in
the data. However, if we take a look at the cross sections in s1, so in the first space direction,
this effect is not so pronounced. The reason is that source and receiver are positioned on an
axis parallel to the x2-axis. These cross sections are presented in Figure 5.10.
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Figure 5.9: Different cross sections of the reconstruction kernel r(0,0,3)>,γ,3 for two cases of offsets
α evaluated at the same point p = (0, 0, 3)>.
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Figure 5.10: The reconstruction kernel r(0,0,3),γ,3 in the cross section s2 = 0.02 for two different
values of α.
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Last, in Figure 5.11 we additionally consider the reconstruction kernel rp,γ,3 at p =
(0, 0, 5)>. This is presented in the right image. If we compare this with the left image where
we have p = (0, 0, 3)> as before, we see that the first value of a travel time t where the
reconstruction kernel r(0,0,5)>,γ,3 does not vanish is significant higher than for r(0,0,3)>,γ,3.
This is due to the fact that the point p = (0, 0, 5)> is further away from the surface than
p = (0, 0, 3)>.
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Figure 5.11: Two cross sections of the reconstruction kernel rp,γ,3 in s1 = 0.02 for offset α = 1
evaluated at two different points p.
5.3.2. Experiments concerning the offset α
In this subsection, we consider two experiments related to the stability of the data and the
reconstructions concerning the offset α. In a first experiment, we simulate errors in the
arrangement of the sources and receivers while generating the data. A second experiment
shows what happens when we use an offset αrecon in the reconstruction procedure different
from the offset αdata, which we use for the data generation.
For both experiments we choose n = χB2(0,0,4) − χB1(0,0,4) + χB1.5(3,0,5) + χ{x3≥6.5} as
described in Subsection 5.2.1. We work in the cross section [−2, 5, 5] × {0} × [1.5, 7] of a
cuboid which we discretise uniformly using Nx2 = 1 and Nx1 = Nx3 = 99 points. Moreover,
we consider travel times t between tmin = 2α + 0.1 = 4.1 and tmax = tmin + 17 = 21.1 with
sources xs(s) and receivers xr(s) determined by smax = 7.5, i.e. s1, s2 ∈ [−7.5, 7.5]. For the
three parameters s1, s2 and t we use Ns = Nt = 300 discretisation points. These are half as
many as before for each variable. We will see that the more open half-ellipsoids determined
by s1, s2 and t we regard, the sharper the reconstructions become. Nevertheless, in order
to recognise the appearing effects 300 discretisation points for each of those variables are
sufficient. Last, we choose Nθ,data,1 = 201, Nθ,data,2 = 33 and Nθ,recon = 16.
Now, we generate the data using the offsetαdata,random. This offset is uniformly distributed
in an interval [2− β, 2 + β] for β > 0. It simulates positioning errors while arranging sources
and receivers. For the reconstruction we do not vary the offset α since we are able to set α to
one fixed value in the code which permits no mistakes. Here, we use α = 2 which is suitable
to the choice of αdata,random. The results are presented in Figure 5.13. A reference, in order
to compare with a reconstruction of data generated with αdata = 2, is given in Figure 5.12. In
the top image of Figure 5.13, we vary αdata,random between 1.9 and 2.1. In this case, there are
no big changes in comparison to αdata = 2. For αdata,random ∈ [1.75, 2.25] the reconstructions
are a bit more blurry as we see in the middle image. However, the singular support is still
visible. If we are further away from the surface, the reconstructions get more distinct and
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Figure 5.12: The reference image for Figure 5.13 with constant αdata = 2.
the singularities are stronger noticeable than in case of αdata = 2. Last, we use αdata,random
between 1.5 and 2.5. Here, the boundaries of the balls near to the surface are very blurry.
Nevertheless, we obtain an area in which the singular support of n is contained. The elements
far away from the surface are more strongly reconstructed than in the aforementioned cases
and also than in our reference using αdata = 2.
One possible explanation for the stronger reconstructions of singularities far away from
the surface is that we consider in αdata,random also higher values than 2. Later on, we will see
that for larger values of α the singularities further away from the surface get more emphasised
by Λ.
The fact that the effects, appearing when we use randomly distributed values of αdata,
are more pronounced near to the surface is a phenomena which also appears in the next
experiment. For an explanation we refer to the lines below.
In Figure 5.14 we plotted the generated data of the reference case αdata = 2 and the last
case with αdata,random ∈ [1.5, 2.5]. We see that the contours of the data in the right image are
very blurry. Nevertheless, the shape we obtain by the plotted data in the left image is also
still recognisable in the right one.
Altogether, we summarise that deviations up to 5% in the position of sources and receivers
while generating data do not really affect the reconstructions. Whereas deviations of about
25% are noticeable in the reconstructions.
In a second experiment, we generate the data with a fixed offset αdata and reconstruct
with a different offset αrecon. This means we use a wrong offset in the reconstruction kernel
rp,γ,3. We consider two different cases. In the first one, we choose αdata = 2 and reconstruct
with αrecon = 1.5 and αrecon = 2.5. This is presented in Figure 5.15. As reference image the
top image is a reconstruction with αrecon = αdata = 2. Concerning the second one, we use
αdata = 5 and as a consequence, we reconstruct with αrecon = 4.5 and αrecon = 5.5. Also
here, the top image in Figure 5.16 is thought as reference with αrecon = αdata = 5.
We explain the appearing phenomenas in both cases using the example of αdata = 2
presented in Figure 5.15. Afterwards we explain which role the size of αdata plays.
By looking at the images in Figure 5.15, we observe that for αrecon < αdata the recon-
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Figure 5.13: The reconstructions Λγn for an offset αdata,random randomly distributed in different
intervals.
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Figure 5.14: The modified data ψFn in case of αdata = 2 displayed on the left-hand side and
randomly distributed in [1.5, 2.5] presented on the right-hand side.
structed singularities appear further down than by choosing the right offset for the recon-
structions, i.e. αrecon = αdata. In case of αrecon > αdata, it is the other way round. Here, the
reconstructed singularities appear closer to the surface than with αrecon = αdata. We further
remark that only the vertical position of the singularities is changed and not the horizon-
tal one. This can be recognised by the imaged horizontal line, the singular support of the
characteristic function of the half-space {x3 ≥ 6.5}.
We verify these observations by reference to the representation of an ellipsoid. According
to Lemma 3.1, the open half-ellipsoid for the data generation for fixed (s, t) ∈ S0 × (2α,∞)
is given by
(x1 − s1)2
1
4 t
2 − α2 +
(x2 − s2)2
1
4 t
2
+
x23
1
4 t
2 − α2 = 1
for x = (x1, x2, x3)> ∈ R3+. If we consider now αrecon > αdata, the value of 14 t2 − α2recon is
smaller than 14 t
2−α2data, where we choose t large enough such that the square root is defined.
Thus, the minor half-axis of the open half-ellipsoid in the reconstruction procedure given by
1
4 t
2 − α2recon is smaller than the minor half-axis during the data generation 14 t2 − α2data. We
deduce that the radius of the half-circle, which we obtain by making a cross section through
the open half-ellipsoid parallel to the x1-axis, decreases. As a consequence, the difference
x1 − s1 and the value of x3 get smaller in the equation above. The latter yields that the
singularity at a fixed point p appears closer to the surface. The effect regarding x1 − s1 is
not really visible in the reconstructions. It is averaged since we consider many positive and
negative values for s1. In case we have αrecon < αdata, it is the other way round.
For fixed (s, t) ∈ S0 × (2α,∞) this phenomena is easy to understand by looking at the
point p = (s1, s2,
√
1
4 t
2 − α2data)>. The distance of p to the surface is exactly
√
1
4 t
2 − α2data,
i.e. the radius of the aforementioned circle. For αrecon > αdata the distance decreases and
for αrecon < αdata it increases. In these ways, the related singularity changes the distance to
the surface.
Near to the surface this effect is more visible. The open half-ellipsoids going through
points there have a smaller travel time t than the open half-ellipsoids going through the
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Figure 5.15: Cross sections of Λγn in x2 = 0. In all three images we use αdata = 2 for the
generation of the data, whereas the offset αrecon in the reconstruction procedure is different.
136 CHAPTER 5. Numerical experiments
−2 0 2 4
2
3
4
5
6
7
x1
x
3
αrecon = 5 = αdata
−4
−2
0
2
−2 0 2 4
2
3
4
5
6
7
x1
x
3
αrecon = 4.5
−3
−2
−1
0
1
2
−2 0 2 4
2
3
4
5
6
7
x1
x
3
αrecon = 5.5
−3
−2
−1
0
1
Figure 5.16: These cross sections of Λγn in x2 = 0 are generated with αdata = 5 and three
different values of αrecon.
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points further away from the surface. Thus, the difference of the radius
√
1
4 t
2 − α2data to√
1
4 t
2 − α2recon is greater for small values of t than in case of larger ones.
Last, we compare the images in Figure 5.15 and in Figure 5.16. We notice that the effects
described above are more pronounced for higher values of αdata provided the difference be-
tween αdata and αrecon is the same. In order to verify this, we consider αrecon = αdata + ∆α
with ∆α > 0 or ∆α < 0. For the difference of the radius related to the data and to the
reconstruction we obtain√
1
4
t2 − α2data −
√
1
4
t2 − α2recon =
∆α(2αdata + ∆α)√
1
4 t
2 − α2data +
√
1
4 t
2 − (αdata + ∆α)2
.
This difference increases with αdata. Hence, the effect is more visible for large values of αdata
than for small ones.
Details concerning the appearing artifacts are given in the subsections before and after
this one.
5.3.3. Comparison of the different reconstruction operators
In this subsection, we compare the different reconstruction operators introduced in Subsec-
tion 3.3.1 and Subsection 3.3.3, respectively. Up to now, we have only seen reconstructions
generated with the reconstruction kernel rp,γ,3 computed in Subsection 5.1.1. However, we
introduced the modified reconstruction operators and calculated their reconstruction kernels
in Subsection 5.1.2 to improve the reconstructions concerning the independence of α and
the distance to the surface. Now, we analyse whether these modified operators lead to the
predicted improvements.
In order to compare the different operators, we consider the same setting as in Subsection
5.3.1 for the reconstruction operator Λ. We use the two different offsets α = 1 and α = 10
but this time combined with each of the three reconstruction operators Λmod,0, Λmod,1 and
Λmod,2. Again, we choose the function n = χB2(0,0,4) − χB1(0,0,4) + χB1.5(3,0,5) + χ{x3≥6.5}
as described in Subsection 5.2.1. Further, we restrict the travel time t to tmin = 2α + 0.1
and tmax = tmin + 17 depending on the offset α. The elements s1 and s2 determining source
and receiver are in [−10.0, 10.0], i.e. smax = 10.0. For each of these parameters we use
600 discretisation points such that we compute 216 000 000 elliptic Radon transforms Fn to
generate the data. Moreover, we consider again the cross section given by [−2.5, 5] × {0} ×
[1.5, 7] and discretised by Nx1 = 135, Nx2 = 1 and Nx3 = 99. Last, we choose the three
different numbers of angles for θ in the trapezoidal rule as Nθ,data,1 = 201, Nθ,data,2 = 16
and Nθ,recon = 50.
In Corollary 3.28, we analysed how the top order symbol of Λ looks like for α = 0. As
a consequence, we defined the first modified reconstruction operator Λmod,0 and investigate
its microlocal properties in Corollary 3.29. The idea behind was to highlight singularities
for small values of the offset α. If we apply Λmod,0 and the associated reconstruction kernel
considering the same setting as before, we obtain the reconstructions Λmod,0,γn presented in
Figure 5.17. Also in this case the predictions made in Subsection 5.2.1 are visible.
A comparison with Figure 5.6 yields that the intensity of the singularities for α = 1 is now
significantly more uniform and more independent of the location than before. Nevertheless,
for the choice α = 10 the strength of the reconstructed singularities is less uniform than
with the reconstruction operator Λ. These observations confirm the intention we had by
introducing the modified reconstruction operator Λmod,0.
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Figure 5.17: Two reconstructions Λmod,0,γn obtained with the reconstruction operator Λmod,0.
In the above image we have α = 1 and γ = 0.2, in the one below α = 10 and γ = 0.3.
In the theoretical considerations in Chapter 3, we continued the analysis of the operator
Λ further. In a second investigation, we analysed how the top order symbol of Λ behaves
for α going to infinity. The result is stated in Corollary 3.30. Based on this we defined two
other modified reconstruction operators Λmod,1 and Λmod,2 and presented their microlocal
properties in Corollary 3.31. This time we introduced two operators since the top order
symbol of Λ behaves differently depending on the directions related to the singularities. In
the following, we present reconstructions using both operators. But before we repeat the two
definitions. We have
Λmod,1 = Λmod,0 + αΛ
and
Λmod,2 = Λmod,0 + α
2Λ.
Further, we recall that we defined them in such a way that the first operator Λmod,0 of the
sum dominates for small values of α in comparison to the distance to the surface. The second
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Figure 5.18: The reconstructions Λmod,1,γn associated with the reconstruction operator Λmod,1.
The images differ in the offsets. The above image is reconstructed with α = 1 and γ = 0.2, the
bottom image with α = 10 and γ = 0.3.
one is decisive for large values of α compared with the distance to the surface.
We start with the first reconstruction operator Λmod,1. Again, we recover the singularities
predicted in Subsection 5.2.1. The associated approximations Λmod,1,γn are given in Figure
5.18. For α = 1 the changes compared to the reconstructions withΛmod,0,γ are marginal since
the absolute values of Λγn are too small in comparison to Λmod,0,γn. In case of α = 10, the
modification changes the reconstructions a bit more but not much. The imaged singularities
near to the surface are reconstructed a bit stronger as the lower image in Figure 5.18 shows.
However, the reconstruction for α = 10 is not as good as the one in Figure 5.6.
Last, we consider the reconstruction operator Λmod,2. We notice that in case of α = 1 we
have Λmod,1 = Λmod,2. Thus, also the approximation Λmod,2,γ is equal to Λmod,1,γ . But for
α = 10 there is a difference. The corresponding results are presented in Figure 5.19. Once
again, we recognise the predictions concerning the singularities made in Subsection 5.2.1.
We remark that the factor α2 in front of Λ for α = 10 yields a higher value of Λγn than
the factor α. Thus, adding the operator α2Λ to Λmod,0,γn provides a noticeable difference
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Figure 5.19: These images show Λγ,mod,2 in two cases of offsets α. First, we have α = 1 and
γ = 0.2 and in the second image α = 10 and γ = 0.3.
compared to using only Λmod,0,γn.
In Subsection 5.2.1 we explained that the directions are perpendicular to the boundary of
the balls. Thus, the corresponding directions in the x2 = 0 cross section are zero in the second
component since the midpoints of all three balls are in the x2 = 0-plane. By the theoretical
considerations in Subsection 3.3.3 this yields that the top order symbol of Λ behaves like 1α
for α going to infinity. Hence, according to the theory Λmod,1 would be the most suitable
reconstruction operator. In contrast to this argumentation, the results are better when we
choose the reconstruction operator Λmod,2.
We conclude, that in the end, the behaviour of the top order symbol of Λ for α going to
infinity recommends us to increase the value of Λmod,0,γ by a factor α or α2. Depending on
the absolute values one of these two might be more suitable. In practical use this is easy
to realise by saving the data of rp,γ,3 separately. Multiplication with α or α2 and adding
rp,γ,3,mod,0 yields the reconstruction kernels rp,γ,3,mod,1 and rp,γ,3,mod,2. Thus, it is simple
to try both options. Altogether, by using one of the operators Λmod,1 or Λmod,2 we achieve
quite good and more or less depth independent approximations of the reconstruction using
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the same reconstruction operator for both values of α.
We close the comparison with some remarks concerning the reconstruction kernels associ-
atedwith themodified reconstruction operators. The three reconstruction kernels rp,γ,3,mod,0,
rp,γ,3,mod,1 and rp,γ,3,mod,2 behave qualitatively like the reconstruction kernel rp,γ,3, which is
illustrated in the Figures 5.9-5.11. The reason for this is that these figures show rp,γ,3 in a
certain point p. Since the reconstruction kernel rp,γ,3,mod,0 differs from rp,γ,3 only in a factor
of x23 and we consider only points in a ball with a small radius γ around the fixed point p,
there is no qualitative difference. The same is valid in case of αrp,γ,3,mod,0 or α2rp,γ,3,mod,0
and consequently in case of rp,γ,3,mod,1 and rp,γ,3,mod,2.
5.3.4. Reconstructions of different planes
In a last experiment using data computed via y = Fn, we aim to visualise the three dimen-
sional setting. For this reason, we consider five cross sections of the cuboid given by [−2.5, 5]×
[−2.5, 2.5]×[1.5, 7]. This time we consider the function n = χB2(0,0,4)−χB1(0,0,4)+χB1.5(3,0,5).
In comparison to the function described in Subsection 5.2.1, we do not take the characteristic
function of the half-space {x3 ≥ 6.5} into account. For the offset α, we choose α = 1 and so
we use the reconstruction operator Λmod,0,γ , which fits to small values of α in comparison to
x3 by Subsection 5.3.3. In the reconstruction kernel we use the scaling parameter γ = 0.2.
Further, we set tmin = 2α + 0.1 = 2.1, tmax = tmin + 17 = 19.1 and smax = 7.5, i.e. we have
s1, s2 ∈ [−7.5, 7.5]. Since we use Ns = Nt = 600 uniformly distributed discretisation points,
we compute the reconstructions from integrals over 216 000 000 open half-ellipsoids. For the
generation of the data we consider Nθ,data,1 = 201 angles for θ and in the reconstruction
kernel Nθ,recon = 16 angles for θ.
The five cross sections through the cuboid are shown in Figure 5.20. Each cross section of
Λmod,0,γn is in x2-direction and partitioned uniformly withNx1 = 135,Nx2 = 1 andNx3 = 99
discretisation points.
If we compare the cross section in x2 = −1 with x2 = 1 or the one in x2 = −0.75 with
x2 = 0.75, we notice the symmetry. It is ensured by the fact that we consider the same choices
concerning the parameters s1 and s2 and the symmetry of the function n. This is obvious
apparent in the reconstructions. Moreover, the cross sections confirm our expectations from
Subsection 5.2.1 concerning what we observe in the reconstructions. In all five cross sections
the parts of the singular support of n we expected to see are clearly visible. In the cross
sections in x2 = −1 and x2 = 1, we notice that the ball with midpoint (0, 0, 4)> and radius 1
is almost not to see. There is only a little shadow left.
The weaker not so distinct lines in comparison to the singularities of n are artifacts. In
general these are caused by the limited data, the numerical scheme and the cut-off function
ψ. According to [FQ15] the few artifacts appearing in Figure 5.20 and having the form of
a curved letter “v” are due to limited data. In the publication [FQ15] the authors analyse
which singularities are added because the data is limited. The example they study in Section
4.2 is taken from the publication [QRS11], in which our setting with α = 0 is considered. In
relation to Figure 3 in [FQ15] the authors argue that the added singularities are just the ones
they predicted. As the image there also shows a reconstruction generated using a similar sum
of characteristic functions like n, this is applicable to our reconstructions. We conclude that
the aforementioned artifacts are caused by limited data.
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Figure 5.20: Different cross sections of Λmod,0,γn in x2-direction.
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5.3.5. Reconstructions using data from the wave equation
Up to now, we generated the data via the identity y = Fn with the same implementation for
F as we use it in the different reconstruction kernels r˜p,γ,3. This is a situation where inverse
crime occurs, i.e. we use the same theoretical model to generate the synthetic data and to
obtain properties of the data in our reconstructions. In other words, we identify reality with
our model and consequently with our approximation of it. So, we assume the model and the
way we approximate it to be perfect. According to [CK13], such situations have to be avoided
since they yield too optimistic results.
For this reason, we present a last example in which we generate data from the wave
equation and not by using data which is in the range of the elliptic Radon transform.
By solving the acoustic wave equation numerically we get an approximation of the data. In
order to obtain this approximation, we use PySIT which is an open source toolbox for Python
considering aspects of seismic imaging and inversion. For further information we refer to
[Py13]. We rely on PySIT for the solutions of the two acoustic wave equations, we need to
generate data and also for the measurements at the receivers.
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Figure 5.21: An illustration of the speed of sound ν.
We consider a situation in the cuboid [0.1, 0.8]×[0.1, 1.0]×[0.1, 0.8] with absorbing bound-
ary conditions using a perfectly matched layer. The perfectly matched layer is implemented
in the toolbox PySIT and ensures that outgoing waves are absorbed almost without reflec-
tions at the boundaries. Hence, it is used to simulate problems with open boundaries as in
the situation we consider. Further, we discretise the cuboid with a step size of 0.01. At the
surface of the cuboid we choose 13× 35 source and receiver pairs. Their positions are given
by xs(s) = (s1, s2 − α, 0.1)> and xr(s) = (s1, s2 + α, 0.1)> with s1 ∈ {0.15 + 0.05i | i ∈
{0, . . . , 12}} and s2 ∈ {0.125 + 0.025j | j ∈ {0, . . . , 35}}. For the travel time t we take 1709
points between tmin = 0.1 and tmax = 2 into account. The offset α is given by α = 0.025. We
notice that the third component of sources and receivers is not equal to zero here. However,
this does not matter since we are able to shift the setting.
As mentioned before we use PySIT to solve the two acoustic wave equations
1
ν2(x)
∂2t u(t, x;xs(s))−∆u(t, x;xs(s)) = δ(x− xs(s))δ(t) for t ≥ 0, x ∈ R3, (5.13)
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and
∂2t u˜(t, x;xs(s))−∆u˜(t, x;xs(s)) = δ(x− xs(s))δ(t) for t ≥ 0, x ∈ R3, (5.14)
where we use a scaled and truncated Gaussian to model the temporal impulse at time t =
0. In the second equation (5.14), we inserted the speed of sound c equal to 1 as assumed
throughout this thesis. More details are given in Section 1.2. In equation (5.13), we choose
the speed of sound ν in the following way
ν(x) =
{
1, if x3 ≤ 0.1 sin(2pix2) cos(2pix1) + 0.5,
1.5, if x3 > 0.1 sin(2pix2) cos(2pix1) + 0.5,
for x ∈ R3. This choice of ν simulates two different material layers. An illustration of ν on
the considered cuboid is given in Figure 5.21. The value of ν is equal to 1 above the surface
plotted in this Figure and to 1.5 below.
Further, we implement the common offset geometry in the PySIT toolbox and use the
provided routines to record the reflections of the solutions to the two wave equations at the
receiver points xr(s). With these measurements we compute the data
y(s, t) = −16pi2
∫ t
0
(t− τ)(u− u˜)(τ, xr(s);xs(s)) dτ
for points (s, t) as mentioned before.
This time we choose a slightly different cut-off function than introduced in Section 5.2.
We consider
ψ(s, t) = ψ(s1, s2, t) = Ψ˜(s1)Ψ˜(s2)Ψ˜(t)
for the points (s, t), where
Ψ˜(r) =

0, for r ≤ a− d1,
f(r − (a− d1))
f(r − (a− d1)) + f(a− r) , for a− d1 < r < a,
1, for a ≤ r ≤ b,
f(b+ d2 − r)
f(r − b) + f(b+ d2 − r) , for b < r < b+ d2,
0, for b+ d2 ≤ r,
for r ∈ R. The appearing function f is defined as in Section 5.2, i.e.
f(r) =
{
exp(− 1r ), for 0 < r,
0, for r ≤ 0,
for r ∈ R. Then, we have supp(Ψ˜) ⊆ [a− d1, b+ d2] and Ψ˜|[a,b] = 1.
Here, we consider two different choices of parameters. In a first example, we choose in
case of s1 the parameters a = 0.225, b = 0.675 and d1 = d2 = 0.2, in case of s2 we have
a = 0.175, b = 0.925 and d1 = d2 = 0.2. For a second one we make the choices a = 0.4,
b = 0.5 and d1 = d2 = 0.5 for s1 and a = 0.5, b = 0.6 and d1 = d2 = 0.55 for s2. We use in
both cases the parameters a = 0.15, d1 = 0.05 and b = 1.7, d2 = 0.3 for the travel time t. In
Figure 5.22 the cross sections in s1 = 0.5 of the two different cut-off functions applied to the
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Figure 5.22: The data ψy generated by using the seismic imaging toolbox PySIT for two different
choices of the cut-off function ψ. As it can be observed in the images, the truncation of the data
caused by ψ is less hard in the right image than in the left one. The excact parameters chosen
for ψ are given in the text.
data y are plotted. The left image corresponds to the choice where the cut-off function ψ is
equal to 1 for s2 between a = 0.225 and b = 0.925. In the right image the cut-off function
ψ is equal to 1 in case of s2 between a = 0.5 and b = 0.6. As a consequence, the truncation
in the right image is less hard than in the left image. We remark that the discontinuities
in both images are due to the small number of data points for s2. Moreover, we choose the
regularisation parameter γ = 0.07 in the reconstruction kernel.
In Figure 5.23 we present four cross sections of Λγn, where we used the hard truncated
data presented in the left image of Figure 5.22. The left images in Figure 5.23 show the
structure of the material layers we reconstruct. According to the theory, actually all related
directions to the appearing singularities have a non-vanishing third component. Thus, we
expect to reconstruct all singularities in the considered cuboid.
In all reconstructed cross sections, the singular support which corresponds to the bound-
ary between the two differentmaterial layers is reconstructed as a relatively thick curve. From
the experience we got from the reconstructions without using data from the wave equation,
we know that this effect comes from a lack of data. In the reconstructed images presented
in the subsection before, the visible lines in the images are much more distinct and thinner
when we used Ns = Nt = 600 instead of Ns = Nt = 300 for the numbers of steps of s1, s2
and t. Thus, we compare the lower limitation of the blue visible curve, which appears where
the jumps between negative and positive values occur, with the original situation.
Now, we take a closer look at Figure 5.23. We notice that in all four reconstructions the
singularities at the left boundaries of the images are less visible than the ones near to the
right boundaries. The reason is that we start positioning sources on the left-hand side at
x2 = 0.125 with the first receiver at x2 = 0.15 whereas we end on the right-hand side of the
images with a receiver. By this means, the data concerning the area near to the left boundary
is not recorded.
We start with a comparison of the two cross sections in x1 = 0.1 and x1 = 0.5. In the latter
one, the reconstructed singularities have nearly all the same intensity and the curve, which
is formed by them, is clearly recognisable. This observation goes back to the location of the
cross sections inside the cuboid. The cross section in x1 = 0.1 is a part of the boundary of the
considered cuboid. Thus, there are only sources and receivers positioned behind the cross
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section for 0.1 < x1 ≤ 0.8 and not in front of, i.e. for values x1 < 0.1. In contrast, regarding
the cross section x1 = 0.5 there are sources and receivers in front of and behind since it is
taken from the middle of the cuboid. Although the cross sections in x1 = 0.3 and x1 = 0.7 are
both from the middle of the cuboid, the reconstructed singularities are a bit more consistent
in intensity and sharpness in the one which is further away from the boundary, i.e. x1 = 0.3.
In all four cross sections, we see that the strength of the singularities at the boundaries
depends on how the curve of the reconstructed singularities hits the boundary. The reason is
that by Theorem 3.15 and the pseudolocal property (see Theorem 2.17 and Corollary 3.26)
the reconstruction operator Λ preserves a singularity of n if there is an open half-ellipsoid
going through the location of this singularity such that the related direction is perpendicular
to the open half-ellipsoid (see also Subsection 5.2.1). So, if there is no open half-ellipsoid
in the data set going through the location of a singularity in this way the related singularity
will not be detected.
Further, we notice artifacts induced by the numerical scheme, the limited data and the
cut-off function in all four reconstructions. The two most noticeable artifacts, the oblique
lines looking like a curved letter “v”, are caused by limited data. In the cross sections in
x1-direction these two artifacts are symmetric with respect to the line x2 = 0.55. The reason
is that the values we use for s2 are arranged symmetrically with respect to x2 = 0.55. In
[FQ15] the authors mention that such artifacts are due to hard truncation. Although we
used a smooth truncation, we are able to improve our numerical results by using a cut-off
function which decays slower.
In order to realise such a soft truncation, we use the data presented in the right image
of Figure 5.22. The results are illustrated in Figure 5.24. We notice that the singularities
appearing in the original situation shown in the left images are reconstructed as well as
in Figure 5.23. The great difference between the reconstructions presented in Figure 5.23
and Figure 5.24 is in the artifacts. Using the cut-off function with slower decay reduces the
artifacts enormously and does not change the quality of the existing singularities noticeably.
Since limited data causes artifacts, it is quite intuitively that smooth truncation reduces them.
However, according to [FQ15] this has not yet been mathematically justified. Considering a
softer truncation is intuitively one step further. In contrast, hard truncation does not change
the data much. Especially, when we have not much data, there is no great difference between
a hard truncation and no truncation, i.e. only considering raw limited data. This can be seen
in the left image of Figure 5.22.
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Figure 5.23: The given situation with speed of sound ν = 1 in the blue and ν = 1.5 in the yellow
area and the corresponding reconstructionsΛγn generated from the hard truncated data, which
is illustrated in the left image of Figure 5.22.
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Figure 5.24: The given situation with speed of sound ν = 1 in the blue and ν = 1.5 in the yellow
area and the corresponding reconstructions Λγn generated from the soft truncated data, which
is illustrated in the right image of Figure 5.22.

APPENDIXA
Various calculations
A.1. The explicit expression of the Beylkin determinant B
As in other parts in this thesis, we use the abbreviations
D = |xs(s)− x| =
√
(s1 − x1)2 + ((s2 − α)− x2)2 + x23
and
E = |x− xr(s)| =
√
(x1 − s1)2 + (x2 − (s2 + α))2 + x23
for s ∈ S0 and x ∈ R3+. For ϕ(s, x) = |xs(s)− x|+ |x− xr(s)| we calculate
∇xϕ(s, x) =

x1 − s1
|xs(s)− x| +
x1 − s1
|x− xr(s)|
x2 − (s2 − α)
|xs(s)− x| +
x2 − (s2 + α)
|x− xr(s)|
x3
|xs(s)− x| +
x3
|x− xr(s)|

, (A.1)
∂s1∇xϕ(s, x) =

− (x2 − (s2 − α))
2 + x23
|xs(s)− x|3 −
(x2 − (s2 + α)) + x23
|x− xr(s)|3
(x1 − s1)(x2 − (s2 − α))
|xs(s)− x|3 +
(x1 − s1)(x2 − (s2 + α))
|x− xr(s)|3
x3(x1 − s1)
|xs(s)− x|3 +
x3(x1 − s1)
|x− xr(s)|3

,
∂s2∇xϕ(s, x) =

(x1 − s1)(x2 − (s2 − α))
|xs(s)− x|3 +
(x1 − s1)(x2 − (s2 + α))
|x− xr(s)|3
− (x1 − s1)
2 + x23
|xs(s)− x|3 −
(x1 − s1)2 + x23
|x− xr(s)|3
x3(x2 − (s2 − α))
|xs(s)− x|3 +
x3(x2 − (s2 + α))
|x− xr(s)|3

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each for s ∈ S0 and x ∈ R3+. Further, we write c := x1−s1 and d := x2−s2. By the definition
of B given in (3.23), we obtain
B(s, x) = det
 ∇xϕ(s, x)>∂s1∇xϕ(s, x)>
∂s2∇xϕ(s, x)>

= det

c
( 1
D
+
1
E
) d+ α
D
+
d− α
E
x3
( 1
D
+
1
E
)
−(d+ α)2 − x23
D3
+
−(d− α)2 − x23
E3
c
(d+ α
D3
+
d− α
E3
)
x3c
( 1
D3
+
1
E3
)
c
(d+ α
D3
+
d− α
E3
)
(−c2 − x23)
( 1
D3
+
1
E3
)
x3
(d+ α
D3
+
d− α
E3
)

= x3c
2
( 1
D
+
1
E
)(d+ α
D3
+
d− α
E3
)2
− x3c2
( 1
D
+
1
E
)(d+ α
D3
+
d− α
E3
)2
+ x3
( 1
D
+
1
E
)( 1
D3
+
1
E3
)
(−c2 − x23)
(−(d+ α)2 − x23
D3
+
−(d− α)2 − x23
E3
)
+ c2x3
( 1
D3
+
1
E3
)(d+ α
D
+
d− α
E
)(d+ α
D3
+
d− α
E3
)
− x3c2
( 1
D
+
1
E
)(
− c2 − x23
)( 1
D3
+
1
E3
)2
− x3
(d+ α
D3
+
d− α
E3
)(d+ α
D
+
d− α
E
)(−(d+ α)2 − x23
D3
+
−(d− α)2 − x23
E3
)
= x3
( 1
D
+
1
E
)( 1
D3
+
1
E3
)
(c2 + x23)
( (d+ α)2 + x23
D3
+
(d− α)2 + x23
E3
+
c2
D3
+
c2
E3
)
+ x3
(d+ α
D
+
d− α
E
)(d+ α
D3
+
d− α
E3
)( c2
D3
+
c2
E3
+
(d+ α)2 + x23
D3
+
(d− α)2 + x23
E3
)
= x3
( 1
D
+
1
E
)( 1
D3
+
1
E3
)
(c2 + x23)
(c2 + (d+ α)2 + x23
D3
+
c2 + (d− α)2 + x23
E3
)
+ x3
(d+ α
D
+
d− α
E
)(d+ α
D3
+
d− α
E3
)(c2 + (d+ α)2 + x23
D3
+
c2 + (d− α)2 + x23
E3
)
= x3
( 1
D
+
1
E
)2( 1
D3
+
1
E3
)
(c2 + x23) + x3
(d+ α
D
+
d− α
E
)(d+ α
D3
+
d− α
E3
)( 1
D
+
1
E
)
= x3
( 1
D
+
1
E
)( 1
D4
+
1
D3E
+
1
DE3
+
1
E4
)
(c2 + x23)
+ x3
( 1
D
+
1
E
)( (d+ α)2
D4
+
(d+ α)(d− α)
D3E
+
(d+ α)(d− α)
DE3
+
(d− α)2
E4
)
= x3
( 1
D
+
1
E
)(c2 + (d+ α)2 + x23
D4
+
c2 + (d+ α)(d− α) + x23
D3E
+
c2 + (d+ α)(d− α) + x23
DE3
+
c2 + (d− α)2 + x23
E4
)
= x3
( 1
D
+
1
E
)( 1
D2
+
1
E2
+
( 1
D2
+
1
E2
)c2 + (d+ α)(d− α) + x23
DE
)
= x3
( 1
D
+
1
E
)( 1
D2
+
1
E2
)(
1 +
c2 + (d+ α)(d− α) + x23
DE
)
= x3
( 1
D
+
1
E
)( 1
D2
+
1
E2
)(
1 +
(x1 − s1)2 + (x2 − (s2 − α))(x2 − (s2 + α)) + x23
DE
)
= x3
( 1
D
+
1
E
)( 1
D2
+
1
E2
)(
1 +
x− xs(s)
D
· x− xr(s)
E
)
for s ∈ S0 and x ∈ R3+.
A.2. The proof of Lemma 3.22 153
A.2. The proof of Lemma 3.22
First, we introduce the abbreviations p = p(ξ) = ξ1ξ3 and q = q(ξ) =
ξ2
ξ3
and recall the
transformation ξ = ω∇xϕ(s, x) which yields to each (x, ξ) ∈ R3+ × R3 with ξ3 6= 0 unique
s ∈ S0 and w ∈ R\{0}. The representation of s = (s1, s2) is explicitly given in Lemma 3.13
and Remark 3.14.
Further, the support of the cut-off function ψ in S0×(2α,∞) is compact. Thus, we assume
supp(ψ) ⊆ [−smax, smax]× [−smax, smax]× [tmin, tmax] ⊆ S0 × (2α,∞)
for smax > 0 and tmin, tmax ∈ (2α,∞) with tmin < tmax. If we are able to show that |s1(x, ξ)|
or |s2(x, ξ)| is larger than smax for x ∈ K and p = | ξ1ξ3 | or q = |
ξ2
ξ3
| large enough, we obtain
ψ(s(x, ξ), ϕ(s(x, ξ), x)) = 0.
We start withM1,δ and defineM1,δ :=
smax+maxx∈K |x|
δ > 0. For |p| ≥M1,δ we have
|s1| = |s1(x, ξ)| ≥ |px3| − |x1| ≥ |p|min
x∈K
|x3| −max
x∈K
|x| ≥ smax+maxx∈K |x|δ δ −maxx∈K |x| = smax.
Before we can defineM2,δ, we need to show that there exists a constant C > 0 such that∣∣∣∣∣ 2
α2
x3
q√
(p2 + q2 + 1)2 + 4α
2
x23
q2 + p2 + 1
∣∣∣∣∣ ≤ C.
Note, that we have
2α
2
x3
q√
(p2 + q2 + 1)2 + 4α
2
x23
q2 + p2 + 1
=
2 α
2
x3q√
1 + 2q2 +
1
q4 + 4
α2
x23q
2 +
1
q2
−→ 0√
1 + 0 + 0 + 0 + 0
for q → ±∞. Together with the fact that the function
q 7→ 2
α2
x3
q√
(p2 + q2 + 1)2 + 4α
2
x23
q2 + p2 + 1
is continuous and hence bounded yields the existence of C > 0.
Now, we can define M2,δ := 2
smax+maxx∈K |x|+C
δ > 0. Let |q| ≥ M2,δ. The representation
we use for s2 is stated in Remark 3.14. Then, we have
|s2| = |s2(x, ξ)| =
∣∣∣∣∣x2 − x3(12q +
1
2q
3 + q(p2 + 1) + 2α
2
x23
q√
(p2 + q2 + 1)2 + 4α
2
x23
q2 + p2 + 1
)∣∣∣∣∣
≥
∣∣∣∣∣12q + 12q3√(p2 + q2 + 1)2 + 4α2
x23
q2 + p2 + 1
+
q(p2 + 1)√
(p2 + q2 + 1)2 + 4α
2
x23
q2 + p2 + 1
∣∣∣∣∣|x3|
− |x2| −
∣∣∣∣∣ 2
α2
x3
q√
(p2 + q2 + 1)2 + 4α
2
x23
q2 + p2 + 1
∣∣∣∣∣
≥ 1
2
|q||x3| − |x2| −
∣∣∣∣∣ 2
α2
x3
q√
(p2 + q2 + 1)2 + 4α
2
x23
q2 + p2 + 1
∣∣∣∣∣,
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where we used that all summands in the first absolute value of the second line have the same
sign due to the factors q and q3. Finally, we get
|s2| ≥ 1
2
|q|min
x∈K
|x3| −max
x∈K
|x| − C ≥ 1
2
2
smax + maxx∈K |x|+ C
δ
δ −max
x∈K
|x| − C
= smax.
According to the above considerations, we obtain
ψ(s(x, ξ), ϕ(s(x, ξ), x)) = 0
for x ∈ K if | ξ1ξ3 | ≥M1,δ or
∣∣∣ ξ2ξ3 ∣∣∣ ≥M2,δ is satisfied.
In order to show the second assertion, we define M := max{M1,δ,M2,δ} and assume∣∣∣ ξ21ξ23 ∣∣∣ < M or ∣∣∣ ξ22ξ23 ∣∣∣ < M Then, we have√
ξ21
ξ23
+
ξ22
ξ23
<
√
2M < 2M.
According to this we deduce
∣∣∣ ξ21ξ23 ∣∣∣ ≥ M or ∣∣∣ ξ22ξ23 ∣∣∣ ≥ M if √ ξ21ξ23 + ξ22ξ23 ≥ 2M is satisfied. As a
consequence, we conclude
ψ(s(x, ξ), ϕ(s(x, ξ), x)) = 0
for x ∈ K if
√
ξ21
ξ23
+
ξ22
ξ23
≥ 2M holds.

A.3. Calculations of limits associated with the top order
symbol σ(Λ)
In order to analyse the behaviour of the top order symbol σ(Λ) of Λ for α→∞, we calculate
some limits in different cases. As we want to express these in terms of x and ξ, we repeat the
definitions of the abbreviations introduced in Remark 3.23. We have
p := p(ξ) =
ξ1
ξ3
and q := q(ξ) =
ξ2
ξ3
for ξ ∈ R3 with ξ3 6= 0 and
Q(p, q, λ) =

1
2q
(
q2 − p2 − 1 +√(p2 + q2 + 1)2 + 4λ2q2), for q 6= 0,
0, for q = 0,
for p, q as above and λ > 0. We consider two different cases.
(a) Let ξ2 > 0 and ξ3 > 0 or ξ2 < 0 and ξ3 < 0, so we have q > 0 and thus
Q(p, q, λ) −→∞ (A.2)
for λ→∞. But we obtain
Q(p, q, λ)− λ = 12q (q2 − p2 − 1) +
√
(p2+q2+1)2
4q2 + λ
2 − λ
= 12q (q
2 − p2 − 1) +
(p2+q2+1)2
4q2 + λ
2 − λ2√
(p2+q2+1)2
4q2 + λ
2 + λ
−→ 12q (q2 − p2 − 1) =
1
2ξ2ξ3
(ξ22 − ξ21 − ξ23) (A.3)
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for λ→∞. Further, we get the limit
1
λQ(p, q, λ) =
1
2λq (q
2 − p2 − 1) +
√
(p2+q2+1)2
4λ2q2 + 1 −→ 0 +
√
0 + 1 = 1 (A.4)
again for λ → ∞. Using the expressions for D and E introduced in Remark 3.23, we
have
D = x3
√
(Q(p, q, αx3 ) +
α
x3
)2 + p2 + 1 −→∞
for α→∞ by (A.2). However, with the limit (A.3) we get
E = x3
√
(Q(p, q, αx3 )− αx3 )2 + p2 + 1 −→x3
√
( 12q (q
2 − p2 − 1))2 + p2 + 1
= x32q (q
2 + p2 + 1)
= x32ξ2ξ3 |ξ|2
for α→∞. So, one of the distances to the foci converges for α→∞. The limit of the
other one does not exist. Nevertheless, we obtain limits for the relation of D with α
and x2 − s2(p, q, x). We recall that we have s2(p, q, x) = x2 − x3Q(p, q, αx3 ) according
to Remark 3.23. These limits are
α
D
=
α
x3
√
(Q(p, q, αx3 ) +
α
x3
)2 + p2 + 1
=
1
(x3α Q(p, q,
α
x3
) + 1)2 +
p2x23
α2 +
x23
α2
−→ 1√
(1 + 1)2 + 0 + 0
=
1
2
for α→∞ and
x2 − s2(p, q, x)
D
=
x3Q(p, q,
α
x3
)
x3
√
(Q(p, q, αx3 ) +
α
x3
)2 + p2 + 1
=
x3Q(p, q,
α
x3
)
α
√
(x3α Q(p, q,
α
x3
) + 1)2 +
p2x23
α2 +
x23
α2
−→ 1√
(1 + 1)2 + 0 + 0
=
1
2
for α→∞ using the limit (A.4) for α→∞. Again, with calculation (A.3) we obtain
x2 − s2(p, q, x)− α = x3(Q(p, q, αx3 )− αx3 ) −→ x32q (q2 − p2 − 1) = x32ξ2ξ3 (ξ22 − ξ21 − ξ23)
for α→∞ and
α
x2 − s2(p, q, x) =
α
x3Q(p, q,
α
x3
)
=
1
x3
α Q(p, q,
α
x3
)
−→ 1
for α→∞.
(b) Second, we consider the analogous limits for ξ2 > 0 and ξ3 < 0 or ξ2 < 0 and ξ3 > 0,
so q < 0. Then, we obtain
Q(p, q, λ) −→ −∞ (A.5)
for λ→∞. This time, we get a limit by adding λ. This is
Q(p, q, λ) + λ = 12q (q
2 − p2 − 1)−
√
(p2+q2+1)2
4q2 + λ
2 + λ
= 12q (q
2 − p2 − 1) +
λ2 − (p2+q2+1)24q2 − λ2
λ+
√
(p2+q2+1)2
4q2 + λ
2
−→ 12q (q2 − p2 − 1) =
1
2ξ2ξ3
(ξ22 − ξ21 − ξ23) (A.6)
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for λ → ∞. Multiplying Q by 1λ yields now the negative limit in comparison to case
(a). We have
1
λQ(p, q, λ) =
1
2λq (q
2 − p2 − 1)−
√
(p2+q2+1)2
4λ2q2 + 1 −→ 0−
√
0 + 1 = −1 (A.7)
for λ→∞. Next, we consider the limits of D and E, the distances from a point to the
two foci. For the distance D we obtain
D = x3
√
(Q(p, q, αx3 ) +
α
x3
)2 + p2 + 1 −→x3
√
( 12q (q
2 − p2 − 1))2 + p2 + 1
= −x22q (q2 + p2 + 1) = −
x3
2ξ2ξ3
|ξ|2
for α → ∞ using the limit (A.6) and that q < 0 holds. Further, for the distance E it
follows
E = xq
√
(Q(p, q, αx3 )− αx3 )2 + p2 + 1 −→∞
for α → ∞ using (A.5). So, in this case the limit of the distance D exists and the
distance E does not converge for α → ∞. Hence, we consider the relations of E with
α and x2 − s2. We deduce
α
E
=
α
x3
√
(Q(p, q, αx3 )− αx3 )2 + p2 + 1
=
1
(x3α Q(p, q,
α
x3
)− 1)2 + p2x23α2 + x
2
3
α2
−→ 1√
(−1− 1)2 + 0 + 0 =
1
2
for α→∞ and
x2 − s2(p, q, x)
E
=
x3Q(p, q,
α
x3
)
x3
√
(Q(p, q, αx3 )− αx3 )2 + p2 + 1
=
x3Q(p, q,
α
x3
)
α
√
(x3α Q(p, q,
α
x3
)− 1)2 + p2x23α2 + x
2
3
α2
−→ −1√
(−1− 1)2 + 0 + 0 = −
1
2
for α→∞ according to calculation (A.7). Last, we get
x2 − s2 + α = x3(Q(p, q, αx3 ) + αx3 ) −→ x32q (q2 − p2 − 1) = x32ξ2ξ3 (ξ22 − ξ21 − ξ23)
with the limit (A.6) for α→∞ and
α
x2 − s2(p, q, x) =
α
x3Q(p, q,
α
x3
)
=
1
x3
α Q(p, q,
α
x3
)
−→ −1
for α→∞ using the result (A.7).
A.4. The transformation theorem and the δ-distribution
In Chapter 4, we transform the elliptic Radon transform ignoring the fact that we work with
the δ-distribution. This calculation justifies that this is possible. We consider the set S = {x ∈
R3 |ϕ(s, x) = t} on the whole space R3 for fixed s ∈ S0 and t ∈ (2α,∞). Also in this case,
∇xϕ given in identity (A.1) does not vanish on S. The first component of ∇xϕ vanishes if
and only if x1 = s1, the second one if and only if x2 = s2 and the third one if and only if
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x3 = 0. However, the point (s1, s2, 0)> is no element of S. Thus, with Φ(s, t, x) = t− ϕ(s, x)
for x ∈ R3+ and fixed s ∈ S0 and t ∈ (2α,∞) we obtain that ∇xΦ(s, t, · ) does not vanish on
S. Then, the second point of Section XI.3.1.2 in [Stei95] yields∫
R3
f(x)δ(t− ϕ(s, x)) dx = lim
ε→0
1
2ε
∫
{x∈R3 | t−ε<ϕ(s,x)<t+ε}
f(x) dx
= lim
ε→0
1
2ε
∫
{y∈R3 | t−ε<ϕ(s,T−1(y))<t+ε}
f(T−1(y))|detT−1(y)|dy
=
∫
R3
f(T−1(y))δ(t− ϕ(s, T−1(y)))|det(T−1(y))|dy
for a transformation T : R3 → R3 and f ∈ C∞c (R3).
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tikgebäudes und die aufbauenden Worte, wenn ich von allem genervt war!
In meiner Arbeitsgruppe am Institut für Angewandte und Numerische Mathematik habe
ich mich von Beginn an wohlgefühlt. Die Zeit hier wird mir immer als etwas Besonderes in
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herzlich für die Gastfreundschaft von Prof. Dr. Christian Wieners.
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seinem Verein verlassen. Danke für die gewonnene Wette und die zahlreichen Diskussionen
über Fußball, Tobias!
Daniel hat von Beginn an daran geglaubt, dass wir beim Kickern keine zehn Gegentore
in Folge kassieren. Es tut mir heute noch leid, dass wir doch einmal kriechen mussten. Seine
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geholfen.
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Christian! Julian, dem Schauspieler, bin ich dankbar dafür, dass er immer für einen Spaß zu
haben ist. Auf meinen Büronachbarn Julian war selbst Verlass, als es darum ging, frühmor-
gens meinen Büroschrank zu verschieben. Nicht unerwähnt bleiben darf mein ehemaliger
Kollege Johannes. Er hat mich bei meinen ersten Schritten mit Python unterstützt und mit
Hilfe seiner Idee, Teile meines Codes in Maschinencode übersetzen zu lassen, wurde das Pro-
gramm um ein Vielfaches schneller. Außerdem haben Daniel, Daniele, Jonathan, Katharina,
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