I. INTRODUCTION
The phenomenon of projectile fragmentation has been studied over a wide range of bombarding energies. The mechanisms attributed to projectile fragmentation range from direct breakup [1, 2] to the excitation and sequential decay of the projectile [3, 4] . Recently with the advent of large detector arrays, attention has been focused on events where the projectile disassembles into many pieces. From measurements of exit channel cross sections [5 -7] it has been suggested that such channels result from the statistical decay of highly excited projectiles. Several projectile fragmentation studies [4, 8, 9] have also addressed the important question in intermediate energy collisions as to whether the fragmentation of hot nuclei is a prompt decay process or proceeds via a series of slower sequential decay steps [10] .
The above studies compare relative angle and event shape distributions predicted by simulations of prompt and sequential decay mechanisms to experimental data. They conclude that projectile fragmentation is mainly sequential as the sequential simulations reproduce the experimental distributions while the prompt do not. However, because of the simplicity of the prompt decay simulation in the cited works, which have neglected the inevitable decay of directly populated resonances [ll] , this conclusion must be reexamined in the light of improved simulations and, as will be shown, more discriminating observables. [12, 13] .Another fruitful approach to measuring such time scales in peripheral collisions is to use the postbreakup accelerations, from the target's Coulomb field, as a clock. Attempts at using such a clock include looking for distortions in the emission pattern of a fragment due to the gradient of the Coulomb field [9, 11, 14] to measuring relative shifts in the longitudinal velocity spectra of different fragment types resulting from the Z/A dependence of the Coulomb accelerations [15, 16] . Recently, we have reported measuring Coulomb shifts between alpha particles and protons produced in the disassembly of highly excited Mg projectiles [16] .The magnitude of these shifts implies that the protons were emitted from the projectile within 3&& 10 s after it separated from the target. This result again raises questions as to whether previous interpretations of a sequential decay mechanism for projectile fragmentation are correct and whether a more direct decay process may be occurring.
To answer these questions and further confirm the nature of the Coulomb shifts, we have measured correlation functions and longitudinal velocity spectra for a large variety of fragment types produced by the fragmentation of EIA =40
MeV Ne projectiles. The experimental apparatus and the criteria for event selection are described in Secs. II and III. The presence of a prompt decay component is determined from the analysis of the longitudinal velocity spectra. The extraction of the Coulomb shifts is presented in Sec. IV. On the other hand, the correlation functions discussed in Sec. V show the importance of the sequential decay of long-and short-lived intermediates. Table I . Each detector consisted of a plastic scintillator foil of thickness 8 mg/cm (with the exception of 15 mg/cm for the inner ring) followed by a 3 cm thick piece of CsI. The operation of these detectors is similar to that discussed in Ref. [17] .
The MINIWALL detectors have isotopic resolution for Z~4 and elemental resolution for Z~20. The low energy thresholds below which an isotope cannot be identified are 4 MeV and 8 MeV for hydrogen isotopes and alpha particles, respectively. The He isotope can only be well separated from alpha particles for energies above F/A = 13 MeV and the separation of the Li isotopes is obtained for F/A&10
MeV. Protons, deuterons, and tritons punch through the CsI crystals at energies above F/A =97, 63, and 50 MeV, respectively, and unambiguous particle identification becomes impossible.
Energy calibrations were obtained for hydrogen, helium, and lithium isotopes using fragmentation products selected from the E/A =50 MeV Li + Al reaction with the A1200 spectrometer [18] .The secondary beams obtained from this procedure are listed in Table II . The isotope dependence of the energy calibrations was almost identical for all the detectors with deviations from the average of no more thañ 2%. As the energy resolution of a detector is also -2%, this permitted the use of a single isotope dependence of the calibration to be assumed for all detectors.
The MINIWALL detectors were also able to separate and identify situations where two alpha particles entered the same detector ("2n fragment"). Most of these alpha particles are the decay products of the ground state of Be. However, for a significant number of Be fragments, such alpha particles were detected in neighboring detectors. Also, as some 2u fragments result from uncorrelated n pairs, no attempt was made to separate events with and without Be fragments. All events were classified by the total number of detected alpha particles, but separate spectra were produced for the 2a fragments.
Charged fragments emitted by the target were detected in the MSU MINIBALL array [19] which covered polar angles from 31' to 160'. In this publication, only the multiplicity of the charged particles detected in this device will be presented.
III. EVENT SELECTION
In order to select events which are well characterized as resulting from projectile fragmentation, criteria were imposed to restrict the velocities of the fragments. The reconstructed velocity VpLp of the projectilelike fragment (PLF), obtained from the center of mass of the detected fragments, was required to be greater than 83% of the beam velocity. Also, the sum kinetic energy of all detected fragments in the PLF frame, E""was required to be less than 5 .75 MeV XXZ, where XZ is the total detected charge. Monte Carlo simulations (Appendix A) indicate that these selection criteria minimize distortions in the longitudinal velocity spectra resulting from the detector thresholds and geometry. However, the criteria also restrict the analysis to the more peripheral collisions. This is also advantageous as it reduces the probability of contamination from events where a target fragment is included with the projectile fragments. With these selection criteria, 25 exit channels were found with reasonable yields containing only p, d, t, He, a, Li, Li, and 2n fragments for which HZ=10. The yields of these highly fragmented events are listed in Table III hand, for one less neutron, the excitation energies will be decreased by -26 MeV.
The exit channels were classified by the total number of alpha particles including both the contribution from detected a and 2a fragments. The probability that a selected event contained one or two 2n fragments is shown in Fig. 4 To confirm the peripheral nature of these events, the multiplicity M&,» of charged particle detected in the MINIBALL array (8&,q) 31') was examined. These particles must originate from the target nucleus, if all the projectile fragments are detected in the MINIWALL array. Figure 5 shows a typical multiplicity distribution obtained for the 4u+2p exit channel with the Au target (open points). Only very small MINIBALL multiplicities are observed in coincidence with the selected projectile fragmentation events. In contrast, the multiplicity distribution associated with all recorded events is indicated by the solid points. The experimental trigger for recording events was a multiplicity of 2, or larger, in the MINIWALL. This multiplicity distribution extends out to much larger values and, hence, the low multiplicities associated with the selected events indicate that they result from more peripheral collisions.
The MINIBALL multiplicity is also correlated with the reconstructed PLF excitation energy. This is illustrated in Fig. 6 in which the average excitation energy reconstructed for HZ=10 channels is plotted against the associated mean MINIBALL multiplicity. Thus, on average, larger PLF excitation energies are obtained in more dissipative collisions, presumably with somewhat smaller impact parameters.
The dependence of the MINIBALL multiplicity on XZ is shown in Fig. 7 . For XZ greater than, or equal to, the projectile value, the multiplicity is rather constant. However, it increases rapidly for smaller values of X, Z, suggesting that these transfer channels are associated with smaller impact parameters. The larger MINIBALL multiplicities for the lower XZ values raises the possibility of contaminated events in which a target particle, detected in the MINI- WALL, is counted as a projectile fragment. In fact, a small "bump" (-4% yield) is observed at small longitudinal velocities in the spectra for protons for the selected XZ=8
events. These protons have the appropriate laboratory energy for target protons. No such structure was observed for the other particle types. This is not surprising as protons are emitted from the target with the largest velocities and hence are more likely to be confused with a projectile fragment.
The proton spectra for these XZ=S events will not be used in the Coulomb shift analysis. For HZ=10, 12 channels, no "bump" feature was observed in the proton spectra.
IV. COULOMB SHIFT ANALYSIS
The longitudinal velocity (V,) of a particle was determined event by event, relative to the center of mass of all the detected projectile fragments in the event. Spectra were constructed for each particle type and each exit channel. As an Here R is the separation between the centers of the target and the projectile when the projectile disassembles, Z, is the target charge, and b, (Z/A) is the difference of the fragment's Z/A value from the value of 0.5 for alpha particles. As a starting point, all detected particles will be assumed to have Even if all shifts were Coulomb in nature, then the subtraction procedure would still be a useful method of removing systematic errors. Furthermore, if the breakup separation is small, then effects due to the target's nuclear force will tend to cancel as well.
The differences follow the behavior expected for Cou- For R~15.9 fm, if the minimum projectile-target separation in the collision is the sum of their equivalent sharp radii, then the maximum distance traveled by the PLF from this point is zb=13 fm for a peripheral trajectory. The relationship between zb and R is shown schematically in Fig. 10 . During this motion, the target and PLF may still be connected by some nuclear material. In any case, the time required to travel this distance is 1.6X 10 s which is typical of time scales for direct processes. For comparison, statistical decay times were extrapolated from the decay-width systematics of Ref. [20] . Using the excitation energies in Table III, the average emission time for the first emitted particle is 3.1 -6.2X 10 s. A lower limit of 7X 10 s for the average emission time of all particles was obtained by assuming the decay width is constant for all decay steps. Even with this extreme assumption, this value is much larger than the experimental upper limit of 1.6X 10 s and therefore presents strong evidence against a purely sequential-statistical projectile decay and again points to a more prompt decay process.
C. Residual shifts
Remembering that the difference in the shifts represents the equivalent shift for a Z=29 target, these differences can residual shifts. Note that the systematic error for the 2n point is small. This is due to the fact that alpha particles, the ref-
erence particle, and 2u fragments share the same energy calibration.
The nonzero residual shifts indicate that the fragments were not emitted isotropically from the decaying PLF. Thus, the PLF did not achieve full equilibrium before decaying. i.e. , the distribution of relative momentum between particles from different events is determined. An initial attempt to generate two-body and higher order correlation functions through event mixing was performed. Fake 5o. events were created by randomly mixing alpha particles and sometimes 2n particles from different events.
Background Ap spectra were then generated from these events. However, the E",, velocity, and angular distributions of the PLF fragments reconstructed from these fake events were different from those found with real events. This resulted in the correlation functions being strongly distorted. However, the simulations do take into account the detector bias. The correlation function was determined by dividing the experimental relative momentum distribution by the simulated distribution. The simulated distribution was normalized to the same number of events as the experimental distribution; otherwise, no other normalization of the correlation function was performed to force it to approach unity at large Ap. The simulations of Appendix A should be considered as first generation, and by using them to construct the background one finds which correlations are absent in these simulations. Subsequently, second generation simulations will be created which include these absent correlations and fit the correlation functions. As a consistency check for these second generation simulations, the background relative momentum distributions constructed from the mixed simulated events were compared to, and found to be in agreement with, those from the mixed experimental events.
There are some important consequences of the adopted method.
(1) The Monte Carlo simulations balance momentum in the frame of the PLF and reproduce the experimental Et t distributions. Hence, uninteresting correlations due to the conservation of energy and momentum are removed from the correlation function.
(2) The Monte Carlo -generated events were passed through the detector filter and hence both the simulated and experimental relative momentum distributions contain the same distortions due to the detector acceptance. Therefore, in dividing the experimental distribution by the simulated re- Readers interested in the effect of the detector resolution on the correlation functions should contrast the results of this work with the inclusive correlation functions obtained with high resolution by Pochodzalla et al. [23] . ( 3) The Monte Carlo simulations include the decay of Be(g.s.) fragments. Hence, the strong correlation associated with this decay is removed from the cv-n correlation function. However, the inclusion of these particles allows correlations with the 2u fragments to be studied.
Higher order correlation functions are also constructed by a similar procedure. Instead of relative momentum, experimental and simulated distributions of the total kinetic energy EI, are divided. The quantity E& is the total kinetic energy of the particles of interest in their center-of-mass frame. If all particles in the exit channel are included, then Ek=E",.
However, this correlation function always has the value of unity as the simulations were fitted to the experimental Et distributions.
Examples of two-, three-, and four-body correlation functions extracted from the 5n exit channel The magnitude of these effects depends on the spacial and temporal extent of the source of the fragments and they are often treated theoretically for two-body correlation functions using the Koonin-Pratt formalism [24 -26] . Unfortunately, this quantum mechanical formalism is valid only in the limit that Ap(~P (small angle correlations) which is not fulfilled for the Ap region of interest in this work. Therefore, in an attempt to better understand the correlation functions, a classical trajectory approach was followed. The initial projectile Figure 14 also shows the results for E", =100 and 500 MeV (dotted and solid curves, respectively). For these cases, the initial Coulomb energy represents only a small fraction of E", and the Ap region of the figure is associated with smaller relative angles. Not surprisingly, the result for the largest E", value approaches the [31]
A. 5n exit channel 1. 5- Refs. [27, 28] . Exceptions to this were made for some wide states in which the decay channel is just above its threshold. For the states listed in Table V , the R-matrix line shape for an isolated resonance [32] is multiplied by a microcanonical phase space factor [Eq. (9) of Ref. [33] ].The phase space factor ensures that the maximum energy released in the decay does not extend past E",, the total kinetic energy of the channel. For longer-lived intermediates, interactions of the decay products with the other fragments were ignored.
Intermediates which decay into three or more fragments were treated as a series of sequential two-body decays. For Fig. 13 and the solid arrows indicate the mean Ap or Fk values associated with the included states. In producing these fits, we again note that the fragment velocity distributions and the 2n probability curve are modified by including these intermediates and hence had to be refitted. The breakup radius was also varied to achieve the displayed fits and its value will be discussed later. There was little or no sensitivity of the fits to zb. The errors listed in Table VI show the range over which reasonable fits were obtained (the fitting process was too time consuming to perform a y analysis of the errors). Table X. However, it should be noted that this state starts a region of many closely spaced levels (open arrows in Fig. 13 ) which can decay to three alpha particles. Because of the experimental resolution, these states cannot be resolved and may provide a smooth contribution to these correlation functions.
There are also many ' 0 levels which may contribute in a similar way to the u-a-2u and u-n-u-n correlation functions. Therefore, the total multiplicity of unstable states listed in Table VI must be taken as a lower limit. In the simulations, Be(g.s) fragments were included directly or result from the decay of the ' C states. Hence, in Table VI, both an inclusive (from all sources) and an exclusive (directly included)
Be(g.s) multiplicity are listed. However, as noted above, the latter may have contributions from the decay of Be states. p+ n+a [23] . However, the decay of this state alone, as indicated by the dashed curves, cannot account for the com- Examples of the dependence of the experimental correlation functions on the target are shown in Fig. 16 . Within the experimental errors, the data points are identical for the two targets. This result is typical of that found for all other exit channels. A closer examination of the influence of the target nucleus on the correlations is provided in Sec. V I. For states in which only an upper limit was determined, the displayed fit in Fig. 15 was obtained with half of the limiting value. particles. This would lead to a reduction in the Coulomb interactions between these particles, resulting in a diminished Coulomb hole. Please note that the magnitude of the Coulomb holes in these simulations was determined by adjusting the breakup radius to reproduce the correlations involving only alpha particles. An excess multiplicity is observed in the p-t-n-n correlations and may be associated with ' C state(s) with excitation energy near 27 MeV.
S. 4a+2p exit channel

D. 4m+ He exit channel
The 4n+ He exit channel shows the presence of Be(4.57 MeV) decay in the He-n correlation function (arrow 1) of Fig. 18 . However, like the t ncorrelatio-n, there is excess yield relative to the simulations at the lowest Ap values. The excess multiplicities are again small and listed in Table IX . One possibility that was investigated is that this excess results from 5n events in which one alpha particle was incorrectly identified as a He fragment. Such incorrect identifications would enhance the low Ap region as the nn correlation has a strong enhancement due the decay of Be(g.s.). The n-He separation of the MINIWALL detectors becomes difficult at low energies and this resulted in the imposition of a 13 MeV/nucleon threshold above which the separation was judged adequate. To investigate the multiplicity of these contaminated events, low energy alpha particles in the simulated 5n events were treated as He fragments.
The predicted He-n correlation function for such events exhibits a sharp peak at Ap =0 MeV/c unlike the experimental results. An upper limit of 3% was placed on such con- For p-d pairs, this excess is associated with a small peak in the Coulomb hole which has been seen before and attributed to interactions of the proton and deuteron with the Coulomb field of the residue (target) [23] . However, this field is included in the present simulations and, no matter what targetprojectile breakup separation was assumed, no similar structure could be produced. It was impossible to reproduce the excess yields by the decay of known Be states. Possibly, the excess yields could again be associated with the decay of a Be state. There is some indication of excess yield in the p-n-2n correlations. This is somewhat puzzling as no similar feature was observed in p-n-2n correlations for other exit channels.
G. Multiplicities of sequentially emitted fragments
The multiplicities of the intermediates obtained from fitting the correlation functions are listed in Tables VI -XII. Apart from those intermediates which were associated with features discussed in the previous section, limits were also obtained for decay from the next higher excited states in most cases. However, limits were not obtained for all possible intermediates (we are especially not sensitive to intermediates which decay by neutron emission) and therefore the total multiplicities must be considered as lower limits.
For all examined exit channels, there are approximately one or more intermediate states per event. Therefore, sequential decay is an important contribution to the fragmentation of the PLF. The multiplicity and fraction of each particle type which originate from the decay of intermediates are also listed in the tables. Sequential decay is very important for the production of alpha particles and lithium fragments. Approximately half, or more, of these particles is produced by sequential decays. For hydrogen isotopes and He fragments the fractions are~30Vo and~15%, respectively. For the protons, He, and tritons, it would be difficult to explain the measured Coulomb shifts if the actual values were significantly larger than these lower limits.
The time scales associated with the decay of these unstable states range from fi/I =1.3X 10 
I. Influence of the target
Up until now, the effect of interactions of the projectile fragments with the target nucleus has been ignored in the discussion of the correlation functions. Such effects have been reported in Refs. [23, 37] Even if the temporal dimensions are zero, it does not seem reasonable to expect rb values close to the radius of a Ne. If the emitted particles are packed within a radius of 4 fm, then they will experience nuclear as well as Coulomb interactions. For instance, the interactions between alpha particles do not become Coulomblike until they are separated by at least 6 fm [36] .Thus, a larger effective breakup radius will be needed if only Coulomb interactions are assumed. To include both nuclear and Coulomb interactions, a more refined quantal treatment should be performed to allow for symmetrization effects and resonant interactions. [23, 37] . The P dependence of the simulated p-n correlation function is shown in Fig. 23 for rb=10 fm and z&=9.6 fm. For comparison with the experimental results, the solid curve (P(45') should be compared with the solid data points and the dotted curve (P) 135') with the open data points. The simulated P dependence is in the right direction, but its magnitude is too small. Reducing the target-projectile breakup separation (by decreasing zb) will increase the magnitude of the effect, but because of the large size of the breakup volume, any significant reduction results in an overlap of the target nucleus with this volume. So either the Li and ' Be fragments are created preferentially closer to the target than the other particles, or the simulation is inadequate. One possibility is that the presence of the target nucleus affects the whole decay processes and thus the treatment of Li decay is inadequate. For instance the Coulomb barrier for proton emission will be lower for small P values, resulting in a larger probability for such emissions. In any case the experimental results indicate that most of these Li and ' B fragments are decaying close to the target nucleus. channels have argued that the whole disassembly process is sequential [4, 8, 9] . Evidence against this scenario has already been presented in the analysis of the Coulomb shifts in Sec.
VI. SEQUENTIAL DECAY
IV. In this section, the extent to which the experimental cor- [38] were assumed for the intermediate systems. For '~C, the backshifted Fermi gas level densities were matched to the density of experimentally known levels at 18 MeV of excitation energy. Events generated by this algorithm were passed through the detector filter. The resulting average 2n probability (29%) was in good agreement with the experimental value (28%), although at high E", values the predicted probability is too small.
Before presenting correlation functions, the distributions of relative angles (in the PLF frame) between detected alpha particles will be discussed. To be consistent with other studies, events where a 2u fragment was detected were discarded. The experimental distribution is presented as data points in Figs. 24(a) and 24(b) . The distribution has a shoulder for relative angles less than 40' due to alpha particles from the decay of Be(g.s.) which are detected in separate detectors. This feature is more pronounced in this work compared to other experimental relative angle distributions [4, 8, 9, 11] due to the finer granularity of the MINIWALL array.
The distributions obtained with the sequential simulations (curves) are compared to the experimental results in Fig.   24 (a). The shape of the simulated sequential distribution depends on the assumed spin 1 of the PLF [11] .The simulated sequential distributions are consistent with the experimental distribution if J~4' (the sensitivity of the distributions to 1 is lost for large spins [11] ).The predictions of the promptplus-sequential simulation of Sec. V, which fit the correlations functions, are shown in Fig. 24(b) . It can be seen that this simulation also reproduces the experimental relative angle distributions quite well. In contrast, the prediction of the prompt simulation, without the unstable states, is indicated by the dotted curve. Clearly, in agreement with the conclusions of Refs. [4, 8, 9] , such a prompt simulation, with only Coulomb interactions, is inconsistent with the data.
However, as shown above, if unstable states are formed in the prompt decay step, the results are consistent with the experimental relative angle distributions.
Correlations obtained from the sequential decay simulations for J=4A, are compared to their experimental counterparts in Fig. 25 . Because the sequential algorithm models the decay of an equilibrated system, the predicted longitudinal velocity spectra do not exhibit the low velocity tails. Therefore, in constructing the correlation functions, the sequential velocity distributions were fit using the simulations of Ap [11] .
VII. DISCUSSION AND CONCLUSIONS
The analyses of the experimental correlation functions and the Coulomb shift data indicate that there is a range of time scales associated with the fragmentation of the projectile. The following would be a consistent picture of the disassembly process. Because of its interaction with the target, the projectile rapidly disintegrates into a collection of stable and unstable fragments while it is still in contact with target or soon thereafter. Some of these unstable fragments are short lived and decay in a region of space where the target's Coulomb field is still appreciable. Other long-lived fragments decay well away from the target.
In contrast to the above scenario, other studies of highly fragmentated projectile exit channels have concluded that the decay is not prompt, but is completely explained by a series of sequential statistical decays [4, 8, 9] . These conclusions were obtained from a comparison of the experimental distributions of event shapes and relative angles with simulated prompt and sequential distributions. The simulation of the prompt decay was much like that used in the fitting of the correlation functions in Sec. V, only no unstable intermediates were included. Such a prompt model is also excluded in this work as, without the unstable intermediates, a large number of the features of the correlation functions could not be reproduced.
It has been shown for a representative exit channel that even though sequential decay (only) simulations can reproduce the relative angle distributions, they do not reproduce the correlation functions. Correlation functions and Coulomb shift measurements are therefore more discriminating probes for determining the mechanisms associated the projectile disassembly. For clarity, the spectra have been shifted vertically and scaled as indicated in the parentheses. Fits to these spectra are indicated by the solid curves and the primary distributions used in the simulation are indicated by the dotted curves.
(3) The momentum vectors are then scaled so as to reproduce the desired total kinetic energy of the fragments, Ef f.
Events generated with this algorithm were (Lorentz) transformed to the frame of the PLF, and the simulated fragments were then passed through the MINIWALL filter. The same event selection criteria were then applied as per the experimental data. The primary projectile velocity E", and angular distributions were obtained by an iterative approach [Il] so that secondary distributions reproduced the experimental results. To reproduce the experimental 2u probability, a fraction of the events were generated with one or two Be(g.s.) fragments. These fragments were assumed to decay isotropically. If two alpha particles entered the same detector, they were treated as a 2u fragment no matter whether they originated from a Be fragment or not. The experimental probability per event of detecting one or two 2o. fragments in the 5u exit channel is shown as a function of F. ", in Fig. 4 by the data points. The solid curves indicate the Be(g.s.) probability per event needed to reproduce the experimental results.
The above microcanonical simulation reproduces some of the general trends of the particle velocity spectra. However, it does not reproduce the magnitude of the shifts and the low velocity tails of the longitudinal velocity spectra. Also the widths of both the longitudinal and transverse spectra are not correct. To correct these deficiencies, the first step of the above algorithm was modified. A different temperature was chosen for each particle type and direction. A shift was introduced for each particle type in the longitude direction. To produce low velocity tails, a second longitudinal component with the same temperature, lower probability, and shifted down in velocity was also included. An example of the excellent fits obtained with this modified algorithm is shown in Fig. 26 for the 4n+ p+ t exit channel with the Sn target. The fitting parameters are not listed as there are a large number of them and it is not clear that they have any physical significance. Note that generally the temperature in the out-ofplane direction (y) is a little smaller than the in-plane values. This could be a consequence of an aligned projectile spin which would suppress emissions in the out-of-plane direction. The second longitudinal component was used with -5% probability; however, it is not clear whether this represents a second component in reality.
The primary velocity distributions (before the detector response is added) are indicated by the dotted curves in Fig.  26 . For the 2n fragments, the dotted curve shown is for the Be(g.s.) fragments. The difference in yield between it and the experiment 2u spectra reflects the probability that a Be fragment gets detected as a 2u particle. The transverse velocity spectra are strongly distorted at V~-0 by the MINIWALL angular acceptance (fragments with small transverse velocities generally pass through the hole in the MINI-WALL at Ht, b~3. 4' and are not detected). However, these distortions are well reproduced in the simulations. The longitudinal velocity spectra for tritons is distorted at large velocities as high energy tritons punch through the detectors. A small shift can be seen between the simulated primary and secondary longitudinal spectra for protons.
Small shifts between the average primary and secondary velocities were found for protons, tritons, and He fragments. Protons and He fragments are shifted up in velocity, while tritons were shifted down. These shifts are a result of the low energy threshold for He fragments and the punchthrough energy for tritons. For protons, the cause of the shift is the lack of acceptance for 0&,b(25. 5 . Protons can only arrive at such large laboratory angles if they are emitted sideways and slightly backwards from the projectile. These results were used to obtain the corrected shifts in Fig. 9 . The errors on the correction factors are associated with the range of values obtained by varying the fitting parameters such that reasonable fits to the spectra were still obtained. Spectra obtained for two targets have almost identical correction factors if the same fitting parameters were used I except for the longitudinal shift introduced in step (1)].
APPENDIX B: REACTIONS IN DETECTOR
As the energy increases and range of a particle becomes longer, the probability that the particle will undergo a nuclear reaction in the detector material can be important. Such reactions can result in a depletion in the number of identified high energy particles, thereby shifting the average velocity of these particles. The magnitude of this depletion and the extent to which it may be confused with a shift due to the post-breakup target acceleration effect are investigated in this appendix. where a. is the reaction cross section, dE/dx is the stopping power, and n is the number of detector nuclei per unit volume. The total fractional loss over the range of the particle can be determined by integration of this equation. The stopping power of particles in CsI was estimated from Ref. [41] .
Reaction cross sections were estimated from optical-model calculations. The optical-model parameters were taken from the compilation of Ref. [42] , selecting the values for the most similar reaction at the highest energy available. The cross sections approach geometric limits at the highest energies and so the energy dependence is not important. The dependence of the fractional particle loss as a function of energy per nucleon is displayed in Fig. 27 
