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ABSTRACT

The Navy's future all-electric ship power system is based on the integrated power
system (IPS) architecture consisting of power generation, propulsion systems,
hydrodynamics, and DC zonal electric distribution system (DC-ZEDS). To improve the
power quality, optimal excitation systems, and optimal location and sizing of energy
storage modules (ESMs) are studied.
In this dissertation, clonal selection algorithm (CSA) based controller design is
firstly introduced. CSA based controller design shows better exploitation ability with
relatively long search time when compared to a particle swarm optimization (PSO) based
design. Furthermore, ‘optimal’ small population PSO (SPPSO) based excitation
controller is introduced. Parameter sensitivity analysis shows that the parameters of
SPPSO for regeneration can be fined tuned to achieve fast optimal controller design, and
thus exploiting SPPSO features for problem of particles get trapped in local minima and
long search time. Furthermore, artificial immune system based concepts are used to
develop adaptive and coordinated excitation controllers for generators on ship IPS. The
computational approaches for excitation controller designs have been implemented on
digital signal processors interfaced to an actual laboratory synchronous machine, and to
multimachine electric ship power systems simulated on a real-time digital simulator.
Finally, an approach to evaluate ESM location and sizing is proposed using three
metrics: quality of service, survivability and cost. Multiple objective particle swarm
optimization (MOPSO) is used to optimize these metrics and provide Pareto fronts for
optimal ESM location and sizing.
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1. INTRODUCTION

1.1. OVERVIEW
Nowadays, most military vessels use mechanical drive. These systems convert the
engine’s high-speed revolutions per minute (RPMs) to low speed RPMs using a set of
gears. Ships with mechanical drive systems actually have two sets of engines. One set is
used for ship propulsion. A second and separate set, connected to generators, is used to
create electricity for all of the electrically powered equipment on the ship, all of which
are shown in Figure 1.1.

Figure 1.1. Typical Mechanical-drive layout. (SM: Synchronous Machine; MGT: Main
Gas Turbine; AGT: Auxiliary Gas Turbine; TG: Turbine Generator)
However, this cannot meet the future navy demand. In an Electric ship, a
generator converts the engine’s high speed RPMs into electricity firstly. Ships with such
a system can be designed so that a single set of engines produces a common pool of
electricity for use by the ship’s propulsion and non-propulsion systems. And the ship
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contains a number of pulsed power loads for high-energy applications such as radar,
railguns, electrical launcher and advanced weapons, which is shown in Figure 1.2.

Figure 1.2. Navy’s DDG-1000 All Electric Ship [19].

And it has the following advantages [1, 2]:
Arrangement. Some mechanical devices can be removed such shaft, gear so that
frees up large ship space. And the arrangement of generators and propulsion motors can
be more flexible.
Capability for high energy loads. The operation of high energy loads such as
railgun, EM launcher and laser system will consume huge amounts of energy, which is
not capable for mechanical drive ship.
Survivability. The electric ship can have reconfigurability so that even one part is
damaged, the ship can reconfigure its power system to make sure the important load can
work properly.
Maintainability.
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1.2. INTEGRATED POWER SYSTEM
Navy's future electric ships power system is based on the integrated power system
(IPS) architecture consisting of power generation, propulsion systems, hydrodynamics,
and DC zonal electric distribution system (DC-ZEDS) [3]. The ship contains a number of
pulsed power loads for high-energy applications such as radar, railguns, electrical
launcher and advanced weapons. This pulse energy demand has to be provided by the
ship energy sources, while not impacting the operation of the rest of the system. It is clear
from studies carried out earlier that disturbances are created at the generator ac bus.
Therefore, energy storage modules (ESM) are introduced. The ship power system first
charge the energy storage devices gradually, then these devices discharge and supply
power for the pulsed loads during a short time. However, this leads to two main
problems. The first one is that the energy storage devices take too much space on the
electric ship; the second one is that the energy storage devices increase the cost for ship.
Now, Navy’s DDG-1000 electric ship costs $3.3 billion dollars [20], which is over the
budget greatly. Thus, it is necessary to explore the possibility of reduced energy storage
system capacity without lower ship power quality. What is more, the ship IPS has no
slack bus, which can give constant voltage and infinite reactive power. Therefore, the
excitation system plays a more important role in Ship’s IPS to improve its performance
[4].
In addition to generator sets, ESMs are used to supply power for ship equipments
including high energy loads and critical loads. ESMs prevent critical equipments from
both potentially damages by a threat and normal system transient so that increase ship’s
survivability and quality of service (QOS). Furthermore, ESM can also be used to supply
power peaks and to level the power demanded from main generators, leading not only to
functional benefits, but also to operational benefits in terms of power quality and fuel
economy [21]. Therefore, it is necessary to study ESMs for ship power system.

1.3. COMPUTATIONAL INTELLIGENCE BASED OPTIMIZATION FOR
EXCITATION CONTROLLER DESIGN FOR ELECTRIC SHIP
To some extent, the generator field excitation control can be used along with
energy storage devices to maintain the system voltage. The excitation control is one of
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the most effective and economical techniques to stabilizing the terminal voltage of
synchronous generators. Excitation control elements mainly include an automatic voltage
regulator (AVR) which senses and maintains the terminal voltage of the generator and a
power system stabilizer (PSS) which provides the required auxiliary control signal to
improve the dynamic performance. An optimally tuned excitation system offers benefits
in overall operating performance during transient conditions caused by system faults,
disturbance, or motor starting [5]. In order to optimize them, many algorithms are
extended to the design of the optimal excitation controller for the synchronous
generators. Two methods are predominantly used, one being the pole-placement method
and the other being the cancellation approach [5, 6]. However, transfer function and
parameters of machines are needed. And they are not optimal oriented.

In [7],

Lyapunov’s direct method has been used to optimize excitation controller. But again,
machine parameters are needed.
Recently, computational intelligence (CI) methods are widely used in optimizing
excitation controllers such as fuzzy set theory [8], particle swarm optimization (PSO)
theory [9, 10], and online trained neurocontroller [11, 12] all of which have good
performance at maintaining the terminal voltage. In [10], a comparison of a PSO based
AVR and a genetic algorithm (GA) based AVR is made. And it is clearly shown from
results that the PSO based AVR has more robust stability and efficiency, and can solve
the searching and tuning problems of excitation system more easily and quickly than the
GA method. In [13], a comparison of differential evolution based particle swarm
optimization (DEPSO), Clonal selection algorithm (CSA), small population based
particle swarm optimization (SPPSO) and population based incremental learning (PBIL)
for power system stabilizer design is made. The results show that CSA consistently
performs better than the other three algorithms. Furthermore, in [10] and [13], all
comparison results were obtained by Matlab simulation. Therefore, it is necessary to
study the performance of these CI based excitation system and hardware implementation
comparison.
CI based controller designs use fitness functions mainly based on rise time,
settling time and overshoot. Reactive power control in a multimachine power system is
essential for improved system performance and minimization of power losses. Besides,
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an optimal excitation controller developed using CI techniques can only provide optimal
performance for the range of operation conditions considered in the design, however, its
performances degrades when the operation condition changes. Therefore, adaptive
excitation controllers are used [14, 15]. Furthermore, the design of multiple excitation
controllers to provide optimal performance with changing operating conditions is a
challenging task, and critical for Navy applications. This requires coordinated
development of the excitation controllers and adaptive online-operation. In Figure 1.3, a
schematic of intelligent optimal excitation controllers for IPS is shown.

Figure 1.3. Schematic of intelligent optimal excitation controllers for IPS.

1.4. COMPUTATIONAL

INTELLIGENCE

BASED

MULTIOBJECTIVE

OPTIMIZATION FOR ELECTRIC SHIP
There are mainly three aspects for ESM design for shipboard power system: 1)
type; 2) management and controls for ESM and auxiliary devices; 3) size and location.
Lots of studies were carried out in the literature [22-32].
The type of ESS depends on many factors such as reliability, efficiency, cost and
rate of discharge, etc [25]. Lots of studies have been carried out in this aspect [22, 25].
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Four types of ESM using different physical principles for energy storage that could apply
to the Navy’s future needs are considered as follows: advanced capacitors (electrostatic);
batteries (chemical), flywheels (kinetic) and superconducting magnetic energy storage
(SMES) (magnetic) [22 - 28]. Supercapacitors have extremely high power capability and
much longer lifetime. However, main drawbacks are at the cost of low energy density,
high self discharge, and insufficient discharge time [22]. Batteries are one of the most
cost-effective and matured energy storage technologies available. The U.S. Army has
been a leader in the development of high-density, high-power, 6- to 12-V battery power
systems for vehicles, pulsed-power weapons, remote power backup, and missile systems
[27]. Flywheel has advantages such as fast acting and great power delivery profile.
However, its main drawbacks are energy density issue and safety issue [22, 27]. As for
SMES, it has similar advantages as supercapacitors. However, its main disadvantages are
relative high cost and significant auxiliary equipment [22, 27].
As for management and control, studies are carried out at the power system level
[21, 30]. In [21], a comprehensive approach is introduced to study the energy
management for all electric ship. It describes some control challenges and ESS stability
analysis. In [30], optimal generation scheduling with ESS is studied. Some studies are
carried out at the power electronics level [31, 32].
However, few studies are carried out about location and size studies. According to
[26, 29], neither of Navy’s current two softwares,

Advanced Surface Ship and

Submarine Evaluation Tool (ASSET) and the Electric Plant Load Analysis (EPLA), are
capable of developing optimized ESS location design, and location study is still an open
issue. Therefore, it is necessary to study the optimal ESS location evaluation and design.
In order to evaluate ESM location and size design, three main factors can be
considered: survivability, QOS and cost. Therefore, the design involves multiple
objective optimization problems. Multiple objective particle swarm optimization
(MOPSO) is widely used for multiobjective optimization in the last few years [33-35].
According to [33], MOPSO has a better average performance with respect to some of the
best multiobjective evolutionary algorithms known to date. Therefore, MOPSO is used to
optimize the ESM design.
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1.5. OBJECTIVES OF THIS RESEARCH
The objectives are mainly two-fold:
Development of an excitation controller for the synchronous generators to improve
the power quality for an electric ship power system under pulsed loads. The excitation
controller on a generator has to provide
o Optimal performance for pulsed loads of known different magnitudes and
durations.
o Adaptive performance for pulsed loads of unknown magnitudes and durations.
o Reactive power compensation in a coordinated manner with rest of excitation
controllers on the electric ship.
Determine an optimal location and size of energy storage modules. This has to
determined to satisfy the following objectives:
o Maximize quality of supply
o Maximize survivability
o Minimize cost of energy storage modules
o Provide a set of optimal solutions.

1.6. CONTRIBUTIONS
CSA based optimal excitation controller has been implemented and verified under a
scaled down IPS with lab hardware setup. A comparison of CSA and PSO based
controllers has been made [16].
Developed and hardware implementation of a small particle swarm optimization
(SPPSO) based optimal excitation controller for electric ship [17].
AIS-based coordinated and adaptive excitation control has been applied for electric
ship power system. A full scaled IPS has been built using RTDS and DSP in order
to verify the proposed controller [18].
An approach to evaluate ESM location and size is proposed based on QOS,
survivability and cost. MOPSO is used to optimize the proposed multiple
objectives.
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1. HARDWARE IMPLEMENTATION OF AN AIS-BASED OPTIMAL
EXCITATION CONTROLLER FOR AN ELECTRIC SHIP

Chuan Yan, Ganesh K. Venayagamoorthy, Senior Member, IEEE, Keith Corzine,
Senior Member, IEEE

Abstract - The operation of high energy loads on Navy's future electric ships,
such as directed energy weapons, will cause disturbances in the main bus voltage and
impact the operation of the rest of the power system when the pulsed loads are directly
powered from the main dc bus. This paper describes an online design and laboratory
hardware implementation of an optimal excitation controller using an artificial immune
system (AIS) based algorithm. The AIS algorithm, a clonal selection algorithm (CSA), is
used to minimize the effects of pulsed loads by improved excitation control and thus,
reduce the requirement on energy storage device capacity. The CSA is implemented on
the MSK2812 DSP hardware platform. A comparison of CSA and the particle swarm
optimization (PSO) algorithm is presented. Both simulation and hardware measurement
results show that the CSA optimized excitation controller provides effective control of a
generator’s terminal voltage during pulsed loads, restoring and stabilizing it quickly.

Index Terms - Clonal selection algorithm (CSA), Electric ship, optimal excitation
controller, particle swarm optimization (PSO), pulsed loads.

I. INTRODUCTION
The Navy's future electric ship power system is based on the integrated power
system 1 (IPS) architecture consisting of power generation, propulsion systems,
1
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hydrodynamics, and DC zonal electric distribution system (DC-ZEDS) [1]. In order to
maintain power quality in IPS, immediate energy storage devices with their
corresponding charging systems are proposed to make the pulsed power required
compatible with the supply system [16]. However, this will increase the system weight
and volume. To some extent, the generator field excitation control can be used along with
energy storage to maintain the system voltage. The excitation control is one of the most
effective and economical techniques for stabilizing the terminal voltage of the
synchronous generators. An optimally tuned excitation system offers benefits in overall
operating performance during transient conditions caused by system faults, disturbance,
or motor starting [2]. In order to optimize them, many algorithms are extended to the
design of the optimal excitation controller for the synchronous generators. Two methods
are predominantly used, one being the pole-placement method and the other being the
cancellation approach [2, 3]. However, transfer function and parameters of machines are
needed. And they are not optimal oriented. In [4], Lyapunov’s direct method has been
used to optimize excitation controller. But again, machine parameters are needed.
Recently, computational intelligence methods are widely used in optimizing
excitation controllers such as fuzzy set theory [5], particle swarm optimization (PSO)
theory [6, 7], and online trained neurocontroller [8, 9] all of which have good
performance at maintaining the terminal voltage. In [7], a comparison of a PSO based
AVR and a genetic algorithm (GA) based AVR is made. And it is clearly shown from
results that the PSO based AVR has more robust stability and efficiency, and can solve
the searching and tuning problems of excitation system more easily and quickly than the
GA method. In [10], a comparison of differential evolution based particle swarm
optimization (DEPSO), Clonal selection algorithm (CSA), small population based
particle swarm optimization (SPPSO) and population based incremental learning (PBIL)
for power system stabilizer design is made. And the results show that CSA consistently
performs better than the other three algorithms. Furthermore, in [7] and [10], all
comparison results were obtained by Matlab simulation. Therefore, it is necessary to
study the performance of CSA based excitation system and hardware implementation
comparison.
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Artificial immune system (AIS) can be defined as computational systems that are
inspired by theoretical immunology. CSA is a member of the family of AIS techniques.
In the past few years, CSA has been gradually used to solve the optimal control problems
[14-19]. In this paper, an online CSA-based optimal excitation controller for the electric
ship is implemented on the MSK2812 DSP hardware platform to minimize the voltage
deviations when high power pulsed loads are directly powered from the dc side;
exploring the possibility of reduced energy storage. The hardware results show that the
on-line CSA-based controller improves the dynamic performance of the synchronous
generator with stability. In addition, PSO [11] has been implemented and comparison
with CSA in terms of performance and computational complexity for real-time tuning is
discussed in the paper
. This paper is organized as follows: A description of a laboratory power system
model for an electric ship and its hardware setup is provided in Section 1.2. Section 1.3
provides a detailed description of the DSP based hardware implementation of a real-time
CSA algorithm for optimal excitation controller design. Section 1.4 and 1.5 presents the
experimental results and some discussions on the CSA algorithm in comparison to PSO.
Finally, the conclusion is given in Section 1.6.

II. POWER SYSTEM MODEL FOR THE ELECTRIC SHIP AND ITS
HARDWARE IMPLEMENTATION
A. Electric Ship Integrated Power System
The power system of the all-electric ship system mainly consists of four parts:
prime movers, advanced propulsion induction motors, dc zonal distribution loads, and
other auxiliary loads which are shown in Fig. 1. All prime mover power is first converted
into electric power, and then it is distributed and allocated between propulsion, pulsed
power weapons, ship service power and other electrical loads as required. In the
laboratory setup, these four parts are separately implemented. More details are given
below on the individual modules in the hardware setup below.
B. Power Generation
The DDG-1000 proposed electric ship power system architecture consists of four
gas turbine-generator sets. Two main 36MW and two auxiliary 4MW generator sets,
generate a total of 80MW of electric power [12]. The IPS is a symmetrical system and
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modeling of one of the pairs is sufficiently enough to study the excitation control. In the
laboratory setup (Fig. 1), a small-scale power generation system is used to emulate the
gas turbine-generator sets of the electric ship. This small-scale system consists of a threephase 60Hz 3.7kVA synchronous generator and a 15kW dc motor to supply mechanical
torque for the synchronous generator. The rated line-to-line voltage and speed of the
generator is 230V and 1800 RPM respectively. Parameter of the synchronous generator is
shown in the Table 1. For the scaled down laboratory model, the propulsion load and
pulsed loads of the IPS in the electric ship are reduced in magnitude.

(a)
Fig. 1. Laboratory implementation with (a) simplified IPS of an electric ship and (b)
laboratory hardware implementation

15

(b)
Fig. 1. (Continued) Laboratory implementation with (a) simplified IPS of an electric ship
and (b) laboratory hardware implementation.

Table 1. Synchronous Machine Ratings and Parameters.
Power 3.7 kVA
voltage 230 V
rated current 6.28 A
frequency 60 Hz
rs

0.38

Lls

1.12 mH

rfd

0.11

Llfd

1.5 mH

rkd 2

1.77 m

Llkd 2

Llkq 2

rkq 2 1.06

field voltage 150 VMAX
field current 1.05 A
speed 1800 RPM
Ns/Nfd = 0.0271
Lmq

29.4 mH

Lmd

39.3 mH

rkd1 128

Llkd 1

7.90 mH

4.83 mH

rkq1

5.07

Llkq1

4.21 mH

3.50 mH

rkq3

0.447

Llkq 3

26.2 mH

C. Excitation System
The synchronous generator excitation system includes a terminal voltage
transducer and load compensator, excitation control elements and an exciter [13]. Since
the proposed excitation system is simplified, some parts such as power system stabilizer

16
and under-excitation limiter are not considered. A simple functional block diagram for
excitation controller is shown in Fig. 2.

v fd ,max
Vs*

1 + s Tc
1+ s Tb
Vs

Ka
1+ s Ta

v fd

v fd ,min

Fig. 2. Simple functional block diagram for synchronous machine
excitation control system.

In this case, the key element in the design of the optimal excitation controller is
finding the optimal controller parameters (Ka, Ta, Tb and Tc) to provide optimal
performance during the pulsed loads. As is shown in Fig. 2, Vs* is the rms terminal
voltage reference of the synchronous generator and Vs is the measured value. The rms
line-to-neutral terminal voltage is calculated in terms of instantaneous quantities using

Vs

vas

2

vbs

2

vcs

2

3

(1)

In the laboratory setup, the excitation controller consists of a sensor board, an
A/D conversion board, a MSK2812 DSP board consisting of the TMS320F2812
processor, and a D/A conversion board. The A/D conversion board receives the terminal
voltage signal form the sensor board and outputs a digital signal to the central controller.
The D/A conversion board receives PWM signals from the central controller and send
signals to the IGBTs. The field of the synchronous generator is connected with a fourquadrant PWM dc drive supplied by 200V dc.
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III. CSA BASED OPTIMAL EXCITATION CONTROLLER ONLINE DESIGN
The clonal selection algorithm is a biologically motivated computational
intelligence algorithm developed by Castro and Zuben in 2001 [14]. Clonal selection
principle based immune response is generated when a non-self antigenic pattern is
recognized by the B cells (antibodies) and this is explained in [14]. Just like many other
heuristic optimization algorithms, CSA is known as an evolutionary strategy capable of
solving complex machine learning and pattern recognition tasks by adopting the clonal
operator. CSA can handle complex optimization problems, finding global solutions with
fast convergence speeds, especially for functions of multimodal and highly combinatorial
nature [15-19]. The detailed operation of CSA is illustrated in the flowchart depicted in
Fig. 3 and the main steps are briefly explained below. In this paper, by online, it means
the parameters of excitation controller are determined via several runs / iterations of CSA
algorithm using the actual hardware in Fig. 3 (b).
Initialization: A population N of antibodies (Ab) is randomly initialized. Since
there is no explicit antigen population (Ag) to be recognized like in a biological system,
the objective function serves as the Ag and needs to be minimized or kept zero. In order
to keep the hardware overhead within real time constraints, N is selected to be 20. The
initialization range for parameters is obtained by trial and error which can make system
stable. Ka is from 100 to 7000; Ta ranges from 0 to 5; Tb and Tc range from 0 to 10.
Evaluation: In the excitation control loop of Fig. 2, the proportional gain Ka and
time constants Ta, Tb and Tc have to be carefully selected to provide satisfactory
performance under normal and pulsed load conditions. The objective of the CSA
algorithm is to find these parameters in order to restore and stabilize the terminal voltage
quickly; especially after pulsed loads of different magnitudes and durations are
experienced by the IPS.
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(a)
Fig. 3. Flowcharts of the (a) CSA-based optimal excitation controller design with and (b)
evaluation operation
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(b)
Fig. 3. (Continued) Flowcharts of the (a) CSA-based optimal excitation controller design
with and (b) evaluation operation

Most objective functions used for excitation controllers design in literature
involve settling time, rise time and overshoot. In this paper, the objective function
associated with the AVR performance is obtained by calculating the transient response
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area (2) [20, 21]. This can be used as a fitness function to guide the PSO design process
to minimize the time response characteristics such as rising time, overshoot and settling
time.

Fitness

1 n
{ [Vs* Vs (k )]2 [Vs* Vs (k 1)]2 } t
2k1

where
V*s
k
t
Vs

(2)

reference terminal voltage value;
sampling instant;
sampling interval;
measured terminal voltage;

Due to the high computational overhead involved in computing the square root
function on a DSP, (2) is modified to (3) for controller design. The term (k t) is a
weighting factor that puts an increasing penalty as oscillations persist for a longer time;
thus guiding the CSA design approach to minimize the settling time of the system
oscillations in addition to the maximum overshoot after a disturbance.
1 n
Vs* -Vs k
2k 1

Fitness

2

Vs* -Vs k 1

2

k t t

(3)

where i = the number of Ab with the range of 1~20
Fitnessi = the fitness of the ith antibody
Since the fitness value is always positive, range of affinity value is normalized
over the interval [0, 1].
In the laboratory setup, the sampling window is 1s, starting from the time the
pulsed load is removed. The sampling period is 2ms and a total of n = 500 samples points
are collected in the data sampling window.
Cloning: All antibodies are ranked based affinity from high to low. A set C of
clones are generated proportionally to the affinities of the Abs in the population given (5)
r

Nc =

round
# 1

×N
r#

where Nc = number of clones in each set
= multiplying factor

(5)
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r = number of selected ranks
r# = 1 for highest affinity, 2 for second highest affinity and so on.
In [14, 16], it is clear that a high beta can give a better convergence. However, the
number of function evaluation will also increase corresponding. In this study, beta and r
are set to be 0.5 and 5 respectively, which can give a good convergence. In this case, the
population of matured clones is 23, which is close to Nc. Therefore, the number of
function evaluation for CSA is close to the one for PSO, which gives a fair comparison.
Mutation: The mutation rate is selected to be proportional to the individuals’
affinities as given in (6)
= exp -

(6)

f

= mutation rate
= decay factor of the mutation rate
f = antigenic (Ag) affinity

where

The tradeoff between the mutation rate

and the antigenic affinity f is shown in

[14]. A small decay factor gives large mutation and vice-versa. A large mutation rate
means more exploration while a small mutation rate results in exploitation and viceversa. In this study, decay factor is set to be 1. The antigenic affinity and mutation rate
are both normalized over the interval [0, 1]. The process of mutation is given by (7)
developed in [17].
C*

C

randn

C

randn

(C

Ab best )

(7)

where C* = mutated clones
Abbest = antibody with highest affinity
In the laboratory setup, the excitation controller parameters Ka, Ta, Tb, and Tc to
be used for fitness evaluation have to be within a range of values. This is necessary to
ensure that the electrical machine remains stable. Antibodies that satisfy this constraint
which is the same with initialization range are referred to as feasible antibodies in the set
C* (obtained from operation using (7)) and form a new set C*new.
Selection: reselect N antibodies with highest affinity from clones C* and C*new and
update Ab.
The CSA algorithm parameters setting are shown in Table 2.
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Table 2. Speciation for CSA and PSO Algorithms Parameters
Decay factor of mutation rate

1

Multiplying factor

0.5

Total number of antibodies

20

Number of selected highest Ab

5

Ab constrains for Ka, Ta , Tb , Tc

(0, + )

The pulsed load magnitudes and duration used in controller development and
testing are shown in Table 2. Two pulsed loads, which are labeled “Train” in Table 3, are
applied to serve as antigens. After the optimal parameters have been obtained, other 11
different pulsed loads are used to verify the performance of the optimal controller, which
are labeled as “Test”.

Table 3. Pulsed load training and testing sets
Duration

100 ms

200 ms

400 ms

1000 ms

2.65 kW

Test

Test

Test

Test

5.29 kW

Test

Test

Test

Search

7.94 kW

Test

Test

Search

13.23 kW

Test

Test

Pulsed load

IV. PSO BASED OPTIMAL EXCITATION CONTROLLER DESIGN
Particle swarm optimization is a swarm intelligence technique (a search method
based on nature inspired systems), which is widely used in electric power system [11]. It
is an efficient method for solving one or more large scale nonlinear optimization
problems [7]. The system initially has a population of random particles which are given
some random positions and velocities in the search space. The particles have memory
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which is used to keep track of their previous best position local best (Pbest) and the
corresponding fitness. The swarm has a memory which is used to keep track of best value
of all Pbest. The search process is aimed at accelerating each particle towards its Pbest and
the swarm’s global best (Gbest). The velocity and position update equations of the
particles are given by
vi ( j 1)

w vi ( j ) c1 R1 Pbest ( j ) x( j )
c2 R2 Gbest

xi j 1

xi j

(8)

x j

vi j 1

(9)

where w is the inertia constant, c1 and c2 are two positive numbers referred to the
cognitive and social acceleration constants, and R1and R2 are two random numbers with
uniform distribution in the interval [0,1].
The detailed procedure for the development of optimal excitation controllers is
given in below.
Initialization: Randomly initialize a population N of particles positions and
velocity. To have a fast PSO search performance, in the laboratory setup, N is set to be 20
and the values of w, c1 and c2 are kept fixed at 0.8, 2.0 and 2.0 [11].
Evaluation: The objective of the PSO algorithm is to find optimal parameters in
order to restore and stabilize the terminal voltage quickly; especially after pulsed loads of
different magnitudes and durations. The fitness function is using (3).
Update: The position and velocity of the ith particle is updated using (8) and (9).

V. RESULTS
The CSA and PSO algorithms for comparison have been implemented on two
testing systems: 1). Matlab based testing system; 2) a MSK2812 DSP hardware platform
system. The comparison is made under the following conditions: same value and
dimension

of

initialized

antibodies

or

particles,

same

number

of

allowed

generations/iterations for searching the optimal parameters under the same constrains. By
doing, the influence introduced by the randomly updating process could be minimized.
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A. Matlab Based Testing System
In this paper, a generator with parameters shown in Table 1 and power system in
Fig. 1 (b) are built in Matlab Simulink using SimPowerSystem blocks. A variable load is
used to simulate the propulsion loads. The load is gradually changing from 1.65kW to
2.65kW during the pulsed load in order to simulate fire weapons while accelerating. In
this case, the operation point is changing during the pulsed load, which make the
simulated operating conditions closer to ship’s real operation conditions, which is shown
in Fig. 4. A pulsed load of 5.29kW with 0.75s duration is used for tuning controller
parameters using CSA and PSO shown in Section III and IV respectively.

Fig. 4. Test ship power system for Matlab implementation
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Furthermore, a pole placement method [2] is also applied in this study. A first
order generator model is obtained using equations in [22, 23] with gain taken 0.7012 and
the time constant taken 0.274 while assuming negligible amortisseur effects. Voltage
overshoot of at least 1%-20% is anticipated with the pole-placement method with 2s total
voltage recovery time, although its voltage rise time can be less than 1s [2]. In this case,
the range of damping ratio is from 0.456 to 0.8261 [24]. In this study, damping ratio is
chosen to be around 0.707. Both CSA and PSO are run for 30 trials. Among these 30
trials, one best antibody and one best particle are chosen as the parameters for the CSAbased controller and PSO-based controller respectively. And parameters obtained by pole
placement, PSO and CSA are shown in Table 4.

Table 4. Parameters of the Excitation Controllers
Ka

Ta

Tb

Tc

885.609

0.001

2.356

0.268

PSO

398.524

0.998

0.0001 0.467

CSA

424.723 0.0001

Poleplacement

3.084

1.056

The average fitness of best parameters using PSO and CSA over 100 iterations
based on 30 trials is shown in Fig. 5. A statistical analysis based on standard deviation is
evaluated using (10).
1
n

n

Fi

Fave

2

i 1

(10)

where i = 1 for the first trial, 2 for the second trial and so on
n = total number of trials which is 30
Fave = average best fitness for 30 trials
Fi, = the ith trial best fitness value for selected algorithm
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In (10),

is the standard deviation for the best solution for selected algorithm,

which are 0.0317 and 0.0185 for PSO and CSA respectively. It is clear that CSA’s
accuracies around their corresponding best solution are higher than PSO’s.
A performance comparison of these three methods under 5.29kW pulsed load
with 0.75s duration is shown in Fig. 6. In Fig. 6 (a), the start-up performance comparison
is shown. The overshoot of pole-placement based controller is 15.2% and the 2% settling
time is 0.52s, which meet the design requirements. In Fig. 6 (b), a performance
comparison of these three methods under a 5.29kW, 0.75s duration pulsed load is shown.
It is clear that the performance of CSA based controller is very close to the performance
of PSO based controller, which means both of them can do a good exploitation. However,
according the fitness standard deviation value and Fig. 5, CSA has a better convergence.

Fig. 5. Average fitness of best particle/antibody using PSO and CSA over 100 iterations
based on 30 trials based on Matlab simulation.
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(a)

(b)
Fig. 6. The performance comparison of pole-placement, PSO and CSA based controllers
based on Matlab simulation. (a) start up performance, (b) under 5.29kW and 0.75s
duration pulsed load
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B. Hardware Results
The hardware testbed is described in Section 1.2. The CSA and PSO algorithms
are implemented in a MSK2812 DSP with 150MHz frequency.
Execution Time and Convergence Characteristics: The convergence of CSA and
PSO algorithm during the search process over 40 iterations/generations based on 10 trials
is shown in Fig. 7.

Fig. 7. Average fitness of best particle using PSO and CSA over 40 iterations based on 10
trials for hardware testbed.

The computational time taken by PSO and CSA using MSK2812 DSP is
presented in Table 5. A single generation code execution time of for an Ab in CSA is
nearly three times (0.064s) that of a PSO particle (0.022s). However, for this controller
design application, when comparing the total time taken by CSA and PSO algorithms,
difference in the code execution time is negligible.
Transient Performance: Both CSA and PSO are running for 10 times with 40
iterations every time. Among these 10 trials, one best antibody and one particle are
chosen as the parameters of the CSA-based controller and PSO-based controller
respectively. The parameters of excitation controller designed using CSA and PSO
optimal strategies are gained given in Table 6. The comparative performance between the
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CSA-based controller and PSO-based controller are shown in Figs. 8 to 10 respectively.
The comparative performance of the excitation controllers under pulsed loads (including
search and test sets) is shown in Table 7. For settling time calculation, because it is hard
to compare settling time if the stable range is set to be 2%, the stable range is defined as
from 228V to 232V, which is 0.87%.
Based on the analysis above, a comparison of CSA and PSO algorithms for
excitation controller design is given in Table 8, which includes computation complexity,
storage space demand, hardware demand, convergence, and time consuming. With a code
optimization, the clock cycles for PSO and CSA can be reduced. But their ratio will not
change a lot. Two three dimension performance analysis are shown in Fig. 11. Fig. 11 (a)
shows settling time with different pulsed load values and durations while Fig. 11 (b)
shows overshoot performance.

Table 5. Computational Time Taken by PSO and CSA

Code time for each particle/Ab

PSO

CSA

0.022s

0.064s

7.400s

7.400s

7.422s

7.464s

(one iteration/generation)
Evaluation time for each particle/ Ab
(one iteration/generation)
Search time for each particle/Ab
(one iteration/generation)

Table 6. Parameters of the Excitation Controllers for Lab Setup
Ka

Ta

Tb

Tc

PSO

4359.000 0.119 0.691

0.732

CSA

5966.908 0.158 0.019

0.045
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Table 7. Comparative Performance of the Excitation Controllers
Setting Time

Maximum

ts (s)

Overshoot (%)

Pulsed load = 2.65KW;

CSA

0.26

2.31

Duration = 1s

PSO

0.64

5.09

Pulsed load = 2.65KW;

CSA

0.24

2.26

Duration = 0.4s

PSO

0.55

5.09

Pulsed load = 2.65KW;

CSA

0.21

2.13

Duration = 0.2s

PSO

0.42

4.35

Pulsed load = 2.65KW;

CSA

0.18

2.10

Duration = 0.1s

PSO

0.32

4.30

Pulsed load = 5.29KW;

CSA

0.39

2.33

Duration = 1s

PSO

0.84

5.93

Pulsed load = 5.29KW;

CSA

0.38

2.33

Duration = 0.4s

PSO

0.78

5.22

Pulsed load = 5.29KW;

CSA

0.33

2.31

Duration = 0.2s

PSO

0.71

4.57

Pulsed load = 5.29KW;

CSA

0.27

2.20

Duration = 0.1s

PSO

0.48

4.35

Pulsed load = 7.94KW;

CSA

0.44

2.36

Duration = 0.4s

PSO

0.88

5.54

Pulsed load = 7.94KW;

CSA

0.41

2.34

Duration = 0.2s

PSO

0.80

5.09

Pulsed load = 7.94KW;

CSA

0.33

2.22

Duration = 0.1s

PSO

0.55

4.36

Pulsed load = 13.23KW;

CSA

0.45

2.22

Duration = 0.2s

PSO

0.85

5.13

Pulsed load = 13.23KW;

CSA

0.38

2.26

Duration = 0.1s

PSO

0.75

4.75
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(a)

(b)

(c)
Fig. 8. Pulsed load at 7.94kW with 0.4s duration. (a) terminal voltage, (b)
field voltage, (c) field current.
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(a)

(b)

(c)
Fig. 9. Pulsed load at 5.29kW with 0.2s duration. (a) terminal voltage, (b) field
voltage, (c) field current.
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(a)

(b)

(c)
Fig. 10. Pulsed load at 13.23kW with 0.1s duration. (a) terminal voltage, (b) field
voltage, (c) field current.
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Table 8. Comparison of CSA and PSO Algorithms for Excitation Controller
Design
PSO

CSA

Computational

Small, mainly “+, -, ×

Large, contains “sorting,

complexity

operation”

round, exponential, and
division operation”

Storage space

Small, mainly “particles

Medium, “antibody,

position and velocity”

affinity, new group of
antibody and affinity”

Hardware demand

Low.

High.

Many microcontrollers

High processing speed is

such as PIC, DSP are

needed;

available to be

Memory problem need to

implemented on;

be considered.

No extend memory
needed for most cases.
Cost

Medium

High

Convergence

Fast

Faster

Explore ability

Better

Good

Time consuming for

Small

Large, nearly 3 times

algorithm (without
evaluation)

larger than PSO
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(a)

(b)
Fig. 11. Controller performance analysis with different load value and
different duration (a) settling time performance, (b) overshoot performance
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VI. CONCLUSION
An online designed optimal excitation controller using a clonal selection
algorithm, from artificial immune systems, has been presented in this paper. The CSA has
been implemented on a MSK2812 DSP hardware platform to control a laboratory scaled
down version of the Navy’s future electric ship power system. This controller has
advantages including optimal oriented, no generator parameters needed and minimal
human involvement. The objective for the CSA algorithm is to minimize the voltage
deviations when pulsed loads are directly energized by shipboard power system, thus
reducing energy storage devices capacity. Comparing CSA with PSO, both simulation
and hardware results show that CSA-based controller can restore and stabilize the
terminal voltage effectively and quickly with little disturbance introduced after high
power pulsed loads are experienced.
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2. ANALYSIS AND APPLICATION OF THE SPPSO ALGORITHM FOR THE
DEVELOPMENT OF AN OPTIMAL EXCITATION CONTROLLER

Chuan Yan, Ganesh K. Venayagamoorthy and Keith A. Corzine

Real-Time Power and Intelligent Systems Laboratory, Missouri University of Science &
Technology, Rolla, MO -65409, USA

Abstract:
Operation of high energy loads on future Navy electric ships will cause disturbance
on the main bus voltage and impact the operation of the rest of the system; especially if
the pulsed loads are directly powered from the main dc bus. An optimal excitation
controller can be designed to minimize the effects of pulsed loads and reduce energy
storage device capacities. Since exact system parameters and disturbances experienced
are unknown, a fast online excitation controller design approach is preferred. Small
population based particle swarm optimization (SPPSO) has been recently introduced to
address the long search time needed to attain good solutions and the problem of getting
trapped in local minimum associated with the PSO algorithm. SPPSO overcomes these
problems with concepts of a small population and regeneration of particle positions at
regular intervals. A study on the number of particles to be regenerated, and what interval,
is investigated in this paper for the online design of an excitation controller for a
synchronous generator. The SPPSO is studied for an optimal excitation controller design
in both Matlab/Simulink and on a laboratory hardware platform. Both simulation and
implementation results show that for time critical application, the SPPSO optimized
controller provides effective control of a generator’s terminal voltage during pulsed
loads; restoring and stabilizing it quickly.

40
Keywords: Electric ship, optimal excitation controller, small population particle swam
optimization (SPPSO), pulsed loads.

1. INTRODUCTION
The Navy's future electric ship power system is based on the integrated power
system (IPS) architecture consisting of four main elements: power generation, propulsion
systems, hydrodynamics, and DC zonal electric distribution system (DC-ZEDS) [1]. In
order to maintain power quality in IPS, immediate energy storage devices with their
corresponding charging systems are proposed to make the pulsed power required
compatible with the supply system [1]. However, this will increase the system cost. To
some extent, the generator field excitation control can be used along with energy storage
to maintain the system voltage. The excitation control is one of the most effective and
economical techniques to stabilizing the terminal voltage of the synchronous generators.
An optimally tuned excitation system offers benefits in overall operating performance
during transient conditions caused by system faults, disturbance, or motor starting [2]. In
order to optimize them, many algorithms are extended to the design of the optimal
excitation controller for the synchronous generators. Two methods are predominantly
used, one being the pole-placement method and the other being the cancellation approach
[2, 3]. However, for these methods to be applied, the system transfer function and
machine parameters are needed. Furthermore, these techniques are not optimal oriented.
In other literature [4], Lyapunov’s direct method has been used to optimize excitation
controller. But again, knowledge of the machine parameters is required.
Recently, computational intelligence (CI) methods have been used in optimizing
excitation controllers. Types of CI techniques include fuzzy set theory [5], particle swarm
optimization (PSO) [6, 7], genetic algorithms (GAs) [7] and online trained
neurocontroller [8, 9]. These techniques all have good performance at maintaining the
terminal voltage. However, there are two main difficulties with most of the CI methods.
First, the search time is relatively long, mainly as a result of large number of fitness
evaluations. Therefore, it is unpractical for online controller development using heuristic
search algorithms. For example, a PSO based optimal excitation controller search process
with 20 particles and 100 iterations will require 2000 evaluations which means that 2000
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disturbances are applied to the generator. Therefore, these CI based optimal excitation
controller search process are not implemented in hardware which means that detailed
machine parameters and system specifications are needed in order to build the simulation
system. Second, although the search process for these CI based optimal excitation
controller have a good convergence, they have a premature or local minimum trapping
problem.
SPPSO was first introduced by Das and Venayagamoorthy [10] and has two
distinguishing features from the standard PSO. The first feature is the small population,
resulting in reduction of the number of fitness evaluations to be carried out per iteration.
Fitness evaluations for online design of an excitation controller are found to be most time
tasking [25]. The other feature of SPPSO is the regeneration concept, which overcomes
the problem of particles getting trapped in local minima and not finding the global
optimum. As a result of these advantages, SPPSO has been shown to be useful in time
critical power system optimization problems [10-12]. However, the effectiveness of the
SPPSO algorithm for online optimization problems can be only observed and even
enhanced if the optimal number of particles to be regenerated and at what interval of the
search iterations is carefully determined. This is studied in this paper for online excitation
controller design based on a Matlab/Simulink model of a synchronous generator
connected a propulsion motor with some loads (a portion of the IPS). Based on an
optimized SPPSO algorithm, a real-time implementation is carried out on the MSK2812
DSP hardware platform to minimize the voltage deviations in scaled-down laboratory
setup of electric ship power system. Both Matlab simulation and laboratory
implementation results show that the online SPPSO-based controller improves the
dynamic performance and the stability of the synchronous generator.
The rest of the paper is organized as follows: Section 2 describes the power
system model for the electric ship and the laboratory hardware implementation/setup;
Section 3 presents the SPPSO algorithm, the studies to determine the optimal
regeneration scheme, and its application to the design of an optimal controller; Section 4
presents typical simulation and laboratory implementation results, and finally, the
conclusion is given in Section 5.
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2.

ELECTRIC SHIP POWER SYSTEM MODEL AND LABORATORY
HARDWARE SETUP
The power system of the all-electric ship system mainly consists of four parts:

prime movers, advanced propulsion induction motors, dc zonal distribution loads, and
other auxiliary loads which are shown in Fig. 1. All prime mover power is first converted
into electric power, and then it is distributed and allocated between propulsion, pulsed
power weapons, ship service power and other electrical loads as required. In order to
study the proposed controller, a scaled down testbed is needed. In the laboratory setup,
four parts (power generation, Propulsion loads, DC zonal loads and excitation system) are
implemented. The detailed implementation can be found in [25].
In the laboratory setup, a small-scale power generation system is used to emulate
the gas turbine-generator sets of the electric ship. This small-scale system consists a
three-phase 60Hz 5kVA synchronous generator coupled to a 15kW dc motor to supply
mechanical torque.
In the notional electric ship, a propulsion system consists of a transformer, a
rectifier, an inverter, and a propulsion motor [1]. In the laboratory setup, a 2.65kW
resistive load in the dc side is used to emulate the load impact of the propulsion motors
on the IPS.
In the laboratory setup, a diode rectifier is used along with a passive filter to
realize the power conversion model and three IGBT-controlled resistive loads are used to
represent three different energy-level loads on the dc side (2.65kW, 5.29kW, 5.29kW).
In the laboratory setup, the proposed excitation system is simplified so that some
parts such as the power system stabilizer and under-excitation limiter are not considered.
A simple functional block diagram for the excitation controller is shown in Fig. 2.
As is shown in Fig. 2, Vs* is the rms terminal voltage reference of the synchronous
generator and Vs is the measured value. The subtraction of Vs* and Vs produces error
voltage signal, which is amplified in the regulator. The overall equivalent gain and the
time constant associated with the regulator are simulated by Ka and Ta, respectively. The
time constants, Tb and Tc, may be used to model equivalent time constants inherent in the
voltage regulator. Vr,max and Vr,min defines the maximum and minimum voltage regulator
output respectively [13]. In this case, the key element in the design of the optimal
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excitation controller is finding the optimal controller parameters (Ka, Ta, Tb and Tc) to
provide optimal performance during the pulsed loads.
In the laboratory setup, the excitation controller consists of a sensor board, an
A/D conversion board, a MSK2812 DSP board consisting of the TMS320F2812
processor, and a D/A conversion board. The A/D conversion board receives terminal
voltage signal form the sensor board and output digital signal to the central controller.
The D/A conversion board receives the PWM signals from the central controller and
outputs them to the IGBTs. The field of the synchronous generator is connected with a
four-quadrant PWM dc drive. The field voltage is regulated by a central controller
through switch on and off the IGBTs.
In this paper, an online optimal excitation design approach is presented. Here
‘online’ means that the parameters of excitation controller are determined via iterative
approach, in other words, in an incremental manner, using the optimal SPPSO algorithm.

3.

IMPLEMENTATION OF AN ONLINE SPPSO BASED OPTIMAL
EXCITATION CONTROLLER
A.

SPPSO Algorithm

Particle swarm optimization is widely used in electric power systems today [14][19], and SPPSO is a variant of PSO developed for quasi-online applications by Das and
Venayagamoorthy [10]. SPPSO has two distinguishing features from the standard PSO.
The first feature is the use of a small population, which means fewer fitness evaluations
compared to the standard PSO. Fitness evaluations are found to be most computational
expensive task in the optimization process, especially when it comes to power system
applications. The other feature of the SPPSO algorithm is the regeneration concept,
which addresses the problem of particles getting trapped in local minima, and not finding
the global optimum. The velocity and position update equations of the particles in SPPSO
are the same as that of the standard PSO, and are given by (1) and (2) respectively.

vi ( k

xi ( k

1 ) w vi ( k )

1)

c1 rand1

xi ( k )

Pbest ( k )

vi ( k 1 )

x (k )

c2 rand2

Gbest x ( k )

(1)
(2)
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where w is the inertia constant, c1 and c2 are two positive numbers referred to the
cognitive and social acceleration constants, and rand1and rand2 are two random numbers
with uniform distribution in the interval [0,1]. The values of w, c1 and c2 are kept fixed at
0.8, 2.0 and 2.0 [19]. The movement of a SPPSO particle in two dimensions is illustrated
in Fig. 4. Pbest is a particle’s best position and Gbest is the best global position in the
swarm.
Every M iterations, the position and velocity for R out of 5 particles is regenerated
in the case of the SPPSO algorithm. The new position and velocity is obtained from a
random uniform. Prior to regeneration, the Pbest and Gbest are updated. The number of
particles to be regenerated and at what frequency is explained for the online controller
development problem in Section 3C.
B. On-line Optimal Controller Design using SPPSO
The procedure for the online design of an optimal excitation controller is
illustrated in the flowchart given in Fig. 5. Positions and velocity of N particles are
randomly initialized. According to [10] and [19], N is set to be 5 and 20 for SPPSO and
PSO algorithms, respectively.
In the excitation control loop of Fig. 2, the proportional gain Ka, and time
constants Ta, Tb, and Tc have to be carefully tuned to provide satisfactory performance
under both normal and pulsed load conditions. The objective of the SPPSO algorithm is
to find these parameters in order to restore and stabilize the generator’s terminal voltage
quickly; especially after pulsed loads of different magnitudes and durations. Most
objective functions used for excitation controllers design in literature is function of the
settling time, rise time and overshoot. In this paper, the objective function associated with
the controller performance is obtained by calculating the transient response area, given by
(3) [20], [21]. This can be used as a fitness function to guide search algorithms to find the
corresponding controller parameters that provide the desirable time response
characteristics such as rise time, overshoot and settling time. In other words the
parameters that results in the minimum transient area can be found.

Fitness

1n
2i 1

Vs* -Vs i

2

Vs* -Vs i 1

2

t

(3)
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where
V*s

reference terminal voltage value;

k

sampling instant;
t

sampling interval;

Vs

measured terminal voltage;

A sampling frequency of 500Hz and a sampling window of 1s is used in carrying the
fitness evaluation.
Due to the high computational overhead involved in computing the square root
function on a digital signal processor, (3) is modified to (4) for the controller design. The
term (i t) is a weighting factor that puts an increasing penalty as oscillations persist for a
longer time; thus guiding the search algorithm to minimize the settling time of the system
oscillations in addition to the maximum overshoot after a disturbance.

Fitness

1n
Vs* -Vs i
2i 1

2

Vs* -Vs i 1

2

i t t

(4)

In hardware, the pulsed load magnitudes and duration used in controller
development and evaluation phases are shown in Table 1. Two pulsed loads, which are
labeled “Search” in Table 1, are applied to serve as disturbance to system when both PSO
and SPPSO algorithms are searching for optimal parameters. After the optimal
parameters have been obtained, eleven other different pulsed loads are used to evaluate
the performance of the optimal controller, which are labeled as “Evaluate”.
C. ‘Optimal’ SPPSO for Excitation Controller Development
To maximize SPPSO performance for online tuning of controller parameters,
careful selection of the number of particles to be regenerated, R and frequency M (the
number of iteration interval for regeneration) is critical. R and M are determined in this
study using a Matlab and Simulink/SimuPowerSystem implementation (Fig. 6) of the
electric ship power system model in Fig. 1. In order simulate ship’s acceleration
characteristic, a variable load is used to simulate the propulsion loads. The propulsion
load is gradually changed from 1.65kW to 2.65kW during the pulsed load application. In
this case, the operating point of the IPS is changing which makes the simulated operating
conditions closer to ship’s real operation conditions. A pulsed load of 5.29kW with 0.75s
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duration is used for tuning controller parameters. Fitness evaluation is carried out using
(2).
In order to analyze the R and M parameter sensitivity, the range of the parameter
R is from 1 to 5 with a step of 1, and the possible values for M are selected to be 5, 10
and 20, based on experience that most improvements with the standard PSO takes place
in the first 10 to 20 iterations. Therefore, there are totally 15 combinational studies with
the different values of R and M. The optimal values of R and M are obtained based on
average fitness computed over 50 trials, and each trial has 100 iterations. The average
performance is shown in Figs. 7 to 11 for different values of R. It is clearly shown that
the lowest fitness is achieved with M = [5, 5, 10, 20, 20] for

R = [1, 2, 3, 4, 5]

respectively, which is summarized in Fig. 12. The number of fitness evaluation for 5
particles in 100 iterations is 500. Therefore, the total number of regeneration for each
combination study is shown in Table 2. For example, when R = 1 and M = 5, there are 20
regenerations taking place, which is 4% of the total 500 fitness evaluations. It is clearly
shown that the best performance is observed when the regeneration percentage is in range
of 4% to 8% of the total fitness evaluations.
The best average performance evaluated using the average fitness function is
obtained when the numbers of particles to participation in the regeneration process is two,
and frequency of regeneration is five. Two particles are chosen at random every five
generations, and positions and velocities are randomized from a uniform distribution.
Therefore, for the online development of the optimal excitation controller, both in
simulation and laboratory implementation studies, the ‘optimal’ SPPSO has R set to two
and M set to 5.
A statistical analysis based on standard deviation is used to evaluate the
convergence for PSO and SPPSO using the standard deviation, defined as (5).

ave

1
n

n

Fi
i 1

Fave

2

(5)
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where i = 1 for the first trial, 2 for the second trial, and so on, n = total number of trials
which is 30, Fave = average best fitness over 30 trials, and Fi, = the ith trial best fitness
value.
As is shown in Figs. 7 to 11, the average performance of PSO is better than
SPPSO, which means PSO has better exploitation capability than SPPSO. Using (5), the
standard deviation is 0.00577 and 0.0037 for PSO and SPPSO, respectively. It is clear
that SPPSO’s accuracies around their corresponding average solution are higher than
PSO’s. Furthermore, since the particle population for PSO is 20 and the search is over
100 iterations, the total number of fitness evaluations for PSO is four times more than
that with SPPSO. Therefore, it is clearly shown that SPPSO overcomes the local
minimum trapping problem with much less fitness evaluations, in other words in a shorter
time.

4.

ONLINE CONTROLLER DEVELOPMENT RESULTS
The SPPSO and PSO algorithms for comparison purposes have been implemented

on two platforms: i) Simulation based on Matlab/Simulink/SimuPowerSystems; and
ii) a laboratory hardware system. In order to minimize the effects of the randomness in
the search algorithms, SPPSO and PSO start with the same initialization. This is true for
population size of SPPSO. The search space boundaries and limits are the same for the
positions and velocities of the particles. The two algorithms are allowed the same number
of fitness evaluations, in other words the respective number of iterations is fitness
evaluations allowed divided by the population size. The following subsections present
results obtained from the simulation and hardware implementations.
A. Matlab Simulation
The SPPSO and PSO algorithms based online controller design are carried out for
30 trials. At the end of the 30 trials, two best particles (Gbest solutions) are chosen as the
parameters for the SPPSO based controller and PSO based controller respectively. A pole
placement based controller design is also carried out in this study for comparison with
online heuristic approaches [2]. A first order generator model is obtained with gain taken
0.7012 and the time constant taken 0.274 while assuming negligible amortisseur effects
[22], [23]. Voltage overshoot of at least 1-20% and 2s total voltage recovery time is
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anticipated with the pole-placement method, although the voltage rise time can be less
than 1s [2]. The range of damping ratio can be from 0.456 to 0.8261 [24]. For the study in
this paper, damping ratio is chosen to be around 0.707. And parameters obtained by pole
placement, SPPSO and PSO methods are shown in Table 3.
A performance comparison of the three controllers above is shown in Fig. 13. In
Fig. 13 (a), the start-up performance comparison is shown. The overshoot of poleplacement based controller is 12.2% and the 2% settling time is 0.52s, which meets the
design requirements. In Fig. 13 (b), a performance comparison is shown under a 5.29kW,
0.75s duration pulsed load. It is clear that the performance of the SPPSO based controller
is comparable to the performance of PSO based controller, which means both can
perform good exploitation. However, according the standard deviation of the fitness
values, SPPSO has a consistent convergence around the same average value while PSO
has a better exploitation capability.
B.

Hardware Results

A MSK2812 DSP with 150MHz clock frequency and laboratory setup described
in Section 2 is used to implement the ‘optimal’ SPPSO and PSO algorithms for online
excitation controller development. The parameters of the excitation controllers found by
SPPSO and PSO algorithms are shown in Table 4. These parameters are obtained based
on the global best fitness over 40 iterations and 10 trials. The convergence of the SPPSO
and PSO algorithms during the search is shown in Fig. 14. This figure shows the fitness
convergence of SPPSO and PSO versus iterations averaged over ten trials. The fitness has
been normalized. As is shown in Fig. 14, the SPPSO attains convergence on average in
the first set eleven iterations (55 fitness evaluations) while PSO attains in the first nine
iterations (180 fitness evaluations). The comparative performance for all data sets (search
and evaluate) of the SPPSO and PSO design based excitation controllers in terms of the
time domain responses (settling time and maximum overshoot) is shown in Table 5. For
settling time calculation, because it is hard to compare settling time to within 2% of the
reference value, the settling time is computed for oscillation constrained to the range 228V to 232V, which is 0.87%. Typical time domain responses for different pulsed loads
are shown in Figs. 15 to 17. It can be observed clearly that the damping provided by the
‘optimal’ SPPSO based controller is better than that of PSO in terms maintaining a
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smaller overshoot and a faster settling time. In addition, it can be seen that variations in
the field voltage and current is minimized faster by SPPSO controller. This means heat
losses are reduced in the field circuit and extended life. Fig. 18 shows typical magnitudes
of overshoots and settling times for pulsed loads of different magnitudes and durations
when the excitation controller parameters are found using the ‘optimal’ SPPSO and PSO
algorithms. Again, it is clear that ‘optimal’ SPPSO finds a better set of parameters.
C. Computation Overhead and Summary
As is shown in Fig. 14, SPPSO and PSO algorithms attend the same fitness after
11 and 9 search iterations, respectively. With 40 iterations allowed online for the search,
it is clear that no significant improvements can result. A computational time analysis
taking the stalling of fitnesses after 11 and 9 iterations with SPPSO and PSO,
respectively, is presented in Table 6. The code execution time per particle for SPPSO and
PSO are of the same order and comparable. However, the SPPSO algorithm on overall is
at least three times faster than the PSO. Reconfiguration of parameters of an excitation
controller within seven minutes is preferred to over 22 minutes for mission critical
application on a Navy’s electric ship. An overview comparison of SPPSO and PSO
algorithms for the online development of optimal excitation controller for electric ship is
given in Table 7.

5. CONCLUSION
An online optimal excitation controller using ‘optimal’ SPPSO algorithm has
been proposed and demonstrated on two platforms of a Navy’s electric ship power
system, namely, a Matlab/Simulink simulation and on an laboratory scaled down power
system. The objective for the SPPSO algorithm based controller design is to minimize the
voltage deviations at the generator terminals when pulsed loads are directly energized by
shipboard power system, thus reducing energy storage devices capacity. The SPPSO
algorithm based controller development has numerous advantages for time critical tuning
including optimal oriented, no generator parameters needed and no human involved. The
number of particles to participate in the regeneration process and the frequency at which
they do have been determined to provide the most effective SPPSO algorithm for online
controller tuning.
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Matlab simulation results show that SPPSO has consistent convergence around
the average value although PSO has a better average value. SPPSO based design can
greatly reduce search time which means less number of fitness evaluations to find good
controller parameters. This translates to less strain on the machine rotor and extended
life. Parameters obtained from the ‘optimal’ SPPSO algorithm can restore and stabilize
the terminal voltage effectively and very quickly after high-power pulsed loads are
experienced. Therefore, the SPPSO has potential for time critical controller tuning and
reconfiguration.
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Fig. 1. Simplified power system of an electric ship.

v fd ,max
Vs*

1 + s Tc
1+ s Tb
Vs

Ka
1+ s Ta

v fd

v fd ,min

Fig. 2. Simple functional block diagram for synchronous machine excitation control
system.
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Fig. 3. Laboratory hardware setup of a scaled down electric ship power system and the
excitation controller design using SPPSO.

Fig. 4. Movement of a SPPSO particle in two dimensions from one instant k to another
instant k+1.
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Fig. 5. Flowchart of the SPPSO based design
of an optimal excitation controller.
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Fig. 6. Test ship power system for Matlab implementation
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Fig. 7. Average performance of M when R is set to be 1.

Fig. 8. Average performance of M when R is set to be 2.
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Fig. 9. Average performance of M when R is set to be 3.

Fig. 10. Average performance of M when R is set to be 4.
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Fig. 11. Average performance of M when R is set to be 5.

Fig. 12. The best M value for different R values.
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(a)

(b)
Fig.13. The performance comparison of pole-placement, PSO and SPPSO based
controllers based on Matlab simulation. (a) start up performance, (b) under 5.29kW and
0.75s duration pulsed load
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Fig. 14. Average fitness of the best particle in SPPSO and PSO during 40 iterations

(a)
Fig 15. 2.65kW and 0.4s duration with (a) terminal voltage, (b) field voltage, (c) field
current
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(b)

(c)
Fig 15. (Continued) 2.65kW and 0.4s duration with (a) terminal voltage, (b) field voltage,
(c) field current
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(a)

(b)

(c)
Fig 16. 5.29kW and 0.2s duration with (a) terminal voltage, (b) field voltage, (c) field
current
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(a)

(b)

(c)
Fig 17. 13.23kW and 0.2s duration with (a) terminal voltage, (b) field voltage, (c) field
current
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(a)

(b)
Fig 18. Controller performance analysis with different load value and different duration
(a) settling time performance, (b) overshoot performance

66

Table 1. Pulsed Load Training and Testing Sets
Duration

100 ms

200 ms

400 ms

1000 ms

2.65 kW

Test

Test

Test

Test

5.29 kW

Test

Test

Test

Training

7.94 kW

Test

Test

Training

13.23 kW

Test

Test

Pulsed load
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Table 2. Value of the Parameters for the Sensitivity Analysis
R
M
No. of regeneration

R=1

R=2

R=3

R=4

R=5

20

40

60

80

100

4%

8%

12%

16%

20%

Percentage of No. of
M=5

regeneration among
total evaluation
Best average fitness

16.4 e

15.1 e 19.0 e 17.0e- 19.5e-

value

-3

-3

-3

3

3

No. of regeneration

10

20

30

40

50

2%

4%

6%

8%

10%

Percentage of No. of
M = 10

regeneration among
total evaluation
Best average fitness

16.7 e

15.2 e 15.2 e 16.8 e 18.0e-

value

-3

-3

-3

-3

3

No. of regeneration

5

10

15

20

25

1%

2%

3%

4%

5%

Percentage of No. of
M = 20

regeneration among
total evaluation
Best average fitness

16.8 e

value

-3

18.0 e 15.8 e 16.5 e 17.7e-3

-3

-3

3
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Table 3. Parameters of the Excitation Controllers

Pole-

Ka

Ta

Tb

Tc

885.609

0.001

2.356

0.268

398.524

0.998

0.0001 0.467

placement
PSO
SPPSO

423.354 0.0001

2.265

0.87

Table 4. Parameters of the Excitation Controller
KA

TA

TB

TC

PSO

4425.003

0.119

0.695

0.631

SPPSO

4021.027

0.024

0.444

0.375
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Table 5. Comparative Performance of the Excitation Controller
Setting

Maximum

Time

Overshoot

ts (s)

(%)

Pulsed load = 2.65KW;

SPPSO

0.52

2.55

Duration = 1s

PSO

0.73

5.77

Pulsed load = 2.65KW;

SPPSO

0.34

2.19

Duration = 0.4s

PSO

0.59

5.37

Pulsed load = 2.65KW;

SPPSO

0.15

1.63

Duration = 0.2s

PSO

0.39

5.08

Pulsed load = 2.65KW;

SPPSO

0.13

1.60

Duration = 0.1s

PSO

0.36

5.05

Pulsed load = 5.29KW;

SPPSO

1.13

5.10

Duration = 1s

PSO

1.10

6.62

Pulsed load = 5.29KW;

SPPSO

0.75

3.61

Duration = 0.4s

PSO

0.91

5.86

Pulsed load = 5.29KW;

SPPSO

0.51

2.60

Duration = 0.2s

PSO

0.68

5.34

Pulsed load = 5.29KW;

SPPSO

0.28

1.91

Duration = 0.1s

PSO

0.59

5.11

Pulsed load = 7.94KW;

SPPSO

0.91

4.59

Duration = 0.4s

PSO

0.91

6.32

Pulsed load = 7.94KW;

SPPSO

0.75

3.36

Duration = 0.2s

PSO

0.76

5.74

Pulsed load = 7.94KW;

SPPSO

0.44

2.29

Duration = 0.1s

PSO

0.65

5.15

Pulsed load = 3.23KW;

SPPSO

0.82

3.85

Duration = 0.2s

PSO

0.82

5.95

Pulsed load = 3.23KW;

SPPSO

0.60

2.67

Duration = 0.1s

PSO

0.72

5.35
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Table 6. Computation Time Comparison of SPPSO and PSO
SPPSO
Particle population

PSO

5

20

0.024s

0.022s

7.4s

7.4s

37.12s

148.44s

Training iterations

11

9

Total training time

6min48s

22m16s

Code time for each
particle
(one iteration)
Evaluating time for
each particle
(one iteration)
Time cost for one
interation
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Table 7. An Overview Comparison of SPPSO and PSO Based Controller
SPPSO

PSO

Better

Good

The average
performance of
Convergence
Medium, “20

Storage space

Small, only “5

particles

particles position and

position and

velocity”

velocity are
needed”

Because of small
population, SPPSO
Time consuming

could get good

Medium

results using less
time than PSO
Small,
Computational

Small, mainly “+, -,

mainly “+, -,

Complexity

× operation”;

×
operation”;

Low. Ease to
implement.
Many
microcontrollers such
Hardware

as PIC, DSP are

Same as

demand

available to be

SPPSO

implemented on;
No extend memory
needed for most
cases.
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3. AIS-BASED COORDINATED AND ADAPTIVE CONTROL OF GENERATOR
EXCITATION SYSTEMS FOR AN ELECTRIC SHIP

Chuan Yan, Ganesh K. Venayagamoorthy, Senior Member, IEEE, Keith Corzine,
Senior Member, IEEE

Abstract - An artificial immune system (AIS) based control of generator
excitation systems for the Navy’s electric ship is presented in this paper to solve power
quality problems caused by high-energy loads such as direct energy weapons. The
coordinated development of the AIS controllers mainly consists of two parts – an innate
immunity (optimal) and adaptive immunity. The parameters of the controllers for the first
part, to provide optimal performance, are determined simultaneously using the particle
swarm optimization (PSO). For dramatic changes in the ship power system, an adaptive
control based on the immune system feedback law is developed. The feedback law adapts
the controllers’ parameters only during transient disturbances. Post-disturbance, the
controllers’ parameters are restored to their innate values. A real-time ship power system
and the proposed AIS control of all excitation systems have been implemented on a realtime digital simulator (RTDS) and DSP, respectively. Results from the hardware-in-theloop studies show that the AIS controllers can provide effective control of all generators’
terminal voltages during pulsed loads, restoring and stabilizing them quickly.

Index Terms - Automatic voltage regulator (AVR), artificial immune system
(AIS), electric ship, pulsed load.

I. INTRODUCTION
The future Electric ships power system is based on the integrated power system
(IPS) architecture consisting of four parts: power generation, propulsion systems,
hydrodynamics, and DC zonal electric distribution system (DC-ZEDS), all of which
provide benefits on flexibility,

survivability, capability for high energy loads and
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maintainability [1]. In order to maintain power quality in IPS, immediate energy storage
devices with their corresponding charging systems are proposed to make the pulsed
power required compatible with the supply system [1]. However, this will increase the
system cost and demand larger ship space. The excitation control is one of the most
effective and economical techniques to stabilizing the terminal voltage of the
synchronous generators. An optimally tuned excitation system offers benefits in overall
operating performance during transient conditions caused by system faults, disturbance,
or motor starting [2]. In order to optimize them, many algorithms are extended to the
design of the optimal excitation controller for the synchronous generators. Two methods
are predominantly used, one being the pole-placement method and the other being the
cancellation approach [2, 3]. However, transfer function and parameters of machines are
needed. And they are not optimal oriented. In [4], Lyapunov’s direct method has been
used to optimize excitation controller. But again, machine parameters are needed.
Recently, computational intelligence methods are widely used in optimizing
excitation controllers such as fuzzy set theory [5], particle swarm optimization (PSO)
theory [6], and online trained neurocontroller [7, 8] all of which have good performance
at maintaining the terminal voltage. However, computational intelligence (CI) based
controller designs use fitness functions mainly based on rise time, settling time and
overshoot. Reactive power control in a multimachine power system is essential for
improved system performance and minimization of power losses. Besides, an optimal
excitation controller developed using CI techniques can only provide optimal
performance for the range of operation conditions considered in the design, however, its
performances degrades when the operation condition changes. Therefore, adaptive
excitation controllers are used [9, 10]. Furthermore, the design of multiple excitation
controllers to provide optimal performance with changing operating conditions is a
challenging task, and critical for Navy applications. This requires coordinated
development of the excitation controllers and adaptive online-operation.
In this paper, an artificial immune system (AIS) based control of excitation
controllers for the electric ship is presented. There are two parts in the AIS-based
excitation control design, namely innate immunity and adaptive immunity. The
parameters of the controllers for the first part, to provide optimal performance, are
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determined simultaneously using the particle swarm optimization (PSO). For dramatic
changes in the ship power system, an adaptive control based on the immune system
feedback law is developed. The feedback law adapts the controllers’ parameters only
during transient disturbances. Post-disturbance, the controllers’ parameters are restored to
their innate values. A ship power system, consisting of four generators, and the proposed
AIS control of all excitation systems have been implemented on a real-time digital
simulator (RTDS) and DSP, respectively. Results of the hardware-in-the-loop (HIL)
studies are presented to show that four AIS controllers can provide effective control of
voltages on the ship power system during pulsed loads, restoring and stabilizing them
quickly.
The rest of the paper is organized as follows: Section II describes the ship power
system; Section III provides a detailed description of the AIS-based excitation control
development; Section IV presents the HIL results and finally, Section V provides a
conclusion.

II. EXCITATION CONTROL SYSTEM ON AN ELECTRIC SHIP
A. Integrated Power System (IPS) for the Electric Ship
The power system of the all-electric ship system mainly consists of two 36MW
main turbine generators (MTGs), two 4MW auxiliary turbine generators (ATGs), two
36.5MW advanced induction motors (IM), ship service loads, pulsed loads and other
auxiliary loads [1]. In this system, four 2MW DC zonal loads and two pulsed loads
namely rail gun with 40MW and 0.75s duration and EM launcher with 10MW and 3s
duration are implemented as are shown in Fig. 1 [11].
B. Excitation System
The ship power system is a small isolated power system. The transmission
distance is too small so that the inductance could be neglected. In this case, the terminal
voltage of four generators is the same, which means all four excitation controllers are
coordinated with the same input. For reducing maintenance, all four generators are
equipped with brushless exciters [12]. The excitation is controlled by an automatic
voltage regulator (AVR) that senses the terminal voltage of the generator and compares it
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with a reference value in order to regulate terminal voltage of generators. A simplified
AVR block diagram is shown in Fig. 2 [13].
As is shown in Fig. 2, Vs* is the rms terminal voltage reference of the
synchronous generator and Vs is the measured value. The rms line-to-neutral terminal
voltage is calculated in terms of instantaneous quantities using
Vs

vas2

vbs2

vcs2

(1)

3

The subtraction of Vs* and Vs produces error voltage signal, which is amplified in
the regulator. The overall equivalent gain and the time constant associated with the
regulator are simulated by Ka and Ta, respectively. The time constants, Tb and Tc, may be
used to model equivalent time constants inherent in the voltage regulator. Vr,max and Vr,min
defines the maximum and minimum voltage regulator output respectively [13].

DC Zonal Loads

BUS 1

BUS 7

BUS 8

2MW

DC Zonal Loads
2MW

36MW

4MW
10 MW 3s Duration
EM Launcher

MTG1

Pulsed
Load 2

BUS 6

BUS 2

36.5MW

ATG2

36.5MW

PM1

PM2

BUS 3

BUS 5

4MW

36MW
BUS 4

ATG1
DC Zonal Loads

MTG2
DC Zonal Loads

2MW
Pulsed
Load 1

2MW

40 MW 0.75s Duration Rail Gun

Fig. 1. IPS of an electric ship. (ATG: auxiliary turbine generator; MTG: main turbine
generator; PM: Propulsion motor)

76

Vs*

1 + s Tc
1+ s Tb

Ka
1+ s Ta

Vs

Fig. 2. Laboratory setup of the hardware in loop devices including RTDS and DSP.

C. Hardware-in-the-Loop Laboratory Setup
In order to validate the proposed AIS excitation controls, a detailed model of an
electric ship IPS is simulated in real-time on a RTDS which can replicate the dynamics
almost as close as the physical ship power system. The RTDS is equipped with D/A cards
and A/D cards with a range from -10V to +10V. AIS controllers are implemented on an
Innovative M67 DSP. A HIL system between the RTDS and the DSP is built as shown in
Fig. 3 is developed. This is realized using the RTDS 16-bit D/A cards to send the four
generators’ terminal voltage and reactive power signals to the DSP 16-bit A/D cards at a
1 KHz sampling frequency. The digital excitation controllers of the four generators are
implemented on the DSP. The DSP 16-bit D/A cards send calculated field voltages for
the respective generators to RTDS 16-bit A/D cards at a 1 KHz sampling frequency.

Fig. 3. HIL laboratory setup including RTDS and DSP.
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III. AIS BASED EXCITATION CONTROLLER
A. Biological Immune System and Artificial Immune System
Biological immune system of human beings is a complex adaptive system that has
evolved in interaction of various cells to protect them from invading pathogens. Antigen
presenting cells (APC) identifies the invading antigen, and activates CD4+T cells to
clone and differentiate into activated helper T cells (TH Cell), which stimulate the B
Cells. Then B Cells will produce antibody (Ab) to kill antigens. When the number of
antigens is reduced, Suppressor T cells (TS Cell) are activated to suppress the action of
TH Cell. The process of the biological immune system is illustrated in Fig. 4 [14-18].

Fig. 4. Schematic showing the process in a typical biological immune system

The AIS is a biologically motivated information processing system, which has
many superior characteristics in optimization, such as flexible adaptability, clone
selection, pattern recognition and distributed multi-level structure [17]. There are two
parts in an AIS-based controller design, namely innate immunity and adaptive immunity
which are described in following two subsections. The innate immunity provides optimal
control with the fixed parameters and the adaptive immunity provides adaptive control
with parameter variation.
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B. AIS Based Excitation Control: Innate Immunity Design
The innate immunity for excitation systems requires optimal controllers. In this
paper, particle swarm optimization is used to find the optimal AVR parameters. PSO is a
swarm intelligence technique (a search method based on nature inspired systems). It is an
efficient method for solving complex nonlinear optimization problems [19-22] and has
been widely used in power electronics applications to power systems [23-26]. PSO
initially has a population of random particles which are given some random positions and
velocities in the search space. The particles have memory which is used to keep track of
their previous best position local best (Pbest) and the corresponding fitness. The swarm
has a memory which is used to keep track of best value of all Pbest. The search process is
aimed at accelerating each particle towards its Pbest and the swarm’s global best (Gbest).
The velocity and position update equations of the particles are given by

vi ( j

1)

w vi ( j)

c1 R1

Pbest ( j )

G best

x j

c2 R2

xi j 1

xi j

vi j 1

x( j)

(2)

(3)

where i is the particle number, w is the inertia constant, c1 and c2 are the cognitive
and social acceleration constants respectively, and R1and R2 are two random numbers
with uniform distribution in the interval [0,1].
Due to the symmetry of the IPS, two excitation controllers’ parameters for the
main generators are the same and likewise those of the two auxiliary generators.
Therefore, two AVRs consisting of eight parameters are to be the PSO particle
dimensions. The detailed procedure for the development of optimal excitation controllers
is given in below.
Initialization: Randomly initialize a population N of particles positions and
velocity. To have a fast PSO search performance, in the laboratory setup, N is set to be 30
and the values of w, c1 and c2 are kept fixed at 0.8, 2.0 and 2.0 [27]. The initialization
range for parameters is obtained by trial and error which can make system stable. Ka is
from 0 to 1000; Ta ranges from 0 to 2; Tb ranges from 0 and 20; Tc ranges from 0 to 5.
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Evaluation: In the excitation control loop of Fig. 2, the proportional gain Ka and
time constants Ta, Tb and Tc have to be carefully selected to provide satisfactory
performance under normal and pulsed load conditions. The objective of the PSO
algorithm is to find these parameters in order to restore and stabilize the terminal voltage
quickly; especially after pulsed loads of different magnitudes and durations.
Most objective functions used for excitation controllers design in literature
involve settling time, rise time and overshoot [18, 28]. The area under the voltage curve
during and post-pulsed load can be calculated using (4). This can be used as a fitness
function to guide the PSO design process to minimize the time response characteristics
such as rising time, overshoot and settling time.

Fitness

1 n
{ [Vs* Vs (k )]2 [Vs* Vs (k 1)]2 } t
2k 1

(4)

where
V*s

reference terminal voltage value;

k

sampling instant;
t

sampling interval;

Vs

measured terminal voltage;

However, it is possible that some generators can output negative reactive power
while the others output positive reactive power if terminal voltage is the only factor
considered during tuning excitation controllers. In this case, the current in the
transmission line could be much higher, which means thicker wire and more heat.
Therefore, a fitness function (5) which involves both terminal voltage and reactive power
is preferred.

Fitness

1 n
{ [Vs* Vs (k )]2 [Vs* Vs (k 1)]2 } t
2k 1
QMTG1

QMTG2

QATG1

QATG2

(5)
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where
QMTG1

reactive power of MTG1 in steady state;

QMTG2

reactive power of MTG2 in steady state;

QATG1

reactive power of ATG1 in steady state;

QATG2

reactive power of ATG2 in steady state;

Update: The position and velocity of the ith particle is updated using (2) and (3).
In order to tune AVR parameters, three different kinds of pulsed loads are
applied. The first one is a 40MW pulsed load with 0.75 second duration; the second one
is a 10MW pulsed load with 3 seconds duration; the third one is an overlap of the first
two pulsed loads. In this case, the ship excitation controller will achieve an innate
immunity toward these three pulsed loads or some pulsed loads close to this range.
C. AIS Based Excitation Control: Adaptive Immunity Design
From the previous section, all innate immunity parameters (Ka_main, Ta_main, Tb_main,
Tc_main, Ka_aux, Ta_aux, Tb_aux, Tc_aux) are found using PSO. Based on them, the adaptive
immune controller is designed. The input of the AIS controller is the deviation of the bus
voltage V(k) at time instant k, which can be regarded as the antigens. The objective of
AIS is to minimize the antigens. Therefore, it activates helper T cells to eliminate
antigens. The mathematical representation of this process can be shown using (6):

TH (k )

m1

V (k )

(6)

where
m1

stimulating factor of the helper T cells;

In order to balance AIS and suppress the action of TH cells, the TS cells are
introduction, which mathematical representation is shown in the (7).

TS (k )

m2

Vb (k ) exp

Vb (k )
Vb (k 1)

where
m2

suppressor factor of the suppress T cells;

The B cells activated by TH cells and TS cells can be represented as (8).

(7)

81

B(k )

TH (k ) TS (k )

(8)

Biological immune system cannot only defend invading antigens but also have a
killing effect on self-antigens when the immune responses are inappropriately too high or
too low [14]. Therefore, a limitation function is added and the antibody can be
represented as (9).The upper limit value and lower limit value are the upper range and
lower range of initialization range of parameters respectively.

Ab (k )

Limitation IN

B (k )

(9)

where
IN

Innate immunity parameter value;

Since there are four excitation controllers on the ship power system, four AIS
controllers has been implemented. The schematic of the AIS controller for ship power
system could be shown in Fig.. 6. In Fig. 6, the input for AIS controller of MGT1, MGT2,
AGT1 and AGT2 are the deviation terminal voltage (pu) of bus 1, 5, 3 and 7 respectively.
Since two main generators should perform the same as well as two auxiliary generators,
the innate immunity parameters and their constrains for AIS controller for MTG1 and
MTG2 are the same, as well as those of AIS controller for ATG1 and ATG2.
In this paper, PSO has been employed for tuning all eight TS scaling factors (m2,
m4, m6, m8, m10, m12, m14, m16) and eight TH scaling factors (m1, m3, m5, m7, m9, m11, m13,
m15). The detailed tuning process is shown in Fig. 5.

82

Fig. 5. Schematic of AIS controller tuning process using PSO.
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Fig. 6. Schematic of AIS based excitation controller for ship power system.
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IV. RESULTS
A. AIS Based Excitation Control: Innate Immunity
To verify the effectiveness of the presented fitness function for the PSO based
optimal excitation controller, two case studies have been made.
Case One Study: Case one study uses PSO with fitness function (4) to tune the
excitation controllers while the parameters of excitation controllers for two main
generators are not set to be same, as well as those for two auxiliary generators. The
results of case one study under a 40MW and 0.75s duration pulsed load are shown in
Figs. 7 to 11. Terminal voltage for four generators is shown in Fig. 7. The field voltage
and current are shown in Fig.8 and 9 respectively while the active power and reactive
power for four generators are shown in Figs.10 and 11 respectively. In Figs.8 and 9, field
voltage and field current for four generators are different with each other, which lead to
different reactive power. In this case, although the terminal voltage shows a good
performance, the power system is not balanced. Some machines work in a heavy duty
while others not, which is not desired. Therefore, it is necessary to set excitation
controllers for two main generators to be the same, as well as those for two auxiliary
generators. In Fig.11, because of no reactive power constrains, although the terminal
voltage perform good and the active and reactive loads are constant, auxiliary generator 2
is absorbing reactive power, which means other generators need to send more reactive
power. In this case, the current on the transmission line will be higher and the heat and
power loss will be more. Therefore, reactive power must be taken into consideration in
the fitness function. The tuned parameters of four excitation controllers for case one
study are shown in Table 1.

Table 1. Parameters of the Optimal Excitation Controllers Using (4)

Ka
Ta
Tb
Tc

Excitation
controller for
MTG 1
430.422
0.0675
16.603
1.010

Excitation
controller for
MTG 2
676.4943
0.001
10.515
1.000

Excitation
controller for
ATG 2
594.107
0.230
10.000
1.000

Excitation
controller for
ATG 2
301.825
0.574
10.000
1.000
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Fig. 7. Terminal voltage using PSO based optimal excitation controller and (4) under a
rail gun load.

Fig. 8. Field voltage using PSO based optimal excitation controller and (4) under a rail
gun load.
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Fig. 9. Field current using PSO based optimal excitation controller and (4) under a rail
gun load.

Fig. 10. Active power using PSO based optimal excitation controller and (4) under a rail
gun load.
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Fig. 11. Reactive power using PSO based optimal excitation controller and (4) under a
rail gun load.
Case Two Study: Case two study uses PSO with fitness function (5) while the
parameters of excitation controllers for two main generators are set to be the same, as
well as those for two auxiliary generators. The results of case one study under a 40MW
and 0.75s duration pulsed load are shown in Figs. 12 to 16. Both case one and two
employs PSO to tune the parameters with the same particle number, iterations and
initialization, which are given in Section III. Terminal voltage for four generators is
shown in Fig. 12. The field voltage and current are shown in Figs. 13 and 14 respectively
while the active power and reactive power for four generators are shown in Figs. 15 and
16 respectively. And in Fig. 16, all reactive power for four generators is positive and the
system is balanced. Therefore, fitness function (5) is preferred. The tuned parameters of
four excitation controllers for case two are shown in Table 2.

Table 2. Parameters of the Optimal Excitation Controllers Using (4)
Excitation controller for
MTG 1&2
Ka_main
501.5
Ta_main
0.001
Tb_main
8.106
Tc_Main
1.299

Excitation controller
ATG 1&2
Ka_aux
498.6
Ta_aux
0.246
Tb_aux
12.168
Tc_aux
1.305
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Fig. 12. Terminal voltage using PSO based optimal excitation controller and (5) under a
rail gun load.

Fig. 13. Field voltage using PSO based optimal excitation controller and (5) under a rail
gun load.
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Fig. 14. Field current using PSO based optimal excitation controller and (5) under a rail
gun load.

Fig. 15. Active power using PSO based optimal excitation controller and (5) under a rail
gun load.
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Fig. 16. Reactive power using PSO based optimal excitation controller and (5) under a
rail gun load.

B. AIS Based Excitation Controller: Adaptive Immunity
To verify the effectiveness of the AIS based controllers, several comparison
between AIS based controllers and PSO based optimal excitation controllers in Table 2
have been made. And the m constants parameters obtained by PSO are shown in Table 3.

Table 3. Parameters for TH stimulating Factors and TS Suppressor Factors
TH stimulating factors

TS suppressor factors

m1

5785.394

m2

27918.073

m3

3.052

m4

8.3012

m5

112.832

m6

149.644

m7

15.715

m8

12.244

m9

5987.508

m10

28731.390

m11

100

m12

91.528

m13

135.809

m14

99.147

m15

16.235

m16

13.470
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A detailed comparison using 40MW pulsed load with 0.75s duration has been
made in Figs. 17 to 21. The comparison of terminal voltage for two controllers is shown
in Fig.17, from which is clearly observed that the AIS based controllers can reduce
oscillation caused by pulsed load better than PSO based controller. In Figs.18 and 19, the
dynamic variation of parameter for AVR of two main generators and those of two
auxiliary generators has been given respectively. It is clearly showed that parameters
adaptively vary away from their optimal innate immunity values during the pulsed load
which is regarded as invading antigen. And the variation magnitude for each parameters
are well-controlled by stimulating factors and suppressor factors of AIS controller based
on the invading antigen. After the disturbance, parameters again settle down to their
optimal innate immunity values. The comparisons of field voltage and current have been
shown in Figs.20 and 21 respectively, all of which show the effect of variation for
parameters.

Fig. 17. Comparison of terminal voltage using PSO based optimal controller and AIS
based controller under rail gun load.
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Fig. 18. Dynamic variation of parameters for excitation controllers of two main
generators using AIS based controller under rail gun load.

Fig. 19. Dynamic variation of parameters for excitation controllers of two auxiliary
generators using AIS based controller under rail gun load.
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Fig. 20. Comparison of field voltage using PSO based optimal controller and AIS based
controller under rail gun load.

Fig. 21. Comparison of field current using PSO based optimal controller and AIS based
controller under rail gun load.
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A comparison using 10MW pulsed load with 3s duration (EM launcher) has been
made in Fig. 22. It can be seen that AIS controller performs better than PSO controller.
Two more comparisons with different pulsed load have been shown in Figs. 23 and 24. In
Fig. 23, an overlap of an EM launcher pulsed load and a 40WM 0.75s duration pulsed
load. The EM launcher pulsed load is fired first, and after 2.25s, the second one is fired.
And they are switched off at the same time. In Fig. 24, a comparison using 0.75s duration
pulsed load with different magnitude has been made. From Figs. 17 to 24, it can be seen
that AIS based excitation controller can perform better than PSO based excitation
controller.

Fig. 22. Comparison of terminal voltage using PSO based optimal controller and AIS
based controller under an overlap load.
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Fig. 23. Comparison of terminal voltage using PSO based optimal controller and AIS
based controller under EM launcher load.

Fig. 24. Comparison of terminal voltage using PSO based optimal controller and AIS
based controller under 30MW and 0.75s duration pulsed load.
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V. CONCLUSION
An artificial immune system based excitation controller has been proposed and
implemented on innovative M67 DSP and RTDS hardware platform to control the power
system for the Navy’s Future Electric ship. This controller has advantages including
optimal oriented with innate immunity, no generator parameters needed and no human
involved, and adaptive immunity. The objective for the presented controller is to
minimize the voltage deviations when pulsed loads are directly energized by shipboard
power system. Compared with PSO based optimal controller, the hardware simulation
results show that AIS-based controller can restore and stabilize the terminal voltage
effectively and very quickly after high power pulse loads are experienced.
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4. OPTIMAL LOCATION AND SIZING OF ENERGY STORAGE MODULES ON AN
ELECTRIC SHIP POWER SYSTEM

Chuan Yan, Ganesh K. Venayagamoorthy, Senior Member, IEEE, Keith Corzine,
Senior Member, IEEE

Abstract - Energy storage modules are being considered for the Navy's next
generation of electric ship power systems. Energy storage modules supply high energy
loads as well as critical equipment and increase the overall quality of service. This paper
describes an approach to evaluate the impact of energy storage module sizing and
location for ship survivability and quality of service. Specifically, a multiple objective
optimization algorithm, multiple objective particle swarm optimization, is used to obtain
Pareto fronts for survivability, quality of service and cost. Simulation results show that
optimal energy storage module sizing and location improves ships’ survivability and
quality of service greatly with a low cost.

Index Terms - Electric ship, multiple objective particle swarm optimization
(MOPSO), survivability, quality of service (QOS).

I. INTRODUCTION
The Navy’s future electric ships power system is based on the integrated power
system (IPS) architecture consisting of four components, power generation, propulsion
systems, hydrodynamics, and dc zonal electric distribution system (DC-ZEDS); all of
which provide benefits of flexibility, survivability, capability to supply high energy loads,
and maintainability [1]. In order to maintain power quality in IPS, energy storage
modules (ESMs) are proposed to make the pulsed-power required compatible with the
supply system [16]. In addition to high energy loads, EMSs are used to supply power for
critical equipment, both potentially damaged by a threat and normal system transients, so
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as to increase the ship’s survivability and quality of service (QOS) [11]. Furthermore,
ESMs can also be used to supply power peaks and to level the power demanded from
main generators, leading not only to functional benefits, but also to operational benefits
in terms of power quality and fuel economy [2]. There are mainly three aspects for ESM
design for a shipboard power system: 1) type; 2) management and controls for ESM and
auxiliary devices; 3) size and location. In the literature, a number of ESM sizing studies
have been carried out [5-16].
The type of ESS depends on many factors such as reliability, efficiency, cost and
rate of discharge, etc. [8]. A number of studies have been carried out in this aspect [5, 7,
8 and 10]. Four types of ESMs using different physical principles for energy storage that
could apply to the Navy’s future needs are considered as follows: advanced capacitors
(electrostatic); batteries (chemical), flywheels (kinetic) and superconducting magnetic
energy storage (SMES) (magnetic) [5-10]. Supercapacitors have extremely high power
capability and much longer lifetime. However, main drawbacks are at the cost of low
energy density, high self discharge, and insufficient discharge time [5]. Batteries are one
of the most cost-effective and matured energy storage technologies available [6]. The
U.S. Army has been a leader in the development of high-density, high-power, 6- to 12-V
battery power systems for vehicles, pulsed-power weapons, remote power backup, and
missile systems [10]. Flywheels have advantages such as fast response and great power
delivery profile. However, its main drawbacks are energy density and safety [5, 10]. As
for SMES, it has similar advantages as supercapacitors. However, its main disadvantages
are relative high cost and significant auxiliary equipment requirements [5, 10].
As for management and control, studies are carried out at the power system level
[13, 14]. In [13], a comprehensive approach is introduced to study the energy
management for all electric ship. It describes some control challenges and ESS stability
analysis. In [14], optimal generation scheduling with ESS is studied. Some studies are
carried out at the power electronics level [15, 16].
However, few studies are carried out in relation to location and size. According to
[9, 12], neither of Navy’s current two software packages, Advanced Surface Ship and
Submarine Evaluation Tool (ASSET) and the Electric Plant Load Analysis (EPLA), are
capable of developing optimized ESS location design, and location study is still an open
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issue [18]. Therefore, it is necessary to study the optimal ESS location evaluation and
design.
In order to evaluate ESM location and size design, three main factors can be
considered: survivability, QOS, and cost. Therefore, the design involves multiple
objective optimization problems. Multiple objective particle swarm optimization
(MOPSO) has been widely used for multiobjective optimization in recent years [26-28].
According to [26], MOPSO has a better average performance with respect to some of the
best multiobjective evolutionary algorithms known to date. Therefore, in this paper,
MOPSO is used to optimize ESM design.

II. INTEGRATED POWER SYSTEM FOR THE ELECTRIC SIHP
A. IPS Technical Architecture
Two power architectures are mainly studied to meet the power requirements:
medium voltage as power (MVAC) and medium voltage dc power (MVDC). The current
DDG1000 employs MVAC, while MVDC is the long-term goal [29]. In his paper, the
MVDC architecture is studied, which is shown in Fig. 1. The architecture consists of
power generation module (PGM), power distribution module (PDM), auxiliary turbine
generator (ATG), main turbine generator (MTG) and propulsion motor module (PMM).
The zonal electric distribution system design employs six zones, resulting in each zone
being roughly 15% of the length of the ship [30]. Therefore, six zones based MVDC
architecture is studied.

Fig. 1. MVDC architecture
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B. Next Generation Integrated Fight Through Power (IFTP)
Fig. 2 shows a proposed next generation IFTP zonal architecture [29]. PCM-1A is
the interface to ZEDS and converts power from the longitudinal bus to loads and PCM2A. PCM-1A mainly consists of four types of modules: PCM-4A; ship service converter
module (SSCM) with 800VDC; SSCM with 650VDC and ship service inverter module
(SSIM) with 450VAC which are shown in Fig. 3 (a). PCM-2A consists of two types of
modules: SSIM with 400Hz 450VAC and SSIM with 60Hz 450VAC, which are shown in
Fig. 3 (b). Each SSCM and SSIM module are considered to have a rating of 300kW. To
ensure adequate supply in the event of a SSCM/SSIM failure, an N+1 redundancy
scheme was employed [20]. The SSCM and SSIM number are first calculated by dividing
the capacity required for each module type by 300kW, then apply the N+1 redundancy
scheme. According to loads the table in Appendix I in [20], the detailed SSCM/SSIM
requirement for PCM-1A and PCM-2A are shown in Table 1 and 2 respectively.

Fig. 2. Notational in-zone power system structure
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(a)

(b)
Fig. 3. Notational PCM-1A and PCM-2A structure. (a) PCM-1A structure. (b)
PCM-2A structure.

Table 1. Zonal SSCM/SSIM Requirement for PCM-1A
Zone PCM-1A
1
Left
Right
2
Left
Right
3
Left
Right
4
Left
Right
5
Left
Right
6
Left
Right

650VDC SSCM 800VDC SSCM
1
2
1
2
1
2
2
2
2
2
1
2
2
2
1
3
1
2
1
3
1
2
1
2

60Hz SSIM
1
2
3
2
2
3
3
2
3
2
3
2
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Table 2. Zonal SSCM/SSIM Requirement for PCM-2A
Zo
ne
1
2
3
4
5
6

PCM- 650VDC
1A
SSCM
1
0
1
2
1
0
1
0
1
2
1
0

800VDC SSCM
60Hz 450VAC SSIM
4
4
4
5
5
5

C. Electrical Loads
For electrical power systems, loads can be categorized into four QOS categories:
uninterruptible (UI), short-term interruptable (STI), long-term interruptable (LTI), and
exempt loads (EX) [19]. UI are defined as electrical loads can only tolerate power
interruptions less than 2 seconds. The standby power systems should be capable of
providing power to them up to 10 minutes while a interruption occurs. STI and LTI are
defined as electrical loads that can tolerate power interruptions ranging from 2 seconds to
5 minutes and more than 5 minutes respectively [25].
Due to security issues, it is infeasible to obtain all ship electrical loads and their
characteristics. In this study, 166 ship service loads from [20] are used and analyzed,
which are listed in Appendix I. All electrical loads are categorized by QOS, power rating,
ship operation mode, zones and power nodes.
D. ESM
As is described in Section I, four types of technologies are considered to apply for
ESM application. Since this study mainly focus on a location and sizing study, all ESMs
are considered to be battery modules. It is fair to assume that each ESM has a peak power
of 250kW and multiple ESMs can work together to supply power for certain power node
[29]. It is assumed that the battery working range is from 40% to 70% state-of-charge and
can supply 250kW for 5 minutes. Therefore, each ESM has a capacity of 69.4kW·h.
Three main options to integrate ESMs within the in-zone power distribution
system are proposed [5, 17, 18]. The first option is to incorporate an ESM within a PCM2A, which is shown in Fig. 4. The primary purpose is to provide loads with the type of
power they need with the requisite survivability and QOS. The main advantage of this

105
distribution is that they are near or within the vital loads they are supporting, which
suggests a more reliable power source. The main drawback of this type is that some
emergency loads connected to PCM-1A will not be supported. Furthermore, it cannot
supply power for the PMM and generator startup.

Fig. 4. Option 1 for ESM location strategy.

The second option is to incorporate ESM within PCM-1A, which is shown in Fig.
5. In this case, the ESM will connect to the 1kV dc side. Therefore, the ESM can supply
power for all in-zone electrical loads. However, since the ESM is not near critical loads,
QOS and survivability for critical loads are lower than the first option. Furthermore, it
cannot supply power for the PMM and generator startup as well.
The third option is to incorporate ESMs with ports or starboards on the longitude
bus with 6kV dc, which is shown in Fig. 6. In this case, ESMs can supply power for
PMM and generator startup. Furthermore, it can provide potential economical savings by
using a proper economic dispatch strategy. However, the main drawback is that the QOS
and survivability for critical loads are lower than the first two options. In this paper, it is
assumed that PDMs in Fig. 1 have no faults because they mainly consist of breakers and
corresponding control software. Therefore, it is reasonable to combine all this option
ESMs into one. Since for each zone, there are two possible locations, the total possible
ESM locations are thirteen with twelve of them inside six zones and one in the main bus.
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Fig. 5. Option 2 for ESM location strategy.

Other possibilities of ESM placement are to interface with the 650V dc or 60Hz
450V ac modules in PCM-1A. However, in this paper, these two possibilities are not
considered because they can neither supplying power to critical loads nor PMM and
generator startup.

Fig. 6. Option 3 for ESM location strategy.
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III. SYSTEM MODELING
The location study of ESS is to evaluate distribution solutions and calculate an
optimal one. According to loads list in Appendix I, it is reasonable to define 28 load
nodes based on power type and QOS categories, which are shown in Table 3.
In order to evaluate ESMs design, a fitness function is needed. The primary aim
of the design of a shipboard power system has traditionally been survivability and QOS
consideration [19]. QOS is a metric to evaluate the continuity of service provided by the
power system under normal operation. Survivability relates to the ability of continuity of
service provided by the power system under damaged condition. Furthermore, cost is a
key factor in ship power system design. In this study, three factors are considered in order
to evaluate the ESS location and size design: QOS, survivability and cost.
A. QOS
QOS has been defined as a metric of the continuity of the electrical power supply
under normal operation, which is measured in terms of a mean time between service
interruption (MTBSI) [19, 25]. In [19], a basic method for calculating QOS is proposed.
In [20], a detail approach to calculate QOS is presented. In this paper, the approach in
[20] is employed to calculate QOS for a certain ESM design. For a time instant, if all
loads can be supplied with rated power, it means it can fulfill the current mission.
Otherwise, it has a QOS failure.
Initialize a six-month ship mission profile. Mission profile includes time
allocation for each operating condition and PMM loads. A typical Navy ship deployment
has a duration of six months [20]. Within this deployment, two-thirds of underway time is
spent in the cruise conditions, divided equally between summer cruise (SC) and winter
cruise (WC), while summer battle (SB) and winter battle (WB) conditions account for
one-third of underway time [20]. Time fraction for anchor (AN) and emergency (EM)
conditions are 10% and 2% respectively. The time step for mission profile is set to be 5
minutes. Therefore, there are 4380 hours (52560 time instants) for a six-month mission
profile. The flowchart for generating the mission profile is shown in Fig.7. The detailed
implementation can be found in the literature [20].
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Table 3. Load Nodes
Node
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

Zone
1
1
1
1
2
2
2
2
2
3
3
3
3
3
4
4
4
4
4
5
5
5
5
5
6
6
6
6

Power Type
60Hz AC
60Hz AC
60Hz AC
650VDC
400Hz AC
60Hz AC
60Hz AC
60Hz AC
650VDC
60Hz AC
60Hz AC
60Hz AC
650VDC
650VDC
60Hz AC
60Hz AC
60Hz AC
650VDC
650VDC
400Hz AC
60Hz AC
60Hz AC
60Hz AC
650VDC
60Hz AC
60Hz AC
60Hz AC
60Hz AC
PMM

QOS Cat
UI
STI
LTI
LTI
UI
UI
STI
LTI
LTI
UI
STI
LTI
STI
LTI
UI
STI
LTI
STI
LTI
UI
UI
STI
LTI
LTI
UI
STI
LTI
LTI
Exempt
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Fig. 7. Flowchart for generating ship mission profile.

Generate device availability for each time increment. The devices consist of four
generators, 99 SSIMs/SSCMs, 12 PCM-4A and 36 PDMs in six zones, with a total
number 147. Each type of devices has its mean time between failures (MTBF) and mean
time to repair (MTTR) values, which are listed in the literature [20]. By assuming
constant failure rate ( ) for all devices, the probability density function and cumulative
density function for the time to failure is given by (1) and (2) respectively [20].
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f t

t

e

F t

1

e

(1)
t

(2)

The probability that the item has not failed by time t and MTBF can be obtained
using (3) and (4) respectively.
Rt

1 F (t )

R(t ) dt

MTBF

e

t

(3)

1

(4)

0

Therefore, the time t NF that the item has not failed can be calculated using (5).

t NF

log R t

log R t

MTBF

(5)

The detailed implementation process can be found in [20].
Generate generator, ESM and load profiles. The generator determines available
power generation for each time increment. The generators dispatch for different operating
modes is shown in Table 4. The MTTR for generators is set to be 5 hours while the time
to bring a standby machine online is set to be 5 minutes [20].

Table 4. Generators Dispatch for Different Operating Modes
MTG1

MTG2

ATG1

ATG2

SC

online

standby standby standby

WC

online

standby standby standby

SB

online

online

standby standby

WB

online

online

standby standby

AN

standby standby online

online

EM

standby standby online

standby
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The ESM profile consists of two factors: stored power capacity for each time
increment and maximum power capacity. As is described in the previous section, there
are thirteen ESM locations. If the maximum power capacity for one location is zero, it
means there is no ESM in that location.
The load profile determines available load capacity for power nodes for each time
increment. According to Appendix I, for different operating modes, the operational load
factors (OF) show the loads online time fraction. A random number ranging from 0 to 1
is generated and compared with OF to determine whether this load is on or off for each
time increment. Therefore, the load capacity profile for different power nodes is obtained.
Obtain QOS failure information. Different from the approach in [20], a more
detailed evaluation process is employed with analysis for each time instant. This
approach makes ESM analysis and energy dispatch available. However, the computation
complexity is much larger than the approach in [20]. The QOS failure is defined based on
QOS categories. For UI loads, QOS failure is defined as interrupt for 2 seconds. For STI
loads, QOS failure means interrupt ranging from 2seonds to 5 minutes, while for LTI
loads, QOS failure means interrupt ranging from 5 to 10 minutes. Therefore, if any US or
STI loads cannot be powered for one time increment, there is a QOS failure. Likewise,
there is a QOS failure while LTI loads are not powered for two continuous time
increment. The QOS failure information includes two parts: time instant and node
number that QOS failure occurs. The detailed QOS failure process is shown in Fig. 8.
Evaluate ESM location and size. The QOS failure number is taken into
consideration to evaluate ESM location and size. For each combination of ESM location
and size, six-month case studies are run for Max_Iter iterations to get the average QOS
failure information. A large Max_Iter decreases the random effect introduced by random
generated mission profile. The average QOS failure number is used to evaluate the
performance of ESM location and size. The detailed process is shown in Fig. 9.
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Fig. 8. Flowchart for obtaining QOS failure information.
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Fig. 9. Flowchart for ESM location and size evaluation.

B. Survivability
Survivability is defined as a metric of the continuity of the electrical power supply
for critical loads under attack. This continuity can be defined as 10 minutes time frame to
improve survivability [5]. Different form QOS, device failures for survivability study are
outcome of attack threat. Therefore, the first step to evaluate ESM location and size is to
build a potential threat outcome list. In this paper, four threat outcomes are considered in
one zone, which is shown in Fig. 10. The PDM, 60Hz STI and LTI buses and 650VDC
buses are not considered because the survivability study mainly focuses on critical loads.
Furthermore, since no ESMs can supply power to loads if the corresponding PDMs are
out of commission, PDMs are not considered for survivability studies.
For each zone, it is assumed that at most two faults can occur simultaneously,
which means 10 combinations, which are shown in Table 5. Therein, a 1 entry means that
there is no fault while 0 indicates a fault. One threat can influence two adjacent zones at
most [30]. Therefore, the survivability study is divided into five different cases based on
fault locations: zones 1 and 2; zones 2 and 3; zones 3 and 4; zones 4 and 5; zones 5 and 6.
It is assumed that for each zone, at most two faults can occur simultaneously. Therefore,
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there are 100 fault combinations for one case study. Furthermore, generator faults are
also considered. As is shown in Fig.1, ATG1, ATG2, MTG1 and MTG2 are connected to
zone 1, 6, 3 and 4 respectively. Therefore, it is reasonable to assume that threat outcomes
in these zones could bring the corresponding generators offline. The online generators
capacity for different zone faults cases for ten minute time frames is shown in Table 6,
with an assumption that the time to bring a standby machine online is set to be 5 minutes
[20].

Fig. 10. Fault location for survivability study.

Table 5. Faults Cases
Case 1
Case 2
Case 3
Case 4
Case 5
Case 6
Case 7
Case 8
Case 9
Case 10

Fault 1
1
1
1
0
1
1
0
0
0
1

Fault 2
1
1
0
1
1
0
1
0
1
0

Fault 3
1
0
1
1
0
1
1
1
0
0

Fault 4
0
1
1
1
0
0
0
1
1
1
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Table 6. Online Generators Capacity for Different Zone Faults Cases

Zone 1&2
Zone 2&3
Zone 3&4
Zone 4&5
Zone 5&6

Online
generators
capacity (0~5
minutes)
72000kW
72000 kW
36000 kW
72000 kW
36000 kW
0
72000 kW
36000 kW
72000 kW

Online generators
capacity (6~10
minutes)
72000 kW
72000 kW
43960 kW
72000 kW
43960 kW
7960kW
72000 kW
43960 kW
72000 kW

Two operation modes are studied for survivability. The first is the battle condition
mode. In this mode, the survivability is measured based on supplying power for all battle
condition loads. The generator and load profiles are shown in Table 5 and Appendix I in
[20] respectively. Another is the emergency mode which is measured by supplying power
for all UI loads. Since at least two generators can survive and the total UI loads capacity
is much lower than ATG capacity, it is reasonable to assume that generated power can
always meet the loads demand.
Since the time frame for survivability study is ten minutes, it is divided into two
time instants with each one being 5 minutes. Furthermore, PMM loads are set to be
2MW, which can provide a ship speed of 12 knots for 10 minutes [5].
Based on generation capacity, load profile and device availability, the total
survivability failure number can be calculated using a similar process with Fig. 8. One
difference is that the time increments are 2 for the survivability study. Furthermore, for
survivability, the PMM is regarded as UI load while in QOS, PMM is regarded as LTI.
The detailed survivability failure study for evaluating ESM location and size is shown in
Fig. 11.
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Fig. 11. Flowchart for survivability failure study for evaluating ESM location and
size.

C. Cost
The cost for ESMs can be divided into two parts. One part is energy storage
devices and corresponding bi-directional power conversion system. Another is auxiliary
devices such as cooling and protection devices. Both of them are directly related with
ESM quantity. Therefore, in this paper, the total number of ESMs is used to represent
ESM cost.

IV. MOPSO
MOPSO is a swarm intelligence technique (a search method based on nature
inspired systems), which is an efficient method for solving multiple large scale nonlinear
optimization problems [26-28]. For each ESM location and size design, three factors are
needed to be minimized: QOS failure number, survivability failure number and cost.
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Therefore, the ESM design turns into three objectives optimization problems. The design
steps for MOPSO are shown below.
1) Initialize particle positions. Randomly generate N particles. Each particle
consists of 13 columns with each column represents ESM quantity for one location. The
range for in-zone ESMs quantity is from 0 to 10, which means from 0 to 1250kW for 10
minutes. The range for main bus ESM quantity is from 0 to 500, which is 0 to 62500kW
for 10 minutes. The population N is set to be 100 [26].
2) Initialize particle velocities. Make velocities for each particle to be 0.
3) Evaluate all particles. Apply particles for QOS, survivability and cost studies
and get the corresponding fitness.
4) Generate repository and hypercubes. Store nondominated particles into the
repository (REP). The size of REP is set to be 100 [26]. Divide the range of REP into D-1
divisions. Then extend half division for each side to form the hypercubes space. Location
REP using hypercubes as a coordinate system. D is set to be 30 [26].
5) Initialize local best particles (Pbest). Make Pbest equal to initialized particles.
6) Enter the main loop. The maximum number of iterations is set to be 100 in this
paper.
a) Update particle velocities and position using (6) and (7). All particle
positions are constrained within their corresponding initialization range.

VEL(i ) w VEL(i)
r1 rand ( Pbest (i ) POP (i ))

(6)

r2 rand ( REP(h) POP (i ))

POP(i)

POP(i) VEL(i )

(7)

where w is inertia weight which is set to be 0.4;
r1 and r2 are set to be 2;
rand is random number in the range from 0 to 1;
i is the index for particles;
VEL is the particle velocity;
POP is the particle position;
h is an index which can guide particles to less populated area.
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The selection of h is described in [26].
b) Evaluate each particles and get their corresponding fitness.
c) Update REP and hypercubes.
d) Update Pbest.
After the tuning process, REP stores the Pareto fronts for QOS, survivability and
cost. The detailed process is shown in Fig. 12.

Fig. 12. Flowchart for MOPSO.
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V. SIMULATION RESULTS
The MVDC ship power sysetm without ESMs is first studied to obtain the QOS
and survivability characteristics. Then the study with ESMs is carried out and compared
with the one without ESMs. Simulation is carried out using Matlab.
A. MVDC without ESMs
1) QOS. QOS characteristics for the non-ESM case are divided into two parts: all
nodes study and non-PMM nodes study. The maximum iteration (Max_Iter) is set to be
100 to get the average QOS performance. The QOS failure percentage analysis for all
nodes study and non-PMM nodes study are shown in Fig. 13 and 15 respectively. The
detailed failure information is shown in Table 7. As is shown in Fig.13, the total PMM
failure time instants are 8193, which is 51.81% of total QOS failures. Therefore, the
average PMM failure time instants are 81.93, which mean average 6.8275 hours for one
six-month mission profile. PMM QOS failure mainly results from generator
malfunctions. In Fig. 14, it is clearly shown that UI power nodes have higher QOS failure
percentage than other non-PMM nodes. This is because 60Hz UI loads for each zone
connect to one PDM. If the PDM has QOS failure, all 60Hz UI loads have no power.
Also, the MTTR for PDM is 30 minutes. ESMs cannot improve QOS for this case. In
addition to UI nodes, STI and LTI nodes have relatively less QOS failure because of two
power sources. ESMs can contribute for this case because the generator malfunction is
the main failure source. Furthermore, it is clearly shown that LTI nodes have lowest
failures because two continuous time increment QOS failure result in one LTI failure
however the time to bring a standby generator online is 5 minutes (one time increment).
And ESMs can contribute for this case as well.
2) Survivability. Survivability characteristics for thenon-ESMs case are divided
into two cases based on operation mode: battle mode case and critical loads case. For the
battle mode case, survivability is measured by supplying uninterrupted power to all loads
in battle mode for 10 minutes. The generated power capacity is shown in Table 6. For the
critical load case, survivability is measured by supplying uninterrupted power to all UI
loads for 10 minutes. The survivability failure study without generator failure is shown in
Table 8. For nodes with 80 survivability failures, they result from fault cases 5, 7, 8 and
10. For nodes with 20 survivability failures, they result from fault case 8. For nodes with
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200 survivability failures, they have failure for any fault cases. It is because that the
SSIM/SSCM design follows N+1 redundancy strategy rather than 100% margined UI
loads strategy. Furthermore, the capacity of UI loads for those nodes is larger than the
capacity of half N+1SSCMs. Therefore, they have failures for any fault cases. PMM
survivability failure analysis with generator failures is shown in Table 9. Since battle
mode for survivability study is more practical, ESM study only consider battle mode for
survivability study.

Fig. 13. QOS failure percentage analysis for all nodes.

Fig. 14. QOS failure percentage analysis with PMM node excluded.
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Table 7. QOS Failure Analysis For 100 Runs
Node
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

Total QOS
Failure
471
302
0
171
484
1138
313
0
236
527
317
0
193
0
482
339
9
178
0
466
522
317
0
182
491
316
0
168
8193

QOS failure percentage
for all nodes (%)
2.9782
1.9096
0
1.0813
3.0604
7.1957
1.9791
0
1.4923
3.3323
2.0044
0
1.2204
0
3.0477
2.1435
0.0569
1.1255
0
2.9466
3.3007
2.0044
0
1.1508
3.1046
1.9981
0
1.0623
51.8052

QOS failure percentage
for non-PMM nodes (%)
6.1795
3.9622
0
2.2435
6.35
14.9305
4.1065
0
3.0963
6.9142
4.159
0
2.5321
0
6.3238
4.4477
0.1181
2.3353
0
6.1139
6.8486
4.159
0
2.3878
6.4419
4.1459
0
2.2041
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Table 8. Survivability Failure Analysis without Generator Failure
Case

Zone 1 & 2

Zone 2 & 3

Zone 3 & 4

Node
1
2
3
4
5
6
7
8
9
29
5
6
7
8
9
10
11
12
13
14
29
10
11
12
13
14
15
16
17
18
19
29

Survivability Failure for
critical loads mode
80
0
0
0
80
80
0
0
0
0
80
80
0
0
0
80
0
0
0
0
0
80
0
0
0
0
140
0
0
0
0
0

Survivability Failure for
battle mode
80
20
20
20
80
80
20
20
20
0
80
80
20
20
20
80
20
20
20
20
0
80
20
20
20
20
140
80
80
20
20
0
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Table 8. (Continued)
15
16
17
18
19
Zone 4 & 5 20
21
22
23
24
29
20
21
22
23
24
Zone 5 & 6
25
26
27
28
29

140
0
0
0
0
80
200
0
0
0
0
80
200
0
0
0
200
0
0
0
0

140
80
80
20
20
80
200
20
20
20
0
80
200
20
20
20
200
20
20
20
0

Table 9. PMM Survivability Failure Analysis with Online Generators Capacity for
Different Zone Faults Cases Without ESMs
Generators capacity for
two time increments
Zone
2&3
Zone
3&4
Zone
4&5

36000 kW
43960 kW
36000 kW
43960 kW
0
7960 kW
36000 kW
43960 kW

PMM Survivability Failure
Standard Bell
(6055 kW)

Full Bell
(13840 kW)

Flank Bell
(67773 kW)

0

0

200

0

0

200

200

200

200

0

0

200
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B. MVDC with ESMs
MOPSO is used to search for Pareto fronts of ESM location and sizing design.
The detailed MOPSO settings are shown in Table 10. To limit ESM cost, total ESM
quantity is constrained within 500. To speed up the simulation, the parameter Max_Iter
for QOS is set to 5. The Pareto fronts for cost and QOS failure is shown in Fig. 15. Some
points are not around the Pareto fronts because of low Max_Iter value for QOS. The
Pareto fronts for cost and survivability failure is shown in Fig. 16. It is clearly shown that
ESM improve both QOS and survivability greatly. As is shown in Fig. 16, ESM
decreases survivability failure which cause by N+1SSCMs design. Therefore, it is clearly
shown that ESM has potential to reduce SSCM number, which means reduce cost,
without sacrificing survivability. The three-dimension Pareto fronts for cost, survivability
failure and QOS failure is shown in Fig. 17.

Table 10. MOPSO Settings
Population
REP size
Iterations
Fitness
number
(NF)
Initialization
Range for in-zone
ESM quantity

100
100
50
3

Division (Div)
c1, c2
w
Particle Dimension

30
2
0.4
13

From 0 to 20
(0 to 5MW)

Initialization
Range From 0 to 500
for main bus ESM (0 to 125MW)
quantity

Fig. 15. Pareto fronts for cost and QOS failure.

125

Fig. 16. Pareto fronts for cost and survivability failure.

Fig. 17. Three-dimension Pareto fronts for cost, survivability failure and QOS
failure.
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MOPSO is used to search for Pareto fronts of ESM location and sizing design. A
solution with lowest total failure is chosen, which is (7, 20, 20, 18, 20, 20, 20, 20, 4, 20,
20, 9, 156). The QOS failure analysis is reproduced first. The average QOS failure is
14.2. Compared with 158.15 average QOS failure without ESM, the new solution
reduced QOS failure dramatically. In addition to QOS study, survivability failure analysis
without generator failure is reproduced. The survivability failure for all cases is 0. The
PMM survivability failure analysis with generator failure is reproduced with ESMs,
which is shown in Table 11. It is clearly shown that ship can maintain Full Bell for 10
minutes even when two MTG are offline. Therefore, the proposed solution not only
improves QOS, but also maintains ship under battle mode for 10 minutes even for the
worst case.

Table 11. PMM Survivability Failure Analysis with Online Generators Capacity for
Different Zone Faults Cases With ESMs
Generators capacity for
two time increments
Zone
2&3
Zone
3&4
Zone
4&5

36000 kW
43960 kW
36000 kW
43960 kW
0
7960 kW
36000 kW
43960 kW

PMM Survivability Failure
Standard Bell
(6055 kW)

Full Bell
(13840 kW)

Flank Bell
(67773 kW)

0

0

36

0

0

6

0

0

200

0

0

6

Since there are totally 100 solutions for ESM location and sizing design, it assists
the ship designer to adopt certain designs based on their constrains (mostly ESM
quantity, because of cost and ship space limitation). Furthermore, because of flexibility of
MOPSO, constrains for more practical application can be easily implanted, such as zonal
space.
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VI. CONCLUSION
An approach to evaluate energy storage module location and sizing is proposed
with quality of service, survivability, and cost as metrics. Multi-objective particle swarm
optimization is used to optimize these metrics and provide Pareto fronts for energy
storage module location and sizing. The simulation results show that an optimized energy
storage module location and sizing design improve quality of service and survivability
greatly with relatively low cost. Furthermore, it has the potential to decrease ship service
inverter converter modules without scarifying quality of service and survivability.
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2. CONCLUSION

To improve the power quality of electric ship power system, optimal excitation
systems, and optimal location and sizing of energy storage modules (ESMs) are studied.
For excitation system, two three computational intelligence based algorithms are used to
implement optimal controllers: CSA, PSO and SPPSO. The proposed optimal controllers
have features such as optimal oriented and no machine parameters needed. Based on
these, an AIS based adaptive excitation controller is proposed with features such as
adaptive to disturbance and multi-machine coordinate control. Both simulation and
hardware results show that the proposed controllers can improve power quality after high
power energy loads are experienced.
In addition, an approach to evaluate ESM location and sizing is proposed using
three metrics: quality of service, survivability and cost. Multiple objective particle swarm
optimization (MOPSO) is used to optimize these metrics and provide Pareto fronts for
optimal ESM location and sizing. The simulation results show that an optimized ESM
location and sizing design improve QOS and survivability greatly with relatively low
cost.

2.1. SUMMARY OF CONTRIBUTIONS
This subsection summarizes the main contributions of the four journal papers that
form this dissertation work.
In paper 1, an online designed optimal excitation controller using a clonal
selection algorithm (CSA) has been presented. This controller has advantages including
optimal oriented, no generator parameters needed and minimal human involvement.
Comparing CSA with PSO, both simulation and hardware results show that CSA-based
controller can restore and stabilize the terminal voltage effectively and quickly with little
disturbance introduced after high power pulsed loads are experienced.
In paper 2, an online optimal excitation controller using ‘optimal’ SPPSO
algorithm has been proposed and demonstrated on two platforms of a Navy’s electric ship
power system, namely, a Matlab/Simulink simulation and on an laboratory scaled down
power system. The SPPSO algorithm based controller development has numerous
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advantages for time critical tuning including optimal oriented, no generator parameters
needed and no human involved. The number of particles to participate in the regeneration
process and the frequency at which they do have been determined to provide the most
effective SPPSO algorithm for online controller tuning. Matlab simulation results show
that SPPSO has consistent convergence around the average value although PSO has a
better average value. SPPSO based design can greatly reduce search time which means
less number of fitness evaluations to find good controller parameters. This translates to
less strain on the machine rotor and extended life. Both simulation and hardware results
show that parameters obtained from the ‘optimal’ SPPSO algorithm can restore and
stabilize the terminal voltage effectively and very quickly after high-power pulsed loads
are experienced. Therefore, the ‘optimal’ SPPSO has potential for time critical controller
tuning and reconfiguration.
In paper 3, an artificial immune system based excitation controller has been
proposed and implemented on innovative M67 DSP and RTDS hardware platform to
coordinately control the multi-machine power system for the Navy’s Future Electric ship.
This controller has advantages including optimal oriented with innate immunity, no
generator parameters needed and no human involved, and adaptive immunity. Compared
with PSO based optimal controller, the hardware simulation results show that AIS-based
controller can adaptively restore and stabilize the terminal voltage effectively and very
quickly after high power pulse loads are experienced.
Finally, in paper 4, an approach to evaluate optimal ESM location and size is
presented. Three important factors considered in the evaluation are: QOS, survivability
and cost. MOPSO is used to optimize these metrics and provide Pareto fronts for ESM
location and sizing. The results show that an optimized ESM location and sizing design
improve QOS and survivability greatly with relatively low cost. Furthermore, it has the
potential to decrease SSIM/SSCM without scarifying QOS and survivability.

2.2. FUTURE WORK
For development of excitation controllers for generators on an electric ship, the
future research will focus on coordinated control with energy storage modules and other
sources of generation. An optimal coordinated control and management of excitation
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systems and ESMs on an electric ship cannot only improve power quality, but also
improve system efficiency so that cost of operations (such as fuel cost) can be minimized.
For ESM, the future research will try to find out a more practical approach to
evaluate survivability based on statistical data. Furthermore, optimal SSIM/SSCM design
with ESMs will be studied to improve QOS, survivability and minimize cost.
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