As product returns are eroding Internet retail profit, managers are continuously striving for a more scientific and efficient network layout to arrange the returned goods. Based on a three-echelon product returns network, this paper proposes a mixed integer nonlinear programming model with the aim of minimizing total cost and creates a high-efficiency method, the Modified Plant Growth Simulation Algorithm (MPGSA), to optimize the problem. The algorithm handles the objective function and the constraints, respectively, requiring no extrinsic parameters and provides a guiding search direction generated from the assessment of the current solving state. Above all, MPGSA keeps a great balance between concentrating growth opportunities on the outstanding growth points and expanding the searching scope. The improvements give the revaluating and reselecting chances to all growth points in each iteration, enhancing the optimization efficiency. A case study illustrates the effectiveness and robustness of MPGSA compared to its original version, Plant Growth Simulation Algorithm, and other approaches, namely, Genetic Algorithm, Artificial Immune System, and Simulated Annealing.
Introduction
Product returns have been one of the main sources resulting in inefficiency in Internet retail market, eroding retailers' profits. According to a survey [1] , the products returned have occupied 22 percent averagely of the total online retailing amount. Most retailers have viewed this series of costs resulting from product returns as unavoidable items. However, few of them get a clear understanding of the composition of product return losses and cannot master an effective method to avoid the losses.
The design of a reverse logistics network for product returns has become an important research content since it grasps the attention of the logistics industry increasingly. Designing a proper returns network can reduce the total cost of the network to provide more space for augmenting the retailing profits and provide customers with satisfactory experiences through the after-sale links and help producers arrange the following works concerning recovering, refreshing, and reproducing. The content of reverse logistics typically includes transporting, storing, recovering, recycling, remanufacturing, redistributing, and discarding. Product returning is a necessary step in the process. Rabinovich et al. [2] and Wood [3] separately found that product type and product return policy would probably influence customers' decisions on returning in the Internet retail market. Furthermore, retailers can take actions to reduce product returns, such as selling the products that customers can easily retrieve online and evaluate and setting more rigorous return policies [4, 5] . Although it is true that these measures can reduce the amount of returns, the scope of applying them in the actual marketing operation is very narrow, running in the opposite direction of diversification trend of online retail commodity. On the other hand, retailers reluctant to make a strict return policy alienate themselves from the customers. Therefore, retailers should do some self-reflection, looking 2 Scientific Programming for a way to improve their service capability and market competitiveness. Undoubtedly, it is one of the important tasks to build a scientific and reasonable reverse logistics network. This paper proposes a mixed integer nonlinear programming model, which corresponds to a three-echelon product returns network, to find out the number and location of initial collection points (ICPs) and centralized return centers (CRCs) required in efficient collection and return systems and the maximum holding time of each ICP for clustering small volumes of returned products into a large shipment. Moreover, this research for the first time introduces the Plant Growth Simulation Algorithm (PGSA) to address the aforementioned problem and transforms it into the Modified Plant Growth Simulation Algorithm (MPGSA) with three improvements. Under the same condition of experiment data, having compared the results using Genetic Algorithm (GA), Artificial Immune System (AIS), and Simulated Annealing (SA), the comparison result shows that the average total cost of the product returns network is reduced significantly using MPGSA, and the solutions have good stability. This paper is organized as follows. In Section 2, relevant studies are reviewed. Section 3 proposes a mathematical model minimizing the total cost of the product return network. Section 4 introduces the MPGSA to solve the problem. In Section 5, we carry out an experiment and analyze the theoretical results and then examine the stability of MPGSA. We carry out a sensitivity analysis to identify the factors influencing the total cost in Section 6 and conclude the work in Section 7.
Literature Review
Researches on reverse logistics network design can be categorized into two types [6, 7] : Closed-Loop Reverse Logistics Network Design (CLRLND) and Open-Loop Reverse Logistics Network Design (OLRLND). OLRLND can be called reverse logistics network design in a narrow sense, which encompasses the reverse logistics tasks like reverse distribution planning and returns management. Combination of forward and reverse logistics networks, which concentrates on the design of reverse logistics network, will structure a closed-loop reverse logistics network [7] . Relevant studies of these two types are summarized separately in this section.
Closed-Loop Reverse Logistics Network
Design. Consideration of researches on CLRLND is comprehensive, covering all the fields such as the return of goods, product maintenance, product refurbishment, component reuse, refabrication, and discard [6] . Important topics in this area are collection and distribution of products and the coordination between producing plan and reverse logistics. Guide Jr. and van Wassenhove [8] tracked the development of closed-loop supply chain and found that the rise of remanufacturing is the first stage of it. The concept of remanufacturing in the early days was put forward for prolonging the service life of the high-value and low-volume items, such as locomotive engines and aircraft. At that time, the hardest initially was the scale of the problem. Products were composed of tens of thousands of components and parts, which brought about incredible challenges for the arrangement of disassembly, remanufacturing, and reassembly. In Europe, the Waste Electrical and Electronic Equipment Directive (WEEE Directive) became European Law in 2003, setting collection, recycle, and recovery targets for various electrical goods [9] . Environmental and social pressures are forcing managers to improve the holistic operation of their logistics networks.
For CLRLND, different researchers have various thoughts for specific problems. Consumer durables generally adopted modular structured design; in other words, they were composed of many modules which are characterized by distinct life cycles. Then, the modules required different recycling and recovering processes. For the modular products such as personal computers, Kaya et al. [10] found that correctly estimating the amount of returns is much more important than correctly estimating the market demand, and they made a suggestion: in the first phase, the manager should decide the optimal number of disassembly and refurbishing sites to open while considering the actual situation of market demand and returns level; in the second phase, the manager should give the operational decision for fixed capacities, like production and inventory rates. Jeihoonian et al. [11] introduced the disassembly tree in the process of assessing the quality status of return streams of durable products. The analysis tool showed decision-makers with a plain tree diagram to evaluate the qualities of modules, parts, and residues, even raw materials. Min et al. [12] studied the spatial and temporal consolidation of returns in a closedloop supply chain network, which has been widely applied in the forward supply chain design, with the aim of providing a minimum-cost solution for the network design. With the consideration of the probable gain achieved from selling the maintained products, Eskandarpour et al. [13] believed that this part of profit should be incorporated into the overall plan. The work represented a classical direction in CLRLND research changing people's conception.
With the problems being gradually prominent, like environmental degradation and resource scarcity, more and more researchers have taken the environmental factors into account while designing a closed-loop supply chain. Fleischmann et al. [14] proposed a model with the aim of finding a balance between reducing the cost of the recycling network and decreasing the environmental impact. More recently, to find a tradeoff between economic benefit and environmental influence, Chaabane et al. [15] introduced the life-cycle assessment principles in the model and assessed the environmental impact with carbon dioxide emission; the conclusion suggested that the environmental strategy would be meaningful if current legislation and Emission Trading Schemes are strengthened and harmonized at the global level. Guide Jr. et al. [16] made an investigation and then realized that most studies had been seeking the lowest operation cost and set a loose demand on the processing period of returns, which made the reuse ratio of returns very limited. Due to the return delay, the loss of the short-life-cycle and time-sensitive goods was more than 30%, which was contrary to the original intention of pursuing cost optimization. For that, Guide Jr. et Scientific Programming 3 al. [16] designed a model to minimize the operation cost of the returns network and maintain the recoverable product value and recommended the time-sensitive industry to react in a timely manner and the time-insensitive industry to pursue profit. Combination of the reverse logistics and the closedloop supply chain gradually converted the research objective from pursuing the lowest cost to achieving a profitable management [8] .
Besides the economic and environmental perspectives, Ramos et al. [17] inventively took the social factor into consideration, the drivers' working hours. The transport work consumed the drivers fast bringing about various kinds of physical damage. Too much pressure would cause the driver to fret and even give rise to traffic accidents. Therefore, more and more scholars have concerned the social perspective in supply chain design. Goel et al. [18] referred to the Australian law and scheduled arrangement for heavy truck drivers coupled with time window constraints. Devika et al. [19] considered the employment opportunity that could be created and the employee security that could be ensured along the supply chain. Other aspects of the social perspective also included the quantifiable benefits (such as salary, pension, and holiday) and the nonquantifiable factors (such as workplace design, accident prevention measures, ergonomic work stress, development and career opportunity, and the flexibility of working time), both of which would affect the employee's job satisfaction. These works represent a research hotspot in the coming decades, Sustainable Operations, which aims equally at sustainability in the economic, environmental, and social senses [6] . But it is still blurred how to quantify the social objective scientifically and how to apply theory into practice.
Having retrospected the development trajectory of CLRLND, there has been an extension of scholars' perspective, from the single cost optimization to the further pursuit of an environment-friendly and harmonious society, making the mathematical model closer to the real world, but at the same time bringing about some unavoidable maladies. CLRLND covers too many interlinked fields. What happens to one part happens to the whole body. In order to meet the need of getting a feasible solution and to pursue the entire optimization effect, these researches chose to ignore the local details in the modeling and calculating stages. Rough network design in the end left only target files or requirement documents to the decision-makers, which is hard to promote the industrial transformation and upgrading.
Open-Loop Reverse Logistics Network
Design. Open-loop reverse logistics network is a part of the closed-loop reverse logistics network, mainly focusing on the issue of returning products. Although the links in OLRLND are fewer, the depiction of each one is much more detailed and complete. For example, in the CLRLND study of Chaabane et al. [15] , the objective function of the proposed model contained as many as 9 parts, but the depiction of each part was simple and rough. Therefore, it is thoroughly meaningful to focus the work on improving the process of returning products.
In the field of OLRLND related to product returns, Min et al. [20] proposed a mixed integer nonlinear programming model based on a three-echelon product returns network to solve the location-allocation problem. On that basis, Diabat et al. [21] used the algorithms, GA and AIS, to optimize the problem and got a better result from AIS. Recently, both Zaarour et al. [22] and Ghezavati and Nia [23] made light modifications on the model of Min et al. [20] . The former transformed it to a linear form; the latter added a new dimension concerning product type to the model. In these studies, the portrayals of product returns network were detailed focusing on just collecting returns in a costeffective network. And the managerial suggestions generated in the models were crystal clear and easy-controlled for company managers. To the returns management of the time-sensitive perishable commodity, goods accumulation and bulk transport would reduce the shipping cost, but simultaneously the delay would result in the decrease of market value. For this reason, Ruiz-Benítez et al. [24] looked for the optimal collection period of perishable products and explored the value of information sharing between the collection points and the central processing facilities. Ruan and Shi [25] provided an Internet of Things-based framework for monitoring fruit e-commerce deliveries and an approach for assessing the freshness of in-transit fruits. The returns management can get useful information promptly and help arrange the transportation tasks to reduce the loss of goods market value. In the online retail market, disclosure of inventory levels would give the customers a sense of commodity shortages, thereby promoting sales [26] ; Rao et al. [1] tracked these orders sold due to the sense of shortages and found that they have a higher likelihood of being returned. As mentioned before, problems' depiction in CLRLND is too rough to provide the easy-controlled solution. In order to solve the problem correctly and efficiently, the optimization models and algorithms adopted are very important. In combination with the emerging new characteristics of the environment, a lot of researches have been continuously providing new ideas and methods to the traditional problems, improving the efficiency of relevant management work. With the rapid development in computational technologies, new high-performance algorithms are needed to improve the performance in services and operations management.
This paper introduces a high-efficiency method, the Plant Growth Simulation Algorithm, to optimize the product returns network. PGSA handles the objective function and the constraints separately requiring no additional control parameters and provides a guiding search direction that continuously changes with the change of the objective function value, which makes it suitable for solving the problem. In the meantime, this research makes a series of improvements on PGSA according to the specific problem, transforming it to MPGSA mainly through expanding the search range. The results show that the MPGSA optimization effect is obviously enhanced compared to other algorithms and its original version and has good stability. These improvements on PGSA can also be applied optimizing other similar problems. 
Problem Definition
As the commercial and competitive pressure in business increases, there is always a problem faced by companies of providing a highly efficient and convenient service for product returns, to enhance the corporate image and maintain a good relationship with the customers. For example, enterprises like Dell and HP not only accept returns from retailers, but also provide compensation to the retailers when the amount of returns is well controlled [27] . This makes the acceptance of returns a costly service. Lots of producers and logistics providers are looking for a reasonable overall arrangement for product returns. A network of managing returns generally consists of initial collection points (ICPs) and centralized return centers (CRCs). A client launches a return-merchandise application and sends back the goods to an ICP; the ICP aggregates the client returns into a large shipment and transports it to a CRC.
As a network covers a vast area, it is hard to carry out the direct return from customers to CRCs, due to the high cost of establishing CRCs and the natural willingness of customers to pick a nearby site to return the goods. So, it is necessary to set up small-scale and dense-coverage ICPs. Companies would rather rent ICPs paying the rent expense periodically than build them with a lot of investment. And they can easily adjust their network layout to adapt to the changing needs. Considering that the capacity of an ICP is small and clients return a wide variety of small-volume products, each ICP requires days to aggregate returns. Moreover, the centers of the product returns network play an imperative role in reverse logistics [10, 15, 28, 29] . They connect ICPs to a manufacturing center (or a repair center, a recycle center) and provide rapid response for some damage-free or defect-free products. The large-scale and small-amount CRCs require large investment on construction cost in the initial stage. Once established, they will be a part of a company's assets and will be operated for a long term.
In short, this study is going to determine where to locate the ICPs to minimize the distance from customers to the collection points; where to locate the CRCs to minimize the shipping distance from ICPs to manufacturing centers; how many ICPs and CRCs are required to provide convenience for clients and, at the same time, minimize the cost of preparing facilities and handling returns; how long the period is to aggregate returns at each ICP for saving shipment cost; how to arrange the product flows from ICPs to CRCs while considering the capacities of return centers. There are no forward logistics or horizontal transport in the network. In order to find a unified way to address the above issues which involve some conflicting elements, this study forms a mixed integer nonlinear programming model considering the model in Diabat et al. 's paper [21] , with the aim of minimizing the total cost of the returns network. The model is based on the following assumptions [20] .
(1) For the purpose of executing unified management, product returns from a customer cannot bypass the ICP to be delivered directly to the CRCs. And it is necessary to use the ICP to aggregate the small-volume returns in a way to reduce the shipment cost.
(2) Considering the small volume of customers' returns, each ICP in a consolidation period has sufficient capacity to hold the returns from the area under its administration.
(3) Each customer who has a need to return products is assigned to his/her nearest ICP. Then, the transportation cost coming from shipping returns from a customer to his/her nearest ICP is negligible given the short distance between them.
(4) The location-allocation plan covers a planning horizon, within which no substantial changes are incurred in customer demands and the transportation infrastructure.
Indices
: index for customers; ∈ : index for initial collection points; ∈ : index for centralized return centers; ∈ (1) is developed with the aim of minimizing the total cost of the reverse logistics network for managing product returns. The total cost is comprised of the rent of ICPs, establishment cost of CRCs, inventory carrying cost, product handling cost, and shipping cost. The objective function has a nonlinear form since both inventory carrying cost and shipping cost are affected by a collection period.
Model Parameters
Constraint (2) ensures that each customer is assigned to exactly one ICP.
Constraint (3) prevents any return flow from a closed ICP.
Constraint (4) makes the incoming flow equal to the outgoing flow at an ICP.
Constraint (5) ensures that the total volume of products returned from ICPs does not exceed the maximum capacity of a CRC.
Constraint (6) ensures that each ICP should be located within certain allowable proximity to customers.
Constraint (7) ensures a minimum number of established ICPs for product returns.
Constraint (8) ensures a minimum number of established CRCs for product returns.
Constraint (9) preserves the nonnegativity of decision variables .
≥ 0, ∀ ∈ , ∀ ∈ .
Constraint (10) ensures the integrality of decision variables .
∈ {0, 1, 2, 3, 4, 5, 6, 7} , ∀ ∈ .
Constraint (11) ensures the binary integrality of decision variables , , and .
, , ∈ {0, 1} , ∀ ∈ , ∀ ∈ , ∀ ∈ .
The Modified Plant Growth Simulation Algorithm
Li et al. [30] put forward the Plant Growth Simulation Algorithm (PGSA). PGSA is a kind of heuristic algorithm based on the theory criterion of plant growth phototropism. PGSA regards the solution space as a plant's growth environment and simulates that the plant's growth points under the influence of light get morphactin in different levels, thus affecting the growth of various parts. At last, the artificial plant in the solution space reaches the optimal solution in the iterating process. Specifically, morphactin is a kind of plant growth hormone. The morphactin concentration of a growth point on the plant is determined by the environmental information and fluctuates with the change of environmental information. The higher the morphactin concentration of a growth point, the greater the probability of the point to grow a new branch. Nowadays, PGSA has been accepted by more and more researchers and has been applied in some areas, such as logistics facility location [31, 32] , network optimization [33] , reconfiguration of both power distribution network and power transmission network [34, 35] , optimization of capacitor placement in a radial distribution network [36] , and wireless sensor network localization [37, 38] . PGSA has three advantages [36] : (1) it handles the objective function and the constraints separately, avoiding the trouble of determining the barrier factors; (2) it requires no external parameters, averting the man-made interference; (3) it provides a guiding search direction that continuously changes with the change of the objective function value. These merits make the optimization procedure focus more on the problem itself and not easily be disturbed by external parameters, which are exactly suitable for this problem to find the optimal solution. In the probability model of PGSA, ( ) is a function of judging the environmental quality of a growth point . PGSA provides that the node shall provide better environment for sprouting a new branch than what the root provides only if ( ) < ( 0 ), and thus it 6 Scientific Programming
Figure 1: Probability model in the original version PGSA.
gets the qualification for a positive growth probability [38] . In one iteration, as shown in Figure 1 , on the assumption that there are growth points from generations, interval represents the state subspace formed by the growth probabilities of growth points from the th generation; and it also includes a certain number of state subspaces , each of which corresponds to the growth probability of growth point in the th generation. The sum of growth probabilities of all points equals 1, formed as a complete state space. Then, a random number obtained in the interval (0, 1) is thrown to the state space like a small ball. The subinterval (the growth point) that catches the small ball gets the growth opportunity to sprout a new branch.
This research uses the MPGSA to deal with the network optimization problem depicted in Section 3. The new characteristics in MPGSA will be introduced in the following part. Particularly, this research allocates the products returned by customer to the nearest ICP , generating the variable ; and it allocates the shipment from ICP to the nearest CRC when the CRC is not fulfilled yet, generating the variable . Calculation details are described as follows.
Step 1 ( = 0). Determine the values of both initial basic point (initial solution) 0 and step length and then calculate ( 0 ).
Step 2 (search for growth points (new feasible solutions)). With point 0 as the center, with as the step length, look for growth points indicates the growth point 1 on the trunk 1 .
1
represents the maximum serial number of growth points on the trunk 1 .
Step 3 (search for the optimal solution). Compute ( ).
And set * (
).
}.
Step 4. Calculate the growth probability of each growth point, which is also known as concentration of morpheme.
), then the growth probability
)). And the denominator does not contain the situations where
Step 5 (generate a new basic point). Generate a random number 0 on the interval (0, 1). Find the new basic point
Step 6 (search for growth points). Set = + 1 and set = ( −1) , ∈ {1, 2, . . . , }.
With point
as the center, with as the step length, look for growth points +1 +1
( +1 = 1, 2, . . . , ; +1 = 1, 2, . . . ,
+1
) on the axis.
+1 +1
indicates the growth point +1 on the branch +1 .
+1
represents the maximum serial number of growth points on the branch +1 .
Step 7 (search for the optimal solution). Compute ( ) and (
+1 +1
). And set
)}.
, min = * (
Step 8. Calculate the growth probability of each growth point, which is also known as concentration of morpheme.
(1) For the growth points on the trunks,
In addition,
. . .
which do not contain the situations where the growth probabilities are equal to zero.
(2) For the growth points on the branches where = 1,
), then the growth probability ), then the growth probability ), then the growth probability
))/(Δ 1 +Δ 2 +⋅ ⋅ ⋅+Δ +1 ). And the denominator does not contain the situations where the growth probabilities are equal to zero.
Step 9 (generate a new basic point). Generate a random number on the interval (0, 1).
as the new basic point.
Give the selected one a unified form as
, ∈ {1, 2, . . . , + 1}.
Step 10. When the latest value of min repeats times, stop the iteration. And set the optimal solution * = min ; meanwhile, the optimal result * = min . Otherwise, return to Step 6.
While operating the original version PGSA based on the model built in Section 3, two contradictory drawbacks gradually show up. On the one hand, as the iteration is going on, data volume in a generation increases wildly, mixed with some obviously inferior solutions slowing the calculation speed. On the other hand, it is hard to allege that a hidden descendant will carry an inferior objective function value when its parent performs poorly. Having summed up experiences constantly, this study makes three improvements. Improvement 1. In both Steps 2 and 6, check the growth points using the constraints in the mathematical model and then delete the growth points beyond the border of the solution space. Improvement 2. At the ends of both Steps 3 and 7, judge the qualities of the growth points using a preset threshold which is set according to the specific problem and the experimental effect. The threshold here is set to 20000. When the difference between a growth point and the value of min is greater than the threshold, the competitiveness of the growth point is weak comparatively. And the growth point is so inferior that it can be deprived of its growth opportunities.
Improvement 3. In
Step 9, PGSA of the original version [30] generates just one new basic point out of all growth points. Discriminatively, this research selects a new basic point from the growth points in each generation, to form a group of new basic points. That is, the th generation will have at most ( − 1) new basic points, on this basis, looking for the growth points of the next generation. As shown in Figure 2 , interval represents the state subspace formed by the growth probabilities of growth points in the th generation. And small balls are thrown separately to state subspaces to select new basic points.
Both Improvements 1 and 2 not only concentrate the assignment of precious growth opportunities on the outstanding growth points, to promise the high quality of optimizing result, but also enhance efficiency through saving the computing resources. These are particularly important for the iterative calculation with a large amount of data. Improvement 3 picks a new basic solution from each generation; in other words, the searching scope is expanded, by which the optimizing efficiency will be improved. At the same time, considering that some special growth points with initially poor performances may own shorter paths to get the optimal solution, the third improvement gives the revaluating and reselecting chances to the growth points in all generations, which can avoid falling into local optimum. These three improvements make the MPGSA.
Data Experiment

Basic Data.
The case study adopts the basic experimental data from the paper of Diabat et al. [21] with the aim of validating the proposed methodology MPGSA. Basic data in the case include the coordinates information of 30 clusters of customers, 10 ICPs, and 5 CRCs. Additionally, each cluster of customers has a daily demand of returning products. Measurement of the distance uses Euclidean distance. The capacity of each CRC is set to 1000 units. Other input 8 Scientific Programming parameters are listed in Table 1 . Basic data is set to the same value as the data used in the study of Diabat et al. [21] , to scientifically provide a comparison of optimization effect using different heuristic approaches. Discount rate of unit freight has three optional values and is defined in the calculating process according to the shipping volume . To encourage batch transport to reduce transportation cost, there is no freight discount when a product volume is not larger than 200 units; discount rate equals 0.8 when 200 < ≤ 400; discount rate equals 0.6 when > 400. Similarly, penalty rate has three optional values and is defined in accordance with the shipping distance. There is a positive correlation between the unit freight and the shipping distance, which impels an ICP to choose the nearby CRC to return the products.
Experimental
Result. This research carries out an experiment 30 times separately under the condition that the iteration in one experiment will not stop until a value of min repeats 20 times. And the experiment results are shown in Figure 3 . After the data inspection using a box-and-whisker plot (Figure 4) , there is no outlier in the sample, which promises the quality of the data to be used in the following analysis. As shown in Table 2 , the average of the objective function values is $175516.80, and the average number of iterations is 59.73. MPGSA indeed gets a satisfactory effect. Diabat et al. [21] used two approaches, GA and AIS, on the proposed model. Besides, under the premise of both using the same data basis and conducting the same number of experiments (30 times), this study carries out rounds of experiments using PGSA and SA. Comparing five sets of results using five different heuristic algorithms, as illustrated in Figure 5 , the mean total cost of the returns network is the lowest using the optimization method MPGSA, reduced by 9.26% when compared to the result of AIS, reduced by 8.32% when compared to the result of SA, and reduced by 5.85% when compared to the result of PGSA. MPGSA achieves a better experiment result significantly. According to the simulation result, the CRC with the coordinates of (32, 39) is supposed to be closed; and the recommended order of the remaining 4 CRCs to be established, from superior to inferior, is (20, 53) , (48, 19) , (10, 7) , and (9, 30) . In addition, the average number of CRCs that should be established is 3.17, which means that it is best to open 3 CRCs in the product returns network.
The optimal solution of each experiment in the round always gives a piece of advice for the holding periods of ten ICPs. When the holding period of ICP equals 0, ICP is not suggested renting. Table 3 shows the mean, the minimum, and the maximum of holding periods (in days) of ten ICPs. For example, the first ICP with the coordinates of (44, 50) is advised to keep a holding period of 2.6 days averagely; the shortest can be 1 day; the longest can be 4 days.
Stability Analysis of MPGSA.
Repetitions of min can influence the accuracy of the solution directly. To illustrate the stability of MPGSA, this research raises the requirement on repetitions of min to 35 times and 50 times, respectively, and runs the algorithm for two rounds. As shown in Table 4 , the objective function value indeed decreases as the number of the repetitions of min increases, however with a modest extent. In Table 5 , the experiment results from three rounds all suggest establishing 3 CRCs; and three ranking results of recommendation extent of 5 alternative CRCs are basically identical. In conclusion, the result generated from MPGSA is stable, which proves the high efficiency of MPGSA. In addition, Table 6 lists 9 selectable solutions, each of which offers a low-cost advantage, providing the manager with multiple options.
Sensitivity Analysis
A Sensitivity Analysis of the Service Scope of ICPs.
The locations of ICPs should be close enough to customers to provide convenience for returning products [39, 40] . Dekker et al. [41] mentioned that the volume of returns is related to the location of collection points, and a reasonable layout of collection points is a primary consideration in the network design. According to Diabat et al. [21] , the expansion of the service scope of ICPs will lessen the required number of ICPs, reducing total cost of the product returns network. Therefore, there is an urgent need to find an equilibrium point between reducing logistics cost and improving service level.
This study sets the service radius of each ICP as different sizes (17, 21, 25 , and 29 miles) and runs the algorithm MPGSA. The optimization result using MPGSA is compared with the results using PGSA, SA, GA, and AIS, as shown in Table 7 and Figure 6 , which is optimal relatively. According to the MPGSA result, the expansion of ICPs' service scopes surely leads to the decrease of total network cost, however with a slight extent. Using nonparametric Friedman test on the result obtained from MPGSA, the small value of (=0.0001) indicates that the service radius of ICPs affects the total cost at a confidence level of 1%. But it is decreasing not in that way as shown in the experiment of Diabat et al. [21] . The contrast of results displayed in Figure 6 can tell that MPGSA is a more stable and reliable method to find the appropriate locations for ICPs and to arrange the proper collection periods for them. Balancing the total cost with the service quality, the desirable proximity of ICPs should be limited within the range from 21 to 25 miles. Figure 7 summarizes the volatility of MPGSA simulation result under varying proximity. The boxplot shows that the fluctuation range is smaller when the service radius is 25 miles. So the 25-mile radius is a more appropriate range of ICPs. 1  2  3  4  5  6  7  8  9  10  1  2  3  4  5   20   1  169435  3  3  0  3  1  2  3  3  2  3  0  0  0  1  1  2  170330  3  3  3  3  1  4  3  3  1  3  0  0  1  1  1  3  171120  3  3  3  3  2  2  0  3  3  2  1  0  1  0  1   35 
A Sensitivity Analysis of Unit Inventory Carrying Cost of
ICPs. Daily volume of product returns is so small that an ICP needs to hoard goods in several days to ship them in bulk to CRCs (as shown in Table 3 ), which will reduce the transportation cost. But, on the other hand, the inventory carrying cost at the ICP will increase. Anyway, it would be a tradeoff between transportation cost and inventory carrying cost. This section tests the wave of total cost with varying unit inventory carrying costs (0.01, 0.05, 0.10, and 0.15 dollars), while keeping the unit freight constant at 1 dollar. Table 8 lists the MPGSA optimization result, containing the best, the worst, and the mean values of total cost, and compares it with the results obtained from the algorithms of PGSA, SA, GA, and AIS. The comparison given in Figure 8 gives two messages: (1) MPGSA always gets the solution with a lower mean total cost and (2) unit inventory carrying cost has a remarkable influence on the total cost. Based on the Friedman test used on the MPGSA result, value =3.88769 − 19 indicates that the unit inventory carrying cost of ICPs observably influences the network total cost. As shown in Figure 9 , the 4 boxes are in different heights, and the separation between each pair of them is obvious. The managerial implication obtained from the experimental results which are displayed in Figure 9 explains that taking an appropriate inventory management strategy at an ICP to lessen unit inventory carrying cost would reduce total cost of the returns network obviously. The inventory carrying cost in reverse logistics includes the out-of-pocket cost and the opportunity cost. And the out-of-pocket cost is related to a series of management activities, such as cargo storage, cargo handling, and cargo repair [42] . That brings about a management inspiration: an enterprise should make a scientific assessment on the environment for returning product and formulate an accurate inventory control strategy and use advanced handling facilities to improve its work efficiency. Although the upfront investment may be relatively large, the long-term benefits won from reducing the inventory carrying cost of a huge number of goods will be very substantial.
A Sensitivity Analysis of the Inventory Capacity of CRCs.
The construction cost of a CRC is related to the construction scale (i.e., inventory capacity). Assume that the construction cost of a CRC is proportional to the inventory capacity of it. Then, it would take 2700 dollars to build a CRC with a capacity of 900 units, and it would take 3000 dollars to build a CRC with a capacity of 1000 units, and so on. A sensitivity analysis is performed based on the assumption. Table 9 lists the best, the worst, and the mean values of total cost obtained from the data experiment using MPGSA, PGSA, and SA and the average number of MPGSA-recommended CRCs. Figure 10 compares the fluctuation of the mean total costs using the three algorithms along with the expansion of inventory capacity. Figure 11 the optimal solution relatively. As the data illustrates, the larger the inventory capacity, the smaller the number of CRCs needed. Based on the Friedman test used on the MPGSA result, value =2.62671 − 05 reflects that the difference in inventory capacity of CRCs will induce the fluctuation in total cost at a confidence level of 1%. However, expanding the inventory capacity of CRCs is not absolute to bring about an increase or a decrease of total cost. There is an explanation for the MPGSA phenomenon in Figure 11 .
(1) When the inventory capacity of a CRC changes from 800 to 1100 units, the recommended number of CRCs stays at around 3. The increase in construction cost resulting from the expansion of inventory capacity raises the total cost slightly. In particular, total cost has a little descent when the inventory capacity changes from 1000 units to 1100 units. Though the expansion of capacity increases the building cost, it allows more ICPs to pick the nearest CRC to return the goods or allows the ICPs to return more goods to the CRC that is near to them, saving the transportation cost. And the decline in transportation cost has a bigger influence on the total cost.
(2) When the inventory capacity keeps in 700 units, MPGSA recommends 3.83 CRCs averagely to be set up. 83.3% of 30 experiment records suggest establishing 4 CRCs, bringing about the addition of construction cost; at the same time, the sum of inventory capacities of all CRCs is very close to the total volume of returns in one period, which means that most ICPs need to distribute their returns to multiple CRCs, resulting in the increase of transportation cost. As shown in Figure 11 , the position of the 700-inventory-capacity box is higher than the position of the 800-inventory-capacity box, which is consistent with the analysis.
(3) When the inventory capacity keeps in 1200 units, MPGSA suggests setting up 2.6 CRCs averagely. In 30 experiment records, 53.3% of them suggest establishing 3 CRCs, and 43.3% of them suggest establishing 2, decreasing the building cost averagely; but, on the other hand, when a solution proposes to build 2 CRCs, the haul distance will be lengthened for a part of ICPs, increasing the transport cost. As what has been seen in Table 9 , the mean total cost is close to the other one when the capacity is set to 1100 units, which means that the decreasing cost offsets the increasing cost when the capacity is enlarged. But the whiskers (in Figure 11) are longer as the capacity equals 1200 units, and thus it is not stable comparatively.
Considering synthetically the total cost and its stability, this research recommends that the capacity of a CRC should be limited within a region from 800 to 900 units.
Conclusion
This paper presents a high-efficiency and stable method, the Modified Plant Growth Simulation Algorithm, to solve the location-allocation problem of a product returns network. On the basis of the original version PGSA, this paper makes MPGSA with three improvements to expand the search scope and remove the inferior growth points. The improvements bring about the following good consequences: (1) it concentrates the assignment of precious growth opportunities on the fine growth points to promise a high-quality result; (2) it economizes the computing resources, which is especially meaningful for the iterative calculation with a mountain of data; (3) it picks a new basic solution from each generation to expand the search scope and enhance the optimizing efficiency, though the data volume calculated increases rapidly along with the propelling of iteration; (4) considering that some initially weak growth points may own shorter paths to get the optimal solution, it gives the revaluating and reselecting chances to all growth points in each iteration, to avoid falling into a local optimum.
The mathematical model proposed here focuses on the management of returning products only. Compared to other models proposed in reverse logistics and closed-loop supply chain that cover so many sections in supply chain, which are too rough to provide clearly and easily understandable solutions, the model presented here is more detailed and complete on the depiction of the network structure, operation costs, and duration control, giving practicable and easycontrolled solutions to managers and decision-makers. The three-echelon product returns network accords with the universal requirement in the real world. And it has good adaptability in being developed to support other multiechelon networks to cover a vaster area.
The numerical result indicates that MPGSA is effective and stable. The average total cost of the product returns network using MPGSA reaches the lowest level, reduced by 9.26% when compared to the result of AIS, reduced by 8.32% when compared to the result of SA, and reduced by 5.85% when compared to the result of PGSA. These improvements of MPGSA can be applied in more optimization researches in the future as they have just one objective function.
This research uses static data in the calculation process in order to make scientific comparison of the optimization effects of various algorithms. Future work can perform network optimization considering the uncertainty of returnproduct needs. Furthermore, it is worthwhile to design a sustainable network for product returns, which aims equally at sustainability in economic, environmental, and social dimensions.
