Abstract An inexact Newton type method for numerical minimization of convex piecewise quadratic functions is considered and its convergence is analyzed. Earlier, a similar method was successfully applied to optimizaton problems arising in numerical grid generation. The method can be applied for computing a minimum norm nonnegative solution of underdetermined system of linear equations or for finding the distance between two convex polyhedra. The performance of the method is tested using sample data from NETLIB family of the University of Florida sparse matrix collection as well as quasirandom data.
Introduction
The present paper is devoted to theoretical and experimental study of novel techniques for incorporation of preconditioned conjugate gradient linear solver into inexact Newton method. Earlier, similar method was successfully applied to optimizaton problems arising in numerical grid generation [7, 8, 13] , and here we will consider its application to the numerical solution of piecewise-quadratic unconstrained optimization problems [9, 15, 16, 17] . The latter include such problems as finding the projection of a given point onto the set of nonnegative solutions of an underdetermined system of linear equations [6] or finding a distance between two convex polyhedra [3] (and both are tightly related to the standard linear programming problem). The paper is organized as follows. In Section 2, a typical problem of minimization of piecewise quadratic function is formulated. In Section 3, certain technical results are given related to objective functions under consideration. Section 4 describes an inexact Newton method adjusted to the optimization problem. In Section 5, a convergence analysis of the proposed algorithm is given with account of special stopping rule of inner linear conjugate gradient iterations. In Section 6, numerical results are presented for various model problems.
Optimization problem setting
Consider the piecewise-quadratic unconstrained optimization problem
where the standard notation ξ + = max(0, ξ ) = (ξ + |ξ |)/2 is used. Problem (1) can be viewed as the dual for finding projection of a vector on the set of nonnegative solutions of underdetermined linear systems of equations [6, 9] :
Ax=b x≥0
the solution of which is expressed via p * as x * = ( x + A T p * ) + . Therefore, we are considering piecewise quadratic function ϕ : R m → R 1 determined as
which is convex and differentiable. Its gradient g(p) = grad p is given by
and it has generalized Hessian [10]
The relation of H(p) to ϕ(p) and g(p) will be explained later in Remark 1.
3 Taylor expansion of (·) 2 + function
The following result is a special case of Taylor expansion with the residual term in integral form. LEMMA 1. For any real scalars η and ζ it holds
PROOF. Consider f (ξ ) = 1 2 (ξ + ) 2 and note that f ′ (ξ ) = ξ + and f ′′ (ξ ) = sign(ξ + ) (note that f ′′ (0) can formally be set equal to any finite real number, and w.l.o.g. we use f ′′ (0) = 0). Inserting this into the Taylor expansion
readily gives the desired result. LEMMA 2. For any real n-vectors y and z it holds
where
PROOF. Setting in (5) η = y j , ζ = z j , and summing over all j = 1, . . . , n obviously yields the required formula. Note that the use of scalar multiple 2 within the integral provides for the estimate Diag(d) ≤ 1.
LEMMA 3. Function (2) and its gradient (3) satisfy the identity
PROOF. Setting in (6) and (7) y = x+ A T p and z = A T q readily yields the required result (with account of cancellation of linear terms involving b in the left hand side of (8)). REMARK 1. As is seen from (9), if the condition
holds true for any 0 ≤ ϑ ≤ 1, then (8) is simplified as
where the generalized Hessian matrix H(p) is defined in (4) . This explains the key role of H(p) in the organization of the Newton-type method considered below. Note that a sufficient condition for (10) to hold is
that is, if certain components of the increment q are relatively small, then ϕ is exactly quadratic (11) in the corresponding neighborhood of p.
Inexact Newton method for dual problem
As suggests condition (10) and its consequence (11) , one can try to numerically minimize ϕ using Newton type method
Note that by (11) 
The parameters 0 < α k ≤ 1 and 0 ≤ δ ≪ 1 must be defined properly for better convergence. Furthermore, at initial stages of iteration, the most efficient strategy is to use approximate Newton directions
, which can be obtained using preconditioned conjugate gradient (PCG) method for the solution of Newton equation M k d k = g(p k ). As will be seen later, it suffices to use any vector d k which satisfies conditions d
with 0 < ϑ k < 1 sufficiently separated from zero. For any preconditioning, the approximations constructed by the PCG method satisfy (14) , see Section 5.3 below. With account of the Armijo type criterion
where the maximum steplength α satisfying (15) is used, the inexact Newton algorithm can be presented as follows:
Next we explore the convergence properties of this algorithm.
Convergence analysis of inexact Newton method
It appears that Algorithm 1 exactly conforms with the convergence analysis presented in [13] (see also [2] ). For the completeness of presentation and compatibility of notations, we reproduce here the main results of [13] .
Estimating convergence of inexact Newton method
The main assumptions we need for the function ϕ(p) under consideration are that it is bounded from below, have gradient g(p) ∈ R m , and satisfies
for the symmetric positive definite m × m matrix M = M(p) defined above in (13) and some constant γ ≥ 1. Note that the exact knowledge of γ is not necessary for actual calculations. The existence of such γ follows from (13) 
therefore, (16) holds with
The latter formula explains our choice of M which is more appropriate in cases of large variations in norms of rows in A (see the examples and discussion in Section 6). Next we will estimate the reduction in the value of ϕ attained by the descent along the direction (−d) satisfying (14) . One can show the following estimate for the decrease of objective function value at each iteration (here, simplified notations p = p k ,p = p k+1 etc. are used)p = p − αd with α = 2 −l , where l = 0, 1, . . ., as evaluated according to (15) :
In particular, if the values of ϑ 2 are separated from zero by a positive constant ϑ 2 min (lower estimate for ϑ follows from Section 5.3 and an upper bound for κ = cond(CM)), then, with account for M ≤ (1 + δ ) A 2 I and the boundedness of ϕ from below, it follows
Noting that the right hand side of the latter estimate does not depend on k, it finally follows that lim
where k is the number of the outer (nonlinear) iteration. Estimate (18) can be verified as follows (note that quite similar analysis can be found in [16] ). Using q = −β d, where 0 < β < 2/γ, one can obtain from (16) and (14) the following estimate for the decrease of ϕ along the direction (−d):
The following two cases are possible. Case 1. If the condition (15) is satisfied at once for α = 1, this means that (recall that the left equality of (14) holds)
Case 2. Otherwise, if at least one bisection of steplength was performed (and the actual steplength is α), then, using (19) with β = 2α, it follows
which readily yields α > 1/(2γ). Since we also have
Joining these two cases, taking into account that γ ≥ 1, and using the second equality in (14) one obtains the required estimate (18) . It remains to notice that as soon as the norms of g attain sufficiently small values, the resulting directions d will also have small norms. Therefore, the case considered in Remark 1 will take place, and finally the convergence of the Newton method will be much faster than at its initial stage.
Linear CG approximation of Newton directions
Next we relate the convergence of inner linear Preconditioned Conjugate Gradient (PCG) iterations to the efficiency of Inexact Newton nonlinear solver. Similar issues were considered in [2, 8, 12, 13 ].
An approximation d (i) to the solution of the problem Md = g generated on the ith PCG iteration by the recurrence d (i+1) = d (i) + s (i) (see Algorithm 2 below) can be written as follows (for our purposes, we always set the initial guess for the solution d (0) to zero):
where the PCG direction vectors are pairwise M-orthogonal:
and estimate (20) takes the form
where k is the Newton iteration number. Summing up the latter inequalities for 0 ≤ k ≤ m − 1, we get
On the other hand, the cost measure related to the total time needed to perform m inexact Newton iterations with i k PCG iterations at each Newton step, can be estimated as proportional to
Here ε CG is a small parameter reflecting the ratio of one linear PCG iteration cost to the cost of one Newton iteration (in particular, including construction of preconditioning and several ϕ evaluations needed for backtracking) plus possible efficiency loss due to early PCG termination. Thus, introducing the function
, (here, we omit the index k) one obtains a reasonable criterion to stop PCG iterations in the form ψ(i) > ψ(i − 1). Here, the use of smaller values ε CG generally corresponds to the increase of the resulting iteration number bound. Rewriting the latter condition, one obtains the final form of the PCG stopping rule:
Note that by this rule, the PCG iteration number is always no less than 2. Finally, we explicitly present the resulting formulae for the PCG algorithm incorporating the new stopping rule. Following [9] , we use the Jacobi preconditioning
Moreover, the reformulation [14] of the CG algorithm [11, 1] is used. This may give a more efficient parallel implementation, see, e.g., [9] . Following [14] , recall that at each PCG iteration the M −1 -norm of the (i + 1)-th residual r (i+1) = g − Md (i+1) attains its minimum over the corresponding Krylov subspace. Using the standard PCG recurrences (see Section 5.3 below) one can find
, can be determined via the solution of the following 2-dimensional linear least squares problem:
By redefining r (i) := −r (i) and introducing vectors t (i) = Ms (i) , the required PCG reformulation follows:
For maximum reliability, the new stopping rule (23) is used along with the standard one; however, in almost all cases the new rule provides for an earlier CG termination. Despite of somewhat larger workspace and number of vector operations compared to the standard algorithm, the above version of CG algorithm enables more efficient parallel implementation of scalar product operations. At each iteration of the above presented algorithm, it suffices to use one MPI AllReduce( * , * ,3,. . . ) operation instead of two MPI AllReduce( * , * ,1,. . . ) operation in the standard PCG recurrences. This is especially important when many MPI processes are used and the start-up time for MPI AllReduce operations is relatively large. For another equivalent PCG reformulations allowing to properly reorder the scalar product operations, see [5] and references cites therein.
Convergence properties of PCG iterations
Let us recall some basic properties of the PCG algorithm, see, e.g. [1] . The standard PCG algorithm (algebraically equivalent to Algorithm 2) for the solution of the problem Md = g can be written as follows (the initial guess for the solution d 0 is set to zero):
The scaling property (14) 
Since αd ∈ K i for any scalar α, one gets
. 2 , which readily yields (14) . Furthermore, by the well known estimate of the PCG iteration error [1] using Chebyshev polynomials, one gets
By the scaling condition, this gives
Hence, 0 < θ < 1 and θ 2 → 1 as the PCG iteration number i grows.
Numerical test results
Below we consider two families of test problems which can be solved via minimization of piecewise quadratic problems. The first one was described above in Section 2 (see also [6] ), while the second coincides with the problem setting for the evaluation of distance between two convex polyhedra used in [3] . The latter problem is of key importance e.g., in robotics and computer animation.
Test results for 11 NETLIB problems
Matrix data from the following 11 linear programming problems (this is the same selection from NETLIB collection as considered in [15] ), were used to form test problems (1) . Note that further we only consider the case x = 0. Recall also the notation x * = ( x + A T p * ) + . The problems in Table 1 below are ordered by the number of nonzero elements nz(A) in A ∈ R m×n . It is readily seen that 3 out of 11 matrices have null rows, and more than half of them have rather large variance of row norms. This explains the proposed Hessian regularization (13) instead of the earlier construction [6, 15] 
The latter is a proper choice only for matrices with rows of nearly equal length, such as maros r7 example or various matrices with uniformly distributed quasirandom entries, as used for testing in [9, 15] . In particular, estimate (17) with D = I would take the form γ = A 2 /δ , so the resulting method appears to be rather sensitive to the choice of δ .
In Table 2 , the results presented in [15] are reproduced along with similar data obtained with our version of Generalized Newton method. It must be stressed that we used the fixed set of tunung parameters
for all problems. Note that In [15] the parameter choice for the Armijo procedure was not specified. In [15] , the calculations were performed on 5GHz AMD 64 Athlon X2 Dual Core. In our experiments, one core of 3.40 GHz x8 Intel (R) Core (TM) i7-3770 CPU was used, which is likely somewhat slower.
Note that the algorithm of [15] is based on direct evaluation of M k and its sparse Cholesky factorization, while our implementation, as was proposed in [9] , uses the Jacobi preconditioned Conjugate Gradient iterations for approximate evaluation of Newton directions. Thus, the efficiency of our implementation critically depends on the CG iteration convergence, which is sometimes slow. On the other hand, since the main computational kernels of the algorithm are presented by matrix-vector multi- plications of the type x = Ap or q = A T y, its parallel implementation can be sufficiently efficient.
In Table 2 , the abbreviation cqpMOSEK refers to MOSEK Optimization Software package for convex quadratic problems, see [15] . The abbreviation ssGNewton denotes the method implemented and tested in [15] , while GNewtEGK stands for the method proposed in the present paper.
Despite the use of slower computer, our GNewtEGK demonstrates considerably faster performance in 8 cases of 11. Otherwise, one can observe that smaller computational time of cqpMOSEK goes along with much worse residual norm, see the results for problems cre b and osa 14 .
Thus, in most cases the presented implementation of Generalized Newton method takes not too large number of Newton iterations using approximate Newton directions generated by CG iterations with diagonal preconditioning (24) and special stopping rule (23).
A direct comparison of efficiency for the standard CG iterations stopping rule γ (i) ≤ ε 2 CG γ (0) (see Algorithm 2 for the notations) and the new one (23) is given in Table 3 , where the timing (in seconds) and precision results averaged over the same 11 problems are given. One can see that nearly the same average residual norm Ax − b ∞ can be obtained considerably faster and with less critical dependence on ε CG when using the new PCG iteration stopping rule.
Evaluating the distance between convex polyhedra
Let the two convex polyhedra X 1 and X 2 be described by the following two systems of linear inequalities: 
