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Adjoints of Binary Matroids 
ROBERT E. BIXBY* AND COLLETTE R. COULLARDt 
It is proved that a binary matroid has only binary ad joints if and only if it is either nonregular 
or graphic and has no K4 or K2,3 minor. 
1. INTRODUCTION 
Suppose M is a matroid on a set E and a matrix D represents Mover some field IF; that 
is, the columns of D are indexed on E and a subset of E is independent in M if and only 
if the corresponding columns of D are linearly independent over IF. This relationship is 
denoted M = .A(D). (In general, if Sis a set of vectors in some vector space, .A(S) denotes 
the matroid represented by a matrix with column set S. The underlying set for this matroid 
may be considered to be the set S or some index set for S.) 
Ann x m matrix is called a standard representative matrix (or simply a standard matrix) 
if it contains a subset of columns that can be permuted to form an n x n identity matrix. 
Let IF£ denote IF1£1 with coordinates indexed on E. For x E IF£, the support of x, denoted 
llxll, is {e E E: Xe =F 0}. As usual, lEI means the number of elements in E. 
Suppose D is a standard matrix. Then the identity columns of D correspond to a base 
B £ E of M. This identity provides a natural indexing of the rows of D by which the 
columns of D can be thought of as vectors in IFB. For each e E E\ B, let De denote the column 
corresponding to e. Then {e} u II De II is the unique circuit of M contained in B u {e}, called 
the fundamental circuit of e with respect to B. The set B* = E\B is a cobase of M (a base 
ofM*, the dual of M), and if De denotes the row ofD corresponding toe E B, then II Dell 
is the unique cocircuit of M contained in B * u { e}, called the fundamental cocircuit of e 
with respect to B*. 
Now if M is binary, then there exists a standard matrix D' with its identity corresponding 
to the same base B, and that represents Mover GF(2). By the uniqueness of fundamental 
circuits, it is clear that D' can be obtained from D by replacing the nonzeros by ones. 
Now suppose M is binary but D is not a standard matrix. Can the nonzeros of D be 
replaced by ones to obtain a binary representation for M? In general the answer is no, but 
suppose that D has some of the structure of a standard matrix. Specifically, suppose the 
support of each row of D is a cocircuit of M. In this case, if fi is the matrix obtained from 
D by replacing the nonzeros by ones, then fi represents M over G F(2) if and only if D and 
fi have the same rank. This can be seen as follows: 
The rowspace ofD, denoted rsp(D) contains a finite set (up to multiplication by a scalar) 
S, of vectors with minimal non-empty support. Clearly S spans rsp(D), and it is easy to see 
that IC* = {lis II: s E S} is the collection of cocircuits of M. It follows that any matrix the 
rows of which form a spanning subset of S represent the matroid M. Now if D' is some 
binary matrix representing M, there is an obvious one-to-one correspondence between S 
and the setS' of minimal vectors in rsp(D'): each s E S' corresponds to the s' E S obtained 
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by replacing each nonzero by a one. Thus, for S1 ~ S, the corresponding S{ ~ S' forms 
a representing matrix forM over GF(2), if and only if S{ has rank equal to the rank of M. 
The original question about whether or not f) represents M can now be restated: Is a 
given base of .A(S) also a base of .A(S')? Of course, if .A(S) = .A(S'), then the answer 
is yes. 
This paper is devoted to determining when .A(S) = .A(S'). Note that the answer to this 
question does not give a complete answer to the original question. Even if .A(S) # .A(S'), 
the two matroids will still have some bases in common, in particular those that form 
standard representative matrices for M. 
Recall that .A(S) was defined using a particular representing matrix D. It will be shown 
that since M is binary, .A(S) is independent of the choice of D, and depends only on the 
field f. This follows easily from known facts about binary matroids. It is also easily shown 
that .A(S) is binary if M is binary but not regular. The main theorem characterizes those 
regular matroids for which .A(S) # .A(S') for some field f. 
The matroid .A(S) is not a new invention . .A(S) is an adjoint of M, as defined by Crapo 
in [5]. The definition of adjoint is given in the next section, and the statements in this paper 
are statements about adjoints. In particular, the main theorem is that a regular matroid M 
has a nonbinary adjoint if and only if M has either a .A(K4 ) or .A(K2,3 ) minor. 
In Section 2 ad joints are introduced, and some of their known properties are stated and 
proved, for completeness. Then some specific examples of adjoints are given. Section 3 
presents the sequence of simple facts about binary matroids that justifies the use of ad joints 
in this investigation. In Section 4 the main result is proved, and in Section 5 further 
questions are discussed. 
2. ADJOINTS 
This section provides the necessary background material about adjoints. Familiarity 
with the basics of matroid theory is assumed. (See for example Welsh [9].) Throughout, 
M = (E, :!1') denotes a matroid on finite set E, where :!1' is the collection of flats of M. The 
set .Ye = {HE :!1': rM(H) = rM(E) - I} is the collection of hyperplanes of M, where rM 
denotes the rank function of M. ff(M) is the lattice of flats of M. Thus, the set of elements 
of .P(M) is :F. Foree E, if {e} is the rank I flat of M containing e, it is denoted simply 
bye, and for FE :!1', 'e E F' means '{e} ~ F'. 
2.I. DEFINITION. An adjoint of matroid M is a simple matroid A = (S, ff) with the 
following properties: 
(a) rM(E) = rAS). 
(b) There exists an injection 4>: :!1' -+ ff such that for F 1, F2 e :!1', if F 1 ~ F2 then 
c/>(F2 ) ~ c/>(F1) and 4> maps .Ye onto S. 
Suppose A is an adjoint of M. It is immediate that: 
2.2. LEMMA. If e is a loop or parallel element, then A is an adjoint of M\e. 
The following two lemmas are straightforward: 
2.3. LEMMA. If F1 covers F2 in !f(M), then cf>(F2 ) covers cf>(F1) in ff(A). 
2.4. LEMMA. rAcf>(F)) = rM(E) - rM(F),for each FE :!1'. 
The next lemma is not so trivial. The proof given here was suggested by U. Faigle. 
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PRooF. We prove the lemma assuming only that ¢ is an inclusion-reversing, cover-
preserving injection. 
The lemma follows easily from the following claim: Given FE fF and e E E, ¢(F v e) = 
¢(F) A ¢(e). 
Proof of claim: If e E F, the claim is true since ¢ is inclusion reversing. Assume e ~ F. 
Then ¢(F v e) ~ ¢(F) and ¢(F v e) ~ ¢(e), and thus ¢(F v e) ~ ¢(F) A ¢(e); more-
over, since F v e covers F, ¢(F v e) is covered by ¢(F). So ¢(F) A ¢(e) # ¢(F v e) 
implies ¢(F) A ¢(e) = ¢(F), and hence ¢(F) ~ ¢(e). Clearly, ¢(F) ~ ¢(e) cannot hold 
ifF is a rank 1 flat of M. 
Suppose now that the claim is false. Take M to be a counterexample of minimal rank with 
rM(F) minimal. Since Fis not a rank 1 flat, the claim holds for ft'(M) replaced by the lattice 
ft'' = [F', 1], where F' is a lower neighbor ofF in ft'(M). Hence, 
¢(F v e) = ¢(F v (F' v e)) = ¢(F) A ¢(F' v e) 
= ¢(F) A ¢(F') 1\ ¢(e) = ¢(F) A ¢(e), 
where the third equality follows from minimality of rM(F). 
Now for arbitrary F1, F2 E ff, the lemma follows by observing that F1 = V {e: e E Fd 
and applying the claim. 
2.6. ExAMPLE. Let M = (E, JF) = .H(D), where Dis a matrix with full row rank over 
some field IF. LetS ~ IF£ be the collection of distinct (up to scalar multiplication) non-zero 
vectors in rsp(D) with minimal support, and let A = (S, f/) = ..lt(S). Then A is an adjoint 
of M. To see this, define ¢: fF -+ f7 by 
¢(F) = {s E S: llsll n F = 0}. 
If s ~¢(F), then e E lis II for some e E F. Then s cannot be spanned by the vectors in ¢(F), 
so ¢(F) is indeed a flat, as required. It is immediate that rA (S) = rM(E). Let F1 # F2 E ff, 
be distinct, and let e E F1\F2 • Since E\F2 is the union of cocircuits, there exists s E S with 
e E lis II ~ E\F2 • Then s E ¢(F2 ) \ ¢(F1 ), and ¢ is injective. It is obvious that ¢ is inclusion 
reversing. ForsE S, let E\ llsll = HE £. Then ¢(H) = s, and ¢ maps Jf onto S. 
Adjoints that may be constructed as in the above example will be called type I adjoints. 
An equivalent definition of the type I adjoint is the following: Let n be the number of rows 
of D. For each hyperplane H E Jf, let pH E IFn be a normal to the linear subspace spanned 
by {D.: e E H}, where D. is the column ofD corresponding to e. DefineS = {pH: HE£}. 
Note that Sis unique up to scalar multiples, and that, subject to such a scaling, if B is any 
base of M, then S = {siB: s E S}, where siB = (s.: e E B). Hence, A = .H(S). 
2. 7. EXAMPLE Here are some examples of type I adjoints. Let IF be any field of charac-
teristic not equal to 2. Let Kn be the complete graph on n vertices and Km,n the complete 
bipartite graph with m red and n blue vertices. For a graph G, let .H(G) denote the polygon 
matroid of G. 
The matrices 
0 ~)over IF and D2 = (~ 
-1 0 -1 
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both represent .A(K4 ), and the rows of 
0 0 0 0 0 0 
0 0 -1 0 0 0 0 
0 0 0 -1 -1 0 0 0 
0 0 over IF and 0 0 over GF(2) 
0 -1 0 -1 0 0 
0 -1 0 0 0 
0 0 0 0 0 0 
represent two adjoints A 1 and A2 of .A(K4 ). A 1 is evidently the nonbinary 'non-Fano', while 
A2 is the Fano matroid itself. 
0 0 0 0 0 0 
0 0 0 0 0 0 
DJ= 
0 0 0 0 -1 
over IF and D4 = 
0 0 0 0 
over GF(2) 
0 0 0 -1 0 0 0 0 0 
represent .A(K2,3), and the rows of the following two matrices represent ad joints A 3 and A4 
of .A(K2,3): 
0 0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 -1 0 0 0 0 
0 0 0 -1 0 0 0 0 0 
-1 0 0 0 0 0 0 0 0 
0 0 0 over IF and 0 0 0 over GF(2). 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
A3 is nonbinary because of the indicated non-Fano, and A4 is binary and not regular, 
because of the indicated Fano. 
The matrix 
0 0 0 
0 0 0 
Ds= 
0 0 0 
over GF(2) 
0 0 0 
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represents vlt(Cs), where C" is the cycle graph with n edges. The rows of the matrix 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
over GF(2) represent adjoint As of vlt(Cs). Clearly As = vlt(Ks), and in general vlt(K") is 
an adjoint of vlt(Cn)· 
2.8. LEMMA. Assume A = (S, :T) is an adjoint of M = (E, g;) and A is representable 
over afield IF. Then M is representable over IF; moreover, a representation can be chosen so 
that the corresponding type I adjoint is A. 
PRooF. Let rA(S) = rM(E) = n, and let { Ys E IF": s E S} be a representation of A. For 
each e E E, let He = ¢(e), a hyperplane of A, let H; denote the hyperplane in IF" spanned 
by {ys: s E H.}, and let 0 =F xe E IF" be normal to H;. Define M' = vlt({xe: e E E}), with 
rank function r'. For the representability of M, it suffices to show that r'(X) = rM(X) for 
each X s; E. Let X s; E and assume rM(X) = k. Then by (2.4) and (2.5), rAA {¢(e): 
e EX}) = n - k. Let {e1, ••• , ed be a base of X in M, and let H; = ¢(e;), i = 1, ... , k. 
Then rAH1 n ... n H;) = rA¢(e1 ) 1\ ••• 1\ ¢(e;)) = rA¢(e1 v ... v e;)) = n - i, 
i = 1, ... , k. Claim: r'({e1 , ••• , ed) = k. We show r'({e1 , ••• , eJ) = j,j = 1, ... , k. 
Clearlythisistrueforj = l.Assumetrueforj ~ i.Sincer'({e1, ••• ,e;}) = i,H~ n ... n 
H/ has rank n - i (a fact about vector spaces). Suppose H{ n ... n H;+ 1 has rank n - i. 
Then H 1 n ... n H; s; H { n ... n H/ s; H; + 1 , implying H 1 n ... n H; s; H; + 1 , since 
H; + 1 is a flat in A and spans H; + 1 in IF", contradicting r A (H1 n ... n H; + 1) = n - i - 1. 
Thus, H{ n ... n H;+, has rank n - i- 1, implying r'({e1, ••• , ei+I}) = i + 1, and 
hence that r'({e1, ••• , ek}) = k. Now, let e E X\{e 1, ••• , ek}· Since rAH1 n ... n Hk) = 
n - k, H 1 n ... n Hk spans H{ n ... n H[, and so H 1 n ... n Hk s; He implies 
H{ n ... n H[ s; H;. Thus, r'(X) = k, as desired. Further, if X is a hyperplane of M, Ys 
such that s = ¢(X) is normal to {xe: e EX}. Thus, A is of Type I. 
3. BINARY MATROIDS 
A proof of the following lemma may be found in [1] (Lemma 23) or [2]. 
3.1. LEMMA. If vlt(D1) = vlt(D2 ) is binary, where D 1 and D2 are standard matrices over 
the same .field IF, with respect to the same base, then D1 may be obtained from D2 by row and 
column scaling. 
Now, any two matrices D 1, D 2 with vlt(D1) = vlt(D2) are row equivalent to matrices n;, 
D~, respectively, where n;, D~ are standard matrices with respect to the same base. It follows 
that: 
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3.2. LEMMA. /fD1 andD2 are matrices over IF such that Jt(Dt) = Jt(D2) is binary, then 
rsp(D1) = rsp(D2), up to coordinate scaling. 
In view of (2.8), it is immediate that: 
3.3. LEMMA. If M is binary and representable over afield IF, then M has a unique adjoint 
representable over IF. 
Let Au,f denote this unique adjoint. 
As pointed out by a referee, Lemma 3.3 does not hold without the assumption that M 
is binary. Take, for example, the matroid defined by the affine dependency of 6 points in 
general position in the plane, forming a hexagon. This matroid is U~. The 3 elements of the 
Type I adjoint corresponding to the 3 diagonals of the hexagon are dependent if and only 
if the 3 diagonals are concurrent. 
3.4. LEMMA. IfD is a matrix of zeros and ones and IF is afield of characteristic 2, then 
Jt(D) over IF equals Jt(D) over GF(2). 
PRooF. Using the standard definition of determinant, a square submatrix of D is 
nonsingular over IF if and only if it is nonsingular over GF(2). 
3.5. LEMMA. If M is binary and IF has characteristic 2, then Au,f = Au,GF(lJ. 
PRooF. Let D represent Mover GF(2). By (3.4), D represents M over IF. Further, the 
minimal vectors in rsp(D) over GF(2) are minimal nonzero vectors in rsp(D) over IF. Thus, 
again by (3.4), Au,f = Au,GF(2J· 
3.6. THEOREM. If M is binary and not regular, then M has only one representable adjoint, 
AM,GF(2)• 
PRooF. This follows immediately from (3.5) and the fact that M is representable only 
over fields of characteristic 2. (This fact is proved in [2]; it also follows easily from Tutte's 
characterization of regular matroids [8].) 
3.7. LEMMA. Let M = (E, fl') and an adjoint A = (S, :Y) of M be representable over IF. 
Suppose N is a minor of M. Then there is an adjoint A' of N such that A' is a submatroid 
of A. 
PRooF. Assume D is a standard matrix representation of M over IF with respect to 
base B. Let e E B, and assume Sis the set of minimal vectors in rsp(D). Let D' be obtained 
from D by deleting the columns corresponding to e and the row meeting that column. 
D' represents Mje. If S' = {s E S: e E 1/sll}, then A\S' is the type I adjoint of Mje 
generated by D'. Now let f ¢ B, and let D" be obtained from D by deleting column f 
S" = {si£1/ s E S} represents A. Let S"' = {s E S": 1/sll is minimal}, the collection of 
minimal nonzero vectors in rsp(D"). It follows that the adjoint Jt(S"') of M\f is a 
submatroid of A. 
4. THE MAIN THEOREM 
We now turn to the case where M is regular. It was shown in (2.7) that some regular 
matroids have nonbinary adjoints. The following theorem characterizes those matroids. 
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4.1. THEOREM. If M is regular, then M has a nonbinary adjoint if and only if either ..#(K4 ) 
or ..#(K2, 3 ) is a minor of M. 
PRooF. ( <=) Immediate from (2. 7), (3.3), (3. 7), and the fact that all minors of binary 
matroids are binary. 
To prove the converse we make use of the following lemmas. Assume that A = (S, ff) 
is an adjoint of M = (E, .?F). For X £;;; E, M x X denotes the restriction of M to X, and 
M 1 EB M 2 denotes the direct sum of matroids M 1 and M 2 • 
4.2. LEMMA. If M is separable, that is M = (M x X) EB (M x Y) for {X, Y} a 
partition of E, and M has no loops, then A is separable. Moreover, A = (A x cp(X)) EB 
(A x cp( Y)), and A x cp(X) and A x cp( Y) are adjoints of M x Y and M x X, respectively. 
PRooF. X, Y are flats of M. By (2.4), rAcfJ(X)) = rM(Y) and rA(cp(Y)) = rM(X). 
Thus, rAc/J(X)) + rAc/J(Y)) = rAS). For each cocircuit C of M, C £;;; X or C £;;; Y. 
Thus, {X, Y} induces a partition {.#'x, .#'r} of£', where HE .#'x ¢>X £;;; HE£' and 
HE .#'r ¢> Y £;;; HE .#'. For each HE .#'x, cp(H) E c/J(X) and for HE .#'y, cp(H) E c/J(Y). 
Thus, cp(X) u c/J( Y) = S. 
Therefore, { c/J(X), c/J(Y)} is a separation of A, and A = (A x cp(X) EB (A x cp(Y)). The 
intervals [0, X] and [Y, I] of !l'(M) are isomorphic under the map b, where b(F) = Y u F. 
Now cjJ obis injective, inclusion-reversing, and onto {s E S: s E c/J(Y)}. Thus A x cp(Y) is 
an adjoint of M x X. 
4.3. LEMMA If M has a series class { e1 , ••• , en}, n ~ 2, such that {f, e1, ••• , en} is a 
circuit of M for some f ~ { e1, ••• , en}, then A is an adjoint of M\f 
PRooF. Let §' be the set of flats of M\f Define i: §' -+ iF by: 
i(F) = {
Fuf, 
F, 
ifF spans/ 
otherwise. 
It is easy to check that i is well defined, injective, and inclusion-preserving. Claim: If£'' is 
the set of hyperplanes of M\f, i maps £'' onto £. Let HE £'. Iff~ H, then clearly 
HE£', and i(H) = H. Assume f E H. Let C = E\H. Suppose C is not a co-
circuit of M\f Then for some X c C, Xu fis a cocircuit of M. By orthogonality, since 
{f, e1 , ••• , en} is a circuit, e; E X for some e;. Then e; E C and f ~ C implies, by ortho-
gonality, that e1 E C for some e1 i= e;. But since {e;, eJ is a cocircuit, {e;, e1 } = C and 
{e;,f} is a cocircuit. But then f is in the series class {e1 , ••• , en}, a contradiction. 
Therefore, C is a cocircuit of M\f and H' = (E\f)\C E £'' with i(H') = H, since 
rM(H') = rMv(H') = rMv(E\f) - I = rM(E) - I. Now, cp o i: iF' -+ :T is injective, 
inclusion-reversing, and maps£' onto S. Also, rM1j(E\f) = rM(E) = rAS). By definition, 
A is an adjoint of M\f 
The following theorem is due to Seymour [6]. 
4.4. THEOREM. Let G be a graph with edge set E, and let M be a matroid on E. Then 
M = .#(G) if and only if both of the following conditions hold: 
(a) rM(E) ~ r .A(G)(E) 
(b) The star of every vertex of G is expressible as the union of cocircuits of M. 
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4.5. LEMMA. If M = .A(C.), then .A(K.) is the unique adjoint of M(n ~ 2). 
PRooF. Let M = .A(C.) = (E, ff) with hyperplanes £', and let A = (S, ff) be an 
arbitrary adjoint of M with map cf>: ff --+ T. By (2.4), cf>(e) is a hyperplane of A for each 
e E E, and by (2.5) and the fact that 4> is inclusion-reversing, cf>(e) = { cf>(H): e E HE £'}. 
That is, Ce = S\ cf>(e) = { cf>(H): e ¢ HE £'}is a cocircuit of A. Now let G = (E, S) be the 
complete graph where the edge joining e and/, (e,f E E) iss = cf>(E\ {e,f}). (Recall that 
4> restricted to Yf is a bijection onto S). Clearly the star of e E E is Ce, and this is a cocircuit 
of A. But rA(S) = n - 1, and so (4.4) implies A = .A(G). 
4.6. DEFINITION. A graph is outer planar if it can be embedded into the plane so that all 
its vertices lie on the same face. 
The following characterization is due to Chartrand and Harary [3]. 
4.7. THEOREM. A graph is outerp/anar if and only if it contains no subgraph that is a 
subdivision of K4 or K2•3 • 
It is evident that if G is a 2-connected outerplanar graph, then the edges on the face on 
which all the vertices lie form a circuit, and the remaining edges are non-crossing chords 
of this circuit. (See [7] for an extensive list of outerplanar graph characterizations.) 
The next lemma follows easily from the statement in the previous paragraph, (4.7), and 
Tutte's characterization of graphic matroids [8]. 
4.8. LEMMA. Let M be a connected, simple, binary matroid onE such that M has no 
.A(K4 ) or .A(K2,3 ) minor. Assume that if X is a series class of .A, then there is no f E E\X 
such that X u f is a circuit. Then M = .A(C.) where n = lEI. 
The remainder of the proof of Theorem (4.1) can now be given. 
PRooF. (=>)Let M be a counterexample with lEI the smallest. Then by (2.2), (4.2), and 
(4.3), M is simple, connected, and has no series class as in (4.3). Hence, by (4.8) and (4.5), 
the proof is complete. 
5. EXTENSIONS AND FURTHER QUESTIONS 
In this section, M is assumed to be a regular matroid on E, represented by a matrix 
D over a field IF of zero characteristic. By Tutte's definition in [8] of a regular matroid, 
each minimal vector in rsp(D) is a scalar multiple of a vector in {0, 1, - 1 y. Let 
S(M) s;; {0, 1, - 1 Y be the collection of these minimal vectors. Section 4 gives a charac-
terization of those matroids for which S represents the same matroid over IF and over 
GF(2). 
The obvious more general question arises after recalling Tutte's theorem that S(M) as 
defined above is invariant in the field (Tutte calls these {0, 1, - 1 }-vectors 'primitive 
chains'). So, the matroids AM,F have this common representation matrix obtained by taking 
as columns the elements of S(M). The question then is: Given two fields IF and IL, for which 
matroids M does AM,F = AM,L hold? 
Here is an example. Consider the wheel matroid W4 , that is, the polygon matroid of the 
graph consisting of a cycle of length 4 and an additional node that is adjacent to each node 
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of the cycle. The following set of row vectors is the set S(W4 ) 
I 0 0 0 I 0 0 -I 
0 I 0 0 -I I 0 0 
0 0 0 0 -I 0 
0 0 0 0 0 -I I 
I 0 0 0 0 -I 
0 I 0 -I 0 I 0 
0 0 0 -I 0 
0 0 0 -I 0 
0 0 0 -I 
I 0 0 -I 0 
0 -I 0 0 
0 -I 0 0 
Notice that since M = w4 has a .A(K4) minor, AM,GF(2) #- AM,F· Further, since the indicated 
square submatrix has determinant 3, it is dependent over GF(3) but independent over IF. 
Therefore, AM,GF(J) #- AM,F. 
Another example is .A(K2•4); the reader may check that the rows of S(.A(K2,4)) contain 
the same 4 x 4 submatrix as is indicated in S(W4 ). 
One can show that forM = .A(K2,n) or M = W,, S(M) contains ann x n submatrix 
which is all ones except for zeros on the diagonal. Further, this matrix has determinant 
± (n - 1). It follows that if n - 1 = pis prime, then AM,GF(p) #- AM,F· 
By (3.7), if M has a .A(K2.n) or Wn minor and n - I = pis a prime, then AM,GF(p) #-
AM.F· It is not known, however, if the exclusion of these two minors us a sufficient condition 
for AM,GF(p) = AM,F to hold. 
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