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Abstract
In this article we establish an exponential lower bound on the Graver complexity of integer
programs. This provides new type of evidence supporting the presumable intractability of integer
programming. Specifically, we show that the Graver complexity of the incidence matrix of the
complete bipartite graph K3,m satisfies g(m) = Ω(2
m), with g(m) ≥ 17 ·2m−3− 7 for every m > 3 .
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1 Introduction
In this article we establish an exponential lower bound on the Graver complexity of integer programs.
This provides new type of evidence supporting the presumable intractability of integer programming.
We start by overviewing relevant recent developments in the theory of integer programming which
motivate our work and by providing several definitions which are necessary for stating our result.
The integer programming problem, well known to be NP-complete, is to decide, given integer p× q
matrix B and integer p vector b , if the following set of integer points in a polyhedron is nonempty,
S(B, b) := {x ∈ Zq : Bx = b , x ≥ 0} .
The n-fold product of an s× t matrix A is the following (t+ns)×nt matrix, with It the t× t identity:
A(n) := (1n ⊗ It)⊕ (In ⊗A) =


It It It · · · It
A 0 0 · · · 0
0 A 0 · · · 0
...
...
. . .
...
...
0 0 0 · · · A


.
The efficient solution of n-fold integer programming in variable dimension was recently proved in [2]:
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Proposition 1.1 Fix any integer matrix A. Then there is a polynomial time algorithm that, given n
and integer (t+ns) vector a, decides if the set S(A(n), a) = {x ∈ Znt : A(n)x = a, x ≥ 0} is nonempty.
The time complexity of the algorithm underlying Proposition 1.1 is O
(
ng(A)‖ log |a|‖1
)
where g(A) is
the Graver complexity of the matrix A. We proceed to define this notion, recently introduced in [8].
Define a partial order ⊑ on Zn which extends the coordinate-wise order ≤ on Zn+ as follows: for
two vectors u, v ∈ Zn put u ⊑ v if |ui| ≤ |vi| and uivi ≥ 0 for i = 1, . . . , n. A suitable extension of the
classical lemma of Gordan [5] implies that every subset of Zn has finitely-many ⊑-minimal elements.
The Graver basis of an integer matrix A, introduced in [6], is defined to be the finite set G(A) of
⊑-minimal elements in the set {x ∈ Zn : Ax = 0 , x 6= 0} of nontrivial integer dependencies on A.
Consider any s × t integer matrix A. For any positive integer n consider vectors x ∈ Znt indexed
as x = (x1, . . . , xn) with each block xi lying in Zt. The type of x = (x1, . . . , xn) is the number
type(x) := |{i : xi 6= 0}| of nonzero blocks of x. The Graver complexity of A is defined to be
g(A) := sup

{0} ∪

type(x) : x ∈
⋃
n≥1
G(A(n))



 .
(If the columns of A are linearly independent then G(A(n)) is empty for all n and hence g(A) = 0.)
The following result was recently proved in [8], extending a result of [1] for the matrix in (1) below:
Proposition 1.2 The Graver complexity g(A) of every integer matrix A is finite.
Let (1, 1, 1)(m) be the m-fold product of the 1× 3 matrix (1, 1, 1). Note that (1, 1, 1)(m) is precisely
the (3 +m)× 3m vertex-edge incidence matrix of the complete bipartite graph K3,m. For instance,
(1, 1, 1)(3) =


1 0 0 1 0 0 1 0 0
0 1 0 0 1 0 0 1 0
0 0 1 0 0 1 0 0 1
1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1


. (1)
A recent universality theorem in [3] asserts that every bounded set S(B, b) stands in polynomial-time
computable linear bijection with the set of integer points S
((
(1, 1, 1)(m)
)(n)
, a
)
for some m, n and a:
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Proposition 1.3 There is a polynomial time algorithm that, given B and b with S(B, b) bounded,
computes m, n, and integer (3m+n(3+m)) vector a such that S(B, b) stands in linear bijection with
S
((
(1, 1, 1)(m)
)(n)
, a
)
=
{
x ∈ Z3mn :
(
(1, 1, 1)(m)
)(n)
x = a , x ≥ 0
}
.
Let g(m) := g
(
(1, 1, 1)(m)
)
denote the Graver complexity of (1, 1, 1)(m) . Proposition 1.1 and Propo-
sition 1.3 then imply the following interestingly contrasting situations about the computational com-
plexity of deciding if S
((
(1, 1, 1)(m)
)(n)
, a
)
is nonempty: for every fixedm, the problem is decidable in
polynomial time O
(
ng(m)‖ log |a|‖1
)
; but for variable m, the problem is NP-complete. So if P 6= NP
then g(m) cannot be bounded by a constant and must grow as a function of m. In this article we show
that, in fact, it grows exponentially fast, as g(m) = Ω(2m). We establish the following statement.
Theorem 1.4 The Graver complexity of (1, 1, 1)(m) satisfies g(m) ≥ 17 · 2m−3 − 7 for every m > 3.
Theorem 1.4 implies the exponential lower bound g(m) = Ω(2m). An exponential upper bound
g(m) = O
(
m46m
)
can be derived from the Cramer rule and the Hadamard bound. Narrowing the gap
between these bounds remains a challenging and important problem. One possible approach might be
to make a careful use of the complex universality constructions of [3] and [4]. Note that computing
g(m) even for small m is extremely difficult: while it is known that g(3) = 9, the exact value of g(m)
is unknown for all m > 3. The lower bound provided by Theorem 1.4 is the sharpest one known for
every m > 3. We point out that Theorem 1.4 implies an exponential lower bound also on the Gro¨bner
complexity of (1, 1, 1)(m) considered recently in [7] as well as on the Markov complexity of (1, 1, 1)(m) .
We conclude by introducing a new graph invariant that naturally arises in this context and deserves
further study. Let G = (V,E) be a graph or a digraph and let A be its V × E incidence matrix. (For
a graph, Av,e is 1 if vertex v lies in edge e and is 0 otherwise; for a digraph, Av,e is 1 if vertex v is the
head of arc e, is −1 if v is the tail of e, and is 0 otherwise.) Define the Graver complexity of G to be the
Graver complexity of its incidence matrix A, that is, g(G) := g(A). In particular, since (1, 1, 1)(m) is
the incidence matrix of the complete bipartite graph K3,m, it follows that g(K3,m) = g(m) is precisely
the function studied here. It is quite intriguing that the Graver complexity of K3,4 is yet unknown.
Returning to integer programming, the n-fold integer programming problem associated with the
incidence matrix of a graph or a digraph G is the corresponding n-commodity b-matching problem or
n-commodity transshipment problem over G, respectively. The Graver complexity g(G) controls the
computational complexity of solving these problems over G. These problems will be studied elsewhere.
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2 Proof
Our starting point is the following characterization of the Graver complexity from [8]. Here G(G(A))
denotes the Graver basis of a matrix whose columns are the elements of G(A) ordered arbitrarily.
Proposition 2.1 The Graver complexity of every A satisfies g(A) = max {‖x‖1 : x ∈ G(G(A)) }.
A circuit of an integer matrix A is a nonzero integer vector x satisfying Ax = 0, that has inclusion-
minimal support with respect to this property, and whose nonzero entries are relatively prime. Let
C(A) denote the (finite) set of circuits of the matrix A. The following statement is well known, see [9].
Proposition 2.2 The set of circuits and the Graver basis of every A satisfy C(A) ⊆ G(A).
A linear relation
∑k
i=1 hiv
i = 0 on integer vectors v1, . . . , vk is primitive if the coefficients h1, . . . , hk
are relatively prime positive integers and no k − 1 of the vi satisfy any nontrivial linear relation. Our
interest in circuits and primitive relations stems from the following statement.
Proposition 2.3 Suppose that
∑
i hix
i = 0 is a primitive relation on some circuits xi of (1, 1, 1)(m).
Then the Graver complexity of (1, 1, 1)(m) satisfies g(m) ≥
∑
i hi.
Proof. By Proposition 2.2 we have the containment C
(
(1, 1, 1)(m)
)
⊆ G
(
(1, 1, 1)(m)
)
, and therefore
the circuits xi appear among the elements of the Graver basis of (1, 1, 1)(m) . Let G be a matrix whose
columns are the elements of G
(
(1, 1, 1)(m)
)
with the xi coming first. Then the vector h of dimension∣∣G ((1, 1, 1)(m))∣∣, that consists of the coefficients hi of the given relation augmented with sufficiently
many trailing zeros, is a circuit of G. By Proposition 2.2 applied once more, we find that
h ∈ C(G) ⊆ G(G) = G
(
G
(
(1, 1, 1)(m)
))
.
The claim then follows since by Proposition 2.1 we have
g(m) = max
{
‖x‖1 : x ∈ G
(
G
(
(1, 1, 1)(m)
))}
≥ ‖h‖1 =
∑
i
hi . 
We employ below the following notation, where m is any integer understood from the context. Let
A := {a, b, c}, U := {u1, . . . , um}, V := A ⊎ U, E := A× U .
Then V and E are, respectively, the set of vertices and set of edges of the complete bipartite graph
K3,m, and index, respectively, the rows and columns of its vertex-edge incidence matrix (1, 1, 1)
(m) . It
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will be convenient to interpret each vector x ∈ ZE also as: (1) an integer valued function on the set
of edges E = A × U ; (2) a 3 ×m matrix with rows and columns indexed, respectively, by A and U .
With these interpretations, x is in C
(
(1, 1, 1)(m)
)
if and only if: (1) as a function on E, its support
is a circuit of K3,m, along which it alternates in values ±1, and can be indicated by the sequence
(v1, v2, . . . , vl) of vertices of the circuit of K3,m on which it is supported, with the convention that its
value is +1 on the first edge (v1, v2) in that sequence; (2) as a matrix, it is nonzero, has 0,±1 entries,
has zero row and column sums, and has inclusion-minimal support with respect to these properties.
Here is an example, that will also play a role in the proofs below, demonstrating this notation.
Example 2.4 (A lower bound for m = 4). Let m = 4. Define the following seven circuits of K3,4:
u1 u2 u3 u4
0 0 −1 1 a
x1 := (a, u4, c, u2, b, u3) = 0 −1 1 0 b
0 1 0 −1 c
−1 1 0 0 a
x2 := (a, u2, c, u3, b, u1) = 1 0 −1 0 b
0 −1 1 0 c
0 −1 0 1 a
x3 := (a, u4, b, u1, c, u2) = 1 0 0 −1 b
−1 1 0 0 c
−1 0 0 1 a
x4 := (a, u4, b, u2, c, u1) = 0 1 0 −1 b
1 −1 0 0 c
1 0 −1 0 a
x5 := (a, u1, b, u2, c, u3) = −1 1 0 0 b
0 −1 1 0 c
0 −1 1 0 a
x6 := (a, u3, b, u4, c, u2) = 0 0 −1 1 b
0 1 0 −1 c
0 1 0 −1 a
x7 := (a, u2, b, u3, c, u4) = 0 −1 1 0 b
0 0 −1 1 c
Then the circuits xi satisfy the primitive relation x1+2x2+3x3+3x4+5x5+6x6+7x7 = 0. Therefore,
by Proposition 2.3 we obtain the bound g(4) = g
(
(1, 1, 1)(4)
)
≥ 1 + 2 + 3 + 3 + 5 + 6 + 7 = 27.
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We have the following lemma.
Lemma 2.5 Suppose there are k circuits xi of (1, 1, 1)(m) admitting a primitive relation
∑
i hix
i = 0
with xk = (a, um−2, b, um−1, c, um) and hk odd. Then there are k + 2 circuits x¯
i of (1, 1, 1)(m+1)
admitting a primitive relation
∑
i h¯ix¯
i = 0 with x¯k+2 = (a, um−1, b, um, c, um+1) and h¯k+2 odd, where
h¯i = 2hi , i = 1, . . . , k − 1 , h¯k+2 = h¯k+1 = h¯k = hk . (2)
Proof. Using the natural embedding of the complete bipartite graph K3,m into K3,m+1, we can
interpret circuits of the former also as circuits of the latter. Put yi := xi for i = 1, . . . , k−1 and define
u1 · · · um−2 um−1 um um+1
0 · · · 1 0 0 −1 a
yk := (a, um−2, b, um−1, c, um+1) = 0 · · · −1 1 0 0 b
0 · · · 0 −1 0 1 c
0 · · · 1 0 −1 0 a
yk+1 := (a, um−2, b, um+1, c, um) = 0 · · · −1 0 0 1 b
0 · · · 0 0 1 −1 c
0 · · · 0 0 −1 1 a
yk+2 := (a, um+1, b, um−1, c, um) = 0 · · · 0 1 0 −1 b
0 · · · 0 −1 1 0 c
Note that these circuits satisfy yk + yk+1 + yk+2 = 2xk. Suppose that
∑
i h¯iy
i = 0 is a nontrivial
relation on the yi. Without loss of generality we may assume that the h¯i are relatively prime integers,
at least one of which is positive. Since the edges (a, um+1), (b, um+1), (c, um+1) of K3,m+1 are not in
K3,m and hence in no circuit y
i for i < k, the restrictions of the relation
∑
i h¯iy
i = 0 to these edges
(or to the corresponding matrix entries) forces the equalities h¯k+2 = h¯k+1 = h¯k. We then obtain
0 =
k+2∑
i=1
h¯iy
i =
k−1∑
i=1
h¯iy
i + h¯k(y
k + yk+1 + yk+2) =
k−1∑
i=1
h¯ix
i + h¯k(2x
k) =
k−1∑
i=1
h¯ix
i + 2h¯kx
k
which is a nontrivial integer relation on the xi. So there must exist an integer α so that, for all i, the
coefficient of xi in that relation is α times the coefficient of xi in the relation
∑k
i=1 hix
i = 0, that is,
h¯i = αhi , i = 1, . . . , k − 1 , 2h¯k = αhk .
Since all the hi and at least one of the h¯i are positive, these equations imply that α is positive.
Therefore all h¯i are positive, implying that the relation
∑
i h¯iy
i = 0 on the yi is primitive. Since hk
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is odd, the equation 2h¯k = αhk implies that α is even and therefore α = 2µ for some positive integer
µ, implying h¯k = µhk. Then µ divides each of the h¯i, which are relatively prime, and therefore µ = 1
and α = 2. It follows that the h¯i satisfy equation (2) and in particular h¯k+2 = hk is odd as claimed.
Now apply to the vertices of K3,m+1 a permutation that maps um+1, um−1, um to um−1, um, um+1
in that order and fixes the rest of the vertices. For i = 1, . . . , k+2 let x¯i be the circuit of K3,m+1 that
is the image of yi under this permutation. Then the x¯i also satisfy the primitive relation
∑
i h¯ix¯
i = 0
with the same coefficients h¯i, and x¯
k+2 = (a, um−1, b, um, c, um+1). This completes the proof. 
We are now in position to prove our theorem.
Proof of Theorem 1.4. We prove by induction onm that, for allm ≥ 4, there are 2m−1 circuits
xi of (1, 1, 1)(m) with x2m−1 = (a, um−2, b, um−1, c, um), satisfying a primitive relation
∑
i hix
i = 0 with
h2m−1 = 7 and
∑
i hi = 17 · 2
m−3 − 7. This combined with Proposition 2.3 implies the theorem.
The basis of the induction, at m = 4, is verified by the seven circuits constructed in Example 2.4.
Suppose now the hypothesis holds for some m ≥ 4 and let xi be 2m−1 circuits with corresponding
coefficients hi verifying the hypothesis. Lemma 2.5 applied to this data with k = 2m−1 then guarantees
the existence of k+2 = 2m+1 = 2(m+1)− 1 circuits x¯i with corresponding coefficients h¯i satisfying
x2(m+1)−1 = (a, um−1, b, um, c, um+1) and h¯2(m+1)−1 = h¯2m = h¯2m−1 = h2m−1 = 7, and, moreover,
2m+1∑
i=1
h¯i =
2m−2∑
i=1
2hi +3h2m−1 = 2
2m−1∑
i=1
hi + h2m−1 = 2
(
17 · 2m−3 − 7
)
+ 7 = 17·2(m+1)−3−7 . 
3 Example
We conclude by exhibiting nine circuits of (1, 1, 1)(5) and K3,5, obtained by applying our construction,
x1 = (a, u5, c, u2, b, u4) , x
2 = (a, u2, c, u4, b, u1) , x
3 = (a, u5, b, u1, c, u2) ,
x4 = (a, u5, b, u2, c, u1) , x
5 = (a, u1, b, u2, c, u4) , x
6 = (a, u4, b, u5, c, u2) ,
x7 = (a, u2, b, u4, c, u3) , x
8 = (a, u2, b, u3, c, u5) , x
9 = (a, u3, b, u4, c, u5) ,
that satisfy the primitive relation
2x1 + 4x2 + 6x3 + 6x4 + 10x5 + 12x6 + 7x7 + 7x8 + 7x9 = 0 ,
thereby demonstrating the lower bound g(5) ≥ 61 on the Graver complexity of (1, 1, 1)(5) and K3,5.
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