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Abstract
Almgren–Pitts min-max theory considers the space of integral currents on a
manifold with the associated mass functional. Minimal hypersurfaces arise
as the critical points of the mass functional, and so can be constructed using
min-max techniques applied to certain families of integral currents. A partic-
ular set of families is the Gromov–Guth p-sweepouts. The min-max masses
associated with these families are the p-widths.
This thesis calculates several p-widths for p ≤ 13 in the case of the round
three-sphere by explicit construction of p-sweepouts and Lusternik–Schnirelmann
topological arguments. It follows from recent developments in min-max the-
ory that there is a minimal surface Σ with genus > 1, index ≤ 9 and area
equal to the 9-width.
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1
Introduction
1.1 Introduction
Investigating the critical points of the length or area functional for curves and
surfaces in Riemannian manifolds has led to considerable progress over the
last century. As with any Morse theory, there are deep connections between
these critical points and the topology of a suitable space of curves or surfaces
that allow us to better understand both objects.
Poincare´ asked in [32] whether every closed Riemann surface admits a closed
geodesic. For a surface of positive genus, finding such a geodesic is much like
finding an index zero critical point in a finite dimensional manifold. In such
a setting, index zero critical points are easy to find since they are simply the
limit of a minimising sequence. Since a nontrivial homotopy class of curves
exists in the case of positive genus, a minimiser of length in that class can
be found to give a geodesic.
But this method fails for a sphere, since minimising length in the trivial ho-
motopy class of curves gives a point curve, so a more sophisticated approach
is required. Finding a higher index critical point of a Morse function on a
finite dimensional manifold gives some idea of the necessary approach.
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Figure 1.1: Height function on torus
Considering the height function h on a torus embedded in R3, any homo-
topically nontrivial curve α as in the figure must contain a point with height
greater than or equal to that of the lower saddle point. In fact, the height of
the critical point is precisely given by:
H = inf
β∈[α]
max
t∈[0,1]
h(β(t)) (1.1)
giving this technique the name min-max.
A sequence of curves βn such that limn maxt∈[0,1] h(βn(t)) = H is called
a minimising sequence; moreover, a sequence of points βn(tn) such that
h(βn(tn))→ H is called a min-max sequence. A min-max sequence of points
is then used to recover the critical point.
It is possible that a ‘bad’ sequence may be chosen that does not converge to
the desired critical point—for example a minimising sequence corresponding
to a single curve for which all points have the same height as the critical
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point. A min-max sequence could then be selected that would converge to
any point on this curve, not just the critical point.
To avoid such a ‘bad’ sequence causing problems, it is necessary to apply
some deformation to ‘pull the curve tight’ over the critical point, so that
points in the curve away from the critical point have their height reduced.
The (normalised) gradient flow of the height function is such a deformation.
Applying the gradient flow to the minimising sequence of curves, the critical
points are unaffected by the gradient flow, whilst other points of large height
are brought to lower heights. The min-max sequence of points then recovers
the critical point as desired. Higher index critical points can be obtained by
considering higher-parameter families of points.
Birkhoff [5] produced a closed geodesic for any metric on a sphere by us-
ing such min-max techniques on the space of piecewise continuous curves.
A ‘nontrivial’ family of curves such as that given by slicing the sphere by
planes—rather like the homotopically nontrivial curve in the finite dimen-
sional case—is called a sweepout. Since the curve shortening flow was not
sufficiently developed, Birkhoff had to construct an alternative ‘pull-tight’
that consisted of piecewise replacement of curves by geodesics.
Lusternik and Schnirelmann further showed in [24] that every metric on a
sphere admits at least three distinct embedded closed geodesics using a topo-
logical argument. A fully rigorous proof was finally provided by Taimanov
in [40]. Lusternik and Schnirelmann (and later Taimanov) consider three
families of curves with an increasing number of parameters.
These result in homotopy classes Λi i = 1, 2, 3 of families of curves corre-
sponding to a slicing of the spheres by planes, a rotation of this slicing and
a further rotation. The domain used by Taimanov for a family of curves α
in Λi is simply I
i—note that since the family of curves arises from rotations
of a slicing of a sphere the boundaries may be identified to instead consider
curves parameterised by RPi. From this construction the widths w1, w2, w3
defined by:
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wi = inf
α∈Λi
max
t∈Ii
Length(α(t)) (1.2)
satisfy w1 ≤ w2 ≤ w3, and due to Birkhoff-type arguments are attained
by embedded closed geodesics. If there are any equalities Lusternik and
Schnirelmann’s topological argument produces infinitely many distinct em-
bedded closed geodesics, whilst if w1 < w2 < w3 they are necessarily distinct.
Taimanov showed that it is not possible to obtain a multiple covering of an
earlier geodesic since the geodesic may be described as a graph over a mul-
tiplicity one limiting curve, hence must itself have multiplicity one.
Such results for curves on surfaces have motivated work towards similar re-
sults for minimal hypersurfaces in Riemannian manifolds, driving develop-
ment of geometric measure theory. Almgren showed in [1] a relation between
a space of paths in the space of hypersurfaces and the top homology group
of a manifold, ensuring the existence of a nontrivial path of hypersurfaces
for every Riemannian manifold. Such a nontrivial path is, just as in the case
of curves on a sphere, called a sweepout. Pitts was able in [31] to then use
suitable min-max methods with these sweepouts to prove that every compact
Riemannian (n+ 1)-manifold with n ≤ 5 admits a smooth closed embedded
minimal hypersurface.
Schoen and Simon [37] extended this to arbitrary dimensions, introducing a
singular set in the minimal hypersurface of Hausdorff codimension ≥ 7, and
Marques and Neves in [28] gave index bounds for the minimal hypersurface
for n ≤ 6.
In [27], Marques and Neves show the existence of infinitely many embedded
minimal hypersurfaces in compact Riemannian manifolds of low dimension
(≤ 7) with the embedded Frankel property—this means that any two smooth,
closed, minimal embedded hypersurfaces in the manifold intersect. The re-
sult is proved using Almgren–Pitts min-max theory applied to classes of p-
sweepouts Pp as studied by Gromov [14] and Guth [15]. These p-sweepouts
and the corresponding p-widths used in the proof are precisely motivated by
the homotopy classes Λi and widths wi used by Lusternik and Schnirelmann.
12
The benefit of a Morse-type theory such as Almgren–Pitts min-max theory
is a better understanding of a manifold and its hypersurfaces. Marques and
Neves were able to do exactly this in the proof [26] of the Willmore conjecture,
using min-max theory in the concrete case of the round three-sphere to show
that the Clifford torus uniquely minimised Willmore energy over surfaces of
positive genus.
1.2 Key background results
The arguments of this thesis follow from previous work on min-max the-
ory, and so it is necessary to outline some of these results. More complete
definitions (where required) will be given in the following sections.
For an (n+1)-manifold Mn+1, the space of integral n-cycles with coefficients
in Z2, denoted Zn(Mn+1;Z2), is roughly speaking the space of compact hy-
persurfaces in Mn+1 without boundary and without orientation. The mass
functional M associates elements to their volumes, and the flat norm F in-
duces a natural topology on the space.
The space of integral n-cycles and the mass functional in Almgren–Pitts
min-max theory correspond to the manifold and Morse function (such as
the two-dimensional torus and height function) of finite-dimensional Morse
theory respectively. For min-max techniques to make sense, a nontrivial
curve of integral n-cycles—again called a sweepout—is required.
Theorem 1. (Almgren isomorphism, Almgren [1]) For m, k non-negative
integers, there is a natural isomorphism:
FM : pim(Zk(M ;Z2))→ Hm+k(M ;Z2). (1.3)
SinceHn+1(M
n+1;Z2) ∼= Z2 there is certainly a nontrivial element of pi1(Zn(Mn+1;Z2))
and thus a sweepout. For S3, one such nontrivial element of pi1(Z2(S3;Z2)) is
given by a family of 2-spheres obtained by slicing S3 ⊂ R4 by parallel planes.
The homotopy class of a mapping Φ : X → Zn(Mn+1;Z2) (for X a cubical
subcomplex of some IL) into the space of integral n-cycles is denoted by [Φ].
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Just as with the height function on the torus, min-max techniques lead to
the consideration of:
L([Φ]) = inf
Ψ∈[Φ]
sup
x∈X
M(Ψ(x)). (1.4)
As in the finite-dimensional case, a critical point of the mass functional may
be found attaining this value.
Theorem 2. (Almgren–Pitts min-max theory, Pitts [31]) If 2 ≤ n ≤ 6 and
L([Φ]) > 0, then there is a closed embedded minimal hypersurface Σ (possibly
with multiplicity) satisfying:
L([Φ]) = Vol(Σ). (1.5)
Schoen and Simon extended this result to higher dimensional manifolds.
Theorem 3. (Schoen and Simon [37]) If n ≥ 2 and L([Φ]) > 0, there exists
an embedded minimal hypersurface without boundary Σ ⊂M , C2 on Σ\sing Σ
satisfying:
L([Φ]) = Vol(Σ), (1.6)
and the Hausdorff measure of the singular part of Σ satisfies Hα(sing Σ) = 0
for α > n− 7. (In particular, for n ≤ 6, sing Σ = ∅.)
Marques and Neves recently [28] gave a bound on the index of the minimal
hypersurface arising from a k-parameter family. This is precisely the sort of
index bound that would be expected in Morse theory for a finite dimensional
manifold.
Theorem 4. (Marques and Neves [28]) If 2 ≤ n ≤ 6 and [Φ] is a nontrivial
homotopy class of k-parameter sweepouts, i.e. X is a k-dimensional cubical
subcomplex, then there exists an integral stationary varifold Σ ∈ Vn(M) with
the following properties:
• ||Σ||(M) = L([Φ])
• the support of Σ is a smooth closed embedded hypersurface in M
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• index(spt Σ) ≤ k.
Just as in the work of Lusternik and Schnirelmann for curves on the plane, it
is of interest to look at families of sweepouts. Gromov and then Guth looked
at a particular infinite family of sweepouts.
The Almgren isomorphism gives pi1(Zn(M ;Z2)) ∼= Z2 and pii(Zn(M ;Z2)) ∼=
0 for i ≥ 2, meaning that Zn(M ;Z2) is weakly homotopic to RP∞. In
particular, λ ∈ H1(Zn(M ;Z2);Z2) ∼= Z2 generates Hr(Zn(M ;Z2);Z2) for
r ≥ 1. Note that λ ∈ H1(Zn(M ;Z2);Z2) detects precisely those curves that
are nontrivial in pi1(Zn(M ;Z2)), so detects sweepouts.
Zn(M ;Z2) is thus expected to contain nontrivial RPp, 1 ≤ p <∞, motivating
the idea of p-sweepouts of M . For X a cubical subcomplex of some IL,
Φ : X → Zn(M ;Z2) is called a p-sweepout if:
Φ∗(λ
p
) 6= 0 ∈ Hp(X;Z2). (1.7)
The set of all p-sweepouts of M is denoted by Pp, and the p-width is then
given by:
wp(M) = inf
Φ∈Pp
sup
x∈dmn(Φ)
M(Φ(x)). (1.8)
Note that dmn(Φ) has been used here because not all p-sweepouts for a given
p need have the same domain X.
It follows immediately that wp(M) ≤ wp+1(M) for all p.
Gromov and later Guth estimated the growth of these p-widths. The upper
bound arises from constructing a particular family of p-sweepouts and then
modifying this family by bending it to a grid and using the Z2 coefficients to
cancel overlapping parts of the currents.
Theorem 5. (Gromov [14], Guth [15]) There exist c(M, g), C(M, g) > 0
such that:
c(M, g)p
1
n+1 ≤ wp(M) ≤ C(M, g)p 1n+1 . (1.9)
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This estimate was instrumental in the proof by Marques and Neves of:
Theorem 6. (Marques and Neves [27]) Let (M, g) be a compact Riemannian
manifold of dimension (n+ 1) with 2 ≤ n ≤ 6. Suppose that (M, g) satisfies
the embedded Frankel property, namely any two smooth closed embedded min-
imal hypersurfaces of M intersect each other. Then M contains an infinite
number of distinct smooth closed embedded minimal hypersurfaces.
The main examples of manifolds with the embedded Frankel property are
manifolds with positive Ricci curvature.
Sketch of Proof. Almgren-Pitts min-max theory implies that each of the p-
widths wp ≤ wp+1 is attained by (a multiple of) a minimal hypersurface.
Particular p-sweepouts with small mass similar to those constructed in [15]
are used to give a bound of the form wp ≤ Cp 1n+1 , and an argument based on
that of Lusternik and Schnirelmann demonstrates that if any widths are equal
there exist infinitely many distinct closed embedded minimal hypersurfaces.
Thus either there are infinitely many minimal hypersurfaces or wp is strictly
increasing. Assuming that there are in fact only finitely many minimal hy-
persurfaces but that wp is strictly increasing for contradiction, the embedded
Frankel property means that the sum of minimal surfaces attaining each p-
width can only be a multiple of a single surface, so wp is bounded from below
linearly in p. The Gromov estimate on the growth of p-widths bounds wp
from above by p
1
n+1 , leading to a contradiction and completing the proof.
It is therefore natural to try to investigate p-widths in a more concrete setting.
1.3 Main results
This thesis considers the p-widths corresponding to the classes of p-sweepouts
Pp for the round three-sphere. In this case it is possible to explicitly construct
(optimal) p-sweepouts and so calculate p-widths.
Almgren showed in [2] that:
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Theorem 7. (Almgren) For the round three-sphere, w1(S
3) = 4pi and the
1-width is attained by an equatorial sphere.
Marques and Neves predicted that, for round S3, some of the low widths
are as follows: w1(S
3) = w2(S
3) = w3(S
3) = w4(S
3) = 4pi, w5(S
3) = 2pi2,
w9(S
3) > 2pi2 and w13(S
3) ≤ 8pi.
In fact, this thesis shows that:
Theorem 8. For the p-widths of the round three-sphere it holds that:
• w1(S3) = w2(S3) = w3(S3) = w4(S3) = 4pi
• w5(S3) = w6(S3) = w7(S3) = 2pi2
• 2pi2 < w9(S3) < 8pi
• w13(S3) ≤ 8pi.
Moreover, there is a minimal surface Σ of genus g(Σ) > 1 and index(Σ) ≤ 9
with Area(Σ) = w9(S
3).
The proof consists of explicitly constructing certain p-sweepouts to give us
upper bounds for the corresponding wp(S
3) and using arguments based on
the ideas of Lusternik and Schnirelmann as used by Marques and Neves in
[27] to rule out the equality of too many wp(S
3).
1.3.1 Explicit p-sweepouts
Since wp(S
3) = infΦ∈Pp supx∈dmn(Φ) M(Φ(x)), constructing a p-sweepout Φp
of small mass necessarily bounds wp(M) as wp(M) ≤ supx∈dmn(Φp) M(Φp(x)).
An explicit 1-sweepout of the three-sphere is given by intersecting S3 ⊂ R4
with a family of parallel hyperplanes. Each slice is just a two-sphere and has
area bounded by that of the equatorial great sphere. Similarly, a 4-sweepout
of S3 can be constructed by intersecting S3 ⊂ R4 with all hyperplanes. Again,
each slice has area bounded by that of an equatorial great sphere, giving
w4(S
3) ≤ 4pi.
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More precisely, recalling that λ ∈ H1(Z2(S3;Z2);Z2) detects sweepouts, the
map given by Φ4 : RP4 → Z2(S3;Z2):
Φ4([a0 : . . . : a4]) = ∂{x ∈ S3 : a0 + a1x1 + a2x2 + a3x3 + a4x4 < 0} (1.10)
satisfies M(Φ4(θ)) ≤ 4pi by construction and it can easily be shown that
Φ∗4(λ
4
) 6= 0.
Since Φ4 is then a 4-sweepout with area bounded by 4pi, it follows from the
definition of wp(S
3) that w4(S
3) ≤ supθ∈RP4 M(Φ4(θ)) ≤ 4pi.
Marques and Neves constructed [26] a 5-parameter family for the proof of the
Willmore conjecture by looking at the level sets of the distance function to a
conformal transformation of a smooth surface Σ. Taking Σ to be a Clifford
torus gives a 5-parameter family with area bounded by that of the Clifford
torus. The space of (unoriented) Clifford tori is C ∼= RP2 × RP2, so looking
at this 5-parameter family for each possible Clifford torus then produces a
9-parameter family with the same area bound. This family is shown to be a
7-sweepout, thus bounding w7(S
3) ≤ 2pi2.
Sketching out the construction of this family, for a smooth surface Σ ⊂ S3
there is a 5-parameter canonical family of surfaces in S3:
Σ(v,t) = ∂{x ∈ S3 : dv(x) < t}, (1.11)
for (v, t) ∈ B4 × [−pi, pi], where dv : S3 → [−pi, pi] is the signed distance to
Fv(Σ), the image of Σ under the conformal map Fv for v ∈ B4. Fv : S3 → S3
is defined as:
Fv(x) =
(1− |v|2)
|x− v|2 (x− v)− v. (1.12)
Taking Σ to be a Clifford torus, the version of the Heintze–Karcher inequality
[17] used by Ros in [33] gives that M(Σ(v,t)) ≤ Area(Σ) = 2pi2. After suitable
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modifications and boundary identifications, the canonical family thus gives
a map ΦΣ5 : RP
5 → Z2(S3;Z2) with M(ΦΣ5 (θ)) ≤ 2pi2.
Φ7 : RP5 × C → Z2(S3;Z2) defined by Φ7(θ,Σ) = ΦΣ5 (θ) then satisfies
M(Φ7(θ,Σ)) ≤ 2pi2 and Φ∗7(λ
7
) 6= 0 so that w7(S3) ≤ sup(θ,Σ)∈RP5×CM(Φ7(θ,Σ)) ≤
2pi2.
The final upper bound comes from considering a family given by level sets
of sums of spherical harmonics of degree ≤ 2. The Crofton-type Santalo
formula as in [34] can be used to bound the area of such level sets by 8pi to
give w13(S
3) ≤ 8pi.
Explicitly, for φi, i = 0, . . . , 13 the spherical harmonics of degree ≤ 2 on S3,
Φ13 : RP13 → Z2(S3;Z2) is given by:
Φ13([a0 : · · · : a13]) = ∂{x ∈ S3 :
∑
aiφi < 0}. (1.13)
Φ13 satisifies Φ
∗
13(λ
13
) 6= 0, so is a 13-sweepout. By Bezout’s theorem, almost
every geodesic intersects Φ13(θ) at most 4 times, so the Santalo formula gives
M(Φ13(θ)) ≤ 8pi and hence w13(S3) ≤ supθ∈RP13 M(Φ13(θ)) ≤ 8pi.
1.3.2 Lusternik–Schnirelmann topological argument
Almgren–Pitts min-max theory and Lusternik–Schnirelmann topological ideas
are then used to restrict which wi(S
3) can be equal.
The argument proceeds approximately as follows. Suppose there exists a (p+
k)-sweepout Φ : X → Z2(S3;Z2) which attains the (p+k)-width wp+k(S3) =
wp(S
3), and that the space of almost-minimising minimal surfaces of area
wp(S
3) is given by S.
X splits into Y = {x ∈ X : Φ(x) away fromS} and Z = {x ∈ X :
Φ(x) nearS}. There are natural inclusion maps i1 : Z → X, i2 : Y → X and
i : S → Z2(S3;Z2). For convenience Φ∗(λ) is written as λ.
A (p+k)-sweepout satisfies Φ∗(λ
p+k
) = λp+k 6= 0. The Lusternik–Schnirelmann
vanishing lemma as stated by Guth in [16] implies that (i∗1λ)
k and (i∗2λ)
p can-
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not both be zero, and so Φ|Y is a p-sweepout or Φ|Z is a k-sweepout.
If (i∗2λ)
p = (Φ|Y )∗(λp) 6= 0, then Φ|Y is a p-sweepout away from S. Since
Φ attains the p-width, it certainly holds that supy∈Y M(Φ|Y (y)) ≤ wp(S3).
But as Φ|Y is away from the almost-minimising minimal surfaces of area
wp(S
3), either supy∈Y M(Φ|Y (y)) < wp(S3) or we may use Pitts’ combinato-
rial arguments from [31] to deform Φ|Y so that this holds. This results in a
p-sweepout with supy∈Y M(Φ|Y (y)) < wp(S3) and so a contradiction of the
definition of wp(S
3).
Hence it must hold that (i∗1λ)
k = (Φ|Z)∗(λk) 6= 0, so that Φ|Z is a k-sweepout
close to S. It is then possible to project onto S and so construct a k-sweepout
Ψ : Z → Z2(S3;Z2) that may be written as Ψ = i ◦ ψ for ψ : Z → S.
Since Ψ is a k-sweepout, it must hold that 0 6= Ψ∗(λk) = ψ∗(i∗(λk)), which
plainly requires that i∗(λ
k
) = (i∗λ)k 6= 0. For this to be the case, there must
exist α ∈ H1(S;Z2) with αk 6= 0, thus bounding k.
w1(S
3) = w5(S
3) = 4pi thus leads to a contradiction: the space of almost-
minimising minimal surfaces of area 4pi is precisely the space of unoriented
great spheres T . For w1(S3) = w5(S3) = 4pi to hold, it must hence be possible
to find a 4-sweepout close to T . But T is topologically RP3, corresponding
to the choice of a point on S3 giving the axis of the great sphere, so as
H4(T ;Z2) = H4(RP3;Z2) = 0 there cannot exist α ∈ H1(T ;Z2) with α4 6= 0.
The contradiction is obtained and w5(S
3) > 4pi. From the work of Marques
and Neves on the Willmore conjecture [26] there are no minimal surfaces
between an equatorial sphere and the Clifford torus, and so since w5(S
3) is
attained by (a multiple of) a minimal surface, w5(S
3) ≥ 2pi2.
w5(S
3) = w9(S
3) = 2pi2 again leads to a contradiction. The space of almost-
minimising minimal surfaces with area 2pi2 is the space of Clifford tori C,
topologically RP2 × RP2. Just as with T , C admits no α ∈ H1(C;Z2) with
λ4 6= 0, meaning there can be no 4-sweepout near C and giving a contradic-
tion. This contradiction forces w9(S
3) > 2pi2.
Similarly, w9(S
3) = w13(S
3) = 8pi gives a contradiction. If w13(S
3) = 8pi, the
13-sweepout Φ13 : RP13 → Z2(S3;Z2) constructed using spherical harmonics
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attains this bound, and the only almost-minimising minimal surfaces near
the 13-sweepout are multiplicity two great spheres. Splitting RP13 into those
θ ∈ RP13 where Φ13(θ) is near almost-minimising minimal surfaces (namely
multiplicity two great spheres) and those θ where Φ13(θ) is away from almost-
minimising minimal surfaces as in the earlier cases, for w9(S
3) = w13(S
3) =
8pi there must exist a 4-sweepout close to the space of multiplicity two great
spheres. But the space of multiplicity two great spheres is topologically RP3,
so there cannot exist a 4 sweepout in this space and this contradiction forces
w9(S
3) < 8pi.
The existence of a minimal surface of area w9(S
3) is then shown as follows.
Simplifying a little, there is a 9-sweepout Φ9 with:
2pi2 < L(Φ) = w9(S
3) < 8pi. (1.14)
From Almgren–Pitts min-max theory, there exists a minimal surface Σ (pos-
sibly with multiplicity) with Area(Σ) = w9(S
3). w9(S
3) < 8pi forces Σ to
have multiplicity one, whilst Area(Σ) > 2pi2 implies that Σ cannot be an
equatorial sphere or a Clifford torus. Brendle showed in [6] that the only
minimal torus is the Clifford torus, and hence the genus g(Σ) > 1.
The work of Marques and Neves in [28] then implies that the min-max min-
imal surface arising from a 9-parameter family has index ≤ 9. For the 9-
sweepout Φ9 : X → Z2(S3;Z2), restricting to the 9-skeleton X9 gives a 9-
parameter family and hence the min-max surface Σ with Area(Σ) = w9(S
3)
has index(Σ) ≤ 9.
We begin the detailed proof with some necessary preliminaries.
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Background theory
Throughout the thesis, we take that the compact Riemannian manifold Mn+1
has been isometrically embedded in RL. We denote the Riemannian metric
on Mn+1 by g.
2.1 Geometric Measure Theory
The first three parts of this section are based on the treatment in [29]. The
section on varifolds largely follows [9] and [39].
2.1.1 Hausdorff Measure
The Hausdorff measure can be used to define the area of an arbitrary m-
dimensional subset.
For A ⊂Mn+1 and δ > 0, define:
Hmδ (A) = inf
A⊂∪Cj
diam(Cj)≤δ
∑
j
ωm
(
diam(Cj)
2
)m
, (2.1)
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where ωm is the volume of the Euclidean m-ball, and {Cj} is a covering of
A ⊂Mn+1 by open sets in Mn+1.
Definition 9. The m-dimensional Hausdorff measure of A is defined by:
Hm(A) = lim
δ→0
Hmδ (A). (2.2)
This gives us a way to integrate functions over submanifolds.
2.1.2 Rectifiable Sets
Definition 10. A set N ⊂ Mn+1 is m-rectifiable if N ⊂ N0 ∪
⋃
Nj where
Hm(N0) = 0 and each Nj for j ≥ 1 is an m-dimensional embedded C1
submanifold of Mn+1.
We note that this is equivalent to each Nj being Lipschitz continuous from
Rademacher’s theorem.
2.1.3 Currents
A current extends the notion of a submanifold as an object over which dif-
ferential forms can be integrated.
Let Dm = {C∞ differential m-forms with compact support}. We take the
usual topology on Dm—namely, for ωk ∈ Dm with support in some fixed
compact set K for all k,
ωk =
∑
α
a(k)α dx
α → ω =
∑
α
aαdx
α (2.3)
if we have convergence of all a
(k)
α → aα and convergence of all their deriva-
tives.
Definition 11. The space of m-dimensional currents is the dual space Dm =
Dm∗.
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We note that 0-currents are just distributions.
The support of a current T is the smallest closed set S ⊂Mn+1 such that:
(spt(ω)) ∩ S = ∅ =⇒ T (ω) = 0. (2.4)
For an (oriented) m-submanifold N of M , we have a smooth family of unit
m-forms τ(x) with support contained in N and corresponding to the tangent
space of N . We thus have a map |N | : Dm → R given by:
|N |(ω) =
∫
N
g(τ(x), ω(x))dHm. (2.5)
Hence an m-submanifold can be regarded as an element of Dm as desired.
Since rectifiable sets have tangent spaces almost everywhere, we may also
integrate m-forms over m-rectifiable sets.
Definition 12. We thus define rectifiable m-currents by:
Rm = {T ∈ Dm : T is associated with a compact, oriented rectifiable
set, and has integer multiplicity and finite total measure}.
(2.6)
Definition 13. The boundary of an m-dimensional current T ∈ Dm, ∂T ∈
Dm−1, is defined using duality:
∂T (ω) = T (dω). (2.7)
Definition 14. We define integral currents as:
Im = {T ∈ Rm : ∂T ∈ Rm−1}. (2.8)
Note that an integral m-current T may be expressed as:
T (ω) =
∫
R
g(ω(x), ξ(x))θ(x)dHm (2.9)
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for some m-rectifiable set R, locally integrable integer-valued function θ(x)
and smooth family of unit m-forms ξ(x) corresponding to the approximate
tangent space TxR:
Definition 15. (Definition 11.2, [39]) If R is an Hm-measurable subset of
RL with Hm(M ∩K) <∞ for all compact K, we say that an m-dimensional
subspace P of RL is the approximate tangent space for M at x if:
lim
λ→0
∫
ηx,λ(R)
f(y)dHm =
∫
P
f(y)dHm ∀f ∈ C0c (RL) (2.10)
where ηx,λ : RL → RL is defined by ηx,λ(y) = y−xλ for x, y ∈ RL, λ > 0.
Denote P by TxR.
As shown by Simon in Theorem 11.6 of [39], for an m-rectifiable set R the
approximate tangent space TxR exists for Hm-almost every x ∈ R, so the
integral form of the m-current T is well defined.
By its definition as a dual space, we have a weak topology on Dm:
Tj ⇀ T ⇐⇒ Tj(φ)→ T (φ)∀φ ∈ Dm. (2.11)
There are also two seminorms on Dm which are useful.
Definition 16. The mass norm is defined as
M(T ) = sup{T (φ) : φ ∈ Dm, sup
x
||φ(x)||∗ ≤ 1}, (2.12)
where ||φ(x)||∗ = supξ∈ΛmTxM{g(ξ, φ(x)) : g(ξ, ξ) = 1}.
Note that it agrees with the usual definition of area for a submanifold, since
for a submanifold N with orientation given by τ(x) ∈ Dm,
M(|N |) = |N |(τ) =
∫
N
1dHm = Area(N). (2.13)
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However, surfaces that are intuitively “close” need not be nearby in the mass
norm.
Figure 2.1: Currents close in the flat norm but distant in the mass norm
Consider the case of two unit length lines T and T with the same orientation
and a distance  apart as in Figure 2.1. As → 0, we would intuitively expect
that T converges to T . But for all  > 0 we have that M(T − T ) = 2—the
mass is just the sum of the lengths of T and T . We therefore do not have
convergence in the mass norm as → 0.
An alternative is given by:
Definition 17. The flat norm is defined as
F(T ) = inf{M(A) + M(B) : T = A+ ∂B,A ∈ Rm, B ∈ Rm+1}. (2.14)
The flat norm agrees much more closely with intuitive ideas for convergence
of submanifolds. In the case of Figure 2.1 we have F(T − T ) = 3—in the
definition of F we choose B as the shaded region, which is of mass , leaving
A as the unmarked sides of the shaded region with total mass 2. Hence
F(T − T )→ 0 as → 0, i.e. convergence as expected.
To find minimal surfaces, the idea is to apply min-max theory to the area
functional in a suitable space for which we have good compactness results.
We work with the space of integral m-cycles, where we have suitable com-
pactness results for the flat norm.
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Definition 18. The space of integral m-cycles Zm(M,B) is given by:
Zm(M,B) = {T ∈ Im : spt(∂T ) ⊂ B}. (2.15)
Usually, B = ∅, and we denote Zm(M, ∅) by Zm(M).
More generally, rather than Zm(M) having integer multiplicities, we can
allow it to have coefficients in some abelian group G to give Zm(M ;G).
Taking G = Z2 corresponds to a generalisation of unoriented surfaces, and
so allows for unorientable manifolds to be represented as currents.
The desired compactness result is:
Theorem 19. (Compactness theorem, [11], as stated in [29]) Let K ⊂ RL
be a closed ball, m a nonnegative integer and 0 ≤ c <∞, then
{T ∈ Im : spt(T ) ⊂ K,M(T ) ≤ c,M(∂T ) ≤ c} (2.16)
is F-compact.
This gives compactness for Zm(M ;G) of bounded mass.
The following theorem will prove useful in the proof of the results of the
thesis:
Theorem 20. (Constancy Theorem for integral currents, [11], as stated in
[29]) Suppose B is an m-dimensional connected C1 submanifold with bound-
ary of RL. If an integral current T ∈ Im is supported in B and its boundary
supported in ∂B, then there exists some integer r for which we have that
T = r|B|. Hence the integral current T corresponds to a multiplicity of the
integral current associated with the submanifold B as in (2.5).
By considering an embedding of M into Rl for some l we have the corre-
sponding result for Zm(M ;G).
Almgren [1] showed that:
Theorem 21. (Almgren isomorphism) For A a simplicial complex containing
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B as a subcomplex, for each pair of non-negative integers k and m, we have
pik(Zm(A,B;G);G; 0) ∼= Hk+m(A,B;G). (2.17)
In particular, for n-currents (i.e. hypersurfaces) in an (n + 1)-manifold M
we have:
pi1(Zn(M ;G);G; 0) ∼= Hn+1(M ;G). (2.18)
Definition 22. We say that a path of currents Γ in Zn(M ;G) is a sweepout
if [Γ] 6= 0 in pi1(Zn(M ;G);G; 0).
Unfortunately, there are some issues with applying min-max theory to these
non-trivial paths of currents, since there can be undesirable cancellation of
currents leading to loss of mass (which is only lower semicontinuous). Thus
an additional generalisation of submanifold is required for min-max theory.
2.1.4 Varifolds
Definition 23. For an open set U ⊂ M , a k-varifold V is a Radon mea-
sure on the Grassmannian bundle of k-planes over U , Gk(U). We call the
corresponding vector space of k-varifolds Vk(U).
We give Vk(U) the topology arising from weak convergence in the sense of
measures.
Definition 24. We may define the measure ||V || on U by:
||V ||(A) = V (pi−1(A)), A ⊂ U, (2.19)
where pi is the projection from Gk(U) onto U .
The mass in U of the varifold is then given by ||V ||(U).
The support of a varifold is the smallest closed set outside which ||V || vanishes
identically.
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Note that for a k-form ω, and using θ to denote a k-plane of TxM , we may
integrate, with g(ω(x), θ) defined in the natural way:
|V |(ω) =
∫
Gk(U)
g(ω(x), θ)dV (x, θ). (2.20)
Hence every k-varifold V has an associated k-current |V |.
Similarly, for a k-dimensional rectifiable set R, we can define a varifold V by:
∫
G(U)
φ(x, θ)dV (x, θ) =
∫
R
φ(x, TxR)dHk. (2.21)
Thus every k-submanifold of M can be considered as a k-varifold. For an
integral k-current T , this means that we have an associated k-varifold |T |: if
T is associated with a rectifiable set R and integer multiplicity function Θ,
then we define |T | by
∫
G(U)
φ(x, θ)d|T |(x, θ) =
∫
R
φ(x, TxR)Θ(x)dHk. (2.22)
We say that such a varifold V is an integral varifold and V ∈ IVk.
Pitts introduced the F-metric for the space of varifolds in [31]. This induces
precisely the usual weak topology on Vk(M) ∩ {V : ||V ||(M) ≤ a} for all a.
Definition 25. (Pitts’ F-metric) For V,W ∈ Vk, we define:
F(V,W ) =
sup{V (f)−W (f) : f ∈ C0(Gk(M)), spt(f) compact , |f | ≤ 1,Lip(f) ≤ 1}.
(2.23)
For an open set U ⊂M we similarly define;
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FU(V,W ) =
sup{V (f)−W (f) : f ∈ C0(Gk(M)), spt(f) ⊂ U, |f | ≤ 1,Lip(f) ≤ 1}.
(2.24)
An F-metric may then be defined for integral currents.
Definition 26. Taking |S|, |T | to be the integral varifolds associated with
integral currents S, T , we define:
F(S, T ) = F(S − T ) + F(|S|, |T |). (2.25)
Given a diffeomorphism ψ : U → U and a varifold V , we wish to define the
push forward ψ#(V ), so that we can define a “first variation” for a varifold.
For a varifold V arising from a submanifold Σ, ψ#(V ) will simply be the
varifold arising from ψ(Σ). More generally:
Definition 27. We define ψ#(V ) by:
∫
G(U)
φ(y, σ)d(ψ#(V ))(y, σ) =
∫
G(U)
Jψ(x, θ)φ(ψ(x), dψx(θ))dV (x, θ),
(2.26)
where
Jψ(x, θ) =
√
det ((dψx|θ)∗ ◦ (dψx|θ)). (2.27)
For a variation ψt generated by a smooth vector field χ we can now define
the first variation of a varifold V with respect to χ:
Definition 28. (First variation of a varifold)
[δV ](χ) =
d
dt t=0
(||(ψt)#(V )||). (2.28)
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Definition 29. If [δV ](χ) = 0 for all compactly supported vector fields χ,
we say that V is a stationary varifold.
Note that the varifolds associated with minimal surfaces are stationary, and
so stationary varifolds extend the idea of minimal surfaces.
2.2 Sequences of discrete maps
We follow the treatment given in [27] in the remaining sections of this Chap-
ter.
We use I(1, j) to denote the cubical complex I1 corresponding to subdividing
I1 into 3 parts j times, i.e. with 1-cells [0, 3−j], . . . , [1 − 3−j] and 0-cells
[0], [3−j], [2 · 3−j], . . . , [1]. I(m, j) is then the corresponding cell complex on
Im with I(m, j) = I(1, j)⊗ · · · ⊗ I(1, j).
For X ⊂ Im, the cubical subcomplex X(j) is given by the union of cells of
I(m, j) with support contained in some cell of X. The set of all q-cells in
X(j) is denoted by X(j)q, and we say that two vertices x, y ∈ X(j)0 are
adjacent if there is a 1-cell α ∈ X(j)1 containing both x and y.
The choice of subdivisions means that we can define n(i, j) : X(i)0 → X(j)0
taking x ∈ X(i)0 to the closest element in X(j)0; clearly if i ≤ j we have
that n(i, j)(x) = x.
Definition 30. The fineness of a map φ : X(j)0 → Zn(M ;Z2) is:
f(φ) = sup{M(φ(x)− φ(y)) : x, y adjacent in X(j)0}. (2.29)
Definition 31. Let φ1 : X(k1)0 → Zn(M ;Z2), φ2 : X(k2)0 → Zn(M ;Z2).
We say that φ1 is X-homotopic to φ2 in Zn(M ; M;Z2) with fineness δ if
there exists k ∈ N and a map
ψ : I(1, k)0 ×X(k)0 → Zn(M ;Z2) (2.30)
such that:
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• f(ψ) < δ
• if i = 1, 2 and x ∈ X(k)0, then ψ([i− 1], x) = φi(n(k, ki), x).
A sequence of discrete maps into Zn(M ; M;Z2) with finenesses tending to
zero is precisely the analogue of continuous maps required for applying Almgren–
Pitts min-max theory.
Definition 32. An (X,M)-homotopy sequence of mappings into Zn(M ; M;Z2)
is a sequence of mappings S = {φi}i∈N,
φi : X(ki)0 → Zn(M ;Z2) (2.31)
such that φi is X-homotopic to φi+1 in Zn(M ; M;Z2) with fineness δi and:
• limi→∞ δi = 0
• sup{M(φi(x)) : x ∈ X(ki)0, i ∈ N} <∞.
Definition 33. Let S1 = {φ1i }i∈N and S2 = {φ2i }i∈N be (X,M)-homotopy
sequences of mappings into Zn(M ; M;Z2). We say S1 is homotopic to S2 if
there exists {δi}i∈N with:
• φ1i is X-homotopic to φ2i in Zn(M ; M;Z2) with fineness δi
• limi→∞ δi = 0.
Since homotopy is an equivalence relation on (X,M)-homotopy sequences of
mappings into Zn(M ; M;Z2), we may define equivalence classes as (X,M)-
homotopy classes of mappings into Zn(M ; M;Z2).
Definition 34. The set of such homotopy classes is [X,Zn(M ; M;Z2)]#.
2.3 Min-max theory
For S an (X,M)-homotopy sequence of mappings into Zn(M ; M;Z2), we
define:
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L(S) = lim sup
i→∞
max{M(φi(x)) : x ∈ X(ki)0} (2.32)
and
K(S) = {V ∈ Vn(M) :
V = lim
j→∞
|φij(xj)| as varifolds for some ij ∈ N, xj ∈ X(kij)0}. (2.33)
These correspond to the maximal area and image of a continuous map into
Zn(M ;Z2) respectively, and allow us to make important definitions.
Definition 35. The width of Π ∈ [X,Zn(M ; M;Z2)]# is given by:
L(Π) = inf
S∈Π
L(S). (2.34)
Definition 36. S ∈ Π is a critical sequence for Π ∈ [X,Zn(M ; M;Z2)]# if
L(S) = L(Π). The critical set C(S) of such a critical sequence is:
C(S) = K(S) ∩ {V ∈ Vn(M) : ||V ||(M) = L(S)}. (2.35)
Pitts showed that there is always a critical sequence for Π ∈ [X,Zn(M ; M;Z2)]#
for which the critical set has good properties.
Theorem 37. (Pitts, [31]) Suppose ∂M = ∅. There exists a critical sequence
S∗ ∈ Π, and moreover for each critical sequence S∗ ∈ Π there exists a critical
sequence S ∈ Π with C(S) ⊂ C(S∗) for which every Σ ∈ C(S) is a stationary
varifold. We say such a critical sequence is pulled tight.
The idea of an almost-minimising varifold was key in showing regularity of
the min-max varifolds.
Definition 38. A varifold V ∈ Vn(M) is Z2-almost minimising in an open
set U ⊂ M if for every  > 0 we can find δ > 0 and T ∈ Zn(M,M\U ;Z2)
with FU(V, |T |) <  and for which we have: if {Ti}qi=0 ∈ Zn(M,M\U ;Z2)
with:
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• T0 = T, spt(T − Ti) ⊂ U for i = 1, . . . , q
• M(Ti − Ti−1) ≤ δ for i = 1, . . . , q
• M(Ti) ≤M(T ) + δ for i = 1, . . . , q
then M(Tq) ≥M(T )− .
Definition 39. A varifold V ∈ Vn(M) is Z2-almost minimising in annuli if
for every p ∈ M we can find r(p) > 0 so that for all 0 < s < r(p), V is Z2-
almost minimising in M ∩A(p, s, r(p)) = M ∩{x ∈ RL : s < |x− p| < r(p)}.
Pitts showed in [31] that a stationary varifold that is Z2-almost minimising
in annuli must in fact be an integral varifold.
Note that the condition of a stationary integral varifold being Z2-almost
minimising in annuli roughly means that for a deformation in an annulus to
decrease area by a fixed amount it must first increase area by some fixed
amount. This means that varifolds with support corresponding to two dis-
tinct but intersecting minimal hypersurfaces cannot be almost minimising,
since a desingularisation of the intersection will decrease area without first
increasing it.
Theorem 40. (Almgren–Pitts min-max theory, [31]) Suppose ∂M = ∅, and
let Π ∈ [X,Zn(M ; M;Z2)]#. Then there exists an integral varifold V ∈
IVn(M) such that:
1. ||V ||(RL) = L(Π)
2. V is stationary in M
3. V is Z2-almost minimising in annuli.
Moreover, if S∗ is a critical sequence for Π, then we can choose V ∈ C(S∗).
We recall also the regularity of almost-minimising integral varifolds, again
shown by Pitts [31]:
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Theorem 41. Suppose n ≤ 6, ∂M = ∅, and let V ∈ IVn(M) be a nontrivial
integral varifold, stationary in M and Z2-almost minimising in annuli. Then
V is the varifold of a smooth closed embedded minimal hypersurface with
possible multiplicities.
In particular, for Π ∈ [X,Zn(M ; M;Z2)]# and n ≤ 6, the varifold V from
Theorem 40 may be written as:
V =
∑
ni|Σi|, (2.36)
where |Σi| are the varifolds associated with smooth closed connected embed-
ded minimal hypersurfaces and ni their multiplicities.
In addition, since (S3, round) satisfies the embedded Frankel property, all
minimal hypersurfaces intersect, giving us:
Theorem 42. (Almgren–Pitts for round S3) Let Π ∈ [X,Z2(S3; M;Z2)]#.
Then there exists a smooth closed embedded minimal hypersurface Σ such that
nΣArea(Σ) = L(Π) for some nΣ ∈ N. Moreover, if S∗ is a critical sequence
for Π, then we can choose Σ such that additionally nΣ|Σ| ∈ C(S∗).
2.4 Interpolation results
Since we must be able to move between continuous maps in the flat topology
and sequences of discrete mappings, we require the interpolation results of
Marques and Neves in Sections 13 and 14 of [26].
Definition 43. Given a continuous map in the flat topology Φ : X →
Zn(M ;Z2), we say Φ has no concentration of mass if:
lim sup
r→0
{||Φ(x)||(Br(p)) : x ∈ X, p ∈M} = 0. (2.37)
A continuous map in the mass topology clearly has no concentration of mass.
Marques and Neves use the condition of no concentration of mass to move
from continuous maps in the flat topology to discrete sequences of mappings.
35
Theorem 44. (Continuous to discrete.) Let Φ : X → Zn(M ;Z2) be a
continuous map in the flat topology with no concentration of mass. Then
there exists a sequence of maps
φi : X(ki)0 → Zn(M ;Z2) (2.38)
with ki < ki+1, and a sequence {δi}i∈N with δi → 0 such that:
i) S = {φi}i∈N is an (X,M)-homotopy sequence of mappings into Z2(M ; M;Z2)
with fineness f(φi) < δi
ii) sup{F(φi(x)− Φ(x)) : x ∈ X(ki)0} ≤ δi
iii) sup{M(φi(x)) : x ∈ X(ki)0} ≤ sup{M(Φ(x)) : x ∈ X}+ δi.
Theorem 45. (Discrete to continuous—the Almgren extension.) There ex-
ists C0 = C0(M,m) and δ0 = δ0(M) such that if Y is a cubical subcomplex
of I(m, k) and φ : Y0 → Zn(M ;Z2) has fineness f(φ) < δ0, then there exists
Φ : Y → Zn(M ; M;Z2) (2.39)
that is continuous in the mass topology and satisfies:
i) Φ(x) = φ(x) for all x ∈ Y0
ii) if α is some j-cell in Yj, Φ|α depends only on the values of φ on the
vertices of α
iii) sup{M(Φ(x)− Φ(y)) : x, y in common cell of Y } ≤ C0f(φ).
Φ is the Almgren extension of φ.
2.5 p-sweepouts and p-widths
We wish to define what it means for a map to be a p-sweepout of S3 and hence
define the p-width wp(S
3). We must define these concepts in the continuous
case, where the topological arguments and explicit constructions can be used,
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and in the case of sequences of discrete mappings, where Almgren–Pitts min-
max theory can be applied.
The Almgren isomorphism for S3:
FS3 : pi1(Z2(S3;Z2))→ H3(S3;Z2) ∼= Z2 (2.40)
gives us that H1(Z2(S3;Z2);Z2) ∼= Z2. We denote its generator by λ. Note
that from the definition of a sweepout as a curve representing a nontrivial
element of pi1(Z2(S3;Z2);Z2) in Definition 22, λ detects precisely those curves
in Z2(S3;Z2) which are sweepouts.
Definition 46. A continuous map in the flat topology Φ : X → Z2(S3;Z2)
is a p-sweepout if Φ∗(λ
p
) 6= 0. Equivalently, Φ is a p-sweepout if there exists
λ ∈ H1(X;Z2) such that:
1. λp 6= 0 ∈ Hp(X;Z2)
2. for all cycles γ : S1 → X, λ(γ) 6= 0 if and only if Φ ◦ γ is a sweepout
as defined in Definition 22, i.e. FS3([Φ ◦ γ]) 6= 0.
For the interpolation results between continuous maps and (X,M)-homotopic
sequences of discrete mappings to hold, we additionally require that a p-
sweepout have no concentration of mass.
We say that a cubical subcomplex X of Im for some m is p-admissable if
there exists a continuous map from X that is a p-sweepout and has no con-
centration of mass.
Definition 47. The set of all p-sweepouts with no concentration of mass
is denoted by Pp. Since Pp contains maps from every p-admissable X, the
domain for maps in Pp is not fixed.
Definition 48. The p-width of S3 is
wp(S
3) = inf
Φ∈Pp
sup{M(Φ(x)) : x ∈ dmn(Φ)}. (2.41)
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Using Almgren’s interpolation results, we can also make precisely equivalent
definitions in the discrete case.
Definition 49. Let Π ∈ [X,Z2(S3; M;Z2)]#. We say that Π is a class of
(discrete) p-sweepouts if for any S = {φi}i∈N ∈ Π the Almgren extension
Φi : X → Z2(S3; M;Z2) of φi is a p-sweepout for every sufficiently large i.
Lemma 50. Let Dp be the set of all classes of p-sweepouts Π ∈ [X,Z2(S3; M;Z2)]#
over all p-admissable X. The p-width is:
wp(S
3) = inf
Π∈Dp
L(Π). (2.42)
Proof. We first note that for any class of p-sweepouts Π ∈ [X,Z2(S3; M;Z2)]#
over p-admissable X we have wp(S
3) ≤ L(Π). Choose S = {φi} ∈ Π with
L(S) ≤ L(Π) + .
From Theorem 45 i) and iii), we have that
wp(S
3) ≤ lim sup
i→∞
sup{M(Φi(x)) : x ∈ X} = L(S) ≤ L(Π) + . (2.43)
We take → 0 to get the desired inequality.
We now choose Φ ∈ Pp with:
sup{M(Φ(x)) : x ∈ dmn(Φ)} ≤ wp(M) + . (2.44)
Take S = {φi} to be the sequence of discrete mappings arising from Φ as in
Theorem 44, and let Π be the associated class of p-sweepouts. From Theorem
44 iii), we have that:
L(Π) ≤ L(S) ≤ sup{M(Φ(x)) : x ∈ dmn(Φ)} ≤ wp(M) + . (2.45)
Taking → 0 proves the lemma.
Marques and Neves gave a result in [27] (Lemma 4.2) that is essential to
parts of the proof.
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Lemma 51. Suppose X is a cubical subcomplex of Im. Then there exists
µ = µ(m,S3) such that given Φ1,Φ2 : X → Z2(S3;Z2) continuous maps in
the flat topology with:
sup{F(Φ1(x)− Φ2(x)) : x ∈ X} < µ (2.46)
then Φ1 and Φ2 are homotopic in the flat topology and so Φ1 is a p-sweepout
if and only if Φ2 is a p-sweepout.
This follows directly from the constructions of Almgren in Theorem 8.2 of
[1].
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3
Proof of thesis results
3.1 w1(S
3) ≥ 4pi
We certainly have that w1(S
3) > 0. If not, then for all  we must have, from
Definition 48, a 1-sweepout Φ : X → Z2(S3;Z2) for which sup{M(Φ(x)) :
x ∈ X(Φ)} < —note that the domain X may vary over . This gives that
sup{F(Φ(x), 0) : x ∈ dmm(Φ)} < . From Lemma 51, for sufficiently small
 this gives that the 0 map is a 1-sweepout, which is clearly false and so we
must have that w1(S
3) > 0.
From the discrete definition of the 1-width in Lemma 50, we have
w1(S
3) = inf
Π∈D1
L(Π). (3.1)
Theorem 42 gives that for each Π ∈ D1 we have a smooth closed embedded
minimal hypersurface ΣΠ such that nΠArea(ΣΠ) = L(Π). But each smooth
closed embedded minimal hypersurface Σ in S3 has area at least 4pi, with
equality if and only if it is an equatorial S2.
This follows from the equivalence between minimal cones in R4 and minimal
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surfaces in S3: Almgren showed in [3] that the only smooth closed embedded
minimal spheres in S3 are equatorial, and that the only stable minimal cones
in R4 are planar, so arise from an equatorial minimal sphere. Hence the cone
over any higher genus minimal surface Σ in S3 cannot be area minimising,
and we must have Area(Σ) > 4pi. That higher genus minimal surfaces have
area bounded away from 4pi may also be shown using heat equations as in
[8].
Therefore we must have that L(Π) ≥ 4pi for every Π ∈ D1, and so w1(S3) ≥
4pi.
3.2 w4(S
3) ≤ 4pi
The continuous definition of the 4-width means that if we can explicitly
construct a 4-sweepout of S3 and find a bound on the mass of the currents
in this sweepout, this certainly gives a bound on w4(S
3). In particular, if we
can find a 4-sweepout Φ4 with sup{M(Φ4(x)) : x ∈ dmn(Φ4)} ≤ 4pi, then
w4(S
3) ≤ 4pi and so w1(S3) = w2(S3) = w3(S3) = w4(S3) = 4pi.
Consider the map given by:
Φ4 : RP4 → Z2(S3,Z2) (3.2)
Φ4([a0 : . . . : a4]) = ∂{x ∈ S3 : a0 + a1x1 + a2x2 + a3x3 + a4x4 < 0} (3.3)
= ∂{x ∈ S3 : a · x < −a0}. (3.4)
Note that each current in the image of Φ4 simply corresponds to the 2-sphere
generated by intersecting S3 ⊂ R4 with the hyperplane a.x = −a0, so each
current is evidently of mass ≤ 4pi.
We now only need show that Φ4 is a sweepout.
Firstly, it must be continuous in the flat topology. Let θj → θ ∈ RP4. Choose
coordinates [aj0 : a
j
1 : a
j
2 : a
j
3 : a
j
4] and [a0 : a1 : a2 : a3 : a4] for θj, θ with
(aj0, a
j
1, a
j
2, a
j
3, a
j
4) and (a0, a1, a2, a3, a4) lying in the interior of a hemisphere
41
of S4; hence we additionally have that aji → ai.
Let Pθj(x) = a
j
0 + a
j
1x1 + a
j
2x2 + a
j
3x3 + a
j
4x4 and define Pθ(x) similarly. Thus
Φ4(θj) = ∂{x ∈ S3 : Pθj(x) < 0}, (3.5)
Φ4(θ) = ∂{x ∈ S3 : Pθ(x) < 0}. (3.6)
From the choice of coordinates we have that Pθj(x) converges uniformly to
Pθ(x).
For continuity, we require that
lim
j→∞
F(Φ4(θ)− Φ4(θj)) = 0. (3.7)
But (denoting the symmetric difference of A and B by A∆B)
F(Φ4(θ)− Φ4(θj)) ≤M({x ∈ S3 : Pθ(x) < 0}∆{x ∈ S3 : Pθj(x) < 0}).
(3.8)
From the uniform convergence of Pθj(x) to Pθ(x), for any α > 0, we have for
sufficiently large j:
{x ∈ S3 : Pθ(x) < 0}∆{x ∈ S3 : Pθj(x) < 0} ⊂ {x ∈ S3 : |Pθ(x)| ≤ α},
(3.9)
so that:
lim
j→∞
F(Φ4(θ)− Φ4(θj)) = lim
α→0
M({x ∈ S3 : |Pθ(x)| ≤ α}). (3.10)
For a Morse function f : S3 → R, we have that for every  > 0 there exists
δ > 0 such that |b− a| < δ =⇒ vol(f−1([a, b])) < . The function given by
f(x) = a ·x is Morse, so for Pθ(x) = a0 +a1x1 +a2x2 +a3x3 +a4x4 = a0 +a ·x:
42
lim
α→0
M({x ∈ S3 : |Pθ(x)| ≤ α}) = lim
α→0
vol(f−1[−a0−α,−a0+α]) = 0 (3.11)
and continuity is shown. That Φ4 has no concentration of mass follows from
it being generated from intersections of S3 ⊂ R4 with planes.
Finally, we must show the existence of a λ ∈ H1(RP4;Z2) satisfying the con-
ditions of a 4-sweepout. Take λ ∈ H1(RP4;Z2) as the generator. Evidently
λ4 6= 0. As pi1(RP4) ∼= Z2, all cycles are homotopic and so we only need to
check for one nontrivial cycle γ that Φ4 ◦ γ is a sweepout.
Consider the nontrivial cycle γ : S1 → RP4 given by γ(θ) = [cos(θ/2) :
sin(θ/2) : 0 : 0 : 0]. Then Φ4 ◦ γ : S1 → Z2(S3;Z2) is given by:
Φ4 ◦ γ(θ) = ∂{x ∈ S3 : x1 < cot(θ/2)}, (3.12)
which is clearly a sweepout, and we are done.
Since there is a 4-sweepout with all currents of mass ≤ 4pi, we have as claimed
that w4(S
3) ≤ 4pi:
w4(S
3) = inf
Ψ∈P4
max
x∈X
M(Ψ(x)) ≤ max
a∈RP4
M(Φ4(a)) ≤ 4pi. (3.13)
3.3 w5(S
3) ≥ 2pi2
We wish to follow the Lusternik–Schnirelmann arguments as outlined in Sec-
tion 1.3.2. Due to the technical obstacles that must be overcome, the proof
is a modified version of that used in Section 7 of [27].
We will derive a contradiction from assuming that w5(S
3) = 4pi. We begin
by finding a (discrete) 5-sweepout attaining w5(S
3) with domain X. The
minimal surfaces of area 4pi are precisely the minimal spheres. After setting
up necessary machinery and choosing appropriate constants, we split X into
a part Z (with inclusion map i1) that is mapped to integral 2-cycles near
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to the minimal spheres, and into a part Y (with inclusion map i2) that is
mapped to integral 2-cycles away from the minimal spheres.
Since we have a 5-sweepout with domain X, we have λ ∈ H1(X;Z2) detecting
sweepouts and with λ5 6= 0. The topological argument of Lusternik and
Schnirelmann means that we must have either (i∗1λ)
4 6= 0 or i∗2λ 6= 0—
hence we must either have a 4-sweepout close to the minimal spheres or a
1-sweepout away from the minimal spheres.
We then show that neither can hold, leading to our desired contradiction.
We discount a 1-sweepout away from minimal spheres using Almgren–Pitts
min-max theory, then project a 4-sweepout close to the minimal spheres onto
the space of minimal spheres for our final contradiction.
3.3.1 Suitable discrete 5-sweepout
From the discrete definition of the 5-width in Lemma 50, we have
w5(S
3) = inf
Π∈D5
L(Π). (3.14)
Additionally, from Theorem 42 we have that for each Π ∈ D5 there exists
a closed embedded minimal hypersurface ΣΠ such that nΠArea(ΣΠ) = L(Π)
for some nΠ ∈ N.
Suppose that w5(S
3) = 4pi, and moreover suppose that there does not exist
Π ∈ D5 such that L(Π) = 4pi. Thus we have a sequence Πi with L(Πi)↘ 4pi,
and hence a sequence of closed embedded minimal hypersurfaces Σi with
niArea(Σi) ↘ 4pi. Since all such hypersurfaces have area greater than 4pi
with equality only in the case of the equatorial round sphere, we must in fact
have that Area(Σi) ↘ 4pi (possibly after discarding at most finitely many
terms).
But Marques and Neves showed in [26] that an embedded closed minimal
hypersurface of genus g ≥ 1 has Area ≥ 2pi2, so this is not possible.
We may therefore assume that L(Π) = 4pi for some Π ∈ D5. We choose the
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domain X so that Π ∈ [X,Z2(S3; M;Z2)]#.
Take a critical sequence {φi}i∈N = S ∈ Π with L(S) = L(Π). We also require
S to be pulled tight, so that any varifold in the critical set C(S) is stationary.
Hence
lim sup
i→∞
max{M(φi(x)) : x ∈ X(ki)0} = 4pi. (3.15)
3.3.2 Preliminaries for splitting of domain
We denote the space of minimal spheres in Z2(S3;Z2) by TZ and the as-
sociated set of varifolds by TV . We have that TZ ' TV ' RP3, with the
topologies on TZ and TV induced by F and F respectively coinciding with
the usual topology on RP3.
Lemma 52. For any  > 0, there exists η1 > 0 such that if T ∈ Z2(S3;Z2)
with F(|T |, TV ) ≤ 2η1, we have F(T, TZ ∪ {0}) < .
Proof. Suppose not. Then we can find a sequence {Tk} ⊂ Z2(S3;Z2) with
F(|Tk|, TV ) < 1k and F(Tk, TZ) ≥  for every k.
By compactness, there exists a subsequence {Tkl} ⊂ {Tk} that converges in
the flat topology to some T ∈ Z2(S3;Z2), and whose associated sequence of
varifolds {|Tkl |} converges in the varifold topology to some V ∈ TV .
In particular, F(T, TZ) ≥  and M(T ) ≤ 4pi.
By lower semicontinuity of mass, M(Tx(S3\spt||V ||)) = 0, so the support of
T is contained in the smooth, closed embedded minimal hypersurface spt||V ||.
The Constancy Theorem for currents (Theorem 20) then gives that T ∈
TZ ∪ {0}, contradicting our supposition.
Since X is a cubical subcomplex of I l for some l, we may take 1 = µ(l, S
3)
from Lemma 51.
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Due to the equivalence of the topologies on TZ and RP3, by compactness we
can choose c0 > 0 such that for p, q ∈ TZ ' RP3 we have that:
dRP3(p, q) <
1
2c0
=⇒ F(p, q) < 1
2
. (3.16)
Note that from Theorem 45, we have C = C(S3, l), δ0(S
3) such that for the
Almgren Φ extension of a map φ from a cubical subcomplex of I(l, k) with
fineness f(φ) < δ0(S
3),
sup{M(Φ(x)− Φ(y)) : x, y lie in a common cell} ≤ Cf(φ). (3.17)
Pick l such that X is a cubical subcomplex of I l, and let c1 = C(S
3, l).
We take ρ sufficiently small that any ball of radius (2l + 2l−2)ρ in RP3 is
geodesically convex, and additionally require that (2l + 2l−2)ρ < 1
2c0
.
Again from the equivalence of the topologies, we can take c2 > 0 such that
for p, q ∈ TZ ' RP3 we have that:
F(p, q) < ρ
2c2
=⇒ dRP3(p, q) <
ρ
2
. (3.18)
We now choose  such that
 < min
{
δ0(S
3),
ρ
2(l + 2)c2
,
1
2(1 + c1)
}
, (3.19)
and take η < η1() as in Lemma 52.
We take i sufficiently large that the fineness f(φi) < min{, δ0(S3)}, and that
the Almgren extension Φi ∈ P5.
3.3.3 Splitting the domain
Let Yi be the cubical subcomplex of X(ki) consisting of all cells α ∈ X(ki)
such that F(|φi(x)|, TV ) ≥ η for every vertex x in α0. Hence Yi is a cubical
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subcomplex of I(m, ki) for some m ∈ N, and the Almgren extension Φi(x) of
φi(x) satisfies F(|Φi(x)|, TV ) < 2η for every x ∈ X\Yi.
Let Zi = X\Yi. Zi is also a subcomplex of X(ki), and X = Zi ∪ Yi. We
consider the inclusion maps i1 : Zi → X and i2 : Yi → X.
3.3.4 Lusternik–Schnirelmann argument
Note that if Φi ∈ P5, we have λ ∈ H1(X;Z2) detecting sweepouts and with
λ5 6= 0. This means that either (i∗1λ)4 6= 0 or i∗2λ 6= 0. Indeed, suppose not,
and both are zero.
We have the natural exact sequence:
H4(X,Zi;Z2)
j∗−→ H4(X;Z2) i
∗
1−→ H4(Zi;Z2). (3.20)
If (i∗1λ)
4 = 0, this gives us that λ4 = j∗λ1 for some λ1 ∈ H4(X,Zi;Z2).
Similarly, we have the exact sequence:
H1(X, Yi;Z2)
j∗−→ H1(X;Z2) i
∗
2−→ H1(Yi;Z2). (3.21)
So if i∗2λ = 0, λ = j
∗λ2 for some λ2 ∈ H1(X, Yi;Z2).
Additionally, we have the natural relative cup product:
H4(X,Zi;Z2) ∪H1(X, Yi;Z2)→ H5(X, Yi ∪ Zi;Z2) = H5(X,X;Z2) = {0}.
(3.22)
In particular, λ1 ∪ λ2 = 0. But j∗(λ1 ∪ λ2) = j∗λ1 ∪ j∗λ2 = λ5 6= 0, giving a
contradiction. So as claimed, either (i∗1λ)
4 6= 0 or i∗2λ 6= 0. We will now show
that neither case is possible to contradict the supposition that w5(S
3) = 4pi.
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3.3.5 No 1-sweepout away from minimal spheres
Suppose first that i∗2λ 6= 0. Following Section 7 of [27], we consider the
sequence of discrete mappings S˜ = {ψi}:
ψi = (φi)|Yi : (Yi)0 → Z2(S3;Z2), (3.23)
and let
L(S˜) = lim sup
i→∞
max{M(ψi(y)) : y ∈ (Yi)0}. (3.24)
Certainly we have L(S˜) ≤ L(S), and so L(S˜) ≤ w5(S3) = 4pi.
If L(S˜) < 4pi, then for i sufficiently large, the Almgren extension Ψi of ψi
satisfies supy∈Yi M(Ψi(y)) < 4pi. But if i
∗
2λ 6= 0, then Ψi is a 1-sweepout (it
is just a restriction of a 5-sweepout, so is evidently flat continuous with no
concentration of mass), contradicting w1(S
3) = 4pi.
If instead L(S˜) = 4pi, consider the critical set
C(S˜) = {V : ||V ||(S3) = 4pi, V = lim
j→∞
|ψij(yj)| as varifolds}. (3.25)
We have C(S˜) ⊂ C(S). Additionally, from the definition of Yi, we have that
C(S˜) ⊂ {V : F(V, TV ) ≥ η}. Since every varifold in C(S) is stationary, every
varifold in C(S˜) is also stationary. But the only stationary varifolds in S3
with ||V ||(S3) ≤ 4pi are the equatorial spheres, giving that C(S˜) must be
empty from the definition of Yi. But this cannot be the case, and we again
contradict w1(S
3) = 4pi.
3.3.6 No 4-sweepout near minimal spheres
Suppose now that (i∗1λ)
4 6= 0. Since Φi|Zi is a restriction of a 5-sweepout, it is
clearly flat continuous with no concentration of mass, so that for i sufficiently
large, Φi|Zi ∈ P4. We will show that this is impossible.
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We have that F(|Φi(x)|, TV ) < 2η for x ∈ Zi, so that from Lemma 52 we
have F(Φi(x), TZ ∪ {0}) <  for x ∈ Zi. Since  is sufficiently small that
F(TZ , {0}) > , we may split Zi disjointly into the parts for which Φi(x)
is close to TZ and {0} as Z(T )i ∪ Z(0)i . Note that (i∗1λ)|Z(0)i = 0 as there
are no 1-sweepouts close to the 0 map, so we have that (i∗1λ)|4Z(T )i 6= 0 and
Φi|Z(T )i ∈ P4.
Hence after relabelling Z
(T )
i as Z, we have a 4-sweepout Φ : Z → Z2(S3;Z2)
with F(Φ(x), TZ) < . We will construct a map Φ˜ : Z → TZ by a pro-
jection onto TZ following Lemma 9.10 of [26] that will moreover satisfy
F(Φ(x), Φ˜(x)) < 1 for x ∈ Z.
We follow the construction from Lemma 9.10 of [26]. By our choice of ρ,
every ball of radius (2l + 2l−2)ρ in RP3 is geodesically convex. Note that
Z is a subcomplex of I(l, i). We will define Φ˜ inductively, starting from a
definition on the 0-skeleton Z0.
For x ∈ Z0, we define Φ˜0 by choosing Φ˜0(x) ∈ TZ such that:
F(Φ(x), Φ˜0(x)) = F(Φ(x), TZ). (3.26)
By compactness such a choice exists (though this choice might not be unique—
any such choice is acceptable).
Note that diamRP3(Φ˜
0(α0)) <
ρ
2
for every α ∈ Zl; this follows from the
equivalence of topologies on RP3 ' TZ and showing that F(Φ˜0(x), Φ˜0(y)) <
ρ
2c2
for all α ∈ Zl, x, y ∈ α0.
We have:
F(Φ˜0(x), Φ˜0(y)) ≤ F(Φ˜0(x),Φ(x))+F(Φ(x),Φ(y))+F(Φ(y), Φ˜0(y)). (3.27)
Note that Φ is precisely the Almgren extension of a map φ with f(φ) < , so
this gives that:
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F(Φ˜0(x), Φ˜0(y)) ≤ (l + 2) < ρ
2c2
(3.28)
as desired. The iterative construction now proceeds as follows. We cover RP3
with a finite union of balls {Bρ/2(pk)}Nk=1 with each B(2l+2l−2)ρ(pk) geodesi-
cally convex. Denote by Z(j) the union of supports of all q-cells α ∈ Zq with
q ≤ j. We call Φ˜j : Z(j) → TZ a continuous j-extension of Φ˜0 if it coincides
on Z0, and for every α ∈ Zq,
diamRP3(Φ˜
j(α)) ≤ (2j − 2 + 2j−2)ρ. (3.29)
If a continuous j-extension exists (j ≤ l−1), we can construct the continuous
j + 1-extension: consider α ∈ Zj+1. For some pk, we have:
Φ˜j(α0) ⊂ Bρ(pk). (3.30)
Applying the previous step of the induction to the j-faces of α, we have:
Φ˜j(support(∂α)) ⊂ B(2j−1+2j−2)ρ(pk). (3.31)
Using the convexity of B(2l+2l−2)ρ, we then construct a continuous map
Φ˜j+1 : support(α)→ B(2j−1+2j−2)ρ(pk), (3.32)
which satisfies
diamRP3(Φ˜
j+1(α)) ≤ 2(2j − 1 + 2j−2)ρ = (2j+1 − 2 + 2j−1)ρ. (3.33)
This gives us a continuous, well-defined j+1-extension of Φ˜0, so by induction
we have a continuous l-extension Φ˜l = Φ˜ of Φ˜0
Φ˜ : Z → TZ . (3.34)
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Finally, for x ∈ Z, pick α ∈ Zl with x ∈ α, and choose some x0 ∈ α0.
From the estimates on diamRP3(Φ˜
j+1(α)) and using that Φ is the Almgren
extension of a sufficiently fine map φi,
F(Φ(x), Φ˜(x)) ≤ F(Φ˜(x), Φ˜(x0)) + F(Φ˜(x0),Φ(x0)) + F(Φ(x),Φ(x0))
(3.35)
<
1
2
+ + c1f(φi) (3.36)
<
1
2
+ (1 + c1) < 1. (3.37)
Hence we have that Φ(x) and Φ˜(x) are homotopic from Lemma 51, so that
Φ˜ : Z → TZ(' RP3) ⊂ Z2(S3;Z2) is also a 4-sweepout.
This cannot possibly be the case. Writing Φ˜(x) : Z → Z2(S3;Z2) as i ◦ φ˜
for i : TZ → Z2(S3;Z2), φ˜ : Z → TZ , for Φ˜ to be a 4-sweepout we must
have Φ˜∗(λ
4
) 6= 0. This means that φ˜∗(i∗λ4) 6= 0, but this cannot hold since
there is no λ ∈ H1(TZ ;Z2) ' H1(RP3;Z2) with λ4 6= 0, and we again have a
contradiction.
Thus w5(S
3) > 4pi. Marques and Neves showed in [26] that an embedded
closed minimal hypersurface of genus g ≥ 1 has Area ≥ 2pi2, so by Theorem
42 L(Π) ≥ 2pi2 for Π ∈ D5, and furthermore we have that w5(S3) ≥ 2pi2.
3.4 w7(S
3) ≤ 2pi2
In order to bound the 7-width, we again explicitly construct a sweepout of S3.
If we can find a 7-sweepout Φ7 with sup{M(Φ7(x)) : x ∈ dmn(Φ7)} ≤ 2pi2,
w7(S
3) ≤ 2pi2 and so w5(S3) = w6(S3) = w7(S3) = 2pi2.
We will begin by constructing a 5-sweepout Φ5 based on the min-max family
defined in [26]. First, we recall the key definitions for our purposes from [26].
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3.4.1 Preliminaries
The Willmore energy of a closed surface Σ ⊂ S3 is defined as:
W(Σ) =
∫
Σ
(1 +H2)dΣ. (3.38)
Note that for a conformal map F : S3 → S3, W(F (Σ)) = W(Σ), and that
for a minimal surface Σ we have W(Σ) = Area(Σ).
For v ∈ B4, we define Fv : S3 → S3 to be the conformal map
Fv(x) =
(1− |v|2)
|x− v|2 (x− v)− v. (3.39)
Take Σ ∈ S3 to be a Clifford torus—in [26] Σ is taken to be an embed-
ded closed surface of genus g, but for our purposes we do not require that
generality.
Let A and A∗ denote the disjoint connected components of S3\Σ, and N
denote the unit normal to Σ pointing into A∗. We define Av = Fv(A),
A∗v = Fv(A
∗) and Σv = Fv(Σ) = ∂Av.
Let dv : S
3 → R be the signed distance to Σv ⊂ S3:
dv(x) =
d(x,Σv) x 6∈ Av−d(x,Σv) x ∈ Av. (3.40)
The canonical family for (v, t) ∈ B4 × [−pi, pi] is then defined by:
Σ(v,t) = ∂A(v,t), A(v,t) = {x ∈ S3 : dv(x) < t}. (3.41)
For  > 0 sufficiently small, we have a diffeomorphism Λ : Σ×D2+(3)→ B4
onto a tubular neighbourhood of Σ in B
4
given by:
Λ(p, s) = (1− s1)(cos(s2)p+ sin(s2)N(p)), (3.42)
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where s = (s1, s2).
We denote the tubular neighbourhood Λ(Σ×D2+(r)) for r ≤ 3 by Ωr.
Using this diffeomorphism, we construct a map T that collapses a tubular
neighbourhood of Σ onto Σ by:
T (v) =
v v ∈ B
4\Ω3
Λ(p, φ(|s|)s) v = Λ(p, s) ∈ Ω3,
(3.43)
where φ : [0, 3] → [0, 1] is smooth, 0 on [0, ], strictly increasing on [, 2]
and 1 on [2, 3].
We define the generalised Gauss map Q : S3 ∪ Ω → S3 by:
Q(v) =

−T (v) v ∈ A∗\Ω
T (v) v ∈ A\Ω
Qp,k(s) v = Λ(p, s) ∈ Ω,
(3.44)
where
Qp,k = −
k√
1 + k2
p− 1√
1 + k2
N(p) ∈ S3 (3.45)
and
k(s) =
s2√
2 − s22
. (3.46)
We also define r : S3 ∪ Ω → [0, pi] by:
r(v) =

0 v ∈ A∗\Ω
pi v ∈ A\Ω
rk(s) v = Λ(p, s) ∈ Ω,
(3.47)
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where rk =
pi
2
− arctan k.
From [26] we have:
Theorem 53. The map C : B
4 × [−pi, pi]→ Z2(S3;Z2) defined by:
C(v, t) =
∂[|A(T (v),t)|] v ∈ B4\Ω∂[|Br(v)+t(Q(v))|] v ∈ S3 ∪ Ω (3.48)
is well-defined and continuous in the flat topology with no concentration of
mass.
Furthermore, M(C(v, t)) ≤ W(Σ) = 2pi2 for all (v, t) ∈ B4 × [−pi, pi] and
C(v, pi) = C(v,−pi) = 0 for all v ∈ B4.
3.4.2 Construction of 5-sweepout
We then define our function Φ5 : B
4 × [−1, 1]→ Z2(S3;Z2) by:
Φ5(v, t) = C(v, 2pit+ γ(|v|)(pi
2
− r(v))), (3.49)
where γ : [0, 1]→ [0, 1] is given by:
γ(s) =
0 s ≤ 122s− 1 s ≥ 1
2
.
(3.50)
Φ5 is clearly continuous in the flat topology with no concentration of mass
since C is, and M(Φ5(v, t)) ≤ 2pi2. On ∂(B4× [−1, 1]) = S3× (−1, 1)∪B4×
{−1} ∪B4 × {1}, we have:
Φ5(v, t) =
∂[|B2pit+pi2 (Q(v))|] t ∈ (−1, 1)0 t = −1, t = 1. (3.51)
Again, Φ5(v, 1) = Φ5(v,−1) = 0 for all v ∈ B4, so we can think of Φ5 as a
map from B
5
. For Φ5 to be a 5-sweepout, we would like it to be considered as
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a map from RP5. The naive boundary identification gives us precisely this,
since we have Φ5(v, t) = Φ5(−v,−t) for (v, t) ∈ S3 × (−1, 1) ∪ B4 × {−1} ∪
B
4 × {1}, so that Φ5 : RP5 → Z2(S3;Z2).
The equality holds due to the following: note we have that ∂Br(p) = ∂Bpi−r(−p)
up to orientation, so for v ∈ S3 working over Z2:
Φ5(−v,−t) = ∂[|B−2pit+pi
2
(Q(−v))|] (3.52)
= ∂[|B2pit+pi
2
(−Q(−v))|], (3.53)
and if we can show that Q(v) = −Q(−v) then Φ5(v, t) = Φ5(−v,−t) and we
are done.
If v ∈ Ω, then v = Λ(p, s). Since N(p) = −N(−p) for the Clifford torus,
from the definition of Λ we have −v = Λ(−p, s), and so Q(−v) = Q−p,k(s) =
−Qp,k(s) = −Q(v).
If v ∈ A∗ (or A) then we also have −v ∈ A∗ (or A), as the sign of x21 + x22 −
x23 − x24 gives the side of the Clifford torus that the point v is on, and this is
unchanged under negation.
Hence if v ∈ A\Ω (similarly for v ∈ A∗\Ω),
Q(−v) = T (−v) =
−v v ∈ A\Ω3Λ(−p, φ(|s|)s) = −Λ(p, φ(|s|)s) v ∈ Ω3\Ω (3.54)
= −T (v) = −Q(v), (3.55)
so Φ5(v, t) = Φ5(−v,−t) as desired.
Hence we have a map Φ5 : RP5 → Z2(S3;Z2) continuous in the flat topology,
with no concentration of mass, and with M(Φ5(x)) ≤ W(Σ) = 2pi2. For Φ5
to be a 5-sweepout, we just need to check that the generator λ ∈ H1(RP5;Z2)
(which certainly satisfies λ5 6= 0) detects cycles γ : S1 → RP5 if and only if
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Φ5 ◦ γ is a sweepout.
Since all nontrivial cycles in RP5 are homotopic, and a map homotopic to
a sweepout is also a sweepout, we need only check that one cycle in RP5
gives rise to a sweepout. One cycle arises from v = v0 ∈ S3, t ∈ [−1, 1] for
Φ5 : B
4× [−1, 1]→ Z2(S3;Z2), i.e. Φ5 ◦γ(t) = ∂[|B2pit+pi
2
(Q(v))|], t ∈ [−1, 1].
But this is just a family of spheres given by intersecting S3 with parallel
planes, so is a sweepout.
Hence Φ5 ∈ P5, and:
w5(S
3) = inf
Φ∈P5
sup{M(Φ(x)) : x ∈ dmn(Φ)} ≤ sup{M(Φ5(x)) : x ∈ RP5} = 2pi2.
(3.56)
3.4.3 Construction of 7-sweepout
We now consider the space of (unoriented) Clifford tori C. A Clifford torus is
uniquely determined by a pair of orthogonal 2-planes in R4—if u and v are
orthonormal vectors in one of the 2-planes, then {x ∈ S3 : (x.u)2 + (x.v)2 =
1
2
} specifies a Clifford torus. Hence C is just the unoriented Grassmannian
G2(R4) with orthogonal planes identified. As in [41], we follow [18] to find C.
In [18], it is noted that the oriented Grassmannian G+2 (R4) can be identified
with Q2 ⊂ CP3, where Q2 = {z ∈ CP3 : z21 + z22 + z23 + z24 = 0}: take an
oriented orthonormal basis (u, v) of a 2-plane in R4 and let z = u+ iv.
A biholomorphism F : CP1 × CP1 → Q2 is then constructed, defined by:
F (w1, w2) =F ([w1 : 1], [w2 : 1]) = (1 + w1w2, i(1− w1w2), w1 − w2,−i(w1 + w2)),
(3.57)
F ([w1 : 0], [w2 : 1]) = (w2,−iw2, 1,−i), (3.58)
F ([w1 : 1], [w2 : 0]) = (w1,−iw1,−1,−i), (3.59)
F ([w1 : 0], [w2 : 0]) = (1,−i, 0, 0), (3.60)
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with inverse (for z1 − iz2 6= 0) given by:
F−1(z1, z2, z3, z4) = ([w1 : 1], [w2 : 1]),where w1 =
z3 + iz4
z1 − iz2 , w2 =
−z3 + iz4
z1 − iz2 .
(3.61)
Since we are interested in the unoriented Grassmannian, we wish to identify
the plane generated by (u, v) with that from (v, u), i.e. to identify u+iv ∈ Q2
with u− iv ∈ Q2. Hence we identify different (w1, w2) = ([w1 : 1], [w2 : 1]) ∈
CP1 × CP1 for which F (w1, w2) is conjugated. Note that:
F (− 1
w1
,− 1
w2
) = (1 +
1
w1w2
, i(1− 1
w1w2
),− 1
w1
− 1
w2
, i(
1
w1
+
1
w2
)) ∈ Q2 ⊂ CP3
(3.62)
= (1 + w1w2,−i(1− w1w2), w1 − w2, i(w1 + w2)) ∈ Q2 ⊂ CP3
(3.63)
= F (w1, w2). (3.64)
Hence we identify (w1, w2) with (− 1w1 ,− 1w2 )—regarding CP1×CP1 as S2×S2,
this is equivalent to identifying (x, y) with (−x,−y).
We also wish to identify u + iv ∈ Q2 with s + it ∈ Q2 when s and t span
a 2-plane orthogonal to that spanned by u and v. A simple (if lengthy)
calculation gives that F (w1,− 1w2 ) corresponds to the 2-plane orthogonal to
F (w1, w2), so we also identify (w1, w2) with (w1,− 1w2 )—equivalently we can
identify (x, y) with (x,−y) in S2 × S2.
This means that C ' S2 × S2/(x, y) ∼ (x,−y), (x, y) ∼ (−x,−y), giving
C ' RP2 × RP2. Note that the topology induced on C by F or F coincides
with the usual topology on RP2 × RP2.
We have that pi1(C) ' Z2×Z2. For the purposes of applying min-max theory,
it is useful to know which nontrivial cycles in C correspond to sweepouts—
note that we only need check one representative of each class of nontrivial
cycles since a path homotopic to a sweepout is a sweepout.
57
Consider first γ with [γ] = (1, 0)—an example of such a path corresponds to
w2 = 0, w1 ∈ R+ for ([w1 : 1], [w2 : 1]) ∈ CP1 × CP1:
γ(t)0≤t≤∞ = F (t, 0) = (1, i, t,−it) ∈ Q2. (3.65)
After reparameterisation, such a path can be written as γ : [0, pi
2
]→ C
γ(α) = {x ∈ S3 : (x.u(α))2 + (x.v(α))2 = 1
2
}, (3.66)
where
u(α) = (cosα, 0, sinα, 0), (3.67)
v(α) = (0, cosα, 0,− sinα). (3.68)
Note that this is precisely a rotation of the usual Clifford torus by α in the
x1x3-plane and simultaneously by −α in the x2x4-plane.
Similarly, a nontrivial cycle γ with [γ] = (0, 1) is given by γ : [0, pi
2
]→ C:
γ(α) = {x ∈ S3 : (x.u(α))2 + (x.v(α))2 = 1
2
}, (3.69)
where
u(α) = (cosα, 0,− sinα, 0), (3.70)
v(α) = (0, cosα, 0, sinα), (3.71)
which is a rotation by −α in the x1x3-plane and by α in the x2x4-plane.
In both cases, the orientation of the Clifford torus is flipped under the path:
the interior {x ∈ S3 : (x.u(0))2 + (x.v(0))2 < 1
2
} is precisely the exterior
{x ∈ S3 : (x.u(pi
2
))2 + (x.v(pi
2
))2 > 1
2
}.
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Hence it follows from the Almgren isomorphism (Theorem 2.17) that a cycle
γ ⊂ C with [γ] = (1, 0) or (0, 1) is a sweepout. Since our definition of a
sweepout is over Z2, a cycle with [γ] = (1, 1) is not a sweepout. We let λ1, λ2
be the generators of H1(C;Z2) ' Z2 ⊕ Z2.
Denote by ΦΣ5 the family Φ5 for the Clifford torus Σ, and define Φ7 : C ×
RP5 → Z2(S3;Z2) by:
Φ7(Σ, x) = Φ
Σ
5 (x). (3.72)
Φ7 is actually a 7-sweepout: we claim that Φ7 is continuous in the flat topol-
ogy.
We first note that for all Clifford tori Σ,Σ′ we can find R ∈ SO(4) with
Σ′ = R#Σ. Since
FRv(Rx) =
(1− |Rv|2)
|Rx−Rv|2 (Rx−Rv)−Rv (3.73)
= R
[
(1− |v|2)
|x− v|2 (x− v)− v
]
(3.74)
= RFv(x), (3.75)
it holds that (R#Σ)Rv = (FRv)#(R#Σ) = R#(Fv)#(Σ) = R#Σv.
We have a similar relation for the canonical family Σ(v,t). Let d˜ denote the
signed distance. Then:
Σ(v,t) = ∂A
Σ
(v,t), A
Σ
(v,t) = {x ∈ S3 : d˜(x,Σv)}. (3.76)
We thus have:
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(R#Σ)(Rv,t) = ∂{x ∈ S3 : d˜(x, (R#Σ)Rv) < t} (3.77)
= ∂{x ∈ S3 : d˜(x,R#Σv) < t} (3.78)
= ∂{x ∈ S3 : d˜(R−1x,Σv) < t} (3.79)
= R#∂{x ∈ S3 : d˜(x,Σv) < t} (3.80)
= R#Σ(v,t). (3.81)
If v ∈ AΣ∗\ΩΣ (v ∈ AΣ\ΩΣ ), it is clear that Rv ∈ ARΣ∗\ΩRΣ (Rv ∈
ARΣ\ΩRΣ ). Since the normal NΣ(p) satisfies NRΣ(Rp) = RNΣ(p), if v =
ΛΣ(p, s) we have that Rv = ΛRΣ(Rp, s) from the definition of Λ; simi-
larly, Q
RΣ
Rp,k = RQ
Σ
p,k. That r
RΣ(Rv) = rΣ(v), TRΣ(Rv) = RTΣ(v) and
Q
RΣ
(Rv) = RQ
Σ
(v) then follows immediately.
From this and the definition of ΦΣ5 as a map on B
4 × [−1, 1] (and so Φ7 as a
map on C ×B4 × [−1, 1]) it follows that:
Φ7(R#Σ, Rv, t) = R#Φ7(Σ, v, t) = R#Φ
Σ
5 (v, t). (3.82)
Hence for (Σi, vi, ti) → (Σ, v, t) (where Ri with Σi = (Ri)#Σ is chosen so
that Ri → I):
F(Φ7(Σi, vi, ti),Φ7(Σ, v, t)) = F((Ri)#Φ7(Σ, R−1i vi, ti),Φ7(Σ, v, t)) (3.83)
≤ F((Ri)#Φ7(Σ, R−1i vi, ti), (Ri)#Φ7(Σ, v, t)) + F((Ri)#Φ7(Σ, v, t),Φ7(Σ, v, t))
(3.84)
= F(Φ7(Σ, R−1i vi, ti),Φ7(Σ, v, t)) + F((Ri)#Φ7(Σ, v, t),Φ7(Σ, v, t)). (3.85)
(R−1i vi, ti)→ (v, t), so by the continuity of ΦΣ5 we have that F(Φ7(Σ, R−1i vi, ti),Φ7(Σ, v, t))→
0.
For f, g : S3 → S3 smooth and h : [0, 1] × S3 → S3 a smooth homotopy
between f and g, we have from 26.22 in [39] that for T ∈ Z2(S3;Z2):
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f#T − g#T = ∂h#([0, 1]× T ) (3.86)
From 26.23 in [39], we moreover have that:
M(h#([0, 1]× T )) ≤ sup
sptT
|f − g| sup
x∈sptT
(|df |x + |dg|x)M(T ) (3.87)
giving that F(f#T − g#T ) ≤ supsptT |f − g| supx∈sptT (|df |x + |dg|x)M(T ).
This means that as Ri → I, F((Ri)#Φ7(Σ, v, t),Φ7(Σ, v, t)) → 0, so as
(Σi, vi, ti) → (Σ, v, t), F(Φ7(Σi, vi, ti),Φ7(Σ, v, t)) → 0 and we have conti-
nuity as desired.
As there is no concentration of mass for ΦΣ5 and we have that Φ7(R#Σ, v, t) =
R#Φ
Σ
5 (R
−1v, t), Φ7 must also have no concentration of mass.
We must finally show that (again denoting the generator ofH1(Z2(S3;Z2);Z2)
by λ) λ = Φ∗7(λ) satisfies λ
7 6= 0.
Denote the generator of H1(RP5;Z2) by λ5, and the generators of H1(C;Z2)
by λ1, λ2. Then pi1(C × RP5) = Z2 × Z2 × Z2, and H1(C × RP5;Z2) '
Z2 ⊕ Z2 ⊕ Z2 '< λ1, λ2, λ5 >Z2 .
Hence we need to find α, β, γ ∈ Z2 for which λ = αλ1 + βλ2 + γλ5 detects
precisely those cycles γ for which Φ7 ◦ γ is a sweepout. Since Φ5 is a 5-
sweepout, a curve detected only by λ5 must certainly be a sweepout, giving
γ = 1. Similarly, we have shown that a curve detected only by λ1 or λ2 is a
sweepout, and λ = λ1 + λ2 + λ5.
We now just need to check that λ7 6= 0. But λ7 = (λ21λ2 + λ1λ22)λ45 + (λ21 +
λ22)λ
5
5 6= 0, hence Φ7 satisfies the necessary conditions for Φ7 ∈ P7 and:
w7(S
3) = inf
Φ∈P7
sup{M(Φ(x)) : x ∈ dmn(Φ)} (3.88)
≤ sup{M(Φ7(Σ, x)) : (Σ, x) ∈ C × RP5} = 2pi2. (3.89)
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3.5 w9(S
3) > 2pi2
Just as in the proof that w5(S
3) ≥ 2pi2, we apply Lusternik–Schnirelmann
theory as outlined in Section 1.3.2 along the lines of the argument in Section
7 of [27].
We will again derive a contradiction, this time from assuming that w9(S
3) =
2pi2. As before, we begin by finding a (discrete) 9-sweepout attaining w9(S
3)
with domain X. The minimal surfaces of area 2pi2 are precisely the Clifford
tori. After setting up necessary machinery and choosing appropriate con-
stants, we split X into a part Z (with inclusion map i1) that is mapped to
integral 2-cycles near to the Clifford tori, and into a part Y (with inclusion
map i2) that is mapped to integral 2-cycles away from the Clifford tori.
Since we have a 9-sweepout with domain X, we have λ ∈ H1(X;Z2) detecting
sweepouts and with λ9 6= 0. The topological argument of Lusternik and
Schnirelmann means that we must have either (i∗1λ)
4 6= 0 or (i∗2λ)5 6= 0—
hence we must either have a 4-sweepout close to the Clifford tori or a 5-
sweepout away from the Clifford tori.
We then show that neither can hold, leading to our desired contradiction. We
discount a 5-sweepout away from Clifford tori using Almgren–Pitts min-max
theory, then project a 4-sweepout close to the Clifford tori onto the space of
Clifford tori for our final contradiction.
3.5.1 Suitable discrete 9-sweepout
From the discrete definition of the 9-width in Lemma 50, we have
w9(S
3) = inf
Π∈D9
L(Π). (3.90)
Additionally, from Theorem 42 we have that for each Π ∈ D9 there exists a
closed embedded minimal hypersurface ΣΠ such that nΠArea(ΣΠ) = L(Π).
Suppose that w9(S
3) = 2pi2, and moreover suppose that there does not exist
Π ∈ D9 such that L(Π) = 2pi2. Thus we have a sequence Πi with L(Πi) ↘
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2pi2, and hence a sequence of closed embedded minimal hypersurfaces Σi with
niArea(Σi) ↘ 2pi2. Since all such hypersurfaces have Area greater than 4pi
with equality only in the case of the equatorial round sphere, we must in fact
have that Area(Σi)↘ 2pi2 (possibly after discarding finitely many terms).
Since we have that the only minimal surface of genus 0 with multiplicity
one is the equatorial sphere, and from [6] we have that the Clifford torus is
the only genus 1 minimal surface, we must therefore have a sequence Σi of
surfaces with genus g(Σi) ≥ 2 and Area(Σi)↘ 2pi2.
We require a slightly modified version of Theorem A.1 of [26]:
Lemma 54. Let F2 = {S ⊂ S3 : S embedded closed minimal surface, genus g(S) ≥
2}.
There exists Σ ∈ F2 such that
Area(Σ) = inf
S∈F2
Area(S). (3.91)
Proof. The proof proceeds almost identically to Appendix A of [26], where
the result is shown for minimal surfaces of genus g ≥ 1. The only change
is that we need the existence of some minimal surface with genus g ≥ 2 of
Area < 8pi rather than just being able to take the Clifford torus.
Note that the Lawson surface ξm,k(m ≥ k) as constructed in [23] is a minimal
surface of genus mk, and the area bound in Proposition 3.2 of [21] gives that
Area(ξm,k) < 4pi(k + 1). The genus 2 Lawson surface ξ2,1 hence satisfies
Area(ξ2,1) < 8pi as required for the proof.
From [26], we then have that such a Σ must have Area(Σ) ≥ 2pi2, and since
genus g(Σ) ≥ 2 it cannot be a Clifford torus, giving that Area(Σ) > 2pi2. If
there is a sequence Σi of surfaces with genus g(Σi) ≥ 2, we thus have that
Area(Σi) ≥ Area(Σ) > 2pi2. Hence it is impossible to have such a sequence
with Area(Σi)↘ 2pi2, and we must have some Π ∈ D9 with L(Π) = 2pi2.
We choose the domain X so that Π ∈ [X,Z2(S3; M;Z2)]#. Take a critical
sequence {φi}i∈N = S ∈ Π with L(S) = L(Π). We also require S to be pulled
tight, so that any varifold in the critical set C(S) is stationary.
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Hence
lim sup
i→∞
max{M(φi(x)) : x ∈ X(ki)0} = 2pi2. (3.92)
3.5.2 Preliminaries for splitting of domain
We denote the space of Clifford tori in Z2(S3;Z2) by CZ and the associated
set of varifolds by CV . We have that CZ ' CV ' RP2 × RP2, with the
topologies on CZ and CV induced by F and F respectively coinciding with
the usual topology on RP2 × RP2.
Lemma 55. For any  > 0, there exists η1 > 0 such that if T ∈ Z2(S3;Z2)
with F(|T |, CV ) ≤ 2η1, we have F(T, CZ ∪ {0}) < .
Proof. Suppose not. Then we can find a sequence {Tk} ⊂ Z2(S3;Z2) with
F(|Tk|, CV ) < 1k and F(Tk, CZ) ≥  for every k.
By compactness, there exists a subsequence {Tkl} ⊂ {Tk} that converges in
the flat topology to some T ∈ Z2(S3;Z2), and whose associated sequence of
varifolds {|Tkl |} converges in the varifold topology to some V ∈ CV .
In particular, F(T, CZ) ≥  and M(T ) ≤ 2pi2.
By lower semicontinuity of mass, M(Tx(S3\spt||V ||)) = 0, so the support of
T is contained in the smooth, closed embedded minimal hypersurface spt||V ||.
The Constancy Theorem for currents (Theorem 20) then gives that T ∈
CZ ∪ {0}, contradicting our supposition.
Since X is a cubical subcomplex of I l for some l, we may take 1 = µ(l, S
3)
from Lemma 51.
Due to the equivalence of the topologies on CZ and RP2×RP2, by compactness
we can choose c0 > 0 such that for p, q ∈ CZ ' RP2 × RP2 we have that:
dRP2×RP2(p, q) <
1
2c0
=⇒ F(p, q) < 1
2
. (3.93)
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Again from Theorem 45, we have C = C(S3, l), δ0(S
3) such that for the
Almgren Φ extension of a map φ from a cubical subcomplex of I(l, k) with
fineness f(φ) < δ0(S
3),
sup{M(Φ(x)− Φ(y)) : x, y lie in a common cell} ≤ Cf(φ). (3.94)
Pick l such that X is a cubical subcomplex of I l, and let c1 = C(S
3, l).
We take ρ sufficiently small that any ball of radius (2l + 2l−2)ρ in RP2×RP2
is geodesically convex, and additionally require that (2l + 2l−2)ρ < 1
2c0
.
Again from the equivalence of the topologies, we can take c2 > 0 such that
for p, q ∈ CZ ' RP2 × RP2 we have that:
F(p, q) < ρ
2c2
=⇒ dRP2×RP2(p, q) <
ρ
2
. (3.95)
We now choose  such that
 < min
{
δ0(S
3),
ρ
2(l + 2)c2
,
1
2(1 + c1)
}
, (3.96)
and take η < η1() as in Lemma 55.
We take i sufficiently large that the fineness f(φi) < min{, δ0(S3)}, and that
the Almgren extension Φi ∈ P9.
3.5.3 Splitting the domain
Let Yi be the cubical subcomplex of X(ki) consisting of all cells α ∈ X(ki)
such that F(|φi(x)|, CV ) ≥ η for every vertex x in α0. Hence Yi is a cubical
subcomplex of I(m, ki) for some m ∈ N, and the Almgren extension Φi(x) of
φi(x) satisfies F(|Φi(x)|, CV ) < 2η for every x ∈ X\Yi.
Let Zi = X\Yi. Zi is also a subcomplex of X(ki), and X = Zi ∪ Yi. We
consider the inclusion maps i1 : Zi → X and i2 : Yi → X.
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3.5.4 Lusternik–Schnirelmann argument
Note that if Φi ∈ P9, we have λ ∈ H1(X;Z2) detecting sweepouts and with
λ9 6= 0. This means that either (i∗1λ)4 6= 0 or (i∗2λ)5 6= 0: suppose not, and
both are zero.
We have the natural exact sequence:
H4(X,Zi;Z2)
j∗−→ H4(X;Z2) i
∗
1−→ H4(Zi;Z2). (3.97)
If (i∗1λ)
4 = 0, this gives us that λ4 = j∗λ1 for some λ1 ∈ H4(X,Zi;Z2).
Similarly, we have the exact sequence:
H5(X, Yi;Z2)
j∗−→ H5(X;Z2) i
∗
2−→ H5(Yi;Z2). (3.98)
So if (i∗2λ)
5 = 0, λ5 = j∗λ2 for some λ2 ∈ H5(X, Yi;Z2).
Additionally, we have the natural relative cup product:
H4(X,Zi;Z2) ∪H5(X, Yi;Z2)→ H9(X, Yi ∪ Zi;Z2) = H9(X,X;Z2) = {0}.
(3.99)
In particular, λ1 ∪ λ2 = 0. But j∗(λ1 ∪ λ2) = j∗λ1 ∪ j∗λ2 = λ9 6= 0, giving
a contradiction. So as claimed, either (i∗1λ)
4 6= 0 or (i∗2λ)5 6= 0. We will
now show that neither case is possible to contradict the supposition that
w9(S
3) = 2pi2.
3.5.5 No 5-sweepout away from Clifford tori
Suppose first that (i∗2λ)
5 6= 0. Following Section 7 of [27], we consider the
sequence of discrete mappings S˜ = {ψi}:
ψi = (φi)|Yi : (Yi)0 → Z2(S3;Z2), (3.100)
66
and let
L(S˜) = lim sup
i→∞
max{M(ψi(y) : y ∈ (Yi)0}. (3.101)
Certainly we have L(S˜) ≤ L(S), and so L(S˜) ≤ w9(S3) = 2pi2.
If L(S˜) < 2pi2, then for i sufficiently large, the Almgren extension Ψi of ψi
satisfies supy∈Yi M(Ψi(y)) < 2pi
2. But if (i∗2λ)
5 6= 0, then Ψi is a 5-sweepout
(it is just a restriction of a 9-sweepout, so is evidently flat continuous with
no concentration of mass), contradicting w5(S
3) = 2pi2.
If instead L(S˜) = 2pi2, consider the critical set
C(S˜) = {V : ||V ||(S3) = 2pi2, V = lim
j→∞
|ψij(yj)| as varifolds}. (3.102)
We have C(S˜) ⊂ C(S). Additionally, from the definition of Yi, we have that
C(S˜) ⊂ {V : F(V, CV ) ≥ η}. Since every varifold in C(S) is stationary,
every varifold in C(S˜) is also stationary. But the only stationary varifolds
with smooth support in S3 with ||V ||(S3) = 2pi2 are precisely the Clifford
tori as shown in [26]. The elements of C(S˜) are away from the Clifford tori,
so cannot have smooth support and moreover no element of C(S˜) is almost
minimising in annuli.
We can now apply Lemma 7.3 of [27], i.e. the combinatorial arguments of
Almgren and Pitts, to get a new sequence of discrete mappings S.
Lemma 56. There is an 3 such that for i sufficiently large we can find ψi
Yi-homotopic to ψi in Z2(S3; M;Z2) with fineness tending to zero and such
that
lim sup
i→∞
max{M(ψi(y)) : y ∈ dmn(ψi)} ≤ w9(S3)− 3. (3.103)
The Almgren extension Ψi is then homotopic to Ψi and is hence a 5-sweepout
as above. Moreover, for i sufficiently large, supy∈Yi M(Ψi(y)) < w9(S
3) =
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2pi2, again contradicting the definition of w5(S
3).
3.5.6 No 4-sweepout near Clifford tori
Suppose now that (i∗1λ)
4 6= 0. Since Φi|Zi is a restriction of a 9-sweepout, it is
clearly flat continuous with no concentration of mass, so that for i sufficiently
large, Φi|Zi ∈ P4. We will show that this is impossible.
We have that F(|Φi(x)|, CV ) < 2η for x ∈ Zi, so that from Lemma 55 we
have F(Φi(x), CZ ∪ {0}) <  for x ∈ Zi. Since  is sufficiently small that
F(CZ , {0}) > , we may split Zi disjointly into the parts for which Φi(x)
is close to CZ and {0} as Z(C)i ∪ Z(0)i . Note that (i∗1λ)|Z(0)i = 0 as there
are no 1-sweepouts close to the 0 map, so we have that (i∗1λ)|4Z(C)i 6= 0 and
Φi|Z(C)i ∈ P4.
Hence after relabelling Z
(C)
i as Z, we have a 4-sweepout Φ : Z → Z2(S3;Z2)
with F(Φ(x), CZ) < . We will construct a map Φ˜ : Z → CZ by a pro-
jection onto CZ following Lemma 9.10 of [26] that will moreover satisfy
F(Φ(x), Φ˜(x)) < 1 for x ∈ Z.
We follow the construction from Lemma 9.10 of [26]. By our choice of ρ,
every ball of radius (2l + 2l−2)ρ in RP2 × RP2 is geodesically convex. Note
that Z is a subcomplex of I(l, i). We will define Φ˜ inductively, starting from
a definition on the 0-skeleton Z0.
For x ∈ Z0, we define Φ˜0 by choosing Φ˜0(x) ∈ CZ such that:
F(Φ(x), Φ˜0(x)) = F(Φ(x), CZ). (3.104)
By compactness such a choice exists (though this choice might not be unique—
any such choice is acceptable).
Note that diamRP2×RP2(Φ˜
0(α0)) <
ρ
2
for every α ∈ Zl; this follows from the
equivalence of topologies on RP2×RP2 ' CZ and showing that F(Φ˜0(x), Φ˜0(y)) <
ρ
2c2
for all α ∈ Zl, x, y ∈ α0.
We have:
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F(Φ˜0(x), Φ˜0(y)) ≤ F(Φ˜0(x),Φ(x)) + F(Φ(x),Φ(y)) + F(Φ(y), Φ˜0(y)).
(3.105)
Note that Φ is precisely the Almgren extension of a map φ with f(φ) < , so
this gives that:
F(Φ˜0(x), Φ˜0(y)) ≤ (l + 2) < ρ
2c2
(3.106)
as desired. The iterative construction now proceeds as follows. We cover
RP2×RP2 with a finite union of balls {Bρ/2(pk)}Nk=1 with each B(2l+2l−2)ρ(pk)
geodesically convex. Denote by Z(j) the union of supports of all q-cells α ∈ Zq
with q ≤ j. We call Φ˜j : Z(j) → CZ a continuous j-extension of Φ˜0 if it
coincides on Z0, and for every α ∈ Zq,
diamRP2×RP2(Φ˜
j(α)) ≤ (2j − 2 + 2j−2)ρ. (3.107)
If a continuous j-extension exists (j ≤ l−1), we can construct the continuous
j + 1-extension: consider α ∈ Zj+1. For some pk, we have:
Φ˜j(α0) ⊂ Bρ(pk). (3.108)
Applying the previous step of the induction to the j-faces of α, we have:
Φ˜j(support(∂α)) ⊂ B(2j−1+2j−2)ρ(pk). (3.109)
Using the convexity of B(2l+2l−2)ρ, we then construct a continuous map
Φ˜j+1 : support(α)→ B(2j−1+2j−2)ρ(pk) (3.110)
which satisfies
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diamRP2×RP2(Φ˜
j+1(α)) ≤ 2(2j − 1 + 2j−2)ρ = (2j+1 − 2 + 2j−1)ρ. (3.111)
This gives us a continuous, well-defined j+1-extension of Φ˜0, so by induction
we have a continuous l-extension Φ˜l = Φ˜ of Φ˜0
Φ˜ : Z → CZ . (3.112)
Finally, for x ∈ Z, pick α ∈ Zl with x ∈ α, and choose some x0 ∈ α0. From
the estimates on diamRP2×RP2(Φ˜
j+1(α)) and using that Φ is the Almgren
extension of a sufficiently fine map φi,
F(Φ(x), Φ˜(x)) ≤ F(Φ˜(x), Φ˜(x0)) + F(Φ˜(x0),Φ(x0)) + F(Φ(x),Φ(x0))
(3.113)
<
1
2
+ + c1f(φi) (3.114)
<
1
2
+ (1 + c1) < 1. (3.115)
Hence we have that Φ(x) and Φ˜(x) are homotopic from Lemma 51, so that
Φ˜ : Z → CZ(' RP2 × RP2) ⊂ Z2(S3;Z2) is also a 4-sweepout.
This cannot possibly be the case. Writing Φ˜(x) : Z → Z2(S3;Z2) as i ◦ φ˜ for
i : CZ → Z2(S3;Z2), φ˜ : Z → CZ , for Φ˜ to be a 4-sweepout we must have
Φ˜∗(λ
4
) 6= 0. This means that φ˜∗(i∗λ4) 6= 0, but this cannot hold since there
is no λ ∈ H1(CZ ;Z2) ' H1(RP2 × RP2;Z2) with λ4 6= 0, and we again have
a contradiction.
Thus w9(S
3) > 2pi2.
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3.6 w13(S
3) ≤ 8pi
The continuous definition of the 13-width means that if we can explicitly
construct a 13-sweepout of S3 and find a bound on the mass of the currents
in this sweepout, this certainly gives a bound on w13(S
3). In particular, if
we can find a 13-sweepout Φ13 with sup{M(Φ13(x)) : x ∈ dmn(Φ13)} ≤ 8pi,
w13(S
3) ≤ 8pi.
Let {φi}13i=0 be the first 13 spherical harmonics for S3; namely φ0 = 1, φi = xi
(i = 1, 2, 3, 4), and:
φ5 = x
2
1 − x22 + x23 − x24, φ6 = x21 − x23 + x22 − x24, φ7 = x21 − x22 + x24 − x23,
(3.116)
φ8 = x1x2, φ9 = x1x3, φ10 = x1x4, φ11 = x2x3, φ12 = x2x4, φ13 = x3x4.
(3.117)
Consider the map given by:
Φ13([a0 : . . . : a13]) = ∂{x ∈ S3 :
∑
aiφi < 0}. (3.118)
Note that spt(Φ13([a0 : . . . : a13]) ⊂ {x ∈ S3 :
∑
aiφi = 0}.
We claim that Φ13 ∈ P13 and moreover M(Φ13(x)) ≤ 8pi; this gives the
desired bound on w13(S
3).
First, we must show that
Φ13 : RP13 → Z2(S3;Z2) (3.119)
is well-defined.
Now, {x ∈ S3 : ∑ aiφi = 0} is precisely the intersection of the zero sets in R4
of the polynomials
∑
aiφi and 1−
∑
x2i , hence is smooth almost everywhere.
Certainly {x ∈ S3 : ∑ aiφi = 0} and {x ∈ S3 : ∑ aiφi < 0} are thus
rectifiable sets.
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This means that we can define F : RP13 → I3(S3;Z2) by setting F ([a0 : . . . :
a13]) to the current associated with the rectifiable set {x ∈ S3 :
∑
aiφi < 0}.
From the boundary rectifiability theorem of Simon [39] (Theorem 30.3), if we
can show that M(∂F (θ)) < ∞ then certainly ∂F (θ) = Φ13(θ) ∈ Z2(S3;Z2),
giving us a well-defined map into Z2(S3;Z2).
We write f([a0 : . . . : a13]) to denote {x ∈ S3 :
∑
aiφi = 0}. Considered as a
set Φ13(θ) ⊂ f(θ), so since we are working over Z2 we have that M(Φ13(θ)) ≤
H2(f(θ)).
We note that for a given θ ∈ RP13, f(θ) intersects almost every geodesic
at most four times. For a geodesic γ ⊂ S3 given by intersecting S3 ⊂ R4
with a 2-plane Γγ ⊂ R4, we have that f(θ)∩ γ is precisely f(θ)|Γγ ∩ S1Γγ , the
intersection of two degree 2 polynomial curves on a 2-plane. From Bezout’s
theorem, either f(θ) and S1Γγ coincide, or there are at most four intersections.
The second case must occur almost everywhere.
Using this, we may apply a Crofton-type formula to bound H2(f(θ)) and
so M(Φ13(θ)). Santalo gave results for kinematic formulas in general spaces
(and in the special case of Sk) in [34], and [36] Chapter 18 Note 6.1. Hence
we have:
Theorem 57. Let M q be a fixed q-dimensional compact manifold in Sn ⊂
Rn+1, Γr be an r-dimensional linear subspace of Rn+1 and let ωk be the area
of the Euclidean k-sphere. Then we have:∫
Hr+q−n−1(M q ∩ Γr)dΓr = ωr+q−n−1ωn+1−r
ωq
Hq(M q). (3.120)
Santalo also gives results for the measure of all Γr intersecting a convex set
in Chapter 17 Section 4 of [36] and in [35]. In particular, he states:
Theorem 58. The measure of all Γ2 intersecting a convex set Q in S
3 with
mean curvature H on its boundary ∂Q is precisely:∫
Q∩Γ2 6=0
dΓ2 = H3(Q) +
∫
∂Q
H. (3.121)
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Hence for the special case of the intersection of a 2-dimensional manifold in
S3 with geodesics, where r + q − n− 1 = 0, we have that:
∫
H0(Σ ∩ γ)dγ = 2H2(Σ). (3.122)
In particular, since
∫
dγ =
∫
dΓ2 = 4pi, if H0(Σ ∩ γ) ≤ 4 almost everywhere,
we have that H2(Σ) ≤ 8pi.
Although f(θ) is not smooth, it is at least rectifiable (in fact smooth almost
everywhere), so we may still apply the Santalo formula to give the desired
bound M(Φ13(θ)) ≤ H2(f(θ)) ≤ 8pi. Applying the boundary rectifiability
theorem also gives us that Φ13 is well-defined as a map into Z2(S3;Z2).
We now show that this map is continuous in the flat topology, following Guth
in Section 6 of [15].
For a real degree d polynomial in n variables, write P =
∑
cIx
I and define
||P || =
√∑ |cI |2. We denote the set of such polynomials with ||P || = 1 by
S. For a given θ ∈ RP13, we may choose suitably normalised coordinates
[a0 : . . . : a13] such that
∑
aiφi ∈ S. If θ(j) → θ ∈ RP13, we certainly have
(for suitably chosen coordinates) that:
∑
a
(j)
i φi →
∑
aiφi ∈ S. (3.123)
Hence if we can bound F(Φ13(θ(j)) − Φ13(θ)) by ||
∑
a
(j)
i φi −
∑
aiφi||S we
will have continuity as desired.
As in Lemma 6.2 of [15], let VP = {x ∈ B4 : P (x) = 0}. Additionally, we let
WP = {x ∈ S3 : P (x) = 0}—we have that Φ13(θ) ⊂ W∑ aiφi . From now on
we will take WP to be the two-dimensional part of WP . Similarly to Φ13(θ),
we may consider WP as an element of Z2(S3;Z2).
If VP is a smooth manifold meeting ∂B
4 = S3 transversely and ∇P 6= 0 on
VP (note this is an additional condition to avoid multiplicity) then we say
that P ∈ S0. Almost every P ∈ S0, and since such VP may be regarded as
multiplicity one we have VP = ∂{x ∈ B4 : P (x) < 0} for P ∈ S0.
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Lemma 59. (Guth) If P,Q ∈ S0 are degree d polynomials in n variables,
then the area-distance from VP to VQ is at most C(d, n)||P −Q||(d,n)S .
We will use this along with some details from Guth’s proof to show a similar
result for WP ,WQ.
Let F (x, t) = (1−t)P+tQ, and consider VF = {(x, t) ∈ B4×[0, 1] : F (x, t) =
0}, WF = {(x, t) ∈ S3 × [0, 1] : F (x, t) = 0}. We also let pi and piS3 be the
projections onto the first factors. piS3(WF ) may be considered as a 3-current
in S3 with boundary WP −WQ, hence the volume of the set bounds the flat
distance between WP and WQ:
F(WP −WQ) ≤ Vol(piS3(WF )). (3.124)
If P and Q are homogeneous of the same degree, then in fact the zero sets in
the interior of the ball are precisely the cones of the zero set in the sphere:
VP = C(WP ), VQ = C(WQ), pi(VF ) = C(piS3(WF )), (3.125)
so that
Vol(piS3(WF )) =
2
pi2
Vol(pi(VF )). (3.126)
Guth’s proof gives that Vol(pi(VF )) ≤ C(d, n)||P − Q||(d,n)S and hence our
result.
If P and Q are even, we may multiply the degree zero terms by x21 + x
2
2 +
x23 + x
2
4 = 1 to homogenise the polynomials (without changing them on S
3)
to reduce to the homogeneous case.
Otherwise, we make the polynomials even by considering:
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P˜ (x) = P (x)P (−x), (3.127)
Q˜(x) = Q(x)Q(−x), (3.128)
F˜ (x, t) = F (x, t)F (−x, t). (3.129)
After multiplying some terms by x21 +x
2
2 +x
2
3 +x
2
4 = 1 we have that P˜ (x) and
Q˜(x) are degree 4 homogeneous polynomials and ∂piS3(WF˜ ) = WP˜ −WQ˜.
Writing Aˆ = {x : −x ∈ A}, we observe that VP˜ = VP ∪ VˆP , VQ˜ = VQ ∪ VˆQ,
pi(VF˜ ) = pi(VF ) ∪ ˆpi(VF ) and piS3(WF˜ ) = piS3(WF ) ∪ ˆpiS3(WF ).
This gives us that
F(WP −WQ) ≤ Vol(piS3(WF )) ≤ Vol(piS3(WF˜ )) =
2
pi2
Vol(pi(VF˜ )) (3.130)
≤ 4
pi2
Vol(pi(VF )) (3.131)
≤ K(4, 4)||P −Q||(4,4)S .
(3.132)
We finally note that W∑ aiφi is precisely Φ13(θ) provided that ∑ aiφi ∈ S0.
Hence for almost every θ, θ(j) ∈ RP13, we have that F(Φ13(θ(j))−Φ13(θ))→ 0
as ||∑ a(j)i φi −∑ aiφi||S → 0, giving us continuity of Φ13.
For Φ13 ∈ P13, we additionally require that there is no concentration of mass,
i.e. we must show that:
lim sup
r→0
{||Φ13(θ)||(Br(p)) : θ ∈ RP13, p ∈ S3} = 0. (3.133)
We can use the Santalo formulas and the bound on the intersections of Φ13(θ)
and almost every geodesic to bound ||Φ13(θ)||(Br(p)):
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||Φ13(θ)||(Br(p)) = M(Φ13(θ) ∩Br(p)) (3.134)
=
1
2
∫
H0(Φ13(θ) ∩Br(p) ∩ γ)dγ (3.135)
≤ 1
2
∫
γ∩Br(p)6=0
H0(Φ13(θ) ∩ γ)dγ (3.136)
≤ 2
∫
Γ2∩Br(p) 6=0
dΓ2 (3.137)
= H3(Br(p)) +
∫
∂Br(p)
H. (3.138)
Hence ||Φ13(θ)||(Br(p)) → 0 as r → 0 independently of θ, p, and there is no
concentration of mass. We thus have Φ13 ∈ P13 and so w13(S3) ≤ 8pi.
3.7 w9(S
3) < 8pi
Just as in the proofs that w5(S
3) ≥ 2pi2 and w9(S3) > 2pi2, we apply
Lusternik–Schnirelmann theory as outlined in Section 1.3.2 along the lines
of the argument in Section 7 of [27].
We assume that w13(S
3) = 8pi—if not, we already have that w9(S
3) < 8pi—
and begin by finding a (discrete) 13-sweepout attaining w13(S
3) with domain
RP13. We show that the almost-minimising minimal surfaces of area 8pi close
to this particular 13-sweepout are just the multiplicity two great spheres.
After setting up necessary machinery and choosing appropriate constants,
we split RP13 into a part Z (with inclusion map i1) that is mapped to in-
tegral 2-cycles near to the multiplicity two great spheres, and into a part Y
(with inclusion map i2) that is mapped to integral 2-cycles away from the
multiplicity two great spheres.
Since we have a 13-sweepout with domain RP13, we have λ ∈ H1(RP13;Z2)
detecting sweepouts and with λ13 6= 0. The topological argument of Lusternik
and Schnirelmann means that we must have either (i∗1λ)
4 6= 0 or (i∗2λ)9 6= 0—
hence we must either have a 4-sweepout close to the multiplicity two great
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spheres or a 9-sweepout away from the multiplicity two great spheres.
We project a 4-sweepout close to the multiplicity two great spheres onto the
space of multiplicity two great spheres to derive a contradiction, so that a 9-
sweepout must exist away from the multiplicity two great spheres. Almgren–
Pitts min-max theory then gives that there is a 9-sweepout with maximal
area < 8pi, and hence we must have w9(S
3) < 8pi.
3.7.1 Suitable discrete 13-sweepout
From the discrete definition of the 13-width in Lemma 50, we have
w13(S
3) = inf
Π∈D13
L(Π). (3.139)
Additionally, from Theorem 42 we have that for each Π ∈ D13 there exists a
closed embedded minimal hypersurface ΣΠ such that nΠArea(ΣΠ) = L(Π).
We note that if w13(S
3) < 8pi, then it follows immediately that w9(S
3) < 8pi,
and we are done.
Hence we may assume that w13(S
3) = 8pi. Π ∈ D13 associated with the
discretisation of Φ13 ∈ P13 (as constructed in the previous section using
spherical harmonics) satisfies L(Π) = w13(S
3) = 8pi. We have that Π ∈
[RP13,Z2(S3; M;Z2)]#.
We wish to take a critical sequence {φi}i∈N = S ∈ Π with L(S) = 8pi, and
require S to be pulled tight so that any varifold in the critical set C(S) is
stationary.
We then have that
lim sup
i→∞
max{M(φi(x)) : x ∈ RP13(ki)0} = 8pi. (3.140)
Lemma 60. The sequence given by discretisations φi of Φ13 with finenesses
f(φi) tending to zero is the desired sequence, i.e. {φi}i∈N = S ∈ Π is crit-
ical and pulled tight. Moreover, V ∈ C(S) if and only if V is a varifold
corresponding to two (possibly identical) great spheres.
77
The only almost-minimising varifolds in C(S) are then double coverings of a
great sphere.
Proof. We first note that M(Φ13(θ)) = 8pi if and only if Φ13(θ) corresponds
to two distinct great spheres. This follows from the Crofton formula implying
that almost every geodesic must intersect Φ13(θ) precisely 4 times.
We are assuming that w13(S
3) = 8pi, so it is certainly the case that L(S) ≥
8pi. Since φi is the discretisation of Φ13 and M(Φ13(θ)) ≤ 8pi, we must have
therefore that S is a critical sequence with L(S) = L(Π) = w13(S
3) = 8pi.
We thus need only show that the only varifolds in C(S) are those associated
with Φ13(θ) (with multiplicity one) or have multiplicity two and correspond
to a double covering of a great sphere. If V ∈ C(S), then we must have that
V = limi→∞ |Φ13(θi)| in the varifold sense.
By compactness, after taking a subsequence we have Φ13(θij)→ T = Φ13(θ) ∈
Z2(S3;Z2) in the flat topology, and M(T ) ≤ 8pi.
By lower semicontinuity of mass, M(Tx(S3\spt||V ||)) = 0, so the support
of T is contained in spt||V ||. From the Constancy Theorem for currents
(Theorem 20), T = n spt||V ||. Hence either T = Φ13(θ) = spt||V || with
M(T ) = 8pi (so that V corresponds to two distinct great spheres), or V must
have multiplicity.
But if V has multiplicity, the polynomial corresponding to Φ13(θ) can be
decomposed as (a + b · x)2, so V must be a planar sphere with multiplicity
two. For ||V ||(S3) = 8pi the sphere must be an equatorial great sphere.
3.7.2 Preliminaries for splitting of domain
We again denote the space of great spheres in Z2(S3;Z2) by TZ and the
associated set of varifolds by TV . We denote the set of varifolds corresponding
to two copies of a great sphere by τV . We have that TZ ' TV ' τV ' RP3,
and the induced topologies coincide with the usual topology on RP3.
Lemma 61. For any  > 0, there exists η1 > 0 such that if T ∈ Z2(S3;Z2)
with F(|T |, τV ) ≤ 2η1, we have F(T, TZ ∪ {0}) < .
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Proof. Suppose not. Then we can find a sequence {Tk} ⊂ Z2(S3;Z2) with
F(|Tk|, τV) < 1k and F(Tk, TZ ∪ {0}) ≥  for every k.
By compactness, there exists a subsequence {Tkl} ⊂ {Tk} that converges in
the flat topology to some T ∈ Z2(S3;Z2), and whose associated sequence of
varifolds {|Tkl |} converges in the varifold topology to some V ∈ τV .
In particular, F(T, TZ ∪ {0}) ≥  and M(T ) ≤ 8pi.
By lower semicontinuity of mass, M(Tx(S3\spt||V ||)) = 0, so the support of
T is contained in the smooth, closed embedded minimal hypersurface spt||V ||.
The Constancy Theorem for currents (Theorem 20) then gives that T ∈
TZ ∪ {0}, contradicting our supposition.
Since X is a cubical subcomplex of I l for some l, we may take 1 = µ(l, S
3)
from Lemma 51.
Due to the equivalence of the topologies on TZ and RP3, by compactness we
can choose c0 > 0 such that for p, q ∈ TZ ' RP3 we have that:
dRP3(p, q) <
1
2c0
=⇒ F(p, q) < 1
2
. (3.141)
Again from Theorem 45, we have C = C(S3, l), δ0(S
3) such that for the
Almgren Φ extension of a map φ from a cubical subcomplex of I(l, k) with
fineness f(φ) < δ0(S
3),
sup{M(Φ(x)− Φ(y)) : x, y lie in a common cell} ≤ Cf(φ). (3.142)
Pick l such that X is a cubical subcomplex of I l, and let c1 = C(S
3, l).
We take ρ sufficiently small that any ball of radius (2l + 2l−2)ρ in RP3 is
geodesically convex, and additionally require that (2l + 2l−2)ρ < 1
2c0
.
Again from the equivalence of the topologies, we can take c2 > 0 such that
for p, q ∈ TZ ' RP3 we have that:
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F(p, q) < ρ
2c2
=⇒ dRP3(p, q) <
ρ
2
. (3.143)
We now choose  such that
 < min
{
δ0(S
3),
ρ
2(l + 2)c2
,
1
2(1 + c1)
}
, (3.144)
and take η < η1() as in Lemma 61.
We take i sufficiently large that the fineness f(φi) < min{, δ0(S3)}, and that
the Almgren extension Φi ∈ P13.
3.7.3 Splitting the domain
Let Yi be the cubical subcomplex of RP13(ki) consisting of all cells α ∈
RP13(ki) such that F(|φi(x)|, τV ) ≥ η for every vertex x in α0. Hence Yi is a
cubical subcomplex of I(m, ki) for some m ∈ N, and the Almgren extension
Φi(x) of φi(x) satisfies F(|Φi(x)|, τV ) < 2η for every x ∈ RP13\Yi.
Let Zi = RP13\Yi. Zi is also a subcomplex of RP13(ki), and RP13 = Zi ∪ Yi.
We consider the inclusion maps i1 : Zi → RP13 and i2 : Yi → RP13.
3.7.4 Lusternik–Schnirelmann argument
Since if Φi ∈ P13, we have λ ∈ H1(RP13;Z2) detecting sweepouts and with
λ13 6= 0. This means that either (i∗1λ)4 6= 0 or (i∗2λ)9 6= 0: suppose not, and
both are zero.
We have the natural exact sequence:
H4(RP13, Zi;Z2)
j∗−→ H4(RP13;Z2) i
∗
1−→ H4(Zi;Z2). (3.145)
If (i∗1λ)
4 = 0, this gives us that λ4 = j∗λ1 for some λ1 ∈ H4(RP13, Zi;Z2).
Similarly, we have the exact sequence:
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H9(RP13, Yi;Z2)
j∗−→ H9(RP13;Z2) i
∗
2−→ H9(Yi;Z2). (3.146)
So if (i∗2λ)
9 = 0, λ9 = j∗λ2 for some λ2 ∈ H9(RP13, Yi;Z2).
Additionally, we have the natural relative cup product:
H4(RP13, Zi;Z2) ∪H9(RP13, Yi;Z2)→
H13(RP13, Yi ∪ Zi;Z2) = H13(RP13,RP13;Z2) = {0}. (3.147)
In particular, λ1 ∪ λ2 = 0. But j∗(λ1 ∪ λ2) = j∗λ1 ∪ j∗λ2 = λ13 6= 0, giving a
contradiction. So as claimed, either (i∗1λ)
4 6= 0 or (i∗2λ)9 6= 0.
3.7.5 No 4-sweepout near multiplicity two great spheres
Suppose first that (i∗1λ)
4 6= 0. Since Φi|Zi is a restriction of a 13-sweepout,
it is clearly flat continuous with no concentration of mass, so that for i
sufficiently large, Φi|Zi ∈ P4. We will show that this is impossible.
We have that F(|Φi(x)|, τV ) < 2η for x ∈ Zi, so that from Lemma 61 we
have F(Φi(x), TZ ∪ {0}) <  for x ∈ Zi. Since  is sufficiently small that
F(TZ , {0}) > , we may split Zi disjointly into the parts for which Φi(x)
is close to TZ and {0} as Z(T )i ∪ Z(0)i . Note that (i∗1λ)|Z(0)i = 0 as there
are no 1-sweepouts close to the 0 map, so we have that (i∗1λ)|4Z(T )i 6= 0 and
Φi|Z(T )i ∈ P4.
Hence after relabelling Z
(T )
i as Z, we have a 4-sweepout Φ : Z → Z2(S3;Z2)
with F(Φ(x), TZ) < . Exactly as in the proof of w5(S3) > 4pi, we can
construct a map Φ˜ : Z → TZ by a projection onto TZ following Lemma 9.10
of [26] that moreover satisfies F(Φ(x), Φ˜(x)) < 1 for x ∈ Z.
Hence we have that Φ(x) and Φ˜(x) are homotopic from Lemma 51, so that
Φ˜ : Z → TZ(' RP3) ⊂ Z2(S3;Z2) is also a 4-sweepout.
This cannot possibly be the case. Writing Φ˜(x) : Z → Z2(S3;Z2) as i ◦ φ˜ for
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i : TZ → Z2(S3;Z2), φ˜ : Z → TZ , for Φ˜ to be a 4-sweepout we must have
Φ˜∗(λ
4
) 6= 0. This means that φ˜∗(i∗λ4) 6= 0, but this cannot hold since there
is no λ ∈ H1(TZ ;Z2) ' H1(RP3;Z2) with λ4 6= 0, giving us a contradiction.
3.7.6 Existence of 9-sweepout away from multiplicity two great
spheres
This means that we must be in the case of (i∗2λ)
9 6= 0. Following Section 7
of [27], we consider the sequence of discrete mappings S˜ = {ψi}:
ψi = (φi)|Yi : (Yi)0 → Z2(S3;Z2), (3.148)
and let
L(S˜) = lim sup
i→∞
max{M(ψi(y) : y ∈ (Yi)0}. (3.149)
Certainly we have L(S˜) ≤ L(S), and so L(S˜) ≤ w13(S3) = 8pi.
If L(S˜) < 8pi, then for i sufficiently large, the Almgren extension Ψi of ψi
satisfies supy∈Yi M(Ψi(y)) < 8pi. But if (i
∗
2λ)
9 6= 0, then Ψi is a 9-sweepout
(it is just a restriction of a 13-sweepout, so is evidently flat continuous with
no concentration of mass), giving that w9(S
3) < 8pi.
If instead L(S˜) = 8pi, consider the critical set
C(S˜) = {V : ||V ||(S3) = 8pi, V = lim
j→∞
|ψij(yj)| as varifolds}. (3.150)
We have C(S˜) ⊂ C(S). Additionally, from the definition of Yi, we have that
C(S˜) ⊂ {V : F(V, τV ) ≥ η}. Since every varifold in C(S) is stationary, every
varifold in C(S˜) is also stationary. But the only varifolds in C(S) correspond
to two great spheres. The elements of C(S˜) are away from varifolds consist-
ing of two copies of a single great sphere, so no element of C(S˜) is almost
minimising in annuli.
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We can now apply Lemma 7.3 of [27], i.e. the combinatorial arguments of
Almgren and Pitts, to get a new sequence of discrete mappings S.
Lemma 62. There is an 3 such that for i sufficiently large we can find ψi
Yi-homotopic to ψi in Z2(S3; M;Z2) with fineness tending to zero and such
that
lim sup
i→∞
max{M(ψi(y)) : y ∈ dmn(ψi)} ≤ 8pi − 3. (3.151)
The Almgren extension Ψi is then homotopic to Ψi and is hence a 9-sweepout
as above. Moreover, for i sufficiently large supy∈Yi M(Ψi(y)) < w13(S
3) = 8pi,
again giving the desired result.
3.8 Existence of a minimal surface attaining the 9-width
We have therefore shown that 2pi2 < w9(S
3) < 8pi. We claim that:
Lemma 63. There is a minimal surface Σ of genus g(Σ) > 1 and index(Σ) ≤
9 with Area(Σ) = w9(S
3).
From the definition of the 9-width in Lemma 50 we have:
w9(S
3) = inf
Π∈D9
L(Π). (3.152)
Additionally, from Theorem 42 we have that for each Π ∈ D9 there exists an
embedded minimal hypersurface ΣΠ such that nΠArea(Π) = L(Π) < w9(S
3)
for some nΠ ∈ N. The bounds on w9(S3) force nΠ to be 1, and so (possibly
after taking a convergent subsequence) a minimal surface with area equal to
the 9-width follows.
We wish to have a little more control over this surface, so require the Morse
index bound for min-max surfaces shown by Marques and Neves in [28]. This
result builds upon the Almgren–Pitts min-max theorem. We state it only for
the case of the sphere.
Theorem 64. (Marques and Neves, [28]) Let Π ∈ [X,Z2(S3; M;Z2)]# where
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X is a k-dimensional cubical subcomplex. Then there exists an integral sta-
tionary varifold Σ ∈ Vn(S3) with the following properties:
• ||Σ||(S3) = L(Π)
• spt(Σ) is a closed, embedded hypersurface in S3
• index(spt(Σ)) ≤ k.
For S3 with L(Π) < 8pi this gives the existence of a minimal surface Σ
attaining L(Π) and with index(Σ) ≤ k.
We let Dˆ9 = {Π ∈ D9 : Π ∈ [X,Z2(S3; M;Z2)]#, X a 9 -dimensional cubical subcomplex}
and note that:
w9(S
3) = inf
Π∈Dˆ9
L(Π). (3.153)
This can be shown as follows: since Dˆ9 ⊂ D9, it is clear that infΠ∈Dˆ9 L(Π) ≥
infΠ∈D9 L(Π).
Similarly, for Π ∈ D9\Dˆ9, we may take Πˆ ∈ Dˆ9 by restricting the sequences
of discrete mappings from X to sequences of discrete mappings from the
9-skeleton of X, X9. This restriction gives that L(Πˆ) ≤ L(Π).
Πˆ is still a 9-sweepout as for:
X9
i−→ X Φ−→ Z2(S3;Z2), (3.154)
the pullback i∗ : H9(X,Z2) → H9(X9;Z2) is injective and so Almgren ex-
tensions Φˆ of sequences of discrete mappings from the restriction to the
9-skeleton still satisfy Φˆ∗(λ
9
) 6= 0.
Hence we have that infΠ∈D9 L(Π) = min(infΠ∈Dˆ9 L(Π), infΠ∈D9\Dˆ9 L(Π)) =
min(infΠ∈Dˆ9 L(Π), infΠ∈D9\Dˆ9 L(Πˆ)) ≥ infΠ∈Dˆ9 L(Π) and we need only con-
sider 9-dimensional cubical subcomplexes.
If w9(S
3) = L(Π) for some Π ∈ Dˆ9, then we are done. From the result of
Marques and Neves, we must have a minimal surface Σ with area w9(S
3) and
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index ≤ 9. From the proof of the Willmore conjecture in [26] and Brendle’s
proof [6] of the Lawson conjecture, we must additionally have that Σ has
genus > 1.
If instead w9(S
3) = limi→∞ L(Πi) for some Πi ∈ Dˆ9, we get a sequence of
minimal surfaces Σi with genus > 1, index ≤ 9 and Area(Σi)→ w9(S3). We
require a compactness result.
Theorem 65. (Sharp, [38]) Let 2 ≤ n ≤ 6 and Mn+1 be a smooth closed
Riemannian manifold. If {Σk} ⊂ M is a sequence of closed, connected and
embedded minimal hypersurfaces with:
Hn(Σk) ≤ Λ <∞ and index(Σk) ≤ I, (3.155)
for some fixed constants Λ ∈ R, I ∈ N independent of k. Then up to subse-
quence, there exists a closed connected and embedded minimal hypersurface
Σ ⊂M where Σk → Σ in the varifold sense with:
Hn(Σ) ≤ Λ <∞ and index(Σ) ≤ I. (3.156)
Assuming that Σk 6= Σ eventually, we have that convergence is smooth and
graphical for all x ∈ Σ\Y where Y = {yi}Ki=1 ⊂ Σ is a finite set with K ≤ I
and the following dichotomy holds:
• if the number of leaves in the convergence is one then Y = 0, i.e. the
convergence is smooth and graphical everywhere, moreover
– if Σ is two-sided and Σk ∩ Σ = ∅ eventually then Σ is stable
– if Σ is two-sided and Σk ∩ Σ 6= ∅ eventually then index(Σ) ≥ 1
• if the number of sheets is ≥ 2
– if M has RicM > 0 then Σ cannot be one-sided
– if Σ is two-sided then Σ is stable.
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Hence Σi → Σ with index ≤ 9. Since Area(Σk) < 8pi, the convergence cannot
have multiple sheets and so is smooth and graphical everywhere. This implies
that Area(Σ) = w9(S
3), and hence that Σ has genus > 1 to prove the lemma.
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4
Conclusion and further work
We have therefore proved the results of the theorem, namely,
Theorem 66. For the p-widths of the round three-sphere it holds that:
• w1(S3) = w2(S3) = w3(S3) = w4(S3) = 4pi
• w5(S3) = w6(S3) = w7(S3) = 2pi2
• 2pi2 < w9(S3) < 8pi
• w13(S3) ≤ 8pi.
Moreover, there is a minimal surface Σ of genus g(Σ) > 1 and index(Σ) ≤ 9
with Area(Σ) = w9(S
3).
To do this we used explicit constructions of p-sweepouts and Lusternik–
Schnirelmann topological arguments. The proof certainly raises further ques-
tions.
Although we have shown the existence of a minimal surface Σ of genus g >
1, index ≤ 9 and area w9(S3), a full characterisation of this surface does
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not follow from the proof. A natural candidate would be one of the genus
mk (m ≥ k) minimal surfaces ξm,k as constructed by Lawson in [23]. In
particular, as the simplest of these, the genus 2 surface ξ2,1 might be expected
to attain w9(S
3).
It is then worth considering which of these Lawson surfaces ξm,k arise from
some p-sweepout. Note that it is impossible for each Lawson surface to
appear with multiplicity one attaining some p-width: the lower bound on
the p-width [14, 15]
wp(S
3) ≥ cp 13 (4.1)
implies that wp(S
3) ≥ 8pi for some p, but as shown in [21] Area(ξg,1) < 8pi
for all g.
We certainly expect that the space of minimal surfaces isometric to Σ, S, will
admit sweepouts, and so by the topological arguments of the proof it seems
that there will be at least two p-widths attained by Σ. This should also occur
for all further (multiplicity one) minimal surfaces attaining p-widths.
This suggests that while the value of w8(S
3) is not clear from the proof, it
is likely to be either w7(S
3) (and so arising from a Clifford torus) or w9(S
3)
(and so arising from Σ).
Despite the construction of a 13-sweepout Φ13 with supθ∈RP13 M(Φ13(θ)) =
8pi, there is no evidence that this is in fact an optimal family—the proof of
w9(S
3) considered both cases of optimality separately. If w13(S
3) is indeed
8pi, it seems reasonable to expect families of spherical harmonics of higher de-
gree to continue to produce optimal sweepouts; regardless, families of higher
degree spherical harmonics produce explicit p-sweepouts (for larger p) and
so useful bounds via the Crofton formula.
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