Continuous fields of C*-algebras and Lesieur's Quantum Groupoids by Enock, Michel
ar
X
iv
:m
at
h/
06
05
51
2v
3 
 [m
ath
.O
A]
  2
 O
ct 
20
06
CONTINUOUS FIELDS OF C∗-ALGEBRAS AND
LESIEUR’S QUANTUM GROUPOIDS
MICHEL ENOCK
Abstract. In two articles ([L2], [L3]), Franck Lesieur had intro-
duced a notion of quantum groupoid, in the setting of von Neu-
mann algebras, using intensively the notion of pseudo-multiplicative
unitary, which had been introduced in a previous article of the au-
thor, in collaboration with Jean-Michel Vallin [EV]. We are here
studying the analog of Lesieur’s construction in a C∗-framework,
when the basis of the quantum groupoid is central; in this case,
the C∗ structure obtained can be described using the tools of con-
tinuous fields of C∗-algebras. This allows us to re-use as quantum
groupoids some examples introduced by Blanchard.
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1. Introduction
1.1. In two articles ([Val2], [Val3]), J.-M. Vallin has introduced two
notions (pseudo-multiplicative unitary, Hopf-bimodule), in order to
generalize, up to the groupoid case, the classical notions of multiplica-
tive unitary [BS] and of Hopf-von Neumann algebras [ES] which were
introduced to describe and explain duality of groups, and leaded to
appropriate notions of quantum groups ([ES], [W1], [W2], [BS], [MN],
[W3], [KV1], [KV2], [MNW]).
In another article [EV], J.-M. Vallin and the author have constructed,
from a depth 2 inclusion of von Neumann algebras M0 ⊂ M1, with an
operator-valued weight T1 verifying a regularity condition, a pseudo-
multiplicative unitary, which leaded to two structures of Hopf bimod-
ules, dual to each other. Moreover, we have then construct an action
of one of these structures on the algebra M1 such that M0 is the fixed
point subalgebra, the algebra M2 given by the basic construction being
then isomorphic to the crossed-product. We construct onM2 an action
of the other structure, which can be considered as the dual action.
If the inclusion M0 ⊂M1 is irreducible, we recovered quantum groups,
as proved and studied in former papers ([EN], [E1]).
Therefore, this construction leads to a notion of ”quantum groupo¨ıd”,
and a construction of a duality within ”quantum groupo¨ıds”.
1.2. In a finite-dimensional setting, this construction can be mostly
simplified, and is studied in [NV1], [BSz1], [BSz2], [Sz],[val4], [Val5],
and examples are described. In [NV2], the link between these ”finite
quantum groupo¨ıds” and depth 2 inclusions of II1 factors is given.
1.3. Franck Lesieur introduced in his thesis [L1] a notion of ”mea-
sured quantum groupoids”, in which a modular hypothesis on the ba-
sis is required. Mimicking in a wider setting the technics of Kuster-
mans and Vaes [KV], he obtained then a pseudo-multiplicative unitary,
which, as in the quantum group case, ”contains” all the information
of the object (the von Neuman algebra, the coproduct, the antipod,
the co-inverse). This construction will be published in an article [L2].
Unfortunately, the axioms chosen by Lesieur don’t fit perfectely with
the duality (namely, the dual object doesnot fit the modular condition
on the basis chosen in [L1] and [L2]), and, for this purpose, Lesieur
had to define a wider class, called the ”generalized measured quantum
groupoids”, whose axioms could be described as the analog of [MNW],
in which a duality is defined and studied. In [E3] had been shown that,
with suitable conditions, the objects constructed in [EV] from depth 2
inclusions, are ”generalized measured quantum groupoids”.
1.4. All these constructions had been made in a von Neumann setting,
which was natural, once we are dealing with (or thinking of) depth 2
inclusions of von Neumann algebras. But, as for quantum groups, a
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C∗-version of this theory is to be done, at least to obtain quantum ob-
jects similar to locally compact groupoids. Many difficulties exist on
that direction : how to define a relative C∗-tensor product ? how to
define the analog of operator-valued weights at the C∗ level ?
This article is just a first step in that direction, and is devoted only to
the special case when the basis of the measured quantum groupoid is
central.
In that case, we get closed links with the theory of continuous fields
of C∗-algebras, as studied by E. Blanchard; using this theory and for-
malism, we give then a definition of C∗-quantum groupoid with central
basis. A procedure is given to associate to such an object a measured
quantum groupoid (with a central basis). Conversely, any measured
quantum groupoid, with a central basis, contains as a sub-C∗-algebra
a C∗-quantum groupoid with central basis; but this last construction
is far from being unique; as an example, one must think that finding
a dense sub-C∗-algebra of an abelian von Neumann algebra is just a
particular case of the problem.
1.5. The paper is organized as follows : in chapter 2, we give all the
preliminaries needed for that theory, mostly Connes-Sauvageot relative
tensor product, weights and operator-valued weights on C∗-algebras,
and Hopf-bimodules; in chapter 3 is recalled the notion of a pseudo-
multiplicative unitary, and the Hopf-bimodules associated. In chapter
4 is recalled the notion of measured quantum groupoid (and of gener-
alized measured quantum groupoid), as defined by Lesieur. We show
that, when the basis is central, the norm closed algebra An(W ), which
had been defined in [E2], is a C∗-algebra invariant by all the data of
the generalized quantum groupoid.
In chapter 5, we introduce a notion of ”measured continuous field of
C∗-algebras”, which occurs when the basis is central, and this case is
studied in details in chapter 6. In particular, we look after a mea-
sured quantum groupoid, whose underlying von Neuman algebra itself
is abelian; it is then proved that we obtain, in that case, locally com-
pact groupoids. Using the constructions made in chapter 5, we give,
in chapter 7 a defintion of a C∗-quantum groupoid, in the case of a
central basis, and we show how to construct then a measured quantum
groupoid. We finish this article (chapter 8) by applying this construc-
tion to define a notion of continuous fields of locally compact quantum
groups, which was underlying in Blanchard’s work [B2]; these are ex-
actly the measured quantum groupoids with central basis, and with a
dual which has also a central basis. Blanchard’s examples are recalled.
1.6. The author is mostly indebted to E. Blanchard, F. Lesieur, S.
Vaes, L. Va˘ınerman and J.-M. Vallin for many fruitful conversations.
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2. Preliminaries
In this chapter are mainly recalled definitions and notations about
Connes’ spatial theory (2.1, 2.3) and the fiber product construction
(2.4, 2.6) which are the main technical tools of the theory of measured
quantum theory. The definition of Hopf-bimodules is given (2.5).
In 2.8 are recalled classical results about weights on C∗-algebras, and a
standard procedure is defined to go from C∗-algebra weight theory to
von Neumann weight theory and vice versa.
2.1. Spatial theory [C1], [S2], [T]. Let N be a von Neumann alge-
bra, and let ψ be a faithful semi-finite normal weight on N ; letNψ,Mψ,
Hψ, πψ, Λψ,Jψ, ∆ψ,... be the canonical objects of the Tomita-Takesaki
construction associated to the weight ψ. Let α be a non-degenerate
normal representation of N on a Hilbert space H. We may as well
consider H as a left N -module, and write it then αH. Following ([C1],
definition 1), we define the set of ψ-bounded elements of αH as :
D(αH, ψ) = {ξ ∈ H; ∃C <∞, ‖α(y)ξ‖ ≤ C‖Λψ(y)‖, ∀y ∈ Nψ}
Then, for any ξ in D(αH, ψ), there exists a bounded operator Rα,ψ(ξ)
from Hψ to H, defined, for all y in Nψ by :
Rα,ψ(ξ)Λψ(y) = α(y)ξ
If there is no ambiguity about the representation α, we shall write
Rψ(ξ) instead of Rα,ψ(ξ). This operator belongs to HomN(Hψ,H);
therefore, for any ξ, η in D(αH, ψ), the operator :
θα,ψ(ξ, η) = Rα,ψ(ξ)Rα,ψ(η)∗
belongs to α(N)′; moreover, D(αH, ψ) is dense ([C1], lemma 2), stable
under α(N)′, and the linear span generated by the operators θα,ψ(ξ, η)
is a weakly dense ideal in α(N)′. We shall write Kα,ψ the norm closure
of this ideal, which is also weakly dense in α(N)′.
With the same hypothesis, the operator :
< ξ, η >α,ψ= R
α,ψ(η)∗Rα,ψ(ξ)
belongs to πψ(N)
′. Using Tomita-Takesaki’s theory, this last algebra is
equal to Jψπψ(N)Jψ, and therefore anti-isomorphic toN (or isomorphic
to the opposite von Neumann algebra No). We shall consider now
< ξ, η >α,ψ as an element of N
o, and the linear span generated by
these operators is a dense algebra in No. More precisely ([C], lemma
4, and [S1], lemme 1.5), we get that < ξ, η >oα,ψ belongs to Mψ, and
that :
Λψ(< ξ, η >
o
α,ψ) = JψR
α,ψ(ξ)∗η
If y in N is analytical with respect to ψ, and if ξ ∈ D(αH, ψ), then we
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get that α(y)ξ belongs to D(αH, ψ) and that :
Rα,ψ(α(y)ξ) = Rα,ψ(ξ)Jψσ
ψ
−i/2(y
∗)Jψ
So, if η is another ψ-bounded element of αH, we get :
< α(y)ξ, η >oα,ψ= σ
ψ
i/2(y) < ξ, η >
o
α,ψ
There exists ([C], prop.3) a family (ei)i∈I of ψ-bounded elements of αH,
such that ∑
i
θα,ψ(ei, ei) = 1
Such a family will be called an (α, ψ)-basis of H.
In that situation, let us consider, for all n ∈ N and finite J ⊂ I with
|J | = n, the (1, n) matrix RJ = (Rα,ν(ei))i∈J . As RJR∗J ≤ 1, we get
that ‖RJ‖ ≤ 1, and that the (n, n) matrix (< ei, ej >α,ν)i,j∈J ∈Mn(No)
is less than the unit matrix.
It is possible ([EN] 2.2) to construct an (α, ψ)-basis of H, (ei)i∈I ,
such that the operators Rα,ψ(ei) are partial isometries with final sup-
ports θα,ψ(ei, ei) 2 by 2 orthogonal, and such that, if i 6= j, then
< ei, ej >α,ψ= 0. Such a family will be called an (α, ψ)-orthogonal
basis of H.
We have, then :
Rα,ψ(ξ) =
∑
i
θα,ψ(ei, ei)R
α,ψ(ξ) =
∑
i
Rα,ψ(ei) < ξ, ei >α,ψ
< ξ, η >α,ψ=
∑
i
< η, ei >
∗
α,ψ< ξ, ei >α,ψ
ξ =
∑
i
Rα,ψ(ei)JψΛψ(< ξ, ei >
o
α,ψ)
the sums being weakly convergent. Moreover, we get that, for all n in
N , θα,ψ(ei, ei)α(n)ei = α(n)ei, and θ
α,ψ(ei, ei) is the orthogonal projec-
tion on the closure of the subspace {α(n)ei, n ∈ N}.
Let β be a normal non-degenerate anti-representation of N on H. We
may then as well consider H as a right N -module, and write it Hβ , or
consider β as a normal non-degenerate representation of the opposite
von Neumann algebra No, and consider H as a left No-module.
We can then define on No the opposite faithful semi-finite normal
weight ψo; we have Nψo = N
∗
ψ, and the Hilbert space Hψo will be,
as usual, identified with Hψ, by the identification, for all x in Nψ, of
Λψo(x
∗) with JψΛψ(x).
From these remarks, we infer that the set of ψo-bounded elements of
Hβ is :
D(Hβ, ψo) = {ξ ∈ H; ∃C <∞, ‖β(y∗)ξ‖ ≤ C‖Λψ(y)‖, ∀y ∈ Nψ}
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and, for any ξ inD(Hβ, ψo) and y inNψ, the bounded operatorRβ,ψo(ξ)
is given by the formula :
Rβ,ψ
o
(ξ)JψΛψ(y) = β(y
∗)ξ
This operator belongs to HomNo(Hψ,H). Moreover, D(Hβ, ψo) is
dense, stable under β(N)′ = P , and, for all y in P , we have :
Rβ,ψ
o
(yξ) = yRβ,ψ
o
(ξ)
Then, for any ξ, η in D(Hβ, ψo), the operator
θβ,ψ
o
(ξ, η) = Rβ,ψ
o
(ξ)Rβ,ψ
o
(η)∗
belongs to P , and the linear span generated by these operators is a
dense ideal in P ; moreover, the operator-valued product < ξ, η >β,ψo=
Rβ,ψ
o
(η)∗Rβ,ψ
o
(ξ) belongs to πψ(N); we shall consider now, for simpli-
fication, that < ξ, η >β,ψo belongs to N , and the linear span generated
by these operators is a dense algebra in N , stable under multiplication
by analytic elements with respect to ψ. More precisely, < ξ, η >β,ψo
belongs to Mψ ([C], lemma 4) and we have ([S1], lemme 1.5)
Λψ(< ξ, η >β,ψo) = R
β,ψo(η)∗ξ
A (β, ψo)-basis of H is a family (ei)i∈I of ψo-bounded elements of Hβ ,
such that ∑
i
θβ,ψ
o
(ei, ei) = 1
We have then, for all ξ in D(Hβ) :
ξ =
∑
i
Rβ,ψ
o
(ei)Λψ(< ξ, ei >β,ψo)
It is possible to choose the (ei)i∈I such that the R
β,ψo(ei) are partial
isometries, with final supports θβ,ψ
o
(ei, ei) 2 by 2 orthogonal, and <
ei, ej >β,ψo= 0 if i 6= j; such a family will be then called a (β, ψo)-
orthogonal basis of H. We have then
Rβ,ψ
o
(ei) = θ
β,ψo(ei, ei)R
β,ψo(ei) = R
β,ψo(ei) < ei, ei >β,ψo
Moreover, we get that, for all n in N , and for all i, we have :
θβ,ψ
o
(ei, ei)β(n)ei = β(n)ei
and that θβ,ψ
o
(ei, ei) is the orthogonal projection on the closure of the
subspace {β(n)ei, n ∈ N}.
2.2. Jones’ basic construction and operator-valued weights.
Let M0 ⊂ M1 be an inclusion of von Neumann algebras (for simpli-
fication, these algebras will be supposed to be σ-finite), equipped with
a normal faithful semi-finite operator-valued weight T1 from M1 to M0
(to be more precise, from M+1 to the extended positive elements of M0
(cf. [T] IX.4.12)). Let ψ0 be a normal faithful semi-finite weight onM0,
and ψ1 = ψ0 ◦ T1; for i = 0, 1, let Hi = Hψi, Ji = Jψi , ∆i = ∆ψi be the
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usual objects constructed by the Tomita-Takesaki theory associated
to these weights. Following ([J], 3.1.5(i)), the von Neumann algebra
M2 = J1M
′
0J1 defined on the Hilbert space H1 will be called the basic
construction made from the inclusion M0 ⊂ M1. We have M1 ⊂ M2,
and we shall say that the inclusion M0 ⊂M1 ⊂ M2 is standard.
Following ([EN] 10.6), for x in NT1 , we shall define ΛT1(x) by the fol-
lowing formula, for all z in Nψ0 :
ΛT1(x)Λψ0(z) = Λψ1(xz)
Then, ΛT1(x) belongs to HomMo0 (H0, H1); if x, y belong to NT1 , then
ΛT1(x)
∗ΛT1(y) = T1(x
∗y), and ΛT1(x)ΛT1(y)
∗ belongs to M2.
Using then Haagerup’s construction ([T], IX.4.24), it is possible to con-
struct a normal semi-finite faithful operator-valued weight T2 from M2
to M1 ([EN], 10.7), which will be called the basic construction made
from T1. If x, y belong to NT1 , then ΛT1(x)ΛT1(y)
∗ belongs to MT2 ,
and T2(ΛT1(x)ΛT1(y)
∗) = xy∗.
By Tomita-Takesaki theory, the Hilbert space H1 bears a natural struc-
ture of M1−Mo1 -bimodule, and, therefore, by restriction, of M0−Mo0 -
bimodule. Let us write r for the canonical representation of M0 on
H1, and s for the canonical antirepresentation given, for all x in M0,
by s(x) = J1r(x)
∗J1. Let us have now a closer look to the subspaces
D(H1s, ψ
o
0) and D(rH1, ψ0). If x belongs to NT1 ∩ Nψ1, we easily get
that J1Λψ1(x) belongs to D(rH1, ψ0), with :
Rr,ψ0(J1Λψ1(x)) = J1ΛT1(x)J0
and Λψ1(x) belongs to D(H1s, ψ0), with :
Rs,ψ
o
0(Λψ1(x)) = ΛT1(x)
In ([E3], 2.3) was proved that the subspace D(H1s, ψ
o
0)∩D(rH1, ψ0) is
dense in H1; let us write down and precise this result :
2.2.1. Proposition. Let us keep on the notations of this paragraph; let
Aψ1,T1 be the algebra made of elements x in Nψ1 ∩ NT1 ∩ N∗ψ1 ∩ N∗T1,
analytical with respect to ψ1, and such that, for all z in C, σ
ψ1
z (xn)
belongs to Nψ1 ∩NT1 ∩N∗ψ1 ∩N∗T1. Then :
(i) for any x in Aψ1,T1, Λψ1(x) belongs to D(H1s, ψ0) ∩D(rH1, ψ0);
(ii) for any ξ in D(H1s, ψ
o
0)), there exists a sequence xn in Aψ1,T1
such that ΛT1(xn) = R
s,ψo0(Λψ1(x)) is weakly converging to R
s,ψo0(ξ) and
Λψ1(xn) is converging to ξ;
(iii) if M0 is abelian, then we get that ΛT1(xn) = R
s,ψo0(Λψ1(xn)) is
norm converging to Rs,ψ
o
0(ξ).
Proof. We get in ([E3], 2.3) an increasing sequence of projections pn in
M1, converging to 1, and elements xn in Aψ1,T1 such that Λψ1(xn) = pnξ.
So, (i) and (ii) were obtained in ([E3], 2.3) from this construction. More
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precisely, we get that :
T1(x
∗
nxn) = < R
s,ψo(Λψ1(xn)), R
s,ψo0(Λψ1(xn)) >s,ψo0
= < pnξ, pnξ >s,ψo0
= Rs,ψ
o
(ξ)∗pnR
s,ψo(ξ)
which is increasing and weakly converging to < ξ, ξ >s,ψo0 . Let us
suppose now that M0 is abelian, and let X be the spectrum of the
C∗-algebra generated by all elements < η1, η2 >s,ψo0 , when η1 and η2 are
in D(H1s, ψ0). Using Dini’s theorem in C0(X), we get that T1(x
∗
nxn) is
norm converging to < ξ, ξ >s,ψo0 , and that :
‖ΛT1(xn)−Rs,ψ
o
0(ξ)‖2 = ‖T1(x∗nxn)− < ξ, ξ >s,ψo0 ‖
is converging to 0. 
2.3. Relative tensor product [C1], [S2], [T]. Using the notations
of 2.1, let now K be another Hilbert space on which there exists a
non-degenerate representation γ of N . Following J.-L. Sauvageot ([S2],
2.1), we define the relative tensor product Hβ⊗γ
ψ
K as the Hilbert space
obtained from the algebraic tensor product D(Hβ, ψo) ⊙ K equipped
with the scalar product defined, for ξ1, ξ2 in D(Hβ, ψo), η1, η2 in K, by
(ξ1 ⊙ η1|ξ2 ⊙ η2) = (γ(< ξ1, ξ2 >β,ψo)η1|η2)
where we have identified N with πψ(N) to simplifly the notations.
The image of ξ ⊙ η in H β⊗γ
ψ
K will be denoted by ξ β⊗γ
ψ
η. We shall
use intensively this construction; one should bear in mind that, if we
start from another faithful semi-finite normal weight ψ′, we get another
Hilbert space Hβ⊗γ
ψ′
K; there exists an isomorphism Uψ,ψ′β,γ fromHβ⊗γ
ψ
K
to H β⊗γ
ψ′
K, which is unique up to some functorial property ([S2], 2.6)
(but this isomorphism does not send ξ β⊗γ
ψ
η on ξ β⊗γ
ψ′
η !).
When no confusion is possible about the representation and the anti-
representation, we shall write H⊗ψ K instead of H β⊗γ
ψ
K, and ξ ⊗ψ η
instead of ξ β⊗γ
ψ
η.
For any ξ in D(Hβ, ψo), we define the bounded linear application λβ,γξ
from K to H β⊗γ
ψ
K by, for all η in K, λβ,γξ (η) = ξ β⊗γ
ψ
η. We shall write
λξ if no confusion is possible. We get ([EN], 3.10) :
λβ,γξ = R
β,ψo(ξ)⊗ψ 1K
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where we recall the canonical identification (as left N -modules) of
L2(N)⊗ψ K with K. We have :
(λβ,γξ )
∗λβ,γξ = γ(< ξ, ξ >β,ψo)
In ([S1] 2.1), the relative tensor product H β⊗γ
ψ
K is defined also, if ξ1,
ξ2 are in H, η1, η2 are in D(γK, ψ), by the following formula :
(ξ1 ⊙ η1|ξ2 ⊙ η2) = (β(< η1, η2 >γ,ψ)ξ1|ξ2)
which leads to the the definition of a relative flip σψ which will be
an isomorphism from H β⊗γ
ψ
K onto K γ⊗β
ψo
H, defined, for any ξ in
D(Hβ, ψo), η in D(γK, ψ), by :
σψ(ξ ⊗ψ η) = η ⊗ψo ξ
This allows us to define a relative flip ςψ from L(Hβ⊗γ
ψ
K) to L(Kγ⊗β
ψo
H)
which sends X in L(H β⊗γ
ψ
K) onto ςψ(X) = σψXσ∗ψ. Starting from
another faithful semi-finite normal weight ψ′, we get a von Neumann
algebra L(H β⊗γ
ψ′
K) which is isomorphic to L(H β⊗γ
ψ
K), and a von
Neumann algebra L(K γ⊗β
ψ′o
H) which is isomorphic to L(K γ⊗β
ψo
H); as
we get that :
σψ′ ◦ Uψ,ψ′β,γ = Uψ
o,ψ′o
γ,β
we see that these isomorphisms exchange ςψ and ςψ′ . Therefore, the
homomorphism ςψ can be denoted ςN without any reference to a specific
weight.
We may define, for any η in D(γK, ψ), an application ρβ,γη from H to
H β⊗γ
ψ
K by ρβ,γη (ξ) = ξ β⊗γ
ψ
η. We shall write ρη if no confusion is
possible. We get that :
(ρβ,γη )
∗ρβ,γη = β(< η, η >γ,ψ)
We recall, following ([S2], 2.2b) that, for all ξ in H, η in D(γK, ψ), y
in N , analytic with respect to ψ, we have :
β(y)ξ ⊗ψ η = ξ ⊗ψ γ(σψ−i/2(y))η
Let x be an element of L(H), commuting with the right action of N
on Hβ (i.e. x ∈ β(N)′). It is possible to define an operator x β⊗γ
ψ
1K
on H β⊗γ
ψ
K. We can easily evaluate ‖x β⊗γ
ψ
1K‖, for any finite J ⊂ I,
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for any ηi in K, we have :
((x∗x β⊗γ
ψ
1K)(Σi∈Jei β⊗γ
ψ
ηi)|(Σi∈Jei β⊗γ
ψ
ηi)) =
= Σi∈J (γ(< xei, xei >β,ψo)ηi|ηi)
≤ ‖x‖2Σi∈J (γ(< ei, ei >β,ψo)ηi|ηi) = ‖x‖2‖Σi∈Jei β⊗γ
ψ
ηi‖
from which we get ‖x β⊗γ
ψ
1K‖ ≤ ‖x‖.
By the same way, if y commutes with the left action ofN on γK (i.e. y ∈
γ(N)′), it is possible to define 1Hβ⊗γ
ψ
y onHβ⊗γ
ψ
K, and by composition,
it is possible to define then x β⊗γ
ψ
y. If we start from another faithful
semi-finite normal weight ψ′, the canonical isomorphism Uψ,ψ
′
β,γ from
H β⊗γ
ψ
K to H β⊗γ
ψ′
K sends x β⊗γ
ψ
y on x β⊗γ
ψ′
y ([S2], 2.3 and 2.6);
therefore, this operator can be denoted x β⊗γ
N
y without any reference
to a specific weight, and we get ‖x β⊗γ
N
y‖ ≤ ‖x‖‖y‖.
With the notations of 2.1, let (ei)i∈I a (β, ψ
o)-orthogonal basis of H;
let us remark that, for all η in K, we have :
ei β⊗γ
ψ
η = ei β⊗γ
ψ
γ(< ei, ei >β,ψo)η
On the other hand, θβ,ψ
o
(ei, ei) is an orthogonal projection, and so is
θβ,ψ
o
(ei, ei) β⊗γ
N
1; this last operator is the projection on the subspace
ei β⊗γ
ψ
γ(< ei, ei >β,ψo)K ([E2], 2.3) and, therefore, we get that Hβ⊗γ
ψ
K
is the orthogonal sum of the subspaces ei β⊗γ
ψ
γ(< ei, ei >β,ψo)K; for
any Ξ in H β⊗γ
ψ
K, there exist ξi in K, such that γ(< ei, ei >β,ψo)ξi = ξi
and Ξ =
∑
i ei β⊗γ
ψ
ξi, from which we get that
∑
i ‖ξi‖2 = ‖Ξ‖2.
Let A1 a non-degenerate C
∗-subalgebra of β(N)′, A2 a non-degenerate
C∗-subalgebra of γ(N)′; we shall denote by A1 β⊗γ
N
A2 the C
∗-algebra
generated by all the operators x β⊗γ
N
y, where x ∈ A1 and y ∈ A2.
Let us suppose now that K is a N − P bimodule; that means that
there exists a von Neumann algebra P , and a non-degenerate normal
anti-representation ǫ of P on K, such that ǫ(P ) ⊂ γ(N)′. We shall
write then γKǫ. If y is in P , we have seen that it is possible to define
then the operator 1H β⊗γ
ψ
ǫ(y) on H β⊗γ
ψ
K, and we define this way a
non-degenerate normal antirepresentation of P on H β⊗γ
ψ
K, we shall
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call again ǫ for simplification. If H is a Q−N bimodule, then H β⊗γ
ψ
K
becomes a Q− P bimodule (Connes’ fusion of bimodules).
Taking a faithful semi-finite normal weight ν on P , and a left P -module
ζL (i.e. a Hilbert space L and a normal non-degenerate representation
ζ of P on L), it is possible then to define (H β⊗γ
ψ
K) ǫ⊗ζ
ν
L. Of course, it
is possible also to consider the Hilbert space Hβ⊗γ
ψ
(K ǫ⊗ζ
ν
L). It can be
shown that these two Hilbert spaces are isomorphics as β(N)′−ζ(P )′o-
bimodules. (In ([V1] 2.1.3), the proof, given for N = P abelian can be
used, without modification, in that wider hypothesis). We shall write
then H β⊗γ
ψ
K ǫ⊗ζ
ν
L without parenthesis, to emphazise this coassocia-
tivity property of the relative tensor product.
If π denotes the canonical left representation of N on the Hilbert space
L2(N), then it is straightforward to verify that the application which
sends, for all ξ in H, χ normal faithful semi-finite weight on N , and
x in Nχ, the vector ξβ ⊗
χ
πJχΛχ(x) on β(x
∗)ξ, gives an isomorphism of
Hβ ⊗
χ
πL
2(N) on H, which will send the antirepresentation of N given
by n 7→ 1Hβ ⊗
χ
πJχn
∗Jχ on β
If K is a Hilbert space on which there exists a non-degenerate repre-
sentation γ of N , then K is a N −γ(N)′o bi-module, and the conjugate
Hilbert space K is a γ(N)′ −No bimodule, and, ([S2]), for any normal
faithful semi-finite weight φ on γ(N)′, the fusion γK⊗
φo
Kγ is isomorphic
to the standard space L2(N), equipped with its standard left and right
representation.
Using that remark, one gets for any x ∈ β(N)′ :
‖x β⊗γ
N
1K‖ ≤ ‖x β⊗γ
N
1K ⊗
γ(N)′o
1K‖ = ‖x β⊗
N
1L2(N)‖ = ‖x‖
from which we have ‖x β⊗γ
N
1K‖ = ‖x‖ .
If H and K are finite-dimensional Hilbert spaces, the relative tensor
productHβ⊗γ
ψ
K can be identified with a subspace of the tensor Hilbert
space H⊗K ([EV] 2.4), the projection on which belonging to β(N)⊗
γ(N).
2.4. Fiber product [V1], [EV]. Let us follow the notations of 2.3; let
now M1 be a von Neumann algebra on H, such that β(N) ⊂ M1, and
M2 be a von Neumann algebra on K, such that γ(N) ⊂ M2. The von
Neumann algebra generated by all elements x β⊗γ
N
y, where x belongs
to M ′1, and y belongs M
′
2 will be denoted M
′
1 β⊗γ
N
M ′2 (or M
′
1 ⊗N M ′2 if
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no confusion if possible), and will be called the relative tensor product
of M ′1 and M
′
2 over N . The commutant of this algebra will be denoted
M1 β∗γ
N
M2 (orM1 ∗NM2 if no confusion is possible) and called the fiber
product of M1 and M2, over N . It is straightforward to verify that,
if P1 and P2 are two other von Neumann algebras satisfying the same
relations with N , we have
M1 ∗N M2 ∩ P1 ∗N P2 = (M1 ∩ P1) ∗N (M2 ∩ P2)
Moreover, we get that ςN(M1 β∗γ
N
M2) = M2 γ∗β
No
M1.
In particular, we have :
(M1 ∩ β(N)′) β⊗γ
N
(M2 ∩ γ(N)′) ⊂M1 β∗γ
N
M2
and :
M1 β∗γ
N
γ(N) = (M1 ∩ β(N)′) β⊗γ
N
1
More generally, if β is a non-degenerate normal involutive antihomo-
morphism from N into a von Neumann algebra M1, and γ a non-
degenerate normal involutive homomorphism from N into a von Neu-
mann algebra M2, it is possible to define, without any reference to a
specific Hilbert space, a von Neumann algebra M1 β∗γ
N
M2.
Moreover, if now β ′ is a non-degenerate normal involutive antihomo-
morphism from N into another von Neumann algebra P1, γ
′ a non-
degenerate normal involutive homomorphism from N into another von
Neumann algebra P2, Φ a normal involutive homomorphism from M1
into P1 such that Φ◦β = β ′, and Ψ a normal involutive homomorphism
from M2 into P2 such that Ψ ◦ γ = γ′, it is possible then to define a
normal involutive homomorphism (the proof given in ([S1] 1.2.4) in the
case when N is abelian can be extended without modification in the
general case) :
Φ β∗γ
N
Ψ : M1 β∗γ
N
M2 7→ P1 β′∗γ′
N
P2
In the case when γKǫ is a N − P o bimodule as explained in 2.3 and
ζL a P -module, if γ(N) ⊂ M2 and ǫ(P ) ⊂ M2, and if ζ(P ) ⊂ M3,
where M3 is a von Neumann algebra on L, it is possible to consider
then (M1 β∗γ
N
M2) ǫ∗ζ
P
M3 and M1 β∗γ
N
(M2 ǫ∗ζ
P
M3). The coassociativity
property for relative tensor products leads then to the isomorphism
of these von Neumann algebra we shall write now M1 β∗γ
N
M2 ǫ∗ζ
P
M3
without parenthesis.
If M1 and M2 are finite-dimensional, the fiber product M1 β∗γ
N
M2 can
be identified to a reduced algebra of M1 ⊗M2 (reduced by a projector
which belongs to β(N)⊗ γ(N)). ([EV] 2.4)
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2.5. Hopf-bimodules. A quadruplet (N,M, α, β,Γ) will be called a
Hopf-bimodule, following ([Val2], [EV] 6.5), if N , M are von Neumann
algebras, α a faithful non-degenerate representation of N into M , β
a faithful non-degenerate anti-representation of N into M , with com-
muting ranges, and Γ an injective involutive homomorphism from M
into M β∗α
N
M such that, for all X in N :
(i) Γ(β(X)) = 1 β⊗α
N
β(X)
(ii) Γ(α(X)) = α(X) β⊗α
N
1
(iii) Γ satisfies the co-assosiativity relation :
(Γ β∗α
N
id)Γ = (id β∗α
N
Γ)Γ
This last formula makes sense, thanks to the two preceeding ones and
2.4.
If (N,M, α, β,Γ) is a Hopf-bimodule, it is clear that (No,M, β, α, ςN◦Γ)
is another Hopf-bimodule, we shall call the symmetrized of the first one.
(Recall that ςN ◦ Γ is a homomorphism from M to M r∗s
No
M).
If N is abelian, α = β, Γ = ςN ◦ Γ, then the quadruplet (N,M, α, α,Γ)
is equal to its symmetrized Hopf-bimodule, and we shall say that it is
a symmetric Hopf-bimodule.
Let G be a groupo¨ıd, with G(0) as its set of units, and let us denote
by r and s the range and source applications from G to G(0), given by
xx−1 = r(x) and x−1x = s(x). As usual, we shall denote by G(2) (or
G(2)s,r ) the set of composable elements, i.e.
G(2) = {(x, y) ∈ G2; s(x) = r(y)}
In [Y1] and [Val2] were associated to a measured groupo¨ıd G, equipped
with a Haar system (λu)u∈G(0) and a quasi-invariant measure µ on G(0)
(see [R1], [R2], [C2] II.5 and [AR] for more details, precise definitions
and examples of groupo¨ıds) two Hopf-bimodules :
The first one is (L∞(G(0), µ), L∞(G, ν), rG , sG,ΓG), where ν is the mea-
sure constructed on G using µ and the Haar system (λu)u∈G(0) , where
we define rG and sG by writing , for g in L
∞(G(0)) :
rG(g) = g ◦ r
sG(g) = g ◦ s
and where ΓG(f), for f in L
∞(G), is the function defined on G(2) by
(s, t) 7→ f(st); ΓG is then an involutive homomorphism from L∞(G)
into L∞(G2s,r) (which can be identified to L∞(G)s∗rL∞(G)).
The second one is symmetric; it is (L∞(G(0)),L(G), rG, rG , Γ̂G), where
L(G) is the von Neumann algebra generated by the convolution algebra
14 MICHEL ENOCK
associated to the groupo¨ıd G, and Γ̂G has been defined in [Y1] and
[Val2].
If (N,M, r, s,Γ) be a Hopf-bimodule with a finite-dimensional algebra
M , then, the identification ofMβ∗α
N
M with a reduced algebra (M⊗M)e
(2.4) leads to an injective homomorphism Γ˜ from M to M ⊗M such
that Γ˜(1) = e 6= 1 and (Γ˜⊗ id)Γ˜ = (id ⊗ Γ˜)Γ˜ ([EV] 6.5). Then (M, Γ˜)
is a weak Hopf C∗-algebra in the sense of ([BSz1], [BSz2], [Sz]).
2.6. Slice maps [E3]. Let A be in M1 β∗γ
N
M2, ψ a normal faithful
semi-finite weight on N , H an Hilbert space on which M1 is acting, K
an Hilbert space on which M2 is acting, and let ξ1, ξ2 be in D(Hβ, ψo);
let us define :
(ωξ1,ξ2 β∗γ
ψ
id)(A) = (λβ,γξ2 )
∗Aλβ,γξ1
We define this way a (ωξ1,ξ2 β∗γ
ψ
id)(A) as a bounded operator on K,
which belongs to M2, such that :
((ωξ1,ξ2 β∗γ
ψ
id)(A)η1|η2) = (A(ξ1 β⊗γ
ψ
η1)|ξ2 β⊗γ
ψ
η2)
One should note that (ωξ1,ξ2 β∗γ
ψ
id)(1) = γ(< ξ1, ξ2 >β,ψo).
Let us define the same way, for any η1, η2 in D(γK, ψ):
(id β∗γ
ψ
ωη1,η2)(A) = (ρ
β,γ
η2 )
∗Aρβ,γη1
which belongs to M1.
We therefore have a Fubini formula for these slice maps : for any ξ1,
ξ2 in D(Hβ, ψo), η1, η2 in D(γK, ψ), we have :
< (ωξ1,ξ2 β∗γ
ψ
id)(A), ωη1,η2 >=< (id β∗γ
ψ
ωη1,η2)(A), ωξ1,ξ2 >
Let φ1 be a normal semi-finite weight on M
+
1 , and A be a positive
element of the fiber productM1 β∗γ
N
M2, then we may define an element
of the extended positive part of M2, denoted (φ1 β∗γ
ψ
id)(A), such that,
for all η in D(γL
2(M2), ψ), we have :
‖(φ1 β∗γ
ψ
id)(A)1/2η‖2 = φ1(id β∗γ
ψ
ωη)(A)
Moreover, then, if φ2 is a normal semi-finite weight on M
+
2 , we have :
φ2(φ1 β∗γ
ψ
id)(A) = φ1(id β∗γ
ψ
φ2)(A)
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and if ωi be in M1∗ such that φ1 = supiωi, we have (φ1 β∗γ
ψ
id)(A) =
supi(ωi β∗γ
ψ
id)(A).
Let now P1 be a von Neuman algebra such that :
β(N) ⊂ P1 ⊂M1
and let Φi (i = 1, 2) be a normal faithful semi-finite operator valued
weight from Mi to Pi; for any positive operator A in the fiber product
M1 β∗γ
N
M2, there exists an element (Φ1 β∗γ
ψ
id)(A) of the extended posi-
tive part of P1 β∗γ
N
M2, such that ([E3], 3.5), for all η in D(γL
2(M2), ψ),
and ξ in D(L2(P1)β, ψ
o), we have :
‖(Φ1 β∗γ
ψ
id)(A)1/2(ξ β⊗γ
ψ
η)‖2 = ‖Φ1(id β∗γ
ψ
ωη)(A)
1/2ξ‖2
If φ is a normal semi-finite weight on P , we have :
(φ ◦ Φ1 β∗γ
ψ
id)(A) = (φ β∗γ
ψ
id)(Φ1 β∗γ
ψ
id)(A)
We define the same way an element (id β∗γ
ψ
Φ2)(A) of the extended
positive part of M1 γ∗β
N
P2, and we have :
(id β∗γ
ψ
Φ2)((Φ1 β∗γ
ψ
id)(A)) = (Φ1 β∗γ
ψ
id)((id β∗γ
ψ
Φ2)(A))
Considering now an element x of M1β ∗
ψ
ππ(N), which can be identified
(2.4) to M1 ∩ β(N)′, we get that, for e in Nψ, we have
(idβ ∗
ψ
πωJψΛψ(e))(x) = β(ee
∗)x
Therefore, by increasing limits, we get that (idβ ∗
ψ
πψ) is the injection
of M1 ∩ β(N)′ into M1. More precisely, if x belongs to M1 ∩ β(N)′, we
have :
(idβ ∗
ψ
πψ)(xβ ⊗
ψ
π1) = x
Therefore, if Φ2 is a normal faithful semi-finite operator-valued weight
from M2 onto γ(N), we get that, for all A positive in M1 β∗γ
N
M2, we
have :
(idβ ∗
ψ
γψ ◦ Φ2)(A)β ⊗
ψ
γ1 = (idβ ∗
ψ
γΦ2)(A)
With the notations of 2.1, let (ei)i∈I be a (β, ψ
o)-orthogonal basis of
H; using the fact (2.3) that, for all η in K, we have :
ei β⊗γ
ψ
η = ei β⊗γ
ψ
γ(< ei, ei >β,ψo)η
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we get that, for all X in M1 β∗γ
N
M2, ξ in D(Hβ, ψo), we have
(ωξ,ei β∗γ
ψ
id)(X) = γ(< ei, ei >β,ψo)(ωξ,ei β∗γ
ψ
id)(X)
2.7. Notations. Let M be a von Neuman algebra, and α an action
from a locally compact group G on M , i.e. a homomorphism from
G into AutM , such that, for all x ∈ M , the function g 7→ αg(x) is
σ-weakly continuous. Let us denote by C∗(α) the set of elements x of
M , such that this function t 7→ αg(x) is norm continuous. It is ([P],
7.5.1) a sub-C∗-algebra of M , invariant under the αg, generated by the
elements (x ∈ N ,f ∈ L1(G)) :
αf(x) =
∫
R
f(s)αs(x)ds
More precisely, we get that, for any x inM , αf(x) is σ-weakly converg-
ing to x when f goes in an approximate unit of L1(G), which proves
that C∗(α) is σ-weakly dense in M , and that x ∈M belongs to C∗(α)
if and only if this file is norm converging.
If αt and γs are two one-parameter automorphism groups of M , such
that, for all s, t in R, we have αt◦γs = γs◦αt, by considering the action
of R2 given by (s, t) 7→ γs ◦αt, we obtain a dense sub-C∗-algebra of M ,
on which both α and γ are norm continuous, we shall denote C∗(α, γ).
2.8. Weights on C∗-algebras. Let A be a C∗-algebra, and ϕ a lower
semi-continuous, densely defined non zero weight on A ([Co1]). We
shall use all classical notations, and, in particular, we shall denote
(Hϕ,Λϕ, πϕ) the GNS construction for ϕ; πϕ is faithful if, and only if,
ϕ is faithful; let us denote M = πϕ(A)
′′ and ϕ the semi-finite normal
weight on M+, constructed by ([B], cor. 9), which verify ϕ ◦ πϕ = ϕ.
Let us recall that if the C∗-algebra A is unital, any densely defined
weight ϕ is everywhere defined, and therefore finite.
Following [Co1], we shall say that ϕ is KMS if there exists a norm-
continuous one parameter group of automorphisms σt of A such that,
for all t ∈ R, ϕ = ϕ ◦ σt, and such that ϕ verifies the KMS conditions
with respect to σ. (For an equivalent definition of these conditions, see
[KV1], 1.3). One can find in ([KV1], 1.35) the proof that every KMS
weight extends to a faithful extension ϕ on M+, and that we have then
πϕ ◦ σt = σϕt ◦ πϕ, where σϕt is the modular automorphism group of M
given by the Tomita-Takesaki theory of the faithful semi-finite weight ϕ
on M . This leads easily to the uniqueness of the one-parameter group
σt, which we shall emphasize by writing it σ
ϕ
t .
Moreover, it is well known that the set of elements x in A such that
the function t 7→ σϕt (x) extends to an analytic function in A is a dense
involutive subalgebra of A (see for instance [Val1] 0.3.2 and 0.3.4).
Let ϕ be a lower semi-continuous, densely defined, faithful weight on
A; let α be a representation of A on a Hilbert space αH . A vector ξ
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in αH will be said to be bounded with respect to ϕ if there exists a
positive C such that, for all x ∈ Nϕ, we have :
‖α(x)ξ‖2 ≤ Cϕ(x∗x)
Following ([Co2], 1.7), we shall say that α is square-integrable with
respect to ϕ if the set of bounded vectors is total in αH . Then ([Co2],
1.8), for any representation α of A, which is square-integrable with re-
spect to ϕ, there exists a unique normal representation α of M on αH
such that α ◦ πϕ = α.
It is proved in ([KV1], 1.34) that the representation πϕ itself is square-
integrable with respect to ϕ if and only if the weight ϕ is faithful.
Let now ψ be a normal semi-finite faithful weight on N . We shall
write C∗(ψ) the sub-C∗-algebra of C∗(σψ) generated by elements σψf (x),
with f ∈ L1(R) and x ∈Mψ. The weak closure of C∗(ψ) contains Mψ,
and, therefore, C∗(ψ) is weakly dense in N ; moreover, it is straight-
forward to see that the restriction of ψ to that C∗-algebra is densely
defined, lower semi-continuous and KMS. If 1 ∈ C∗(ψ), then the restric-
tion of ψ to C∗(ψ) is finite, so ψ(1) <∞ and C∗(ψ) = C∗(σψ). If ψ is
a trace, then C∗(ψ) is the norm closure of Mψ, and M(C
∗(ψ)) = N .
If γt is one-parameter group of N , such that ψ◦γt = ψ, for all t ∈ R, we
may as well define the C∗-algebra C∗(ψ, γ) generated by all elements :∫
R2
f(s)g(t)σψs ◦ γt(x)dsdt
where f, g belong to L1(R), and x belongs to Mψ; this C
∗-algebra
C∗(ψ, γ) is weakly dense in N , invariant under γ, the restriction of ψ
to this C∗-algebra is densely defined, lower semi-continuous and KMS,
and the restriction of γ to this C∗-algebra is norm-continuous. If ψ is
a trace, we have M(C∗(ψ, γ)) = C∗(γ).
Let us recall another result borrowed from Baaj ([B], th. 8) ; if ϕ is
a lower semi-continuous weight defined on a hereditary cone F of a
C∗-algebra A, such that the subcone F ′ made of elements X ∈ F such
that ϕ(X) <∞ is norm dense in A, then ϕ has an extension ϕ˜ on A+
which is lower semi-continuous and semi-finite.
3. Pseudo-multiplicative unitary
In this chapter, we recall (3.1) the definition of a pseudo-multiplicative
unitary, give the fundamental example given by groupo¨ıds (3.3), and
construct the algebras and the Hopf-bimodules ”generated by the left
(resp. right) leg” of a pseudo-multiplicative unitary (3.2). In 3.7, we
recall the definition of a ”manageable” pseudo-multiplicative unitary,
and we obtain in 3.10 a result about the norm closed algebra generated
by the left leg of a manageable pseudo-multiplicative unitary. In par-
ticular, if the basis is abelian, this algebra is a C∗-algebra. (3.10(iv)).
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3.1. Definition. Let N be a von Neumann algebra; let H be a Hilbert
space on which N has a non-degenerate normal representation α and
two non-degenerate normal anti-representations βˆ and β. These 3 ap-
plications are supposed to be injective, and to commute two by two.
Let ν be a normal semi-finite faithful weight on N ; we can therefore
construct the Hilbert spaces H β⊗α
ν
H and H α⊗βˆ
νo
H. A unitary W
from H β⊗α
ν
H onto H α⊗βˆ
νo
H. will be called a pseudo-multiplicative
unitary over the basis N , with respect to the representation α, and the
anti-representations βˆ and β (we shall write it is an (α, βˆ, β)-pseudo-
multiplicative unitary), if :
(i) W intertwines α, βˆ, β in the following way :
W (α(X) β⊗α
N
1) = (1 α⊗βˆ
No
α(X))W
W (1 β⊗α
N
β(X)) = (1 α⊗βˆ
No
β(X))W
W (βˆ(X) β⊗α
N
1) = (βˆ(X) α⊗βˆ
No
1)W
W (1 β⊗α
N
βˆ(X)) = (β(X) α⊗βˆ
No
1)W
(ii) The operator satisfies :
(1H α⊗βˆ
No
W )(W β⊗α
N
1H) =
= (W α⊗βˆ
No
1H)(σνo α⊗βˆ
No
1H)(1H α⊗βˆ
No
W )σ2ν(1H β⊗α
N
σνo)(1H β⊗α
N
W )
In that formula, the first σνo is the relative flip defined in 2.3 from
H α⊗β
νo
H to H β⊗α
ν
H, and the second is the relative flip from H α⊗βˆ
νo
H to H βˆ⊗α
ν
H; while σ2ν is the relative flip from H β⊗α
ν
H βˆ⊗α
ν
H to
H α⊗βˆ
νo
(H β⊗α
ν
H). The index 2 is written to recall that the flip ”turns”
around the second relative tensor product, and, in such a formula, the
parenthesis are written to recall that, in such a situation, associativity
rules does not occur because the anti-representation βˆ is here acting in
the second leg of H β⊗α
ν
H.
All the properties supposed in (i) allow us to write such a formula,
which will be called the ”pentagonal relation”.
If we start from another normal semi-finite faithful weight ν ′ on N ,
we may define, using 2.3, another unitary W ν
′
= Uν
o,ν
′o
α,βˆ
WUν
′,ν
β,α from
H β⊗α
ν′
H onto H α⊗βˆ
ν′o
H. The formulae which link these isomorphims
between relative product Hilbert spaces and the relative flips allow us
to check that this operator W ν
′
is also pseudo-multiplicative; which
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can be resumed in saying that a pseudo-multiplicative unitary does
not depend on the choice of the weight on N .
If W is an (α, βˆ, β)-pseudo-multiplicative unitary, then the unitary
σνW
∗σν from H βˆ⊗α
ν
H to H α⊗β
νo
H is an (α, β, βˆ)-pseudo-multiplicative
unitary, called the dual of W .
3.2. Algebras and Hopf-bimodules associated to a pseudo-mul-
tiplicative unitary. For ξ2 in D(αH, ν), η2 in D(Hβˆ, ν
o), the operator
(ρα,βˆη2 )
∗Wρβ,αξ2 will be written (id∗ωξ2,η2)(W ); we have, therefore, for all
ξ1, η1 in H :
((id ∗ ωξ2,η2)(W )ξ1|η1) = (W (ξ1 β⊗α
ν
ξ2)|η1 α⊗βˆ
νo
η2)
and, using the intertwining property of W with βˆ, we easily get that
(id ∗ ωξ2,η2)(W ) belongs to βˆ(N)′.
If x belongs to N , we have (id ∗ ωξ2,η2)(W )α(x) = (id ∗ ωξ2,α(x∗)η2)(W ),
and β(x)(id ∗ ωξ2,η2)(W ) = (id ∗ ωβˆ(x)ξ2,η2)(W ).
If y belongs to N and is analytical with respect to ν, then, we have
α(y)(id ∗ ωξ2,η2)(W ) = (id ∗ ωξ2,βˆ(σνi/2(y∗))η2)(W )
(id ∗ ωξ2,η2)(W )β(y) = (id ∗ ωα(σνi/2(y))ξ2,η2)(W )
If ξ belongs to D(αH, ν)∩D(Hβˆ , νo), we shall write (id∗ωξ)(W ) instead
of (id ∗ ωξ,ξ)(W ).
We shall write An(W ) (resp. Aw(W ) the norm (resp. weak) closure of
the linear span of these operators, which are right α(N)-modules and
left β(N)-modules. If we define B as the norm closure of the subalgebra
of elements in N which are analytical with respect to ν, we get also
that An(W ) is a left α(B)-module, and a right β(B)-module. Applying
([E2] 3.6), we get that An(W )
∗, An(W ), Aw(W )
∗ and Aw(W ) are non-
degenerate algebras. One should note that the notations of ([E2]) had
been changed in order to fit with Lesieur’s notations. We shall write
A(W ) the von Neumann algebra generated by An(W ) (or Aw(W )) .
We then have A(W ) ⊂ βˆ(N)′.
For ξ1 in D(Hβ, ν
o), η1 in D(αH, ν), the operator (λ
α,βˆ
η1 )
∗Wλβ,αξ1 will be
written (ωξ1,η1 ∗ id)(W ) for ; we have, therefore, for all ξ2, η2 in H :
((ωξ1,η1 ∗ id)(W )ξ2|η2) = (W (ξ1 β⊗α
ν
ξ2)|η1 α⊗βˆ
νo
η2)
and, using the intertwining property of W with β, we easily get that
(ωξ1,η1 ∗ id)(W ) belongs to β(N)′. If ξ belongs to D(Hβ, νo)∩D(αH, ν),
we shall write (ωξ ∗ id)(W ) instead of (ωξ,ξ ∗ id)(W ).
We shall write Ân(W ) the norm closure of the linear span of these
operators. Then, we had obtained ([E2], 3.6) that this norm closed
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subspace is a non degenerate algebra (and so is Ân(W )
∗
also).
We shall write Âw(W ) the weak closure of the linear span of these
operators. It is clear that this weakly closed subspace is a non dege-
narate algebra; following ([EV] 6.1 and 6.5), we shall write Â(W ) the
von Neumann algebra generated by Ân(W ) or Âw(W ). We then have
Â(W ) ⊂ β(N)′.
In ([EV] 6.3 and 6.5), using the pentagonal equation, we got that
(N,A(W ), α, β,Γ), and (No, Â(W ), βˆ, α, Γ̂) are Hopf-bimodules, where
Γ and Γ̂ are defined, for any x in A(W ) and y in Â(W ), by :
Γ(x) =W ∗(1 α⊗βˆ
No
x)W
Γ̂(y) =W (y β⊗α
N
1)W ∗
In ([EV] 6.1(iv)), we had obtained that x in L(H) belongs to A(W )′ if
and only if x belongs to α(N)′ ∩ β(N)′ and verifies
(x α⊗βˆ
No
1)W = W (x β⊗α
N
1)
We obtain the same way that y in L(H) belongs to Â(W )′ if and only
if y belongs to α(N)′ ∩ βˆ(N)′ and verify (1 α⊗βˆ
No
y)W = W (1 β⊗α
N
y).
Moreover, we get that α(N) ⊂ A ∩ Â, β(N) ⊂ A, βˆ(N) ⊂ Â, and, for
all x in N :
Γ(α(x)) = α(x) β⊗α
N
1
Γ(β(x)) = 1 β⊗α
N
β(x)
Γ̂(α(x)) = 1 α⊗βˆ
No
α(x)
Γ̂(βˆ(x)) = βˆ(x) α⊗βˆ
No
1
Following ([E2], 3.7) If η1, ξ2 are inD(αH, ν), let us write (id∗ωξ2,η1)(σνoW )
for (λα,βˆη1 )
∗Wρβ,αξ2 ; we have, therefore, for all ξ1 and η2 in H :
(id ∗ ωξ2,η1)(σνoW )ξ1|η2) = (W (ξ1 β⊗α
ν
ξ2)|η1 α⊗βˆ
νo
η2)
Using the intertwining property of W with α, we get that it belongs to
α(N)′; we write Cw(W ) for the weak closure of the linear span of these
operators, and we have Cw(W ) ⊂ α(N)′. It had been proved in ([E2],
3.10) that Cw(W ) is a non degenerate algebra; following ([E2] 4.1), we
shall say that W is weakly regular if Cw(W ) = α(N)
′.
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3.3. Fundamental example. Let G be a measured groupo¨ıd, with
G(0) as space of units, and r and s the range and source functions from
G to G(0), with a Haar system (λu)u∈G(0) and a quasi-invariant measure
µ on G(0). Let us write ν the associated measure on G. Let us note :
G2r,r = {(x, y) ∈ G2, r(x) = r(y)}
Then, it has been shown [Val2] that the formulaWGf(x, y) = f(x, x
−1y),
where x, y are in G, such that r(y) = r(x), and f belongs to L2(G(2))
(with respect to an appropriate measure, constructed from λu and µ),
is a unitary from L2(G(2)) to L2(G2r,r) (with respect also to another ap-
propriate measure, constructed from λu and µ).
Let us define rG and sG from L
∞(G(0)) to L∞(G) (and then considered
as representations on L(L2(G)), for any f in L∞(G(0)), by rG(f) = f ◦ r
and sG(f) = f ◦ s.
We shall identify ([Y1], 3.2.2) the Hilbert space L2(G(2)) with the rela-
tive Hilbert tensor product L2(G, ν) sG⊗rG
L∞(G(0),µ)
L2(G, ν), and the Hilbert
space L2(G2r,r) with L2(G, ν) rG⊗rG
L∞(G(0),µ)
L2(G, ν). Moreover, the unitary
WG can be then interpreted [Val3] as a pseudo-multiplicative unitary
over the basis L∞(G(0)), with respect to the representation rG , and
anti-representations sG and rG (as here the basis is abelian, the no-
tions of representation and anti-representations are the same, and the
commutation property is fulfilled). So, we get that WG is a (rG , sG, rG)
pseudo-multiplicative unitary.
Let us take the notations of 3.2; the von Neumann algebra A(WG) is
equal to the von Neumann algebra L∞(G, ν) ([Val3], 3.2.6 and 3.2.7);
using ([Val3] 3.1.1), we get that the Hopf-bimodule homomorphism Γ̂
defined on L∞(G, ν) by WG is equal to the usual Hopf-bimodule ho-
momorphism ΓG studied in [Val2], and recalled in 2.5. Moreover, the
von Neumann algebra Â(WG) is equal to the von Neumann algebra
L(G) ([Val3], 3.2.6 and 3.2.7); using ([Val3] 3.1.1), we get that the
Hopf-bimodule homomorphism Γ defined on L(G) by WG is the usual
Hopf-bimodule homomorphism Γ̂G studied in [Y1] and [Val2].
More precisely, we easily get ([Y1], 2.1) that D(rGL
2(G, ν)) is the set of
(equivalent classes of) functions f in L2(G, ν), such that the function :
u 7→
∫
Gu
|f(x)|2dλu(x)
belongs to L∞(G(0), µ) (and then ‖RrG ,µ(f)‖ is equal to the square root
of the essential supremum of this function). This vector space, with
this norm, had been denoted L∞(G(0), L2(G, λ)) in ([AR], 1.2.2). If f ,
g are two functions in D(rGL
2(G, ν)), we get that (id ∗ωf,g)(WG) is the
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function on G defined by :
x 7→
∫
Gr(x)
f(x−1y)g(y)dλr(x)(y)
So we get that An(WG) is invariant under the adjoint operation, and
is therefore a C∗-algebra. It is also, using rG and sG , a bimodule over
L∞(G(0)).
Let us suppose now that the groupoid G is locally compact in the sense
of [R1]; let K(G) denote the continuous functions on G, with compact
support, and let us suppose that, for all f in K(G), the function u 7→∫
G
fdλu is continuous. Then K(G) ⊂ D(rGL2(G, ν), µ) ([Val2], 3.2.1);
its closure for the norm f 7→ ‖RrG ,µ(f)‖ had been studied in ([AR],
1.1.1) and shall be denoted C0(G(0), L2(G, λ)). If f , g belongs to K(G),
it is clear from the formula above that (id ∗ ωf,g)(WG) belongs also
to K(G); by continuity, for any f , g in C0(G(0), L2(G, λ)), we get that
(id ∗ ωf,g)(WG) belongs to the algebra C0(G) of continuous functions
going to 0 at infinity. Finally, using Stone-Weirstrass theorem, we
shall get that the sub-C∗-algebra generated by these elements is equal
to C0(G), and, therefore, that An(WG) contains C0(G) as a sub-C∗-
algebra. As An(WG) is a bimodule over L
∞(G(0)), there is no chance in
general that An(WG) should be equal to C0(G).
It has been proved in ([E2] 4.8) that WG is weakly regular (in fact was
proved a much stronger condition, namely the norm regularity).
3.4. Lemma. Let W be an (α, βˆ, β)-pseudo-multiplicative unitary, ξ1
in D(Hβ, ν
o), ξ2 in D(αH, ν), η in H; let ζi in D(Hβ, ν
o) and ζ ′i in H
such that W ∗(ξ2 α⊗βˆ
νo
η) =
∑
i ζi β⊗α
ν
ζ ′i; then we have :
∑
i
α(< ζi, ξ1 >β,νo)ζ
′
i = (ωξ1,ξ2 ∗ id)(W )∗η
Proof. Let θ in H; we have :
((ωξ1,ξ2 ∗ id)(W )∗η|θ) = (W ∗(ξ2 α⊗βˆ
νo
η)|ξ1 β⊗α
ν
θ)
= (
∑
i
ζi β⊗α
ν
ζ ′i|ξ1 β⊗α
ν
θ)
= (
∑
i
α(< ζi, ξ1 >β,νo)ζ
′
i|θ)
from which we get the result. 
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3.5. Lemma. Let W be an (α, βˆ, β)-pseudo-multiplicative unitary, ξ1,
ζ1 in D(Hβ, ν
o), ξ in D(αH, ν) and η1, η2 in H. Then, we have :
(σ2ν(1H β⊗α
N
σνo)(1H β⊗α
N
W )(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)|η2 α⊗βˆ
νo
(ζ1 β⊗α
ν
ζ2)) =
(W (η1 β⊗α
ν
ξ)|η2 α⊗βˆ
νo
α(< ζ1, ξ1 >β,νo)ζ2)
Proof. The scalar product
(σ2ν(1H β⊗α
N
σνo)(1H β⊗α
N
W )(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)|η2 α⊗βˆ
νo
(ζ1 β⊗α
ν
ζ2))
is equal to :
((1H β⊗α
N
σνo)(1H β⊗α
N
W )(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)|ζ1 β⊗α
ν
ζ2 βˆ⊗α
ν
η2)
and to :
(ξ1 β⊗α
ν
W (η1 β⊗α
ν
ξ)|ζ1 β⊗α
ν
(η2 α⊗βˆ
νo
ζ2))
from which we get the result. 
3.6. Proposition. LetW be an (α, βˆ, β)-pseudo-multiplicative unitary,
Γ the coproduct constructed in 3.2, ξ in D(αH, ν), η in D(Hβˆ, ν
o). Let
ξ1, η1 in D(Hβ, ν
o), ξ2, η2 in D(αH, ν); then, we have :
(Γ((id ∗ ωξ,η)(W ))(ξ1 β⊗α
ν
η1)|ξ2 β⊗α
ν
η2) =
((ωξ1,ξ2 ∗ id)(W )(ωη1,η2 ∗ id)(W )ξ|η)
Proof. The scalar product
(Γ((id ∗ ωξ,η)(W ))(ξ1 β⊗α
ν
η1)|ξ1 β⊗α
ν
η2)
is equal to, using the definition of Γ (3.2) :
((1 α⊗βˆ
νo
(id ∗ ωξ,η)(W ))W (ξ1 β⊗α
ν
η1)|W (ξ2 β⊗α
ν
η2))
or, to :
((1 α⊗βˆ
No
W )(W β⊗α
N
1)(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)|(W α⊗βˆ
No
1)((ξ2 β⊗α
ν
η2) α⊗βˆ
νo
η)
which, using the pentagonal equation (3.1), is equal to the scalar prod-
uct of the vector :
(σνo α⊗βˆ
No
1H)(1H α⊗βˆ
No
W )σ2ν(1H β⊗α
N
σνo)(1H β⊗α
N
W )(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)
with the vector (ξ2 β⊗α
ν
η2) α⊗βˆ
νo
η, which is equal to :
(σ2ν(1H β⊗α
N
σνo)(1H β⊗α
N
W )(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)|η2 α⊗βˆ
νo
(W ∗(ξ2 α⊗βˆ
ν
η)))
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Defining now ζi, ζ
′
i as in 3.4, we get, using 3.5, that it is equal to :
(W (η1 β⊗α
ν
ξ)|η2 α⊗βˆ
νo
∑
i
α(< ζi, ξ1 >β,νo)ζ
′
i)
which, thanks to 3.4, is equal to :
(W (η1 β⊗α
ν
ξ)|η2 α⊗βˆ
νo
(ωξ1,ξ2 ∗ id)(W )∗η)
and, therefore, to
((ωη1,η2 ∗ id)(W )ξ|(ωξ1,ξ2 ∗ id)(W )∗η)
which finishes the proof. 
3.7. Manageable pseudo-multiplicative unitaries. Following S.L.
Woronowicz ([W3]), F. Lesieur had introduced the notion of a ”man-
ageable” pseudo-mutiplicative unitary.
Definition Let N be a von Neumann algebra; let H be a Hilbert
space on which N has a non degenerate normal representation α and
a non-degenerate normal anti-representation β. Let us suppose that
there exists an antilinear bijective unitary J on H, such that J2 = 1,
and, let us define, for all n in N :
βˆ(n) = Jα(n∗)J
which gives another non-degenerate normal anti-representation βˆ of N
on H. We then easily get that D(Hβˆ) = JD(αH, ν), and, for all ξ, η in
D(αH, ν), we have R
βˆ(Jξ) = JRα(ξ)Jν, and, therefore :
< Jξ, Jη >βˆ,νo=< η, ξ >
o
α,ν
Let now W be a pseudo-multiplicative unitary over the basis N , with
respect to the representation α, and the anti-representations β and βˆ,
in the sense of 3.1; let us suppose that there exists a positive self-adjoint
operator P on H, such that, for all t in R and n in N , we have :
P itα(n)P−it = α(σνt (n))
P itβ(n)P−it = β(σνt (n))
P itβˆ(n)P−it = βˆ(σνt (n))
which allows us to define a one-parameter group of unitaries P it β⊗α
ν
P it
on H β⊗α
ν
H, and also P it α⊗βˆ
νo
P it on H α⊗βˆ
νo
H. Then, W will be said
manageable (with managing operator P ), if we have :
W (P it β⊗α
ν
P it) = (P it α⊗βˆ
νo
P it)W
and if, for all v in D(P−1/2), w in D(P 1/2), and p, q in D(αH, ν) ∩
D(Hβˆ, ν
o), we have :
(W ∗(v α⊗βˆ
νo
q)|w β⊗α
ν
p) = (W (P−1/2v β⊗α
ν
Jp)|P 1/2w α⊗βˆ
νo
Jq)
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3.8. Lemma. Let us take the hypothesis of 3.7. Then, if p belongs to
D(αH, ν) ∩ D(Hβˆ, νo) ∩ D(P 1/2) such that P 1/2p belongs to D(αH, ν),
and q belongs to D(αH, ν) ∩ D(Hβˆ, νo) ∩ D(P−1/2) such that P−1/2q
belongs to D(Hβˆ, ν
o), then we have :
(id ∗ ωJp,Jq)(W )∗ = (id ∗ ωP 1/2p,P−1/2q)(W )
Proof. Let us take v in D(P−1/2), w in D(P 1/2); then, we have, using
3.7 :
((id ∗ ωJp,Jq)(W )∗v|w) = (v|(id ∗ ωJp,Jq)(W )w)
= (v α⊗βˆ
νo
Jq|W (w β⊗α
ν
Jp))
= (W (P−1/2v β⊗α
ν
p)|P 1/2w α⊗βˆ
νo
q)
= (W (v β⊗α
ν
P 1/2p)|w α⊗βˆ
νo
P−1/2q)
= ((id ∗ ωP 1/2p,P−1/2q)(W )v|w)
which, by density, gives the result. 
3.9. Lemma. Let us take the hypothesis of 3.7. For any p inD(αH, ν)∩
D(Hβˆ, ν
o), there exists a sequence pn in D(αH, ν)∩D(Hβˆ, νo)∩D(P 1/2)∩
D(P−1/2), such that P 1/2pn belongs to D(αH, ν), P−1/2pn belongs to
D(Hβˆ, ν
o), and such that Rα,ν(pn) is weakly converging to R
α,ν(p) and
Rβˆ,ν
o
(pn) is weakly converging to R
βˆ,νo(p).
Proof. Let us write :
pn =
√
n
π
∫ ∞
−∞
e−nt
2
P itpdt
It is a usual calculation to prove that pn belongs to D(P 1/2)∩D(P−1/2);
moreover, we get, for any a in Nν :
α(a)pn =
√
n
π
∫ ∞
−∞
e−nt
2
α(a)P itpdt
=
√
n
π
∫ ∞
−∞
e−nt
2
P itα(σν−t(a))pdt
=
√
n
π
∫ ∞
−∞
e−nt
2
P itRα,ν(p)∆−itν Λν(a)dt
from which we get that :
‖α(a)pn‖ ≤
√
n
π
∫ ∞
−∞
e−nt
2‖Rα,ν(p)‖‖Λν(a)‖dt
which proves that pn belongs to D(αH, ν) and that :
‖Rα,ν(pn)‖ ≤ ‖Rα,ν(p)‖
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Moreover, we have, going on the same calculation :
Rα,ν(pn)Λν(a) =
1
π
∫ ∞
−∞
e−t
2
P
it√
nRα,ν(p)∆
−it√
n
ν Λν(a)dt
which, using Lebesgue’s theorem, is converging to Rα,ν(p)Λν(a). With
the norm majoration, we get this way the weak convergence of Rα,ν(pn)
to Rα,ν(p). The fact that Rβˆ,ν
o
(pn) is weakly converging to R
βˆ,νo(p) is
obtained the very same way. 
3.10. Proposition. Let N be a von Neumann algebra; let H be a
Hilbert space on which N has a non degenerate normal representation α
and a non-degenerate normal anti-representation β. Let us suppose that
there exists an antilinear bijective unitary J on H, such that J2 = 1,
and, let us define, for all n in N :
βˆ(n) = Jα(n∗)J
which gives another non-degenerate normal anti-representation βˆ of
N on H. Let us suppose that, for each ξ in D(αH, ν), there exists
a sequence ξn in D(αH, ν) ∩ D(Hβˆ, νo) such that Rα,ν(ξn) is weakly
converging to Rα,ν(ξ).
Let now W be a pseudo-multiplicative unitary over the basis N , with
respect to the representation α, and the anti-representations β and βˆ,
in the sense of 3.1; let us suppose that there exists a positive self-adjoint
operator P on H such that W is manageable, with managing operator
P , in the sense of 3.7. Then :
(i) W is weakly regular;
(ii) the weakly closed algebra Aw(W ) is closed under the ∗ operation,
and is therefore equal to the von Neumann algebra A(W );
(iii) An(W )∩An(W )∗ is a non degenerate C∗-algebra, which is weakly
dense in A(W ). Moreover, if y ∈ N is analytical with respect to ν,
then α(y) and β(y) belong to the multipliers of this C∗-algebra.
(iv) if N is abelian, then An(W ) is a non degenerate C
∗-algebra, which
is weakly dense in A(W ); moreover, we have α(N) ⊂ M(An(W )) and
β(N) ⊂M(An(W )).
Proof. Let’s take v in D(αH, ν)∩D(P−1/2) such that such that P−1/2v
belongs to D(αH, ν), and w in D(αH, ν) ∩ D(P 1/2) such that P 1/2w
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belongs to D(αH, ν); we have then, for any p in D(αH, ν) and q in H :
(Rα,ν(v)Rα,ν(p)∗q|w) = (Rα,ν(v)JνRβˆ,νo(Jp)∗q|w)
= (Rα,ν(v)JνΛν(< Jq, Jp >βˆ,νo)|w)
= (P−1/2Rα,ν(v)JνΛν(< Jq, Jp >βˆ,νo)|P 1/2w)
= (Rα,ν(P−1/2v)JνΛν(< Jq, Jp >βˆ,νo)|P 1/2w)
= (α(< Jq, Jp >βˆ,νo)P
−1/2v|P 1/2w)
= (Jp βˆ⊗α
ν
P−1/2v|Jq βˆ⊗α
ν
P 1/2w)
There exists Ξ ∈ H α⊗β
ν
H such that
σνoWσνΞ = Jp βˆ⊗α
ν
P−1/2v
Using 3.9, there exists elements pik in D(αH, ν) ∩D(Hβˆ, νo), and vik in
D(αH, ν)∩D(P−1/2) such that P−1/2vik belongs to D(Hα, ν), such that
Ξ = limi
k=n(i)∑
k=1
Jpik α⊗β
ν
P−1/2vik
from which we get, using definition 3.7 that (Rα,ν(v)Rα,ν(p)∗q|w) is the
limit of :∑
k
(W (P−1/2vik β⊗α
νo
Jpik)|P 1/2w α⊗βˆ
ν
Jq) = (W ∗(vik α⊗βˆ
νo
q)|w β⊗α
ν
pik)
= ((id ∗ ωpik,vik(σνoW )
∗q|w)
from which we get that θα,ν(p, v) = limi
∑
k(id∗ωpik,vik)(σνoW ), and that
θα,ν(p, v) belongs to Cw(W ); using again 3.9, we get (i). One should
note that this proof is mostly borrowed from ([L3], 6.5); the proof that
(i) implies (ii) is in ([E2], 3.12(ii)), but we shall prove directly (ii) and
(iii) by the following considerations.
Thanks to 3.8, if p belongs to D(αH, ν)∩D(Hβˆ, νo)∩D(P 1/2) such that
P 1/2p belongs to D(αH, ν), and if q belongs to D(αH, ν) ∩D(Hβˆ, νo) ∩
D(P−1/2) such that P−1/2q belongs to D(Hβˆ, νo), then we have :
(id ∗ ωJp,Jq)(W )∗ = (id ∗ ωP 1/2p,P−1/2q)(W )
and, therefore, (id ∗ ωJp,Jq)(W ) belongs to An(W ) ∩ An(W )∗.
Moreover, if ξ and η belong to D(αH, ν)∩D(Hβˆ, νo), then, using 3.9, it
is possible to construct sequences pn and qn verifying such conditions,
such that Rβˆ,ν
o
(pn) is weakly converging to R
βˆ,νo(ξ) (or, equivalently,
Rα,ν(Jpn) is weakly converging to R
α,ν(Jξ)) and Rα,ν(qn) is weakly
converging to Rα,ν(η) (or, equivalently, Rβˆ,ν
o
(Jqn) is weakly converging
to Rβˆ,ν
o
(Jη)).
So, the element (id ∗ ωJξ,Jη)(W ) is the weak limit of the sequence of
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operators (id ∗ ωJpn,Jqn)(W ), which belong to An(W ) ∩ An(W )∗. So,
the element (id ∗ ωJξ,Jη)(W ) belongs to Aw(W ) ∩ Aw(W )∗.
So, we obtain that, for all ξ in D(αH, ν), and η in D(Hβˆ, ν
o), then the
element (id ∗ωξ,η)(W ) belongs also to Aw(W )∩Aw(W )∗. So we obtain
that Aw(W ) is included into Aw(W ) ∩ Aw(W )∗, which gives (ii).
In fact, we have obtained that elements in An(W )∩An(W )∗ are weakly
dense in A(W ), which, thanks to several remarks made in 3.2, gives
(iii).
If N is abelian, the weight ν is a trace, and the managing operator P
defined in 3.7 is affiliated to α(N)′ ∩ βˆ(N)′. Let us write :
P =
∫ ∞
0
eλdeλ
and let us define pn =
∫ n
1/n
deλ. Then pn is an increasing sequence of
projections, weakly converging to 1, in α(N)′ ∩ βˆ(N)′; let us take x in
AΦ,T (with the notations of 2.2.1); then the vectors pnΛΦ(x) belong to
D(αH, ν)∩D(Hβˆ , νo)∩D(P 1/2)∩D(P−1/2) and both P 1/2pnΛΦ(x) and
P−1/2pnΛΦ(x) belong to D(αH, ν) ∩D(Hβˆ, νo). So, using (iii), we get
that, for x, y in AΦ,T , the operator (id ∗ωJpnΛΦ(x),JpnΛΦ(y))(W ) belongs
to An(W )∩An(W )∗. Using ([E2], 10.5), we get, taking the norm limit,
that (id ∗ ωJΛΦ(x),JΛΦ(y))(W ) belongs to An(W ) ∩ An(W )∗ for any x,
y in AΦ,T , which is equivalent, that (id ∗ ωΛΦ(x),ΛΦ(y))(W ) belongs to
An(W ) ∩ An(W )∗. Using now 2.2, we get that (id ∗ ωξ,η)(W ) belongs
to An(W ) ∩ An(W )∗, for any ξ in D(αH, ν) and η in D(Hβˆ, νo), and,
therefore, we get that An(W ) ⊂ An(W ) ∩ An(W )∗, which finishes the
proof. 
4. Lesieur’s measured quantum groupoids
In this section, we give a re´sume´ of Lesieur’s construction of ”mea-
sured quantum groupoids” ([L1], [L2]) (4.2) and ”generalized measured
quantum groupoids”([L3]) (4.4). We then obtain some technical results
about the algebra generated by the left leg of the pseudo-multiplicative
unitary, especially when the basis is abelian (4.7, 4.8, 4.11).
4.1. Definitions ([L1], [L2]). Let (N,M, α, β,Γ) be a Hopf-bimodule,
as defined in 2.5; a normal, semi-finite, faithful operator valued weight
T from M to α(N) is said to be left-invariant if, for all x ∈ M+T , we
have :
(id β∗α
N
T )Γ(x) = T (x) β⊗α
N
1
A normal, semi-finite, faithful operator-valued weight T ′ from M to
β(N) will be said to be right-invariant if it is left-invariant with respect
to the symmetrized Hopf-bimodule, i.e., if, for all x ∈M+T ′, we have :
(T ′ β∗α
N
id)Γ(x) = 1 β⊗α
N
T ′(x)
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In the case of a Hopf-bimodule, with a left-invariant normal, semi-
finite, faithful operator valued weight T from M to α(N), Lesieur had
constructed an isometry U in the following way : let us choose a normal,
semi-finite, faithful weight µ on N , and let us write Φ = ν ◦ α−1 ◦ T ,
which is a normal, semi-finite, faithful weight on M ; let us write H =
HΦ, J = JΦ, ∆ = ∆Φ for the canonical objects of the Tomita-Takesaki
theory associated to the weight Φ, and let us define, for x in N , βˆ(x) =
Jα(x∗)J . Then, there exists an unique isometry U from H α⊗βˆ
µo
H to
H β⊗α
µ
H , such that, for any (β, µo)-orthogonal basis (ξi)i∈I of Hβ, for
any a in NT ∩NΦ and for any v in D(Hβ, µo), we have
U(v α⊗βˆ
µo
ΛΦ(a)) =
∑
i∈I
ξi β⊗α
µ
ΛΦ((ωv,ξi β∗α
µ
id)(Γ(a)))
Then, Lesieur proved that, if there exists a right-invariant normal,
semi-finite, faithful operator valued weight T ′ from M to β(N), then
this isometry is a unitary, and that W = U∗ is an (α, βˆ, β)-pseudo-
multiplicative unitary from H β⊗α
µ
H to H α⊗βˆ
µo
H .
Proposition Let (N,M, α, β,Γ) be a Hopf-bimodule, as defined in
2.5; let us suppose that there exist a normal, semi-finite, faithful left-
invariant operator valued weight T fromM to α(N) and a right-invariant
normal, semi-finite, faithful operator valued weight T ′ from M to β(N);
let us write Φ = ν ◦ α−1 ◦ T , and let us define, for n in N , βˆ(n) =
JΦα(n
∗)JΦ,; then the (α, βˆ, β)-pseudo-multiplicative unitary from Hβ⊗α
µ
H to H α⊗βˆ
µo
H verifies, for any x, y1, y2 in NT ∩NΦ :
(i ∗ ωJΦΛΦ(y∗1y2),ΛΦ(x))(W ) = (id β∗α
N
ωJΦΛΦ(y2),JΦΛΦ(y1))Γ(x
∗)
Proof. This is just ([L2], 3.19). 
4.2. Definition ([L1], [L2]). Lesieur defined a ”measured quantum
groupoid” as an 8-uple, (N,M, α, β,Γ, T, T ′, ν), where (N,M, α, β,Γ) is
a Hopf-bimodule, T (resp. T ′) is a left-invariant (resp. right-invariant)
normal, semi-finite, faithful operator-valued weight from M to α(N)
(resp. β(N)), and ν is a normal semi-finite faithful weight on N such
that, for all t in R and n in N :
α(σνt (n)) = σ
T ′
t (α(n))
β(σν−t(n)) = σ
T
t (β(n))
and this last axiom allowed him to mimick ([KV]) and to define the
analog of an antipode, co-inverse, scaling automorphism group, modu-
lus, scaling operator. More precisely, Lesieur had constructed :
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- a co-inverse R, which is a ∗-anti-automorphism of M , such that
R2 = id, R ◦ α = β, satisfying :
Γ ◦R = ς(R β∗α
N
R)Γ
- a scaling group τt, which is a one-parameter group of automorphisms
of M , such that τt ◦ α = α ◦ σνt , τt ◦ β = β ◦ σνt , and :
Γ ◦ τt = (τt β∗α
N
τt)Γ
Then S = R ◦ τi/2 is an unbounded antipode, satifying, for all u, v in
D(αH, ν) ∩D(Hβˆ, νo) :
S((i ∗ ωv,w)(W )) = (i ∗ ωv,w)(W ∗)
Moreover, we have also :
Γ ◦ τt = (σΦt β∗α
N
σΦ◦R−t )Γ
- a scaling operator λ which is a strictly positive operator affiliated to
Z(M) ∩ α(N) ∩ β(N), and a modulus δ, which is a stricltly positive
operator affiliated to M ∩ α(N)′ ∩ β(N)′, such that :
(DΦ ◦R : DΦ)t = λit2/2δit
The modulus verifies Γ(δ) = δ β⊗α
ν
δ.
Then, there exists a strictly positive operator P on H defined, for all
x ∈ NΦ by
P itΛΦ(x) = λ
t/2ΛΦ(τt(x))
and the pseudo-multiplicative unitaryW is manageable, with managing
operator P . Moreover, for any y in M , we have τt(y) = P
ityP−it, and
M = Aw(W ) = A(W ).
Lesieur had also proved that, if (N,M, α, β,Γ, T, T ′, ν) is a quantum
groupoid, so is the symmetrized one (No,M, β, α, ςN ◦ Γ, T ′, T, νo).
4.3. Fundamental example. Let us come back to the fundamental
example described in 3.3 and use the notations of 3.3; Lesieur had
shown ([L1], [L2]) that the 8-uple :
(L∞(G(0), µ), L∞(G, ν), rG , sG,ΓG , T, T ′, µ)
is a measured quantum groupoid, where µ is a quasi-invariant measure
on G(0), ν the measure constructed on G using µ and the Haar system
(λu)u∈G(0), rG , sG , ΓG had been defined in 2.5, T and T
′ are given by,
for f positive in L∞(G, ν), by :
T (f)(u) =
∫
G(0)
fdλu
T ′(f)(u) =
∫
G(0)
fdλu
where λu is the image of λ
u by the application x 7→ x−1.
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4.4. Definition ([L3]). Unfortunately, this theory, resumed in 4.2,
appeared to be too restrictive : namely, the axiom on the auxilliary
weight ν is too restrictive, and prevents Lesieur from obtaining a nice
duality theory, except in the case when N is semi-finite. So Lesieur
had to construct a wider class of objects, called ”generalized measured
quantum groupoids”; these are 10-uple, (N,M, α, β,Γ, T, R, ν, τt, γt),
where (N,M, α, β,Γ) is a Hopf-bimodule as defined in 2.5, T is a left-
invariant normal semi-finite faithful weight, as defined in 4.1, R is a
co-inverse as defined in 4.2, τt is a one parameter automorphism group
of M , γt a one parameter automorphism group of N , and ν a normal
semi-finite faithful weight on N ; moreover, these data are supposed to
verify (where Φ = ν ◦ α−1 ◦ T ) :
- τt ◦ β = β ◦ σνt
- (τt β∗α
N
σΦt )Γ = Γ ◦ σΦt
- τt ◦R = R ◦ τt
- for any a, b in NT ∩NΦ, we have :
R((id β∗α
N
ωJΦΛΦ(a))Γ(b
∗b)) = (id β∗α
N
ωJΦΛΦ(b))Γ(a
∗a)
τt((id β∗α
N
ωJΦΛΦ(a))Γ(b
∗b)) = ((id β∗α
N
ωJΦΛΦ(σΦt (a)))Γ(σ
Φ
t (b
∗b)))
-σTt ◦ β = β ◦ γt
-ν ◦ γt = ν
These axioms, mostly inspired from [MNW], are clearly two compli-
cated and should be simplified. However, in that case, as R ◦ T ◦ R
is a right-invariant operator valued weight, we can apply 4.1 and con-
struct a pseudo-multiplicative unitary W ; Lesieur, in [L3], proved in
that situation a nice duality theory, starting from the dual pseudo-
multiplicative unitary Ŵ = σνoW
∗σνo . He obtained all these data for
the dual object, the role of β and βˆ are interchanged, and he obtained
also that γ̂t = γ−t.
Using 4.2, we see that measured quantum groupoids are generalized
measured quantum groupoids; there are exactly those for which γt =
σν−t.
Moreover, the properties listed in 4.2 remains valid in that more gen-
eral case, except that the modulus δ no longer commutes with α and
β; more precisely, Lesieur had obtained that, for all n in N and t in R
δitα(n)δ−it = α(γtσ
ν
t (n))
δitβ(n)δ−it = β(γtσ
ν
t (n))
These properties allows us to give a meaning to δ β⊗α
ν
δ, and Lesieur
obtained again Γ(δ) = δ β⊗α
ν
δ.
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4.5. Proposition ([L3], 5.1). Let (N,M, α, β,Γ, T, R, ν, τt, γt) be a
generalized measured quantum groupoid in the sense of Lesieur; then :
(i) the left ideal NT ∩NR◦T◦R ∩NΦ∩NΦ◦R is dense in M ; the subspace
ΛΦ(NT ∩NR◦T◦R ∩NΦ ∩NΦ◦R) is dense in HΦ; for any x in NT ∩NΦ,
there exist xn in NT ∩NR◦T◦R ∩NΦ ∩NΦ◦R such that ΛT (xn) is weakly
converging to ΛT (x); if N is abelian, ΛT (xn) is norm converging to
ΛT (x).
(ii) for all ξ in D(αH, ν), there exists a sequence ξn in D(αH, ν) ∩
D(Hβ, ν
o), such that ξn is converging to ξ, and R
α,ν(ξn) is weakly con-
verging to Rα,ν(ξ). If N is abelian, Rα,ν(ξn) is norm converging to
Rα,ν(ξ).
4.6. Theorem. Let (N,M, α, β,Γ, T, R, ν, τt, γt) be a generalized mea-
sured quantum groupoid in the sense of Lesieur; then, for any ξ, η in
D(αH, ν), for all t in R, we have :
(i) R((i ∗ ωξ,JΦη)(W )) = (i ∗ ωη,JΦξ)(W )
(ii) τt((i ∗ ωξ,JΦη)(W )) = (i ∗ ωP itξ,P itJΦη)(W )
(iii) σΦt ((i ∗ ωξ,JΦη)(W )) = (i ∗ ωδitJΦδ−itJΦ∆−itΦ ξ,P itJΦη)(W )
σΦ◦Rt ((i ∗ ωξ,JΦη)(W )) = (i ∗ ωP itξ,δitJΦδ−itJΦ∆−itΦ JΦη)(W )
Proof. By proposition 4.1, the result (i) a just the application of 2.2.1 to
the basic prioperty of R given in 4.4, and (ii) is given by the properties
of the managing operator P .
Let us take ξ = JΦΛΦ(y
∗
1y2), and η = JΦΛΦ(x), with x, y1, y2 in
NT ∩NΦ; then, using 4.1, and 4.2, we get :
σΦt ((i∗ωJΦΛΦ(y∗1y2),ΛΦ(x))(W )) = (idβ∗α
N
ωJΦΛΦ(y2),JΦΛΦ(y1)◦σΦ◦Rt )Γ(τt(x∗))
which is equal to :
(id β∗α
N
ωJΦΛΦ(λt/2σΦ◦R−t (y2),JΦΛΦ(λt/2σΦ◦R−t (y1))Γ(τt(x
∗))
= (id β∗α
N
ωJΦΛΦ(σΦ◦R−t (y2),JΦΛΦ(σΦ◦R−t (y1))Γ(λ
tτt(x
∗))
which, using again 4.1 and 4.2, is equal to :
(i ∗ ωJΦΛΦ(σΦ◦Rt (y∗1y2)),ΛΦ(λtτt(x)))(W )
= (i ∗ ωJΦδ−itJΦδitJΦ∆itΦΛΦ(y∗1y2),P itΛΦ(x))(W )
which gives the first result of (iii), using 2.2.
By similar calculations, we obtain :
σΦ◦Rt ((i ∗ ωJΦΛΦ(y∗1y2),ΛΦ(x))(W ))
= (id β∗α
N
ωJΦΛΦ(y2),JΦΛΦ(y1) ◦ τt)Γ(σΦ◦Rt (x∗))
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which is equal to :
(id β∗α
N
ωJΦΛΦ(λt/2τt(y2),JΦΛΦ(λt/2τt(y1))Γ(σ
Φ◦R
t (x
∗))
= (i ∗ ωJΦΛΦ(λtτt(y∗1y2)),ΛΦ(σΦ◦R(x)))(W )
from which we obtain the second result of (iii). 
4.7. Corollary. Let (N,M, α, β,Γ, T, R, ν, τt, γt) be a generalized mea-
sured quantum groupoid in the sense of Lesieur; let ξ, η in D(αH, ν),
then :
(i) for any t in R, we have σΦt (An(W )) = An(W ).
(ii) if < ξ, ξ >oα,ν belongs to C
∗(γ) and < η, η >oα,ν to C
∗(σν), then
(i ∗ ωξ,JΦη)(W ) belongs to C∗(σΦ); so, if N is abelian, and if γ = id,
then An(W ) ⊂ C∗(σΦ).
(iii) if < ξ, ξ >oα,ν belongs to C
∗(σν) and < η, η >oα,ν to C
∗(γ), then
(i ∗ ωξ,JΦη)(W ) belongs to C∗(σΦ◦R); so, if N is abelian, and if γ = id,
then An(W ) ⊂ C∗(σΦ◦R).
(iv) if < ξ, ξ >oα,ν and < η, η >
o
α,ν belong to C
∗(σν), then (i∗ωξ,JΦη)(W )
belongs to C∗(τ); so, if N is abelian, then An(W ) ⊂ C∗(τ).
Proof. By the norm continuity of x 7→ σΦt (x), the first result is a simple
corollary of 4.6(iii). Let now be ∇ the self-adjoint positive operator
defined on L2(N) defined, for all n in Nν and t in R by :
∇itΛν(n) = Λν(γt(n))
We have then :
Rα,ν(δitJΦδ
−itJΦ∆
−it
Φ ξ)Λν(n) = α(n)δ
itJΦδ
−itJΦ∆
−it
Φ ξ
= σΦ◦R−t (α(n))ξ
= α(γt(n))ξ
= Rα,ν(ξ)∇itΛν(n)
from which we get that Rα,ν(δitJΦδ
−itJΦ∆
−it
Φ ξ) = R
α,ν(ξ)∇it and that
< δitJΦδ
−itJΦ∆
−it
Φ ξ, δ
itJΦδ
−itJΦ∆
−it
Φ ξ >
o
α,ν= γ−t(< ξ, ξ >
o
α,ν)
Therefore, if the function t 7→ γt(< ξ, ξ >o) is norm continuous, so is
the function t 7→ ‖Rα(δitJΦδ−itJΦ∆−itΦ ξ)‖.
On the other hand, we have :
Rα,ν(P itξ)Λν(n) = α(n)P
itξ = P itα(σνt (n))ξ = P
itRα,ν(ξ)∆itνΛν(n)
from which we get that < P itξ, P itξ >oα,ν= σ
ν
−t(< ξ, ξ >
o
α,ν); from these
results, using 4.6(iii) and 4.6(ii), we get easily (ii), (iii) and (iv). 
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4.8. Proposition. Let (N,M, α, β,Γ, T, R, ν, τt, γt) be a generalized mea-
sured quantum groupoid in the sense of Lesieur; then :
(i) if x is in NT ∩NΦ, and y is in NT ∩NR◦T◦R∩NΦ, then the operator
(i ∗ ωJΦΛΦ(y∗y),ΛΦ(x∗x))(W ) belongs to M+T ∩M+Φ and we have :
Φ((i ∗ ωJΦΛΦ(y∗y),ΛΦ(x∗x))(W )) = (R ◦ T ◦R(y∗y)JΦΛΦ(x)|JΦΛΦ(x))
T ((i ∗ ωJΦΛΦ(y∗y),ΛΦ(x∗x))(W ))
= α(< T ◦R(y∗y)JΦΛΦ(x), JΦΛΦ(x) >α,ν)
≤ ‖T ◦R(y∗y)‖T (x∗x)
(ii) if x, y are in NT ∩ NR◦T◦R ∩ NΦ, then (i ∗ ωJΦΛΦ(y∗y),ΛΦ(x∗x))(W )
belongs to M+T ∩M+Φ ∩M+R◦T◦T ∩M+Φ◦R.
(iii) if x, y are inMT∩MR◦T◦R∩MΦ∩MΦ◦R, then (i∗ωJΦΛΦ(y),ΛΦ(x))(W )
belongs to MT ∩MΦ ∩MR◦T◦R ∩MΦ◦R.
(iv) if N is abelian and γ = id, the restrctions of Φ and Φ ◦ R to
An(W ) are faithful lower semi-continuous densely defined KMS weights
on An(W ).
Proof. Using 4.1, we obtain that the operator (i∗ωJΦΛΦ(y∗y),ΛΦ(x∗x))(W )
is positive, and that :
R◦T ((i∗ωJΦΛΦ(y∗y),ΛΦ(x∗x))(W )) = R◦T ◦R((i∗ωJΦΛΦ(x∗x),ΛΦ(y∗y))(W ))
which, using 4.6(iii) and the right-invariance of R ◦ T ◦R, is equal to :
R ◦ T ◦R((id β∗α
N
ωJΦΛΦ(x))Γ(y
∗y))
= (id β∗α
N
ωJΦΛΦ(x))(1 β⊗α
N
R ◦ T ◦R(y∗y))
= β(< R ◦ T ◦R(y∗y)JΦΛΦ(x), JΦΛΦ(x) >α,ν)
from which we get (i); we then get (ii) by using 4.6(i), and (iii) is just
given by linearity. Let us write Φ˜ for the restriction of Φ to An(W ); If
N is abelian, using then Dini’s theorem and (iii), we get that, if x, y are
inNT∩NΦ∩NΦ◦R∩NR◦T◦R, the operator (i∗ωJΦΛΦ(y),ΛΦ(x))(W ) belongs
to the norm closure ofMΦ˜∩MΦ˜◦R; so, using 4.5(i) and 2.2.1(iii), we get
that Φ˜ is densely defined in An(W ); moreover, if γ = id, using 4.7(ii),
we get that Φ˜ is KMS, which finishes the proof. 
4.9. Lemma. Let G = (N,M, α, β,Γ, T, R, ν, τt, γt) be a generalized
measured quantum groupoid in the sense of Lesieur; let us define Φ =
ν ◦ α−1 ◦ T ; then, we have, for all x in NΦ :
ωJΦΛΦ(x) ◦R = ωJΦ◦RΛΦ◦R(R(x∗))
Proof. Let y be analytical with respect to both Φ and Φ ◦ R; we then
get that :
< ωJΦΛΦ(x), y >= Φ(σ
Φ
i/2(y)x
∗x)
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and, therefore :
< ωJΦΛΦ(x) ◦R, y > = Φ(σΦi/2(R(y))x∗x)
= Φ(R(σΦ◦R−i/2(y)x
∗x)
= Φ ◦R(R(x∗x)σΦ◦R−i/2(y))
= Φ ◦R(σΦ◦Ri/2 (y∗)R(x)R(x∗))
which, by a similar calculation, is equal to < ωJΦ◦RΛΦ◦R(R(x∗)), y
∗ >;
which gives the result. 
4.10. Lemma. Let G = (N,M, α, β,Γ, T, R, ν, τt, γt) be a generalized
measured quantum groupoid in the sense of Lesieur, and let us suppose
that the von Neuman algebra N is abelian; let us use the notations of
3.10(iv) and consider the C∗- subalgebra An(W ) of M (3.2, 3.10(iv));
for any x in NT ∩NΦ, there exists xn in An(W )∩MT ∩MΦ such that
ΛT (xn) is norm converging to ΛT (x).
Proof. As α(N) ⊂ M(An(W )) (3.10(iv)), we get that T (An(W ) ∩
MT ) is an ideal of α(N), which, by normality of T , is weakly dense
in N ; let en be a countable approximate unit of T (An(W ) ∩ MT );
we have enT (x
∗x) = T (x∗enx), which is increasing to T (x
∗x), and,
using Dini’s theorem, is therefore norm converging to T (x∗x). Let
fn positive in An(W ) such that en = T (fn); we have enT (x
∗x) =
T (T (x∗x)1/2fnT (x
∗x)1/2) = T (x∗nxn), where xn = f
1/2
n T (x∗x)1/2 be-
longs to An(W )∩MT . We then get that ΛT (xn) is norm converging to
ΛT (x). 
4.11. Theorem. Let G = (N,M, α, β,Γ, T, R, ν, τt, γt) be a generalized
measured quantum groupoid in the sense of Lesieur, and let us suppose
that the von Neuman algebra N is abelian; let us use the notations of
3.10(iv) and consider the C∗- subalgebra An(W ) of M (3.2, 3.10(iv));
then, for all x1, x2 in An(W )∩NT ∩NΦ, y1, y2 in An(W )∩NR◦T◦R ∩
NΦ◦R, we have :
(i) we have :
(id β∗α
N
ωJΦΛΦ(x1),JΦΛΦ(x2))Γ(An(W )) ⊂ An(W )
and the closed linear set generated by all elements of the form
(id β∗α
N
ωJΦΛΦ(x1),JΦΛΦ(x2))Γ(x)
where x is in An(W ), x1, x2 in An(W )∩NT ∩NΦ, is equal to An(W ).
(ii) we have :
(ωJΦ◦RΛΦ◦R(y1),ΛΦ◦R(y2) β∗α
N
id)Γ(An(W )) ⊂ An(W )
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and the closed linear set generated by all elements of the form
(ωJΦ◦RΛΦ◦R(y1),ΛΦ◦R(y2) β∗α
N
id)Γ(y)
where y is in An(W ), y1, y2 in An(W ) ∩ NR◦T◦R ∩ NΦ◦R, is equal to
An(W ).
Proof. Let us take x, x1, x2 in NT ∩NΦ; we have, by prop. 4.1 :
(id β∗α
N
ωJΦΛΦ(x1),JΦΛΦ(x2))Γ(x
∗) = (id ∗ ωJΦΛΦ(x∗1x2),ΛΦ(x))(W )
If x is inAn(W )∩NT∩NΦ; by the norm density of An(W )∩NT∩NΦ into
An(W ), we get that, for any y in An(W ), (id β∗α
N
ωJΦΛΦ(x1),JΦΛΦ(x2))Γ(y)
belongs to An(W ), from which we get the first result of (i).
Using 4.1, we get that the first closed linear set contains all elements of
the form (id∗ωJΦΛΦ(x∗1x2),ΛΦ(x))(W ), where x, x1, x2 are in An(W )∩NT∩
NΦ, and, by linearity, all elements of the form (id ∗ωJΦΛΦ(y),ΛΦ(x))(W ),
where x is in An(W )∩NT∩NΦ and y is in An(W )∩MT∩MΦ; using then
4.10, we get it contains all elements of the form (id∗ωJΦΛΦ(y),ΛΦ(x))(W ),
where x, y belong to NT ∩ NΦ; so, by prop 2.2.1(iii), it contains all
elements of the form (i ∗ ωξ,η)(W ), where ξ is in D(αH, ν) and η is in
D(Hβˆ, ν
o). So, it contains An(W ), and, by 4.11, it is equal to An(W ),
which is (i).
We have now, using 4.9 :
(ωJΦ◦RΛΦ◦R(x1),ΛΦ◦R(x2) β∗α
N
id)Γ(x)
= (ωJΦΛΦ(R(x∗2),JΦΛΦ(R(x∗1)) ◦R β∗α
N
id)Γ(x)
= R((id β∗α
N
ωJΦΛΦ(R(x∗2)),JΦΛΦ(R(x∗1)))Γ(R(x))
which gives (ii). 
5. Measured continuous fields of C∗-algebras
In that chapter, we prepare the study of the case when the basis
is central; for that purpose, we recall the basic definitions and results
about C0(X)− C∗-algebras and continuous fields of C∗-algebras (5.1).
We then give, in that context, the definition of continuous fields of
weights (5.2) and a result (5.3) which leads to the definition of a ”mea-
sured continuous field of C∗-algebras”(5.4), which will be basic data
for the construction of C∗-quantum groupoids.
In the case of two measured continuous fields of C∗-algebras, we show
that the min tensor product introduced by Blanchard can be described
then with the help of Sauvageot’s relative tensor product (5.5); more-
over, if we take the tensor product of a measurable continuous field
of C∗-algebras by itself, the C∗-algebra obtained is again a continuous
field of C∗-algebras (5.7).
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5.1. Definitions. Let X be a locally compact space; following [Ka],
we shall say that a C∗-algebra A is a C0(X) − C∗-algebra if there
exists an injective non degenerate ∗-homomorphism α from C0(X) into
Z(M(A)). If x ∈ X , let us write Cx(X) for the ideal of C0(X) made of
all functions in C0(X) with value 0 at x, and let us consider α(Cx(X))A,
which is an ideal in A; let us write Ax for the quotient C∗-algebra
A/α(Cx(X))A. For any a in A, let us write a
x for its image in Ax.
Then, we have ([B2], 2.8) :
‖a‖ = supx∈X‖ax‖
By definition [D], we shall say that A is a continuous field over X if
the function x 7→ ‖ax‖ is continuous.
Let A be a C0(X) − C∗-algebra, and E be a C0(X)-Hilbert module;
let π be a C0(X)-linear morphism π from A to L(E) (which means
that the specialization πx is a representation of A on the Hilbert space
Ex whose kernel contains α(Cx(X))A). We say that π is a continuous
field of faithful representations if Kerπx = α(Cx(X))A. We may then
consider πx as a faithful representation of the C
∗-algebra Ax on Ex. It
is proved in ([B2], 3.3) that, if A is a separable C0(X) − C∗-algebra,
the following are equivalent :
(i) A is a continuous field over X of C∗-algebras
(ii) there exists a continuous field of faithful representations of A.
Given two C0(X)-algebrasA1 andA2, Blanchard ([B1], 2.9) had defined
the minimal C∗-norm on the involutive algebra (A1 ⊙ A2)/J(A1, A2),
where A1 ⊙ A2 is the algebraic tensor product of the algebras A1 and
A2, and J(A1, A2) the involutive ideal in A1 ⊙ A2 made of finite sums∑n
i=1 ai ⊗ bi, with ai ∈ A1, bi ∈ A2, such that
∑n
i=1 a
x
i ⊗ bxi = 0, for all
x ∈ X . This C∗-norm is given by :
‖
n∑
i=1
ai ⊗ bi‖m = supx∈X‖
n∑
i=1
axi ⊗ bxi ‖m
where, on the right hand on the formula, is taken the minimal tensor
product of the C∗-algebras Ax1 and A
x
2 . The completion with respect
to that norm will be called the minimal tensor product of the C0(X)-
algebras A1 and A2, and will be denoted A1 ⊗mC0(X) A2.
In the case of measured fields of C∗-algebras, it is proved in ([B2], 3.21)
that this C∗-algebra, equipped with the morphism f 7→ f ⊗mC0(X) 1 =
1⊗mC0(X) f is equal to the C0(X)−C∗-algebra A1⊗C0(X)A2. (If π1 (resp.
π2) is a faithful non degenerate C0(X)-representation on a C0(X)-
Hilbert module E1 (resp. E2), A1 ⊗C0(X) A2 is defined as operators
on E1 ⊗C0(X) E2 ([B2], 3.18) and does not depend on the choice of the
C0(X)-representations ([B2], 3.20).
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5.2. Definition. Let X be a locally compact space, and A a C0(X)−
C∗-algebra. A continuous field of weights is a family ϕ = (ϕx)x∈X such
that :
- for all x in X , ϕx is a lower semi-continuous weight on A, such that,
for all a in Mϕx , f in Cb(X)
+, α(f)a belongs to Mϕx and :
ϕx(α(f)a) = f(x)ϕx(a)
- for all x ∈ X , a in A+, ϕx(a) = 0 if and only if a ∈ α(Cx(X))A.
- there exists a norm continuous one parameter group of automorphisms
of A, t 7→ σt, such that, for all x ∈ X , the weights ϕx are KMS with
respect to σt;
- for all x ∈ X and a ∈ A+, the function x 7→ ϕx(a) from X to [0,+∞]
is Borel, and there exist a norm dense hereditary cone F ⊂ ∩
x
Mϕx such
that, for any a in F , the function x 7→ ϕx(a) belongs to Cb(X).
We then easily get that σt is trivial on α(Cb(X)), and consider σt
as a one parameter group of automorphisms on Ax, and consider then
ϕx as a faithful lower semi-continuous densely defined weight on Ax,
which is KMS with respect to σt.
5.3. Proposition. Let X be a locally compact space, A a C0(X)−C∗-
algebra. and ϕ a continuous field of weights on A; then :
(i) there exists a faithful representation π of A such that π◦α is square-
integrable with respect to any positive measure ν on X, whose support
is X; let α be the extension of π ◦ α to L∞(X, ν);
(ii) there exists a normal semi-finite faithful operator-valued weight T
from π(A)′′ to α(L∞(X, ν)), such that, for any a in A+, T (π(a)) is the
image by α of the function x 7→ ϕx(A);
(iii) for all t ∈ R, we have : π ◦ σt = σTt ◦ π.
Proof. Let ν be a bounded positive Radon measure on X , whose sup-
port is X ; let us define a weight Φ on A+ by, for all a ∈ A+ :
Φ(a) =
∫
X
ϕx(a)dν ′(x)
Φ can be written as an upper limit of lower semi-continuous functions
on A+, and is therefore lower semi-continuous; for any f ∈ K(X) and
a ∈ F , the function x 7→ ϕx(α(f)a) belongs to K(X) and, therefore, to
L1(ν) and we get that Φ(α(f)a) <∞; so, Φ is semi-finite; If Φ′(a) = 0,
thanks to the support of ν, we get that ϕx(a) = 0 for ν-almost every
x ∈ X , which means that a ∈ α(Cx(X))A; therefore, for ν-almost every
x ∈ X , we have ax = 0, and, by continuity of x 7→ ‖ax‖, we get that
ax = 0 for all x ∈ X ; as ‖a‖ = supx‖ax‖, we finally get that a = 0, and
Φ is faithful.
It is straightforward to get that Φ is KMS with respect to σt; therefore,
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there exists an extension Φ on πΦ(A)
′′ which is a normal faithful semi-
finite weight, and πΦ ◦ σt = σΦt ◦ πΦ.
Let b ∈ NΦ such that the function x 7→ ϕx(b∗b) is bounded, and f in
C0(X); we have :
Φ(α(f)b∗bα(f)) =
∫
X
|f |2(x)ϕx(b∗b)dν ′(x)
≤ supxϕx(b∗b)
∫
X
‖f‖2dν ′(x)
we get that :
‖πΦ(α(f))ΛΦ(b)‖2 ≤ supxϕx(b∗b)ν(|f |2)
Therefore, ΛΦ(b) is bounded for the representation πΦ ◦α, with respect
to the trace ν on C0(X); taking now a ∈ NΦ, we can consider the
Borel set Bn = {x ∈ X ;ϕx(a∗a) < n}, a compact Kn ⊂ Bn such that
ν(Bn −Kn) < 1/n, and a function fn in K(X), 0 ≤ fn ≤ 1, with value
1 on Kn; then the functions x 7→ ϕx(α(fn)2a∗a) are bounded, so the
vectors ΛΦ(α(fn)a) are bounded for the representation πΦ ◦ α, with
respect to the trace ν on C0(X); as α(fn) is strongly converging to 1,
we get that these bounded vectors are dense. So, we infer that there
exists an extension α of L∞(X, ν) on HΦ.
If we take now another positive measure ν ′ on X , with support X , by
the equivalence of the measures ν and ν ′, we get (i).
From the formula πΦ ◦ σt = σΦt ◦ πΦ, we obtain, by continuity, that
σΦt (α(f)) = α(f) for all f in L
∞(X, ν), and, therefore, by Take-
saki’s theorem ([T], th. 4.2), there exists a faithful semi-finite nor-
mal operator-valued weight T from πΦ(A)
′′ to α(L∞(X, ν)) such that
Φ = ν ◦ α−1 ◦ T .
Another positive measure ν ′ on X , with support X , will be of the form
gν, and the Radon Nykodym derivative g can be considered as a pos-
tive non singular element affiliated to L∞(X, ν); taking now the weight
Φ′ on πΦ(A)
′′ defined by (DΦ′ : DΦ)t = α(g)
it, we get, on one hand,
Φ′ = ν ′ ◦ α−1 ◦ T , and, for all a ∈ A+ :
Φ′ ◦ πΦ(a) =
∫
X
ϕx(a)dν ′(x)
from which we get (ii).
As α(L∞(X, ν)) is central, the modular group σTt is equal to σ
Φ
t , and
we have already obtained (iii). 
5.4. Definitions. Let X be a locally compact space, A a C0(X)−C∗-
algebra, and ϕ a continuous field of weights on A; let’s take the no-
tations of 5.2; It is then clear that Nϕ, considered as a right Cb(X)-
module, and equipped with the inner product (a, b) 7→ T (b∗a), is a
inner-product Cb(X)-module in the sense of [La]. (Sorry for being old-
fashioned in writing inner products left linear).
40 MICHEL ENOCK
Using 5.3, we can see its completion Eϕ as the norm closure of the set
{ΛT (X), X ∈ Nϕ}; the representation π of A defined in 5.3 is a Cb(X)-
linear morphism and can be considered as a Cb(X)-linear morphism
from A into L(Eϕ), and we shall denote it πϕ. Taking the specializa-
tion at the point x ∈ X , we obtain an Hilbert space (Eϕ)x, which is
the completion of the inner product in Nϕ given by (a, b) 7→ ϕx(b∗a);
from which we get that (Eϕ)x = Hϕx , and that the representation (πϕ)x
obtained by the specialization of πϕ is equal to πϕx . As ϕ
x, by defini-
tion, is faithful on Ax, so is πϕx , and, therefore, πϕ is a field of faithful
representations of A ([B2], 2.11).
Using now ([B2], th 3.3), we get that A is a continuous field of C∗-
algebras. With all these notations, we shall call (X,α,A, ϕ) a mea-
sured continuous field over X of C∗-algebras; for all positive measure
ν on X , the weight Φ on A defined in 5.3 for all a in A+ by :
Φ(a) =
∫
X
ϕx(a)dν(x)
will be denoted Φ =
∫
X
ϕxdν(x).
Extending slightly the definition of a continuous field of states given in
([B1] 1.2), we shall say that a continuous field of positive linear forms on
A is a positive C0(X)-linear application ω from A into M(α(C0(X))),
such that, for any x ∈ X , the application X 7→ ω(X)(x) factors
throught a positive linear form on the C∗-algebra Ax. In the situa-
tion of a measured continuous field (X,α,A, ϕ) over X of C∗-algebras,
if a belongs to Nϕ, then the applications ωa(b) = T (a
∗ba) are continu-
ous fields of positive linear forms on A; ωa(b) is the image by α of the
function x 7→ ϕx(a∗ba).
5.5. Proposition. Let (X,α1, A1, ϕ1) and (X,α2, A2, ϕ2) be two mea-
sured continuous fields of C∗-algebras. Let ν be a positive radon mea-
sure on X, with support X. Let Φ1 =
∫
X
ϕx1dν(x) (resp. Φ2 =∫
X
ϕx2dν(x)) be the faithful, densely defined weight on A constructed
in 5.3. Then :
(i) the representation πΦ1 ◦ α1 (resp. πΦ2 ◦ α2) is a representation of
C0(X) on HΦ1 (resp. HΦ2), which is square-integrable with respect to
ν. Let us write α1 (resp. α2) the representation of L
∞(X, ν) which
extends α1 (resp. α2), and let us write again ν the normal semi-finite
faithful trace on L∞(X, ν) given by the positive Radon measure ν.
(ii) the C∗-algebra A1⊗mC0(X) A2 has a faithful representation ̟ on the
Hilbert space HΦ1 α1⊗α2
ν
HΦ2 such that, for all a1 ∈ A1 and a2 ∈ A2, we
have :
̟(a1 ⊗ a2) = πΦ1(a1) α1⊗α2
N
πΦ2(a2)
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(iii) for any finite sum with ai ∈ A1 and bi ∈ A2, we have :
‖
n∑
i=1
ai ⊗ bi‖m = ‖
n∑
i=1
πΦ1(ai) α1⊗α2
N
πΦ2(bi)‖
We shall therefore identify the C∗-algebra A1 ⊗mC0(X) A2 with the C∗
generated on HΦ1 α1⊗α2
ν
HΦ2 by all the operators πΦ1(a1) α1⊗α2
N
πΦ2(a2),
or all a1 ∈ A1 and a2 ∈ A2.
(iv) the ideal J(A1, A2) is generated by the elements a1α1(f)⊗a2−a1⊗
α2(f)a2, where a1 belongs to A1, a2 to A2 and f to C0(X).
Proof. Result (i) is clear by 5.3(i).
By ([B1], 4.1), there exists a faithful C0(X)-linear representation of
A1 ⊗mC0(X) A2 on the Hilbert A2-module Eϕ1 ⊗C0(X) A2, which sends
the finite sum
∑n
i=1 ai ⊗ bi on the operator
∑n
i=1 πϕ1(ai) ⊗C0(X) bi on
Eϕ1 ⊗C0(X) A2. Let have a closer look at this last operator, and let’s
take finite families xj ∈ Nϕ1 , cj ∈ NΦ2 (j = 1, ..., m). With a repeated
use of Cauchy-Schwartz inequality, and with the same arguments as in
([L], 1.2), one gets that the weight Φ2 applied to :
<
i=n,j=m∑
i=1,j=1
πϕ1(ai)ΛT1(xj)⊗C0(X) bicj,
i=n,j=m∑
i=1,j=1
πϕ1(ai)ΛT1(xj)⊗C0(X) bicj >
is less than :
‖
n∑
i=1
πϕ1(ai)⊗C0(X)bi‖Φ2(<
m∑
j=1
ΛT1(xj)⊗C0(X)cj ,
m∑
j=1
ΛT1(xj)⊗C0(X)cj >)
But, we easily get that :
Φ2(<
m∑
j=1
ΛT1(xj)⊗C0(X) cj ,
m∑
j=1
ΛT1(xj)⊗C0(X) cj >) =
Φ2(
∑
j
α2 ◦ α−11 T1(x∗jxj)c∗jcj) =
‖
m∑
j=1
ΛΦ1(xj) α1⊗α2
ν
ΛΦ2(cj)‖2
and, therefore, we get that :
‖
i=n,j=m∑
i=1,j=1
πΦ1(ai)ΛΦ1(xj) α1⊗α2
ν
πΦ2(bi)ΛΦ2(cj)‖2
is less than :
‖
n∑
i=1
πϕ1(ai)⊗C0(X) bi‖2‖
m∑
j=1
ΛΦ1(xj) α1⊗α2
ν
ΛΦ2(cj)‖2
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which, using ([B1], 4.1), is less than :
‖
n∑
i=1
ai ⊗ bi‖2m‖ΛΦ1(xj) α1⊗α2
ν
ΛΦ2(cj)‖2
From which we induce that :
‖
n∑
i=1
πΦ1(ai) α1⊗α2
N
πΦ2(bi)‖ ≤ ‖
n∑
i=1
ai ⊗ bi‖m
which gives (ii).
Let us suppose now that
∑n
i=1 πΦ1(ai)α1⊗α2
N
πΦ2(bi) = 0; with the same
calculation as above, using the faithfulness of Φ2, we get that, for any
finite families (xj)j=1,..m and (cj)j=1,..m, we have :
i=n,j=m∑
i=1,j=1
πϕ1(ai)ΛT1(xj)⊗C0(X) bicj = 0
which gives that the operator
∑n
i=1 πΦ1(ai)⊗C0(X) bi on Eϕ1 ⊗C0(X) A2
is equal to 0. By the faithfulness of the representation constructed
in ([B1] 4.1), we get that ‖∑ni=1 ai ⊗ bi‖m = 0, and, therefore, that∑n
i=1 ai⊗bi belongs to J(A1, A2). But, as the semi-norm
∑n
i=1 ai⊗bi 7→
‖∑ni=1 ai⊗bi‖m is the minimal semi-norm on (A1⊙A2)/J(A1, A2) ([B1],
2.9), we get (iii). Now (iv) is given by ([B1], 3.1). 
This last proposition extends ([GM], 3.4).
5.6. Example. Let G be a locally compact groupoid, as described in
3.3. Then, the transpose of applications r and s give us mappings rˆ
and sˆ from C0(G(0)) into Cb(G) = M(C0(G)), which gives to C0(G) a
double (via r, and via s) structure of C0(G(0))− C∗-algebra.
As r and s are open ([R1], 2.4), C0(G) is (in two different ways, via r
and via s) a continuous field of C∗-algebras ([B2], prop. 3.14). More-
over, if f ∈ K(G) the function u 7→ λu(f) belongs to K(G(0)) ([R1] 2.3).
So, it is clear that λu (resp. λu) is then a continuous field of weights
on C0(G), via r (resp. via s), in the sense of 5.2.
By applying 5.5(iv), we get that C0(G) sˆ⊗mrˆ
C0(G(0))
C0(G) is the quotient of
C0(G)⊗C0(G) (which can be identified with C0(G2)) by the ideal gener-
ated by the functions (x1, x2) 7→ f(s(x1))g(x1, x2)− f(r(x2))g(x1, x2),
where x1, x2 are in G, f in C0(G(0)), g in C0(G2); a non zero character
on this algebra is a couple (x1, x2) such that s(x1) = r(x2), i.e. an
element of G(2); so, we can identify C0(G) sˆ⊗mrˆ
C0(G(0))
C0(G) with C0(G(2)).
5.7. Proposition. Let (X,α,A, ϕ) be a measurable continuous field of
C∗-algebras; let πϕ be the representation C0(X)− C∗-algebra A on the
C∗-module Eϕ; let us consider the C0(X)− C∗-algebra A ⊗m
C0(X)
A; then,
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for any x ∈ X :
(i) for any finite family ai, bi of elements of A, we have :
‖(πϕx ⊗m πϕx)(
∑
i
ai ⊗ bi)‖ ≤ ‖
∑
i
(ai ⊗m
C0(X)
bi)‖
and, therefore, we can define a representation πϕx ⊗m
C0(X)
πϕx of A ⊗m
C0(X)
A,
which is equal to (πϕ ⊗C0(X) πϕ)x;
(ii) we have :
Ker(πϕ ⊗C0(X) πϕ)x = α(Cx(X))(A ⊗m
C0(X)
A)
(iii) the C0(X)−C∗-algebra A ⊗m
C0(X)
A is a continuous field of C∗-algebras
and (A ⊗m
C0(X)
A)x = Ax ⊗m Ax
Proof. The tensor product Eϕ⊗C0(X) Eϕ is a C0(X)-module defined, for
y1, y2, z1, z2 in Nϕ, by :
< ΛT (y1)⊗C0(X) ΛT (z1),ΛT (y2)⊗C0(X) ΛT (z2) >
=< T (y∗2y1)ΛT (z1),ΛT (z2) >
which is equal to :
T (z∗2T (y
∗
2y1)z1) = T (T (y
∗
2y1)z
∗
2z1) = T (y
∗
2y1)T (z
∗
2z1)
and the C0(X)-representation πϕ ⊗C0(X) πϕ is therefore defined by :
< (πϕ⊗C0(X)πϕ)(
∑
i
ai⊗C0(X)bi)(ΛT (y1)⊗C0(X)ΛT (z1)),ΛT (y2)⊗C0(X)ΛT (z2) >
=
∑
i
T (y∗2aiy1)T (z
∗
2biz1)
Specializing, we obtain, because (Eϕ)x = Hϕx and (πϕ)x = πϕx , that :
((πϕ⊗C0(X)πϕ)x(
∑
i
ai⊗C0(X) bi)(Λϕx(y1)⊗Λϕx(z1))|Λϕx(y2)⊗Λϕx(z2))
is equal to :∑
i
ϕx(y∗2aiy1)ϕ
x(z∗2biz1) =
∑
i
ϕx(y∗2aiy1)ϕ
x(z∗2biz1)
which is :
((πϕx ⊗ πϕx)(
∑
i
ai ⊗ bi)(Λϕx(y1)⊗ Λϕx(z1))|Λϕx(y2)⊗ Λϕx(z2))
from which we get (i).
Let now Y in Ker(πϕ ⊗C0(X) πϕ)x; let us write Y as an infinite sum
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i ai ⊗m
C0(X)
bi, norm converging in A ⊗m
C0(X)
A; by the same calculation as
above, we obtain, for all y and z in Nϕ, that :∑
i
ϕx(y∗a∗iaiy)ϕ
x(z∗b∗i biz) = 0
which, implies, that, for all i, either πϕx(ai), or πϕx(bi) is equal to
0; which, using 5.3, means that, for all i, either ai, or bi belongs to
α(Cx(X))A; and, therefore, for all i, the element ai ⊗m
C0(X)
bi belongs to
(α(Cx(X)) ⊗m
C0(X)
1)(A ⊗m
C0(X)
A), which implies (ii).
We get (iii) by ([B2], 3.3 and 3.22). 
6. Measured quantum groupoids with a central basis
We deal now with a generalized measured quantum groupoid G =
(N,M, α, β,Γ, T, R, ν, τt, γt), such that the von Neuman algebra α(N)
is included into the center Z(M). Then, we get that it is a mea-
sured quantum groupoid (6.1(i)), and that the C∗-algebra An(W ) is
a C0(X) − C∗-algebra (6.1(ii)), which is a measured continuous field
of C∗-algebras, in two different ways (via α, or via β). We obtain a
Plancherel-like formula for the coproduct Γ (6.7), which gives that the
coproduct sends the C∗-algebra An(W ) in the min tensor product of
the C0(X) − C∗-algebra An(W ) by itself (6.8). We finish by consid-
ering the case of an ”abelian” measured quantum groupoid (i.e. the
case when the underlying von Neuman algebra itself is abelian; then
we prove that it is possible to put on the spectrum of the C∗-algebra
An(W ) a structure of a locally compact groupoid, whose basis is the
spectrum of C∗(ν) (6.9). Starting from a measured groupoid equipped
with a left-invariant Haar system, we recover Ramsay’s theorem which
says that this groupoid is measure-equivalent to a locally compact one
(6.10).
6.1. Lemma. Let G = (N,M, α, β,Γ, T, R, ν, τt, γt) be a generalized
measured quantum groupoid, such that the von Neuman algebra α(N)
is included into the center Z(M); then :
(i) the generalized measured quantum groupoid is a measured quantum
groupoid (therefore γt = id); moreover, the von Neuman algebra β(N)
is included into the center Z(M) and the representation βˆ is equal to
α.
(ii) Let X be the spectrum of C∗(ν); then the C∗-algebra An(W ) is, in
two different ways (via α and via β) a C0(X)−C∗-algebra, in the sense
of Kasparov-Blanchard ([Ka], [B1]).
Proof. Let δ be the modulus of G; as δit commutes with α(n), for all x
in N and t in R, we get, using 4.4 that γt = id, which proves that G is a
measured quantum groupoid. As β = R◦α, we get that β(N) ⊂ Z(M).
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Moreover, the definition of βˆ given in 4.1 finishes the proof of (i).
By 3.10(iv), we get that α(C∗(ν)) ⊂M(An(W )), and with the hypoth-
esis, we get that α(C∗(ν)) ⊂ Z(M(An(W )), which gives the result; the
same holds if we take β instead of α. 
6.2. Theorem. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quan-
tum groupoid, such that the von Neuman algebra α(N) is included
into the center Z(M), and let X be the spectrum of C∗(ν). As N =
M(C∗(ν)), we shall identify N with Cb(X), and, for any a in M
+
T (resp.
M
+
T ′), we define T
x(a) (resp. T ′x(a)) as T (a)(x) (resp. T ′(a)(x)); we
obtain then lower semi-continuous weights T x on M+T (resp. T
′x on
M+T ′), and we shall denote T˜
x (resp. T˜ ′
x
) their extension to A+ (2.8,
[B]) :
(i) Let T˜ = (T˜ x)x∈X ; it is a measured continuous field of C
∗-algebras
over X, in the sense of 5.4.
(ii) Let T˜ ′ = (T˜ ′
x
)x∈X ; it is a measured continuous field of C
∗-algebras
over X, in the sense of 5.4.
Proof. For any a ∈ M+T , the function x 7→ T˜ x(a) is equal to T (a), and
is therefore in N = Cb(X); then we get that it is a continuous field of
weights, in the sense of 5.2, which gives (i). Property (ii) is proved the
same way. 
6.3. Corollary. Let G = (N,M, α, β,Γ, T, T ′, ν) be a measured quan-
tum groupoid, such that the von Neuman algebra α(N) is included into
the center Z(M). If x, y are in An(W ), the application x ⊗ y 7→
‖x β⊗α
N
y‖ extends to a C∗-semi-norm on the algebraic tensor product
An(W ) ⊗ An(W ) and to a C∗-norm on the quotient of this algebraic
tensor product by the ideal generated by the operators of the form
{xβ(f)⊗ y − x⊗ α(f)y, x, y ∈ An(W ), f ∈ N}
Therefore, the C∗-algebra generated on Hβ⊗α
ν
H by all operators xβ⊗α
N
y,
for x, y in An(W ) can be considered as the min tensor product of the
C0(X)−C∗-algebra An(W ) (via β) by the C0(X)−C∗-algebra An(W )
(via α).
Proof. This is just an application of 5.5. 
6.4. Lemma. In the situation of 6.1, let (ei)i∈I be an (α, ν)-orthogonal
basis of H; then, we have :
(i) for all ξ, η2 in D(αH, ν), and η1 in D(αH, ν) ∩D(Hβ, ν) :
(ωη1,η2 ∗ id)(W )ξ =
∑
i
α(< id ∗ ωξ,ei)(W )η1, η2 >α,ν)ei
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(ii) for all ξ1 in D(Hβ, ν), ξ2 in D(αH, ν)∩D(Hβ, ν) and η in D(αH, ν)
(ωξ1,ξ2 ∗ id)(W )∗η =
∑
i
α(< ξ2, (id ∗ ωei,η)(W )ξ1 >β,ν)ei
Proof. We have :
W (η1 β⊗α
ν
ξ) =
∑
i
(id ∗ ωξ,ei)(W )η1 α⊗α
ν
ei
Let now ζ be in H ; we have then :
((ωη1,η2 ∗ id)(W )ξ|ζ) =
∑
i
((id ∗ ωξ,ei)(W )η1 α⊗α
ν
ei|η2 α⊗α
ν
ζ)
= (
∑
i
α(< id ∗ ωξ,ei)(W )η1, η2 >α,ν)ei|ζ)
from which we get (i).
We have :
W ∗(ξ2 α⊗α
ν
η) =
∑
i
(id ∗ ωei,η)(W )∗ξ2 β⊗α
ν
ei
Let now ζ be in H ; we have then :
((ωξ1,ξ2 ∗ id)(W )∗η|ζ) = (
∑
i
(id ∗ ωei,η)(W )∗ξ2 β⊗α
ν
ei|ξ1 β⊗α
ν
ζ)
= (
∑
i
α(< ξ2, (id ∗ ωei,η)(W )ξ1 >β,ν)ei|ζ)
which finishes the proof. 
6.5. Lemma. In the situation of 6.1, let (ei)i∈I be an (α, ν)-orthogonal
basis of H and J a finite subset of I; let us write pJ = Σi∈Jθ
α,ν(ei, ei);
then, for all Ξ1, Ξ2 in H β⊗α
ν
H, the finite sum :
∑
i∈J
((id ∗ ωei,η)(W ) β⊗α
N
(id ∗ ωξ,ei)(W ))Ξ1|Ξ2)
is equal to the scalar product of the vector :
(σν α⊗α
N
1H)(1H α⊗α
N
W )σ2ν(1H β⊗α
N
σνo)(1H β⊗α
N
(1 α⊗α
N
pJ)W )(Ξ1 β⊗α
ν
ξ)
with the vector Ξ2 α⊗α
ν
η
Proof. Let ξ1 be inD(Hβ, ν), ξ2 inD(αH, ν)∩D(Hβ, ν), η1 inD(αH, ν)∩
D(Hβ, ν) and η2 in D(αH, ν). If we take Ξ1 = ξ1 β⊗α
ν
η1 and Ξ2 =
ξ2 β⊗α
ν
η2, the scalar product we were dealing with is equal to :∑
i∈J
(α(< (id ∗ ωei,η)(W )ξ1, ξ2 >β,ν)(id ∗ ωξ,ei)(W )η1|η2)
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Using the commutativity ofN , we consider α(< ei, ei >α,ν)(id∗ωξ,ei)(W ),
which is equal to (id∗ωξ,α(<ei,ei>α,ν)ei)(W ), thanks to the commutation
relations of W , and the fact that α = βˆ. But by 2.1, we know that
α(< ei, ei >α,ν)ei = ei, and therefore :
α(< ei, ei >α,ν)(id ∗ ωξ,ei)(W ) = (id ∗ ωξ,ei)(W )
So, this scalar product is equal to :∑
i∈J
(α(< (id ∗ ωei,η)(W )ξ1, ξ2 >β,ν)(id ∗ ωξ,ei)(W )η1 α⊗α
ν
ei|η2 α⊗α
ν
ei)
which is :∑
i∈J
(α(< (id ∗ ωei,η)(W )ξ1, ξ2 >β,ν< (id ∗ ωξ,ei)(W )η1, η2 >α,ν)ei|ei)
This is equal to to the scalar product of :∑
i∈J
α(< (id ∗ ωξ,ei)(W )η1, η2 >α,ν)ei
with : ∑
i∈J
α(< ξ2, (id ∗ ωei,η)(W )ξ1 >β,ν)ei
which, thanks to 6.4, is equal to :
((ωξ1,ξ2 ∗ id)(W )pJ(ωη1,η2 ∗ id)(W )ξ|η)
Coming back to the calculations made in 3.6, we get it is equal to :
(W (η1 β⊗α
ν
ξ)|η2 α⊗α
ν
pJ(ωξ1,ξ2 ∗ id)(W )∗η)
Defining now ζi, ζ
′
i as in 3.4, we get that it is equal to :
(W (η1 β⊗α
ν
ξ)|η2 α⊗α
ν
∑
i
α(< ζi, ξ1 >β,ν)pJζ
′
i)
Using 3.5, it is equal to the scalar product of :
σ2ν(1H β⊗α
N
σN )(1H β⊗α
N
W )(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)
with :
η2 α⊗α
ν
(1 α⊗α
N
pJ)W
∗(ξ2 α⊗α
ν
η)
which is equal to the scalar product of :
σ2ν(1H β⊗α
N
σν)(1H β⊗α
N
(1 α⊗α
N
pJ)W )(ξ1 β⊗α
ν
η1 β⊗α
ν
ξ)
with :
η2 α⊗α
ν
W ∗(ξ2 α⊗α
ν
η)
from which we get the result, by linearity, continuity and density. 
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6.6. Proposition. Let (N,M, α, β,Γ, T, T ′, ν) be a quantum groupoid
in the sense of Lesieur ([L1], [L2]), and let us suppose that the von
Neuman algebra α(N) is included into the center Z(M); let (ei)i∈I be
an (α, ν)-orthogonal basis of H and J a finite subset of I; let us write
pJ = Σi∈Jθ
α,τ (ei, ei); let k1, k2 in Kα,ν, ξ in D(αH, ν), η in H; then,
we have :
limJ‖(k2 α⊗α
N
(1− pJ))W (k1η β⊗α
ν
ξ)‖ = 0
Proof. Let η1 in D(αH, ν) ∩D(Hβ, ν) and η2 in D(αH, ν); we have :
Rα,ν(pJ(ωη1,η2 ∗ id)(W )ξ) = pJ(ωη1,η2 ∗ id)(W )Rα,ν(ξ)
and, therefore :
< pJ(ωη1,η2 ∗ id)(W )ξ, pJ(ωη1,η2 ∗ id)(W )ξ >α,ν=
Rα,ν(ξ)∗(ωη1,η2 ∗ id)(W )∗pJ(ωη1,η2 ∗ id)(W )Rα,ν(ξ)
which is increasing with J towards
< (ωη1,η2 ∗ id)(W )ξ, (ωη1,η2 ∗ id)(W )ξ >α,ν
Let X be the spectrum of C∗(ν), and let us identify C∗(ν) to C0(X);
using then Dini’s theorem, we get it is norm converging, from which
we infer that :
limJ‖Rα,ν((1− pJ)(ωη1,η2 ∗ id)(W )ξ)‖ = 0
But, by 6.4(i), we have :
(1− pJ)(ωη1,η2 ∗ id)(W )ξ = Σi/∈Jα(< (id ∗ ωξ,ei)(W )η1, η2 >α,ν)ei
and, therefore :
Rα,ν((1−pJ)(ωη1,η2∗id)(W )ξ) = Σi/∈JRα,ν(ei) < (id∗ωξ,ei)(W )η1, η2 >α,ν
and :
‖Rα,ν((1− pJ)(ωη1,η2 ∗ id)(W )ξ)‖2 =
‖Σi/∈J < (id ∗ ωξ,ei)(W )η1, η2 >∗α,ν< (id ∗ ωξ,ei)(W )η1, η2 >α,ν ‖
We have :
< (id ∗ ωξ,ei)(W )η1, η2 >α,ν=
Rα,ν(η2)
∗(ρα,αei )
∗Wρβ,αξ R
α,ν(η1) =
(ρα,αei )
∗(Rα,ν(η2)
∗
α⊗α
N
1)Wρβ,αξ R
α,ν(η1)
and, therefore :
Σi/∈J < (id ∗ ωξ,ei)(W )η1, η2 >∗α,ν< (id ∗ ωξ,ei)(W )η1, η2 >α,ν=
Rα,ν(η1)
∗(ρβ,αξ )
∗W ∗(θα,ν(η2, η2) α⊗α
N
(1− pJ))Wρβ,αξ Rα,ν(η1)
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and its norm is equal to :
‖(θα,ν(η2, η2) α⊗α
N
(1− pJ))Wρβ,αξ Rα,ν(η1)‖2
So, we have that :
limJ‖(θα,ν(η2, η2) α⊗α
N
(1− pJ))Wρβ,αξ Rα,ν(η1)‖ = 0
and, therefore :
limJ‖(θα,ν(η2, η2) α⊗α
N
(1− pJ))Wρβ,αξ θα,ν(η1, η1)‖ = 0
and we get :
limJ‖(θα,ν(η2, η2) α⊗α
N
(1− pJ))W (θα,ν(η1, η1)η β⊗α
ν
ξ)‖ = 0
from which we get the result. 
6.7. Theorem. Let (N,M, α, β,Γ, T, T ′, ν) be a measured quantum grou-
poid in the sense of Lesieur ([L1], [L2]), and let us suppose that the von
Neuman algebra α(N) is included into the center Z(M); let (ei)i∈I be
an (α, ν)-orthogonal basis of H; then, we have, for all ξ, η in D(αH, ν)
Γ((id ∗ ωξ,η)(W )) =
∑
i
(id ∗ ωei,η)(W ) β⊗α
N
(id ∗ ωξ,ei)(W )
where the sum is weakly and strictly convergent.
Proof. Let ξ, η in D(αH, ν). Using 6.5, we get that, for all finite J ⊂ I,
we have :
‖
∑
i∈J
((id ∗ ωei,η)(W ) β⊗α
N
(id ∗ ωξ,ei)(W ))‖ ≤ ‖Rα,ν(ξ)‖‖Rα,ν(η)‖
Let ξ1 be in D(Hβ, ν), ξ2 in D(αH, ν) ∩ D(Hβ, ν), η1 in D(αH, ν) ∩
D(Hβ, ν) and η2 in D(αH, ν); using 3.6, we get that the scalar product
(Γ((id ∗ ωξ,η)(W ))(ξ1 β⊗α
ν
η1)|ξ2 β⊗α
ν
η2)
is equal to :
((ωξ1,ξ2 ∗ id)(W )(ωη1,η2 ∗ id)(W )ξ|η)
which, thanks to the calculations made in 6.5, is equal to :∑
i
((id ∗ ωei,η)(W )ξ1 β⊗α
ν
(id ∗ ωξ,ei)(W )η1|ξ2 β⊗α
ν
η2)
Using then 4.5, we get the weak convergence.
Moreover, we get, using 6.5 that, for any k1, k2 in Kα,ν :
|(Σi/∈J(id ∗ ωei,η)(W )ξ1 β⊗α
ν
k∗1(id ∗ ωξ,ei)(W )k2η1|ξ2 β⊗α
ν
η2)| ≤
‖(k2 α⊗α
N
(1− pJ))W (k1η β⊗α
ν
ξ)‖‖ξ1 β⊗α
ν
η1‖‖ξ2 β⊗α
ν
η2‖
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from which, thanks to 6.6, we get that :
limJ‖(Σi/∈J(id ∗ ωei,η)(W ) β⊗α
N
k∗1(id ∗ ωξ,ei)(W )k2‖ = 0
which gives the result. 
6.8. Theorem. Let (N,M, α, β,Γ, T, T ′, ν) be a measured quantum grou-
poid in the sense of Lesieur ([L1], [L2]), and let us suppose that the von
Neuman algebra α(N) is included into the center Z(M); then, for all
x in the C∗-algebra An(W ), Γ(x) belongs to the multipliers of the C
∗-
algebra generated by all elements of the form a β⊗α
N
b, where a, b belong
to An(W ); using 6.3, we get that Γ(x) ∈M(An(W ) β⊗mα
C∗(ν)
An(W )).
Proof. Let ξ, η in D(αH, ν); using 6.7, the operator Γ((id∗ωξ,η)(W )) is
a strict limit of elements in An(W ) β⊗α
N
An(W ), and therefore belongs
to M(An(W ) β⊗α
N
An(W )), from which we get the result, by definition
of An(W ). 
6.9. Proposition. Let (N,M, α, β,Γ, T, T ′, ν) be a quantum groupoid
in the sense of Lesieur ([L1], [L2]), and let us suppose that the von
Neuman algebra M is abelian; let us write G for the spectrum of the
C∗-algebra An(W ), and G(0) for the spectrum of the C∗-algebra C∗(ν).
Then :
(i) there exists a continuous open application r from G onto G(0), such
that, for all f ∈ C0(G(0)) = A, we have α(f) = f ◦ r; there exists
a continous open application s from G onto G(0), such that, for all
f ∈ C0(G(0)) = A, we have β(f) = f ◦ s.
(ii) then, there exists a partially defined multiplication on G, which
gives to G a structure of locally compact groupoid, with G(0) as set of
units.
(iii) The application defined for all F continuous, positive, with com-
pact support in G, by F 7→ α−1(T (F ))(u), defines a positive Radon
measure λu on G, whose support is Gu. The measures (λu)u∈G(0) are a
Haar system on G.
(iv) the trace ν on C∗(ν) leads to a quasi-invariant measure (denoted
again by ν) on G(0). If we write µ for the measure on G constructed
from ν and the Haar system, we have then :
(N,M, α, β,Γ) = (L∞(G(0), ν), L∞(G, µ), rG, sG,ΓG)
where rG, sG, ΓG have been defined in 2.5. Moreover, then, the operator-
valued weights are given, for any positive F in L∞(G, ν) by :
T (F )(u) =
∫
G
Fdλu
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T ′(F )(u) =
∫
G
Fdλu
where λu is the image of λ
u under the application (x 7→ x−1).
Proof. As α(N) ⊂ M(An(W )), we can construct by restriction a con-
tinuous application r from G into G(0) such that, for all f ∈ C0(G(0)) =
C∗(ν), we have α(f) = f ◦ r; we can construct the same way a contin-
uous application s from G into G(0) such that, for all f ∈ C0(G(0)) =
C∗(ν), we have β(f) = f ◦ r. The applications r and s are open by
([B2], 3.14), which gives (i).
The application R from An(W ) into itself leads to an involutive appli-
cation in G, we shall write x 7→ x−1, and, using that R ◦ α = β, we get
that r(x−1) = s(x) and s(x−1) = r(x).
Thanks to 6.2, we may apply 5.5 to An(W ), which we identify to C0(G),
and we obtain that the commutative C∗-algebra An(W ) β⊗mα
C∗(ν)
An(W )
is the quotient of An(W ) ⊗ An(W ) (identified with C0(G2)) by the
ideal generated by all the functions (x1, x2) 7→ f(s(x1))g(x1, x2) −
f(r(x2))g(x1, x2), where x1, x2 are in G, f in C∗(ν) (identified with
C0(G(0))), and g in C0(G2). So, a non zero character on An(W ) β⊗mα
C∗(ν)
An(W ) is a couple (x1, x2) in G2 such that s(x1) = r(x2); let us write
G(2) for the subset of such elements of G2.
So, we shall identify An(W ) β⊗mα
C∗(ν)
An(W ) to C0(G(2)). Therefore, we
see that the restriction of Γ to An(W ) leads to a continuous applica-
tion from G(2) into G, which gives to G a structure of locally compact
groupoid, which is (ii).
As An(W ) ∩ MT is a dense ideal in An(W ), it contains the ideal
K(G) of continuous functions on G, with compact support; for all
F in K(G), α−1(T (F )) belongs to Cb(G(0)), and, for all u ∈ G(0),
F 7→ α−1(T (F ))(u) defines a non zero positive Radon measure λu on
G; it is now straightforward to get, from the left invariance of T , that
(λu)u∈G(0) is a Haar system on the groupoid. Starting from R ◦ T ◦ R,
we obtain measures λu, which are the images of λ
u by the inverse.
The modulus δ of the measured quantum groupoid gives that the trace
ν on C∗(ν) leads to a quasi-invariant measure µ on G(0).
Now, by density reasons, we shall identify N with L∞(G(0), µ), M with
L∞(G, µ), where µ is the measure on G constructed from µ and the
Haar system, α with rG , β with sG , Γ with ΓG , and we obtain the
required formulae for the left and right Haar systems. 
6.10. Ramsay’s theorem. Let G be a measured groupo¨ıd, with G(0)
as space of units, and r and s the range and source functions from G
to G(0), with a Haar system (λu)u∈G(0) and a quasi-invariant measure
µ on G(0). Let us write ν the associated measure on G. Let ΓG, rG, sG
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be the morphisms associated in 3.3. Then, there exists a locally com-
pact groupoid G˜, with set of units G˜(0), with a Haar system (λ˜u)u∈G˜(0),
and a quasi-invariant measure µ˜ on G˜(0), such that, if ν˜ is the mea-
sure on G˜ constructed from µ˜ and (λ˜u)u∈G˜(0), we get that L∞(G(0), µ) is
isomorphic to L∞(G˜(0), µ˜), L∞(G, ν) is isomorphic to L∞(G˜, ν˜), these
isomorphisms sends µ on µ˜, ν on ν˜, rG and sG on rG˜ and sG˜, ΓG on
ΓG˜, and the operator-valued weight constructed with (λ
u)u∈G(0) on the
operator-valued weight constructed with (λ˜u)u∈G˜(0).
Proof. Let us apply 6.9 to the commutative measured quantum groupoid
constructed from the measured groupoid G. Then, we get the re-
sult. 
7. C∗-measured quantum groupoids (when the basis is
central)
In this chapter, we define C∗ measured quantum groupoids, when
the basis is central. In that case, we can use the notion of measured
continuous fields of C∗-algebras, defined in 5.4. We need then to de-
fine appropriate notion of coproduct (7.2) to define C0(X)-Hopf alge-
bras; we define also left (resp. right) invariant C∗-weight (7.2), and
we give a definition for C∗ quantum groupoids (7.8); starting from a
measured quantum groupoid, with a central basis, we obtain that the
C∗-algebra An(W ) has a natural structure of a C
∗ quantum groupoids
(7.9); more precisely, we obtain that it is, in a certain sense, the great-
est one (7.10(v)); conversely, starting from a C∗ quantum groupoid, we
obtain a measured quantum groupoid (7.10).
7.1. Definitions and notations. Let (X,α,A, ϕ) and (X, β,A, ψ) be
two measured continuous fields of C∗-algebras, in the sense of 5.4; we
have seen in chapter 5 that it is possible to consider the minimal tensor
product of the C0(X)-algebras A (via β) with A (via α), which will be
denoted A β⊗mα
C0(X)
A.
This C∗ algebra is clearly, via the morphisms f 7→ α(f) β⊗mα
C0(X)
1 and
f 7→ 1 β⊗mα
C0(X)
β(f), a C0(X)-algebra, in two different ways, and we can
consider the minimal tensor product (A β⊗mα
C0(X)
A) β⊗mα
C0(X)
A, which is, as
A is a continuous field of C∗-algebras, using ([B1], 3.1), given by the
minimal C∗-norm on the algebra obtained by taking the quotient of the
algebraic tensor product of A β⊗mα
C0(X)
A with A, by the ideal generated by
the elements of the form
{X(1 β⊗mα
C0(X)
β(f))⊗ a−X ⊗ α(f)a,X ∈ A β⊗mα
C0(X)
A, a ∈ A, f ∈ C0(X)}
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We can also consider the C∗-algebra A β⊗mα
C0(X)
(A β⊗mα
C0(X)
A), and, using
([B1], end of chapter 4), we get that these two C∗-algebras are equal,
and shall be denoted by A β⊗mα
C0(X)
A β⊗mα
C0(X)
A.
Let now consider an injective ∗-homomorphism Γ from A into the mul-
tiplier algebra M(A β⊗mα
C0(X)
A), and let us denote again Γ its extension to
M(A). Let us suppose that, for any f in C0(X), we have :
Γ(α(f)) = α(f) β⊗mα
C0(X)
1
Γ(β(f)) = 1 β⊗mα
C0(X)
β(f)
and let us consider the ∗-homomorphism Γ ⊗ id from the algebraic
tensor product A ⊗ A in the C∗-algebra M(A β⊗mα
C0(X)
A β⊗mα
C0(X)
A), which
contains M(A β⊗mα
C0(X)
A) β⊗mα
C0(X)
A. We have, for any a1, a2 in A :
(Γ⊗ id)(β(f)a1 ⊗ a2 − a1 ⊗ α(f)a2) =
(1 β⊗mα
C0(X)
β(f))Γ(a1) β⊗mα
C0(X)
a2 − Γ(a1) β⊗mα
C0(X)
α(f)a2 = 0
and, therefore, this application goes to the quotient, and, using the min
property, to the closure A β⊗mα
C0(X)
A, and we shall denote it then Γ β⊗mα
C0(X)
id.
The definition of id β⊗mα
C0(X)
Γ is done the same way.
For any a in Nϕ, let now (for b ∈ A) ωa(b) be the image by α of the
function x 7→ ϕ(a∗ba); ωa is a continuous field of positive linear forms on
the C0(X)-algebra A (via α) defined in 5.4. Let ν be a poitive measure
on X , whose support is X ; let us denote Φ =
∫
X
ϕxdν(x) be the lower
semi-continuous semi-finite KMS faithful weight on A constructed in
5.4; let α be the representation of L∞(X, ν) on HΦ and T be the normal
faithful semi-finite operator valued weight from πφ(A)
′′ to α(L∞(X, ν))
as constructed in 5.3; as ωa(b) = ΛT (a)
∗πϕ(b)ΛT (a), it is possible, using
5.3 and ([B1], 4.1), to define (id β⊗mα
C0(X)
ωa) from A β⊗mα
C0(X)
A on A, and, by
extension, from M(A β⊗mα
C0(X)
A) on M(A).
For any b in Nψ, we define as well ωb(a) as the image by β of the
function x 7→ ψx(b∗ab) and (ωb β⊗mα
C0(X)
id) from A β⊗mα
C0(X)
A to A, or from
M(A β⊗mα
C0(X)
A) to M(A).
7.2. Definition. Let X be a locally compact space, A a C∗-algebra,
α (resp. β), a non degenerate ∗-homomorphism from C0(X) into
Z(M(A)), ϕ (resp. ψ) such that (X,α,A, ϕ) (resp. (X, β,A, ψ)) is
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a measured continuous field of C∗-algebra, as defined in 5.4. Let us
consider the minimal tensor product A β⊗mα
C0(X)
A as constructed in 7.1; let
now Γ be a non degenerate ∗-homomorphism from A intoM(A β⊗mα
C0(X)
A),
such that, for any f in C0(X), we have :
Γ(α(f)) = α(f) β⊗mα
C0(X)
1
Γ(β(f)) = 1 β⊗mα
C0(X)
β(f)
and let us suppose that :
(Γ β⊗mα
C0(X)
id)Γ = (id β⊗mα
C0(X)
Γ)Γ
where Γ β⊗mα
C0(X)
id and id β⊗mα
C0(X)
Γ had been defined in 7.1. Such an appli-
cation will be called a C0(X)-coproduct.
Moreover, we shall suppose that, for all c in A, for all a in Nϕ, and b
in Nψ, the elements (id β⊗mα
C0(X)
ωa)Γ(c) and (ωb β⊗mα
C0(X)
id)(Γ(c)) belong to
A (and not only M(A)).
Such a 7-uple (X,α, β, A,Γ, ϕ, ψ) will be called a C0(X)-Hopf algebra.
7.3. Example. Let G be a locally compact groupoid, as defined in
3.3. We have seen in 5.6 that C0(G) is, in two ways (via r and via s) a
continuous field of C∗-algebras over G(0), and that the tensor product
C0(G) sˆ⊗mrˆ
C0(G(0))
C0(G) can be identified with C0(G(2)). So, the product of
the groupoid leads to a coproduct ΓG in the sense of 7.2.
If f belongs to C0(G), and if g belongs to C0(G) ∩ ( ∩
u∈G(0)
 L2(G, λu)), let
us consider the function on G :
s 7→
∫
G(0)
dµ(u)
∫
Gu
f(st)|g|2(t)dλu(t)
If both f and g belongs to K(G), this function belongs also to K(G),
and, therefore, by continuity, it belongs, in general, to C0(G). So, we
get that (G(0), rˆ, sˆ, C0(G),ΓG , λu, λu) is a C0(G(0))-Hopf algebra.
Conversely, if A is an abelian C∗-algebra, and (X,α, β, A,Γ, ϕ, ψ) is
a C0(X)-Hopf algebra, let us identify A with C0(Y ), where Y is the
spectrum of A; then, by transposition, α (resp. β) gives a continuous
application from Y to X , which is open by ([B2], 3.14); writing Y (2)
the subset of Y 2 made of couples (x, y) such that s(x) = r(y), we may
identify A β⊗mα
C0(X)
A with C0(Y
(2)), and, by transposition of Γ, we get
a continuous product from Y (2) to Y which gives to Y a structure of
locally compact groupoid.
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7.4. Definition. Let (X,α, β, A,Γ, ϕ, ψ) be a C0(X)-Hopf algebra. Then,
ϕ will be said left-invariant with respect to Γ if, for all a ∈ Mϕ, all
b ∈ Nψ, we have, for all x ∈ X :
ϕx((ωb β⊗mα
C0(X)
id)(Γ(a)) = ψx(b∗b)ϕx(a)
and ψ will be said right-invariant with respect to Γ if, for all b ∈ Mψ,
all a ∈ Nϕ, we have :
ψx((id β⊗mα
C0(X)
ωa)Γ(b)) = ϕ
x(a∗a)ψx(b)
Moreover, Γ will be said simplifiable if :
(i) A is equal to the norm closure of the subspace generated by all the
elements of the form (id β⊗mα
C0(X)
ωa)Γ(x), where x is in A and a is in Nϕ;
(ii) A is equal to the norm closure of the subspace generated by all the
elements of the form (ωb β⊗mα
C0(X)
id)(Γ(x)), where x is in A and b is in Nψ.
Coming back to the case of a locally compact groupoid (7.3), it is
straightforward to verify that the Haar system λu (which gives a con-
tinuous field of weights by 5.6) is left-invariant, and that λu is right-
invariant. Taking now an approximate unit ([R1], 1.9), one can prove
that any function f in K(G) belongs to norm closure of the subspace
generated by all elements of the form (id sˆ⊗mrˆ
C0(G(0))
ωg)ΓG(f), where g is
in K(G); from which we deduce that ΓG is simplifiable.
7.5. Lemma. Let (X,α, β, A,Γ, ϕ, ψ) be a C0(X)-Hopf algebra, and
let us suppose that ϕ is left-invariant. Let ν be a positive Radon mea-
sure on X, with support X. Let us write Φ =
∫
X
ϕxdν(x), Ψ =∫
X
ψxdν(x), α (resp. β) the representation of L∞(X, ν) on HΦ (resp.
HΨ) which extends α (resp. β). Let us write Φ (resp. Ψ) for the
normal semi-finite faithful weight on πΦ(A)
′′ (resp. πΨ(A)
′′) which ex-
tends Φ (resp. Ψ), and T (resp. S) for the normal semi-finite faithful
operator-valued weight from πΦ(A)
′′ to α(L∞(X, ν)) (resp. from πΨ(A)
′′
to β(L∞(X, ν))) which extends ϕ (resp. ψ). We shall consider Aβ⊗mα
C0(X)
A
as a C∗-algebra on HΨ β⊗α
ν
HΦ, as explained in 5.5. Then :
(i) for any a in Nϕ∩NΦ, x in Nψ∩NΨ, ξ in D((HΨ)β, νo), the operator
(ωJΨΛΨ(x),ξ β∗α
N
id)Γ(a)
belongs to NT ∩NΦ.
(ii) for any a in Nϕ∩NΦ, x in Nψ∩NΨ, and (ξi)i∈I an (β, ν)-orthogonal
56 MICHEL ENOCK
basis of HΨ, the sum :∑
i∈I
ξi β⊗α
ν
ΛΦ1((ωJΦ2ΛΦ2 (x),ξi β∗α
N
id)Γ(a))
converges inHΨβ⊗α
νo
HΦ, and it does not depend on the (β, ν
o)-orthogonal
basis of HΨ.
Proof. The operator X = (ωJΨΛΨ(x),ξ β∗α
N
id)Γ(a) belongs to πΦ(A)
′′. By
definition, we have :
X∗X = (λβ,αJΨΛΨ(x))
∗Γ(a∗)λβ,αξ (λ
β,α
ξ )
∗Γ(a)λβ,αJΨΛΨ(x)
≤ ‖Rβ,ν(ξ)‖2(ωJΨΛΨ(x) β∗α
N
id)Γ(a∗a)
= ‖Rβ,ν(ξ)‖2(ΛS(x)⊗α
ν
id)∗Γ(a∗a)(ΛS(x)⊗α
ν
id)
= ‖Rβ,ν(ξ)‖2(ωx β⊗mα
C0(X)
id)Γ(a∗a)
and, therefore :
T (X∗X) ≤ ‖Rβ,ν(ξ)‖2T ((ωx β⊗mα
C0(X)
id)Γ(a∗a))
= ‖Rβ,ν(ξ)‖2T (a∗a)α ◦ β−1(S(b∗b))
and Φ(X∗X) ≤ ‖Rβ,ν(ξ)‖2 ∫
X
ϕx(a∗a)ψx(b∗b)dν(x), which proves (i).
Using (i), part (ii) is proved the same way as ([L2], 3.13). 
7.6. Proposition. Let (X,α, β, A,Γ, ϕ, ψ) be a C0(X)-Hopf algebra,
and let us suppose that ϕ is left-invariant. Let ν be a positive Radon
measure on X, with support X. Let us write Φ =
∫
X
ϕxdν(x), Ψ =∫
X
ψxdν(x), α (resp. β) the representation of L∞(X, ν) on HΦ (resp.
HΨ) which extends α (resp. β). Let us write Φ (resp. Ψ) for the
normal semi-finite faithful weight on πΦ(A)
′′ (resp. πΨ(A)
′′) which ex-
tends Φ (resp. Ψ), and T (resp. S) for the normal semi-finite faith-
ful operator-valued weight from πΦ(A)
′′ to α(L∞(X, ν)) (resp. from
πΨ(A)
′′ to β(L∞(X, ν))) which extends ϕ (resp. ψ). We shall consider
A β⊗mα
C0(X)
A as a C∗-algebra on HΨ β⊗α
ν
HΦ, as explained in 5.5. Let us
suppose, moreover, that the representation πΨ ◦ α of C0(X) is square-
integrable with respect to ν, and let us write α2 the representation of
L∞(X, ν) on HΨ constructed then. On the other hand, let us write, for
all f ∈ L∞(X, ν)
βˆ(f) = JΦα(f
∗)JΦ
Then :
(i) there exists a unique isometry U from HΨ α2⊗βˆ
ν
HΦ into HΨ β⊗α
ν
HΦ
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such that, for any x ∈ Nψ ∩NΨ, a ∈ Nϕ∩NΦ, and (ξi)i∈I orthonormal
(β, ν)-basis of HΨ, we have :
U(JΨΛΨ(x) α2⊗βˆ
ν
ΛΦ(a)) =
∑
i∈I
ξi β⊗α
ν
ΛΦ((ωJΨΛΨ(x),ξi β∗α
L∞(X,ν)
id)Γ(a))
(ii) for all a in Nϕ ∩NΦ, x in Nψ ∩NΨ, ξ in D((HΨ)β, ν), we have
ΛΦ((ωJΨΛΨ(x),ξ β∗α
L∞(X,ν)
id)Γ(a)) = (λβ,αξ )
∗U(JΨΛΨ(x) α2⊗βˆ
ν
ΛΦ(a))
(iii) for all a1, a2 in Nϕ ∩NΦ, we have :
(1 β⊗α
L∞(X,ν)
JΦπΦ(a2)JΦ)Uρ
α2,βˆ
ΛΦ(a1)
= Γ(a1)ρ
β,α
JΦΛΦ(a2)
and, for any x in A, we have :
Γ(x)U = U(1 α2⊗βˆ
L∞(X,ν)
πΦ(x))
(iv) for all f ∈ C0(X), we have :
U(1 α2⊗βˆ
L∞(X,ν)
πΦ ◦ α(f)) = (πΨ ◦ α(f) β⊗α
L∞(X,ν)
1)U
U(1 α2⊗βˆ
L∞(X,ν)
πΦ ◦ β(f)) = (1 β⊗α
L∞(X,ν)
πΦ ◦ β(f))U
U(πΨ ◦ β(f) α2⊗βˆ
L∞(X,ν)
1) = ((1 β⊗α
L∞(X,ν)
βˆ(f))U
Proof. Using 7.5(ii), result (i) is proved the same way as ([L2], 3.14);
then result (ii) is straightforward, and, using (i) and (ii), results (iii),
and (iv) are proved as ([L2], 3.16), ([L2], 3.25) and ([L2], 3.22).

7.7. Theorem. Let (X,α, β, A,Γ, ϕ, ψ) be a C0(X)-Hopf algebra, and
let us suppose that ϕ is left-invariant. Let ν be a positive Radon mea-
sure on X, with support X. Let us write Φ =
∫
X
ϕxdν(x), Ψ =∫
X
ψxdν(x), α (resp. β) the representation of L∞(X, ν) on HΦ (resp.
HΨ) which extends α (resp. β). Let us write Φ (resp. Ψ) for the
normal semi-finite faithful weight on πΦ(A)
′′ (resp. πΨ(A)
′′) which ex-
tends Φ (resp. Ψ), and T (resp. S) for the normal semi-finite faith-
ful operator-valued weight from πΦ(A)
′′ to α(L∞(X, ν)) (resp. from
πΨ(A)
′′ to β(L∞(X, ν))) which extends ϕ (resp. ψ). We shall consider
A β⊗mα
C0(X)
A as a C∗-algebra on HΨ β⊗α
ν
HΦ, as explained in 5.5. Let us
suppose, moreover, that the representation πΨ ◦ α of C0(X) is square-
integrable with respect to ν, and let us write α2 the representation of
L∞(X, ν) on HΨ constructed then. On the other hand, let us write, for
all f ∈ L∞(X, ν)
βˆ(f) = JΦα(f
∗)JΦ
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Then :
(i) Γ is square-integrable with respect to Φ, and there exists an injective
normal ∗-homomorphism Γ1 from πΦ(A)′′ to πΨ(A)′′ β∗α
L∞(X,ν)
πΦ(A)
′′ such
that, for all a in A, we have Γ1(πΦ(a)) = Γ(a).
(ii) the normal representation α2 of L
∞(X, ν) which extends πΨ ◦ α is
injective.
Proof. Let x, e in Nϕ ∩NΦ, v in HΨ. Using 7.6(iii), we get that :
Γ(x)(v β⊗α
ν
JΦΛΦ(e)) = (1 β⊗α
L∞(X,ν)
JΦπΦ(e)JΦ)U(v α2⊗βˆ
ν
ΛΦ(x))
and, therefore, if v belongs to D(α2(HΨ), ν), we have :
‖Γ(x)(v β⊗α
ν
JΦΛΦ(e))‖ ≤ ‖e‖‖Rα2,ν(v)‖‖ΛΦ(x)‖
and all such vectors v β⊗α
ν
JΦΛΦ(e) in Γ(HΨ β⊗α
ν
HΦ) are bounded
with respect to Φ. Using 2.2, we get that the set of bounded vectors
in HΨ β⊗α
νo
HΦ is dense, and, therefore, there exists an unique normal
representation Γ1 of πΦ(A)
′′ on this Hilbert space such that Γ1(πΦ(a)) =
Γ(a), for all a in A. Using now 7.6(iii) again, we see that, for all a in
A, we have :
Γ1(πΦ(a))U = U(1 α2⊗βˆ
L∞(X,ν)
πΦ(a))
and, by continuity, we get, for any x in πΦ(A)
′′ :
Γ1(x)U = U(1 α2⊗βˆ
L∞(X,ν)
x)
from which, U being an isometry, we easily get that Γ1 is injective,
which is (i).
Moreover, we get, by continuity, for any f ∈ L∞(X, ν) :
Γ1(α(f)) = α2(f) β⊗α
L∞(X,ν)
1
from which we get the injectivity of α2. 
7.8. Definition. Let (X,α, β, A,Γ, ϕ, ψ) be a C0(X)-Hopf algebra, and
let us suppose that ϕ is left-invariant and ψ right-invariant. Let ν be
a positive Radon measure on X , with support X . Let us write Φ =∫
X
ϕxdν(x), Ψ =
∫
X
ψxdν(x); we shall say that (X,α, β, A,Γ, ϕ, ψ, ν)
is a C∗-quantum groupoid if, moreover :
(a) the representation πΨ ◦α of C0(X) is square-integrable with respect
to ν;
(b) the representation πΦ◦β of C0(X) is square-integrable with respect
to ν.
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7.9. Theorem. Let (N,M, α, β,Γ, T1, T2, ν) be a measured quantum
groupoid in the sense of Lesieur, and let us suppose that α(N) is central
in M ; letW be the pseudo-multiplicative unitary of this measured quan-
tum groupoid; let us consider the C∗-algebra An(W ) (3.2, 3.10(iv)); let
us consider the C∗-algebra C∗(ν) (which is then nothing but the norm
closure of Mν) and let X be the spectrum of C
∗(ν); we shall denote by
ν˜ the restriction of ν to C∗(ν), α˜ (resp. β˜) the restriction of α (resp.
β) to C∗(ν). We shall denote T˜1 (resp. T˜2) the restrction of T1 (resp.
T2) to An(W ) ∩M+T1 (resp. An(W ) ∩M+T2). Then :
(i) (X, α˜, An(W ), T˜1) is a measured continuous field of C
∗-algebras;
(ii) (X, β˜, An(W ), T˜2) is a measured continuous field of C
∗-algebras;
(iii) Γ|An(W ) is a C0(X)-coproduct of An(W );
(iv) for any a in NT˜1, b in NT˜2 and x in An(W ), we have :
(id β˜⊗mα˜
C0(X)
ωa)Γ(x) ∈ An(W )
(ωb β˜⊗mα˜
C0(X)
id)Γ(x) ∈ An(W )
(v) T˜1 is left-invariant, and T˜2 is right-invariant with respect to Γ.
(vi) (X, α˜, β˜, An(W ),Γ|An(W ), ν˜) is a C
∗-quantum groupoid, and Γ|An(W )
is simplifiable.
Proof. (i) and (ii) had been proved in 6.2, and (iii) in 6.8. If a belongs
to An(W ) ∩NT1 ∩NΦ1 (where Φ1 = ν ◦ α−1 ◦ T1), we have :
(id β˜⊗mα˜
C0(X)
ωa)Γ(x) = (id β∗α
N
ωJΦ1ΛΦ1 (a))Γ(x)
which belongs to An(W ) by 4.11.
Moreover, if a belongs to An(W )∩NT1 , and fn is an increasing family
in C0(X) converging to 1, we have :
‖ΛT1(a(1− α(fn)))‖2 = ‖(1− α(fn))T1(a∗a)(1− α(fn))‖
= ‖T1(a∗a)1/2((1− α(fn))2T1(a∗a)1/2‖
As (1 − α(fn))2 is decreasing to 0, we get, by Dini’s theorem, that
ΛT1(aα(fn)) is norm converging to ΛT1(a); therefore, ωaα(fn) is norm
converging to ωa, and we get that (id ⊗m
C0(X)
ωa)Γ(x) belongs to An(W )
for any x in A and a in An(W ) ∩NT1 .
The second part of (iv) is proved the same way.
From the right-invariance of T2, we get that, for all x in An(W )∩M+T2 ,
and a in An(W ) ∩NT1 ∩NΦ1 :
T2((id β⊗mα
C0(X)
ωa)Γ(x)) = β ◦ α−1(ωa(T2(x)))
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If now a belongs to An(W ) ∩NT1 , using the same approximation of a
by aα(fn), we get that
T2((id β⊗mα
C0(X)
ωaα(fn))Γ(x)) ↑n T2((id β⊗mα
C0(X)
ωa)Γ(x))
and, on the other hand, that β ◦ α−1(ωaα(fn)(T2(x))) is converging to
β◦α−1(ωa(T2(x))), from which, we get, by linearity, for all b in An(W )∩
M
+
T2
and a in An(W ) ∩NT1 :
T˜2((id β⊗mα
C0(X)
ωa)Γ(b)) = β ◦ α−1(ωa(T˜2(b)))
and, taking the evaluation at the point x ∈ X , we get :
T˜2
x
((id β⊗mα
C0(X)
ωa)Γ(b)) = T˜2
x
(b)T˜1
x
(a∗a)
which gives that T˜2 is right-invariant. Left-invariance of T˜1 is proved
the same way.
Now it is trivial to prove that (X, α˜, β˜, An(W ),Γ|An(W ), ν˜) is a C
∗-
quantum groupoid, and the fact that Γ|An(W ) is simplifiable have been
proved in 4.11. 
7.10. Theorem. Let (X,α, β, A,Γ, ϕ, ψ, ν) be a C∗-quantum groupoid
(7.8). Let us write Φ =
∫
X
ϕxdν(x), Ψ =
∫
X
ψxdν(x); let α (resp.
β) be the representation of L∞(X, ν) on HΦ (resp. HΨ) which extends
πΦ ◦ α (resp. πΨ ◦ β); let T (resp. S) be the normal semi-finite faith-
ful operator-valued weight from πΦ(A)
′′ to α(L∞(X, ν)) (resp. from
πΨ(A)
′′ to β(L∞(X, ν))) which extends ϕ (resp. ψ); let us write α2 the
representation of L∞(X, ν) which extends πΨ ◦ α, and β1 the represen-
tation of L∞(X, ν) which extends πΦ ◦ β. Then :
(i) there exists an isomorphism between πΦ(A)
′′ and πΨ(A)
′′ which
makes the representations πΦ and πΨ equivalent, the representations
α and α2 equivalent, and the representations β and β1 equivalent;
(ii) there exists a coproduct Γ from M = πΦ1(A)
′′ into M β1∗α
L∞(X,ν)
M
which makes (L∞(X, ν),M, α, β1,Γ) be a Hopf-bimodule;
(iii) the normal semi-finite faithful operator-valued weight T from M
to α(L∞(X, ν)) is a left-invariant operator-valed weight, and the iso-
morphism obtained in (i) sends S on a right-invariant weight from M
to β1(L
∞(X, ν)), we shall denote T ′.
(iv) (L∞(X, ν),M, α, β1,Γ, T, T
′) is a measured quantum groupoid in
the sense of Lesieur ([L1], [L2]).
(v) if Γ is simplifiable, then A ⊂ An(W ), where W is the pseudo-
multiplicative unitary of the measured quantum groupoid constructed
in (iv).
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Proof. Using twice 7.7, we can construct an injective ∗-homomorphism
Γ1 (resp. Γ2) from πΦ(A)
′′ (resp. πΨ(A)
′′) to πΨ(A)
′′
β∗α
L∞(X,ν)
πΦ(A)
′′ such
that Γ1(πΦ(a)) = Γ(a) (resp. Γ2(πΨ(a)) = Γ(a)), for all a ∈ A. So, we
get that Γ1(πΦ(A)
′′) = Γ2(πΨ(A)
′′), and Γ2
−1
Γ1 gives the isomorphism
required and (i). With the help of that isomorphism, one gets then (ii).
If now x is in NS ∩NΨ, and a in NT , we get, by the left-invariance of
ϕ, that :
T ((ωJΨΛΨ(x) β∗α
L∞(X,ν)
id)Γ(a∗a)) = α(< T (a∗a)JΨΛΨ(x), JΨΛΨ(x) >β,ν)
which can be written, by density :
(id β∗α
L∞(X,ν)
T )Γ(a∗a) = T (a∗a) β⊗α
L∞(X,ν)
1
Using now (i), we get that :
(id β1∗α
L∞(X,ν)
T )Γ(a∗a) = T (a∗a) β1⊗α
L∞(X,ν)
1
and, by normality, we get, for all a ∈ NT :
(id β1∗α
L∞(X,ν)
T )Γ(a∗a) = T (a∗a) β1⊗α
L∞(X,ν)
1
which proves that T is left-invariant.
The proof of the right-invariantness of S is the same, which finishes the
proof of (iii).
As α(L∞(X, ν)) ⊂ Z(M) (resp. β1(L∞(X, ν)) ⊂ Z(M)), we get that
σT2t (α(f)) = α(f) (resp. σ
T1
t (β1(f)) = β1(f)) for all f ∈ L∞(X, ν),
which finishes the proof of (iv).
If a belongs to N∗ϕ ∩N∗Φ, and b to Nϕ ∩NΦ, we have :
(id ⊗m
C0(X)
ωb)Γ(a) = (id β⊗α
L∞(X,ν)
ωJΦΛΦ(b))Γ(a)
= (i ∗ ωJΦΛΦ((b∗b),ΛΦ(a∗))(W )
which belongs to An(W ).
By continuity, this remains true for any a in A; moreover, if b belongs
to Nϕ, and fn is an increasing family in C0(X) converging to 1, we
have :
‖ΛT (b(1− α(fn)))‖2 = ‖(1− α(fn))T (b∗b)(1− α(fn))‖
= ‖T (b∗b)1/2((1− α(fn))2T (b∗b)1/2‖
As (1 − α(fn))2 is decreasing to 0, we get, by Dini’s theorem, that
ΛT (bα(fn)) is norm converging to ΛT (b); therefore, ωbα(fn) is norm con-
verging to ωb, and we get that (id ⊗m
C0(X)
ωb)Γ(a) belongs to An(W ) for
any a in A and b inNϕ; so, by the simplifiability of Γ, we obtain (v). 
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7.11. Example. Let G be a locally compact groupoid, as described
in 3.3. Then (G(0), rˆ, sˆ, C0(G),ΓG, λu, λu, µ) is a C∗-quantum groupoid,
and ΓG is simplifiable. Applying then 7.10, we recover the fundamental
example of a measured quantum groupoid described in 4.3, and, in
particular, we get again that C0(G) ⊂ An(WG), which was remarked in
3.3.
8. Continuous field of locally compact quantum groups
In that last chapter, we define a notion of continuous field of lo-
cally compact quantum groups (8.1), which was underlying in [B2],
and which gives examples of the C∗-quantum groups introduced in 7.
We show that these are exactly Lesieur’s measured quantum groupoids
with central basis, such that the dual object is of the same kind (8.3).
We finish by recalling concrete examples (8.4, 8.5, 8.6) given by Blan-
chard, which give, examples of measured quantum groupoids ([L2],
6.8.3).
8.1. Definition. A 6-uple (X,α,A,Γx, ϕx, ψx) will be called a contin-
uous field of locally compact quantum groups if :
(i) (X,α,A, ϕx) and (X,α,A, ψx) are measurable continuous fields of
C∗-algebras;
(ii) for any x ∈ X , there exists a simplifiable coproduct Γx from Ax to
M(Ax ⊗m Ax) such that (Ax,Γx, ϕx, ψx) is a locally compact quantum
group, in the sense of [KV1].
Let us recall that simplifiable means that the closed linear set generated
by Γx(Ax)(Ax ⊗m 1) (resp. Γx(Ax)(1⊗m Ax)) is equal to Ax ⊗m Ax.
8.2. Theorem. Let (X,α,A,Γx, ϕx, ψx) be a continuous field of locally
compact quantum groups; then :
(i) there exists a simplifiable C0(X)-coproduct Γ on A such that, for
any x ∈ X, and a ∈ A, we have Γ(a)x = Γx(ax);
(ii) the continuous field of weights ϕ = (ϕx)x∈X (resp. ψ = (ψ
x)x∈X)
is left-invariant (resp. right-invariant).
(iii) (X,α, α, A,Γ, ϕ, ψ, ν) is a C∗-quantum groupoid, for any Radon
measure ν on X, whose support is X.
Proof. We get the existence of Γ by 5.7; we know that the elements
(ωΛϕx (b) ⊗ id)Γx(a), for all a ∈ Ax and b ∈ Nϕx belongs to Ax, and, as
Γx is simplifiable, we know that Ax is the norm closure of the linear
set generated by such elements. From which we get that the elements
(ωb ⊗
C0(X)
m id)Γ(a), for all a ∈ A and b ∈ Nϕ belong to A, and, moreover,
that A is the norm closure of the linear set generated by such elements.
Let Rx be the unitary co-inverse of the locally compact quantum group
(Ax,Γx, ϕx, ψx); we easily get that ϕ◦R = (ϕx ◦Rx)x∈X is a continuous
field of weights, and that, for all x ∈ X , ψx is proportional to ϕx ◦Rx;
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using it, we get the same way that the elements (id ⊗
C0(X)
m ωa)Γ(b)
belong to A for any a in Nϕ◦R and b in A, and that Γ is simplifiable.
The left-invariance of ϕx gives that, for all a ∈ Mϕx and b ∈ Nϕx◦Rx ,
we have :
ϕx((ωΛϕx◦Rx (b) ⊗ id)Γx(a)) = ϕx(a)ϕx ◦Rx(b∗b)
from which we get that ϕ is left-invariant; we obtain the same way that
ψ is right-invariant. Now, using 7.8, we finish the proof. 
8.3. Theorem. Let G = (N,M, α, β,Γ, T, R, ν, τt, γt) be a generalized
measured quantum groupoid in the sense of Lesieur, and let us de-
note Ĝ = (N, M̂, α, β̂, Γ̂, T̂ , R̂, ν, τ̂t, γ−t) the dual generalized quantum
groupoid; let W and Ŵ be the pseudo-multiplicative associated; let us
suppose that α(N) is central in both M and M̂ ; then :
(i) we have α = β = βˆ, γt = id, and (N,M, α, α,Γ, T, T ◦ R, ν) and
(N, M̂, α, α, Γ̂, T̂ , T̂ ◦ R̂, ν) are both measured quantum groupoids in the
sense of Lesieur.
(ii) let X be the spectrum of the C∗algebra C∗(ν) and α˜ the restriction
of α to C∗(ν) = C0(X); for all x ∈ X there exists on the C∗-algebra
An(W )
x a coproduct Γx and a weight ϕx such that (X, α˜, An(W ),Γ
x, ϕx)
is a continuous field of locally compact quantum groups in the sense of
8.1. Let W x be the multiplicative unitary associated to the locally quan-
tul group (An(W )
x,Γx, ϕx).
(iii) for all x ∈ X there exists on the C∗-algebra An(Ŵ )x a coproduct Γ̂x
and a weight ϕ̂x such that (X, α˜, An(Ŵ ), Γ̂
x, ϕ̂x) is a continuous field of
locally compact quantum groups in the sense of 8.1. Let Ŵ x be the mul-
tiplicative unitary associated to the locally quantum group (An(Ŵ )
x =
Γ̂x, ϕx). Then, we get that Ŵ x, Ŵ x and that the locally compact quan-
tum group (An(Ŵ )
x, Γ̂x, ϕx) is the dual of (An(W )
x,Γx, ϕx).
Proof. As α(N) is central in M , we get α = βˆ, and applying this result
to G, we get that α = β, which is (i).
Let us write ϕ for the continuous field of weights which is the restriction
of T to An(W ) ∩M+T . Let us consider now the C∗-quantum groupoid
(X, α˜, α˜, An(W ),Γ|An(W ), ϕ, ϕ ◦R)
constructed in 7.9.
Using 5.7, we get that the coproduct Γ|An(W ) leads, for each x ∈ X , to
an involutive homomorphism Γx from An(W )
x to An(W )
x⊗mAn(W )x;
the left-invariance of T leads to the formula (id⊗ϕx)Γx(a) = ϕx(a), for
all a in M+ϕx , and we obtain that (X, α˜, An(W ),Γ
x, ϕx) is a continuous
field of locally compact quantum groups in the sense of 8.1, which is
(ii).
We obtain the same way that there exists a continuous field of locally
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compact quantum groups (X, α˜, An(Ŵ ), Γ̂
x, ϕ̂x); moreover, as W , in
that context, appears as a continuous field of multiplicative unitaries
in L(Eϕ⊗C0(X)Eϕ), in the sense of ([B2] 4.1), and, for all x ∈ X , we get
that W x is the multiplicative unitary of the locally compact quantum
group (An(W )
x,Γx, ϕx). Then, the duality between W and Ŵ leads
to the duality between (An(W )
x,Γx, ϕx) and (An(Ŵ ), Γ̂
x, ϕ̂x), which is
(iii). 
8.4. Example. As in ([B1], 7.1), let us consider the C∗-algebra A
whose generators α, γ and f verify :
(i) f commutes with α and γ;
(ii) the spectrum of f is [0, 1];
(iii) the matrix
(
α −fγ
γ α∗
)
is unitary in M2(A). Then, using the
sub C∗-algebra generated by f , A is a C([0, 1])-algebra; let us consider
now A as a C0(]0, 1])-algebra. Then, Blanchard had proved ([B2] 7.1)
that A is a continuous field over ]0, 1] of C∗-algebras, and that, for all
q ∈]0, 1], we have Aq = SUq(2), where the SUq(2) are the compact
quantum groups constructed by Woronowicz and A1 = C(SU(2)).
Moreover, using the coproducts Γq defined by Woronowicz as
Γq(α) = α⊗ α− qγ∗ ⊗ γ
Γq(γ) = γ ⊗ α + α∗ ⊗ γ
and the (left and right-invariant) Haar state ϕq, which verifies :
ϕq(αkγ∗mγn) = 0, for all k ≥ 0, and m 6= n,
ϕq(α∗|k|γ∗mγn) = 0, for all k < 0, and m 6= n,
and ϕq((γ∗γ)m) = 1−q
2
1−q2m+2
,
we obtain this way a continuous field of compact quantum groups; this
leads to put on A a structure of C∗ quantum groupoid (of compact
type, because 1 ∈ A).
This structure is given by a coproduct Γ which is C0([0, 1])-linear from
A to A ⊗m
C0(]0,1])
A, and given by :
Γ(α) = α ⊗m
C0(]0,1])
α− fγ∗ ⊗m
C0(]0,1])
γ
Γ(γ) = γ ⊗m
C0(]0,1])
α + α∗ ⊗m
C0(]0,1])
γ
and by a conditional expectation E from A on M(C0(]0, 1])) given by :
E(αkγ∗mγn) = 0, for all k ≥ 0, and m 6= n
E(α∗|k|γ∗mγn) = 0, for all k < 0, and m 6= n
E((γ∗γ)m) is the bounded function x 7→ 1−q2
1−q2m+2
. Then E is both left
and right-invariant with respect to Γ.
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8.5. Example. One can find in [B2] another example of a continu-
ous field of locally compact quantum group. Namely, in ([B2], 7.2),
Blanchard constructs a C∗-algebra A which is a continuous field of C∗-
algebras over X , where X is a compact included in ]0, 1], with 1 ∈ X .
For any q ∈ X , q 6= 1, we have Aq = SUq(2), and A1 = C∗r(G), where
G is the ”ax+ b” group. ([B2], 7.6).
Moreover, he constructs a coproduct (denoted δ) ([B2] 7.7(c)), which
is simplifiable ([B2] 7.8 (b)), and a continuous field of weights (denoted
Φ) ([B2] 7.2.3), which is left-invariant (end of remark after [B2] 7.2.3).
Finally, he constructs a unitary U in L(EΦ) ([B2] 7.10), with which it
is possible to construct a co-inverse R of (A, δ), which leads to the fact
that Φ ◦R is right-invariant.
8.6. Example. Let us finish by quoting a last example given by Blan-
chard in ([B2], 7.4) : forX compact in [1,∞[, with 1 ∈ X , he constructs
a C∗-algebra which is a continuous field over X of C∗ algebras, whose
fibers, for µ ∈ X , are Aµ = Eµ(2), with a coproduct δ and a continuous
field of weights Φ, which is left-invariant. As in 8.5, he then constructs
a unitary U on L(EΦ), which will lead to a co-inverse, and, therefore,
to a right-invariant C∗-weight.
8.7. Example ([L2], 6.8.1). Let us return to 8.1; let I be a (discrete)
set, and, for all i in I, let (Ai,Γi, ϕi, ψi) be a locally compact quan-
tum group; then the sum ⊕iAi is a continuous field of locally compact
quantum groups, and can be given a natural structure of C∗-quantum
groupoid, described in ([L2], 6.8.1).
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