We describe two classes of Gaussian self-similar random fields: with strictly stationary rectangular increments and with mild stationary rectangular increments. We find explicit spectral and moving average representations for the fields with strictly stationary rectangular increments and characterize fields with mild stationary rectangular increments by the properties of covariance functions of their Lamperti transformations as well as in terms of their spectral densities. We establish that both classes contain not only fractional Brownian sheets and we provide corresponding examples. As a by-product, we obtain a new spectral representation for the fractional Brownian motion.
Introduction
Our paper is devoted to self-similar Gaussian random fields with some stationarity of rectangular increments. On the one hand, the study of self-similar random fields is pushed forward by the fact that a self-similarity arises in many natural phenomena (see for example [5, 17, 19] ) and on financial markets, as well as in functional limit theorems (cf. [3, 9, 20] ) and stochastic differential equations ( [25] ). See [11] for an overview of self-similar processes in the one-dimensional case N = 1. There are several definitions of fractional Brownian fields and generalizations for self-similar property of random fields (cf. [8] ). For example, random fields whose distributions are invariant under operator-scaling in both the time domain and the state space are presented by Biermé at el. [6] . In this paper, we use Definition 1 of so-called coordinate-wise self-similarity which is formally introduced in the paper of Genton et al. [12] . The fractional Brownian sheet, introduced much earlier by Kamont in [14] , became a separate object for study. The Itô formula and local time for it are given by Tudor and Viens in [23] and the spectral representation is given by Ayache et al. in [2] . Hu et al. in the paper [13] establish a version of the Feynman-Kac formula for the multidimensional stochastic heat equation with a multiplicative fractional Brownian sheet. For recent papers on non-Gaussian self-similar random fields we refer to [7] and [20] .
On the other hand, concerning stationarity, let us mention Yaglom who introduced and studied in [26] random fields with wide-sense stationary increments of the form ∆ s X(t) = X(t) − X(s). It follows from the paper of Dobrushin [10] that the class of Gaussian random fields with stationary increments of this form coincides with the class of Minkowski fractional Brownian fields, which are described by Molchanov and Ralchenko in the paper [18] . Random fields with wide-sense stationary rectangular increments are characterized in the paper of Basse-O'Connor et al. [4] by their spectral representations. Puplinskaitė and Surgailis studied the presence of stationary rectangular increments of limiting random fields in [21] . In the present paper, we introduce three classes of random fields with stationary rectangular increments and give their characterization in various terms.
Let (Ω, F , P) be a probability space, large enough to contain all the objects considered below. Denote R N + = [0, +∞) N , N ≥ 1. In our research we consider real-valued multiparameter stochastic processes, which are called random fields, with index set being R N + or R N , N > 1. The property of self-similarity for random fields as well as the notion of fractional random fields can be defined in several ways. We use the following definitions, where the self-similarity and fractionality can be interpreted as coordinate-wise property. N is a centered Gaussian random field with covariance function
Definition 1 ([12]). A real-valued random field {X(t), t ∈ R
Further, we restrict ourselves to the case H ∈ (0, 1) N because we are focus on spectral representations. In case of N = 1, the process above is called a fractional Brownian motion.
When the index set is multi-dimensional, we consider rectangular increments as an analogue of onedimensional increments. Denote by [s, t] 
In particular, in the case when N = 2, rectangular increments have the following form ∆ s X(t) = X(t 1 , t 2 ) − X(t 1 , s 2 ) − X(s 1 , t 2 ) + X(s 1 , s 2 ), s, t ∈ R 2 + , s 1 ≤ t 1 , s 2 ≤ t 2 .
Rectangular increments may have different probabilistic properties. In our paper, along with the traditional concept of stationary rectangular increments, we also consider two other properties: wide-sense stationarity and mild stationarity. 
for all h, u 1 , u 2 ∈ R N + .
Obviously, Definition 5 is weaker than Definition 4. In case of centered Gaussian random field Definitions 4 and 6 are equivalent due to the fact that finite dimensional distributions of both centered Gaussian random field and its increments are uniquely determined by the covariance function. The class of Gaussian self-similar random fields with strictly stationary rectangular increments will be denoted by C
H,N S
, and the class of Gaussian self-similar random fields with mild stationary rectangular increments will be denoted by C
We illustrate the importance of random fields from C H,N S by the following result with the proof in Appendix.
2 } be a real-valued strictly stationary random field. Let r 1,n → ∞, r 2,n → ∞, as n → ∞, be growing sequences, and L 1 , L 2 : R + → R + be slowly varying functions at ∞. Assume that for
The main purpose of the paper is to characterize classes C H,N S and C H,N M . As we mentioned above, C
and any of these classes consists of the unique element, namely, of the fractional Brownian motion with Hurst index H ∈ (0, 1). In the multi-dimensional case, when N ≥ 2, we show that the situation is different, namely, we establish that C H,N S ⊂ C H,N M , and the inclusion is strict.
Our main tool is a spectral representation for random fields from C H,N S that is established in the paper. Moreover, we find representations of moving average type. With the help of these representations we construct various examples of fields from C H,N S , N ≥ 2 which are not fractional Brownian sheets. In our previous paper [16] , we have provided such example for the class C H,N M , N ≥ 2, namely, we have proved that C H,N M , N ≥ 2 contains not only the fractional Brownian sheets. In the present paper, we describe the whole class C H,N M using a Lamperti transformation and a spectral representation of the stationary Gaussian random fields.
As a by-product, we obtain the new spectral representation of the fractional Brownian motion {B H (t), t ≥ 0} with Hurst index H ∈ (0, 1)
where M is a centered Gaussian random measure on R with control Lebesgue measure. We call special attention to the case H = (0.5, . . . , 0.5), when a fractional Brownian sheet is a Brownian sheet.
Definition 7. A Brownian sheet is a centered real-valued Gaussian random field
Definition 8. A random field {X(t), t ∈ R N + } has independent rectangular increments if for all n ≥ 2 and s 1 , t 1 , . . . , s n , t n ∈ R N + , such that the rectangles (s 1 , t 1 ], . . . , (s n , t n ] have no common internal points, the increments ∆ s1 X(t 1 ), . . . , ∆ sn X(t n ) are independent.
The rectangular increments of the Brownian sheet are both strictly stationary and independent. In this paper, we construct an example {Y 1/2 (t), t ∈ R 2 + } of Gaussian self-similar random fields with the index H = (0.5, 0.5) such that their rectangular increments are mild stationary but not independent. Moreover, we prove that Y 1/2 does not possesses wide-sense stationary rectangular increments, i.e., Y 1/2 ∈ C H,2
The paper is organized as follows. In Section 2, we consider Gaussian self-similar random fields with strictly stationary rectangular increments and find their spectral and moving average representations. In Section 3, we consider the class of Gaussian self-similar random fields with mild stationary rectangular increments and we find necessary and sufficient conditions for a Gaussian random field to belong to this class in terms of covariance function of its Lamperti transformation. The results of Section 3 give the method to find the new spectral representation for the fractional Brownian motion, which is presented in Section 4. In this section, we provide also the spectral representation for Gaussian self-similar random fields with mild stationary rectangular increments. In Section 5, we consider the case H k = 1/2, 1 ≤ k ≤ N and provide an example of a self-similar two-parameter Gaussian random field such that its rectangular increments are mild stationary but neither independent nor strictly, consequently, nor wide-sense stationary. In Appendix, we put some auxiliary lemmas.
2 Gaussian self-similar random fields with strictly stationary increments
In this section we find the spectral representations of Gaussian random fields from C H,N S and consider some particular examples.
The following statement is valid not only for Gaussian case. 
Proof. Due to Definition 5 we have
Therefore, EX(1) = 0. From self-similarity it follows EX(t) = t
N , which gives item (i) of the proposition. Items (ii), (iii) follow from self-similar property. Item (iv) follows also from the fact that a distribution of a rectangular increment is invariant with respect to translations Obviously, Proposition 2.1 is valid for random fields with strictly stationary rectangular increments as well.
Now we focus on spectral representations for random fields with strictly stationary rectangular increments. Recall that for Gaussian case strict and wide-sense properties coincide. Therefore we can apply the results that are valid for the fields with wide-sense stationary rectangular increments, in particular, we apply the following theorem that was proved in [4 
If this is the case then for
Moreover, the measures F and Z are uniquely determined by X. If X is Gaussian, then Z is a Gaussian random measure.
Now we use these representation results in order to characterize Gaussian random fields from the class C H,N S . This is made in the following theorem which is the main result of this section.
N , EX 2 (1) = 1 and with strictly stationary rectangular increments. Then X is centered and has covariance function of the form
where
and K e , e ∈ {−1, +1} N are non-negative constants satisfying the following relations
Proof. It follows from Proposition 2.1 (i) and (ii) that X is centered and X(t) = 0 a.s. for all t ∈ R N + such that t 1 · · · t N = 0. Then X(t) equals ∆ 0 X(t) a.s. Moreover, we write now the spectral representation of X and its covariance function. From (3) we have for any t ∈ R N + X(t) a.s.
where Z is a centered Gaussian random measure uniquely determined by its control measure F. Now we describe the structure of the measure F. From (4) we have for any t, s ∈ R
From self-similarity we get for any t, s ∈ R N + and for all (a 1 , . . . , a N ) ∈ (0, +∞) N the identity
We rewrite the left-hand side with the help of spectral representation (10):
where measure F a is given for any B ∈ B(R N ) by
Therefore, relation (11) has the following form
The uniqueness of spectral representation gives
and for all a j > 0, 1 ≤ j ≤ N.
N . Let us take
Hence, it follows from (13) that
Therefore, at any point y ∈ (0, +∞) N there exists a density with respect to Lebesgue measure and
where K 1 is a non-negative constant.
Applying similar arguments we can show that measure F has a density on any set Q e = {(e 1 y 1 , . . . , e N y N ) :
N and F (dy) = K e N j=1 |y j | 1−2Hj dy, y ∈ Q e with nonnegative constants K e . Hence, the measure F has the following form
Thus, we obtain statement (5). Since F is symmetric, K e = K −e , e ∈ {−1, +1} N , i.e., we get (7). Moreover, from identity EX 2 (1) = 1 and representation (10) we obtain the following relation.
.
This gives relation (8).
The condition of symmetry (7) guaranties that covariance function (5) is a real-valued function. If the measure F is symmetric with respect to coordinate axes, i.e., K e = K 1 , e ∈ {−1, +1} N , then representation (5) coincides with the representation of the covariance function of a fractional Brownian sheet. Consequently, the spectral representation of X coincides in this case with the spectral representation of a fractional Brownian motion, which is given in the following proposition.
and M is the Fourier transform of some Wiener measure M.
A fractional Brownian sheet has strictly stationary rectangular increments. It is proved in [2] but this fact can be also derived from representation (16) .
Let us find now explicit forms of covariance functions for Gaussian random fields from C 
With these notations, conditions (7) and (8) are equivalent to γ e = γ −e , e ∈ {−1, 1} N and e∈{−1,1} N γ e = 1, respectively. Assume additionally that
Proof. Let us write down the covariance function of X from (5). For any t, s ∈ R N + we have that
Corollary 2.6. Let assumptions of Theorem 2.3 be satisfied and
and (8) has the following form e∈{−1,+1}
Proof. Let us write down the covariance function of X. For any t, s ∈ R N + with the change of variables z j = e j y j in (5), we have that
+i (e j t j log |e j t j | − e j s j log |e j s j | − (e j t j − e j s j ) log |e j t j − e j s j |)]
In general case, when only some of H k are equal to 1/2 and others not, the covariance function of X has the form
and
Let us consider the simpler case N = 2.
Moreover, covariance function (20) are the same as for the two-dimensional fractional Brownian motion described in [15] .
Hence, we can write the general form of harmonizable representations for Gaussian random fields from C H,N S . The following result follows directly from Theorem 2.3.
N , EX 2 (1) = 1 and with strictly stationary rectangular increments. Then X has the following representation
where M is the Fourier transform of Brownian measure M, and Q e are defined in (6) , K e are non-negative constants satisfying relations (7) and (8) , ϕ e ∈ R such that ϕ −e = −ϕ e , e ∈ {−1, +1} N .
Proof. From the proof of Theorem 2.3 we get that X has integral representation (9) with respect to random measure Z. Since we consider Gaussian random fields, the measure Z is Gaussian and can be rewritten as
and consequently
. This relation and symmetry (7) of K e give that ϕ −e = −ϕ e , e ∈ {−1, +1} N . Thus, X has representation (21).
Let us now consider the representations of moving average type. Further denote x + := max{x, 0} and x − := − min{x, 0} for x ∈ R. For the fractional Brownian sheet we have an analogue of Mandelbrot-van-Ness representation.
Proposition 2.8 ([2]). A fractional Brownian sheet
and M is a Wiener measure.
For arbitrary Gaussian random fields from C H,N S we have the following result.
Theorem 2.9. Let a random field {X(t), t ∈ R N + } satisfies assumptions of Theorem 2.7 and
K e , e ∈ {−1, +1} satisfy relations (7) and (8), and ϕ −e = −ϕ e , e ∈ {−1, +1} N .
Proof. Letg(t, ·) be the Fourier transform of function g(t, ·). Due to [24, Proposition 7.
So, we find the function g as the inverse Fourier transform of the integrand in (21), i.e., g(t, x) equals
Application of Lemma 6.4 ends the proof.
In order to write simplified version of representation (24) we consider the case N = 2.
Corollary 2.10. Let a random field {X(t), t = (t 1 , t 2 ) ∈ R 2 + } be given by
, and the constants
Then X is a centered Gaussian self-similar random field with index (H 1 , H 2 ), EX 2 (1) = 1, and X possesses stationary rectangular increments.
Proof. In Appendix.
Thus, if the function g given (25) from representation of random field X ∈ C H,2 S . "depends on the past", i.e., d 1 = 0, then |d 0 | = 1 and X is the fractional Brownian sheet with Hurst index (H 1 , H 2 ).
We have the similar results for the case
Theorem 2.11. Let a random field {X(t), t ∈ R N + } satisfies assumptions of Theorem 2.7 and
where K e , e ∈ {−1, +1} satisfy relations (7) and e∈{−1,+1}
Proof. The proof repeats the proof of Theorem 2.9 together with the application of Lemma 6.5.
In the case N = 2 and H 1 = H 2 = 1/2 we have the following result in the spirit of Corollary 2.10.
Corollary 2.12. Let a random field {X(t), t = (t 1 , t 2 ) ∈ R 2 + } be given by
where the constants 3 Gaussian self-similar random fields with mild stationary rectangular increments
In this section, we characterize the class of Gaussian self-similar random fields from C H,N M , N > 1, with the necessary and sufficient conditions that must be met by their covariance functions. This is established with the help of Lamperti transformation.
But at first, note that for the case N = 1, C
M . In this case the description of this class is very simple and is contained in the following remark.
Remark 4. A fractional Brownian motion B
H is a self-similar process with index H and has strictly stationary as well as mild stationary increments. Moreover, B
H is an unique Gaussian process from C H,1
M . Indeed, let {X(t), t ∈ R + } be a square integrable real-valued self-similar process with index H ∈ (0, 1) and with mild stationary increments, then We use a one-to-one correspondence between self-similar and strictly stationary random fields. This is carried out by the Lamperti transformation.
Definition 10. The Lamperti transformation with index
It follows from [12, Proposition 2.1.1] that if X is self-similar with index H ∈ (0, 1) N , then τ H X is strictly stationary. The inverse statement also holds: for any strictly stationary random field {Z(t), t ∈ R N } a field X, defined as
is self-similar with index H = (H 1 , . . . , H N ). Obviously, a random field τ H X is centered if and only if X centered. Now, let X be a centered self-similar square integrable random field with index H. Then the covariance function C : R N → R of the field τ H X is determined by covariance function
The covariance function K can be written as
The Lamperti transformation τ H B H of the fractional Brownian sheet is a centered Gaussian strictly stationary random field with covariance function (see [12] ):
We need to prove an auxiliary lemma. 
Proof. For an arbitrary point (v 1 , . . . , v N ) ∈ R N + , such that v k = 0, k ∈S, we consider the increment of X on the rectangle . . . , t N ) . The increment ∆ s X(t), defined by (1), has the form
In the last sum, the terms corresponding to i k = 1, k ∈ S equal 0 a.s. This follows from Proposition 2.1, (ii), because for i k = 1 the kth coordinate equals
At the same time, Proposition 2.1, (iv) gives
Further, from (34) we have the following equality of variances
Applying (31), we write the last equality in terms of covariance function C :
In term of (36), the kth coordinate of function C equals 0 if k ∈ S. Indeed, for k ∈ S i k = j k = 0 and ln
For k ∈ S we also rewrite the kth coordinate of C as ln
, because this term equals 0 if i k = j k = 0. Hence, equality (35) is equivalent to
After simplifications, we get that equality (33) follows from (37).
The main result of this section is the following. 
Proof. Let us prove the necessity. For an arbitrary point (v 1 , . . . , v N ) ∈ R N + , such that v k > 0, 1 ≤ k ≤ N, we apply Lemma 3.1. From equality (33) we get
Denote the terms in the right hand side of (39)
We recall the inclusion-exclusion principle for the indicator functions
Applying the last formula, we write down the right hand side of equality (39) in the following form
We write the last sum in terms of the function C :
We apply formula (33) for term (41), where we set S = I, andS = {1, . . . , N } \ I. Therefore,
Hence, using relations (40) and (42), we get that equality (39) is equivalent to
From the last equality we have that
Similarly, we can show that equality (44) also holds true if v k = 0 for some k ∈ {1, . . . , N }. Thus, we obtain that the covariance function of the field τ H X needs to satisfy (38). Now let us prove the sufficiency. Let (38) hold true, and let us write this equality for an arbitrary point
In term (45), it holds that i k = j k for k ∈ S and the kth coordinate of the function C equals v k (i k − j k ) = 0, which does not depend on value of v k . The right hand side of (45) is also independent of v k , k ∈ S, and, therefore, equality (45) holds true for any (v 1 , . . . , v N ) ∈ R N + . Now we prove that equality (39) is true. Its right hand side is equal to
In the last sum, we apply (45). Then the right hand side of (46) equals
Equality (39) follows from the last assertion.
The fact that the distributions of the increments are invariant w.r.t. translations, follows from the last identity and the fact that the increments of the field X are centered Gaussian random variables.
In the case N = 2, equality (38) has the form
In the paper [16] , a certain class of covariance functions satisfying (48) is given by
where 0 < H 1 < 1, 0 < H 2 < 1, θ ∈ R are some numbers.
Spectral representation of the fractional Brownian motion
By Bochner's theorem, a continuous at the origin 0 ∈ R N covariance function C of a strictly stationary random field can be represented as a characteristic function of a finite spectral measure. Assume that this spectral measure has a spectral density f : R N → R + , i.e.,
Let {Z(t), t ∈ R N } be a centered Gaussian strictly stationary random field with spectral density f. Then Z has the representation
where M is a centered Gaussian random measure with control Lebesgue measure. Then a random field {X(t), t ∈ R N + }, defined as inverse Lamperti transform (30), has the following spectral representation at point t ∈ (0, +∞)
First we find the spectral density of C f Bs . Since it is the coordinate-wise product of covariance functions, then its spectral density is coordinate-wise product too. Thus, it is sufficient to consider only the case N = 1. We also use this result to obtain a new spectral representation of the fractional Brownian motion. 
where Γ(·) is the gamma function of complex argument. The fractional Brownian motion B H has the following representation
The spectral density of Lamperti transformation of the Brownian motion equals
(53)
Proof. We look for the density g(x), x ∈ R in the form of the inverse Fourier transform of C f Bs . In the paper [16] it is showed that C f Bs is integrable. Indeed,
Let us compute I H . Since the integrand in I H excluding e −ixv is an even function of v, then I H is a real-valued even function. Therefore,
We recall some properties of the gamma function (see [1] ):
Applying them, we get
In the case H = 1/2, formula (54) is simplified to
For multidimensional case we have the immediate corollary. 
x ∈ R N . The spectral density of Lamperti transformation τ H W of the Brownian sheet equals
Now we will characterize all covariance functions for which (38) is true and rewrite equality (38) in terms of spectral densities.
Theorem 4.3. Let a real-valued, centered, strictly stationary Gaussian random field {Z(t), t ∈ R
N } has the spectral density f : 
where g N is the spectral density (56).
Proof. Consider the left hand side of (38):
The right hand side of (38) has the same representation as the Fourier transform of g N and, therefore, we have (58).
Corollary 4.4. In the case N = 2, the function f is the spectral density satisfying (58) if
Proof. From the fact that the spectral density f is symmetric with respect to 0, it follows that the corresponding covariance function C is real-valued. Therefore, (58) has the form f (x 1 , x 2 ) + f (x 1 , −x 2 ) = 2g(x 1 , x 2 ), which is covered by condition 3.
Remark 5. We can replace the condition f (
5 Gaussian self-similar random fields with H = (0.5, 0.5)
In this section we consider Gaussian self-similar random fields from C H,2 M , N = 2 with the index H = (0.5, 0.5) and we construct an example of the field from C H,2
S , which has no independent increments. Remark 6. For the case H 1 = 1/2 or H 2 = 1/2 the increments of fractional Brownian sheet are not independent. For example, we consider the fractional Brownian sheet {B H (t), t ∈ R 2 + } with Hurst index H = (H 1 , H 2 ) ∈ (0, 1) 2 , H 1 = 1/2. For a fixed t 2 > 0 we consider the process B 1 = {B H (t 1 , t 2 ), t 1 ∈ R + }. The  Gaussian process B 1 is self-similar with increments of the form B 1 (t 1 + u) − B 1 (t 1 ) = ∆ (t1,t2) B H (t 1 + u, t 2 ). Therefore, B 1 has stationary rectangular increments. Hence, B 1 is the fractional Brownian motion with EB 2 1 (1) = t 2H2 2 < +∞ and Hurst index H = H 1 = 1/2. It is known that the fractional Brownian motion has independent increments only in the case of H = 1/2. Therefore, the increments of the process B 1 are not independent, and consequently, the rectangular increments of B H are not independent too.
Let {Y H (t), t ∈ R 2 + } be a centered Gaussian random field with covariance function given by (31)
+ , where C θ is the covariance function (49). We write down it explicitly.
Then Y H ∈ C H,2 M . Now let (H 1 , H 2 ) = (0.5, 0.5) and consider a centered Gaussian random field {Y 1/2 (t), t ∈ R 2 + } with covariance function
which is the version of the right hand side of (59) in the case H = (0.5, 0.5). From [16] follows that Y H/2 is self-similar and has mild stationary rectangular increments, i.e., Y 1/2 ∈ C H,2
M . To show that rectangular increments of Y 1/2 are not wide-sense stationary we write down their covariance function. Let t, s, h ∈ R 2 + and for simplicity we assume that t 1 > s 1 , t 2 > s 2 . Then from (1) we have
After series of simplifications we obtain that (61) equals
Hence, we see that (62) depends on h 1 and h 2 , but E|∆ h Y 1/2 (s + h)| 2 does not. This means that increments of Y 1/2 does not possesses wide-sense stationary rectangular increments, i.e., Y 1/2 ∈ C H,2
Let us check whether Y 1/2 has independent rectangular increments. For t 1 > 0, t 2 > 0 we consider 2t 2 ). It follows from (60) that the covariance of these increments equals
Thus, these non-intersecting increments are not independent, in contrast to the Brownian sheet, which has independent increments. Thus, we have the following statement. Proof. For t 1 > 0, t 2 > 0 we consider increments ∆ 0 Z 1/2 (t 1 , t 2 ) and ∆ (t1,0) Z 1/2 (2t 1 , 2t 2 ) on non-intersecting rectangles. It follows from (20) that the covariance of these increments equals
Appendix
Proof of Theorem 1.1. Let us prove the self-similarity of V. Take arbitrary a 1 > 0, a 2 > 0. Then we have the following relations for finite dimensional distributions.
The strict stationarity of rectangular increments of V follows from strict stationarity of Y. Indeed,
Here we state and prove some auxiliary lemmas. Firstly, let us recall several defined integrals, which can be found for example in [22, Relations 3.761, 3.784, 3 .823] Lemma 6.1.
Proof. Consider the real part of (67).
Re R+ e ity − 1 e −isy − 1
Consider the imaginary part of (67) in the case H ∈ (0,
Im R+ e ity − 1 e −isy − 1
Let now H ∈ ( 
That is why we can apply Fubini's theorem and rewrite the left hand side of (67) as 
The imaginary part of (70) equals
The other cases of t, s are considered analogously. We see that formulas (71) and (69) are the same. Therefore, they both are valid for H ∈ (0,
. To complete the proof, we note that
Remark 7. In the case s = t = 1, formula (67) becomes
Lemma 6.3. Let s, t ∈ R, then
Im R+ e ity − 1 e −isy − 1 y 2 dy = t log |t| − s log |s| − (t − s) log |t − s|.
Proof. We can repeat the steps in (68). Since R+ (cos z − 1)z −2 dy = By linearity,
For the second integral we have
Thus, we obtain (74). 
Proof. Let us consider the real part of the left hand side of (75) 
For the imaginary part, consider two cases H ∈ (0, 1/2) and H ∈ (1/2, 1). If H ∈ (0, 1/2) then the imaginary part of the left hand side of (75) equals = −ε |t − x|
For the case H ∈ (1/2, 1) we similarly have 
Now function g from (25) in the new notation reads as
We rewrite it in the following form. We find such values of a 0 , a 1 , α 0 , α 1 that coeficients A 10 = A 01 = 0, i.e., 
a 1 e iα1 + e −iα1 e −2i(β1+β2) = −a 0 e i(α0−2β1) + e i(−α0−2β2) .
Assume further that H 1 + H 2 = 1. Then we get that a 1 e −iα1 sin(2(β 1 + β 2 )) = −a 0 e iα0 sin(2β 1 ) − e −iα0 sin(2β 2 ) ,
a 1 e iα1 sin(2(β 1 + β 2 )) = −a 0 e −iα0 sin(2β 1 ) − e iα0 sin(2β 2 ) , 
Similarly, we get the value of A 00 (α 0 ).
A 00 (α 0 ) = a 0 e i(α0−β1−β2) − a 0 e −iα0 sin(2β 1 ) + e iα0 sin(2β 2 ) sin(2(β 1 + β 2 )) e 
Now we want to find such α 0 that function g depends on "the past only", i.e., A 11 (α 0 ) = 0. From (84) we get that A 11 (α 0 ) = 0 forα 0 = −β 1 − β 2 = − (84) and (83) A 00 (δ +α 0 ) = −4a 0 sin(2β 1 ) sin(2β 2 ) sin(2β 1 + 2β 2 ) sin(δ),
A 11 (δ +α 0 ) = −4a 0 sin(2β 1 ) sin(2β 2 ) sin(2β 1 + 2β 2 ) sin(2β 1 + 2β 2 − δ) = −4 sin(2β 1 ) sin(2β 2 ) a 0 cos(δ) − cos(2β 1 + 2β 2 ) sin(2β 1 + 2β 2 ) a 0 sin(δ) , 
From equations (91) and (92) 
