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Chapitre 1
Introduction
Le déploiement des réseaux de télécommunication assure l’interconnexion des utili-
sateurs où qu’ils soient dans le monde. Ce développement a lieu au travers de plusieurs
types de réseaux. Les réseaux satellites permettent de relayer les communications par-
tout dans le monde mais leur coût est élevé. Les réseaux WiFi type GSM (Groupe
Spécial Mobile) sont utilisés dans les pays occidentaux dans lesquels l’utilisation des
téléphones mobiles s’est banalisée et dans les pays en voie de développement car le coût
des infrastructures est faible et que ces réseaux sont facile et rapide à installer. Les
réseaux optiques sont utilisés dans les zones ayant un fort traﬁc ou pour assurer les
liaisons intercontinentales, elles permettent entre autre une liaison plus rapide que par
satellite. J’ai débuté ma thèse dans un contexte d’essor de ces réseaux de télécommu-
nication suite à un ralentissement aux alentours de 2002. Les sommes engagées dans le
développement de ces réseaux sont très importantes (elles se comptent en centaines de
milliards d’euros rien qu’en Europe) et sont en forte croissante. Ainsi, il est crucial de
construire des réseaux adaptés.
Les réseaux que j’ai cités précédemment -réseaux embarqués pour les satellites, ré-
seaux d’antennes captant les signaux des satellites, réseaux WiFi et réseaux optiques-
ont chacun leurs propres spéciﬁcités techniques, mais un grand nombre de probléma-
tiques fondamentales sont transverses, comme le dimensionnement, la tolérance aux
pannes, la nécessité de pouvoir s’adapter à un environnement ou à une demande dyna-
mique et la minimisation des ressources nécessaires à une qualité de services suﬃsante.
La maîtrise de ces diﬀérentes problématiques est essentielle à tout opérateur qui sou-
haite être compétitif et la maîtrise de l’une d’elles n’est utile que conjointement à la
maîtrise des autres problématiques.
Au cours de ma thèse, je me suis intéressé à ces problématiques en utilisant plu-
sieurs approches, notamment de nature combinatoire et algorithmique. Mon objectif a
été d’étudier diﬀérentes étapes du cycle de vie d’un réseau, de sa conception à son ex-
ploitation quotidienne. Cela me permet de mettre en évidence les points communs entre
les diﬀérents problèmes, d’utiliser des techniques variées pour les résoudre et d’apporter
une expertise originale. Les approches que j’utilise dans chacun des chapitres sont pour
la plupart génériques et peuvent être adaptées à d’autres problèmes. Ceci dit, aﬁn de
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les illustrer, je les applique à un type donné de problème et de réseau (WiFi, optique
ou embarqué selon les chapitres).
1.1 Principaux résultats obtenus
La majorité des résultats que j’ai obtenu au cours de ma thèse ont fait l’objet de
publications. Elles ﬁgurent dans les annexes A à F aux côtés d’articles en préparation.
La liste de ces travaux se trouve à la ﬁn de ce chapitre.
Je présente ci-dessous les résultats principaux de ma thèse. Dans les chapitres 3 à 7,
je présente en détail les problèmes étudiés et les résultats obtenus. Les démonstrations
de ces résultats sont présentées en annexes.
Conception de réseaux ; graphes d’expansion et robustesse : Chapitre 3. Le
Chapitre 3 est dédié à l’étude de la conception des réseaux. Plus précisément, je présente
des constructions de réseaux destinés à être embarqués dans des satellites. Originelle-
ment, ce problème a été proposé par Alcatel Space Industrie. Le rôle des satellites en
question est de relayer des signaux télévisés, ils reçoivent un certain nombre de signaux
et doivent les réémettre. Les signaux sont reçus via des entrées, seulement celles-ci ne
sont pas toujours fonctionnelles. Certaines peuvent être en panne ou mal orientées, il
en faut donc plus que de signaux à recevoir. Les signaux sont ensuite transmis, via des
guides d’onde interconnectés par des commutateurs, à des ampliﬁcateurs avant d’être
réémis en direction de la terre. Comme pour les entrées, seuls certains ampliﬁcateurs
sont fonctionnels, il en faut donc plus que de signaux à réémettre. Le problème est de
concevoir des réseaux, capables de router les signaux arrivant par les entrées fonction-
nelles vers un nombre suﬃsant d’ampliﬁcateurs fonctionnels. On cherche des réseaux
ayant le plus petit nombre de commutateurs car ceux-ci coûtent cher à construire et
à envoyer dans l’espace. Ce problème a déjà été étudié, entre autre dans la thèse de
E. Darrot [], ainsi que dans de nombreux autres articles dont []. Cependant, jusqu’à
présent, seul les réseaux tolérants un petit nombre de pannes ont été étudiés. Dans
le Chapitre 3, je présente plus en détail ce problème ainsi que les résultats antérieurs
à ma thèse. J’y présente également des constructions et des résultats théoriques per-
mettant de calculer des bornes inférieures sur la taille des réseaux, et ce, entre autres,
quand le nombre d’entrées et de sorties non fonctionnelles est logarithmique par rap-
port au nombre de signaux. Je présente plusieurs constructions optimales, basées sur
des graphes d’expansion. Pour construire des réseaux dont le nombre d’entrées et de
sorties non fonctionnelles peut être plus grand, une notion est présentée : l’α-robustesse.
L’α-robustesse d’un graphe G traduit le fait que les petits sous-ensembles de sommets
ont besoin d’être fortement connectés (proportionnellement à leur taille) au reste du
graphe au cas où aucune des entrées ou sorties à l’intérieur ne soient fonctionnelles,
alors que pour les plus grands sous-ensembles, le nombre d’entrées ou de sorties non
fonctionnelles est borné (supérieur à une constante) par les hypothèses du problème. Je
présente des résultats sur l’α-robustesse des graphes aléatoires 4-réguliers permettant
de construire des réseaux quand le nombre d’entrées et de sorties non fonctionnelles est
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linéaire en le nombre de signaux. Ces résultats ont donnés lieu à deux publications :
[ABG+06] et [AGHP]. Cette dernière est donnée dans l’Annexe A.1.
Un autre aspect important de la conception des réseaux est le dimensionnement
des liens. Cela nécessite de prévoir le traﬁc qui va transiter par chacun d’eux. Dans
les trois chapitres suivants de ma thèse, je m’intéresse au problème de routage, qui
est un problème d’allocation de ressources. En plus de permettre le dimensionnement
d’un réseau, si le problème de routage est résolu eﬃcacement, la solution proposée peut
également être utilisée lors de l’exploitation du réseau.
Dimensionnement de réseau ; algorithme de routage : Chapitre 4. Dans le
Chapitre 4, j’étudie trois problèmes diﬀérents : le routage de paquets dans des réseaux
en forme de grille, l’établissement de connexions dans des réseaux d’antennes recevant
des signaux d’un satellite et dans des réseaux radios sans ﬁls maillés.
Concernant le routage de paquets, beaucoup de résultats sont connus. Entre autre,
un résultat de T. Leighton, B. Maggs et S. Rao, publié dans [LMR88, LMR94], dit que
pour tout réseau, tout ensemble de paquets, il existe un ordonnancement asymptotique-
ment optimal à un facteur multiplicatif près. Dans ce chapitre, je présente le problème
de routage de paquets pour le modèle ∆-port (toutes les sorties d’un nœud peuvent être
utilisées simultanément), tant dans le cas half-duplex (les liens ne peuvent être utilisés
que dans un sens à un instant donné) que full-duplex (les liens peuvent être utilisés
dans les deux sens à la fois). Dans l’article [AHSZ08], inclus dans l’Annexe B.1, sont
présentés des algorithmes de routage optimaux en plus courts chemins pour plusieurs
situations initiales (permutation, routage r-central et (ℓ,ℓ)-routage).
Concernant l’établissement de connexions dans les réseaux d’antennes recevant des
signaux d’un satellite, le problème consiste à allouer des fréquences aux antennes de telle
sorte que les antennes puissent capter les signaux qui leurs sont destinés, et cela tout en
utilisant le moins possible de fréquences au total. Le problème de coloration classique
peut être utilisé pour modéliser l’allocation de fréquence, cependant, les contraintes
imposées (deux antennes adjacentes ne peuvent pas recevoir sur la même fréquence)
sont plus fortes que nécessaire. En eﬀet, pour une antenne, tant que le bruit présent
sur sa fréquence de réception n’est pas trop grand, elle peut correctement interpréter
le signal reçu. Ainsi, le problème d’allocation de fréquences est mieux modélisé par
le problème de coloration k-impropre -une coloration dans laquelle un sommet a la
même couleur qu’au plus k de ses voisins- qui est NP-dur, et ce même dans le cas
qui nous intéresse : les grilles triangulaires, [HKS05, Ser06]. Il existe des algorithmes
d’approximation pour la coloration propre des grilles triangulaire , [MR00], je présente
des algorithmes d’approximation pour la coloration k-impropre d’un graphe. Dans les
grilles triangulaires, les coeﬃcients sont, pour 1 ≤ k ≤ 5 : 2513 , 127 , 1813 , 8063 et 4943 . Ces
résultats ont été publiés dans l’article [BHHL07]. Une version étendue de l’article est
donnée dans l’Annexe B.2.
Dans le cas des réseaux radios sans ﬁls maillés, j’étudie la complexité du problème
d’ordonnancement des connexions radios. Nous modélisons ce nouveau problème par
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un problème de coloration des arêtes d’un graphe pondéré (G,w) appelé coloration pro-
portionnelle. Dans cette coloration, chaque arête e veut recevoir un nombre de couleurs
dépendant (proportionnellement à son poids, w(e)) du nombre total de couleurs. Je
présente des résultats concernant la complexité de cette coloration et des classes de
graphes pour lesquelles ce problème est polynomial. Ces résultats ont été publiés dans
l’article [HLR08], et une version étendue de cet article est présentée dans l’Annexe B.3.
L’optimisation des routages de requêtes unicasts n’est pas toujours suﬃsante pour
exploiter au mieux un réseau. Le développement des applications multi-utilisateurs tels
les jeux en réseaux ou la télévision numérique entraîne l’envoi des mêmes données à
plusieurs utilisateurs. Dans ce cas, il est possible d’économiser des ressources du réseau
en dupliquant les données à l’intérieur du réseau au lieu de les envoyer plusieurs fois.
Requêtes multicast ; coloration de graphes orientés et programmation li-
néaire : Chapitre 5. Dans le Chapitre 5, j’étudie les requêtes multicasts. Je com-
mence ce chapitre en présentant les composants dont sont équipés les réseaux optiques
que j’étudie. Je présente ensuite un problème de coloration appelé directed star colou-
ring, permettant d’évaluer d’un point de vue théorique, le gain induit par l’usage de re-
quêtes multicasts au lieu de requêtes unicasts. Ce problème de coloration est une version
du problème de star arboricity introduit par I. Algor et N. Alon dans [AA89], adaptée
aux graphes orientés. La directed star arboricity d’un graphe orienté D est le nombre mi-
nimum d’ensembles d’étoiles disjointes nécessaires pour partitionner les arcs de D, elle
est notée dst(D). Ces travaux poursuivent ceux de R. Brandt et T.F. Gonzalez [BG05]. ,
il est entre autre prouvé que dst(D)≤ 2∆−(D)+1 et que dst(D)≤ 2max(∆+(D),∆−(D)).
L’ensemble des résultats obtenus ont été rédigés dans un article présenté dans l’An-
nexe C.1. Je propose ensuite diﬀérentes formulations mathématiques permettant de
calculer des routages de requêtes multicasts dans les réseaux de type réseaux optiques
de cœurs et réseaux d’accès. Un article présentant les formulations concernant les ré-
seaux optiques d’accès est en cours, il est donné dans l’Annexe C.2.
L’optimisation de l’utilisation des ressources d’un réseau n’est pas le seul critère
à prendre en compte lors de l’exploitation d’un réseau. En eﬀet, un client n’est pas
intéressé par le proﬁt réalisé par l’exploitant mais par la qualité du service qui lui est
fourni.
Qualité de service, groupes de risques et protection ; programmation li-
néaire : Chapitre 6 Le problème de pannes multiple, ou groupes de risques, a
récemment été étudié, par exemple dans la thèse de M-E. Voge. Dans le Chapitre 6,
je présente ce problème dans les réseaux optiques et je propose une formulation ma-
thématique permettant de calculer des routages de requêtes unicasts tout en prenant
en compte ces pannes. Je présente également des résultats expérimentaux sur le temps
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de calcul de cette formulation. Ces travaux ont donné lieu à l’article [CHPV08] qui est
donné en Annexe D.1. Je présente ensuite deux modes de protection par segments dans
les réseaux optiques WDM (Wavelength Division Multiplexing) utilisant le groupage de
traﬁc. Leur principe est de protéger un ensembles d’arcs (appelés segments) simultané-
ment. Le but des modes de protection présentés est de se baser sur le routage existant
des requêtes pour minimiser le coût de la protection. Un article sur ce problème est en
cours de préparation, il est présenté dans l’Annexe D.2.
Reroutage ; décomposition de graphes : Chapitre 7. Dans le Chapitre 7, je
m’intéresse à la gestion dynamique des réseaux. Étant donné un ensemble de demandes
et une attribution des ressources qui répond à ces demandes, lors de l’évolution des de-
mandes -ajout et suppression- certaines peuvent ne pas être satisfaites alors que si les
ressources étaient attribuées diﬀéremment, cela serait possible. Une solution consiste à
modiﬁer l’attribution des ressources pour arriver à cette situation sans perturber trop
de demandes. Le process number est un paramètre qui a été introduit pour modéliser ce
type de reconﬁguration de réseau. Dans [?], les auteurs présentent ce paramètres ainsi
que des algorithmes pour le calculer s’il est inférieur à trois. Dans ce chapitre, je rappelle
les liens avec diﬀérents paramètres dont la pathwidth et je donne un aperçu des résultats
connus. Ensuite, je présente un algorithme dynamique permettant de calculer le process
number d’un arbre en temps optimal. J’expose également de nouveaux résultats théo-
riques sur les liens entre la pathwidth des graphes planaires extérieurs et celle de leur
dual, permettant de répondre à plusieurs conjectures de H. Bodlaender et F. Fomin.
Entre autres, pour tout graphe planaire extérieur G, pw(G∗) ≤ pw(G) ≤ 2pw(G∗)− 1.
Ce résultat donne un algorithme de 2-approximation pour le calcul de la pathwidth des
graphes planaires extérieurs. Je présente ensuite des avancées sur des conjectures sur
les liens entre la pathwidth des graphes planaires et celle de leurs duaux, en particu-
lier, pour tout graphe planaire 3-connexe G, pw(G∗)/3− 2 ≤ pw(G) ≤ 3pw(G∗)+ 2. Je
ﬁnis ce chapitre avec des résultats concernant l’indice d’échappement arête connexe des
arbres. Les résultats présentés dans ce chapitre ont donnés lieu à quatre publications :
[CHS07, AHP, CHM08a, CHM08c]. Dans l’Annexe E.1, ﬁgure une version étendue des
articles [CHM08a, CHM08c]. Les publications [CHS07, AHP] sont données dans les
Annexes E.2 et E.3.
Structure des graphe orientés : Annexe F. Dans l’Annexe F, j’introduis un
nouveau paramètre concernant les graphe orientés, appelé mixing. Un graphe orienté D
est dit f -mixing si pour toute paire d’ensembles A et B avec plus de f arcs de A vers B, il
y a au moins f/2 arcs de B vers A. Certaines conditions, sur ce paramètre dans un graphe
orienté D, assurent l’existence de schémas, décrit par un autre (petit) graphe orienté H.
Ce paramètre a un intérêt théorique car il permet de mieux comprendre la structure des
graphe orientés. Le résultat principal de cet article est que la plus grande valeur de f
telle que tout graphe orienté f -mixing contient un circuit de longueur quatre est e2/n2.
Je présente également des bornes inférieures et supérieures pour des cycles orientés plus
longs. Le problème est complètement résolu dans le cas où le graphe orienté D est dense.
16 Introduction
Enﬁn, je présente des résultats sur la valeur minimale de ce paramètre dans les graphes
orientés réguliers. Une partie de ces résultats ont fait l’objet de l’article [AGH08].
1.2 Réseaux de télécommunication : problématiques et
techniques
Les problématiques que j’ai dégagées, concernant le cycle de vie d’un réseau, m’ont
permis de mettre en œuvre des techniques variées dont certaines sont transverses. Dans
cette section, je décris leurs utilités.
Graphes d’expansion et structure des graphes. Le rôle des réseaux étant d’in-
terconnecter des utilisateurs entre eux, ceux-ci doivent avoir de bonnes propriétés de
connectivité. Dans les cas où la topologie du réseau peut être choisie, l’utilisation de
graphes d’expansion (des graphes dont tout ensemble de moins de la moitié des som-
mets a un nombre de voisins proportionnel à sa taille) comme modèle peut s’avérer
intéressante, tout comme celle de graphes ayant une bonne robustesse si le besoin en
connectivité est moindre. Des techniques de décomposition de graphes peuvent égale-
ment être utiles pour mettre en exergue de petites structures interdites et ainsi obtenir
des garanties d’optimalité pour les réseaux conçus ; la q-quasi partition (une répartition
des sommets en ensembles connexes de taille à peu près q et tels que peu de sommets
soient dans plusieurs ensembles) en est un exemple. D’autres types de décompositions
sont utilisés pour la conception de réseaux, telle la vertex separation (une énuméra-
tion des sommets telle que tous segments initiaux aient peu de voisins, un paramètre
équivalent à la pathwidth) qui a été introduite pour la conception de circuits. Enﬁn,
l’utilisation de méthodes probabilistes permet d’obtenir des garanties théoriques sur
l’existence de "bons" réseaux.
Problèmes de coloration de graphes, méthode probabiliste et programma-
tion linéaire. Le problème de dimensionnement de lien est complémentaire au pro-
blème de choix de la structure. Il s’agit d’assurer que les capacités du réseau permettent
de satisfaire les demandes prévues. Il s’agit donc de garantir la répartition de ressources
disponibles entre diﬀérentes requêtes (ce sont typiquement des problèmes de routage
et/ou d’ordonnancement) de telle sorte qu’une ressource ne soit pas simultanément
utilisée par plusieurs requêtes. De tels problèmes sont facilement modélisables par des
problèmes de coloration de graphes. Les couleurs représentent alors les ressources, les
sommets du graphe représentent les requêtes et une arête représente une interaction
entre deux requêtes. Les problèmes de coloration que j’étudie sont la coloration pondé-
rée k-impropre, la coloration proportionnelle, la coloration fractionnaire -une relaxation
de la coloration normale- et le directed star colouring. Le problème est alors de trouver
le nombre de couleurs minimum pour colorier les graphes d’une classe de graphes bien
précise. Lors du dimensionnement des réseaux, l’important est l’existence de solution,
il est donc pertinent d’utiliser des techniques probabilistes telle que le Lemme Local de
Lovász, duquel il existe une version déterministe. Une approche complémentaire pour
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résoudre des problèmes d’allocation de ressources est l’usage de programmes linéaires.
Quand un problème est trop complexe pour être modélisé de manière suﬃsamment
simple pour pouvoir le résoudre de manière théorique, l’utilisation de programmes li-
néaires permet, à l’aide de simulateurs et d’un solveur, d’obtenir des résultats empi-
riques sur le comportement du réseau que l’on conçoit. Au cours de ma thèse, j’ai conçu
des programmes linéaires pour des problèmes de routage et de protection. Les objectifs
à considérer sont variés, il est nécessaire de prendre en compte le proﬁt réalisé ainsi
que la qualité du service oﬀert aux clients. J’ai utilisé la technique dite de génération
de colonnes aﬁn de pouvoir résoudre des problèmes de grande taille.
Décomposition de graphes et algorithmes d’approximation. Lors de la concep-
tion d’un réseau, le temps de calcul n’est pas un facteur limitant. Cependant, lors de
son exploitation, des algorithmes d’optimisation eﬃcaces sont indispensables aﬁn de
pouvoir faire face aux évolutions dynamiques des demandes et des caractéristiques.
Dans des cas où le problème peut être modélisé par un graphe de petite pathwidth ou
treewidth (deux types de description de séparateurs de petite tailles), il est parfois pos-
sible de calculer la solution optimale. Sinon cela prend trop de temps car les problèmes
sous-jacents sont souvent NP-durs. Ainsi, il est nécessaire de développer des algorithmes
d’approximation et si possible distribués pour faciliter l’exploitation des réseaux. Les
problèmes de coloration se prêtent souvent bien à la conception de tels algorithmes.
Si les programmes linéaires sont suﬃsamment vite résolus, ils peuvent également être
utilisés lors du routage. Une autre solution pour exploiter un réseau dont les carac-
téristiques ou les demandes évoluent dynamiquement est de se baser sur une solution
courante et de la faire évoluer. Ce problème a été modélisé par un paramètre appelé
process number. Il se trouve que ce paramètre est étroitement lié à la pathwidth, l’étude
de ce paramètre est donc intéressante tant d’un point de vue pratique que théorique.
Ces diﬀérents problèmes permettent d’illustrer la diversité des applications des outils
combinatoires et algorithmiques que j’ai utilisés au cours de ma thèse. Leurs utilisations
sont complémentaires, ce qui en renforce l’intérêt.
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Chapitre 2
Notions de base
Dans ce chapitre, je présente les déﬁnitions dont je vais avoir besoin au cours de ma
thèse. Ensuite, je présente le fonctionnement d’un réseau et le problème de routage.
2.1 Définitions et notations
La seule prétention de cette section est d’introduire les notations que je vais uti-
liser dans ma thèse et quelques déﬁnitions qui pourraient ne pas être standard. Il est
préférable de la consulter quand cela est nécessaire plutôt que de la lire en détail.
2.1.1 Graphes
Un graphe G est un couple d’ensembles (V,E) où V est un ensemble d’éléments
appelés sommets de G et E un ensemble de paires de sommets distincts de V . Les
éléments de E sont appelés arêtes de G. De manière générale |V | = n et |E| = e. On
utilisera V = {v1, . . . ,vn} comme ensemble de sommets. Dans certains cas des graphes
avec des boucles sont considérés, une boucle étant une arête d’un sommet vers lui
même, c.à.d. une paire contenant deux fois le même sommet. Un graphe avec des arêtes
multiples (plusieurs fois une même paire de sommets dans E) est un multigraphe.
Un graphe orienté D est un graphe dans lequel chaque arête (appelée arc dans ce
contexte) est un couple de sommets au lieu d’être une paire de sommets. La diﬀérence
entre un couple et une paire est que dans un couple les éléments sont ordonnées. Ainsi
un arc d’un graphe orienté a une source et une destination. Un graphe orienté asy-
métrique est un graphe orienté dans lequel, s’il y a un arc uv, il ne peut pas y avoir
l’arc vu. Un graphe graphe orienté symétrique est un graphe orienté dans lequel,
s’il y a un arc uv, il y a aussi l’arc vu. Un multigraphe orienté est un graphe orienté
dans lequel un arc peut être répété.
Remarque 2.1 Si dans un contexte où il est question de graphe orienté, pour désigner
un graphe, "graphe (simple)" sera utilisé pour éviter toute ambiguïté.
Je note D le graphe sous-jacent (underlying graph en anglais) d’un graphe orienté
(respectivement graphe orienté asymétrique ou multigraphe orienté). C’est le graphe
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(respectivement multigraphe) obtenu en considérant les arcs comme des arêtes, c.à.d.
les couples formant E comme des paires.
2.1.2 Caractéristiques des graphes
Étant donné un graphe G, le voisinage d’un sommet v de G, Γ(v), est l’ensemble des
sommets u tels que uv soit une arête du graphe. Le voisinage sortant (respectivement
voisinage entrant) d’un sommet v de G, Γ+(v) (respectivement Γ−(v)), est l’ensemble
des sommets u tels que vu (respectivement uv) soit un arc.
Étant donné un graphe G, le degré, d(v), d’un sommet v de G est le nombre d’arêtes
contenant v. Étant donné un graphe orienté D, le degré sortant d+(v) (respectivement
degré entrant d−(v)) d’un sommet v de D est le nombre d’arcs ayant v pour source
(respectivement destination) d+(v) = |Γ+(v)|, d−(v) = |Γ−(v)|.
Le degré max de G ∆(G), est le maximum des degrés des sommets du graphe. Le
degré sortant max de D, ∆+(D), est le maximum des degrés sortants des sommets
du graphe orienté. Le degré entrant max de D, ∆−(D), est le maximum des degrés
entrants des sommets du graphe orienté. Le degré total de D (respectivement d’un
sommet de D) est ∆(D) (respectivement d+(v)+ d−(v)).
2.1.3 Quelques familles de graphes
Sous-graphe. Étant donné un graphe G, un graphe H ayant k sommets est un sous-
graphe de G si il existe k sommets de G auxquels peuvent être associés les sommets de H
de telle sorte que toutes les arêtes de H soient des arêtes de G. On parle de sous-graphe
induit si les k sommets forment exactement H (c.à.d. qu’il n’y a pas d’arêtes en trop).
Graphe biparti. Un graphe est biparti si et seulement si ses sommets peuvent être
partitionnés en deux ensembles V1 et V2 tels que E ⊂V1×V2.
Graphe de Turan T (n,r). Le graphe de Turan T (n,r) est le graphe obtenu en par-
titionnant les n sommets en r ensembles de taille égale (à un près) et en formant une
arête pour toute paire de sommets si ils n’appartiennent pas au même ensemble de la
partition.
Graphe planaire. Un graphe est planaire si il peut être dessiné sur le plan sans
que ses arêtes (représentées par des courbes continues) se croisent. Une face F est
une région connexe maximale du plan délimitée par un ensemble d’arêtes et qui n’en
contient aucune. On remarquera qu’une des faces n’est pas bornée.
Le dual d’un graphe planaire G (dessiné sur le plan) est le graphe dont les sommets
sont les faces de G et les arêtes sont les paires de faces adjacentes à une même arête.
Le dual faible est le dual auquel a été enlevé le sommet correspondant à la face
non bornée et les arêtes incidentes à ce sommet.
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Graphe planaire extérieur. Un graphe est planaire extérieur si il peut être dessiné
sur le plan sans que ses arêtes se croisent et que tous les sommets soient sur la face non
bornée. Il s’agit donc d’un anneau avec des cordes ne s’intersectant pas.
Graphe k-régulier. Un graphe k-régulier est un graphe dans lequel tous les sommets
ont degré k.
Arbre binaire complet. Un arbre binaire est un graphe acyclique dont les sommets
ont degré 1 (les feuilles) ou 3 excepté un sommet qui a degré 2 (la racine).
Arbre complet. Un arbre complet est un arbre dont les feuilles sont toutes à la
même distance de la racine.
Grille carrée. Une grille carré de côté k est un sous-graphe induit, à k2 sommets, de
la grille inﬁnie ayant pour sommets les points de Z2 et dont les arêtes sont ((i, i),(i, i+1))
et ((i, i),(i+ 1, i)), pour i dans Z, comme représenté ci-dessous :
Grille triangulaire. Une grille triangulaire est obtenue à partir d’une grille carrée
à laquelle a été rajoutés les diagonales, comme représenté sur la Figure ci-dessous. La
grille triangulaire a côté k si la grille carré dont elle a été obtenu a côté k.
Grille hexagonale. Une grille hexagonale est déﬁnie comme étant le dual d’une grille
triangulaire. Une grille hexagonale de côté k est représentée sur la Figure ci-dessus :
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Pyramide. Une Pyramide de hauteur k est obtenue à partir de la grille carrée de
côté k dans laquelle on a identiﬁé les sommets (i, j) et ( j− 1, i + 1) pour k ≥ i ≥ 1 et
k ≥ j ≥ 1.
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2.2 Introduction sur les réseaux
Dans cette section, je décris brièvement le fonctionnement d’un réseau pour pouvoir
préciser à quel niveau se situent les travaux que je présente dans les chapitres suivant.
2.2.1 Fonctionnement général d’un réseau, le modèle OSI, Open Sys-
tems Interconnection
La norme ISO 7498, datant de 1984, décrit les principes généraux du fonctionnement
des communications entre diﬀérents systèmes reliés par un réseau. Le but de cette norme
n’est pas de donner des solutions techniques mais seulement de décrire l’architecture
des communications. Pour cela, la norme utilise principalement deux notions :
– la notion de service,
– la notion de protocole.
Un service est ce que l’on peut faire ou ce que l’on peut demander aux autres, le
"on" et le "autres" étant volontairement laissé indéﬁni car ils dépendent du contexte
dans lequel le mot service est employé.
Un protocole est un ensemble de règles et de formats permettant le déroulement
des échanges lors de la réalisation de services dans un réseau distribué. Par exemple
dans un réseau, c’est le protocole utilisé qui indique si lors d’un envoi de données le
système destinataire doit indiquer à l’expéditeur si il a reçu les données.
A l’aide de ces deux notions, la norme décrit un modèle de communications en sept
couches : de la couche 1 usuellement désignée comme la couche la plus basse à la couche
7, la couche la plus haute. Les sept couches sont les suivantes :
1. La couche physique est chargée de transmettre les signaux physiques entre les
diﬀérents systèmes. Les services correspondant à cette couche sont l’émission et
la réception de bits.
2. La couche liaison de données gère les communications entre deux systèmes direc-
tement reliés par un support physique. Elle manipule des paquets de bits appelés
trames, contrôle leur synchronisation et détecte les erreurs.
3. La couche réseau gère les communications entre deux systèmes, elle gère les com-
munications d’un système source à un système destination. Cela inclut le routage,
l’adressage des paquets et leur séquencement.
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4. La couche transport gère les communications entre les processus, c.à.d. le transport
des données d’une application à une autre. Elle gère, entre autre, les erreurs de
transmissions.
5. La couche session gère la synchronisation des échanges au travers de l’ouverture,
du maintien et de la fermeture de connexions.
6. La couche présentation, code les données en chaînes d’octets pour qu’elles soient
transmises. Ainsi elle est responsable de la syntaxe des informations transmises
et assure l’indépendance des données par rapport au format utilisé par le réseau.
7. La couche application est l’interface avec l’utilisateur.
La norme prévoit qu’une couche i ne puisse communiquer qu’avec la couche qui lui
est immédiatement au-dessus, la couche i+ 1 ou avec la couche qui lui est immédiate-
ment au-dessous, la couche i−1. Le déroulement d’une telle communication est décrit
par le protocole et les informations nécessaires à cette communication sont ajoutées
aux données transmises sous la forme d’un en-tête.
Les sept couches sont divisées en deux grandes catégories : les couches d’information
(les trois couches supérieures), et les couches de données (les quatre couches inférieures).
Ces dernières traitent les données de façon brute, c’est-à-dire sans tenir compte de leur
signiﬁcation. Elles se chargent simplement de faire circuler les bits et les paquets de
bits.
Bien que cette norme ne soit pas appliquée stricto sensu, elle me permet d’illustrer à
quel niveau se situe mon travail. En l’occurrence, je me place principalement au niveau
des couches de données, et entre autre de la couche 3 : la couche réseau. Ainsi, dans
les problèmes que je présente dans les chapitres suivants, je considère un ensemble de
requêtes caractérisées par leurs sources et leurs destinations et l’objectif est de trouver
un routage ; un routage étant un ensemble de chemins permettant d’acheminer les
messages de leurs émetteurs à leurs destinataires tout en respectant les contraintes
physiques du réseau.
Ce problème a déjà été largement étudié dans son cas le plus général, la section
suivante rappelle les principaux résultats.
2.2.2 Rappels sur le multiflot classique
De manière générale un réseau est modélisé par un graphe orienté D = (V,E), les
sommets du graphe représentent les diﬀérents systèmes présents dans le réseau et les
arcs les liens qui existent entre ces diﬀérents systèmes, la direction de l’arc indique dans
quel sens le lien peut être utilisé. Selon la couche à laquelle le problème se situe, les liens
peuvent être soit réels soit virtuels. A chaque arc e ∈ E est associé une capacité c(e) qui
représente la quantité d’information pouvant circuler sur le lien correspondant et un
prix par unité de ﬂot pe, le coût induit pour y faire transiter une unité de ﬂot. Ce coût
peut avoir plusieurs signiﬁcations comme un coût ﬁnancier ou un taux d’atténuation.
Le problème de routage consiste à trouver des chemins, en tenant compte des
contraintes de capacité du réseau, permettant de faire transiter des paquets à l’in-
térieur du réseau. De manière plus formelle, étant donné un ensemble de requêtes K,
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chaque requête k ∈ K étant déﬁnie par une source sk, une destination tk et une taille
dk, le but du problème est de trouver un ensemble de chemins reliant les sources aux
destinations sans que la capacité des arêtes utilisées ne soit dépassée. Deux objectifs
peuvent être considérés, il peut être de maximiser le nombre de requêtes routées, ou,
si il est possible de router toutes les requêtes, l’objectif peut être de minimiser le coût
du routage.
Ce problème est souvent illustré par un problème de tuyauterie dans lequel une
requêtes k représentent un débit dk (on se place dans un régime stationnaire) d’eau
devant aller de sk à tk. Sous cette forme il peut être facilement formulé par un ensemble
d’équations linéaires. Pour cela, étant donnée une requête k, l’ensemble Pk, des chemins
Pk pouvant acheminer l’eau correspondant à la requête k, est introduit. A chacun de
ces chemins est associée une variable χPk indiquant la quantité d’eau de la requête k
transmise sur ce chemin.
max ∑
k∈K
∑
Pk
χPk
∑
k∈K
∑
Pk:e∈Pk
χPk ≤ dk ∀k ∈ K (2.1)
∑
k∈K
∑
Pk:e∈Pk
χPk ≤ c(e) ∀e ∈ E (2.2)
min ∑
k∈K
∑
Pk
χPk ∑
e∈Pk
pe
∑
k∈K
∑
Pk:e∈Pk
χPk ≥ dk ∀k ∈ K (2.3)
∑
k∈K
∑
Pk:e∈Pk
χPk ≤ c(e) ∀e ∈ E (2.4)
Seulement, dans ces formulations, appelées arc-chemin, il est nécessaire de connaître
ou de calculer a priori l’ensemble des chemins que nos requêtes peuvent utiliser et il se
trouve qu’il y en a un nombre exponentiel, ce qui signiﬁe que cet ensemble d’équations
est dur à résoudre directement.
Cependant il est possible de transformer cette formulation en une formulation
sommets-arcs. Dans cette nouvelle formulation il n’y a plus une vision globale du che-
min, au lieu de cela, chaque nœud du réseau vériﬁe que l’eau qui y entre en sort
excepté pour les sources et les destinations des requêtes qui sont comme des robinets
et des trous. Pour modéliser la progression de l’eau correspondant à une requête k, une
variable positive χek est introduite pour chaque arc e du réseau. Ce qui donne :
max ∑
k∈K
∑
e∈Γ+sk
χek
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∑
e∈Γ+(sk)
χek = ∑
e∈Γ−(tk)
χek ≤ dk ∀k ∈ K (2.5)
∑
e∈Γ+(v)
χek = ∑
e∈Γ−(v)
∀v ∈V,k ∈ K (2.6)
∑
k∈K
χek ≤ c(e) ∀e ∈ E (2.7)
min ∑
k∈K
∑
e
χek pe
∑
e∈Γ+(sk)
χek = ∑
e∈Γ−(tk)
χek ≥ dk ∀k ∈ K (2.8)
∑
e∈Γ+(v)
χek = ∑
e∈Γ−(v)
∀v ∈V,k ∈ K (2.9)
∑
k∈K
χek ≤ c(e) ∀e ∈ E (2.10)
Dans ces formulations, le nombre d’équations ainsi que le nombre de variables est
polynomial, il est donc possible de résoudre le problème fractionnaire en temps poly-
nomial. Seulement, dans le cas fractionnaire, l’eau d’une même requête peut utiliser
un nombre de chemins quelconques. Si pour de l’eau cela ne pose a priori pas de pro-
blème, pour les données cela est plus problématique. La plupart du temps il est supposé
qu’une requête ne peut pas être partitionnée indéﬁniment, c.à.d. qu’il existe une taille
minimale pour les paquets partitionnant une requête. Cela revient à imposer que les
variables χek soient des variables entières, le problème est alors dit entier. Seulement,
une relaxation de ce problème dans laquelle les équations (2.1) sont ignorées -qui est
appelé le problème de multiﬂot entier- est NP-complet. Il existe tout de même des
algorithmes d’approximation qui se basent sur la solution de sa version fractionnaire.
Dans [GVY93] les auteurs donnent un algorithme avec un facteur d’approximation en
O(log(|K|)) du multiﬂot entier. Un autre algorithme se basant sur l’arrondi aléatoire
du multiﬂot fractionnaire a été proposé par P. Raghavan [Rag88] et amélioré de ma-
nière empirique par C. Coudert et H. Rivano dans [CR02]. Dans l’amélioration, il est
nécessaire de résoudre plusieurs multiﬂots fractionnaires, ainsi même si ce problème est
polynomial il est intéressant d’utiliser de bons algorithmes d’approximation, surtout
que la solution exacte n’est pas nécessaire. Dans [Fle00], L. Fleischer propose un algo-
rithme d’approximation à un facteur ε, cet algorithme d’approximation a par la suite
été repris et amélioré de manière empirique par H. Rivano, D. Coudert et X. Roche
dans [CRR03]. [CLR05] est une étude sur le problème du multiﬂot qui en présente les
variantes.
Un autre problème se pose quant à la pertinence de la solution trouvée, en eﬀet
dans le cas où c’est de l’eau qui circule dans des tuyaux, cela est bien égal si de l’eau
venant de deux sources diﬀérentes se mélange. Dans le cas des données, cela n’est pas
aussi facile et aﬁn de contrôler leur ﬂux, il est nécessaire que les nœuds du réseau où
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cela a lieu soient équipés de manière adéquate. Ainsi avant d’écrire nos modèles, les
hypothèses faites sur les équipements présents à chacun des nœuds seront présentées.
Chapitre 3
Conception de réseaux tolérants
aux pannes
Dans ce chapitre, je présente un problème de conception de réseau. L’objectif
est de concevoir des réseaux aussi petits que possible capables de router des signaux
provenant de ports d’entrées vers des ports de sorties. Seulement, les entrées et
sorties utilisées varient. Le rôle du réseau est, pour un nombre de signaux donnés,
d’assurer l’existence d’un routage quelles que soient les entrées et sorties utilisées. Je
commence par donner la motivation du problème et faire un rappel des principaux
résultats connus avant de présenter des constructions pour diﬀérentes variantes du
problème ainsi que des bornes inférieures sur la taille des réseaux.
Le problème que je présente dans cette section a été posé par Alcatel Space Indus-
trie dans les années 1995 pour des satellites destinés à des transmissions télévisuelles
comme les satellites des séries Eutelsat et Astra, et reste d’actualité. Le rôle de ces
satellites est de recevoir un signal vidéo et de le réémettre en direction de la terre. Le
problème concerne des réseaux destinés à ces satellites. Le but de ces réseaux est de
connecter certaines de ses entrées (sur lesquelles le satellite reçoit des signaux) à des
ampliﬁcateurs (pour réémettre les signaux reçus). Les connexions se font à l’aide de la
technologie "Traveling Wave Tube Ampliﬁers" TWTA [EH78]. Par commodité, j’appelle
les ampliﬁcateurs des sorties dans le reste de la section. À l’intérieur du satellite, les
signaux sont sous la forme d’ondes, ainsi les ports d’entrées sont reliés aux sorties au
travers d’un réseau de guides d’onde. De plus les ampliﬁcateurs ne sont pas équipés de
composants permettant de séparer deux ondes diﬀérentes. Ainsi, les connexions entre
les entrées et les sorties doivent s’établir via des chemins disjoints en terme de guides
d’onde. Enﬁn, pour des raisons d’ingénierie, les guides d’onde sont interconnectés par
des commutateurs à quatre entrées, chacun pesant 100g, ce qui est non négligeable
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dans le poids total du satellite à envoyer dans l’espace. Les connexions qu’un commu-
tateur peut réaliser sont représentées sur la Figure 3.1.
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3
4 2 4 2
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1 1
24
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24
Fig. 3.1 – Un commutateur possède quatre états diﬀérents.
Au cours de la durée de vie d’un satellite, des commutateurs peuvent se bloquer
dans une position donnée, limitant ainsi les connexions réalisables. De plus, des entrées
peuvent être inutilisables si le satellite est mal orienté et des sorties peuvent tomber en
panne. Dans tous les cas il est impossible de les réparer. Il est donc indispensable de
mettre plus de ports d’entrées et de sorties que de signaux à router. Deux variantes de ce
problème existent, dans la première variante, introduite par E. Darrot [Dar97] au cours
de sa thèse, tous les signaux à router ont la même priorité ; dans la deuxième variante,
certains signaux sont plus importants que d’autres. De tels signaux sont appelés des
signaux prioritaires et ils doivent être routés vers les ampliﬁcateurs assurant le meilleur
service. Les travaux que je présente ont été réalisés dans le cas où tous les signaux
sont équivalents mais il est important de noter que des travaux ont été eﬀectués sur
la deuxième problématique. Ainsi, dans [Hav06, BHT06], les auteurs proposent, pour
un nombre de pannes maximum en sortie donné et un nombre de signaux prioritaires
donné, des réseaux de faible taille en terme de nombre de commutateurs. Ils proposent
aussi pour certains cas pratiques (jusqu’à quatre signaux prioritaires et deux pannes en
sorties) des réseaux de taille minimale. En eﬀet, il est crucial de concevoir des réseaux
ayant aussi peu de commutateurs que possible aﬁn de réduire le coût des satellites.
Le coût total induit par un commutateur (construction et lancement) était estimé
à 15 000 ¤.
Il existe d’autre contraintes qui peuvent être prises en compte comme la distance
parcourue par un signal, que ce soit en terme de nombre de commutateurs traversés
ou en terme de longueur physique. Dans ce dernier cas, la représentation du réseau
devient une contrainte. Le nombre de commutateurs à actionner lorsqu’une entrée ou
une sortie tombe en panne inﬂuence l’énergie utilisée par le satellite, il peut donc aussi
être intéressant de le rajouter comme contrainte. Cependant le travail que je présente
s’inscrit dans la continuité des travaux déjà réalisés dans la thèse de E. Darrot [Dar97]
et dans [BDD02], ainsi l’objectif est de minimiser le nombre de commutateurs.
C’est de cette contrainte sur la taille du réseau que provient la diﬃculté du problème.
En eﬀet, si la taille n’avait pas été une contrainte il aurait été possible de construire
des réseaux à l’aide de graphes qui ont déjà largement été étudiés : les concentrateurs
et les superconcentrateurs. Avant d’expliquer comment ils peuvent être utilisés pour
notre problème, je vais donner leur déﬁnition ainsi que celle des graphes d’expansion,
un autre type de graphes qui sera utile. Ensuite, je formaliserai le problème que je
présente.
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3.1 Concentrateurs, superconcentrateurs et graphes d’ex-
pansion
Une introduction sur les concentrateurs, les superconcentrateurs et les graphes
d’expansion peut être trouvée dans [DN01]. Les déﬁnitions et les diﬀérents résultats
connus y sont donnés ainsi que des questions ouvertes. Je rappelle ci-dessous les déﬁ-
nitions ainsi que les principaux résultats dont j’ai besoin.
Les concentrateurs ont été introduits par M. Pinsker dans [Pin73] dans le cadre
des réseaux de téléphone. Un (p+k, p)-concentrateur est un graphe orienté acyclique
ayant p + k entrées et p sorties, tel que pour tout ensemble de p entrées il existe p
chemins arcs disjoints reliant les p entrées sélectionnées aux p sorties.
Un (p, p)-superconcentrateur, dont la déﬁnition a été introduite par A.V. Aho,
J.E. Hopcroft et J.D. Ullman dans [AHU74], est aussi un graphe orienté acyclique.
Les superconcentrateurs ont été introduits dans l’espoir d’établir des bornes non li-
néaires sur la complexité des circuits calculant des fonctions booléennes. Un (p, p)-
superconcentrateur a p entrées et p sorties ; pour tout ensemble de i ≤ p entrées et
i sorties, il existe i chemins arcs disjoints reliant les entrées sélectionnées aux sorties
sélectionnées.
Pour les concentrateurs comme pour les superconcentrateurs, l’objectif est d’en
construire avec le moins d’arcs possible.
Dans [Val75] L.G. Valiant montre pour la première fois qu’il existe des supercon-
centrateurs de taille linéaire (il montre qu’il en existe ayant de l’ordre de 238n arêtes),
contredisant ainsi plusieurs conjectures de [AHU74]. Le lecteur intéressé pourra aussi
se rapporter au travail de N. Pippenger [Pip77] dans lequel l’auteur montre l’existence
de (n,n)-superconcentrateurs ayant 39n+ O(log n) arêtes, profondeur O(log n), et degré
maximum (entrant et sortant) 16. Ce résultat a par la suite été amélioré plusieurs fois.
Ainsi, U. Schöning montre l’existence de superconcentrateurs ayant de l’ordre de 28n
arêtes dans [Sch06], ce résultat est pour le moment le meilleur connu. Cependant ces
articles ne donnent pas de preuve constructive, pour une construction explicite d’un
superconcentrateur, il faudra se référer à [AC03] dans lequel les auteurs présentent les
plus petits superconcentrateurs explicites connus qui ont 44n + o(1) arêtes. D’autres
constructions peuvent être trouvées dans [AM84, AGM87]. D’autre part, la meilleure
borne inférieure connue sur le nombre d’arêtes d’un superconcentrateur est due à G.
Lev et L.G. Valiant dans [LV83] et est de (5−o(1))n.
Les graphes d’expansion sont aussi très fortement liés aux réseaux étudiés dans cette
section. Le lien entre les graphes d’expansion et nos réseaux est dû à la Proposition
3.1. En eﬀet celle-ci exprime que le nombre d’arcs partant d’un sous-ensemble W doit
être assez grand pour évacuer les signaux qui ne sont pas routés d’une entrée de W
vers une sortie de W . Un (n,d,C)-graphe d’expansion est un graphe d régulier à n
sommets tel que tout ensemble de sommets S de taille au plus n/2, a au moins C · |S|
arêtes sortantes. Des exemples de graphes d’expansion bien connus sont les graphes
de Ramanujan, c.f. [Mor94, DSV03], qui sont des (n,d,C)-graphes d’expansion ayant
un coeﬃcient d’expansion C = 1/2(d − 2√d−1), ce qui est le plus grand coeﬃcient
d’expansion qu’un graphe d-régulier puisse avoir. Il existe des constructions explicites
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de graphes d’expansion pour d = q + 1 où q est la puissance d’un nombre premier et
donc en particulier pour d = 3 et d = 4 qui sont les cas qui, dans [AGHP], nous ont servi
pour construire des réseaux. Dans le cas général, trouver le coeﬃcient d’expansion d’un
graphe est NP-dur mais il est intéressant de noter que N. Alon démontre une condition
nécessaire et suﬃsante pour qu’un graphe régulier biparti soit un graphe d’expansion
dans [Alo86].
3.2 Réseaux (p,λ,k)
Notre problème peut être formalisé de la façon suivante : étant donnés p, λ et k où p
représente le nombre de signaux reçus par le satellite, λ le nombre d’entrées inutilisables
et k le nombre de sorties superﬂues (c.à.d. le nombre de pannes en entrées et en sorties
tolérées), un réseau (p,λ,k) est un triplet {(V,E), i,o} où (V,E) est un graphe, i et o
sont des fonctions entières positives déﬁnies sur V appelées fonctions d’entrées et de
sorties et qui vériﬁent les propriétés suivantes :
– les sommets du graphe représentent les commutateurs qui ont quatre sorties, donc
pour tout sommet v ∈V , i(v)+ o(v)+ deg(v) ≤ 4.
– le nombre d’entrées est i(V ) = ∑v∈V i(v) = p+ λ
– le nombre de sorties est o(V ) = ∑v∈V o(v) = p+ k
De plus, le graphe doit vériﬁer la propriété que quelles que soient p des p+λ entrées et
p des p+k sorties fonctionnelles, il existe p chemins arêtes disjoints reliant les p entrées
aux p sorties. Cette dernière propriété est équivalente à la propriété suivante appellée
propriété de coupe :
Proposition 3.1 Un réseau (p,λ,k) vérifie, pour tout sous-ensemble W ⊂ V , l’excès
de W , défini par ε(W ) := δ(W )+o(W )−min(k,o(W ))−min(i(W ), p), est positif : ε(W )≥
0.
Cette propriété peut être comprise de la manière suivante : tout signal arrivant
dans un sous-ensemble de sommets W doit, soit être routé vers une sortie fonctionnelle
à l’intérieur de W (il y en a au moins o(W )−min(k,o(W ))), soit évacué de W par un
des δ(W ) liens sortants.
Ainsi pour vériﬁer qu’un réseau est bien un réseau (p,λ,k), il est possible, soit de
résoudre un problème de ﬂot pour chaque conﬁguration des pannes, soit de vériﬁer cet
invariant pour chaque sous-ensemble de sommets. Par sous-modularité de ε il est même
possible de se restreindre aux sous-ensembles de sommets qui ont un complémentaire
connexe.
N (p,λ,k) désigne le nombre minimum de commutateurs nécessaire pour construire
un réseau (p,λ,k). Le problème de conception de réseaux consiste à déterminer
N (p,λ,k) et à construire des réseaux (p,λ,k) minimaux.
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Problème 3.2 (Conception de réseaux)
Entrées : Un nombre de signaux à router p.
Un nombre d’entrées p+ λ.
Un nombre de sorties p+ k.
Sortie : Un réseau permettant de relier p entrées à p sorties quelles que soient
les λ entrées et k sorties non fonctionnelles.
Objectif : Minimiser la taille du réseau.
Ce problème a initialement été étudié par E. Darrot au cours de sa thèse et dans
[BDD02] dans le cas particulier où λ = 0. Dans ce contexte, un réseau (p,0,k) est aussi
appelé un (p, p+ k)-sélecteur.
Pour ﬁxer les idées, je présente maintenant quelque exemples. Dans toutes les ﬁ-
gures, les entrées sont représentées par des ﬂèches et les sorties par des carrés. Le réseau
représenté dans la Figure 3.2 est un réseau (3,1,1), c.à.d. un réseau capable de router
trois signaux et ce même si une des entrées et une des sorties ne sont pas fonctionnelles.
Les Figures 3.3 montrent que ce réseau est bien valide dans la mesure où, quelles que
soient l’entrée et la sortie indisponibles, il est possible de router les trois signaux entrant
vers les trois sorties disponibles avec trois chemins arêtes disjoints. La Figure 3.2 repré-
sente un (4,8)-sélecteur, autrement dit un réseau (4,0,4). En eﬀet, quelles que soient les
quatre sorties en panne il est possible de router quatre signaux. La Figure 3.2 illustre
deux des diﬀérentes situations possibles, le lecteur peut aisément ﬁnir de se convaincre
de la validité de ce réseau en envisageant les autres situations possibles.
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Fig. 3.2 – Un réseau (3,1,1).
Fig. 3.3 – Validité du réseau (3,1,1).
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(a) Un réseau (4,0,4). (b) Validité du réseau (4,0,4).
Fig. 3.4 – Un réseau (4,0,4) et sa validité.
Utilisation des concentrateurs et des superconcentrateurs. Maintenant que
j’ai donné les déﬁnitions d’un concentrateur et d’un sélecteur, il est clair qu’un concen-
trateur :
– dont le rôle des sorties et des entrées est échangé,
– dont l’orientation des arcs est ignorée,
– et qui est modiﬁé pour tenir compte de la contrainte de degré,
donne un sélecteur. De même, il est clair qu’un superconcentrateur dont l’orientation
des arcs est ignorée est un réseau (p,λ,k) pour toute valeur de k = λ, une fois modiﬁé
pour tenir compte de la contrainte de degré. Enﬁn, pour étendre ces constructions à
des valeurs de λ < k, il suﬃt d’ignorer certaines des entrées. Cependant, si minimiser
le nombre de commutateurs est proche du fait de minimiser le nombre d’arcs car seuls
sont considérés des commutateurs de degré quatre, les sélecteurs et les réseaux (p,k,k)
obtenus à l’aide de concentrateurs et de superconcentrateurs ne sont pas minimaux.
Une des diﬀérences principales entre les superconcentrateurs et les réseaux (p,λ,k) est
que le nombre d’entrées et de sorties qui peuvent tomber en panne dans le cadre des
réseaux (p,λ,k) est borné. Le problème de concevoir des réseaux (p,λ,k) minimaux
existe donc bel et bien.
Les réseaux (p,λ,k) et le problème posé par Alcatel. Cependant avant de conti-
nuer, il est important de se convaincre qu’un réseau (p,λ,k) peut eﬀectivement être
utilisé pour les satellites d’Alcatel. En eﬀet, dans la déﬁnition d’un réseau (p,λ,k) une
seule contrainte sur les chemins reliant les entrées aux sorties est imposée : qu’ils soient
arêtes disjoints. Or, dans le problème initialement posé par Alcatel, il y a une autre
contrainte : deux signaux ne peuvent pas se croiser n’importe comment car un commu-
tateur ne peut pas connecter ses ports opposés simultanément (c.f. Figure 3.1). Dans le
cas où certain signaux sont prioritaires cela est alors une contrainte, mais lorsque tous
les signaux sont équivalents, cela n’en est plus une. En eﬀet, considérons le cas d’un
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signal routé de l’entrée i à la sortie o et d’un signal de i′ à o′ qui se croisent sur un
commutateur de telle sorte que le premier signal arrive par le port 1 et sort par le port
3 et que le deuxième signal arrive par le port 2 et sort par le port 4 (Figure 3.5(a)).
Cette situation n’est pas réalisable, mais si le premier signal est routé vers la sortie o′ et
le deuxième signal vers la sortie o, le premier signal va utiliser les ports 1 et 4 alors que
le deuxième va utiliser les ports 2 et 3 comme le montre la Figure 3.5(b). Étant donné
que les deux signaux sont équivalents la solution obtenue est toujours valide. C’est pour
cette raison qu’il est possible d’ignorer les contraintes imposées par les commutateurs.
De plus, le problème étant symétrique du point de vue des entrées et des sorties
dans le sens ou un réseau (p,λ,k) dont sont interverties les entrées et les sorties est un
réseau (p,k,λ). Dans [AGHP], avec O. Amini, F. Giroire et S. Pérennes, nous avons
considéré k ≥ λ. Pour la suite de cette section, j’ai adopté la convention n = p+ k.
i
i’
o
o’
1
2
3
4
(a) Deux signaux équivalents se croisant
i
i’
o
o’
1
2
3
4
(b) qui ne se croisent plus.
Fig. 3.5 – Le cas de deux signaux équivalents qui se croisent
3.3 Résultats antérieurs
Après avoir introduit le problème, je présente les diﬀérents résultats connus. Dans
[BDD02], les auteurs donnent la valeur de N (p,λ,k) pour λ = 0 et 0 ≤ k ≤ 2 (c.à.d.
la taille minimale d’un (p, p + k)-sélecteur) : N (p,0,1) = N (p,0,2) = p. Les auteurs
donnent également une construction récursive permettant d’obtenir des (p, p+k)-sélecteurs
pour de plus grandes valeurs de k et qui donne entre autres N (4p,0,4) ≤ 5p. Ensuite
J-C. Bermond, S. Pérennes et D. Tóth prouvent que cette dernière valeur est bien
la bonne : en eﬀet ils démontrent que N (p,0,3) = N (p,0,4) = ⌈5p/4⌉. Ils donnent
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également les résultats asymptotiques suivants : N (p,0,6) = ⌈5p/4⌉+√p/8 + O(1),
N (p,0,8) = ⌈4p/3⌉+2/3√p/3+O(p1/4) et N (p,0,10) = 11p/8+Θ(√p). Pour les plus
grandes valeurs de k ils montrent que N (p,0,k) = 3p/2 + k/2 et que cette borne est
asymptotiquement serrée. D’autres résultats sur les sélecteurs peuvent être trouvés
dans [Hav06]. F. Havet y étudie le cas où le nombre de pannes tolérées est élevé par
rapport au nombre d’entrées. Il montre que pour un réseau destiné à router p signaux et
tolérant k pannes en sorties (0 en entrées), si p≥ k, N (p,0,k)≤ n/2+17p+O(log(n)) et
si p≤ k, N (p,0,k)≤ 17n−16p+O(log(n)). Je rappelle la convention n = p+k. F. Havet
montre également deux bornes inférieures suivant si le nombre d’entrées est pair ou
impair :
– si le nombre d’entrées p est pair : N (p,0,k) ≥ (2p/2−1)/2p/2n+ Θ(1),
– si p est impair : N (p,0,k) ≥ (2(p+1)/2−3)/2(p+1)/2n+ Θ(1).
Il conjecture que cette dernière borne inférieure est en fait la bonne valeur et le
prouve dans le cas où le nombre d’entrées est petit (de 1 à 6). Si le problème général
dans lequel les λ> 0 est cité dans [BDD02], les premiers résultats sont obtenus par J-C.
Bermond, F. Giroire et S. Pérennes dans [BGP07]. Ils donnent la valeur de N (p,λ,k)
pour de petites valeurs de k et λ :
– N (p,1,2) =N (p,2,2) = p+ 2.
– pour k = 3 ou k = 4, 0 < λ ≤ k, N (p,λ,k) = ⌈5n/4⌉.
– pour k = 5 ou k = 6, 0 < λ ≤ k, N (p,λ,k) ≤ ⌈3n/2⌉.
3.4 Réseaux tolérant un grand nombre de pannes : contri-
butions
Dans l’article [AGHP] présent dans l’Annexe A.1, avec O. Amini, F. Giroire et S.
Pérennes, nous avons étudié le problème de conception de réseaux dans le cas où le
nombre de pannes peut être élevé. De plus, nous avons introduit une variante, dite
problème de conception de réseaux simplifiés qui est étudiée dans les mêmes
conditions. Un réseau (p,λ,k) simpliﬁé est tel que p + λ commutateurs sont reliés à
exactement une entrée et une sortie (de tels commutateurs sont appelés des doublons,
c.f. Figure 3.6) et k−λ commutateurs ont une sortie.
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Fig. 3.6 – Un commutateur ayant une entrée et une sortie : un doublon.
Comme le signale déjà les auteurs de [BDD02] dans la conclusion, les réseaux dits
simpliﬁés sont intéressants pour les applications pour plusieurs raisons. En eﬀet, ils ont
un processus de routage simple : la plupart des signaux peuvent être envoyés sur la sortie
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présente sur le même commutateur. De plus, dans ce routage, les chemins empruntés par
les signaux sont très courts et donc minimisent l’atténuation des signaux. Ces chemins
limitent également les interférences entre signaux.
Concernant les preuves des résultats obtenus, le lecteur intéressé peut lire l’article
[AGHP] présent en Annexe A.1, je me contente de présenter ici ces résultats, c.à.d.
plusieurs bornes inférieures et supérieures sur la taille minimale des réseaux (p,λ,k) et
des réseaux (p,λ,k) simpliﬁés. Dans de nombreux cas, ces bornes donnent asymptoti-
quement la taille minimale des réseaux (p,λ,k) et des réseaux (p,λ,k) simpliﬁés.
Aﬁn d’obtenir les bornes inférieures, dans [AGHP] nous avons utilisé une nouvelle
technique : la quasi-partition qui dépend du Lemme 3.4. Pour pouvoir exposer ce lemme,
j’ai besoin de la déﬁnition suivante :
Définition 3.3 (q-quasi-partition) Soit G = (V,E) un graphe et q un entier positif.
une q-quasi-partition de G est une famille Q = {A1,A2, . . . ,Am} de sous-ensembles de V ,
telle que :
(i) pour tout 1 ≤ i≤ m, le sous graphe G[Ai] induit par Ai est connexe ;
(ii) pour tout 1 ≤ i≤ m, q3 ≤ |Ai| ≤ q ;
(iii) V =
Sm
i=1 Ai et ∑mi=1 |Ai| ≤ |V |+ |{Ai; |Ai|> 2q3 }|+ 1.
Lemme 3.4 ([DHMP06]) Soit q un entier positif et G un graphe connexe de taille
au moins q3 . G admet une q-quasi-partition.
Bornes inférieures. Le Lemme 3.4 permet d’obtenir des informations sur l’ensemble
du réseaux à partir d’observations locales. Il sert pour prouver le théorème suivant :
Théorème 3.5 Dans un réseau (p,λ,k) de taille N, pour k ≤ n2 :
N ≥
(
3
2n− (k−λ)−4− 12√k
)(
1− 92√k + O
(1
k
))
+ d2
(
1+ 92√k + O
(1
k
))
.
avec n = p+ k et d le nombre de doublons, c.à.d. le nombre de commutateurs ayant
exactement une entrée et une sortie.
Ce théorème est ensuite utilisé pour obtenir des bornes inférieures pour les diﬀérents
problèmes. Dans le cas général, il donne le Corollaire 3.6 :
Corollaire 3.6 (Cas Général). Pour λ → ∞ et k → ∞, un réseau (p,λ,k) contient au
moins n+ 23n+ O(
n√
λ) commutateurs. Autrement dit, N (p,λ,k) ≥ n+
2
3n+ O(
n√
λ).
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Dans le cas où le réseau ne tolère pas les pannes d’entrées, c.à.d. quand λ = 0, ou
encore le cas des sélecteurs, cela donne le Corollaire 3.7.
Corollaire 3.7 (Sélecteurs, λ = 0). Dans un réseau (p,0,k) de taille N, pour k →∞ et
k ≤ n2 , on a :
N ≥ n+ n
2
+O(
n√
k
)
Autrement dit :
N (p,0,k) ≥ n+ n
2
+ O( n√
k
).
Enﬁn dans le cas dit simpliﬁé, cela donne le Corollaire 3.8.
Corollaire 3.8 (Cas simplifié). Dans un réseau (p,λ,k) simplifié, pour k→∞ et k≤ n2 ,
il y a au moins 2n + O( n√k) commutateurs, c.à.d. N (p,λ,k) ≥ 2n + O(
n√
k ) dans le cas
simplifié.
Bornes supérieures. Pour montrer des bornes supérieures, dans [AGHP], nous
construisons des réseaux (p,λ,k) à l’aide de graphes d’expansion. Seulement les ré-
seaux construits de cette façon ne sont valables que pour des valeurs de k et λ bornées
par logn. L’ensemble des bornes supérieures est listé ci-dessous :
Théorème 3.9 (Cas général). Pour n = p+k, k≤ 115 logn, et n assez grand : N(p,λ,k)≤
n+ 34n
Nous faisons d’ailleurs la conjecture que cette borne supérieure est la valeur de
N (p,λ,k).
Conjecture 3.10 Pour n = p+ k, k ≤ 115 logn, et n assez grand : N(p,λ,k) = n+ 34n
Théorème 3.11 (Sélecteurs, λ = 0). Pour n = p+ k, k ≤ 148 log2 n, et n assez grand :
N(p,0,k)≤ n+ n
2
.
Théorème 3.12 (Cas simplifié). Pour n = p+k, k≤ 16 logn, et n assez grand : N(p,λ,k)≤
2n.
Les résultats antérieurs ne donnaient la valeur de N (p,λ,k) que dans le cas des
réseaux tolérant un nombre de pannes maximum borné par une constante, ainsi ces
derniers théorèmes apportent des informations nouvelles en donnant la valeur asymp-
totique de N (p,λ,k) pour des valeurs plus grandes de k. Cependant k reste borné par
logn. Aﬁn d’obtenir des résultats pour des valeurs de k plus grande encore, nous avons
déﬁni un nouveau paramètre appelé l’α-robustesse. Le but de ce paramètre est d’éva-
luer l’expansion locale d’un graphe. Étant donné un réel α, l’α−robustesse d’un graphe,
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rα, est le plus grand entier tel que pour tout sous-ensemble X ⊂V de taille |X | ≤ |V |/2,
on a :
δ(X)≥min(α|X |,rα).
Cela signiﬁe que les petits ensembles ont un facteur d’expansion α alors que les plus
grands ensembles (de taille plus grande que rα/α) ont au moins rα arêtes sortantes.
Cette notion diﬀère des approches usuelles dans la mesure où, au lieu de chercher le
coeﬃcient d’expansion d’un graphe, un coeﬃcient d’expansion est ﬁxé et le but est de
chercher quels sont les ensembles qui le vériﬁent. Des notions proches sont présentées
dans [CRVW02, AHK99].
Liens entre la robustesse et d’autres paramètres. Cette déﬁnition est motivée
par le fait qu’un réseau (p,λ,k) n’a pas besoin de vériﬁer de bonnes propriétés d’expan-
sion pour les grands ensembles de sommets. Cette notion est également intéressante en
elle-même et généralise plusieurs invariants comme la bisection-width et la constante de
Cheeger ([Chu97]). Je rappelle que la bisection-width est le plus petit nombre d’arêtes
entre les deux ensembles d’une partition des sommets en deux ensembles de même taille.
Elle a entre autres été étudiée par N. Alon dans [Alo93] et par B. Moniens et R. Preis
dans [MP06]. L’α-robustesse est également reliée à la notion de graphe d’expansion, par
exemple les graphes de Ramanujan qui ont un facteur d’expansion 1/2(d−2√d−1) ont
une 1/2(d−2√d−1)-robustesse de n/2.
Application de l’α-robustesse. Pour construire des réseaux (p,λ,k), il faut des
graphes ayant une bonne 1-robustesse. Comme la robustesse est une notion proche de
l’expansion et qu’il se trouve que les graphes aléatoires sont de bons graphes d’expan-
sion, dans [AGHP], nous avons étudié l’α−robustesse des graphes aléatoires 4-réguliers.
Nous y généralisons des résultats de B. Bollobàs sur leurs coeﬃcients d’expansion
([Bol88]). Nous n’avons pas trouvé d’articles antérieurs parlant de ce concept d’ex-
pansion locale, et les résultats que nous obtenons nous permettent de construire des
réseaux (p,λ,k) ayant 3n commutateurs et tolérant jusqu’à n/7 pannes (d’entrées comme
de sorties). Je présente ces preuves dans la Section 3.4.1. Elles peuvent également être
trouvées dans la thèse de F. Giroire [Gir06] ou dans l’Annexe A.1.
Théorème 3.13 Les graphes aléatoires 4-réguliers ont une 1-robustesse d’au moins
n/14 avec probabilité 1−O( logn
n
).
Corollaire 3.14 Pour k ≤ n7 , il existe un réseau (p,λ,k) de taille 3n où n = p+ k.
Preuve. Soit G un graphe Hamiltonien 4-régulier sur 2n sommets ayant une 1-robustesse
d’au moins n/7. Si un doublon (en bleu sur la Figure 3.7) est rajouté à chaque arête
d’un couplage parfait (en pointillés rouges) obtenu à partir d’un cycle Hamiltonien, cela
donne un réseau (p = n− k,k,k) pour tout k ≤ n/7 qui a 3n sommets.
Il est facile de vériﬁer que c’est bien un réseau (p,λ,k) à l’aide de la Propriété 3.1.
Cette construction peut se généraliser pour tout k ≤ n/2 si les arêtes auxquelles les
doublons sont rajoutés, sont choisies à bonne distance. 2
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Fig. 3.7 – Un réseau (p = n− k,k,k) obtenu à partir d’un graphe hamiltonien.
3.4.1 Robustesse des graphes 4-réguliers
Pour prouver le Théorème 3.13, il est nécessaire de prouver que dans les graphes
aléatoires 4-réguliers, tous les ensembles contenant s≤ n/14 sommets ont une frontière
de taille au moins s et que tous les ensembles de taille s ≥ n/14 ont une frontière de
taille au moins n/14. Ce sont les Lemmes 3.17 et 3.18.
Ces résultats ont été prouvés en utilisant la méthode du premier moment pour des
éléments de l’espace de probabilité déﬁnit ci-dessous :
Définition 3.15 G(2,n) désigne l’espace de probabilité de tous les graphes à n sommets
qui sont l’union de deux cycles Hamiltoniens, tous les graphes ayant la même probabilité.
G2,n désigne un élément de G(2,n).
Remarque 3.16 Il y a n!2 éléments dans G(2,n). Un élément de G(2,n) peut avoir
des arêtes multiples.
Lemme 3.17 Pour n grand, dans un graphe aléatoire 4-réguliers, tout sous-ensemble
de taille s≤ n/14 a une frontière de taille au moins s avec probabilité u > 1/2.
Lemme 3.18 Pour n grand, dans un graphe aléatoire 4-réguliers, tout sous-ensemble
de taille s ∈ [ n14 , 13n14 ] a une frontière de taille au moins n14 avec une probabilité u > 1/2.
Les preuves de ces résultats se trouvent dans l’Annexe A.1.
3.5 Conclusion et perspectives
Si le travail que nous avons réalisé dans [AGHP] a permis de répondre à certaines
questions concernant la taille des réseaux (p,λ,k), de nombreuses questions intéressantes
restent à étudier, entre autres concernant le paramètre que nous avons introduit dans
ce contexte : la robustesse. En eﬀet le Théorème 3.13 montre l’existence de graphes 4-
régulier ayant une bonne α-robustesse, mais il est basé sur les graphes aléatoires. Ainsi
le Corollaire 3.14 ne donne que l’existence d’un réseau (p,λ,k) tolérant n/7 pannes
de taille 3n. Aﬁn d’avoir un exemple d’un tel réseau, il serait intéressant de trouver
des constructions de graphes ayant une grande α-robustesse. Concernant les graphes
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d’expansion, il est possible d’en construire à l’aide du produit Zigzag qui a été introduit
par [RVW02] ou par le "lift" de [BL06], il est donc naturel de se demander si des
techniques similaires permettent d’obtenir des graphes ayant une bonne robustesse.
Précédemment nous avons dit que l’α-robustesse généralise la bisection-width. Dans
[MP06], les auteurs montrent que la bisection-width maximale d’un graphe à n sommets
est au plus 2n/5. Cela implique que l’α-robustesse est au plus n2 quand α >
4
5 . Est-il
possible de généraliser ce résultat et, par exemple, de donner une condition sur α
assurant une α-robustesse d’au plus n/3 ?
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Chapitre 4
Algorithmes de routage
Dans ce chapitre, je m’intéresse à la couche réseau du système OSI, c.à.d. à
la couche numéro trois. Je rappelle que le but de cette couche est de gérer les
connexions entre les diﬀérents systèmes composant le réseau. Dans la première sec-
tion, je présente des algorithmes de routage optimaux pour le routage de paquets
dans les grilles hexagonales et triangulaires, pour le modèle ∆-port, half- ou full-
duplex, dans le cas de la permutation, du routage r-central et du (ℓ,ℓ)-routage. Je
présente également un algorithme d’approximation dans le cas du (ℓ,k)-routage.
Dans la deuxième section, je présente des algorithmes d’approximation pour la co-
loration k-impropre des graphes hexagonaux. Ce problème modélise un problème
d’aﬀectation de fréquences pour des transmissions entre un satellite et des an-
tennes. Dans la dernière section, je montre qu’un problème d’ordonnancement de
connexions dans un réseau radio sans ﬁls maillé peut être modélisé par un problème
de coloration appelé coloration proportionnelle qui est NP-dur dans le cas général.
Étant donné un réseau et des requêtes entre les systèmes du réseau (chaque requête
correspond à des données à transmettre entre des systèmes), le problème consiste à
organiser le transfert de ces requêtes à l’aide des infrastructures disponibles. Ainsi,
le problème dépend fortement du réseau considéré. Dans ce chapitre, le problème est
étudié dans trois types de réseaux diﬀérents :
– Les premiers réseaux considérés sont des réseaux en forme de grilles qui repré-
sentent typiquement des processeurs reliés entre eux.
– Les seconds réseaux considérés sont des réseaux WiFi constitués d’antennes re-
cevant des signaux d’un satellite.
– Les derniers réseaux étudiés sont également des réseaux WiFi, qui sont composés
de routeurs communiquant entre eux.
Dans les trois cas, je considère uniquement des requêtes émises par un système et
à destination de ceux-ci. Je ne porterai pas, dans ce chapitre, mon attention sur les
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requêtes multicasts, qui seront traitées plus tard.
Dans chacune des sections sont utilisées des techniques diﬀérentes. Cela illustre
la variété des approches disponibles pour résoudre des problèmes similaires. Dans la
première section, je présente des résultats obtenus à partir d’algorithmes de type big
foot, tandis que les problèmes des deux sections suivantes sont modélisés par deux
problèmes diﬀérents de coloration de graphes.
4.1 Algorithmes de routage dans les grilles
Le travail que je présente dans cette section a été réalisé en collaboration avec
O. Amini, I. Sau Valls et J. Žerovnik. L’article que nous avons soumis à JOIN peut
être trouvé dans l’Annexe B.1. Le problème auquel nous nous sommes intéressés est
un problème d’ordonnancement. Étant donné un ensemble de paquets, caractérisés par
leur origine et leur destination, l’objectif est de trouver un chemin et un ordonnacement
des déplacements de chacun des paquets aﬁn de tous les acheminer à leur destination
tout en minimisant le temps pris par l’acheminement de tous les paquets. Ce problème
peut être formulé de la manière suivante :
Problème 4.1 (Problème de routage de paquets dans les réseaux)
Entrées : Un réseau.
Un ensemble de paquets, chacun caractérisé par une source et une
destination.
Sorties : Un chemin pour chacun des paquets.
Un ordonnancement des déplacements de chacun des paquets.
Objectif : Minimiser le temps nécessaire pour acheminer tous les paquets.
4.1.1 Contexte
En 1988, T. Leighton, B. Maggs et S. Rao prouvent dans [LMR88, LMR94], que quel
que soit le réseau, pour tout ensemble de paquets dont on connait a priori les chemins
sur lesquels ils vont être routés, il existe un ordonnancement permettant d’acheminer
tous les paquets le long de leur chemin en un temps optimal de O(C + D) étapes, où C
représente la charge du réseau (le nombre maximum de chemins utilisant une même
arête) et D la dilatation (la longueur du chemin le plus long).
Théorème 4.2 ([LMR88]) Pour tout ensemble de paires paquet-chemin, il existe un
protocole de routage hors-ligne nécessitant O(C+D) étapes pour router tous les paquets.
De plus, dans [ST97], les auteurs montrent qu’étant donné un ensemble de paquets,
il est possible de trouver en temps polynomial un chemin pour chacun des paquets tel
que la valeur de C + D dans ce routage soit au plus à un facteur quatre de l’optimum.
Ainsi on peut reformuler le Théorème 4.2 de manière plus générale.
Théorème 4.3 ([ST97]) Pour tout ensemble de paquets, il existe un protocole de rou-
tage hors-ligne nécessitant O(C + D) étapes pour router tous les paquets, où C + D est
le minimum de "la charge du réseau plus la dilatation" sur tous les routages.
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Fig. 4.1 – Grilles triangulaire (△) et hexagonale. (9)
Qui plus est, dans l’ordonnancement obtenu, à chaque étape, le nombre de paquets
devant être stockés par un nœud est borné par une constante.
Bien que ces résultats soient asymptotiquement les meilleurs possibles, si l’on consi-
dère certains types de paquets et certains types de réseaux bien précis, il est possible de
concevoir des algorithmes qui sont plus eﬃcaces en pratique. En eﬀet, un gros facteur
multiplicatif peut se cacher derrière le O dans le théorème précédent.
4.1.2 Les différents scénarios de requêtes
Les diﬀérents types de scénarios pour les paquets sont déﬁnis à partir du nombre de
paquets émis et reçus par chaque système du réseau. Les problèmes les plus couramment
étudiés sont les suivants :
1. Permutation : chaque nœud est source et destination d’exactement un paquet.
2. (ℓ,k)-routage : chaque système est source d’au plus ℓ paquets et en est destina-
tion d’au plus k. Un autre cas particulier important est le cas (1,k)-routage.
3. (1, tous)-routage : chaque nœud est source d’au plus un paquet mais il n’y a pas
de contrainte sur le nombre maximum de paquets dont un nœud est destination.
4. routage r-central : tous les nœuds à distance au plus r du nœud central lui
adressent un paquet.
Dans chacun de ces scénarios, étant donnée une conﬁguration initiale, l’objectif est de
trouver des chemins et un ordonnancement permettant d’acheminer les paquets le plus
rapidement possible.
4.1.3 Les différents types de réseaux
Topologie. Le réseau le plus étudié est la grille carrée. Une des raisons est qu’elle
est utilisée dans les réseaux de processeurs. Les réseaux radios sont, quant à eux, sou-
vent modélisés par des grilles hexagonales ou triangulaires dans lesquelles les nœuds
représentent les stations de base. Avec O. Amini, I. Sau Vals et J. Žerovnik, ce sont à
ces trois types de grilles (carrées, triangulaires et hexagonales) que nous nous sommes
intéressés dans [AHSZ08].
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Fig. 4.2 – Trois directions dans la grille hexagonale et le principe de l’algorithme big
foot.
La Figure 4.1 représente les grilles triangulaires et hexagonales. La grille hexagonale
est un sous-graphe de la grille triangulaire. La grille triangulaire peut être obtenue à
partir d’une grille carrée en rajoutant une diagonale, c’est aussi le dual de la grille hexa-
gonale. Nous considérons des sous-grilles convexes (c.à.d. contenant tous les chemins les
plus courts entre deux sommets) des trois grilles carrées, triangulaires et hexagonales.
Caractéristiques des composants. Nous nous plaçons dans le modèle où chaque
système peut stocker et retransmettre les paquets reçus (store-and-forward model).
Chaque système doit donc être capable de gérer une ﬁle d’attente de paquets (queue).
Chaque système peut également recevoir et envoyer des paquets sur tous les liens qui
le connectent au réseau en même temps (∆-port model). Enﬁn, nous considèrons à la
fois le cas où les liens sont bidirectionnels, et ne peuvent donc être utilisés que dans un
sens à chaque étape (half-duplex networks), et le cas où chaque lien représente en
fait deux liens, un dans chaque sens, ce qui permet à chaque étape de transmettre des
données simultanément dans les deux directions (full-duplex networks).
4.1.4 Résultats connus dans la grille carrée
Je rappelle très brièvement les résultats connus concernant les grilles carrées.
Dans [HLJ97], les auteurs introduisent un algorithme appelé big foot. Étant don-
nées plusieurs directions (horizontale X et verticale Y dans la grille carrée), l’idée de
l’algorithme est (dans une grille à deux dimensions) de router chacun des paquets aussi
loin que utile le long d’une première direction puis de ﬁnir le routage en utilisant une
seconde direction. Dans une grille carrée, ce routage est également connu sous le nom de
routage XY. Les algorithmes que nous proposons utilisent ce principe, comme illustré
sur la Figure 4.2, dans le cas de la grille hexagonale.
Permutation. Dans [SCK97], les auteurs proposent un algorithme trouvant un or-
donnancement optimal (utilisant 2n−2 étapes) et utilisant des ﬁles d’attente de taille au
plus 81. Ils proposent également un algorithme trouvant un ordonnancement utilisant
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2n+O(1) étapes et utilisant des ﬁles d’attente de taille au plus 12.
(1,k)-routage. Dans [SK94], les auteurs proposent un algorithme donnant un ordon-
nancement quasi optimal qui utilise
√
k n2 +O(n) étapes. Ils donnent un autre algorithme
calculant un ordonnancement nécessitant un peu plus d’étapes mais qui utilise des ﬁles
d’attente de taille maximale 3.
(ℓ,ℓ)-routage. Dans [SK94], les auteurs proposent également un algorithme calcu-
lant des ordonnancements utilisant O(ℓn) étapes, sachant que dans [SK94], les auteurs
proposent une borne inférieure en Ω(
√
ℓkn) pour le (ℓ,k)-routage.
(ℓ,k)-routage. Dans [PP01], les auteurs donnent des algorithmes déterministes et
aléatoires permettant de calculer un ordonnancement utilisant O(
√
ℓkn) étapes, ce qui
est optimal.
4.1.5 Algorithmes de routage dans les grilles hexagonales et triangu-
laires : contributions
Les algorithmes que nous proposons dans [AHSZ08] (et qui peuvent être trouvés
dans l’Annexe B.1) sont tous distribués, et peuvent ainsi être utilisés indépendamment
par chaque nœud. Ils utilisent tous les chemins les plus courts, ce qui permet de mi-
nimiser la dilatation qui est alors la longueur du plus long plus court chemin, et est
notée ℓmax. Cependant, un routage utilisant les chemins les plus courts ne permet pas
toujours d’avoir un ordonnancement utilisant le nombre minimum d’étapes.
Permutation. Nous proposons le premier algorithme permettant de calculer des or-
donnancements utilisant le moins possible d’étapes dans les grilles hexagonales full-
duplex (2ℓmax − 2 étapes) et half-duplex (4ℓmax − 4 étapes) ainsi que dans les grilles
triangulaires half-duplex (2ℓmax étapes).
Routage r-central. Nous proposons le premier algorithme permettant de calculer
des ordonnancements utilisant le moins possible d’étapes dans les grilles carrées, hexa-
gonales et triangulaires (full et half-duplex) en respectivement
(
r+1
2
)
,
(3r+1
2
)
et
(6r+1
2
)
étapes pour le cas full-duplex (le double dans half-duplex).
(ℓ,ℓ)-routage. Nous proposons le premier algorithme permettant de calculer des or-
donnancements utilisant le moins possible d’étapes dans les grilles carrées, hexagonales
(2ℓℓmax en full-duplex) et triangulaires (ℓℓmax en full-duplex) (full et half-duplex).
(ℓ,k)-routage. Nous proposons un algorithme permettant de calculer des ordonnan-
cements utilisant un nombre d’étapes à un facteur constant garanti (mais dont la for-
mule n’est pas très élégante) du nombre minimum d’étapes dans les grilles carrées,
hexagonales et triangulaires (full et half-duplex).
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4.2 Allocation de fréquences et coloration impropre des
graphes hexagonaux pondérés
Dans cette section, je reprends un article qui a été présenté à Algotel 07. J’ai par la
suite continué à travailler sur cette problématique et la version étendue de cet article
est présente en annexe. Ce travail a été fait en collaboration avec Frédéric Havet, Jean-
Claude Bermond et Cláudia Linhares-Sales. L’article en cours de préparation peut être
trouvé dans l’Annexe B.2.
4.2.1 Origine du problème
Contexte. Ce travail est motivé par un problème posé par Alcatel Space Techno-
logies. Il a déjà été étudié par J-F. Lalande au cours de sa thèse et dans [AAG+05,
AAG+06], mais ici une approche diﬀérente est utilisée. Ce problème concerne un sa-
tellite qui envoie des informations vers des récepteurs terrestres qui captent chacun
plusieurs fréquences. Techniquement, il est impossible de concentrer un signal envoyé
par le satellite sur le récepteur auquel il est destiné. Ainsi, un signal est émis sur une
zone autour du récepteur, créant du bruit pour les autres récepteurs situés dans cette
zone. Chaque récepteur est capable de distinguer un signal qui lui est envoyé des bruits
extérieurs qu’il reçoit si la somme de ces bruits n’est pas trop grande, c.à.d si elle ne
dépasse pas une certaine limite T . Le problème est d’allouer des fréquences aux récep-
teurs de manière à ce que chaque récepteur puisse capter ses signaux et les distinguer
des bruits, tout en utilisant le moins de fréquences possible. Les signaux sont émis en
continu, ainsi il est nécessaire de maintenir toutes les connexions simultanément. Cela
diﬀère du problème précédent dans lequel on ne s’intéressait qu’à la transmission d’un
paquet. Une présentation plus technique du modèle peut être trouvée dans le chapitre
5 de la Thèse de J-F. Lalande [Lal04].
Généralement, la "relation de bruit" est symétrique (si un récepteur u reçoit du
bruit du récepteur v alors v reçoit du bruit de u). Ainsi, les interférences peuvent être
modélisées par un graphe de bruit dont les sommets sont les récepteurs et pour lequel
deux sommets sont reliés si et seulement si les récepteurs correspondant interfèrent. De
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plus, le graphe est muni d’une fonction de poids w : V → N, où le poids w(v) du
sommet v est égal au nombre de signaux que le récepteur correspondant doit recevoir.
Cela donne un graphe pondéré, c.à.d. une paire (G,w) où G est un graphe et w une
fonction de poids sur les sommets de G.
Énoncé du problème. Dans une version simpliﬁée, l’intensité I du bruit créé est
indépendante de la fréquence et du récepteur. Ainsi, pour pouvoir distinguer son signal
des bruits, un récepteur doit être dans la zone de bruit d’au plus k = ⌊T/I⌋ récepteurs
écoutant sur la même fréquence. Le problème revient donc à trouver une coloration
du graphe (pondéré) de bruit qui soit k-impropre. Une coloration du graphe pondéré
(G,w) est une fonction C : V → P (S) telle que |C(v)| ≥w(v), l’ensemble S étant l’ensemble
de couleurs et P (S) l’ensemble des parties de S. Comme seule la cardinalité de S est
intéressante, S = {1,2, . . . , l} pour un certain entier l. Une coloration de (G,w) avec un
ensemble de couleurs de taille l est appelée l-coloration. Une coloration C de (G,w)
est k-impropre si pour toute couleur i, l’ensemble des sommets ayant la couleur i
induit un graphe de degré au plus k. En d’autres termes, tout sommet recevant une
couleur i est adjacent à au plus k sommets recevant cette même couleur i. Le nombre
chromatique k-impropre de (G,w), noté χk(G,w), est le plus petit entier l tel que
(G,w) ait une l-coloration k-impropre. Puisque le but est de minimiser le nombre de
fréquences, il faut trouver une coloration k-impropre de (G,w) ayant un nombre de
couleurs aussi proche que possible de l’optimum χk(G,w).
Problème 4.4 (Coloration impropre d’un graphe pondéré)
Entrées : Un graphe pondéré (G,w).
Un indice d’impropreté k.
Sortie : Une coloration k-impropre de (G,w).
Objectif : Garantir un nombre de couleurs utilisées aussi proche que possible de
l’optimum.
Modèle utilisé. Dans le problème posé par Alcatel, la zone de réception est découpée
en cellules hexagonales, une cellule étant adjacente aux six cellules voisines. Ainsi, les
récepteurs sont répartis comme les sommets du réseau triangulaire R, qui est représenté
sur la Figure 4.3, et peut être décrit comme suit : les sommets sont les combinaisons
linéaires ae1 +be2 des vecteurs e1 = (1,0) et e2 = (12 ,
√
3
2 ) : ainsi il est possible d’identiﬁer
les sommets avec les paires (a,b) d’entiers.
Deux sommets sont adjacents si la distance euclidienne entre eux est égale à 1.
Ainsi chaque sommet x = (a,b) a six voisins : (a−1,b), (a+1,b), (a−1,b+1), (a,b+1),
(a,b−1) et (a+ 1,b−1). Les graphes de bruit étudiés dans ce chapitre, sont des sous-
graphes induits du réseau triangulaire (Figure 4.3), appelés graphes hexagonaux. La
Figure 4.4 donne une 5-coloration 1-impropre de R avec w(v) = 2 pour tout v ∈V (R).
Résultats connus. Pour k≥ 6, le nombre chromatique k-impropre d’un graphe hexa-
gonal est son poids maximum wmax = max{w(v) | v ∈V (G)} car son degré maximum
est au plus 6. Ainsi seules sont étudiées des impropretés inférieures à 6. Généralisant
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0,1 1,1
1,0
(a+1,b)
(a−1,b+1)(a,b+1)
(a−1,b)
(a+1,b−1)(a,b−1)
Fig. 4.3 – Les récepteurs sont répartis sur les sommets d’un réseau triangulaire.
un résultat de McDiarmid et Reed [MR00] pour la coloration propre, F. Havet, Kang
et J-S. Sereni [HKS05, Ser06] ont montré que pour tout 0≤ k ≤ 5, il est NP-complet de
décider si le nombre chromatique k-impropre d’un graphe hexagonal pondéré est 3 ou
4. Ainsi il n’existe pas d’algorithme polynomial pour trouver le nombre chromatique
k-impropre d’un graphe hexagonal pondéré (à moins que P=NP). Le but est de trouver
des algorithmes αk-approchés, c.à.d. qui trouvent une coloration k-impropre de tout
graphe hexagonal pondéré (G,w) avec au plus αk ×χk(G,w)+ βk couleurs, où αk et βk
sont deux constantes.
C. McDiarmid and B. Reed [MR00] ont donné un algorithme 4/3-approché pour la
coloration propre des graphes hexagonaux pondérés. Un algorithme distribué garantis-
sant ce même rapport de 4/3 est donné par Narayanan et Schende [NS01].
Dans [AAG+06], les auteurs proposent une formulation mathématique, sous forme
de génération de colonnes, pour résoudre le problème d’aﬀectation de longueur d’onde.
Plan. Dans cette section, je présente un algorithme αk-approché pour la coloration
k-impropre des graphes hexagonaux pondérés pour tout 1≤ k≤ 5, avec α1 = 2513 , α2 = 127 ,
α3 =
18
13 , α4 =
80
63 et α5 =
49
43 . La méthode proposée pouvant être appliquée à tous les
graphes pondérés, je la présente dans un contexte général.
4.2.2 Algorithmes d’approximation
Soit q un entier. On note q la fonction de poids constante égale à q. Une méthode
naturelle pour trouver une coloration k-impropre de (G,w) consiste à trouver une colora-
tion k-impropre de (G,q). Supposons que cette coloration utilise r couleurs, idéalement
r = χk(G,q). les demandes sont ensuite découpées en
⌈
wmax
q
⌉
paquets de telle sorte que
dans aucun des paquets un sommet ait plus de q demandes ; en utilisant r couleurs par
paquets, cela donne une coloration en r×
⌈
wmax
q
⌉
couleurs. Comme χk(G,w)≥ wmax, ceci
donne un algorithme (r/q) approché.
La prochaine étape est de déterminer le nombre chromatique k-impropre (1 ≤ k ≤
5) du réseau triangulaire avec poids constant. C’est une borne supérieure du nombre
chromatique k-impropre de tout graphe hexagonal.
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Théorème 4.5 Pour le réseau triangulaire R :
(i) χ1(R,q) =
⌈
5q
2
⌉
(ii) χ2(R,q) = 2q
(iii) χ3(R,q) =
⌈
3q
2
⌉
(iv) χ4(R,q) =
⌈
4q
3
⌉
(v) χ5(R,q) =
⌈
7q
6
⌉
1,25,14,53,41,25,1 2,3
1,25,14,53,41,25,1 2,3
1,2 4,52,33,4 3,45,14,5
1,2 4,52,33,4 3,45,14,5
1,25,14,53,41,25,1 2,3
Fig. 4.4 – Une coloration 1-impropre de (R,2)
Ces colorations donnent des algorithmes 5/2- , 2-, 3/2-, 4/3- et 7/6-approchés pour
la coloration 1-, 2-, 3-, 4- et 5-impropre respectivement des graphes hexagonaux pon-
dérés. Il est cependant possible de faire mieux : une coloration de (G,q) utilisant r
couleurs, donne un algorithme de coloration de (G,w) avec un rapport d’approximation
meilleur que r/q. Pour cela, au lieu de ne considérer que wmax, il faut également consi-
dérer le nombre de couleurs imposé par un sommet et k + 1 de ses voisins. Comme le
montre la proposition suivante, celui-ci peut être supérieur à wmax. Le graphe ayant un
sommet u, appelé centre, adjacent à k + 1 autres sommets, appelés pointes, est noté
K1,k+1.
Proposition 4.6 Pour toute fonction de poids w, χk(K1,k+1,w)≥ 1k + 1 ∑
v∈V (K1,k+1)
w(v).
Preuve. Soit u le centre de K1,k+1 et v1, . . . ,vk+1 ses pointes. Considérons une coloration
k-impropre C de K1,k+1. Pour tout 1≤ i≤ k +1, soit q(vi) = |C(vi)\C(u)|. La coloration
C utilise au moins M = max{q(vi)+w(u) | 1≤ i≤ k +1} ≥ w(u)+ 1k+1 ∑k+1i=1 q(vi). Or une
couleur de C(u) est utilisée au plus par k des vi car la coloration est k-impropre. Donc
∑k+1i=1 q(vi)≥ ∑k+1i=1 w(vi)− kw(u). Il vient M ≥ 1k+1(w(u)+ ∑k+1i=1 w(vi)). 2
On appelle (k +1)-étoile, ou simplement étoile, un sous-graphe de G isomorphe à
K1,k+1. Le poids d’une étoile H est w(H)= ∑v∈V (H) w(v). On note θk(G,w)= max{w(H)/(k+
1) | H étoile de G} et ωk(G,w)= max{wmax,θk(G,w)}. D’après la Proposition 4.6, ωk(G,w)≤
χk(G,w).
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Théorème 4.7 Soient αk(r,q) = (k+1)r
2
(k+2)rq−q2 et βk(r,q) = max{(k + 2)r2 − rq,(k + 1)r2 +
krq}.
Étant donné une coloration C de (G,q) avec r couleurs, il existe un algorithme
polynomial qui colore (G,w) avec au plus αk(r,q)×ωk(G,w)+ βk(r,q) couleurs.
Remarques finales. Les Théorèmes 4.5 et 4.7 permettent d’obtenir un algorithme
αk-approché pour calculer la coloration k-impropre (1 ≤ k ≤ 5) d’un graphe hexagonal
pondéré. Pour k = 1 ou k = 5, il est possible d’améliorer le facteur d’approximation en
analysant plus précisément la répartition des gros sommets et des sommets contraints.
Dans l’article en cours présenté en Annexe B.2, nous avons obtenu des algorithmes
20
11 - et
41
36 -approchés pour la coloration 1- et 5-impropre respectivement des graphes
hexagonaux pondérés. Nous avons également des versions distribuées de chacun de ces
algorithmes. Parmi les problèmes à considérer, il est intéressant d’examiner d’autres
topologies et surtout d’autres modèles de bruit pour lesquels l’intensité dépend de la
distance et/ou de la fréquence utilisée.
4.3 Optimisation des buffers dans les réseaux radios et
coloration proportionnelle
Dans cette section, je présente un travail réalisé en collaboration avec C. Linharès
Salés et H. Rivano, sur un nouveau problème de coloration : la coloration proportion-
nelle. Ce travail a été présenté à LAGOS 07 au Chili ([HLR08]) et une version longue
a été soumise au numéro spécial associé à cette conférence. Elle peut être trouvée dans
l’Annexe B.3.
Le problème de coloration proportionnelle est motivé par l’optimisation de l’ordon-
nancement des connexions radios dans un réseau maillé sans ﬁls. On montre, entre
autres, que décider si un graphe admet une coloration proportionnelle est un problème
polynomial tandis que trouver l’indice chromatique proportionnel est NP-dur.
4.3.1 Origine du problème
Contexte. Les réseaux radios sans ﬁls maillés WMN (Wireless Mesh Network)
sont des solutions rentables pour fournir des services omniprésents à très haut dé-
bit [AWW05]. Ce sont des réseaux auto-organisés ayant une structure ﬁxe de routeurs
sans ﬁls interconnectés, dont le but est d’oﬀrir une connexion Internet aux utilisateurs
de téléphones portables. Cette infrastructure est elle-même connectée à Internet par
des routeurs spéciaux, appelés point d’accès, comme illustré par la Figure 4.5.
Chaque routeur est équipé d’une carte permettant d’envoyer et de recevoir des
paquets sur l’unique fréquence disponible. La fréquence est donc partagée entre les
diﬀérents nœuds [LZ05]. Par la suite, le réseau est supposé synchrone (c.à.d. que les
routeurs ont un temps commun), et l’étude se focalise sur l’état stable du réseau. Le
réseau utilise le multiplexage temporel (voir Section 5.1.1.5).
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Fig. 4.5 – Topologie d’un réseau WMN : les clients mobiles accèdent à Internet au
travers d’un réseau de routeurs et points d’accès sans-ﬁls multi-hop.
Modèle utilisé. La structure ﬁxe d’un réseau WMN est modélisée par un graphe
G = (V,E), dans lequel V représente les routeurs et les arcs représentent les connexions
possibles entre deux antennes de routeurs. Dans ce travail, les antennes sont supposées
directionnelles. Allouer, à un lien e, du temps d’accès à la fréquence d’émission corres-
pond à donner de la bande passante à ce lien e. Au cours du temps, la bande passante
moyenne d’un lien est son temps d’accès à la fréquence d’émission divisé par le temps
total [KMP].
Dans la suite, étant donné un réseau WMN G, on suppose donné un ensemble de
requêtes émises périodiquement à l’identique (ces requêtes sont dites à taux constant
(constant bit rate :CBR request)) ainsi que les chemins sur lesquels elles sont routées.
Cela permet de calculer la bande passante nécessaire sur chaque lien pour permettre de
satisfaire les requêtes dans ce routage. Chaque requête, pour être satisfaite, nécessite
l’établissement des connexions le long du chemin qu’elle utilise et le maintien de ces
connexions pendant un temps proportionnel à la taille de la requête. On étudie le réseau
dans un état stable, ce qui signiﬁe que les requêtes ne varient pas.
Objectif du problème. L’objectif est de trouver un ordonnancement allouant à
chaque lien assez de bande passante. Comme le réseau est supposé dans un état stable
du réseau, un ordonnancement va être constitué d’une période de base répétée indéﬁ-
niment. Lors de chaque période, un paquet va traverser exactement un lien. Ainsi, à
chaque période, les paquets présents dans le réseau avancent tous d’un lien vers leur
destination. Autrement dit, les routeurs envoient les paquets qu’ils ont au début de la
période et stockent ceux qu’ils reçoivent. Les paquets générés au cours d’une période
(qui correspondent à des requêtes qui s’activent durant la période) sont également sto-
ckés et attendront la période suivante pour être envoyés. Avec un tel fonctionnement, le
temps mis pour satisfaire une requête est égal à la longueur du chemin utilisé multipliée
par la durée d’une période.
La Figure 4.6 représente quatre routeurs positionnés sur une ligne. Les routeurs s1,
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3/52/51/5
s1 s2 s3 d
Fig. 4.6 – Un exemple de requêtes à taux constant dans un réseau composé de quatre
routeurs.
s2 et s3 envoient un paquet à destination du routeur d toutes les cinq unités de temps.
Ainsi le lien s1s2 doit être activé un cinquième du temps, le lien s2s3 deux cinquièmes du
temps et le lien s3d trois cinquièmes du temps, comme indiqué par le poids de chaque
arête.
Pour cet ensemble de requêtes CBR, il est possible d’utiliser un ordonnancement
dont la période de base est la suivante :
– Les routeurs s1 et s3 envoient le paquet généré lors de la période précédente.
– Le routeur s2 envoie la requête générée lors de la période précédente.
– Le routeur s2 envoie la requête reçue de s1 lors de la période précédente.
– Le routeur s3 envoie la requête reçue de s2 lors de la période précédente.
– Le routeur s3 envoie la requête reçue de s2 (et originaire de s1) lors de la période
précédente.
Cette période dure 5 unités de temps et est optimale car minimale. Elle nécessite
un buﬀer à s2 et deux à s3 pour stocker les paquets lors d’une période.
Plus la période de base va être longue, plus le temps de parcours d’une requête
va être élevé. De plus, le nombre de paquets à stocker à un routeur est également
proportionnel à la durée de la période de base. Or ce nombre de paquets est la taille des
buﬀers à installer aux routeurs. Ainsi, diminuer le coût du réseau et améliorer la qualité
de service revient à minimiser la longueur de la période de base de l’ordonnancement
périodique. Le problème que je présente est donc le suivant :
Problème 4.8 (Optimisation des buffers dans un réseau WMN)
Entrées : Un réseau WMN.
Un ensemble de requêtes CBR et leur chemin.
Sortie : Un ordonnancement périodique allouant assez de bande passante à
chaque lien.
Objectif : Minimiser la durée de la période.
Il est important de remarquer qu’un ordonnancement doit tenir compte des interfé-
rences. Dans notre problème, les routeurs sont supposés équipés d’antennes direction-
nelles. Les interférences peuvent donc être modélisées par le fait qu’un nœud ne peut
être impliqué que dans une connexion à la fois. Ainsi à chaque instant, les connexions
seront modélisées par un matching dans G. Le problème d’ordonnancement classique
est modélisé par la coloration propre [CBF+03]. Pour modéliser notre problème, un
autre type de coloration a été introduit : la coloration proportionnelle.
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Définition 4.9 (Coloration proportionnelle) Étant donné un graphe pondéré (G,w),
une coloration proportionnelle de (G,w) est une fonction C : E → C ({1, . . . ,c}) telle
que pour tout e ∈ E, |C (e)| ≥ cw(e) et pour tout e, f ∈ E2, e∩ f 6= /0 ⇒ C (e)∩C ( f ) = /0.
On appelle indice chromatique proportionnel de G, χ′pi(G,w), le plus petit nombre
de couleurs pour lequel une coloration proportionnelle de (G,w) existe. S’il n’en existe
pas, on note : χ′pi(G,w) = ∞.
La Figure 4.71, donne un autre exemple de coloration proportionnelle. On voit dans
cet exemple qu’une arête peut recevoir plus de couleurs que ce qu’elle demande.
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Fig. 4.7 – Un C5 pondéré et une coloration proportionnelle utilisant quatre couleurs.
4.3.2 Complexité
La coloration proportionnelle est divisée en deux sous-problèmes : le premier consiste
à prouver qu’il existe un nombre de couleurs c tel qu’une coloration proportionnelle de
(G,w) utilisant c couleurs existe. Le second consiste à trouver le plus petit nombre de
couleurs pour lequel une coloration proportionnelle existe. Dans [HLR08], nous avons
prouvé que le premier sous-problème est polynomial alors que le deuxième est NP-dur.
Les quelques cas suivants sont simples :
Fait 4.10 Soit (G,w) un graphe pondéré.
– S’il existe un sommet u avec ∑uv∈E(G) w(uv) > 1 alors χ′pi(G,w) = ∞.
– Si pour tout uv ∈ E(G), w(uv)≤ 1/(∆ + 1) alors χ′pi(G,w)≤ ∆ + 1.
Comme énoncé précédemment, dans le cas général, le théorème suivant est vrai :
Théorème 4.11 Soit (G,w) un graphe pondéré avec w à valeur dans Q.
i) Déterminer s’il existe une coloration proportionnelle de (G,w) est polynomial.
ii) Déterminer l’indice chromatique proportionnel de (G,w) est NP-dur.
En faisant la remarque simple qu’en chaque sommet, le nombre de couleurs utilisées
ne peut pas dépasser le nombre total de couleurs, on obtient la borne inférieure suivante :
1Figure réalisée par C. Molle
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Théorème 4.12 (Borne inférieure) Soit m le plus petit entier vérifiant les équations
suivantes :
∑
v st uv∈E
⌈mw(uv)⌉ ≤ m (4.1)
On a m ≤ χpi(G,w)
Dans [HLR08], nous montrons également comment utiliser la coloration fraction-
naire pour obtenir une borne supérieure sur l’indice chromatique proportionnel. Nous
montrons aussi que pour certaines classes de graphes, dont les bipartis (Théorème 4.13),
le problème devient polynomial.
Théorème 4.13 Soit (G,w) un graphe pondéré biparti. S’il existe une solution m aux
équations (4.1), alors (G,w) accepte une coloration proportionnelle utilisant m couleurs.
Remarques finales. Le problème d’ordonnancement qui a motivé l’introduction de
la coloration proportionnelle laisse d’autres questions ouvertes. En eﬀet, il serait inté-
ressant de trouver des algorithmes d’approximations pour certaines classes de graphes
qui apparaissent en télécommunications telles que les grilles triangulaires. Avec Joseph
Yu, nous nous intéressons à la version de la coloration proportionnelle dans laquelle les
arêtes ayant la même couleur forment un matching induit, c.à.d. qu’il n’y a pas d’arête
entre deux arêtes de même couleur. Ce type de coloration modélise les interférences
entre des antennes non directionnelles.
4.4 Conclusion et Perspectives
Dans cette section, j’ai présenté trois problèmes diﬀérents concernant le routage de
requêtes à l’intérieur d’un réseau. Pour chacun de ces problèmes, les caractéristiques du
réseau sont utilisées pour avoir une approche théorique eﬃcace. Le travail eﬀectué sur
les deux premiers types de réseaux a abouti à des algorithmes de routage permettant
de garantir un écart maximum par rapport à la solution optimale. Dans la troisième
section, j’ai présenté des résultats concernant la complexité d’un problème d’optimisa-
tion de l’ordonnancement des requêtes dans un réseau WiFi. Il reste encore à trouver
des algorithmes d’approximation pour ce dernier problème.
Chapitre 5
Réseaux d’accès et de cœur
Dans ce chapitre, je m’intéresse aux requêtes multicasts dans les réseaux op-
tiques. J’y présente la technologie utilisée dans un réseau tout optique. Ensuite,
je m’intéresse au dimensionnement d’un tel réseau. Ce problème est modélisé par
un problème de coloration des graphes orientés et je présente les résultats obte-
nus sur un problème de coloration des graphes orientés qui y est lié : le directed
star colouring (dst), entre autres, pour tout graphe orienté D, dst(D) ≤ 2∆− + 1
et dst(D)≤ 2max(∆+(D),∆−(D)). Ces résultats permettent d’estimer le gain induit
par l’utilisation de multicasts au lieu d’unicasts. Enﬁn, j’étudie des problèmes de
routage des multicasts dans les réseaux WDM d’accès et de cœur, pour lesquels je
propose plusieurs formulations mathématiques.
Le travail que je présente dans ce chapitre a été réalisé dans le cadre des réseaux
optiques mais il peut être généralisé à d’autre types de réseaux tels que les réseaux
WiFi. Je présente diﬀérents problèmes de routage, ce chapitre concerne donc la couche
3 (réseau) si l’on se réfère au système OSI. Je m’intéresse à des variantes du problème
de routage et d’aﬀectation de longueurs d’onde, Problème 5.1. Il s’agit donc d’établir
et de maintenir un ensemble de connexions pour satisfaire des requêtes données.
Je commence par présenter les technologies que je considère équipant les réseaux
que j’étudie. Ensuite, je m’intéresse au problème du calcul du gain occasionné par
l’utilisation de requêtes multicasts à la place de requêtes unicast. Pour cela, je présente
une modélisation permettant de ramener ce problème à un problème de coloration de
graphe orienté. Je présente de nombreuses avancées concernant cette coloration. Dans
la section suivante, je m’intéresse au problème de routage de multicasts proprement dit.
Je présente plusieurs formulations pour ce problème, certaines adaptées aux réseaux de
cœurs, d’autres aux réseaux d’accès ; un réseau de coeur sert à interconnecter plusieurs
réseaux, les données y transitent assemblées sous forme de paquets et à haut débits par
des routes réservées (en utilisant des protocoles de type MPLS -Multiprotocol Label
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Switching-), tandis qu’un réseau d’accès sert à relier directement les utilisateurs au
réseau de cœur et a souvent une faible conenctivité (voir Section 5.2.6 pour plus de
détails). Je ne fais pas d’hypothèse sur la structure des réseaux de cœur.
5.1 Introduction sur les réseaux optiques
Dans cette première section, je décris brièvement le fonctionnement d’un réseau
optique et le matériel disponible aujourd’hui. Je me suis entre autres basé sur [Alw04,
Cor03] et la thèse de D. Coudert [Cou01], ainsi que celle de A. Guitton [Gui05]. Je me
place dans le cadre de l’optique guidée, en opposition à l’optique libre.
5.1.1 Technologies optiques
De manière générale, les données sont codées par des bits, c.à.d. des 0 et des 1. Dans
un circuit électrique, une technique consiste à représenter le bit 1 par une tension non
nulle et le bit 0 par une tension nulle (dans d’autres codages, le bit 0 est représenté par
une tension négative). En optique, le principe est le même, le bit 1 est codé par une
impulsion lumineuse et le bit 0 par une absence de lumière. La durée de l’impulsion
lumineuse dépend du débit de transmission, ainsi à un débit de 10 Gbits/s, étant donné
que la vitesse de la lumière est d’environ 300 000 km/s, un bit est codé par un segment
dont la longueur est environ 3 cm. Cette hypothèse est par exemple utilisée dans [Siu03].
5.1.1.1 Fibres optiques
Une ﬁbre optique est composée d’un cœur en verre ou en plastique au sein du-
quel se propage la lumière. Le phénomène physique permettant cette propagation est
la réﬂexion de la lumière. En eﬀet, si l’angle que fait le rayon lumineux avec la paroi
de la ﬁbre (appelé angle d’incidence) n’est pas trop grand, alors la paroi se com-
porte comme un miroir et le rayon est totalement réﬂéchi, voir Figure 5.1. On peut
donc considérer qu’une ﬁbre optique se comporte comme un tuyau transmettant une
impulsion lumineuse d’une extrémité à une autre. Il existe plusieurs types de ﬁbres.
Par exemple, les ﬁbres multi-modes permettent la transmission simultanée de plusieurs
rayons lumineux ayant des angles d’incidence diﬀérents. Ce procédé provoque cepen-
dant des interférences et je ne vais pas le considérer par la suite, je considère donc que
les rayons lumineux ne se diﬀérencient pas par leur angle d’incidence, ceci est le cas
dans les ﬁbres mono-mode. A la place, je considère un autre type de multiplexage : le
multiplexage en longueur d’onde que je présente dans la Section 5.1.1.5.
Outre le fait de permettre des transmissions très rapides (à une vitesse de l’ordre de
la vitesse de la lumière), la communication optique présente de nombreux avantages.
En eﬀet, une transmission optique est insensible au bruit électromagnétique, elle induit
une faible distorsion du signal et elle ne s’atténue que peu sur de longues distances (de
0,2 à 1 dB/km sur les longueurs d’onde utilisées, voir Figure 5.21), il faut tout de même
utiliser des ampliﬁcateurs (c.f. Section 5.1.1.4). L’atténuation est en partie due à des
1Source : [Alw04]
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Fig. 5.1 – Principe de transmission dans une ﬁbre optique.
impuretés dans le verre utilisé pour fabriquer la ﬁbre. Les longueurs d’onde utilisées
pour transmettre les données s’étalent de 800 à 1600 nanomètres, les plus utilisées sont
850 nm, 1310 nm et 1550 nm ; la lumière visible s’étale quant à elle de 400 à 700 nm.
Enﬁn, les ﬁbres optiques sont économiques en matière d’énergie utilisée et ne coûtent
pas très cher.
Fig. 5.2 – Atténuation du signal lumineux dans une ﬁbre optique.
5.1.1.2 Émetteurs
En dehors du réseau, les données existent sous forme électromagnétique. Les impul-
sions lumineuses monochromatiques permettant de coder les informations sont injectées
dans la ﬁbre optique à l’aide de diodes laser. Ce sont les caractéristiques de la diode
laser utilisée qui déﬁnissent la longueur d’onde sur laquelle l’impulsion lumineuse est
émise.
Il y a de nombreux types de diodes laser. Je ne cite que les VCSEL (Vertical Cavity
Surface Emitting Laser) qui sont des lasers émettant perpendiculairement à la surface
et qui sont utilisées pour les applications de communication par ﬁbre optique à courte
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portée telles que le protocole Gigabit Ethernet. Les diodes VCSEL présentent l’avantage
d’être plus facile à fabriquer et peuvent être disposées en matrices. Ces diodes sont
également utilisées pour les réseaux en espace optique libre, réseaux dont il est question
dans la thèse de D. Coudert [Cou01].
5.1.1.3 Récepteurs
A une extrémité de la ﬁbre se trouvent les diodes laser et à l’autre se trouvent
les récepteurs. Leur rôle est de transformer une impulsion lumineuse en une impulsion
électrique. Il est possible de faire cela avec des diodes photosensibles, leur fonction étant
de convertir de la lumière en courant électrique. Le courant induit est ensuite ampliﬁé
et soumis à un test de seuil pour savoir quel bit (0 ou 1) il code.
5.1.1.4 Amplificateurs
Au cours de sa transmission dans une ﬁbre optique, un signal s’atténue, le phéno-
mène correspondant est appelé la dispersion Rayleigh. On considère généralement que
l’atténuation est de 0.2 dB par kilomètre et il est communément admis qu’un signal
peut être correctement interprété tant qu’il a été atténué de moins de 20 dB. Ainsi,
pour permettre des transmissions sur de longues distances, il est nécessaire de réémettre
le signal environ tous les 100 km. L’inconvénient de réémettre le signal est que cela in-
duit un délai supplémentaire car il faut faire une conversion opto-électronique avant
de le réémettre. Il existe une autre solution qui consiste à utiliser des ampliﬁcateurs
optiques. Ce sont des dispositifs permettant d’ampliﬁer un signal lumineux sans à avoir
à le convertir en signal électrique. Il existe plusieurs types d’ampliﬁcateurs optiques
dont les ampliﬁcateurs à ﬁbres dopées et les ampliﬁcateurs à eﬀet Raman.
L’ampliﬁcation optique a cependant des limites, en eﬀet, à chaque ampliﬁcation,
du bruit est ajouté au signal, il faut donc, au bout d’un certain temps, réémettre le
signal. Les ampliﬁcateurs à eﬀet Raman induisent moins de bruit que les ampliﬁcateurs
à ﬁbres dopées.
En plus d’atténuer les impulsions lumineuses, la dispersion Rayleigh les déforme.
La Figure 5.32 illustre un signal optique lors de son émission et après sa transmission
par une ﬁbre optique. Pour permettre une bonne réception il est donc nécessaire de
remodeler les impulsions lumineuses.
Un troisième problème dont il faut tenir compte est la désynchronisation des si-
gnaux. En eﬀet, la vitesse de propagation d’un signal lumineux dépend de sa longueur
d’onde et de son angle d’incidence. Pour garantir que le délai entre deux impulsions
lumineuses censées arriver simultanément reste raisonnable, il est nécessaire de les re-
synchroniser régulièrement.
La déformation et la désynchronisation des signaux ne sont pas critiques par rapport
à l’atténuation et il est suﬃsant de remodeler et de synchroniser un signal tous les 500
km. Il est donc possible de combiner cela avec la réémission rendue nécessaire par
l’ampliﬁcation du bruit lors de l’ampliﬁcation du signal.
2inspirée de [Gui05]
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Fig. 5.3 – Atténuation, déformation et désynchronisation des signaux lumineux.
5.1.1.5 Multiplexage
Le multiplexage est la capacité à transmettre sur un seul support (dans notre cas
la ﬁbre optique) des données provenant de plusieurs sources. Il existe plusieurs types
de multiplexages, ici j’en présente deux.
Multiplexage temporel. Il s’agit d’allouer le temps d’utilisation de la ﬁbre optique
entre les diﬀérentes sources qui ont des données à transmettre. Ainsi l’accès à la ﬁbre
optique est partagé en intervalles de temps qui sont répartis à chacune des sources, c.f.
Figure 5.4.
Source 1
Source 2
Source 3
Fig. 5.4 – Multiplexage temporel.
Multiplexage en longueur d’onde. Dans le cas du multiplexage en longueur d’onde
(Wavelength Division Multiplexing) WDM, les données sont émises dans la ﬁbre op-
tique sur diﬀérentes longueurs d’onde. Le multiplexage en longueur d’onde nécessite
l’usage d’un multiplexeur en entrée, pour réunir les longueurs d’onde à transmettre
en un seul signal lumineux, et d’un démultiplexeur en sortie, pour les dissocier, c.f.
Figure 5.5.
Dans le cas des réseaux tout optique, les multiplexeurs/démultiplexeurs peuvent
être des prismes. Un réseau permettant le multiplexage en longueurs d’onde est équipé
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Fig. 5.5 – Multiplexage en longueurs d’onde.
d’ADM (Add/Drop Multiplexer) à ses nœuds, c.f. Figure 5.63, on parle d’OADM
(Optical Add/Drop Multiplexer).
Si le réseau n’est pas tout optique, les ADM peuvent eﬀectuer une conversion op-
toélectronique, ce qui peut servir à changer la longueur d’onde d’un signal reçu lors de
sa réémission.
λ2
λ1
Fig. 5.6 – Fonctionnement d’un OADM.
De nos jours, en laboratoire, il est possible de transmettre jusqu’à 1024 longueurs
d’onde sur une même ﬁbre. A 10Gb, en laboratoire, 320 longueurs d’onde sont utilisées
tandis que des réseaux utilisant 160 longueurs d’onde sont d’ores et déjà exploités. Plus
le nombre de longueurs d’onde est élevé, plus l’écart entre deux longueurs d’onde est
faible. L’utilisation de peu de longueurs d’onde (16 par exemple) permet d’utiliser des
infrastructures moins sophistiquées et donc moins coûteuses. Plus de détails peuvent
être trouvés dans les deux études [Muk06, RS02].
5.1.1.6 Splitters
Dans certaine applications - le routage multicast en particulier - il est intéressant
de dupliquer un signal arrivant sur une ﬁbre pour l’envoyer sur plusieurs ﬁbres. Une
3inspirée de [Gui05]
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solution consiste à convertir le signal arrivant en un signal électrique et de le réémettre
sur les ﬁbres sortantes. Pour éviter cette conversion, il est possible d’utiliser des splitters.
Les splitters que je considère dans les Sections 5.2.2 et 5.2.6 sont des composants
optiques passifs. Ils reçoivent un signal en entrée sur une ﬁbre donnée et divisent ce
signal sur plusieurs ﬁbres en sortie. Dans ce type de splitters, tous les signaux de toutes
les longueurs d’onde de la ﬁbre d’entrée sont divisés sur les ﬁbres de sortie. On appelle
le nombre de ﬁbres de sorties la taille du splitter. Un splitter de taille k est appelé un
1 : k splitter. La puissance du signal d’entrée est répartie sur les diﬀérentes ﬁbres de
sorties, on considère qu’un splitter 1 : 2 induit une atténuation de 3 à 3,5 dB. Dans
la Section 5.2.1, je considère des splitters plus performants permettant de sélectionner
les longueurs d’onde dupliquées. J’appelle de tels splitters des splitters en longueurs
d’onde.
5.1.2 Modélisation d’un réseau optique WDM
Un réseau optique WDM est représenté par un graphe orienté D = (V,E). A chaque
routeur (ou système) du réseau physique est associé un sommet du grapheV = {v1,v2, . . . ,vn}.
De manière similaire, chaque ﬁbre optique du réseau est associée à un arc du graphe
orienté E = {e1,e2, . . . ,em}. La capacité de chaque arc représente le nombre de longueurs
d’onde disponibles. En eﬀet, on fait l’hypothèse simpliﬁcatrice que toutes les longueurs
d’onde ont la même capacité et que les requêtes sont routées seules sur une longueur
d’onde (c.à.d. qu’il n’y a pas de groupage, c.f. Section 6.2.1), sauf si le contraire est
spéciﬁé.
Les connexions et les ﬁbres optiques sont supposées orientées et le traﬁc asymétrique.
Le traﬁc est composé d’un ensemble de requêtes qui sont caractérisées par leur source
et leur destination. L’objectif est d’établir des connexions pour ces requêtes et de les
maintenir. L’ensemble des longueurs d’onde disponibles dans le réseau est noté Λ =
{λ1,λ2, . . . ,λW} avec W = |Λ|.
Dans ce contexte, le problème de routage présenté dans la Section 2.2.2 se com-
plexiﬁe. En eﬀet, en plus de trouver un ensemble de chemins pour les requêtes, il faut
également assigner à chaque chemin une longueur d’onde. Excepté dans la Section 6.2,
je fais l’hypothèse de continuité en longueur d’onde, autrement dit les données sont
transmises par un signal lumineux dont la longueur d’onde ne varie pas le long du
chemin. Le problème de routage peut être présenté comme suit :
Problème 5.1 (Problème de routage et d’affectation de longueurs d’onde
(RWA))
Entrées : Un réseau optique WDM.
Un ensemble de requêtes.
Sorties : Un chemin réalisable pour chaque requête.
Une longueur d’onde associée à chaque chemin de telle sorte qu’aucun
chemin utilisant une même arête n’ait la même longueur d’onde.
Objectif : Minimiser le coût du routage.
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5.2 Multicast
Dû au développement des applications multi-utilisateurs, telles que la télévision
haute déﬁnition ou sur Internet, les vidéoconférences, les applications à la demande
et les jeux en réseau, il est crucial d’économiser le plus possible de bande passante en
ne transmettant pas de données redondantes. C’est pour cette raison que de plus en
plus d’attention se porte sur les requêtes ayant une source et plusieurs destinations. On
appelle de telles requêtes des requêtes multicasts, une requête ayant une source et une
seule destination est, elle, appelée requête unicast. Par abus de langage, j’appelle une
requête multicast un multicast. A l’heure actuelle, les multicasts sont le plus souvent
eﬀectués sous la forme d’autant de requêtes unicast (une source, une destination) qu’ils
ont de destinations. Cette technique, appelée multi-unicast, encombre à la fois la
source et le réseau. L’intérêt du véritable multicast est de permettre d’économiser de la
bande passante sur une partie du chemin à parcourir (les sections de routage communes)
et de permettre à la source de ne pas réémettre plusieurs fois le même message. En
eﬀet, il suﬃt d’envoyer le message sur une longueur d’onde et de le dupliquer à l’aide
d’un splitter là où c’est nécessaire (c.à.d. à chaque point de séparation des routes à
emprunter) pour atteindre chacune des destinations. L’utilisation de splitters permet
donc d’étendre les possibilités de routage en permettant, en plus de l’utilisation de
chemins, l’utilisation d’arbres pour router les requêtes. Un lecteur intéressé peut se
référer aux articles [MZQ98, SM99] pour plus de détails sur les apports du multicast,
ainsi qu’à la thèse de A. Guitton : Communications multicast [Gui05].
Déploiement du multicast. Comme dans le cas du routage des unicasts, il est
nécessaire de décrire le routage et l’adressage des paquets. Pour les unicasts, ce problème
est résolu de manière eﬃcace. Pour les multicasts, aﬁn de décrire l’adressage et le
routage des paquets, c’est le modèle proposé par Deering dans [Dee91] qui a été adopté
par l’organisme de standardisation de l’IETF. Dans sa thèse, A. Guitton, présente
ce modèle ainsi que ses limites. Il présente et compare d’autre protocoles dont les
protocoles Xcast [BFI+07], Xcast+ [SKPK01], GXcast [BGC04] et Linkcast.
Les protocoles cités précédemment nécessitent l’interprétation des en-têtes des pa-
quets transmis, or cela n’est pas réalisable dans un réseau tout optique très haut débit.
Dans ce chapitre, j’envisage donc le cas où le routage est fait physiquement.
Objectifs. Il est important de pouvoir implémenter un routage de multicasts eﬃcace
tant en termes de bande passante utilisée que de coût d’infrastructure. En eﬀet, l’ins-
tallation de splitters induit un surcoût au réseau. Cela mène à l’étude de plusieurs pro-
blèmes dont le problème deDimensionnement de Réseaux et le problème Routage
de Multicasts et Affectation de Longueurs d’Ondes (MultiCast Wavelength
Routing and Assignment)MC-RWA. Deux surveys sont disponibles sur ce dernier
problème : [HCT02] et [Rou03] qui est une extension du Problème 5.1.
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Problème 5.2 (Dimensionnement de réseau)
Entrée : Caractéristiques des requêtes à router.
Sortie : Caractéristiques suffisantes du réseau.
Objectif : Minimiser le coût du réseau.
Problème 5.3 (Routage de Multicasts et Affectation de Longueurs
d’Ondes : MC-RWA)
Entrées : Un réseau avec des coûts et des capacités sur les liens.
Un ensemble de requêtes multicasts.
Sortie : Un routage (arbres et longueur d’onde) des requêtes multicasts.
Objectif : Minimiser le coût.
Plan. De nos jours, il existe des splitters en longueurs d’onde mais ils ne sont pas
encore utilisés dans les réseaux existants ou, si ils le sont, ils le sont de manière anec-
dotique. Dans la Section 5.2.1, j’étudie le problème 5.2 en évaluant l’impact qu’aurait
l’utilisation des splitters en longueurs d’onde. Nous y étudions le nombre de longueurs
d’onde nécessaire au routage des multicasts en fonction de leur nombre et du nombre
de destinataires. Cela permet de quantiﬁer l’économie induite par l’installation d’un
splitter en longueurs d’onde.
Par la suite, dans les Sections 5.2.2 et 5.2.6, je m’intéresse au Problème 5.3 MC-RWA
dans des réseaux réels. Ainsi je ne considère que les splitters dupliquant l’intégralité
d’une ﬁbre, tels qu’ils sont décrits dans la Section 5.1.1.6. Cette hypothèse a très peu été
prise en compte car elle est très contraignante, elle semble pourtant bien plus réaliste
d’après les contacts que nous avons eus avec Nicolas Gagnon de NORTEL Networks -
EXFO. Dans la Section 5.2.2, je décris plusieurs formulations mathématiques permet-
tant de résoudre MC-RWA dans un réseau optique de cœur. Je considére l’objectif de
minimiser le nombre de requêtes rejetées puis celui de minimiser le nombre d’utilsateurs
non satisfaits. Dans la Section 5.2.6, je m’intéresse à MC-RWA dans les réseaux d’accès,
l’objectif de cette section étant de prendre en compte les caractéristiques des réseaux
d’accès pour pouvoir améliorer le temps de résolution.
5.2.1 Dimensionnement d’un réseau en étoile
Cette section concerne un travail soumis à Combinatorics, Probability and Compu-
ting, réalisé avec O. Amini, F. Havet et S. Thomassé sur un réseau bien particulier :
un réseau en étoile. L’article soumis peut être trouvé dans l’Annexe C.1.
Un réseau en étoile est un réseau composé de plusieurs systèmes, par exemple des
ordinateurs, tous reliés à un nœud central par le même nombre de ﬁbres optiques. On
note l’ensemble des systèmes V et le nombre de ﬁbres n, ces informations caractérisent
notre réseau. On suppose de plus que le réseau est un réseau WDM, c’est-à-dire que
les transmissions se font sur diﬀérentes longueurs d’onde à l’intérieur d’une même ﬁbre
(Section 5.1.1.5). Enﬁn, on suppose que le nœud central est un transmetteur tout
optique qui peut renvoyer sur un ensemble de ﬁbres un message reçu mais qui ne peut
pas en modiﬁer la longueur d’onde. Autrement dit, le nœud central est un splitter
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capable de dupliquer un signal optique sans en modiﬁer la longueur d’onde (Section
5.1.1.6).
Nous nous sommes intéressés au dimensionnement d’un tel réseau. Les entrées de
notre problème sont le nombre de ﬁbres reliant chaque système au nœud central et
un ensemble de contraintes sur les multicasts à router. Les contraintes peuvent porter
sur le nombre maximum de multicasts envoyés et reçus par chaque système ou encore
sur le nombre de destinataires de chaque multicast. L’objectif est de trouver le nombre
minimum de longueurs d’onde nécessaires pour assurer l’existence d’un routage pour
tout ensemble de multicasts satisfaisant les contraintes que l’on s’est ﬁxées.
Ces travaux s’eﬀectuent dans la lignée de ceux réalisés par R. Brandt et T.F. Gon-
zalez [BG05]. Une des conséquences de ce travail est de permettre de calculer l’impact
d’un splitter en longueurs d’onde sur le coût d’un réseau. Cet impact sur le coût a
déjà été évalué dans l’article [MZQ98]. Les auteurs y étudient également des réseaux
équipés de splitters en longueurs d’onde et ont une approche empirique. Nos travaux
ont également un fort intérêt théorique puisque nous avons grandement amélioré les
bornes supérieures sur le nombre maximum de couleurs nécessaires dans un problème
de coloration des graphes orientés.
Problème 5.4 (Dimensionnement d’un réseau en étoile)
Entrées : Nombre de fibres.
Nombre de multicasts envoyés par un système.
Nombre de multicasts reçus par un système.
Nombre maximum de destinataires d’un multicast.
Sortie : Un nombre de longueurs d’onde suffisant pour router tout ensemble
de requêtes envisagées.
Objectif : minimiser le nombre de longueurs d’onde.
Plan. Je présente en premier lieu les résultats dans le cas où chaque système est relié
par une seule ﬁbre au nœud central et envoie au plus un multicast. Cette étude est
eﬀectuée dans le cas où le nombre de multicasts reçus par chaque nœud est borné, puis
quand pour un nœud donné la somme du nombre de multicasts reçus et envoyés est
bornée, et enﬁn quand le nombre de multicasts reçus et le nombre de multicasts envoyés
sont tous les deux bornés. Dans ces diﬀérents cas, le problème se ramène à l’étude d’une
coloration naturelle des graphes orientés. Dans la dernière section, je présente le cas
plus général où il y a plusieurs ﬁbres reliant chaque système au nœud central et où le
nombre maximum de multicasts envoyés par un même système est borné. Dans ce cas,
le problème est une extension du problème de coloration précédent pour les graphes
orientés labélisés.
5.2.1.1 Une fibre, un multicast
Dans cette section, je suppose que chaque système est relié par une unique ﬁbre au
nœud central et qu’il envoie un multicast M(v) à un ensemble de systèmes S(v) : M(v) =
{v,S(v)}. Trouver le nombre minimum de longueurs d’onde nécessaires au routage de
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cet ensemble de multicasts peut se ramener simplement à un problème de coloration
des arêtes d’un graphe orienté. Pour cela, on considère le graphe orienté D ayant pour
sommet l’ensemble V des systèmes et tel que le voisinage sortant d’un sommet v ∈ V
est S(v). On peut remarquer que ce graphe orienté peut avoir des cyles de longueur
deux mais qu’il n’a pas d’arêtes parallèles. De plus, le degré entrant d’un sommet est
le nombre de multicasts reçus par le système correspondant à ce sommet. Le problème
initial est équivalent à trouver le nombre minimum de couleurs pour colorer les arêtes
du graphe orienté tel que pour chaque sommet, chaque arête entrante ait une couleur
distincte de toutes les autres arêtes incidentes à ce sommet (voir Figure 5.7 pour un
exemple de coloration valide à un sommet). Pour obtenir une solution à notre problème
initial, il suﬃt de considérer que chaque couleur correspond à une longueur d’onde
diﬀérente.
Fig. 5.7 – Une ﬁbre, un multicast : deux exemples de coloration, l’un valide (à gauche),
l’autre non (à droite).
Une autre formulation est la suivante : il faut trouver le plus petit entier k tel qu’il
existe une fonction φ : V (D)→{1, . . . ,k} telle que :
(i) φ(uv) 6= φ(vw) ;
(ii) φ(uv) 6= φ(u′v).
Une telle fonction est appelée un directed star k-colouring.
La directed star arboricity d’un graphe orienté D, notée dst(D), est l’entier
minimum k tel qu’il existe un directed star k-colouring. Cette notion a été introduite
par Guiduli [Gui97] et est analogue à la star arboricity, une décomposition des graphes
introduite par I. Algor et N. Alon dans [AA89].
Notations. Une arborescence est un graphe orienté connexe tel que chaque sommet
a un degré entrant de un excepté un que l’on appelle la racine et qui a degré entrant
zéro.
Une forêt est une union disjointe d’arborescences.
Une étoile est une arborescence dans laquelle la racine domine tous les sommets.
Une galaxie est une forêt d’étoiles.
Remarque 5.5 Il est clair que dans un directed star colouring, tous les sommets ayant
la même couleur forment une galaxie. On obtient ainsi une troisième façon de déﬁnir
notre problème : la directed star arboricity d’un graphe orienté D est le nombre mini-
mum de galaxies permettant de partitionner les arcs de D.
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Complexité. Dans [AHHT07], nous montrons que trouver la directed star arboricity
d’un graphe orienté est un problème NP-dur. Nous le montrons en ramenant le problème
d’arêtes coloration des graphes cubique à notre problème dans le cas où le graphe orienté
a un degré entrant et sortant d’au plus 2.
Cela implique que le problème suivant est NP-dur, alors même que le nombre de
longueurs d’onde nécessaires est au plus cinq :
Problème 5.6 (Dimensionnement d’un réseau en étoile, complexité)
Entrées : Chaque système est relié par une fibre au sommet central.
Chaque système est source d’au plus un multicast.
Chaque système reçoit au plus deux multicasts.
Chaque multicast est adressé à au plus deux systèmes.
Sortie : Nombre de longueurs d’onde nécessaires pour router un ensemble de
requêtes.
Objectif : Minimiser le nombre de longueurs d’onde nécessaires.
Sachant ce résultat, il est intéressant de trouver des bornes supérieures sur le nombre
de longueurs d’onde nécessaires dans le Problème 5.4 en fonction des diﬀérents para-
mètres du problème. La section suivante s’intéresse au cas où le degré entrant est borné.
Degré entrant borné.
Problème 5.7 (Dimensionnement d’un réseau en étoile, degré entrant
borné)
Entrées : Chaque système est relié par une fibre au sommet central.
Chaque système est source d’au plus un multicast.
Chaque système reçoit au plus k multicasts.
Sortie : Un nombre de longueurs d’onde suffisant pour router tout ensemble
de requêtes envisagées.
Objectif : Minimiser le nombre de longueurs d’onde.
R. Brandt et T.F. Gonzalez [BG05] ont montré que dst(D)≤ ⌈5∆−/2⌉. Dans le cas
où ∆− = 1 cette borne est serrée car les circuits impairs ont une star arboricity de
3. Cependant pour de plus grandes valeurs de ∆− il est possible de l’améliorer. Nous
conjecturons que si ∆− ≥ 2, alors dst(D)≤ 2∆−.
Conjecture 5.8 Tout graphe orienté D de degré entrant au plus ∆−≥ 2 vériﬁe dst(D)≤
2∆−.
Cette conjecture serait serrée car Brandt [Bra03] montre que pour tout ∆−, il existe
un graphe orienté acyclique D∆− de degré maximum ∆− et tel que dst(D∆−) = 2∆−.
On peut remarquer qu’aﬁn de prouver cette conjecture, il est suﬃsant de la prouver
pour ∆− = 2 et ∆− = 3. En eﬀet, un graphe orienté de degré entrant maximum ∆− ≥ 2
admet une partition de ses arêtes en ∆−/2 graphes orientés de degré entrant maximum
2 si ∆− est pair et en (∆−−1)/2 graphes orientés de degré maximum 2 et un de degré
entrant maximum 3 si ∆− est impair. Pour trouver cette partition, il suﬃt d’enlever au
graphe orienté un sous-graphe eulérien maximum de manière récursive.
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Nous montrons dans [AHHT07] le théorème suivant :
Théorème 5.9 ∀D,dst(D)≤ 2∆−(D)+1 et la Conjecture 5.8 est vraie pour les graphes
orientés acycliques.
Remarque 5.10 Il est important de remarquer que l’on se restreint au cas où il n’y
a pas d’arêtes multiples. En eﬀet, si les arêtes multiples sont autorisées, les bornes
mentionnées ci-dessus ne sont plus valables. Etant donné un entier ∆−, le multigraphe
orienté T∆− formé de trois sommets u, v et w et de ∆− arcs parallèles uv, vw et wu, a
dst(T∆−) = 3∆−.
Fig. 5.8 – Le multigraphe orienté T∆− nécessite 3∆− couleurs.
De plus cet exemple est extrémal car tout multigraphe orienté vériﬁe dst(D)≤ 3∆−.
Cela peut être prouvé par récurrence : étant donné un sommet v de degré sortant au
plus ∆− dans une composante fortement connexe terminale (une composante fortement
connexe C étant terminale si elle n’a pas d’arc sortant).
Si v n’a pas de voisin entrant, il est isolé et on peut le supprimer. Si v a des voisins
entrants, on considère un arc uv. Sa couleur doit être diﬀérente des couleurs des d−(u)
arcs entrant en u, des d+(v) arcs sortant de v et des d−(v)−1 autre arcs entrant en v,
soit au plus 3∆−−1 arcs au total. Ainsi on peut enlever l’arc uv, appliquer l’induction,
et étendre la coloration à uv. Pour les multigraphes orientés, la borne dst(D)≤ 3∆− est
donc serrée.
Degré total borné. Nous étudions ensuite la directed star arboricity d’un graphe
orienté de degré total borné, (je rappelle que le degré total d’un sommet v est d(v) =
d−(v)+ d+(v) c.f. Section 2.1).
Problème 5.11 (Dimensionnement d’un réseau en étoile, degré total borné)
Entrées : Chaque système est relié par une fibre au sommet central.
Le nombre de multicasts reçus et envoyés par chaque système est au
plus ∆.
Sortie : Un nombre de longueurs d’onde suffisant pour router tout ensemble
de requêtes envisagées.
Objectif : Minimiser le nombre de longueurs d’onde.
On note µ(G), la multiplicité maximale d’une arête dans un multigraphe G. Par le
Théorème de Vizing, on sait que tout multigraphe peut être coloré avec ∆(G)+ µ(G)
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couleurs de telle manière que toutes les arêtes incidentes aient deux couleurs diﬀérentes.
Comme le multigraphe sous-jacent à un graphe orienté a une multiplicité d’au plus deux,
tout graphe orienté D est tel que dst(D)≤ ∆ + 2.
Nous faisons la conjecture suivante :
Conjecture 5.12 Soit D un graphe orienté de degré maximum ∆≥ 3. On a dst(D)≤ ∆.
Cette conjecture serait serrée puisque tout graphe orienté ayant ∆ = ∆− a une star
arboricity d’au moins ∆. Nous montrons dans [AHHT07] le théorème suivant :
Théorème 5.13 La conjecture 5.12 est vraie quand ∆ = 3.
Degré entrant et degré sortant borné. Une première approche pour résoudre les
Conjectures 5.8 et 5.12 serait de les prouver dans le cas où les degrés entrant et sortant
sont bornés.
Problème 5.14 (Dimensionnement d’un réseau en étoile, degré entrant et
degré sortant borné)
Entrées : Chaque système est relié par une fibre au sommet central.
Chaque système est source d’au plus un multicast.
Chaque système reçoit au plus k multicasts.
Chaque multicast est adressé à au plus k systèmes.
Sortie : Un nombre de longueurs d’onde suffisant pour router tout ensemble
de requêtes envisagées.
Objectif : Minimiser le nombre de longueurs d’onde.
Dans ce cadre là, on a les conjectures plus faibles suivantes :
Conjecture 5.15 Pour tout k ≥ 2, et tout graphe orienté D, si max(∆−,∆+)≤ k alors
dst(D)≤ 2k.
Ces conjectures sont vraies et loin d’être serrées pour k grand. En eﬀet, B. Gui-
duli [Gui97] a montré que si max(∆−,∆+)≤ k alors dst(D)≤ k + 20log(k)+ 84.
La preuve de B. Guiduli se base sur le fait que si les degrés entrant et sortant sont
bornés, la coloration d’un arc ne dépend que des colorations d’un nombre limité d’autres
arcs. Cette dépendance bornée permet d’utiliser le Lemme Local de Lovász. Cette idée
a initialement été utilisée par I. Algor et N. Alon [AA89] pour la star arboricity des
graphes non orientés. On peut également remarquer que le résultat de Guiduli est
presque serré puisqu’il existe des graphes orientés D avec max(∆−,∆+)≤ k et dst(D) ≥
k + Ω(log(k)) (voir [Gui97]).
Enﬁn, il est intéressant de remarquer que comme pour la Conjecture 5.8, il est suﬃ-
sant de prouver la Conjecture 5.15 pour k = 2 et k = 3. Nous montrons dans [AHHT07]
le théorème suivant :
Théorème 5.16 La Conjecture 5.15 est vraie pour k = 2, ce qui l’implique pour toute
valeur paire de k.
Il ne reste donc plus qu’à la prouver pour k = 3.
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Directed star arboricity acircuitique. A. Pinlou et É. Sopena [PS06] ont étu-
dié une version plus forte de la directed star arboricity, appellée directed star arbori-
city acircuitique. Il rajoute la condition que tout circuit doit avoir trois couleurs dis-
tinctes. Cette notion ne s’applique qu’aux graphes orientés asymétriques, c’est-à-dire
aux graphes orientés sans circuit de longueur 2. En eﬀet, un circuit de longueur 2 ne
peut pas recevoir 3 couleurs. Les auteurs ont montré que la directed star arboricity
acircuitique d’un graphe de degré maximum 3 est au plus 4. Dans [AHHT07], nous
proposons une preuve plus courte de ce résultat.
5.2.1.2 Plusieurs fibres, plusieurs multicasts
Nous étudions, dans cette section, le cas plus général où le nœud central est relié
à chaque système par n ﬁbres optiques et où chaque système peut envoyer plusieurs
multicasts.
On note M1(v), . . . ,Ms(v)(v) les s(v) multicasts envoyés par un système v ∈ V . Pour
1 ≤ i ≤ s(v), l’ensemble des nœuds destinataires du multicast Mi(v) est noté Si(v). Le
problème est toujours de trouver le nombre minimum de longueurs d’onde pour assurer
l’existence d’un routage des multicasts.
Problème 5.17 (Dimensionnement d’un réseau en étoile multifibre)
Entrées : Chaque système est relié par n fibres au sommet central.
Chaque système est source d’au plus m multicasts.
Chaque système reçoit au plus k multicasts.
Sortie : Un nombre de longueurs d’onde suffisant pour router tout ensemble
de requêtes envisagé.
Objectif : Minimiser le nombre de longueurs d’onde.
De nouveau, on peut modéliser ce problème par un problème de coloration d’un
graphe orienté, mais cette fois on a besoin d’un graphe orienté étiqueté.
Comme précédemment, on considère un graphe orienté ayant V comme ensemble de
sommets. Pour tout multicast Mi(v) = (v,Si(v)), v∈V , 1≤ i≤ s(v), on ajoute l’ensemble
d’arcs Ai(v) = {vw,w ∈ Si(v)} étiquetés i. L’étiquette d’un arc a est noté l(a).
On remarque que pour tout couple de sommets (u,v) et pour toute étiquette i il y
a au plus un arc uv étiqueté i. Si le nombre maximum de multicasts envoyés par un
système est m, alors il y a au plus m étiquettes diﬀérentes sur les arcs. Un tel graphe
orienté est dit m-étiqueté.
Notre objectif est de trouver un n-fiber wavelength assignment de D, qui est un
fonction Φ : A(D)→ Λ×{1, . . . ,n}×{1, . . .n} qui associe tout arc uv à un triplet
(λ(uv), f +(uv), f−(uv)) tel que :
(i) ∀uv,vw ∈ E,(λ(uv), f−(uv)) 6= (λ(vw), f +(vw)) ;
(ii) ∀uv,u′v ∈ E,λ(uv), f−(uv)) 6= (λ(u′v), f−(u′v)) ;
(iii) ∀vw,vw′ ∈ E, si l(vw) 6= l(vw′) alors (λ(vw), f +(vw)) 6= (λ(vw′), f +(vw′)).
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λ(uv) correspond à la longueur d’onde sur laquelle le message originaire de u et
destiné à v est envoyé. f +(uv) et f−(uv) sont les numéros des ﬁbres utilisées en u et v
respectivement.
Les équations précédentes peuvent être décrites de la manière suivante :
(i) correspond au fait que tout multicast correspondant à un arc entrant v et tout
multicast correspondant à un arc quittant v doivent : soit avoir une longueur
d’onde diﬀérente, soit être routés sur des ﬁbres diﬀérentes ;
(ii) correspond au fait que deux multicasts correspondants à deux arcs entrant v
doivent avoir soit une longueur d’onde diﬀérente soit être routés sur des ﬁbres
diﬀérentes ;
(iii) correspond au fait que deux multicasts correspondants à deux arcs quittant v
et n’ayant pas la même étiquette doivent avoir soit une longueur d’onde diﬀérente
soit être routés sur des ﬁbres diﬀérentes.
Le problème consiste à trouver la cardinalité minimale λn(D) de Λ telle qu’il existe un
n-fiber wavelength assignment de D.
1
2
1
1
1
1
2
1
1
1
Fig. 5.9 – Deux ﬁbres, plusieurs multicasts : deux exemples de coloration, l’un valide
(à gauche), l’autre non (à droite).
Remarque 5.18 Le point crucial dans un n-ﬁber wavelength assignment est la fonc-
tion λ qui associe les couleurs (longueurs d’onde) aux arcs. Ce doit être un n-fiber
colouring, c.à.d. une fonction φ : A(D)→ Λ, telle qu’à tout sommet v, pour toute cou-
leur λ ∈ Λ, in(v,λ)+ out(v,λ) ≤ n, avec in(v,λ) le nombre d’arcs ayant reçu la couleur
λ entrant v, et out(v,λ) le nombre d’étiquettes l tel qu’il existe un arc quitant v avec
la couleur λ. Etant donné un n-ﬁber colouring, il est facile de trouver une répartition
convenable des longueurs d’onde. En eﬀet, pour tout sommet v et toute couleur λ,
il suﬃt de donner une ﬁbre diﬀérente à tout arc de couleur λ entrant v et à tout en-
semble d’arcs sortant de couleur λ qui ont la même étiquette. Ainsi, λn(D) est le nombre
minimum de couleurs tel qu’un n-ﬁber colouring existe.
Nous sommes plus particulièrement intéressés par λn(m,k) = max{λn(D) | D est m-
étiqueté et ∆−(D) ≤ k} qui est le nombre maximum de longueurs d’onde nécessaires
s’il y a n ﬁbres et que chaque nœud envoie au plus m multicasts et reçoit au plus k
multicasts. En particulier, λ1(1,k) = max{dst(D) | ∆−(D)≤ k}. Avec cette formulation,
nos résultats impliquent que 2k ≤ λ1(1,k)≤ 2k+1. Brandt et Gonzalez ont montré que
pour n ≥ 2 on a λn(1,k) ≤
⌈ k
n−1
⌉
.
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n≥ 2 et m≥ 2. Nous montrons que si m≥ n alors il existe une constante C telle que :⌈
m
n
⌈
k
n
⌉
+
k
n
⌉
≤ λn(m,k)≤
⌈
m
n
⌈
k
n
⌉
+
k
n
⌉
+C m
2 log(k)
n
Nous conjecturons que la borne inférieure est la bonne valeur de λn(m,k) quand m≥ n.
Nous montrons également que si m < n alors :⌈
m
n
⌈
k
n
⌉
+
k
n
⌉
≤ λn(m,k)≤
⌈
k
n−m
⌉
.
Les bornes inférieures généralisent les résultats de Brandt et Gonzalez [BG05] qui éta-
blissaient ces inégalités dans le cas particulier k≤ 2, m≤ 2 et k = m. Les graphes orientés
utilisés pour obtenir les bornes inférieures sont tous acycliques et nous montrons que
si m ≥ n, alors les bornes inférieures donnent en eﬀet la bonne valeur pour les graphes
orientés acycliques. De plus, les graphes orientés atteignant les bornes inférieures ont
un grand degré. En généralisant les résultats de Guiduli [Gui97], nous montrons qu’un
graphe orienté D m-étiqueté ayant son degré entrant et sortant borné par k peut être
coloré avec peu de couleurs :
λn(D)≤ k
n
+C′m
2 log(k)
n
pour une constante C′.
5.2.1.3 Apport d’un splitter
A partir de l’analyse précédente, il est possible de quantiﬁer l’apport d’un splitter
en longueurs d’onde dans un réseau en étoile. Prenons un exemple pour ﬁxer les idées :
dans le cas où chaque système est relié par une ﬁbre au nœud central, si on note k le
nombre maximum de multicasts envoyés et reçus par un nœud du réseau, alors pour
assurer l’existence d’un routage sans splitter, il faut 2k + 1 longueurs d’onde par ﬁbre.
Avec un splitter en longueurs d’onde au nœud central il suﬃt de k+O(log(k)) longueurs
d’onde. Ainsi, un splitter en longueurs d’onde permet de diviser par deux le nombre de
longueurs d’onde nécessaires.
Selon une remarque d’O. Amini, ce résultat peut se généraliser à un réseau quel-
conque qui possède à chaque nœud des splitters capable de dupliquer chacune des lon-
gueurs d’onde indépendamment. Le problème est, étant donné un routage de requêtes
(c.à.d. un ensemble de chemins et d’arbres permettant de router chacune des requêtes),
de savoir combien de longueurs d’onde sont nécessaires pour pouvoir le réaliser, autre-
ment dit de savoir combien il faut de longueurs d’onde pour pouvoir en donner une à
chacun des chemins et des arbres de telle sorte qu’il n’y ait pas de conﬂit. Dans le cas
où le réseau est équipé de splitters, si le routage est tel que la profondeur de chaque
arbre de routage est bornée et que le nombre maximum de feuilles de chaque arbre de
routage est borné par une constante fois la charge maximale du réseau ℓ, il suﬃt de
ℓ+O(log(ℓ)) longueurs d’onde. Dans le cas où le réseau n’est pas équipé de splitters, il
peut falloir jusqu’a (∆ + 1)ℓ longueurs d’onde où ∆ est le degré maximum du réseau.
Cela permet de déduire que l’utilisation de splitters en longueurs d’onde permet
un gain théorique d’un facteur 1/(∆ + 1) concernant le nombre de longueurs d’onde
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nécessaires. D’autre part, équiper les nœuds de convertisseurs de longueurs d’onde
permet d’économiser de l’ordre de log(ℓ) longueurs d’onde.
Dans [MZQ98], les auteurs avaient estimés que l’utilisation de multicasts permet
de réduire d’au moins 50 % le nombre de longueurs d’onde nécessaires. Ils montrent
également que la conversion en longueur d’onde ne permet qu’un gain de l’ordre de 10
%.
Ces résultats vont dans le même sens que nos résultats. En eﬀet le gain théorique de
la conversion en longueur d’onde est faible : de seulement un facteur additif de O(log(ℓ)),
à comparé au gain empirique de 10 %. Si l’apport théorique semble plus faible que celui
mesuré de manière empirique, cela est surement dû à l’utilisation d’algorithmes gloutons
dans [MZQ98].
Enﬁn, l’apport du multicast mis en évidence dans [MZQ98] est élevé (facteur 2) tout
comme dans notre étude. Il est cependant plus faible que l’apport théorique (facteur 3,2
en moyenne pour leur instance utilisant NFSnet). Cela peut être expliqué par au moins
deux raisons. La première est que les cas pour lesquels sont calculés le gain maximal
théorique sont pathologiques. La seconde raison est que les auteurs de [MZQ98], ne
calculent pas des routages optimaux.
5.2.2 Multicast dans les réseaux de cœur
Dans la section précédente, j’ai présenté les apports d’un splitter en longueurs d’onde
par rapport à l’absence de splitters. Dans la pratique, les réseaux ne sont pas encore
équippés de tels splitters car cela a été jugé moins rentable que d’utiliser des splitters
simples. C’est pourquoi, dans cette section, je m’intéresse à des réseaux équippés de
splitters dupliquant intégralement une ﬁbre et je présente des résultats sur le routage
de multicasts dans les réseaux WDM.
Le problème MC-RWA (Problème 5.3) consiste à trouver des chemins ou des arbres
et de leur associer une longueur d’onde aﬁn d’établir et de maintenir des connexions
pour satisfaire les requêtes. Selon les hypothèses, chaque requête peut être satisfaite à
l’aide de plusieurs arbres de routage. MC-RWA peut être vu comme la succession de
deux problèmes : premièrement, trouver un arbre pour chacune des requêtes, et une fois
les arbres trouvés, leur assigner des longueurs d’onde. Comme dans le cas du routage
sur un chemin, deux arbres de routage utilisant une même ﬁbre ne peuvent pas avoir la
même longueur d’onde. MC-RWA généralise le problème de routage et affectation
de longueurs d’onde classique (Routing and Wavelength Assignment, RWA),
ce dernier problème étant maintenant bien étudié et pouvant être résolu de manière
eﬃcace [JMT06].
Noeuds MC et MIC. Dans les réseaux optiques permettant le routage de mul-
ticasts, seuls certains nœuds sont équipés de splitters (multicast-capable nodes notés
MC), les autres nœuds (multicast-incapable nodes) sont notés MIC. Les nœuds aux-
quels sont installés les splitters (les nœuds MC) sont choisis lors de la conception du
réseau. Tous les nœuds n’en sont pas équipés aﬁn de ne pas trop augmenter le coût
du réseau. Les caractéristiques des splitters que l’on considère sont données dans la
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Section 5.1.1.6. Dans l’étude qui suit, je me limite au cas de continuité en longueur
d’onde, c.à.d. que la longueur d’onde d’un signal n’est pas modiﬁée au cours de la
transmission du signal. Ce choix est justiﬁé par le fait que les technologies optiques
permettant la conversion de longueur d’onde sont coûteuses et que le gain occasionné
est faible, comme je l’ai montré dans la section précédente (Section 5.2.1.3).
Deux objectifs différents. Je présente plusieurs formulations mathématiques per-
mettant de résoudre le problème MC-RWA avec plusieurs objectifs. Toutes ces for-
mulations ont été développées avec B. Jaumard. Le premier objectif est plus spéciﬁque
aux réseaux de cœur dans lesquels toutes les destinations doivent être servies simultané-
ment. Dans un tel contexte, l’objectif est de maximiser le nombre de requêtes satisfaites.
J’appelle ce problème le problème de Routage Complet MC-RWA (fully routed
MC-RWA, FR-MC-RWA).
Problème 5.19 (Routage Complet MC-RWA : FR-MC-RWA)
Entrées : Un réseau avec des coûts et des capacités sur les liens.
Un ensemble de requêtes multicasts.
Sortie : Un routage (arbre et longueur d’onde) des requêtes multicasts utilisant
un seul arbre de routage par requête.
Objectif : Maximiser le nombre de requêtes dont toutes les destinations sont
servies.
Dans la littérature, une solution au problème FR-MC-RWA est souvent calculée en
deux étapes. La première consiste à trouver les arbres de routage et la deuxième à leur
assigner des longueurs d’onde. Le problème de trouver les arbres de routage de coût
minimum est le problème de Steiner qui est un problème NP-dur. Dans cette section,
je propose une formulation mathématique permettant de résoudre ces deux problèmes
simultanément.
Le second objectif que je considère est plus adapté aux réseaux d’accès car dans
ce contexte il est plus pertinent de maximiser le nombre d’utilisateurs recevant leurs
données et d’autoriser une requête à être satisfaite partiellement. J’appelle ce problème
le problème de Routage Partiel MC-RWA (Partially Routed MC-RWA Pro-
blem) PR-MC-RWA. L’un des premiers articles à considérer cet objectif pour le
problème de routage des multicasts est [HCT01], qui propose une formulation non li-
néaire. Dans la Section 5.2.5 je propose la première formulation linéaire sous forme de
génération de colonnes.
Problème 5.20 (Routage Partiel MC-RWA : PR-MC-RWA)
Entrées : Un réseau avec des coûts et des capacités sur les liens.
Un ensemble de requêtes multicasts.
Sortie : Un routage (arbre et longueur d’onde) des requêtes multicasts pouvant
utiliser plusieurs arbres de routage par requêtes.
Objectif : Maximiser le nombre de destinations servies.
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Plan. Dans la prochaine section, je détaille les contraintes du problème MC-RWA.
Dans la Section 5.2.4, je propose une première formulation pour le problème FR-MC-
RWA avec pour objectif de maximiser le nombre de requêtes satisfaites. À la ﬁn de cette
section je discute de la manière dont l’atténuation peut être incorporée à ce modèle.
Dans la Section 5.2.5, je propose une autre formulation pour le problème PR-MC-RWA
avec pour objectif de minimiser le taux de blocage des utilisateurs, c.à.d. le nombre
d’utilisateurs non servis.
5.2.3 Entrées des problèmes MC-RWA
Étant donné un réseau optique WDM représenté par un graphe orienté
−→D = (V,E)
comme décrit dans la Section 5.1.2, les nœuds de ce réseau sont partionnés en deux
parties : les ensembles MC et MIC. L’ensemble MC est partitionné en plusieurs sous-
ensembles : on note MCk l’ensemble des nœuds équipés d’un splitter 1 : k ; l’entrée et
les sorties de chaque splitter sont également supposées connues.
L’ensemble des requêtes est déﬁni par une matrice T = (TsD) où TsD est le nombre de
connexions requises du nœud source vs vers l’ensemble de nœuds destinations VD. Soit
SD = {(vs,VD) ∈ V ×P (V ) : TsD > 0} l’ensemble des requêtes, où P (V ) est l’ensemble
des parties de V . On note TsD l’ensemble des arbres de racine vs couvrant VD pour
(vs,VD) ∈ SD et par T l’ensemble des arbres, c.à.d. T =
S
(vs,VD)∈SD
TsD.
Comme dit précédemment, on suppose que les requêtes sont routées sur une unique
longueur d’onde. Autrement dit, étant donnés une requête et un chemin entre sa source
vs et un des nœuds destination vd ∈ VD, le chemin de vs à vd est routé sur une unique
longueur d’onde.
Le problème MC-RWA peut être formellement décrit comme suit : étant donnés
un graphe orienté
−→D associé à un réseau optique WDM et un ensemble de requêtes,
trouver un ensemble d’arbres et de longueurs d’onde (t,λ) pour chacune des requêtes
satisfaites de telle manière qu’aucun arbre partageant un arc ne soit associé à une même
longueur d’onde. Dans FR-MC-RWA l’objectif est de minimiser le taux de blocage et
dans PR-MC-RWA, il est de maximiser le nombre d’utilisateurs servis.
5.2.4 Le problème FR-MC-RWA
Je présente dans cette section deux formulations pour le problème FR-MC-RWA
qui utilisent la méthode de génération de colonne, méthode que je présente également.
Il est aussi proposé une extension de ces formulations prenant en compte l’atténuation
des signaux.
Dans le cas des réseaux de cœur, il est nécessaire d’utiliser des lasers permettant
d’émettre les signaux à une puissance suﬃsante. Or le coût de ces lasers est élevé. Ainsi
les opérateurs choisissent d’émettre chaque requête en une seule fois. Chaque requête
satisfaite doit donc l’être par un arbre de multicast unique.
Multicast 75
5.2.4.1 Principe de la génération de colonnes
?? Dans cette section, je présente le principe de la génération de colonnes. Il s’agit
d’une technique de résolution de programme linéaire adaptée aux problèmes de grande
taille. La technique de génération de colonnes repose sur la décomposition du pro-
gramme linéaire initial en deux problèmes : le problème maître et le problème auxi-
liaire. Le problème maître correspond au problème initial dans lequel seule une partie
des variables est considérée, chaque variable correspondant à une colonne. L’intérêt
de résoudre le problème initial sur un petit ensemble de variables est que l’algorithme
du simplexe est alors plus rapide.
Le problème auxiliaire est déﬁni à partir du problème maître. Son rôle est de
construire des variables -les colonnes de la matrice du problème maître- qui peut-être
vont améliorer la solution du problème maître.
Ainsi, la génération de colonnes est un procédé itératif. À chaque étape, le problème
maître est résolu, puis le problème auxiliaire aﬁn de savoir si une colonne doit être
rajoutée à la matrice du problème maître. Si une colonne est trouvée, le procédé se
répète. Sinon il se termine et la solution trouvée par le problème maître est optimale.
La décomposition du problème initial en deux problèmes, maître et auxiliaire, repose
sur la décomposition de Dantzig-Wolfe. Le livre Column Generation [DDS05] présente
de manière très didactique la théorie sur laquelle repose cette technique ainsi que des
applications à plusieurs problèmes. La manière dont est découpé le problème initial pour
former le problème maître et le problème auxiliaire est importante. L’article [JMT05]
illustre cela. Les auteurs y comparent plusieurs formulations du problème de routage
et d’aﬀectation de longueurs d’onde, une variante du problème que j’ai présenté pré-
cédemment dans lequel il y a plusieurs couches identiques en parallèle et tel qu’une
requête doit être routée intégralement sur l’une d’entre elles.
5.2.4.2 Problème FR-MC-RWA : formulation avec configuration de rou-
tage
La formulation que je propose pour le problème FR-MC-RWA est basée sur le
concept de conﬁgurations de routage. Une configuration de routage pour FR-MC-
RWA est un ensemble d’arbres pouvant tous être routés sur une même longueur d’onde
tout en satisfaisant les contraintes du problème FR-MC-RWA. Ainsi, une conﬁguration
de routage peut être utilisée pour router une partie des requêtes. Aﬁn de diminuer la
taille de l’espace des conﬁgurations de routage à explorer, on ne considère que celles
qui sont maximales, c.à.d. celles auxquelles on ne peut pas ajouter d’autres arbres de
routage tout en respectant les contraintes de FR-MC-RWA.
Ce modèle, écrit sous forme de génération de colonnes, mène à décomposer FR-MC-
RWA en deux problèmes : le problème maître et le problème auxiliaire. Le problème
maître sélectionne les conﬁgurations les plus adaptées, une par longueurs d’onde, alors
que le problème auxiliaire construit les conﬁgurations les plus prometteuses. C’est le
problème auxiliaire qui prend en compte les contraintes spéciﬁques à FR-MC-RWA
pour une longueur d’onde donnée. En particulier, deux arbres de routage ne peuvent
pas partager un arc dans une conﬁguration.
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Notations. Une conﬁguration de routage est donnée par un vecteurC = (CsD)(vs ,vD)∈SD
tel que CsD est le nombre d’arbres de racine vs couvrant VD dans cette conﬁguration. La
plupart du temps, ce sera un vecteur de 0 et de 1. Chaque variable wC ∈N du problème
maître est associée à une conﬁguration C et sa valeur indique le nombre de longueurs
d’onde sur lesquelles cette conﬁguration est utilisée dans la solution. Une conﬁguration
peut en eﬀet être utilisée plusieurs fois, bien que ce ne soit pas le cas en pratique.
CFR−MC−RWA (ou simplement C s’il n’y a pas de confusion) est l’ensemble des conﬁ-
gurations. Cet ensemble est énorme, cependant, en pratique, seule une petite fraction
de cet ensemble est générée. Cela est dû à la rapidité de convergence des formulations
sous forme de génération de colonnes (voir C. Barnhart et al. [BJN+98]).
Problème maître. Le problème maître de FR-MC-RWA peut être formulé comme
suit :
max zFR−MC−RWA(w) = ∑
C∈C
∑
(vs,VD)∈SD
CsD wC
sujet à :
∑
C∈C
wC ≤W (u0) (5.1)
∑
C∈C
CsD wC ≤ TsD (vs,VD) ∈ SD (usD) (5.2)
wC ∈N C ∈ C , (5.3)
où u0 et usD sont les variables duales associées aux contraintes (5.1) et (5.2-sD).
Comme le nombre de conﬁgurations est exponentiel, on résoud le problème maître
restreint à un petit ensemble de variables. Ensuite, le problème auxiliaire est résolu
pour savoir si la solution trouvée est optimale ou non.
Problème auxiliaire. Le problème auxiliaire génère les conﬁgurations de routage
les plus prometteuses en se basant sur une métrique héritée du problème maître au
travers des variables duales. Il prend également en compte les contraintes imposées
par le problème FR-MC-RWA concernant les requêtes routées sur une même longueur
d’onde.
Le coût d’une conﬁguration de routage C, noté c¯(C), est calculé comme suit :
c¯FR−MC−RWA(C) = ∑
(vs,VD)∈VD
(1−usD)CsD−u0.
S’il existe une conﬁguration qui peut améliorer la solution actuelle du problème maître
(c.à.d. réduire le taux de blocage), elle a un coût négatif.
Le problème auxiliaire est écrit sous la forme d’un problème de ﬂot dans un graphe
orienté auxiliaire
−→D aux déﬁni comme suit : −→D aux est composé d’une copie du graphe
orienté
−→D et d’une copie v′ de chaque sommet v relié au sommet dont il est la copie par
un arc vv′. La construction du graphe orienté auxiliaire est illustrée par la Figure 5.10
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Fig. 5.10 – Le graphe orienté auxiliaire.
Le but est de router les requêtes RsD ∈ SD de leur source vs aux copies des nœuds
destination VD. Les arbres de routage peuvent avoir des nœuds de degré supérieur à
deux uniquement au niveau des nœuds de MC. On appelle ϕsDe la variable associée au
ﬂot de la requête RsD sur l’arête e. Cette première formulation ne prend pas en compte
l’atténuation du signal.
L’objectif du problème auxiliaire est :
min cFR−MC−RWA(ϕ) = ∑
(vs,VD)∈SD
(1−usD)ϕsDv′svs −u
0.
Les contraintes sont :
φsDv′svs ≤ TsD (vs,VD) ∈ SD (5.4)
φsDv′svs = φsDvdv′d (vs,VD) ∈ SD,vd ∈VD (5.5)
∑
(vs,VD)∈SD
φsDe ≤ 1 e ∈ E(−→D ) (5.6)
∑
e∈Γ+(v)
φsDe ≤ ∑
e∈Γ−(v)
φsDe
(vs,VD) ∈ SD, v ∈ MIC (5.7)
∑
e∈Γ+(v)\Eoutv
φsDe ≤ ∑
e∈Γ−(v)\{einv }
φsDe
(vs,VD) ∈ SD, v ∈ MCk (5.8)
φsDe ∈ {0,1} (vs,VD) ∈ SD, e ∈ E(
−→D ) (5.9)
φsDeinv ≥ φ
sD
e (vs,VD) ∈ SD, v ∈ MCk, e ∈ Eoutv (5.10)
φsDe = 0 (vs,VD) ∈ SD, e = (v′d ,vd) (5.11)
Un arbre de racine vs couvrant VD est construit avec les arcs e tels que φsDe = 1. Les
contraintes (5.7) traduisent la contrainte de ﬂot aux nœuds qui ne sont pas équipés
de splitters. Il est intéressant de remarquer qu’un ﬂot peut se terminer à un nœud
intermédiaire. Les contraintes (5.8) traduisent la contrainte de ﬂot aux nœuds qui sont
équipés de splitters, entre les arcs entrant et sortant des splitters. Les contraintes (5.10)
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traduisent le fait qu’un signal arrivant sur la ﬁbre d’entrée d’un splitter est transmise
à ses ﬁbres de sortie. De cette manière, un ensemble d’arbres arcs-disjoints tel que les
nœuds de degré k + 1 sont situés aux nœuds de ∪ℓ≥kMCℓ est déﬁni. Cela correspond
bien à une conﬁguration.
Atténuation du signal. La formulation suivante permet de prendre en compte l’at-
ténuation du signal optique. À chaque arc est associé un coût ae correspondant à l’at-
ténuation d’un signal utilisant cet arc. L’atténuation est exprimée en décibels. Il est
également possible d’inclure à ce coût l’atténuation induite par un splitter puisque leur
position est ﬁxe. Enﬁn, si des ampliﬁcateurs sont utilisés aﬁn de régénérer le signal,
leur eﬀet peut aussi être incorporé à ce coût. L’atténuation du signal est une contrainte
importante dans le routage car un signal trop dégradé n’est pas exploitable par les
destinations. La limite habituellement utilisée est une atténuation de 20 dB. Un nouvel
ensemble de variables similaires aux variables φsDe est introduit pour prendre en compte
l’atténuation : pour tout e ∈ E, tout (vs,VD) ∈ SD et tout d ∈VD, la variable ϕsD,de est
introduite. Elle compte l’atténuation du signal allant de s à d ∈VD.
∑
d∈D
ϕsD,de ≥ ϕsDe (vs,VD) ∈ SD,e ∈ E (5.12)
∑
e
ϕsD,de ae ≤ 20 (vs,VD) ∈ SD,vd ∈VD (5.13)
ϕsD,de ≤ ϕsDe (vs,VD) ∈ SD,e ∈ E(
−→D ) (5.14)
ϕsD,dv′svs = ϕ
sD,d
vdv′d
(vs,VD) ∈ SD,vd ∈VD (5.15)
ϕsD,de ∈ {0,1} (vs,VD) ∈ SD, e ∈ E(
−→D ) (5.16)
∑
e∈Γ+(v)
ϕsD,de = ∑
e∈Γ−(v)
ϕsD,de (vs,VD) ∈ SD, vd ∈VD,e ∈ E(
−→D ) (5.17)
Ces équations sont adaptables aux autres formulations que je propose. Les variables
ϕsD,de déﬁnissent un chemin de vs à vd . Les équations 5.15 assurent qu’elles utilisent un
chemin réservé pour la requête. L’équation 5.14 s’assure que sur ce chemin, l’atténuation
globale ne dépasse pas 20 dB ; si c’est le cas les variables ϕsD,de sont forcées d’être à 0,
ce qui, par les équations 5.12, empêche la requête d’être satisfaite.
5.2.4.3 Problème FR-MC-RWA : formulation par arbres de routage
Problème maître. Dans cette formulation, le problème maître est résolu sur un
sous-ensemble de T (c.f. Section 5.2.3) et sélectionne un ensemble d’arbres de routage
et de longueurs d’onde aﬁn de satisfaire un maximum de requêtes. La contrainte que
deux arbres de routage ayant la même longueur d’onde ne partagent pas d’arc est
vériﬁée dans le problème maître. Le problème auxiliaire inclut les autres contraintes
de FR-MC-RWA qui indiquent que les nœuds de grand degré des arbres de routage
doivent correspondre avec les nœuds de MC.
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Un arbre de routage t est représenté par un ensemble de variables δe,t qui valent 1
si l’arc e est utilisé par l’arbre de routage et 0 sinon. Chaque variable wλt du problème
maître est associée à un arbre de routage t et à une longueur d’onde λ. wλt vaut 1 si
l’arbre de routage t est utilisé sur la longueur d’onde λ, 0 sinon.
Le problème maître est :
max zmax MC−RWA−lt(w) = ∑
λ∈Λ
∑
t∈T
wλt
sujet à :
∑
t∈T
δe,t wλt ≤ 1 λ ∈ Λ, e ∈ E (u0λe) (5.18)
∑
λ∈Λ
∑
t∈TsD
wλt ≤ TsD (vs,VD) ∈ SD (u1sD) (5.19)
wλt ∈ N t ∈ T , λ ∈ Λ. (5.20)
(u0λe) et (u
1
sD) sont les variables duales associées aux contraintes (5.18-e) et (5.19-
(vs,VD)).
Problème auxiliaire. Il y a un problème auxiliaire diﬀérent pour chaque longueur
d’onde. Étant donnée une longueur d’onde λ, on considère le graphe orienté associé
au réseau. À chaque arc e on associe comme coût la variable duale (u0λe). Le problème
auxiliaire est un problème de ﬂot sur ce graphe orienté. Deux familles de variables sont
utilisées : ϕλe est la variable de ﬂot associée à l’arc e et ϕλsD indique le nombre d’arbres
de routage de racine vs couvrant VD.
Étant donnée une longueur d’onde λ, l’objectif du problème auxiliaire est :
max 1−∑
e∈t
u0λeϕλe −∑
sD
u1sDϕλsD
sous les contraintes :
∑
sD
ϕλsD = 1 e ∈ E (5.21)
∑
vs:(vs ,VD)∈SD ,vi∈VD
ϕλsD + ∑
e∈Γ+(vi)
ϕλe = ∑
e∈Γ−(vi)
ϕλe + ∑
VD:(vi,VD)∈SD
ϕλsD, vi ∈ MIC (5.22)
∑
vs:(vs ,VD)∈SD ,vi∈VD
ϕλsD + ∑
e∈Γ+(vi)\Eoutvi
ϕλe = ∑
e∈Γ−(vi)\einvi
ϕλe + ∑
VD:(vi,VD)∈SD
ϕλsD, vi ∈MCi (5.23)
φsDeinv ≥ φ
sD
e , (vs,VD) ∈ SD, v ∈ MCk, e ∈ Eoutv (5.24)
ϕλsD ∈ {0,1} (vs,VD) ∈ SD (5.25)
ϕλe ∈ {0,1} e ∈ D (5.26)
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Le problème auxiliaire consiste à trouver un arbre de coût minimum, il s’agit donc de
trouver un arbre de Steiner pour chaque requête, or ce problème est NP-dur. Cependant
si les multicasts sont suﬃsamment petits, on peut utiliser un algorithme exact (de
complexité en 2kn3 où k est le nombre de destinataires du multicast), mais il ne faut
pas oublier les contraintes imposées par les splitters.
5.2.5 Problème PR-MC-RWA
Dans les réseaux d’accès les signaux sont émis avec moins de puissance que dans le
cas des réseaux de cœur, le coût des lasers utilisés est alors beaucoup plus faible ce qui
permet d’en utiliser plusieurs par multicast. Ainsi, dans un réseau d’accès, un multicast
peut être émis en plusieurs fois. Cela signiﬁe qu’une requête peut être satisfaite par une
union d’arbres. Ce problème introduit dans [HCT01], a encore été peu étudié.
5.2.5.1 Problème PR-MC-RWA : formulation avec configuration de rou-
tage
Je présente une formulation pour le problème PR-MC-RWA basée sur le concept
de conﬁguration de routage. Le principe est similaire à celui de la Section 5.2.4.2.
Une configuration de routage pour PR-MC-RWA est associée à un ensemble
d’arbres qui peuvent tous être routés sur une même longueur d’onde. Chaque arbre
sert une requête, il peut éventuellement la servir partiellement. Je rappelle que dans
PR-MC-RWA, une source peut envoyer plusieurs fois le même message et une requête
ne doit pas forcément être satisfaite complètement. Soit CPR−MC−RWA l’ensemble de
toutes les conﬁgurations de routage pour PR-MC-RWA. Une conﬁguration de routage
est représentée par un vecteur C. Chaque variable wC du problème maître est associée
à l’une d’entre elles. La valeur de wC indique le nombre de fois où la conﬁguration C
est utilisée dans la solution. Étant donné un vecteur C associé à une conﬁguration de
routage, à chaque requête (vs,VD) et à chaque sous-ensemble de nœuds de destination
V ′D ⊂VD est associé une ligne de C : C(sD′), elle indique le nombre d’arbres de routage
de racine vs et couvrant V ′D dans cette conﬁguration.
Cette formulation permet de partager une requête en plusieurs requêtes pour la
router. En particulier, on peut router une requête sur plusieurs longueurs d’onde.
Problème maître. L’objectif du problème maître est :
max zPR−MC−RWA−irc(w) = ∑
C∈C
∑
(vs,VD)∈SD ,V ′D⊂VD
|V ′D|zsDsD′ (5.27)
sujet à :
∑
C∈C
wC ≤W (u0) (5.28)
wC ∈ N C ∈ C (u1sD). (5.29)
Multicast 81
∑
C∈C
C(sD′)wC ≥ ∑
VD tq VD′⊂VD
zsDsD′ (vs,VD′) tq ∃(vs,VD) ∈ SD, VD′ ⊂VD (5.30)
∑
V ′D⊂VD st d∈V ′D
zsDsD′ ≤ TsD (vs,VD) ∈ SD, d ∈VD (5.31)
où zsDsD′ est le nombre d’arbres de s à V
′
D utilisés pour router les requêtes de s à
VD. Seuls les ensembles V ′D tels que V ′D ⊂VD sont considérés car d’une solution vériﬁant
V ′D \VD 6= /0, on peut construire une solution ayant le même coût avec V ′D ⊂VD. Soit u0
et u1sD les variables duales des contraintes (5.27) et (5.30-(vs,V ′D)) respectivement.
Problème auxiliaire. Le coût réduit d’une colonne C est noté c¯PR−MC−RWA−irc(C).
Il vaut :
cPR−MC−RWA−irc(C) = ∑
(vs,VD′) :
∃(vs,VD) ∈ SD
et VD′ ⊂VD
C(sD′)u1sD′ −u0.
Aﬁn de savoir s’il existe une conﬁguration avec un coût réduit négatif, on considère
un problème auxiliaire formulé sous la forme d’un problème de ﬂot dans le même graphe
orienté auxiliaire
−→D aux que dans la Section 5.2.4.2. Pour chaque requête (vs,VD) et pour
chaque sous-ensemble de nœuds de destination V ′D ⊂ VD, est associée une variable de
ﬂot ϕsD′e à chaque arc e.
L’objectif du problème auxiliaire est :
min c¯PR−MC−RWA−irc(ϕ) = ∑
(vs,VD′) :
∃(vs,VD) ∈ SD
et VD′ ⊂VD
ϕsD′v′svs u
1
sD′−u0.
sujet à :
φsD′v′svs ≤ TsD (vs,VD) ∈ SD,V ′D ⊂VD (5.32)
φsD′vdv′d ≤ TsD (vs,VD) ∈ SD, vd ∈V
′
D,V ′D ⊂VD (5.33)
∑
(vs,VD)∈SD ,V ′D⊂VD
φsD′e ≤ 1 e ∈ E(−→D ) (5.34)
∑
e∈Γ+(v)
φsD′e ≤ ∑
e∈Γ−(v)
φsD′e (vs,VD) ∈ SD, V ′D ⊂VD, v ∈ MIC (5.35)
∑
e∈Γ+(v)\Eoutv
φsD′e ≤ ∑
e∈Γ−(v)\{einv }
φsD′e (vs,V ′D) ∈ SD, V ′D ⊂VD, v ∈ MCk (5.36)
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φsD′einv ≥ φ
sD′
e (vs,VD) ∈ SD,V ′D ⊂VD,v ∈MCk, e ∈ Eoutv (5.37)
φsD′e = 0 (vs,VD) ∈ SD,V ′D ⊂VD,e = (v′d ,vd) (5.38)
φsDv′svs = φsDvdv′d (vs,VD) ∈ SD, V
′
D ⊂VD (5.39)
φsD′e ∈ {0,1} (vs,VD) ∈ SD, V ′D ⊂VD e ∈ E (5.40)
Les arcs e avec φsD′e = 1 forment un arbre de routage de racine vs couvrant V ′D. Les
contraintes (5.35) traduisent la contrainte de ﬂot aux nœuds qui ne sont pas équipés
de splitters. Les contraintes (5.36) traduisent la contrainte de ﬂot aux nœuds qui sont
équipés de splitters. Les contraintes (5.37) traduisent le fait qu’un signal arrivant sur
la ﬁbre d’entrée d’un splitter est transmise à ses ﬁbres de sortie. De cette manière, on
déﬁnit un ensemble d’arbres arcs-disjoints tel que les nœuds des arbres de degré k + 1
sont situés aux nœuds du réseau appartenant à ∪ℓ≥kMC_ℓ. Cela correspond bien à une
conﬁguration.
Remarque 5.21 J’ai décrit deux formulations mathématiques pour résoudre le pro-
blème MC-RWA. La dernière formulation a pour but de résoudre ce problème dans les
réseaux d’accès. Cependant cette formulation ne prend pas en compte la faible densité
des réseaux d’accès, or cette particularité peut aider dans le choix des arbres de routage.
Dans la section suivante, notre but est de proposer une autre manière de résoudre le
problème MC-RWA en prenant en compte la structure des réseaux d’accès.
5.2.6 Réseaux d’accès
Dans la continuité du travail précédent, je regarde le problème du routage de mul-
ticasts dans les réseaux d’accès. Le but de ces réseaux est de relier individuellement
les clients aux réseaux de cœur. Le besoin de bande passante des réseaux d’accès a
rapidement augmenté ces dernières années.
De nos jours, la majorité des réseaux déployés sont de type DSL (digital suscriber,
ligne d’abonné numérique), ou CATV (Cable Television, télévision par câble). Ces deux
technologies ont été développées pour transporter la voix et les signaux télévisuels
respectivement et ne sont pas adaptés aux besoins actuels.
5.2.6.1 Réseaux Passifs Optiques
Les réseaux passifs optiques (PON, passive optical networks) ont pour but
d’oﬀrir une plus grande bande passante dans les réseaux d’accès. Leur rôle est de relier
un terminal optique (OLT, optical line terminal) aux clients (ONU, optical
network units) et pour cela, des splitters sont utilisés. Le réseau entre les ONUs et
l’OLT est passif : il ne nécessite pas d’énergie. Ces dernières années, diverses versions
des PONs sont apparues. L’ATM Passive Optical Network (APON) est le premier
standard pour les réseaux passifs optiques suivi par l’Ethernet PON (EPON) qui est
un standard IEEE/EFM permettant d’utiliser le protocole Ethernet. Le Broadband
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PON (BPON), un standard basé sur APON et le Giga PON (GPON) une évolution de
BPON, permettent un débit plus élevé, une meilleure sécurité et un choix du protocole
de la couche 2 (ATM, GEM ou Ethernet).
Les réseaux PON permettent un plus grand débit que les traditionnels réseaux en
cuivre. Il est pourtant nécessaire d’augmenter encore leur bande passante en utilisant
le multiplexage en longueur d’onde (WDM). Un tel réseau est alors appelé un réseau
WDM-PON. Le développement des réseauxWDM-PON reste encore limité malgré leurs
avantages car les technologies utilisées sont encore immatures et coûteuses. Une des clefs
du succès est donc de pouvoir les exploiter au mieux. Ainsi, avec B. Jaumard, A. Houle,
A. Shaikh et D. Coudert, nous avons étudié le problème de routage de connexions au
sein de ces réseaux.
5.2.6.2 Structure des réseaux PON
Réseaux PON en arbre. La plupart des réseaux PON ont une structure d’arbre
dont la racine est l’OLT et les feuilles sont les ONUs. Ainsi, il existe un unique che-
min reliant l’OLT à chaque ONU. Les ﬁbres optiques utilisées sont bidirectionnelles et
chaque OLT a à sa disposition deux longueurs d’onde, une pour les signaux OLT-ONU
et une pour les signaux ONU-OLT. Chaque nœud du réseau qui n’est ni un ONU ni
l’OLT est équipé d’un splitter dupliquant la ﬁbre d’entrée sur toutes ses ﬁbres de sor-
ties. Il est supposé que le réseau est dimensionné en tenant compte de l’atténuation,
ainsi les signaux atteignant les ONUs peuvent être interprétés correctement.
Comme le chemin de l’OLT à chaque ONU est unique et que tous les nœuds internes
sont équipés de splitters, il est possible modéliser un réseau PON par une étoile. Toutes
les arêtes incidentes à l’OLT sont conservées et leurs extrémités représentent l’ensemble
des ONUs qui peuvent être atteintes par cette arête. La Figure 5.11 représente un réseau
PON et sa simpliﬁcation.
Splitter 1:2 Splitter 1:4
OLT
ONU1 ONU2 ONU3 ONU4 ONU5 ONU6
OLT
{ONU3,ONU4,ONU5,ONU6}{ONU1,ONU2}
Fig. 5.11 – Un réseau PON.
Réseaux PON faiblement maillés. Dans certains cas, l’utilisateur requiert une
garantie du service fourni. Un tel client est alors connecté par deux chemins disjoints à
l’OLT. On parle de réseau PON faiblement maillé. Sa structure est celle d’un arbre dont
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certaines feuilles sont fusionnées. L’ONU placé à un tel nœud peut alors recevoir ses
messages par deux chemins diﬀérents. Cependant, un message destiné à un autre ONU
ne peut pas être routé par ce nœud car l’équipement installé ne le permet pas. Comme
pour les réseaux PON en forme d’arbre, les réseaux PON faiblement maillés peuvent
être représentés par une étoile. La diﬀérence est qu’un ONU peut être présent dans les
ensembles de plusieurs feuilles. La Figure 5.12 illustre un réseau PON faiblement maillé
dans lequel l’ONU2 est relié à l’OLT par deux chemins disjoints, et sa modélisation. La
Figure 5.13, représente un routage autorisé et un routage interdit dans un réseau PON
faiblement maillé.
Splitter 1:2 Splitter 1:4
OLT
ONU1 ONU5ONU4ONU3ONU2
(a) Un réseau PON faible-
ment maillé.
OLT
{ONU1,ONU2} {ONU2,ONU3,ONU4,ONU5}
(b) Modélisation d’un
réseau PON faible-
ment maillé.
Fig. 5.12 – Un réseau PON faiblement maillé et sa modélisation.
Splitter 1:2 Splitter 1:4
OLT
ONU1 ONU5ONU4ONU3ONU2
(a) Un routage valide.
Splitter 1:2 Splitter 1:4
OLT
ONU1 ONU5ONU4ONU3ONU2
(b) Un routage non valide.
Fig. 5.13 – La validité des routages dans un réseau PON faiblement maillé.
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5.2.6.3 Modèles
Dans l’Annexe C.2 sont décrits quatre modèles diﬀérents pour le problème MC-RWA
dans les réseaux PONs.
Le premier objectif considéré est de maximiser le nombre de requêtes servies dans
les réseaux PON ayant une structure d’arbre puis dans les réseaux PON faiblement
maillés. On modélise à la fois le cas où le multiplexage temporel n’est pas utilisé et le
cas où il est utilisé.
Ensuite on étudie les mêmes problèmes avec pour objectif de maximiser le nombre
d’ONUs (clients) servis. Comme dit dans la section précédente, cet objectif est le plus
pertinent dans les réseaux d’accès. L’implémentation de ces modèles est en cours, ce qui
va permettre de comparer les diﬀérents modèles entre eux, et en particulier d’estimer
le gain obtenu en maximisant le nombre d’ONUs servis au lieu du nombre de requêtes
satisfaites.
5.3 Conclusion et Perspectives
Dans ce chapitre, j’ai commencé par présenter l’intérêt de l’usage du multicast
dans les réseaux. Dans la première section, j’ai décrit les technologies optiques utilisées
aujourd’hui et qui concernent les problème que j’étudie. Dans la Section 5.2.1, j’ai
décrit un problème de coloration de graphes orientés relié au routage de multicasts et
qui permet d’évaluer le gain apporté par des splitters en longueurs d’onde. Ensuite
j’ai présenté des formulations mathématiques permettant de résoudre le problème MC-
RWA dans les réseaux de cœurs et les réseaux d’accès. Dans la dernière section, j’ai
présenté les travaux en cours sur des formulations du problème MC-RWA dans les
réseaux PON.
Il reste à ﬁnir l’implémentation des formulations mathématiques aﬁn de pouvoir
comparer les solutions que l’on propose à des solutions déjà existantes. Il est égale-
ment intéressant de considérer le problème de ﬁabilité des connexions établies. Dans le
prochain chapitre, on s’intéresse à ce problème dans le cas des requêtes unicasts.
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Chapitre 6
Fiabilité et tolérance aux pannes
Dans ce chapitre j’étudie des problèmes reliés à la ﬁabilité des communications
dans un réseau. Je commence par présenter le problème des pannes multiples dues
aux groupes de risques et une formulation mathématique permettant de prendre
en compte ces risques lors du routage. Dans une seconde section, je présente des
modèles pour un mode de protection des connexions par segments.
Lors de l’exploitation d’un réseau, la minimisation des capacités utilisées n’est pas
le seul critère à prendre en compte. En eﬀet, il est nécessaire de s’assurer que les clients
sont satisfaits du service rendu. Par conséquent, il faut garantir une continuité du service
et ce, même si des composants du réseau tombent en panne. Ce chapitre est dédié à cette
problématique. Il est composé de deux sections, dans la première je présente les pro-
blèmes induits par un réseau multicouche et je propose un moyen pour en tenir compte.
Ces travaux font suite à la thèse de M-E. Voge, [Vog06b] et à [CPRV06, CDP+07]. Dans
la deuxième section, je présente une formulation mathématique permettant de calculer
des protections pour un ensemble de chemins préétablis.
6.1 Réseaux colorés
Les pannes multiples sont intrinsèquement liées aux réseaux multicouches. Les ré-
seaux colorés ont été introduits pour modéliser de telles pannes. Dans cette section, je
présente une formulation mathématique du problème de routage permettant de prendre
en compte les pannes multiples. Ces travaux ont donné lieu à un article qui a été pré-
senté lors la conférence ICC 2008 et qui peut être trouvé dans l’Annexe D.1.
87
88 Fiabilité et tolérance aux pannes
6.1.1 Origine du problème
Une technique utilisée pour assurer qu’un routage soit tolérant aux pannes des
liens est de trouver deux chemins disjoints pour chaque requête et de réserver assez de
bande passante sur chacun de ces chemins. Il existe d’autres schémas plus eﬃcaces, tels
la protection par "p-cycles" ou la protection par chemins partagés. Plusieurs formula-
tions mathématiques permettant de calculer des protections sont regroupées dans les
chapitres 4 et 7 du livre de A.K. Somani [Som06] ainsi que dans les chapitres 9 et 10 du
livre de M. Pióro et D. Medhi [PM04]. Dans le chapitre 8 de [Som06], il est question du
cas où il y a deux pannes simultanées. Dans ce cas, le chemin utilisé par la connexion et
le chemin de protection peuvent tous les deux tomber en panne. Garantir la protection
pour toutes les paires de pannes nécessite beaucoup de bande passante et cela va en
augmentant quand on augmente le nombre de pannes à protéger simultanément. Or,
en pratique, les pannes simultanées sont corrélées. Il est donc intéressant de se limiter
à protéger les pannes multiples les plus probables. Dans cette section, j’étudie le pro-
blème de routage dans un réseau dont les pannes multiples les plus probables ont été
identiﬁées et représentées par des groupes de risques.
Réseaux multicouche. Les pannes multiples se produisent typiquement dans les
réseaux multicouches. En eﬀet une couche virtuelle est plongée dans un réseau physique.
Chaque nœud du réseau virtuel correspond à un nœud du réseau physique et les liens
du réseau virtuel sont routés sur des liens du réseau physique comme illustré par la
Figure 6.1.
s
u
v
t
Physical Layer
Virtual Layer
Fig. 6.1 – Groupes de risques dans un réseau multicouches.
Dans cet exemple, les liens virtuels bleu (en trait continu) et violet (en pointillés)
utilisent le même lien physique. Ainsi, si ce dernier tombe en panne, les deux liens
virtuels tombent en panne simultanément. Il est question de panne multiple et les
deux liens sont dits appartenant au même groupe de risques (Shared Risk Group
SRG).
Réseaux WiFis. Les groupes de risques sont présents dans d’autres domaines. Par
exemple, dans un réseau WiFi, si un nœud défaillant émet en continu ou de manière
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aléatoire, à cause des interférences, ses autres voisins sont incapables de recevoir un
message, comme indiqué sur la Figure 6.2.
B
A
C
D
Fig. 6.2 – Groupes de risques dans un réseau radio.
Réseaux routiers. Les groupes de risques sont également présents dans les réseaux
routiers : si deux routes A et B se croisent et que la route A est bloquée, dès qu’une
voiture de la route B veut tourner sur la route A, la route B se retrouve bloquée, c.f.
Figure 6.3.
B
A
Fig. 6.3 – Groupes de risques dans un réseau routier.
Plan. Dans cette section, mon objectif est de proposer une formulation mathématique
permettant de trouver un routage des requêtes qui prend en compte les groupes de
risques. Une connexion qui utilise des liens qui font partie de peu de groupes de risques
diﬀérents a en eﬀet moins de chance d’être interrompue. Par la suite, il sera également
plus aisé de rajouter des chemins de protection n’utilisant pas les même groupes de
risques.
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6.1.2 Notations
Tout au long de cette section, je considère un réseau composé de deux couches : une
couche physique et une couche virtuelle. Cela permet d’illustrer l’origine des groupes
de risques, mais les résultats présentés sont valables pour tout réseau dont les groupes
de risques sont connus.
La couche physique est représentée par un graphe orienté DPN = (VPN,EPN), où VPN
est l’ensemble des sommets et EPN = {e1, . . .em} l’ensemble des liens (c.à.d. les ﬁbres
unidirectionnelles). De même, le réseau virtuel est représenté par un graphe orienté
DVN = (VVN,EVN). Chaque arc e ∈ EVN a un coût pe par unité de ﬂot et une capacité ue.
À chaque arc ei du réseau physique DPN correspond un groupe de risques dans le
réseau virtuel ci, désigné par une couleur. Plus précisément, une couleur ci correspond à
un sous-ensemble d’arcs (du réseau virtuel) routés sur l’arc ei (dans le réseau physique).
Autrement dit, c’est l’ensemble des liens virtuels coupés en cas de panne de l’arc ei.
C = {c1, . . . ,cm} est l’ensemble des couleurs (c.à.d. des SRGs) du réseau. Un même arc
peut appartenir à plusieurs groupes de risques diﬀérents. Pour pallier à cela chaque arc
est remplacé par une chaîne d’arcs, chacun appartenant à un unique groupe de risques,
comme proposé dans [CDP+07, Vog06a]. Par simplicité, le graphe orienté modiﬁé est
toujours appelé DVN. Un graphe orienté dans lequel tout arc a exactement une couleur
est appelé graphe orienté coloré.
T est la matrice des requêtes à router dans DVN. A chaque requête tsd ∈ T sont
associées sa source vs, sa destination vd et sa taille Tsd . Je note |T |= ∑tsd∈T Tsd. La taille
de chaque requête est supposée entière, et une requête peut être partagée en requêtes
unitaires qui peuvent être routées indépendamment. Pour chaque requête tsd ∈ T , P sd
est l’ensemble de tous les chemins de vs à vd dans DVN et P = ∪tsd∈TP sd .
Je rappelle que Γ−(v) et Γ+(v) représentent l’ensemble des arcs entrant et sortant
de v.
Enﬁn, étant donné un graphe (respectivement graphe orienté) coloré, le span d’une
couleur est le nombre de composantes connexes induites par cette couleur. Si dans
un graphe (respectivement graphe orienté) coloré toutes les couleurs ont "span 1", cela
signiﬁe que les groupes de risques sont locaux et dans ce cas, certains problèmes comme
le MCP (problème de trouver un chemin avec le moins de couleurs possible pour une
requête) devient polynomial.
6.1.3 Problème et complexité
Problème 6.1 (Flot minimum en nombre de couleurs moyen (Minimun Ave-
rage Color Flow) MACF)
Entrées : Un graphe orienté coloré représentant un réseau (virtuel).
Des coûts et des capacités sur les liens du réseau.
Un ensemble de requêtes entières.
Sortie : Un routage (chemin et longueur d’onde) des requêtes.
Objectif : Minimiser α∑coût des arcs+(1−α)∑#srg moyen.
Il se trouve que ce problème est dur à résoudre et ce même dans des cas simples.
Réseaux colorés 91
Complexité, coût des liens nul : ∀e ∈ E, pe = 0. Avec un coût nul sur les liens,
le problème de router une requête est connu comme le problème Minimum Color Path
(MCP) qui a été montré NP-dur dans [YVJ05]. Le théorème suivant donne également
un résultat d’inaproximabilité. Il a été prouvé dans le cas des graphes non orientés mais
sa généralisation aux graphes orientés est immédiate.
Théorème 6.2 ([CDP+07]) Le problème Minimum Color Path est NP-dur et dur à
approximer à un facteur 2log1−δ |C |
1
2 près, avec δ = (log log |C | 12 )−ε et ε < 12 .
Complexité, toutes les couleurs ont span 1. Nous avons montré dans [CHPV08]
le théorème suivant qui s’applique aux réseaux dont les arcs n’ont pas un coût nul :
Théorème 6.3 Étant donné un graphe orienté symétrique coloré où toutes les cou-
leurs ont span 1, le problème MCP avec coût sur les arcs (MCP with edge cost, noté
MCPwEC) est NP-dur et dur à approximer à un facteur 2log1−δ |C |
1
2 près, avec δ =
(log log |C | 12 )−ε et ε < 12 .
6.1.4 Formulations
6.1.4.1 Formulation sommet-arc
Pour résoudre le problème MACF, dans [CHPV08], avec D. Coudert, F. Peix et M-
E. Voge, nous avons proposé deux formulations. Une première formulation sommet-arc
et une seconde formulation arc-chemin sous forme de génération de colonnes.
Pour la formulation sommet-arc, nous utilisons une variable de ﬂot binaire φsde pour
tout lien e ∈ EVN et toute requête tsd ∈ T . φsde vaut 1 si le lien virtuel e est utilisé pour
router la requête unitaire tsd , 0 sinon.
Des variables binaires sont utilisées pour les couleurs : χcsd , pour tout tsd ∈ T et
c ∈ C . χcsd vaut 1 si la requête unitaire tsd est routée sur un arc appartenant au groupe
de risque représenté par la couleur c.
min 1|T |∑tsd
(
α ∑
c∈C
χcsd +(1−α) ∑
e∈E
peφsde
)
∑
e∈Γ+(v)
zke− ∑
e∈Γ−(v)
zke =


1 if v = sk
-1 si v = tk
0 sinon
∀k ∈ K (6.1)
∑
k∈K
zke ≤ ue ∀e ∈ LVN (6.2)
zke ≤ χc(e)k ∀k,∀e ∈ LVN (6.3)
Les contraintes (6.1) et (6.2) sont les contraintes classiques de conservation du ﬂot
et de capacité des liens du réseau. La contrainte (6.3) assure que chaque fois qu’une
requête utilise un lien e, la variable de couleur correspondant à la couleur de ce lien
vaut 1 ce qui indique que la requête utilise cette couleur. Il y a |T |(|EVN|+ |C |) variables
et |T |(|VVN|+ |EVN|)+ |EVN| contraintes.
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6.1.4.2 Formulation arc-chemin
φsdP est une variable binaire qui vaut 1 si la requête tsd ∈ T est routée sur un chemin
P ∈ P , et 0 sinon. Le nombre de chemins permettant de router une requête peut être
exponentiel, il se peut qu’il y ait un nombre exponentiel de variables de ce type. De
même que dans la formulation sommet-arc, des variables binaires χcsd indiquent si un
chemin qui est utilisé par une requête utilise un arc de couleur c ou pas.
Objectif :
min 1|T |∑tsd
(
α ∑
c∈C
χc(e)sd +(1−α) ∑
e∈EVN
∑
P∈P sd |e∈P
peφsdP
)
Contraintes :
∑
P∈P sd
φsdP = 1 ∀tsd ∈ T (σsd) (6.4)
∑
tsd
∑
P∈P sd |e∈P
φsdP ≤ ue ∀e ∈ EVN (ωe) (6.5)
∑
P∈P sd |e∈P
φsdP ≤ χc(e)sd ∀tsd ∈ T,∀e ∈ EVN (pisde ) (6.6)
Les contraintes (6.4) assurent que toutes les requêtes sont bien satisfaites ; σsd sont
les variables duales associées. La contrainte de capacité (6.5) sur chaque lien implique
qu’il ne peut pas y avoir plus de chemins utilisant un même lien e que la capacité de ce
lien le permet ; ωe sont les variables duales associées. De même que dans la formulation
sommet-arc, les contraintes (6.6) indiquent les couleurs utilisées pour servir chaque
requêtes, les variables duales associées sont (pisde ).
La fonction objectif est la même.
Pour résoudre ce programme linéaire, la technique de génération de colonnes est
utilisée. Il y a |T |(|EVN|+1)+ |EVN| contraintes et de manière empirique, au plus 10|T |
variables sont générées. Cela est bien plus faible que dans la formulation sommet-arc.
6.1.4.3 La génération de colonnes appliquée à MACF
Problème maître. Le problème maître est une restriction de la formulation arc-
chemin sur un sous-ensemble des chemins disponibles, c.à.d. que seule une partie des
variables {φsdP }P∈P sd est considérée. Les autres variables n’existent tout simplement pas.
Problème auxiliaire. Étant donnée une requête tsd , le problème auxiliaire est un
problème de plus court chemin sur le graphe DV N avec comme coût sur les liens (1−α)|T | pe +
ωe + pi
sd
e . Le coût réduit d’un chemin P ∈ P sd est :
σsd − ∑
e∈P
(
(1−α)
|T | pe + ω+ pi
sd
e
)
Un chemin ayant un coût positif permet d’améliorer la solution du problème maître.
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Aﬁn de garantir une solution optimale, nous devons résoudre le problème auxiliaire
pour chaque requête tsd ∈ T . Étant donné que le coût d’une couleur (χc(e)sd ) n’est pas le
même pour chaque requête, le coût assigné aux arcs varie pour chaque requête.
Génération de la solution initiale. Pour générer la solution initiale, un multiﬂot
classique est résolu, sans tenir compte des couleurs.
Solution entière. Dans la solution obtenue, les variables φsdP et χcsd sont fraction-
naires. Il est nécessaire de faire du branchement (ﬁxer la valeur d’une variable et ré-
soudre de nouveau le problème de manière récursive) pour trouver une solution entière.
Il est intéressant de noter qu’il n’est pas nécessaire de brancher sur les variables χcsd
car il est possible de les considérer comme fractionnaires. En eﬀet, puisque toutes les
requêtes sont unitaires, lorsque les variables de ﬂot sont entières, les contraintes (6.6)
forcent les variables χcsd à être entières.
6.1.5 Résultats expérimentaux
6.1.5.1 Génération des instances
Pour comparer les deux formulations proposées, nous avons généré des exemples
à partir d’un graphe orienté représentant un réseau physique et d’un graphe orienté
représentant un réseau virtuel.
Les réseaux physiques ont été conçus à partir de graphes, que nous avons transformés
en graphes orientés en remplaçant chaque arête par un circuit de longueur deux. À
chaque arc des graphes orientés obtenus est associée une couleur diﬀérente (chaque
couleur représentant un groupe de risques). Si les réseaux physiques possèdent déjà des
groupes de risques, ils peuvent tout aussi bien être utilisés.
Ensuite, un réseau virtuel est généré en plusieurs étapes :
1. Un graphe non orienté sur l’ensemble des sommets du réseau physique est généré
en utilisant un générateur de graphes aléatoires implémenté dans mascopt. Le
graphe aléatoire requis, a un diamètre d’au plus trois, une coupe minimale d’au
moins deux et environ trois fois plus d’arêtes que de sommets.
2. Chaque arête est remplacée par un circuit de longueur deux.
3. Des requêtes unitaires sont générées de manière aléatoire.
4. Un double multiflot est calculé : les requêtes sont routées sur le graphe orienté
généré précédemment qui lui-même est routé simultanément sur le graphe orienté
représentant le réseau physique.
5. À chaque arc du graphe orienté généré correspond un ensemble de liens virtuels
parallèles : chaque arc du graphe orienté généré est routé sur un ensemble de
chemins, chacun donnant un lien virtuel diﬀérent. À chaque lien virtuel sont
associées les couleurs des ressources physiques qu’il utilise. Ceci donne le réseau
virtuel qui est utilisé ainsi que ses groupes de risques.
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6. Le routage des requêtes dans le réseau virtuel donne un poids aux liens virtuels.
Chaque liens virtuel vl a un poids poids(vl) dans le routage ci-dessus. Étant donné
un lien physique pl sur lequel vl est routé, la capacité locale de vl est notée :
capacitélocale(vl), la proportion de capacité de pl qui peut être attribuée à vl si la
capacité de pl est répartie entre les liens virtuels l’utilisant v′l ∈ pl proportionnel-
lement à leur poids :
capacitélocale(vl) =
poid(vl)
∑v′l∈pl poid(v′l)
capacité(pl)
La capacité donnée à chaque lien virtuel vl est alors le minimum des capacités
locales : capacité(vl) = minpl∋vl (capacitélocale(vl))
7. Enﬁn, chaque arc est remplacé par une chaîne d’arcs, chacun des nouveaux arcs
appartenant à un unique groupe de risques [CDP+07].
6.1.5.2 Résultats
Les tests ont été réalisés sur un Intel Core 2 2.4 GHz avec 4Mb de L1 cache et 2
Gb de mémoire, le programme a été écrit en utilisant la bibliothèque Mascopt. Nous
avons utilisé comme réseaux physiques les réseaux NSFnet (14 nœuds et 21 liens) et
Brazil (27 nœuds et 70 liens) [NR06]. Le nombre de requêtes était 140 pour NSFnet
et 200 pour Brazil. Nous avons réalisé dix tests pour chaque instance du problème,
demandant à chaque fois une solution entière à au plus 5 % de la solution optimale
(sauf pour α ≥ 0.75, où nous avons demandé 10 %).
Je présente nos résultats sur deux graphiques, un pour Brazil et un pour NSFnet.
La hauteur des rectangles représente le temps de calcul. Pour la formulation arc-chemin,
le rectangle est partagé en trois : le temps passé à résoudre le problème maître, à
résoudre le problème auxiliaire et à trouver une solution entière.
Fig. 6.4 – Comparaison des temps de calcul pour le réseau Brazil.
Temps de calcul. De manière surprenante le temps de calcul de la formulation
sommet-arc est toujours inférieur à celui de la formulation arc-chemin utilisant la gé-
nération de colonnes alors que le nombre de variables est bien plus élevé. Cela peut en
partie être expliqué par le fait que pour implémenter la génération de colonnes, nous
avons été amenés à utiliser une interface java qui fait appel à cplex puis à un Branch
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Fig. 6.5 – Comparaison des temps de calcul pour le réseau NSFnet.
and Cut "fait main" car il n’est pas possible de faire les deux simultanément avec Cplex.
La formulation sommet-arc peut, quant à elle, être totalement résolue par cplex.
Une autre explication peut être que dans la formulation sommet-arc, les contraintes
sur les couleurs ne font intervenir que deux variables alors que dans la formulation
arc-chemin elles en font intervenir davantage. Les variables de couleurs étant les plus
nombreuses cela peut avoir un impact sur le temps de calcul.
De plus, dans le cas de la formulation sommet-arc, à chaque fois que le problème
maître est résolu, sont résolus autant de problèmes auxiliaires qu’il y a de requêtes (c.f.
6.1.4.3).
Taille des problèmes résolus. La formulation arc-chemin sous forme de génération
de colonnes permet de résoudre des problèmes plus gros que la formulation sommet-arc
dans laquelle le nombre de variables est trop grand. Par exemple, lorsque nous avons
testé nos programmes en utilisant le réseau Brazil comme réseau physique et que l’on
a cherché à router 400 requêtes, la formulation arc-chemin a pu donner une solution
alors que la formulation sommet-arc n’a pas donné de solution, car elle entrainait un
dépassement de mémoire.
Influence des couleurs. Le temps de résolution augmente avec α pour les deux
formulations car les variables de couleurs ont une inﬂuence de plus en plus grande. Or
ce sont des variables binaires et elles sont nombreuses. Il est important de noter que
dans la seconde formulation, la qualité de la solution initiale décroit quand α augmente
car elle ne prend pas en compte les groupes de risques.
6.1.6 Perspectives
Dans cette section, l’objectif était de maximiser une combinaison linéaire de la
ﬁabilité et du coût du routage d’un ensemble de requêtes unicasts dans un réseau maillé
avec groupes de risques. Le problème MACF a été montré NP-dur et dur à approcher.
Enﬁn, une formulation sous forme de génération de colonnes qui permet d’obtenir des
solutions optimales ou presque en un temps raisonnable a été présentée.
Il est maintenant intéressant de continuer ce travail et de présenter une formula-
tion pour le routage de multicasts et pour assurer la protection des requêtes en cas de
pannes. Concernant la protection des requêtes unicasts, cela a commencé à être étudié
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Fig. 6.6 – Évolution du temps de calcul pour le réseau Brésilien.
dans [YVJ05]. Les auteurs y considèrent, comme mode de protection, la protection par
chemins en minimisant soit le nombre total de couleurs soit le nombre de couleurs com-
munes. Ce travail mérite d’être continué en considérant d’autres types de protection.
Dans la section suivante, je fais un premier pas dans cette direction en étudiant un
mode de protection alternatif dans des réseaux sans groupes de risques. J’y présente
une formulation mathématique permettant de calculer des protections partagées par
segments, pour un ensemble de chemins préétablis.
6.2 Protection par segments
Je présente un nouveau type de protection partagée spécialement conçu pour pro-
téger des routages utilisant la conversion de longueur d’onde dans des réseaux WDM.
Son originalité tient du fait qu’elle exploite les équipements déjà installés aux extré-
mités des segment des chemins du routage à protéger. Contrairement à la protection
par lien ou par chemin (dont des formulations mathématiques peuvent être trouvées
dans le livre de A.K. Somani [Som06]), la protection par segment a été peu étudiée,
elle permet pourtant de réaliser un compromis intéressant entre la capacité utilisée par
la protection et le temps nécessaire pour mettre en place le nouveau routage en cas
de panne. Je présente deux types de protection par segments diﬀérents : la protection
par segments partagés de base et la protection par segments partagés avec overlaps. Ce
dernier type de protection est à comparer à un autre, introduit par P-H. Ho et H.T.
Mouftah dans [HM02], tant en terme d’architecture que de mécanisme de signalisation.
6.2.1 Contexte
Groupage de trafic. Comme la taille d’une requête peut être plus petite que la
capacité de transfert oﬀerte par une longueur d’onde, une technique, appelée grou-
page de traﬁc, consiste à regrouper plusieurs requêtes sur une même longueur d’onde.
Cela peut être réalisé en faisant du multiplexage temporel, comme c’est le cas dans les
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réseaux SONET/SDH. Le problème de déterminer les requêtes à assembler et quels
chemins et longueurs d’onde leur associer est appelé le problème de groupage,
routage et affectation de longueur d’onde (Grooming, Routing and Wave-
length Assignment GRWA), ce problème a largement été étudié, entre autre dans
[DR02, ML01, Som06, ZM03, HL04] ou encore dans le chapitre 9 du livre de A.K.
Somani [Som06].
ADM. Dans un routage, à chaque endroit où plusieurs requêtes sont groupées, un
équipement spéciﬁque est nécessaire, on parle d’Add Drop Multiplexer (ADM). Ceux
qui sont considérés dans cette étude convertissent les signaux optiques en signaux élec-
triques pour pouvoir eﬀectuer les opérations nécessaires : associer et dissocier des mes-
sages. Les ADM considérés diﬀèrent des OADM présentés dans la Section 5.1.1.5, mais
leur principe de fonctionnement et leur rôle sont similaires.
En plus d’associer et de dissocier des messages, les ADM permettent de changer la
longueur d’onde d’un signal, en eﬀet, il suﬃt de le réémettre le signal sur une longueur
d’onde diﬀérente de celle sur laquelle il a été reçu.
Routage avec conversion de longueur d’onde. La conversion étant "gratuite"
aux nœuds équipés d’ADM, dans cette section, elle y est autorisée. Le Problème 5.1 est
donc moins contraint puisqu’un chemin peut utiliser plusieurs longueurs d’onde.
Routage par segments. Étant donné un routage, un segment de travail (noté
σw) est une portion de chemin maximale sur laquelle un ensemble de requêtes sont
regroupées et se propagent de manière optique, sans conversion opto-électrique. Un
segment de travail est délimité par deux ADM. Comme un ADM est composé de cartes,
chacune ayant un port d’entrée et un port de sortie, un segment de travail utilise un port
de sortie du premier ADM et un port d’entrée du dernier ADM. Le nombre de cartes
nécessaires dans un réseau est un facteur déterminant de son coût [Som06, HDR06].
Or, l’ajout de protection va nécessiter l’installation de cartes supplémentaires. C’est ce
nombre de cartes supplémentaires nécessaires, que nous allons utiliser comme indicateur
du coût de la protection.
Dans cette section, il est supposé que le chemin de chacune des requêtes est com-
posé de 1 à 3 segments de travail. Cette contrainte permet d’assurer que le temps de
transmission d’un paquet n’est pas trop élevé. Cette segmentation va être exploitée par
notre mode de protection.
6.2.2 Protection par segments partagés
Le principe de la protection par segments est de protéger un ensemble de liens
(appelés segments) simultanément, et non pas tout le chemin simultanément (protection
par chemin) ou chaque lien indépendamment (protection par liens). L’ensemble de liens
permettant de protéger un segment est appelé segment de protection et noté σp. Il
est question de protection partagée car un segment de protection peut être utilisé pour
protéger plusieurs segments de travail du routage, comme illustré sur la Figure 6.7.
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L’idée de protection par segments a déjà été utilisée par Bouﬀard dans [Bou05]
ou Ho et Mouftah dans [HM02]. Cependant dans leurs études, ils ne prennent pas en
compte la structure du routage déjà établie. L’objectif des deux types de protection que
je propose est justement de s’en servir. L’idée commune aux deux types de protection
que je présente est en eﬀet de protéger les segments de travail du routage et non pas
des segments calculés de manière arbitraire.
ds
σw2
σp
σw1
Fig. 6.7 – Protection par segments partagés.
6.2.2.1 Protection par segments partagés de base
Dans ce cas, chaque segment de travail est protégé de bout en bout. Il est aussi
possible de protéger plusieurs segments de travail simultanément. Ce type de protection
est illustré sur la Figure 6.8.
s d
σp1
σw1 i1 σw2 i2 σw3
σp3σp2
Fig. 6.8 – Protection par segments partagés de base.
Cette protection ne protège pas des pannes aux nœuds équipés d’ADM.
6.2.2.2 Protection par segments partagés avec overlaps
Dans cette protection, chaque segment de travail est protégé avec au moins un autre
segment de travail. Cela permet de protéger les nœuds auxquels sont installés les ADM.
Les diﬀérents cas sont illustrés sur la Figure 6.9.
Cette protection permet de protéger le réseau contre les pannes des liens et des
nœuds simultanément.
6.2.2.3 Comparaison des deux modes de protection
Suivant le réseau, l’un des deux modes de protection peut être plus cher que l’autre,
tant en terme de bande passante utilisée que de nombre d’ADM nécessaires. Cela est
illustré par la Figure 6.10 qui est détaillée ci-dessous. Ainsi, à coût égal ou similaire,
le deuxième doit être préféré au premier car il protège également contre les pannes des
nœuds.
Protection par segments 99
s d
σp
σw
(a) Une
requête avec
1 segment de
travail.
s d
σp
σw1 i1 σw2
(b) Une requête avec 2 seg-
ments de travail.
s d
s d
σp
σw1 i1 σw2 i2 σw3
σp2σp1
σw1 i1 σw2 i2 σw3
(c) Une requête avec 3 segments de travail.
Fig. 6.9 – Possibilités pour une protection par segments partagés avec overlaps.
La Figure 6.10, représente deux exemples de routage par segments pouvant survenir
dans un réseau. Le premier exemple, Figure 6.10(a) représente un ensemble de cinq
requêtes {k1,k2,k3,k4,k5} :
– k1, routé de s à i1 sur un segment,
– k2, routé de s à i2 sur deux segments,
– k3, routé de i1 à i2 sur un segment,
– k4, routé de i1 à d sur deux segments,
– k5, routé de i1 à d sur un segment.
Ces requêtes sont regroupées de la manière suivante :
– k1 et k2 sont regroupés de s à i1 et forment σw1,
– k2, k3 et k4 sont regroupés de i1 à i2 et forment σw2,
– k4 et k5 sont regroupés de i2 à d et forment σw3.
Dans cet exemple, une protection par segments partagés avec overlap nécessite
cinq segments de protection et huit cartes d’ADM (deux par nœuds). Cela est plus
coûteux qu’une protection par segments partagés de base qui nécessite seulement trois
segments de protection et quatre cartes d’ADM (une par nœuds), comme indiqué sur
la Figure 6.11.
Le deuxième exemple représente quatre requêtes {k1,k2,k3,k4} :
– k1, routé de s à d
– k2, routé de d à s′
– k3, routé de i1 à d
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s dσw3i2σw2i1σw1
(a) Un premier ensemble de routage par
segment.
s d
σw6
σw5 σw4
σw3i2σw2i1σw1
s’
(b) Un second ensemble de routage par
segment.
Fig. 6.10 – Deux types interactions possibles entre des segments de travail.
σp2 σp3σp1
dσw3i2σw2i1σw1s
(a) Sans overlap : trois segments de pro-
tection et quatre cartes d’ADM.
σp2 σp3σp1
σp4
σp5
s di1 i2 σw3σw2σw1
(b) Avec overlap : cinq segments de pro-
tection et huit cartes d’ADM.
Fig. 6.11 – Comparaison des deux protections pour l’exemple de la Figure 6.10(a).
– k4, routé de d à i1
Ces requêtes sont routées en formant des segments de travail de la manière suivante :
– k1 est routé de s à i1, ce qui forme σp1,
– k1 et k3 sont regroupés de i1 à i2, ce qui forme σp2,
– k1 et k3 sont regroupés de i2 à d ce qui forme σp3,
– k2 et k4 sont regroupés de d à i2 ce qui forme σp4,
– k2 et k4 sont regroupés de i2 à i1 ce qui forme σp5,
– k2 est routés de i1 à s′ ce qui forme σp6,
Dans cet exemple, une protection par segments partagés avec overlap nécessite cinq
cartes d’ADM (une par nœuds), alors qu’une protection par segments partagés de base
nécessite sept cartes d’ADM. (deux pour les nœuds i1 et i2, une aux autres nœuds).
Cela est représenté sur la Figure 6.12.
6.2.3 Formulations mathématiques
Dans l’Annexe D.2, sont présentées des formulations mathématiques pour ces deux
problèmes. N. Bhuiyan, de l’université de Concordia, est actuellement en train de les
implémenter. L’objectif est de comparer les performances de ces formulations avec des
algorithmes déjà existants.
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σp4σp5
s d
σp1
σp6
σp2 σp3
i2i1
s’
(a) Sans overlap : six segments de pro-
tection et sept cartes d’ADM.
s d
σp4
σp2
i2
σp1
i1
σp3
s’
(b) Avec overlap : quatre segments de
protection et cinq cartes d’ADM.
Fig. 6.12 – Comparaison des deux protections pour l’exemple de la Figure 6.10(b).
6.3 Conclusion et Perspectives
Dans ce chapitre, j’ai présenté des problèmes relatifs à la ﬁabilité des connexions
établies. Ces problèmes sont essentiels pour satisfaire les clients. La première partie
concerne les risques de pannes multiples. J’y ai présenté un moyen d’en tenir compte
lors du routage. L’eﬃcacité de la formulation mathématique proposée est illustrée par
des résultats expérimentaux. Dans la deuxième partie, je présente deux nouveaux types
de protections ; Je présente leur mode de fonctionnement et, ensuite, je les compare
entre eux. Les modèles mathématiques correspondants sont en cours d’implémentation
et vont permettre de comparer ces types de protections à d’autres déjà existants.
L’étape suivante est de "fusionner" les formulations mathématiques des deux sections
aﬁn de prendre en compte les risques de pannes multiples lors de la protection de
requêtes. Il serait également intéressant d’étendre ces formulations aux multicasts.
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Chapitre 7
Reroutage de connexions et
Pathwidth
Dans ce chapitre, je présente un invariant de graphe appelé process number qui
a été introduit pour modéliser les reconﬁgurations d’un routage d’un réseau WDM
dont les ressources ou les requêtes évoluent dynamiquement. Je présente les liens
entre cet invariant et d’autres invariants dont la pathwidth. Ensuite, je présente
un algorithme permettant de calculer le process number d’un arbre, ainsi que des
avancées sur les liens entre la pathwidth d’un graphe planaire extérieur et celle
de son dual (à savoir que pour tout graphe graphe planaire extérieur biconnexe G
sans boucles ni arêtes multiples, on a pw(G∗) ≤ pw(G) ≤ 2pw(G∗)− 1) et sur les
liens entre la pathwidth d’un graphe planaire et celle son dual (pour tout graphe
planaire 3-connexe G, on a 13 pw(G
∗)− 2 ≤ pw(G) ≤ 3pw(G∗)+ 2). Je ﬁnis sur des
considérations concernant l’indice d’échappement arête connexe.
L’étude de la reconﬁguration d’un routage à l’intérieur d’un réseau WDM a mené à
introduire un invariant : le process number, c.f. [CS07]. Dans cette section, je commence
par en rappeler la déﬁnition ainsi que celles de paramètres qui lui sont reliés comme
la pathwidth notamment. Ensuite, je présente les résultats que j’ai obtenus au cours
de ma thèse : un algorithme distribué permettant de calculer divers paramètres sur les
arbres, un algorithme d’approximation pour calculer la pathwidth de graphes planaires
extérieurs et des avancées sur plusieurs conjectures.
7.1 Origine du problème
Le principe du WDM (Wavelength Division Multiplexing), qui est rappelé en Sec-
tion 5.1.1.5, est de permettre à une même ﬁbre optique de transmettre plusieurs lon-
gueurs d’onde, augmentant ainsi sa capacité. Un routage dans un réseau WDM est
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une aﬀectation à chaque requête d’un chemin et d’une longueur d’onde de telle sorte
que deux requêtes dont les chemins partagent une arête aient deux longueurs d’onde
diﬀérentes (c.f. Problème 5.1). Je me restreins ici au cas où il n’y a pas de conversion de
longueur d’onde. Cependant, pour tenir compte de la conversion de longueur d’onde,
il suﬃt de partager une requête en plusieurs sous requêtes. Au cours des ajouts et des
suppressions de requêtes dus à l’évolution du traﬁc, si le routage des requêtes déjà
présentes n’est pas modiﬁé, il se peut que l’on se trouve dans des conﬁgurations ne per-
mettant plus d’ajouter les nouvelles requêtes alors que les ressources sont suﬃsantes.
Ainsi, il est nécessaire de changer le routage des requêtes présentes dans le réseau de
temps en temps. Ce problème est illustré par l’exemple suivant.
Nous considérons une ﬁbre ayant deux longueurs d’onde λ1 et λ2, dans laquelle sont
eﬀectuées les opérations suivantes : routage de la requête A - B sur λ1, routage de la
requête A - C sur λ2, routage de la requête B - E sur λ1, routage de la requête D - E
sur λ2, suppression de la requête B - E et enﬁn routage de la requête C - E sur λ1. La
succession de ces modiﬁcations du traﬁc est représentée sur la Figure 7.1.
A B C D E
λ1
λ2
A B C D E
λ1
λ2
A B C D E
λ1
λ2
A B C D E
λ1
λ2
A B C D E
λ1
λ2
A B C D E
λ1
λ2
Fig. 7.1 – Exemple d’opérations successives entraînant un blocage.
Le réseau se retrouve dans une conﬁguration telle qu’il n’est pas possible d’ajouter
la requête B - D alors que la Figure 7.2 montre qu’un autre routage des requêtes déjà
présentes le permet. Il faudrait déplacer la requête C - E sur λ2 et la requête D - E sur
λ1. Seulement, pour déplacer ces deux requêtes, il faut interrompre l’une des deux car
chacune des requêtes veut prendre la place de l’autre. Pour éviter cette interruption,
une solution consiste à utiliser une longueur d’onde supplémentaire λ3 que l’on ne peut
utiliser que lors de la reconﬁguration. On peut alors déplacer la requête C - E sur λ3,
la requête D - E sur λ1, la requête C - E sur λ2 et enﬁn router la requête B - D sur
λ2. Contrairement à une suppression puis à l’ajout d’une requête, le déplacement d’une
requête peut se faire sans interruption de service.
Nous supposons dans la suite que les longueurs d’onde supplémentaires, que l’on ap-
pellemémoires temporaires (temporary memory unitsTMU), ne peuvent supporter
qu’une seule requête chacune. La question est de savoir quel est le nombre minimum
de mémoires temporaires nécessaires pour passer d’un routage à un autre. Si l’on ne
dispose pas de mémoires temporaires, il s’agit de savoir quel est le nombre minimum
de connexions qu’il va falloir arrêter simultanément.
On modélise le changement d’une conﬁguration C à une conﬁguration C′ par un
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Fig. 7.2 – Illustration du blocage et solution.
graphe orienté des conflits D comme suit : chaque requête est représentée par un
sommet et on met un arc d’un sommet représentant une requête r vers un sommet
représentant une requête s si dans la conﬁguration C, s utilise une ressource (dans
notre cas, une ressource est une paire lien-longueur d’onde) utilisée par r dans C′. La
Figure 7.3 représente le graphe des conﬂits dans le cas de l’exemple de la Figure 7.2
C−E D−EB−D
Fig. 7.3 – Exemple de graphe de conﬂit.
Passer de la conﬁguration C à la conﬁguration C′ en utilisant des mémoires tempo-
raires revient à supprimer tous les sommets du graphe orienté auxiliaire en respectant
les règles suivantes :
– On peut à tout moment mettre un sommet dans une mémoire temporaire. ce
faisant, on supprime tous les arcs entrant de ce sommet.
– On peut supprimer un sommet qui n’a pas d’arc sortant, si le sommet était dans
une mémoire temporaire, il la libère.
Une suite d’actions permettant de supprimer tous les sommets d’un graphe orienté
D est appelée stratégie de reroutage. Le nombre maximum de mémoires temporaires
simultanément utilisées par une stratégie de reroutage est appelé coût de la straté-
gie de reroutage, le minimum des coûts des stratégies de reroutage est le process
number du graphe orienté, on le note pn(D).
Étant donné un graphe (non orienté) G, le process number de G est le process
number du graphe orienté obtenu de G en remplaçant chaque arête par un circuit
orienté de longueur deux, soit deux arcs, un dans chaque direction. Pour la suite, il
est intéressant de remarquer que dans le cas des graphes (simples), cette déﬁnition
est équivalente à une déﬁnition faisant référence à un jeux tour à tour dans lequel un
ensemble d’agents souhaitent capturer un fugitif, ou de manière équivalente s’assurer
qu’il ne peut se cacher dans aucun sommet.
Le process number d’un graphe est le nombre minimum d’agents nécessaires pour
traiter tous les sommets d’un graphe en respectant les règles suivantes :
– Positionner un agent sur un sommet (on dit d’un sommet sur lequel est positionné
un agent qu’il est occupé par un agent).
– Traiter un sommet encerclé (un sommet tel qu’un agent est positionné sur cha-
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cun de ses voisins).
– Enlever un agent inutile (un agent tel que chaque sommet voisin du sommet
sur lequel il est positionné est soit traité soit occupé par un agent) et traiter le
sommet sur lequel il était. Cet agent peut ensuite être réutilisé ailleurs.
Cette déﬁnition du process number (qui est valable si l’on s’intéresse aux graphes
(simples) mais ne l’est pas dans le cas des graphes orientés) permet de mieux illustrer
les similitudes entre les stratégies de reroutage et les stratégies sommet déﬁnies dans
la Section 7.2.4.
Enﬁn,un graphe ou un graphe orienté qui peut être traité en utilisant k TMU, est
dit k-mémoire.
7.2 État de l’art
7.2.1 Process number
Les premiers résultats concernant le process number sont dus au travail de P. Quang
Cuòng durant son stage de Master encadré par D. Coudert. Ils sont disponibles dans son
rapport de stage [Pha04]. Il y montre, entre autres, que calculer le process number d’un
graphe orienté est un problème NP-complet. Le process number de certaines classes
de graphes a été déterminé dans [CPPS05]. Le théorème suivant y est démontré (voir
Section 2.1 pour les déﬁnitions des diﬀérents graphes) :
Théorème 7.1 ([CPPS05])
– Le process number d’un graphe biparti complet Km,n est min(m,n).
– Le process number d’un arbre binaire complet de hauteur h est h− 1, sauf si
h ∈ {1,2} au quel cas c’est h.
– Pour tout d ≥ 3, le process number d’un arbre complet de degré d + 1 de hauteur
h est h.
– Le process number d’une grille de taille m×n est min(m,n)+1, sauf si n = m = 2
au quel cas sont process number vaut 2.
– Le process number d’une pyramide de taille n est
⌈
n
2
⌉
+ 1, sauf si n ∈ {2,3} au
quel cas c’est n−1.
– N’importe quel graphe planaire extérieur triangulé dont le dual faible est un ca-
terpillar de degré maximum 3 peut être traité avec 3 TMUs.
Une caractérisation de l’ensemble des graphes orientés 0-, 1-mémoire ainsi qu’une
caractérisation partielle des graphes 2-mémoire est également donnée dans [Pha04].
Pham Quang Cuòng y donne un algorithme en O(n + m) pour tester si un graphe est
0-mémoire, un algorithme en O(n2) pour tester si un graphe est 1-mémoire et un al-
gorithme en O(n4) pour détecter une partie des graphes 2-mémoire. Par la suite, D.
Coudert et J-S. Séréni [CS07] donnent un algorithme linéaire permettant de recon-
naître et de traiter les graphes orientés 1-mémoire. Dans le même article, ils donnent
une caractérisation par mineurs exclus des graphes 2-mémoire et donnent un algo-
rithme linéaire simple permettant de les reconnaître. Les auteurs de [CS07] donnent
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p + 1
Fig. 7.4 – Un arbre de process number p + 1 a au moins trois branches de process
number p.
également une caractérisation récursive des graphes orientés 2-mémoire et en déduisent
un algorithme en O(n2(n+ m)) pour les traiter.
Enﬁn, dans [CPPS05] les auteurs donnent une caractérisation des arbres de process
number p + 1 similaire à celle proposée par Scheﬄer [Sch90] concernant la pathwidth
des arbres (voir Lemme 7.5 ci-dessous).
Lemme 7.2 (Fig. 7.4) Pour p ≥ 2, pour tout arbre T , pn(T ) ≥ p + 1 ss’il existe un
sommet v tel que la forêt T \{v} a au moins trois composantes dont le process number
est au moins p.
7.2.2 Vertex separation
L’intérêt de l’étude du process number est accru par le résultat présenté dans la
Proposition 7.3, prouvée par Pham Quang Cuòng dans [Pha04], qui relie le process
number à la vertex separation. La vertex separation est un invariant important d’un
graphe ou d’un graphe orienté déﬁnit comme suit : étant donné un graphe orienté
D = (V,A) et un ensemble de sommets X , le voisinage sortant de X est Γ+(X) = {v ∈
V \X : ∃u ∈ X : (u,v) ∈ A}. Un ordonnancement (layout) L des sommets de D est une
bĳection entre V et {1, . . . , |V |}. La vertex separation de (D,L) est la taille du plus grand
voisinage sortant des ensembles {L−1(1), . . . ,L−1(i)} pour 1≤ i≤ n. La vertex separation
de D est la plus petite vertex separation de (D,L) sur tous les agencements L de V , on
la note vs(D). La vertex separation s’étend de la même manière que le process number
aux graphes non orientés.
Le Théorème 7.3 établit le lien qui existe entre le process number et la vertex
separation d’un graphe orienté :
Proposition 7.3 ([Pha04]) Pour tout graphe orienté D, on a vs(D)≤ pn(D)≤ vs(D)+
1.
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Dans [CS07], D. Coudert et J-S. Séréni donnent un critère permettant de décider si
pour un graphe orienté D on a pn(D) = vs(D)+ 1 :
Proposition 7.4 ([CS07]) Pour tout graphe orienté D, il existe une stratégie de re-
routage utilisant pn(D) TMU et telle que tout sommet est placé en TMU ssi pn(D) =
vs(D)+ 1.
Cependant ce critère nécessite de connaître une stratégie de reroutage optimale et
de savoir vériﬁer si elle peut être transformée de telle sorte que tout sommet soit placé
en TMU.
7.2.3 Pathwidth
Dans le cas des graphes, Kinnersley a prouvé que la vertex separation d’un graphe
est égale à sa pathwidth (notée pw(G)), qui est un autre paramètre introduit par
Robertson et Seymour [RS83]. Pour déﬁnir ce paramètre, j’ai besoin d’introduire la
décomposition en chemins d’un graphe G = (V,E). C’est un ensemble d’ensembles
(X1, . . . ,Xr) de V tels que :
1.
Sr
i=1 Xi = V
2. ∀xy ∈ E,∃i ∈ {1, . . . ,r} : {x,y} ⊂ Xi
3. pour tout 1 ≤ i0 < i1 < i2 ≤ r, Xi0 ∩Xi2 ⊆ Xi1
La largeur de la décomposition en chemins (X1, . . . ,Xr) est max1≤i≤r |Xi|−1. La path-
width de G, notée pw(G), est la largeur minimale des décompositions en chemins.
Le calcul de la pathwidth d’un graphe est un domaine de recherche actif dans lequel
beaucoup de travail a été fait. Le lecteur intéressé pourra se référer au survey de B.
Reed [Ree97].
On notera, entre autres, qu’il existe un algorithme linéaire permettant de calculer
la pathwidth d’un arbre [Sch90]. Cet algorithme est basé sur la caractérisation suivante
des arbres de pathwidth p+ 1 :
Lemme 7.5 ([Sch90]) Pour tout arbre T , pw(T ) ≥ p + 1 s’il existe un sommet v tel
que la forêt T \{v} ait au moins trois composantes dont la pathwidth est au moins p.
Ce même algorithme permet d’obtenir une décomposition en chemins optimale en
temps O(n log(n)). Ce résultat a été amélioré par K. Skodinis qui propose dans [Sko00],
un algorithme permettant d’obtenir un ordonnancement des sommets optimal par rap-
port à la vertex separation en temps linéaire.
7.2.4 Indice d’échappement sommet
La vertex separation et donc la pathwidth sont également équivalents à l’indice
d’échappement sommet (node search number en anglais), un autre invariant impor-
tant introduit par L.M. Kirousis et C.H. Papadimitriou dans [KP86] dans le cadre des
jeux de recherche. Les jeux de recherches sont des jeux qui opposent tour à tour un
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fugitif à des agents. Le but de ces jeux est de déterminer le nombre minimum d’agents
nécessaires pour capturer le fugitif dans un graphe sous certaines conditions de dépla-
cement des agents et du fugitif. Dans le cadre d’une stratégie sommet, le fugitif a le
droit, à son tour, de se déplacer d’autant d’arêtes qu’il veut dans le graphe tant qu’il ne
passe pas par un sommet occupé par un agent. Ensuite, au tour des agents, l’un d’eux
peut faire une des deux actions suivantes :
– se positionner sur un sommet s’il n’est pas déjà positionné sur un autre sommet.
Le sommet est dit occupé.
– se retirer d’un sommet sur lequel il est positionné aﬁn de pouvoir se positionner
sur un autre sommet lors d’un prochain tour.
Le fugitif est capturé s’il se trouve sur un sommet occupé par un agent ou sur une
arête dont les deux extrémités sont occupées par un agent. Étant donné un graphe
G, le nombre minimum d’agents nécessaires pour capturer le fugitif (invisible pour les
agents tant qu’il n’a pas été capturé) quels que soit ses mouvements est appelé l’indice
d’échappement sommet. Il est noté sn(G).
Remarque 7.6 L’indice d’échappement sommet peut aussi être vu comme le nombre
d’agents nécessaires pour nettoyer tous les sommets d’un graphe de telle sorte qu’
initialement tous les sommets soient contaminés et qu’un sommet non occupé par un
agent est recontaminé s’il est adjacent à un sommet contaminé. Un sommet contaminé
représente un sommet sur lequel le fugitif peut se trouver.
Remarque 7.7 Selon une remarque de S. Thomassé, si l’on rajoute la règle que le
fugitif ne peut pas rester immobile (ce qui peut être simulé par la présence d’un chien
aidant les policiers), la nouvelle version de l’indice d’échappement sommet obtenue
donne le process number. En eﬀet, pour obtenir la règle que les sommets encerclés sont
nettoyés, il suﬃt que les policiers ne bougent qu’un tour sur deux.
Comme N. Nisse dans [Nis07], on appelle une suite de déplacements des policiers
permettant de capturer le fugitif quelque soit ses déplacements, une stratégie de
capture sommet.
Dans [EST94], J.A. Ellis, I.H. Sudborough et J. Türner montrent que l’indice
d’échappement sommet d’un graphe est égal à sa pathwidth plus un : sn(G) = pw(G)+1.
De plus on peut noter qu’il existe une suite de O(n) mouvements permettant de
capturer le fugitif car recontaminer une partie du graphe, c.à.d. laisser la possibilité
au fugitif de revenir sur un sommet qui a déjà été occupé par un agent, ne permet pas
d’utiliser moins d’agents. Ceci est un résultat de A. S. LaPaugh : [LaP93].
Du fait que la recontamination n’aide pas, on peut aussi déduire que si on autorise
un agent à se retirer d’un sommet uniquement s’il est inutile (dans le même sens que
pour le process number, c.à.d. si chaque sommet voisin au sommet qu’il occupe est
soit occupé par un agent soit l’a déjà été) alors le nombre d’agents nécessaires pour
capturer le fugitif n’augmente pas. Dans ce cas, les agents suivent les mêmes règles de
déplacements que lors du calcul du process number des graphes simples. La diﬀérence
réside dans le fait que dans une stratégie sommet, on ne peut pas considérer comme
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traité un noeud entouré par des agents. Autrement dit, dans le cas d’une stratégie
sommet, tous les sommets doivent être visités par un agent.
Ces dernières années de nombreux travaux ont vu le jour sur diﬀérentes variantes
des jeux de recherche. Le lecteur intéressé pourra lire le survey récemment écrit par F.
Fomin et D. Thilikos [FT08] ainsi que la thèse de N. Nisse [Nis07].
J’évoque deux variantes intéressantes. La première est le cas où le fugitif est visible,
dans ce cas le nombre d’agents nécessaires à sa capture donne la treewidth. La deuxième
variante est quand les agents peuvent demander un nombre limité de fois la position
du fugitif. Cette variante donne toute une famille d’intermédiaire entre la pathwidth et
la treewidth.
Par la suite, je me contente de présenter les déﬁnitions et les résultats dont j’ai
besoin.
7.2.5 Indice d’échappement arête
Une stratégie arête est une variante d’une stratégie sommet dans laquelle les po-
liciers, en plus des déplacements autorisés dans le cadre des stratégies sommet, peuvent
se déplacer le long d’une arête. Dans cette variante, le fugitif est capturé si un agent
est sur le même sommet que lui ou si un agent traverse l’arête dans laquelle il est.
Dans le cadre d’une stratégie arête, on appelle une suite de déplacements permettant
de capturer le fugitif une stratégie de capture arête. Étant donné un graphe G, le
nombre minimum d’agents nécessaires à une stratégie de capture arête dans G est
l’indice d’échappement arête (edge search number), on le note es(G).
Remarque 7.8 L’indice d’échappement arête peut aussi être vu comme le nombre
d’agents nécessaires pour nettoyer tous les sommets et toutes les arêtes d’un graphe de
telle sorte qu’initialement tout le graphe est contaminé et qu’un sommet non occupé par
un agent est recontaminé s’il est adjacent à un élément (sommet ou arête) contaminé,
de même pour les arêtes si un de leur sommet non occupé est adjacent à un élément
contaminé. Un élément contaminé représente un élément sur lequel le fugitif peut se
trouver.
En utilisant un agent supplémentaire, il est facile de transformer une stratégie de
capture arête en une stratégie de capture sommet et vice versa. En eﬀet, un agent qui se
déplace le long d’une arête dans une stratégie de capture arête peut être remplacé par
deux agents, un à chaque extrémité de l’arête, dans une stratégie de capture sommet.
Pour passer d’une stratégie de capture sommet à une stratégie de capture arête, il
suﬃt d’utiliser un agent supplémentaire pour visiter chaque arête quand des agents
sont positionnés sur ses extrémités.
Ainsi, on obtient que pour tout graphe G :
es(G)−1 ≤ ns(G)≤ es(G)+ 1.
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7.2.6 Indice d’échappement arête connexe
On peut aussi citer la variante de la stratégie arête proposée par P. Fraigniaud et al
dans [BFFS02] : la stratégie arête connexe (contiguous search number). Dans cette
variante, la zone dans laquelle le fugitif ne peut pas se trouver, appelée zone sûre, doit
être connexe. Ils proposent également une variante pondérée de ce jeu de recherche.
Dans la variante pondérée, le poids d’une arête ou d’un sommet indique le nombre
d’agents nécessaires pour nettoyer cette arête ou ce sommet. Enﬁn un sommet doit
être gardé par un nombre d’agents supérieur au poids de chaque arête adjacente aﬁn
d’empêcher toute recontamination. Une stratégie permettant de capturer à coup sûr
un fugitif, est appelée une stratégie capture arête connexe
Le nombre minimum d’agents nécessaires pour capturer un fugitif dans un graphe G
est appelé indice d’échappement arête connexe de G (contiguous search number)
et est noté cs(G).
Dans [BFFS02], les auteurs présentent un algorithme linéaire permettant de calculer
l’indice d’échappement arête connexe cs(T ) d’un arbre pondéré (T,w). Cet algorithme
repose sur le Lemme 7.9. Étant donné un arbre de racine u et un noeud v, on note Tu le
sous-arbre maximal connexe de racine u ne contenant pas d’arêtes du chemin de u à v.
Lemme 7.9 Étant donné un arbre pondéré (T,w) de racine y où w est une fonction de
V ∪E → N, si y1, . . . ,yp sont les fils de y tels que cs(Tyi)≥ cs(Tyi+1) pour 1 ≤ i < p, alors
cs(T ) = max(cs(Ty1),cs(Ty2)+ w(y2)).
Dans le cas non pondéré, ce lemme est exact car on peut montrer que, traiter un
sous-arbre Tyi partiellement avant d’en traiter un autre n’aide pas. Par contre, dans le
cas pondéré, ce lemme est incorrect comme l’illustre l’exemple de la Figure 7.5. L’erreur
provient du fait que, dans le cas où les agents sont positionnés sur le sommet y, il est
moins coûteux d’envoyer un seul agent garder le sommet y1 avant de nettoyer l’arbre
Ty2 plutôt que de laisser 10 agents sur y aﬁn de le garder pendant que l’on nettoie Ty2 .
y
y1 y2
1 10
10
10
1015
1
1
Fig. 7.5 – Contre exemple au Lemme 7.9.
Cet exemple permet de construire un arbre (cf Figure 7.6) pour lequel l’algorithme
présenté dans [BFFS02] renvoie une valeur fausse : 16 au lieu de 15.
Dans la Section 7.3.4, je présente de nouveaux résultats concernant cette variante
de l’indice d’échappement arête.
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Fig. 7.6 – Exemple d’arbre pondéré trompant l’algorithme de [BFFS02]
7.3 Contributions
Dans cette section, je présente les résultats que j’ai obtenus sur le process number,
la pathwidth et l’indice d’échappement arête connexe. La Section 7.3.1 est dédiée à
un algorithme permettant de calculer le process number d’un arbre ainsi que d’autres
invariants comme la pathwidth et l’indice d’échappement sommet notamment. Ce tra-
vail a été fait en collaboration avec D. Coudert et D. Mazauric. Les avancées sur les
relations entre la pathwidth d’un graphe planaire extérieur et celle de son dual ont été
faites avec D. Coudert et J-S. Serreni ([CHS07]), elles sont présentées dans la Section
7.3.2. Dans la Section 7.3.3, je présente un travail réalisé avec O. Amini et S. Perénes
([AHP]) concernant la pathwidth des graphes planaires. Enﬁn, dans la dernière section,
je présente de nouveaux résultats concernant l’indice d’échappement arête connexe d’un
arbre pondéré.
7.3.1 Process number d’un arbre
Nous présentons ici un résultat exposé lors de la conférence Algotel’08 et sous forme
de "brief announcement" à DISC 08. Ce résultat a été obtenu avec D. Coudert et D.
Mazauric [CHM08a]. Il s’agit d’un algorithme de complexité O(n log(n)) permettant de
calculer le process number d’un arbre. De plus, cet algorithme peut être étendu au calcul
d’autres paramètres comme l’indice d’échappement sommet et l’indice d’échappement
arête. L’algorithme étendu au calcul de l’indice d’échappement sommet ne donne pas
un algorithme de complexité minimale puisqu’il existe un algorithme linéaire pour le
calculer, celui de P. Scheﬄer [Sch90]. Cependant, pour atteindre une complexité linéaire,
l’algorithme est centralisé et la version distribuée de l’algorithme présentée dans [Sch90]
entraîne plus de transmissions de données que l’algorithme que je décris ici.
Dans cette section, mon objectif est de donner le principe de l’algorithme. Une
description rigoureuse peut être trouvée dans le rapport de recherche [CHM08b], présent
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dans l’Annexe E.1. Ces résultats ont été présentés à Algotel [CHM08a].
Principe de l’algorithme. Notre algorithme est basé sur le Lemme 7.2, et le principe
est de détecter les nœuds auxquels se rejoignent trois sous-arbres ou plus, ayant le
même process number. C’est un algorithme dynamique qui s’initialise aux feuilles. Ces
dernières ne nécessitant aucun agent pour être traitées, elles s’initialisent à 0. Cela
signiﬁe que le process number d’un sous-arbre formé par une feuille a process number
0. Ensuite, les feuilles transfèrent leur valeur (0 donc) à leur père.
  
  


  
  


0 0 0
Fig. 7.7 – Initialisation de l’algorithme.
À chaque étape, un nœud v qui a reçu un message de tous ses voisins sauf un
{v1, . . . ,vk} évalue le nombre d’agents nécessaires pour traiter l’arbre formé par lui
même et les sous-arbres enracinés aux voisins {v1, . . . ,vk} qui lui ont envoyé un message.
On note Tv= {v}∪k1 Tvi le sous-arbre enraciné en v dont l’algorithme calcule le process
number (c.f. déﬁnition de Tv avant le Lemme 7.9).
Si un nœud v a tous ses voisins sauf un qui sont des feuilles, le sous-arbre Tv est
une étoile. Or, une étoile a process number un : il suﬃt de placer un agent sur le nœud
central. Ainsi, lors de l’éxécution de l’algorithme sur ce nœud v, v décide qu’il faut un
agent pour traiter le sous-arbre Tv (Figure 7.8).
v v
11
Fig. 7.8 – Une étape de l’algorithme.
Ensuite, un nœud qui reçoit des valeurs 1 et 0 de ses voisins, va déduire que le
sous-arbre constitué à process number 1 ou 2 selon des cas particuliers qui constituent
l’initialisation de l’algorithme. Ainsi dans l’exemple de la Figure 7.9, Tv a process num-
ber 2.
Par la suite, les arbres formés sont plus généraux et le nombre d’agents nécessaires
varie mais le principe reste le même. Un nœud v va calculer le process number de Tv
et va envoyer le résultat au voisin qui ne lui a pas envoyé de message. Pour ce faire,
l’algorithme se base sur le Lemme 7.2. On note p la plus grande valeur que v reçoit. Si
v reçoit p une ou deux fois, pn(Tv) vaut p, sinon pn(Tv) vaut p+ 1. Dans l’exemple de
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v
2
Fig. 7.9 – Le process number de Tv vaut 2.
la Figure 7.10, le nœud v0 reçoit deux fois la valeur 2 et le process number de Tv0 vaut
bien 2.
2 2
v2
v0
v1
Fig. 7.10 – Le process number de Tv0 vaut 2.
Je continue à décrire le déroulement de cet algorithme sur l’arbre T de la Figure 7.11.
Nous avons vu que les nœuds v0 et v3 calculent que pn(Tv0) et pn(Tv3) valent tous
les deux 2 (Figures 7.8 et 7.10). v0 et v3 envoient donc tous les deux la valeur 2 à u qui
calcule Tu. Selon les règles précédentes, comme u reçoit deux fois la valeur 2, il déduit
que pn(Tu) (et donc pn(T )) vaut 2, or c’est faux : pn(T ) = 3.
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v3 v2
u v0
v1
Fig. 7.11 – Le process number de T vaut 3 et non 2.
Origine de l’erreur. L’erreur vient du fait que le nœud u n’a pas détecté que v0 a
trois voisins qui sont racines de sous-arbres de process number 2 : Tv1 et Tv2 dont il a
reçu le process number et Tu dont le process number n’avait pas encore été calculé par
l’algorithme au moment où v0 a fait son calcul.
Pour éviter cette erreur, étant donné un nœud v qui reçoit des informations de tous
ses voisins sauf un, on distingue trois cas qui peuvent se produire :
1. parmi les voisins {v1, . . . ,vk} dont v reçoit un message, seul l’un d’eux est racine
d’un sous-arbre de process number maximal : p = pn(Tv1) > pn(Tvi),1 < i≤ k ;
2. parmi les voisins {v1, . . . ,vk} dont v reçoit un message, deux sont racines d’un
sous-arbre de process number maximal : p = pn(Tv1) = pn(Tv2)> pn(Tvi),2 < i≤ k ;
3. parmi les voisins {v1, . . . ,vk} dont v reçoit un message, au moins trois sont racines
d’un sous-arbre de process number maximal : p = pn(Tv1) = pn(Tv2) = pn(Tv3) ≥
pn(Tvi),3 < i≤ k.
p
q
p
pp
?=p ou p+1
pp p
p+1
Fig. 7.12 – Trois cas de ﬁgure possibles.
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Dans le premier cas, d’après le Lemme 7.2, on sait qu’il y a deux sous-arbres qui sont
déterminants : le sous-arbre qui n’a pas encore été exploré (qui est celui qui correspond
au voisin n’ayant pas envoyé de message) et le sous-arbre enraciné en v1 (qui est celui
avec le plus grand process number (p) parmi ceux qui ont été explorés par l’algorithme).
On appelle Tv1 le sous-arbre dominant. On sait que le process number de tout l’arbre
T sera le maximum entre le process number de ces deux sous-arbres. Ainsi le nœud
courant v peut envoyer au voisin, dont il n’a pas reçu de message, le process number
du sous-arbre dominant : p.
Dans le troisième cas, on sait d’après le Lemme 7.2 que l’arbre Tv a process number
p+1. Comme pour le cas précédent, le process number de l’arbre T va être le maximun
entre le process number de Tv et le process number du sous-arbre qui n’a pas encore
été exploré. Le nœud courant v peut donc envoyer p+ 1 au voisin dont il n’a pas reçu
de message.
Dans le deuxième cas, c’est un peu plus complexe. En eﬀet, on ne sait pas si deux
ou trois sous-arbres ayant le même process number p se rejoignent en v car cela dépend
du sous-arbre qui n’a pas encore été exploré. Le process number de l’arbre T peut valoir
p (si le sous-arbre qui n’a pas été exploré a un process number plus petit), p + 1 (si
le sous-arbre qui n’a pas été exploré a un process number p) ou le process number du
sous-arbre qui n’a pas été exploré s’il est plus grand que p. Pour diﬀérencier les trois
cas, il est nécessaire d’envoyer plus d’informations que seulement p : il faut signaler que
deux branches de process number p se rejoignent en v.
Un nouvel algorithme. La solution que nous avons adoptée revient à envoyer le
message "p ou p+1 ?" et à commencer un nouveau compteur à partir du voisin qui n’a
pas encore été exploré.
pp
p, p+1
22
(2,3)
Fig. 7.13 – "p ou p+ 1 ?"
Seulement, ce problème peut se poser de manière récursive et on peut être amené
à avoir plusieurs compteurs en parallèle. Les compteurs indiquent des embranchements
de deux types : instables s’ils sont issus d’un nœud étant dans le deuxième cas (ils
sont alors du type "p ou p+1 ?"), et stable s’ils sont issus d’un nœud dans le premier
ou le troisième cas (ils sont alors du type p).
Les nœuds instables délimitent des sous-arbres et induisent une décomposition de
notre arbre initial. Les sous-arbres enracinés à un nœud instable sont représentés par
des rectangles et appelés instables. Les sous-arbres enracinés à un nœud stable sont
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représentés par des triangles et appelés stables. Dans [CHM08b], nous montrons qu’il
est possible d’avoir une décomposition dans laquelle il y a au plus un sous-arbre stable.
L’ensemble des compteurs est stocké sous la forme d’un tableau et d’un entier pour
l’éventuel sous-arbre stable. Les Figures 7.14, 7.15 et 7.16 donnent trois exemples diﬀé-
rents. Dans notre algorithme, chaque nœud transmet donc un tableau contenant l’en-
semble des compteurs. Ces données représentent également la décomposition de Tv en
sous-arbres.
(3,4)
(2,3)
(3,4)(4,5)
0*(1,2) 1*(2,3) 2*(3,4) 1*(4,5)
Fig. 7.14 – Premier exemple de décomposition induite par l’algorithme.
2
(8,9)
(5,6)
2 , 0*(1,2) 0*(2,3) 0*(3,4) 0*(4,5) 1*(5,6) 0*(6,7) 0*(7,8) 1*(8,9)
Fig. 7.15 – Deuxième exemple de décomposition induite par l’algorithme.
2
(7,8)
(6,7)
2 , 0*(1,2) 0*(2,3) 0*(3,4) 0*(4,5) 0*(5,6) 1*(6,7) 1*(7,8)
Fig. 7.16 – Troisième exemple de décomposition induite par l’algorithme.
Dans [CHM08b], nous montrons le théorème suivant qui permet de calculer le pro-
cess number d’un arbre étant donné une décomposition calculée par l’algorithme :
Théorème 7.10 Etant donné un arbre T et un nœud v, le process number du sous-
arbre Tv est égal à la longueur du tableau ℓ calculé par l’algorithme en v si, dans le
tableau, la dernière série de 1 est précédée d’un 0. Il vaut ℓ+ 1 sinon.
Pour les trois exemples des Figures 7.14, 7.15 et 7.16 le Théorème 7.10 donne :
Figure 7.14 : 2 , 0*(1,2) 1*(2,3) 2*(3,4) 1*(4,5)
Le process number de l’arbre est 5.
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Figure 7.15 : 2 , 0*(1,2) 0*(2,3) 0*(3,4) 0*(4,5) 1*(5,6) 0*(6,7) 0*(7,8) 1*(8,9)
Le process number de l’arbre est 8.
Figure 7.16 : 2 , 0*(1,2) 0*(2,3) 0*(3,4) 0*(4,5) 0*(5,6) 1*(6,7) 1*(7,8)
Le process number de l’arbre est 7.
Après avoir décrit les données transmises par chaque nœud, je vais maintenant
décrire comment ces données sont traitées. Un nœud v qui reçoit un message de chacun
de ses voisins sauf un va :
– traiter les entiers correspondants aux éventuels sous-arbres stables selon les trois
cas possibles.
– faire la somme des tableaux reçus case par case.
2 2
v
(7,8)(6,7)
(8,9)
? (2,3)
(5,6)
Fig. 7.17 – Premier exemple de calcul à un nœud.
Pour cet exemple, l’algorithme donne :
2 , 0*(1,2) 0*(2,3) 0*(3,4) 0*(4,5) 1*(5,6) 0*(6,7) 0*(7,8) 1*(8,9)
+
2 , 0*(1,2) 0*(2,3) 0*(3,4) 0*(4,5) 0*(5,6) 1*(6,7) 1*(7,8)
=
T7.18 : 0*(1,2) 1*(2,3) 0*(3,4) 0*(4,5) 1*(5,6) 1*(6,7) 1*(7,8) 1*(8,9)
Fig. 7.18 – Premier exemple de calcul à un nœud.
Le processus est illustré par les Figures 7.18 et 7.19. Le Tableau T7.18 décrit la dé-
composition du sous-arbre enraciné en v de la Figure 7.18 qui, d’après le Théorème 7.10
a process number 8.
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Le Tableau T7.19 décrit la décomposition du sous-arbre enraciné en v de la Fi-
gure 7.19. Le Théorème 7.10 dit qu’il a process number 8.
2 2
(4,5)
(3,4)
(2,3)
? v
(8,9)
(5,6) (6,7) (7,8)
(2,3)
Pour cet exemple, l’algorithme donne :
2 , 0*(1,2) 1*(2,3) 1*(3,4) 1*(4,5)
+
2 , 0*(1,2) 0*(2,3) 0*(3,4) 0*(4,5) 1*(5,6) 0*(6,7) 0*(7,8) 1*(8,9)
+
2 , 0*(1,2) 0*(2,3) 0*(3,4) 0*(4,5) 0*(5,6) 1*(6,7) 1*(7,8)
=
T7.19 : 0*(1,2) 2*(2,3) 1*(3,4) 1*(4,5) 1*(5,6) 1*(6,7) 1*(7,8) 1*(8,9)
Fig. 7.19 – Deuxième exemple de calcul à un nœud.
Simplification. Si dans un tableau t calculé, il y a une série de cases : de la case k
à la case l, remplies de 1 : ∀i,k ≤ i ≤ l, t[i] = 1 et que la case k− 1 ne contient pas un
0, alors on peut simpliﬁer la décomposition. Étant donné une série de telles cases telle
que l soit maximum, toutes les cases d’indice inférieure ou égale à l sont mises à 0 et
l’entier décrivant un embranchement stable est mis à l +1. Selon ce principe, le tableau
T7.19 correspondant à la Figure 7.19 est simpliﬁé à :
9 , 0*(1,2) 0*(2,3) 0*(3,4) 0*(4,5) 0*(5,6) 0*(6,7) 0*(7,8) 0*(8,9) 0*(9,10)
Cette simpliﬁcation est justiﬁée par le Théorème 7.10. Il est montré dans [CHM08b]
que ces deux décompositions sont équivalentes. La dernière étant plus simple, notre
algorithme la favorise.
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Complexité. L’algorithme eﬀectue n étapes (une par nœud) et à chaque fois, il trans-
met un entier et un tableau de bits. Le nombre d’opérations dépend linéairement de la
taille du tableau. La longueur du tableau est au plus le process number qui est borné
par log3(n). Ainsi le nombre total de bits transmis par l’algorithme est O(n log(n)) tout
comme le nombre d’opérations.
Notre algorithme est naturellement distribué et il peut être utilisé pour mettre à
jour le process number des composantes d’une forêt lors de l’ajout et de la suppression
d’arêtes. Enﬁn, si l’on code chaque case du tableau transmis par un nœud en utili-
sant des bits supplémentaires pour indiquer la dernière case, il n’est pas nécessaire de
connaître le nombre total de sommets de la forêt.
Les détails concernant ces extensions sont présentés dans [CHM08b]. Nous y mon-
trons également qu’étant donné k ∈ N , aucun algorithme distribué, qui vériﬁe qu’un
sommet v demande des messages à ses voisins qu’une fois et simultanément, induit, pour
certains arbres, un traﬁc d’au moins k−1k n(log3 n) bits. Ce résultat signiﬁe en particulier
que notre algorithme est optimal.
L’algorithme proposé dans [Sch90] dans sa version distribuée peut induire un traﬁc
global de O(n log(n) log(log(n))) bits.
Travail futur. Une question intéressante est de savoir si cet algorithme peut se gé-
néraliser à d’autres classes de graphes, notamment aux graphes planaires extérieurs :
Question 7.11 Existe-t-il un algorithme linéaire permettant de calculer le process num-
ber et l’indice d’échappement sommet d’un graphe planaire extérieur ?
Une autre question intéressante est de savoir si le process number et la pathwidth
sont équivalents. En eﬀet, on sait qu’ils diﬀèrent d’au plus un mais on ne sait pas
caractériser en temps polynomial les graphes pour lesquels ces deux paramètres sont
égaux.
Question 7.12 Existe-t-il un algorithme polynomial permettant de caractériser les
graphes pour lesquels l’indice d’échappement sommet et le process number sont équi-
valents ?
De manière plus générale la question suivante concerne les diﬀérents paramètres
de recherche que l’on peut déﬁnir sur un graphe tels l’indice d’échappement sommet,
l’indice d’échappement arête connexe et le process number entre autres.
Question 7.13 Existe-t-il une classe de graphe pour laquelle calculer un paramètre
(indice d’échappement sommet, indice d’échappement arête, process number . . .) est
polynomial alors que calculer un autre paramètre est NP-dur ?
7.3.2 Pathwidth des graphes planaires extérieurs
Dans cette section, je résume les résultats que j’ai obtenus concernant la pathwidth
des graphes planaires avec D. Coudert et J-S. Séréni. Les résultats ont été publiés dans
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Journal of Graph Theory [CHS07], l’article est présent dans l’Annexe E.2. Les déﬁni-
tions de graphe planaire, graphe planaire extérieur, dual et dual faible sont rappelées
dans la Section 2.1.
Dans [BF02], H. Bodlaender et F. Fomin ont montré que la pathwidth d’un graphe
planaire extérieur biconnexe est au plus deux fois la pathwidth de son dual plus deux. Ils
ont ensuite conjecturé l’existence d’une constante c telle que pour tout graphe planaire
biconnexe, sa pathwidth est au plus la pathwidth de son dual plus c. Ils ont également
conjecturé que c’est vrai pour c = 1. Il est intéressant de noter que cette conjecture a
pu être motivée par le théorème de D. Lapoire sur la treewidth [Lap99] :
Théorème 7.14 ([Lap99]) Pour tout graphe planaire G, tw(G)≤ tw(G∗).
Dans [Fom03], F. Fomin montre que la plus forte des conjectures est vraie pour toute
triangulation planaire, mais dans [CHS07], nous montrons que les deux conjectures sont
fausses dans le cas général en proposant une famille de graphes planaires extérieurs
biconnexes de pathwidth 2p+ 1 et dont le dual a pathwidth p+ 2. On montre ensuite
de manière algorithmique que cet écart est le plus grand que l’on puisse obtenir. On
donne ainsi un algorithme de 2-approximation pour calculer la pathwidth des graphes
planaires extérieurs biconnexes. Ces deux résultats sont résumés par les Théorèmes 7.15
et 7.16.
Théorème 7.15 Pour tout entier p≥ 1 et tout entier k ∈ {1,2, . . . , p+ 1}, il existe un
graphe planaire extérieur biconnexe de pathwidth p+ k dont le dual a pathwidth p+ 1.
Pour prouver ce théorème on utilise une famille de graphes construite récursive-
ment à l’aide d’une croix (Figure 7.20(a)). La construction est illustrée par les Fi-
gures 7.20(b), 7.20(c) et 7.20(d).
Dans [CHS07], nous prouvons que la pathwidth de ces graphes augmente de deux
à chaque fois (pw(Gi+1) = pw(Gi)+2) alors que celle de leur dual n’augmente que d’un
(pw(G∗i+1) = pw(G∗i )+2). Notre preuve utilise fortement la structure de ces graphes pour
montrer que leur pathwidth augmente de deux à chaque étapes. Il serait intéressant
de trouver un critère général (tel que celui pour les arbres : Lemme 7.5) décrivant les
constructions qui forcent la pathwidth d’un graphe planaire extérieur à augmenter de
deux. Un tel critère pourrait être utilisé pour trouver un algorithme exact et eﬃcace
pour le calcul de la pathwidth d’un graphe planaire extérieur (Question 7.11).
Le théorème suivant prouve que la famille de graphe que l’on propose maximise
l’écart entre la pathwidth du graphe et celle du dual :
Théorème 7.16 Soit G un graphe planaire extérieur biconnexe sans boucles ni arêtes
multiples. On a pw(G∗)≤ pw(G)≤ 2pw(G∗)−1.
Aﬁn de prouver ce théorème, on a développé un algorithme qui calcule une décom-
position en chemins d’un graphe planaire extérieur à partir d’une décomposition en
chemins de son dual et on prouve que la largeur de la décomposition obtenue ne peut
pas être plus que le double de celle d’origine.
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(a) cross (b) G1 (c) G2
(d) G3
Fig. 7.20 – Exemples de graphes satisfaisant pw(G) = 2pw(G∗)−1
On donne également un algorithme exact pour calculer la pathwidth des graphes
planaires extérieurs dont le dual faible est un caterpillar.
L’article se termine par le problème suivant qui a été posé comme conjecture par
F. Fomin et D. Thilikos dans [FT07] :
Conjecture 7.17 Y a-t-il une constante c telle que, pour tout graphe planaire 2-
connexe G,
1
2
pw(G∗)− c≤ pw(G)≤ 2pw(G∗)+ c?
7.3.3 Pathwidth des graphes planaires
Avec O. Amini et S. Pérennes, nous nous sommes intéressés à la question terminant
la section précédente. Les résultats que l’on a obtenus doivent paraître dans SIAM
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Journal of Discrete Maths [AHP] et je les présente ici. L’article ﬁgure dans l’Annexe E.3.
Dans [FT07], les auteurs prouvent une version plus faible de la Conjecture 7.17. Ils
montrent qu’elle est vraie si l’on remplace les facteurs 1/2 et 2 respectivement par 1/6
et 6. Dans [AHP] nous montrons qu’elle est vraie avec les facteurs 1/3 et 3 et qu’elle
est également vraie si on se restreint aux graphes planaires quatre connexes.
Théorème 7.18 Pour tout graphe planaire 3-connexe G, on a 13 pw(G
∗)−2≤ pw(G)≤
3pw(G∗)+ 2.
Théorème 7.19 Si G est un graphe planaire ayant un chemin Hamiltonien, alors
1
2 pw(G)−1≤ pw(G∗)≤ 2pw(G)+ 1. En particulier cela est vrai si G est 4-connexe.
Pour prouver ce théorème nous proposons, comme pour le Théorème 7.16, un al-
gorithme qui transforme une décomposition en chemins du dual d’un graphe planaire
en une décomposition en chemins du graphe lui même sans en faire plus que tripler la
taille. La technique que l’on propose ne permet malheureusement pas de résoudre la
Conjecture 7.17 car il existe des graphes 3-connexes pour lesquels la taille de la décom-
position en chemins obtenue par notre algorithme est le triple de la taille de celle de
leur dual. Ce théorème englobe presque le Théorème 7.16.
Enﬁn, d’après une remarque de D. Coudert, un énoncé plus fort proposé dans [FT07]
est faux :
Question 7.20 [FT07] Il existe une constante c telle que pour tout graphe planaire
2-connexe G de treewidth au moins m, on a pw(G∗)≤ m
m−1 pw(G)+ c.
En eﬀet, si on modiﬁe légèrement la famille de graphes (illustrée par les Figures
7.20(b) à 7.20(d)) de la section précédente en collant sur une face du graphe Gi une
grille i× i (cf Figures 7.21(a) et 7.21(b)) sa pathwidth ne change pas alors que sa
treewidth passe de 2 à i.
7.3.4 A propos de l’indice d’échappement arête connexe d’un arbre
7.3.4.1 Arbres pondérés et arbres de cliques
D’après un résultat de H. Bodlaender et T. Kloks, on sait que trouver la pathwidth
d’un graphe de treewidth borné est polynomial [BK96] (le degré du polynôme dépend
de la borne sur la treewidth). Cet algorithme a surtout un intérêt théorique dans la
mesure où sa complexité est très élevée. Dans le cas des graphes planaires extérieurs,
elle est supérieure à n11, alors que la treewidth vaut 2.
Si un tel résultat est vrai pour l’indice d’échappement arête connexe d’un graphe,
calculer l’indice d’échappement arête connexe d’un arbre pondéré serait également po-
lynomial en la somme des poids. En eﬀet, on peut transformer un arbre pondéré en un
arbre de cliques ayant le même indice d’échappement arête connexe.
Pour cela il faut d’abord remarquer que si un sommet a un poids inférieur au poids
d’une des arêtes qui lui sont incidentes, on peut augmenter son poids sans augmenter
l’indice d’échappement arête connexe.
124 Reroutage de connexions et Pathwidth
(a) G2 modifié (b) G3 modifié
Fig. 7.21 – Les deux premiers exemples modiﬁés contredisant la Conjecture 7.20
Ensuite, on peut transformer un arbre pondéré (T,w) en un arbre de cliques comme
suit : chaque sommet v est remplacé par une clique avec des arêtes doubles Cu dont
la taille est le poids du dit sommet v moins un : w(v)− 1 (un sommet de poids 2
est remplacé par un sommet avec une boucle). Le poids d’une arête uv est l’arête
connectivité entre les deux cliques Cu et Cv remplaçant les sommets u et v. Si un sommet
u est relié à deux sommets v1 et v2, la transformation est faite de telle sorte à maximiser
Γ(Cv1)∩Cu∩Γ(Cv2). Cette transformation est illustrée par la Figure 7.22.
1
22
6
3
22
2
6
3
4
4
4
4
3
4
445
Fig. 7.22 – D’un arbre pondéré à un arbre de cliques.
Remarque 7.21 Le rôle des arêtes doubles dans une clique de taille k−1 est de forcer
l’utilisation de k agents pour la nettoyer.
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Il est facile de voir qu’une stratégie arête connexe sur l’arbre pondéré donne une
stratégie arête connexe sur l’arbre de clique correspondant. La Remarque 7.21 permet
quant à elle de prouver qu’une stratégie arête connexe dans l’arbre de cliques donne
une stratégie arête connexe dans l’arbre pondéré.
Le graphe obtenu a une treewidth bornée par 2wmax où wmax est le poids maximum
d’un sommet.
Dans la Section 7.3.4.2 je montre qu’il n’est pas possible de le calculer en temps
linéaire.
7.3.4.2 Borne inférieure sur la complexité
L’arbre pondéré de la Figure 7.23 montre que l’on ne peut pas trouver une stratégie
de capture arête connexe en temps linéaire en n (bien que l’on connaisse l’indice d’échap-
pement connexe), ceci ne dit par contre pas qu’il n’existe pas d’algorithme linéaire en
la somme des poids.
Étant donné un entier p assez grand, les a1, . . . ,ak représentent k nombres tirés au
hasard de somme au plus p/2−1. L’indice d’échappement arête connexe est au moins
3p/2+∑ki ak. Trouver une stratégie de capture arête connexe optimale nécessite de trier
les ﬁls du sommet central dans l’ordre décroissant de leur poids.
La stratégie consiste à d’abord visiter le sommet de poids 3p/2 + ∑ki=1 ai, puis le
sommet central et enﬁn de placer les agents sur les sommets de poids ai. Pour ce faire,
il faut commencer par le plus gros voisin du sommet central et aller en décroissant,
sinon on utilise plus de 3p/2 + ∑ki ak agents. Une fois les agents ainsi placés, on peut
ﬁnir de traiter les feuilles.
p
p
a2
p
a j
p
ak
p
a1
p
2 +∑k1 ai p2 +∑k2 ai p2 +∑kj ai p2 +ak
3p
2 +∑k1 ai
. . .. . .
Fig. 7.23 – Un arbre dur à explorer.
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7.3.4.3 Version dynamique de l’indice d’échappement arête connexe non
pondéré
Dans [BFFS02], L. Barrière, P. Flocchini, P. Fraigniaud, N. Santoro déﬁnissent une
version dynamique de l’indice d’échappement arête connexe et demandent s’il existe un
algorithme polynomial pour le calculer dans les arbres. Dans cette section, je montre
que leur algorithme peut être adapté pour le calculer, sa complexité devient alors :
O(n log(n)). L’indice d’échappement arête connexe dynamique (dynamic conti-
guous search number) est le nombre minimal d’agents nécessaires pour capturer un
fugitif tel qu’à chaque tour des agents, l’un d’eux peut eﬀectuer l’une des deux actions
suivantes :
– se positionner sur un sommet s’il n’est pas déjà positionné sur un autre sommet
– se déplacer d’un sommet vers un sommet adjacent
tout en respectant la contrainte que la zone sûre reste connexe.
A son tour, le fugitif peut se déplacer n’importe où dans le graphe tant qu’il ne
passe pas par un sommet v sur lequel est positionné au moins autant d’agents qu’il y a
de sommets contaminés adjacents à v.
Dans ce cadre là, on peut montrer le lemme suivant :
Lemme 7.22 Étant donné un arbre T de racine y, si y1, . . . ,yp sont les fils de y tels
que cs(Tyi)≥ cs(Tyi+1) pour 1 ≤ i < p, alors cs(T ) = maxi(cs(Tyi)+ i−1).
Preuve. Comme on est dans le cas non pondéré, une stratégie qui traite partiellement
un sous-arbre Tyi avant de traiter un autre sous-arbre Ty j peut être transformée en une
stratégie utilisant autant d’agents et qui traite complètement Tyi avant de commencer
à traiter Ty j . Il est alors clair qu’une stratégie va utiliser au moins maxi(cs(Tyi)+ i−1)
agents et qu’une stratégie qui traite les sous arbres dans l’ordre Typ à Ty1 utilise ce
nombre d’agents. 
Théorème 7.23 L’indice d’échappement arête connexe dynamique d’un arbre T peut
être calculé de manière distribuée par un algorithme de complexité O(n log(n)).
Dans l’algorithme proposé dans [BFFS02], remplacer l’utilisation du Lemme 7.9 par
l’utilisation du Lemme 7.22 nécessite de trier les voisins de chaque sommet au lieu de
sélectionner les deux sommets qui sont racines des sous arbres ayant le plus grand indice
d’échappement arête connexe. A chaque sommet v, le nombre d’opérations eﬀectuées
est alors d(v) log(d(v)) au lieu de 2d(v). La complexité globale de l’algorithme est donc
bien O(n log(n)) comme annoncé.
7.4 Conclusion et Perspectives
Dans ce chapitre, je me suis intéressé au problème du reroutage, qui est nécessaire
dans les réseaux WDM dynamiques. Ce problème peut être modélisé par un problème
de traitement des sommets d’un graphe orienté des conﬂits. J’ai montré les liens entre
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ce problème et divers problèmes dont le calcul de la pathwidth. Ensuite j’ai expli-
qué le fonctionnement d’un algorithme permettant de calculer le process number d’un
arbre. Dans la section suivante, j’ai présenté de nouveaux résultats sur les liens entre
la pathwidth d’un graphe planaire extérieur et celle de son dual ainsi que sur les liens
entre la pathwidth d’un graphe planaire et celle de son dual. Dans la dernière section,
je présente une borne inférieure sur la complexité d’un algorithme calculant l’indice
d’échappement arête connexe. Je présente également un lemme permettant d’adapter
un algorithme qui calcule l’indice d’échappement arête connexe pour calculer l’indice
d’échappement arête connexe dynamique.
Il reste de nombreuses questions ouvertes. Par exemple, la conjecture sur les liens
entre la pathwidth d’un graphe planaire et celle de son dual n’est pas encore complè-
tement résolue. Il n’existe toujours pas d’algorithme eﬃcace permettant le calcul de la
pathwidth d’un graphe planaire extérieur. De manière plus générale, il serait intéressant
de pouvoir calculer ou tout du moins approximer de manière eﬃcace le process num-
ber des graphes de conﬂits apparaissant lors des reroutages de connexions. Pour citer
un dernier problème, les liens entre les complexités du calcul de diﬀérents paramètres
restent encore ﬂous.
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Conclusion
Comprendre et développer des outils combinatoires et algorithmiques pour la concep-
tion de réseau et leur administration a été le sujet essentiel de ma thèse. J’ai utilisé des
concepts généraux permettant de résoudre divers problèmes apparaissant tout le long
du cycle de vie des réseaux. Les outils que j’ai utilisés m’ont permis d’avoir des ap-
proches diﬀérentes et complémentaires. Mon travail n’est pas spéciﬁque à un seul type
de réseaux, au contraire j’en ai considéré plusieurs types dont des réseaux optiques
de cœur ou d’accès, des réseaux d’antennes, des réseaux d’accès WiFi, des réseaux en
forme de grilles, ou bien encore des réseaux embarqués.
La diversité des réseaux jointe à celle des outils a permis de dégager plusieurs
problématiques et d’en traiter un certain nombre. De nombreux problèmes permettant
des avancées dans les problématiques que j’ai dégagées peuvent être étudiées à la suite
de cette thèse. Je résume ci-dessous mes contributions et quelque questions ouvertes.
– Concernant les réseaux embarqués, le problème, posé par Alcatel Space Industrie,
est de concevoir des réseaux capables de router p signaux arrivant par p entrées
parmi p+λ vers p des p+k sorties. J’ai présenté des techniques permettant d’ob-
tenir des bornes inférieures sur la taille de ces réseaux ainsi que des constructions.
Les constructions sont pour la plupart asymptotiquement optimales quand les va-
leurs de λ et k sont bornées par log(n)/15. J’ai également présenté des résultats
sur un nouveau paramètre, qui est une variante de l’expansion, l’α-robustesse
permettant de construire des réseaux pour de plus grandes valeurs de k et λ.
Q : L’étude de l’α-robustesse n’est pas terminée. Aﬁn d’avoir des construction ex-
plicites de réseaux, il est nécessaire d’avoir des constructions explicites de graphes
ayant une grande α-robustesse. De plus, nous avons vu que l’α-robustesse d’un
graphe à n sommets est au plus n2 quand α >
4
5 . Est il possible de généraliser ce
résultat et de donner une condition sur α assurant une α-robustesse d’au plus
n/3 par exemple ?
– Pour le dimensionnement et l’exploitation des réseaux, je me suis ensuite intéressé
au problème de routage. Ce problème est important lors de la conception des
réseaux aﬁn de dimensionner les liens au mieux, et lors de son exploitation. Dans
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ce dernier cas, les solutions doivent pouvoir être calculées rapidement. Il existe de
nombreuses versions du problème de routage et autant de manières de l’aborder.
J’ai eu trois approches diﬀérentes.
1. La première est la conception d’algorithmes, soit optimaux, soit d’approxi-
mation. Cela a été le cas pour les problèmes de routage de paquets dans les
réseaux en forme de grille, pour lesquels j’ai présenté des algorithmes opti-
maux dans le cas du routage r-central, de la permutation et du (ℓ,ℓ)-routage,
et un algorithme d’approximation pour le (ℓ,k)-routage. J’ai aussi conçu des
algorithmes d’approximation pour le problème de routage dans les réseaux
d’antennes, problème modélisé par la coloration k-impropre de graphes pon-
dérés. Les coeﬃcients des algorithmes d’approximation sont, pour k de un à
cinq, 2513 ,
12
7 ,
18
13 ,
80
63 et
49
43 . J’ai également étudié et montré que le problème
d’ordonnancement de requêtes à taux constant est NP-dur dans les réseaux
d’accès WiFi.
Q : Concernant les algorithmes d’approximation pour le routage dans les réseaux
d’antennes, problème modélisé par la coloration k-impropre, il serait intéres-
sant de savoir si des algorithmes ayant de meilleurs rapports d’approximation
existent, et également quel est le meilleur rapport d’approximation que l’on
peut garantir en temps polynomial.
Q : Pour le problème du routage des requêtes à taux constant, modélisé par la
coloration proportionnelle, il n’existe pas encore d’algorithmes d’approxi-
mation. Il serait donc intéressant d’en développer ou de trouver d’autres
familles de graphes pondérés pour lesquelles calculer l’indice chromatique
proportionnel est polynomial.
2. La deuxième approche a été de comparer deux modes de routages diﬀérents :
le routage unicast et le routage multicast. Pour cela j’ai étudié un problème
de coloration -le directed star colouring- sur lequel j’ai fait de nombreuses
avancées ; il est entre autre prouvé que dst(D)≤ 2∆−(D)+1 et que dst(D)≤
2max(∆+(D),∆−(D)). Ce problème permet de dire que dans le cas d’un réseau
optique équipé de splitters, si le routage est de profondeur bornée et que le
nombre de feuilles de chaque arbre de routage est borné par une constante
fois la charge maximale du réseau ℓ, il suﬃt de ℓ+O(log(ℓ)) longueurs d’onde
pour le réaliser alors que si le réseau n’est pas équipé de splitters, il peut
falloir jusqu’à (∆ + 1)ℓ longueurs d’onde où ∆ est le degré maximum du
réseau.
Q : Les travaux sur le directed star colouring peuvent être poursuivis. En eﬀet
il reste plusieurs conjectures à résoudre. En particulier, est-il vrai que pour
tout graphe orienté D, on a dst(D)≤ 2∆−(D) ?
3. Enﬁn, la troisième approche du problème de routage a été de concevoir des
modèles mathématiques pour le résoudre à l’aide d’un solveur. J’ai utilisé
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cette approche pour le problème de routage de multicasts dans les réseaux
optiques de cœur et d’accès, pour le problème de routage d’unicasts dans les
réseaux avec groupes de risques partagés, et pour le problème de protection
par segments.
Q : Quant aux problèmes de routage pour lesquels j’ai conçu des modèles mathé-
matiques dont je vais implémenter les formulations qui ne l’ont pas encore
été, ils sont une première étape pour l’étude de problèmes plus complexes
dont le routage de multicast dans les réseaux ayant des groupes de risques
et la protection dans ces mêmes réseaux, tant des unicasts que des multi-
casts. Pour ces problèmes, il est diﬃcile de concevoir des algorithmes d’ap-
proximation pertinents car les requêtes que l’on considère et les réseaux sont
quelconques. Il serait intéressant de savoir s’il existe une structure type dans
la topologie des requêtes et dans l’aﬃrmative de l’étudier et d’en proposer
un modèle pour pouvoir concevoir des algorithmes d’approximation.
– Pour un réseau dont les requêtes évoluent dynamiquement, plutôt que de recal-
culer à chaque changement un nouveau routage, il est plus intéressant de se baser
sur le routage existant et de le faire évoluer. C’est ce problème -passer d’un rou-
tage à un autre- que j’ai étudié dans le Chapitre 7. Ce problème est associé à
un paramètre : le process number. J’ai présenté un algorithme qui calcule le pro-
cess number des arbres. Je présente ensuite un algorithme d’approximation pour
les graphes planaires extérieurs qui a un facteur d’approximation de deux. Le
process number étant fortement lié à la pathwidth, j’ai également étudié ce para-
mètre et fait plusieurs avancées sur des conjectures. Il est entre autre prouvé que
tout graphe planaire extérieur G biconnexe vériﬁe pw(G∗)≤ pw(G)≤ 2pw(G∗)−1.
Pour les graphes planaires, il est prouvé que tout graphe planaire trois connexe
G vériﬁe pw(G∗)/3−2 ≤ pw(G)≤ 3pw(G∗)+2 et que les graphes planaire quatre
connexe G vériﬁent pw(G∗)/2−1≤ pw(G)≤ 2pw(G∗)+ 1.
Q : Concernant le process number et la pathwidth, il reste à trouver un algorithme
permettant de calculer ces paramètres sur les graphes planaires extérieurs et
d’autre classes de graphes. Il serait également intéressant de savoir si pour tous
les graphes planaires G, on a pw(G∗)/2−1≤ pw(G)≤ 2pw(G∗)+1. J’ai également
présenté plusieurs paramètres -pathwidth, process number, edge search number,
contiguous search number- dont on ne sait pas si ils sont équivalents. Est-il pos-
sible, connaissant l’un d’eux, de calculer les autres en temps polynomial ?
– Enﬁn, j’ai étudié un problème théorique permettant de mieux comprendre la
structure des graphes orientés. J’ai présenté une nouvelle caractéristique, appelée
f -mixing. Il est prouvé que la plus grande valeur de f telle que tout graphe
orienté f -mixing contient un circuit orienté de longueur quatre est C1e2/n2 pour
une petite constante C1. Il est également montré que pour tout graphe orienté H
biparti, il existe une constante C′1 telle que tout graphe orienté C′1-mixing ayant
suﬃsamment d’arêtes contient H comme sous-graphe.
Q : À propos des graphes orientés f -mixing, il reste beaucoup de questions ouvertes.
132 Conclusion
La valeur de mex(n,e,H) n’est connue que quand e est de l’ordre de n2 ou quand
H est une orientation du cycle de longueur quatre. Tous les autres cas restent à
résoudre. Une autre question importante est de trouver la complexité du problème
de calculer, dans un graphe orienté, deux ensembles A et B tels qu’il n’y a pas
d’arcs de B vers A et que le nombre d’arcs de A vers B soit maximum. Tout ce
que l’on sait est que ce problème est NP-dur dans le cas des graphes orientés.
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Conception de réseaux tolérants
aux pannes
A.1 Minimal Selectors and Fault Tolerant Networks
Article accepté pour publication dans Networks.
133
Minimal Selectors and Fault Tolerant Networks∗
Omid Amini1,2 Fre´de´ric Giroire 2,3 Florian Huc 2
Ste´phane Pe´rennes 2
Abstract
In this paper we study a combinatorial optimization problem arising from
on-board networks in satellites. In these kinds of networks the entering signals
(inputs) should be routed to amplifiers (outputs). The connections are made
via expensive switches with four available links. The paths connecting inputs
to outputs should be link-disjoint. More formally, we call a (p, λ, k)−network
an undirected graph with p+ λ inputs, p+ k outputs and internal vertices of
degree four. A (p, λ, k)−network is valid if it is tolerant to a restricted number
of faults in the network, i.e., if, for any choice of at most λ faulty inputs and
k faulty outputs, there exist p edge-disjoint paths from the remaining inputs
to the remaining outputs.
Our optimization problem consists of determiningN(p, λ, k), the minimum
number of vertices in a valid (p, λ, k)−network. We present validity certifi-
cates and a quasi-partitioning technique from which we derive lower bounds
for N(p, λ, k). We also provide constructions, and hence upper bounds, based
on expanders. The problem is shown to be sensitive to the order of λ and k.
For instance, when λ and k are small compared to p, the question reduces to
the avoidance of some forbidden local configurations. For larger values of λ
and k, the problem is to find graphs with a good expansion property for small
sets. This leads us to introduce a new parameter called α-robustness. We use
α-robustness to generalize our constructions to higher order values of k and
λ. In many cases, we provide asymptotically tight bounds for N(p, λ, k).
Keywords: Fault Tolerant Networks, Switching Networks, Network Design,
Concentrators, Routing, Connectivity, Disjoint paths, Expanders.
1 Introduction
Motivation. One of the most fundamental problems in many applications of
computer science and graph theory is the design of efficient networks. Efficient
can have several meanings depending on the context. Properties such as high
connectivity, fault tolerance and being algorithmically simple are at the heart of
such concerns. In this paper we study a combinatorial optimization problem of this
kind. The problem, originally posed by Alcatel Space Industry, comes from
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the design of efficient on-board networks in satellites (also called Traveling Wave
Tube Amplifiers). The satellites under consideration are used for TV and video
transmission (like the Eutelsat or Astra series) as well as for private applications.
Signals incoming to a telecommunication satellite through ports have to be routed
through an on-board network to amplifiers. A first constraint is that the network
should be built with switches having four links. But other constraints appear. On
the one hand, the amplifiers may fail during the satellite’s life time and can not be
repaired. On the other hand, as the satellite is rotating, not all the ports are well
oriented and hence available. So more amplifiers and ports are needed than the
number of signals which have to be routed. Notice that in this context, contrary to
the classical networks, we do not consider link and switch failure. As a matter of fact
the links are just big tubes and the switches are very reliable rotating mechanical
systems.
One can easily construct a network fulfilling these constraints by using a permuta-
tion network or two concentrators of any fixed degree. However, to decrease launch
costs, it is crucial to minimize the network physical weight, i.e., to minimize the
number of switches. Switches are also expensive to build, so it is worth saving even
one. Space industries are interested in designing such networks for specific values
of the parameters, however the general theory is of interest by itself. Also, due to
the increasing launch capacities and the decreasing switch sizes, larger networks
will be used in a near future.
Problem. We consider here networks, connecting a set of inputs to a set of outputs.
A network can be seen as a graph with a set of inputs and outputs. The vertices
of this graph represent the switches. We define a (p, λ, k)−network as a network
with p + λ inputs and p + k outputs. A (p, λ, k)−network is said to be valid if it
can tolerate up to λ faults in inputs and up to k faults in outputs. More formally
for any choice of p inputs and p outputs, there exist p edge-disjoint paths linking
all the chosen inputs to all the chosen outputs. By symmetry, we may assume in
the following that k ≥ λ and we denote the total number of outputs by n := p+ k.
Fig 1 gives an example of a (12,4,4) valid network with 20 switches (the inputs
are represented with arrows, the outputs with squares and the switches with black
vertices).
Note that finding minimal networks is a challenging problem and even testing
the validity of a given network is hard (see related work). We study the case where
the switches of the network have degree four (although the theory can be generalized
to any degree) which is of primary interest for the applications. The problem is to
find N(p, λ, k), the minimum number of switches in a valid (p, λ, k)−network, and
to give constructions of such networks.
Related Work. This study of a new kind of networks should be considered in the
spirit of the well studied theory of superconcentrators. A (p+k, p)-concentrator [31]
is a directed acyclic graph G = (V,E) with p + k designated input vertices and p
designated output vertices (k ≥ 0), such that for each subset of p input vertices,
there exist p edge-disjoint (or, depending on the context, vertex-disjoint) paths
from the input vertices to the output vertices. A selector, first introduced in [9],
is a (p, 0, k)-network (λ = 0). A general theory of selectors can be found in [12],
where several results are obtained for small values of k. A selector can be seen as
an undirected version of a (p + k, p)-concentrator by changing the role of inputs
and outputs (and by adding the degree condition). An n-superconcentrator [28]
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is a directed acyclic graph G = (V,E) with n designated input vertices and n
designated output vertices such that, for any set S of p ≤ n inputs and any set T of
p outputs, there exist p edge-disjoint (or, vertex-disjoint depending on the context)
paths connecting S to T . There is a vast theory of superconcentrators (see the
seminal work of Pippenger [28] for an introduction, [2, 3, 5, 30] for constructions,
and [14] for complexity issues).
In this way, (p, λ, k)-networks generalize the concept of selectors as supercon-
centrators generalize concentrators. It is also clear that taking a superconcentrator
(resp. (p + k, p)−concentrator) and forgetting the orientations provides a valid
(p, λ, k)-network (resp. selector) for every value of k = λ (resp. any k and λ = 0),
once the degree condition is respected. So one can try to use superconcentrators
to construct efficient on-board satellite networks, but, not surprisingly, this does
not give minimal networks in general. The major difference between the supercon-
centrators and the general valid networks, beside the degree condition, is that in a
valid network the number of inputs and outputs that may become out of service is
bounded (in our case, given a failure probability, no more than k failures will occur
during the satellite lifetime). Finding a minimum network (a superconcentrator of
low density or having a minimum number of vertices) is a challenging problem and
is an active area of research. From the algorithmic point of view, one can show
that the problem of testing if a graph is a (p + k, p)-concentrator or a supercon-
centrator is coNP-complete. In fact, this is coNP-complete even when restricted
to the important special case of graphs of size linear in the number of inputs (see
[14]). By the same arguments one can prove that the problem of deciding if a given
(p, λ, k)-network is valid or not is coNP-complete.
In [12] the authors consider a variant of selectors where some signals have pri-
ority and should be sent to amplifiers offering the best quality of service. In [8]
the authors study the case where all the amplifiers are different and where a given
input has to be sent to a dedicated output. This problem is related to permutation
networks.
In [11, 21], the authors present exact values ofN(p, λ, k) for small values of k and
λ and arbitrary values of p. For instance N(p, 2, 1) = N(p, 1, 2) = N(p, 2, 2) = p+2
and also for k ∈ {3, 4} and 0 < λ ≤ 4, N(p, λ, k) = ⌈ 5n4 ⌉.
Figure 1: A valid (12,4,4)-network with the minimum number of switches. Switches,
vertices of the corresponding graph, are represented by •.
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Results. In this paper we are primarily interested in large networks, i.e., where
n = p+k tends to infinity and also k is large enough. We present several upper and
lower bounds for the minimum number of switches in a valid (p, λ, k)−network. In
many cases these bounds are asymptotically tight. Since forgetting the orientation
of superconcentrators provides valid (p, λ, k)−networks, these results also provide
lower bounds on the size of a superconcentrator. To obtain the lower bounds we
present a new technique, quasi-partitioning. We give here the very first applica-
tions of this lemma, but we think it may have several applications in other related
problems (for example bisection-width, see [24]).
To obtain upper bounds we propose several constructions. The construction
of optimal valid networks will heavily rely on expanders (see Section 4.1). Using
these, we are able to construct, for a special class of networks called simplified
networks, networks with 2n switches as soon as n is large enough and k ≤ c1 logn
for some constant c1 (Section 4.3). In Section 6 we also give a lower bound of order
2n(1− ǫ(k)) where ǫ(k) tends to zero when k tends to infinity (but we do not need
k ≤ c1 logn). Thus for simplified networks the problem is asymptotically solved for
k ≤ c1 logn. For general networks, using bipartite expanders, we obtain an upper
bound of n + 34n when k ≤ c2 logn for some constant c2. The lower bound we
obtain is (n+ 23n)(1 − ǫ(λ, k)), and we conjecture that n+ 34n should be the right
value. We also give a construction of selectors (case λ = 0) of size n+ n2 , in which
case we get also a tight lower bound.
To extend the results to larger values of k, we define a local expansion property
of graphs that we call α−robustness (see [4, 16] for some related notions). Intu-
itively, the α−robustness of a graph G is a local version of the expansion factor.
It is the maximum integer rα such that for small subsets the expansion factor is α
but for larger subsets, the minimum number of outgoing edges is required to be at
least rα. In our constructions, we only need our graph to be an expander for small
subsets, but for larger subsets all we need is a minimum constant edge-connectivity
to the rest of the graph. This notion is also interesting in its own right, and con-
tains several expansion-invariants such as bisection-width and Cheeger’s constant
as special cases (see [18]). As random graphs are very good expanders, we study the
α−robustness of random graphs. In this way we generalize Bolloba`s’ result on the
expansion factor of random 4-regular graphs (see [15]) to obtain related results for
α−robustness of random 4-regular graphs. As far as we know it is the first time in
the literature that this new concept of local expanders is defined and investigated.
Using this we present a construction of valid (p, λ, k)−networks with 3n switches
for λ ≤ k ≤ n7 .
2 Preliminaries
In this section, we define more formally the design problem and introduce notation
used throughout the paper. We state a cut criterion (Proposition 1): this criterion
is fundamental because it characterizes the validity of (p, λ, k)−networks. It is ex-
tensively used to prove that networks are valid —in particular for the networks of
Section 4. In Section 6 we also use the cut criterion to detect forbidden patterns
leading to lower bounds for the number of switches of valid networks. Proofs of
lower and upper bounds are simplified by the use of the last notion introduced here,
the associated graph of a network (see Section 4.2 and Section 6.1).
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Notation. Given a function f , we define f(A) :=
∑
a∈A f(a) for any finite set A.
For a subset W of vertices of a graph G = (V,E), let us denote by ∆(W ) the set of
edges connecting W and W = V \W and by Γ(W ) the set of vertices of W adjacent
to a vertex of W . If a set is denoted by an upper case letter, the corresponding
lower case letter denotes its cardinality (for example δ(W ) = |∆(W )|).
(p, λ, k)−Networks and Valid (p, λ, k)−Networks. A (p, λ, k)−network is a
triple N = {(V,E), i, o} where (V,E) is a graph and i, o are non-negative integer
functions defined on V called input and output functions, such that for any v ∈ V ,
i(v) + o(v) + deg(v) = 4. The total number of inputs is i(V ) = Σv∈V i(v) = p+ λ,
and the total number of outputs is o(V ) = Σv∈V o(v) = p+k. We can see a network
as a graph where all vertices but the leaves have degree four, and in which inputs
and outputs are leaves. A non-faulty output function is a function o′ defined on V
such that o′(v) ≤ o(v) for any v ∈ V and o′(V ) = p. A used input function is a
function i′ defined on V such that i′(v) ≤ i(v) for any v ∈ V and i′(V ) = p. A
(p, λ, k)-network is said valid if for any non-faulty output function o′ and any used
input function i′, there are p edge-disjoint paths in G such that each vertex v ∈ V
is the initial vertex of i′(v) paths and the terminal vertex of o′(v) paths.
Design Problem and Simplified Design Problem. Let N(p, λ, k) denote the
minimum number of switches of a valid (p, λ, k)-network. The Design Problem con-
sists of determining N(p, λ, k) and constructing a minimum (p, λ, k)-network, or at
least a valid (p, λ, k)-network with a number of switches close to the optimal value.
We introduce a variation of the problem, the Simplified Design Problem, which is to
find minimum networks having p+ λ switches with one input and one output and
k − λ switches with only one output. Networks of this kind are especially good for
practical applications, as they simplify the routing process, minimize path lengths
and lower interferences between signals.
Excess, Validity and Cut Criterion. To verify if a network is valid, instead
of solving a flow/supply problem for each possible configuration of output failures
and of used inputs, it is sufficient to look at an invariant measure of subsets of the
network, the excess, as expressed in the following proposition.
Proposition 1 (Cut Criterion) A (p, λ, k)−network is valid if and only if, for
any subset of vertices W ⊂ V the excess of W , defined by
ε(W ) := δ(W ) + o(W )−min(k, o(W ))−min(i(W ), p),
satisfies ε(W ) ≥ 0.
The intuition is that the signals arriving in W (in number at most min(i(W ), p))
should be routed either to the valid outputs of W (in number at least o(W ) −
min(k, o(W ))) or to the links going outside (in number δ(W )). The omitted formal
proof reduces to a supply/demand flow problem. Note that, for the cut criterion, it
is sufficient to consider only connected subsets W with connected complement W
(this comes from the submodularity of ε).
Associated Graph. Vertices x ∈ V of degree two with i(x) = o(x) = 1 play an
important role. We call them doublons. A switch that is not a doublon is called an
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R-switch. Remark that for k ≥ 3 no paths has three or more consecutive doublons.
Indeed if we consider the set W consisting of these doublons we have δ(W ) = 2 and
o(W ) = i(W ) ≥ 3. The cut criterion would give a contradiction.
Let N be a (p, λ, k)−network. We build a graph R associated with N . Its
vertices are the R-switches of N . Consequently the edges of R are of three kinds,
respectively E0, E1 and E2: the edges of N between two R−switches, the edges
corresponding in N to a path of length two with a doublon in the middle and those
corresponding to a path of length three with two doublons in the middle.
3 Summary of Main Results
The aim of this short section is to provide an overview of the results obtained in
the upcoming sections.
The design problem is treated in Sections 4 and 5. For relatively small values
of k and λ, based on expanders, we provide construction of valid networks for
the general design problem, the design problem when λ = 0 (selectors) and the
simplified design problem. More precisely, we prove the following theorems:
Theorem 2 of Section 4 (General Design Problem). Let n = p+ k, k ≤ 115 logn,
for n large enough, we have: N(p, λ, k) ≤ n+ 34n
Theorem 3 of Section 4 (Selectors, λ = 0). Let n = p + k, k ≤ 148 log2 n, for n
large enough, we have:
N(p, 0, k) ≤ n+ n
2
.
Theorem 1 of Section 4 (Simplified Design Problem). Let n = p+k, k ≤ 16 logn,
for n large enough, we have: N(p, λ, k) ≤ 2n.
In Section 5, we provide a general framework to extend the above mentioned
results to larger values of λ and k. We define a new parameter, which we call
robustness, which captures the local expansion property of a given graph. We
study the robustness of random regular graphs and use these graphs for the design
problem. In particular, we prove
Theorem 4 of Section 5. Random 4-regular graphs have 1-robustness at least
n
14 with high probability, i.e., with probability 1−O( lognn ).
Corollary 1 of Section 5. For k ≤ n7 , there exist (p, λ, k)−valid networks of size
3n (remember that n = p+ k).
The lower bounds, confirming the tightness of the above results in many cases,
are provided in Section 6. We first prove a technical quasi-partition lemma:
Lemma 4 of Section 6. Let q be a positive integer and let G be a connected
graph of order at least q3 . Then G admits a q-quasi-partition (for the definition see
Section 6).
Using this lemma, we prove the following general theorem:
Theorem 5. In a valid network N of size N , with k ≤ n2 , we have
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N ≥
(
3
2
n− (k − λ)− 4− 12√
k
)(
1− 9
2
√
k
+O
(
1
k
))
+
d
2
(
1 +
9
2
√
k
+O
(
1
k
))
.
where n = p + k and d is the number of doublons, i.e., switches with exactly one
input and one output.
Corollaries of this theorem are
Theorem 8 of Section 6 (General case). When λ → ∞ and k → ∞, any valid
network has size at least n+ 23n+O(
n√
λ
). In particular,N(p, λ, k) ≥ n+ 23n+O( n√λ).
Theorem 6 of Section 6 (Selectors). In a valid selector N of size N , when k →∞
with k ≤ n2 , we have
N ≥ n+ n
2
+O( n√
k
).
In other words
N(p, 0, k) ≥ n+ n
2
+O(
n√
k
).
Theorem 7 of Section 6 (Simplified case). In the simplified case, when k →
∞ with k ≤ n2 , every valid network has size at least 2n + O( n√k ), i.e., we have
N(p, λ, k) ≥ 2n+O( n√
k
) in the simplified case.
4 Upper Bounds: The Design Problem
In this section, we give constructions that rely heavily on expanders. We present
here three constructions with 2n, n + 34n and n +
n
2 switches respectively for the
simplified design problem, the design problem (any λ) and for the design problem
when λ = 0. All these constructions are valid for k ≤ c · log n (where c is a constant
depending only on the expansion factor of 3 and 4−regular graphs).
4.1 Expanders
An expander (see [26, 27] for surveys) is a highly connected sparse graph. They
are used in various fields of computer science and mathematics. For example they
are valuable in constructions of error-correcting codes with efficient encoding and
decoding algorithms, derandomization of random algorithms, and embeddings of
finite metric spaces. But they also have applications in areas directly related to
the subject of this paper as in the design of explicit superefficient networks and the
explicit construction of graphs with large girth (length of the smallest cycle). We
present here known results about expanders that are used in proofs of Sections 4.3,
4.4 and 4.5. The formal definition of an expander is as follows: an (n, r, c)-E-
expander is a finite r-regular graph G = (V,E) with n vertices such that for any
set A of vertices of G with |A| ≤ |V |/2 we have δ(A) ≥ c|A|. Well known examples
of expanders are Ramanujan graphs (for more on Ramanujan graphs see [25] and
the book [19]). Explicit constructions of Ramanujan graphs are known for r of the
form r = q + 1, with q a prime power (in particular for r = 3 and r = 4, which are
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of special interest in our case). More precisely there exist explicit constructions of
an infinite family Gi = (Vi, Ei) of Ramanujan graphs such that |Vi| →
i→∞
∞ with an
expansion factor c ≥ 1− 4(r−1)r2 . It gives c ≥ 14 for 4−regular graphs and c ≥ 19 for
3-regular graphs. The girth of the graphs of this family satisfies: g(Gi) ≥ 23 logq |Vi|.
There also exists a family Hi = (Wi, Fi) of explicit bipartite Ramanujan graphs of
girth g(Hi) ≥ 43 logq |Wi|. Probabilistic arguments show the existence of graphs, for
any large order of networks (and not only for the specific values of both families),
with the same properties of girth and even better expansion factor: for 4-regular
graphs, expanders with c ≥ 1125 exist (see [15]).
We also need a vertex-expansion version of expanders:
Definition 1 (V -Expander) An (n, r, d)-V -expander is a finite r-regular graph G =
(V,E) with |V | = n (|V1| = |V2| = n in case of a bipartite graph and V = V1 ∪ V2)
such that for any subset A of vertices (A ⊂ V1 when G is bipartite), the set of
neighbors of A,Γ(A) = {v ∈ V |(v, u) ∈ E for some u ∈ V } satisfies
|Γ(A)| ≥ |A|+ d(1 − |A|/n)|A|.
4.2 Cut Criterion for the Associated Graph
To simplify the proofs of validity of Sections 4.3, 4.4 and 4.5, it is sometimes
better to work directly on the associated graph R of the (p, λ, k)−network N =
((V,E), i, o). More precisely, it means that, when applying the cut criterion on N ,
it would be sufficient to consider only subsets of R.
We introduce another notion of excess, ε′, defined for all W ⊂ V as ε′(W ) :=
δ(W ) + o(W ) −min(k, o(W )) − i(W ). Note that ε′(W ) ≤ ε(W ). Hence, if, for all
W ⊂ V , ε′(W ) ≥ 0, the network is valid. But we have no more an equivalence.
The good property of ε′ is that, if a switch x is a doublon, ε′(W ∪ {x}) ≤ ε′(W ).
So it is enough to verify the cut criterion for subsets W of N consisting of a set of
R−switches plus all the doublons on the edges of type E1 and E2 incident to the
R−switches.
4.3 Simplified Design Problem - Upper Bound 2n
In this subsection, we use the existence of expanders presented in Section 4.1 to
construct valid (p, λ, k)−networks with 2n = 2(p + k) switches for large n and
k ≤ c1 logn (c1 depending on the expansion factor of 4−regular expanders, c1 = 16
when using explicit Ramanujan graphs). Furthermore we will show in Section 6 a
lower bound of the same order for the simplified design problem.
Theorem 1 Let n = p+ k, k ≤ 16 logn, for n large enough, we have: N(p, λ, k) ≤
2n.
Proof The results on expanders presented in Section 4.1 state the existence of an
(n, 4, c = 14 )−E-expander, G = (V,E), of girth g, g ≥ 23 logn. Let k ≤ c · g and
p = n − k. We claim that in a 4−regular graph there exists a family of vertex-
disjoint cycles covering all vertices of G. For now, suppose this is true and call this
disjoint union of cycles F . We add n new vertices on each edge of F by subdividing
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each edge of F into two edges. On each new vertex, we add an output and input
creating a doublon. We now have a (p, k, k)−network N with 2n switches.
Let us prove that the constructed network is valid. We use the cut criterion on
R, which, in that case, is exactly G. Notice first that the network is symmetric
in inputs and outputs and that for any subset W ⊂ V of vertices, i(W ) = o(W ).
Hence we have
ε′(W ) = δ(W )−min(k, o(W )).
Furthermore, note that when a network is symmetric, it is sufficient to verify the
cut criterion only for subsets W with |W | ≤ |V |/2.
- If |W | ≥ kc then, by the expansion property, there are at least k edges between
W and W and so ε′(W ) ≥ 0.
- Otherwise, if |W | < kc ≤ g, we have |W | < g and thus W is acyclic. There
are at most |W | − 1 edges inside W and, as G is 4-regular, we have δ(W ) ≥
2|W |+2. Let eF (W ) be the number of edges of F incident to a vertex ofW ; by
construction o(W ) = eF (W ). As the cycles of F are disjoint, eF (W ) ≤ 2|W |.
Hence δ(W ) ≥ eF (W ) = o(W ), that is ε′(W ) ≥ 0.
The (p, k, k)−network is valid. We can derive (p, λ, k)−networks for any λ ≤ k by
deleting k − λ inputs.
The only remaining point now is to prove the claim. We prove it for any 2r-
regular graph. Let G = (V,E) be a 2r−regular graph. Since G is Eulerian, we
can give to G an orientation, such that each vertex has in-degree and out-degree r.
Let D = (V,A) be the corresponding digraph. Now consider the following bipartite
graph: H = (V × {1} ∪ V × {2}, E′) where E′ = {((x, 1), (y, 2))|(x, y) ∈ A}. It is
clear that H is a bipartite r-regular graph, and so it admits a perfect matching.
Let F be the edges of G given by this perfect matching. It is easy to check that
F is a 2-regular graph covering all the vertices, i.e., F is a disjoint union of cycles
covering all the vertices.

4.4 General Design Problem - Upper Bound n+ 3
4
n
In this subsection, we construct generalN(p, λ, k)−networks for large n, k ≤ c2 logn
(where c2 depends on the expansion factor of 3−regular expanders). Theorem 2
gives an n + 34n upper bound for such networks. Constructions are based on 3-
regular bipartite expanders.
Definition 2 Two edges are at distance at least d if any path that contains both
of them is of length at least d + 2. A vertex is at distance at least d of an edge if
any path that contains both of them is of length at least d+ 1.
Lemma 1 Let G be a 3−regular bipartite graph G = (V1 ∪ V2, E) of large girth
(g = Θ(log |V1|)) which is a (2|V1|, 3, c)-E-expander and suppose 2k ≤ cg. Let F be
a set of selected edges, such that any two edges of F are at distance at least 3. The
network N obtained from G by adding a doublon on each edge of F , an input on
each vertex of V1 and an output on each vertex of V2 is a valid network.
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Proof
We use the cut criterion on the associated graph following Section 4.2. As
the construction is symmetric in inputs and outputs, it is sufficient to consider
connected subsets W ∈ V with |W | ≤ ⌈ |V |2 ⌉. The cut criterion is implied by
ε′(W ) = δ(W ) + o(W )−min(o(W ), k) − i(W ) ≥ 0.
We now distinguish two cases for W .
 case 1: |W | ≤ 2kc ≤ g.
As o(W )−min(o(W ), k) ≥ 0, we have
ε′(W ) ≥ δ(W )− i(W ).
Hence it is sufficient to prove δ(W ) ≥ i(W ). As |W | ≤ g, there are no cycles
inside W and therefore there are |W | − 1 edges inside; G is 3−regular, so
δ(W ) = |W |+2. Furthermore, i(W ) = |V1∩W |+d, so we have to prove that
|V2 ∩W |+ 2 ≥ d.
Consider a doublonD incident toW and its associated edge e(D) = {v1(D), v2(D)}
with v1(D) ∈ V1 and v2(D) ∈ V2. If v2(D) ∈ W , associate D with v2(D). If
v2(D) /∈W , then v1(D) ∈W . Associate to D a neighboor of v1(D) ∈W . As
the distance of two edges of F is at least 3, different doublons have different
associate vertices in V2 ∩W . So |V2 ∩W | ≥ d.
 case 2: |W | ≥ 2kc . By definition of ε′ we have
ε′ ≥ δ(W ) + o(W )− k − i(W ).
– If i(W ) − o(W ) ≤ k, by the expansion property, we have δ(W ) ≥ 2k ≥
i(W )− o(W ) + k.
– If i(W ) − o(W ) ≥ k, since the graph is bipartite, there are at least
3(i(W )−o(W )) outgoing edges. So ε′(W ) ≥ 2(i(W )−o(W ))−k ≥ k > 0.

Theorem 2 (Construction) Let n = p + k, k ≤ 115 logn, for n large enough, we
have: N(p, λ, k) ≤ n+ 34n.
Proof Take H = (A,B,E), a bipartite (2|A|, 4, c′)-E-expander with girth g =
4
3 logn. Let k, k ≤ c′ · g ≤ 43 logn (for existence see Section 4.1). Take a complete
matching F in the bipartite complement H = (A,B,E) of H , that is, every edge
{u, v} ∈ F , has u and v in different parts of H , i.e. u ∈ A and v ∈ B OR u ∈ B and
v ∈ A, and u, v are not adjacent in H . For each edge e = {a, b} of F , a ∈ A and
b ∈ B, replace a and b by three vertices a1, a2, a3 and b1, b2, b3, add edges {a1, b1},
{a1, b2}, {a1, b3}, {a2, b1} and {a3, b1}. Finally join a2 (resp b2) to two neighbors
of a (resp b) and a3 (resp b3) to the two other neighbors. See Figure 2. We obtain
a 3-regular bipartite graph G, which, one can verify, is a (6|A|, 3, c5 )−E−expander.
Note that by construction the edges of type {a1, b1}, with {a, b} ∈ F , form a selected
set F of edges, that are pairwise at distance 3. We can apply Lemma 1 to G with
F as selected set. All together we have 6|A|+ |F| = 7|A| switches, |V1|+ |F = 4|A|
inputs, |V2|+ |F = 4|A| outputs. So, with n = p+ k, N(p, k, k) = 7|A| = 74n. We
can now derive (p, λ, k)−networks for any λ ≤ k by deleting k − λ inputs. 
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Figure 2: Replacement of a selected couple of a bipartite graph (A,B,E).
4.5 Design Problem: λ = 0 - Upper Bound n+ n
2
In this subsection, we study selectors (the case λ = 0). In Theorem 3 we construct
valid (p, 0, k)−networks with n+ n2 switches for n large and k ≤ c3 logn (c3 depends
on the vertex-expansion of 3-regular expanders). Such networks are built from
bipartite 3−regular vertex-expanders.
Theorem 3 Let n = p+ k, k ≤ 148 log2 n. For n large enough, we have:
N(p, 0, k) ≤ n+ n
2
.
Proof Let us take G = (V1 ∩ V2, E) a bipartite (n, 3, d = 112 ) − V−expander of
large girth g ≥ 43 logn (for existence see Section 4.1). Let α = 4d = 48 and k such
that k ≤ d · g2 ≤ g12 and k.(2αk + 1) ≤ n.
To each vertex of V1, we connect a vertex with one input and two outputs. Such
a switch is said to be of type T . To each vertex of V2, we connect an input. We
choose a subset S of k vertices in V2 such that the distance between any two of
them is at least α·k (see Definition 2). By the choice of k we can choose the vertices
in S one by one after removing all the vertices at distance less than αk of already
chosen vertices (at each step we remove at most 2αk + 1 new vertices). We remove
the inputs of all vertices of S obtaining a (p = n − k, 0, k)−network that we call
N = (V,E, i, o).
We now prove that this network is valid. Let X be a connected subset of V . Let
X = V1∪V2\X , A1 = X∩V1, SX = S∩Γ(A1)∩X. We define Z(X) = X∪Γ(A1)\SX
(Figure 3).
Z = Z(X) is connected. We also have ε(Z) ≤ ε(X), making it sufficient to
verify the cut criterion for Z (same principles as in Section 4.2). Let A2 = Z ∩ V2.
We distinguish four cases for |A1|:
 |A1| ≤ k2 :
as o(Z) = 2|A1| ≤ k and ε(Z) ≥ δ(Z) − i(Z), we have δ(Z) ≥ 3|A2| − 3|A1|
and i(Z) ≤ |A2| + |A1|. Furthermore there is no cycle in Z so |A2| ≥ 2|A1|.
Hence ε(Z) ≥ 0.

k
2 ≤ |A1| ≤ kd ≤ g2 :
we have ε = δ(Z)+o−i−k and i ≤ |A1|+ |A2|. So ε(Z) ≥ δ(Z)−A2+A1−k.
As Z contains no cycle δ(Z) ≥ 3|A2| − 3|A1| so ε ≥ 2|A2| − 2|A1| − k ≥
2|A1| − k ≥ 0. We use again that |A2| ≥ 2|A1|.
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\S
X
Figure 3: Sketch of proof of Theorem 3.

k
d ≤ |A1| ≤ n− kd :
in this case, ε ≥ δ(Z)−|A2|+|A1|−k and δ(Z) ≥ 3(|A2|−|A1|) = |A2|−|A1|+
2(|A2| − |A1|), so we have ε ≥ 2(|A2| − |A1|)− k. Furthermore |A2| − |A1| ≥
ΓG(A1)−k, because at most k vertices of ΓG(A1) are in S\A2 (where ΓG(A1)
is the neighborhood of A1 in G). By the expansion property, we have:
|ΓG(A1)| ≥ |A1|+ d(1− |A1|/n)|A1|.
In this case d(1− |A1|/n) ≥ 2k. So |ΓG(A1)| − |A1| ≥ 2k. So |A2| − |A1| ≥ k.
It implies ε ≥ 0.
 n− kd ≤ |A1|:
we can assume that Z is connected (see the remarks on Proposition 1). As
the vertices of S are at distance at least αk with αk > kd , Z contains at most
one vertex of S. Hence i ≥ |A2| − k+1+ |A1| and ε ≥ δ(Z)− |A2|+ |A1| − 1.
Because of the connectivity of Z and the 3−regularity |A2| > |A1|. So ε ≥ 0.

5 Graph Robustness: A New Approach to the De-
sign of Valid Networks
The construction of valid networks is related to a more general expansion property
of graphs, more precisely to what can be seen as a ’bounded expansion property’ or
expansion property only for sets of bounded size. We call this property robustness.
Definition 3 (α-robustness) The α-robustness, robα, of a graph G is the maximum
value r, such that, for every subset X ⊂ V (G) with |X | ≤ |V |2 , we have δ(X) ≥
min(r, α|X |).
For α = 1 we simply say robustness. There are two main problems: on the one
hand we want to understand the behavior of the robustness for a general graph,
5 GRAPH ROBUSTNESS 13
which means giving some upper bounds, for instance showing the existence of sub-
sets which violate the α−robustness. This problem covers in particular the classical
problem of bisection-width, which has several important applications, see for ex-
ample [1] and [24]. On the other hand, for many applications, one would like to be
able to find graphs of large robustness (α−robustness). The first examples of such
graphs are expanders of expansion factor c which give graphs with c−robustness at
least n2 where n is the number of vertices. For d-regular graphs we have:
- if G is d-connected, robd = 1 and robd−1 = 2. robd−2 = g where g is the
double girth of the graph (minimum size of a cycle with a chord);
- for α ≤ 12 (d− 2
√
d− 1), robα ≥ n2 for Ramanujan graphs;
- for α > d2 − c
√
d, where c is some absolute constant depending only on d,
α−robustness is strictly smaller than n2 (see Alon [1]);
- for α > 13 + ǫ the α−robustness of a 3-regular graph is strictly smaller than
n
2 , the same is true for α >
4
5 + ǫ and for 4-regular graphs (see Monien-Preis
[24]).
Remark that, since it is NP-hard to compute the double girth of a graph, computing
rob2(G) is an NP-hard problem. The same is true for any α.
Remark 1 Before going through the study of robustness we would like to stress
that the concept of robustness is closely related to the concept of general selectors.
A general selector is a selector without degree conditions. More precisely we have
a graph G, such that the set of vertices V (G) is partitioned into three subsets: I
the set of vertices with one input, O the set of vertices with one output and S the
set of normal vertices with neither input nor output, with |I| = p+ k and |O| = p.
We say that G is a general selector (or is a
(
p+k
p
)
-network) if for any subset of I
of size p, there exist p edge-disjoint paths, each one joining one different input to
one different output.
Selectors also provide a very natural framework for constructing general valid
networks, i.e., valid networks without degree constraints. For instance, for any
(p, λ, k), we can construct a general valid (p, λ, k)-network as follows: take two
selectors, a
(
p+k
p
)
-network, A, and a
(
p+λ
p
)
-network, B. Let G be the graph
obtained by taking the disjoint union of A and B, deleting the outputs connected
to them, joining the two sets O(A) and O(B) by a matching and replacing the
inputs connected to I(B) by outputs. The resulting network is a general valid
(p, λ, k)-network in which I(A) is the set of vertices with one input and I(B) is the
set of vertices with one output.
In the following, rα denotes the maximum α-robustness of a 4-regular graph.
5.1 Robustness of random 4-regular graphs
In this section G(k, n) is the probability space of all graphs on n vertices that
are the union of k disjoint Hamiltonian cycles, all graphs occurring with the same
probability. By Gk,n we denote an element of G(k, n). This probability space is
”equivalent” to the probability space of random 2k-regular graphs, see [22].
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Theorem 4 Random 4-regular graphs have 1-robustness at least n14 with high prob-
ability, i.e. with probability 1−O( log nn ).
Corollary 1 For k ≤ n7 , there exist (p, λ, k)−valid networks of size 3n (remember
that n = p+ k).
Proof Suppose that a 4−regular Hamiltonian graph G of robustness n7 on 2n
vertices is given. Extract a complete matching from a Hamiltonian cycle and add
a doublon to every edge of this matching. It is now straightforward to show that
the resulting network is valid. This gives a valid (p = n− k, k, k)-network with 3n
switches. 
Remark 2 The method of the proof of Theorem 4 can be also used to obtain lower
bounds for α-robustness of random 4-regular graphs for other values of α. Some
numerical results are given below for some special values of α:
- r 11
25
= n2 (See Bolloba`s [15] for another proof of this result).
- r 11
20
≥ n2.6 , r 45 ≥
n
5.7 , r 23 ≥
n
3.6 , r 35 ≥
n
3 .
Proof [ of Theorem 4] We first give preliminary results on the unions of k disjoint
Hamiltonian cycles. The results for 4-regular graphs are then a direct application
with k = 2. Let G be a graph of G(k, n) and S be a subset of V with s vertices. On
the cycles C1, C2, . . . Ck constituting G, S can be described as a set of continuous
intervals. For i = 1, . . . k, let mi(S) be the number of intervals that S defines on
Ci. Then δ(S) = 2
∑
i=1,2,...kmi(S).
For a given cyclic permutation π, if I(s,m) denotes the number of sets of s
elements defining m segments on the cycle associated to π, we have:
Claim 1
I(s,m) =
(
s− 1
m− 1
)(
n− s
m
)
+
(
n− s− 1
m− 1
)(
s
m
)
=
(
s
m
)(
n− s
m
)(
m
s
+
m
n− s
)
.
(1)
Proof
The number of ways to write a number t as the ordered sum of p non-negative
integers is cut(t, p) =
(
t+p−1
p−1
)
. Also, the number of ways to write t as the ordered
sum of p positive integers is cut(t− p, p) = (t−1p−1).
Starting from the vertex 0 of the cycle, the set S can be encoded by giving two
sequences of numbers : the ordered list of the lengths of the segments in S and the
ordered list of the lengths of the segments in S. There are two cases, depending on
wether the first interval belongs to S or to S.
 If 0 belongs to S, then S is associated with exactly m segments on the path,
all having length at least 1, and S is associated to m + 1 segments, all but
the last one having length at least 1 (the last segment can have length 0).
So S can be encoded by dividing |S|−m = n−s−m into m+1 non-negative
integers. There are exactly cut(n− s−m,m+ 1) ways of doing it.
We should also write S as the ordered sum of m non null numbers, there are
cut(s−m,m) = ( s−1m−1) possibilities.
This gives a contribution of cut(n−s−m,m+1) ·cut(s−m,m) = ( s−1m−1)(n−sm )
to I(s,m).
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 If 0 is in S, the situation is symmetric, with n − s instead of s: we replace
cut(n− s−m,m+1)cut(s−m,m) by cut(s−m,m+ 1)cut(n− s−m,m) =(
s
m
)(
n−s−1
m−1
)
.
The total contribution is the sum of the partial contributions, and the claim follows.

Given a set S with s elements, we denote by P (s,m) the probability that for a
random cyclic permutation π, S defines m segments on the cycle associated to π.
Since the probability does not depend on S, but only on s, P (s,m) is well defined.
We have:
Claim 2
P (s,m) = I(s,m)/
(
n
s
)
=
(
s
m
)(
n−s
m
)
(ms +
m
n−s )(
n
s
) . (2)
Proof Consider a bipartite graph whose vertices are the sets of s elements and the
(n−1)! cyclic permutations. We put an edge between a set and a cyclic permutation
if the set defines m segments on the cycle associated to the permutation. This
graph is a “regular bipartite graph”, where sets have degree ∆ and permutations
have degree I(s,m). Counting the edges of the graph, we get ∆ = (n−1)!I(s,m)
(ns)
.
Now, the probability for a set to be adjacent to a permutation is ∆/(n−1)!. So,
given a set S with s elements, the probability that S defines exactly m segments
on a cycle C is I(s,m)/
(
n
s
)
. Then Equation 1 gives the result. 
Claim 3
Prob(δ(S) = 2x) =
∑
k1,...,kk|k1+k2+...+kk=x
∏
I(s, ki)/
(
n
s
)k
. (3)
Proof The result follows from the three points below:
 the probability that S defines ki segments on a random cycle Ci is I(s, ki);
 the cycles constituting Gk,n are independent
 δ(S) = 2
∑
1,2,...,k ki.

We say that a set is bad if δ(S) < min(s, n− s, r). By the above equations we can
estimate the probability of having bad sets. The following two lemmas complete
the proof of our Theorem. 
Lemma 2 (Robustness for small sets) Any set with size s ≤ n14 has border at
least s with probability 1−O( log nn ).
Proof
The number of cycles is two for 4-regular graphs. LetW (n, s) be the probability
that there is a set of size s ≤ r = n14 with border less than s:
W (n, s) ≤
(
n
s
) ∑
r≤s/2
∑
m1+m2=r
I(s,m1)I(s,m2)/
(
n
s
)2
.
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Since I(s,m1)I(s,m2) ≤ I(s, m1+m22 ), we have
W (n, s) =
∑
r≤s/2
∑
m1+m2=r
I(s,m1)I(s,m2)/
(
n
s
)
≤
∑
r≤s/2
r(I(s, r/2))2/
(
n
s
)
.
Now, since r ≤ s/2, we have I(s, r/2) ≤ I(s, s/4) andW (n, s) ≤ s28 (I(s, s/4))2 /
(
n
s
)
.
Replacing I(s, s/4) by its value we get:
W (n, s) ≤ s
2
8
(
s
s/4
)2 (
n− s
s/4
)2
/
(
n
s
)
.
For the following we need the following rather sharp form of Stirling’s formula
proved by Robbins(1955):
n! =
(n
e
)n√
2πneαn ,
where 112n+1 < αn <
1
12n .
Putting this formula in the above inequality we obtain:
W (n, s) ≤ s
3s(n− s)3n−3s
( s4 )
s(3s4 )
3s
2 (n− 5s4 )2n−
5s
2 nn
β,
where β =
16 (n−s)
√
s(n−s)
3pi
√
2pin (4n−5s) .e
γ with
γ = 3αs + 3αn−s − 4α s
4
− 2α 3s
4
− 2αn− 5s4 − αn,
αi being a real number in the interval [
1
12i+1 ,
1
12i ]. Let
X(n, s) :=
s3s(n− s)3n−3s
( s4 )
s(3s4 )
3s
2 (n− 5s4 )2n−
5s
2 nn
β.
Suppose n = a · s. Then we have:
X(n, s) =
(
(a− 1)3(a−1)
1
4 .(
3
4 )
3
2 .(a− 54 )2a−
5
2 .aa
)s
β.
If we note
g(a) :=
(a− 1)3(a−1)
1
4 .(
3
4 )
3
2 .(a− 54 )2a−
5
2 .aa
,
we have
X(n, s) = g(a)s.β.
Remember that
β =
16 (n− s)√s(n− s)
3π
√
2πn (4n− 5s) .e
γ .
It is now easy to see that g is decreasing. As g(13.80 · · · ) = 1, we have g(14) < 1.
Hence
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 For s ∈ [− 4 lognlog(g(14)) , n14 ] we have
X(n, s) ≤ C. 1
n4
β = O(
1
n2
),
for some constant C. Hence for some other constant C,
W (n, s) ≤ C. 1
n2
.
 For s ≤ − 4 lognlog(g(14)) we have a ≥ C. nlogn (for some constant C). Hence
X(n, s) ≤ C.(n/s)− s2 .β.
It is clear that for s ≥ 4, we have X(n, s) ≤ C. 1n for some constant C.
 It is easy to show that W (n, s) = 0 for s = 1, 2, 3, as the edge connectivity of
a random 4-regular graph is 4 with very high probability.
Then we have∑
s≤ n14
W (n, s) ≤
∑
− 4 log nlog(g(14))≤s≤ n14
X(n, s) +
∑
s≤− 4 log nlog(g(14))
X(n, s)
< C.n.
1
n2
+
C. log(n)
n
= O( log n
n
).

Lemma 3 (Robustness for large sets) For n large enough, any set of size s ∈
[ n14 ,
13n
14 ] has border at least
n
14 with probability 1−O( 1n ).
Proof
A set larger than n14 is bad when its border is smaller than
n
14 . Let W
′(n, s)
be the probability that there exists a set of size s ≥ r = n14 with border less than
r = n14 . We have
W ′(n, s) ≤
∑
i≤ n28
∑
k1+k2=i
I(s, k1)I(s, k2)/
(
n
s
)
.
Hence W ′(n, s) ≤ ( n14 )28
(
I(s, n56 )
)2
/
(
n
s
)
.
Let define δ(a) for a ∈ [ 114 , 1− 114 ] as
δ(a) =
((
a.n
n
56
)(
(1−a)n
n
56
))2
(
n
a.n
) .
Then
W ′(n, an) ≤ 1
8
( n
14
)2
δ(a).
Again, using methods similar to the ones of last section, we obtain W ′(n, a) ≤
h(a)nβ′, where β′ is a rational function on n and a, and h is defined below:
h(a) =
a3a (1− a)3−3a
( 156 )
1
14 (a− 156 )2a−
1
28 (1 − a− 156 )2−2a−
1
28
β′.
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Since h( 114 ) < 1, with h decreasing,
W ′(n, an) ≤ h( 1
14
)nβ′.
As β′ is rational, we have for n large enough W ′(n, an) < 12n2 , and so W
′(n, s) =
O( 1n ). So ∑
s∈[ n14 , 13n14 ]
W ′(n, s) = O( 1
n
),
and the lemma is proved. 
6 Lower Bounds
In this section we distinguish switches according to their number of inputs and
outputs. Figure 4 defines the different set of switches: S, Si, So, Vi, Vo, D and
T . For example, a switch v is in D if i(v) = o(v) = 1. Remember that we called
such a switch a doublon and that all switches that are not a doublon are called
R-switch. Remark that direct applications of the cut criterion show that no other
types of switches are possible and that, as soon as λ ≥ 1, switches of kind T are
forbidden. Recall the convention that a lower case letter in the notations indicates
the cardinality of the set denoted by the corresponding upper case letter.
DViS Si So TVo
Figure 4: Kinds of switches.
Fundamental equations are linking the different kinds of switches: Equation 4
(switch partition equation) which counts the number N of switches of the network,
Equation 5 (input equation) which counts the number of inputs and Equation 6
(output equation) which counts the number of outputs.
N = s+ si + so + d+ vi + vo + t (4)
p+ λ = si + 2vi + d+ t (5)
p+ k = so + 2vo + d+ 2t (6)
In Subsection 6.1, we prove a fundamental preliminary theorem, Theorem 5. Its
main point is that N(p, λ, k) ≥ 32n+ d2 − ε(n) (where d is the number of doublons
and where ε(n) goes to zero when n goes to infinity). Direct applications of this
theorem give lower bounds for general and simplified networks (Theorems 6 and
7). We succeed in obtaining a better bound of n+ 23n− ε(n) for two cases: when
λ goes to infinity (Theorem 8) and when some kinds of switches are not allowed
in the networks (Theorem 9). Finally (Theorem 10), we succeed to obtain a tight
bound n+ 34n− ε(n) for another family of networks using majority arguments.
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6.1 Preliminary Theorem
The idea to find and prove lower bounds here is first to obtain local information
on possible switch configurations. The methodology is to use the cut criterion
(Proposition 1) to infer equations linking the numbers of switches of different kinds.
Then, we use the existence of a quasi-partition (Lemma 4) to obtain bounds for the
whole network.
Definition 4 (q-quasi-partition) Let G = (V,E) be a graph and q be a positive
integer. A q-quasi-partition of G is a family Q = {A1, A2, . . . , Am} of subsets of
V , such that :
(i) for every 1 ≤ i ≤ m, the subgraph G[Ai] induced by Ai is connected;
(ii) for every 1 ≤ i ≤ m, q3 ≤ |Ai| ≤ q;
(iii) V =
⋃m
i=1 Ai and
∑m
i=1 |Ai| ≤ |V |+ |{Ai; |Ai| > 2q3 }|+ 1.
Lemma 4 ([20]) Let q be a positive integer and G be a connected graph of order
at least q3 . Then G admits a q-quasi-partition.
Remark 3  If G has several connected components, each of size at least q2 ,
applying the lemma to each component and using the additivity of both sides
of Equation (iii) gives us a q−quasi-partition of G.
 Let Q be a quasi-partition of G as in Lemma 4. Let t = |{Ai, |Ai| ≥ 2q3 }| and
v = |V |. Then we have: m ≤ 3(v+t+1)q and t ≤ v+12q
3 −1
.
Proof The lemma as stated in [20] is slightly incorrect. Hence we restate it here
and give a new proof. Since every connected graph G contains a spanning tree, it is
sufficient to prove the result for trees. We prove this by induction on the size of the
trees. Let T be a tree. If T contains less than q elements, then the result trivially
holds. So suppose that |T | ≥ q. An edge e of T is called a q-balanced separator, if
removing e separates the tree into connected components of sizes at least q. Let Eq
be the subgraph consiting of all q-balanced edges. If there is no q-balanced edge in
the tree, a q-separator vertex exists, that is a vertex v such that all the connected
components of T \ {v} have less than q vertices. Let us take l to be a leaf of Eq if
some q-balanced edges exist or a q-separator vertex if Eq = ∅. T \ (Eq ∪ {l}) has
r connected components, say C1, . . . , Cr, such that |C1| ≥ |C2| ≥ · · · ≥ |Cr|. By
the choice of l, and our hypothesis on the size of T (|T | > q), we have |Ci| < q and∑r
i=1 |Ci| ≥ q. The following cases can appear.
 |C1| ≥ q3 and T \ C1 has at least q3 vertices. Then by induction it has a q-
quasi partition {A1, . . . , Am−1}. Adding Am = V (C1) to this family provides
a q-quasi partition for T .
 |C1| < q3 . We have r ≥ 3. Let s be the largest integer such that
∑
i≤s |Ci| ≤ q.
As |Cs+1| ≤ |C1| < q3 , we have s ≥ 3 and
∑
i≤r |Ci| ≥ 2q3 (by maximality of
s).
So we can suppose that
∑
i≤r |Ci| ≥ 2q3 . If the connected tree T \
⋃
i≤s Ci
has more than q3 elements, for example if Eq 6= ∅, by induction it admits a
q-quasi partition {A1, . . . , Am−1}. Adding Am =
⋃
i≤s Ci ∪ {l} to this family
provides a q-quasi partition for T .
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 T has less than q + q3 vertices, Eq is empty and we can find a vertex l such
that each |Ci| has less than q3 vertices. Let t be the smallest integer such
that
∑
i≤t |Ci| ≥ q3 . We claim that T \
⋃
i≤t Ci has at most q and at least
q
3
vertices. The first one is true because T has at most q+ q3 vertices and
⋃
i≤t Ci
has at least q3 vertices. The second one is true, because of the minimality of
t. Indeed,
⋃
i≤t−1 Ci has at most
q
3 vertices, Ct has at most
q
3 vertices, and
so because |T | ≥ q + 1, T \⋃i≤t Ci has at least q3 vertices. It is now easy to
check that
⋃
i≤t Ci ∪ {l} and T \
⋃
i≤t Ci form a q-quasi partition of T .

For the proof of Theorem 5 we need to define large and small H−components
of R, the associated graph of N .
Definition 5 [H-component, large and small H-components, adjacent H-
components] We consider a (p, λ, k)-network and its associated graph R (see Sec-
tion 2 for definition). We take H the subgraph of R which contains only the edges of
type E0. An H-component of R is a connected component of H. An H-component
is said large (respectively small) if it has more than (resp. strictly less than) q
switches, with q the greatest integer satisfying 2(q+(2q+2)q)+2 ≤ k− 1. Remark
that q ∼
√
k
2 . Two H-components C1 and C2 are said adjacent if there exists an
edge of R with one R−switch in C1 and the other in C2.
Proposition 2 1. A small H-component has no outgoing edge of kind E2.
2. A small H-component has no input inside.
3. Two small H-components are not adjacent.
Proof Let C be a small H-component. We apply the cut criterion of Section 4.2
to the set C˜ of N obtained from C by adding in N the doublons of the edges of
type E1 and E2 incident to R−switches of C.
As k ≤ p and |C| ≤ q ≈
√
k
2 , we have o(C) ≤ k2 ≤ p. Hence the cut criterion
reduces to
δ(C˜) ≥ i(C˜).
Let e1 (res. e2) be the number of outgoing edges of kind E1 (resp. E2) incident to
R−switches of C.
- By definition of H and of the small components, δ(C˜) = e1 + e2. We have
i(C˜) ≥ e1+2e2+i(C). So by the cut criterion, e2 = 0 proving 1) and i(C) = 0
proving 2).
- Let C′ be an other small H−component. If C and C′ are joined by f ≥ 1
edges, then letW = C˜∪C˜′, we have i(W ) ≥ e1+e′1−f and δ(W ) ≤ e1+e′1−2f
so δ(W ) < i(W ), giving a contradiction.

Theorem 5 (Preliminary Theorem) In a valid network N with k ≤ n2 , we have
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N ≥
(
3
2
n− (k − λ)− 4− 12√
k
)(
1− 9
2
√
k
+O
(
1
k
))
+
d
2
(
1 +
9
2
√
k
+O
(
1
k
))
,
where n = p+ k.
Proof According to Lemma 4 and Remark 3, the union of the large H-compo-
nents of R admits a q-quasi-partition Q = {A1, . . . , Am}. So each Aj is connected
and of size q2 ≤ |Aj | ≤ q. We say that an edge with doublons (i.e. an edge of type
E1 or E2) is of type:
 R if it is between an Aj and a small H−component,
 M if it is between two distinct Aj and Ak,
 N if it is inside an Aj .
Aj
rj
Bj ej
Mj
Nj
Ak
AlAm
Figure 5: Sketch of proof of Theorem 5
We introduce the sets Bj consisting of Aj union all the small H−components
adjacent to it. We define new quantities as shown on Figure 5:
 rj is the number of edges between Aj and its small H-components.
 ej is the number of outgoing edges of Bj incident to one of its small compo-
nents.
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 Mj is the number of doublons on the edges of type M .
 Nj is the number of doublons on the edges of type N .
As two small components can not be adjacent, remark that all rj and ej edges are
of type R.
Let us now apply the cut criterion to Bj. δ(Bj) + o(Bj) − min(k, o(Bj)) −
min(i(Bj), p) ≥ 0. As k ≤ n2 , we have i(Bj) ≤ p. We first show that o(Bj) < k.
Indeed, if o(Bj) ≥ k, the cut criterion reduces to δ(Bj) ≥ k. Furthermore Aj is
connected and of size less than q, so it has at most 2q + 2 outgoing edges and the
number of small H−components of Bj is at most 2q + 2. As the size of a small
H−component is less than q, the number of vertices in Bj is at most q+ (2q+2)q.
Hence the number of outgoing edges δ(Bj) is at most 2(q + (2q + 2)q) + 2. By our
choice of q it gives k ≤ δ(Bj) ≤ 2(q + (2q + 2)q) + 2 ≤ k − 1, a contradiction.
Consequently o(Bj) < k.
The cut criterion is now equivalent to δ(Bj) ≥ i(Bj). Noting δ′ the number
of outgoing edges of Bj incident to Aj , we have δ(Bj) = δ′(Bj) + ej . Using the
definitions of switch kinds (Figure 4), we have
δ′ = 4|Aj | − 2e(Aj)− rj − 2Nj − si − so − 2vi − 2vo − 3t.
Since Aj is connected, e(Aj) ≥ |Aj | − 1, we get
δ′ ≤ 2|Aj |+ 2− rj − 2Nj − si − so − 2vi − 2vo − 3t.
For the number of inputs in Bj we have
i(Bj) = ej + rj +Mj +Nj + si + 2vi + t.
The cut criterion (Proposition 1) then implies:
2|Aj |+ 2 ≥ 2si + so + 4vi + 2vo + 4t+ 3Nj + 2rj +Mj. (7)
The total number of doublons is d. All doublons are of type R, M or N . The
doublons in M are counted for two different Aj and Ak. So
∑m
j=1 Mj+3Nj+2rj ≥
2d. Hence taking the sum of Equation 7 over all j we obtain
2
m∑
j=1
|Aj |+ 2m ≥ 2si + so + 4vi + 2vo + 4t+ 2d.
The input and output equations (Equations 5 and 6) give 2si + 4vi + 2t + 2d =
2n− 2(k − λ) and so + 2vo + 2t = n− d. Hence
2
m∑
j=1
|Aj |+ 2m ≥ 3n− d− 2(k − λ). (8)
The family {Aj} forms a q-quasi-partition ofR. Let t := |{Aj , |Aj | ≥ 2q3 }| and v the
number of vertices of R. Then, by Remark 3, we have m ≤ 3(v+t+1)q and t ≤ v+12q
3 −1
.
By definition of a quasi-partition:
∑m
i=j |Aj | ≤ v + |{Aj , |Aj | ≥ 2q3 }| = v + t+ 1.
Putting all these equations into Equation 8 gives:
2v
(
1 +
1
2q
3 − 1
)
≥ q
q + 3
[(3n− d− 2(k − λ)) − 2(q + 3)
q
− 6
q
− 2].
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2v ≥ q
q + 3
2q − 3
2q
[3n− d− 2(k − λ)− 2(q + 3)
q
− 6
q
− 2]
= [3n− d− 2(k − λ)− 2(q + 3)
q
− 6
q
− 2]
(
1− 9
2q + 6
)
.
Using N ≥ v + d, we obtain
N ≥
(
3
2
n− (k − λ) − 4− 12
q
)(
1− 9
2q + 6
)
+
d
2
(
1 +
9
2q + 6
)
.
Finally,
N ≥
(
3
2
n− (k − λ)− 4− 12√
k
)(
1− 9
2
√
k
+O
(
1
k
))
+
d
2
(
1 +
9
2
√
k
+O
(
1
k
))
.

6.2 Lower Bounds
Here we apply Theorem 5 to prove lower bounds for the number of switches of min-
imal valid networks. Let us remind the reader that l ≤ k is assumed for symmetry
reasons and that n := p+ k.
Theorem 6 (Selector: λ = 0) In a valid network N , when k → ∞ with k ≤ n2 ,
we have
N ≥ n+ n
2
+O( n√
k
).
In other words,
N(p, 0, k) ≥ n+ n
2
+O(
n√
k
).
In particular, we obtain a tight bound for networks with λ = 0 (see Theorem 3).
Proof The proof follows directly from Theorem 5. 
Theorem 7 (Simplified case) In the simplified case, when k → ∞ with k ≤ n2 ,
we have N(p, λ, k) ≥ 2n+O( n√
k
).
In particular, we obtain a tight bound for the simplified case (see Theorem 1).
Proof First recall that a direct application of the cut criterion shows that as soon
as λ ≥ 1, T is empty (see definition of switch types in Figure 4, p. 18). This means
that in this proof and the following we will not consider switches of T . Now the
proof follows from Theorem 5 and from d = n − (k − λ) in the simplified case.

Theorem 8 (General case) When λ → ∞ and k → ∞, N(p, λ, k) ≥ n + 23n +
O( n√
λ
).
Proof We first give a bound for the number of switches of types Vi and Vo using
the following remark:
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Figure 6: When λ = 0, switches of kind Vi may be removed.
Lemma 5 When λ→∞ and k →∞,{
vi ≤ N − 32n− d2 − k−λ2 + λO( n√k ),
vo ≤ N − 32 (n− k + λ) − d2 + k − λ−k2 +O( n√λ).
Proof Imagine we have a valid (p, λ, k)−network with N switches and vi switches
in Vi. We obtain a valid (p, 0, k)−network after removing any λ inputs. This new
network has at least vi−λ switches of kind Vi. By Remark 4 we may remove these
switches and obtain a valid (p, 0, k)−network with N − vi+λ switches. Theorem 5
gives
N − vi + λ ≥ 3
2
n+
d
2
+
k − λ
2
+O(
n√
k
).
So the result holds. Symmetry (in the sense of swapping inputs and outputs gives
a valid (p, k, λ)−network) gives the second equation. 
The switch partition equation and Equations 5 and 6 give here
N = 2n− (k − λ) − vi − vo − d+ s.
Lemma 5 gives
N ≥ 2n− (k − λ)− d+ s− 2N + 3n+ d
+O(
n√
k
) +O(
n√
λ
)− 3
2
(k − λ)− λ− k.
N ≥ 5
3
n+O(
n√
k
) +O(
n√
λ
)− 5
2
k +
λ
2
.

Theorem 9 When λ ≥ 1 and no switches of kinds Vi and Vo are allowed, when
k →∞ with k ≤ n2 , we have N(p, λ, k) ≥ n+ 23n+O( n√k ).
Proof Let us first remark the following:
Remark 4 Notice that when λ = 0, switches of type Vi are not present in a
minimal valid (p, λ, k)−network. As shown in Figure 6, they may be removed to
form a new valid (p, λ, k)−network with vi less switches.
Proof Direct by the cut criterion. 
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When vi = vo = 0, the input equation (Equation 5) becomes n = d + si and the
output equation (Equation 6) becomes n = d + so. So si = so and the switch
partition equation (Equation 4) gives
N = 2n− d. (9)
Theorem 5 gives
2n− d ≥ 3
2
n+
d
2
+O(
n√
k
)
n
3
≥ d+O( n√
k
).
Equation 9 gives
N ≥ 5
3
n+O(
n√
k
).

To sum up, in the general case, we proved a lower bound of type n+2n/3. Let
us remind the reader that we obtained an upper bound with n + 3n/4 switches
(Theorem 2). We conjecture that the later is the right answer to the problem. We
are able to prove this with some extra conditions on the network using majority
arguments:
Theorem 10 Let N be a network of N switches with the associated graph R =
(V = A ∪ B,E) such that R is bipartite, all vertices of A have exactly one output
and all vertices of B exactly one input in the original network.
N ≥ n+ 3
4
n+O(
n√
k
).
Proof We are given a ternary bipartite graph R = (V = A ∪B,E) such that all
vertices of A have an output and all vertices of B have an input. The vertices of
B are partitioned in two sets B1 and B0. A vertex of B1 is adjacent to an edge of
type E1 or E2, while the vertices of B0 are not.
For a subset X ⊂ A we use the following notations : Bi(X) = Γ(X)∩Bi, i = 0, 1
and bi = |Bi|.
Let X be a subset of A such that F (X) = X ∪Γ(X) is connected and 6|X | ≤ k.
X has less than k outputs. To fullfill the cut criterion for small subsets (less than
k outputs), we need
b0(X) ≥ b1(X)− 3 + 3cF (X), (10)
where cF (X) is the feedback edge set of the subgraph induced by F (X).
The goal is to prove that this can happen only if b0 +O(
1√
k
) ≥ 2b1.
Let Y be a set of y vertices of B0 such that Y ∪ Γ(Y ) is connected. We have
|Γ(Y )| = 2y+1− cF (Y ). There are 3y+3− 3c edges comming out of F (Y ), say αy
toward vertices of type B0 and 3y+3−3c−αy toward vertices of type B1. In G we
consider the connected subgraph induced by Z = F (Y )∪ (Γ(F (Y ))∩B1). We have
(6− α)y + 3− 3cF (Y ) edges inside Z, so the number of vertices in Γ(F (Y )) ∩B1 is
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(6− α)y + 3− 3cF (Y ) − y− (2y + 1− cF (Y ))− cZ = (3− α)y + 2− 2cF (Y ) − cZ . If
we take X = Γ(Y ), Equation 10 gives
(α+ 1)y ≥ b0(X) ≥ b1(X)− 3 + 3cF (X)
≥ (3− α)y + 2− 2cF (Y ) − cZ − 3 + 3cF (X)
≥ (3− α)y − 1− 2cF (Y ) + 2cF (X)
where in the last inequality we use the fact that cZ ≤ cF (X). As cF (Y ) ≤ cF (X), we
have:
α ≥ 1− 1
2y
.
We consider all the connected components of the graph induced by B0 ∪A and
we take a q-quasi-partition of the big components for some q, q = O(k) such that
all components are of the form F (Y ) for some Y subset of B0. Now we count the
edges going to B0 and B1.
For one component D of the quasi-partition with y vertices of B0, we find at
least (3 +α)y ≥ 4y− 12 edges toward B0 and at most 2y+ 72 edges toward B1 with
one extremity in D.
Globally, if m is the number of components and up to some small number of
recounting (Quasi-partition arguments) we get 4|A| − m2 = 3b0 edges toward B0
and 2A+ 7m2 = 3b1 edges toward B1.
Hence b0 ≥ 2b1 +O( 1√k ). 
7 Conclusion
In this paper we proposed constructions of valid (p, λ, k)−networks and gave lower
bounds on their size. The design problem appears to be driven by two constraints:
a local one in which small patterns are forbidden and another one which is related
to some global expansion property of the network. This led us to define an expan-
sion parameter of a graph: the α−robustness. This parameter is a generalization of
the usual edge-expansion. Using graphs of 2−robustness equal to Θ(logn) we con-
structed almost optimal simplified networks. Similarly when k ≤ n7 , using graphs of
large 1−robustness we proposed good simplified networks. Despite many answers
for small values of k (k ≤ n7 ), little is known when k is larger.
To obtain our lower bounds, we presented a powerful technique: quasi-partitioning.
We think that this technique can potentially have other applications to derive lower
bounds for problems of the same kind.
Some interesting open questions remain
- For a fixed α, find explicit constructions of nice α-robust graphs, graphs
having large α−robustness.
- Is there a very explicit construction such as the “Zig-Zag product”of [29] and
“lift”of [13] providing nice robust graphs? Does the Zig-Zag product preserve
robustness?
- What is the maximum bisection-width of a 4-regular graph? In [24] the
maximal bisection width of 4-regular graphs on n vertices is shown to be at
most 2n5 . This leads to an α−robustness < n2 when α > 45 . Is it possible to
8 ACKNOWLEDGMENTS 27
obtain the same kinds of results for larger values of α ensuring a maximal
robustness of size at most n3 , for example?
- What is the minimum number of switches or edges in an n-superselector? (See
[23, 30] for some constructions.)
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Annexe B
Algorithmes de routage
B.1 (ℓ,k)-Routing on Plane Grids
Article soumis à Journal of Interconnectio Networks.
B.2 On Multiple Improper Colorings
Article en préparation.
B.3 The Proportional Colouring Problem : Optimising
Buffers in Radio Mesh Networks
Article soumis à un numéro spécial de Discrete Applied Mathematics.
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Tous es algorithmes sont omplètements distribués.
Mots-lés : Routage de paquets, algorithme distribué, (ℓ, k)-routage, grilles planaires,
routage de permutation, plus ourt hemin, algorithme sans mémoire
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(ℓ, k)-Routing on Plane Grids ∗∗
Abstrat: The paket routing problem plays an essential role in ommuniation networks.
It involves how to transfer data from some origins to some destinations within a reasonable
amount of time. In the (ℓ, k)-routing problem, eah node an send at most ℓ pakets and
reeive at most k pakets. Permutation routing is the partiular ase ℓ = k = 1. In the
r-entral routing problem, all nodes at distane at most r from a xed node v want to send
a paket to v.
In this artile we study the permutation routing, the r-entral routing and the general
(ℓ, k)-routing problems on plane grids, that is square grids, triangular grids and hexagonal
grids. We use the store-and-forward ∆-port model, and we onsider both full and half-duplex
networks. The main ontributions are the following:
1. Tight permutation routing algorithms on full-duplex hexagonal grids, and half duplex
triangular and hexagonal grids.
2. Tight r-entral routing algorithms on triangular and hexagonal grids.
3. Tight (k, k)-routing algorithms on square, triangular and hexagonal grids.
4. Good approximation algorithms (in terms of running time) for (ℓ, k)-routing on square,
triangular and hexagonal grids, together with new lower bounds on the running time
of any algorithm using shortest path routing.
All these algorithms are ompletely distributed, i.e. an be implemented independently at
eah node. Finally, we also formulate the (ℓ, k)-routing problem as a Weighted Edge
Coloring problem on bipartite graphs.
Key-words: Paket routing, distributed algorithm, (ℓ, k)-routing, plane grids, permutation
routing, shortest path, oblivious algorithm
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1 Introdution
In teleommuniation networks, it is essential to be able to route ommuniations as
quikly as possible. In this ontext, the paket routing problem plays a apital role. In this
problem we are given a network and a set of pakets to be routed through the nodes and
the edges of the network graph. A paket is haraterized by an origin and a destination
node, and typially an edge an be used by no more than one paket at the same time. The
objetive is to nd an algorithm to ompute a shedule to route all pakets whih minimizes
the total delivery time. This problem has been widely studied in the literature under many
dierent assumptions. In 1988, Leighton, Maggs and Rao proved in their seminal artile
[31, 29℄ the existene of a shedule for routing any set of pakets with edge-simple paths on
a general network, in optimal time of O(C +D) steps. Here C is the ongestion (maximum
number of paths sharing an edge) and D the dilation (length of a longest path) and it is
assumed that the paths are given a priori. The proof of [29℄ used Lovász Loal Lemma and
was non onstrutive. This result was further improved in [28℄ where the same authors gave
an expliit algorithm, using the Bek's onstrutive version of the Loal Lemma.
These algorithms to ompute the optimal shedule are entralized. Then in [38℄ Ostrovsky
and Rabani gave a distributed randomized algorithm running in O(C+D+log1+ǫ(n)) steps.
We give a more detailed overview in Setion 1.1.
Although these results are asymptotially tight, they deal with a general network, and
in many ases it is possible to design more eient algorithms by looking at spei paket
ongurations or network topologies. For instane, is it natural to bound the maximum
number of messages that a node an send or reeive. We fous on this point in Setion 1.2,
where we will formally dene the problem under study in this paper.
On the other hand, the network under study plays a major role on the quality and the
simpliity of the solution. For example, in a radio wireless environment, ellular networks
are usually modeled by a hexagonal grid where nodes represent base stations. The ells of
the hexagonal grids have good diameter to area ratio and still have a simple struture. If
enters of neighboring ells are onneted, the resulting graph is alled a triangular grid.
Notie that hexagonal grids are subgraphs of the triangular grid. We will talk about suh
networks in Setion 1.3. In this paper we fous on the study of the (ℓ, k)-routing problem
in onvex subgraphs, i.e. that ontain all shortest paths between all pairs of nodes of the
square, triangular and hexagonal grid.
1.1 General Results on Paket Routing
In this setion we provide a fast overview of the state-of-the-art of the general paket
routing problem, in both the o-line and on-line settings in Setions 1.1.2 and 1.1.3 respe-
tively, fousing mostly on the latter. We begin by realling three lassial lower bounds for
the paket routing problem.
INRIA
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1.1.1 Classial lower bounds
In the paket routing problem, there are three lassial types of lower bounds for the
running time of any algorithm :
1. Distane bound : the longest distane over the paths of all pakets (usually alled
dilation, denoted D) onstitutes a lower bound on the number of steps required to
route all the pakets.
2. Congestion bound : the ongestion of an edge of the network is dened as the
number of paths using this edge. Then, the greatest ongestion over all the edges of
the network (denoted C) is also a lower bound on the number of steps, sine at eah
step an edge an be used by at most one paket.
3. Bisetion bound : Let G = (V,E) be the graph whih models the network, and
F ⊆ E a ut-set disonneting G into two omponents G1 and G2. Let m be the
number of pakets with origin in G1 and destination in G2. Then, the number of
routing steps used by any algorithm will be at least
⌈
m
|F |
⌉
.
1.1.2 O-line routing
Given a set of pakets to be sent through a network, a path system is dened as the union
of the paths that eah paket must follow. For a general network and any set of n demands,
we have seen in Setion 1.1.1 that the dilation and the ongestion provide two lower bounds
for the routing time. This proves that the dilation+ congestion of a paths system used for
the routing proedure is a lower bound of twie the routing time. In a elebrated paper,
Leighton, Maggs and Rao proved the following theorem :
Theorem 1.1 ([31℄) For any set of requests and a path system for these requests, there is
an o-line routing protool that needs O(C +D) steps to route all the requests, where C is
the ongestion and D is the dilation of the path system.
In addition, in [49℄ the authors show that, given the set of pakets to be sent, it is possible
to nd in polynomial time a path system with C + D within a fator 4 of the optimum.
Thus, Theorem 1.1 an be announed in a more general way :
Theorem 1.2 ([49℄) For any set of requests, there is an o-line routing protool that needs
O(C+D) steps to route all the requests, where C+D is the minimum congestion+dilation
over all the possible path systems.
Furthermore, this routing protool uses xed buer size, i.e. the queue size at all nodes
is bounded by a onstant at eah step. Nevertheless, it is important to notie that a huge
onstant may be hidden inside the O notation. As we have said in the introdution, this
result was further improved in [28℄ where the same authors gave an expliit algorithm. These
algorithms to ompute the optimal shedule are entralized. In a distributed algorithm nodes
must make their deisions independently, based on the pakets they see, without the use of
RR n° 6480
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a entralized sheduler. Then in [38℄ Ostrovsky and Rabani gave a distributed randomized
algorithm running in O(C +D + log1+ǫ(n)) steps.
We refer to Sheideler's thesis [45℄ for a omplete ompilation of general paket routing
algorithms.
1.1.3 On-line routing
In the on-line setting, the oldest on-line protool that deviates only by a fator logarithmi
in n from the best possible runtime O(C +D) for arbitrary path-olletions is the protool
presented by Leighton, Maggs and Rao in the same paper [31℄, running in O(C+D log(Dn))
steps with high probability. The authors all the algorithm on-line, rather than distributed.
This shedule assumes that the paths are given a priori, hene it does not fous on the
problem of hoosing the paths to route the pakets.
The results of [1℄ provide a routing algorithm that is log n ompetitive with respet to
the ongestion. In other words, it is worse than an optimal o-line algorithm only by a fator
logn. In this setting the demands arrive one by one and the algorithm routes alls based on
the urrent ongestion on the various links in the network, so this an be ahieved only via
entralized ontrol and serializing the routing requests. In [3℄ the authors gave a distributed
algorithm that repeatedly sans the network so as to hoose the routes. This algorithm
requires shared variables on the edges of the network and hene is hard to implement. Note
that the two on-line algorithms above depend on the demands and are therefore adaptive.
Reall that an oblivious routing strategy is speied by a path system P and a funtion
w assigning a weight to every path in P . This funtion w has the property that for every
soure-destination pair (s, t), the system of ow paths Ps,t for (s, t) fullls
∑
q∈Ps,t w(q) = 1.
One an think of this funtion as a frequeny distribution among several paths going from
an origin s to a destination t. In adaptive routing, however, the path taken by a paket may
also depend on other pakets or events taking plae in the network during its travel. Remark
that every oblivious routing strategy is obviously on-line and distributed.
The rst paper to perform a worst ase theoretial analysis on oblivious routing is the pa-
per of Valiant and Brebner [54℄, who onsidered routing on spei network topologies suh
as the hyperube. They give a randomized oblivious routing algorithm. Borodin and Hop-
roft [6℄ and subsequently [22℄ have shown that deterministi oblivious routing algorithms
annot approximate well the minimal load on any non-trivial network.
In a reent paper, Räke [40℄ gave the onstrution of a polylog ompetitive oblivious
routing algorithm for general undireted networks. It seems truly surprising that one an
ome lose to minimal ongestion without any information on the urrent load in the network.
This result has been improved in [4℄. Lower bounds on the ompetitive ratio of oblivious
routing have been studied for various types of networks. For example, for the d-dimensional
mesh, Maggs et al. [35℄ gave the ω(C∗d (logn)) lower bound on the ompetitive ratio of an
oblivious algorithm on the mesh, where C∗ is the optimal ongestion.
So far, the oblivious algorithms studied in the literature have foused on minimizing the
ongestion while ignoring the dilation. In fat, the quality of the paths should be determined
by the ongestion C, and the dilation D. An open question is whether C and D an be
INRIA
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ontrolled simultaneously. An appropriate parameter to apture how good is the dilation of
a path system is the streth, dened as the maximum over all pakets of the ratio between
the length of the path taken by the routing protool and the length of a shortest path
from soure to destination. In a reent work, Bush et al. [8℄ onsidered again the ase of
the d-dimensional mesh. They presented an on-line algorithm for whih C and D are both
within O(d2) of the potential optimal, i.e. D = O(d2D∗) and C = O(dC∗ log(n)), where D∗
is the optimal dilation (remark that by [35℄, it is impossible to have a fator better than
ω(C∗d (logn))).
There is a simple ounter-example network that shows that in general the two metris
(dilation and ongestion) are orthogonal to eah other : take an adjaent pair of nodes
u, v and Θ(
√
n) disjoint paths of length Θ(
√
n) between u and v. For pakets traveling
from u to v, any routing algorithm that minimizes ongestion has to use all the paths,
however, in this way some pakets follow long paths, giving high streth. Nevertheless, in
grids [8℄, and in some speial kind of geometri networks [7℄ the ongestion is within a poly-
logarithmi fator from optimal and streth is onstant (d the dimension). As mentioned
before an interesting open problem is to nd other lasses of networks where the ongestion
and streth are minimized simultaneously [2℄. Possible andidates for suh networks ould be
for example bounded-growth networks, or networks whose nodes are uniformly distributed
in losed polygons, whih desribe interesting ases of wireless networks.
The reent paper of Maggs [34℄ surveys a olletion of theoretial results that relate the
ongestion and dilation of the paths taken by a set of pakets in a network to the time
required for their delivery.
1.2 Routing Problems
The initial and nal positioning of the pakets has a diret inuene on the time needed
for their routing. Considering stati paket onguration, the most studied onstraints refer
to the maximum number of pakets that a node an send and reeive. Due to their pratial
importane, some of these problems have spei names :
1. Permutation routing : eah node is the origin and the destination of at most one
paket. To measure the routing apability of an interonnetion network, the partial
permutation routing (PPR) problem is usually used as the metri.
2. (ℓ, k)-routing : eah node is the origin of at most ℓ pakets and destination of at most
k pakets. Permutation routing orresponds to the ase ℓ = k = 1 of (ℓ, k)-routing.
Another important partiular ase is the (1, k)-routing, in whih eah node an send
at most one paket and reeive at most k pakets.
3. (1, any)-routing : eah node is origin of at most one paket but there are no onstraints
on the number of pakets that a node an reeive.
4. r-entral routing : all nodes at distane at most r of a entral node send one mes-
sage to this entral node.
RR n° 6480
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In all these problems we are given an initial paket onguration, and the objetive is to
route all pakets to their respetive destinations minimizing the total routing time, under
the onstraint that eah edge an be used by at most one paket at the same time.
Besides of the onstraints about the initial and nal positions of the pakets, there also
exist dierent routing models at the intermediate nodes of the network. For instane, in
the hot potato model no paket an be stored at the nodes of the network, whereas in the
store-and-forward at eah step a paket an either stay at a node or move to an adjaent
node. Another widely used model is the wormhole routing.
On the other hand, one an onsider onstraints on the number of inident edges that
eah node of the network an use to send or reeive pakets at the same time. In the ∆-port
model [16℄, eah node an send or reeive pakets through all its inident edges at the same
time.
In this artile we study the store-and-forward ∆-port model. In addition, we suppose
that ohabitation of multiple pakets at the same node is allowed. I.e. a queue is required
for eah outgoing edge at eah node.
The nature of the links of the network is another fator that inuenes the routing
eieny. The type of links is usually one of the following : full-duplex or half-duplex. In
the full-duplex ase there are two links between two adjaent nodes, one in eah diretion.
Hene two pakets an transit, one in eah diretion, simultaneously. In the half-duplex ase
only one paket an transit between two nodes, either in one diretion of the edge or in the
other. In this paper we fous on both half and full-duplex links.
1.3 Topologies
We now give a brief summary of various ases of (ℓ, k)-routing and (1, any)-routing that
have been studied for several spei topologies. More preisely, in Setion 1.3.1 we list
the most important results for some networks whih have attrated a great interest in the
literature, like hyperubes and irulant graphs. Then we move to plane grids in Setion
1.3.2. It is well known that there exist only three possible tessellations of the plane into
regular polygons [55℄ : squares, triangles and hexagons. These graphs are those whih we
study in this artile.
1.3.1 Dierent network topologies
In [20℄ the authors studied the permutation routing problem in low-dimensional hyper-
ubes (d ≤ 12). They gave optimal or good in the worst ase oblivious algorithms, i.e.
algorithms in whih the path used by a paket is entirely determined by its origin and its
destination. An other network widely studied in the literature is the two dimensional mesh
with row and olumn buses. This network an also be diversied aording to the apaities
of the buses. In [51℄ Suel gave a deterministi algorithm to solve the permutation routing
problem in suh networks. It gives a shedule using at most n+ o(n) steps and a queue of
size 2, where the queue is the maximum number of pakets that have to be stored at an
intermediate node. He also proposed a deterministi algorithm for r-dimensional arrays with
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buses working in (2 − 1r )n + o(n) steps and still using queues of size 2. In [27℄, the authors
studied the (ℓ, ℓ)-routing problem in the mesh grid with two diagonals and gave, for ℓ ≥ 9 a
deterministi algorithm using
2ℓn
9 + (ℓn
2/3) steps.
In [19℄, the authors introdued an algorithm alled big foot algorithm. The idea of this
algorithm is to identify two types of links and to move towards the destination using rst
the links of the rst type and then those of the seond type. The algorithms we develop will
use suh a strategy. They give an optimal entralized algorithm for the permutation routing
problem in full-duplex 2-irulant graphs and double-loop networks (i.e. oriented 2-irulant
graphs).
Another network of great pratial importane is the double-loop network : a network
modeled by a graph with vertex set v = {v0, . . . , vn−1} suh that there are two integers h1
and h2 suh that E = {vivi±h1 , vivi±h2}. The permutation routing problem in this network is
studied in [14℄. The authors gave an algorithm for the permutation routing problem whih in
mean uses 1.12ℓ steps (the mean being empirially measured). In [15℄ the authors desribed
an optimal entralized permutation routing algorithm in k-irulant graphs (k ≥ 2), and in
[42℄ an optimal distributed permutation routing in 2-irulant graphs was obtained.
The problem has been also studied for pakets arriving dynamially. In [18℄, the author
gave an optimal online shedule for the linear array. He also gave a 2-approximation for
rings and show that, using shortest path routing, no better approximation algorithm exists.
In [21℄, the authors studied Cube Conneted Cyles : CCC(n, 2n) (hyperubes of dimension
n where eah node is replaed by a yle of length n). They gave an algorithm working in
O(n2) with O(1) buers for the online partial permutation routing (PPR).
1.3.2 Plane grids
Maybe the most studied networks in the literature are the two dimensional grids (or
plane grids), and among them in partiular the square grid has deserved speial attention.
Let us briey overview what has been previously done on (ℓ, k)-routing in plane grids.
In [32℄ the rst optimal permutation routing (with running time 2n−2), and queues of size
1008 appears. The queue size is redued in [41℄ to 112 and further in [48℄ to 81. Furthermore,
in [48℄ the authors provide another algorithm running in near-optimal time 2n+O(1) steps
with a maximum queue size of only 12. [36℄ gives an asymptotially optimal algorithm
for (1, k)-routing on plane grids, with queues of small onstant size. They introdued for
the rst time the (1, k)-routing and the (1, any)-routing problems. This result was further
improved in [47℄, where the authors gave near-optimal deterministi algorithm running in√
k n2 +O(n) steps. They gave another algorithm, slightly worse in terms of number of steps,
but with queues of size only 3. They also studied the general problem of (ℓ, k)-routing in
square grids. They proposed lower bounds and near-optimal randomized and deterministi
algorithms. They nally extended them to higher dimensional meshes. They performed (ℓ, ℓ)-
routing in O(ℓn) steps, the lower bound being Ω(√ℓkn) for (ℓ, k)-routing. Finally, in [39℄,
the authors gave deterministi and randomized algorithms for (ℓ, k)-routing in square grids,
with onstant queue size. The running time is O(√ℓkn) steps, whih is optimal aording
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Fig. 1  Hexagonal network (△) and hexagonal tessellation (9)
to the bound of [47℄. This work losed a gap in the literature, sine optimal algorithms were
only known for ℓ = 1 and ℓ = k.
Nodes in a hexagonal network are plaed at the verties of a regular triangular tessel-
lation, so that eah node has up to six neighbors. In other words, a hexagonal network is
a nite subgraph of the triangular grids. These networks have been studied in a variety of
ontexts, speially in wireless and interonnetion networks. The most known appliation
may be to model ellular networks with hexagonal networks where nodes are base stations.
But these networks have been also applied in hemistry to model benzenoid hydroarbons
[52, 25℄, in image proessing and omputer graphis [26℄.
In a radioommuniation wireless environment [37℄, the interonnetion network among
base stations onstitutes a hexagonal network, i.e. a triangular grid, as it is shown in Fig.
1.
Tessellation of the plane with hexagons may be onsidered as the most natural beause
ells have optimal diameter to area ratio. Hexagonal networks are nite subgraphs of the
triangular grid. The triangular grid an also be obtained from the basi 4-mesh by adding
NE to SW edges, whih is alled a 6-mesh in [53℄. Here we study onvex subgraphs, i.e.
that ontain all shortest paths between all pairs of nodes, of the square, triangular and
hexagonal grid. Summarizing, to the best of our knowledge the only optimal algorithms
onerning (ℓ, k)-routing on plane grids (aording to the lower bound of [47℄) have been
found on square grids, but modulo a onstant fator [39℄. On triangular and hexagonal grids,
the best results are randomized algorithms with good performane [46℄.
1.4 Our Contribution
In this paper we study the permutation routing, r-entral and (ℓ, k)-routing problems
on plane grids, that is square grids, triangular grids and hexagonal grids. We use the store-
and-forward ∆-port model, and we onsider both full and half-duplex networks.
We have seen in Setion 1.3.2 that the only plane grid for whih there existed an optimal
(ℓ, k)-routing is the square grid. In addition, what is important is that the results of these
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artiles onerning (ℓ, k)-routing in plane grids are optimal modulo a onstant fator. In
this paper we improve these results by giving tight algorithms inluding the onstant, in
the ases of square, triangular and hexagonal grids. It is important to stress that all the
algorithms presented in this paper are distributed (exept the one given in Appendix B),
i.e. an be implemented independently at eah node. Our algorithms only use shortest paths,
therefore they ahieve minimum streth. In addition, the algorithms are oblivious, so they
an be used in an on-line senario, unless the performane guarantees that we prove apply
only to the o-line ase. The main new results of this artile are the following :
1. First tight (also inluding the onstant fator) permutation routing algorithms in
full-duplex hexagonal grids, and half duplex triangular and hexagonal grids.
2. First tight (also inluding the onstant fator) r-entral routing algorithms in trian-
gular and hexagonal grids.
3. First tight (also inluding the onstant fator) (k, k)-routing algorithms in square,
triangular and hexagonal grids.
4. Good approximation algorithms for (ℓ, k)-routing in square, triangular and hexagonal
grids.
This paper is strutured as follows. In Setion 2 we study the permutation routing problem.
Although permutation routing had already been solved for square grids, we begin in Setion
2.1 by illustrating our algorithm for suh grids. Then in Setion 2.2 we give a tight permuta-
tion routing algorithm for half-duplex triangular grids, using the optimal algorithm of [44℄.
In Setion 2.3 we provide a tight permutation routing algorithm for full-duplex hexagonal
grids and a tight permutation routing algorithm for half-duplex hexagonal grids. In Setion
3 we fous on (1, any)-routing, giving an optimal r-entral routing algorithms for the three
types of grids. We nally move in Setion 4 to the general (ℓ, k)-routing problem. We provide
a distributed algorithm for (ℓ, k)-routing in any grid, using the ideas of the optimal algorithm
for permutation routing. We also prove lower bounds for the worst-ase running time of any
algorithm using shortest path routing. In addition, these lower bounds allow us to prove that
our algorithm turns out to be tight when ℓ = k, yielding in this way a tight (k, k)-routing
algorithm in square, triangular and hexagonal grids. We also propose in Appendix B an
approah to (ℓ, k)-routing in terms of a graph oloring problem : the Weighted Bipartite
Edge Coloring. We give a entralized algorithm using this redution.
2 Permutation Routing
As we have already said in Setion 1, in the permutation routing problem, eah proessor
is the origin of at most one paket and the destination of no more than one paket. The
goal is to minimize the number of time steps required to route all pakets to their respetive
destinations. It orresponds to the ase ℓ = k = 1 of the general (ℓ, k)-routing problem.
This problem has been studied in a wide diversity of senarios, suh as Mobile Ad Ho
Networks [23℄, Cube-Conneted Cyle (CCC) Networks [21℄, Wireless and Radio Networks
[10℄, All-Optial Networks [33℄ and Reongurable Meshes [9℄.
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In a grid with full-duplex links an edge an be rossed simultaneously by two messages,
one in eah diretion. Equivalently, eah edge between two nodes u and v is made of two
independent ars {uv} and {vu}, as illustrated in Fig. 2a.
x
y
z
b)
u v
uv
vu
a)
Fig. 2  a) Eah edge onsists of two independent links. b) Axis used in a triangular grid
Remark 2.1 If the network is half-duplex, it is easy to onstrut a 2-approximation algo-
rithm from an optimal algorithm for the full-duplex ase by introduing odd-even steps, as
explained for example in [14℄.
2.1 Square grid
Many ommuniation networks are represented by graphs satisfying the following pro-
perty : for any pair of nodes u and v, the edges of a shortest path from u to v an be
partitioned into k disjoint lasses aording to a well-dened riterium. For instane, on a
triangular grid the edges of a shortest path an be partitioned into positive and negative ones
[44℄. Similarly, on a k-irulant graph the edges an be partitioned into k lasses aording
to their length.
In graphs that satisfy this property there exists a natural routing algorithm : route all
pakets along one lass of edges after another. For hexagonal networks this algorithm turns
out to be optimal [44℄. Optimality for 2-irulant graphs is proved using a stati approah in
[19℄, and reently using a dynami distributed algorithm in [42℄. In [19℄ the authors introdue
the notion of big-foot algorithms beause their algorithm routes pakets rst along long hops
and then along short hops in a 2-irulant graph.
On the square grid, the big-foot algorithm onsists of two phases, moving eah paket
rst horizontally and then vertially. In this way a paket may wait only during the seond
phase. Using that all destinations are distint, the optimality for square grid is easy to prove.
Summarizing, it an be proved that
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Theorem 2.1 There is a translation invariant oblivious optimal permutation routing algo-
rithm for full-duplex networks that are onvex subgraphs of the innite square grid.
2.1.1 Regarding the queue size
Of ourse, this is not the rst optimal permutation routing result on square grids, as the
lassial x − y routing (rst route pakets through the horizontal axis, and then through
the vertial axis) has been used for a long time. Thus, another more hallenging issue is to
redue the queue size, as we have already disussed in Setion 1.3.2. Leighton desribes in
[30℄ a simple o-line algorithm for solving any permutation routing problem in 3n− 3 steps
on a n×n square grid, using queues of size one. Sine the diameter of a n×n square grid is
2n−2, this algorithm provides a 32 -approximation. The main drawbak is that this algorithm
is o-line and entralized. In ontrast, our oblivious distributed algorithm is optimal in terms
of running time, but it is easy to see that on a n × n square grid, the queue size an be
n−1
2 . Up to date, the best algorithm running in optimal time to route permutation routing
instanes on square grids is the algorithm of Sibeyn et al. [48℄, using queues of size 81. So
far, there is no algorithm that guarantees optimal running time with queues of size 1, and
it is unlikely that suh an algorithm exists.
Remark 2.2 The same observation regarding the unbounded queue size applies to all the
algorithms desribed in this artile. However, our aim is to math the optimal running time,
rather than minimizing the queue size. Additionally, it turns out that some appropriate
modiations of the permutation routing algorithms that we provide for plane grids allow us
to nd oblivious algorithms whih route any permutation within a fator 3 of the optimal
running time, and using queues of size 1 (in fat, we an say something stronger : we just
need memory to keep 1 message at eah node). We do not desribe these modiations in
this artile.
2.2 Triangular grid
We use the addressing sheme introdued in [37℄ and used also in [44℄ : we represent
any address on a basis onsisting of three unitary vetors i, j, k on the diretions of three
axis x, y, z with a 120 degree angle among them, interseting on an arbitrary (but xed)
node O . This node is the origin and is given the address O = (0, 0, 0). This basis is
represented in Fig. 2b. Thus, we an assume that eah node P ∈ V is labeled with an
address P = (P1, P2, P3) expressed in this basis {i, j, k} with respet to the origin O. At
the beginning, eah node S knows the address of the destination node D of the message
plaed initially at S, and omputes the relative address
−→
SD = D − S of the message. Note
that this relative address does not depend on the hoie of the origin node O. This relative
address is the only information that is added in the heading of the message to be transmitted,
onstituting in this way the paket to be sent through the network.
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Using that i + j + k = 0, it is easy to see that if (a, b, c) and (a′, b′, c′) are the relative
addresses of two pakets, then (a, b, c) = (a′, b′, c′) if and only if there exists d ∈ Z suh that
a′ = a+ d, b′ = b+ d, and c′ = c+ d.
We say that an address
−→
SD = (a, b, c) is of the shortest path form if there is a path from
node S to node D, onsisting of a units of vetor i , b units of vetor j and c units of vetor
k , and this path has the shortest length.
Theorem 2.2 ([37℄) An address (a, b, c) is of the shortest path form if and only if at least
one omponent is zero, and any two omponents do not have the same sign.
Corollary 2.1 ([37℄) Any address has a unique shortest path form.
Thus, eah address
−→
SD written in the shortest path form has at most two non-zero ompo-
nents, and they have dierent sign. In fat, it is easy to nd the shortest path form using
the next result.
Theorem 2.3 ([37℄) If
−→
SD = ai+ bj+ ck, then
|−→SD| = min(|a− c|+ |b− c|, |a− b|+ |b − c|, |a− b|+ |a− c|).
Permutation routing on full-duplex triangular grids has been solved reently [44℄ attai-
ning the distane lower bound of ℓmax routing steps, where ℓmax is the maximum length over
the shortest paths of all pakets to be sent through the network.
As said in Remark 2.1,  the network is half-duplex, one an onstrut a 2-approximation
algorithm from an optimal algorithm for the full-duplex ase by introduing odd-even steps.
Thus, using this algorithm we obtain an upper bound of 2ℓmax for half-duplex triangular
grids.
Let us show with an example that this naïve algorithm is tight. That is, we shall give
an instane requiring at least 2ℓmax running steps, implying that no better algorithm for
a general instane exists. Indeed, onsider a set of nodes distributed along a line on the
triangular grid. We x ℓmax and an edge e on this line, and put ℓmax pakets at eah side
of e along the line, at distane at most ℓmax − 1 from an end-vertex of e. For eah paket,
eah destination is plaed at the other side of e with respet to its origin, at distane exatly
ℓmax from the origin. It is easy to hek that the ongestion of e (that is, the number of
shortest paths ontaining e) is 2ℓmax, and thus any algorithm using shortest path routing
annot perform in less than 2ℓmax steps. On the other hand, ℓmax is a lower bound for any
distane, yielding that the approximation ratio of our algorithm is at most 2.
Previous observations allow us to state the next result :
Theorem 2.4 There exists a tight permutation routing algorithm for half-duplex triangular
grids performing in at most 2ℓmax steps, where ℓmax is the maximum length over the shortest
paths of all pakets to be sent. This algorithm is a 2-approximation algorithm for a general
instane.
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2.3 Hexagonal grid
In a hexagonal grid one an dene three types of zigzag hains [50℄, represented with
thik lines in Fig. 3. Similarly to the triangular grid, in the hexagonal grid any shortest path
between two nodes uses at most two types of zigzag hains [50℄. Let us now give a lower
bound for the running time of any algorithm. Consider the edge labeled as e in Fig. 3, and
the two hains ontaining it (those shaping an X). Fix ℓmax and e, and put one message on
all nodes plaed at both hains at distane at most ℓmax − 1 from an endvertex of e. As in
the ase of the triangular grid, hoose the destinations to be plaed on the other side of e
along the same zigzag hain than the originating node, at distane exatly ℓmax from it. It is
lear that all the shortest paths ontain e. It is also easy to hek that the ongestion of e is
in this ase 4ℓmax− 4, onstituted of symmetri loads 2ℓmax− 2 in eah diretion of e. Thus,
2ℓmax− 2 establishes a lower bound for the running time of any algorithm in the full-duplex
ase, whereas 4ℓmax − 4 is a lower bound for the half-duplex ase, under the assumption of
shortest path routing.
e
Fig. 3  Zigzag hains in a hexagonal grid
Let us now desribe a routing algorithm whih reahes this bound. We have three types
of edges aording to the angle that they form with any xed edge. Eah edge belongs
to exatly two dierent hains, and onversely eah hain is made of two types of edges.
Moreover, in an innite hexagonal grid any 2 hains of dierent type interset exatly on
one edge.
Given a pair of origin and destination nodes S and D, it is possible to express the relative
address D−S ounting the number of steps used by a shortest paths on eah type of hain.
In this way we obtain an address D − S = (a, b, c) on a generating system made of unitary
vetors following the diretions of the three types of hains (it is not a basis in the strit
sense, sine these vetors are not linearly independent on the plane. However, we will all it
so). Choose this basis so that the three vetors form angles of 120 degrees among them. As
it happens on the triangular grid [37, 43℄, there are at most two non-zero omponents (see
[50℄), and in that ase they must have dierent sign. Nevertheless, now the address is not
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unique, sine an edge plaed at the bent (that is, a hange from a type of hain to another)
of a shortest path is part of both types of hains. Anyway, this ambiguity is not a problem
in the algorithm that propose, as we will see below.
Suppose rst that edges are bidiretional or, said otherwise, full-duplex. Roughly, the
idea is to use the optimal algorithm for triangular grids desribed in [43℄, and adapt it to
hexagonal grids. For that purpose we label the three types of zigzag hains c1, c2, c3, and
the three types of edges e1, e2, e3. Without loss of generality, we label them in suh a way
that c1 uses edges of type e2 and e3, c2 uses e1 and e3, and c3 uses e1 and e2 (see Fig. 4).
e c
cc
1
2 3
1
e
2
e
3
Fig. 4  3 types of hains and edges in a hexagonal grid
For eah type of edge, we dene two phases aording to the type of hain that uses this
type of edge. This denes two global phases, namely : during Phase 1, c1 uses e2, c2 uses e3,
and c3 uses e1. Conversely, during Phase 2 c1 uses e3, c2 uses e1, and c3 uses e2.
We suppose that at eah node pakets are grouped into distint queues aording to the
next edge (aording to the rules of the algorithm) along its shortest path. Given the relative
addresses D − S in the form (a, b, c), the algorithm an be desribed as follows.
At eah node u of the network :
1) During the rst step, move all pakets along the diretion of their negative omponent.
If a paket's address has only a positive omponent, move it along this diretion.
2) From now on, hange alternatively between Phase 1 and Phase 2. At eah step (the
same for both phases) :
a) If there are pakets with negative omponents, send them immediately along the
diretion of this omponent.
b) If not, for eah outgoing edge order the pakets in dereasing number of remaining
steps, and send the rst paket of eah queue.
3) If at some point, all the pakets in u have remaining distane one, send them imme-
diately.
Let us analyze the orretness and optimality of this algorithm.
In 1) all pakets an move, sine initially there is at most one paket at eah node. In 2a),
there an only be one paket with negative omponent at eah outgoing edge [43℄. In 2b)
the paket with maximum remaining length at eah outgoing edge is unique, sine all these
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pakets are moving along their last diretion (their negative omponent is already nished,
otherwise they would be in 2a)) and eah node is the destination of at most one paket.
Hene, using this algorithm every 2 steps (one of Phase 1 and one of Phase 2) the maximum
remaining distane over all pakets dereases by one. Moreover, during the rst step all
pakets derease their remaining distane by one. Beause of this, after the (2ℓmax − 3)th
step the maximum remaining distane has dereased at least 1 + 2ℓmax−42 = ℓmax − 1 times,
hene the maximum remaining distane is 1, and we are in 3). Sine all destinations are
dierent, all pakets an reah simultaneously their destinations. Thus, the total running
time is at most 2ℓmax− 3+ 1 = 2ℓmax− 2, meeting the worst ase lower bound. Again, ℓmax
is a lower bound for any instane, hene the algorithm onstitutes a 2-approximation for a
general instane.
Theorem 2.5 There exists a tight permutation routing algorithm for full-duplex hexagonal
grids performing in 2ℓmax − 2 steps, where ℓmax is the maximum length over the shortest
paths of all pakets to be sent.
Remark 2.3 The optimality stated in Theorem 2.5 is true only under the assumption of
shortest path routing. This means that for ertain tra instanes the total deliver time
may be shorter if some pakets do not go through their shortest path. To illustrate this
phenomenon, onsider the example of Fig. 5. Node labeled i wants to send a message to
node labeled i′, for i = 1, . . . , 8. We have that ℓmax = 5, and thus our algorithm performs
in 2ℓmax − 2 = 8 steps. It is lear that all shortest paths use edge e, and its ongestion
bottleneks the running time. Suppose now that we route the messages originating at even
nodes through the path dened by the edges {abcd}, instead of {fe}, and keep the shortest
path routing for messages originating at odd nodes. One an hek that with this routing only
7 steps are required.
24
e1
5 3
6
6'
1'2'
3'
4'
5'
8
7
7'
8'
d
b
a
f
c
Fig. 5  Shortest path is not always the best hoie
In the half-duplex ase, just introdue again odd-even steps in both phases. Thus, we have
Phase 1-even, Phase 1-odd, Phase 2-even, and Phase 2-odd, whih take plae sequentially.
Now, 1) onsists obviously of two steps (even/odd). Using this algorithm, every 4 steps the
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maximum remaining distane dereases by one. In addition, during the rst 2 steps and
during the last 2 steps all pakets derease their remaining distane by one. Thus, the total
running time is at most twie the time of the full-duplex ase, that is 2(2ℓmax−2) = 4ℓmax−4
steps, meeting again the lower bound for the running time of any routing algorithm using
shortest path routing. Again, this algorithm onstitutes a 4-approximation for a general
instane.
Theorem 2.6 There exists an tight permutation routing algorithm for half-duplex hexagonal
grids performing in 4ℓmax − 4 steps, where ℓmax is the maximum length over the shortest
paths of all pakets to be sent.
Remark 2.4 As explained in Appendix A, there exists an embedding of the triangular grid
into the hexagonal grid with load, dilation, and ongestion 2. Using this embedding, any
algorithm performing on k steps on the triangular gird performs on 2k steps on the hexagonal
grid. Using this fat, we obtain a permutation routing algorithm on full-duplex hexagonal
grids performing on 2ℓmax steps. Note that the optimal result given in Theorem 2.5 is slightly
better.
The same applies to half-duplex hexagonal networks, with a running time of 4ℓmax using
the embedding, in omparison to 4ℓmax − 4 steps given by Theorem 2.6.
3 (1, any)-Routing
In this ase the routing model is the following : eah paket has at most one paket to
send, but there are no onstraints on the destination. That is, in the worst ase all pakets
an be sent to one node. This speial ase where all pakets want to send a message to the
same node in often alled gathering in the literature [5℄. Notie that this routing model is
oneptually dierent from the (1, k)-routing, where the maximum number of pakets that
a node an reeive is xed a priori.
Square grid Assume rst that edges are bidiretional. The modiations for the half-
duplex ase are similar to those explained in the previous setion.
We will fous on the ase where all pakets surrounding a given vertex want to send a
paket to that vertex. We all this situation entral routing, and if we want to speify that
all nodes at distane at most r from the enter want to send a paket, we note it as r-entral
routing. Note that this situation is realisti in many pratial appliations, sine the entral
vertex an play the role of a router or a gateway in a loal network.
Lemma 3.1 (Lower Bound) The number of steps required in a r-entral routing is at
least
(
r+1
2
)
.
Proof: Let us use the bisetion bound [17℄ to prove the result. It is easy to ount the num-
ber of points at distane at most r from the enter, whih is 4
(
r+1
2
)
. Now onsider the ut
onsisting of the four edges outgoing from the entral vertex. All pakets must traverse one
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of these edges to arrive to the entral vertex. This ut gives the bisetion bound of 4
(
r+1
2
)
/4
routing steps. 2
Let us now desribe an algorithm meeting the lower bound.
Proposition 3.1 There exists an optimal r-entral routing algorithm on square grids per-
forming in
(
r+1
2
)
routing steps.
Proof: Express eah node address in terms of the relative address with respet to the
entral vertex. In this way eah node is given a label (a, b). Then, for eah paket plaed in
a node with label (a, b) our routing algorithm performs the following :
• If ab = 0, send the paket along the diretion of the non-zero omponent.
• If ab > 0, send the paket along the vertial axis.
• If ab < 0, send the paket along the horizontal axis.
Queues are managed so that the pakets having greater remaining distane have priority.
This routing divides the square grid into 4 subregions surrounding the entral vertex,
as shown in Fig. 6. The type of routing performed in eah subregion is symbolized by an
arrow.
Fig. 6  Division of the grid in the proof of Proposition 3.1
Let us now ompute the running time in the r-entral ase. It is obvious that using this
algorithm all pakets are sent to the 4 axis outgoing from the entral vertex. The ongestion
of the edge in the axis ontaining the entral vertex along eah line is 1+2+3+. . .+r =
(
r+1
2
)
.
Sine at eah step one paket reahes its destination along eah line, we onlude that
(
r+1
2
)
is the total running time of the algorithm. 2
Triangular grid The same idea of the square grid applies to the triangular grid. In this
ase, the number of nodes at distane at most r is 6
(
r+1
2
)
. The ut is made of 6 edges.
Dividing the plane onto 6 subregions gives again an optimal algorithm performing in
(
r+1
2
)
steps.
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Hexagonal grid The same idea gives an optimal routing in the r-entral ase. In this
ase the degree of eah vertex is 3, and then it is easy to hek (maybe a drawing using
Fig. 3 an help) that there are 3
(
r+1
2
)
nodes at distane at most d that may want to send
a message to the entral vertex, and the ut has size 3. As expeted, the running time is
again
(
r+1
2
)
.
4 (ℓ, k)-Routing
Reall that in the general (ℓ, k)-routing problem eah node an send at most ℓ pakets
and reeive at most k pakets. We propose a distributed approximation algorithm using
the ideas of the algorithms that we have developed for the permutation routing problem.
We also provide lowers bounds for the running time of any algorithm using shortest path
routing, that allow us to prove that our algorithm is tight when ℓ = k, on any grid.
Remark 4.1 We also propose in Appendix B an approah to nd a solution of the (ℓ, k)-
routing problem, on any grid, using the problem of Weighted Edge Coloring in a bi-
partite graph. Nevertheless, the algorithm obtained using this approah is entralized.
We start by desribing the results for full-duplex triangular grids. The results an be
ompletely adapted to square grids, but we fous on the other grids sine there were few
results in the literature. We also show how to adapt the results to hexagonal grids and to
the half-duplex version. In this setion we denote c :=
⌈
max{ℓ,k}
min{ℓ,k}
⌉
=
⌈
max{ ℓk , kℓ }
⌉
. Note that
c ≥ 1. Lemma 4.1 and Lemma 4.2 provide two lower bounds for the running time of any
algorithm using shortest paths.
Lemma 4.1 (First lower bound) The worst-ase running time of any algorithm for (ℓ, k)-
routing on full-duplex triangular grids using shortest path routing satises
Running time ≥ min{ℓ, k} · ℓmax
Proof: Consider a set of ℓmax nodes plaed along a line, plaed onseutively at one side
of a distinguished edge e. Eah node wants to send min{ℓ, k} messages to the nodes plaed
at the other side of e along the line, at distane ℓmax from it. Then the ongestion of e is
min{ℓ, k} · ℓmax, giving the bound. 2
Denition 4.1 Given a vertex v, we all the retangle of side (a, b) starting at v the set
Rva,b = {v+αi+βj, 0 ≤ α < a, 0 ≤ β < b} We all suh a retangle a square if a = b. Notie
that in the triangular grid the node set is generated by {i, j,k}, where k = −i− j, as we have
explained in Setion 2.2.
Using standard graph terminology, given a graph G = (V,E) and a subset S ⊆ V , the
set Γ(S) denotes the (open) neighborhood in G of the verties in S. The following theorem
an be found, for example, in [13℄.
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Theorem 4.1 (Corollary of Hall's theorem [13℄) Let G = (V,E) be a bipartite graph,
with V = X ∪ Y . If for all subsets A of X, |Γ(A)| ≥ c|A|, then for eah x ∈ X, there exists
Sx ⊂ Y suh that |Sx| = c, and ∀x, x′ ∈ X, Sx ∩ Sx′ = ∅ and Sx ⊂ Γ(x).
We use this theorem to prove the following lower bound.
Lemma 4.2 (Seond lower bound) The worst-ase running time of any algorithm for
(ℓ, k)-routing on full-duplex triangular grids using shortest path routing satises
Running time ≥
⌈
max{ℓ, k}
4
·
⌊
ℓmax + 1√
c+ 1
⌋⌉
,
where c =
⌈
max{ℓ,k}
min{ℓ,k}
⌉
.
Proof: Suppose without loss of generality that ℓ ≥ k, otherwise replae ℓ by max{ℓ, k}. Let
v be a vertex, and onsider the square Rvd,d, with d :=
⌊
ℓmax+1√
c+1
⌋
. We laim that all nodes
inside this square an send ℓ messages suh that all destination nodes are in the destination
setD = Rvd+ℓmax,d+ℓmax\Rvd,d. Let S be the subgrid generated by positive linear ombinations
of the vetors i and j. More preisely, S := {v + αi + βj , α ≥ 0, β ≥ 0}. Fig. 2b gives a
graphial illustration.
To prove this, we onsider a bipartite graph H on vertex set Rvd,d ∪ D, with an edge
between a vertex of Rvd,d and a vertex of D if they are at distane at most ℓmax in S. To
apply Theorem 4.1, we have to show that any subset of verties A ⊂ Rvd,d has at least c|A|
neighbors in H . Theorem 4.1 will then ensure the existene of a feasible repartition of the
messages from verties of Rvd,d to those of D suh that they all travel a distane at most
ℓmax.
Given A ⊂ Rvd,d, let us all DA := {u ∈ D : distS(A, u) ≤ ℓmax}, where distS(A, u)
means the minimum distane in S from any vertex of A to the vertex u. For any A ⊂ Rvd,d,
we need to show that
|DA| ≥ c|A| (1)
Without loss of generality we suppose that A is maximal, in the sense that there is no
set A′ stritly ontaining A with DA = DA′ . Instead of onsidering all possible sets A, we
will show below that we an restrit ourselves to retangles. Hene given a set A, we denote
by RA the smallest retangle ontaining the subset of verties A. We rst laim that
|DRA \DA| ≤ |RA \A| (2)
Indeed, this equality an be shown by indution on |RA\A|. For |RA\A| = 0 the equality
is trivial. Suppose that it is true for |RA \ A|. The indution step onsists in showing that
there is an element x in RA \ A suh that |DRA \ DA∪{x}| − |DRA \ DA| ≤ 1 (note that
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DRA∪{x} = DRA) :
• If there exists x suh that x+ j and x− i are in A and x− j is not in A, then we selet
this x. From x the only new vertex we may add to DA is x+ ℓmaxi.
• Otherwise, if there exists x suh that x − j and x − i are in A and x + i is not in A,
then we selet this x. In this ase the only new vertex we may add to DA is x− ℓmaxk.
• If none of the previous ases holds, sine RA is the smallest retangle ontaining A,
and A is maximal, then neessarily there exists an x suh that x+ i and x− j are in
A and x− i is not in A. We selet this x, and the only new vertex we may add to DA
is x+ ℓmaxj.
Thus, in all ases there exists an x adding at most one neighbor to DRA \DA, whih nishes
the indution step and proves Equation (2). To nish the proof of the fat that we an
restrit ourselves to retangles, we show that, for any subset A, if Inequality (1) holds for
RA, then it also holds for A. Indeed, Inequality (1) applied to RA gives :
c|RA| ≤ |DRA | , whih is equivalent to
c(|A|+ |RA \A|) ≤ |DA|+ |DRA \DA| (3)
Using Inequality (2) and the fat that c ≥ 1, Inequality (3) learly implies that Inequality
(1) holds.
Heneforth we assume that A is a retangle. The last simpliation onsists in proving
that we an restrit ourselves to retangles ontaining v. In other words, it will be suient
to prove Inequality (1) for all retangles Rva,b. Given a retangle R not positioned at v, the
retangle R′ of the same size positioned at v has less neighbors, hene if Inequality (1) holds
for R′, it also holds for R.
Finally let us prove that Inequality (1) holds for all retangles Rva,b, with 1 ≤ a, b < d.
We have that |Rva,b| = ab and |DRva,b | = (a+ ℓmax)(b+ ℓmax)− d2.
By the hoie of d, starting from the Inequality d2 ≤ (ℓmax+1)2c+1 and using that 1 ≤ a, b,
one obtains that d2c ≤ (ℓmax + a)(ℓmax + b) − d2 for any 1 ≤ a, b < d. This implies, using
a, b < d, that cab ≤ (a+ ℓmax)(b+ ℓmax)− d2 for any 1 ≤ a, b < d, hene Inequality (1) (i.e.
c|Rva,b| ≤ |DRva,b |) holds.
So by Theorem 4.1, eah one of the d2 nodes in Rvd,d an send ℓ messages to the nodes of
D. Sine the number of edges going from Rvd,d to D is 4d− 1, we apply the bisetion bound
disussed in Setion 1.1.1 to onlude that there is an edge of the border of the square Rvd,d
with ongestion at least
⌈
ℓ·d2
4d−1
⌉
>
⌈
ℓ·d
4
⌉
. This nishes the proof of the lemma. 2
We observe that this seond lower bound is stritly better than the rst one if and only
if
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c√
c+ 1
>
4ℓmax
ℓmax + 1
If both c and ℓmax are big, the ondition beomes approximately :
max{ℓ, k}
min{ℓ, k} > 16
That is, the seond lower bound is better when the dierene between ℓ and k is big.
This is the ase of broadast or gathering, where messages are originated (or destined) from
(or to) a small set of nodes of the network.
The two lower bounds an be ombined to give :
Lemma 4.3 (Combined lower bound) The worst-ase running time of any algorithm
for (ℓ, k)-routing on full-duplex triangular grids using shortest path routing satises
Running time ≥ max
(
ℓmax ·min{ℓ, k}, max{ℓ, k} ·
⌊
ℓmax + 1
4
√
c+ 1
⌋)
≈ ℓmax·max
(
min{ℓ, k}, max{ℓ, k}
4
√
c+ 1
)
Now we provide an algorithm from whih we derive an upper bound.
Proposition 4.1 (Upper bound (algorithm)) The algorithm for (ℓ, k)-routing on full-
duplex triangular grids is the following : route all pakets as in the permutation routing ase.
That is, at eah node send pakets rst in their negative omponent, breaking ties arbitrarily
(there an be ℓ pakets in onit in a negative omponent). If there are no pakets with
negative omponents, send any of the (at most k) pakets with maximum remaining distane.
Running time ≤
{
min{ℓ, k} · c(c−1)2 +max{ℓ, k} · (ℓmax − c+ 1) , if c ≤ ℓmax
min{ℓ, k} · ℓmax(ℓmax+1)2 , if c > ℓmax
Proof: Suppose again without loss of generality that ℓ ≥ k. We proeed by dereasing
indution on ℓmax. We prove that after min{ℓ, ℓmaxk} steps, eah paquet will be at distane
at most ℓmax − 1 of its destination. This yields
Running time(ℓmax) ≤ min{ℓ, ℓmaxk}+ Running time(ℓmax − 1)
≤ min{ℓ, ℓmaxk}+
{
min{ℓ, k} · c(c−1)2 +max{ℓ, k} · (ℓmax − c) , if c ≤ ℓmax − 1
min{ℓ, k} · ℓmax(ℓmax−1)2 , if c > ℓmax − 1
≤
{
min{ℓ, k} · c(c−1)2 +max{ℓ, k} · (ℓmax − c+ 1) , if c ≤ ℓmax
min{ℓ, k} · ℓmax(ℓmax+1)2 , if c > ℓmax
Let us onsider the messages at distane ℓmax to their destinations. They are of two
types, the one moving aording to their negative omponent and the one moving aording
to their positive omponent.
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If c ≤ ℓmax the rst ones move after at most ℓ time steps. If c < ℓmax they move more
quikly, indeed they move at least one every ℓmaxk steps (ℓmaxk ≤ c · k = ℓ). This is due to
the fat that when c < ℓmax at a given vertex, at most ℓmaxk messages may have to move
aording to their negative omponent toward a node at distane ℓmax.
About the messages whih move aording to their positive omponent, sine a node is
the destination of at most k messages, they may wait at most k steps.
Consequently, ℓmax dereases by at least one every min{ℓ, ℓmaxk} steps, whih gives the
result. 2
This gives an algorithm whih is fully distributed. Dividing the running time of this
algorithm by the ombined lower bound we obtain the following ratio :

min{ℓ,k}·(c2)+max{ℓ,k}·(ℓmax−c+1)
ℓmax·max
“
min{ℓ,k} , max{ℓ,k}
4
√
c+1
”
, if c ≤ ℓmax
min{ℓ,k}·(ℓmax+1)
2·max
“
min{ℓ,k} , max{ℓ,k}
4
√
c+1
”
, if c > ℓmax
We observe that in all ases the running time of the algorithm is at most max{ℓ, k}·ℓmax.
In partiular, when ℓ = k (that is, c = 1) the running time is exatly max{ℓ, k} · ℓmax =
min{ℓ, k} · ℓmax, and therefore it is tight (see lower bound of Lemma 4.1).
Corollary 4.1 There exists a tight algorithm for (k, k)-routing in full-duplex triangular
grids.
The previous algorithms an be generalized for half-duplex triangular grids as well as for
full and half-duplex hexagonal grids. The generalization to half-duplex grids is obtained by
just adding a fator 2 in both the lower bound and the running time of the algorithm, as we
did for the permutation routing algorithm. Thus, let us just fous on the ase of full-duplex
hexagonal grids, for whih we have the following theorems :
Theorem 4.2 There exists an algorithm for (ℓ, k)-routing in full-duplex hexagonal grids
whose running time is at most :
Running time ≤
{
2min{ℓ, k} · c(c−1)2 + 2max{ℓ, k} · (ℓmax − c+ 1) , if c ≤ ℓmax
2min{ℓ, k} · ℓmax(ℓmax+1)2 , if c > ℓmax
Lemma 4.4 (First lower bound) No algorithm based on shortest path routing an route
all messages using less than 2min{ℓ, k} · ℓmax −min{ℓ, k} steps in the worst ase.
Denition 4.2 Given a vertex v, we all the retangle of the hexagonal grid of side (a, b)
starting at v to the subset of the hexagonal grid Rvhexa,b = {v + αi + βj + γk, 0 ≤ α <
a,−γ < β < b, 0 ≤ γ < b} ∩H where H is the vertex set of the hexagonal grid. We all suh
a retangle a square if a = b.
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The following lemma gives a seond lower bound on the running time of any algorithm
using shortest path routing on full-duplex hexagonal grids.
Lemma 4.5 (Seond lower bound) The worst-ase running time of any algorithm using
shortest path routing on full-duplex hexagonal grids satises :
Running time ≥
⌈
max{ℓ, k}(2d+ d− 2
2d+ 1
)
⌉
,
where d =
⌊√
73c+64ℓ2max+121+144ℓmax
8
√
c+1
− 38
⌋
and c =
⌈
max{ℓ,k}
min{ℓ,k}
⌉
.
Notie that when
ℓmax
c is big, this value tends to 2max{ℓ, k} ℓmax√c+1 , obtaining a perfor-
mane around twie better than in triangular grids.
Proof: The proof onsists in showing that the verties of Rvhexd,d an simultaneously send
max(ℓ, k) messages to some verties of Rvhexd+ℓmax,d+ℓmax \ Rvhexd,d. This is done as for the
triangular grid, using again Theorem 4.1. We do not give all the details, sine the idea behind
is the same as the proof of Lemma 4.2.
Sine the number of verties inside Rvhexd,d is 4d
2 + d − 2, and the number of edges
outgoing from Rvhexd,d is 2d + 1, the ongestion on these edges is max{ℓ, k} 4d
2+d−2
2d+1 =
max{ℓ, k}(2d+ d−22d+1 ). 2
5 Conlusions and Further Researh
In this artile we have studied the permutation routing, the r-entral routing and the
general (ℓ, k)-routing problems on plane grids, that is square grids, triangular grids and hexa-
gonal grids. We have assumed the store-and-forward ∆-port model, and onsidered both full
and half-duplex networks. The main new results of this artile are the following :
1. Tight (also inluding the onstant fator) permutation routing algorithms on full-
duplex hexagonal grids, and half duplex triangular and hexagonal grids.
2. Tight (also inluding the onstant fator) r-entral routing algorithms on triangular
and hexagonal grids.
3. Tight (also inluding the onstant fator) (k, k)-routing algorithms on square, trian-
gular and hexagonal grids.
4. Good approximation algorithms for (ℓ, k)-routing in square, triangular and hexagonal
grids, together with new lower bounds on the running time of any algorithm using
shortest path routing.
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All these algorithms are ompletely distributed, i.e. an be implemented independently at
eah node. Finally, we have also formulated the (ℓ, k)-routing problem as aWeighted Edge
Coloring problem on bipartite graphs.
There still remain several interesting open problems onerning (ℓ, k)-routing on plane
grids. Of ourse, the most hallenging problem seems to nd a tight (ℓ, k)-routing algorithm
for any plane grid, for ℓ 6= k. Another interesting avenue for further researh is to take into
aount the queue size. That is, to devise (ℓ, k)-routing algorithms with bounded queue size,
or that optimize both the running time and the queue size, under a ertain trade-o.
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A Dening the embeddings
The results already known for the square grid an be used for a triangular (resp. a
hexagonal) grid if we have an adapted funtion mapping the square grid into the trian-
gular (resp. hexagonal) grid. Here we propose both funtions, namely square2triangle and
square2hexagon.
The funtion square2triangle is illustrated in Fig. 7. We perform the same routing as in
the grid, i.e. we just ignore the extra diagonal.
Fig. 7  Square grid mapped into the triangular grid
In a square grid the distane between two verties is at most twie the distane in a
triangular grid. Similarly the ongestion is at most doubled going from the triangular grid
to the square grid. Nevertheless the maximal distane is unhanged. Indeed, the NW and SE
nodes of Fig. 7 are at the same distane in both grids. Consequently, an algorithm whih
routes a permutation in 2n − 2 steps is still optimal in the worst ase. This is the reason
why, instead of onsidering a square grid with one extra diagonal, we look at a triangle grid
in the shape of a triangle, .f. Fig. 8. Using the routing of the square grid in this triangle
grid yields a routing within twie the optimal (i.e. minimum time in the worst ase).
Fig. 8  Triangular grid
The funtion square2hexagon is a little more ompliated. Squares are mapped in two
dierent ways on the hexagonal grid, as shown in Fig. 9. Some are mapped on the left side
of a hexagon and some on the right side. Call them respetively white and blak squares.
White and blak squares alternate on the grid like white and blak on a hess board. The
missing edge of a white square is mapped to the path of length 3 that goes on the right of
the hexagon. The missing edge of a blak square is mapped on the path of length 3 that goes
on the right of the hexagon. In this way eah edge of the square grid is uniquely mapped
and eah edge of the hexagonal grid is the image of exatly two edges of the square grid.
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Black Black
Black
Black
Fig. 9  Square grid mapped into the hexagonal grid
The distane between 2 verties in the hexagonal grid is twie the distane in the square
grid plus one. Also when we adapt a routing from the square grid to the hexagonal grid using
the funtion square2hexagon, the ongestion may double sine eah edge of the hexagonal
grid is the image of two edges of the square grid. Consequently, a routing obtained using
the funtion square2hexagon will be within a onstant multipliative fator of the optimal.
B An Approah for (ℓ, k)-routing Using Weighted Colo-
ring
In any physial topology, we an represent a given instane of the problem in the following
way. Given a network on n nodes, we build a bipartite graph H with a opy of eah node at
both sides of the bipartition. We add an edge between u and v whenever u wants to send a
message to v, and assign to eah edge uv a weight w(uv) equal to the length of a shortest
path from u to v on the original grid. In this way we obtain an edge-weighted bipartite graph
H on 2n nodes. Note that the maximum degree of H satises ∆ ≤ max{ℓ, k}. An example
for ℓ = 2 and k = 3 is depited in Fig. 10.
The key idea behind this onstrution is that eah mathing in H orresponds to an
instane of a permutation routing problem. Hene, it an be solved optimally, as we have
proved for all types of grids in Setion 2. For eah mathing Mi, we dene its ost as
c(Mi) := max{w(e)|e ∈ Mi)}. We assign this ost beause on all grids the running time of
the permutation routing algorithms we have desribed are proportional to the length of the
longest shortest path (with equality on full-duplex triangular grids).
From the lassial Hall's theorem we know that the edges of a bipartite graph an be
partitioned into ∆ disjoint mathings (that is, a oloring of the edges), ∆ being the maxi-
mum degree of the graph. In our ase we have ∆ = max{ℓ, k}. Thus, the problem onsists in
partitioning the edges of H into ∆ mathings M1, . . . ,M∆, in suh a way that
∑∆
i=1 c(Mi)
is minimized. That is, our problem, namely Weighted Bipartite Edge Coloring, an
be stated in the following way :
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l=2 k=3
u
v
w(uv)
Fig. 10  Bipartite graph modeling a (2, 3)-routing instane
Weighted Bipartite Edge Coloring
Input : An edge-weighted bipartite graph H .
Output :A partition of the edges ofH into mathingsM1, . . . ,M∆, with c(Mi) := max{w(e)|e ∈
Mi)}.
Objetive : min
∑∆
i=1 c(Mi).
Therefore,min
∑∆
i=1 c(Mi) is the running time for routing an (ℓ, k)-routing instane using
this algorithm.
Unfortunately, in [11℄Weighted Edge Coloring is proved to be stronglyNP-omplete
for bipartite graphs, whih is the ase we are interested in. In fat, the problem remains
strongly NP-omplete even restrited to ubi and planar bipartite graphs. Conerning ap-
proximation results, the authors [11℄ provide an inapproximability bound of
7
6 − ε, for any
ε > 0. Furthermore, they math this bound with an approximation algorithm within 7/6 on
graphs with maximum degree 3, improving the best known approximation ratio of 5/3 [12℄.
In [24℄ this innaproximability bound is proved independently on general bipartite graphs.
Thus, if max{ℓ, k} ≤ 3 we an nd a solution of Weighted Bipartite Edge Coloring
within
7
6 times the optimal solution, and this will be also a solution for the (ℓ, k)-routing
problem.
Remark B.1 Although of theoretial value, the main problem of this algorithm is that n-
ding these mathings is a entralized task. In addition, the true ratio, i.e. related to the
optimum of the (ℓ, k)-routing, should be proved to provide an upper bound for the running
time of this algorithm.
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1 Introduction
This paper is motivated by a problem posed by Alcatel Space Technologies (see [1]). A satellite sends
informations to receivers on earth, each of which is listening several frequencies, one for each signal
it needs to receive. Technically it is impossible to focus a signal sent by the satellite exactly on the
destination receiver. So part of the signal is spread in an area around it creating noise for the other
receivers displayed in this area and listening the same frequency. Each receiver is able to distinguish the
signal directed to it from the extraneous noises it picks up if the sum of the noises does not become too
big, i.e. does not exceed a certain threshold T . The problem is to assign frequencies to the receivers in
such a way that each receiver gets its dedicated signals properly, while minimizing the total number of
frequencies used.
Generally the ”noise relation” is symmetric, that is if a receiver u is in the noise area of a receiver v
then v is in the noise area of u. Hence, interferences may be modelled by a noise graph G = (V (G), E(G))
which vertices are the receivers and in which two vertices are joined by an edge if and only if they interfer.
Moreover, the graph is attached a weight function p : V (G) → IN, where the weight p(v) of the vertex
v is equal to the number of signals it has to receive. Hence we have a weighted graph, that is a pair
(G, p) where G is a graph and p a weight function on the vertex set of G. The weight function can be
intuitively extended to sets of vertices and to subgraphs: the weight of a set of vertices S ⊂ V (G) is
p(S) =
∑
v∈S p(v) while the weight of a subgraph H ⊂ G is p(H) = p(V (H)). The maximum weight of a
vertex in a graph (G, p) is denoted pmax.
In a simplified version, the intensity I of the noise created by a signal is independent of the frequency
and the receiver. Hence to distinguish its signal from noises, a receiver must be in the noise area of at most
k =
⌊
T
I
⌋
receivers listening signals on the same frequency. Hence the problem come to find a colouring
of the weighted graph which is k-improper. Let (G, p) be a weighted graph. A colouring of (G, p) is a
function C : V → P(S) such that |C(v)| ≥ p(v). The set S is called the set of colours and is usually
{1, 2, . . . , l} for some integer l as we are only interested in its cardinality. A weighted colouring into a set
S of cardinality l is called an l-colouring of (G, p). A weighted colouring C of (G, p) is k-improper if for
any colour i, the set of vertices coloured i induces a graph of degree at most k. The k-improper chromatic
number of (G, p), denoted χk(G, p), is the smallest l such that (G, p) admits a k-improper l-colouring.
Note that a 0-improper colouring corresponds to a proper colouring.
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In [1] this problem is studied via linear programming. The objective of this paper is to build algorithms
giving k-improper colouring of weighted graphs of a certain class C with as few colours as possible. An
algorithm that gives a k-improper colouring of each weighted graph (G, p) ∈ C with at most c1×χk(G, p)+
c2 colours for some constants c1 and c2, is said to be c1-approximate or to have approximation ratio c1.
Let q be an integer. We denote by q the constant weight function equal to q. A natural method
to find a k-improper colouring of (G, p) consists in finding first a k-improper colouring of (G,q) with r
colours, ideally χk(G,q), and then in dividing each weight into sets of size q; using r colours for each
of these sets, we obtain a k-improper r ×
⌈
pmax
q
⌉
-colouring of (G, p). As χk(G, p) ≥ pmax, it gives an
(r/q)-approximate algorithm.
Proposition 1 Given a colouring C of (G,q) with r colours, there is an easy polynomial algorithm that
colours (G, p) with at most r
⌈
pmax
q
⌉
colours.
In particular, χk(G,q) ≤ r, then χk(G, p) ≤ r
⌈
pmax
q
⌉
.
In this paper, we present improvements of this proposition. For any graph G, we denote ρk(H,G, p),
or simply ρk(H) when (G, p) is clear from the context, the maximum of χk(H
′, p) over the subgraphs
H ′ of G isomorphic to H . For example, ρk(K1) = pmax and ρ0(K2) = max{p(u) + p(v) | uv ∈ E(G)}
and ρk(K2) = pmax if k ≥ 2. By extension, if H is a family of graphs (finite or not), ρk(H, G, p) is the
maximum of ρk(H,G, p) over all graphs H ∈ H. Obviously, for any family H, ρk(H, G, p) ≤ χk(G, p).
The idea to design approximate algorithms for k-improper colouring is to find a finite family of graphs
Hk such that any weighted graph (G, p) in the considered class satisfies χk(G, p) ≤ c1.ρk(Hk) + c2 with
c1 a small constant (ideally 1) and c2 another constant. Hence computing χk(H
′, p) for all the subgraphs
H ′ isomorphic to a graph in Hk, we obtain a c1-approximate algorithm for χk(G, p). Moreover we also
exhibit algorithms that produce the corresponding c1-approximate k-improper colouring.
We first show approximate algorithms for general graphs. We then make further improvements for
specific graphs, namely the grid graphs and the hexagonal graphs. The next subsections recall the results
known for grid graphs and hexagonal graphs.
1.1 Grid graphs
The (two-dimensionnal) grid is the graph GL defined as follows: the vertices are all integer linear com-
binations af1 + bf2 of the two vectors f1 = (1, 0) and f2 = (0, 1): thus we may identify the vertices with
the pairs (a, b) of integers. Two vertices are adjacent when the Euclidean distance between them is 1.
Thus each vertex x = (a, b) has four neighbours: its left neighbour (a− 1, b), its right neighbour (a+1, b),
its top neighbour (a, b+ 1) and its down neighbour (a, b− 1). A grid graph is an induced subgraph of the
two-dimensionnal grid.
(a+1,b)
(a,b−1)
(a−1,b)
(a,b+1)
e2
e1
Figure 1: The two-dimensionnal grid and a grid graph.
As a grid graph G has maximum degree 4, for k ≥ 4, k-improper colouring of G are trivial : giving any
2
set of p(v) colours to vertex v is a k-improper colouring. Hence, for any k ≥ 4, its k-improper chromatic
number equals its maximum weight χk(G, p) = pmax.
Regarding proper (0-improper) colouring, by Proposition 1, χ0(G, p) ≤ 2pmax as a grid graph is
bipartite. This upper bound is tight when there is an edge uv such that p(u) = p(v) = pmax. But such
an edge may not exist. However, one can find the weighted chromatic number of a grid graph and more
generally of any weighted bipartite graph.
Theorem 2 (McDiarmid and Reed [7]) Let G = ((A,B), E) be a bipartite graph. Then for any
weight p, χ0(G, p) = ρ0(K1,K2).
Proof. Let us colour every vertex a ofA with {1, 2, . . . , p(a)} and every vertex b of B with {ρ0({K1,K2}),
ρ0({K1,K2})− 1, . . . , ρ0({K1,K2})− p(b) + 1}. 
Note that ρ0(K1, G, p) = pmax and ρ0(K2, G, p) = max{p(u) + p(v) | uv ∈ E(G)} ≤ 2pmax.
In Section 3, for 1 ≤ k ≤ 3, we provide an αk-approximate polynomial-time algorithms that compute
a k-improper colouring of a weighted gridgraph with α1 = 13/9, α2 = 27/20 and α3 = 19/16.
It would be nice to prove (and even better disprove) the following problem:
Problem 3 For any fixed 1 ≤ k ≤ 3, is it NP-complete to find the k-improper chromatic number of a
weighted grid graph?
1.2 Hexagonal graphs
The triangular lattice graph TL may be described as follows. The vertices are all integer linear combina-
tions ae1 + be2 of the two vectors e1 = (1, 0) and e2 = (
1
2 ,
√
3
2 ): thus we may identify the vertices with
the pairs (a, b) of integers. Two vertices are adjacent when the Euclidean distance between them is 1.
Thus each vertex x = (a, b) has six neighbours: its left neighbour (a− 1, b), its right neighbour (a+ 1, b),
its leftup neighbour (a− 1, b+ 1), its rightup neighbour (a, b+ 1), its leftdown neighbour (a, b− 1) and its
rightdown neighbour (a+ 1, b− 1). A hexagonal graph is an induced subgraph of the triangular lattice.
(a+1,b)
(a−1,b+1)(a,b+1)
(a−1,b)
(a+1,b−1)(a,b−1)
e1
e2
Figure 2: The triangular lattice and a hexagonal graph.
For any k ≥ 6, the k-improper chromatic number of a hexagonal graph is its maximum weight because
it has maximum degree 6.
McDiarmid and Reed [7] showed that it is NP-complete to decide whether the chromatic number
of a weighted hexagonal graph is 3 or 4. Hence there is no polynomial time algorithm for finding the
weighted chromatic number of hexagonal graphs (unless P = NP). Hence one has to find approximate
algorithms. The better known so far has approximation ratio 4/3 and is based on the following result.
Theorem 4 (McDiarmid and Reed [7]) For any weigthed hexagonal graph (G, p),
χ0(G, p) ≤
4
3
ρ0({K1,K2,K3}).
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A distributed algorithm which guarantees the 43ρ0({K1,K2,K3}) bound is reported by Narayanan and
Schende [6]. However, one expects approximate algorithms with ratios better than 4/3. In particular,
Reed and McDiarmid conjecture that for big weight the ratio may be decreased to almost 9/8.
Conjecture 5 (McDiarmid ans Reed [7]) There exists a constant c such that for any weigthed hexag-
onal graph (G, p),
χ0(G, p) ≤
9
8
ρ0({K1,K2,K3}) + c.
Note that the ratio 9/8 in the above conjecture is best possible. Indeed consider a 9-cycle C9 with
constant weight k. A colour can be assigned to at most 4 vertices, so χ0(C9, k) ≥
9k
4 . Clearly,
ρ0({K1,K2,K3}, C9, k) = 2k. So χ0(C9, k) ≥
9
8ρ0({K1,K2,K3}, C9, k). An evidence for this conjec-
ture has been given by Havet [2] who proved that if a hexagonal graph G is triangle-free (i.e. has no
K3) then χ0(G, p) ≤
7
6ρ0({K1,K2}) + 5. See also [9] for an alternative proof and [4] for a distributed
algorithm for colouring triangle-free hexagonal graph with 54ρ0({K1,K2}) + 3 colours.
Regarding improper colouring, Havet, Kang and Sereni [3, 8] generalized the above mentionned NP-
completeness result of McDiarmid and Reed:
Theorem 6 (Havet, Kang and Sereni [3, 8]) For 0 ≤ k ≤ 5, the following problem is NP-complete:
Instance: a weighted hexagonal graph (G, p).
Question: is (G, p) k-improper 3-colourable?
Hence one cannot expect polynomial-time algorithm to find the k-improper chromatic number of weighted
hexagonal graphs. In Section 4, for 1 ≤ k ≤ 5, we provide an αk-approximate polynomial-time algorithms
that compute a k-improper colouring of a weighted hexagonal graph with α1 = 20/11, α2 = 12/7,
α3 = 18/13, α4 = 80/63 and α5 = 41/36.
2 General algorithms
In this section, we improve Proposition 1. To do so, instead of considering only pmax, we consider the
number of colours that a vertex and its neighbours may require. As shown by the following, this number
may be larger than pmax. The graph K1,k+1 is the graph with k + 2 vertices and k+ 1 edges linking one
vertex, called the centre to the k + 1 others, called spikes.
Proposition 7 For every weight function p, χk(K1,k+1, p) ≥
1
k + 1
∑
v∈V (K1,k+1)
p(v) =
p(K1,k+1)
k + 1
.
Proof. Let u be the centre of K1,k+1 and v1, . . . , vk+1 its spikes. Consider a k-improper colouring
C of K1,k+1. For 1 ≤ i ≤ k + 1, set q(vi) = |C(vi) \ C(u)|. The colouring C uses at least M =
max1≤i≤k+1{q(vi) + p(u)} ≥ p(u) + 1k+1
∑k+1
i=1 q(vi) colours. But a colour in C(u) is assigned to at most
k of the spikes because the colouring is k-improper. Thus
∑k+1
i=1 q(vi) ≥
∑k+1
i=1 p(vi) − kp(u). It follows
M ≥ 1
k+1
(
p(u) +
∑k+1
i=1 p(vi)
)
. 
We call (k + 1)-star, or simply star, a subgraph of G isomorphic to K1,k+1. We set θk(G, p) =
max{p(H)/(k + 1) | H star of G} and ωk(G, p) = max{pmax, θk(G, p)}. According to Proposition 7,
ωk(G, p) ≤ ρ({K1,K1,k+1}, G, p) ≤ χk(G, p).
Theorem 8 Let αk(r, q) =
(k+1)r2
(k+2)rq−q2 and βk(r, q) = max{(k + 2)r
2 − rq, (k + 1)r2 + krq}. There
is a algorithm that given a graph G and a k-improper colouring C of (G,q) with r colours, returns a
k-improper colouring (G, p) with at most αk(r, q)× ωk(G, p) + βk(r, q) colours.
In particular, if χk(G,q) ≤ r, then χk(G, p) ≤ αk(r, q)× ωk(G, p) + βk(r, q).
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Proof. Consider the following algorithm :
Algorithm 1 0. Initialisation: (G0, p0) := (G, p), S := ∅ and i = 0.
1. Add the vertices of low weight to S that will be treated at the end (Step 3):
Si := {v ∈ V (G) | pi(v) ≤ γk(r, q)} with γk(r, q) =
q
r
βk(r, q), S := S ∪ Si and for all v ∈ Si,
s(v) := pi(v). Gi+1 := Gi − Si.
2. If Gi+1 is not empty:
2.1. Give to each vertex v of Gi+1 a certain number ni(v) of colours among a set of (k + 1)r2
colours in such a way that ωk(G
i+1, pi − ni) ≤ ωk(Gi, pi)− (k + 2)rq + q2.
2.2. Set pi+1 := pi − ni and i := i+ 1 and go to Step 1.
3. Colour (G〈S〉, s) with βk(r, q) colours. It is possible using γk(r, q)/q times the colouring C as
smax ≤ γk(r, q).
At each Step 2, (k + 1)r2 colours are used and ωk decreases by at least (k + 2)rq − q2. Therefore,
Algorithm 1 yields a k-improper colouring of (G, p) with at most (k+1)r
2
(k+2)rq−q2 ωk(G, p) + βk(r, q) colours.
Let us now describe precisely how to perform Step 2.1. Set ωk = ωk(G
i, pi). A big star is a star H of
Gi+1 such that pi(H) ≥ (k + 1)ωk − q
2 and a big vertex is a vertex such that pi(v) > ωk − rq. A small
vertex is a non-big vertex. It is goofy if it is adjacent to a big vertex and regular otherwise.
Set a = (k + 1)r − q. At each step 2.1, we first use a times the colouring C : with ar colours, each
vertex receives aq of them. Then we use rq additional colours: they are all assigned to big vertices and
regular vertices receive q2 (using q times C on regular vertices). Hence ni(v) = (k + 2)rq − q2 if v is big,
ni(v) = (k + 1)rq if v is regular and ni(v) = (k + 1)rq − q2 if v is goofy.
Notice that in Gi+1, no star is made of k + 2 big vertices. Consequently the previous colouring is
indeed k-improper.
Let us now check that ωk(G
i+1, pi+1) ≤ ωk − (k + 2)rq + q
2.
We have pi+1max ≤ ωk − (k + 2)rq + q
2 : indeed for a vertex v, pi+1(v) ≤ pi(v) − ni(v). If v is big
ni(v) = (k + 2)rq − q2 and if v is small ni(v) ≥ (k + 1)rq − q2 and pi(v) ≤ ωk − rq. In both cases,
pi+1(v) ≤ ωk − (k + 2)rq + q2.
Consider now a star H of Gi+1. Each vertex receives at least qa colours. Hence if H is not big,
pi+1(H) ≤ pi(H)− (k + 2)qa ≤ (k + 1)ωk − q
2 − (k + 2)qa = (k + 1)(ωk − (k + 2)rq + q
2).
Suppose now that H is big.
Claim 1 H has a vertex x which is not goofy.
Proof. Let u be the centre of H and v1, . . . , vk+1 its spikes with p
i(v1) ≥ · · · ≥ pi(vk+1). Suppose for a
contradiction that all the vertices of H are goofy. Then there exists a big vertex v0 adjacent to u. The
vertex v0 is not one of the vi for these are small. Let H
′ be the star with centre u and spikes v0, . . . , vk.
Set S =
∑k
j=1 p
i(vj). We have p
i(H ′) = pi(u) + S + pi(v0) ≤ (k + 1)ωk and pi(v0) > ωk − rq. Hence
S < kωk + rq − pi(u). But pi(vk+1) ≤
S
k
so pi(vk+1) < ωk +
rq
k
− p
i(u)
k
.
Now pi(H) = pi(u)+S+pi(vk+1) so by the above inequalities, p
i(H) < (k+1)ωk+rq(
k+1
k
)−pi(u)/k.
As u ∈ Gi+1, we have pi(u) ≥ γk(r, q) ≥ (k + 1)rq + kq2, thus pi(H) < (k + 1)ωk − q2. This contradicts
the fact that H is big. 
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The vertex x receives at least qa+ q2 colours. Hence
pi+1(H) ≤ pi(H)− (k + 2)qa− q2 ≤ (k + 1)ωk − (k + 2)qa− q
2 ≤ (k + 1)(ωk − (k + 2)rq + q
2).
Thus θk(G
i+1, pi+1) ≤ ωk − (k + 2)rq + q
2, so ωk(G
i+1, pi+1) ≤ ωk − (k + 2)rq + q
2.
Algorithm 1 requires to compute the value of ωk(G, p). Since there are at most n
(
∆
k+1
)
k + 1-stars in
a graph on n vertices with maximum degree ∆, it can be done in O
(
n
(
∆
k+1
))
operations. 
For 1-improper colouring or when the maximum degree ∆ of the graph G is k+1, one can get better
approximate algorithms. They are very similar to Algorithm 1 but one can improve Claim 1 and thus
Theorem 8.
Theorem 9 Let r and q be two integers. Set a = 2r − 2q if r ≥ 2q and a = r if r ≤ 2q, and α′1(r, q) =
ar+rq
aq+rq and β
′
1(r, q) = 4r
2. There is a polynomial algorithm that given a weighted graph G and a 1-
improper colouring C of (G,q) with r colours, produces a 1-improper colouring of (G, p) with at most
α′1(r, q)× ωk(G, p) + β
′
1(r, q) colours.
In particular, if χ1(G,q) ≤ r, then χ1(G, p) ≤ α′1(r, q)× ω1(G, p) + β
′
1(r, q).
Proof. Consider the following algorithm :
Algorithm 2 0. Initialisation: (G0, p0) := (G, p), S := ∅ and i = 0.
1. Add the vertices of low weight to S that will be treated at the end (Step 3):
Si := {v ∈ V (G) | pi(v) ≤ 4rq}, S := S ∪ Si and for all v ∈ Si, s(v) := pi(v). Gi+1 := Gi − Si.
2. If Gi+1 is not empty:
2.1. Give to each vertex v of Gi+1 a certain number ni(v) of colours among a set of ar+ rq colours
in such a way that ω1(G
i+1, pi − ni) ≤ ω1(Gi, pi)− aq − rq.
2.2. Set pi+1 := pi − ni and i := i+ 1 and go to Step 1.
3. Colour (G〈S〉, s) with 4r2 colours. It is possible using 4r times the colouring C as smax ≤ 4rq.
Algorithm 2 yields a 1-improper colouring of (G, p) with at most α′1ω1(G, p) + β
′
1 colours.
Let us now describe precisely how to perform Step 2.1. Set ω1 = ω1(G
i, pi). As before, a big vertex
is a vertex such that pi(v) > ω1 − rq. A small vertex is a non-big vertex. It is goofy if it is adjacent to a
big vertex and regular otherwise. A 2-star H is big if pi(H) > 2ω1 − 2rq.
At each step 2.1, we first use a times the colouring C : with ar colours, each vertex receives aq of
them. Then we use rq additional colours: they are all assigned to big and regular vertices receive q2 of
them (using q times C on regular vertices). Hence ni(v) = aq + rq if v is big, ni(v) = aq + q2 if v is
regular and ni(v) = aq if v is goofy.
Let us now check that ω1(G
i+1, pi+1) ≤ ω1 − aq − rq.
We have pi+1max ≤ ω1−aq−rq : indeed for a vertex v, p
i+1(v) ≤ pi(v)−ni(v). If v is big n
i(v) = aq+rq
and if v is small ni(v) ≥ aq et pi(v) ≤ ω1 − rq. In both cases, pi+1(v) ≤ ω1 − aq − rq.
Consider a 2-star H of Gi+1. Each vertex receives at least qa colours. Hence if H is not big then
pi+1(H) ≤ pi(H)− 3aq ≤ 2ω1 − 2rq − arq.
Suppose now that H is big.
Claim 2 A 2-star with two goofy vertices and no big vertex is not big.
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Proof. Suppose H is a 2-star with centre u2 and spikes u1 and u3 and assume that two vertices are
goofy and none is big. W.l.o.g. there is a big vertex b1 adjacent to u1 and a big vertex b2 adjacent to
u2 or u3. As b1, u1 and u2 form a K1,2, by definition of ω1,
1
2 (p
i(b1) + p
i(u1) + p
i(u2)) ≤ ω1. Similarly,
1
2 (p
i(b2) + p
i(u2) + p
i(u3)) ≤ ω1. Hence pi(u1) + pi(u2) + pi(u3) ≤ 4ω1 − pi(b1) − pi(b2) − pi(u2) ≤
2ω1 − p
i(u2) + 2rq − 2. As u2 is in G
i+1, pi(u2) ≥ 4rq − 2, so p
i(H) ≤ 2ω1 − 2rq. 
So H contains a big vertex or two regular ones. Hence pi+1(H) ≤ pi(H) − 3qa −min{rq, 2q2}. By our
choice of a, we get pi+1(H) ≤ 2(ω1 − aq − rq). 
Theorem 10 Let r and q be two integers. Set a = (k + 1)r − 2 if r ≥ 2q and a = kr if r ≤ 2q, and
α′′k(r, q) =
ar+rq
aq+rq and β
′′
k (r, q) = ar + r
2. There exists a polynomial algorithm that given a graph G with
maximum degree k + 1 and a k-improper colouring C of (G,q) with r colours, produces a k-improper
colouring of (G, p) with at most α′′k(r, q)× ωk(G, p) + β
′′
k (r, q) colours.
In particular, if χk(G,q) ≤ r, then χk(G, p) ≤ α′′k(r, q)× ωk(G, p) + β
′′
k (r, q).
Proof. Consider the following algorithm :
Algorithm 3 0. Initialisation: (G0, p0) := (G, p), (S, s) is the empty graph and i = 0.
1. Add the vertices of low weight to S that will be treated at the end (Step 3):
Si := {v ∈ V (G) | pi(v) ≤ aq + rq, S := S ∪ Si and for all v ∈ Si, s(v) := pi(v). Gi+1 := Gi − Si.
2. If Gi+1 is not empty:
2.1. Give to each vertex v of Gi+1 a certain number ni(v) of colours among a set of (a+ q)r colours
in such a way that ωk(G
i+1, pi − ni) ≤ ωk(Gi, pi)− aq − rq.
2.2. Set pi+1 := pi − ni and i := i+ 1 and go to Step 1.
3. Colour (G〈S〉, s) with β′′k colours. It is possible using a+r times the colouring C as smax ≤ (a+r)q.
Algorithm 3 yields a k-improper colouring of (G, p) with at most α′′kωk(G, p) + β
′′
k colours.
Let us now describe precisely how to perform Step 2.1. Set ωk = ωk(G
i, pi). A big vertex is a vertex
such that pi(v) > ωk − rq. A small vertex is a non-big vertex. It is goofy if it is adjacent to a big vertex
and regular otherwise. A regular vertex is isolated if it is adjacent to no regular vertex.
At each step 2.1, we first use a times the colouring C : with ar colours, each vertex receives aq
of them. Then we use rq additional colours: they are all assigned to big and isolated regular vertices
and non-isolated regular vertices receive q2 (using q times C on non-isolated regular vertices). Hence
ni(v) = aq + rq if v is big or isolated regular, ni(v) = aq + q2 if v is non-isolated regular and ni(v) = aq
if v is goofy.
Let us now check that ωk(G
i+1, pi+1) ≤ ωk − aq − rq.
We have pi+1max ≤ ωk−aq−rq : indeed for a vertex v, p
i+1(v) ≤ pi(v)−ni(v). If v is big ni(v) = aq+rq
and if v is small ni(v) ≥ aq et pi(v) ≤ ωk − rq. In both cases, p
i+1(v) ≤ ωk − aq − rq.
Consider a star H of Gi+1. Each vertex receives at least aq colours.
Claim 3 A star H contains a big vertex or an isolated regular vertex x or two non-isolated regular
vertices.
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Proof. Let u be the centre of H and v1, . . . , vk+1 its spikes. Since G has maximum degree k + 1 the
only neighbours of u are the vi. Hence, if no vertex of H is big then u is regular. Moreover if it is not
isolated one of the vi is also regular. 
Hence H contains a vertex that receives at least aq+ rq colours or two vertices receiving at least aq+ q2
colours. Hence pi+1(H) ≤ pi(H) − (k + 2)qa − min{rq, 2q2}. By our choice of a, we get pi+1(H) ≤
(k + 1)(ωk − aq − rq). Thus θk(Gi+1, pi+1) ≤ ωk − aq − rq, so ωk(Gi+1, pi+1) ≤ ωk − aq − rq. 
3 Grid graphs
3.1 General algorithms applied to grid graphs
In order to apply Theorems 8 and 10 to grid graphs, we determine χk(GL,q) for every positive integer
q and 1 ≤ k ≤ 3.
We first prove a preliminary lemma. Let C be a colouring of a weighted graph (G, p). We denote by
cu,v the number of colours assigned to both u and v, that is cu,v = |C(u) ∩ C(v)|. We use the standard
notation N(u) for the neighborhood of u.
Lemma 11 Let C be a k-improper colouring of a weighted graph (G, p).
(i)
∑
v∈N(u)
cu,v ≤ kp(u);
(ii) ∀u, v, C uses at least p(u) + p(v)− cu,v colours;
(iii) ∀u, v, w, C uses at least p(u) + p(v) + p(w) − cu,v − cu,w − cv,w.
Proof. (i) A colour assigned to u is assigned to at most k neighbours of u because C is k-improper.
(ii) and (iii) follow from the Inclusion-Exclusion Formula:
|C(u) ∪ C(v)| = |C(u)|+ |C(v)| − |C(u) ∩C(v)| = p(u) + p(v)− cu,v;
|C(u) ∪C(v) ∪ C(w)| = |C(u)|+ |C(v)| + |C(w)| − |C(u) ∩C(v)| − |C(u) ∩ C(w)| − |C(v) ∩ C(w)|
+|C(u) ∩ C(v) ∩ C(w)|
≥ p(u) + p(v) + p(w) − cu,v − cu,w − cv,w.

Theorem 12 For the grid graph GL, we have:
(i) χ1(GL,q) = 2q,
(ii) χ2(GL,q) =
⌈
3q
2
⌉
, and
(iii) χ3(GL,q) =
⌈
5q
4
⌉
.
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1,3 1,2
1,3 1,21,3 1,2
1,2 1,2 1,3 1,22,3 1,3
2,3 1,3 1,2 1,3 1,2
1,3 1,2 1,3 1,2 1,3
1,2 1,3 1,22,3
2,3 2,3 2,3
2,3
2,3
2,3
2,3
2,3
2,3
Figure 3: A 2-improper colouring of the square grid.
Proof. Let us first show the k-improper colourings of (GL,q) with the required number of colours.
(i) The grid is bipartite so (GL,q) has a 0-improper (and thus also 1-improper) colouring with 2q
colours.
(ii) For 1 ≤ j ≤ 3, let Uj = {(a, b) | a + b = j mod 3}. Assign the colours
⌈
(j−1)q
2
⌉
+ 1, . . . ,
⌈
jq
2
⌉
to
vertices which are not in Uj . See Figure 3.
(iii) For 1 ≤ j ≤ 5, let Tj be the set of vertices obtained from the vertex (0, j) by adding the linear
combinations of the vectors 2f1 + f2 and 5f1. For 1 ≤ j ≤ 5, assign the colours
⌈
(j−1)q
4
⌉
+ 1, . . . ,
⌈
jq
4
⌉
to
vertices not in Tj. See Figure 4.
1,2,3,4 2,3,4,5 1,3,4,5 1,2,4,5 1,2,3,5 1,2,3,4 2,3,4,5
2,3,4,5 1,3,4,5 1,2,4,5
2,3,4,5 1,3,4,5 1,2,3,51,2,4,5 1,2,3,4 2,3,4,5
1,2,3,51,2,3,41,2,4,5 1,2,3,5
1,2,3,5 2,3,4,5 1,3,4,5 1,2,4,5 1,2,3,41,2,3,5
1,3,4,5 1,2,4,5
1,2,3,4
1,2,3,5 1,2,3,4 2,3,4,5 1,3,4,5 1,2,4,5
1,3,4,5
Figure 4: A 3-improper colouring of the square grid.
Let us now show that these colourings are optimal. Hence let C be a k-improper colouring of (GL,q)
with χk(GL,q) colours.
(i) If k = 1, consider a 4-cycle in GL. A colour may be used on at most 2 of these vertices. Hence 2q
colours are needed.
(ii) and (iii) Let u be a vertex of GL. Applying Lemma 11 (ii) to the four neighbours of a vertex u,
we obtain: 4χk(GL,q) ≥ 8q −
∑
v∈N(u) cu,v. Now by Lemma 11 (i), 4χk(GL,q) ≥ (8 − k)q. We obtain
respectively χ2(GL,q) ≥
3q
2 and χ3(GL,q) ≥
5q
4 . 
Corollary 13 For 1 ≤ k ≤ 3, there are αk-approximate algorithms for finding a k-improper colouring of
a weighted grid graph, where α1 =
3
2 , α2 =
27
20 , and α3 =
19
16 .
Proof. Theorems 9 and 12 give the result for k = 1. Theorems 8 and 12 give the result for k = 2.
Theorems 10 and 12 give the result for k = 3. 
The following theorem improves this last result for 1-improper colouring of weighted grid graphs:
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Theorem 14 There is a 3927 -approximate algorithm for finding a 1-improper colouring of weighted grid
graph.
Proof. The idea of the algorithm is still similar but this time we use more the position of big vertices
and quasi-big vertices (a new type of vertex to be described) to 1-improper colour the grid graph (cf
Lemma 4).
Algorithm 4 0. Initialisation: (G0, p0) := (G, p), S := ∅ and i = 0.
1. Add the vertices of low weight to S that will be treated at the end (Step 3):
Si := {v ∈ V (G) | pi(v) < pinf} with pinf = 133, S := S ∪ Si and for all v ∈ Si, s(v) := pi(v).
Gi+1 := Gi − Si.
2. If Gi+1 is not empty:
2.1. Give to each vertex v of Gi+1 a certain number ni(v) of colours among a set of 156 colours in
such a way that ωk(G
i+1, pi − ni) ≤ ωk(Gi, pi)− 108.
2.2. Set pi+1 := pi − ni and i := i+ 1 and go to Step 1.
3. Colour (G〈S〉, s) with 266 colours. It is possible using as smax ≤ pinf − 1 and χ1(GL, q) = 2q.
Algorithm 4 yields a 1-improper colouring of (G, p) with at most 156108ωk(G, p) + 266 colours.
Let us now describe precisely how to perform Step 2.1. Set ω1 = ω1(G
i, pi). A big vertex is a vertex
such that pi(v) > ω1 − d1 with d1 = 24. A small vertex v is a non-big vertex. It is goofy if it is adjacent
to a big vertex (we note Goof the set of goofy vertices), it is quasi-big if pi(v) > ω1 − d2 with d2 = 67
and regular otherwise. A 2-star is big if its weight is bigger than 2ω1 − d3 with d3 = 45.
Claim 4 Let u and v be two vertices which are big or quasi-big in Gi. In Gi+1, they are at distance at
least 3 or form a connected component.
Proof. Suppose that u and v are at distance at most 2. If they do not form a connected component in
Gi+1, there is a vertex w ∈ V (Gi+1) such that the subgraph induced by u, v and w is a 2-star. Hence
pi(u) + pi(v) + pi(w) ≤ 2ω1. But pi(u) + pi(v) + pi(w) > 2ω1 − 2d2 + 1 + pinf = 2ω1, a contradiction.
Thus u and v form a connected component. 
Set a = 48, b = 6 and c = 3. At each step 2.1, we give all the 2a+ 8b+ 4c colours to the vertices in
connected component of order 2.
For the vertices not in such small components, we use three different colourings. The two first are
based on the following eight sets of vertices:
• U1 = {(0, 0) + 2kf1 + k′(f1 − 2f2), (0, 1) + 2kf1 + k′(f1 − 2f2)},
• U2 = {(1, 0) + 2kf1 + k′(f1 − 2f2), (1, 1) + 2kf1 + k′(f1 − 2f2)},
• U3 = {(0, 1) + 2kf1 + k
′(f1 − 2f2), (0, 2) + 2kf1 + k′(f1 − 2f2)},
• U4 = {(1, 1) + 2kf1 + k′(f1 − 2f2), (1, 2) + 2kf1 + k′(f1 − 2f2)},
• U5 = {(0, 0) + 2kf2 + k′(2f1 − f2), (1, 0) + 2kf2 + k′(2f1 − f2)},
• U6 = {(0, 1) + 2kf2 + k′(2f1 − f2), (1, 1) + 2kf2 + k′(2f1 − f2)},
• U7 = {(1, 0) + 2kf2 + k′(2f1 − f2), (2, 0) + 2kf2 + k′(2f1 − f2)},
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Figure 5: The sets U1 up to U8.
• U8 = {(1, 1) + 2kf2 + k
′(2f1 − f2), (2, 1) + 2kf2 + k′(2f1 − f2)}.
We first assign 2a colours such that each vertex of U1 receive a colours and each vertex of U2 receives
a other colours. Since U1 and U2 form a partition of V , each vertex receives a colours, and since G〈U1〉
and G〈U2〉 have maximum degree 1, the colouring we obtain is 1-improper.
Then we use 8b colours denoted by (i, j), 1 ≤ i ≤ b, 1 ≤ j ≤ 8. We give all the colours to the big
vertices. Then, for 1 ≤ j ≤ 8, we give to each vertex of Uj \Goof the colours (i, j), 1 ≤ i ≤ b. A vertex
appears in four of the Uj, so each non-goofy vertex receives 4b colours. Finally, by Claim 4, a goofy
vertex u has a unique big neigbour v. There is an integer j such that both u and v are in Uj . We assign
to u the colours (i, j), 1 ≤ i ≤ b. Doing so, each goofy vertex receives b colours.
Finally we use 4 sets of c colours At, Ad, Al and Ar. Each big or quasi-big vertex receive the colour
of all these sets and each top (resp. down, left, right) receives the colour of At (resp. Ad, Al and Ar).
This is 1-improper by Claim 4.
Let us now check that ω1(G
i+1, pi+1) ≤ ω1 − 108.
Let v be a vertex. If it is big then ni(v) = a+ 8b+ 4c; if it is quasi-big then ni(v) = a+ 4b+ 4c; if it
is goofy then ni(v) = a + b + c; if it is regular then ni(v) ≥ a + 4b and if in addition it is adjacent to a
quasi-big vertex ni(v) ≥ a+ 4b+ c. Hence, by our choice of a, b, c d1 and d2 we have
pi+1max ≤ ω1 −min{a+ 8b+ 4c, d1 + a+ 4b+ 4c, d2 + a+ b+ c, d2 + a+ 4b} ≤ p
i
max − 108. (1)
Claim 5 Let H be a big 2-star in (Gi+1, pi). Then the following hold:
(i) if the centre of H is goofy then H has a big vertex;
(ii) if H has two goofy vertices then the third one is big;
(iii) if H has a goofy vertex then it has a big or quasi-big vertex.
Proof. Let v be the centre of H and u1 and u2 its spike.
(i) Suppose that v is goofy. Let w be its big neighbour. Suppose for a contradiction that w /∈ {u1, u2}.
Considering the two 2-stars with vertex sets {w, v, u1} and {w, v, u2}, we obtain that pi(u1) + pi(v) ≤
2ω1 − pi(w) ≤ ω1 + d1 − 1 and pi(u2) + pi(v) ≤ 2ω1 − pi(w) ≤ ω1 + d1 − 1. Hence 2ω1 + 2d1 − 2 ≥
pi(u1) + p
i(u2) + 2p
i(v) ≥ pi(v) + pi(H) ≥ pi(v) + 2ω1 − d3 + 1, so pi(v) ≤ 2d1 + d3 − 3, but then v is in
Si, which is a contradiction.
(ii) Suppose for a contradiction that H has two goofy vertices and no big vertex. By (i), u1 and
u2 are the goofy vertices. Let w1 (resp. w2) be the big neighbour of u1 (resp. u2). (We may have
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w1 = w2). As in (i), considering the two 2-stars with vertex sets {w1, u1, v} and {w2, u2, v}, we obtain
pi(u1) + p
i(v) ≤ ω1 + d1 − 1 and pi(u2) + pi(v) ≤ ω1 + d1 − 1. These inequalities yield the contradiction
as in (i).
(iii) If v is goofy then H has a big vertex by (i). Suppose now that one spike of H , say u1, is
goofy. Let w be the big neighbour of u1. If w = v, we have the result. Assume now that w 6= v.
Considering the 2-star induced by {w, u1, v}, we obtain pi(u1) + pi(v) ≤ ω1 + d1 − 1. Since H is big
pi(u1) + p
i(v) + pi(u2) ≥ 2ω1 − d3 + 1. So pi(u2) ≥ ω1 − d1 − d3 + 2, that is u2 is quasi-big. 
Let H be a 2-star. If it is not big, its weigth decreases by at least 3a+ 3b + 3c. If H is big then by
Claim 5, it has either three non-goofy vertices, in which case its weight decreases by at least 3a + 12b,
one big vertex and two goofy vertices, in which case its weight decreases by 3a+10b+6c, one big vertex,
one regular vertex and one goofy vertex, in which case its weight decreases by 3a + 13b + 5c or one
quasi-big vertex, one regular vertex adjacent to this quasi-big and one goofy vertex in which case its
weight decreases by 3a+ 9b+ 6c. Hence by our choice of a, b, c, for a big star H ,
pi+1(H) ≤ ω1 −min(3a+ 12b, 3a+ 9b+ 6c, 3a+ 13b+ 5c) ≤ p
i(H)− 216. (2)
For Equations (1) and (2) yield ω1(G
i+1, pi+1) ≤ ω1 − 108. 
4 Hexagonal graphs
4.1 General algorithms applied to hexagonal graphs
Theorem 15 For the triangular lattice TL, we have:
(i) χ1(TL,q) =
⌈
5q
2
⌉
,
(ii) χ2(TL,q) = 2q,
(iii) χ3(TL,q) =
⌈
3q
2
⌉
,
(iv) χ4(TL,q) =
⌈
4q
3
⌉
and
(v) χ5(TL,q) =
⌈
7q
6
⌉
.
Proof. Let us first show the k-improper colourings of (TL,q) with the required number of colours.
(i) For 1 ≤ j ≤ 5, let Aj be the set of vertices obtained from the vertex (0, j) by adding the linear
combinations of the vectors 2e1 + e2 et 5e1. For 1 ≤ j ≤ 5, assign the colours
⌈
(j−1)q
2
⌉
+ 1, . . . ,
⌈
jq
2
⌉
to
vertices of Aj ∪Aj+1 (with A6 = A1).
(ii) Colour a vertex (a, b) with 1, . . . , q if a is even and with q + 1, . . . , 2q otherwise.
(iii) For 1 ≤ j ≤ 3, let Sj be the set of vertices obtained from the vertex (0, j) by adding the linear
combinations of the vectors e1 + e2 et 3e1. Assign the colours
⌈
(j−1)q
2
⌉
+ 1, . . . ,
⌈
jq
2
⌉
to vertices which
are not in Sj .
(iv) For 0 ≤ j1 ≤ 1 and 1 ≤ j2 ≤ 2, Tj1+j2 = {(a, b) | a ≡ j1 mod 2 et b ≡ j2 mod 2}. Assign the
colours
⌈
(j−1)q
3
⌉
+ 1, . . . ,
⌈
jq
3
⌉
to vertices which are not in Tj .
(v) For 1 ≤ j ≤ 7, let Uj be the set of vertices obtained from the vertex (0, j) by adding the linear
combinations of the vectors e1 + 2e2 et 7e1. Assign the colours
⌈
(j−1)q
6
⌉
+ 1, . . . ,
⌈
jq
6
⌉
to vertices which
are not in Uj .
12
1,25,14,53,41,25,1 2,3
1,25,14,53,41,25,1 2,3
1,2 4,52,33,4 3,45,14,5
1,2 4,52,33,4 3,45,14,5
1,25,14,53,41,25,1 2,3
Figure 6: A 1-improper colouring of the triangular lattice.
Let us now show that these colourings are optimal. Hence let C be a k-improper colouring of (TL,q)
with χk(TL,q) colours.
Let u be a vertex of TL. Applying Lemma 11 (i) and (ii) to a vertex u of TL and its six neighbours, we
obtain: 6χk(TL,q) ≥ (12−k)q. For k = 3, 4 or 5, we obtain respectively χ3(TL,q) ≥
3q
2 , χ4(TL,q) ≥
4q
3
and χ5(TL,q) ≥
7q
6 .
For k = 1 and 2, we need an extra argument. Let u and v be two adjacent vertices and t and w their
two common neighbours. Set f(u, v) = cu,t + cu,v + cu,w.
Consider now the ordered pair (u, v) which minimizes f(u, v), i.e. f(u, v) = fmin . Then f(v, u) =
cv,t + cu,v + cv,w. So f(u, v) + f(v, u) = (cu,t + cu,v + cv,t) + (cu,w + cu,v + cv,w). By Lemma 11 (iii), we
have f(u, v) + f(v, u) ≥ 6q − 2χk(TL,q).
Let u′ be the vertex symmetrical to u compared to v. By Lemma 11 (i), f(v, u) + f(v, u′) ≤ kq, so
f(v, u′) ≤ kq − f(v, u) ≤ kq − 6q + 2χk(TL,q) + fmin.
For k = 1, if χk(TL,q) <
5q
2 , we would have f(v, u
′) < fmin. Similarly, for k = 2, if χk(TL,q) < 2q,
we would have f(v, u′) < fmin. In both cases, it contradicts the minimality of f in (u, v). 
To prove the optimality of the colouring proposed for k = 1 and k = 2, one can also use Lemma 16.
Indeed this Lemma says that for k = 1 for every two vertices of a given colour, there is at least three
vertices that do not have this colour. For k = 2, it says that for every ℓ vertices of a given colour there
is at least ℓ vertices that do not have this colour.
Lemma 16 Let P be a path in the triangular lattice made of ℓ vertices such that any vertex of P is
adjacent to atmost 2 vertices of P . P has exactly ℓ+ 1 leftdown and rightdown neighbours.
Let C be a cycle in the triangular lattice made of ℓ vertices such that any vertex of C is adjacent to
exactly 2 vertices of C. C has exactly ℓ leftdown and rightdown neighbours.
Proof. We prove both assertions by induction: P(ℓ): ”Let P be a path in the triangular lattice made of
ℓ vertices, such that any vertex of P is adjacent to atmost 2 vertices of P . P has exactly ℓ+ 1 leftdown
and rightdown neighbours.”
P(1) is true.
Let ℓ ≥ 2, P(ℓ) ⇒ P(ℓ+ 1): Let v be one of the two end verices of P . P \ {v} has ℓ vertices, so by
P(ℓ), it has ℓ+1 leftdown and rightdown neighbours. According to the 6 positions of v in respect to P as
depicted on Figure 4, one can see that P has exactly one more leftdown and rightdown neighbour than
P \ {v}. (Either v is leftdown or rightdown neighbour of P \ {v} and has two neighbours which weren’t
leftdown or rightdown neighbour of P \ {v} or it is not and v brings one new leftdown or rightdown
neighbour. In the figures, we use the following code: there is six pairs of grids, in each pairs, the left grid
correspond to P and the right grid to P \ {v}. v is represented in full purple, it’s only neighbour in full
red. The common neighbours of P and P \ {v} are in dashed empty red cycles while the different ones
are in empty purple cycles.)
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Figure 7: The 6 possible positions of an end vertex of P .
P ′(ℓ): ”Let C be a cycle in the triangular lattice made of ℓ vertices, such that any vertex of C is
adjacent to exactly 2 vertices of C. c has exactly ℓ leftdown and rightdown neighbours.”
P ′(3) and P ′(6) are true.
Let ℓ ≥ 7, ∀ℓ′ ≤ ℓ,P ′(ℓ′)⇒ P ′(ℓ+ 1):
Let C be a cycle made of ℓ vertices so that each vertex of C is adjacent to exactly two vertices of C
if such cycle exists. We distinguish two cases according to the structures of the interior of C.
C divides the nodes into two connected subsets, we call interior the finite one and denote it by IC .
The first case is when there is a vertex v ∈ IC wich is connected to the rest of IC by exactly one
leftdown, left, rightup or right vertex. We consider the cycle C′ wich has IC \ v as interior. C′ has less
than ℓ vertices so we can apply the induction. According to the position of v the result follow, as shown
on Figure 5. In this figure, the vertices of C are full cycles, the leftdown and rightdown neighbours are
the empty cycles. Given a pair of grids, on the left is represented the cycle C, on the right the reduced
cycle. The vertices of the cycles and the neighbours that change are in purple, the other in red. Notice
that there is as many extra full purple cycles as there is extra empty purple cycle in the left grid than in
the right one. This number is exactly the number of full line empty cycles.
If there is no such v, we consider a subset of vertices V ⊂ IC with no upright and upleft neighbours
such that they form a maximal right-left line. We let C′ be the cycle with interior IC \ V . It satisfies
that each vertex of C′ is adjacent to exactly two vertices of C′ and C′ has less than ℓ− 1 vertices so we
can apply the induction. All possible situations are illustrated on Figure 6.

Remark 17 Note that the above proofs work also for hexagonal graphs containing a sufficiently large
hexagonal graphs. For the first proof, for k ≥ 3 it suffices that the graph contains a vertex of degree 6.
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Figure 8: The 4 possible positions for v.
For k = 1, 2, it must contain all the vertices at distance at most kq2 of a given node u : starting from u
and decreasing f at most kq2 times, yields the desired contradiction. For the proof using Lemma 16, it
also works, but one needs a bigger subgrid.
Corollary 18 For 1 ≤ k ≤ 5, there are αk-approximate algorithms for finding a k-improper colouring of
a weighted hexagonal graph, where α1 =
20
11 , α2 =
12
7 , α3 =
18
13 , α4 =
80
63 , and α5 =
41
36 .
Proof. Theorems 9 and 15 give the result for k = 1. Theorems 8 and 15 give the result for 2 ≤ k ≤ 4.
Theorems 10 and 15 give the result for k = 5. 
5 Conclusion
We have proposed several approximate algorithms whose approximation ratios are summarized in the
following table:
Grid Hexagonal
k = 1 13/9 20/11
k = 2 27/20 12/7
k = 3 19/16 18/13
k = 4 X 80/63
k = 5 X 41/36
It remains to answer Problem 3, ie to find wether or not optimally improper colouring a weighted grid
graph is NP-complete or not.
References
[1] S. Alouf, E. Altman, J. Galtier, J.-F. Lalande, et C. Touati, Quasi-optimal bandwidth allocation for
multi-spot MFTDMA satellites, in Proc. IEEE INFOCOM 2005, Miami, FL, 2005.
[2] F. Havet. Channel assignement and multicolouring of the induced subgraphs of the triangular lattice.
Discrete Mathematics, 233:219–231, 2001.
15
VV V
V
Figure 9: The 4 different positions for V .
[3] F. Havet, R. J. Kang and J.-S. Sereni, Improper colourings of unist disk graphs, Electronic Notes in
Discrete Mathematics 22 (2005), 123–128.
[4] F. Havet and J. Zerovnik. Finding a five bicolouring of a triangle-free subgraph of the triangular
lattice. Discrete Mathematics, 244:103–108, 2002.
[5] J. van den Heuvel, R.A. Leese and M.A. Sheperd, Graph Labelling and radio channel assignment,
J. Graph Theory 29 (1998), no. 4, 263–283.
[6] L. Narayanan and S. Schende, Static Frequency Assignment in Cellular Networks, In Sirocco 97,
(Proceedings of the 4th international Colloqium on structural information and communication com-
plexity, Ascona, Switzerland), D. Krizanc and P. Wildmayer (eds.), Carleton Scientific 1997, pp.
215–227.
[7] C. McDiarmid and B. Reed, Channel assignment and weighted coloring, Networks 36 (2000), 114–
117.
[8] J.-S. Sereni, Coloration de graphes et applications, PhD thesis, University of Nice-Sophia-Antipolis,
July 2006
[9] K. S. Sudeep and S. Vishwanathan, A technique for multicoloring triangle-free hexagonal graphs.
Discrete Math. 300 (2005), no. 1-3, 256–259.
16
The Proportional Colouring Problem:
Optimising Buffers in Radio Mesh Networks 1
Florian Huc 2
Project team Mascotte - I3S (CNRS-UNS)/INRIA Sophia Antipolis, France
Cla´udia Linhares-Sales 3
Universidade Federal do Ceara´, Brazil
Herve´ Rivano
Project team Mascotte - I3S (CNRS-UNS)/INRIA Sophia Antipolis, France
Abstract
In this paper, we consider a new edge colouring problem modelling call scheduling
optimisation issues in wireless mesh networks: the proportional edge-colouring. It
consists in finding a minimum cost edge-colouring of a graph which preserves the
proportion given by the weights associated to each of its edges. We show that
deciding if a weighted graph admits a proportional colouring is polynomial while
determining its proportional chromatic index is NP-hard. We then give lower and
upper bounds for this parameter that can be computed in polynomial time. We
finally identify a class of graphs and a class of weighted graphs for which the pro-
portional chromatic index can be determined exactly.
Keywords: edge colouring, proportional colouring, mesh networks, call scheduling.
1 Introduction
Wireless mesh networks (WMNs) are cost-effective solutions for ubiquitous
high-speed services [1]. They are self-organised networks with a fixed infras-
tructure of wireless mesh routers interconnected to provide Internet access
to mobile network users. This infrastructure, forming a wireless backhaul
network, is connected to Internet by special routers called mesh gateways as
depicted in Figure 1.
Fig. 1. A WMN topology: mobile clients access Internet through a multi-hop
wireless backhaul network of routers and gateways.
The fixed infrastructure of the WMN is often modelled by a directed graph
G = (V,E) of N nodes representing mesh points. Each device has a single
interface allowing to send or receive packets on the only channel available.
This channel is therefore shared between all the nodes [2]. In the following,
the network is assumed to be synchronous. We focus on the steady state of
the network, which is therefore periodic with a period duration T . The com-
munication protocol is a slotted TDMA multiplexing. Computing an optimal
allocation of the slots to the links taking radio interference into account refers
to the throughput provided to each router. This throughput corresponds to
the ratio of the volume of data sent during a period over T , the duration of
the period [3].
In the following, we assume that these ratio are given in order to achieve the
1 This work has been partially funded by European project IST/FET AEOLUS and French
project ANR-JC OSERA and ARC CARMA.
2 Contact author. Email: Florian.Huc@sophia.inria.fr. F. Huc is supported by CNRS
and Re´gion PACA.
3 This work has been done while C. Linhares-Sales was visiting the Mascotte project-team
with support by CNPq/Brazil.
throughput requirements defined by a set of Constant Bit Rate requests. The
main optimisation issue is to find an achievable scheduling of the links, that
is an assignment of time slots to the links during which they are activated
in order to realise the needed throughput. Minimising the total number of
slots is related to optimising the cost of the wireless routers as explained in
Section 3.
Given a weighted graph (G,w) where w is a non-negative weight function
over E(G) to, several distinct colouring problems of G have been defined. In
[5], one wants to colour the vertices of G while minimising the sum of the
weights of the edges whose extremities receive the same colour. On the other
hand, in [8], one wants to colour the vertices of G so that for each edge uv,
|c(v)− c(u)| is at least the weight of uv, where c(u) and c(v) are the colours
assigned to u and v. There exists still the case when all the weights are integers
and one must assign to each edge e exactly w(e) colours in such way that the
colouring is proper and we use the minimum number of colours (observe that
this is exactly the classical edge colouring problem applied to a multigraph
obtained from the original graph by replacing each edge by w(e) edges).
In this paper, we consider a new edge colouring problem: the proportional
edge-colouring. Given a weighted graph (G,w), we want to find a colouring
which preserves the proportion given by the weights associated to each edge. If
such colouring exists, we want to find one using a minimum number of colours.
We proved that deciding if a weighted graph admits a proportional colouring
is polynomial while determining its proportional chromatic index is NP-hard.
We then give a lower bound and an upper bound for this parameter that can
be computed in polynomial time. Finally, we exhibit a class of graphs and a
class of weighted graphs for which we can exactly determine the proportional
chromatic index.
2 Preliminaries
Throughout the paper, (G,w) denotes a weighted simple graph where w is a
positive function called weight function defined on the edges of G, w : E(G)→
[0, 1]. We denote by ∆ the maximum degree of G. A proper edge colouring of
G is an assignment of colours to the edges of G such that no adjacent edges
have the same colour.
The classical edge colouring problem is to determine the chromatic index
of a simple graph G, χ′(G), that is the minimum integer k such that G admits
a proper edge colouring using k colours. In 1964, Vizing proved that χ′(G)
is at most ∆ + 1 [10]. Since it is at least ∆, we can classify every graph: a
graph is in Class 1 if its chromatic number is ∆ and in Class 2 otherwise.
Surprisingly, deciding if a graph is Class 1 or 2 is hard [6], even for cubic
graphs [7].
The upper bound presented in this work is closely related to the fractional
edge colouring index, whose definition follows:
Definition 2.1 • For any natural number k ≥ 1, let Gk be the graph ob-
tained from G by replacing each edge by k parallel edges. Then
χ′∗(G) = min
k≥1
χ′(Gk)
k
.
• A fractional edge colouring is an assignment of a non-negative weight wM
to each matching M of G so that for each edge we have:
∑
M :e∈M wM ≥ 1.
χ′∗(G) is the minimum
∑
M wM over all fractional edge colourings of G .
Recall that the fractional edge colouring index can be determined in poly-
nomial time [9].
3 Proportional colouring
The proportional colouring problem is motivated by the following telecommu-
nication problem. We consider a slotted time division multiplexing radio mesh
network connecting routers through directional antennas. We denote by call
two antennas communicating together. We suppose that a call is achievable in
both direction. The network topology defines a graph G = (V,E) whose ver-
tices are the routers and edges are the achievable calls. For the sake of radio
interferences and near-far effect, each router can be involved in at most one
call at a time. Therefore a set of simultaneously achievable calls is a matching
of the graph. The classical timeslot assignment problem for a given set of
calls consists in decomposing the set into a minimum number of subsets of
simultaneously achievable calls. It is equivalent to the proper edge colouring
problem [4]. Remark that without the assumption of directional antennas, a
set of simultaneously achievable calls would be an induced matching.
The proportional colouring problem arises when we consider Constant Bit
Rates (CBR) requests. In these settings, we are given a set of communication
requests, each request being a source-destination path in the network, and a
bit rate. Sending this amount of data on the paths induces that each call has
to be periodically activated in a given proportion of the time. This is modelled
by a weight function w : E(G) → [0, 1] obtained for each link e by summing,
over all connexions whose path uses edge e, the bit rates and divided by the
capacity of the link.
The problem is now, if possible, to find a periodical schedule of the calls
satisfying the CBR requests, that is such that a number of timeslots propor-
tional to its weight is given to each call. The periodical schedule is composed
of a base period which repeats indefinitely. By base period, we mean a timeslot
assignment scheme that satisfies the following constraint: all packets present
at the beginning of the period make exactly one hop during the base period.
Hence in the periodical schedule an antenna sends the packet it received and
the one created at the previous period while it stocks the packets it receives
during this period. Consequently, a packet will take as many base periods to
reach its destination as there are hops in its route. This condition is natural
since it allows us not to worry on the order of the packet transmission during
a period. Since we consider CBR requests, the number of packets to stock in
the router queues at each node is proportional to the length of the base period.
The size of these queues induces a cost in terms of memory to install in the
routers as well as QoS parameters, like end-to-end delay. Decreasing the cost
of the network and improving the QoS, is hence dependent on minimising the
length of the longest queue i.e. the length of the base period. To illustrate
this we give an example in Figure 2.
3/52/51/5
s1 s2 s3 d
Fig. 2. An example of constant requests on a network composed of 4 antennas
Figure 2 represents four antennas positioned on a line. Antennas s1, s2 and
s3 send one packet at destination of d every five units of time. The routing we
want to use is the shortest path (and unique path in our example) routing. It
implies that a call s1s2 is made one fifth of the time, a call s2s3 two fifth of
the time and a call s3d three fifth of the time. For this set of CBR requests
and this routing, we can use the following base period: node s1 and s3 send
the packet generated during previous period (one slot), then node s2 sends the
packet generated during the previous period plus the one received (two slots).
Then node s3 sends the two packets received during the previous period (two
slots). This base period of length five is optimal in the sense that no base
period can length less. In this case, we need two buffers, one of size one at s2
and one of size two at s3.
Our problem is therefore to find a proper edge colouring ofG that preserves
the proportions given by the weights of the edges, with a minimum number of
colours. This is the proportional colouring problem formally defined as follows
and illustrated in Figure 3.
Definition 3.1 [proportional colouring] Given a weighted graph (G,w), a
proportional colouring of (G,w) is a function C : E → P({1, . . . , c}) such that
for all e ∈ E, we have: |C(e)| ≥ cw(e) and for all e, f ∈ E2, e ∩ f 6= ∅ ⇒
C(e)∩C(f) = ∅. We call the proportional chromatic index of G, χ′pi(G,w), the
minimum number of colours for which a proportional colouring of G exists. If
it does not exist then χ′pi(G,w) =∞.
To link the proportional chromatic index to the fractional chromatic index,
we will use a multiple graph constructed from the weighted graph (G,w) and
an integer m, the m-graph, whose definition follows.
Definition 3.2 [m-graph] Given a weighted graph (G,w) and an integer m,
the m-graph Gm is constructed on vertex set V (G) as follows: given an edge
e = (uv) ∈ E(G), we put ⌈mw(e)⌉ multiple edges uv in E(Gm).
Definition 3.3 [mcd(w)] Given a weighted graph (G,w) with w taking value
in Q, we set mcd(w) as the minimum common denominator of all the values
taken by w.
Remark 3.4 Given a weighted graph (G,w) and an integer m, if it exists
a colouring using km colours (where k is a constant) and giving the same
number of colours to all the edges of Gm, then this colouring can be easily
transformed into a proportional colouring of (G,w).
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Fig. 3. A weighted C5 and a proportional colouring using 4 colours
Figure 3 is an example of a weighted graph and its proportional colouring.
The proportional colouring problem is divided into two subproblems: the first
one consists in proving that there exists an integer c such that a c-proportional
colouring of (G,w) exists. The second one is to determine the proportional
chromatic index of (G,w). The object of next subsection is to characterise
the complexity of each subproblem.
3.1 Complexity results
We start by giving simple facts that enable us to say if a weighted graph has
a finite or an infinite proportional chromatic index and eventually to bound
it. We conclude this section with Theorem 3.6 stating the complexity results.
Fact 3.5 Let (G,w) be a weighted graph.
• If there is a vertex u of G with
∑
uv∈E(G) w(uv) > 1 then χ
′
pi(G,w) =∞.
• If for all uv ∈ E(G), w(uv) ≤ 1/(∆ + 1) then χ′pi(G,w) ≤ ∆+ 1.
• Similarly, if for all uv ∈ E(G), w(uv) ≤ 1/χ′∗(Gmcd) then χ
′
pi(G,w) ≤ q
where q is the numerator of χ′∗(Gmcd).
Theorem 3.6 Let (G,w) be a weighted graph with w taking value in Q.
i) Determining if there exists a proportional colouring for (G,w) is polynomial.
ii) Determining the proportional chromatic index of (G,w) is NP-hard.
Proof.
i) Let (G,w) be any weighted graph with w : E(G) → [0, 1] ∩ Q. Let mcd =
mcd(w). In the mcd-graph, we have χ′∗(Gmcd) ≤ mcd⇔ χ
′
pi(G,w) <∞.
Indeed suppose χ′pi(G,w) = k < ∞, then there exist a colouring using
k colours such that each edge receive at least the correct proportion of
colours. If we repeat this colouring mcd times, we still have a proportional
colouring even if it is not minimal. This colouring gives a colouring of Gmcd
using k.mcd colours in which each edges receive at least k colours then
χ′∗(Gmcd) ≤
k.mcd
k
.
On the other hand, suppose that χ′∗(Gmcd) =
q
p
and consider an optimal
fractional edge colouring of Gmcd using q.c colours for some c (we can choose
it to be minimal), this colouring gives at least p.c colours to each edge.
Furthermore this colouring can be extended to an edge colouring of G that
uses q.c colours and gives p.c.mcd.w(e) to each edge e. This colouring
is proportional since, by assumption, mcd.w(e).p.c ≥ q.c.w(e), and hence
χ′pi(G,w) = k ≤ q.c <∞.
ii) Let G be any graph of maximum degree ∆. Now, set the weights of all
edges to 1
∆+1
. Since G is (∆ + 1)-colourable, G is proportionally (∆ + 1)-
colourable. But now observe that if (G,w) is admits proper edge colouring
with ∆ colours then it admits a proportional edge colouring with ∆ colours.
Since determining if G is ∆ or (∆ + 1)-colourable is NP-hard [6], it is NP-
hard to determine the proportional chromatic index of an instance (G,w).
2
Remark 3.7 [w taking value in Q is realistic] Notice that the hypothesis “w
taking value in Q ”makes sense because of the origin of the problem. Indeed
any instance of the original telecommunication problem would induce rational
weights over the edges since they represent a ratio of a number of timeslots over
the length of the period. As for an example the weights could be computed
from an initial time slot assignment that we want to improve, hence yielding
rational weights with, more precisely, rather small operands.
3.2 Partial characterisation
In despite of the difficulty of computing the proportional chromatic index of
a weighted graph (G,w), we can deduce polynomially computable lower and
upper bounds. Clearly, for a weighted graph (G,w), χ′pi(G,w) ≥ ∆(G). We
can get a better lower bound by trying to satisfy the proportions at every
vertex of G.
Theorem 3.8 (Lower bound) Let m be the minimum integer satisfying for
all u ∈ V :
∑
v st uv∈E
⌈mw(uv)⌉ ≤ m (1)
If no m satisfies all the above equations then no proportional colouring ex-
ists. Otherwise, if there is a solution m and that (G,w) admits a proportional
colouring, χ′pi(G,w) is at least m.
If (G,w) admits no proportional colouring, its proportional chromatic in-
dex is infinite, however, if it admits a proportional colouring, we can deduce
an upper bound from the fractional colouring of the corresponding mcd-graph.
Theorem 3.9 (Upper bound) Let (G,w) be a weighted graph, if a propor-
tional colouring exists and that w takes value in Q then a proportional colour-
ing of (G,w) using q colours exists, where q is the minimum number of colours
used in a minimal fractional edge colouring of Gmcd(w).
Proof. Theorem 3.9 is a consequence of the proof of Theorem 3.6 i). Indeed
to prove that deciding if a proportional colouring of G exist is polynomial, we
construct a proportional colouring of G using q colours where q is the upper
bound of the Theorem. 2
In general, given a weighted graph (G,w), the mcd of the values taken
by w is not an upper bound. Indeed, consider (P, 1
3
): the Petersen graph
P with a weight function uniformly equal to 1
3
on all edges of the graph, as
depicted in Figure 4. Since χ′∗(P ) = 3, we have χ′pi(P,
1
3
) < ∞. However
χ′pi(P,
1
3
) > 3 = mcd(1
3
) since P is not 3-colourable.
1/3
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Fig. 4. The Petersen graph with the weight function uniformly equal to 13 on all
edges.
The proportional chromatic index is also different from the upper bound
given by the fractional chromatic index as an edge can receive proportionally
more than what it asks for. This is illustrated by the example of Figure 3
(C5, w). Indeed in this example, we have χ
′∗(C5mcd(w)) ≥ 50 > 4 = χ
′
pi(C5, w).
One can also ask for which classes of graphs the proportional colouring
problem can be solved in polynomial time. The next theorems announce two
positive results, the first one giving a condition in which the lower bound is
reached.
Theorem 3.10 Let (G,w) be a weighted graph. If there is a solution m to
the set of Equations ( 1), then χ′pi(G,w) = m⇔ χ
′(Gm) = m.
Proof. We start to prove χ′pi(G,w) = m ⇒ χ
′(Gm) = m: A proportional
colouring using m colours, is a colouring of G which gives ⌈m.w(e)⌉ to each
edge e. In Gm each edge e of G is replaced by ⌈m.w(e)⌉ edges, so the previous
colouring gives a proper colouring of Gm.
We now prove χ′pi(G,w) = m⇐ χ
′(Gm) = m. If Gm has a colouring using
m colours, it gives a proportional colouring of (G,w) using m colours. Hence
χ′pi(G,w) ≤ m and with Theorem 3.8, we can conclude χ
′
pi(G,w) = m. 2
This Theorem gives the proportional chromatic index of some simple class
of weighted graphs. It is sufficient that, given an m, the corresponding m-
graphs have their chromatic index equal to their maximum degree. It includes
trees, grids and more generally any bipartite graph as stated by Corollary 3.11.
Corollary 3.11 Let (G,w) be a weighted bipartite graph. If there is a solution
m to the set of Equations (1), then (G,w) accepts a proportional colouring
using m colours.
Proof. Given a weighted bipartite graph (G,w) with a solution m to the
Equations (1), the maximun degree of Gm is m. Observe that Gm is also
bipartite and hence is edge chromatic number is m: χ′(Gm) = m and so the
previous theorem gives the result. 2
If G is an outerplanar (a planar graph which has a planar representation
such that all edges are incident to the unbounded face) which is not an odd
cycle, Theorem 3.10 also includes the weighted graphs (G,w) if w is a weight
function uniform on all edges. Indeed, we know that a simple outerplanar is
of class 1 iff it is not an odd cycle. Hence an outerplanar which is not an
odd cycle and such that all edges have the same multiplicity has its chromatic
index equals to its maximum degree. Given a weighted outerplanar graph
(G,w) with w constant, for any m, Gm is an outerplanar graph with all edges
having the same multiplicity, its maximum degree ism and hence χ′(Gm) = m.
For m solution to the set of Equations (1), Theorem 3.10 applies.
Recall that the condition w uniform over all edges is not sufficient since
we proved Theorem 3.6 using a weighted graph which has a constant weight
function. Furthermore, if G is an outerplanar but w is not uniform on all
edges then we can not conclude using Theorem 3.10. To see this, consider a
simple outerplanar graph G with a triangle, a weigth function w and m the
solution to the Equations (1). If w is such that the m-graph Gm has too many
multiple edges on a triangle it may not have edge chromatic index m. Figure 5
presents an outerplanar G and an outerplanar with multiple edges which may
be an m-graph of G. In this example we have a triangle with edge multiplicity
4 which forces the chromatic index to be at least 12 while the maximun degree
of the multiple graph is 10.
Fig. 5. Example of an outerplanar G with multiple edges and χ′(G) 6= ∆(G).
We can also give more information on the proportional chromatic index of
a weighted graph if its weight function verifies some properties. Next Theorem
goes in this direction:
Theorem 3.12 Let (G,w) be a weighted graph with w taking values in Q.
Let e be an edge with an end vertex v such that
∑
uv∈E w(uv) = 1. Then,
the denominator of w(e) divides the number of colours used in a proportional
colouring of (G,w), in particular it divides χ′pi(G,w).
Proof. Consider a proportional colouring of (G,w) using m colours. Let
e be an edge with an end vertex v such that
∑
uv∈E w(uv) = 1. We have∑
uv∈E⌈m.w(uv)⌉ ≤ m =
∑
uv∈E m.w(uv). Hence ⌈m.w(e)⌉ = m.w(e). It is
in particular true for m = χ′pi(G,w). 2
Remark 3.13 [why w should takes value in Q] As Remark 3.7 says, the origin
of the problem justifies the hypothesis that w takes value in Q. In the context
of this Theorem, there is a second reason. Indeed, if at a vertex v where the
weights sum at 1,
∑
uv∈E w(uv) = 1, we have an irrational weight then the
set of Equations (1) do not have a solution, which means that no proportional
colouring exist.
From Theorem 3.12, we can deduce the following corollary:
Corollary 3.14 Let (G,w) be a weighted graph. If the proportional chro-
matic number of (G,w) is finite and every edge e has an end vertex v with∑
uv∈E w(uv) = 1, then χ
′
pi(G,w) = mcd(w).
Notice that we do not need the hypothesis “w taking values in Q ”from
the above remark.
Proof. The previous Theorem implies that mcd(w) is a lower bound. Since,
by Theorem 3.9 it is also an upper bound, the result follows. 2
In a weighted graph (G,w), a vertex v with
∑
uv∈E w(uv) = 1, represents
a saturated node, i.e. a node through which no extra request can be routed.
A weighted graph (G,w) with w taking values in Q such that every edge is
incident to a saturated vertex represents a saturated network, i.e. a network in
which no extra request can be routed. The previous corollary gives the value
of the proportional chromatic index of such a network.
The presence of a saturated node also allows to have an inapproximability
result:
Corollary 3.15 Given a weighted graph (G,w) with w taking values in Q and
a vertex v such that
∑
uv∈E w(uv) = 1. Let q be the mcd of w(uv), uv ∈ E.
χ′pi(G,w) is not approximable within the constant q − 1.
Proof. Theorem 3.12 implies that q divides the number of colours used in a
proportional colouring, hence no proportional colouring exist with χ′pi(G,w)+i
colours for 0 < i < q. 2
4 Conclusion
Motivated by the applications modelled by the proportional colouring problem
and its hardness, we let the following general open questions: find approxima-
tion algorithms for classes of graphs which usually occur in telecommunication,
as circular-arc graphs and triangular lattices and determine other classes of
graphs (and weighted classes of graphs) for which the proportional chromatic
index can be calculated in polynomial time.
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WDM and directed star arboricity
Omid Amini∗ Fre´de´ric Havet∗ Florian Huc∗ Ste´phan Thomasse´†
Abstract
A digraph ism-labelled if every arc is labelled by an integer in {1, . . . ,m}. Motivated by wavelength
assignment for multicasts in optical networks, we study n-fiber colourings of labelled digraphs. These
are colourings of the arcs ofD such that at each vertex v, and for each colour λ, in(v, λ)+out(v, λ) ≤ n
with in(v, λ) the number of arcs coloured λ entering v and out(v, λ) the number of labels l such
that there is at least one arc of label l leaving v and coloured with λ. The problem is to find the
minimum number of colours λn(D) such that the m-labelled digraph D has an n-fiber colouring. In
the particular case, when D is 1-labelled, λn(D) is called the directed star arboricity of D, and is
denoted by dst(D). We first show that dst(D) ≤ 2∆−(D)+1 and conjecture that if ∆−(D) ≥ 2 then
dst(D) ≤ 2∆−(D). We also prove that if D is subcubic then dst(D) ≤ 3 and that if ∆+(D),∆−(D) ≤
2 then dst(D) ≤ 4. Finally, we study λn(m,k) = max{λn(D) | D is m-labelled and ∆
−(D) ≤ k}.
We show that if m ≥ n then
‰
m
n
‰
k
n
ı
+
k
n
ı
≤ λn(m, k) ≤
‰
m
n
‰
k
n
ı
+
k
n
ı
+ C
m2 log k
n
for some
constant C. We conjecture that the lower bound should be the right value of λn(m, k).
1 Introduction
The origin of this paper is the study of wavelength assignment for multicasts in star network. Partial
results are already obtained by Brandt and Gonzalez [4]. We are given a star network in which a central
node is connected by optical fibers to a set of nodes V . The nodes of V communicates together using
WDM (wavelength-division multiplexing), hence different signals may be sent at the same time through
the same fiber but on different wavelengths. The central node is an all-optical transmitter which can
redirect a signal arriving from a node on a particular wavelength to some (one or more) of the others
nodes on the same wavelength. It means that the central node is able to duplicate a message incoming on
a wavelength to different fibers without changing its wavelength. Therefore if a node v send a multicast
to a set of nodes S(v), v should send the message to the central node on a set of wavelengths so that the
central node redirect it to each node of S(v) using one of these wavelengths. The aim is to minimize the
total number of used wavelengths.
We first study the very fundamental case when the fiber is unique and each vertex v sends a unique
multicast M(v) to a set S(v) of nodes. Let D be the digraph with vertex set V such that the outneigh-
bourhood of a vertex v is S(v). Note that this is a digraph and not a multidigraph (there is no multiple
arcs) as S(v) is a set. Then the problem is to find the smallest k such that there exists a mapping
φ : V (D)→ {1, . . . , k} satisfying the two conditions:
(i) φ(uv) 6= φ(vw);
(ii) φ(uv) 6= φ(u′v).
∗Projet Mascotte, CNRS/INRIA/UNSA, INRIA Sophia-Antipolis, 2004 route des Lucioles BP 93, 06902 Sophia-Antipolis
Cedex, France. oamini,fhavet,fhuc@sophia.inria.fr. These authors are partially supported by the European project
AEOLUS
†LIRMM, 161 rue ADA, Montpellier, Francethomasse@lirmm.fr
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Such a mapping is called directed star k-colouring. The directed star arboricity of a digraph D, denoted
by dst(D), is the minimum integer k such that there exists a directed star k-colouring. This notion has
been introduced in [6] and is an analog of the star arboricity defined in [1]. An arborescence is a connected
digraph in which every vertex has indegree 1 except one, called root, which has indegree 0. A forest is
the disjoint union of arborescences. A star is an arborescence in which the root dominates all the other
vertices. A galaxy is a forest of stars. Clearly, every colour class of a directed star colouring is a galaxy.
Hence, the directed star arboricity of a digraph D is the minimum number of galaxies into which A(D)
may be partitioned.
For a vertex v, its indegree d−(v) corresponds to the number of multicasts it receives. A sensible
assumption is that a node receives a bounded number of multicasts. Hence, Brandt and Gonzalez [4]
studied the directed star arboricity of a digraph D with regards to its maximum indegree. The maximum
indegree of a digraph D, denoted ∆−(D) or simply ∆−, is max{d−(v) | v ∈ V (D)}. Brandt and Gonzalez
showed that dst(D) ≤ ⌈5∆−/2⌉. This upper bound is tight if ∆− = 1 because odd circuits have directed
star arboricity 3. However it can be improved for larger value of ∆−. We conjecture that if ∆− ≥ 2, then
dst(D) ≤ 2∆−.
Conjecture 1 Every digraph D with maximum indegree ∆− ≥ 2 satisfies dst(D) ≤ 2∆−.
This conjecture would be tight as Brandt [3] showed that for every ∆−, there is an acyclic digraph
D∆− with maximum indegree ∆
− and dst(D∆−) = 2∆
−. Note that to prove this conjecture, it is
sufficient to prove it for ∆− = 2 and ∆− = 3. Indeed a digraph with maximum indegree ∆− ≥ 2 has an
arc-partition into ∆−/2 digraphs with maximum indegree 2 if ∆− is even, and into (∆− − 1)/2 digraphs
with maximum indegree 2 and one with maximum indegree 3 if ∆− is odd. In section 2, we show that
dst(D) ≤ 2∆− + 1 and settle Conjecture 1 for acyclic digraphs.
Remark 2 Note that we restrict ourselves to simple digraphs, i.e. circuits of length two are permitted,
but not multiple arcs. When multiple arcs are allowed, all the bounds above do not hold. Indeed, given
an integer ∆−, the multidigraph T∆− with three vertices u, v and w and ∆
− parallel arcs uv, vw and
wu satisfies dst(T∆−) = 3∆
−. Moreover, this example is extremal since every multidigraph satisfies
dst(D) ≤ 3∆−. Indeed let us show it by induction: pick a vertex v with outdegree at most ∆− in a
terminal strong component. A strong component C of a digraph is terminal if there is no arc leaving
C, i.e. with tail in C and head outside of C. If v has no inneighbour, it is isolated and we remove
it. Otherwise, we consider any arc uv. Its colour must be different from the colours of the d−(u) arcs
entering u, the d+(v) arcs leaving v and the d−(v) − 1 other arcs entering v, so at most 3∆− − 1 arcs
in total. Hence, remove the arc uv, apply induction, and extend the colouring to uv. Therefore, for
multidigraphs, the bound dst(D) ≤ 3∆− is sharp.
We then study the directed star arboricity of a digraph with bounded maximum degree. The degree
of a vertex v is d(v) = d−(v) + d+(v). It corresponds to the degree of the vertex in the underlying
multigraph. (We have edges with multiplicity 2 in the underlying multigraph each time there is a circuit
of length two in the digraph.) The maximum degree of a digraph D, denoted ∆(D), or simply ∆ when D
is clearly understood from the context, is max{d(v), v ∈ V (D)}. Let us denote by µ(G), the maximum
multiplicity of an edge in a multigraph. By Vizing’s theorem, one can colour the edges of a multigraph
with ∆(G)+µ(G) colours so that two edges have different colours if they are incident. Since the multigraph
underlying a digraph has maximum multiplicity at most two, for any digraph D, dst(D) ≤ ∆+ 2. We
conjecture the following:
Conjecture 3 Let D be a digraph with maximum degree ∆ ≥ 3. Then dst(D) ≤ ∆.
This conjecture would be tight since every digraph with ∆ = ∆− has directed star arboricity at least ∆.
In section 3, we prove that Conjecture 3 holds when ∆ = 3.
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Pinlou and Sopena [9] studied a stronger form of directed star arboricity, called acircuitic directed
star arboricity. They add the extra condition that any circuit has to have at least three distinct colours.
Note that such a notion applies only to oriented graphs that are digraphs without circuit of length 2.
Indeed such a circuit may not receive 3 colours. They showed that the acircuitic directed star arboricity
of a subcubic (i.e. each vertex has degree at most 3) oriented graph is at most four. We give a new and
very short proof of this result.
A first step towards Conjectures 1 and 3 would be to prove the following statement which is weaker
than these two conjectures.
Conjecture 4 Let k ≥ 2 and D be a digraph. If max(∆−,∆+) ≤ k then dst(D) ≤ 2k.
This conjecture holds and is far from being tight for large values of k. Indeed Guiduli [6] showed that
if max(∆−,∆+) ≤ k then dst(D) ≤ k + 20 log k + 84. Guiduli’s proof is based on the fact that, when
both out and indegree are bounded, the colour of an arc depends on the colour of few other arcs. This
bounded dependency allows the use of the Lova´sz Local Lemma. This idea was first used by Algor and
Alon [1], for the star arboricity of undirected graphs. Note also that Guiduli’s result is (almost) tight
since there are digraphs D with max(∆−,∆+) ≤ k and dst(D) ≥ k +Ω(log k) (see [6]). Furthermore, as
for Conjecture 1, it is sufficient to prove Conjecture 4 for k = 2 and k=3. In Section 4, we prove that
Conjecture 4 holds for k = 2. By the above remark, it implies that Conjecture 4 holds for all even k.
In Section 5, we investigate the complexity of finding the directed star arboricity of a digraph. Un-
surprisingly, this is an NP-hard problem. More precisely, we show that determining the directed star
arboricity of a digraph with out- and indegree at most 2 is NP-complete.
Next, we study the more general (and more realistic) problem in which the center is connected
to the nodes of V with n optical fibers. Moreover each node may send several multicasts. We note
M1(v), . . . ,Ms(v)(v) the s(v) multicasts that node v send. For 1 ≤ i ≤ s(v), the set of nodes to which
the multicast Mi(v) is sent is denoted by Si(v). The problem is still to find the minimun number of
wavelength used considering that all fibers are identical.
We model it as a labelled digraph problem: We consider a digraph D on vertex set V . For each
multicast Mi(v) = (v, Si(v)), v ∈ V , 1 ≤ i ≤ s(v), we add the set of arcs Ai(v) = {vw,w ∈ Si(v)} with
label i. The label of an arc a is denoted by l(a). Thus for every couple (u, v) of vertices and label i there
is at most one arc uv labelled by i. If each vertex sends at most m multicasts, there are at most m labels
on the arcs. Such a digraph is said to be m-labelled. One wants to find an n-fiber wavelength assignment
of D, that is a mapping Φ : A(D)→ Λ×{1, . . . , n}×{1, . . . n} in which every arc uv is associated a triple
(λ(uv), f+(uv), f−(uv)) such that :
(i) (λ(uv), f−(uv)) 6= (λ(vw), f+(vw));
(ii) (λ(uv), f−(uv)) 6= (λ(u′v), f−(u′w));
(iii) if l(vw) 6= l(vw′) then (λ(vw), f+(vw)) 6= (λ(vw′), f+(vw′)).
λ(uv) corresponds to the wavelength of uv, and f+(uv) and f−(uv) the fiber used in u and v respec-
tively. Hence we can describe the equations as follow:
(i) corresponds to the fact that an arc entering v and an arc leaving v have either different wavelength
or different fibers;
(ii) corresponds to the fact that two arcs entering v have either different wavelength or different fibers;
(iii) corresponds to the fact that two arcs leaving v with different labels have either different wavelengths
or different fibers.
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The problem is to find the minimum cardinality λn(D) of Λ such that there exists an n-fiber wavelength
assignment of D.
The crucial thing in an n-fiber wavelength assignment is the function λ which assigns colours (wave-
lengths) to the arcs. It must be an n-fiber colouring, that is a function φ : A(D)→ Λ, such that at each
vertex v, for each colour λ ∈ Λ, in(v, λ) + out(v, λ) ≤ n with in(v, λ) the number of arcs coloured λ
entering v and out(v, λ) the number of labels l such that there exists an arc leaving v coloured λ. Once
we have an n-fiber colouring, one can easily find a suitable wavelength assignment. For every vertex v
and every colour λ, this is done by assigning a different fiber to each arc of colour λ entering v and to
each set of arcs of colour λ leaving v and of the same label. Hence λn(D) is the minimum number of
colours such that there exists an n-fiber colouring.
We are particularly interested in λn(m, k) = max{λn(D) | D is m-labelled and ∆−(D) ≤ k} that is
the maximum number of wavelengths that may be necessary if there are n-fibers and each node sends at
most m and receives at most k multicasts. In particular, λ1(1, k) = max{dst(D) | ∆
−(D) ≤ k}. So our
above mentioned results show that 2k ≤ λ1(1, k) ≤ 2k + 1. Brandt and Gonzalez showed that for n ≥ 2
we have λn(1, k) ≤
⌈
k
n−1
⌉
. In Section 6, we study the case when n ≥ 2 and m ≥ 2. We show that if
m ≥ n then
⌈
m
n
⌈
k
n
⌉
+
k
n
⌉
≤ λn(m, k) ≤
⌈
m
n
⌈
k
n
⌉
+
k
n
⌉
+ C
m2 log k
n
for some constant C.
We conjecture that the lower bound is the right value of λn(m, k) when m ≥ n. We also show that if
m < n then ⌈
m
n
⌈
k
n
⌉
+
k
n
⌉
≤ λn(m, k) ≤
⌈
k
n−m
⌉
.
The lower bound generalizes Brandt and Gonzalez [4] results which established this inequality in the
particular cases when k ≤ 2, m ≤ 2 and k = m. The digraphs used to show this lower bound are all
acyclic. We show that if m ≥ n then this lower bound is tight for acyclic digraphs. Moreover the above
mentioned digraphs have large outdegree. Generalizing the result of Guiduli [6], we show that for an
m-labelled digraph D with both in- and outdegree bounded by k then few colours are needed:
λn(D) ≤
k
n
+ C′
m2 log k
n
for some constant C′.
2 Directed star arboricity of digraphs with bounded indegree
Our goal in this section is to approach Conjecture 1. It is easy to see that a forest has directed star
arboricity 2. Hence, an idea to prove Conjecture 1 would be to show that every digraph has an arc-
partition into ∆− forests. However this statement is false. Indeed A. Frank [5] (see also [10], p.908)
characterized digraphs having an arc-partition into k forests. Let D = (V,A). For any U ⊂ V , the
digraph induced by the vertices of U is denoted D[U ].
Theorem 5 (A. Frank) A digraph D = (V,A) has an arc-partition into k forests if and only if ∆−(D) ≤
k and for every U ⊂ V , the digraph D[U ] has at most k(|U | − 1) arcs.
Still, Theorem 5 implies that every digraph D has an arc-partition into ∆− + 1 forests. Indeed for any
U ⊂ V , ∆−(D[U ]) ≤ min{∆−, |U |− 1}, so D[U ] has at most min{∆−, |U |− 1}× |U | ≤ (∆−+1)(|U |− 1)
arcs. Hence, every digraph has directed star arboricity at most 2∆− + 2.
Corollary 6 Every digraph D satisfies dst(D) ≤ 2∆− + 2.
We now lessen this upper bound by one.
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Theorem 7 Every digraph D satisfies dst(D) ≤ 2∆− + 1.
The idea to prove Theorem 7 is to show that every digraph has an arc-partition into ∆− forests and a
galaxy G. To do so, we prove a stronger result (Lemma 8) by induction.
A sink is a vertex with outdegree 0. A source is a vertex with indegree 0. Let D be a multidigraph.
It is k-nice if ∆− ≤ k and if the tails of parallel arcs, if any, are sources. A k-decomposition of D is an
arc-partition into k forests and a galaxy G such that every source of D is isolated in G. Let u be a vertex
of D. A k-decomposition of D is u-suitable if no arc of G has head u.
Lemma 8 Let u be a vertex of a k-nice multidigraph D. Then D has a u-suitable k-decomposition.
Proof. We proceed by induction on n+ k. We now discuss the connectivity of D:
• If D is not connected, we apply induction on every component.
• If D is strongly connected, every vertex has indegree at least one. Remember also that there is no
parallel arcs. Let v be an outneighbour of u. There exists a spanning arborescence T with root v
which contains all the arcs with tail v. Let D′ be the digraph obtained from D by removing the arcs
of T and v. Observe that D′ is (k−1)-nice. By induction, it has a u-suitable (k−1)-decomposition
(F1, . . . , Fk−1, G). Note that the Fi, 1 ≤ i ≤ k − 1, T and G contain all the arcs of D except those
with head v. By construction, G′ = G∪uv is a galaxy since no arc of G has head u. Let u1, . . . , ul−1
be the inneighbours of v distinct from u, where l ≤ k. Let F ′i = Fi ∪uiv, for all 1 ≤ i ≤ l− 1. Then
each F ′i is a forest, so (F1, . . . , Fk−1, T,G
′) is a u-suitable k-decomposition of D.
• If D is connected but not strongly connected, we consider a strongly connected terminal component
D1. Set D2 = D \D1. Let u1 and u2 be two vertices of D1 and D2, respectively, such that u is one
of them.
If D2 has a unique vertex v (thus u2 = v), since D is connected and D1 is strong, there exists a
spanning arborescence T of D with root v. Now D′ = D \A(T ) is a (k − 1)-nice multidigraph, so
by induction it has a u-suitable (k− 1)-decomposition. Adding T to this decomposition, we obtain
a u-suitable k-decomposition.
IfD2 has more than one vertex, by induction, it admits a u2-suitable k-decomposition (F
2
1 , . . . , F
2
k , G
2).
Moreover the digraph D′1 obtained by contracting D2 to a single vertex v is k-nice and so has a
u1-suitable k-decomposition (F
1
1 , . . . , F
1
k , G
1). Moreover, since v is a source, it is isolated in G1.
Hence G = G1 ∪ G2 is a galaxy. We now let Fi be the union of F 1i and F
2
i by replacing the arcs
of F 1i with tail v by the corresponding arcs in D. Then (F1, . . . , Fk, G) is a k-decomposition of D
which is suitable for both u1 and u2.

2.1 Acyclic digraphs
It is not hard to show that dst(D) ≤ 2∆− when D is acyclic, but we will prove this result in a more
constrained way. A cyclic n-interval of {1, 2, . . . , p} is a set of n consecutive numbers modulo p. Now
for the directed star colouring, we will insist that for every vertex v, the (distinct) colours used to colour
the arcs with head v are chosen in a cyclic k-interval of {1, 2, . . . , 2k}. Thus, the number of possible
sets of colours used to colour the entering arcs of a vertex drastically falls from
(
2k
k
)
when every set is a
priori possible, to 2k. Note that having consecutive colours on the arcs entering a vertex corresponds to
having consecutive wavelengths on the link between the corresponding node and the central one. This is
very important for grooming issues. For more details about grooming, we refer to the two comprehensive
surveys [7, 8].
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Theorem 9 Let D be an acyclic digraph with maximum indegree k. D admits a directed star 2k-colouring
such that for every vertex, the colours assigned to its entering arcs are included in a cyclic k-interval of
{1, 2, . . . , 2k}.
To prove this result, we need the following result on set of distinct representatives.
Lemma 10 Let I1, . . . , Ik be k non necessary distinct cyclic k-intervals of {1, 2, . . . , 2k}. Then I1, . . . , Ik
admit a set of distinct representatives forming a cyclic k-interval.
Proof. We consider I1, . . . , Ik as a set of p distinct cyclic k-intervals I1, . . . , Ip with respective multiplicity
m1, . . . ,mp such that
∑p
i=1mi = k. Such a system will be denoted by ((I1,m1), . . . , (Ip,mp)). We shall
prove the existence of a cyclic k-interval J , such that J can be partitioned into p subsets Ji, 1 ≤ i ≤ p,
such that |Ji| = mi and Ji ⊂ Ii. This proves the lemma (by associating distinct elements of Ji to each
copy of Ii).
We proceed by induction on p. The result holds trivially for p = 1. We have two cases:
• There exists i and j such that |Ij \ Ii| = |Ii \ Ij | ≤ max(mi,mj).
Suppose without loss of generality that i < j and mi ≥ mj . We apply the induction hypothesis to
((I1,m1), · · · , (Ii,mi +mj), · · · , (Ij−1,mj−1), (Ij+1,mj+1), · · · , (Ip,mp)), in order to find a cyclic
interval J ′, such that J ′ admits a partition into subsets J ′r, such that for any r 6= i, j, J
′
r ⊂ Ir is
a subset of size mr, and J
′
i ⊂ Ii is of size mi +mj . We now partition J
′
i into two sets Ji and Jj
with respective size mi and mj , in such a way that (Ii \ Ij)∩ J ′i ⊆ Ji. Remark that this is possible
exactly because of our assumption |Ij \ Ii| = |Ii \ Ij | ≤ mi. Since Ji ⊂ Ii and Jj ⊂ Ij , this refined
partition of J ′ is the desired one.
• For any i, j we have |Ij \ Ii| = |Ii \ Ij | ≥ max(mi,mj) + 1.
Each Ii intersects exactly 2mi − 1 other cyclic k-intervals on less than mi elements. Since there
are 2k cyclic k-intervals in total and
∑p
i=1(2mi − 1) = 2k − p < 2k, we conclude the existence of a
cyclic k-interval J which intersects each Ii in an interval of size at least mi.
Let us prove that one can partition J in the desired way. By Hall’s matching theorem, it suffices
to prove that for every subset I of {1, . . . , p}, |
⋃
i∈I Ii ∩ J | ≥
∑
i∈I mi.
Suppose for a contradiction that a subset I of {1, . . . , p} violates this inequality. Such a subset
will be called contracting. Without loss of generality, we assume that I is a contracting set with
minimum cardinality and that I = {1, . . . , q}. Remark that by the choice of J , we have q ≥ 2.
The set K :=
⋃
i∈I Ii ∩ J consists of one or two intervals of J , each containing one extremity of
J . By the minimality of I, K must be a single interval (if not, one would take I1 (resp. I2),
all the elements of I which contains the first (resp. the second) extremity of J . Then one of
I1 or I2 would be contracting). Thus, one of the two extremities of J is in every Ii, i ∈ I.
Without loss of generality, we may assume that (I1 ∩ J) ⊂ (I2 ∩ J) ⊂ · · · ⊂ (Iq ∩ J). Now,
for every 2 ≤ i ≤ q, |Ii \ Ii−1| = |(Ii ∩ J) \ (Ii−1 ∩ J)| ≥ max(mi,mi−1) + 1 ≥ mi + 1. But
|
⋃
i∈I Ii ∩ J | = |(I1 ∩ J)|+
∑q
i=2 |(Ii ∩ J) \ (Ii−1 ∩ J)|. So |
⋃
i∈I Ii ∩ J | ≥
∑q
i=1mi + q − 1, which
is a contradiction.

Proof of Theorem 9. By induction on the number of vertices, the result being trivial if D has one
vertex. Suppose now that D has at least two vertices. Then D has a sink x. By the induction hypothesis,
D \ x has a directed star 2k-colouring c such that for every vertex, the colours assigned to its entering
arcs are included in a cyclic k-interval. Let v1, v2, . . . , vl be the inneighbours of x in D, where l ≤ k
because ∆−(D) ≤ k. For each 1 ≤ i ≤ l, let I ′i be a cyclic k-interval which contains all the colours of the
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arcs with head vi. We set Ii = {1, . . . , 2k} \ I ′i. Clearly, Ii is a cyclic k-interval and the arc vix can be
coloured by any element of Ii. By Lemma 10, I1, . . . , Il have a set of distinct representatives included in
a cyclic n-interval J . Hence assigning J to x, and colouring the arc vix by the representative of Ii gives
a directed star 2k-colouring of D. 
Theorem 9 is tight : Brandt [3] showed that for every k, there is an acyclic digraph such that
∆−(Dk) = k and dst(Dk) = 2k. His construction is the special case for n = m = 1 of the construction
given in Proposition 21.
3 Subcubic digraphs
Recall that a subcubic digraph is a graph with degree at most three. In this section, we first show that
the directed star arboricity of a subcubic digraph is at most 3, so proving Conjecture 3 when ∆ = 3. We
then give a very short proof of a result of Pinlou and Sopena asserting that the acircuitic directed star
arboricity of a subcubic digraph is at most 4.
3.1 Directed star arboricity of subcubic digraphs
The aim of this subsection is to prove the following theorem:
Theorem 11 Every subcubic digraph has directed star arboricity at most 3.
To do so, we need to establish some lemmas to enable us to extend some partial directed star colouring
into directed star colouring of the whole digraph. These lemmas need the following definition. Let
D = (V,A) be a digraph and S a subset of V ∪ A. Suppose that each element x of S is assigned a list
L(x). A colouring c of S is an L-colouring if c(x) ∈ L(x) for every x ∈ S.
Lemma 12 Let C be a circuit in which every vertex v receives a list L(v) of two colours among {1, 2, 3}
and each arc a receives the list L(a) = {1, 2, 3}. Then there is no L-colouring c of the arcs and vertices
such that c(x) 6= c(xy), c(y) 6= c(xy), and c(xy) 6= c(yz), for all arcs xy and yz if and only if C is odd
and all the vertices have the same list.
Proof. Assume first that every vertex is assigned the same list, say {1, 2}. If C is odd, it is simple
matter to see that we can not find the desired colouring. Indeed, among two consecutive arcs, one has to
be coloured 3. If C is even, we colour the vertices by 1 and the arcs alternately by 2 and 3.
Now assume that C = x1x2 . . . xkx1 and x1 and x2 are assigned different lists. Say L(x1) = {1, 2}
and L(x2) = {2, 3}. We colour the arc x1x2 by 3, the vertex x2 by 2 and the arc x2x3 by 1. Then we
colour x3, x3x4, . . . , xk. It remains to colour xkx1 and x1. Two cases may happen: If we can colour
xkx1 by 1 or 2, we do it and colour x1 by 2 or 1 respectively. Otherwise the set of colours assigned to xk
and xk−1xk is {1, 2}. Hence, we colour xkx1 with 3, x1 by 1, and recolour x1x2 by 2 and x2 by 3. 
Lemma 13 Let D be a subcubic digraph with no vertex of outdegree two and indegree one. Assume that
every arc a has a list of colours L(a) ⊂ {1, 2, 3} such that:
• If the head of a is a sink s (a is called a final arc), |L(a)| ≥ d−(s).
• If a is not a final arc and the tail of a is a source (a is called an initial arc), |L(a)| ≥ 2.
• In other cases |L(a)| = 3.
• If a vertex is the head of at least two initial arcs the union of their lists of colours contains at least
three colours.
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• If all the vertices of an odd circuit are the tails of initial arcs, the union of the lists of colours of
these initial arcs contains at least three colours.
Then D has a directed star L-colouring.
Proof. We colour the graph inductively. Consider a terminal strong component C of D. Since D has
no vertex with indegree one and outdegree two, C induces either a singleton or a circuit.
1) Assume that C is a singleton v which is the head of a unique arc a = uv. If u has indegree 0, colour
a with a colour of its list. If u has indegree 1, and thus total degree 2, colour a by the colour of
its list and remove this colour from the list of the arc with head u. If u is the head of e and f ,
observe that L(e) and L(f) have at least two colours and their union have at least three colours. To
conclude, colour a with a colour in its list, remove this colour from L(e) and L(f), remove a, split
u into two vertices, one with head e, and the other with head f . Now, choose in their respective
lists different colours for the arcs e and f to form the new list L(e) and L(f).
2) Assume that C is a singleton v which is the head of several arcs, including a = uv. In this case, we
reduce L(a) to a single colour, remove this colour from the other arcs with head v and split v into
v1 which becomes the head of a, and v2 which becomes the head of the other arcs.
3) Assume that C is a circuit. Every arc entering C has a list of at least two colours. We can apply
Lemma 12 to conclude.

Proof of Theorem 11. Assume for contradiction that the digraph D has directed star arboricity more
than three and is minimum with respect to the number of arcs for this property. Observe that D has
no source, otherwise we simply delete it with its incident arcs, apply induction and extend the colouring
since arcs leaving from a source can be coloured arbitrarily. Let D1 be the subdigraph of D induced by
the vertices of indegree at most 1. We denote by D2 the digraph induced by the other vertices, and by
[Di, Dj ] the set of arcs with tail in Di and head in Dj. We claim that D1 contains no even circuit. If
not, we simply remove the arcs of this even circuit, apply induction and extend the colouring to the arcs
of the even circuit since every arc of the circuit has two colours available.
A critical set of vertices of D2 is either a vertex of D2 with indegree at least two in D1, or an odd
circuit of D2 having all its inneighbours in D1. Observe that critical sets are disjoint. For every critical
set S, we select two arcs entering S from D1, called selected arcs of S.
Let D′ be digraph induced by the arc set A′ = A(D1) ∪ [D2, D1]. Now we define a conflict graph on
the arcs of D′ in the following way:
• Two arcs xy, yv of D′ are in conflict, called normal conflict at y.
• Two arcs xy, uv of D′ are also in conflict if there exists two selected arcs of the same set S with
tails y and v. These conflicts are called selected conflicts at y and v.
Let us analyse the structure of the conflict graph. Observe first that an arc is in conflict with three
arcs : one normal conflict at its tail and at most two (normal or selected) at its head.
We claim that there is no K4 in the conflict graph. Suppose there is one, then there are four arcs
pairwise in conflict. Since each arc has degree 3, it has a normal conflict at its tail, the digraphs induced
by these four arcs contains a circuit. It cannot be a circuit of even length (2 or 4) so it has length 3. It
follows that the four arcs a, b, c, d are as in Figure 1 below. Let D∗ be the digraph obtained from D by
removing the arcs a, b, c, d and their four incident vertices. By minimality of D, D∗ admits a directed star
3-colouring which can be extended to D as depicted below depending if the two leaving arcs are coloured
the same or differently. This proves the claim.
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Figure 1: A K4 in the conflict graph and the two ways of extending the colouring.
Brooks Theorem asserts that every subcubic graph without K4 is 3-colourable. So the conflict graph
admits a 3-colouring c. This gives a colouring of the arcs of D′. Let D′′ be the digraph and L be the
list-assignment on the arcs of D′′ obtained as follow:
• Remove the arcs of D1 from D,
• Assign to each arc of [D2, D1] the singleton list containing the colour it has in D′,
• For each arc uv of [D1, D2], there is a unique arc tu in A(D′), so assign the list L(uv) = {1, 2, 3} \
c(tu).
• Assign the list {1, 2, 3} to the other arcs.
• If there are vertices with indegree one and outdegree two (they were in D1), split each of them into
one source of degree two and a sink of degree one.
Note that there is a trivial one-to-one correspondence between A(D′′) and A(D) \ A(D′). By the
definition of conflict graph andD′′, one can easily check thatD′′ and L satisfies the condition of Lemma 13.
Hence D′′ admits a directed star L-colouring which union with c is a directed star 3-colouring of D, a
contradiction. 
3.2 Acircuitic directed star arboricity
A directed star colouring is acircuitic if there is no bicoloured circuits, i.e. circuits for which only two
colours appears on its arcs. The acircuitic directed star arboricity of a digraph D is the minimum number
k of colours such that there exists an acircuitic directed star k-colouring of D. In this subsection, we give
a short alternative proof of the following theorem due to Pinlou and Sopena.
Theorem 14 (Pinlou and Sopena [9]) Every subcubic oriented graph has acircuitic directed star ar-
boricity at most 4.
In order to prove this theorem, we need the following lemma.
Lemma 15 Let D be an acyclic subcubic digraph. Let L be a list-assignment on the arcs of D such that
for every arc uv, |L(uv)| ≥ d(v). Then D admits a directed star L-colouring.
Proof. We prove the result by induction on the number of arcs of D, the result holding trivially if D
has no arcs.
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Since D is acyclic, it has an arc xy with y a sink. Let a be a colour in L(xy). For any arc e distinct
from xy, set L′(e) = L(e) \ {a} if e incident to xy (and thus has head in {x, y} since y is a sink), and
L′(e) = L(e) otherwise. Then in D′ = D− xy, we have |L′(uv)| ≥ d(v). Hence, by induction hypothesis,
D′ admits a directed star L′-colouring that can be extended in a directed star L-colouring of D by
colouring xy with a. 
Proof of Theorem 14.
Let V1 be the set of vertices of outdegree at most 1 and V2 = V \ V1. Then every vertex of V2 has
outdegree at least 2 and so indegree at most 1.
Let M be the set of arcs with tail in V1 and head in V2. Colour all the arcs of M with 4. Moreover
for every circuit C in D[V1] and D[V2] choose an arc e(C) and colour it by 4. Note that, by definition of
V1 and V2, the arc e(C) is not incident to any arc of M and C is the unique circuit containing e(C). Let
us denote M4 the set of arcs coloured 4. Then M4 is a matching and D −M4 is acyclic.
We shall now find a directed star colouring of D−M4 with {1, 2, 3} that creates any bicoloured circuit.
If such a circuit exists, 4 would be one of its colour because D −M4 is acyclic and all its arcs coloured
4 would be in M because the arcs of M4 \M is in a unique circuit which has a unique arc coloured 4.
Hence we just have to be careful when colouring arcs in the digraph induced by the endvertices of the
arcs of M .
Let us denote the arcs of M by xiyi, 1 ≤ i ≤ p and set X = {xi, 1 ≤ i ≤ p} and Y = {yi, 1 ≤ i ≤ p}.
Then xi ∈ V1 and yi ∈ V2. Let E′ be the set of arcs with tail in Y and head in X . Let H be the graph
with vertex set E′ such that an arc yixj is adjacent to an arc ykxl if
(a) either k = l,
(b) or j = k and i > j and l > j.
Since a vertex of X has indegree at most 2 and a vertex of Y has outdegree at most 2, H has maximum
degree 3. Moreover H contains no K4 because two arcs of E
′ with same tail yk are not adjacent in H .
Hence, by Brooks Theorem, H has a vertex-colouring in {1, 2, 3} which is corresponds to a colouring c
of the arcs of E′. Since (a) is satisfied c is a directed star colouring. Moreover this colouring creates no
bicoloured circuits: indeed a circuit contains a subpath yixjyjxl with i > j and k > j, whose three arcs
are coloured differently by (b).
Let D′ = D − (M4 ∪ E′). For any arc uv in D′, let L(uv) = {1, 2, 3} \ {c(wv) | wv ∈ E′}. The
set L(uv) is the set of colours in {1, 2, 3} that may be assigned to uv without creating any conflict with
the already coloured arcs. D′ is acyclic and |L(uv)| ≥ d(v), so by Lemma 15, it admits a directed star
L-colouring and thus D has an acircuitic directed star colouring in {1, 2, 3, 4}. 
Remark 16 Note that in the acircuitic directed star 4-colouring provided in the proof of Theorem 14
the arcs coloured 4 form a matching.
4 Directed star arboricity of digraphs with maximum in and
outdegree two
The goal of this section is to prove that every digraph with outdegree and indegree at most two has
directed star arboricity at most four.
Theorem 17 Let D be a digraph. If ∆− ≤ 2 and ∆+ ≤ 2, then dst(D) ≤ 4.
Thus, Conjecture 4 holds for k = 2 and hence for all even k. However, the class of digraphs with in and
outdegree at most two is certainly not an easy class with respect to directed star arboricity, as we will
show in Section 5.
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In order to prove Theorem 17, it suffices to show that D contains a galaxy G which spans all the
vertices of degree four. Then D′ = D − A(G) has maximum degree at most 3. So, by Theorem 11,
dst(D′) ≤ 3, so dst(D) ≤ 4. Hence Theorem 17 is directly implied by the following lemma:
Lemma 18 Let D be a digraph with maximum indegree and outdegree two. Then D contains a galaxy
which spans the set of vertices with degree four.
In order to prove this lemma, we need some preliminaries:
Let V be a set. An ordered digraph on V is a pair (≤, D) where:
• ≤ is a partial order on V .
• D is a digraph with vertex set V .
• D contains the Hasse diagram of ≤ (i.e. when x ≤ y ≤ z implies x = y or y = z, then xz is an arc
of D).
• If xy is an arc of D, the vertices x, y are ≤-comparable.
The arcs xy of D thus belong to two different types: the forward arcs when x ≤ y, and the backward
arcs when y ≤ x.
Lemma 19 Let (≤, D) be an ordered digraph on V . Assume that every vertex is the tail of at most one
backward arc and at most two forward arcs and that the indegree of every vertex of D is at least 2, except
possibly one vertex x with indegree 1. Then D contains two arcs ca and bd such that a ≤ b ≤ c, b ≤ d
and c 6≤ d, all four vertices being distinct except possibly a = b.
Proof. Let us consider a counterexample with minimum |V |.
An interval is a subset I of V which has a minimum m and a maximum M such that I = {z :
m ≤ z ≤ M}. An interval I is good if every arc with tail in I and head outside I has tail M and every
backward arc in I has tail M .
Let I be an interval of D. The digraph D/I obtained from D by contracting I is the digraph with
vertex set (V \ I) ∪ {vI} such that xy is an arc if and only either vI /∈ {x, y} and xy ∈ A(D), or x = vI
and there exists xI ∈ I such that xIy ∈ A(D), or y = vI and there exists yI ∈ I such that xyI ∈ A(D).
Similarly, the binary relation ≤/I obtained from ≤ by contracting I is the binary relation on (V \ I)∪
{vI} such that x ≤/I y if and only if either vI /∈ {x, y} and x ≤ y, or x = vI and there exists xI ∈ I such
that xI ≤ y, or y = vI and there exists yI ∈ I such that x ≤ yI . We claim that if I is good then ≤/I is
a partial order. Indeed suppose it is not, there are two elements u and t such that u ≤/I vI , vI ≤ t and
u 6≤/I t. Then M 6≤ t. Let a ∈ I be the a maximal element of I such that a ≤ t, d be a successor of a
in I and c a successor of a not in I (it exists as t /∈ I and a ≤ t and maximal in I with this property).
Then d and c are incomparable and ac and ad are in the Hasse diagram of ≤ then because I is good it
follows that ca and ad are arcs of D, which is impossible as D is a counterexample.
Hence if I is a good interval, (≤/I , D/I) is an ordered digraph. Note that if x ≤/I vI then x ≤ M
with M the maximum of I. The crucial point is that if I a good interval of D for which the conclusion
of Lemma 19 holds for (≤/I , D/I), then it holds for (≤, D). Indeed, suppose there exists two arcs ca and
bd of D/I such that a ≤/I b ≤/I c, b ≤/I d and c 6≤/I d. Note that since I is good vI 6= c. Let M be the
maximum of I.
If vI /∈ {a, b, c, d}, then ca and bd gives the conclusion for D.
If vI = a then cM is an arc. Let us show that M ≤ b. Indeed let x be a maximal vertex in I such that
x ≤ b and y a minimal vertex such that x ≤ y ≤ b. Since the Hasse diagram of ≤ is included in D then
xy is an arc so x =M since I is good. Thus cM and bd are the desired arcs.
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If vI = b then Md is an arc and a ≤M , so ca and Md are the desired arcs.
If vI = d then there exists dI ∈ I such that bdI , so ca and bdI are the desired arcs.
Hence to get a contradiction, it is sufficient to find a good interval I such that (≤/I , D/I) satisfies
the hypotheses of Lemma 19.
Observe that there are at least two backward arcs. Indeed, if there are two minimal elements for ≤,
there are at least three backward arcs entering these vertices (since one of them can be x). And if there
is a unique minimum m, by letting m′ minimal in V \m, at least two arcs are entering m,m′.
Let M be a vertex which is the tail of a backward arc and which is minimal for ≤ for this property.
Since two arcs cannot have the same tail, M is not the maximum of ≤ (if any). LetMm be the backward
arc with tail M .
We claim that the interval J with minimum m and maximum M is good. Indeed, by the definition
of M , no backward arc has its tail in J \ {M}. Moreover, any forward arc bd with its tail in J \ {M} and
its head outside J would give our conclusion (with a = m and c =M), a contradiction.
Now consider a good interval I with maximum M which is maximal with respect to inclusion. We
claim that if x ∈ I, then there is at least one arc entering I, and if x /∈ I, there are at least two arcs
entering I with different tails.
Call m1 the minimum of I and m2 any minimal element of I \m1. First assume that x is in I. There
are at least three arcs with heads m1 or m2. One of them is m1m2, one of them can be with tail M , but
there is still one left with tail not in I. Now assume that x is not in I. There are at least two arcs with
heads m1 or m2 and tails not in I. If the tails are different, we are done. If the tails are the same, say v,
observe that vm1 and vm2 are both backward of both forward (otherwise v would be in I). Since both
can not be backward vm1 and vm2 are forward. Hence the interval with minimum v and maximum M
is a good interval, contradicting the maximality of I. This proves the claim.
This claim implies that (≤/I , D/I) satisfies the hypotheses of Lemma 19, yielding a contradiction. 
Proof of Theorem 18. Let G be a galaxy of D which spans a maximum number of vertices of degree
four. Suppose for contradiction that some vertex x with degree four is not spanned.
An alternating path is an oriented path ending at x, starting by an arc of G, and alternating with arcs
of G and arcs of A(D) \A(G). We denote by A the set of arcs of G which belong to an alternating path.
Claim 1 Every arc of A is a component of G.
Proof. Indeed, if uv belongs to A, it starts some alternating path P . Thus, if u has outdegree more
than one in G, the digraph with set of arcs A(G)△A(P ) is a galaxy and spans V (G) ∪ x. 
Claim 2 There is no circuits alternating arcs of A and arcs of A(D) \ A.
Proof. Assume that there is such a circuit C. Consider a shortest alternating path P starting with
some arc of A in C. Now the digraph with arcs A(G)△(A(P )∪A(C)) is a galaxy which spans V (G)∪ x,
contradicting the maximality of G. 
We now endow A∪x with a partial order structure by letting a ≤ b if there exists an alternating path
starting at a and ending at b. The fact that this relation is a partial order relies on Claim 2. Observe
that x is the maximum of this order.
We also construct a digraph D on vertex set A ∪ x and all arcs uv → st such that us or vs is an arc
of D (and uv → x such that ux or vx is an arc of D).
Claim 3 The pair (D,≤) is an ordered digraph. Moreover an arc of A is the tail of at most one backward
arc and two forward arcs and x is the tail of at most two backward arcs.
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Proof. The fact that the Hasse diagram of ≤ is contained in D follows from the fact that if uv ≤ st
belongs to the Hasse diagram of ≤, there is an alternating path starting by uvst, in particular, the arc
vs belongs to D, and thus uv → st in D.
Suppose that uv → st and then vs or us is an arc of D. If vs is an arc, then because there is no
alternating circuit, st follows uv on some alternating path so uv ≤ st. In this case, uv → st is forward.
If us is an arc of D, we claim that st ≤ uv. Indeed, if an alternating path P starting at st does not
contain uv, the galaxy with arcs (A(G)△A(P )) ∪ {us} spans V (G) ∪ x contradicting the maximality of
G. In this case, uv → st is backward.
It follows that an arc uv of A is the tail of at most one backward arc since this arc and uv are the two
arcs leaving u in D and the tail of at most two forward arcs since v has outdegree at most 2. Furthermore,
since x has outdegree at most two, it follows that x is the tail of at most two backward arcs. 
Claim 4 The indegree of every vertex of D is two.
Proof. Let uv be a vertex of D which starts an alternating path P . If u has indegree less than two,
and thus does not belong to the set of vertices of degree four, the galaxy with arcs A(G)△A(P ) spans
more vertices of degree four than G, a contradiction. Let s and t be the two inneighbours of u in D. An
element of A ∪ x contains s otherwise the galaxy with arcs (A(G)△A(P )) ∪ {su} spans V (G) ∪ x and
contradicts the maximality of G. Similarly an element of A∪ x contains t.
Observe that the same element of A∪ x cannot contain both s and t (either the arc st or the arc ts),
otherwise the arcs su and tu would be both backward or forward, which is impossible. 
At this stage, in order to apply Lemma 19, we just need to insure that the backward outdegree of
every vertex is at most one. Since the only element of D which is the tail of two backward arcs is x, we
simply delete any of these two backward arcs. The indegree of a vertex of D decreases by one but we are
still fulfilling the hypothesis of Lemma 19.
Hence according to this lemma, D contains two arcs ca and bd such that a ≤ b ≤ c, b ≤ d and c 6≤ d.
Keep in mind that a, b, c, d are elements of A∪x. In particular, there is an alternating path P containing
a, b, d (in this order) which does not contain c. Setting a = a1a2 and c = c1c2, note that the backward
arc ca corresponds to the arc c1a1 in D. We reach a contradiction by considering the galaxy with arcs
(A(G)△A(P )) ∪ {c1a1} which spans V (D′) ∪ x. 
5 Complexity
The digraphs with directed star arboricity 1 are the galaxies, so one can polynomially decide if dst(D) = 1.
Deciding whether dst(D) = 2 or not is also easy since we just have to check that the conflict graph (with
vertex set the arcs of D, two distinct arcs xy, uv being in conflict when y = u or y = v) is bipartite.
However for larger value, as expected, it is NP-complete to decide if a digraph has directed star arboricity
at most k. This is illustrated by the next result:
Theorem 20 The following problem is NP-complete:
INSTANCE: A digraph D with ∆+(D) ≤ 2 and ∆−(D) ≤ 2.
QUESTION: Is dst(D) at most 3?
Proof. The proof is a reduction to 3-edge-colouring of 3-regular graphs. To see this, consider a 3-
regular graph G. It admits an orientation D such that every vertex has in and outdegree at least 1. Let
D′ be the digraph obtained from D by replacing every vertex with indegree 1 and outdegree 2 by the
subgraph H depicted in Figure 2 which has also one entering arc (namely a) and two leaving arcs (b and
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1
Figure 2: The graph H and one of its directed star 3-colouring
c). It is easy to check that in any directed star 3-colouring of H , the three arcs a, b and c get different
colours. Moreover if these three arcs are precoloured with three different colours, we can extend this to a
directed star 3-colouring of H . Such a colouring with a coloured 1, b coloured 2 and c coloured 3 is given
in Figure 2. Furthermore, a vertex with indegree 2 and outdegree 1 must have its three incident arcs
coloured differently in a directed star 3-colouring. So dst(D′) = 3 if and only if G is 3-edge colourable. 
6 Multiple fibers
In this section we consider the problem with n ≥ 2 fibers. More precisely, we give some bounds on
λn(m, k). We first give a lower bound on λn(m, k).
Proposition 21 λn(m, k) ≥
⌈
m
n
⌈
k
n
⌉
+
k
n
⌉
Proof. Consider the following m-labelled digraph Gn,m,k with vertex set X ∪ Y ∪ Z such that :
• |X | = k, |Y | = 2(m+1)k
2
and |Z| = m
(
|Y |
k
)
.
• For any x ∈ X and y ∈ Y there is an arc xy (of whatever label).
• For every set S of k vertices of Y and integer 1 ≤ i ≤ m, there is a vertex ziS in Z which is dominated
by all the vertices of S via arcs labelled i.
Suppose there exists an n-fiber colouring of Gn,m,k with c <
⌈
m
n
⌈
k
n
⌉
+ kn
⌉
colours. For y ∈ Y and
1 ≤ i ≤ m, let Ci(y) be the set of colours assigned to the arcs labelled i leaving y. For 0 ≤ j ≤ n, let Pj the
set of colours used on j arcs entering y (and necessarily with two different fibers). Then
∑n
j=0 j|Pj | = k
as k arcs enter y. Moreover (P0, P1, . . . , Pn) is a partition of the set of colours so
∑n
j=0 |Pj | = c. Now
each colour of Pj may appear in at most n− j of the Ci(y), so
m∑
i=1
|Ci(y)| ≤
n∑
j=0
(n− j)|Pj | = n
n∑
j=0
|Pj | −
n∑
j=0
j|Pj | = cn− k.
Because |Y | = 2(m+1)k
2
, there is a set S of k vertices y of Y having the samem-uple (C1(y), . . . , Cm(y)) =
(C1, . . . , Cm). Without loss of generality, we may assume |C1| = min{|Ci| | 1 ≤ i ≤ m}. Hence
|C1| ≤
cn−k
m . But the vertex z
1
S has indegree k so |C1| ≥ k/n. Since |C1| is an integer, we have
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⌊
cn−k
m
⌋
≥ |C1| ≥ ⌈k/n⌉. So c ≥
m
n
⌈
k
n
⌉
+ kn . Since c is an integer, we get c ≥
⌈
m
n
⌈
k
n
⌉
+ kn
⌉
, a
contradiction. 
Note that the graph Gn,m,k is acyclic. The following lemma shows that, if m ≥ n, one cannot expect
better lower bounds by considering acyclic digraphs. Indeed Gn,m,k is the m-labelled acyclic digraph
with indegree at most k for which an n-fiber colouring requires the more colours.
Lemma 22 Let D be an acyclic m-labelled digraph with ∆− ≤ k. If m ≥ n then λn(D) ≤
⌈
m
n
⌈
k
n
⌉
+ kn
⌉
.
Proof. Since D is acyclic, its vertex set admits an ordering (v1, v2, . . . , vp) such that if vjvj′ is an arc
then j < j′.
By induction on q, we shall find an n-fiber colouring of D[{v1, . . . , vq}] together with sets Ci(vr),
1 ≤ i ≤ m and 1 ≤ r ≤ q, of ⌈k/n⌉ colours such that, in the future, assigning a colour in Ci(vr) to an arc
labelled i leaving vr will fulfill the condition of n-fiber colouring at vr.
Starting the process is easy. We may take as Ci(v1) any ⌈k/n⌉-sets such that a colour appears in at
most n of them.
Suppose now that we have an n-fiber colouring of D[{v1, . . . , vq−1}] and that, for 1 ≤ i ≤ m and
1 ≤ r ≤ q − 1, the set Ci(vr) is determined. Let us colour the arcs entering vq. Each of these arcs vrvq
may be assigned one of the ⌈k/n⌉ colours of Cl(vrvq)(vr). Since a colour may be assigned to n arcs (using
different fibers) entering vq, one can assign a colour and fiber to each such arc. It remains to determine
the Ci(vq), 1 ≤ i ≤ m.
For 0 ≤ j ≤ n, let Pj be the set of colours assigned to j arcs entering vq. Let N =
∑n
i=0(n − j)|Pj |
and (c1, c2, . . . , cN ) be a sequence of colours such that each colour of Pj appears exactly n− j times and
consecutively. For 1 ≤ i ≤ m, set Ci(vq) = {ca | a ≡ i mod m}. As n ≤ m, a colour appears at most
once in each Ci(vq). Moreover, N = n
⌈
m
n
⌈
k
n
⌉
+ kn
⌉
− k ≥ m
⌈
k
n
⌉
. So for 1 ≤ i ≤ m, |Ci(vq)| ≥
⌈
k
n
⌉
. 
Lemma 22 shows that the lower bound of Proposition 21 is tight for acyclic digraphs. In fact, we
conjecture that is it tight also for digraphs in general:
Conjecture 23 λn(m, k) =
⌈
m
n
⌈
k
n
⌉
+
k
n
⌉
We now establish an upper bound on λn(m, k) for general digraphs. To do so, we first give an upper
bound on λn(D) for m-labelled digraphs with bounded in- and outdegree In this case, one can derive from
the following theorem of Guiduli that “few” colours are needed. Note that the graphs Gn,m,k requires
lots of colours but have very large outdegree.
Theorem 24 (Guiduli [6]) If ∆−,∆+ ≤ k then dst(D) ≤ k + 20 log k + 84. Moreover D admits
a directed star colouring with k + 20 log k + 84 colours such that for each vertex v there are at most
10 log k + 42 colours assigned to its leaving arcs.
The proof of Guiduli’s Theorem can be modified to obtain the following statement for m-labelled
digraphs.
Theorem 25 Let f(n,m, k) =
⌈
k + (10m2 + 5) log k + 80m2 +m+ 21
n
⌉
and D be an m-labelled digraph
with ∆−,∆+ ≤ k. Then λn(D) ≤ f(n,m, k). Moreover D admits an n-fiber colouring with f(n,m, k)
such that for each vertex v and each label l, there are at most g(m, k) = ⌈(10m+ 5) log k + 40m+ 21⌉
colours assigned to the arcs labelled l leaving v.
Note that Theorem 25 in the case n = m = 1 is a bit better than Theorem 24. Indeed it shows that if
∆−,∆+ ≤ k then dst(D) ≤ k + 15 log k+ 102. It is due to Lemma 7 which is a bit better than Guiduli’s
one because it uses Theorem 7 (dst ≤ 2∆− + 1) whereas Guiduli uses dst ≤ 3∆−. However the method
is identical.
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Definition 26 Given a family of sets F = (Ai, i ∈ I) A transversal of F is a family of distinct elements
(ti, i ∈ I) with ∀i, ti ∈ Ai.
Lemma 27 Let D be a m-labelled digraph with ∆− ≤ k. Suppose that for each vertex v, there are
m disjoint lists L1v, ..., L
m
v of c colours each being a subset of {1, ..., k + c}. If for each vertex v, the
family {Liy | yx ∈ E(D) and yx is labelled i} has a transversal, then there is a 1-fiber colouring of D with
k + (2m2 + 1)c +m colours such that for each vertex v and label l, at most (2m + 1)c + 1 colours are
assigned to arcs labelled l leaving v.
Proof. Using the transversal to colour the entering arcs at each vertex, we obtain a colouring with few
conflicts. Indeed there is no conflict between arcs entering a same vertex. So the only possible conflict
are between an arc entering a vertex v and an arc leaving v. Since arcs leaving v use at most m.c colours
(those of L1v ∪ ... ∪ L
m
v ), there are at most m.c arcs entering v having the same colour as an arc leaving
c. Removing such entering arcs for every vertex v, we obtain a digraph D′ for which the colouring with
the k+ c colours is a 1-fiber colouring. We now want to colour the arcs of D−D′ with few extra colours.
Consider a label 1 ≤ l ≤ m, let D′l be the digraph induced by the arcs of D−D
′ labelled l. Then D′l has
indegree at most m.c. By Theorem 7, we can partition D′l in 2m.c+1 star forests. Thus D can be 1-fiber
coloured with k + c +m(2m.c + 1) colours. Moreover, in the above described colouring, arcs labelled l
leaving a vertex v have a colour in Llv or corresponding to one of the 2m.c+ 1 star forests of D
′
l. So at
most (2m+ 1)c+ 1 colours are assigned to arcs labelled l leaving v. 
Theorem 28 (N. Alon, C. McDiarmid, B. Reed, 1992 [2]) Let k and c be positive integers with
k ≥ c ≥ 5 log k + 20. Choose independent random subsets S1, . . . , Sk of X = {1, . . . , k + c} as follows.
For each i choose Si by performing c independent uniform samplings from X. Then the probability that
S1, . . . , Sk do not have a transversal is at most k
3− c
2
Proof of Theorem 25. It suffices to prove the result for n = 1. Indeed we can extend a 1-fiber colouring
satisfying the conditions of the theorem to a n-fiber colouring satisfying the conditions by replacing the
colour qn+ r with 1 ≤ r ≤ n by the colour q + 1 on fiber r.
Let c = ⌈5 log k + 20⌉We can assume k ≥ m.c. For all vertices x, select m.c different ordered elements
e1, e2, · · · , em.c independently and uniformly. For all 1 ≤ i ≤ m, let Lix = {eci+1, · · · , ec(i+1)}. Each set
has the same distribution as the c elements where chosen uniformly and independently.
Let Ax be the event that the family {Liy | yx ∈ E(D) and yx is labelled i} fails to have a transversal.
By Theorem 28, P (Ax) ≤ k3−c/2. Furthermore, the event Ax is independent of all Ay for which there is
no vertex z such that both zx and zy are in E(D). The dependency graph for the events has degree at
most k2 so we can apply Lova´sz Local Lemma. We obtain that there exists a family of lists satisfying
conditions of Lemma 27. This lemma gives the desired colouring. 
Any digraph D may be decomposed into an acyclic digraph Da and an eulerian digraph De, that is
such that for every vertex v, d−De(V ) = d
+
De
(v). Indeed consider an eulerian subdigraphDe ofD which has
a maximum number of arcs. Then the digraphDa = D−De is necessarily acyclic. Hence by Theorems 25
and 22, if m ≥ n then λn(D) ≤
⌈
m
n
⌈
k
n
⌉
+ kn
⌉
+ f(n,m, k). But we will now lessen this bound by roughly
k
n .
Theorem 29 If n ≤ m, then
λn(m, k) ≤
⌈
m
n
⌈
k
n
⌉
+
k
n
⌉
+ 2m
⌈(10m+ 5) log k + 40m+ 21⌉
n
.
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Proof. Let D be an m-labelled digraph with ∆−(D) ≤ k. Consider a decomposition of D into an
eulerian digraph De and an acyclic digraph Da. We first apply Theorem 25 and n-fiber colour the arcs of
De with f(n,m, k) colours such that at most g(m, k) colours are assigned to the arcs leaving each vertex.
We shall extend the n-fiber colouring ofDe to the arcs of Da in a way similar to the proof of Lemma 22,
i.e. we will assign to each vertex v sets Ci(v), 1 ≤ i ≤ m of ⌈k/n+m.g(m, k)⌉ colours such that an arc
labelled i leaving v will be labelled using a colour in Ci(v).
Let (v1, . . . , vn) be an ordering of the vertices of A such that if vjvj′ is an arc then j < j
′.
We start to build the Ci(v1) with the colours assigned to the leaving arcs of v1 labelled i. The vertex
v1 has at most k entering arcs. Each of them forbid one type (colour, fiber). In the colouring of De
induced by Theorem 25, there are at most m.g(m, k) types assigned to the arcs leaving v1. So there are
at least
⌈
mk
n2
⌉
+
⌈
k
n
⌉
+ 2m g(m,k)n − k −m.g(m, k) ≥ m
⌈
k
n
⌉
+m.g(m, k) types unused at vertex v1. Since
n ≤ m, we can partition these types into m sets of size at least kn such that no two types having the same
colour are in the same set. These sets are the Ci(v1).
Suppose that the sets have been defined for v1 up to vq−1 and that all the arcs vivj for i < q and
j < q have a colour. We now give a colour to the arcs of type vivq for i < q.
There are ke arcs entering vq in De which are already coloured. So it remains to give a colour to
ka ≤ k− ke arcs. Each uncoloured arc may be assigned a colour in a list of size at least
⌈
k
n +m.g(m, k)
⌉
.
This gives a choice between n.
⌈
k
n +m.g(m, k)
⌉
different types. ke types are forbidden by the entering
arcs in De while at most m.g(m, k) types are forbidden by the leaving arcs in De. Then it remains at
least n.
⌈
k
n +m.g(m, k)
⌉
− ke − m.g(m, k) ≥ ka types for each entering arcs of Da. So one can assign
distinct available colours to each of the ka arcs entering vq.
We then build the Ci(vq) as we did for v1.
This process finished, we obtain an n-fiber colouring of D using
⌈
mk
n2
⌉
+
⌈
k
n
⌉
+ 2m g(m,k)n colours. 
Theorem 29 gives an upper bound on λn(m, k) when m ≥ n. We now give one when m < n.
Proposition 30 If m < n then λn(m, k) ≤
⌈
k
n−m
⌉
.
Proof. Let D be an m-labelled digraph with ∆− ≤ k. For each vertex v, we give to its entering arcs
a colour such that none of them is used more than n −m times. This is possible as there are at most
k ≤ (n −m)
⌈
k
n−m
⌉
arcs entering v. Then we have in(v, λ) ≤ n −m. Moreover each arc vw is given a
colour by w. Since D is m-labelled, a colour λ can be used to colour an arc of at most m different labels,
i.e. out(v, λ) ≤ m. Consequently in(v, λ) + out(v, λ) ≤ n. This gives a proper n-fiber colouring. 
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7 Appendix
7.1 Alternative proof of Theorem 14
In this subsection, we give an alternative proof of Theorem 14 using Theorem 11.
Proof. As every subcubic digraph is the subgraph of a cubic digraph, its suffices to prove the result for
cubic digraph. So let D be a cubic digraph by Theorem 11, it admits a directed star 3-colouring c.
We will now select one arc eC per bicoloured circuit C and recolour it with 4. If C is dominating
(no arcs enters C) or is dominated (no arcs leaves C) let eC be any arc of C, otherwise let eC be an arc
whose tail has indegree 2 and head outdegree 2.
It is easy to see that the set of arcs now coloured 4 is a matching. Note moreover that the arcs incident
to an arc uv coloured 4 have their colours in the set of two colours {1, 2, 3} \ {c} where c is the colour
initially assigned to uv.
The way we have selected the recoloured arcs assures us that we have a 4-directed star colouring.
Moreover, there is no circuits bicoloured with two colours in {1, 2, 3}. However, we may have bicoloured
circuits with arcs coloured 4, so we need to do an extra recolouring. Note that the arcs coloured 4 of
such circuits were not selected for dominating or dominated circuits.
An arc uv coloured 4 may be in at most 2 bicoloured circuit and if it is in two such circuits, let say
C1 bicoloured 4 and c1 and C2 bicoloured 4 and c2 with c1 6= c2, the two circuits enter u and leave v with
different arcs. Now for each bicoloured circuit C, we choose an arc fC coloured 4 in order to maximize
the number of arcs chosen by two circuits.
Recolour each arc uv that has been chosen by two circuits, let say C1 bicoloured 4 and c1 and C2
bicoloured 4 and c2, with the colour c3 ∈ {1, 2, 3}\{c1, c2}. Doing so we still have a directed star colouring
and the circuit C1 and C2 are no more bicoloured. Moreover, we do not create any new bicoloured circuit:
indeed, a circuit C containing the arc uv must go through one of the two arcs vw1 of C1 and vw2 of
C2, which are coloured c1 and c2 respectively. Wlog it uses uw1. But w1 has outdegree one and the arc
leaving w1 is in both C and C1 and so is coloured 4. Hence the three colours c3, ci and 4 appears on C.
We will now recolour an arc of each remaining bicoloured circuit C one after another. Such a re-
colouring will make C no more bicoloured and create no new bicoloured circuits. Hence at the end, we
will have a 4-acircuitic directed star colouring of D.
Let us consider such a circuit C. Its chosen arc uv has been chosen only once. Note that uv does not
belong to any other such circuit since the number of arc chosen twice is maximized. In particular, all
the arcs incident to uv have not been recoloured. Let tu be the arc preceding uv in C. Recolour tu with
the colour c3 in {1, 2, 3} \ {c1, c2}. This is valid since u is the head of an arc coloured 4 and thus has
outdegree 2. Moreover, it does not create any bicoloured circuit since all the circuits containing tu must
contain one of the arcs leaving v which are coloured using a colour of {c1, c2}.

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Abstract— Passive optical networks (PONs) have evolved to
provide much higher bandwidth in the access network. A PON
is a point-to-multipoint optical network, where an optical line
terminal (OLT) at the central office is connected to many optical
network units (ONUs) at remote nodes through one or multiple
1:N optical splitters. The network between the OLT and the
ONUs is passive, i.e., it does not require any power supply. The
objective of this paper is to explore how to provision efficiently a
given WDM-PON architecture with its set of splitters in order to
best serve multiuser applications such as, e.g., video conference
or video on demand applications. It amounts to implement
efficiently multicast routing so that it is profitable both in terms
of bandwidth efficiency use and network costs. We propose an
efficient and scalable optimization model for tree and mesh
topologies for both grooming and non grooming traffic. For a
given topology and set of wavelengths and ONUs, simulation
shows the expected grade of service one can expect for multicast
traffic under different traffic patterns.
Keywords: WDM Network; Network Dimensioning; Multicast;
MC-RWA Problem; Column Generation; Optimal Solution.
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I. INTRODUCTION
The access network, also known as the first mile network
or the local loop connects the service provider central offices
(COs) to residential and business subscribers. The bandwidth
demand in the access network has been rapidly increasing
over the recent years. Residential subscribers demand is char-
acterized by high bandwidth requirements and correspond to
various media services. On the other hand, corporate users
demand broadband infrastructure through which they can
connect their local-area networks to the Internet backbone.
While the dominant deployed broadband access solutions
today are digital subscriber (DSL) (or very-high-rate DSL
(VDSL)) and community antenna television (CATV) (cable
TV) based networks, both technologies have limitations as
they were initially developed for carrying voice and TV
signals, respectively. Moreover, VDSL encounters severe dis-
tance limitations, and CATV networks which were mainly
build for delivering broadcast service, do not fit well for the
bidirectional communication of a data network.
Passive optical networks (PONs) have evolved to provide
much higher bandwidth in the access network. A PON is
a point-to-multipoint optical network, where an optical line
terminal (OLT) at the CO is connected to many optical network
units (ONUs) at remote nodes through one or multiple 1:N
optical splitters. The network between the OLT and the ONU
is passive, i.e., it does not require any power supply. PONs use
a single wavelength in each of the two directions - downstream
(CO to end users) and upstream (end users to CO) - and the
wavelengths are multiplexed on the same fiber through coarse
WDM (CDWM). Various blends of the PONs have emerged
in recent years: the ATM Passive Optical Network (APON),
the first Passive optical network standard; the Ethernet PON
(EPON) which is an IEEE/EFM standard for using Ethernet
for packet data; the Broadband PON (BPON), a standard based
on APON; and the Giga PON (GPON), an evolution of the
BPON standard, which has higher rates, enhanced security,
and choice of Layer 2 protocol (ATM, GEM, Ethernet).
Although the PON provides higher bandwidth than tradi-
tional copper-based access networks, there exists the need for
further increasing the bandwidth of the PON by employing
wavelength-division multiplexing (WDM) so that multiple
wavelengths may be supported in either or both upstream
and downstream directions.Such a PON is known as a WDM-
PON. However, WDM-PONs networks have not yet been highly
developed in North America due to immature or costly device
technologies and a lack of suitable network protocols to
support the architecture. Now that more mature, but still
costly technologies have emerged, one the key issue is to
develop those WDM-PON networks at minimum cost and
maximum grade of services. Hence, in this paper, we develop
optimization models for the design of WDM-PON networks
where we maximize the number of granted requests while
we minimize the network cost or maximize the revenue of
the service provider. We consider four different models, two
static ones, and two dynamic ones assuming the use of the
TDM protocol, with either a tree or a light mesh topology.
The paper is organized as follows. In the next section, we
present the notation and the model that we will use. In Sections
III and IV, we present the different models, according to two
different objectives. And finally, in Section V, we present the
scenario that will be used for the experiments.
II. GENERALITIES
A. Notations
Let us consider an optical access WDM network represented
by an undirected graph G = (V,E) with node set V =
{OLT, ONU1, . . . , ONUn} where each node of V is associated
with a node of the physical network, and with link set
L = {ℓ1, ℓ2, . . . , ℓm} where each link is associated with a
physical fiber link of the physical network. The signal is a
downstream one when it goes from the OLT to an ONU, it
is an upstream one when it goes in the other direction. Let
O = {ONU1, . . . , ONUn} be the overall set of ONUs. Let ω(v)
be the set of fiber links at node v. Given ℓ ∈ ω(OLT), we call
Oℓ the set of ONUs that can be reached by a path starting at the
OLT with link ℓ. In the first models (Sections III-A, III-B, IV-A
and IV-B without time division multiplexing), the capacity of
each link ℓ corresponds to the number of available wavelengths
as the capacity of each request is assumed equal to the
wavelength transport capacity. In the two following models
(Sections III-C, III-D, IV-C and IV-D with time division
multiplexing), transport capacity of the wavelength can vary
from one wavelength to the next and belongs to the set of
values B = {OC48, OC192}. Let Bℓ be the transport capacity
on fiber link ℓ. The set of available wavelengths is denoted by
Λ = {λ1, λ2, . . . , λW } with W = |Λ|.
The traffic, which is supposed asymmetrical, is defined by a
matrix T = (TsD) where TsD defines the number of requested
connections from a source s to a given set of destination D.
Let R = {r = (sr, Dr) ∈ V × P(V ) : TsDr > 0} be the
overall set of requests, where P(V ) denotes the set of subsets
of V . We associate a cost COSTr to each request which, e.g.,
can be equal to the revenue for the service provider when it
grants r. The set R can be divided into two request subsets:
RCORE the set of requests of the type (OLT, a subset of ONUs);
RACCESS the set of requests of the type (an ONU, a subset of
ONUs).
For a request r originating at the OLT, it can be subdivided
into sub-requests as follows. For each link ℓ ∈ ω(OLT), we
define a sub-request rℓ from the OLT toward Dℓr = Dr ∩ Oℓ.
In passive optical access networks, only single-hop con-
nections are used, i.e., given a request r and a path from
a given source sr to its destination or to one node of its
destination node set d ∈ Dr, the path is routed on a unique
wavelength. The MC-RWA problem can then be formally stated
as follows: given a graph G associated with a WDM optical
access network and a set of requests R, find suitable light-
trees (t, λ) for each (accepted) connection where t is a tree
on a subset of nodes and λ a wavelength, so that no two
trees sharing an arc of G are assigned the same wavelength.
We study several variants of the MC-RWA problem with the
objective of minimizing the blocking rate, i.e., maximizing
the number of granted connections. We consider first a basic
case where the bandwidth requirement of a request is equal
to the transport capacity of the wavelengths, both on a tree
and a light mesh topology. We then extend those first models
to dynamic traffic on the two types of topologies. Considering
light mesh topologies is motivated by the need of provisioning
additional bandwidth to some particular ONUs and also more
importantly to add some reliability.
B. Equipment
We suppose that the network is equipped with bidirectional
fibers. Also, the intermediate nodes, i.e. the nodes which are
neither an ONU nor the OLT, are equipped with splitters. The
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size of a splitter correspond to the number k of its output ports
and may vary: a beam splitter can divide an input signal (beam
light) into two or more output signals (1 : 2 or 1× 2 splitter)
or more (only power of 2, up to 32, i.e., 1:4, 1:8, 1:16, or
1:32 splitters exist). Through loss is the amount of attenuation
the signal receives as it passes from input to output. A typical
two-way splitter has a through loss of about 3 or 3.5 dB from
the input to each output. Four-and eight-way splitters are also
common, having typical through losses of 6-7 and 9-11 dB
typically. If a 1 : k splitter is installed at a given node with
k outgoing fibers, then all signals on any wavelength, on any
of these k outgoing fibers, are associated with a split signal
and suffer from the same through loss. In addition, one has of
course to take into account the optical attenuation, which is of
the order of 0.2 to 0.25 dB/km. The topology we consider for
the network is further discussed in Sections III-A and III-B.
III. MC-RWA PROBLEM MODELS
The objective is to maximize the grade of service, i.e., to
maximize the number of granted requests:
max
∑
r∈R
COSTrxr.
A. MC-RWA on a Tree Topology
Given a network with a tree topology rooted at an OLT and
where the ONUs are leaves. We have Oℓ ∩ Oℓ′ = ∅ for two
different links ℓ and ℓ′ of ω(OLT) which implies that the routes
are unique for every r ∈ R.
We suppose that the tree has no multiple edges, i.e., the
links are single bidirectional fibers, each of them with W
wavelengths. Also, as the topology of the access network is
given, we suppose that it satisfies the attenuation constraints,
in other words, the intensity of the signal at the ONUs is always
high enough.
One decision vector x: xr = 1 if request r is granted, and
0 otherwise for all r ∈ R.
xr =
{
1 if request r is granted
0 otherwise
Capacity constraints on the outgoing fiber links of the OLT:
we must consider the requests of type (OLT, Dr), and both the
downstream components and the upstream component of the
requests of type (ONUi, Dr).
∑
r∈R:Dr∩Oℓ 6=∅
xr +
∑
r∈RACCESS:sr∈Oℓ
xr ≤W
ℓ ∈ ω(OLT) (1)
Each ONU can read only one wavelength:∑
r∈R:ONUi∈Dr
xr ≤ 1 ONUi ∈ O. (2)
Each ONU can send on only one wavelength:∑
r∈RACCESS :sr=ONUi
xr ≤ 1 ONUi ∈ O. (3)
We do not need to add explicitly the constraints stating that
we need two different wavelengths at a given ONU, one for
the downstream signal, another one for the upstream signal
due to the following result.
Theorem 1: Given a solution to the MC-RWA T problem,
one can always associate wavelengths to the granted requests
using a greedy algorithm.
Proof: The set of used wavelengths can be split between
the wavelengths for downstream requests and those for up-
stream requests. On link ℓ, there are WDℓ =
∑
r∈R:sr∈Oℓ
xr
downstream wavelengths, and WUℓ =
∑
r∈R:Dr∩Oℓ 6=∅
xr up-
stream wavelengths. Equation (1) guarantees that we do not
exceed the number of available wavelengths, i.e., W .
On link ℓ, we may assign the first WDℓ wavelengths to the
downstream traffic, so that the jth granted core request rj on
link ℓ ∈ ω(OLT) is assigned wavelength λj and the remaining
wavelengths to the upstream traffic. This means that if ONUi ∈
Drj , then ONUi receives signal on λj . Similarly, again on
link ℓ, the jth granted access request rj on link ℓ ∈ ω(OLT)
is assigned wavelength λj+WD
ℓ
, and ONUsrj sends signal on
λj+WD
ℓ
. Equations (2) and (3) ensure that each ONU receives
signal on at most one wavelength for downstream traffic and
sends signal on at most one wavelength for upstream traffic.
B. MC-RWA on a Light Mesh Topology
Let us now consider the MC-RWA M problem corresponding
to the MC-RWA problem on a WDM-PON light mesh topology.
Such a topology may be of interest in order to increase the
grade of service on the one hand, and in order to provide some
sort of resiliency in case of link failure. However, at least
for nowadays, it would be too costly to design a WDM-PON
network which would be protected against all link failures.
Therefore, we remain with the assumptions that each ONU
is equipped with a single transmitter and a single receiver,
meaning that it can read and send on a single wavelength.
We suppose given a mesh network which is obtained from a
tree rooted at an OLT of which some leaves have been merged
and where the ONUs are leaves or merged leaves. Since the
devices in PON are passive and that the objective is to get
low cost access network the routing has to be simple. We
suppose that a message sent by the OLT on some link always
go downstream, i.e., once arrived at an ONU it does not leave
it to go to an other ONU.
The main difference between a tree network and a mesh
network is that we do not have any more Oℓ ∩ Oℓ′ = ∅ for
two different links ℓ and ℓ′ of ω(OLT). It means that there
may have several routes from the OLT to the ONU, however
we have few of them (at most one per link l ∈ ω(OLT)).
We also suppose that the links of the network are single
bidirectional fiber, each of them with W wavelength.
1) Variables: In order to set the MC-RWA M model, we
use a first decision vector x = (xr)r∈R such that xr = 1 if
request r is granted, and 0 otherwise. We also also two sets of
decision vectors in order to check whether a given link belongs
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to the route of a given request, and if it is the case, whether
the route traverses the link in the upstream or the downstream
direction. Let xDℓ = (xDrℓ)r∈R and xDℓ = (xUrℓ)r∈R, for each
link ℓ ∈ ω(OLT) be such that, for a given ℓ, xDrℓ (resp. xUrℓ) is
equal to 1 if request r is routed through ℓ in the downstream
(resp. upstream) direction, and 0 otherwise.
xDrℓ =
{
1 if request r is routed through ℓ downstream
0 otherwise
xUrℓ =
{
1 if request r is routed through ℓ upstream
0 otherwise
One other vectors with binary variables, such that for
each request r, and ech ONUi, source or destination, each
component xℓri is used in order to check whether ONUℓi , with
respect to request r on link ℓ, is served or not. If xℓri = 1,
it means that ONUi receives request r on link ℓ or send it if
ONUi = sr.
xℓri =
{
1 if request r is satisfied for ONUi via ℓ.
0 otherwise
2) Constraints: Capacity constraints on the outgoing fiber
links of the OLT: we must consider the requests of type
(OLT, Dr), and both the downstream components and the
upstream components of the requests of type (ONUi, Dr):∑
r∈R:Dr∩Oℓ 6=∅
xDrℓ +
∑
r∈RACCESS:sr∈Oℓ
xUrℓ ≤W ℓ ∈ ω(OLT).
Each destination ONU has to receive the request if the
request is accepted. Conversely, if none of the ONUi ∈ Dr
is served, then the request r is denied.
xr ≤
∑
ℓ:ONUi∈Oℓ∩Dr
xℓri r ∈ R, ONUi ∈ Dr.
The requests have to be sent:
xr ≤
∑
ℓ:sr∈Oℓ
xℓrsr r ∈ R
ACCESS . (4)
Each ONU can read only one wavelength at a time on all
incoming fibers:∑
r∈R:Dr∩ONUi 6=∅
∑
ℓ∈ω(OLT):ONUi∈Oℓ
xℓri ≤ 1 ONUi ∈ O. (5)
Each ONU can send on only one wavelength on all potential
outgoing fibers:∑
r∈R:sr=ONUi
∑
ℓ∈ω(OLT):ONUi∈Oℓ
xℓrsr ≤ 1 ONUi ∈ O. (6)
xℓri ≤ x
D
rℓ r ∈ R, ONUi ∈ Dr, l : ONUi ∈ O
ℓ (7)
xℓrsr ≤ x
U
rℓ r ∈ R
ACCESS, l : sr ∈ O
ℓ (8)
Again, wavelengths are not formally associated with each
granted request as Theorem 1 still applies.
Theorem 2: We can always assign wavelengths
C. MC-GRWA on a Tree Topology
1) Parameters: Let C be the overall set of configurations.
A configuration C ∈ C corresponds to a set of granted
components (either the uplink component of a request, or one
of its downlink component, i.e., a subset of served ONUs)
of requests assigned on the same wavelength: the master
problem will make sure that all components of a request can
be provisioned in order to grant the (whole) request.
CUr =


1 if the uplink path component of r ∈ RACCESS
can be provisioned in configuration C
0 otherwise
for r ∈ RACCESS ,
Cri =


1 if ONUi is served with respect to request r
in configuration C
0 otherwise
for ONUi ∈ Dr, r ∈ R,
(9)
i.e., C ∈ {0, 1}
|RACCESS|+
P
r∈R
|Dr|
.
2) Variables: We use a variable xC , C ∈ C, to indicate if
a configuration is selected for some request provisioning on a
given wavelength λ.
xC =
{
1 if C is selected
0 otherwise
C ∈ C.
We also use two other sets of variables (xr)r∈R and
(xri)ONUi∈Dr,r∈R defined as follows:
For r ∈ R,
xr =
{
1 if request r is granted,
0 otherwise, i.e., request r is denied.
For r ∈ R and ONUi ∈ Dr,
xri =


1 if ONUi is served with respect to request r
assuming request r is granted,
0 otherwise, which implies that
request r cannot then be granted.
3) Master Problem:
a) Objective: max ∑
r∈R
COSTr xr .
b) Constraints: No more configurations than the number
of wavelengths, as each configuration is associated with a
wavelength: ∑
C∈C
xC ≤W. (10)
Each ONU can read at most one wavelength:∑
C∈C
(
max
r∈R
Cri
)
xC ≤ 1 ONUi ∈ O. (11)
where max
r∈R
Cri = 1 if at least one request r is granted in order
to serve ONUi in configuration C, and 0 otherwise.
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Each ONU can send its requests on at most one wavelength:∑
C∈C
(
max
r∈RACCESS :sr=ONUi
CUr
)
xC ≤ 1 ONUi ∈ O (12)
where max
r∈RACCESS
CUr = 1 if at least one request r ∈ RACCESS such
that sr = ONUi is granted in configuration C and therefore
uses the signal emitted at ONUi, and 0 otherwise.
In order for a request to be granted, all of its ONU must
be served, possibly with a different configuration (i.e., wave-
length): ∑
C∈C
Cri x
C ≥ xri ONUi ∈ Dr, r ∈ R (13)
xr ≤ xri ONUi ∈ Dr, r ∈ R (14)∑
C∈C
CUr x
C ≥ xr r ∈ R
ACCESS . (15)
Let us first consider a request r ∈ RCORE . Request r can be
granted if and only if all its destinations can be served, i.e.,
xr = 1 if and only if xir = 1 for all ONUi ∈ Dr. Note that if
at least one ONUi ∈ Dr is not served (xir = 0), then, using
(14) r cannot be granted (i.e., xr = 0). In addition, xri = 1
only if there is at least one selected configuration C (i.e., such
that xC = 1) such that Cir = 1, see equation (13). On the
other hand, if, for a given r, all xri for i : ONUi ∈ Dr are
equal to 1, xr will be set to 1 due to the fact that the objective
is max
∑
r∈R
COSTrxr.
Let us next consider a request r ∈ RACCESS . Request r can
be granted if and only if (i) all its destinations can be served
and (ii) its uplink component can be provisioned, i.e., xr = 1
if and only if (i) xir = 1 for all ONUi ∈ Dr and (ii) there is at
least one selected configuration C (i.e., such that xC = 1) such
that CUr = 1. Note that if either one ONUi ∈ Dr is not served
(xir = 0) or the uplink component cannot be provisioned (i.e.,
all selected configurations C are such that CUr = 0), using (14)
or (15), r cannot be granted (i.e., xr = 0). On the other hand,
if, for a given r, all xri for i : ONUi ∈ Dr are equal to 1
and there is at least one selected configuration C such that
CUr = 1, xr will be set to 1 due to the fact that the objective
is max
∑
r∈R
COSTrxr.
4) Pricing Problem:
a) Objective: Each pricing problem corresponds to the
generation of a configuration. The objective is to maximize
the reduced cost, i.e., cC , or c for short, where
c = −u0 −
∑
i:ONUi∈O
uDi
(
max
r∈R
Cri
)
−
∑
i:ONUi∈O
uUi
(
max
r∈RACCESS :sr=ONUi
CUr
)
+
∑
r∈R
∑
i:ONUi∈Dr
vDriCri +
∑
r∈RACCESS
vUr C
U
r
where u0 is the dual variable associated with constraint (10),
uDi ≥ 0 with (11), uUi ≥ 0 with (12), vDri ≤ 0 with (13), and
vUr ≤ 0 with (15).
In order to eliminate the nonlinearities, let us introduce the
two binary variables CDi and CUi . In order to have:
CDi =max
r∈R
Cri (16)
CUi = max
r∈RACCESS:sr=ONUi
CUr (17)
we add the constraints :
CDi ≥ Cri r ∈ R, ONUi ∈ Dr (18)
CUi ≥ C
U
r r ∈ R
ACCESS , i : ONUi = sr,
(19)
CDi ≤
∑
r∈R
Cri i : ONUi ∈ Dr, r ∈ R (20)
CUi ≤
∑
r∈RACCESS:ONUi=sr
CUr r ∈ R
ACCESS , i : ONUi = sr.
(21)
for i : ONUi ∈ O. Observe that CDi = 1 if and only if ONUi
is served for at least one request, and 0 otherwise, and that
CUi = 1 if and only if the path (ONUi, OLT) is provisioned for
at least one request originating at ONUi, and 0 otherwise.
The objective of the pricing problem can then be rewritten:
c = −u0 −
∑
i:ONUi∈O
uDi C
D
i −
∑
i:ONUi∈O
uUi C
U
i
+
∑
r∈R
∑
i:ONUi∈Dr
vDriCri +
∑
r∈RACCESS
vUr C
U
r .
b) Variables: We use two decision vectors yD and yU
such that each component yDℓ (resp. yUℓ ) indicates whether
the wavelength associated with the configuration is used
downstream (resp. upstream) or not: yDℓ gets value 1 if it
used downstream, 0 otherwise (i.e., it is either unused or used
upstream); yDℓ gets value 1 if it used upstream, 0 otherwise
(i.e., it is either unused or used downstream).
yUℓ =


1 if the wavelength associated with the configuration
is used downstream on ℓ
0 otherwise
yDℓ =


1 if the wavelength associated with the configuration
is used downstream on ℓ
0 otherwise
Decision vector C with components defined as in III-C.
CUr =


1 if the uplink path component of r ∈ RACCESS
can be provisioned in configuration C
0 otherwise
for r ∈ RACCESS ,
Cri =


1 if ONUi is served with respect to request r
in configuration C
0 otherwise
for ONUi ∈ Dr, r ∈ R.
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c) Constraints: A given link ℓ cannot be used simulta-
neously used upstream and downstream:
yDℓ + y
U
ℓ ≤ 1 ℓ ∈ ω(OLT). (22)
Capacity constraints on each link of the OLT when it is used
downstream:
∑
r∈R: Dr∩Oℓ 6=∅
br
(
max
i:ONUi∈Dr∩Oℓ
Cri
)
≤ Bℓ y
D
ℓ
ℓ ∈ ω(OLT). (23)
Capacity constraints on each link of the OLT when it is used
upstream:
∑
r∈RACCESS:sr∈Oℓ
brC
U
r ≤ Bℓ y
U
ℓ ℓ ∈ ω(OLT).
In order to linearize constraint (23), we define CDrℓ for the
core requests:
CDrℓ =


1 if r ∈ RCORE is granted in
configuration C, which entails
the servicing of all ONUi ∈ Dr,
0 otherwise
for r ∈ RCORE .
To linearize constraint (23), we want CDrℓ =
max
i:ONUi∈Dr∩Oℓ
Cri. This is done by adding the following
equations:
∑
r∈R: Dr∩Oℓ 6=∅
brC
D
rℓ ≤ Bℓ y
D
ℓ ℓ ∈ ω(OLT) (24)
CDrℓ ≥ Cri i : ONUi ∈ Dr, r ∈ R
CORE (25)
CDrℓ ≤
∑
i:ONUi∈Dr
Cri r ∈ R
CORE . (26)
d) Recapitulation: Pricing Problem:
max c
where
c = −u0 −
∑
i:ONUi∈O
uDi C
D
i −
∑
i:ONUi∈O
uUi C
U
i
+
∑
r∈R
∑
i:ONUi∈Dr
vDriCri +
∑
r∈RACCESS
vUr C
U
r
subject to the following set of constraints:
CDi ≥ Cri r ∈ R, ONUi ∈ Dr (18)
CUi ≥ C
U
r r ∈ R
ACCESS , ONUi = sr (19)
yDℓ + y
U
ℓ ≤ 1 ℓ ∈ ω(OLT) (22)∑
r∈RACCESS:sr∈Oℓ
brC
U
r ≤ Bℓ y
U
ℓ ℓ ∈ ω(OLT) (27)
∑
r∈R: Dr∩Oℓ 6=∅
brC
D
rℓ ≤ Bℓ y
D
ℓ ℓ ∈ ω(OLT) (24)
CDrℓ ≥ Cri i : ONUi ∈ Dr, r ∈ R
CORE (25)
CDrℓ ≤
∑
i:ONUi∈Dr
Cri r ∈ R
CORE (26)
yDℓ , y
U
ℓ ∈ {0, 1} ℓ ∈ ω(OLT)
CDr , C
U
r ∈ {0, 1} r ∈ R
CDi , C
U
i ∈ {0, 1} ONUi ∈ O
Cri ∈ {0, 1} i : ONUi ∈ Dr, r ∈ R.
D. MC-GRWA on a Light Mesh Topology
We make the same assumptions as in Section III-B. Unlike
the tree network topology, the light mesh topology has some
ONUs with more than one paths. In the light mesh network
topology, ONUs with multiple paths are considered in the
pricing problem. Consequently, there is no change in the
master problem and we use the one described in Section III-C.
For detail of variables, parameters, objective and constraints,
refer to this section.
1) Parameters,Variables,Master Problem: Same as for the
tree topology.
2) Pricing Problem:
a) Objective: Same as for the tree topology.
b) Variables: We need two additional sets of variables
(Cℓri)riℓ and (Cℓr)rℓ defined as follows:
Cℓri =


1 ONUi is served with respect to request r
using the resource of link ℓ,
0 otherwise
Cℓr =


1 uplink component of (granted) request r
uses resource of link ℓ,
0 otherwise.
c) Constraints: The constraints are those of the problem
on the tree topology slightly modified to adapt to the mesh
network.
CDi ≥ Cri ONUi ∈ Dr, r ∈ R (28)
CUsr ≥ C
U
r r ∈ R
ACCESS (29)
CDi ≤
∑
r∈R
Cri ONUi ∈ O (30)
CUi ≤
∑
r∈RACCESS:ONUi=sr
CUr ONUi ∈ O (31)
The four previous equation are here to linearise the equations,
they are the same as equations (18-21).
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The following equations are specific to the mesh topology.
They express the possibility to serve an ONU using different
fibers ℓ.
Cℓri ≤ Cri ONUi ∈ Dr, ℓ : ONUi ∈ O
ℓ, r ∈ R (32)
Cℓr ≤ C
U
r r ∈ R
ACCESS , ℓ : sr ∈ O
ℓ (33)
Cri ≤
∑
ℓ:ONUi∈Oℓ
Cℓri ONUi ∈ Dr, r ∈ R (34)
CUr ≤
∑
ℓ:sr∈Oℓ
Cℓr r ∈ R
ACCESS (35)
Then we have equations to verify that no fibers and no
wavelength are over-used :
yDℓ + y
U
ℓ ≤ 1 ℓ ∈ ω(OLT) (36)∑
r∈R
brC
ℓ
ri ≤ Bℓy
D
ℓ ℓ ∈ ω(OLT) (37)∑
r∈RACCESS:sr∈Oℓ
brC
ℓ
r ≤ Bℓy
U
ℓ ℓ ∈ ω(OLT) (38)
Finally, the following equations allow to determine which
ONU receives which request in the configuration we are
computing.
Clri ≤ C
D
rℓ r ∈ R, ONUi ∈ Dr, l : ONUi ∈ O
l (39)
Clr ≤ C
U
rℓ r ∈ R, l : sr ∈ O
l (40)
∑
ℓ:ONUi∈Oℓ
Cℓri ≤ 1 ONUi ∈ Dr, r ∈ R (41)
∑
ℓ:sr∈Oℓ
Cℓr ≤ 1 r ∈ R
ACCESS (42)
IV. MAXIMIZING THE NUMBER OF SERVED ONUS
In this section, we define the mathematical models for
the tree and the light mesh topologies with/without trafficc-
grooming, where the objective is to maximize the weighted
number of served ONUs subject to the available resources in
the networks. A partially granted request is defined as a request
that is granted to serve a few (at least one) destination ONUs.
In this section, while maximizing the number of served ONUs
we may grant partially requests and/or whole requests. In a
weighted version, we can associate a cost to each served ONU
that would represent weight of ONU.
A. MC-RWA on WDM-PON Tree Topology
A new optimization model for the tree network with-
out traffic-grooming, with the objective of maximizing the
weighted number of served ONUs, is proposed as follows.
1) Objective: We need the variables xri, which for each
request r and each ONU, destination or source of r, indicates
if r is satisfied for this ONU.
xri =
{
1 if request r is satisfied for ONUi
0 otherwise
The objective is to maximize the number of served ONUs:
max
∑
r∈R
∑
i:ONUi∈Dr
COSTrixri.
where COSTri is the cost associated with ONUi with respect
to request r.
2) Constraints: We use the same variables as in previous
formulation, exept xr which is replaced by xℓr. It indicates if
request r is sent on fiber ℓ or not.
xr =
{
1 if request r is granted
0 otherwise
Capacity constraints on the fiber link of the OLT: Upstream
& downstream wavelengths of the ONUs can’t be exceeds from
available wavelength on each associated link. xℓr gets value 1
if request r is served on link ℓ, 0 otherwise.
xℓr =
{
1 if request r is granted on link ℓ
0 otherwise
∑
r∈R:Dr∩Oℓ 6=∅
xℓr +
∑
r∈RACCESS:sr∈Oℓ
xℓr ≤W ℓ ∈ ω(OLT).
(43)
Each ONU can read only one wavelength:∑
r∈R:ONUi∈Dr
xri ≤ 1 ONUi ∈ O. (44)
Each ONU can send only one wavelength:∑
r∈RACCESS :ONUi=sr
xri ≤ 1 ONUi ∈ O. (45)
In order to grant the request r on link ℓ, at least one ONU
in the destination of request r in Oℓ must be accepted:
xℓr ≤
∑
i:ONUi∈Dr∩Oℓ
xri r ∈ R, l ∈ ω(OLT). (46)
In order to grant the request r, source ONU (if it is not
OLT) of request r must be accepted:
xℓr ≤ xrsr r ∈ R
ACCESS , l ∈ ω(OLT). (47)
The request r must be granted in order to grant the desti-
nation ONU(s) : If none of the ONUi is served, the xr denied
xℓr ≥ xri ℓ ∈ ω(OLT), ONUi ∈ Dr ∩O
ℓ. (48)
B. MC-RWA on WDM-PON Light Mesh Topology
This section describes the MC-RWA (without traffic-
grooming) problem on WDM-PON light mesh network topol-
ogy with the objective of maximizing the weighted number of
served ONUs.
1) Objective: Maximize the number of served ONUs:
max
∑
r∈R
∑
i:ONUi∈Dr
∑
ℓ:ONUi∈Oℓ
COSTrix
ℓ
ri
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2) Constraints: Concerning the capacity of the optical
fibers, it has a limited number of wavelengths and we can
not exceed this number of available wavelengths on each link.
Note that, as before, wavelengths are bidirectional, so they can
be use either for downstream or upstream direction and that we
assume that we are free to use the wavelengths downstream
and upstream. The following set of constraints assures that
wavelengths used in the downstream and upstream direction
do no exceed the total number of available wavelength on each
link outgoing the OLT. First recall the variables that are used:
xDrℓ =
{
1 if request r is routed through ℓ downstream
0 otherwise
xUrℓ =
{
1 if request r is routed through ℓ upstream
0 otherwise
xℓri =
{
1 if request r is satisfied for ONUi via ℓ.
0 otherwise
xr =
{
1 if request r is granted
0 otherwise
∑
r∈R:Dr∩Oℓ 6=∅
xDrℓ +
∑
r∈RACCESS :sr∈Oℓ
xUrℓ ≤W
ℓ ∈ ω(OLT). (49)
Each ONU can read only one wavelength:∑
r∈R:ONUi∈Dr
∑
ℓ:ONUi∈Oℓ
xℓri ≤ 1 ONUi ∈ O. (50)
Each ONU can send only on one wavelength:∑
r∈RACCESS
∑
ℓ:sr∈Oℓ
xℓrsr ≤ 1 sr ∈ O. (51)
In order to grant the request r, at least one ONU in the
destination of request r must be accepted:
xr ≥
∑
ℓ:ONUi∈Oℓ
xℓri ONUi ∈ Dr, r ∈ R. (52)
In order to grant the request r, Source ONU (if it is not OLT)
of request r must be accepted:
xr ≤
∑
ℓ:sr∈Oℓ
xℓrsr r ∈ R
ACCESS . (53)
If none of the ONUi is served, the xr denied:
xr ≤
∑
i:ONUi∈Dr
∑
ℓ:ONUi∈Oℓ
xℓri r ∈ R. (54)
If link ℓ accepts the request r for downstream, then all the
destination ONU(s) of r on ℓ can be accepted:
xDrℓ ≤
∑
i:ONUi∈Oℓ
xℓri r ∈ R, ONUi ∈ Dr ∩O
ℓ. (55)
If link ℓ accepts the request r for upstream, then source
ONU of r on ℓ can be accepted:
xUrℓ ≤ x
ℓ
rsr
r ∈ RACCESS , ℓ : sr ∈ O
ℓ. (56)
If link ℓ accepts the request r for downstream, then desti-
nation ONUi of r on ℓ can be accepted:
xDrℓ ≥ x
ℓ
ri r ∈ R, ℓ : ONUi ∈ Dr ∩O
ℓ. (57)
C. MC-GRWA on a Tree Topology
1) Master Problem: The master problem is quite similar to
the one we discussed in Section III-D, except that, now, our
objective is to maximize the weighted number of destination
ONUs. In this problem, the parameter vector has as components
Cri and Cr for ONUi ∈ Dr, r ∈ R and the variable vectors
are xC , xri as defined in Section III-C and IV-A.
xC =
{
1 if C is selected
0 otherwise
C ∈ C.
xri =
{
1 if request r is satisfied for ONUi
0 otherwise
Note that, in this problem we do not use the vector with
components xr, instead, we use a new vector whose compo-
nents are xsr , defined as follows:
xsr =


1 if source sr = ONUi of a request r is served in
the upstream direction, for r ∈ RACCESS
0 otherwise
a) Objective:
max
∑
r∈R
COSTrixri.
b) Constraints: We have the same capacity constraints
as in III-C, Equations (10-12).
In order to serve destination ONUi with respect to request r
in the downstream direction,one of its associated configuration
C must be granted, this is Equation 13. Equation 13 deals with
the upstream direction.
We also need the two equations:
xri ≤ xsr ONUi ∈ Dr, r ∈ R
ACCESS (58)
xsr ≤
∑
ONUi∈Dr
xrir ∈ R
ACCESS (59)
2) Pricing Problem: The pricing problem is same as the
pricing problem for the tree when the objective is to maximize
the weighted number of granted requests in Section III-C. As
mentioned previously, the number of granted requests/ONUs
are considered in the master problem and the configuration is
generated by the pricing problem, so that there is no change
in the pricing problem while generating the configuration C.
Consequently, the pricing problem has same reduced cost
objective as well as constrains and descriptions of their pa-
rameters, variables.
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D. MC-GRWA on a Mesh Topology
The light mesh traffic-grooming model, like other traffic-
grooming models, is divided into two subproblems called mas-
ter problem and pricing problem, discussed in the following
sections. The characterisitic of a configuration C are those
described in Section III-D.
1) Master Problem: The master problem is the same than
the master problem for the tree network topology, described in
Section IV-C, with the same objective. The difference is that
in a light mesh network, a few or all ONUs have multiple paths
to the OLT. This multiple paths constraints are considered in
the pricing problem.
2) Pricing Problem: Similarly, the pricing problem is the
same as the pricing problem for the light mesh network topol-
ogy with the objective of maximizing the weighted number
of granted requests, presented in Section III-D. As mentioned
previously, the pricing problem provide a configuration to the
master problem, which selects them. There is no change in the
pricing problem.
V. SOLUTIONS OF THE MC-RWA MODELS
A. An Overview on Column Generation Modeling
Column generation techniques offer solution methods for
linear programs with a very large number of variables (e.g.,
exponential) where constraints can be expressed implicitly.
They rely on a decomposition of the initial linear program
into the master problem and the pricing problem. The master
problem corresponds to a linear program associated with a
restricted constraint matrix, with respect to the number of
variables (or columns) of the initial constraint matrix. The
pricing problem is defined by the optimization of the so-
called reduced cost (refer to [1] if not familiar with linear
programing) subject to the implicit constraints expressed by
the coefficients of the constraint matrix of the master problem.
The column generation solution scheme is similar to that
of the simplex algorithm: it is an iterative process where, at
each step, we attempt to add one or more columns to the
constraint matrix of the master problem in order to improve the
value of its objective function. The search for such columns
is made through the solution of the pricing problem. If its
outcome corresponds to one or more columns with a negative
reduced cost (assuming we deal with minimization), then it
entails an improvement of the value of the master objective
function; otherwise, if no solution of the pricing problem can
be identified with a negative cost, we then conclude that the
current solution is indeed optimal.
Column generation can be combined with branch-and-
bound techniques for solving integer linear programs with
a large number of variables, see [2] for a nice overview.
Branching rules have to be devised properly in order to avoid
generating a huge number of subproblems in the search tree
associated with the branch-and-bound, either by branching
on the variables of the master problem using cuts, or by
branching on the variables of the pricing problem using
classical branching schemes or cuts.
B. Solution of the MC-RWA and MC-GRWA Models
First we solve the linear relaxation using a column gen-
eration method where the master problem is solved using
the LP CPLEX package, and where the pricing problems
are solved using the ILP CPLEX package. Once we have
obtained the optimal solution of the LP relaxation, we use the
ILP CPLEX package again in order to get an ILP solution
for the master problem. This does not lead necessarily to
an optimal solution of the corresponding MC-RWA and MC-
GRWA model. However, bounds can be obtained on the quality
of the ILP solution obtained this way. Moreover, in order to
speed the process of getting an ILP solution for the master
problems, we also use a rounding off procedure that works as
follows.
Objective 2: Maximizing the number of served ONUs.
Consider the configuration which contributes the most to
satisfying ONUs and such that xλC is fractional.
Round off xλC to 1.
Re-optimize the LP relaxation assuming xλC = 1.
Reiterate.
VI. COMPUTATIONAL RESULTS
We plan simulations for both the MC-RWA and the MC-
GRWA problems on tree and mesh topologies which are
described in next section. These experiments will be done
under two different scenarios as described in the last section.
1) Network Instances: We consider a network with a single
OLT and eight outgoing bidirectional fibers. For each fiber ℓ,
there is 32 ONUs (leaf nodes independently of the tree or mesh
structure). Each fiber have height or sixteen wavelengths.
2) Traffic Instances: In the first scenario, we simply con-
sider OLT-ONUs requests while in the second one we consider
both OLT-ONUs and ONU-ONUs requests. When grooming is
not considered, we assume that each request use 100% of the
capacity of a wavelength, otherwise it is specified according
to the type of the request. Here is the description of the two
scenarios we consider.
a) First scenario.: There is three types of requests:
requests corresponding to customers viewing video or TV.
They represent 60% of the requests and each request use
between 50 and 90% of the bandwidth B available in a
wavelength. These requests are multicast requests with 1 to 5
destinations. The second type of requests corresponds to radio
transmission. We suppose that it represent 20% of the traffic
and that each request use from 20 to 50% of the bandwith of
a wavelength. The third request corresponds to users surfing
on the net. It represents 20% of the requests and they use only
10% of the available bandwith.
b) Second scenario.: There is a fourth type of requests:
It correspond to neighbors playing together on-line games.
It is represented by a multicast originating at an ONU with
destination set of size from 4 to 10. The request use from 30
to 60% of the bandwith of a wavelength. This type of request
repesent 50% of the requests in the second scenario. In this
scenario, the proportion of the three previous types of requests
are respectively 30%, 10% and 10%.
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A. Evaluation Parameters
We want to compare the two objectives different objectives:
• maximizing the grade of service
• maximizing the number of granted ONUs
We will compare the bandwidth usage and the wasted
bandwidth.
VII. CONCLUSIONS
An interesting evolution is to consider a mix of both
objectives: we should require some request to be fully satisfied
n order to be counted in the objective, while for other request
each served ONU will be counted independantly.
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Abstract— The notion of Shared Risk Resource Groups
(SRRG) has been introduced to capture survivability issues
when a set of resources may fail simultaneously. Applied to
Wavelength Division Multiplexing Network (WDM), it expresses
that some links and nodes may fail simultaneously. The reliability
of a connection therefore depends on the number of SRRGs
through which it is routed. Consequently, this number has to be
minimized. This problem has been proved NP-complete and hard
to approximate in general, even when routing a single request.
Some heuristics using shortest paths have already been designed,
however the cost (the usual routing cost, not in term of SRRG)
was not part of the objective. In this paper we study the problem
of minimizing a linear combination of the average number of
SRRG per paths and the cost of the routing. The main result
of our work is a column generation formulation that allows to
solve efficiently the problem of maximizing the reliability of a
set of connection requests in MPLS/WDM mesh networks with
SRRGs while keeping the cost of the routing low.
Keywords: Reliability, Shared Risk Resource Groups, Integer
Linear Programming, Column Generation.
I. INTRODUCTION
A challenging issue for service providers operating connec-
tion oriented networks, such as MPLS/WDM mesh networks,
is to provide reliable routes for accepted requests. This has
been fostered by the growing use of virtual and overlay
networks which are embedded, in a transparent way, on an un-
derlying network. Therefore, a great deal of researchers efforts
have been concentrated on the design of efficient protection
mechanisms at the backbone level (see for example [1]–[4]).
At this level, the reliability of a single connection in the net-
work might be measured as a function of the number of links
it uses, each single link having its own probability of failure.
However, in a physical network, several fibers, or links, may
be packed together and hence physically cut simultaneously
(earthquake, fire, malicious behaviour etc). Consequently, a
single cause of breakdown induces several link failures. The
concept of Shared Risk Resource Group (SRRG), or Shared
Risk Group (SRG) for short, has been introduced to capture
network survivability issues in this situation, i.e. when a set
of resources may fail simultaneously. This concept can be
extended to various kind of correlated failures.
A typical example of SRG is given by MPLS multilayer
networks as described in [5]. This is illustrated by Fig. 1 where
links AH and EI of the virtual network are both routed into
the underlying network through link FG and so belong to a
same SRG, the one associated to FG. Indeed a failure on the
physical link FG induce the disruption of both virtual links AH
and EI. In such multilayer networks with SRGs, the reliability
of a connection is measured as a function of the SRGs through
which it is routed.
Given a network and a set of requests, the problem of
finding a routing minimizing the average number of SRG
through which the route of a request goes has already been
studied. It has been proved to be NP-hard [1], hard to
approximate [6], and heuristic algorithms have been designed.
For example [1] studied a tabu search heuristic algorithm for
routing requests with different requirements. However, if we
consider a network with edge cost, such an objective may lead
to a costly routing. To avoid this, the objective to be minimized
has to take into account two cost criteria. First we want to
minimize the average failure probability, that is the average
number of risks of failure on which a connection is dependent,
as previously. Secondly, since an operator is interested in both
the safety of the connections and their operating costs, the
objective has to take into account the cost of the edges used
along the route of the connections.
Hence, we concentrate on the problem of computing under
capacity constraints a set of paths minimizing a linear com-
bination of their edge costs and the number of SRGs through
which they are routed. To our knowledge, this is the first time
in the SRG context that such an objective, considering both
the quality of the service offered to customers and the cost of
the services, is proposed. Our main result is the first integer
linear program (ILP) with column generation for the Minimum
Average Color Flow problem, even when we consider only the
objective of minimizing the average number of SRGs.
In this paper we also discuss a way to generate “realistic”
virtual networks with SRRG. Since the simultaneous failures
of links are correlated, a random assignment of SRRG to
virtual links does not necessarily correspond to a feasible
routing of the virtual topology into a real physical network,
as was pointed out in [7]. The solution we propose avoid
this problem and hence the experiments are run on graphs
presenting more characteristics of real instances.
Our paper is organized as follows. In the next Section, we
present the notations and network models used in the rest
of the paper. Sec. III is dedicated to the Minimum Average
Color Flow problem: once the problem is defined, we study its
complexity and present two ILP formulations. In Sec. IV-A we
remind some basics about column generation before applying
it to Minimum Average Color Flow. We then detail in Sec. V
the generation of our instances and the implementation of
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Fig. 1. Example of SRLG: virtual links AH and EI share the same risk FG.
our solving process, and finally we analyze the computational
results before concluding.
II. NETWORK MODEL AND NOTATIONS
The multilayer networks we consider are composed of two
layers, a physical or underlying network and a virtual one.
The physical layer is modelled by a digraph GPN =
(VPN, LPN), where VPN is the set of nodes, and LPN =
{e1, . . . em} is the set of links (i.e. unidirectional fibers).
Similarly, the virtual network embedded in the physical one
is modelled by the digraph GVN = (VVN, LVN). Each arc
e ∈ LVN has a cost γe per flow unit and a capacity ue. The
construction of the virtual networks used in our simulations
will be described more precisely in Sec. V.
Each arc ei of the physical network GPN gives in the virtual
layer of a single risk group that we represent by a color ci.
More precisely, color ci is the subset of arcs of the virtual
network routed through arc ei on the underlying layer, that
is the set of arcs sharing the risk of failure of arc ei. The set
C = {c1, . . . , cm} is the set of colors (i.e. SRG) of the network.
Note at that point that an arc of the virtual network may belong
to several SRGs (= colors). However, following [1], [2], [5],
we apply the simple transformation on GVN described in [6],
[8] : each multi-colored arc is replaced with a chain of mono-
colored arcs, so that each arc now belongs to exactly one
color. For simplicity purpose we will denote also by GVN the
modified graph. Such graphs with SRG are refered to in the
literature as colored graphs. Interested readers may refer to [9]
for a model with multiple colors per edges, and to [8] for a
preliminary comparison of both models.
Let K be a set of connection requests over GVN, such
that for each request k ∈ K , we are given its source sk, its
destination tk and its integral bandwidth requirement dk. We
assume that each request can be split into unitary requests to
be served independently. Consequently, in the rest of the paper
all the requests are unitary. For each request k ∈ K , Pk is the
set of all the sktk-directed paths in GVN and P = ∪k∈KPk
Finally, we denote respectively by Γ−(v) and Γ+(v) the set
of incoming and outgoing links at a node v.
III. MINIMUM AVERAGE COLOR FLOW PROBLEM
(MACF)
A. Problem definition
An instance of the Minimum Average Color Flow problem
consists in a digraph GVN = (VVN, LVN), representing the
virtual network, with arc cost γe per flow unit and capacity
ue for each arc e ∈ LVN. A set C = {c1, . . . , cm} of colors
-or SRG- partitioning the arc set LVN is given, as well as a
set of unitary connection requests K and a real α ∈ [0, 1].
A solution is a routing of all the requests satisfying all the
capacity constraints.
The objective to be minimized is a convex combination
of two cost criteria whose respective contributions can be
adjusted through the parameter α ∈ [0, 1]. The first crite-
rion, related to the operating cost, is the classical flow cost
depending on the arc costs γe divided by the total flow
request (= |K|). The second criterion, related to the safety
of the connections, is the average number of colors - SRGs
- to which belongs a path routing one unit of flow, that
is the sum of the numbers of colors on which is routed
each request divided by |K|. The objective function is then
α
|K| × (classical flow cost) + (1−α)|K| × (SRG flow cost).
Note that when α = 0 the problem becomes the min-
imisation of the average number of SRG or in other word
the average probability of failure for a connection, whereas
if α = 1 the problem is reduced to a classical integral
multicommodity flow.
B. Complexity
We now study the complexity of MACF under various
hypothesis on the colored graph. We deduce these results for
MACF from one of its subproblems: Minimum Color Path
with Edge Costs problem (MCPwEC) which is the MACF
problem with a single request, i.e. |K| = 1, and unitary arc
capacities. Thus, it consists in finding a path from a source s
to a sink t minimizing a convex combination of the number
of colors used by the path and of the classical path cost.
1) Null arc costs: With null arc costs, this problem is
the Minimum Color Path problem (MCP) which has been
proved NP-hard in [2] and hard to approximate within a factor
2log
1−δ |C|
1
2 in [6], with δ = (log log |C| 12 )−ε and ε < 12 . These
results were proved for undirected graphs, but their adaptation
to the directed case is straightforward and induces the same
factor for MACF.
2) Span 1: MCP can be solved in polynomial time when
some conditions are satisfied on the span of the colors of the
graph [6], [8], [10]. The span of a color is the number of
connected components in the subgraph induced by the edges
of that color. The influence of this parameter on the MCP
complexity has been studied in [6], [11]. However, we show
that the span has no such an influence on the hardness of
MCPwEC.
Theorem 1: [6] When all colors have span 1, MCP is
polynomial.
The proof is based on the fact that within a connected
component of a color c, each vertex is reachable from any
other vertex of the component using only edges of color c.
The span definition and Theorem 1 can easily be extended
to the color symmetric digraph settings, i.e. when an arc and
its reverse arc belong to the same color: the span is simply the
2
number of strongly connected components and the property is
still verified.
Let us now prove that the adjunction of edge costs deeply
modify the complexity properties of MCP since MCPwEC is
as hard to approximate as in the general directed case in the
aforesaid symmetric settings.
Theorem 2: The MCPwEC problem on a color symmetric
digraph is NP-hard and hard to approximate within a factor
2log
1−δ |C|
1
2 with δ = (log log |C| 12 )−ε and ε < 12 even when
all colors have span 1.
Proof: The proof is a reduction from MCP to MCPwEC.
Let G be a color symmetric digraph on color set C with
unspecified span and two vertices s and t defining an instance
of MCP. We construct an instance of MCPwEC on the digraph
G′ with convex coefficient α in the objective function. G′ is
the graph G with two additional symmetric arcs of color c and
cost X > 1−α
α
|C| between each pair of strongly connected
components of c. The cost of arcs from G in G′ is null and
all the capacities are unitary.
An optimal st-path for the MCPwEC instance uses none of
the added arcs since using only ones cost αX > (1 − α)|C|,
which is greater than the cost of using the whole arc and color
sets of G. Therefore, an optimal path in G′ for MCPwEC is an
optimal path in G for MCP too. Indeed the two costs of a same
path for MCPwEC and MCP differ only by the multiplicative
constant 1− α. This last point concludes the proof.
From Theorem 2 we can deduce that in this special case
MACF is as hard to approximate as its subproblem MCPwEC.
3) Color reduced to a single arc: Unlike MCPwEC and
MCP, MACF remains NP-hard and hard to approximate when
all colors are reduced to a single arc. Indeed in such a case,
MCPwEC and MCP are merely polynomial shortest path
problems while MACF still contains the Minimum Edge Cost
Flow problem (MECF) as a subproblem. The MECF problem
consists in routing a single integral request in a digraph with
capacities and fixed arc costs, that is the cost of using an arc
is the same whatever the flow value is on it, as long as it
is positive. This problem is NP-hard and hard approximate
within a factor 2log1−ε n, ∀ε > 0 [12].
Theorem 3: The MACF problem is hard to approximate
within a factor ≈ 2log1−ε n ∀ε > 0 even when all colors are
reduced to a single arc, unless NP ⊆ DTIME(npolylogn).
C. ILP Formulations
In this section we present two ILP formulations for MACF
based on the two classical multiflow formulations: the compact
node-arc formulation and the exponential size arc-path one
(see [13]). Although exponential, the arc-path formulation is
more efficient than the compact one thanks to the possible use
of column generation techniques.
1) Node-Arc Formulation: The binary flow variable zke for
e ∈ LVN and k ∈ K gets value 1 if the virtual link e is used to
route the unitary request k and 0 otherwise. The binary color
variable χck, for k ∈ K and c ∈ C, gets values 1 if the unitary
request k is routed through an arc belonging to the risk group
represented by color c.
min
1
|K|
∑
k∈K
(
α
∑
c∈C
χck + (1− α)
∑
e∈A
γez
k
e
)
∑
e∈Γ+(v)
zke −
∑
e∈Γ−(v)
zke =


1 if v = sk
-1 if v = tk
0 otherwise
∀k ∈ K (1)
∑
k∈K
zke ≤ ue ∀e ∈ LVN (2)
zke ≤ χ
c(e)
k ∀k, ∀e ∈ LVN (3)
Constraints (1) and (2) are the classical flow conservation
and capacity constraints of a node-arc multiflow formulation.
Constraint (3) ensures that whenever the flow for a request k
on an arc e is positive, the color c(e) of this arc is counted
as used for this request, i.e. the value of χc(e)k is forced to 1,
where c(e) is the color of arc e. There are |K|(|LVN| + |C|)
variables and |K|(|VVN|+ |LVN|) + |LVN| constraints.
The objective to be minimized is the average on all requests
of a convex combination of the number of colors used by a
request and of the classical cost of the route of a request.
2) Arc-Path Formulation: We now use binary variable zkp
which gets value 1 if the request k ∈ K is routed on the path
p ∈ P , and 0 otherwise. As there might be a large number
(exponential) of valid paths for each request, there might be
a large number of variables in this family. As in the node-arc
formulation, the binary variable χck has value 1 if the path
used by request k uses an arc of color c and 0 otherwise.
min
1
|K|
∑
k

α∑
c∈C
χ
c(e)
k + (1− α)
∑
e∈LVN
∑
P∈Pk|e∈P
γez
k
P


∑
P∈Pk
zkP = 1 ∀k ∈ K (σk) (4)
∑
k
∑
P∈Pk|e∈P
zkP ≤ ue ∀e ∈ LVN (ωe) (5)
∑
P∈Pk|e∈P
zkP ≤ χ
c(e)
k ∀k ∈ K, ∀e ∈ LVN (pi
k
e ) (6)
Constraints (4) ensure the satisfaction of all requests: for a
given request k there must be a path used to route it; we call
σk the associated dual variable. The capacity constraint (5) on
each arc expresses that there can not be more paths using
an arc e than there is bandwidth to fit them; we call ωe
the associated dual variables. As in the node-arc formulation,
constraints (6) take into account the colors used to serve
each request. The objective function is also similar. There are
|K|(|LVN| + 1) + |LVN| constraints and empirically at most
10|K| variables, which is a lot smaller (for both variables and
constraints) than in the node-arc formulation.
Note that to apply the column generation technique, or more
precisely to define the auxiliary problem, we need the dual
constraint associated to the large size family of variables zkp .
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IV. SOLVING MINIMUM AVERAGE COLOR FLOW
A. Principle of column generation
A column generation formulation is a transformation of a
linear program containing a very large size variable family
(e.g., exponential) into two subproblems: the master problem
and the auxiliary problem. This decomposition relies on the
Dantzig-Wolf decomposition [13]. It allows to consider only
a subset of variables at a time.
Basically, starting with an initial reduced set of variables,
we solve the master problem and obtain dual variable values
that will be used by the auxiliary problem. Then, we solve
the auxiliary problem to obtain new variables for the master
problem, and so on. We repeat this loop until the auxiliary
problem finds no more variables for the master problem. The
solution of the master problem is then optimal (see [14]).
Column generation can be combined with branch-and-
bound techniques to solve integral linear programs with a large
number of variables, see [15] for a nice overview.
B. Column generation applied to MACF
1) Master Problem: The master problem corresponds to the
original arc-path formulation in which only a subset of the
variables from the large size families {zkp}p∈Pk is considered,
all other variables of these families simply do not exist.
2) Auxiliary Problem: The auxiliary problem is deduced
from the dual constraints of the master problem associated to
the large size family of variable zkp :
σk ≤
∑
e∈P
(
(1−α)
|K| γe + ωe + pi
k
e
)
∀k, ∀P ∈ Pk
A solution of the auxiliary problem is a path P violating
this constraint. In our case the auxiliary problem is a shortest
path problem on GV N with arc cost (1−α)|K| γe + ωe + pi
k
e . We
have to solve the auxiliary problem for each request k. Notice
that the arc costs depend on the request, indeed the color cost
(χc(e)k ) is not the same for each request.
3) Generation of the initial solution: The initial set of
variables of the master program has to contain the non null
variables of a feasible solution otherwise the column genera-
tion process can not start. To find this initial subset of variables
we solve a classical minimum cost multiflow problem: from
MACF we keep only the arc costs and capacities and we try to
satisfy all the requests under the capacity constraints (see [13]
for references on the minimum cost multiflow problem).
C. Obtaining integral solutions: Branching
We first solve with column generation a relaxation of the
problem in which the variables zkP and χck are fractional.
Then we do branching to obtain an integral solution. During
the branching a lot of computational time can be saved by
considering the χck as fractional variables. Indeed, since all
requests are unitary, once the flow variables are integral, the
constraints force the χck variables to be integral too.
V. EXPERIMENTS
We have used CPLEX with a Concert Java interface and the
open source MASCOPT library [16] to implement our model.
A. Generation of instances
To give a realistic significance to the colors, we assigned
them to the virtual links according to a real routing of the
virtual layer on a physical network as follows.
We used two networks as physical layers : NSFNET (14
nodes and 21 links) and BRAZIL (27 nodes and 70 links) [17].
Each physical link and node is associated a distinct color. if
the network is already precolored with meaningful groups of
risk, we may use them as well.
The virtual layer was generated using the following steps.
1) We generate an undirected graph on the physical vertex
set using a pseudo random graph generator, implemented
in MASCOPT, which accepts a set of constraints on the
resulting graph. We choose the following ones: diameter
at most 3, minimum cut at least 2, and number of links
around 3 times the number of nodes.
2) We replace each edge by two symmetrical arcs.
3) We randomly generate unitary requests: 140 requests for
NSFNET and 200 for BRAZIL.
4) We compute a double multiflow: the demands are routed
on the generated graph whose arcs are themselves routed
on the physical network simultaneously.
5) Each arc of the generated graph corresponds to a set
of parallel virtual links : an arc is routed on a set of
paths, each one giving a distinct virtual link. To each
virtual link we assign the colors of the physical resources
through which is routed its associated path.
6) The routing of the requests on the virtual network gives
a weight to each virtual link. Thus, the capacity given to
each virtual link vl is the minimum over each physical
link pl of the proportion of utilisation of pl by vl among
all virtual links multiplied by the capacity of pl, that is:
minpl∋vl
weight(vl)capacity(pl)
P
v′
l
∈vp
weight(v′
l
)
7) We transform the networks given by the virtual links
into a mono-colored graph [6] since at that point it may
be multi-colored.
B. Implementation
We now briefly describe our implementation to allow a
better understanding of next section V-C.
1) Columns generation: As explained in IV-A, the column
generation is based on two problems (master and auxiliary).
In our implementation both problems are solved using CPLEX.
During the process, we only add columns to the master
problem without removing any.
2) Obtaining an integral solution: We first implemented
a branch-and-price algorithm using pseudo-cost to order the
variables [15] and depth-first-search to visit the branch-and-
price tree. However, our implementation is not yet efficient
enough due to the lack of significant cuts. Therefore, we
decided to obtain an integral solution via CPLEX using only the
set of variables selected during the column generation process.
The obtained solution might not be optimal, but close to it in
our experimentation. We asked CPLEX to guarantee a gap with
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Fig. 2. NSFNET
Fig. 3. BRAZIL
optimality of less than 5%, and in practice the gap was less
than 5‰.
C. Computational results
We made all our tests on a Intel Core 2 2.4 GHz with 4Mb
of L1 cache and 2 Gb of memory. We present our results in two
graphics, one for NSFNET and one for BRAZIL. We solved
each problem ten times using both formulations asking for an
integer solution at at most 5% of the optimal (except when
α = 0.75, where we ask for 10%). The high of the rectangle
represents the total time spent to find the solution. For the arc
path formulation , the rectangle is splited accordingly to the
time spent to solve the master problems, the auxiliary problems
and to find an integral solution.
1) MACF: column generation vs node-arc formulation:
a) Computational time: Surprisingly, the node-arc for-
mulation is always faster than the column generation formu-
lation whereas there is a lot more variables in the first one.
This can be partly explained by our implementation (we used
a Java interface to call CPLEX which slows down the process)
but also by the constraints on the color variables. Indeed in
the node-arc formulation, a color constraint involves only two
variables, while it may involve several ones in the column
generation formulation. The color variables being the most
numerous, it has a great impact on the resolution time.
In addition in the column generation formulation, each time
we solve the master problem, we have to solve an auxiliary
problem for each request (cf IV-B.2).
b) Size of the instances solved: The column generation
formulation allows to solve larger instances than the node-arc
formulation, where the number of variables is too large.
c) Influence of the colors: The resolution time increases
with α for both formulations due to the increasing importance
of the color variables, which are 0-1 variables and numerous.
It is worth noting that in the column generation formulation,
the quality of the initial solution decreases when α increases
since it does not take the colors into account at all.
VI. CONCLUSION
In this paper we have investigated the problem of maximiz-
ing a linear combination of the reliability and the cost of a
set of connection requests in mesh networks with SRRG. We
have shown that MACF is NP-hard and hard to approximate,
and we have proposed a column generation formulation to
solve it that allows to obtain optimal or near optimal solutions
in reasonable time. We will now pursue our implementations
and extend our work to the multiple-path problem where each
connection request is protected by a SRRG-disjoint path and
to other classical protection schemes. Note that SRRG-disjoint
path in multilayer networks and with a different objective
function currently under investigation in [18].
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Abstract— This work introduces a new shared segment protec-
tion scheme that fully exploits the hop endpoints of the primary
logical hops (induced by the routing) without adding extra ones
for protection and ensure both node and link protection in an
efficient manner both in terms of cost and bandwidth. Contrary
to the link or path protection scheme, the segment protection one
has been less studied although it offers an interesting compromise
between those two protection schemes, attempting to encompass
all their advantages. We investigate two different Shared Segment
Protection (SSP) schemes: Basic Shared Segment Protection
(BSSP) and Shared Segment Protection with segment Overlap
(SSPO). The latter one is compared with the Short Leap Shared
Protection (SLSP) scheme introduced by Ho and Mouftah (2002)
in terms of architecture design and signaling mechanisms. The
key difference lies in the overlapping of working segments in
SLSP and of protection segments in SSPO. For both BSSP and
SSPO schemes, we propose two novel efficient ILP formulations,
based on a column generation mathematical modeling. While
(SSPO) offers the advantage over (BSSP) to ensure both node
and link protection, it is not necessarily more costly. Indeed,
depending on the network topology and the traffic instances,
it can be shown that none of the two SSP schemes dominates
the other one. Therefore, the SSPO protection scheme should
be favored as it offers more protection, i.e., it adds the node
protection to the link protection.
I. INTRODUCTION
Wavelength Division Multiplexing (WDM) is a well known
technology that allows an efficient use of the high bandwidth
offered by optical networks [1], [2]. Under WDM, laser
beams are used to implement fixed end-to-end connections
in the network - called lightpaths - under the constraint that
two lightpaths cannot share the same wavelength over the
same fiber. The Routing and Wavelength Assignment (RWA)
problem consists thus in assigning a route in the network and a
wavelength to each lightpath. This NP-hard problem has been
widely studied during the last 15 years (see, e.g., [3], [4])
and optimal or near-optimal solutions can now be obtained
in reasonable time using proper integer linear programming
formulation ([5], [6]).
Since the bandwidth requirement of a request is usually
smaller than the bandwidth offered by a single wavelength
(Mbits versus Gbits), several requests may be groomed on
a same wavelength in a Time Division Multiplexing (TDM)
manner as it is the case in SONET/SDH networks. The
problem of determining which requests to groom and which
route to associate with the groomed requests corresponds to
the so-called Grooming, Routing and Wavelength Assignment
(GRWA) problem ([7], [8], [9], [10], [11]). To add a request
onto a wavelength, that is to groom it with other request,
or to extract it from a wavelength, we use SONET Add-
Drop Multiplexers (ADM) that convert optical signals into
electronic ones and vice versa in order to conduct the add/drop
operations. Requests can be added or dropped from the traffic
stream when they are in their electronic form. A segment
is a bundle of requests groomed together on a given wave-
length λ between two nodes and that are not encountering
any electronic conversions, i.e., between two nodes that are
equipped with a λ ADM. Therefore any working/protection
segment uses two ports of ADMs devices, an output port at
the origin of the segment where the signal is converted from
electronic to optical in order to add one or more requests, and
an input port at the destination of the segment where the signal
is converted from optical to electronic in order to drop one or
several requests. ADMs consists in a set of blades, where each
blade is made of one output and one input port. The number
of blades used to route the traffic is a key factor in the overall
cost of the network and its optimization is a problem in itself
(see for example [12], [9]). We will use it as an estimation of
the protection provisioning cost.
s dσw1 i1 σw2 i2 σw3
σp3σp2σp1
(a) BSSP
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σw2
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(b) shared protec-
tion
Fig. 1. SSP Protection Scheme
In the current study, we focus on Shared Segment Protection
schemes in the context of a sequential framework where the
working segments are first defined (using any given GRWA
algorithm) and then the protection scheme is defined. We
therefore assume that we are given a set of working paths,
where each working path is either single-hop or multi-hop, i.e.,
made of one or several (up to 3) working segments. Transport
blades are installed at each endpoint of a working segment.
This induces a natural segmentation of the lightpath that can
be used as a base for the protection scheme in order to save
on the network cost.
A first segment protection, called BSSP, is such that a
protection is defined for each working segment, and therefore
such that both working and protection segments have the
same endpoints. A second segment protection, called SSPO,
is such that for 3-hop working paths, we allow protection
segments to encompass two working segments in order to
reduce the bandwidth cost, but also and firstly to ensure node
protection. This entails some overlapping of the protection
segments. In the next section, we will compare SSPO with the
SLSP protection scheme of Mouftah and Ho [13] where the
overlapping is at the level of the working segments. In both
BSSP and SSPO, protection paths can be shared by several
node and link disjoint working segments, it is illustrated in
Figure I(b) where σp protects two disjoint working segments.
The paper is organized as follows. In the next section, we
have a qualitative comparison of the BSSP, SSPO and SLSP
protection schemes. In the following sections, we investigate
efficient Integer Linear Programming (ILP) formulations to
solve models for designing minimum cost protection schemes
using first the BSSP scheme (Section IV) and then the SSPO
scheme (Section V). Both ILP formulations rely on column
generation methods which have now been shown to be ex-
tremely efficient for solving highly combinatorial problems,
see, e.g., Barnhart et al. [14]. Conclusions are drawn in the
last section.
II. SHARED SEGMENT PROTECTION
BSSP protection has already been studied by Bouffard [15].
Although less greedy in terms of bandwidth than shared link
protection, and with a nice compromise for recovery time
between link and path protection, it lacks a full protection
against node failures (i.e., failure of a device, as ADM, located
at a node: in Figure I(a) neither node i1 nor i2 are protected).
Ho and Mouftah introduced in [13] the Short Leap Shared
Protection (SLSP) scheme as an extension of BSSP, simul-
taneously protecting against node failure and fiber cut. In
SLSP the working path is subdivided into several equal length
and overlapped segments, each assigned (by the source node)
a protection domain after the working path is selected. In
this paper we consider a new protection scheme also pro-
tecting against both fiber cut and node failure based on the
segmentation induced by the routing. The Shared Segment
Protection with Overlap (SSPO) scheme consists in protecting
each working segment simultaneously with at least an other
working segment (except for a request routed on a single
working segment, in this case the SSPO associate an end
to end protection to the working segment). Since there are
ADMs at each endpoint of a working segment, it means that
at any node lying between two working segments, there is an
s d
s d
σp
σw1 i1 i2σw2 σw3
σp1 σp2
i1σw1 σw2 i2 σw3
(a) A request with 3 working segments
s σw1 i1 dσw2
σp
(b) A request with 2 working segments
s
σp
dσw
(c) A request
with 1 working
segments
Fig. 2. SSPO Protection Scheme
optical/electronic or electronic/optical conversion. If we use
those nodes as endpoints for the protection segments, whether
they are source or destination, we use only one input/output
of an ADM in order to put the protection segments in place.
In the SSPO scheme, protection segments overlap as they are
designed to protect several working segments simultaneously
and not only a single working segment as in the SLSP
scheme. This overlap between adjacent protection segments
aims at ensuring node protection for all nodes, except for the
source and destination nodes. All different types of protection
segments in the SSPO scheme, are shown on Figure 2. Note
also that a protection segment can be shared with several
working segments as long as they are pairwise disjoint.
From BSSP and SSPO, several variants can be studied. For
example if delay is not a main issue, the protection segment
may be divided into several segments so that to increase
segment sharing and so to decrease the bandwidth needed for
protection.
Finally, note that shared risk group constraints can also
be taken into account by modeling two working segments
belonging to the same risk group as conflicting working
segments (see, e.g., [16]).
A. BSSP vs. SSPO
Depending on the network topology and the set of working
segments (that depend in turn on the set of requests and the
GRWA algorithm used to define these segments), there is no
dominance of either the BSSP or the SSPO protection scheme
in terms of both bandwidth and cost as evaluated through
the number of transport blades. Therefore, at equal or similar
cost, SSPO should be favored over BSSP as it offers a better
2
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(a) First set of working segments in a grid
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Fig. 3. Two possible types of interaction between working segments
protection scheme, i.e., node and link failure vs. link failure
only.
Let us examine the two examples depicted in Figure 3. Note
that both examples are quite generic patterns that could be
easily encountered in a given network and traffic instance.
The first example (Figure 3(a)) is associated with a set of 5
requests, {k1, k2, k3, k4, k5} such that: k1 : s 7−→ i1 on 1
segment, k2 : s 7−→ i2 on 2 segments, k3 : i1 7−→ i2 on one
segment, k4 : i1 7−→ d on two segments, and k5 : i1 7−→ d
on one segment. k1 and k2 are groomed from s to i1 to form
σw1, k2, k3 and k4 are groomed from i1 to i2 to form σw2,
k4 and k5 are groomed from i2 to d to form σw3.
The second example is associated with a set of 4 requests,
{k1, k2, k3, k4} such that k1 : s 7−→ d, k2 : d 7−→ s′, k3 :
i1 7−→ d, k4 : d 7−→ i1, Let us assume that there are routed
on wavelengths using the following working segments: σw1 :
s 7−→ i1, σw2 : i1 7−→ i2, σw3 : i2 7−→ d for request k1;
σw4 : d 7−→ i2, σw5 : i2 7−→ i1, σw6 : i1 7−→ s
′ for request
k2; σw2 : i1 7−→ i2, σw3 : i2 7−→ d (groomed with k1 on
both of them) for request k3; σw4 : d 7−→ i2, σw5 : i2 7−→ i1
(groomed with k2 on both of them) for request k4.
For the first example, a SSPO protection requires 5 pro-
tection segments and 8 blades (2 per node) and is thus more
expensive than a BSSP protection that uses only 3 protection
segments and 4 blades (1 per node) as shown in Figure 4. On
the opposite, SSPO protection is more economic than BSSP
for the second example as shown in Figure 5 (For readability
purpose, we do not represent on this figures the requests which
are represented on Figure 3(b)). The protection requires 5
blades (1 per node) vs. 7 blades (2 blades at nodes i1 and
i2 and 1 blade at each of the other nodes).
Note also that depending again on the network topology
and on the definition of the working segments, while it may
not be possible for one of the protection scheme to define a
protection for all requests (e.g. lack of available wavelengths),
σp2 σp3σp1
s di1 i2 σw3σw2σw1
(a) Without overlap: 3 protection segments and 4 blades.
σp2 σp3σp1
σp4
σp5
s di1 i2 σw3σw2σw1
(b) With overlap: 5 protection segments and 8 blades.
Fig. 4. BSSP/SSPO protections for the example of Figure 3(a).
it may be possible for the other one, and vice-versa.
III. NOTATION AND DEFINITIONS
Consider a WDM network represented by a directed graph
G = (V, L) where V = {v1, v2, . . . , vn} is the set of nodes
in one to one correspondence with the set of network nodes,
and L = {ℓ1, ℓ2, . . . , ℓm} is the set of arcs, each arc being
associated with a fiber link. Given v ∈ V , we denote the set
of incoming and outgoing arcs of v by respectively ω−(v) and
ω+(v).
The traffic is a set K of requests, such that for each request
k ∈ K , we are given : its source sk and its destination dk,
its bandwidth requirement bk and its working path represented
by its set of no more than three working segments, SWk . Let
SW =
⋃
k∈K S
W
k be the set of all working segments. Note
that each working segment σw is associated with a lightpath
made of a path from the source node of σw, denoted by
vs(σw), to its destination node vd(σw) and a wavelength λ.
It follows that each working segment is associated with all
requests groomed from vs(σw) to vd(σw) on λ on this path,
on a unique wavelength.
Let Ki be the set of requests with a working path using i
segments, i = 1, 2, 3.
The shared segment protection (SSP) problem is expressed
as follows: for each k ∈ K , associate a protection segment
σp to each of its working segment σw. To ensure protection,
working and protection segments must be edge disjoint, for
SSPO protection they also need to be node disjoint. For
BSSP, we call SPw the set of suitable protection segments
for a working segment σw. For SSPO we call SPw,k the set
of suitable protection segments for a working segment σw
and a request k that uses it. We call SP =
⋃
σw∈SW
SPw or
SP =
⋃
σw∈SW
SPw,k the set of protection paths. Note that
SP depends of the type (overlapping or non overlapping) of
protection.
The objective is to minimize the number of transport blades.
Note that both ports of a blade have the same transport
3
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Fig. 5. BSSP/SSPO protections for the example Figure 3(b).
capacity, but not necessarily the same wavelength. Moreover,
a transport blade cannot be such that one of its port is used
in a working path, and the other one in a protection path.
Two protection segments are in conflict if they use the same
wavelength on the same fiber link since we can not use them
simultaneously. Two working segments can be protected by
two conflicting protection segments if and only if they do not
share any fiber link. For SSPO protection, we add the condition
that they do not share any node except for their endpoints.
Indeed, if a fiber link shared by two working segments is cut,
we need to reroute each pair of working segments on two
different alternative paths. We use the following parameter:
δww′ =


1 if σw and σw′ can be protected by the same
protection segment
0 otherwise.
IV. BSSP PROTECTION SCHEME
In this section, we will restrict our attention to the BSSP
protection. We propose to investigate a column generation
formulation in order to find optimal protection design with
the BSSP scheme. We will outline the main features and
advantages of column generation formulations in the next
paragraph, and then detail the proposed model in the following
paragraphs.
A. An Overview on Column Generation Models
Column generation techniques offer solution methods for
linear programs with a very large number of variables (e.g.,
exponential) where constraints can be expressed implicitly.
They rely on a decomposition of the initial linear program
into the master problem and the pricing problem. The master
problem corresponds to a linear program associated with a
restricted constraint matrix, with respect to the number of
variables (or columns) of the initial constraint matrix. The
pricing problem is defined by the optimization of the so-called
reduced cost subject to the implicit constraints expressed by
the coefficients of the constraint matrix of the master problem.
In some cases, there may be several pricing problems if, e.g.,
there are several types of columns.
The column generation solution scheme is similar to that
of the simplex algorithm: it is an iterative process where, at
each step, we attempt to add one or more columns to the
constraint matrix of the master problem in order to improve the
value of its objective function. The search for such columns
is made through the solution of the pricing problem. If its
outcome corresponds to one or more columns with a negative
reduced cost (assuming we deal with minimization), then it
entails an improvement of the value of the master objective
function; otherwise, if no solution of the pricing problem can
be identified with a negative cost, we then conclude that the
current solution is indeed optimal.
Column generation can be combined with branch-and-
bound techniques for solving integer linear programs with
a large number of variables, see [14] for a nice overview.
Branching rules have to be devised properly in order to avoid
generating a huge number of subproblems in the search tree
associated with the branch-and-bound, either by branching
on the variables of the master problem using cuts, or by
branching on the variables of the pricing problem using
classical branching schemes or cuts.
B. The CG-BSSP Column Generation Model with Wavelength
BSSP Protection Configurations
We propose a column generation model, denoted by CG-
BSSP, based on wavelength BSSP protection configurations.
For each wavelength λ, we define a wavelength BSSP protec-
tion configuration, as a set of protection segments following
the BSSP protection scheme, all routed on λ, which protect
a given set of working segments that are not necessarily
routed on the wavelength λ. In order to reduce the number of
configurations to be explored, we only consider the maximal
ones, i.e., those are not embedded in larger ones with identical
cost.
Such a column generation model leads to a decomposition
where the master problem takes care of selecting the best
configurations, one for each wavelength, i.e., the set of config-
urations that minimizes the cost as evaluated by the number
of transport blades. The pricing problem identifies the best
possible configurations, and therefore handles the constraints
associated with the definition of a protection segment, i.e., no
link sharing between a working segment and its protection,
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protection sharing whenever it helps to reduce the cost. Note
that due the strength of column generation, only a very small
number of configurations will indeed need to be generated
using the expression of the reduced cost in order to identify
the most promising configurations, or to conclude that there
exists no more configurations than those already included
in the constraint set of the master problem will be able to
improve the objective of the master problem, i.e., to reduce
the cost of the transport blades, see, e.g., some previous
work where the strength of column generation has allowed
an efficient solution of highly combinatorial network design
or provisioning problems [17].
1) Master Problem: In the CG-BSSP model, a column
(or wavelength protection configuration) is associated with a
wavelength λ and corresponds to a set of segments routed on
λ, which can protect a given set of working segments, the
largest one for the minimum transport blade cost. Note that,
since two protection paths routed on two different wavelengths
are not in conflict, we can select the columns independently
one from the others. The pricing problem will identify eligible
configurations for each wavelength. Solving the master will
lead to a solution, i.e., a BSSP protection scheme, defined by
a selection of configurations, one for each wavelength.
Each variable zC of the master problem is associated with
a configuration C ∈ Cλ for a given wavelength λ: zC = 1
if the C configuration, C ∈ Cλ, is selected on wavelength λ,
and 0 otherwise. Let CBSSP , or C for short when there is no
confusion, be the overall set of wavelength BSSP protection
configurations, to any configuration C is associated a cost BC .
Although C is a huge set following its definition, in practice
only a small number of its elements (e.g., few hundred for
large network and traffic instances) will need to be listed
in order to get an optimal or a near optimal solution, see
again [17]. Let aC be the column of the constraint matrix
associated with the variable zC . Each working segment is
associated with a component of aC : aCσw = 1 if σw can be
protected under this configuration, and 0 otherwise. We then
get the following mathematical model for the master problem:
min
∑
λ∈Λ
∑
C∈Cλ
BCzC
subject to:
∑
C∈Cλ
zC ≤ 1 λ ∈ Λ (u
λ
0 ) (1)
∑
λ∈Λ
∑
C∈Cλ
aCσwzC ≥ 1 σw ∈ S
W (uσw ) (2)
zC ∈ {0, 1} C ∈ C, (3)
where uλ0 and uσw denote the dual variables associated re-
spectively with constraints (1-λ) and (2-σw) (we will use
those variables in the definition of the pricing problem in the
next section). Constraints (1) express that we can use at most
one configuration per wavelength. Constraints (2) translate the
condition that each working segment must be protected at least
once. Note that, in some cases, due to the search for maximal
wavelength protection configurations, we may end up with
”over” protection of some working segments: not only it does
not affect the transport blade cost, but we could argue that in
case of higher order failure, it might be useful.
2) Pricing Problems: There are as many pricing problems
as the number of wavelengths in order to take into account the
wavelengths assigned to the working segments. Consider the
auxiliary graph Gλ = (V, Lλ) where Lλ = {e ∈ L : (e, λ) 6∈
σw for σw ∈ SW }. In order to define protection segments,
we use a flow modeling formulation where each segment σp
that protects a given working segment σw is associated with
a unit flow from vs(σw) to vd(σw) where vs(σw) and vd(σw)
denotes respectively the source and the destination nodes of
the σw segment. We therefore introduce flow variables ϕσweλ
such that ϕσweλ = 1 if e supports a segment with wavelength λ
in order to protect σw, and 0 otherwise. Note that in case of
a protection segment σp shared by two node (except for the
endpoints) and link disjoint working segments σw and σw′
with the same endpoints vs and vd, there will be an overall
flow of value 2 (i.e., ϕσweλ +ϕσw′eλ ) from vs to vd on all links e
of σp. Let us now study the mathematical formulation of the
pricing problem for a given wavelength λ. In order to alleviate
the notations, let us denote the flow variables by ϕσwe .
a) Objective Function: The objective function of the
λ pricing problem corresponds to the minimization of the
reduced cost that is defined by:
BCλ = BCλ − u · a
Cλ + uλ0
= BCλ + u
λ
0 −
∑
σw∈SW
uσwa
Cλ
σw
(4)
where aCλσw =
∑
e∈ω+(vs(σw))
ϕσwe , and uλ0 and uσw are the dual
variables associated respectively with constraints (1-λ) and (2-
σw) of the master problem, see the previous section.
The number of transport blades used at v, Bλv , is the
maximum number of transport ports between
- the number of protection segments σp = (v, v′) routed
on λ and used as the first segment of a protection path
originating at v and
- the number of protection segments σp = (v′, v) routed
on λ and used as the last segment of a protection path
terminating at v.
Those protection segments can be identified using the flow
variables as follows:
BCλv ≥
∑
e∈ω+(v)
ϕσwe (5)
BCλv ≥
∑
e∈ω−(v)
ϕσwe . (6)
Note that the right-hand side of (5) (resp. (6)) evaluates the
number of output (resp. input) ports at node v. The number
of transport blades is then (over) estimated as follows: BCλ =∑
v∈V
BCλv . Note that
∑
Cλ∈C
BCλzCλ is only an over estimation
of the number of blades as not all blades will be fully utilized
on each wavelength: taking into account that an input port of
5
a blade is not used on λ1 and that an output port is not used
on λ2 can result in the saving of one transport blade. Note
that this issue cannot be solved by minimizing the number of
ports instead of the number of blades. We will see in paragraph
IV-B.3 how to modify the model in order to obtain an exact
computation of the number of transport blades.
b) Constraints: Constraints of the pricing problem deal
with the constraints associated with the definition of a proper
wavelength protection configuration, they are as follows:
∑
e∈ω−(v)
ϕσwe =
∑
e∈ω+(v)
ϕσwe σw ∈ S
W ,
v ∈ V : v /∈ {vs(σw), vd(σw)} (7)
∑
e∈ω+(vs(σw))
ϕσwe =
∑
e∈ω−(vd(σw))
ϕσwe ≤ 1 σw ∈ S
W (8)
∑
e∈ω−(vs(σw))
ϕσwe =
∑
e∈ω+(vd(σw))
ϕσwe = 0 σw ∈ S
W (9)
ϕσwe + ϕ
σ
w′
e ≤ 1 + δww′ e ∈ Lλ;σw, σw′ ∈ S
W (10)
ϕσwe ∈ {0, 1} e ∈ Lλ, e 6∈ σw, σw ∈ S
W (11)
ϕσwe = 0 e ∈ (L \ Lλ) ∪ σw, σw ∈ S
W (12)
Equation (7) corresponds to the flow conservation at inter-
mediate nodes. Equation (8) expresses that the flow starting at
vs(σw) finishes at vd(σw) while (9) means that no flow arrives
at vs(σw) and none leaves from vd(σw). Equation (10) prevents
two working segments in conflict (i.e., they share at least one
fiber link) to be protected by the same protection segment.
Equation (12) prevents a given link to be used both in a
working segment and in its protection. Moreover, it forbids to
use link e with the λ wavelength assignment in the definition
of σp if (e, λ) is already included in a working segment.
3) Exact Computation of the Number of Transport Blades:
Let us study how to modify the mathematical formulations of
the last two paragraphs in order to obtain an exact computation
of the number of transport blades. Recall that different wave-
lengths can be used on the input and output ports of a transport
blade. So, in order to to calculate exactly the number of blades,
we need to consider the maximum of the number of input
and output ports. The pricing problem will identify potential
configurations for each wavelength. Solving the master will
lead to a solution, i.e., a BSSP protection scheme, defined by
a selection of configurations, one for each wavelength.
We then get the following mathematical model for the
master problem:
min
∑
v∈V
Bv
subject to:
∑
C∈Cλ
zC ≤ 1 λ ∈ Λ (u
λ
0 ) (13)
Bv ≥
∑
C∈C
BC,OUTv zC v ∈ V (u
OUT
v ) (14)
Bv ≥
∑
C∈C
BC,INv zC v ∈ V (u
IN
v ) (15)
∑
λ∈Λ
∑
C∈Cλ
aCσwzC ≥ 1 σw ∈ S
W (uσw) (16)
zC ∈ {0, 1} C ∈ C. (17)
a) Objective Function - Pricing Problems: Again, there
are as many pricing problems as the number of wavelengths.
The objective function of the λ pricing problem corresponds
to the minimization of the reduced cost:
BCλ =
∑
v∈V
(B
COUT
λ
v u
OUT
v +B
C IN
λ
v u
IN
v ) + u
λ
0
−
∑
σw∈SW
uσwa
Cλ
σw
(18)
We differentiate the number of incoming ports BC
IN
λ
v from
the number of outgoing ports BC
OUT
λ
v used at v in the λ pricing
problem:
B
COUT
λ
v =
∑
e∈ω+(v)
ϕσwe (19)
B
C IN
λ
v =
∑
e∈ω−(v)
ϕσwe . (20)
The other constraints are identical.
C. Solution of the BSSP Model
A key feature of column generation methods is that we do
not need to solve exactly the pricing problem as long as we
are able to design an efficient heuristic that quickly exhibits
a column with a negative reduced cost, even though it is not
the most negative one, it is enough in order to be able to
iterate. Next, we do not suggest to solve exactly the column
generation model that has been defined in the previous section,
but to use it to design an efficient global search heuristic as
in [18], although the model can be solved exactly for small to
medium instances and therefore used to estimate the quality
of the heuristic solutions.
Note also that each pricing problem is λ dependent, and
therefore only a limited number of ϕσwe variables appear, i.e.,
ϕσwe = 0 for all e ∈ σw such that σw is supported on the λ
wavelength. Therefore a possible direction in order to solve
the pricing problem is to use an ILP package with the lazy
constraint option (as in, e.g., CPLEXTM) in order to introduce
the working segments only as needed.
In order to obtain an integer solution for the master problem,
one can easily get one using a rounding off method where
after a variable has been fixed to an integer value, the optimal
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Fig. 6. protection by overlapping segments of a set of two requests
solution of the linear relaxation is updated using column gen-
eration. Various rounding off schemes should be investigated
in order to identify the most successful one, i.e., selecting
a variable either with respect to its fractional value or with
respect to its contribution to the protection.
V. SSPO PROTECTION SCHEME
In this section we consider the SSPO protection scheme
where a protection segment may span more than one working
segment, see Figure 6 for an illustration.
A. The CG-SSPO Column Generation Model with Wavelength
Configuration
1) Master problem: The master problem has a similar
mathematical expression than for the BSSP protection scheme,
except that the definition of the wavelength protection con-
figurations differs. We will use wavelength SSPO protection
configurations. Again, for a given wavelength λ, it is defined
by a set of protection segments, all routed on λ, which protects
a given set of working segments that are not necessarily routed
on λ. The difference lies in the definition of the protection
segments. For single hop working paths, they are the same as
in the BSSP protection scheme: their endpoints coincide with
those of the working segment, while they cannot share any
link of the working segments they protect. Protection sharing
is allowed, and encouraged as long as it helps to reduce the
transport blade cost. For 2-hop working working paths, a SSPO
protection is made of a single protection segment which has
its two endpoints in common with those of the working path.
For 3-hop working paths, a SSPO protection is either made of
a single protection path (no difference with path protection)
or of two protection segments that overlap over the second
working segments, i.e., if the working path of request k is
made of three segments (σw, σw′ , σw′′), the first protection
segment may start at vs(σw) and end at vd(σw′), while the
second protection segment would start at vs(σw′) and end
at vd(σw′′). Notice that for both 2-hop and 3-hop working
paths the working segment σw′ is automatically protected if the
others are. It is why we do not have to add specific constraints
for them.
The SSPO protection obliges to consider the protection of a
working segment for a given request as shown on Figure 5(b),
indeed the protection path and the working path no longer have
the same endpoints. This induces the following modification
in constraint (2):
∑
λ∈Λ
∑
Cλ∈C
aCλσw,kzCλ ≥ 1 k ∈ K,σw ∈ S
k (21)
2) Pricing Problem:
a) Objective: Minimize the cost of the column :
BCλ = BCλ −
∑
k∈K
∑
σw∈Sk
uσw,ka
Cλ
σw,k
+ uλ0 (22)
where uσw,k is the dual variable associated with constraint
(21-(k, σw)).
For 1 hop:
aCλσw,k =
∑
e∈ω+(vs(σw))
ϕσw ,ke
where vs(σw) = vks .
For 2 hops:
aCλσw,k =
∑
e∈ω+(vs(σw))
ϕσw ,ke if vs(σw) = vks
aCλσw,k =
∑
e∈ω−(vd(σw))
ϕσw ,ke if vd(σw) = vkd .
For 3 hops (σw , σw′ , σw′′):
aCλσw,k =
∑
e∈ω+(vs(σw))
ϕσw ,ke if vs(σw) = vks
aCλσ
w′
,k = a
Cλ
σ
w′′
,k
aCλσw,k =
∑
e∈ω−(vd(σw))
ϕσw ,ke if vd(σw) = vkd .
Let
SW = SW1 ∪ SW2 ∪ SW3 ,
where SWi = ∪k∈Ki(SW ∩ SWk ) is the set of working
segments of requests with i working segments (i.e., hops),
i = 1, 2, 3 and SWk is the set of working segments for request
k. Denote by vks and vkd respectively the source and the
destination node of the working path of request k.
b) Constraints: Let us now describe the set of con-
straints. As in the previous model, the protection segment
associated with a working segment will be defined by an
unit flow following the SSPO protection scheme. We therefore
need to specify the connection index together with the working
segment to be protected as there might be different protection
segments associated with a given working segment depending
on the requests. More formally, the protection of the working
segment σw, with respect to request k (and such that σw is
not the second working segment of request k), will be defined
by the path described by the flow variables ϕσw ,ke = 1, for
all e ∈ Lλ, where it is forbidden for the path to go through
nodes which belong to any working segment of k, except for
the endpoints of the working segments.
Consider the following example with two requests and six
nodes. Let us assume that request k1 is routed on a 3-hop path
with segments σw1 from v1 to v2, σw2 from v2 to v4, σw3 from
v4 to v5, and that request k2 is routed on a 3-hop path with
segments σw4 from v3 to v2, σw2 from v2 to v4, σw5 from v4
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to v6. Following the SSPO scheme, we need four protection
segments: σp1 from v1 to v4 and σp2 from v2 to v5 to ensure
protection for k1; σp3 from v3 to v4 and σp4 from v2 to v6 to
ensure protection for k2. We therefore have two flows going
out of v2, one for each request, both ensuring the protection of
the segment σw2 and the protection of an additional segment.
Same remark for the incoming flows at v4.
∑
e∈ω−(v)
ϕσw,ke =
∑
e∈ω+(v)
ϕσw ,ke
v ∈ V \
⋃
σ∈SW
k
σ, σw ∈ S
W
k , k ∈ K (23)
∑
e∈ω−(v)
ϕσw,ke =
∑
e∈ω+(v)
ϕσw ,ke = 0
v ∈
⋃
σ∈SW
k
σ : v /∈
⋃
σ∈SW
k
{vs(σ), vd(σ)},
σw ∈ S
W
k , k ∈ K (24)
∑
e∈ω+(vs(σw))
ϕσw ,ke =
∑
e∈ω−(vd(σw))
ϕσw ,ke ≤ 1 σw ∈ K
1 (25)
∑
e∈ω+(vs(σw))
ϕσw,ke =
∑
e∈ω−(vd(σw′ ))
ϕσw ,ke ≤ 1 (26)
∑
e∈ω−(vd(σw))
ϕσw ,ke =
∑
e∈ω+(vs(σw′ ))
ϕσw ,ke = 0 (27)
vs(σw) = v
k
s ,
{σw, σw′} = S
W
k , k ∈ K
2 (28)
For 3-hop working paths, constraints (29) express that the
protection segment starts at vs(σw) and ends at either vd(σw′)
or vd(σw′′), where σw′ is the second working segment and
σw′′ the third.
∑
e∈ω+(vs(σw))
ϕσw ,ke =
∑
e∈ω−(vd(σw′ ))
ϕσw ,ke
+
∑
e∈ω−(vd(σw′′ ))
ϕσw ,ke ≤ 1
vs(σw) = v
k
s , vd(σw′′ ) = v
k
d
(σw , σw′ , σw′′) = S
W
k , k ∈ K
3 (29)
Constraints (30) applies for the third working segment σw′′ ,
expressing that the protection segment starts at either vs(σw)
or vs(σw′) and ends at vd(σw′′ ).
∑
e∈ω+(vs(σw))
ϕσw ,ke +
∑
e∈ω+(vs(σw′ ))
ϕσw ,ke
=
∑
e∈ω−(vd(σw′′ ))
ϕσw ,ke ≤ 1
vs(σw) = v
k
s , vd(σw′′ ) = v
k
d
(σw , σw′ , σw′′) = S
W
k , k ∈ K
3 (30)
We do not need constraints for defining a protection for the
second working segment of a 3-hop request, as it is protected
by the same protection segment than the first or the last
working segment.
Constraints (31) prevent from an useless use of intermediate
nodes.
∑
e∈ω−(vs(σw)
ϕσw ,ke =
∑
e∈ω+(vd(σw′ ))
ϕσw ,ke = 0
vs(σw) = v
k
s , vd(σw′′) = v
k
d
(σw, σw′ , σw′′) = S
W
k , k ∈ K
3 (31)
∑
e∈ω−(vk
s
)
ϕσw ,ke = 0 σw ∈ S
W
k , k ∈ K (32)
∑
e∈ω+(vk
d
)
ϕσw ,ke = 0 σw ∈ S
W
k , k ∈ K (33)
ϕσw ,ke + ϕ
σ
w′
,k′
e ≤ 1 + δww′ e ∈ Lλ;σw, σw′ ∈ S
W ,
k, k′ ∈ K (10’)
ϕσw ,ke ∈ {0, 1} e ∈ Lλ \ (
⋃
σw∈S
W
k
σw), σw ∈ S
W ,
k ∈ K (11’)
ϕσw ,ke = 0 e ∈ (L \ Lλ)
⋃
σw∈S
W
k
σw, σw ∈ S
W ,
k ∈ K (12’)
Constraints (23) correspond to the classical flow conserva-
tion constraints.
For single-hop working paths, constraints are the same than
in the CG-BSSP model, i.e, corresponds to constraints (23) -
(25), (32) - (33), (10’), (11’) and (12’) with the addition of
constraints (24) in order to prevent the protection path to use
a node of the working path.
For 2-hop working paths, the only possibility for a protec-
tion segment is to go from the source to the destination of the
request, without going any node or link already involved in one
of the working segments of the working path. Constraints (26)
apply for the first working segment σw, expressing that the
protection segment starts at vs(σw) and ends at vd(σw′), where
σw′ is the second working segment. Equation (27) forbid the
use of the end node of the first working segment, to ensure its
protection. We do not need constraints for the second working
segment of a 2-hop request, as its is protected by the same
protection segment than the first working segment.
Constraints (10’), (11’) and (12 bid) are similar than in the
pricing problem of the CG-BSSP column generation model,
except that σw take value in all SWk .
B. Solution of the SSPO Model
We can use the same techniques than those proposed for
the BSSP model.
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VI. CONCLUSION
In this paper we investigated a new segment protection
scheme in WDM networks in the context of traffic grooming.
The cost of the protection is measured through the overall
number of ADMs required for the protection segments. We
investigated two protection schemes assuming a sequential
approach, where we define the protection framework once the
working paths, made of a set of 1 to 3 working segments,
has been defined using a given GRWA algorithm. The first
protection scheme, called (BSSP), is such that each working
segment is protected individually, while in the second one,
called (SSPO), each working segment is protected simulta-
neously with others. Advantages of the SSPO scheme lie in
that it protects the network against both node failure and fiber
cut. We showed, using generic examples that none of the
two protection technique dominates the other and we gave for
both of them an ILP formulation using column generation. We
are currently working on the implementation of these models
techniques and performance results will be reported soon to
better assess the efficiency of the SSPO scheme. Therefore, as
equal or similar cost, the SSPO protection framework should
be favored as it offers a better protection, i.e., offers protection
against both node and link failure.
ACKNOWLEDGMENT
Work of B. Jaumard has been supported by a Concordia
Research Chair on the Optimization of Communication Net-
works and by a NSERC grant. Work of F. Huc and D. Coudert
has been partially supported by ANR-JC OSERA, INRIA,
European project IST FET AEOLUS, COST 293 and Re´gion
Provence Alpes Coˆte d’Azur PACA.
REFERENCES
[1] B. Mukherjee, Optical WDM Networks. Springer, 2006.
[2] R. Ramaswami and K. Sivarajan, Optical Networks - A Practical
Perspective, 2nd ed. Morgan Kaufmann, 2002.
[3] R. Dutta and G. Rouskas, “A survey of virtual topology design al-
gorithms for wavelength routed optical networks,” Optical Networks
Magazine, vol. 1, no. 1, pp. 73–89, January 2000.
[4] H. Zang, J. P. Jue, and B. Mukherjee, “A review of routing and
wavelength assignment approaches for wavelength-routed optical WDM
networks,” Optical Networks Magazine, pp. 47–60, January 2000.
[5] B. Jaumard, C. Meyer, and B. Thiongane, “Decomposition methods for
the RWA problem,” submitted for Publication.
[6] ——, “ILP formulations for the RWA problem for symmetrical systems,”
in Handbook for Optimization in Telecommunications, P. Pardalos and
M. Resende, Eds. Kluwer, 2006, ch. 23, pp. 637–678.
[7] R. Dutta and G. Rouskas, “Traffic grooming in WDM networks: Past and
future,” IEEE Network, vol. 16, no. 6, pp. 46–56, November/December
2002.
[8] E. Modiano and P. Lin, “Traffic grooming in WDM networks,” IEEE
Communications Magazine, vol. 39, no. 7, pp. 124–129, Jul. 2001.
[9] A. Somani, Survivability and Traffic Grooming in WDM Optical Net-
works. Cambridge Univwersity Press, Jan. 2006.
[10] K. Zhu and B. Mukherjee, “A review of traffic grooming in WDM optical
networks: Architectures and challenges,” Optical Networks Magazine,
vol. 4, no. 2, pp. 55–64, March/April 2003.
[11] J. Hu and B. Leida, “Traffic grooming, routing, and wavelength assign-
ment in optical WDM mesh networks,” in IEEE InfoCom, 2004.
[12] S. Huang, R. Dutta, and G. N. Rouskas, “Traffic grooming in path, star,
and tree networks: Complexity, bounds, and algorithms,” IEEE Journal
on Selected Areas in Communications, 2006.
[13] P.-H. Ho and H. T. Mouftah, “A framework for service-guaranteed shared
protection in wdm mesh networks,” IEEE Communications Magazine,
pp. 97–103, February 2002.
[14] C. Barnhart, E. Johnson, G. Nemhauser, M. Savelsbergh, and P. Vance,
“Branch-and-price: Column generation for solving huge integer pro-
grams,” Operations Research, vol. 46, no. 3, pp. 316–329, May-June
1998.
[15] A. Bouffard, “Dimensionnement GRWA et protection par segment dans
les r ˜A c©seaux optiques WDM,” Master’s thesis, Universite´ de Montre´al,
Canada, 2005.
[16] L. Shen, X. Yang, and B. Ramamurthy, “Shared risk link group (srlg)-
diverse path provisioning under hybrid service level agreements in
wavelength-routed optical mesh networks,” IEEE/ACM Transactions on
Networking, vol 13, pp. 918, August 2005.
[17] T. Hemazro, B. Jaumard, and O. Marcotte, “A column generation
and branch-and-cut algorithm for the channel assignment problem,” to
appear in Computers and Operations Research, 2007.
[18] B. Jaumard, B. Vignac, and F. Vanderbeck, “An efficient global search
heuristic for the grwa proble,” submitted for publication, 2007.
9
274 Annexes
Annexe E
Reroutage de connexions et
Pathwidth
E.1 A distributed algorithm for computing and updating
the process number of a forest
Rapport de recherche, présenté à ALGOTEL08 puis à DISC08 en version étendue.
E.2 Pathwidth of Outerplanar Graphs
Article publié dans JGT.
E.3 On the Pathwidth of Planar Graphs
Article accepté pour publication dans Journal of Discrete Maths.
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of less than 2α+ 4 + ε bits, where α is the parameter to be determined and ε = 1 for updates algo-
rithms.
Key-words: pathwidth, process number, search number, distributed algorithm.
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Un algorithme distribué pour le calcul et la mise à jour du
process number d’une forêt
Résumé : Dans cet article, nous présentons un algorithme distribué permettant de calculer divers
paramètres d’un arbre tel le process number, la pathwidth et l’edge search number. Cet algorithme
nécessite n étapes, a un temps d’exécution de O(n logn) et génère n messages de taille log3 n + 3.
Nous montrons ensuite comment il peut servir a mettre à jour le process number (ou la pathwidth ou
l’edge search number) de chaque composante d’un forêt après l’ajout ou la suppression d’une arête.
En fin on montre que cela peut être fait même si la taille de la forêt est inconnue.
Mots-clés : pathwidth, process number, search number, algorithme distribué
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A distributed algorithm for the process number of a forest 3
1 Introduction
Treewidth and pathwidth have been introduced by Robertson and Seymour [11] as part of the graph
minor project. By definition, the treewidth of a tree is one, but its pathwidth might be up to logn. A
linear time centralized algorithms to compute the pathwidth of a tree has been proposed in [5, 12, 13],
but so far no dynamic algorithm exists.
The algorithmic counter part of the notion of pathwidth is the node searching problem [8]. It
consists in finding an invisible and fast fugitive in a graph using the smallest set of agents. The
minimun number of agents needed gives the pathwidth. Other graph invariants closely related to
the notion of pathwidth have been proposed such as the process number [2, 3] and the edge search
number [9]. For this two invariants it is not known if they are strictly equivalent to the pathwidth or
not.
In this paper, we propose a dynamic algorithm to compute those different parameters on trees and
to update them in a forest after the addition or deletion of an edge. We also show that no distributed
algorithm can always transmit a number of bits linear in n and give a characterisation of the trees
whose process number and edge search number equals their pathwidth. To present our results, we
concentrate on the process number.
As mentioned before the process number of a (di)graph has been introduced to model a routing
reconfiguration problem in WDM or WiFi networks in [2, 3]. The graph represents a set of tasks that
have to be realized. A process strategy is a serie of actions in order to realize all the tasks represented
by the graph. It finishes when all the nodes of the graph are processed. In order to process the graph,
the three actions we can do are:
(1) put an agent on a node.
(2) remove an agent from a node if all its neighbors are either processed or occupied by an agent.
The node is now processed.
(3) process a node if all its neighbors are occupied by an agent (the node is surrounded).
A p-process strategy is a strategy which process the graph using p agents. The process number of
a graph G, pn(G), is the smallest p such that a p-process strategy exists. For example, a star has
process number 1 (we place an agent on its center), a path of length at least 4 has process number 2, a
cycle of size 5 or more has process number 3, and a n×n grid has process number n+1. Moreover,
it has been proved in [2, 3] that pw(G) ≤ pn(G) ≤ pw(G) + 1, where pw(G) is the pathwidth of
G [11].
The node search number [8], ns(G), can be defined similarly except that we only use rules (1)
and (2). It was proved by Ellis et al. [5] that ns(G) = pw(G)+1, and by Kinnersley [7] that pw(G) =
vs(G), where vs(G) is the vertex separation of G. Those results show that the vertex separation, the
node search number and the pathwidth are equivalent. Please refer to recent surveys [6, 4] for more
information.
The following Theorem gives a construction which enforces each parameter to grow by 1, which
implies that for any tree ns(T ), es(T ), pw(T ), vs(T ), and pn(T) are less than log3(n).
RR n° 6560
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Theorem 1 ([2] and [10]) Let G1,G2 and G3 be three connected graphs such that vs(Gi) = vs,
ns(Gi) = ns and pn(Gi) = p, 1 ≤ i ≤ 3. We construct the graph G by putting one copy of each of
the Gi, and we add one node v that has exactly one neighbour in each of the Gi, 1 ≤ i ≤ 3. Then
vs(G) = vs+ 1, ns(G) = ns+ 1 and pn(G) = p + 1.
The algorithm we propose is based on the decomposition of a tree into subtrees forming a hier-
archical decomposition. It is fully distributed, can be executed in an asynchronous environment and
the construction of the hierarchical decomposition requires only a small amount of information.
It uses ideas similar to the ones used by Ellis et al. [5] to design an algorithm which computes
the node search number in linear time. However their algorithm is centralized and the distributed
version uses O(n logn) operations and transmit a total of O(n logn log(logn)) bits. We improve
the distributed version as our algorithm also requires O(n logn) operations but transmit at most
n(log3 n + 3) bits. We also prove that it is optimal in the sense that for any k ∈ N, no dynamic
algorithm, such that the vertex at which the edge addition/deletion is done, can only simultaneously
sends one message to its neighbours, can always transmit less than k−1k n(log3(n)) bits. Furthermore,
with a small increase in the amount of transmitted information, we extend our algorithm to a fully
dynamic algorithm allowing to add and remove edges even if the total size of the tree is unknown.
Finally we explain how to adapt our algorithm to compute the node search number and the edge
search number of a tree. It should also certainly be adapted to compute the mixed search number
and other similar parameters.
This paper start with the presentation of the hierarchical decomposition of a tree in Section 2.
Then in Section 3 we present an algorithm to compute the process number of a tree and analyze its
complexity. In Section 4 we show how to update efficiently the process number of each component
of a forest after the addition or the deletion of any tree edge, thus resulting in a dynamic algorithm.
Section 5 concludes this paper with several improvements including extensions of our algorithm to
trees of unknown size and to compute other parameters.
All along this paper, we assume that each node u knows the set of its neighbours which we note
Γ(u). However, the size of the tree is not needed as explained in Section 5.
2 Tools for the algorithm
The algorithm is initialized at the leaves. Each leaf sends a message to its only neighbor which
becomes its father. Then, a node v which has received messages from all its neighbors but one
process them and sends a message to its last neighbor, its father. We say that this node has been
visited. Finally, the last node, w, receives a message from all its neighbours and computes the
process number of T : pn(T). w is called the root of T .
Notice that our algorithm is fully distributed, that it can be executed in an asynchronous environ-
ment (we assume that each node knows its neighbors) and that there are as many steps as nodes in
the tree.
At each step, the goal of the message sent by a node v to its father v0 is to describe, in a synthetic
way, the structure of the subtree Tv rooted at v, that is the connected component of T minus the edge
vv0, (T − vv0), containing v (see Figure 1).
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A distributed algorithm for the process number of a forest 5
ou ...ou
=(1,2)
v v v
aTv
ou ou ...(3,3) =
u
aTu
u u
Figure 2: Example of trees whose associated vector are vect(v) = (1,2) and vect(u) = (3,3).
v
v0
Tv
T
Figure 1: The subtree Tv
In fact a message describes a decomposition of Tv into a set of
smaller disjoint trees. The trees of this decomposition are indexed by
their roots; we note Rv the set of roots of the trees of this decomposi-
tion. Through the algorithm, given a node w, an unique tree with root w
will be computed, i.e. if in two different decompositions there is a tree
rooted at w, it will be the same. We call a tree of a decomposition with
root w an associated-tree and note it aT w.
An associated-tree, and more generally any tree, can be of two
types: stable or unstable. Intuitively, the process number of a stable
tree will not be affected if we add a component of same process number whereas the process number
of an unstable tree will increase in this case.
Definition 1 Let T be a tree with root r. T is said stable if there is an optimal process strategy such
that the last (or equivalently first) node to have an agent is r or if there is a (≤ 2)-process strategy
finishing with r. Otherwise T is unstable. The node r is said stable or unstable accordingly to T .
Remark We consider a tree of process number one as stable (even if an optimal process strategy
finishing at its root needs two agents) for technical reason.
From Definition 1, we give two values to describe if an associated-tree aT w rooted at w is stable
or unstable and to give its process number: pn its process number, and pn+ the minimun number of
agents used in a process strategy such that the last (or first) node to have an agent is w. They together
formed the vector associated to aT w: vect(w) = (pn,pn+). By extension we associate vect(w) to
w. Remark that they are unique for a given associated-tree but several associated-trees can have the
same values, also they depend on the root of the associated-tree (see Figure 2). Remark also that
to store this vector it is sufficient to store (pn,pn+− pn), which is an integer (pn) and a bit since
pn≤ pn+ ≤ pn + 1.
Back to our algorithm, each associated-tree aT w of the decomposition of Tv will be described
by its vector vect(w), and the message sent by a node v to its father v0 contains the vector of all
associated-trees of the decomposition. However if the decomposition does not verify some specific
properties, this information is not sufficient to compute the process number of Tv. It is why we need
the notion of hierarchical decomposition.
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=
w1 w2 w3 w4 w5
(pn(w),pn(w)+1)
w w
T w4 T w5
aT w aT w
aT w1 aT w2 T w3
Figure 4: Structure of an unstable associated-tree aT w. vect(w1) = vect(w2) = (pn(w),pn(w)) and
∀i ∈ [3,5] ,pn(Twi) < pn(w).
(3,4) (3,4)
(2,2)
(3,4)
(6,7)(5,6)(9,10)
aT v
aT v1 aT v2
aT v4 (4,5) aT v5 (5,6) aT v6 aT v7 aT v8(5,6) (4,5) aT v9 aT v10
aT v3
Tv
Figure 5: Example of a hierarchical decomposition of a tree Tv with process number 9.
2.1 Hierarchical decomposition
pn(x) < pn(w)w
x
aT w
aT x
Figure 3: aT x < aT w.
In a hierarchical decomposition of Tv, we impose that an associated-
tree aT w has a process number higher than the associated-tree aT x con-
taining the father of w, as illustrated in Figure 3. We also impose that a
hierarchical decomposition has at most one stable associated-tree and
if there is one it has to be minimal according to this order. Finally we
impose that all unstable associated-trees satisfies Property 1. Figure 5
gives an example of a hierarchical decomposition of a tree with process number 9.
Property 1 (c.f. Figure 4) Given a node w, its associated-tree aT w, the subtree Tw rooted at w,
and Γ(w)∩Tw = {w1, . . . ,wk}, if aT w, and so w, is unstable it has the following structure: w has
two neighbours w1,w2 ∈ Γ(w)∩ Tw which are stables and such that pn(w1) = pn(w2) = pn(w).
Furthermore aT w is formed by its root w, the two stable associated-trees aT w1 and aT w2 and of
l ≤ k−2 other subtrees T w3 , . . . ,T wl+2 whose roots are visited neighbours and whose process number
is at most pn(w)−1. Notice that the subtrees T w3 , . . . ,T wl+2 are not necessarily the associated-trees
aT w3 , . . . ,aT wl+2 .
To describe a given hierarchical decomposition, a node v stores a vector and a table encoding the
shape of the associated-trees aT v. We will see with Theorem 2 that it is sufficient to compute the
process number of Tv. More precisely v stores:
• The vector of the stable associated-tree of the decomposition if there is one, (−1,−1) other-
wise;
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A distributed algorithm for the process number of a forest 7
• A table tv of length L(tv) = maxw∈Rv(pn(w)) which in cell i, noted tv[i], contains the number
of unstable associated-trees whose vector is (i, i + 1) in the decomposition. (Remember that
(1,2) is considered as stable, hence the first cell always contains 0).
For example in Figure 5, v and v1 store respectively:
HD(v) : tv = 0 0 3 2 3 1 0 0 1 and (pn(v),pn+(v)) = (2,2)
HD(v1): tv1 = 0 0 1 1 1 and (pn(v1),pn+(v1)) = (−1,−1)
Lemma 1 Let T = (V,E) be a tree rooted at r and aT w, r /∈ aT w, an unstable associated-tree rooted
at w ∈V in a hierarchical decomposition. If pn(aTw) = p, pn(T) = p iff pn(T\ aTw)≤ p−1.
Furthermore if pn(T) = p, T is unstable.
Proof If there is a tree aT x in the hierarchical decomposition with pn(aTx) > p then pn(T\aTw) > p.
From now on we assume that for all aT x of the hierarchical decomposition, pn(aTx)≤ p. Using the
properties of a hierarchical decomposition, it implies that w is the only node through which aT w is
connected to the rest of T .
By Property 1, aT w is formed by its root w, two stable subtrees T w1 and T w2 with process number
p and some other subtrees with process number less than p−1.
If T \ aTw has process number at least p then w is a node with three branches having process
number at least p. Hence, by Theorem 1, T has process number at least p + 1.
Otherwise pn(T\aTw) < p and we describe a p-process strategy. We start by an optimal process
strategy the stable associated-tree aT w1 . It uses p agents and finishes with w1 occupied by an agent.
Then we place an agent on w and process w1. We continue with an optimal process strategy of
T w \ aTw2 , it uses at most p−1 extra agents.
Now, since pn(T \ aTw) < p, we continue with a (p− 1)-process strategy of T \ aT w. We then
place an agent on w2 and process w. It now only remains to process aT w2 starting at w2 which can
be done with p agents by assumption.
T is clearly unstable since it contains an unstable subtree aT w with same process number which
does not contain the root of T . 
Theorem 2 Given a rooted tree T , a table t and a vector vect = (pn,pn+), if there is a hierarchical
decomposition of T described by (vect,t), we can compute pn(T). More precisely:
a) pn(T) = L(t)⇔∃i ∈ [1..L(t)] such that t[i] = 0 and ∀ j ∈ [i+ 1..L(t)] t[ j] = 1. Furthermore T
is unstable.
b) If pn(T) 6= L(t) then pn(T) = max{pn,L(t)+ 1} and T is stable.
The Property a) means that if in the table t of a hierarchical decomposition there is a cell with
a 0 followed only by cells full of 1, then the process number of a tree accepting such a hierarchical
decomposition has process number L(t).
Proof of Theorem 2 First remark that the process number is at most L(t)+ 1.
By induction on L(t).
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(7,7)
(9,10)(7,7)
(4,5)T v4v
(3,4) (3,4)
(2,2)
(3,4)
(6,7)(5,6)(4,5)(5,6)(9,10)(5,6)T v5v T v7v T v9v T v10v
T v3vT v2vT v1v
T vv
T v6v T v8v
⇔
Tv
Figure 6: A simpler hierarchical decomposition of the example of Figure 5.
• If L(t) = 0, T is a single node and pn(T) = 0. If L(t) = 1, T is a stable tree with vector
(1,1) or (1,2). In both case pn(T) = 1. If L(t) = 2 and t[2] = 0, T is a stable tree with vector
(2,2) and pn(T) = 2. If t[i] = 0 for all i ≤ L(t), T is a stable tree with vector (L(t),L(t)) and
pn(T) = L(t).
• When L(t)≥ 2 and t[L(t)] = 1. We call the associated-tree of the hierarchical decomposition
having process number L(t) aT w and w its root. By Lemma 1, pn(T) = L(t)⇔ pn(T\aTw)≤
L(t)−1.
– If ∃i ∈ [1..L(t)] with t[i] = 0 and ∀ j ∈ [i+ 1..L(t)] t[ j] = 1, we have pn(T \ aTw) ≤
L(t)−1.
* Indeed, either t[L(t)−1] = 1 and pn(T\ aTw) = L(t)−1 by induction, so pn(T) =
L(t).
* Or t[L(t)−1] = 0. In this case either, we have a table with only 0 and we are at an
initialisation case: pn(T\ aTw) = L(t)−1 or we can delete this last cell, the length
of the table is then L(t)−2 and we are sure that pn(T\ aTw)≤ L(t)−1 by the very
first remark of the proof. In both cases we have once again pn(T) = L(t).
– If in t there is a cell with a number bigger than one followed by cells full of one until the
last cell, then, by induction, pn(T\ aTw) = L(t) and hence pn(T) = L(t)+ 1.
• When L(t) ≥ 2 and t[L(t)] ≥ 2, we call one of the associated-tree of process number L(t)
aT w and w its root. pn(T \ aTw) ≥ L(t), hence, from Lemma 1 pn(T) > L(t) which means
pn(T) = L(t)+ 1 by the very first remark.
T stable or unstable follows from Lemma 1 and the process strategy we described. 
2.2 Minimal hierarchical decomposition
In the example of Figure 5, Theorem 2 directly says it has process number 9. If we now consider
this example minus the subtree of vector (9,10), then Theorem 2 says it has process number 7 and
furthermore that it is stable. Hence, we can get another hierarchical decomposition as shown on
Figure 6.
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A distributed algorithm for the process number of a forest 9
In fact we can generalize this simplification. Given a table t and an index i≤ L(t), we note t[1..i]
the table composed of the i first cells of t. For a given hierarchical decomposition described by its
vector and its table, HD = (vect,t), we call HDi = (vect,t[1..i]) a i-restricted hierarchical decom-
position. Notice that if HD is a hierarchical decomposition of a tree T , then HDi is a hierarchical
decomposition of the subtree composed of the associated-trees having process number at most i.
A last definition, if a tree accepts several hierarchical decompositions, we say they are equivalent.
We now describe the simplification of a given hierarchical decomposition HD = (vect,t) of a
tree T . If there is i ≤ L(t) such that a tree Ti, whose hierarchical decomposition is described by
HDi = (vect,t[1..i]), has process number i + 1, then HD is equivalent to a simpler hierarchical
decomposition HD′ = ((i + 1, i + 1),t ′), where L(t ′) = L(t), t ′[ j] = 0 for j ≤ i + 1, and t ′[ j] = t[ j]
for j > i+ 1. If no such i exist, the hierarchical decomposition can not be simplified.
We call a hierarchical decomposition we can not simplify a minimal hierarchical decomposition.
Our algorithm will compute such decompositions for each subtree Tv, v ∈V . Furthermore we have:
Lemma 2 Let HD = ((pn,pn+), t) be a minimal hierarchical decomposition. For all i ∈ [2..L(t)],
we have t[i] ∈ {0,1}.
3 Distributed algorithm for the process number
We can now describe precisely algorithm algoHD:
• The algorithm is initialized at the leaves. Each leaf sends the message ((0,0), [ ]) (where [ ]
represents a table of length 0) to its only neighbour which becomes its father.
• A node v, which has received messages from all its neighbours but one, computes the minimal
hierarchical decomposition of Tv using Algorithm 1. Then it sends (pn(Tv),pn+(Tv)), tv) to
its last neighbour, its father.
• The last node w receives a message from all its neighbours, it computes the minimal hierar-
chical decomposition of Tv = T and Theorem 2 gives the process number pn(T). w is called
the root of T .
Remark It may happen that two adjacent nodes v and w receive a message from all their neighbors.
It is the case when node v, after sending its message to its last neighbor w, receives a message from
w. In this case, both v and w are potential candidates to be the root of the tree. There are two
possibilities to solve this problem. If each node has a unique identifier (e.g. MAC address) known
by its neighbors, then the one of v and w with the largest identifier becomes the root, otherwise, u
and w send each other a random bit, repeat in case of equality, and the 1 win.
Lemma 3 Given a tree T = (V,E), with |V |= n, the time complexity of Algorithm 1 is O(logn).
Proof All operations are linear in L(tv), and L(tv)≤ pn(T)≤ log3 n. 
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Algorithm 1 Computation of the minimal hierarchical decomposition
Require: v1, ...,vd the visited neighbours of v, and the corresponding minimal hierarchical decom-
positions HD(vi) = ((pn(vi),pn+(vi)), tvi)
Require: t intv , a table such that t intv [i] := tv1 [i]+ ...+ tvd−1[i], ∀i ∈ [2..max1≤ j≤d L(tv j )].
Require: Mv :=
{
vi; ∀ j ∈ [1..d−1], pn(vj)≤ pn(vi)
} {all vi such that pn(vi) is maximum}
Ensure: vect(v) and tv
{computation }
1: Let (pv, p+v ) be the vector of the associated-tree of v
2: if ∀vi ∈ Mv, pn(vi) < 2 then {Initial cases}
3: (pv, p+v ) :=


(0,0) when ∀vi ∈ Mv, pn(vi) =−1
(1,1) when ∀vi ∈ Mv, pn(vi) = 0
(1,2) when |Mv|= 1 and vect(vi) = (1,1)
(2,2) otherwise
4: else {general cases}
5: if |Mv|= 2 then {v is unstable}
6: (pv, p+v ) := (pn(vi),pn(vi)+ 1), where vi ∈Mv
7: else {v is stable}
8: if |Mv|> 2 then {Theorem 1}
9: (pv, p+v ) := (pn(vi)+ 1,pn(vi)+ 1), where vi ∈Mv
10: else
11: (pv, p+v ) := (pn(vi),pn(vi)), where vi ∈Mv
{computation of the table}
12: L(tv) := max
{
L(t intv ), pv
}
13: tv := t intv
14: if pv < p+v and pv > 1 then
15: tv[pv] := tv[pv]+ 1
16: tv[ j] := 0, ∀ j ∈ [2..pv−1]
17: (pv, p+v ) := (−1,−1) {Here, (pv, p+v ) is stable}
18: Let k be such that tv[k] > 1 and tv[i]≤ 1, ∀i ∈ [k + 1..L(tv)]
19: Let k1 be such that tv[k1] = 0 and tv[i] = 1, ∀i ∈ [k..k1−1]
20: if tv[pv] = 0 then
21: k2 := pv
22: else
23: Let k2 be such that tv[k2] = 0 and tv[i] > 0, ∀i ∈ [pv..k2 − 1] {We assume that there exists a
virtual cell tv[L(tv)+ 1] = 0}
24: if k,k1 and k2 exist then
25: tv[i] := 0, ∀i ∈ [2..max(k1,k2)] := 0
26: vect(v) := (max(k1,k2),max(k1,k2))
27: else {the hierarchical decomposition is already minimal}
28: vect(v) := (pv, p+v )
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A distributed algorithm for the process number of a forest 11
Lemma 4 Given a tree T = (V,E), with |V | = n, algo HD computes pn(T) in n steps and overall
O(n logn) operations.
Proof Each node v of degree dv has to compute Mv (the set of neighbors vi with maximum pn(vi))
which requires O(dv) operations, and tsumv (the sum of all received tables) that is O(∑d1 L(tsumv ))
operations. Finally it applies Algorithm 1. As ∑v∈V dv = 2(n− 1), we have ∑v∈V (dv + logn +
∑d1 L(tsumv )) = O(n logn). 
Lemma 5 Given a tree T = (V,E), with |V |= n, algoHD sends n−1 messages each of size log3 n+
2.
Proof Node v sends its minimal hierarchical decomposition to its father, that is HDv = (vect(v),tv),
with vect(v) = (pn(v),pn+(v)). From Theorem 1 we know that L(tv) ≤ log3 n, from Lemma 2, tv
contains only 0 and 1’s, hence we need only log3 n bits to transmit tv. Furthermore, if pn(v) ≥ 1,
tv[pn(v)] = 0 and ∀i ≤ pn(v), tv[i] = 0. Hence we can add an artificial 1 to the cell of tv with index
pn(v) to indicate the value pn(v).
To summarize, we transmit a table t and two bits ab. ab = 00 means vect(v) = (−1,−1), ab = 01
means vect(v) = (0,0), 10 means vect(v) = (pn,pn) and 11 means vect(v) = (pn,pn + 1). When
a = 1, pn is the index of the first 1 in the transmitted table and tv is the transmitted table minus this
1. When a = 0, tv is the transmitted table t. It is clear that in this coding, each message has size
log3 n + 2. 
4 Dynamic and incremental algorithms
In this section, we propose a dynamic algorithm that allows to compute the process number of the
tree resulting of the addition of an edge between two trees. It also allows to delete any edge. To do
this efficiently, it uses one of the main advantage of the hierarchical decomposition: the possibility
to change the root of the tree without additional information (Lemma 6). From that we design an
incremental algorithm that computes the process number of a tree.
If we want to join two trees with an edge between their roots then it is easy to see that Algorithm 1
will do it. However if we do not join them through the root, a preprocessing to change the root of the
trees needs to be done. In next Section we propose one. To apply this algorithm, each node needs to
store the information received from each of its neighbors and a table which is the sum of the received
tables: ∀vi ∈ Γ(v)∩Tv : vectvi , tvi and tsumv . Recall that tsumv is defined as tsumv [ j] = ∑vi∈Γ(v)∩Tv tvi [ j] in
the algorithm.
For a given tree T , we note D(T ) or D if there is no ambiguity the diameter of T .
We describe now three functions we will use in the dynamic version of our algorithm.
4.1 Functions for updating the process number
Lemma 6 (Change of the root) Given a tree T = (V,E) rooted at r1 ∈ V of diameter D, and its
hierarchical decomposition, we can choose a new root r2 ∈ V and update accordingly the hierar-
chical decomposition in O(D) steps of time complexity O(logn) each, using O(D) messages of size
logn + 3.
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12 Coudert, Huc, Mazauric
Proof We describe an algorithm to change the root from r1 to r2:
First, r2 sends a message to r1 through the unique path between r1 and r2, r2 = u0,u1,u2, . . . ,uk =
r1, to notify the change. Then, r1 computes its hierarchical decomposition, considering that uk−1 is
its father. We assume that each node v stores the information received from its neighbours and tsumv .
r1 applies Algorithm 1 using all vectors stored but vectuk−1 and tsumv − tvk−1 . Then it sends a message
to uk−1.
After, uk−1 computes its hierarchical decomposition, considering that uk−2 is its father, and sends
a message to uk−2. We repeat until r2 receives a message from u1. Finally, r2 computes the process
number of T and becomes the new root. We have a new hierarchical decomposition.
In this algorithm, ui substracts the table tui−1 from tsumui , and later adds tui+1 , computes Mui and
finally applies Algorithm 1. Clearly, all computation requires O(logn) operations. The messages
need one more bit than in the previous algorithm to indicate whether a table has to be added or
substracted. 
Lemma 7 (Addition of an edge) Given two trees Tr1 = (V1,E1) and Tr2 = (V2,E2) respectively
rooted at r1 and r2, we can add the edge (w1,w2),w1 ∈ V1 and w2 ∈ V2 and compute the process
number of T = (V1∪V2,E1∪E2∪ (w1,w2)), in at most D steps.
Proof First we change the roots of Tr1 and Tr2 respectively to w1 and w2 using Lemma 6. Then, w1
and w2 decide of a root (see Remark 3) which finally computes the process number of T . 
Lemma 8 (Deletion of an edge) Given a tree T = (V,E) rooted at r and an edge (w1,w2)∈ E, after
the deletion of edge (w1,w2), we can compute the process number of the two disconnected trees in
at most D steps.
Proof W.l.o.g. we may assume that w2 is the father of w1. Let Tw1 be the subtree rooted at w1
and T \Tw1 the tree rooted at r. Remark that it includes w2. The process number of Tw1 is deduced
from the previously computed hierarchical decomposition. Now, to compute the process number of
T \Tw1 , we apply the change root algorithm and node w2 becomes the new root of T \Tw1 . 
4.2 Incremental algorithm
From Lemma 7, we obtain an incremental algorithm (IncHD) that, starting from a forest of n discon-
nected vertices with hierarchical decomposition ((0,0,)[ ]), add tree edges one by one in any order
and updates the process number of each connected component. At the end, we obtain the process
number of T .
This algorithm is difficult to analyze in average, but the best and worst cases are straightforward:
• Worst case: T consists of two subtrees of size n/3 and process number log3(n/3) linked via
a path of length n/3. Edges are inserted alternatively in each opposite subtrees. Thus IncHD
requires O(n2) steps and messages, and overall O(n2 logn) operations
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A distributed algorithm for the process number of a forest 13
• Best case: edges are inserted in the order induced by algoHD (inverse order of a breadth first
search). IncHD needs O(n) messages and an overall of O(n logn) operations.
Actually, the overall number of messages is O(nD) and the number of operations is O(nDpn(T)).
They both strongly dependent on the order of insertion of the edges. Thus an interesting question is
to determined the average number of messages and operations.
5 Improvements and extensions
Reducing the amount of transmitted information In our algorithms, it is possible to reduce the
size of some messages and so the overall amount of information transmitted during the algorithm.
For example, instead of transmitting logn bits for t, we may transmit only L(t) bits plus the value
L(t) on loglogn bits. Overall we will exchange less than n(pn(T)+ log2 log3 n + 2 + ε) bits, where
ε = 1 for the dynamic version of the algorithm (IncHD). Further improvements are possible with
respect to the following lemma.
Lemma 9 Assuming that when an edge is added at vertex v, v asks its neighbours information once
and simultaneously, any dynamic algorithm satisfying this assumption induces a transmission of at
least k−1k n(pn(T)−2) bits for any k ∈N and value of pn(T)≤ log3(n/k) in some trees T .
Proof Suppose that we are given a dynamic algorithm such that when an edge is added at vertex v,
v asks its neighbours information once and simultaneously, and let k > 1 be an integer. We consider
a tree made of a path u-v of length k−1k n with a tree T
′ at u. One of the messages received by v gives
information about T ′. If for all tree T ′ with process number p, the algorithm uses less than p−2 bits
to encode this message, and since there is more than 2p−2 hierarchical decompositions corresponding
to a tree with process number p, there exists two trees T ′1 and T ′2 with different minimal hierarchical
decompositions but which are encoded in the same way. We note T1 when T ′ = T ′1 and T2 when
T ′ = T ′2 . Then, it exists a tree T ” such that if we join it to (w.l.o.g) T1 at v, the process number of T1
increases by one whereas if we join T ” to T2 at v, the process number of T2 does not increase.
Hence, there is a tree T ′ for which the algorithm encodes the information transmitted to v on
at least p− 2 bits. For this T ′ in our construction of T , the information received by v comes from
u and hence it has transited through k−1k n nodes. Therefore, the total of transmitted bits is at least
k−1
k n(p−2). 
Corollary 1 Assuming that when an edge is added at vertex v, v asks its neighbours information
once and simultaneously, any dynamic algorithm induces a transmition of at least k−1k n(log3 n) bits
in some large enough trees, for any k ∈N.
Proof Let k ∈ N. By the previous Lemma for k + 1, there is a tree T with process number
log3(n/(k + 1)) which induces a transmition of at least kk+1 n(log3(n/(k + 1))− 2) bits, and this
larger than k−1k n(log3 n) when logn > k
2(log3(k + 1)+ 2). 
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Reducing the number of operations It makes no doubt that the worst case complexity of IncHD
and more specifically of Lemma 7 can be seriously improved. In particular, instead of changing the
roots of both trees, we may change only r1 to w1, then transmit information in the direction of r2,
and eventually stop the transmissions before r2 if the minimal hierarchical decomposition of some
node remains unchanged.
It is also interesting to notice that using arguments similar to [5], we can get a centralized algo-
rithm using a linear number of operations.
Trees and forests of unknown size If the size n of the tree is unknown, a node encodes each bit of
the transmitted table t on 2 bits, that is 00 for 0 and 01 for 1. It allows to use 11 to code the end of the
table and hence to know its length. Thus the receiver may decode the information without knowing
n. In this coding the table requires 2L(t)+ 2 bits and the transmission requires 2L(t)+ 4 + ε bits,
where ε = 1 for IncHD and 0 for algoHD. Remember that L(t)≤ pn(T).
Computing other parameters Our algorithms can be adapted to compute the node search number
or the pathwidth of any tree with the same time complexity and transmission of information. For
that, it is sufficient to change the values of the initial cases (lines 1 and 1) in Algorithm 1.
For the node search number we would use the initial cases of the left of Figure 5. Notice that in
this case we do not use the vector (1,2).
if ∀vi ∈ Mv, pn(vi) < 2 then
(pv, p+v ) :=
{
(1,1) when ∀vi ∈ Mv, pn(vi) =−1
(2,2) otherwise
if ∀vi ∈ Γ(v), pn+(vi) < 2 then
(pv, p+v ) :=


(0,0) when |Mv|= 0
(1,1) when |Mv|= 1
(1,2) when |Mv|= 2
(2,2) otherwise
Figure 7: Initial cases for node search number (left) and edge search number (right).
For the edge search number of a tree, we can prove that ns(T )− 1 ≤ es(T ) ≤ ns(T ), whereas
on a general graph we only have ns(T )− 1 ≤ es(T ) ≤ ns(T ) + 1. To adapt Algorithm 1 for the
edge search number, we would use the initial cases of the right of Figure 5 plus the extra rule that
all received vectors (1,2) are interpreted as if they were vectors (2,2). Also, if all received vectors
verifies pn+(vi) < 2, Mv is the set of all received vectors different from (-1,-1). Notice that it gives
the first algorithm to compute the edge search number of trees.
Algorithm algoHD has been implemented for the process number, the node search number and
the edge search number, as well as corresponding search strategies [1].
About the difference of the parameters Finally, the following lemma characterizes the trees for
which the process number (resp. edge search number) equals the pathwidth.
Lemma 10 Given a tree T , pn(T) = pw(T)+ 1 = p + 1 (resp. pn(T) = es(T)+ 1 = p + 1) iff there
is a node v such that any components of T −{v} has pathwidth at most p and there is at least three
components with process number (resp. edge search number) p of which at most two have pathwidth
p.
INRIA
in
ria
-0
02
88
30
4,
 v
er
sio
n 
3 
- 2
7 
Ju
n 
20
08
A distributed algorithm for the process number of a forest 15
This lemma means that the difference between, e.g., the process number and the pathwidth comes
from the difference on trees with smaller parameter and ultimately from trees with those parameters
equal to 1 or 2.
To give such characterisations for more general classes of graphs remains a challenging problem.
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Abstract
We are interested in the relation between the pathwidth of a biconnected outerplanar graph
and the pathwidth of its (geometric) dual. Bodlaender and Fomin [3], after having proved that
the pathwidth of every biconnected outerplanar graph is always at most twice the pathwidth of
its (geometric) dual plus two, conjectured that there exists a constant c such that the pathwidth of
every biconnected outerplanar graph is at most c plus the pathwidth of its dual. They also conjec-
tured that this was actually true with c being one for every biconnected planar graph. Fomin [10]
proved that the second conjecture is true for all planar triangulations. First, we construct for each
p≥ 1 a biconnected outerplanar graph of pathwidth 2p+1 whose (geometric) dual has pathwidth
p+1, thereby disproving both conjectures. Next, we also disprove two other conjectures (one of
Bodlaender and Fomin [3], implied by one of Fomin [10]). Finally we prove, in an algorithmic
way, that the pathwidth of every biconnected outerplanar graph is at most twice the pathwidth of
its (geometric) dual minus one. A tight interval for the studied relation is therefore obtained, and
we show that all cases in the interval happen.
1 Introduction
A planar graph is a graph that can be embedded in the plane without crossing edges. It is said to be
outerplanar if it can be embedded in the plane without crossing edges and such that all its vertices
are incident to the unbounded face. For any graph G, we denote by V (G) its vertex set and by E(G)
its edge set. The dual of the planar graph G, denoted by G∗, is the graph obtained by putting one
vertex for each face, and joining two vertices if and only if the corresponding faces are adjacent.
The weak dual of G, denoted by TG, is the induced subgraph of G∗ obtained by removing the vertex
corresponding to the unbounded face. As is well known, the weak dual of an outerplanar graph is
a forest, and the weak dual of a biconnected outerplanar graph is a tree. Furthermore, linear-time
algorithms to recognise and embed outerplanar graphs are known (see for instance [15, 21]). Note
that the dual of a planar graph can also be computed in linear-time.
The notion of pathwidth was introduced by Robertson and Seymour [17]. A path decomposition
of a graph G = (V,E) is a set system (X1, . . . ,Xr) of V such that
(i) ⋃ri=1 Xi = V ;
(ii) ∀xy ∈ E,∃i ∈ {1,2, . . . ,r} : {x,y} ⊂ Xi;
∗This work was partially funded by the European projects IST FET AEOLUS and COST 293 GRAAL, and done within
the CRC CORSO with France Telecom R&D.
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(iii) ∀(i0, i1, i2) ∈ {1,2, . . . ,r}3, i0 < i1 < i2 ⇒ Xi0 ∩Xi2 ⊆ Xi1 .
The width of the path decomposition (X1, . . . ,Xr) is max1≤i≤r |Xi|− 1. The pathwidth of G, denoted
by pw(G), is the minimum width over its path decompositions.
The pathwidth of a graph was shown to be equal to its vertex separation [12]: a layout (or vertex-
ordering) L of a graph G = (V,E) is a one-to-one correspondence between V and {1, . . . , |V |}. The
vertex separation of (G,L) is max1≤i≤|V | |M(i)| where
M(i) := {v ∈V : L(v) > i and ∃u ∈ N(v) : L(u)≤ i}.
The vertex separation of G, denoted by vs(G), is the minimum of the vertex separation of (G,L)
taken over all vertex-orderings L.
Computing the pathwidth of graphs is an active research area, in which a lot of work has been
done (survey papers are for instance [6, 2, 16]). It was shown [4] that the pathwidth of graphs with
bounded treewidth can be computed in polynomial time. As outerplanar graphs have treewidth two,
the pathwidth of an outerplanar graph is polynomially computable. However, the exponent in the
running time of the algorithm is rather large, so the algorithm is not useful in practice. This is why
Govindan et al. [11] gave an O(n log(n)) time algorithm for approximating the pathwidth of outer-
planar graphs with a multiplicative factor of three. For biconnected outerplanar graphs, Bodlaender
and Fomin [3] improved upon this result by giving a linear-time algorithm which approximates the
pathwidth of biconnected outerplanar graphs with a multiplicative factor two (and a corresponding
path decomposition is obtained in time O(n log(n))). To do so, they exhibited a relationship between
the pathwidth of an outerplanar graph and the pathwidth of its dual. More precisely, the following
holds.
Theorem 1 (Bodlaender and Fomin [3]) Let G be a biconnected outerplanar graph without loops
and multiple edges. Then pw(G∗)≤ pw(G)≤ 2pw(G∗)+2.
Observe that adding a vertex linked to all other vertices of any graph increases its pathwidth by
exactly one. Since the weak dual of an outerplanar graph (which can be computed in linear-time) is
a tree and there exist linear-time algorithms to compute the pathwidth of a tree [8], this yields the
desired approximation (obtaining a corresponding path decomposition needs more work).
Bodlaender and Fomin [3] suggested that a stronger relationship holds between the pathwidth of
a planar graph and the pathwidth of its dual.
Conjecture 1 (Bodlaender and Fomin [3]) There is a constant c such that for every biconnected
outerplanar graph G without loops and multiple edges pw(G)≤ pw(G∗)+ c.
Conjecture 2 (Bodlaender and Fomin [3]) For every biconnected planar graph G without loops
and multiple edges, pw(G)≤ pw(G∗)+1.
Fomin [10] proved that if G is any biconnected planar graph of maximum degree at most three,
then pw(G)≥ pw(G∗)−1. This implies that Conjecture 2 is true for every planar triangulation, since
any planar triangulation is the dual of a biconnected planar graph of maximum degree three.
It is worth noting that these conjectures are motivated by the following result about the treewidth,
conjectured by Robertson and Seymour [18] and proved by Lapoire [13] using algebraic methods
(notice that Bouchitte´, Mazoit and Todinca [5] gave a shorter and combinatorial proof of this result).
Theorem 2 (Lapoire [13]) For every planar graph G, tw(G)≤ tw(G∗).
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In Section 2, we exhibit a family (Gp)p≥1 of biconnected outerplanar graphs with maximum
degree four such that pw(Gp) = 2p + 1 and pw(G∗p) = p + 1, thereby disproving both conjectures.
To construct these graphs, we introduce a general construction which actually allows us to prove the
following result.
Theorem 3 For every integer p≥ 1 and every integer k ∈ {1,2, . . . , p+1}, there exists a biconnected
outerplanar graph of pathwidth p+ k whose weak dual has pathwidth p.
Let us mention here that Fomin and Thilikos [9] also disproved, independently, Conjecture 1.
Next, we disprove the following conjecture of Bodlaender and Fomin [3].
Conjecture 3 (Bodlaender and Fomin [3]) For every simple 2-connected planar graph G, pw(G)≥
pw(G∗)−1.
In Section 3, we prove the following result which improves the upper bound given by Theorem 1.
Theorem 4 Let G be a biconnected outerplanar graph without loops and multiple edges. Then
pw(G)≤ 2pw(G∗)−1.
As a consequence, the previous approximation for the pathwidth of biconnected outerplanar
graphs is also improved. We give an algorithmic proof which allows to obtain a layout of the out-
erplanar graph G considered (and whose vertex separation is hence at most 2pw(G)−1).
Furthermore, Theorem 3 shows that this bound is best possible in general.
2 Counter-examples
In this section, we establish Theorem 3 and deduce the following corollary which disproves Conjec-
tures 1 and 2.
Corollary 1 For every integer p ≥ 1, there exists a triangle-free biconnected outerplanar graph G p
of maximum degree four whose pathwidth is 2p+1 such that the pathwidth of its dual is p+1.
For each i ∈ {1,2,3,4}, let Hi be a biconnected outerplanar graph of pathwidth p whose weak
dual has pathwidth p′. We shall describe a construction which yields a biconnected outerplanar graph
C (H1,H2,H3,H4) of pathwidth p + 2 whose weak dual has pathwidth p′ + 1. This construction will
be illustrated by examples yielding the graphs Gp of Corollary 1.
A 4-cycle is called a square. Two squares are adjacent if they share exactly one edge. The degree
of the square S is the number of squares adjacent to S. Let the cross K be the biconnected outerplanar
graph consisting of four squares of degree one and one square of degree four (see Figure 1(a)).
For each i ∈ {1,2,3,4}, let xiyi be an edge of Hi incident to the unbounded face in an outerplanar
embedding of Hi. This edge is chosen such that there exists an optimal layout L of THi where the vertex
v corresponding to the the bounded face incident to xiyi fulfils L(v) = |V (THi)| for i ∈ {2,3}. Notice
that this is always possible, and directly follows from Theorem 6 cited in Section 3. For i ∈ {1,2},
we denote by Li an optimal layout of Hi, i.e. a layout with vertex separation p, and without loss of
generality we assume that Li(xi) < Li(yi).
Consider the cross K of Figure 1(a). For each i ∈ {1,2,3,4}, the edge ei of K is identified with
the edge xiyi. We assume moreover that the vertices x1 and x2 are identified with the vertices u1
and u2 respectively (see Figure 1(b)). Notice that there is generally not a unique way to achieve this
3
βδ
α
γ
u2
v2
v1 u1
e2
e4
e3
e1
(a) The cross K.
x1 = u1
x2 = u2
H2
H1
H3
H4
(b) Gluing four graphs H1,H2,H3,H4 on
the cross K
Figure 1: When identifying the edges, we ensure that x1 is identified with u1 and x2 with u2.
construction, but we shall denote by C (H1,H2,H3,H4) any graph obtained from H1,H2,H3,H4 in this
way.
It is clear by the construction that any such graph C (H1,H2,H3,H4) is a biconnected outerplanar
graph. As an example, let G1 be the biconnected outerplanar graph consisting of three squares of
degree one and one square of degree three (see Figure 2). For any integer p ≥ 2, let G p be the graph
C (Gp−1,Gp−1,Gp−1,Gp−1), obtained as indicated in Figures 3 and 4. Remark that the condition on
the vertices x1 and x2 is clearly fulfilled in this case thanks to the symmetry of the graphs G p, and that
the maximum degree of Gp is four.
(a) G1 and G∗1 (b) G1 and TG1
Figure 2: G1, graph consisting of one square of degree three and three squares of degree one, the dual
G∗1 and the weak dual TG1 , a star.
In the following three lemmata, we prove the announced properties of the construction. The
central square of the cross is denoted by S, and the corresponding vertex of the dual is s.
4
Figure 3: G2, four disjoint copies of G1 glued with a grey cross K, and its weak dual TG2 .
Figure 4: G3, four disjoint copies of G2 glued with a grey cross K, and its weak dual TG3 .
5
Lemma 1 For each i∈ {1,2,3,4}, let Hi be a biconnected outerplanar graph whose weak dual Ti has
pathwidth p ≥ 1. The pathwidth of the weak dual of graph C (H1,H2,H3,H4) is p+1.
We introduce the following definition: for every vertex v of a tree T , a branch at v is any maximal
subtree which contains a neighbour of v without containing v. The following result will be useful to
prove Lemma 1.
Theorem 5 (Scheffler [19]) For every integer p ≥ 1 and every tree T , pw(T ) ≥ p + 1 if and only if
there exists a vertex t of T with at least three branches of pathwidth at least p.
Proof of Lemma 1. By induction on p ≥ 1, the result being true for p = 1. If the pathwidth of
each tree Ti is p, it is not difficult to construct a layout L of the weak dual of C (H1,H2,H3,H4) with
vertex separation p+1: first, label the vertices of Ti according to an optimal layout of T1. Then, label
the vertex s1, i.e. define L(s1) := |V (T1)|+ 1. Next, label the vertices of T2 (from L(s1) + 1 up to
L(s1) + |V (T2)|) according to an optimal layout of T2 such that the unique neighbour of s2 in T2 is
given the biggest integer (such a layout exists by the construction). The next vertex to be labelled is
s2, and an analoguous labeling is done for the vertices of T3 and s3. Finally, the vertex s est labelled,
then the vertices of T4 (according to an optimal layout of T4) and last the vertex s3.
Also, the pathwidth of the weak dual of C (H1,H2,H3,H4) is more than p by Theorem 5 since the
vertex s has four branches with pathwidth p. 
Lemma 2 For each i ∈ {1,2,3,4}, let Hi be a biconnected outerplanar graph of pathwidth p ≥ 1.
The vertex separation of the graph C (H1,H2,H3,H4) is at least p+2.
Proof. Consider any layout L of H := C (H1,H2,H3,H4). We shall prove that the vertex separation
of (H,L) is at least p + 2. The subgraph of H induced by removing the vertices of the square S is
the disjoint union of the four graphs H1,H2,H3 and H4, each of them having pathwidth p. Note that
the roles played by those four graphs in this proof are symmetric. Assume that the vertex a such that
L(a) = 1 and the vertex b such that L(b) = |V (H)| are in V (H1)∪V (S) and V (H1)∪V (H2)∪V (S)
respectively. By hypothesis, there exists i∈L(V (H4)) such that there are p vertices x of H4 with L(x) >
i, each having a neighbour y in H4 with L(y)≤ i. As a similar integer exists for H3, we suppose without
loss of generality that there exists a vertex v ∈V (H3) with L(v) > i. Let X := ∪3j=1V (H j)∪V (S). Say
that a vertex x∈ X is an m-vertex if L(x) < i and an M-vertex if L(x) > i. In particular, a is an m-vertex
and b and v are M-vertices. An edge is bad if it links an m-vertex to an M-vertex. A bad pair is a pair
of bad edges that are either disjoint, or incident to the same m-vertex. Denote by Q the subgraph of G
induced by X , and note that the existence of a bad pair in Q implies that vs(H,L)≥ vs(H4)+2 = p+2.
Remark now that Q is 2-connected, so according to the Fan Lemma, there exists in Q two paths
P1 and P2 respectively from a to b and from a to v, which are vertex-disjoint except in a. Note that P1
and P2 are both disjoint from H4. As a in an m-vertex and b and v are M-vertices, there exists a bad
edge on P1 and a bad edge on P2, which necessarily from a bad pair (since the only common vertex of
P1 and P2 is a, an m-vertex). Therefore, the vertex separation of (H,L) is at least p+2. 
Lemma 3 For each i ∈ {1,2,3,4}, let Hi be a biconnected outerplanar graph of pathwidth p ≥ 1.
The pathwidth of C (H1,H2,H3,H4) is at most p+2.
Proof. We shall construct a layout of C (H1,H2,H3,H4) from optimal layouts Li of Hi, i ∈ {1,2,3,4}.
Start by labelling all the vertices of H4 according to L4. The vertex separation never exceeds p + 2,
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since the only unlabelled vertices not in H4 that might have labelled neighbours are β and γ. By the
construction, the optimal layout L1 of H1 can be chosen such that L1(x1) < L1(y1). Label the vertices
of H1 until the vertex x1 is labelled. As previously, the vertex separation does not exceed p+2 when
doing so. Now, label the vertex β, which does not change the vertex separation, as β has exactly one
unlabelled vertex, α. Now go on labelling the vertices of H1 according to L1. The vertex-separation
still does not exceed p + 2, the only unlabelled vertices not in H1 with labelled neighbours being
α and γ. By the construction again, the layout L2 of H2 can be chosen such that L2(x2) < L2(y2).
Therefore we can apply the same procedure to label the vertices of H2: first label them until x2 is
labelled, then label the vertex α and finish labelling the vertices of H2. At last, label the vertices of H3
(the vertex separation does not exceed p + 2 when doing so, since the only unlabelled vertices with
labelled neighbours not in H3 are δ and γ), and then label the vertices δ and γ. The obtained layout has
vertex separation at most p+2. 
Proof of Theorem 3. The proof is by induction on p≥ 1. If p = 1, two adjacent squares and G1 give
the desired result when k = 1 and k = 2 respectively.
Suppose that the result is true for p−1≥ 1, and let k ∈ {1,2, . . . , p+1}. First, let k = 1: as is well
known, there exist biconnected outerplanar graphs of pathwidth p+1 whose weak dual has pathwidth
p. If k ∈ {2,3, . . . , p + 1}, then k− 1 ∈ {1,2, . . . , p} so, by the induction hypothesis, there exists a
biconnected outerplanar H of pathwidth (p−1)+(k−1) whose weak dual has pathwidth p−1. Then
by Lemmata 1, 2 and 3, C (H,H,H,H) has pathwidth p + k and its weak dual has pathwidth p, as
desired. 
Now we show how the family (Gp)p≥1 can be used to also disprove Conjecture 3.
First, observe that the pathwidth of a multigraph G is equal to the pathwidth of its underlying
simple graph, denoted U(G).
Let uv be an edge of a 2-connected planar graph G. Denote F1 and F2 the two faces incident to uv,
and f1 and f2 the corresponding vertices of G∗. To subdivide i times the edge uv (i.e. to replace it by
an induced path of length i+1) leads to replace the edge f1 f2 in G∗ by i+1 parallel edges.
Now, consider Gp and an embedding of G∗p such that G∗∗p ' Gp. Call o the vertex corresponding
to the external face of Gp in G∗p. Let Hp be the grah obtained by subdividing each edge of G∗p incident
to o (i.e. by replacing it by an induced path of length two). Notice that Hp is a simple 2-connected
planar graph. According to the preceding remarks, U(H ∗p)' Gp, and hence pw(H∗p) = pw(Gp).
For every face F of Gp, let m(F) be the number of edges of F incident to the unbounded face. Let
m := maxF(m(F)).
Lemma 4 pw(Hp)≤ pw(G∗p)+m = pw(G∗p)+3
Proof. It is clear by the definition of Gp that m = 3. Let l be an optimal layout of G∗p (i.e. a layout
of minimum vertex-separation), and let construct a layout of Hp of width at most pw(G∗)+m. Let us
label every vertex v belonging to both Hp and G∗p with (l(v),0). Now, if the vertex labelled (l(v),0)
has j unlabelled neighbours, label them (l(v),1), · · · ,(l(v), j). The obtained labeling surely has vertex
separation at most pw(G∗p)+m. 
If Conjecture 2 is true, then pw(Hp) ≥ pw(H∗p)− 1 = pw(Gp)− 1. However, by lemma 4,
pw(Hp)≤ pw(G∗p)+3 and so pw(G∗p)+3 ≥ pw(Gp)−1 which is false for p > 6.
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3 Upper bound
We shall present in this section an algorithm which, given a biconnected outerplanar graph G, com-
putes a layout of G with vertex separation at most 2pw(TG)+ 1. As pw(TG) = pw(G∗)− 1 for any
biconnected outerplanar G (see [3]), this establishes Theorem 4.
First, recall that a caterpillar is a tree in which a single path, the spine, is incident to (or contains)
every edge. The caterpillars are the only trees of pathwidth one: every caterpillar has surely pathwidth
one, and if a tree T is not a caterpillar, then it contains a spider with three legs of length two (see
Figure 5). But such a tree has pathwidth at least two by Theorem 5.
Figure 5: A spider with three legs of length two.
Proposition 1 Let G be a biconnected outerplanar graph whose weak dual is a caterpillar. Then G
has pathwidth at most three.
Proof. Here is a layout of the vertices of G with vertex separation at most three. Let P := v1v2 . . .vk
be a longest path of TG. Denote by Fi the face of G corresponding to the vertex vi, i ∈ {1,2, . . . ,k}.
Label by 1 a vertex v of F1 of degree two (such a vertex exists as G is outerplanar and v1 is a leaf of
T ). Then recursively label every vertex of F1 of degree two which is adjacent to a labelled vertex.
Now, apply the following procedure in which we suppose that V (Fi−1)∩V (Fi) = {xi,yi} and
V (Fi)∩V(Fi+1) = {xi+1,yi+1}, see Figure 6.
Fi−1 Fi+1Fi
xi+1
yi+1
w2
w3
u1yi
w1
xi
Figure 6: Vertices for step i.
1: for i = 2 to k−1 do
2: let P := xiw1 . . .w jxi+1 be the path of G from xi to xi+1 consisting of edges incident to the
unbounded face. Label the vertices of P from xi to wk
3: let P′ := yiu1 . . .ut yi+1 be the path of G from yi to yi+1 consisting of edges incident to the
unbounded face. Label the vertices of P′ from yi to ut
4: end for
Last, label the vertices clockwise from xk to yk.
The obtained layout surely has vertex separation at most three. 
The procedure given in the preceding proof actually achieves an optimal layout of the correspond-
ing graph. Indeed, such a graph has pathwidth two if its weak dual is path, and pathwidth three
otherwise. Note also that the time complexity of the procedure is linear.
We will use the following result about the pathwidth of trees.
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Theorem 6 (Ellis, Sudborough and Turner [8]) For any tree T , and any integer p ≥ 2, pw(T )≤ p
if and only if there is a path P such that every connected component of the forest induced by the
vertices of V (T )\V (P) has pathwidth at most p−1.
We consider the recursive procedure given by Algorithm 1. It computes a layout of G stored in
the list l, which is initialised by l(v) := ∞ for every vertex v ∈ V (G) (this means that all vertices are
unlabelled at the beginning).
Notice that what is done in lines 16–17 and 32–33 is equivalent to label all the vertices of H except
y (or y′ respectively), and to keep s updated.
The following lemma suffices to establish Theorem 4.
Lemma 5 For any biconnected outerplanar graph G whose weak dual T has pathwidth p, the proce-
dure Layout of Algorithm 1 returns a layout with vertex separation at most 2p+1.
Proof. Algorithm 1 clearly assigns a unique label to every vertex of G.
For the vertex separation of the obtained layout, the proof is by induction on the pathwidth p of
T . If p is one, then T is a caterpillar and Proposition 1 gives the conclusion.
Suppose now that for every biconnected outerplanar graph whose weak dual has pathwidth at most
p−1≥ 1, the procedure Layout of Algorithm 1 returns a layout with vertex separation at most 2p−1.
Let us prove that the obtained layout for G has pathwidth at most 2p+1.
Stop the labelling of G at any moment and denote by F the set of unlabelled vertices with a
labelled neighbour. If no subgraph H has been labelled yet, then the set F consists of x and x ′, so its
size is at most 2p+1. If a subgraph H has just been labelled, then F consists of two vertices, namely
x′ and y or x and y′.
Suppose now that a subgraph H is being labelled. Without loss of generality, say that its intersec-
tion with the current face Fi is {x,y}. There is only one vertex of F not in H , namely x′. Therefore, if
|F ∩V (H)| ≤ 2p we have |F | ≤ 2p+1 as wanted. As the vertex separation of the layout used to label
H is at most 2p− 1, the only problem that might occur is if |F ∩ (V (H) \ {x,y})| = 2p− 1, and x,x ′
and y also belong to F . This implies that y was requested to be labelled in the original layout l used
for H , but kept unlabelled as indicated in the algorithm. But in this case, in the labelling l of H , the
vertex x is unlabelled, and has at least a labelled neighbour, y. So the number of unlabelled vertices of
H with a labelled neighbour in H is |F ∩ (V (H)\{x,y})|+1 = 2p, a contradiction. 
As one can see in the preceding proof, the subgraphs H , labelled in lines 16 and 32, can actually
be labelled by any layout with vertex separation at most 2p−1.
Corollary 2 For any biconnected outerplanar graph G, pw(TG)+1 ≤ pw(G)≤ 2pw(TG)+1. Fur-
thermore the bounds are tight.
As proved in [19], the pathwidth of a tree with f vertices is less than log3(2 f +1). Thus we have
the following corollary.
Corollary 3 The pathwidth of any biconnected outerplanar graph G with f inner faces is less than
2log3(2 f +1)+1.
Proposition 2 The time complexity of Algorithm 1 is O(n log(n)).
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Algorithm 1 Procedure Layout
Require: a biconnected outerplanar graph G, a list l and an integer s.
Ensure: returns the integer j, which is one more than the biggest label used. Every vertex v of G is
given a unique label, stored in l(v).
1: if the weak dual T of G is a caterpillar then
2: label it according to Proposition 1 and starting with the label s.
3: return s+ |V (G)|.
4: end if
5: Compute a path P := v1v2 . . .vk of T fulfilling the property of Theorem 6, with the additional
property that its endvertices are leaves. Denote by Fi the face of G corresponding to the vertex vi
of P, i ∈ {1,2, . . . k}.
6: Let v be a vertex of degree two of the face F1, and denote by x and x′ its clockwise and counter-
clockwise neighbours respectively {note that such a vertex always exists}
7: l(v) := s
8: s := s+1
9: for i = 1 to k do {throughout the following, y and y′ respectively denote the clockwise neighbour
of x and the counter-clockwise neighbour of x′ on Fi}
10: while x /∈V (Fi+1) do
11: if x has at most one unlabelled neighbour different from x′ then
12: l(x) := s
13: s := s+1
14: else
15: let H be the maximal biconnected subgraph of G whose intersection with Fi is {x,y}.
16: s := Layout(H, l,s)
17: l(y) := ∞
18: end if
19: if y == x′ then
20: l(x′) := s
21: return s+1
22: else
23: x := y
24: end if
25: end while
26: while x′ /∈V (Fi+1) do
27: if x′ has at most one unlabelled neighbour (different from x) then
28: l(x′) := s
29: s := s+1
30: else
31: let H be the maximal biconnected subgraph of G whose intersection with Fi is {x,y}.
32: s := Layout(H, l,s)
33: l(y′) := ∞
34: end if
35: x′ := y′
36: end while
37: end for
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Proof. It is easy to see that the time complexity of Algorithm 1 depends mainly on the recursive
calls and on the time complexity of line 5 (since computing the weak dual of a biconnected outer-
planar graph and determining whether a tree is a caterpillar is linear in time, as is the procedure of
Proposition 1). We first show that the time complexity of Algorithm 1 without line 5 is linear.
For that, remark that a node x of face Fi is labelled directly during the processing of face Fi if it has
at most one unlabelled neighbour different from x′, otherwise during the recursive call, or it will be
considered again during the processing of face Fi+1. So a node x is considered once in each inner face
to which it belongs, that is its degree minus one. So altogether we have 2(|E|− |V |) steps, which is
equal to 2( f −1) using Euler’s formula for planar graphs, where f is the total number of inner faces.
Since the number of faces of a biconnected outerplanar graph is smaller that its number of vertices,
the time complexity of Algorithm 1 without line 5 is linear.
The computation of a path P fulfilling the property of Theorem 6, with the additional property that
its endvertices are leaves, is similar in style to the techniques used in [8, 22, 14] on trees to compute
vertex separation, cutwidth and search number. Thus it can be done in linear-time. Furthermore, the
pathwidth of a tree with f vertices being less than log3(2 f + 1) [19], the computation of all paths
takes time O( f log3(2 f +1)), that is O(n log(n)). 
Theorem 4 clearly provides a linear-time algorithm to approximate the pathwidth of a biconnected
outerplanar graph G since computing the dual tree of G and its pathwidth can both be done in linear-
time. A corresponding layout is given by Algorithm 1, whose time complexity is O(n log(n)). As
noted in [3], there exist trees and outerplanar graphs for which a straight representation of a layout
needs Ω(n log(n)) in time just to be written. Skodinis [20] developed a representation so that path
decompositions (and layouts) can be written in linear-time. We did not try to use it for Algorithm 1
but we suspect that it can be used to precompute all paths in linear-time and thus reduce the com-
plexity to O(n). For unicyclic graphs, which in particular are outerplanar, Ellis and Markov [7] gave
an algorithm that computes the vertex separation along with a corresponding linear layout in time
O(n log(n)).
Corollary 4 For any biconnected outerplanar graph G, Algorithm 1 provides in time O(n log(n)) a
layout of G with vertex separation at most 2pw(G)−1.
4 Conclusion
We strengthened the previously known relation between the pathwidth of a biconnected outerplanar
graph and the pathwidth of its dual. We did so in an algorithmic way and thus obtained a new approx-
imation algorithm. We established the tightness of our bound, thereby disproving two of conjectures
of Bodlaender and Fomin [3, 10], and moreover we showed that all cases in the interval happen.
To conclude, we note here that, according to [10], Conjecture 3 is implied by another conjecture
of Fomin [10]. We need two new definitions to state it.
Given an edge-ordering σ of G = (V,E), let δ(i) be the number of vertices incident to at least
two edges e,e′ such that σ(e) ≤ i and σ(e′) > i. The linear width of (G,σ) is the maximum of
δ(i), i ∈ {1,2, . . . , |E|}. The linear width of G, denoted by lw(G), is the minimum of the linear width
of (G,σ) taken over all the edge-orderings σ. Notice that if G has minimum degree at least two, then
pw(G)≤ lw(G)≤ pw(G)+1. For a planar graph G, a split H of G is a graph obtained by a sequence
of the following operations: take a vertex v, partition its neighbourhood in two sets M and N, replace
v by two new vertices x,y. Link x to M∪{y} and y to N.
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Conjecture 4 (Fomin [10]) For every planar graph G, there exists a planar split H of maximum
degree three such that lw(H) = lw(G).
As Conjecture 3 is disproved in Section 2, Conjecture 4 does not hold.
We end with a question. Fomin and Thilikos [9] proved that, for every 3-connected planar graph
G, the pathwidth of G∗ is at most 6 times the pathwidth of G. Amini, Huc and Pe´rennes [1] showed
that this bound can be reduced to three (and even to two if G is 4-connected).
Problem 1 Is there a constant c such that, for every 2-connected planar graph G,
1
2
pw(G∗)− c ≤ pw(G)≤ 2pw(G∗)+ c?
If the answer is positive, the multiplicative factor two would be optimal by Corollary 1.
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Abstract
In this paper, we present a result concerning the relation between the path-with of a planar graph
and the path-width of its dual. More precisely, we prove that for a 3-connected planar graph G,
pw(G) ≤ 3pw(G∗) + 2. For 4-connected planar graphs, and more generally for Hamiltonian planar
graphs, we prove a stronger bound pw(G∗) ≤ 2 pw(G) + c. The best previously known bound was
obtained by Fomin and Thilikos who proved that pw(G∗) ≤ 6 pw(G) + cte. The proof is based on
an algorithm which, given a fixed spanning tree of G, transforms any given decomposition of G into
one of G∗. The ratio of the corresponding parameters is bounded by the maximum degree of the
spanning tree.
1 Introduction
A planar graph is a graph that can be embedded in the plane without crossing edges. It is said to be
outerplanar if it can be embedded in the plane without crossing edges and such that all its vertices are
incident to the unbounded face. For any graph G, we denote by V (G) its vertex set and by E(G) its
edge set. The dual of a planar graph G, denoted by G∗, is the graph with one vertex for each face, and
joining two vertices by one edge in G∗ for each edge that the corresponding faces in G share. The weak
dual TG is the induced subgraph of G
∗ obtained by removing the vertex corresponding to the unbounded
face. Note that the dual of a planar graph can be computed in linear time.
The notion of path-width was introduced by Robertson and Seymour [11]. A path decomposition of a
graph G is a set system (X1, . . . , Xr) of V (G) (Xis are called bags) such that
1.
⋃r
i=1 Xi = V (G);
2. ∀ xy ∈ E, ∃ i ∈ {1, . . . , r} : {x, y} ⊆ Xi;
3. for all 1 ≤ i0 < i1 < i2 ≤ r, Xi0 ∩Xi2 ⊆ Xi1 .
The width of the path-decomposition (X1, . . . , Xr) is max1≤i≤r |Xi|−1. The path-width of G, denoted by
pw(G), is the minimum width over its path decompositions. For the definition of other width-parameters,
branch-width and tree-width, we refer to the survey of Bodlaender [3] and Reed [10]. We denote the tree-
width and branch-width of G by tw(G) and bw(G), respectively.
Comparing the width-parameters of G and G∗ seems to be a very natural question. Indeed, a more
interesting (algorithmic) problem should ask for a natural way of transforming a given decomposition of
G to a decomposition of G∗ without changing ”too much” the width of the corresponding decompositions.
It is a consequence of Seymour and Thomas work [13] that such a comparison exists for branch-width:
∗This work has been partially funded by the European Community project IST FET AEOLUS. The second author was
funded by CNRS and Provence Alpes Coˆte d’Azur.
1Mascotte, join project- INRIA/CNRS-I3S/UNSA- 2004, route des Lucioles - Sophia-Antipolis, FRANCE.
2E´cole Polytechnique, Palaiseau, FRANCE.
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Theorem 1 (Seymour and Thomas [13]) For every bridgeless planar graph G, bw(G) = bw(G∗).
Calculating branch-width can be also done in polynomial time for planar graphs.
For tree-width, Lapoire [9] proved the following theorem using algebraic methods:
Theorem 2 (Lapoire [9]) For every planar graph G, tw(G) ≤ tw(G∗) + 1.
This was a conjecture of Robertson and Seymour [12] and a combinatorial shorter proof of this theo-
rem can be found in Bouchitte´ et al [4]. Remark that it is an open question to see if tree-width can be
calculated in polynomial time in planar graphs.
But how about the path-width? Is there any relation? Note that computing the path-width of
graphs is an NP-complete problem even for planar graphs with maximum degree 3. For biconnected
outerplanar graphs, Bodlaender and Fomin [2] provided a linear time algorithm which approximates the
path-width of biconnected outerplanar graphs with a multiplicative factor of 2. To do so, they exhibit
a relationship between the path-width of an outerplanar graph and the path-width of its dual. More
precisely they prove that for any biconnected outerplanar graph G without loops and multiple edges,
pw(G∗) ≤ pw(G) ≤ 2 pw(G∗) + 2.
By the results of Coudert, Huc and Sereni [5] it is impossible to have pw(G) = pw(G∗) (Fomin and
Thilikos provided similar constructions in [8]): they constructed an infinite family of outerplanar graphs
such that each one has path-width twice the path-width of its dual. Indeed they proved the following
theorem:
Theorem 3 (Coudert et al. [5]) For every biconnected outerplanar graph G, pw(G∗) ≤ pw(G) ≤
2 pw(G∗) − 1. Furthermore, for every integer p ≥ 1 and every integer k ∈ {1, 2, . . . , p + 1}, there
exists a biconnected outerplanar graph of path-width p + k whose dual has path-width p + 1.
Fomin and Thilikos showed in [8] a linear inequality between the two parameters:
Theorem 4 (Fomin and Thilikos [8]) There is a constant c such that for every 3-connected planar
graph G we have pw(G∗) ≤ 6 pw(G) + c.
In this paper, we propose an algorithm which given a spanning tree of G, transforms a given decom-
position of G into one of G∗. The ratio of the corresponding parameters is bounded by the maximum
degree of the spanning tree. Our transformation then reduces the question of comparing the different
width-parameters of G and G∗ to the problem of finding spanning trees of low maximum degree in a
given planar graph.
Theorems 5 and 6 are the main theorems of this paper.
Theorem 5 For every 3-connected planar graph G, we have pw(G∗) ≤ 3 pw(G) + 2.
Remark that Theorem 5 improves Theorem 4.
Theorem 6 If G is a planar graph with a Hamiltonian path, then pw(G∗) ≤ 2 pw(G) + 1.
Theorem 6 in particular proves that for a 4-connected planar graph G we always have pw(G∗) ≤
2 pw(G) + 1. Indeed, by a theorem of Tutte [14], every such graph has a Hamiltonian cycle.
2
2 Main Theorem
In this section we present the proofs of Theorems 5 and 6. We will use the following notations:
Given a planar graph G on vertex set V (G) and edge set E(G) of maximum degree ∆(G), by F (G)
we mean the set of faces of G, which is also the vertex set of its dual. The number of faces, edges and
vertices of G are respectively denoted by fG, eG and nG. Given a face F ∈ F (G), we denote the set of
vertices belonging to this face by V (F ). E(F ) is the set of edges appearing on the boundary of F . Given
a set A, by P(A) we denote the family of all subsets of A.
Definition 1 Let G and H be two graphs and σ a map from V (G) to P(V (H)). We say that σ is a
connected map from G to H if it satisfies the following two properties:
1. for every v ∈ V (G), the subgraph of H induced by σ(v) is connected.
2. for every edge vw ∈ E(G), the subgraph of H induced by σ(v) ∪ σ(w) is also connected.
For every vertex w ∈ V (H), we define σ−1(w) := {v ∈ V (G)| w ∈ σ(v)}. The degree of σ is the
integer k = max |σ−1(w)|.
Lemma 1 Let G and H be two graphs. If there exists a connected map σ of degree at most k from G to
H, we have:
pw(G) ≤ k · pw(H) + k − 1
Proof
Let (X1, . . . , Xr) be a path-decomposition of H . We first show that the sequence (σ
−1(X1), . . . , σ
−1(Xr))
provides a path-decomposition of G. For this, we should prove the three properties of a path-decomposition:
• Every vertex v of G appears in one σ−1(Xi). To show this, let u ∈ σ(v). As (X1, . . . , Xr) forms a
path-decomposition of H , there exists an i such that u ∈ Xi. It is clear that for this bag, v appears
in σ−1(Xi).
• For every edge xy ∈ E(G), there is one σ−1(Xi) which contains both x and y. To prove this, let
A = σ(x) and B = σ(y). The graph induced by H on A ∪ B is connected, so at least one of the
two following two cases appears:
• A ∩ B 6= ∅: let u ∈ A ∩ B and Xi be the bag which contains u. Then σ−1(Xi) contains both
x and y.
• There exist a ∈ A and b ∈ B such that ab ∈ E(H). Let Xi be the bag which contains both a
and b. It is clear that σ−1(Xi) contains both x and y.
• For all 1 ≤ i0 < i1 < i2 ≤ r, we should prove σ−1(Xi0) ∩ σ
−1(Xi2) ⊆ σ
−1(Xi1). Let v ∈
σ−1(Xi0) ∩ σ
−1(Xi2). The graph induced by σ(v) in H , i.e. H [σ(v)], is connected and intersects
both Xi0 and Xi2 . The graph H [σ(v)] \Xi1 is not connected. We infer that σ(v) ∩Xi1 6= ∅, which
implies v ∈ σ−1(Xi1).
As the degree of σ is at most k and |Xi| ≤ pw(H) + 1, we have |σ−1(Xi)| ≤ k(pw(H) + 1), which
proves that the width of the path-decomposition (σ−1(X1), . . . , σ
−1(Xr)) is at most k.pw(H) + k − 1.
This finishes the proof of the lemma. 
Remark that the same proof applies for other types of decompositions.
From now on, our aim will be to find a way to produce low degree connected maps from G∗ to G.
The key role will be played by spanning trees of G: every spanning tree of maximum degree k produces
a connected map from G∗ to G of degree at most k. Before we proceed, we need some new definitions:
An edge-assignment to faces of G is a one-to-one map from the faces of G to the edges of G which to
each face F of G, associates one edge of E(F ). More formally:
3
Definition 2 An edge-assignment is a function: τ : F (G) → E(G) such that
1. for every face F ∈ F (G), τ(F ) is an edge on the boundary of F , and
2. τ(F ) 6= τ(F ′) for all distinct faces F, F ′ ∈ F (G).
Given an edge-assignment, we define the map στ : F (G) → P(V (G)) as follows: στ associates to every
face F in F (G) the subset V (F ) \ V (τ(F )).
Proposition 1 For every edge-assignment τ , the map στ is connected.
Proof It is clear that the graph induced by στ (F ) is connected, since it forms a path. Two faces F1, F2
sharing an edge e can not be both associated to e (since they are associated to different edges). Conse-
quently στ (F1) ∪ στ (F2) induces also a connected subgraph of G. This proves that στ is connected. 
Given an edge-assignment τ , let H be the subgraph of G consisting of non selected edges; i.e. H =
G \ {τ(F )|F ∈ V (G∗)}. Using Euler’s Formula (fG + nG = eG + 2 ), we infer that H contains exactly
nG − 2 edges. We have
Proposition 2 For all v ∈ V (G), |σ−1τ (v)| = degH(v).
Proof A selected edge (an edge of G \ H) is associated to one of the two faces containing it. Given a
vertex v of G of degree d, it appears exactly in d faces. Suppose r edges incident to v are selected; they
are associated to exactly r faces incident with v. The image of this faces by στ does not contain v, and
v appears in στ (F ) for all other faces F incident to v. So |σ−1τ (v)| = d− r = degH(v). 
Corollary 1 στ is of degree ∆(H).
Remark that the average degree in H is always < 2.
Definition 3 A subgraph H ⊆ G is nice if it has nG − 2 edges and if there exists an edge-assignment τ
with τ(F ) ∈ E(G) \E(H).
Hence to prove Theorem 5, by using Lemma 1, we need to find a nice subgraph with maximum degree
at most 3. To proceed we need the following lemma:
Lemma 2 Let G be a planar graph and T a spanning tree of maximun degree k in G. Let e be an edge
of T . The subgraph H = T \ e is a nice subgraph of maximum degree at most k.
Proof To prove that H is nice we will apply Hall’s matching theorem to the adjacency graph A between
faces of G and edges of G\H . More precisely, A is the bipartite graph on vertex set F (G)t(E(G)\E(H)).
An edge of A connects F ∈ F (G) (i.e. F a face of G) to e ∈ E(G) \ E(H), if e belongs to E(F ). We
want to prove that there exists a matching in A covering all the vertices of F (G). Given a set of faces
{F1, . . . , Fi}, we need to prove that the corresponding set has at least i neighbours in A. Let us consider
the planar graph S obtained by taking the union of Fi’s, we have:
• fS ≥ i + 1 (because G∗ is connected), and
• fS + nS = eS + 2 (Euler’s formula).
We conclude that eS − (nS − 1) ≥ i. As H is a forest, the number of edges of H incident to vertices
of S is at most nS − 1. So the hypothesis of Hall’s theorem are satisfied. This proves that H is a nice
subgraph. 
Barnette proved in [1] the following theorem:
4
Theorem 7 (Barnette [1]) Every 3-connected planar graph has a spanning tree of maximum degree 3.
Later, Czumaj and Strothmann [6] proved that such a spanning tree in G can be found in linear time.
We can now present the proof of Theorems 5 and 6:
Proof of Theorem 5 Barnette’s theorem insures the existence of a spanning tree of maximun degree
three, which by Lemma 2 provides a nice subgraph of maximun degree 3. The associated edge-assignment
gives a connected map of degree three (Proposition 1 and Corollary 1), hence Theorem 5 follows from
Lemma 1. The algorithm of Czumaj and Strothmann [6] combined with the algorithm of finding a max-
imum matching in A (see the proof of Lemma 2) results in a polynomial time algorithm to find the
corresponding decompositions. 
Proof of Theorem 6 Using Lemma 2, deleting an edge of the Hamiltonian path gives a nice subgraph
of G of maximum degree 2. 
3 Discussion
A 3-connected planar graph does not contain in general a nice subgraph of maximum degree two. Indeed,
it can happen that the graph G does not contain a subgraph of maximum degree 2 with n − 2 edges.
Even more, for every constant k, there exist planar graphs such that for every subgraph H , containing
n− 2 edges and covering all vertices, we have
∑
deg(v)≥2 deg(v) ≥ k. Examples of such graphs are planar
graphs which can not be covered by less than k disjoint paths. In [7], an inductive construction of an
infinite family of non Hamiltonian Delaunay triangulations is presented. Two examples of graphs of this
family are given in Figure 3. By looking at the central separating triangle and using induction, one can
prove that for any k, a large graph of this family does not contain k disjoint paths covering all its vertices.
This shows that we can not expect to improve Theorem 5 via nice subgraphs.
Figure 1: Two graphs of the family constructed in [7]
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Annexe F
Mixing Digraphs
In this appendix I introduce a new parameter for digraphs called mixing. A
digraph D is said f -mixing if for every non necessarily disjoint pairs of subsets
A,B⊂V with e(A,B)≥ f , we have e(B,A) > e(A,B). I then study the conditions on
this parameter which force a digraph D to contain a subdigraph H. In the case H =−→C4, I fully answer this question : there is some C1 <C2, such that every C1(e2/n2)-
mixing digraph D contains a directed 4-cycle and such that, when e ≥ 100n3/2,
there is C2(e2/n2)-mixing digraph D without directed 4-cycles. I also answer this
question when H is non-bipartite and when D is dense. I ﬁnish this appendix on
the question of how mixing a digraph can be.
This appendix is based on a joint work with O. Amini and S. Griﬃths. Part of these
results have been presented at the conference LAGOS 07, which took place from the
24th to the 28th of November 2007 in Chile.
Computing the best constants for the theorems we propose was not our objective,
hence the constants given in the proofs are not the best possible.
Graphs and forbidden subgraphs. The idea underlying mixing digraphs is to
ﬁnd a suﬃcient condition to force an oriented graph to have some speciﬁc patterns.
Conversely we can see the problem as asking for the strongest conditions we can force
while avoiding those patterns. In our case, the pattern is given by a small digraph H,
and given a digraph D, we say that either D has H as a subgraph or that D is H-free.
More formally we can deﬁne subgraphs and H-free digraphs as follow :
Definition F.1 Given a digraph H on vertex set V (H) = {u1, . . . ,uh} and arc set E(H),
we say that a digraph D contains H as a (non necessarily induced) subgraph iﬀ there
is a set of h vertices of D, {v1, . . . ,vh}, such that for every arc uiu j of H, viv j is an arc of
D.
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We say a digraph D is H-free iﬀ it does not contain H as a subgraph. Given a family
H , we say D is H -free if it is H-free for any H ∈H .
The analog problem has been studied for undirected graphs. Turan’s theorem ans-
wers the question of the maximum number of edges a Kk-free graph can have, for all k.
It says that it is (1−1/(k−1))n2/2,∀k ∈ N∗. Given k ∈ N, the extremal example is the
Turan graph Tk−1 which has (1−1/(k−1))n2/2 edges and does not contain any graph
of chromatic number k or more (and in particular they are Kk-free). A generalization
of this theorem due to P. Erdős and M. Simonovits in [ES66] states that these graphs
are asymptotically extremal for every family H , each graph of which has chromatic
number at least k and one of them has chromatic number exactly k. Denoting ex(n,H )
the maximum number of edges a H -free graph on n vertices can have, one can state
this result as follows :
Theorem F.2 ([ES66]) Let H be a family, in which each graph has chromatic number
at least k and one of them has chromatic number exactly k, we have ex(n,H ) = (1−
1/(k−1)+ o(1))n2/2.
This theorem gives an asymptotic answer when k > 2, however, when k = 2, we
only get ex(n,H ) = o(n2). Still, more precise results are known, as for example when
H = {C4}, the 4-cycles : it was shown by P. Erdős, A. Rényi and V.T. Sós [ERS64]
that ex(n,C4) = (12 + o(1))n
3/2. In fact, for any n, they present a C4-free graph with
edges which turns out to be extremal [Fur83]. Their example (which is produced using
a projective plane) is discussed further in Section F.1.2.
In 1973, in [BES73], W.G. Brown, P. Erdős and M. Simonovits studied the question
in the directed case. The digraphs they considered are without loops and multiple
arcs, but they allow 2-cycles. Exactly, they considered the question of the maximum
number of arcs a digraph on n vertices can have if it does not contain any digraph
of a family H = {H1, . . . ,Hq} as subgraph. They proved the existence of a sequence of
asymptotically extremal graphs. Later, in [BES85], they proved it in an algorithmic
way.
Theorem F.3 ([BES85]) There exist a finite algorithm which determines sequences
of digraphs which are asymptotically extremal for any given finite family H .
However, there is no simple characterization, similar to the minimal chromatic num-
ber in simple graphs, of digraphs which arise in asymptotically extremal sequences.
When 2-cycles are forbidden. When H contains the directed 2-cycle
−→C2, and
digraphs which are not acyclic, the transitive tournament D on vertex set V = {1, ...,n},
and arc set E = {i j : i < j} is an extremal graph for H . Indeed D has (n2) arcs (the most
possible while avoiding 2-cycles) but contains no elements of H since it is acyclic. So
in this situation, no condition on the number of arcs guarantees the presence of H as a
subgraph. However, in this example D has an extreme bias in its orientation : we can ﬁnd
subsets A,B⊂V with e(A,B) = n2/4 but e(B,A) = 0. To obtain more information about
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the H -free digraphs when H contains the directed 2-cycle and non-acyclic digraphs, we
propose to investigate if only "strongly biased digraphs" can avoid containing elements
of H as subgraph.
Remark F.4 Given a set of forbidden digraphs H , if it contains the directed 2-cycle,
investigating if only "strongly biased digraphs" can avoid containing elements of H as
subgraph is equivalent to the same question over oriented graphs. Hence, from now on,
instead of considering H with the directed 2-cycle, we will investigate the question only
over oriented graphs.
When H contains a directed 4-cycle, we indeed prove that only "strongly biased
oriented graphs" can avoid containing elements of H . More precisely, we show that, if
for all subsets A,B⊂V with e(A,B)≥ e2/32n2 we have e(B,A)> e(A,B)/2, then D must
contain a 4-cycle. This is Theorem F.10.
In Section F.2, we extend this result to dense oriented graphs when H is any set
of digraphs, one of which is bipartite. However, when no element of H is bipartite, we
prove that there are dense oriented graphs whose orientations are not biased and which
are H -free.
Mixing digraphs. To describe more precisely what we mean by "strongly biased
oriented graphs", we introduce a new notion : the notion of mixing digraphs.
Definition F.5 Given a digraph D, f ∈ R and γ ∈]0,1[ we say D is ( f ,γ)-mixing if
for every non necessarily disjoint pairs of subsets A,B ⊂ V with e(A,B) ≥ f , we have
e(B,A) > γe(A,B). When γ = 12 , we simply say f -mixing.
In other words, a digraph D is f -mixing if when we have a lot of arcs from a set A
of vertices to a set B (i.e. at least f arcs) then we have more than half as many back.
More generally for γ ∈]0,1[ we say that D is ( f ,γ)-mixing if for every pair A,B⊂V with
more than f arcs from A to B, we have more than γe(A,B) arcs from B to A.
This deﬁnition gives us a large range of mixing conditions getting stronger as f
decreases. In particular e+1-mixing is a really weak condition as all digraphs are e+1-
mixing. Hence the weakest mixing condition we will ask for will be when f = O(e).
Being 1-mixing means that all arcs are in a 2-cycle. In the following, the conditions
we will use are mainly (in strengthening order when e is big enough) e-, (ek/n2)1/(k−1)-,
e2/n2- and n-mixing.
Given this deﬁnition, one can ask for the weakest mixing condition which forces
an oriented graph to have a given digraph H as subgraph? If we write mex(n,e,H) =
min f {∀D, f −mixing, with e edges and n vertices : H ⊂ D} the question is to determine
mex(n,e,H). More generally we can ask, given a set H of forbidden subgraphs, for
mex(n,e,H ) = min f{∀D f −mixing, with e edges and n vertices : ∃H ∈H : H ⊂ D}
We fully answer this question when H is one of the orientation of the 4-cycle.
Definition F.6 We write
−→C4 for the directed 4-cycle, a−→C4 for the almost directed 4-
cycle, i.e., the oriented 4-cycle with a single reversed arc, p
−→C4 for the 4-cycle made of
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≥ f edges
> f/2 edges
A
B
Fig. F.1 – Illustration of the mixing condition
s
−→C4p−→C4a−→C4−→C4
Fig. F.2 – The four diﬀerent orientations of C4
two parallel paths of length two and s
−→C4 for an antidirected 4-cycle, i.e., an oriented
4-cycle made of two 2-stars. This is illustrated by Figure F.2.
The main results of this section are Theorem F.10 and Corollary F.23 which give the
value of mex(n,e,
−→C4) up to a multiplicative constant. There are some constants C1 <C2
such that :
C1
e2
n2
≤ mex(n,e,−→C4)≤C2max( e
2
n2
,n).
Before going any further, one has to insure that an f -mixing digraph indeed exists, at
least for some values of f . Thankfully this question is answered positively by Lemma F.7.
In fact we prove much more : if G is a simple graph and D is obtained from G by orien-
ting the arcs of G at random then D is Ln-mixing with positive and high probability
(where L is a suﬃciently large constant).
Lemma F.7 There exists L such that for any graph G on n vertices, the oriented graph
D obtained by orienting the edges of G at random, is Ln-mixing with positive probability
(always) and with high probability (as n tends to infinity). In particular, ∀ε > 0, if e
is much larger than n3/2 then, for n large enough, Ln is less than εe2/n2 and so D is
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(εe2/n2)-mixing with positive probability and with high probability. More generally for
any γ ∈]0,1[ there exists Lγ such that D is (Lγn,γ)-mixing with positive probability and
with high probability.
Proof.
We prove the second, more general statement. For a pair (A,B)⊂V 2 we write e(A,B)
for the number of arcs between A and B in the graph G. Consider a pair (A,B) ⊂ V 2
with e(A,B)≥ Ln, L a constant to be deﬁned later. From Chernoﬀ’s inequality we have,
P(e(B,A)≤ γe(A,B))≤ exp(−c(γ)e(A,B)) ≤ exp(−c(γ)Ln)
with c(γ) a positive constant dependent on γ. Set L = 2/c(γ). Let W = {(A,B) : (A,B)⊂
V 2 ande(A,B)≥ Ln}. Noting that there are only 4n ways to pick a pair of subsets (A,B)⊂
V 2 we have |W | ≤ 4n, and so
P(e(B,A)≤ γe(A,B) for some pair (A,B)⊂W )≤ 4n exp(−c(γ)Ln) ≤ 4n exp(−2n).
This quantity goes to 0 as n tends to inﬁnity. If an oriented graph G is not (Ln,γ)-
mixing then there exist subsets (A,B) ⊂ V 2 with e(A,B) ≥ Ln (implying (A,B) ⊂W 2)
and e(B,A) < γe(A,B). So that with high probability D is (Ln,γ)-mixing.

Now that we know mixing digraphs exist, let us give some general results on mixing
digraphs.
Given a digraph D and a set of vertices A, we note by d+A (u) the number of arcs
from A to u and d−A (u) the number of arcs from u to A.
Lemma F.8 Let D be an f -mixing digraph and A a set of vertices. Most of the arcs are
incidents to vertices u satisfying 1/2d+A (u) ≤ d−A (u) ≤ 2d+A (u), more precisely, at most
3 f arcs do not have this property.
Proof. Set B = {u,d+A (u) > 2d−A (u)}. We have e(B,A) = ∑B d+A (u)≥ 2∑B d−A (u) = e(A,B),
hence (A,B) does not satisfy the mixing condition and we have ∑B d+A (u) < f and
∑B d−A (u) < f/2, hence at most 3/2 f arcs are incident to vertices with d+A (u) > 2d−A (u).
We proceed similarly for the other inequality. 
Lemma F.9 Given an f -mixing digraph D and a set of vertices A⊂V , the number of
paths of length two from A to A is at least (e(A,V )−3 f )
2
2n .
Proof. The number of paths of length two from A to A is precisely ∑u∈A d+A (u)d−A (u).
Set B = Γ+(A). Set W = {u ∈ B : 1/2d+A (u) ≤ d−A (u) ≤ 2d+A (u)}. From Lemma F.8,
we have e(A,W )≥ e(A,V )−3 f . We can lower bound the number of path of length two
from A to A by ∑B d−A (u)d+A (u) ≥ ∑W d−A (u)d+A (u) ≥ 1/2∑B d+A (u)2 ≥ 1/2n(∑ d+A (u))2 ≥
1/2n(e(A,V )−3 f )2. 
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F.1 On the value of mex(n,e,
−→C )
In this section, we study mex(n,e,
−→C ) when −→C is a directed cycle of even length.
First we will give a lower bound for mex(n,e,
−→C4), then we will give upper bounds for
mex(n,e,
−→C4) and more generally for mex(n,e,−→C2k) (under some assumptions). Finally we
will look at some lower bounds for mex(n,e,
−→C2k).
F.1.1 A lower bound for mex(n,e,
−→C4)
We now wish to show that if D obeys a certain mixing condition then it contains a
directed 4-cycle. (We do not require any separate condition on e, but we keep in mind
the case with e much larger than n3/2, a particular example being e = n1+α for some
α ∈]0.5,1].) The main result of this section is, if C1 is small enough, every C1e2/n2-
mixing oriented graph contains a directed 4-cycle. (For example when e = n1+α the
condition C1e2/n2-mixing, means C1n2α-mixing. For α ∈]0.5,1[ this is a strictly stronger
condition than C1e-mixing and strictly weaker than C1n-mixing.)
Theorem F.10 For C1 = 1/32, every (C1e2/n2)-mixing oriented graph D contains a
directed 4-cycle.
Remark F.11 i) In Section F.1.2, we give examples of oriented graph which are
(C2e2/n2)-mixing (where C2 is a large constant) and do not contain directed
4-cycles. This means that the mixing condition cannot be weakened, so Theo-
rem F.10 is best possible.
ii) In the case where e is of order n2, it is not too diﬃcult to deduce Theorem F.10
using Szemerédi’s regularity Lemma (c.f. [KSSS02] for a survey and Section F.2).
In our proof we apply the mixing condition repeatedly, receiving on each application
a new piece of information. We begin with Corollary F.12 that shows that there must
be many paths of length 2. In fact this lemma requires only that D is e/6-mixing (this
is much weaker than our mixing condition because e/6 is much larger than e2/32n2)
For each v ∈ V , we write e(2)v for the number of paths of length two starting at v,
i.e., e(2)v = e(Γ+(v),Γ++(v)).
Corollary F.12 An e/6-mixing digraph D contains at least e2/8n paths of length two,
i.e.,
∑
v∈V
e
(2)
v ≥ e2/8n
Proof of Theorem F.10. This a direct consequence of Lemma F.9. 
We now prove Theorem F.10 :
Proof. We focus our attention on the set W = {v ∈V : e(2)v ≥ e2/16n2}.
We let d+−(u,v) = |Γ+(u)∩Γ−(v)|, and similarly d++(u,v) = |Γ+(u)∩Γ+(v)|. These
joint degrees are useful for expressing quantities such as e(U,Γ+(v)) (for v ∈V and U ⊂
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V ), which can be expressed as e(U,Γ+(v)) = ∑u∈U d++(u,v). In particular we shall use
that, e(Γ++(v),Γ+(v)) = ∑u∈Γ++(v) d++(u,v) and e(Γ−−(u),Γ+(u)) = ∑v∈Γ−−(u) d++(u,v).
The idea is to note that for vertices v ∈W , the quantity e(2)v = e(Γ+(v),Γ++(v)) is
quite large, so, by the mixing condition, e(Γ++(v),Γ+(v)) is also quite large. We then
change perspective and view things from the point of view of vertices u ∈ Γ++(v). By
doing so we can prove that, using again the mixing conditions, there are arcs from
Γ+(u) to Γ−−(u).
Notice that even if we restrict ourselves to vertices in W , the number of paths of
length two starting at W is still large
∑
v∈W
e
(2)
v ≥ ∑
v∈V
e
(2)
v − ∑
v∈V\W
e
(2)
v ≥ e2/8n−ne2/16n2 ≥ e2/16n.
Now for each v ∈ W we have e(2)v = e(Γ+(v),Γ++(v)) ≥ e2/32n2. By the e2/32n2-
mixing condition, we have e(Γ++(v),Γ+(v)) ≥ e(2)v /2. In other words, for all v ∈ W ,
∑u∈Γ++(v) d++(v,u) ≥ e(2)v /2.
Hence,
∑
u
∑
v∈Γ−−(u)
d++(v,u) = ∑
v
∑
u∈Γ++(v)
d++(v,u) ≥ 1
2 ∑v∈W e
(2)
v ≥ e
2
32n .
So there exists u with ∑v∈Γ−−(u) d++(v,u) ≥ e2/32n2, i.e.,
e(Γ−−(u),Γ+(u))≥ e2/32n2.
By the mixing condition, we have e(Γ+(u),Γ−−(u)) ≥ e2/64n2. Since an arc from
Γ+(u) to Γ−−(u) gives an oriented 4-cycle and that e2/64n2 > 0 (as the empty graph is
not e2/32n2-mixing), we are done. 
Interestingly, a variant of the above method allows us to ﬁnd a large number of
4-cycles rather than just one. In fact we shall show that, for some C′1, in (C′1e2/n2)-
mixing oriented graph D, we can ﬁnd ce4/n4 4-cycles (for some constant c > 0) which
is Theorem F.13. We shall prove this with c = 1/32768 and C′1 = 1/128 (which gives a
stronger mixing condition than the one which was used in the proof of Theorem F.10).
Theorem F.13 Every (e2/128n2)-mixing oriented graph D contains at least 1/32768e4/n4
directed 4-cycles.
There are two main weaknesses to the above count. Firstly we say that the number
of 4-cycles containing u is at least e(Γ+(u),Γ−−(u)). Whereas in fact each arc wv from
Γ+(u) to Γ−−(u) gives rise to not just one 4-cycle but d+−(v,u) 4-cycles. To take this
into account we must restrict our attention to pairs v,u for which d+−(v,u) is not too
small. The second main weakness is of course that we have been ﬁnding many 4-cycles
containing a single vertex. For a better count we must consider a set of vertices U ⊂V ,
and ﬁnd many 4-cycles for each u ∈U .
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Recall that e(2)v = e(Γ+(v),Γ++(v)), and recall the set W = {v ∈V : e(2)v ≥ e2/16n2}.
Observe that the set Γ++(v) is exactly {u∈V : d+−(v,u)≥ 1}. Our proof of Theorem F.10
began by showing that for vertices v ∈W there are many arcs from Γ+(v) to Γ++(v) and
many arcs back. We now wish to restrict our attention to pairs u,v for which d+−(v,u) is
not too small. So we deﬁne, for each v∈W , the set Tv = {u∈Γ++(v) : d+−(v,u)≥ e(2)v /2n}.
We are now ready to prove Theorem F.13.
Proof of Theorem F.13. We have deﬁned for each v ∈W , a set Tv ⊂ Γ++(v), let us
observe that there are many arcs from Γ+(v) to Tv. By deﬁnition of Tv, e(Γ+(v),Γ++(v)\
Tv) < e
(2)
v /2, so that e(Γ+(v),Tv) ≥ e(2)v /2 ≥ e2/32n2. Now by the mixing condition,
e(Tv,Γ+(v))≥ e(Γ+(v),Tv)/2 ≥ e(2)v /4, for all v ∈W . Using the joint degrees, we have
∑
u∈Tv
d++(v,u) ≥ e
(2)
v
4
for all v ∈W .
It means that there are many arcs from Γ++(v) to Γ+(v). We now look from the
point of view of vertices u in Γ++(v) which are destination of many paths of length two.
Set Su = {v ∈W : u ∈ Tv}= {v ∈W : d+−(v,u) ≥ e(2)v /2n}, we have
∑
u
∑
v∈Su
d++(v,u) = ∑
v∈W
∑
u∈Tv
d++(v,u) ≥ 1
4 ∑v∈W e
(2)
v ≥ e
2
64n .
We recall that e(Su,Γ+(u)) = ∑v∈Su d++(v,u), so that we have
∑
u
e(Su,Γ+(u))≥ e
2
64n .
Now consider the subset U ⊂ V deﬁned by U = {u ∈ V : e(Su,Γ+(u)) ≥ e2/128n2}.
It represents the vertices which have many out-neighbours which also are their in-in-
neighbours, it gives many directed 4-cycles with an arc in the opposite direction. We
note that the sum of e(Su,Γ+(u)) over vertices u ∈V \U is at most e2/128n, and so,
∑
u∈U
e(Su,Γ+(u))≥ e
2
64n −
e2
128n =
e2
128n .
As each vertex u ∈U has e(Su,Γ+(u))≥ εe2/n2 we obtain from the mixing condition
that e(Γ+(u),Su)≥ e(Su,Γ+(u))/2 for each u ∈U , and so
∑
u∈U
e(Γ+(u),Su)≥ 12 ∑u∈U e(Su,Γ
+(u))≥ e
2
256n .
This last equation means that there are many arcs which can replace the arc in
the opposite direction of the previously found almost directed 4-cycles. We count how
many directed 4-cycles it gives. For a vertex u ∈U an arc wv from Γ+(u) to Su gives
rise to d+−(v,u) 4-cycles. Since v ∈ Su ⊂W , we have that d+−(v,u) ≥ e(2)v /2n ≥ e2/32n3.
For each u ∈U let C4(u) be the number of 4-cycles with u in. We have that C4(u) ≥
e(Γ+(u),Su)e2/32n3. Summing over vertices u ∈U , we obtain
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∑
u∈U
C4(u)≥ e
2
32n3 ∑u∈U e(Γ
+(u),Su)≥ e
4
8192n4 .
Since each 4-cycle in D is counted at most four times by this sum we have found at
least e4/32768n4 4-cycles. 
Remark F.14 The number of directed 4-cycles in a typical digraph (a graph in which
everything is average) is of the order e4/n4. Hence the number of directed 4-cycles given
to us by the above theorem is (up to multiplication by a constant) the largest we could
possibly hope for. In fact any (e2/128n2)-mixing oriented graph contains the
correct order of any orientation of a 4-cycle.
Theorem F.10 can be reformulated using the notation mex(n,e,
−→C4) :
Corollary F.15 For n,e ∈ N, we have
mex(n,e,
−→C4)≥ 132
e2
n2
.
Notice that during the proof, we obtained the same result for almost directed 4-
cycles a
−→C4, i.e., oriented 4-cycles with a reversed arc. Hence we have a similar theorem :
Theorem F.16 For n,e ∈ N, we have
mex(n,e,a
−→C4)≥ 132
e2
n2
.
Concerning 4-cycles consisting of two parallels paths of length two, p
−→C4, it follows
from Lemma F.9 that the condition e/2 mixing is suﬃcient as soon as e≥ 2√2n3/2. This
mixing condition is a lot weaker than the two previous ones but it needs a condition on
the number of arcs. Setting mexD:e≥m(n,e,H)= min f {∀D f-mixing, with n vertices and e edges, e≥
m : H ⊂ D}, we have :
Corollary F.17 For n,e ∈ N, we have
mexD:e≥2√2n2(n,e, p
−→C4)≥ e/2.
Concerning the last type of 4-cycles s
−→C4, a condition on the number of arcs is
suﬃcient ; in fact almost the same condition as for 4-cycles in undirected graphs will
be suﬃcient.
Lemma F.18 The number of 2-stars (two arcs outgoing the same vertex) in a digraph
is at least e2/n2.
This lemma is a direct application of Cauchy-Schwartz inequality. It then follows a
corollary.
Corollary F.19 A digraph with more than n3/2 arcs contains a 4-cycle s
−→C4 made of
two 2-stars.
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F.1.2 Upper bounds for some mex(n,e,
−→C2k)
In the previous section we proved that every C1e2/n2-mixing oriented graph contains
a 4-cycle (and in fact many). It is natural to ask whether this result would fail if C1
was replaced by a large constant C2. We give a class of examples of oriented graphs
which are C2e2/n2-mixing but which do not contain 4-cycles. Our class of examples
is comprehensive in the following sense : for a ﬁxed large constant C2, and for any
pair of natural numbers n and e, with e ≥ 100n3/2, there is an oriented graph D with
approximately n vertices and approximately e arcs which is C2e2/n2-mixing but does
not contain a directed 4-cycle.
F.1.3 Simple graphs with no 4-cycles
In constructing our examples we begin with a simple (undirected) graph G which
has many edges but does not contain a 4-cycle. Let q be a prime power. The Erdős-
Rényi graph G [ERS64] has V (G) being the set of points of the ﬁnite projective plane
PG(2,q) over the ﬁeld of order q (so that n = q2 + q+ 1), and an edge between (x,y,z)
and (x′,y′,z′) if and only if xx′+ yy′+ zz′ = 0. In fact this implies e(G) = 12q(q+ 1)
2 and
this graph does not contain a 4-cycle. So for all n of the form q2 + q + 1 (where q is a
prime power) there is a graph G on n vertices with at least 12n
3/2 edges which does not
contain a 4-cycle. We would like a result which holds for all n. We recall that Bertrand’s
postulate states that for all k ≥ 2 there is a prime between k and 2k, combining this
with the above example one may deduce that,
Lemma F.20 Given n ≥ 2, there exists a (simple) graph G on n vertices with at least
1
20n
3/2 edges which does not contain a 4-cycle.
F.1.3.1 First examples
Let m ∈N and let G be a 4-cycle free graph on m vertices with at least 120m3/2 edges.
For L the constant of Lemma F.7, by that lemma there exists an oriented graph D
obtained by orienting the edges of G which is Lm-mixing.
Setting n = m and e = e(D) = e(G), we have that D is our ﬁrst example. For D is
Lm-mixing and since e2/n2 ≥ m3/400m2 = m/400 it follows that D is 400Le2/n2-mixing,
and since G does not contain a 4-cycle, certainly D cannot contain any directed 4-cycle.
This example in itself does show that Theorem F.10 is best possible. It shows that
the statement would fail if we set C1 = 400L. However this example itself does not show
that e2/n2 is the best expression we could have in the statement of the theorem. To
show this we must give a class of examples of C2e2/n2-mixing oriented graphs which do
not contain 4-cycles. These examples are obtained as blow ups of the ﬁrst examples.
F.1.3.2 Blow-ups
An oriented graph D obeys a strong mixing condition, i.e., is f -mixing for a small
value of f , if it contains no large biased subgraphs. We show in this section that a
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mixing condition on an oriented graph D′ carries over, in a weakened form, to a blow
up D of D′. A blow up of an oriented graph D′ is deﬁned as follows.
Definition F.21 Let D′ be an oriented graph on {1, ...,m} and let l ∈ N. The l-blow
up of D′ is the oriented graph D with vertex set V = V1 ∪ ...∪Vm, where the sets Vi
are disjoint and each of cardinality l, and with arc set E(D) = ∪i j∈E(D′)B(Vi,Vj), where
B(Vi,Vj) represents the complete bipartite oriented graph on Vi∪Vj with all arcs going
from Vi to Vj.
The key result we need about blow ups is the following :
Lemma F.22 Let D′ be a ( f ,0.9)-mixing oriented graph and let D be an l-blow up of
D′, then D is 16 f l2-mixing.
What must we prove ? We must prove that for any pair A,B⊂V with e(A,B)≥ 16 f l2
that e(B,A) ≥ e(A,B)/2. We suppose for contradiction that there are subsets A,B ⊂ V
with e(A,B)≥ 16 f l2 and e(B,A) < e(A,B)/2.
We use this irregularity between A and B, this bias in the direction from A to B, to
ﬁnd subsets I,J ⊂{1, ...,m} such that in D′ we have eD′(I,J)≥ f and eD′(J, I)≤ 0.9e(I,J),
which contradicts the mixing property of D′.
This is easy in the case where A and B are both unions of cells of the blow up, in
this case we may write A = ∪IVi and B = ∪JVj. We now have,
e(I,J) = e(A,B)l2 ≥
16 f l2
l2 = 16 f ≥ f ,
while,
e(J, I) =
e(B,A)
l2 ≤
e(B,A)
2l2 =
e(I,J)
2
,
which is a contraction of the fact that D′ is ( f ,0.9)-mixing.
For the general case A and B may not be unions of cells of the blow up, to deal with
this case we use the bias in the orientation between A and B to ﬁnd sets A′′,B′′ ⊂ V
which are unions of cells of the blow and for which there is still a biased orientation
between A′′ and B′′.
Proofof Lemma F.22.
Suppose D is not 16 f l2-mixing, then there exist subsets A,B⊂V such that e(A,B)≥
16 f l2 and e(B,A)≤ e(A,B)/2. There is a relative deﬁciency in the number of arcs from
B to A. We shall focus on the points x ∈ A which receive many fewer arcs from B than
they send to B. We deﬁne A′ = {x ∈ A : e({x},B) ≥ 23e(B,{x})}. Note that e(B,A\A′) ≥
2
3e(A\A′,B) so that,
e(A,B)≥ 2e(B,A)≥ 2e(B,A\A′)≥ 4
3
e(A\A′,B)
so we deduce that e(A\A′,B)≤ 34e(A,B) and so e(A′,B)≥ e(A,B)/4 ≥ 4 f l2.
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For each x∈A′ we have e({x},B)≥ 23e(B,{x}). Let I = {i :Vi∩A′ 6= φ}, now if i∈ I then
there exists x∈A′∩Vi, now for any y∈Vi we know that y has exactly the same neighbours
as x and so e({y},B)≥ 23e(B,{y}). Deﬁning A′′ = ∪IVi, we have e(A′′,B)≥ e(A′,B)≥ 4 f l2
and e(B,A′′)≤ 23e(A′′,B).
We now begin a similar procedure to ﬁnd B′′. Let B′ = {y∈B : e(A′′,{y})> 109 e({y},A′′),
this implies that e(B\B′,A′′)≥ 910 e(A′′,B\B′) so that,
e(A′′,B)≥ 3
2
e(B,A′′)≥ 3
2
e(B\B′,A′′)≥ 27
20e(A
′′,B\B′)
so we deduce that e(A′′,B\B′)≤ 2027e(A′′,B) and so e(A′′,B′)≥ 727e(A′′,B)≥ 14e(A′′,B)≥ f l2.
Let J = { j : Vj ∩B′ 6= φ}, and set B′′ = ∪JVj. With a similar argument to that given
previously we obtain that e(A′′,B′′)≥ e(A′′,B′)≥ f l2 and e(B′′,A′′) < 910e(A′′,B′′)
This tells us that in D′ we have e(I,J) ≥ f l2/l2 = f , while e(J, I) = e(B′′,A′′)/l2 <
9e(A′′,B′′)/10l2 = 9e(I,J)/10. This contradicts the fact that D′ is ( f ,0.9)-mixing. And
so we have completed our proof that D is 16 f l2-mixing. 
F.1.3.3 The Class of examples
Let L equal the constant L0.9 of Lemma F.7 and let C2 = 6400L. Fix natural numbers
m and l. Let G be a 4-cycle free graph on m vertices with at least m3/2/20 edges. By
Lemma F.7 there exists an oriented graph D′ obtained by orienting the edges of G which
is (Lm,0.9)-mixing.
Properties of D’ :
(i) |D′|= m,
(ii) e(D′)≥ m3/2/20,
(iii) D′ is (Lm,0.9)-mixing,
(iv) D′ does not contain a 4-cycle.
We now deﬁne D to be an l-blow up of D′, we note that D has the following pro-
perties :
Properties of D :
(i) |D|= ml,
(ii) e(D)≥ m3/2l2/20,
(iii) D is 16Ll2m-mixing (for a proof, apply Lemma F.22),
(iv) By inspection D does not contain a directed 4-cycle.
We also have
C2e(D)2
|D|2 ≥
C2(m3/2l2/20)2
(ml)2 =
C2l2m
400
= 16Ll2m,
so that D is C2e(D)2/|D|2-mixing.
Hence for each m, l we obtain an oriented graph D which is C2e2/n2-mixing but
does not contain a 4-cycle. Furthermore this class of examples is general in the sense
that if we ﬁx e0 and n0, with e0 ≥ 100n3/20 , then we may ﬁnd an example D with
approximately e0 arcs and approximately n0 vertices with D being free of 4-cycles while
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being C2e2/n2-mixing, we may do this simply by choosing m to be an integer close to
n40/400e20, choosing a 4-cycle free graph G with close to m3/2/20 edges and choosing l to
be close to 400e20/n30.
Corollary F.23 There exists some C2 such that, for n,e ∈N, we have
mex(n,e,
−→C4)≤C2 max
(
e2
n2
,n
)
.
Proof. When e > 100n3/2/20, the example described above are C2 e
2
n2
-mixing. When
e < 100n3/2, they are C2n-mixing. 
It gives the same result for almost directed 4-cycles :
Corollary F.24 There exists some C2 such that, for n,e ∈N, we have
mex(n,e,a
−→C4)≤C2 max
(
e2
n2
,n
)
.
Considering now p
−→C4, the previous example is of no interest. Indeed, as soon as we
do the blow up, there are plenty of p
−→C4. However, the previous example is interesting
before the blow up since it shows that the condition on the number of arcs can not
be dropped. Indeed, the oriented graph D′, before the blow-up, is Ln-mixing (which is
strictly stronger than e/2-mixing), it has n vertices, 120 n
3/2 arcs and does not contain
any p
−→C4.
The following lemma gives upper bounds :
Lemma F.25 There exists a constant C′2 such that, for n,e ∈ N, we have
when e≤ n2/2, mex(n,e,a−→C4)≤ e+ 1,
when e≤ n3/2/20, mex(n,e,a−→C4)≤C′2n.
Proof. The only point which remains to prove is the ﬁrst one.
Consider the complete bipartite graph on vertex set V = V1∪V2 with V1 and V2 of
size n/2 and with all arcs going from V1 to V2. This oriented graph has no a
−→C4. Finally
notice that all oriented graph are (e+ 1)-mixing. 
At this point we have determined, up to a multiplicative constant, the value of
mex(n,e,H) when H is any orientation of C4. The next step is now to determine it when
H is a longer cycle. Notice that all cycles of odd length and more general orientation
of non bipartite graphs will be treated in Section F.2.
F.1.4 Bounds for mex(n,e,
−→C2k)
To ﬁnd a lower bound for mex(n,e,
−→C4), we strongly used the densest C4-free graph.
Hence to generalise this result we need dense C2k-free graphs.
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Hypothesis F.26 For k ∈ N , there exist C2k-free graphs on n vertices with cn1+1/k
edges for some constant c.
Due to a result of A. Bondy and M. Simonovits [BS74], this hypothesis is best
possible. They prove the following theorem, which is usualy called the even circuit
theorem :
Theorem F.27 ex(n,C2k) = O(n1+1/k)
But when do we know that this hypothesis really hold ?
It was conjectured by P. Erdös and M. Simonovits [ES82] that ex(v,C2k)= 1/2v1+1/k +
o(v1+1/k).
As mentioned before this conjecture is true for k = 2, it has also been proved in
[NV06] for k = 3 and disproved for k = 5 by a construction presented in [LUW95] even
if it is not mentioned in this paper. Still, for k = 5 our hypothsesis is valid for c≈ 0.58.
For bigger values of k, less is known. The best lower bound is due to F. Lazebnik, V.A.
Ustimenko and A.J. Woldar [LUW95] and is cn1+2/(3k), for some c.
We can notice that when all the graphs of even length less than 2k are forbidden,
the previous lower bound is still valid and a better upper bound has been proved in
[LV05], namely 1/2n1+1/k + 2k2 n. This result is asymptotically tight for k ∈ {2,3,5}.
Under Hypothesis F.26, Lemma F.22 implies :
Corollary F.28 Under Hypothesis F.26, let D′ be an (Lm,0.9)-mixing −→C2k-free oriented
graphs on m vertices with cn1+1/k edges and let l in N and let D be a blow up of D′ where
each vertex is replaced by l vertices. There is a constant C independent of l such that
D is C(ek/n2)1/(k−1)-mixing.
From this lemma we can deduce an upper bound on mex(n,e,
−→C2k).
Corollary F.29 Under Hypothesis F.26, there is some constant C2 such that mex(n,e,
−→C2k)≤
C2 max((ek/n2)1/(k−1),n).
It remains now to adapt Theorem F.13 to prove a lower bound. We do it for the
directed 6-cycle.
Theorem F.30 i) There exists C1 > 0 such that every (C1e2/n2)-mixing oriented
graph D contains a directed 6-cycle.
ii) There exists C′1 > 0 such that every (C′1e2/ log(n)n2)-mixing oriented graph D
contains at least ce6/n6 log(n) of them (for some constant c > 0).
Proof. We do not track the constant during the proof, instead we use a constant C
which evolves during the proof. We focus our attention on the set of vertices W ′ = {v ∈
V : d(v)≥ e16n} (d(v) is the total degree, i.e., d+(v)+d−(v)) and on the set W = {v ∈W ′ :
d(v)≥ e16n and e
(2)
v ≥ e216n2 }.
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The number of arcs incident to W ′ is still large
∑
v∈W ′
d(v)≥ 15e
16 .
Hence, by Lemma F.9, there are many paths of length two from W ′ to W ′, namely
∑
v∈W ′
e(2)(W ′,W ′)≥ 15
16e −
3C1e2
n2
≥ 15
2e2
2 ·172 ·n .
It implies that the number of paths of length two starting at W and ending in W ′
is large
∑
v∈W
e
(2)
v (W,W ′)≥ ∑
v∈W ′
e(2)(W ′,W ′)− ne
2
16n2 ≥
e2
3n .
We recall that d+−(v,u) = |Γ+(v)∩Γ−(u)|, and d++(v,u) = |Γ+(v)∩Γ+(u)|. Using
the joint degrees, e(U,Γ+(v)) (for v ∈ V and U ⊂ V ), which becomes e(U,Γ+(v)) =
∑u∈U d++(v,u). We shall also use that e(Γ++(v),Γ+(v)) = ∑u∈Γ++(v) d++(v,u).
For vertices v ∈W , the quantity e(2)(v) = e(Γ+(v),Γ++(v)) is, by deﬁnition, larger
than e
2
16n2 . By the mixing condition, for each v ∈W , we have e(Γ++(v),Γ+(v))≥
e(2)(v)
2 .
If we consider the set A = Γ+(v) and apply Lemma F.8, we get that most of the arcs
are incident to a vertex u with 1/2d++(v,u) ≤ d+−(v,u) ≤ 2d++(v,u). We call Tv = {u ∈
Γ++(v) : 1/2d+−(v,u) ≤ d++(v,u) ≤ 2d+−(v,u)}.
We have, for all v ∈W ,
∑
u∈Tv
d++(v,u) ≥ ∑
u∈Γ++(v)
d++(v,u)− 3C1e
2
n2
≥ e(Γ++(v),Γ+(v))− 3C1e
2
n2
≥ e
(2)(v)
2
− 3C1e
2
n2
≥ e
(2)(v)
3 .
Until now, the proof concerned both point i) and point ii). From now on, we concen-
trate ourself on point i).
To ﬁnd 6-cycles, we want to ﬁnd paths of length two from Tv to Tv.
To apply Lemma F.9, we want to estimate e(Tv,V ). We have e(Tv,V )≥∑u∈Tv d+(u)≥
∑u∈Tv d+ +(u,v)≥ e
(2)(v)
3 . Hence by Lemma F.9 :
e(2)(Tv,Tv)≥
( e
(2)(v)
3 − 3C1e
2
n2
)2
2n
≥ (e
(2)(v))2
32n
≥ e
4
32 ·162 ·n5 .
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We are only interested in the vertices of Tv which are the end of at least one path
of length two from Tv, we note them T ′v . As the vertices of Tv \T ′v receive no path of
length two from Tv, in particular they receive none from T ′v . Hence by lemma F.9,
e(T ′v ,V )≤ 3C1e
2
n2
.
Now we change of point of view and we look at the following sum :
∑
u
∑
v:u∈T ′v
d++(v,u) = ∑
v∈W
∑
u∈T ′v
d++(v,u) ≥ ∑
v∈W
(
∑
u∈Tv
d++(v,u)− 3C1e
2
n2
)
≥ ∑
v∈W
(
e(2)(v)
3 −
3C1e2
n2
)
≥ e
2
12n
.
There is some u for which ∑v:u∈T ′v d++(v,u) ≥ e
2
18n2 . For this u, it means there are
many arcs from {v : u ∈ T ′v} to Γ+(u), hence by the mixing condition, there is at least
an arc from Γ+(u) to a vertex v for which u ∈ T ′v . As u ∈ T ′v , there is a vertex w ∈ Tv with
a path of length two from w to u and, as w ∈ Tv, there is a path of length two from v to
w. This a 6-cycle going through u,v and w.
To ﬁnd this 6-cycle, we only used the condition C1e
2
n2
-mixing. To prove the existence
of many 6-cycles, we use a stronger condition, namely C
′
1e
2
log(n)n2 -mixing.
When, during the proof of point i), we were considering the path of length two
from Tv to itself, we discarded vertices of Tv which received none. In fact, the number of
6-cycles each path from Tv to itself gives will depend on the indegree and the outdegree
of the start and end vertices. Hence to settle this problem, we divide Tv in subsets
T iv = {u ∈ Tv : n/2i < d+−(v,u) ≤ n/2i−1} for 1 ≤ i ≤ log(n).
We write e(2)v (i) for e(Γ+(v),T iv ) and Iv for {i : e(2)v (i) ≥ e(2)v /20log(n)}. For i ∈ Iv we
have :
e
(2)
v (i) = e(Γ+(v),T iv )≥
e
(2)
v
20log(n)
≥ C
′
1e
2
n2
log(n).
Hence, by the strong mixing condition of point ii), there are many arcs back which,
by Lemma F.9 gives
e(2)(T iv ,T
i
v )≥
(e(T iv ,V )−3 C
′
1e
2
log(n)n2 )
2
2n
≥
(e|T iv |/16n−3 C
′
1e
2
log(n)n2 )
2
2n
≥ |T
i
v |2e2
2 ·172 ·n3 .
We set U iv for the vertices u which are destination of many paths of length two
from |T iv |, i.e., U iv = {u ∈ T iv : e(2)(T iv ,u) ≥ C|T
i
v |·e2
100n3 }. There are at most
(C|T iv |·e)2
100n3 paths of
length two that are not considered, hence |U iv| ≥ 9/10|T iv | (otherwise it would contradict
Lemma F.9).
As all vertices of T iv have almost the same degree, there are at least 2e
(2)
v (i)/5 arcs
from Γ+(v) to U iv. Hence, by the mixing condition, there are at least e
(2)
v (i)/5 arcs from
U iv to Γ+(v).
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Given i = 1, ..., l we write g(i) for the sum ∑v∈W ∑u∈U iv d++(v,u). We have
∑
i
g(i) ≥∑
i
1
5 ∑v∈W e
(2)
v (i)≥ Ce
2
n
and
∑
i∈I
g(i)≥ Ce
2
2n
.
Given i in I, ∑u ∑v:u∈U iv d++(v,u) = ∑v∈W ∑u∈U iv d++(v,u) = g(i) ≥
10C′1e2
n log(n) . For each u
with ∑v:u∈U iv d++(v,u) at least
C′1e2
n2 log(n) , we have many arcs from {v : u ∈U iv} to Γ+(u)
hence many arcs from Γ+(u) to {v : u ∈U iv}.
Each arc gives many 6-cycles. Indeed, recall that u is the end of at least C|T
i
v |·e2
100n3
path of lengths two and for each of these paths, the starting vertex w has joint degree
d+−(v,w)≥ e(Γ+(v),T iv )2|T iv | ≥
e2
(20·16·n2 log(n)) .
Hence, each arc from Γ+(u) to {v : u ∈U iv} gives at least Ce
4
n5 log(n) 6-cycles. The sum
(over u with ∑v:u∈U iv d++(v,u) at least
C′1e2
n2 log(n)) of the number of arcs Γ
+(u) to {v : u∈U iv}
is at least Cg(i) which gives Ce
4g(i)
n5 log(n) 6-cycles. We can do the same thing for each i ∈ I
which in total gives Ce
6
n6 log(n) 6-cycles. Notice that we counted a 6-cycle at most six times.

Corollary F.31 There exist a constant C1 such that mex(n,e,
−→C6)≥ C1e2n2 .
F.2 On the value of mex(n,e,H) in dense digraphs
In the previous section we gave results on the value of mex for cycles of even length.
We did it in a general setting and no assumptions on the underlying graph were taken.
However, to consider more complicated types of patterns, i.e., more complicated digraph
H ∈H , a possibility is to take more hypothesis on the underlying graph. In this section
we consider the case when the underlying graph issuﬃciently dense, i.e., it has more
than βn2 edges, for some β. Theorem F.33 says that the weakest mixing condition (linear
in e) is suﬃcient to force such an oriented graph to have H as subgraph. However, when
H is non bipartite, it is essential to have D suﬃciently dense. Indeed in Proposition
F.32, we show that there exist digraphs with n2/4 edges satisfying the strongest mixing
condition we can hope for regular graph (linear in n) which contains no non bipartite
oriented graphs.
Proposition F.32 Let H be a non bipartite oriented graph on h vertices with chromatic
index k, for all n, for the constant L of Lemma F.7, there exist oriented graphs D with
(1−1/(k−1))n2/2 arcs which are Ln-mixing and do not contain any copy of H.
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Proof. Just consider a the Turan’s graph Tk−1 oriented at random. Lemma F.7 says it
is Ln-mixing for some constant L. 
Theorem F.33 For every h, every oriented graph H on h vertices, for every γ ∈]0,1[,
there exist ε > 0, 0 < β < 12 , and an integer N such that every digraph D on n ≥ N
vertices, with βn2 arcs which is (εe,γ)-mixing contains H as a subgraph. When H is
bipartite, β can be chosen if n is large enough.
Corollary F.34 Given an oriented graph H on h vertices, there exist ε > 0, 0 < β < 12 ,
and an integer N such that
mexD:e≥βn2(n,e,H) ≥ εe.
Lemma F.35 Given an oriented graph H on h vertices which contains a directed path
of length two,
mexD:e≤n2/4(n,e,H)≤ e+ 1.
Proof. This lemma is proved by the same oriented graph as the one which proved
Lemma F.25.
Consider the complete bipartite graph on vertex set V = V1 ∪V2 with V1 and V2 of
size n/2 and with all arcs going from V1 to V2. This oriented graph is H-free and is
e+ 1-mixing. 
The proof of Theorem F.33 is based on the use of Szemerédi Lemma so we ﬁrst
state it with the deﬁnitions we need.
Definition F.36 Let U and W be disjoint subsets of the vertices of some graph. The
number of edges between U and W (without taking into account orientation) is denoted
by e(U,W ). The density of the pair U,W is d(U,W ) = e(U,W)|U ||W | .
Definition F.37 Let 0 < σ < 1. The pair (U,W ) is σ-uniform if, for all U ′ ⊂U and
W ′ ⊂W with |U ′|> σ|U | and |W ′|> σ|W | we have |d(U ′,W ′)−d(U,W )|< σ.
A simple consequence of σ-uniformity is that the bipartite subgraph must be roughly
regular.
Lemma F.38 Let (U,W ) be σ-uniform and let d(U,W ) = d. Then |{u∈U : |Γ(u)∩W |>
(d−σ)|W |}| ≥ (1−σ)|U | and |{u ∈U : |Γ(u)∩W |< (d + σ)|W |}| ≥ (1−σ)|U |
Definition F.39 An equipartition of V (G) into m parts is a partition V1, . . . ,Vm such
that ⌊ n
m
⌋ ≤ |Vi| ≤ ⌈ nm⌉, for 1 ≤ i ≤ m, where n = |V (G)|. The partition is σ-uniform if
(Vi,Vj) is σ-uniform for all but σ
(
m
2
)
pairs 1≤ i < j ≤ m.
Lemma F.40 ([Sze75]) Let 0<σ < 1 and let l be a natural number. Then there exists
L = L(l,σ) such that every graph has a σ-uniform equipartition into m parts for some
l ≤ m ≤ L.
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Lemma F.41 Let H be an oriented graph on h vertices and γ ∈]0,1[. Let D a digraph,
with e arcs, containing disjoint vertex sets V1, . . . ,Vh of size u or u + 1 such that for
each (vi,v j) ∈ E(H), (Vi,Vj) is σ-uniform, d(Vi,Vj) ≥ η and suppose that D(Vi ∪Vj) is
(εe,γ)-mixing where ε = σ(η/(1+1/γ)−σ)h2 . Furthermore we suppose (η/(1+1/γ))
h ≥ (h+1)σ,
σ/η ≤ 1 and σu≥ 1. Then D contains a subgraph isomorphic to H.
Proof. We call the vertices of H {v1, . . . ,vh}.
We prove this statement by induction, we claim that the following property holds
for 0 ≤ l ≤ h :
P (l) : x1, . . . ,xl can be chosen so that xi ∈Vi and, for l < j ≤ h there is a set X lj ⊂Vj
of candidates for x j at stage l, meaning that xiy j ∈ E(D) for every y j ∈ X lj and every
xi ∈ N( j, l) = {xi : 1 ≤ i≤ l and viv j ∈ E(H)}. Moreover |X lj| ≥ (η/(1+ 1/γ)−σ)N( j,l)u.
P (0) clearly holds, just take X0j = Vj.
Suppose P (l) true, we want to prove P (l + 1).
T + represents the set of indices j, for which we have an outgoing arcs vl+1v j and so
we will have to be careful to have arcs from the vertex xl+1 we will select to the vertices
of the set X l+1j . Yj is the set of vertices of X ll+1 which does not have enough arcs to X
l
j
and hence that are not good candidates for xl+1.
For each t ∈ T + = { j > l +1 : vl+1v j ∈ E(H)}, let Yt = {y∈ X ll+1 : |Γ+(y)∩X lt | ≤ (η/(1+
1/γ)−σ)|X lt |}.
T− is the pendent of T + for ingoing arcs.
For each t ∈ T− = { j > l +1 : v jvl+1 ∈ E(H)}, let Yt = {y∈ X ll+1 : |Γ−(y)∩X lt | ≤ (η/(1+
1/γ)−σ)|X lt |}.
By P (l) and the hypothesis, we have : |X lt | ≥ (η/(1+1/γ)−σ)N( j,l)u≥ (η/(1+1/γ)−
σ)hu≥ σu.
It follows from Deﬁnition F.37 and the (εe,γ)-mixing condition that for all t ∈
T +∪T−, |Y t | ≤ σu.
Indeed, for t ∈ T + :
– if e(Yt ,X lt ) < εe, (η/(1+ 1/γ)−σ)|X lt ||Yt |< εe so |Yt |< εe(η/(1+1/γ)−σ)u ≤ σu.
– if e(Yt ,X lt ) ≥ εe then by the mixing condition, e(X lt ,Yt) ≥ γe(Yt ,X lt ). If e(Yt ,X lt ) ≥
εe, then e(Yt ,X lt ) ≥ γe(X lt ,Yt), and if e(Yt ,X lt ) ≤ εe, then e(Yt ,X lt ) ≥ e(X lt ,Yt) which
also gives e(Yt ,X lt )≥ γe(X lt ,Yt). So e(X lt ,Yt) = e(X lt ,Yt)+ e(X lt ,Yt)≤ (1+1/γ)(η/(1+
1/γ)−σ)|X lt ||Yt |, hence, d(X lt ,Yt) ≤ (1+ 1/γ)(η/(1+ 1/γ)−σ) ≤ (η−σ) and so by
Deﬁnition F.37, |Yt | ≤ σu
We have the same result for t ∈ T−.
Therefore |X ll+1 \ (∪t∈T−∪T +Y t)| ≥ (η/(1+ 1/γ)−σ)N(l+1,l)u−|T−∪T +|σu ≥ ((η/(1+
1/γ))N(l+1,l) −hσ)u≥ σu≥ 1. So we can select xl+1 ∈ X ll+1 \ (∪t∈T−∪T+Y t).
It is now suﬃcient to take X l+1t = X lt ∩Γ(xl+1) for t ∈ T− ∪ T + and X l+1t = X lt for
t /∈ T−∪T+ to obtain that P (l + 1) is true.
The above shows that the claim holds for all l,0 ≤ l ≤ h so x1, . . . ,xh can be found
as desired. 
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Proof of Theorem F.33. We consider an oriented graph H on h vertices, γ∈]0,1[ and
a digraph D on n vertices with e = βn2 (β to be ﬁxed later) arcs which is (εe,γ)-mixing.
We set l suﬃciently big such that a graph G on l vertices with ex(H , l) edges contains
H.
We now apply Szemerédi regularity Lemma to D for l and some σ. We obtain a
σ-uniform equipartition of V (G) into m parts with l ≤ m ≤ L : V1, . . . ,Vm. We require β
to satisfy :
βn2 ≥ ηn2/2+ ex(m,L)(n/m)2
. When H is non bipartite, it gives a lower bound on β, when H is bipartite, we can
choose β as small as we want as long as η is also choosen small (it just implies n to be
big enough).
From this partition we construct a graph G, each part Vi of the partition of D
is represented by a vertex vi in G and two vertices of G are linked together if the
corresponding parts have a density of at least η in between them (i.e. (vi,v j) ∈ E(G) iﬀ
d(Vi,Vj)≥ η) for some 0 < η < 1 which satisﬁes the hypothesis of Lemma F.41. As long
as η is not too big, there is some β that ensures us that e(G)≥ ex(m,H). Consequently
we get a copy of H in G, wlog it uses the vertices v1, . . . ,vh.
Lemma F.41 with appropriate values of ε, η and σ gives the result. 
A result from N. Alon and A. Shapira [AS04] says that if we have an oriented graph
such that we have to remove εn2 arcs before it becomes H-free, then it has many copies
of H, the exact statement of the theorem is the following :
Theorem F.42 ([AS04]) For every fixed ε and h, there is a constant c(ε,h) with the
following property : for every fixed digraph H of size h, and for every digraph D of a
large enough size n, from which we need to delete εn2 arcs to make it H-free, D contains
at least c(ε,h)nh copies of H.
From this theorem and Theorem F.33, we may deduce the following Corollary :
Corollary F.43 For every h, every oriented graph H on h vertices, there exist ε > 0,
0 < β < 12 , c(ε,h,β) and an integer N such that every digraph D on n≥ N vertices, with
more than βn2 arcs which is εe-mixing contains c(ε,h)nh copies of H.
Proof. Let h be an integer and H an oriented graph on h vertices, Theorem F.33
gives ε, β and N such that every digraph D on n ≥ N vertices, with βn2 arcs which is
(εe,0.4)-mixing contains H as a subgraph.
Setting ε′ = εβ/10, every digraph D on n ≥ N vertices, with (β+ ε′)n2 arcs which is
(εe,0.5)-mixing contains H as a subgraph. On top of this, if we delete ε′n2 arcs, it still
contains H as a subgraph. Indeed it has more than βn2 arcs, and we can check it is
(εe,0.4)-mixing. Hence we can apply Theorem F.42 which says that it contains c(ε′,h)nh
copies of H.
Notice that if β+ ε′ ≥ 1/2, we can take ε′ smaller to go bellow 1/2. 
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This corollary says that given h, there exist ε > 0, 0 < β < 12 , c(ε,h,β) and an integer
N such that every digraph D on n≥N vertices, with βn2 arcs which is εe-mixing contains
the correct order of any orientation of any graph on h vertices.
F.3 maxABD
Lemma F.7 says that, if C is a large constant, randomly oriented graphs are Cn-
mixing with high probability. It is now natural to wonder what is the strongest mixing
condition we can ask for. In general it seems really hard to determine how much an
oriented graph is mixing, however, the presence of sets of vertices A and B with arcs
from A to B and none from B to A (e(A,B) > 0 and e(B,A) = 0) is a natural obstruction
for an oriented graph to be highly mixing and is simpler to analyse. We deﬁne more
precisely this problem in next section together with a complexity result. In Section
F.3.2 we give lower bounds for this number of arcs.
F.3.1 Definition and complexity result
To better understand how mixing we can ask for a digraph to be, we ask the following
general question :
Given an oriented graph D, what is the maximum of arcs we can have from a set to
an other with no arcs backward, i.e., what is :
AB
max
D
= max
{A,B:e(B,A)=0}
(e(A,B))?
In fact this question can be asked for digraphs in general and not only for oriented
graphs, i.e., we can ask this question when multiple arcs and 2-cycles are allowed. In
this case, we have the following complexity result :
Theorem F.44 Given a digraph, potentially with 2-cycles, computing maxABD is NP-
hard and hard to approximate within a factor n1/2−ε for any ε > 0 unless P = NP.
Proof. We prove this theorem by reducing the stable set problem to our problem. Recall
that the stable set problem consists in ﬁnding a set as large as possible of independent
vertices in a graph.
Given a graph G = (V,E), we construct a bipartite digraph as follow :
– It has vertex set V1×V2 = V ×V .
– Given an arc vw of G, we put a 2-circuit between the two vertices v ∈ V1 and
w ∈V2.
– Given v ∈V , we put an arc from v ∈V1 to v ∈V2.
It is now easy to see that a solution to maxABD , i.e., two sets A and B with e(A,B) =
maxABD and e(B,A) = 0, gives a solution to the stable set problem. Indeed each arc from
A to B corresponds to a vertex and all the corresponding vertices form a stable set since
otherwise there would be a 2-circuit with one end vertex in A and the other one in B.
This stable set has to be maximal otherwise we could increase maxABD .
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It follows from a result of J. Håstad in [Hås99] that maxABD is NP-hard and hard to
approximate within a factor n1/2−ε for any ε > 0 unless P = NP. 
F.3.2 Lower bounds on maxABD
In a digraph, maxABD can be equal to zero if all arcs are included in a 2-cycle, but
this is strongly due to the presence of 2-cycles. What happens when the digraph has no
2-cycles ? We prove that for d-regular oriented graphs (oriented graph such that for
all vertices v∈V we have d−(v) = d+(v) = d), maxABD is at least linear in n. In particular,
this means that d-regular oriented graphs cannot be εn-mixing for small ε. To prove it,
we construct two sets A and B with many arcs from A to B and none from B to A. We
do this using a greedy algorithm.
In fact we just need to construct A since B can be chosen to maximize e(A,B) while
keeping e(B,A) = 0, i.e., given A, we take B(A) = {v : e({v},A) = 0}.
1: Let v ∈V , set A = {v} and B = Γ+(v).
2: For all u ∈V \A evaluate the function :
f (u) = ∑v∈A
(
1uv∈E + 1vu∈E + |Γ+(v)∩Γ−(u)|+ |Γ+(u)∩Γ−(v)|
)
.
3: while there is a vertex u with f (u) < d+(u) do
4: Add to A the vertex v which maximizes d+(v)− f (v).
5: Update B : B = B(A).
6: Update f (u) for all u ∈V \A.
7: end while
8: return A and B.
Using this algorithm on d-regular oriented graphs, one can prove :
Lemma F.45 Let D be a d-regular oriented graph, we can construct subsets A,B ⊂ V
with e(A,B) ≥ n(d+1)4d+6 − d − 1 and e(B,A) = 0 in polynomial time. In particular D is
emphatically not n(d+1)4d+6 −d−1-mixing.
Proof. Using the previous algorithm, we deﬁne a sequence of pairs of subsets At ,Bt ⊂V ,
with the property that e(Bt ,At) = 0 for all t. We attempt to do this while increasing the
value of e(At ,Bt) so that for some value of t we have e(At ,Bt)≥ n(d+1)4d+6 −d−1.
At is deﬁned inductively adding one vertex at each step so that |At |= t.
First choose any x1 ∈V , set A1 = {x1} and B1 = B(A1).
We now look for a suitable candidate y to join At = {x1, ...,xt}, it is unhelpful if y is
joined to A (in either direction) or if there are many paths of length two between them
(in either direction). It is why we deﬁne the function ft : V \At → N by
ft(y) =
t
∑
i=1
(
1yxi∈E + 1xiy∈E + |Γ+(xi)∩Γ−(y)|+ |Γ+(y)∩Γ−(xi)|
)
.
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Counting arcs involving At and using regularity we have that, ∑y6∈At ft(y)≤ t(2d2 +2d),
so that there exists y with ft(y)≤
⌊
2td(d+1)
n−t
⌋
. Hence the xt+1 chosen by the algorithm is
such that ft(xt+1)≤
⌊
2td(d+1)
n−t
⌋
. We now let At+1 = {x1, ...,xt+1} and Bt+1 = B(At+1)
We wish to calculate e(At+1,Bt+1).
It is clear that by adding xt+1 to At , we add d outgoing arcs but some of the added
arcs do not count, how many ? Precisely ∑ti=1
(
1xt+1xi∈E + |Γ+(xt+1)∩Γ−(xi)
)
.
Furthermore, we have Bt+1 ⊂ Bt , hence some arcs that we were counting before
do not count anymore, how many arcs do we have to remove ? There are exactly
∑ti=1
(
1xixt+1∈E + |Γ+(xi)∩ Γ−(xt+1)|)
)
arcs we were counting before that we can not
count anymore.
In total it gives e(At+1,Bt+1) = e(At ,Bt)+d− ft(xt+1)≥ e(At ,Bt)+d−
⌊
2td(d+1)
n−t
⌋
and of
course e(Bt+1,At+1) = 0. It is now trivial by induction that e(At ,Bt)≥ td−∑ti=0
⌊
2id(d+1)
n−i
⌋
for all t ≤ n2d+3 . The algorithm goes until at least t =
⌊
n
2d+3
⌋
and we have :
e(At ,Bt)≥ td−
⌊ n2d+3⌋
∑
i=0
⌊
2id(d + 1)
n− i
⌋
(F.1)
≥ td−
d−1
∑
i=0
i∗ (
⌈
(i+ 1)n
2d(d + 1)+ i+ 1
⌉
−
⌈
in
2d(d + 1)+ i
⌉
)
= td−
⌈
d(d−1)n
2d(d + 1)+ d
⌉
+
d−1
∑
1
⌈
in
2d(d + 1)+ i
⌉
≥ nd
2d + 3 −d−
⌈
d(d−1)n
2d(d + 1)+ d
⌉
+
nd(d−1)
2(2d(d + 1)+ d−1)
≥ nd
2d + 3 −d−
(d−1)n
2d + 3 −1+
n(d−1)
2(2d + 3)
≥ nd
2d + 3 −
n(d−1)
4d + 6 −d−1
≥ n(d + 1)
4d + 6 −d−1
And as we have already mentioned, by the choice of Bt , e(Bt ,At) = 0. 
This result shows that there exist two sets A and B with many arcs from A to B and
none in the other direction. Furthermore it gives a way to construct this two sets. If
we are not interested in ﬁnding the sets A and B, we can use a probabilistic argument
which gives a slightly better result :
Lemma F.46 Let D be a d-regular oriented graph, there exist subsets A,B ⊂ V with
e(A,B)≥ n4 and e(B,A) = 0. So that D is emphatically not n4 -mixing.
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Having chosen a set A ⊂ V there is an obvious choice for B. We should choose
B = {y ∈V : e({y},A) = 0}, as this choice of B maximises e(A,B) under the condition
that e(B,A) = 0. For this choice of B, we have e(A,B) ≥ ∑x∈A d+(x)− e(2)(A), where
e(2)(A) is the number of paths of length two from A to A. Indeed, since ∑x∈A d+(x) =
e(A,B)+ e(A,V \B), we only need to show that e(A,V \B) ≤ e(2)(A), which is obvious
since :
e(2)(A) = ∑
x∈A
∑
y∈Γ+(x)
|Γ+(y)∩A| ≥ ∑
x∈A
|Γ+(x)∩ (V \B)|= e(A,V \B)
So to prove the proposition we just need to ﬁnd a set A ⊂ V for which ∑x∈A d+(x)−
e(2)(A)≥ n/4.
Proof. We must ﬁnd A⊂V for which ∑x∈A d+(x)−e(2)(A)≥ n/4. We pick A at random,
each vertex v being in A independently with probability p. What is ε(∑x∈A d+(x)−
e(2)(A)) ? From regularity it follows that ε(∑x∈A d+(x)) = dε(|A|) = d pn. While ε(e(2)(A))
is given by the number of paths of length two in the graph (which is d2n by regula-
rity) multiplied by the probability that both end points lie in A (which is p2), so that
ε(e(2)(A)) = d2 p2n. By linearity of expectation,
ε(∑
x∈A
d+(x)− e(2)(A)) = d pn−d2 p2n.
Setting p = 2/d gives us ε(∑x∈A d+(x)− e(2)(A)) = n/4, and so there exists a set A ⊂ V
for which ∑x∈A d+(x)− e(2)(A)≥ n/4 and we are done. 
The above methods can be easily modiﬁed to adapt to the k-almost d-regular
oriented graphs :
Definition F.47 an oriented graph is k-almost d-regular if for all vertices v ∈ V we
have d ≤ d−(v) and d+(v)≤ kd,
Lemma F.48 Let d ∈ N, and let D be an k-almost d-regular oriented graph, we can
construct subsets A,B⊂V with e(A,B)≥ n(d+1)4k2(d+1)+2 −1−d and e(B,A) = 0 in polynomial
time. In particular D is emphatically not n(d+1)4k2(d+1)+2 −1−d-mixing.
Proof. We proceed exactly as for the proof of Lemma F.45, but now degrees may vary
by a factor of k and squares of degrees (or for our purposes the number of paths of length
2 coming from a point) may vary by a factor of k2, so that we can only guarantee the
existence of y with ft(y)≤
⌊
2k2td(d+1)
n−t
⌋
. So by induction e(At ,Bt)≥ td−∑ti=0
⌊
2k2id(d+1)
n−i
⌋
,
setting t =
⌊
n
k2(2d+2)+1
⌋
we obtain e(At ,Bt)≥ n(d+1)4k2(d+1)+2 −1−d. 
Using a probabilistic argument, we get :
Lemma F.49 Let D be an k-almost d-regular oriented graph, there exist subsets A,B⊂
V with e(A,B)≥ n4k2 and e(B,A) = 0. So that D is emphatically not n4k2 -mixing.
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Now we note that if we randomly orient a random graph then with high probability
it will be 2-almost d-regular for some d. Hence we may deduce :
Corollary F.50 Let G be a random graph on n vertices with each edge included inde-
pendently with probability p (this is usual denoted G(n, p)) and let D be obtained from
G by orienting its edges at random. If p = ω(log n/n) then w.h.p. there exist subsets
(A,B) ⊂ V (G)2 with e(A,B) ≥ n16 and e(B,A) = 0. So that w.h.p. D is emphatically not
n
16 -mixing when n is large.
Proof. Two applications of the Chernoﬀ inequality show that with high probability all
the degrees (out-degrees and in-degrees) are between 0.7pn and 1.4pn and so we are
done by applying Lemma 4.2 with d = 0.7pn. 
This results have been completed by S. Griﬃths in [Gri07], in which he proves that if
an oriented graph D has no isolated vertices then maxABD ≥ n/8log(n) and that this result
is best possible up to a constant factor by producing an example of a random oriented
graph which with high probability has no isolated vertices and for which maxAB ≤
Cn/ log(n) for C a large constant.
F.4 Conclusion and Remaining questions
There are many questions one could ask concerning mixing properties. The most
immediate is to ask what are the exact results for cycles other than 4-cycles. Perhaps
the most interesting case to consider next is the oriented 6-cycle. Theorem F.30 in
which we show that there is a constant ε > 0 for which every εe2/n2-mixing oriented
graph contains a 6-cycle may not be the best possible. The upper bound we gave for
mex(n,e
−→C6) is Ce3/2/n for a large constant C. We believe that this is close to being best
possible. Speciﬁcally we conjecture,
Conjecture F.51 For, n and e, there exists ε > 0, such that every εe3/2/n-mixing
oriented graph on n vertices and e edges, contains a directed 6-cycle. When e >> n4/3,
it would imply mex(n,e
−→C6) = Ω(e3/2/n).
Similar conjectures can be made for even cycles of length 2k greater than 6, they
would simply say that the example obtained by taking a blow up of a random orientation
of the largest graph of girth greater than 2k is (up to multiplication by constant) the
most mixing oriented graph which does not contain a 2k-cycle.
More generally for a ﬁxed oriented graph F, what mixing condition is required to
ensure D contains a copy of F ? This question has been answered when the underlying
graph is dense, but what happen if it is not dense ? What can we say about any
orientation of a tree, is there some class of oriented graph for which it is easy to answer
this question ?
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Résumé : Cette thèse aborde diﬀérents aspects de la conception d’un réseau de
télécommunications. Un tel réseau utilise des technologies hétérogènes : liens antennes-
satellites, radio, ﬁbres optiques ou bien encore réseaux embarqués dans un satellite.
Les problématiques varient en fonction de la partie du réseau considérée, du type de
requêtes et de l’objectif. Le cas des requêtes de type paquets est abordé dans le cadre
des réseaux en forme de grille, mais le thème principal est le routage de requêtes de type
connections (unicast et multicast). Les objectifs considérés sont : la conception d’un
réseau embarqué dans un satellite de télécommunication, de taille minimum et tolérant
des pannes de composants ; le dimensionnement des liens d’un réseau aﬁn qu’il supporte
des pannes corrélées ou qu’il oﬀre une bonne qualité de service, ou s’il autorise des
connections multicast ; le dimensionnement de la taille des buﬀers d’un réseau d’accés
radio ; et l’optimisation de l’utilisation des ressources d’un réseau dynamique orienté
connections. Dans tous ces cas la problématique du routage de connections est centrale.
Mon approche consiste à utiliser la complémentarité de techniques algorithmique et
d’optimisation combinatoire ainsi que d’outils issus de la théorie des graphes tels la pa-
thwidth et des notions reliées -process number, jeux de captures et treewidth-, diﬀérents
types de coloration -impropre et pondérée, proportionnelle, directed star colouring-, les
graphes d’expansion et des techniques de partitions telle la quasi partition.
Mots clefs :Algorithmique, Combinatoire, Télécommunication, Optimisation Com-
binatoire, Programmation linéaire, Approximation, Modélisation, Coloration, Patwidth,
Process number, Jeux de capture, Routage, réseaux embarqués, Tolérance aux pannes,
Qualité de service, Dynamique, Unicast, Multicast, Reroutage, Mixing Digraphs.
Abstract : This thesis deals with diﬀerent aspects of the conception of telecom-
munication networks. Such networks are a patchwork of various technologies : antenas-
satelite links, radio links and optical links, but also onboard networks of satellites. The
problematics diﬀer according to the part of the networks on which we focus, to the type
of request and to the objective. Paquet requests are studied in the case of grid networks,
but this thesis mainly deal with connection requests (either unicast or multicast). The
objectives considered are : the conception of onboard, minimal and fault tolerant net-
works for telecommunication satellites ; the estimation of needed links capacities so that
the network is resilient to corelated failures or oﬀers a good quality of service or when
it accepts multicast connections ; the estimation of the size of buﬀers in radio access
networks and the optimisation of the usage of the ressources of a connection oriented
dynamic network.
My approach consists in using the complementarity of algorithmics, combinatorial
optimisation and tools from graph theory such as pathwidth and other related notions as
process number, search number and treewidth, but also expandeurs, quasi partitioning,
and colouring problems as proportional, weighted improper and directed star colouring.
Key words : Algorithmic, Combinatorial optimisation, Telecommunication, Op-
timisation Combinatoire, Linner programming, Approximation, Modeling, Coloring,
Patwidth, Process number, Graph searching, Routing, Onboard networks, Fault tole-
rance, Quality of service, Dynamic, Unicast, Multicast, Rerouting, Mixing Digraphs.
