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Abstract
The C1-Weierstrass approximation theorem is proved for any compact subset X of a Hilbert
space H. The same theorem is also proved for Whitney 1-jets on X when X satisfies the follow-
ing further condition: There exist finite dimensional linear subspaces H1 ⊂H2 ⊂ · · · ⊂ H such that⋃
n1 Hn is dense in span{X} and πn(X) = X ∩Hn for each n  1. Here, πn :H→ Hn is the or-
thogonal projection. It is also shown that when X is compact convex with span{X} =H and satisfies
the above condition, then C1(X) is complete if and only if the C1-Whitney extension theorem holds
for X. Finally, for compact subsets of H, an extension of the C1-Weierstrass approximation theorem
is proved for C1 maps H→H with compact derivatives.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction and main results
A map f :X→ Y of metric spaces is said to be Lipschitz if there is κ > 0 such that
ρY (f (x), f (x
′))  κρX(x, x ′) for all x, x ′ in X. The infimum of all such numbers κ is
called the Lipschitz constant of f and is denoted by Lip(f ). That is,
Lip(f )= sup
{
ρY (f (x), f (x
′))
ρX(x, x ′)
: x, x ′ ∈X with x = x ′
}
.
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denote the set of all Lipschitz maps X→ H. As is well-known, Lip(X :H) is a Banach
space under the Lipschitz norm ‖ · ‖Lip defined by setting
‖f ‖Lip = sup
x∈X
∥∥f (x)∥∥+ Lip(f ).
We use the abbreviated notation Lip(X)= Lip(X :R). Let C1(H) denote the ring of all real
valued C1 functions on H (see Section 2 for precise definition). For X a compact subset of
H, we let C1(X)= C1(H)|X denote the restrictions to X of the functions in C1(H). It is
clear that C1(X)⊂ Lip(X) so that we may formulate the following problem:
Problem. Is C1(X) closed in Lip(X)?
When H is finite dimensional, the affirmative answer follows from the C1-Whitney
extension theorem [3,11]: If (f,F ) is Whitney 1-jet on X, then there exists ϕ ∈ C1(H)
such that ϕ|X = f and the Fréchet derivative dϕ(x)= F(x) for each x ∈X; of course then
f ∈ C1(X). We recall that a 1-jet on a subset Y ⊂H is a pair (f,F ) with both f :Y → R
and F :Y → H∗ =H continuous. A 1-jet (f,F ) on Y is called a Whitney 1-jet provided
that for any compact X ⊂ Y and ε > 0 there is δ > 0 so that∣∣f (x)− f (x ′)− 〈F(x), x ′ − x〉∣∣< ε‖x − x ′‖ for x, x ′ ∈X with ‖x − x ′‖< δ.
However, in the infinite dimensional case, we know of no C1-Whitney extension theorem
for compact subsets of H. Therefore, in order to make some progress toward solving the
Problem, we first prove aC1-Weierstrass approximation theorem for compact subsets ofH.
To state it, we write R[X] for the ring of polynomial functions R[H] restricted to X (see
Section 3) and it is clear that R[X] ⊂ C1(X)⊂ Lip(X).
Theorem 1 (C1-Weierstrass approximation theorem). Let X be a compact subset of a
Hilbert space H. Then the closure of R[X] in Lip(X) contains C1(X).
We note that if (f,F ) is a Whitney 1-jet on a compact subset X ⊂H, then f ∈ Lip(X).
Let
F(X)= {f : (f,F ) is a Whitney 1-jet on X}.
Then we have the linear subspace inclusions
R[X] ⊂ C1(X)⊂ F(X)⊂ Lip(X).
We use the proof of Theorem 1 as a model for the proof of a C1-Weierstrass theo-
rem for the normed space F(X) when X satisfies an additional geometric condition: We
say that a subset X of H is a Q-set if there exist finite dimensional linear subspaces
H1 ⊂ H2 ⊂ · · · ⊂ H such that ⋃n1 Hn is dense in span{X} and πn(X) = X ∩ Hn for
each n 1. Here, πn :H→Hn is the orthogonal projection. Of course, the first condition
implies that span{X} is separable. But, because our objects of interest are compact, this
restriction is harmless. We call these Q-sets because the simplest example is the Hilbert
cube Q. For more general examples see Remark VIII in Section 6. Clearly, any subset of a
finite dimensional linear subspace of H is a Q-set.
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F(X). If, in addition, X is convex, then this closure is exactly F(X).
Finally, as a corollary to this result, we obtain our partial solution to the Problem:
Corollary 3. Let X be a compact convex Q-set in H with span{X} = H. Then C1(X) is
closed in Lip(X) if and only if the C1-Whitney extension theorem holds for X.
The hypothesis that span{X} =H may be eliminated after replacing C1(X) with E1(X)
defined in Section 4. In fact, Corollary 3 is a special case of Corollary 4.3.
In Section 5 we define a classical polynomial map from one Banach space to another.
In this case, we obtain (as an application of Theorem 1) the following result as a part of
Proposition 5.2:
Theorem 4. Let X be a compact subset of a Hilbert space H and let F :X→H be a C1
map. If there is a C1 extension Φ :H→ H of F such that dΦ(x) :H→ H is a compact
operator for each x ∈X, then F is the limit in the Lipschitz norm of a sequence of classical
polynomial maps.
The remainder of Proposition 5.2 provides a partial converse to this theorem; see also
Proposition 6.12
The paper is organized as follows: In Section 2 we consider several C1 norms for the
various function spaces involved. Section 3 is devoted entirely to the proof Theorem 1, and
we prove Theorem 2 and Corollary 3 in Section 4. In Section 5 we develop the ground-
work and prove Theorem 4. Finally, in the last section we consider some examples and
applications, and remark on some related issues such as C1-embeddability of X into RN .
We use the following notation throughout the paper: For H a closed linear subspace of
a Hilbert space H, we let πH :H→H denote the orthogonal projection. In a metric space,
we let B(x, r) denote the closed ball of radius r centered at the point x .
2. C1-norms: completeness
Let X be a (norm) closed subset of a Hilbert space H. We use 〈·, ·〉 and ‖ · ‖ to denote
the inner product and the norm in H. In this section we define the space C1(X : H) of
continuously differentiable maps X→H and, when X is compact, equip C1(X :H) with
a variety of norms. Comparison of these norms will show that they are organized as in the
following proposition, whose proof follows from the subsequent discussion.
Proposition 2.1. Let X be a compact subset of a Hilbert space H. Then for any F ∈
C1(X :H), we have
‖F‖lip  ‖F‖Lip  ‖F‖quot and ‖F‖lip  ‖F‖inf  ‖F‖sup  ‖F‖quot.
We begin with the definition of Φ ∈ C1(H :H). We say that a map Φ :H→H is C1 if
and only if the Gâteaux derivative dΦ(x) :H→H, defined by dΦ(x)y = (d/dt)|t=0Φ(x+
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is continuous with respect to the operator norm ||| · ||| on its range. This last condition
implies that dΦ(x) is then the Fréchet derivative. For X a closed subset of H, we define
the set C1(X :H)= {F : F =Φ|X and Φ ∈C1(H :H)}. If X happens to be a closed linear
subspace ofH, then we have two definitions for C1(X :H) since X is a Hilbert space itself;
of course the two definitions agree. More generally, for X and Y closed subsets of H, we
say that a map F :X→ Y is C1 if and only if it is the restriction of a C1 map Φ :H→H.
Because the closed convex hull of a compact set is compact, the norm |||dΦ(x)||| is bounded
for x in the closed convex hull of a compact set X. Then the mean value theorem implies
that, when X is compact, a C1 map F :X→ Y is Lipschitz. Furthermore, because there
exists a nonnegative C1 function ϕ :H→ R which vanishes outside the unit ball but not
at 0, it follows that, when X is closed, a C1 map F :X→ Y is continuous. Let C1(X : Y )
denote the set of all C1 maps F :X→ Y .
Now we have the linear subspace inclusion C1(X : H) ⊂ Lip(X : H). For X ⊂ H
compact, F ∈ C1(X : H), and x ∈ X, we let lipx(F ) = limr→0 Lip(F |(X∩B(x,r))), where
B(x, r) denotes the closed ball (in H) of radius r centered at x . We set lip(F ) =
supx∈X lipx(F ). Clearly, we have lip(F )  Lip(F ). Our first norm ‖ · ‖lip is then defined
by
‖F‖lip = sup
x∈X
∥∥F(x)∥∥+ lip(F ).
Note that ‖ · ‖lip is defined on all of Lip(X : H) and not just C1(X : H). To define the
second norm ‖ · ‖inf, we let ‖dF‖inf(x) = inf{|||dΦ(x)|||: Φ ∈ C1(H : H) and Φ|X = F }
and ‖dF‖inf = supx∈X ‖dF‖inf(x). We also note that we have
‖dF‖inf = sup
x∈X
inf
{∣∣∣∣∣∣dΦ(x)∣∣∣∣∣∣: Φ ∈ C1(span{X} :H) and Φ|X = F}.
Then we set
‖F‖inf = sup
x∈X
∥∥F(x)∥∥+ ‖dF‖inf.
Lemma 2.2. We have ‖F‖lip  ‖F‖inf.
Proof. Let Φ ∈ C1(H :H) with Φ|X = F . Then for y = x we have
‖F(y)− F(x)‖
‖y − x‖ 
∣∣∣∣∣∣dΦ(x)∣∣∣∣∣∣+ ‖R(x, y)‖‖x − y‖ ,
where Φ(y) = Φ(x) + dΦ(x) · (y − x) + R(x, y) is the Taylor expansion. Thus
limr→0 Lip(F |(X∩B(x,r))) |||dΦ(x)||| and the lemma follows. ✷
For our third norm ‖ · ‖sup, we simply define
‖dF‖sup = inf
{
sup
x∈X
∣∣∣∣∣∣dΦ(x)∣∣∣∣∣∣: Φ ∈C1(H :H) and Φ|X = F}
and note that
‖dF‖sup = inf
{
sup
∣∣∣∣∣∣dΦ(x)∣∣∣∣∣∣: Φ ∈C1(span{X} :H) and Φ|X = F}.x∈X
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‖F‖sup = sup
x∈X
∥∥F(x)∥∥+ ‖dF‖sup.
For the fourth norm ‖ · ‖Lip, we write
‖F‖Lip = sup
x∈X
∥∥F(x)∥∥+ Lip(F )
and clearly we have
‖F‖lip  ‖F‖Lip and ‖F‖lip  ‖F‖inf  ‖F‖sup.
It is easy to check that if x is a manifold point of X, then we have ‖dF‖inf(x) Lip(F ).
However, simple examples (a corner in R2, for instance) show that the reverse inequality
may occur, and that the function x → ‖dF‖inf(x) need not be continuous, even though it
is lower semicontinuous.
Henceforth, we use the abbreviated notation
C1(H)= C1(H :R) and C1(X)= C1(X : R)
for the set of all real valued C1 functions on H and X, respectively. The difficulty with
the first three norms above is that C1(X) equipped with any one of them is not always a
Banach space.
Example 2.3. Let f be a continuous function on X= the Cantor middle third set in [0,1].
We may approximate f uniformly by functions {gn}n1, with gn constant on each of the
2n components of the standard nth approximation to X. Then for each n  1, there ex-
ists ϕn ∈ C1(R) such that ϕn|X = gn and dϕn|X = 0. Hence, ‖d(gn − gm)‖sup = 0 for
each n, implying that ‖gn − gm‖sup = supx∈X |(gn − gm)(x)|. Consequently, {gn}n1 is a
Cauchy sequence in (C1(X),‖ · ‖sup) which fails to converge to a member of C1(X) when
f /∈ C1(X). In fact, the completion of (C1(X),‖ · ‖sup) is (C0(X),‖ · ‖∞), where C0(X)
denotes the set of all continuous real valued functions on X and ‖f ‖∞ = supx∈X |f (x)|.
We note that in this case (C1(X),‖ · ‖Lip) is complete.
The above argument, of course, also shows that none of the spaces (C1(X),‖ · ‖inf),
(C1(X),‖ · ‖lip), or (Lip(X),‖ · ‖lip) need be complete.
Lemma 2.4. Let X be a compact and convex subset of H. Then
‖F‖lip = ‖F‖inf = ‖F‖sup = ‖F‖Lip.
If, in addition, the C1-Whitney extension theorem holds for X, then C1(X) equipped with
any of the above four (equal) norms is complete.
Proof. We first show that ‖F‖sup  ‖F‖Lip. Let Φ be any extension of F to H and let
π :H→ span{X} denote the orthogonal projection. By replacing Φ with Φ ◦ π , we see
that we may assume that dΦ(x)ξ = 0 for ξ ⊥ span{X}. Let η ∈ span{X} with ‖η‖ = 1 and
let x ∈ X. Then x + αtη ∈ X for at least one of the cases α = 1 or α =−1 and all small
positive values of t . Consequently, we have
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t↘0
∥∥Φ(x + αtη)−Φ(x)∥∥/t
= lim
t↘0
∥∥F(x + αtη)− F(x)∥∥/t  Lip(F ).
Thus, |||dΦ(x)||| Lip(F ) and so ‖dF‖sup  Lip(F ).
Now the first assertion in the lemma follows from the well known fact (cf. [1,6]) that for
a compact geodesically connected1 space X and F :X→H Lipschitz, we have lip(F )=
Lip(F ).
Next, we show that (C1(X),‖ · ‖Lip) is complete provided that the Whitney Extension
Theorem holds for X. To this end, let {fn}n1 ⊂ (C1(X),‖ · ‖Lip) be a Cauchy sequence.
It is clear then that there is a Lipschitz function f such that limn→∞ ‖fn − f ‖Lip = 0.
We must show that f is C1. Since C1(span{X}) = C1(H)|span{X}, we may assume with-
out loss of generality that span{X} = H. Then, since X is convex, for each x ∈ X the
map dfn(x) :H→ H is well-defined in the obvious way. Furthermore, for each x ∈ X,
the sequence {dfn(x)}n1 is Cauchy with respect to the operator norm ||| · ||| because
|||dfn(x) − dfm(x)||| = ‖d(fn − fm)‖inf(x). Consequently, the linear operator F(x) =
limn→∞ dfn(x) is well-defined with F the uniform limit of the maps dfn on X. It is clear
that F :X→H is continuous. Now the integral mean value theorem passes to the limit to
show that
f (y)− f (x)=
〈 1∫
0
F
(
(1− t)x + ty)dt, y − x
〉
which implies that (f,F ) is a Whitney 1-jet and thus f ∈ C1(X). ✷
Let Conv(X) denote the closed convex hull of X. Clearly, if X is compact, so is
Conv(X). For X compact but not necessarily convex, we obtain a fifth norm, ‖ · ‖quot,
on C1(X :H) by regarding C1(X :H) as the quotient space of C1(Conv(X) :H) under the
restriction map: For F ∈ C1(X :H), we define
‖F‖quot = inf
{‖Φ‖Lip: Φ ∈C1(Conv(X) :H) and Φ|X = F}.
The structure on C1(X : H) defined by this norm appears to be unsatisfactory because
‖F‖quot depends on the values F(y) at points distant from X. But, by McShane’s lemma
[1,7–9,14,21], we have
‖F‖Lip = inf
{‖Φ‖Lip: Φ ∈ Lip(Conv(X) :H) and Φ|X = F}.
Thus ‖F‖Lip  ‖F‖quot and the obvious map(
C1(X :H),‖ · ‖quot
)→ (Lip(X :H),‖ · ‖Lip)
is continuous. Similarly, we have ‖F‖sup  ‖F‖quot.
Next we recall that for any C1 function ϕ :H→R and compact X ⊂H the jet Jϕ|X =
(ϕ|X,dϕ|X) is a Whitney 1-jet. We set
E1(X)= {J= (f,F ): J is a Whitney 1-jet on X}
1 Any two points may be connected by a path whose length is equal to the distance between the two points.
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‖J‖E1 = sup
x∈X
∣∣f (x)∣∣+ sup
x∈X
∥∥F(x)∥∥.
This is not the norm usually put on E1(X) (see [11]); it is a smaller one and not necessarily
complete. For us, the case of interest is that of X compact and convex with span{X} =H.
We note that in this case, for any x ∈ X and ϕ ∈ C1(H), the map dϕ(x) is determined
by ϕ|X. Thus, the map J :C1(H)→ E1(H), defined by setting Jϕ = (ϕ, dϕ), determines
an injection J :C1(X)→ E1(X) uniquely so that we may identify C1(X) with JC1(X)⊂
E1(X). Then the norm ‖ · ‖E1 on E1(X) restricts to ‖ · ‖inf on C1(X).
Proposition 2.5. LetX be a compact and convex subset ofH with span{X} =H and let J=
(f,F ) be a Whitney 1-jet on X. Then supx∈X ‖F(x)‖ = lip(f ) = Lip(f ). Consequently,
‖J‖E1 = ‖f ‖lip = ‖f ‖Lip.
Proof. That f is Lipschitz is clear. For each ε > 0 there exists δ(ε) > 0 such that for
y, z ∈X with ‖y − z‖< δ(ε) we have
|f (y)− f (z)|
‖y − z‖  ε+
∣∣∣∣
〈
F(z),
y − z
‖y − z‖
〉∣∣∣∣ ε+ ∥∥F(z)∥∥.
Hence, by fixing x ∈X and letting y, z ∈X vary, we arrive at
sup
‖y−x‖<δ(ε)/2
‖z−x‖<δ(ε)/2
|f (y)− f (z)|
‖y − z‖  ε+ sup‖z−x‖<δ(ε)/2
∥∥F(z)∥∥.
Now, by letting ε→ 0, we obtain lipx(f ) ‖F(x)‖ implying that
lip(f )= sup
x∈X
lipx(f ) sup
x∈X
∥∥F(x)∥∥.
To get the reverse inequality, we note that if y, z ∈X with ‖y − z‖< δ(ε), then∣∣∣∣
〈
F(z),
y − z
‖y − z‖
〉∣∣∣∣ ε+ |f (y)− f (z)|‖y − z‖ .
Since X is convex and span{X} =H, the set {(y − z)/‖y − z‖: y, z ∈X with ‖y − z‖<
δ(ε)} gives a dense set of directions. Hence, by keeping x ∈X fixed and letting z ∈X vary,
we have
sup
‖z−x‖<δ(ε)/2
∥∥F(z)∥∥ ε+ sup
‖y−x‖<δ(ε)/2
‖z−x‖<δ(ε)/2
|f (y)− f (z)|
‖y − z‖ .
Again, by letting ε→ 0, we obtain ‖F(x)‖ lipx(f ) implying that
sup
x∈X
∥∥F(x)∥∥ sup
x∈X
lipx(f )= lip(f )
as desired. ✷
In the case that span{X} =H, we may formulate a slightly weaker conclusion. To this
end, we recall that for any compact subset X ⊂ H, we have already defined a surjection
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E1(X): f ≡ 0}. Let π :H→ span{X} denote the orthogonal projection. It follows that if
X is compact and convex, we have
K(X)= {(0,F ) ∈ E1(X): F(x) ◦ π = 0 for all x ∈X}.
We note that any continuous map G :X → span{X}⊥ determines a 1-jet (0,F ), where
F(x)ξ = G(x) ◦ (1 − π)ξ . It is easily checked that this 1-jet is a Whitney 1-jet so that
(K(X),‖ · ‖E1) may be identified with the space (C0(X : span{X}⊥),‖ · ‖∞). Thus, the
space (K(X),‖ · ‖E1) is complete. Also, when X is compact and convex, we may define
Fˆ(X)= {(f,F ) ∈ E1(X): F(x) ◦ (1− π)= 0 for all x ∈X}.
Then any J= (f,F ) ∈ E1(X) may be written uniquely
J(x)= (f (x),F (x))= (f (x),F (x) ◦ π)+ (0,F (x) ◦ (1− π))
for all x ∈X. Since each of the two summands is a Whitney 1-jet, we have the direct sum
decomposition
E1(X)= Fˆ(X)⊕K(X).
Hence, when X is compact and convex, the natural surjection E1(X) F(X) induces a
bijection Fˆ(X)→ F(X). Furthermore, the two associated projections pr1 :E1(X)→ Fˆ(X)
and pr2 :E1(X)→K(X) have operator norms  1. The following proposition is now ob-
vious.
Proposition 2.6. Let X be a compact convex subset of H and let J= (f,F ) be a Whitney
1-jet on X. Then
‖f ‖lip = ‖f ‖Lip = ‖pr1J‖E1  ‖J‖E1  ‖pr1J‖E1 + ‖pr2J‖E1 
√
2‖J‖E1 .
Corollary 2.7. Let X be a compact and convex subset of H. Then (E1(X),‖ · ‖E1) is com-
plete.
Proof. We first prove the corollary for the case span{X} = H. Suppose that a sequence
{Jn = (fn,Fn)}n1 ⊂ E1(X) is Cauchy with respect to ‖ · ‖E1 . Then there exists a
(not necessarily Whitney) 1-jet J = (f,F ) with f ∈ Lip(X), ‖fn − f ‖Lip → 0, and
supx∈X ‖Fn(x) − F(x)‖ → 0. We show that J is a Whitney 1-jet. Given ε > 0, there is
n0(ε) such that n > n0(ε) implies that∣∣∣∣f (y)− f (x)− 〈F(x), y − x〉‖y − x‖ − fn(y)− fn(x)− 〈Fn(x), y − x〉‖y − x‖
∣∣∣∣
 ‖fn − f ‖Lip + sup
x∈X
∥∥Fn(x)− F(x)∥∥< ε/2.
Fix n > n0(ε). Then, because Jn is a Whitney 1-jet, there exist δn(ε) > 0 such that ‖y −
x‖< δn(ε) implies
|fn(y)− fn(x)− 〈Fn(x), y − x〉|
< ε/2‖y − x‖
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|f (y)− f (x)− 〈F(x), y − x〉|
‖y − x‖ < ε.
Hence, J ∈ E1(X).
The general case, with span{X} =H, now follows immediately from Proposition 2.6.✷
Corollary 2.8. Let X be a compact and convex subset ofH. Then the space (F(X),‖ ·‖Lip)
is complete.
3. C1-Weierstrass for functions: proof of Theorem 1
In this section we prove Theorem 1. Let R[H] denote the ring generated by the (real
valued) constant functions and the (real valued) bounded linear functions on H. We call
R[H] the ring of (real valued) polynomials on H. For X a compact subset of H, it is clear
that R[X] =R[H]|X ⊂ C1(X). We begin with the following proposition.
Proposition 3.1 (C1-Weierstrass approximation theorem for ‖ · ‖inf). Let X be a compact
subset of H. Then (R[X],‖ · ‖inf) is dense in (C1(X),‖ · ‖inf).
We note that this proposition is known when H is finite dimensional. More pre-
cisely, in that case, we let C1c (X) = {f : there exists a C1 function ϕ :H→ R with f =
ϕ|X and support (ϕ)⊂X}. Then [22, p. 155] shows that the following lemma holds.
Lemma 3.2. IfH is finite dimensional, then the closure of (R[X],‖·‖inf) in (C1(X),‖·‖inf)
contains C1c (X).
Applying this lemma to a compact neighborhood Y of X, we see immediately that the
proposition holds when H is finite dimensional.
The following lemma reduces the proof of the proposition from the infinite dimensional
case to the finite dimensional case.
Lemma 3.3. Let X ⊂ H be a compact subset, let ϕ :H→ R be C1, and let ε > 0 be
given. Then there exists a finite dimensional linear subspace H ⊂H, with π :H→H the
orthogonal projection, such that
(a) |ϕ(x)− ϕ(πx)|< ε, for all x ∈X, and
(b) the operator norm |||dϕ(x)− dϕ(πx) ◦ π |||< ε, for all x ∈X.
Proof. We may assume without loss of generality that span{X} =H. Further, since X is
compact, we may assume that H is separable. We may choose δ1 > δ2 > · · · ↘ 0. Then,
for each n 1, we may choose a finite dimensional linear subspace Hn ⊂H such that
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(2) ⋃n1 Hn is dense in H, and
(3) X ⊂Nδn (Hn).
Here, Nδn (Hn) denotes the δn-neighborhood of Hn. Let πn = πHn and note that for each
x ∈X we have ‖πnx − x‖< δn.
Now assume, for contradiction, that (a) is false. Then for each n 1 there exists xn ∈X
such that |ϕ(xn)− ϕ(πnxn)| ε. Because X is compact, there is a subsequence {xnj }j1
converging to some x ∈X. Then limj→∞‖πnj xnj − x‖ = 0 and we have the contradiction
0 < ε  lim
j→∞
∣∣ϕ(xnj )− ϕ(πnj xnj )∣∣= 0.
Next assume, for contradiction, that (b) is false. Then there is ε > 0 such that for each
n  1 there exists xn ∈ X with |||dϕ(xn) − dϕ(πnxn) ◦ πn|||  ε. Therefore, there exists
a sequence {ξn}n1 ⊂H with ‖ξn‖ = 1, for n  1, and |dϕ(xn)ξn − dϕ(πnxn)πnξn| ε.
Write ξn = πnξn + ξ ′n with ξ ′n ∈H⊥n . Since
⋃
n1 Hn is dense in H and ‖ξ ′n‖ ‖ξn‖ = 1,
we have that the sequence {ξ ′n}n1 converges weakly to zero. Again, because X is com-
pact, there is a subsequence {xnj }j1 converging to some x ∈X. Then, because the map
x → dϕ(x) is continuous in the operator norm, we must have the weak convergence of
{dϕ(xnj )ξ ′nj }j1 in R to 0. Consequently, limj→∞ |dϕ(xnj )ξ ′nj | = 0. In addition, we have∣∣(dϕ(xnj )− dϕ(πnj xnj ))πnj ξnj ∣∣ ∣∣∣∣∣∣dϕ(xnj )− dϕ(πnj xnj )∣∣∣∣∣∣
implying that
0 < ε 
∣∣dϕ(xnj )ξnj − dϕ(πnj xnj )πnj ξnj ∣∣

∣∣dϕ(xnj )ξ ′nj ∣∣+ ∣∣∣∣∣∣dϕ(xnj )− dϕ(πnj xnj )∣∣∣∣∣∣.
The right hand side of this inequality approaches zero as j tends to infinity; this contradic-
tion completes the proof of the lemma. ✷
Proof of Proposition 3.1. Since R[X] ⊂ C1(X), we need only show that for any
ϕ ∈ C1(H) and any ε > 0, there exists a polynomial P ∈ R[H] such that ‖P |X −
ϕ|X‖inf < ε. By Lemma 3.3, there is a finite dimensional linear subspace H ⊂ H such
that ‖ϕ|X − (ϕ ◦ π)|X‖inf < ε/2, where π :H→ H is the orthogonal projection. Now,
ϕ|π(X) ∈ C1(π(X)). Therefore, by Lemma 3.2, there is a polynomial p on H satisfying
‖ϕ|π(X)−p|π(X)‖(C1(π(X)),‖·‖inf) < ε/2. But then ‖(ϕ ◦π)|X−(p◦π)|X‖inf < ε/2. Hence,P = p ◦ π ∈R[H], and the proof is complete. ✷
Proof of Theorem 1. We first note that by Lemma 2.4 and Proposition 3.1 we have
(R[Conv(X)],‖ · ‖Lip) is dense in (C1(Conv(X)),‖ · ‖Lip). Then (R[X],‖ · ‖quot) is dense
in (C1(X),‖ · ‖quot) by restriction. Hence, (R[X],‖ · ‖Lip) is dense in (C1(X),‖ · ‖lip),
(C1(X),‖ · ‖inf), (C1(X),‖ · ‖sup), and (C1(X),‖ · ‖Lip) by Proposition 2.1. ✷
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We first give a proof for Theorem 2 and then Corollary 3 follows as an easy conse-
quence. We begin by recalling that we have the linear subspace inclusions
R[X] ⊂ C1(X)⊂ F(X)⊂ Lip(X)
and that may identify R[X] with JR[X] = JR[H]|X = {(p|X,dp|X): p ∈R[H]}.
Proposition 4.1 (C1-Weierstrass for Whitney 1-jets). Let X be a compact Q-set inH. Then
(JR[X],‖ · ‖E1) is dense in (E1(X),‖ · ‖E1).
The proof of this proposition is parallel to that of Proposition 3.1 and corresponding to
Lemma 3.3 we have the following one.
Lemma 4.2. Let J= (f,F ) be a Whitney 1-jet on a compact Q-setX inH. Then there exists
a finite dimensional linear subspace H ⊂ H, with π :H→ H the orthogonal projection,
such that π(X)=X ∩H with
(a) |f (x)− f (πx)|< ε, for all x ∈X, and
(b) the operator norm |||F(x)− F(πx) ◦ π |||< ε, for all x ∈X.
Here, we regard F(x) ∈H=H∗ as a map H→R.
Proof. Again, we may assume without loss of generality that span{X} =H. Further, since
X is compact, we may assume that H is separable. Let δ1 > δ2 > · · · ↘ 0. Because X is
a Q-set, there is a sequence H1 ⊂ H2 ⊂ · · · of finite dimensional linear subspaces of H
whose union is dense in H and so that for each n  1 we have πn(X) = X ∩ Hn with
X ⊂ Nδn (Hn). Again here, πn = πHn . The rest of the proof is now identical to that of
Lemma 3.1. ✷
Proof of Proposition 4.1. Let J = (f,F ) ∈ E1(X) and let ε > 0. Let H ⊂ H be the fi-
nite dimensional linear subspace of H given by Lemma 4.2. Writing J ◦ π = (f ◦ π |X,
(F ◦ π |X)π), we have that J ◦ π is a Whitney 1-jet on X and that ‖J− J ◦ π‖E1 < ε. That
is,
sup
x∈X
∣∣f (x)− f (πx)∣∣+ sup
x∈X
∣∣∣∣∣∣F(x)− F(πx)π ∣∣∣∣∣∣< ε.
We note that J|X∩H = (f |X∩H , (F |X∩H)π) is a Whitney 1-jet on X ∩H ⊂H . Hence, by
the classical Whitney extension theorem [3,11], there is a C1 function ϕ :H →R such that
Jϕ|X∩H = J|X∩H . By Lemma 3.2, there exists a polynomial p on H satisfying ‖ϕ|X∩H −
p|X∩H ‖inf < ε. Then p ◦ π ∈R[H] and ‖J− J (p ◦ π)‖E1 < 2ε. ✷
Proof of Theorem 2. A proof identical to that of Theorem 1 shows that (R[X],‖ · ‖Lip) is
dense in (F(X),‖ · ‖Lip). If, in addition, X is convex, then (F(X),‖ · ‖Lip) is complete by
Corollary 2.8. Hence, if X is compact and convex, the closure of (R[X],‖ · ‖Lip) is exactly
(F(X),‖ · ‖Lip). ✷
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E1(X)= {(f,F ) ∈ E1(X): (f,F ) is the Whitney 1-jet, restricted to X,
of some ϕ ∈C1(H)}
with the inherited norm from E1(X). We note that if X is convex and span{X} =H, then
E1(X)= JC1(X) and thus we have a bijection E1(X)→ C1(X). Corollary 3 is a special
case of the following consequence of Theorem 2.
Corollary 4.3. Let X be a compact convex Q-set in H. Then E1(X) is complete if and only
if the C1-Whitney extension theorem holds for X in H.
Proof. First we assume that the C1-Whitney extension theorem holds for X in H. Let
{(fn,Fn)}n1 ⊂ E1(X) ⊂ E1(X) be a Cauchy sequence. By Corollary 2.7, the sequence
converges to some (f,F ) ∈ E1(X). Then (f,F ) ∈ E1(X) by the C1-Whitney extension
theorem.
For the converse, let (f,F ) ∈ E1(X). By Theorem 2 there exists a sequence {pn}n1 ⊂
R[H] so that the sequence of restricted jets {(pn|X,dpn|X)}n1 converges to (f,F ) in
E1(X). But this sequence of restricted jets {(pn|X,dpn|X)}n1 is a Cauchy sequence in
E1(X) and so (f,F ) ∈ E1(X). Then (f,F ) is the jet of some ϕ ∈ C1(H) by definition of
E1(X). ✷
Proof of Corollary 3. We have that R[X] ⊂ C1(X) ⊂ F(X) with (R[X],‖ · ‖Lip) =
(F(X),‖ · ‖Lip). It is now clear that (C1(X),‖ · ‖Lip) is complete if and only if (C1(X),
‖ · ‖Lip)= (F(X),‖ · ‖Lip). ✷
5. C1-Weierstrass for maps
Once the C1-Weierstrass approximation theorem is known (as in [22, p. 155]) for a
compact subset X ⊂ RN , it is natural to ask whether it holds with range =H. Even more
generally, does the result hold for a compact subset X ⊂H and a C1 map F :X→H? As
an application of Theorem 1, we answer this question in Proposition 5.2 below. In order
to state the result, we need several definitions. The first is the notion of paratingent or the
Glaeser tangent space of a nonmanifold subset of a Hilbert space , as defined in [4,12]. Let
X be a subset of a Hilbert space H and let x ∈X. We set
C0xX =
{
ξ ∈H: ξ = lim
n→∞
xn − yn
‖xn − yn‖ , where {xn}n1 and {yn}n1 are
sequences in X converging to x ∈X with xn = yn
}
and let T 0x X be the closed linear span of C0xX. For α > 0 an ordinal, we set inductively
Cαx X =
{
ξ ∈H: ξ = lim
n→∞ ξn, where ξn ∈ T
βn
xn
X with βn < α and
{xn}n1 is a sequence in X converging to x
}
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defined by setting TxX =⋃α T αx X; this is a closed linear subspace of H as T αx X ⊂ T βx X
for α < β and because the map α → T αx X is eventually constant. Clearly, if X is a C1
submanifold of H, then T 0x X = TxX is the usual tangent space of X at x . Also,
TX =
⋃{{x} × TxX: x ∈X}= {(x, ξ): ξ ∈ TxX}⊂X×H
is closed in (H,‖ · ‖)× (H,‖ · ‖), see [4,12]. We set
σ(T X)= {(x, ξ) ∈ TX: ‖ξ‖ = 1}
and
β(TX)= {(x, ξ) ∈ TX: ‖ξ‖ 1}.
Obviously, we have σ(TX)⊂ β(TX)⊂ TX ⊂X×H. If X is compact, then TX→X is
a right quasibundle (in the sense of [16])2 if and only if σ(TX) is compact. Furthermore,
if there is any right quasibundle containing all C0xX, x ∈X, then TX→X is the smallest
such right quasibundle (see [12]). By [16, Lemma 2.5], TX→ X is a right quasibundle
if X ⊂ RN is a closed subset. But for infinite dimensional H, there exists a compact sub-
set X ⊂ H so that supx∈X dimTxX <∞, but TX → X is not a right quasibundle [12,
Example 8.7]. In [12], it is shown that if X ⊂ H is compact and spherically compact
(see Remark IV in Section 6 for definition) with TX → X a right quasibundle, and if
dimTxX = n, then TxX = T n−1x X. Since the question is local, the same result holds for
any closed subset of a finite dimensional Euclidean space. This is an improvement of [4,
Chapitre II, Proposition VIII] where it is shown that TxX = T 2nx X.
Definition 5.1. Let S be a subset of H×H and let D :S→H. We say that D is compact
on S if and only if it is continuous from the (norm × weak)-topology on S to the norm-
topology on H.
We reserve the term continuous for maps D which are continuous from the (norm ×
norm)-topology on S.
Next, we recall that a homogeneous polynomial map of degree n from a Banach space
B1 into a Banach space B2 is a map P =G ◦∆n, where ∆n :B1 → Bn1 is the diagonal map
and G :Bn1 → B2 is a continuous multilinear map. A polynomial map from B1 into B2 is a
finite sum of homogeneous polynomial maps from B1 into B2. One checks directly that if
C is a closed linear subspace of B2 and P :B1 → B2 is a polynomial map with P(B1)⊂ C ,
then P is a polynomial map from B1 into C . A classical polynomial map fromB1 into B2 is
a finite sum of homogeneous polynomial maps from B1 into finite dimensional subspaces
of B2. Of course, if either B1 or B2 is finite dimensional, then any polynomial map from
B1 into B2 is classical. We note that if p :H→H is a classical polynomial map, then dp
is compact on TH=H×H since its range is finite dimensional.
Proposition 5.2. Let X be a compact subset of a Hilbert space H and let F :X→H be a
C1 map. Then we have:
2 That is, TxX is a finite dimensional linear subspace of H and the map x → TxX is upper semicontinuous.
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operator for each x ∈ X, then there is a sequence {pn}n1 of classical polynomial
maps with limn→∞ ‖F − pn|X‖Lip = 0.
(2) Suppose that β(TX) closed in (H,‖ · ‖)× (H,weak). If there is a sequence {pn}n1
of classical polynomial maps with limn→∞ ‖F −pn|X‖inf = 0, then dF is compact on
TX.
For a stronger version of part (2) see Proposition 6.12. As an immediate corollary of
this proposition, we have the following result.
Corollary 5.3. Let X be a compact subset of RN and let F :X→H be a C1 map. Then F
is the limit in the Lipschitz norm of a sequence of (classical) polynomial maps.
Proof of Proposition 5.2. (1) Again, we may assume without loss of generality that
span{X} = H. Then, since X is compact, we may assume that H is separable. Let
H1 ⊂H2 ⊂ H3 ⊂ · · · be an increasing sequence of finite dimensional linear subspaces of
H with dense union and let πn :H→Hn, n 1, denote the orthogonal projection. Clearly
limn→∞ supx∈X ‖πnF(x)− F(x)‖ = 0.
Claim. We have limn→∞ ‖πn ◦ F − F‖Lip = 0.
To see this, assume the contrary. Then there exist ε > 0 and sequences {xn}n1 and
{yn}n1 in X with∥∥πnF(xn)− F(xn)− [πnF(yn)− F(yn)]∥∥ ε‖xn − yn‖. (5.1)
We may assume that both sequences {xn}n1 and {yn}n1 converge to the same point
x ∈X and that the sequence of unit vectors {(xn − yn)/‖xn − yn‖}n1 converges weakly
to some ξ ∈H. Then, because the map x → dΦ(x) is continuous, we have
weak- lim
n→∞dΦ(yn)
xn − yn
‖xn − yn‖ = dΦ(x)ξ.
However, we have even more:∥∥∥∥dΦ(yn) xn − yn‖xn − yn‖ − dΦ(x)ξ
∥∥∥∥
∥∥∥∥dΦ(x) xn − yn‖xn − yn‖ − dΦ(x)ξ
∥∥∥∥
+
∥∥∥∥(dΦ(yn)− dΦ(x)) xn − yn‖xn − yn‖
∥∥∥∥
and both terms on the right hand side converge to zero because Φ is C1 and dΦ(x) is a
compact operator. Hence, we have norm convergence
lim
n→∞
∥∥∥∥dΦ(yn) xn − yn‖xn − yn‖ − dΦ(x)ξ
∥∥∥∥= 0.
Now, writing (a little proof is needed here to handle uniformity and infinite dimensionality;
see [18])∥∥∥∥F(xn)− F(yn) − dΦ(yn) xn − yn
∥∥∥∥= o(‖xn − yn‖) ,‖xn − yn‖ ‖xn − yn‖ ‖xn − yn‖
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∥∥∥∥< ε2 .
Consequently, for n large, we have∥∥∥∥(1− πn)F (xn)− F(yn)‖xn − yn‖ − (1− πn)dΦ(x)ξ
∥∥∥∥< ε2 . (5.2)
By combining (5.1) and (5.2) we conclude that ‖(1−πn)dΦ(x)ξ‖> ε/2 which contradicts
the fact that for any vector η ∈H we have limn→∞ ‖(1− πn)η‖ = 0.
Now, πn ◦ F is Lipschitz close to F and, by Theorem 1, πn ◦ F is Lipschitz close to a
classical polynomial map.
(2) Let {xn}n1 ⊂ X be a sequence converging to x ∈ X and let {ξn}n1 ⊂ TX be a
sequence, with ξn ∈ TxnX, converging weakly to ξ . Then the sequence {ξn}n1 is bounded
and, for convenience, we may take ‖ξn‖ 1. Also, since β(TX) is closed in (H,‖ · ‖)×
(H,weak), we have ξ ∈ TxX. We must show that
lim
n→∞
∥∥dF(xn)ξn − dF(x)ξ∥∥= 0.
To this end, let {pm}m1 be a sequence of classical polynomial maps with limn→∞ ‖F −
pm|X‖inf = 0 and let ε > 0 be given. Then there exists m(ε) such that ‖dF − dpm‖inf < ε
for m(ε)m. Also, for any y ∈X, there exists a C1 extension Φy :H→H of F such that∣∣∣∣∣∣dΦy(y)− dpm(y)∣∣∣∣∣∣< ε. (5.3)
Furthermore, with m fixed as above, there is δ > 0 such that if y, y ′ ∈X with ‖y−y ′‖< δ,
then the operator norm |||dpm(y) − dpm(y ′)||| < ε. Consequently, there exists n(ε) such
that ∥∥dpm(xn)ξn − dpm(x)ξn∥∥< ε for n(ε) n. (5.4)
Because pm is a classical polynomial map, the operator dpm(x) is compact on H and
so there exists k(ε)  n(ε) such that ‖dpm(x)ξn − dpm(x)ξ‖ < ε for k(ε)  n. Now fix
n k(ε). Then, by (5.3) with y = xn, we have∥∥dpm(xn)ξn − dF(xn)ξn∥∥= ∥∥dpm(xn)ξn − dΦxn(xn)ξn∥∥< ε. (5.5)
It then follows from (5.4) and (5.5) that∥∥dpm(x)ξn − dF(xn)ξn∥∥< 2ε (5.6)
which in turn implies that ‖dpm(x)ξ − dF(xn)ξn‖ < 3ε. By (5.3), with y = x this time,
and the fact that ξ ∈ TxX we have∥∥dF(x)ξ − dpm(x)ξ∥∥= ‖dΦx(x)ξ − dpm(x)ξ‖< ε. (5.7)
Finally, it follows from (5.6) and (5.7) that, for n  k(ε)  n(ε), we have ‖dF(xn)ξn −
dF(x)ξ‖< 4ε as desired. ✷
It follows from the above proof that if dΦ(x) is a compact operator for every x ∈X, then
dΦ is compact on X ×H; the converse is obvious. The following corollary also follows
from the above proof.
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that ‖G‖inf  ‖G‖Lip for all C1 maps G :X→H and that β(TX) is closed in (H,‖ · ‖)×
(H,weak). If F is the limit in the Lipschitz norm of a sequence of classical polynomial
maps, then dF is compact on TX.
Corollary 5.5. Let X be a compact and convex subset of H and let F :X→ H be a C1
map. If F is the limit in the Lipschitz norm of a sequence of classical polynomial maps,
then dF is compact on TX.
Proof. For a compact convex subset X ⊂H we have
(a) ‖G‖inf  ‖G‖Lip, for all G ∈ C1(X :H), and
(b) β(TX) is closed in (H,‖ · ‖)× (H,weak).
The result is now an immediate consequence of Corollary 5.4. ✷
6. Remarks and examples
I. The following lemma is an immediate consequence of Corollary 4.3.
Lemma 6.1. Let X be a compact convex Q-set in H with E1(X) complete and let F :X→
span{X}⊥ be continuous. Then there exists ϕ ∈ C1(H) such that (ϕ|X,dϕ|X)= (0,F ).
A related fact is the following result.
Lemma 6.2. Let H be a finite dimensional linear subspace of H and let F :H →H⊥ be
continuous. Then there exists ϕ ∈ C1(H) such that (ϕ|H ,dϕ|H)= (0,F ).
Proof. Using a partition of unity, it suffices to prove the result for the case that F has
compact support. To this end, let γ : [0,∞)→ [0,1] be a C∞ function with γ (t) ≡ 1 for
t ∈ [0,1/2], γ (t)≡ 0 for t ∈ [1,∞), and γ ′(t) 0 for t ∈ [0,∞). Let n= dimH and let
K = ∫
H
γ (‖z‖) dz. Writing H=H ×H⊥, we set
ϕ(x, y)=
{
0, for y = 0,
1
K‖y‖n
∫
H
γ
( ‖x−z‖
‖y‖
)〈F(z), y〉dz, for y = 0.
One checks directly that ϕ ∈ C1(H) and that (ϕ|H,dϕ|H)= (0,F ) ∈E1(H). ✷
It follows, as one would expect, that for X a compact subset of a finite dimensional
linear subspace H ⊂ H, the space E1(X) is complete. Thus the C1-Whitney extension
theorem holds for X in H.
II. We have seen in Example 2.3 that (C1(X),‖ · ‖inf) need not be complete. Here we show
that even more pathology occurs: There is a compact subset X ⊂H with the property that
H. Movahedi-Lankarani, R. Wells / J. Math. Anal. Appl. 285 (2003) 299–320 315‖df ‖inf = 0 for every function f ∈ C1(X). This set X has the property that every vector
ξ ∈H is perpendicular to X at every point x ∈X in the sense that
lim
n→∞
〈
ξ,
yn − xn
‖yn − xn‖
〉
= 0
for any pair of sequences {xn}n1 and {yn}n1 in X both converging to x with xn = yn,
for all n. We briefly recall the construction of this set from [15].
Let (M,ρ) be a compact ultrametric3 space and let µ be a regular Borel probability
measure on M . Let ι :M → L2(µ) be the map defined by setting ι(u) = ρ(u, ·)1/2. For
many cases [15,17], this map ι is a bi-Lipschitz embedding. One such case [15] occurs
when M = 3-adic integers, µ= Haar measure, and ρ(u, v)= 0 if u= v and otherwise
ρ(u0 + u13+ u232 + · · · , v0 + v13+ v232 + · · ·)= 1/3n,
where ui = vi for i  n and un+1 = vn+1. Then there exist 0< α  κ so that
αρ(u, v)
∥∥ι(u)− ι(v)∥∥
L2(µ)  κρ(u, v).
Lemma 6.3. Let r > 0 and let u ∈M . If ξ ∈ L2(µ) is such that ξ |B(u, r) = 0, then ξ ⊥
(ι(u)− ι(v)) for any v ∈M with ρ(u, v) r .
Proof. We have〈
ξ, ι(u)− ι(v)〉= ∫
M
ξ(w)
(
ρ(u,w)1/2 − ρ(v,w)1/2)dµ(w).
Since ρ is an ultrametric, if ρ(u,w) > r  ρ(u, v), then ρ(u,w) = ρ(v,w) and so the
second factor in the integrand vanishes. If ρ(u,w)  r , the first factor vanishes, and the
lemma is proved. ✷
We note that X = ι(M) is then perpendicular to its ambient space L2(µ).
Proposition 6.4. For the above compact subset X = ι(M) ⊂ H = L2(µ) we have
‖df ‖inf(x)= 0 for every x ∈X and every f ∈C1(X).
Proof. Let f ∈ C1(X) and let ϕ ∈ C1(H) with ϕ|X = f . Then for u ∈ M and ξ as in
Lemma 6.3, we have X∩B(ι(u), rκ)⊂ ι(u)+ ξ⊥, where κ is the Lipschitz constant of the
map ι. Let γ : [0,∞)→[0,∞) be C∞ with γ (s)≡ 1 for s  1/2 and γ (s)≡ 0 for s  1.
We define (with x = ι(u) fixed)
ψ(y)= (ϕ(y)− 〈ξ, y − x〉)γ(‖y − x‖L2(µ)
rκ
)
+
[
1− γ
(‖y − x‖L2(µ)
rκ
)]
ϕ(y).
It is clear that ψ ∈C1(H) and that
3 The metric satisfies the following strong form of the triangle inequality: ρ(u,v)max{ρ(u,w),ρ(v,w)}.
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(2) ψ|X = ϕ|X = f .
Thus, we have ‖df ‖inf(x)  ‖dϕ(x) − ξ‖L2(µ). Let χB(u,1/n) denote the characteristic
function of B(u,1/n)⊂M and define, for each n 1, a function
ξn = (1− χB(u,1/n))dϕ(x) ∈L2(µ).
Then it follows that
‖df ‖inf(x) lim
n→∞
∥∥dϕ(x)− ξn∥∥L2(µ) = 0
and the proof is complete. ✷
Of course, it now follows that (C1(X),‖ · ‖inf) is incomplete and that (by Lemma 2.2)
lip(f )= 0 for every f ∈ C1(X).
III. The notion of compact (nonlinear) maps may be used to restate the main result (Theo-
rem 5.3) of [12]; see also [18, Appendix].
Theorem 6.5. Let X be a compact subset of a Hilbert space H. Then there exists a C1-
diffeomorphic embedding of X into some RN if and only if there exists a C1 map Φ :H→
H with Φ|X a C1-diffeomorphic embedding and dΦ compact on X×H.
A particular class of examples of compact maps is generated as follows. We say that a
finite regular Borel measureµ on a metric space (X,ρ) is of scaling dimension greater than
s if there exists K =K(s) > 0 such that µ(B(x, r)) < Krs , for all x ∈X and 0 < r < 1.
Now let H be a Hilbert space and let µ be a finite regular Borel measure on H with
compact support and scaling dimension greater than 2. Of course, µ(U) > 0 for any rela-
tively open nonempty subset U of the compact support of µ. For example, µ could be the
obvious extension of the product probability measure on the Hilbert cube. This measure
has scaling dimension greater than s for any s > 0. For each such µ, there is an associ-
ated canonical map ι = ιµ :H→ L2(µ) given by ι(x)= ‖x − ·‖. Such maps are variants
of the Kuratowski isometric embedding [2,5,6,20] into C(X) and are studied in detail in
[12,15,17]. We need the following lemma from [17].
Lemma 6.6. For µ a finite regular Borel measure on H with compact support and scaling
dimension greater than 2, the canonical map ι :H→ L2(µ) is C1.
The scaling dimension condition is used to show that the map dι, given formally by the
expression
dι(x)ξ(z)=
{ 〈ξ,x−z〉
‖x−z‖ for z = x,
0 for z= x,
is well defined dι(x) :H→ L2(µ), continuous, and in fact the differential. It then follows
easily that for µ as in Lemma 6.6, the differential dι :H×H→ L2(µ) is compact on all
of H×H.
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scaling dimension greater than 2, and span{suppµ} =H. Let ι :H→ L2(µ) be the asso-
ciated canonical map. Then, for any compact subset X of H, the restriction ι :X→ L2(µ)
is a C1-diffeomorphic embedding if and only if there exists a C1-diffeomorphic embedding
of X into some RN .
Using the material developed in previous sections, the proofs of Theorem 6.5 and The-
orem 6.7 are fairly straightforward.
IV. We next recall from [12,15,18] that a subset X of a Hilbert space H is spherically
compact if the set{
x − y
‖x − y‖ : x, y ∈X with x = y
}
has a compact closure in the norm topology of H. For compact subsets, spherical compact-
ness is an invariant under C1-diffeomorphism but not under bi-Lipschitz equivalence ([15]
and [12, Examples 8.1, 8.2, 8.3]).
Definition 6.8. An isotopy with respect to ‖ · ‖Lip is a continuous map I : [0,1] ×X→H
with x → I(t, x) = It (x) Lipschitz and t → It continuous [0,1] → Lip(X : H). Given
ε > 0, we say that the isotopy is less than ε, if ‖It − Is‖Lip < ε for all t, s ∈ [0,1].
Using Proposition 5.2, the main result of [12] may now be improved to the following:
Theorem 6.9. Let X be a compact, spherically compact subset of a Hilbert space H with
TX a quasibundle. Then there exist an arbitrarily small (with respect to ‖ ·‖Lip) isotopy It ,
0 t  1, of X in H such that I1(X) admits an embedding by orthogonal projection with
polynomial inverse into a finite dimensional linear subspace of H.
Proof. There exists [12] a finite open cover {U1,U2, . . . ,Un} of X and finite dimensional
linear subspaces H1,H2, . . . ,Hn of H such that the orthogonal projection πj :H→ Hj ,
1  j  n, restricts to a C1 embedding of Uj ∩ X. Let H be a sufficiently large fi-
nite dimensional subspace of H containing
∑n
j=1Hj . Then the orthogonal projection
πH :H→ H restricts to a C1 embedding of X. In particular, πH is a classical poly-
nomial which C1 embeds X in H . It follows that X is the graph Γ (F) of a C1 map
F :πH(X)→H⊥. Given ε > 0, there exists by Proposition 5.2, a classical polynomial map
p :H → H⊥ such that ‖F − p|πH (X)‖Lip < ε. Then clearly Γ (p|πH (X)) is C1 embedded
inH by πH |Γ (p|πH (X)) with πHΓ (p|πH (X))= πH(X) and (πH |Γ (p|πH (X)))−1 :πH(X)→H
the restriction of a classical polynomial map. The isotopy is the obvious one keeping πH
constant. ✷
V. The hypothesis that β(T X) should be closed in (H,‖ · ‖) × (H,weak) in part (2) of
Proposition 5.2 may be dropped if TX is replaced by a larger “tangent space” TX for
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a Hilbert space H and set
TxX =
{
ξ ∈H: dϕ(x)ξ = 0 for any ϕ ∈C1(H) with
ϕ|X ≡ 0 on some neighborhood (in X) of x
}
.
Clearly, for each x ∈X, the set TxX is a closed linear subspace of H. We define
TX =
⋃{{x} × TxX: x ∈X}= {(x, ξ): ξ ∈ TxX}⊂X×H
and
β(TX)= {(x, ξ) ∈ TX: ‖ξ‖ 1}.
Lemma 6.10. Let X be a compact subset of a Hilbert space H, let x ∈ X and ξ ∈ TxX.
Suppose that Φ,Ψ :H→H are C1 maps with Φ|X ≡ Ψ |X. Then dΦ(x)ξ = dΨ (x)ξ .
Proof. Let η ∈ H be arbitrary. Define C1 functions ϕ,ψ :H→ R by setting ϕ(x) =
〈Φ(x), η〉 and ψ(x) = 〈Ψ (x), η〉. Then clearly ϕ|X ≡ ψ|X . Accordingly, dϕ(x)ξ =
dψ(x)ξ so that 〈dΦ(x)ξ, η〉 = 〈dΨ (x)ξ, η〉. Because η is arbitrary, we have dΦ(x)ξ =
dΨ (x)ξ . ✷
Lemma 6.11. Let X be a compact subset of a Hilbert space H. Then the sets β(TX) and
TX are closed in (H,‖ · ‖)× (H,weak).
Proof. Let {(xn, ξn)}n1 ⊂ β(TX) be a sequence converging to (x, ξ) in (H,‖ · ‖) ×
(H,weak). In order to show that (x, ξ) ∈ β(TX), it suffices to show that ξ ∈ TxX. That is,
for ϕ ∈ C1(H), we must show that dϕ(x)ξ = 0 if ϕ|U ≡ 0 for U some open neighborhood
(in X) of x . Then, for all n sufficiently large, we have that xn ∈ U and that dϕ(xn)ξn = 0.
Therefore, it suffices to show that limn→∞ ‖dϕ(xn)ξn − dϕ(x)ξ‖ = 0. But this is clear.
It follows that TX is also closed in (H,‖ · ‖)× (H,weak). ✷
Obviously, we have TX ⊂ closure of TXin (H,‖ · ‖)× (H,weak)⊂ TX and therefore
β(TX)⊂ β(closure of TX in (H,‖ · ‖)× (H,weak))⊂ β(TX).
Using Lemmas 6.10 and 6.11 above (instead of the hypothesis that β(TX) is closed
in (H,‖ · ‖)× (H,weak)) in a proof identical to that for Proposition 5.2, we arrive at the
following result.
Proposition 6.12. Let X be a compact subset of a Hilbert spaceH and let F :X→H be a
C1 map. If there is a sequence {pn}n1 of classical polynomial maps with limn→∞ ‖F −
pn|X‖inf = 0, then dF is compact on TX.
Clearly, it follows that dF is compact on TX, making unnecessary the hypothesis in
Proposition 5.2 (b) that β(TX) is closed.
Another interesting fact about TX is that it contains all weak limits of normalized se-
cants (x−y)/‖x−y‖with x, y ∈X. Clearly, for X ⊂RN we have TxX = TxX. However,
the following question remains open.
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VI. In [19] the following notion of tangent space is defined: Let X be a subset of a C1
manifold Y and let x ∈X. Then
Tan1(Y,X,x)= {ξ ∈C1(Y )∗: ξf = 0 for f ∈C1(Y ) and f |X ≡ 0},
where C1(Y )∗ is the topological vector space dual of C1(Y ). It is easily seen (via the
appropriate identifications) that if X is a subset of a Hilbert space H, then
Tan1(H,X,x)⊃ TxX⊃ TxX.
VII. A great deal is known about rings, such as Lip(X) and C1(X), of functions in the
Lipschitz topology ([10,23] and references therein). There are some known versions of the
C1-Whitney extension theorem for certain very nice but noncompact subsets of H [13].
For closed subsets of H, [24] gives a version of the C1-Whitney extension theorem for
B1M(X) in the case that the second part x → F(x) of a 1-jet is Lipschitz with Lipschitz
constant M . In addition, it is shown in [24] that the C3-Whitney extension theorem fails
for a certain closed convex subset of l2.
VIII. To construct a more general Q-set, let H1 ⊂ H2 ⊂ · · · ⊂ H be a sequence of finite
dimensional linear subspaces of H and let πn = πHn . We select a sequence X1,X2, . . . of
compact (nonempty) subsets of H as follows: Let X1 be any compact (nonempty) subset
of H1. Let X2 ⊂ H2 be a compact set such that X2 ∩ H1 = X1 and π−11 (X1) ⊃ X2. We
continue inductively in this way: Xn+1 ⊂Hn+1, Xn+1 ∩Hn =Xn, and π−1n (Xn)⊃Xn+1.
Now we set
X =
{
x ∈
⋃
n1
Hn ⊂H: πn(x) ∈Xn for all n 1
}
.
That is, X is the inverse limit of the sequence
X1
π1←−X2 π2←−X3 π3←− · · ·
realized as a subset of H.
Finally, we conclude by asking whether the hypothesis that X be a Q-set may be re-
moved from Corollary 3:
Problem. Let X be a compact convex subset of a Hilbert space H with span{X} =H. Is it
true that C1(X) is closed in Lip(X) if and only if the C1-Whitney extension theorem holds
for X?
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