Non-orthogonal wavelets and Gabor or Multi-windows Gabor expansions[l, 2, 3, 41 involving well-localized synthesis/analysis functions are characterized by being redundant. This entails that the signal modeling is carried out through a rank deficient linear transformation and the expansion coefficients are no unique. In the finite dimensional case one solution for the coefficients (which provides the coefficients of Minimum Norm) is approached by the pseudo-inverse of the concomitant rank deficient transformation. In many applications this makes a great deal of sense. In other applications, however, the model-builder is not interested in a predictor that involves all the redundant factors. Instead, a predictor constructed out of the independent factors is sought. How to pick these factors is a problem of subset selection [5] and we shall advance here a new method for accomplishing such a goal.
INTRODUCTION
Algorithms for subset selection should be conceived in order to handle a trade-off between the following matters [5]: i) Estimation of the transformation rank, which is tantamount to estimating an appropriate dimension of the reduced model. ii) Selection of the elements yielding a sub-transformation as well conditioned as possible. iii) Production of a satisfactory residual error. Our approach is devised so as t o simultaneously deal with the above items. We address the problem in an iterative manner. At each step, the element yielding 0-7803-5073-1/98/$10.00 01998 IEEE maximum projection onto the residual vector is selected. This selection allows for the cancellation of such a projection at the next step. We take further care of the reduced model coefficients stability, against different realization of the observation data, by deciding the model dimension tanking into account the imprecision associated with the data.
THE PROPOSED APPROACH

Preliminary considerations
Let us assume that a signal f" E L2[T1, Tz] is approximated by a function J E L2[Tl,Tz] which admits a finite dimensional expansion of the form: wavelet. In order to simplify notation let us re-label indexes by assigning a positive integer k to each triple j , n , m so that k = 1,. . . , K = E,"=, M3N3 and (1) is recast:
] is a rank deficient operator and c is the vectorial representation of the coeffici-
Our aim is that of building a predictor A5 of f " such that E has at most r nonzero components, with r 5
Rank(A). The position of the nonzero entries determines which functions in the model are to be used in ap- 
The positive numbers p n ; n = 1,. . . , K O being the corresponding eigenvalues. IlAf0112 56, where 6 is the precision within which one wishes to approximate the signal f". Note: if f o is a noisy signal, provided that the noise variance u2 is known, the signal can be denoised by setting 6 = 2.
The method
The sought vector 13 is obtained through A& i.e:
The KO components of E are the sought nonzero coefficients, q,, at the positions labeled by the indexes Zk ; k = 1,. . . ,KO that the above algorithm has selected.
NUMERICAL EXAMPLE
The purpose of the simple numerical simulation we present here is to illustrate the considerable reduction in the cardinality of the nonzero coefficients (against the Minimum Norm coefficients) achieved by the proposed approach. To this end, we shall deal with the single mother wavelet case corresponding to set J = 1 (cf.
Consider that in oder to represent the chirp signal Eq.
(1)).
through a discrete set of numbers we use the rather arbitrary model:
with a0 = 2, bo = 0.5 and g ( t ) a mother wavelet as the one proposed in [6], pp 79 (see Fig 1) . The numbers pm,n allow for the wavelets normalization in the [0,1] interval. The observed data are simulated as
where f ( t i ) are the sampling values of (7) 
CONCLUSIONS
A method for subset selection has been evolved. The algorithm was devised so its to handle together the following matters: i) Selection of a subset yielding a well conditioned inverse problem while producing an acceptable residual error. ii) Estimation of the reduced model dimension. Both goals have been achieved by iteratively selecting, at each step, the element holding maximum projection onto the previous step residual vector. The stability of the model coefficients, against perturbations of the data, has been further considered by deciding the model dimension attending to the data errors. Thus, the dimension of the reduced model depends both on the data errors and the arbitrary function 911 that initializes the algorithm. However, regardless of the initial function, the maximum dimension is guaranteed to be at most equal to the numerical rank of the original redundant model.
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