Schjoedt and Sangboon hold a positivist ideology. In this chapter they discuss an important aspect of the unit of analysis strategy in research designs: How does one account for or control factors that the researcher is aware of in the model but are beyond the focus of a within-groups or between-groups comparison? In other words, control factors are confounding, moderating, or mediating variables. The reason it is important to identify and control (or account for) these factors is so that the researcher can generalize to other populations, that is, by identifying the confounding factors that are present but are beyond the unit of analysis interest. When participants are samples for a between-group unit of analysis comparison, individual attributes in each participant often differ. Designing control variables is one approach among others to address this.
Introduction
Graduate school offers a plethora of valuable lessons for emergent researchers, but many times these lessons are cut short due to the limited time available. We learn about how to conduct empirical research and about the principles of conducting statistical analysis, for example, regression analysis. We learn that we can limit the impact of alternative explanations of the relationship under empirical investigation by including control variables when conducting a multiple regression analysis by entering control variables (CVs) as step one and the independent variables (IVs) as step two (Becker, 2005) . This way we can determine the unique variance accounted for in the dependent variable (DV) by the IVs while controlling for the effects of other variables, the CVs (Hair, Black, Babin, Anderson & Tatham, 2006) . Alternatively, we can estimate the strength of the relationship between the IVs and DV while controlling for noise from the measurement of other variables affecting the relationship.
As researchers, we are frequently interested in understanding causal relationships. Conducting an experiment provides better insights into the causal relationships by providing an opportunity to eliminate alternative explanations among the predictor-the independent variables-and the criterion-the dependent variable-by randomly assigning individuals to experimental conditions and manipulating the variables (Schwab, 2005) . Despite this, we tend to conduct nonexperimental research. This is done many times because, for a variety of reasons, we cannot conduct an experiment (Austin, Scherbaum & Mahlman, 2002; Stone-Romero, 2007 ). Yet, nonexperimental research has a major drawback; nonexperimental research does not benefit from the opportunity to control the effects of variables to the same extent as experimental research. When we attempt to control for alternative explanations, we statistically control the influence of variables outside the relationship that is our principal interest; we seek to control the effects of extraneous nuisance variables. When we statistically control these extraneous nuisance variables, we refer to them as control variables.
The use of control variables in nonexperimental research is widespread in business research as evidenced by several authors (e.g., Atinc, Simmering, & Kroll, 2012; Becker, 2005; Breaugh, 2006 Breaugh, , 2008 Carlson & Wu, 2012; Schjoedt & Bird, 2014; Spector & Brannick, 2011) . In preparing this chapter we reviewed the 63 articles published in 2013 in two leading academic research oriented journals-Journal of Accounting and Economics and Journal of Business Venturing. Our review showed that all but one of the 45 empirical studies published included control variables. This shows that an important aspect in academic empirical business research is control variables.
Due to the widespread use of control variables in the academic business literature, we would expect that in graduate school a substantial amount of time is allocated toward the issue of control variables, at least to the same degree as attention that is allocated to the independent variables. Despite the fact that control variables are extraneous variables that account for unique variance in the dependent variables just like the independent variables, attention given to them is limited in graduate school and in published research. This
