ABSTRACT Short text is an important form of information dissemination and opinion expression in various social media platforms. Sentiment analysis of short texts is beneficial for the understanding of customers' emotional state, obtaining customers' opinions and attitudes toward events, information and products, however, is difficult because the sparsity of the short-text data. Unlike the traditional methods using the external knowledge, this paper proposes a bi-level attention model for sentiment analysis of short texts, which does not rely on external knowledge to deal with the data sparsity. Specifically, at word level, our model improves the effect of word representation by introducing latent topic information into word-level semantic representation. Neural topic model is used to discover the latent topic of the text. A new topic-word attention mechanism is presented to explore the semantics of words from the perspective of topic-word association; At the sequence level, a secondary attention mechanism is used to capture the relationship between local and global sentiment expression. Experiments on the ChnSentiCorp-Htl-ba-10000 and NLPCC-ECGC datasets validate the effectiveness of the BAM model.
I. INTRODUCTION
Information dissemination, opinion expression, and other behaviors are increasingly presented in the form of short texts in various social media platforms, emerging news media, e-commerce, and other fields [1] . The construction of shorttext sentiment analysis method is beneficial for the timely understanding of customers' emotional state, thereby obtaining customers' opinions and attitudes toward events, information, and products, which are of immense significance for personalized search, public opinion analysis, customer services, and product sales [2] , [46] .
Short-text data are sparse [1] , [3] . On the one hand, the lack of co-occurrence of words affects word embedding methods, which depend on such a co-occurrence [3] - [5] . On the other hand, minimally valid features of short text restrict the ability of a model to extract text features and accurately grasp the relationship between text features and sentiment labels [5] .
External knowledge is used to assist sentiment analysis in the majority of the existing methods to cope with the The associate editor coordinating the review of this article and approving it for publication was Biju Issac. difficulties in sentiment analysis caused by data sparsity [5] - [7] . These methods are limited in the scope of application scope because numerous manual features are required or depend on high-quality external knowledge base in specific fields [5] , [9] , [10] . Moreover, some methods aim to solve sparsity issue by applying dimensionality reduction, such as topic models. Although some topic models (i.e., labeled topic model) can model the correlation of given label and latent topic directly, many studies see topic models as feature extractor that represent texts as mixture of latent topics [49] , [50] . Topic models are used to explore the association between words and latent topics, while latent topic components are used to reduce the dimensionality of the text [11] - [14] . Furthermore, the topic model is used as a bridge to mine the semantic association among different words under the same latent topic and mitigate the impact of data sparsity on the comprehension of word meaning [1] . However, the majority of the related studies have focused on the role of topic information on text classification, without considering the association between topic and sentiment.
The current study was inspired by Zeng et al. [1] and presents a short-text sentiment analysis method of the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ bi-level attention model on the bases of topic and sequence. However, this method does not introduce external knowledge to assist the comprehension of word meaning. Instead, topic model is combined with attention mechanism to complete the comprehension of word meaning. The main contributions of this study are presented as follows.
• A topic-word attention mechanism (T-WAM) is presented to adapt the characteristics of the neural topic model, and to explore the semantics of words from the perspective of topic -word meaning association, and establish semantic representation at the word level to improve the effects of word-level semantic representation.
• An end-to-end short-text sentiment analysis method based on bi-level attention model (BAM) is presented.
• Experiments on the ChnSentiCorp-Htl-ba-10000 and NLPCC-ECGC datasets validate the effectiveness of the BAM model. The remainder of this paper is organized as follows. Section 2 reviews short-text sentiment analysis and the topic model-related research. Section 3 describes the BAM model proposed in this study. Section 4 introduces the experimental design in detail and analyzes the experimental result. Section 5 summarizes the work of this research.
II. RELATED WORKS
The short-text sentiment analysis has attracted wide attention [15] , [16] . The sparsity issue of short text data makes it difficult to learn good word representation for researches in this field. We attempt to alleviate the impact of sparsity issue to word representation learning by introducing topic information (obtain by neural topic model) into word-level semantic representation. Therefore, this study reflects on two aspects, namely, sparsity of short-text data and topic model.
A. SPARSITY OF SHORT-TEXT DATA
At present, two main methods address data sparsity in shorttext sentiment analysis [1] , [17] : introduction of external knowledge to assist sentiment analysis and dimensionality reduction [1] , [5] .
• Introduction of external knowledge to address sparsity Some studies rely on sentiment knowledge and hard-coded reversal rules [39] , which recognize sentiment-indicative words in text by sentiment ontology [2] or sentiment lexicon [18] - [20] and combine evidence with certain rules; Many sentiment analysis methods focus on document-level feature engineering [21] - [23] . Pang pioneer this field by combining document features (e.g., unigram, bigram, POS, adjectives) with machine learning models (e.g., SVM, naïve Bayesian model and max entropy model) [18] , [23] . Emoticons, sentiment lexicon, and other sentiment-related manual features are added into feature representation, to improve the performance of the sentiment analysis model [16] , [24] . Some studies use external knowledge to improve the quality of word representation [7] , [23] . Kumara et al. [25] apply Knowledge Graph Embedding on WordNet to get word embedding for each word in the text, improved the sentiment prediction by utilizing background knowledge base to build good word level representation. Fu et al. [7] proposed a lexicon-enhanced LSTM model, which use prior sentiment information of words as the supplement information to improve the quality of word representation. Yangsen et al. [9] , Jiang et al. [26] and Wang et al. [27] recognized the special role of emoticons in emotional expression, to construct sentiment symbol knowledge base based on existing semantic resources including sentiment lexicons, negative words, emoticons degree adverbs and other sentiment-expressive symbols, and map this sentiment symbols into the vector space. Introduce external knowledge into neural network by unsupervised pretraining is also suggested by some studies, Li proposed a semantically rich hybrid neural network (HNN) which leverages unsupervised teaching models to incorporate semantic domain knowledge into neural network to bootstrap it inference power and interpretability [52] .
• Solving sparsity issue with dimensionality reduction Principal component analysis (PCA), latent Dirichlet allocation (LDA), latent semantic indexing (LSI), and other dimensionality reduction technologies have attracted considerable attention in short-text classification field [5] . Vinodhini and Chandrasekaran [28] studied the effect of feature reduction in sentiment analysis of online reviews with PCA method. Phan et al. [3] proposed a method that deals with short and sparse text by making the most of latent topic discovered from large scale data collections by topic models (e.g. LDA, LSI). Rao et al. proposed a topic-level maximum entropy (TME) model, which generate topic-level features by modeling latent topics, labels, and combine it with maximum entropy model, TME shows effectiveness on emotion classification over sparse words [51] .
The method that introduces external knowledge to assist sentiment analysis is limited in the scope because of its dependence on high-quality external emotional knowledge base, and need for numerous manual features [5] . The method that aims to solve the sparsity issue by dimensionality reduction has high computational complexity because such a technique involves large matrix decomposition or extracting eigenvalues from large matrices.
B. TOPIC MODELS
Topic models are one of the most popular methods for learning representations of text [14] . The LSA method proposed by Deerwester et al. [30] apply singular value decomposition over matrix of terms by documents, to map documents to a vector space of reduced dimensionality [31] . Hofmann et al. [31] proposed probabilistic latent semantic analysis (PLSA) on the basis of LSA. The disadvantage of the PLSA method is that the model parameters increase linearly with the size of the training set, which is prone to overfitting. Many shortcomings of PLSA can be mitigated by using Latent Dirichlet Allocation (the LDA) proposed by Blei et al. [32] . Its parameters did not increase with the size of the training set and exhibited good generalization performance. It has been widely used in the field of natural language processing [3] , [32] , [33] . Cheng and Yan et al. argue that document-level topic models (i.e., LDA and PLSA) also suffer from sparsity problem because of sparse word co-occurrence in short text documents, and proposed biterm topic model (BTM), which learns topics by directly modeling the generation of word co-occurrence patterns (i.e., biterms) in the corpus [17] , [47] . In recent years labeled topic models (i.e. ETM [48] , UAM [49] ) have attracted much attention. Many of those labeled topic models extend LDA (or BTM) model by introducing intermediate layers of label modeling, to model the correlation between given label (i.e., sentiment label) and latent topic [49] , [50] . Classical topic models require substantial computing resources because of the need to decompose large matrices or work out eigenvalues. Moreover, combining these models with neural networks for endto-end training is difficult.
The neural topic models (NTM), proposed by Miao et al. [13] and Srivastava and Sutton [14] , are topic models parameterized with deep neural networks. Neural topic models use excellent ability of deep neural networks as function approximators to learn the complicated semantic association between latent topic and word meaning, and achieved good result. Zeng et al. [1] proposed that the combination of neutral topic model with memory network can alleviate the sparsity issue of short-text data. However, these researchers have mainly focused on the role of topic models in text categorization without considering the relationship between latent topic and sentiment.
III. BI-LEVEL ATTENTION MODEL
The structure of the bi-level attention model proposed in this study is shown in Fig.1 , which is composed of four modules: (A) neural topic model (NTM), (B) topic-word attention mechanism (T-WAM), (C) attention mechanism at the sequence level, and (D) sentiment classifier.
At word level, our model combines NTM and T-WAM to improve the effect of word level representation, thereby alleviating the difficulty of word-level semantic understanding caused by the sparsity of short text. Neutral topic model extracts topic information on the basis of text diction. The diction of short text is expressed as x BoW ∈ R |V | in the form of bag-of-words, where |V | is the vocabulary size. The neutral topic model analyses latent topics, and generates embeddings for latent topics, which form a topic vector matrix. Thereafter, the topic information is transferred to the T-WAM module.
The topic information is used to extend word-level semantic representation by T-WAM. Text is initially expressed as x Seq ∈ R L in the form of word sequence, where L refers to the text sequence length. Thereafter x Seq is represented as a word-embedding matrix U through word embedding. T-WAM produce word topic embedding G on the basis of topic vector matrix T and relationship α between topic information and word embedding, thereby construction word representation from the perspective of topic. We concatenate word embedding U and word topic embedding G to obtain word-level semantic representation H .
The sequence-level attention mechanism is applied to perform semantic fusion at the sequence level based on the semantic representation H at the word level, thereby enabling the construction of the semantic representation of the text. Lastly, the sentiment classification model is used to infer sentiment label y of the text based on the semantic representation of the text.
A. NEURAL TOPIC MODEL
The topic information of the text is extracted on the basis of text diction x BoW , while short text is represented as a mixture of latent topics by the neutral topic model [1] . In particular, θ ∈ R K is used to represent the components of latent topics, with each dimension corresponding to a latent topic. Meanwhile, K refers to the number of latent topics, and each latent topic corresponds to a probability distribution over the vocabulary [1] , [17] .
The topic model of this study is established based on studies on neutral topic models, which are proposed by Zeng et al. [1] , Miao et al. [13] , and Srivastava and Sutton [14] . The NTM is based on VAE [42] model, which is divided into two parts, namely, encoder and decoder. In the encoder network, the input variables are mapped to intermediate variables z ∼ N(µ, σ 2 ). Unlike the VAE model, NTM model further maps the intermediate variable z in the encoder to obtain the topic component θ :
In the decoder network, the topic component θ is used as input to obtainx BoW :
where f θ (•) refers to a multi-layer perceptron with three fullconnected layers, f φ (•) refers to a perceptron, and w n corresponds to the n th dimension of the topic model output, which represents the probability of the occurrence of the n th word in the vocabulary, given topic component θ . In the NTM, f φ (•) map topic component θ into a probability distributionx BoW over the vocabulary. W φ ∈ R K ×|V | is the kernel weight matrix of f θ (•), where K is the number of latent topics, and |V | is the vocabulary size. The rows of W φ correspond to the topics, while the columns correspond to the vocabulary.
In addition to the latent topic component θ , the NTM produce embeddings for latent topics, which form a topic vector matrix T ∈ R K ×E . T is obtained through the matrix mapping:
where f T (•) is a perceptron, whose activation function is relu. Each row vector of T , t k ∈ R E , corresponds to a latent topic.
B. TOPIC-WORD ATTENTION MECHENISM
In this study, we propose a topic-word attention mechanism (T-WAM) to introduce topic information into word representation, thereby alleviate the impact of sparsity issue at word level. The topic information (including topic component θ and topic vector matrix T ), provided by the neutral topic model, and word semantic information (represent as word embedding U ) are used to compute the relationship α between topics and words. Thereafter, the topic vector matrix T is reformed according to α, to obtain the word topic embedding G. Word topic embeddings G ∈ R L×E is a wordlevel representation of text from the perspective of topics. Thereafter we concatenate word embedding U and word topic embedding G to obtain word-level semantic representation H . The relationship between latent topic and word is calculated as follows:
where U ∈ R L×E is the result of the dimensionality reduction of the single layer perceptron f U (•) against matrix U ; P ∈ R L×K is an intermediate variable matrix for calculating α. Intuitively, P l,k measures how well word embedding u l can match topic vector t k , thereby in a certain degree reflect the correlation between word and topics, however, we argue that more topic information could be add as topic component θ k involved; α l,k refers to the relationship between the sequence word at position l and k th latent topics; u l refers to the l st row vector of matrix U ; And t k refers to the k th row vector of the topic vector matrix T . Thereafter T-WAM construct word topic embedding vector g l with topic-word correspondence α l,k and topic embedding vector t k .
Concatenation of Word topic embedding vector g l and word embedding vector u l is the word semantic representation h l :
where [; ] refers to the concatenation function, and u l is the row vector of word embedding matrix U . Lastly, h l is spliced into word-level semantic representation H .
C. SEQUENCE-LEVEL ATTENTION MECHANISM
Sequence-level attention mechanism based on the word-level semantic representation H , further integrates the text semantics in the sequence dimension, thereby construct text sentiment semantic representation F. According to the contribution β l of the input state h l to the sentiment expression, the sequence-level attention mechanism constructs the sentiment semantic representation of text as follows:
Similar to by Zhang et al. [9] and Zhou et al. [37] , the current study designs a sentiment prior vector A. Sequence-level attention mechanism aims to compute the contribution β l of the input state h l to sentiment expression based on the matching between the input state h l and sentiment prior vector A. Sentiment prior vector A, which is a model parameter, is obtained through training. The sentiment prior vector A can be regarded as a vectorized representation of sentiment recognition knowledge. In particular, α l is calculated as follows:
where W e and b e are model parameters, and are obtained through training respectively. Sequence-level attention mechanism integrates the semantic information into a fixed-length sentiment semantic vector F.
D. SENTIMENT CLASSIFIER
Sentiment classifier infer the sentiment labels y on the basis of the sentiment semantic vector F. Sentiment Classifier is a multi-layer perceptron composed of two fully connected layers. Thereafter soft max (or sigmoid) function is applied to map sentiment analysis result into the form of probability distribution.
E. LOSS FUNCTION
The global loss function of BAM model is composed of the loss function of the NTM and the loss function of sentiment classifier.
where L NTM refers to the loss function of the NTM. In the training process, the loss function used in the NTM is as follows:
D KL (q(z)||p(z|x)) refers to the KL divergence between the posterior distribution and prior distribution of the hidden variable z and E q(z) [p(x|z)] is used to measure how well NTM can match the training data [1] , [14] . We leave out derivation details and refer readers to [1] , [14] , due to space limitation. The loss function of sentiment classifier L CLF is a crossentropy loss function:
where N refers to the number of train examples, p(y|x) refers to the output of the sentiment classifier, and y i refers to true sentiment label for the i th sample.
IV. EXPERIMENTS A. DATASET
To verify the proposed model 1 (sourse code is presented below), the current study conducts experiments on the ChnSentiCorp-Htl-ba-10000 2 and NLPCC-ECGC 3 datasets. Detailed information can be seen from TABLE 1. Both of the datasets are Chinese datasets.
• ChnSentiCorp-Htl-ba-10000 created by [43] , includes 10000 piece of hotel reviews, labeled as positive and negative. It is an unbalanced corpus in which 7000 positive samples exist.
• NLPCC-ECGC dataset [44] come from online comments on Weibo, which includes 1 million dialogues in • At word level, TMN use memory network to build word level representation, while in this article we present T-WAM to improve word representation.
• At sequence level, TMN [1] use CNN to encode short texts, while we argue that attention mechanism is a better choice to capture sequence level local features for short text sentiment analysis tasks. Experiment results shows that our model outperforms TMN on ChnSentiCorp-Htlba-10000 and NLPCC-ECGC datasets. A total of 1000 texts are randomly extracted from ChnSentiCorp-Htl-ba-10000 to construct the testing set, and the rest of the texts are used to construct the training set. A total of 5000 texts are randomly extracted from the NLPCC-ECGC dataset to construct the testing set, while the remainder is used to construct the training set. First, a series of pre-processing of text data in dataset is carried out (apply the source code), we tokenize each text with jieba and remove some special tokens. Second, a Word2Vec training corpus is constructed on the basis of two datasets, and word vector is trained with the help of the gensim tool, and the word vector is trained, to obtain a word embedding matrix that contains 96580 words, whose word vector dimensionality is 50, word vectors for GloVe and Fasttext are obtained from the same corpus. We did not use stop words in the experiments. For BERT model, we apply fine-tuning over pre-trained model 'BERT-Base, Chinese'. 4 
C. RESULTS AND DISSCUSSION
• ChnSeniCorp-Htl-ba-10000 dataset On ChnSentiCorp-Htl-ba-10000 date set, the experimental results of the BAM and baseline models are shown in TABLE 2.
1) Attention mechanism plays an important role in short-text sentiment analysis. We compare models that (not) introduce attention mechanism, the experimental result shows that the accuracy of the AttBiL-STM model that introduces such a mechanism at the sequence level reaches 0.853, which is higher than those of Bi-GRU with similar structure (accuracy 0.822) and advanced VDCNN model (accuracy 0.824) and is comparable to the performance of RCNN (accuracy 0.861), and BERT model (accuracy 0.894), which use multiple self-attention layers, outperforms all above CNN models. Moreover, the accuracy of the BAM model using bi-level attention mechanism reaches 0.900, which is the highest among all the models. Evidently, attention mechanism plays an important role in short-text sentiment analysis. 2) T-WAM can improve the effect of word-level semantic representation. We compare the models (not) introducing T-WAM to construct a word-level semantic representation. Experimental result shows that the accuracy of TAM-CNN and BAM is high (i.e., up to 0.869 and 0.900 respectively) and higher than those of MCNN and AttBiLSTM (i.e., 0.845 and 0.853, respectively). This result indicates that the extension of word-level semantic representation by means of T-WAM can improve word-level representation, and thereby alleviate the impact of sparsity issue at wordlevel representation. shows the validity of the proposed model in short-text sentiment analysis.
• Evaluation of the NLPCC-ECGC dataset The experimental results on NLPCC-ECGC dataset are shown in TABLE 3. BAM (accuracy 0.945) achieved comparable result with BERT (accuracy 0.948) and outperforms all other baselines, which indicates that our model is effective in sentiment analysis tasks. The other observations in TABLE 3. is consistent with that in TABLE 2, thereby further supports the previous discussion. The following observations are further obtained based on the experimental results in TABLE 2 and TABLE 3 .
Topic-word attention mechanism (T-WAM) is more effective in small datasets. The comparison of the differences in the performance of models, that (not) introducing T-WAM on ChnSentiCorp-Htl-ba-10000 dataset (small scale) and NLPCC-ECGC dataset (large scale) shows that the performance of the model is improved after introducing T-WAM. However, the improvement effect on small-scale dataset is more evident. This phenomenon can be explained from the following perspectives. Recall that, at word level, sparsity issue affects word-level representations by cutting down the word co-occurrence frequency. On small scale dataset, words appear less frequently, while the co-occurrence of vocabulary is even scarce because the corpus on small-scale dataset is minimal, thereby resulting in inadequate understanding on word-level semantics. Therefore, the introduction of topic information into word-level representation results in an evident strengthening effect on word representation.
D. HYPER PARAMETERS
To further explore the impact of the hyper parameters on the proposed model, experiments are carried out against three key hyper parameters, namely, sentiment priori vector A, numbers of latent topics K , and word-level vector representation method.
• Evaluation on ChnSentiCorp-Htl-ba-10000 dataset The experimental result of adjusting the sentiment priori vector A on ChnSentiCorp-Htl-ba-10000 dataset is shown in Fig 2. When the dimension of A ranges in the interval of [100, 110], the proposed model outperforms BERT, TMN, AttBiLSTM and RCNN models. When adjusting other hyper parameters, we use Fasttext [38] to initialize word representation before training as default option.
The impact of topic number K is shown in Fig 3. Moreover, the performance of the model stably exceeds those of the other contrast models. If K = 40, then the optimal result is obtained.
To explore the impact of word representation method, this study used several different word representation methods to obtain word-level representations, thereafter word-level representations are sent to MCNN [34] model and sequencelevel attention model respectively. TABLE 4. shows the experimental results:
From TABLE 4, we obtain the following observations:
1) T-WAM can be used as supplement to classical word representation methods. The contrast between (not) introducing the T-WAM mechanism to extend word representation shows that, introducing T-WAM into Fasttext [38] , GloVe [39] , and word2vec [40] , improves the accuracy from 0.879, 0.848, and 0.854 to 0.900, + T-WAM, and word2vec + T-WAM, the accuracy of the Seq-Attention model are 0.900, 0.869, and 0.883, which are higher than those of the corresponding CNN models, namely, 0.869, 0.854, and 0.845. Evidently, Seq-Attention can accurately capture the association between local and global sentiment expression at sentence level.
• Evaluation of the NLPCC-ECGC dataset The experimental result of the hyper parameter A on NLPCC-ECGC dataset is shown in Fig.4. Fig 2 and Fig 4 show that, 100 to 120 is the reasonable interval of the hyper parameter A.
The regulation result of the hyper parameter K on the NLPCC-ECGC dataset is shown in Fig 5. Figs. 3 and Fig 5 indicate that the performance of BAM exceeds those of the RCNN [35] , VDCNN [36] , AttBiLSTM [37] , and TMN [1] . Moreover, BAM achieve at least comparable result with the advanced BERT model on both datasets. Hence, BAM shows an excellent performance.
We explore the impact of word-level semantic representation method on NLPCC-ECGC dataset. 4 shows that when the scale of training set corpus is large, the introduction of the T-WAM mechanism has minimal influence on the model performance. 
E. CASE STUDY
We present a case study to further understand how T-WAM and sequence-level attention mechanism assist the model in semantic sentiment analysis. We chose hotel review instance '' , (The reception provides a good service, and answers to inquire about travel in detailed)'' as the case. Fig 6 shows a visualization of topic component analysis result, T-WAM, and sequence-level attention for the given instance.
Word '' (reception)'' is a low-frequency word in the corpus, which means its word representation could easily be influenced by the sparsity issue. At word level, T-WAM found that '' (reception)'' is associated with several latent topics, whose top key words are '' (service), (waitress),'' and '' (check in).'' These key words can represent the real meaning of '' (reception)'' from a certain perspective. The T-WAM integrates the topic vector of those latent topic according to association between topic and word, to obtain word topic embedding for ' ' (reception)''. T-WAM combines word embedding and word topic embedding to improve word-level representation of '' (reception)''. The semantic representation of other words is the same as that of ''reception''. At the sentence level, the attention mechanism accurately grasps two positive local feature of the given instance, namely '' (good) and (detailed),'' which indicates positive sentiment. Model induce correct label for the given instance with the help of T-WAM and sequence-level attention.
As is shown above, T-WAM introduces topic information into word representation, to improve word-level semantic understanding and alleviate the sparsity issue. Moreover, sequence-level attention captures local feature for sentiment expression, thereby infer sentiment label. The performance of the proposed model in the case shows that BAM is effective in short text sentiment analysis.
F. ERROR ANALYSIS
This section performs error analysis on the basis of the experimental results involving the ChnSentiCorp-Htl-ba-10000 dataset. We observe that one major error type come from the failure to understand the priority of local features. When positive and negative feature appear in the same text, the model can be confused. Taking ''very good position, complete chaotic service, and depressed hotel.'' as an example. This example includes both positive expression (''Very good''), and negative expression (''chaotic'' and ''depressed''). Visualization of sequence-level attention for the given example is shown at Fig 7. Fig 7 shows that, without understanding the priority between local features, our model pay too much attention on the positive expression (''Very good'') and thus predicted wrong sentiment label. Such errors can be reduced by fine-grained sentiment analysis, which explore the relationship between sentiment expression and the targeted objects. Priority between local features are associated with the priority of targeted objects. In the succeeding research, we will explore fine-grained sentiment analysis methods, which investigates priority between features.
V. CONCLUSION
This paper proposes a short text sentiment analysis method based on bi-level attention model, which does not rely on manual features or external knowledge. Our model combines neural topic model and attention mechanism to mitigate the impact of data sparsity. At word level, our model improves the effect of word representation by introducing latent topic information into word-level semantic representation. A new topic-word attention mechanism is proposed to explore the semantics of words from the perspective of topic. At sequence level, attention mechanism is used to capture the relationship between local and global sentiment expression. Experiments on the ChnSentiCorp-Htl-ba-10000 and NLPCC-ECGC datasets validate the effectiveness of the BAM model.
Error analysis shows that the model remains prone to confusion when positive and negative features appear in the same text. This type of error came from the failure to understand the priority of local features. Therefore, the next step of our research, we will involve building a fine-grained sentiment analysis model, which explore the relationship between sentiment expression and targeted objects, thereby understand the priority between local features.
