Abstract. Using the Matrix-Tree Theorem and coupling methods the convergence of the Parallel Chain (PC) algorithm to the set of global minima is established for various selection functions. It is illustrated that there may be convergence to a set of non-global minima when selecting one of the best states (Best-Wins strategy). In the latter case the convergence of the homogeneous PC algorithm is proved for su ciently large length of the parallel Markov chains and number of parallel Markov chains. For any selection function we show that if the PC algorithm is convergent, then the cooling schedule must satisfy P 1 n=0 exp(? (n) ) = 1, ( > 0).
Introduction and Results
Let X be a nite set and let U : X ! IR + be a non-constant function that should be minimized. We denote by X min the set of global minima of U. Suppose that we have p 1 processors. Choose any starting point x 0 2 X and let each processor simulate a Markov chain of length L 1 starting in x 0 . After L transitions the simulation is stopped and a state x 1 is selected from the p states according to a selection strategy. Then each processor simulates a Markov chain of length L starting in x 1 . Again at the end of the simulation a state x 2 is selected from the p states and the next simulation starts from x 2 , etc. ?
? Of course the number of parallel Markov chains that are simulated need not be xed. We denote by r(n) 1 the number of parallel Markov chains starting at time n(L + 1) and suppose that (r(n)) n is monotone decreasing. Moreover we assume that lim n!1 r(n) =: p 2 f1; : : : ; r(0)g exists. Remark 1.2 In our model the Markov chain transitions should depend on U:
If only worst states, e.g. states with maximal costs, are selected, there will be no convergence to the set of global minima, when using Markov chain transitions independent of U. In comparison to the model of genetic algorithms in C94], minimization of U in the PC algorithm is achieved via the Simulated Annealing transition kernel and not by appropriate selection functions. Recall that the operations such as crossover and mutation used in the model of C erf do not depend on U. Therefore optimization in the model of C erf can only be achieved by using appropriate selection functions.
In the sequel we specify the transition probabilities for each of the r(n) Markov chains starting at time n(L + 1). Let q be an irreducible exploration kernel on X, that also satis es the following reversibility condition q(x; y) > 0 () q(y; x) > 0 for all x; y 2 X:
(1) Moreover let (n; i) (n 2 IN 0 ; 0 i < L) denote a sequence satisfying the following properties:
1. (n) (n; 0) = (n; i) (n; L ? 1) (n + 1; 0), for n 2 IN and 0 i < L 2. lim n!1 (n) = 1. 3. lim n!1 (n; L ? 1) ? (n) = 0
The transition probabilities for the r(n) Markov chains, being simulated at time n(L+1), are given by the classical Simulated Annealing transition kernel, e.g. at time n(L + 1) + i; (0 i L ? 1) the transition probability for the j-th Markov chain, j 2 f1; : : : ; r(n)g; is given by P Y j n(L+1)+i+1 = z j Y j n(L+1)+i = y = p (n;i) (y; z) for y; z 2 X;
(2) where p (x; y) = ( exp ? (U(y) ? U(x)) + q(x; y) : x 6 = y 1 ? P z6 =x p (x; z) : x = y:
The selection behavior is described by selection functions.
De nition 1.3 A function F : f1; : : : ; sg X X s ! 0; 1] is called a selection function (of degree s), if Remark 1.4 The selection behavior is determined by selection functions in the following way: The probability for selecting the state y j from fy 1 ; : : : ; y s g is given by P l:y l =y j F(l; x; y 1 ; : : : ; y s ):
The second argument in the de nition of selection functions is necessary for selection strategies that also depend on states visited before. For example this is the case for the First-Wins strategy, introduced below.
Let (F m ) m 1 be a sequence of selection functions. At time (n + 1)(L + 1) ? 1 the selection function F n+1 is used for choosing the next starting point in the following way:
We assume that the selection functions (F n ) n satisfy H 0 :
There exists N 2 IN 1 such that F n = F m F for all n; m N.
For an arbitrary selection function we have the following necessary condition.
Theorem 1.5 Necessary condition. If lim sup n!1 P x (X n 2 X min ) = 1, then P 1 n=0 exp(? (n) ) = 1, where 0 max f (U(y) ? U(x)) j x 2 X n X min ; y 2 N 1 (x) g : We have = 0 if and only if for any x 2 X n X min there exists a path x = 0 ; 1 ; : : : ; l 2 X min satisfying U( i+1 ) U( i ) for i 2 f0; : : : ; l ? 1g.
Theorem 1.5 follows from Corollary 3.2.
For x = (x 1 ; : : : ; x s ) 2 X s we introduce x] := f x i j i 2 f1; : : : ; sgg x := f x i j U(x i ) = minf U(x j ) j j 2 f1; : : : ; sg; i 2 f1; : : : ; sgg x := f x i j U(x i ) = maxf U(x j ) j j 2 f1; : : : ; sgg; i 2 f1; : : : ; sgg:
In this paper we investigate the PC algorithm for the following selection functions 1. First-Wins. z m = x; fxg 6 = z] If there exists i with z i 6 = x the state z j with smallest such j will be chosen, else the process will stay in x. 2. Chance-to-anyone. F (m; x; z 1 ; : : : ; z s ) c > 0 for all m 2 f1; : : : ; sg; 2 IR + :
Only the best states are chosen with equal probability, e.g. where G 1 fxg denotes the set of fxg-graphs with respect to the transition kernel p (n) and x 2 X min is arbitrary. Theorem 1.6 Su cient conditions. a) Let F be as in cases 1,2 or 4 and assume that the rectangle sequence satis es (n) = 1 m min ln(n+1). Then for any initial distribution on X the PC algorithm converges to the set of global minima, e.g. lim n!1 n (X min ) = 1, where n denotes the distribution of the algorithm at time n. b) Let F be as in case 3. De ne := min + f U(y) j y 2 N 1 (x); x 2 X min g. 
Convergence of the homogeneous algorithm
The sequence space is given by = (X r(0) ) L+1 (X r(1) ) L+1 : : :. Let Y n(L+1)+i denote the projection, e.g. Y k n(L+1)+i (!) = ! n;i k for 0 i L. By the de nition of the algorithm we have Y n(L+1) 2 f(x; : : : ; x) j x 2 Xg for all n 0. Therefore by identifying the tuples (x; : : : ; x) with x, we obtain a Markov chain (X n ) n on X by the de nition X n Y n(L+1) .
For l 2 IN 1 and x 2 X introduce the set of l-step neighbors of x under the kernel p (n) N l (x) := n y 2 X j p (l) (n) (x; y) > 0 o : De ne Q n;L (x; y) := P(X n+1 = y j X n = x) for x; y 2 X: Since Q n;L inherits the aperiodicity and irreducibility from p (n) , Q n;L has got exactly one stationary measure n . For a nite subset A IN 1 let G n;A = (X; E n;A ) be the graph that is induced by Q n;A , e.g.
(y ! z) 2 E n;A : () max l2A Q n;l (y; z) > 0 () max l2A p 
Proof: At rst we show that s( ?1 yz ) = s( zy ) for y; z 2 X with (y ! z) 2 g 2 G L fxg: (8) Proof of (8) 
= h L (g) + (U(y) ? U(x)); where (6) has been used in (9). 2 Denote by G L; fxg := f g 2 G L fxg j h L (g) = m x;L g the set of fxg-L-graphs minimizing the costs h L .
Next, we obtain a satisfying description of the set m ;L . Proposition 2.3 For all L 1 we have m ;L = X min : Proof: At rst we show that m ;L X min : Let g 2 G L; fxg, y 2 X min and let g be the path in g leading from y to x.
By applying the reverse formula for graphs (7) to g 0 := g n ?1 , we obtain for Finally we show that m x;L does not depend on L. This fact will be used for the establishement of w ;L = X min for Worst-Wins in (2.6).
Let g 2 G L fxg G f1;Lg fxg. By de nition of h f1;Lg , we have h f1;Lg (g) h 1 (g). We show that there exists e g 2 G 1 fxg such that h 1 (e g) h f1;Lg (g). This is done by induction over jK(g)j, where K(g) := n (y ! z) 2 g j p (n) (y; z) = 0 o for g 2 G f1;Lg :
For jK(g)j = 0 the graph g is already element of G 1 fxg, so that we can choose e g := g. (Note that paths of length 1 have minimal costs, so that h 1 (g) h f1;Lg (g)).
Let jK(g)j = n + 1: By induction hypothesis there exists a fxg-1-graph e g with h 1 (e g) h f1;Lg (g), if g is a fxg-f1; Lg-graph g with jK(g)j n. Let (y ! z) 2 K(g). Set := yz 2 ? L yz . For any i 2 f0; : : : ; Lg there exists for i exactly one 0 i , such that ( i ! 0 i ) 2 g. De ne the following fxg-f1; Lg-graph
Since p (n) ( i ; i+1 ) > 0, we can choose the path i i+1 := ( i ; i+1 ) of length 1 as minimizing path from i to i+1 .
Using s( i i+1 ) = (U( i+1 ) ? U( i )) + , we derive for the costs of g 0 h f1;Lg (g 0 ) = h f1;Lg (g) ?
Note that K(g 0 ) has at most n elements. 
For y = j for some j 2 f1; : : : ; m+1g we de ne e g := gn V resp. e g := gn V 0 . Then h f1;Lg (e g) = h f1;Lg (g) in both cases.
Suppose that y 6 = i for all i 2 f1; : : : ; m+1g. If p (n) (y; y) > 0 resp. p (n) (z; z) > 0, we can choose the L-path (y; : : : ; y; z) resp. (y; z; : : : ; z). If p (n) (y; y) = p (n) (z; z) = 0, we have U(y) = U(z).
There exist an arrow (z ! z 0 ) 2 g or z = x.
In the rst case we get U(z) U(z 0 ) since p (n) (z; z) = 0. Therefore we can choose the path (y; z; y; z; : : : ; y; z; z 0 ) 2 ? L yz 0 ; with costs 0.
If z = x, we choose the path (yxyx : : : yx 1 ) with costs 0. De ne e g := gn( (y ! z)) V (y ! z 0 ) resp. e g := gn( (y ! z)) V (y ! 1 ).
We also obtain h f1;Lg (e g) = e h f1;Lg (g). By induction hypothesis we get that there exists g 0 2 G L fxg satisfying h L (g 0 ) h f1;Lg (e g) = h f1;Lg (g) = h 1 (g). 2
The above result justi es the simpli cations: m x m x;L , m min m L and m m ;L .
Asymptotics of P n;L
In the following real sequences (a n ) n ; (b n ) n with b n 6 = 0 for almost all n are said to be asymptotically equivalent, if lim n!1 an bn = 1. In this case we also write a n b n .
Introduce another costs for paths 2 ? L yz :
By monotonicity of ( (n; i)) 0 i<L we have and obtain for P n;L (x; y)
By (3) Applying the matrix-tree theorem yields for the stationary measure n of the Markov chain Q n;L n (x) = Q n x P y2X Q n y for x 2 X:
Using the notations
we conclude
Finally we see that lim n!1 n (x) = 8 > < > : Proof: Let (y ! z) 2 g 2 G 1 fxg. Since g is a 1-graph, we have s( yz ) = (U(z) ? U(y)) + . For U(y) < U(z) we have k 1 (y; z) = (U(z) ? U(y)) + , beacuse the p-tuple (z; y; : : : ; y) is contained in K 1 (y; z). For U(y) U(z) we have k 1 (y; z) = (U(z) ? U(y)) + = 0, because the p-tuple (z; : : : ; z) is contained in K 1 (y; z). 
= min f h L (g) j g 2 G L fxg g
Here we have used Lemma 2.6 in (20), Lemma 2.7 in (21) and Lemma 2.4 in (22) . 
In general no convergence for Best-Wins
For L = 1 the convergence of the homogeneous algorithm is still true:
Proposition 2.9 Let g 2 G 1 fxg for x 2 X.
Then e h 1 (g) = ph 1 (g) implying w ;1 = m ;1 = X min :
Proof: Let (y ! z) 2 g 2 G 1 fxg. For U(y) < U(z) we have k 1 (y; z) = p(U(z) ? U(y)) + and for U(y) U(z), we get k 1 (y; z) = (U(z) ? U(y)) + = 0. (U(z) ? U(y)) + = ph 1 (g): 2
For L 2 the inclusion w ;L X min is in general false:
Example 2.10 For the state space X := f1; : : : ; L + 2g consider the subsequent energy landscape (X; U).
The exploration kernel q is given by nearest-neighbor random walk with uniform probability, e.g. If a moving particle is in the local minimum L+2, then after L transitions it can only be in states that are worse except returning to L + 2 again. Therefore leaving the state L + 2 is very expensive. We have w L+2;L = 2p + 4 and w 1;L = 5p. Thus for all p 2 lim n!1 n (X min ) = lim n!1 n (1) = 0: In the above example we have proposed an energy landscape (X; U), for which w ;L 6 X min for any p 2.
If we x the above landscape and increase the simulation length L of the parallel Markov chains, the inclusion w ;L X min start to hold again. Therefore one may conjecture that w ;L X min can be established for large L. For p and L large we can establish w ;L X min .
Proposition 2.12 Set := min + f (U(x) ? U(y)) j x 2 N(z); z 2 X min g We will proceed similar to C94] and give estimates for the transition probabilities P x (X n+k = z j X n = y). From these estimates we receive conditions on the sequence (n) for the probability of staying in a certain subset A X.
3 Convergence of the inhomogeneous algorithm
Necessary condition for convergence
Let k 1 such that each state has a connection to any other state in kL steps.
We need a lower estimate for the transition probability P x (X n+1 = z j X n = y) of the chain (X n ) n .
Since (z; : : : ; z) 2 N r(n) (y; z) for P n;L (y; z) > 0, it follows using (10) P x (X n+1 = z j X n = y) From (25) we derive the following lower bound for the k-step transition probability of (X n ) n P(X n+k = z j X n = y) = X x 1 ;:::;x k?1 P(X n+1 = x 1 j X n = y)
P(X n+i+1 = x i+1 j X n+i = x i ) P(X n+k = z j X n+k?1 = x k?1 ) c k 1 exp ? (n + k)r(n)V (y; z) k jV (y; z) k j C 1 exp ? (n + k)r(n)V (y; z) k where C 1 := c k 1 is independent of y and z. Do the same in order to get the upper bound P(X n+1 = z j X n = y) = X v2N r(n) (y;z)
Hence there exists a constant 0 < c 2 sup n P v2N r(n) (y;z) Q r(n) i=1 j? L yv i j j y; z 2 X n 0 o < 1; such that P(X n+1 = z j X n = y) c 2 exp(? (n)s( yz )) for all y; z 2 X:
This yields the following upper bound for the k-step transition probability of (X n ) n P(X n+k = z j X n = y)
Summarizing the estimates we have
(26) The next Proposition leads to a necessary condition for convergence. The next corollary formulates a necessary condition for the convergence of the PC algorithm using an arbitrary sequence of selection functions that satisfy the hypothesis H 0 . If one takes a logarithmic sequence one has to choose (n) = c ln(n + 1) with c max A XnX min min y2A min z2XnA V (y; z) k .
Corollary 3.2 Let := max f A j A X n X min g. If lim sup n!1 P x (X n 2 X min ) = 1, then P 1 n=0 exp(? (n) ) = 1: Proof: Suppose that P n exp(? (n) A ) < 1 for a subset A X n X min with = A . Apply part b) of Proposition 3.1 in order to get P x (9N 8n N X n 2 A) > 0: where k k denotes the norm of the total variation.
An inhomogeneous Markov chain (X n ) n is called strongly ergodic, if there exist a probability measure on X such that for all m 0 lim n!1 sup k Q m Q m+1 : : : Q m+n ? k = 0:
Remind that the weak ergodicity of a Markov chain is equivalent to the existence of a successful coupling. Compare T93], GR78]. We will give su cient conditions for the classical coupling for being successful. Let e := , where = X I N . Let e P x 0 be the measure induced by the kernels e Q n ((x 1 ; x 2 ); (y 1 ; y 2 )) := Q n (x 1 ; y 1 ) Q n (x 2 ; y 2 ) for y 1 6 = y 2 e Q n ((x; x); (y; y)) := Q n (x; y): The lower estimate (25) for Q n (y; z) yields for the k-step transition probability e P x 0 ( X n+k = z j X n = y) Denote by = f (x; x) j x 2 X g the diagonal in X X. Proposition 3.3 Let A X X. Set A := max y2A min z2A c e V ( y; z):
Denote by e P x 0 the classical coupling starting in x 0 2 X 2 .
i) Let F be any selection function.
For P 1 n=0 exp(? (n)p A ) = 1 we have e P x 0 (9N 8n N X n 2 A) = 0:
ii) Let F 2 F b or F as in case 1. For P 1 n=0 exp(? (n) A ) = 1 we have e P x 0 (9N 8n N X n 2 A) = 0: For Worst-Wins the assertion holds for the special set A = X X n . Proof: Conclude in the same way as in Proposition (3.1) by using the inequality e C 1 exp ? (n + k)r(n) e V ( y; z) k e P x 0 ( X n+k = z j X n = y) in case i), resp. e C 1 exp ? (n + k) e V ( y; z) k e P x 0 ( X n+k = z j X n = y) (33) in case ii). The lower estimate (33) is obtained in the following manner: The inequality P x (X n+1 = z j X n = y) const exp(? (n + 1)s( yz )) for y 6 = z (34) holds for F 2 F b or F being the First-Wins strategy. This follows for F 2 F b from (24) by using that F n (l; y; v) c > 0 for all v 2 N r(n) (y; z). In the case of the First-Wins strategy use the invariance of N r(n) (y; z) under permutations for z 6 = y. Using (34) in (32) Let y; z 2 X and = k yz . Using H 1 , for the k-step transition probability of (X n ) n holds P x (X n+k = z j X n = y)
The equality (35) is true by minimality of the costs of and by the fact that
We maintain that e P x 0 ( X n+k = (z; z) j X = y) e C 1 exp(? (n + k) e V ( y; (z; z)) k ):
Let resp. be paths of lengths k from y 1 to z resp. from y 2 to z with y 1 6 = y 2 . If (i) 6 = (i) for all i 2 f0; : : : ; k ? 1g the assertion follows from (32), since the (k ? 1)-tuple ((( (1); (1) e C 1 exp(? (n + k) e V ( y; (z; z)) k ); where e C 1 is a strict positive constant and (37) follows from the minimality of 2 ? k y 1 z and 2 ? k y 2 z . Next, we use this inequality and follow the proof of Proposition 3.1 for A = X X n . 2 Proposition 3.3 yields a su cient condition for the weak ergodicity of (X n ) n . exp(? (n) ) = 1: (38) Proof: The divergence (37) resp. (38) implies by using Proposition 3.3 P x 0 (9N 8n N X n = 2 ) = 0
resp. equivalent to (39) P x 0 (8N 9n N X n 2 ) = 1:
Therefore we have a successful coupling, e.g. e P x 0 ( < 1) = 1; where denotes the rst entrance time into the diagonal. 2 Lemma 3.5 For the quantity de ned in Proposition 3.4 we have m min :
Proof: Let x 2 X and g 2 G 1 fxg with h 1 (g) = m min . For any y 1 6 = y 2 there exist paths , 0 in g from y 1 resp. y 2 to x, e.g. where C 0 is a positive constant. This establishes (40) for (n) = 1 m min ln(n + 1). In example 2.11 we have m min = (a + 2)(N + 1) and = 3(N + 1). Hence Proposition 3.4 yields that (X n ) n is weakly ergodic for (n) = c ln(n + 1) with c 1 p . Therefore (X n ) n is strongly ergodic for c 2 1 (a+2)(N+1) ; 1 3p(N+1) ] 6 = ; for a 3p ? 2.
