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Abstrak— Sistem keamanan telah diterapkan dibanyak tempat. 
Namun, kebanyakan sistem yang dipakai hanya bersifat pasif, 
karena hanya memberikan peringatan. Seperti halnya sistem 
barcode, sistem keamanan berbasis alarm, hingga sistem 
pengamanan brankas. Akibatnya, sistem keamanan pasif tersebut 
dengan mudah dianalisa dan ditembus oleh pencuri tanpa 
meninggalkan jejak para pelaku. Sistem pengintai obyek sebagai 
system keamanan yang dapat menyimpan aktivitas orang yang 
dilihatnya. Dengan demikian, hal tersebut dapat menjadi bukti 
bahwa ada orang yang tidak dikenal yang pernah mendekati sistem 
pengaman tanpa ijin, sehingga pemilik dapat menetukan tindakan 
yang harus dilakukan selanjutnya. 
Sistem pengintai obyek yang memanfaatkan teknik robotika dari 
bidang computer vision dengan memakai metode viola-jones. 
Metode yang memanfaatkan teknik image processing. Robot ini 
dilengkapi oleh sebuah kamera yang selalu aktif mengolah citra 
yang ditangkap sehingga mendeteksi adanya gerakan dari sebuah 
objek tertentu dan jika citra yang ditangkap berbeda dengan 10 
sample di data base maka citra beda di record dalam data base serta 
kunci rumah tidak terbuka. Hasil praproses yang dilakukan 89 % 
berhasil mengidentifikasi wajah yang berbeda dengan jarak 
maksimum 1,3 meter. 
 
Index Terms—Robot pengintai obyek, Keamanan rumah, 
ComputerVision, Viola jones 
 
1. Pendahuluan 
 
Robot Kemanan Berbasis Kamera Saat ini kamera bukan 
hanya dimanfaatkan sebagai alat pemroses pencitraan 
gambar atau sebagai alat perekam gambar, sebagai 
pembuatan video, dan lain sebagainya. Tetapi, dengan 
kemajuan teknologi pada saat ini kamera banyak 
dimanfaatkan sebagai salah satu komponen pendukung atau 
komponen utama dari sebuah sistem keamanan. Dengan 
demikian, kamera mengalami kemajuan teknologi yang 
sangat pesat dan para produsen kamera berlomba-lomba 
dalam membuat teknologi-teknologi baru pada kamera 
buatan mereka. metode Viola-jones. Algoritma Viola-Jones 
merupakan algoritma yang paling banyak digunakan untuk 
mendeteksi wajah. Proses pendeteksian wajah dilakukan 
dengan mengklasifikasikan sebuah citra setelah sebelumnya 
sebuah pengklasifikasi dibentuk dari data latih. Data latih 
yang digunakan oleh algoritma ini berjumlah 100 citra wajah 
2. Tinjauan Pustaka 
Proses deteksi adanya citra wajah dalam sebuah gambar 
pada OpenCV, menggunakan sebuah metoda yang 
dipublikasikan oleh Paul Viola dan Michael Jones tahun 
2001 [3] [5]. 
 
2.1. Fitur Haar (Haarlike) 
Deteksi wajah mengklasifikasikan citra berdasarkan pada 
nilai fitur sederhana. Fitur sederhana yang digunakan adalah 
mengingatkan pada Haar fungsi dasar yang telah digunakan 
oleh Papageorgiou (1998). Fitur inilah yang digunakan oleh 
Viola dan Jones didasarkan pada Wavelet Haar. Wavelet 
Haar adalah gelombang tunggal bujur sangkar (satu interval 
tinggi dan satu interval rendah ). Untuk dua dimensi, satu 
terang dan satu gelap. Selanjutnya kombinasi-kombinasi 
kotak yang digunakan untuk pendeteksian objek visual yang 
lebih baik disebut fitur Haar, atau fitur Haarlike [3][5], 
seperti pada Gambar 1. 
Jumlah piksel yang terletak dalam empat persegi panjang 
putih dikurangi dari jumlah piksel dalam empat persegi 
panjang abu-abu. Dua fitur persegi panjang yang 
ditampilkan dalam gambar (A) dan gambar (B), gambar (C) 
menunjukkan tiga persegi panjang dan gambar (D) 
menunjukkan dari empat buah persegi panjang. 
 
Gambar 1. Fitur Haar pada Viola-Jones. 
 
Mengingat bahwa resolusi dasar detektor adalah 24 × 24, set 
lengkap fitur persegi panjang cukup besar, 160.000. 
Perhatikan bahwa tidak seperti dasar Haar, set fitur persegi 
panjang adalah overcomplete (lebih dari lengkap) [3] [5]. 
 
2.2.  Integral Gambar (Integral Image) 
 
Menentukan ada atau tidaknya dari ratusan fitur Haar pada 
sebuah gambar dan pada skala yang berbeda secara efisien, 
Viola dan Jones menggunakan satu teknik yang disebut 
Integral Image. Pada umumnya, pengintegrasian tersebut 
berarti menambahkan unit-unit kecil secara bersamaan. 
Dalam hal ini unit-unit kecil tersebut adalah nilai-nilai 
piksel. Nilai integral untuk masing-masing piksel adalah 
jumlah dari semua piksel-piksel dari atas sampai bawah. 
Dimulai dari kiri atas sampai kanan bawah, keseluruhan 
gambar itu dapat dijumlahkan dengan beberapa operasi 
bilangan bulat per piksel. Integral image di lokasi x, y berisi 
jumlah piksel di atas dan sampai dengan ke kiri dari x, y [2] 
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Dimana ii (x,y) adalah integral image dan i (x’,y’) adalah 
Citra asli terlihat pada Gambar2. menggunakan pasangan 
rekutensi berikut : 
s (x,y) = s (x,y – 1) + i (x,y)     (2) 
ii (x,y) = ii (x – 1,y) + s (x,y)  (3) 
Dimana s (x, y) adalah jumlah baris kumulatif, s (x, -1) = 0, 
dan ii (-1, y) = 0) integral image dapat dihitung melewati 
satu terhadap gambar asli. Perhatikan Gambar 2. 
 
Gambar 2.Nilai Integral Image pada titik (x,y)  
 
Menggunakan integral image setiap jumlah empat persegi 
panjang dapat dihitung dalam empat referensi array seperti 
terlihat pada gambar 3. Jelas perbedaan antara dua jumlah 
empat persegi panjang bisa dihitung dalam delapan 
referensi. Karena dua fitur persegi panjang yang 
didefinisikan di atas melibatkan empat persegi panjang yang 
berdekatan dan jumlah mereka dapat dihitung dalam enam 
referensi array, delapan dalam kasus fitur tiga persegi 
panjang, dan sembilan untuk fitur empat persegi panjang. 
 
Nilai integral image di lokasi 1 adalah jumlah dari piksel 
dalam kotak A, nilai pada lokasi 2 adalah A+B, di lokasi 3 
adalah A+C, dan pada lokasi 4 adalah A+B+C+D. Jumlah 
dalam D dapat dihitung sebagai 4 + 1 – (2 + 3) atau dapat 
dikomputasikan D = (A+B+C+D)-(A+B)-(A+C)+A. 
 
Gambar 3. Integral Image dengan empat referensi array. 
 
Salah satu alternatif motivasi untuk integral image berasal 
dari peneitian "boxlets" (Simard, dll. : 1999). Para penulis 
menunjukkan bahwa dalam kasus linear operasi (misalnya f . 
g), setiap operasi linier invertible dapat diterapkan untuk f 
atau g jika invers adalah diterapkan pada hasil. Sebagai 
contoh dalam kasus konvolusi (belokan), jika operator 
derivatif (bukan bentuk asli) diterapkan baik ke gambar dan 
kernel hasilnya kemudian harus terintegrasi ganda : 
 )''*(* gfgf    (4) 
Konvolusi yang dapat secara signifikan dipercepat jika 
turunan dari f dan g adalah jarang (atau dapat dibuat begitu). 
Sebuah wawasan yang sama adalah bahwa sebuah operasi 
linear invertible dapat diterapkan untuk f jika inversenya 
diterapkan dengan g: 
  gfgf *)(*)"(   (5) 
Perhitungan jumlah persegi panjang dapat dinyatakan 
sebagai titik hasil, i . r di mana i adalah gambar dan r adalah 
gambar kotak mobil (dengan nilai 1 dalam persegi panjang 
dan 0 di luarnya). Operasi ini dapat ditulis ulang. 
 "*)(* riri   (6) 
Integral image sebenarnya gambar integral ganda (pertama 
di sepanjang baris dan kemudian di sepanjang kolom). 
Turunan kedua dari persegi panjang (pertama dalam baris 
dan kemudian di kolom) menghasilkan empat fungsi delta di 
sudut-sudut persegi panjang. Evaluasi kedua titik hasil 
dicapai dengan empat akses array. 
 
2.3. Metode mechine learning AdaBoost dan 
Pengklasifikasian bertingkat (Cascade 
Classifier). 
Untuk memilih fitur Haar yang spesifik yang akan digunakan 
dan untuk mengatur nilai ambangnya (threshold), Viola dan 
Jones menggunakan sebuah metode machine learning yang 
disebut AdaBoost. AdaBoost menggabungkan banyak 
classifier lemah untuk membuat sebuah classifier kuat [3].  
 
Lemah disini berarti urutan filter pada classifier hanya 
mendapatkan jawaban benar lebih sedikit. Jika keseluruhan 
classifier lemah digabungkan maka akan menjadi classifier 
yang lebih kuat. AdaBoost memilih sejumlah classifier 
lemah untuk disatukan dan menambahkan bobot pada setiap 
classifier, sehingga akan menjadi classifier yang kuat. 
Seperti terlihat pada Gambar 4 
. 
 
Gambar 4. Cascade classifier 
 
Viola Jones menggabungkan beberapa AdaBoost classifier 
sebagai rangkaian filter yang cukup efisien untuk 
menggolongkan daerah image. Masing-masing filter adalah 
satu AdaBoost classifier terpisah yang terdiri classifier 
lemah atau satu filter Haar. 
3. Metode Penelitian   
Tahap-tahap penelitian yang dilakukan dapat dilihat pada 
Gambar 5. 
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Gambar 5. Tahapan proses identifikasi hasil 
                        capture wajah 
 
.4. Perancangan Dan Pengujian 
Perancangan program untuk PC di lakukan agar dapat 
mengambil citra dari kamera dan mengolah citra tersebut 
untuk diambil detail informasi tentang objek. Setelah 
mendapatkan informasi, program akan mengambil keputusan 
dan memberikan perintah kepada kontroler untuk melakukan 
langkah berikutnya. Program pada PC ini merupakan 
aplikasi konsol deteksi wajah yang dibuat dengan software 
MS Visual Studio ditambah librari OpenCV dan 
menggunakan metode Viola-Jones. 
 
A. Perancangan Perangkat Keras  
Analisa kebutuhan  untuk hardware dan software, 
selanjutnya akan dibentuk perancangan sistem rangkaian alat 
yang nanti nya terbagi  menjadi langkah-langkah yang saling 
terkait. Pada pembahasan ini akan dijelaskan tentang 
perancangan sistem melalui blok diagram yang terhubung 
dengan alat yang dirancang dan juga melalui sebuah diagram 
blok pada Gambar 6.(a) dan (b). 
 
Perancangan perangkat keras ini, dititik-beratkan pada 
pembuatan desain mekanik robot, pembuatan rangkaian 
minimum sistem dan penempatan peralatan penyusunnya. 
Robot ini harus bisa mengarahkan kepala dalam hal ini 
adalah kamera, ke arah kanan-kiri dan ke arah atas-bawah. 
Robot ini tidak dapat berpindah tempat, namun sebisa 
mungkin didesain untuk bisa ditempatkan dimana saja.  
 
 
 
 
 
 
 
 
 
 
(a) 
 
(b) 
 
Gambar 6. (a)Perancangan Microcontroler,        (b) Blok 
Sistem, (c) Robot Pengintai Obyek 
 
 
 
  
B. Pengujian Sistem 
 
Dalam proses penganalisaan perlu dilakukan pendefenisian 
secara menyeluruh terhadap sistem yang dirancang. Dimana 
ruang lingkup pembahasan harus jelas, sebagai medianya 
berupa  
 
 
 
 
 
 
 
 
 
Personal Computer adalah seperangkat unit pemroses data 
sistem ini adalah sebagai proses  
 
pengintai obyek dan praprosesing citra, Camera akan capture 
citra setelah mengaktifkan start proses pada tampilan 
program awal dan robot dapat terus memantau target dengan 
memutar kamera secara horizontal dan vertical. Coding 
untuk mengaktifkan camera sebagai berikut : 
 
 
 
Proses mempersiapkan data, program ini sangat bergantung 
pada perhitungan di program deteksi wajah. Data yang akan 
dikirim tersebut adalah hasil dari pengambilan keputusan 
pada bagian deteksi wajah. Program deteksi wajah tersebut 
berupa aplikasi konsol, di dalamnya terdapat beberapa 
perhitungan mengenai titik pusat objek dan titik tengah 
frame kamera yang nantinya akan menentukan pada proses 
pengiriman data ke bagian mikro dan coding untuk membaca 
data sebagai berikut :  
 
 
 
Hasil frame kamera dibagi dalam 4 kuadran dangan titik 
(0,0) dimisalkan sebagai pusat frame dan untuk menentukan 
pusat frame dilakukan perhitungan dengan menggunnakan 
persamaan 2. 
 
Variabel dasar perhitungan menggunakan s (x, y) adalah 
jumlah baris kumulatif, s (x, -1) = 0, dan ii (-1, y) = 0) 
integral image dapat dihitung melewati satu terhadap citra 
asli. Jarak antara camera dengan obyek adalah 30 cm. 
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(a)                        (b) 
      Gambar 7. (a)Star Proses,   (b) Capture Obyek 
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.  
Gambar 8. Citra Capture dengan jarak 30 cm 
 
Citra asli yang ditangkap pada jarak 30 cm oleh frame 
kamera terbagi dalam empat kuadran dangan titik (0,0) 
dimisalkan sebagai pusat frame terdapat pada Gambar 8. 
Misalkan ada objek yang berada pada kuadran I dengan titik 
(160x120) sebagai titik terjauh, proses program akan 
menentukan tahapan motor stepper dalam pengaturan 
kecepatan dan pengereman agar camera dapat capture citra 
dengan baik. Hasil capture citra dengan jarak yang berbeda 
beda  terdapat pada Gambar 9. 
 
 
(a)              (b)               (c)               (d)       
Gambar 9. Citra Capture dengan jarak (a) 30 cm, (b) 45 cm, 
(c) 100 cm, (d) 130 cm 
  
 
C. Analisis Histogram 
 
Hasil identifikasi citra dengan variabel jarak yang berbeda 
dalam mengidentifikasi obyek, dimana semakin jauh pusat 
objek dari pusat frame, maka semakin cepat motor bergerak, 
namun jika dekat, motor akan bergerak lambat untuk 
menyamakan pusat frame dengan titik pusat objek. Citra has 
namun prapengolahan dalam system menggunakan derajat 
keabuan yang berbeda.  
 
Derajat keabuan dapat di peroleh dengan ImageJ software 
untuk mendapatkan hasil histogramnya.  
 
 
Gambar 10. Histogram Citra Capture 30 cm 
 
Hasil nilai rata rata 108,465, standard deviasi 60,61dari 
histogram citra dengan derajat keabuan 0 sampai dengan 
255.. Untuk Adapun hasil nilai histogram terdapat 
padaTabel 1. 
 
Tabel 1 
 
Citra Jarak Mean Std Dev 
 (cm)   
a 30 108,465 60,61 
b 85 176,974 63,81 
c 100 176,638 63,86 
d 130 176,492 74,85 
 
 
 
5. Kesimpulan 
 
Capture citra yang baik perlu memperhatikan 
kecepatan motor dan pengereman, pengereman dilakukan 
dengan motor stepper dengan dan lama proses 
membandingkan titik pusat target dengan titik pusat frame 
kamera, dan data sample di data base membutuhkan waktu 
75 second. 
Program deteksi wajah yang dapat dilakukan pada 
jarak antara 30 s/d 130 cm dan rentang keabuan rata  rata 
152,73 dengan standard deviasi 63,76.  
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