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vAbstract
In this thesis helical flows are investigated, in which the fluid particles simultaneously
perform a rotational as well as a translational motion and, thus, move along a helix.
The special feature of such flows is that they are based on a dimensional reduction,
i.e. the number of coordinates, used to describe the flow is reduced. Such a reduction
is referred to as dimensional reduction, since each coordinate represents one spatial
dimension.
The present work is divided into an analytical and a numerical part. In the ana-
lytical part, a new time-dependent coordinate system is derived from the symmetries
of the incompressible Navier-Stokes equations. New conservation laws for viscous and
non-viscous helical flows could be found for this coordinate system, which are shown
in this thesis and have been published in the article Dierkes and Oberlack (2017). Fur-
thermore, we consider the classical, temporally constant helical coordinate system and
derive two classes of new exact solutions of the helical symmetric, full time-dependent
Navier-Stokes equations. The first class of solutions is based on the symmetries of the
Navier-Stokes equations and hence are denoted as invariant solutions. The second
class of solutions is based on a linearization of the Navier-Stokes equations using the
so-called Beltrami condition, whereby the velocity and vorticity vectors are assumed
to be parallel to each other.
In the numerical part of the work, a solver for the simulation of helically symmetrical
flows is developed using the discontinuous Galerkin (DG) method, in which the solu-
tion is approximated by high-order polynomials. Due to the fact that helical flows in
most cases are periodically in the direction of the central axis of the helix, a periodicity
condition for the helical coordinates is derived. A condition for the velocity and the
pressure is formulated analogously to the procedure known from the literature for
axisymmetric flows (cf. Khorrami et al., 1989). This ensures the uniqueness of these
physical quantities at the central axis of the helix. In addition, we introduce a suitable
function space and formulate the spatial and temporal discretization of the helically
symmetric Navier-Stokes equations. For the temporal discretization, we use a third
order semi-explicit method in which the spatial operator is split into an explicit and
an implicit part. Using this, the computational effort for transient simulations has
been reduced significantly. The correct implementation is verified by various test cases
including the exact solutions which have been found before. It is further shown that the
convergence rates that we expect from theory are achieved. Finally, the results of direct
numerical simulations at high Reynolds numbers are performed which reveal the
formation of vortices, Kelvin-Helmholtz instabilities and the temporal development of
energy spectra for helically invariant flows.
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Zusammenfassung
Dominik Dierkes - Ein hochgenauer Discontinuous-Galerkin-Lo¨ser und exate Lo¨sun-
gen fu¨r helikal invariante Stro¨mungen
In dieser Arbeit werden helikale Stro¨mungen untersucht, bei der die Fluidteilchen
gleichzeitig eine rotatorische und translatorische Bewegung ausfu¨hren und sich somit
entlang einer Helix bewegen. Das Besondere solcher Stro¨mungen ist, dass ihnen eine
Dimensionsreduktion zugrunde liegt. Das bedeutet, dass die Anzahl der Koordinaten,
die zur Beschreibung der Stro¨mung dienen, verringert wird. Eine solche Reduktion
wird als Dimensionsreduktion bezeichnet, da jede der Koordinaten eine Raumdimen-
sion darstellt.
Die vorliegende Arbeit ist in einen analytischen und einen numerischen Teil geglie-
dert. Im analytischen Teil wird zuna¨chst, ausgehend von den Symmetrien der inkom-
pressiblen Navier-Stokes Gleichungen, ein neues, zeitabha¨ngiges Koordinatensystem
hergeleitet. Fu¨r dieses konnten neue Erhaltungssa¨tze fu¨r viskose sowie nicht-viskose
helikale Stro¨mungen gefunden werden, die in der vorliegenden Arbeit betrachtet und
im Artikel Dierkes and Oberlack (2017) vero¨ffentlicht wurden. Im weiteren Verlauf
der Arbeit betrachten wir klassische, d. h. zeitlich konstante, helikale Koordinaten
und leiten zwei Klassen von neuen exakten Lo¨sungen der helikal-symmetrischen,
instationa¨ren Navier-Stokes Gleichungen her. Die erste Klasse der Lo¨sungen basiert
auf den Symmetrien der helikal reduzierten Navier-Stokes Gleichungen und werden
auch als invariante Lo¨sungen bezeichnet. Die zweite Klasse von Lo¨sungen beruht auf
einer Linearisierung der Navier-Stokes Gleichungen durch die sogenannte Beltrami-
Bedingung. Hierbei wird angenommen, dass der Geschwindigkeits- und Wirbelvektor
des Stro¨mungsfeldes parallel zueinander stehen.
Im numerischen Teil der Arbeit wird ein Lo¨ser zur Simulation helikal symmetrischer
Stro¨mungen mit dem diskontinuierlichen Galerkin (DG) Verfahren entwickelt, bei
dem die Lo¨sung durch Polynome ho¨herer Ordnung approximiert wird. Aufgrund
der Tatsache, dass helikale Stro¨mungen periodisch in Richtung der zentralen Ach-
se der Helix verlaufen, wird zuna¨chst eine Periodizita¨tsbedingung fu¨r die helikalen
Koordinaten hergeleitet. Analog zu dem aus der Literatur bekannten Vorgehen fu¨r
achsensymmetrische Stro¨mungen (vgl. Khorrami et al., 1989) wird eine Bedingung
fu¨r die Geschwindigkeit und den Druck formuliert, wodurch die Eindeutigkeit dieser
physikalischen Gro¨ßen auf der zentralen Achse sichergestellt ist. Nach der Einfu¨hrung
eines geeigneten Funktionenraums wird die ra¨umliche und zeitliche Diskretisierung
der helikal symmetrischen Navier-Stokes Gleichungen formuliert. Fu¨r die zeitliche
Diskretisierung verwenden wir ein semi-explizites Verfahren dritter Ordnung, bei dem
der ra¨umliche Operator in einen expliziten und einen impliziten Teil aufgespalten
wird. Hierdurch konnte der Rechenaufwand fu¨r instationa¨re Simulationen deutlich
reduziert werden. Es wird die korrekte Implementierung anhand von verschiedenen
Tests, einschließlich den zuvor gefundenen exakten Lo¨sungen verifiziert. Zudem sind
die aus der Theorie erwarteten Konvergenzraten erreicht worden. Schließlich werden
die Ergebnisse von numerischen Simulationen fu¨r hohe Reynolds-Zahlen gezeigt,
welche die Entstehung von Wirbeln, Kelvin-Helmholtz Instabilita¨ten und die zeitliche
Entwicklung von Energiespektren fu¨r helikal invariante Stro¨mungen darstellen.
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11 Introduction
In this thesis helically invariant flows are investigated analytically and numerically. It
is a continuation of the exploration of helical flows that was published in Kelbin et al.
(2013) and Kelbin (2015) and hence is based on the equations and denominations that
were introduced therein.
The starting point of continuing the research towards helically invariant flows was
the author’s master’s thesis (Dierkes, 2015), where I extended the work of Kelbin et al.
(2013) significantly by developing a new time-dependent helical coordinate system that
is based on the Lie point symmetries of the incompressible Navier-Stokes equations. In
this chapter we introduce helical flows, the DG method and list a few other numerical
techniques of discretizing the Navier-Stokes equations in non-cartesian coordinates.
After that, the BoSSS framework is described. We further show the goal of this work
as well as the motivation for the investigations. Finally, we present the outline of this
thesis.
Helical flow structures appear in various natural phenomena and technological de-
vices, for example, in the wake of windmills (Vermeer et al., 2003), as wing tip vortices
(Mitchell et al., 1997), in astrophysical plasmas (Bogoyavlenskij, 2000a) and in labora-
tory applications, including “straight tokamak” plasma flow approximations, (see e.g.
Schnack et al., 1985; Johnson et al., 1958) and other experiments. In particular, helical
vortex structures were observed by Sarpkaya (1971) in experiments with swirling flows
in a cylindrical tube, and as such, they are part of the various flow structures observed
in the known vortex breakdown.
Various groups have worked on the theoretical description of helical flows in recent
decades. The simplest approach here is to introduce a helical coordinate ξ = az + bϕ,
a, b = const. 6= 0 and to assume that all physical quantities depend on the cylinder
radius r and the helical coordinate ξ. Helically invariant flows include translationally
and axially invariant ones as special cases. For both steady Euler equations describing
incompressible fluid flows and for plasma equilibrium equations in the magnetohy-
drodynamics (MHD) framework, the helical invariance requirement allows to reduce
the governing equations to a single partial differential equation (PDE) known as the
JFKO equation (Johnson et al., 1958). This important equation generalizes the famous
Bragg-Hawthorne-Grad-Rubin-Shafranov equation (Bragg and Hawthorne, 1950; Grad
and Rubin, 1958; Shafranov, 1958) describing steady axisymmetric inviscid flows onto
the helically invariant case. Families of exact solutions of JFKO equations are known,
including those derived by Bogoyavlenskij (2000c) (see also Bogoyavlenskij, 2000b;
Cheviakov and Bogoyavlenskij, 2004). In the more general context of helical geometry,
several works focused on twisted pipes following a given spatial curve (Wang, 1981;
Germano, 1982, 1989; Tuttle, 1990). Using non-orthogonal and local-orthogonal coordi-
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nate systems, the effects of pipe curvature and torsion on the flow were investigated.
Special analytical solutions of steady flows in helically symmetric pipes were found
by Zabielski and Mestel (1998). Delbende et al. (2012) has developed a DNS code for
the helical invariant Navier-Stokes equations in a generalized vorticity-streamfunction
formulation. Dritschel (1991) reduced the three-dimensional Euler equations to a linear
equation, assuming that the flow has helical symmetry and consists of a rigidly rotating
basic part and a Beltrami disturbance part. Further, he derived exact solutions for
flows in a straight pipe of circular cross section. Exact solutions for helical flows of a
Maxwell fluid constrained between two infinite coaxial circular cylinders were derived
by Jamil and Fetecau (2010).
The DG method is a modern numerical method used today to solve PDE’s in fluid me-
chanics. As mentioned in Cockburn (2003), in the past decades it has found application
for compressible (Bassi and Rebay, 1997) and incompressible (Baumann and Oden,
1998) flows as well as in turbomachinery (Bassi et al., 1997). In particular, a DG solver
for incompressible unsteady two-dimensional flows has been developed by Ferrer and
Willden (2011), whereas in three dimensions a DG solver is presented in Shahbazi et al.
(2007), in which a semi explicit temporal discretization with explicit treatment of the
nonlinear term and implicit treatment of the Stokes operator is used. Both solvers
use the Interior Penalty (IP) Galerkin formulation (cf. Arnold, 1982a). In addition, an
extended DG method has been developed for solving multiphase problems (see e.g.
Kummer, 2017). The DG method has also been applied to PDE’s given in non-cartesian
coordinates, e.g., in Nair et al. (2005) the shallow water equations are discretized on a
cubic sphere. There are also numerous works concerning a numerical discretization
of the incompressible Navier-Stokes equations in polar and cylindrical coordinates,
most applying spectral elements (Lopez and Shen, 1998) and finite difference schemes
(Verzicco and Orlandi, 1996; Barbosa and Daube, 2005; Griffin et al., 1979) for the spatial
discretization. They all have in common that due to the singularities in the equations
a special treatment at the centerline axis, where the radial coordinate r is zero, needs
to be taken into account. For example, in Lopez and Shen (1998) so-called essential
and natural pole conditions are discussed, which are necessary for the well-posedness
and the reglarity of the solutions at the centerline, respectively. In Constantinescu
and Lele (2002) governing equations for the flow at the centerline are derived using
series expansions near r = 0, whereas in Khorrami et al. (1989) the authors demand
smoothness of all physical variables along the centerline which results in constraints
for the velocity and the pressure.
In the present thesis, in order to ensure well-posedness, smoothness and regularity
of the numerical solutions along the centerline, we will present a formulation of the
helically invariant Navier-Stokes equations which can also be seen as a discontinuous
Petrov-Galerkin (DPG) formulation. In a DPG formulation the trial and test functions
may differ and correspond to different function spaces (cf. Roberts et al., 2014). For
some convection-diffusion type problems the DPG method has been developed in
Ellis et al. (2014). Furthermore, a DPG formulation for elliptic problems is proposed
in Bottasso et al. (2002) and the method is used to solve the Poisson equation in
Demkowicz and Gopalakrishnan (2011). Moreover, a framework for the analysis of the
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DPG method is developed in Roberts et al. (2014) and applied to the Stokes problem to
show its well-posedness.
1.1 The BoSSS framework
The CFD framework BoSSS (Bounded Support Spectral Solver) was originally founded
by Kummer (Kummer et al., 2009; Kummer, 2012) and since then has been continuously
developed at the Chair of Fluid Dynamics at TU Darmstadt. It is based on the DG
method and offers the possibility to calculate numerical solutions of various types
of partial differential equation systems. In recent years the framework has been
used for numerous simulations of subsonic and supersonic compressible flows using
immersed boundary methods (IBM) (Mu¨ller et al., 2017; Geisenhofer et al., 2019),
incompressible flows (Klein et al., 2015; Utz et al., 2017; Utz, 2018) as well as moving
body flows (Krause and Kummer, 2017). Beside this, within the BoSSS framework
the extended discontinuous Galerkin method (XDG) (Kummer, 2017) can be used for
multiphase flows with a sharp interface approach. The framework is written in the
programming language C#. It can be used for MPI parallel computations and hence
offers the possibility to perform direct numerical simulations of, e.g., turbulent flows
with high resolving computational grids. The latest versions of BoSSS are open source
and can be found on the website https://github.com/FDYdarmstadt/BoSSS
for download.
1.2 Goal of this work and Motivation
The goal of this thesis is the development of three basic milestones which enhance the
understanding of helically invariant flows and thus form the basis for an application in
turbulence theory. These three milestones are firstly the derivation of new conservation
laws, secondly the construction of exact solutions of the helically invariant Navier-
Stokes equations and thirdly the development of a numerical code to perform direct
numerical simulations of helically invariant flows at high Reynolds numbers.
The motivation for these milestones is to generate a deeper understanding of the
behaviour of such turbulent flows, which are based on a reduction in dimensions, i.e.
on a certain symmetry within the flow. The physical processes in the turbulence of
two-dimensional (2D) flows differ significantly from those of three-dimensional (3D)
flows. The main difference is that in 3D turbulence the central mechanism of vortex
stretching occurs, which is responsible for the generation of turbulence in general
and for the energy cascade characteristic of 3D turbulence in particular. In this case a
so-called forward energy cascade exists, i.e. energy is transferred from large eddies
to smaller ones and finally dissipates into heat on the smallest eddies. In contrast,
the vortex stretching term disappears in 2D flows and the energy cascade changes
direction in the way that the energy is now transferred from small eddies to larger
ones.
Examples of well-known, classical dimensional reductions of 3D flows are plane and ax-
isymmetric flows. In the case of plane flows, it is assumed that all velocity components
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and the pressure are independent of the z-coordinate and that the velocity component
vanishes in the z-direction, i.e. uz = 0. In the same way, for axisymmetric flows one
assumes that all physical quantities are independent of the angular coordinate ϕ and
that the corresponding velocity component also disappears, i.e. uϕ = 0.
For the investigations of helically symmetric flows Lie Symmetry methods are em-
ployed in a first step as such, that the spatial dependence of the originally three
independent variables is reduced by one and the remaining variables are: the cylindri-
cal radius r, the time-dependent helical variable ξ = z
α(t) + bϕ, b = const., and time
t. Assuming α = const., the classical helically symmetric case is retained. As in the
classical examples, independence of all physical quantities from the third coordinate
is required, whereas no reduction of the velocity components is assumed. Hence,
in contrast to 2D flows, a full 3D velocity field is considered for the investigation of
helical turbulence, where all velocity components are different from zero. Due to the
discrepancy in the number of dependent and independent variables, i.e. especially
two independent variables r, ξ and three dependent ur, uξ , uη the description of helical
flows is often referred to as ”2 1/2”-dimensional flows.
The central question to be answered by future research is to what extent helical tur-
bulence has a two- or three-dimensional character. The simulations using the DG
code developed in this thesis can contribute to answer this question. For example, by
means of simulations with high Reynolds numbers, it can be decided on the basis of
the energy cascade whether energy is transferred to small scales like in 3D turbulence
or vice versa which is the case in 2D.
1.3 Outline of this thesis
The present work is divided into two parts. In the analytical part, symmetries, con-
servation laws and exact solutions of the helically invariant Navier-Stokes equations
are derived and investigated. In the numerical part, the system is discretized and a
numerical code for simulations of helically symmetric flows is developed.
In the analytical part in chapter 3 the symmetries of the incompressible 3D Navier-
Stokes equations, which represent the starting point of the dimensional reduction, are
considered. Classical reductions such as plane and axisymmetric flows are shown
and a helical coordinate system is derived in which the incompressible Navier-Stokes
equations are formulated under the assumption of helical invariance. For the reduced
equations in the classical helical frame the Lie-point symmetries are finally calculated
and discussed.
Starting from the helically invariant Navier-Stokes equations derived in chapter 3, the
corresponding conservation laws are determined and discussed in chapter 4. Further-
more, in chapter 5 two different exact solutions for the helically invariant Navier-Stokes
equations are derived, which result from two different solution approaches. The first
solution is based on an invariant solution approach which could be found from the
symmetries determined in chapter 3. The second solution is based on the assumption
of a Beltrami flow in which velocity and vortex vectors are parallel to each other.
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The numerical part of this thesis starts with the discretization of the helically invariant
system of the Navier-Stokes equations using the DG method in chapter 6. In the
following chapter 7 different test cases are introduced to verify the numerical code.
In addition to artificially generated solutions for benchmark tests, the exact solution
found in chapter 5 is also used for verification. The results of simulations for flows in a
cylindrical shell are presented.
In chapter 8 the periodicity conditions on the centerline axis of the helix at r = 0 that
were derived in chapter 6 are used to reduce the number of degrees of freedom by a
change of the DG basis. The numerical results are discussed and the good performance
of the numerical discretization is shown by spatial and temporal convergence studies.
In chapter 9 the newly developed code is used for simulations of helically invariant
flows at high Reynolds numbers, which show the evolution of vortices and the gen-
eration of Kelvin-Helmholtz instabilities. Furthermore the temporal development of
energy cascades is discussed.
Finally, in chapter 10 the conclusions are presented and an outlook is provided that
shows to which extent the results of this thesis may be used in future research of
helically invariant flows.

72 Mathematical Basics
In the present chapter the basics of one-parameter Lie Group symmetries, conservation
laws and the discontinuous Galerkin method are introduced. These three mathematical
tools represent the fundamental basis for the investigations of helically invariant flows
in an analytical and a numerical way. Lie point symmetries and conservation laws of
the helical flow are used in the first part, whereas the DG method is applied in the
second part of this thesis. A short summary of the most important literature references
concerning these mathematical basics is presented at the beginning of each section in
this chapter.
2.1 Lie point symmetries
Lie point symmetries and in particular their application for differential equations are
extremely useful in many situations. One of these great benefits is that one may achieve
simplifications of the considered equations. For ordinary differential equations (ODEs)
the order of the equation can be reduced whereas for partial differential equations
(PDEs) it is frequently possible to find a combination of the independent variables
which results in a dimensional reduction of the considered problem. Furthermore,
symmetries can be used to directly construct exact solutions of the governing differen-
tial equation (e.g. Cantwell, 2002). In the present thesis we use both of these strengths.
The symmetries of the Navier-Stokes equations lead to an appropriate combination of
the independent variables and hence, under the assumption of helical invariance, to a
dimensional reduction. From a further symmetry analysis of the helically invariant
Navier-Stokes equations (3.19) new invariant quantities are constructed which are
used to derive new exact solutions of this system of equations.
Since in this thesis only one-parameter Lie Groups are used, we will not introduce
multi-parameter Lie groups. Details of the multi-parameter Lie group theory may be
found for instance in Cantwell (2002) or Kilmister and Hydon (2001). As a starting
point, we consider the symmetry properties of functions. In Cantwell (2002, p. 121) a
definition of the symmetry of a mathematical object is given:
Definition 1. ”A mathematical relationship between variables is said to possess a
symmetry property if one can subject the variables to a group of transformations
and the resulting expression reads the same in the new variables as the original
expression. The relationship is said to be invariant under the transformation
group.”
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In other words, we define F(x) to be an invariant function with respect to the transfor-
mation
x˜ = ΦG (x; ε) , (2.1)
if the relation
F (x) = F (x˜) (2.2)
holds. Here, the parameter ε is the group transformation parameter, which is subjected
to Group properties. For details of Group properties in general and in particular for the
Group properties of Lie groups we refer to Bluman et al. (2010), Cantwell (2002) and
Kilmister and Hydon (2001). As a simple example, we consider the function F(x, y) =
x2 + y2 which is invariant under a rotational transformation. The transformation of
the independent variables (x, y) is given by
x˜ = cos(ε)x− sin(ε)y, (2.3a)
y˜ = sin(ε)x + cos(ε)y, (2.3b)
such that F(x, y) = x2 + y2 = x˜2 + y˜2 = F(x˜, y˜) (cf. Stephani, 1994). That means the
form of the function F(x, y) has not changed and, hence, F(x, y) is invariant under
the rotational symmetry. The idea and definition of symmetries can be transferred
to differential equations in a similar way. First, we define a point transformation as
follows:
Definition 2. A point transformation is a transformation of the independent variables x =(
x1, . . . , xn
)
and dependent variables u =
(
u1, . . . , um
)
, given by
x˜ = f (x,u) , u˜ = g (x,u) . (2.4)
The symmetry transformations of partial differential equations can depend on several
parameters and functions, but it is always possible to choose a set of transformations
x˜ = x˜ (x,u; ε) , u˜ = u˜ (x,u; ε) (2.5)
that only depends on one single parameter ε (cf. Stephani, 1994). In the case where
ε = 0, (2.5) is the identity transformation, i.e.
x˜ = x˜ (x,u; 0) = x, u˜ = u˜ (x,u; 0) = u (2.6)
which ensures that the transformation is a group transformation. A Taylor expansion
of (2.5) around ε = 0 is given by
x˜ = x+ εξ¯ (x,u) +O
(
ε2
)
, ξ¯ :=
∂x˜
∂ε
∣∣∣∣
ε=0
, (2.7a)
u˜ = u+ εη¯ (x,u) +O
(
ε2
)
, η¯ :=
∂u˜
∂ε
∣∣∣∣
ε=0
, (2.7b)
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where ξ¯ and η¯ are the infinitesimals. The infinitesimal Generator is given by
X = ξ¯ i (x,u)
∂
∂xi
+ η¯ j (x,u)
∂
∂uj
, (2.8)
which can be extended up to the k-th order as follows (see Bluman et al., 2010)
X(k) = ξ¯ i (x,u)
∂
∂xi
+ η¯ j (x,u)
∂
∂uj
+ η¯
(1) j
i (x,u, ∂u)
∂
∂u
j
i
+ . . . + η¯(k) ji1...ik
(
x,u, ∂u, . . . ∂ku
) ∂
∂uji1...ik
. (2.9)
The extended infinitesimals are given by
η¯
(1) j
i = Diη¯
j − (Di ξ¯α) ujα (2.10)
and
η¯
(k) j
i1...ik
= Dik η¯
(k−1) j
i1...ik
− (Dik ξ¯α) uji1...ik α, (2.11)
where j = 1 . . . m, i, is = 1, . . . , n for s = 1, . . . , k with k = 2, 3, . . .. For brevity, in this
thesis partial derivatives are denoted by uji :=
∂uj
∂xi . Furthermore, the total derivative
operator is given by
Di =
∂
∂xi
+ uji
∂
∂uj
+ ujii1
∂
∂uji1
+ ujii1i2
∂
∂uji1i2
+ . . . , i = 1, . . . n. (2.12)
Following Bluman et al. (2010) we define a point symmetry of a system of PDEs as
follows:
Definition 3. The transformation (2.4) is a point symmetry of the PDE system F (x,u)
consisting of N PDEs of order k if and only if for each α = 1, . . . , N
X(k)F α
(
x,u, ∂u, . . . ∂ku
)
= 0 (2.13)
when
Fσ
(
x,u, ∂u, . . . ∂ku
)
= 0, σ = 1, . . . , N. (2.14)
In this definition, in (2.13) X(k) is the k−th extension of the infinitesimal generator,
given by (2.9).
In other words, a point symmetry of a differential equation is a local transformation
of the independent and the dependent variables such that the form of the differential
equation remains unchanged. A general form of a scalar differential equation is given
by
F
(
x,y,y1, . . . ,xn
)
= 0, (2.15)
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where, as before, x are the independent variables, y the dependent variables and
y1, . . . ,yn the derivatives up to n-th order. The transformation
x = f (x˜, y˜), y = g(x˜, y˜) (2.16)
is a symmetry transformation if the form of differential equation (2.15) is not changed
by the transformation (2.16), i.e.
F
(
x,y,y1, . . . ,xn
)
= F
(
x˜, y˜, y˜1, . . . , x˜n
)
= 0. (2.17)
2.2 Invariant solutions
One of the central results of this thesis are invariant solutions of the helically symmetric
Navier-Stokes equations. For that reason we briefly introduce the idea of invariant
solutions in the present section.
Following Bluman et al. (2010), an invariant solution is defined as follows:
Definition 4. Let F(x,u) be a system of PDEs, given by (2.14). The function u = θ(x),
consisting of components uµ = θµ(x), µ = 1, . . . , m is an invariant solution of (2.14)
resulting from the point symmetry (2.8) if and only if the following statements hold:
(i) For each component µ = 1, . . . , m the function uµ = θµ(x) is an invariant surface of
the point symmetry (2.8).
(ii) The function u = θ(x) is a solution of the PDE system (2.14)
To determine invariant solutions one demands that the condition
X (u− θ(x)) |u=θ(x) = 0 (2.18)
is satisfied by the function u = θ(x). Invariant quantities of the point symmetry (2.8)
can be found which are solutions of the characteristic ODE system emerging from
(2.18). As it will be shown in chapter 5, the invariants can still depend on unknown
functions. These are finally determined by employing the invariants into the PDE
system (2.14). Thus, particular solutions of the PDE system (2.14) are obtained.
2.3 Conservation Laws
The following introduction of conservation laws is heavily based on Dierkes and
Oberlack (2017), which is a publication of mine.
In mathematical physics, symmetries and conservation laws (CL) are considered to
be one of the most fundamental objects. For example, in fluid mechanics CL describe
physical quantities such as the conservation of mass, energy, momentum or angular
momentum. In practice, local conservation laws are of fundamental importance for
several reasons. They are essential for numerical simulations with modern numerical
methods, where the equations are assumed to be in divergence form, e.g. for DG
Conservation Laws 11
methods (see Zienkiewicz and Taylor, 2002). Additionally, they give the possibility
to easily find potential variables (see Bluman et al., 2010), which in turn leads to a
reduction of the dependent variables and new analytical solutions. Further, CL are
used to establish existence and uniqueness of solutions as well as in the analysis of
stability and global behavior of solutions (Bluman et al., 2010).
For 3D time-dependent fluid flows, CLs were studied in very much detail in Chevi-
akov and Oberlack (2014). Therein, they considered higher-order conservation law
multipliers and obtained an infinite family of vorticity conservation laws. Further,
Rosenhaus and Shankar (2019) considered the correspondence between symmetries
and conservation laws of a differential system. They introduced sub-symmetries to
find further infinite sets of conservation laws of the Euler equations, involving arbitrary
functions of the dependent variables.
Most important, additional CLs appear to exist in reduced dimensions such as in plane
or axis-symmetric flows. Recently new CLs for Euler and Navier-Stokes equations were
found for helically invariant flows (see Kelbin et al., 2013). Therein they considered
a helical coordinate system, given by the radius r and a helical variable ξ = az + bϕ,
arising from a linear combination of the cylindrical coordinates z and ϕ. The parameters
a and b, involved in this coordinate, were assumed to be constant. Further, the authors
expressed the three dimensional, incompressible Euler and Navier-Stokes equations in
a helical symmetric setting and finally obtained new conservation laws for primitive
variables as well as for the vorticity formulation. Interesting enough, they also derived
new conservation laws for plane and axisymmetric flows. Due to many citations the
publication of Kelbin et al. (2013) is subsequently denoted as KCO.
In a fluid dynamical context, divergence-type local conservation laws usually have the
form
∂tΘ+∇ ·Φ = 0, (2.19)
where ∇ ·Φ = ∂iΦi = ∂1Φ1 + ∂2Φ2 + . . . + ∂n−1Φn−1 denotes the spatial divergence.
The quantity Θ is called density, whereas Φi are the spatial fluxes of the conservation
law.
In order to compute a globally conserved quantity one may integrate (2.19) over a fluid
domain Ω and apply Gauss’s theorem∫
Ω
∂tΘ dnx +
∫
∂Ω
Φ ·n dS = 0, (2.20)
where dnx defines the volume element while dS corresponds to a surface element
on ∂Ω. Assuming that the fluxes Φi vanish on the boundary ∂Ω or if periodicity is
assumed and the domain Ω is time-independent (Ω 6= Ω(t)), one obtains the global
conserved quantity given by
∂
∂t
∫
Ω
Θ dV = 0 ⇔ Jc =
∫
Ω
Θ dV = const. (2.21)
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In practice, one is interested in finding non-trivial conservation laws (2.19) since trivial
conservation laws usually do not carry a physical or mathematical meaning. To
distinguish between trivial and non-trivial conservation laws, we first explicate the
meaning of trivial conservation laws.
Following Bluman et al. (2010), a trivial conservation law of first type arises, when
each of its fluxes Φ vanish identically on the solutions of a given PDE system. A
conservation law, vanishing identically as a differential identity is denoted as a trivial
conservation law, e.g. (div(curl(·)) ≡ 0).
The equivalence and linear dependence of conservation laws is defined as follows:
Two conservation laws ∂iΦi = 0 and ∂iΨi = 0 are equivalent, if ∂i
(
Φi −Ψi) = 0 is
a trivial conservation law. All conservation laws that can be reduced to a class of
non-trivial conservation laws build an equivalence class of conservation laws.
A definition for linearly dependent conservation laws is presented in Bluman et al.
(2010, p. 43): ”A set of l conservation laws
{
∂iΦij = 0
}l
j=1
is linearly dependent if there
exists a set of constants
{
c(j)
}l
j=1
not all zero such that the linear combination
∂i
(
c(j)Φi(j)
)
= 0 (2.22)
is a trivial conservation law.” The direct method (see e.g. Anco and B., 2002), described
and employed in the following, seeks nontrivial sets of local conservation laws of a
given PDE system in non-conservative form.
The direct method is based on two key ideas. The first idea can be explained as follows:
Consider an arbitrary and non-conservative PDE system given by
Rσ (x,u, ∂iu) = 0, σ = 1, . . . , N, i = 1, . . . , k. (2.23)
It is proven in Anco and Bluman (2002) that a PDE system only admits non-trivial
conservation laws arising from linear combinations of these equations with multipliers
of k-th order given by
{Λσ (x,U , ∂1U , . . . , ∂kU )}Nσ=1 . (2.24)
If the multipliers (2.24) are known they yield divergence expressions of the form
ΛσRσ ≡ DiΓi (2.25)
for arbitrary functions U (x) and Di = ∂∂xi . The multipliers Λσ are of the form (2.24)
and can be chosen to depend on all dependent and independent variables x and U as
well as on derivatives ∂kU up to a certain order k. A priori it is not known up to which
order one may choose the multipliers. On solutions U (x) = u (x) of the PDE system
(2.23) one obtains the conservation law
DiΓi = 0. (2.26)
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To calculate the multipliers Λσ, the second key idea is to apply the Euler operator EU j
with respect to U j to equation (2.25). The Euler operator has the property to annihilate
an expression if, and only if it is a divergence expression DiΓi, and is given by
EU j =
∂
∂U j
− Di ∂
∂U ji
+ . . . + (−1)s Di1 . . . Dis
∂
∂U ji1...is
+ . . . (2.27)
for each j = 1 . . . m, while Di is defined above.
In order to derive the multipliers Λσ, we apply the Euler operator (2.27) to equation
(2.25). Based on the above, the right-hand side vanishes identically and one obtains
EU j (ΛσR
σ) = 0, j = 1 . . . m, (2.28)
which holds for arbitrary functions U (x). Expending all derivatives in (2.28), a set
of linear determining equations for all multipliers Λσ arises, where the quantities
x,U , ∂1U , . . . , ∂kU have to be treated as independent variables. Once the conservation
law multipliers are derived, one may compute the density and fluxes using (2.26). For
details, see e.g. Bluman et al. (2010).
2.4 The discontinuous Galerkin Method
In the following, a linear transport equation is considered to explain the spatial dis-
cretization of a PDE using the DG method. After that, we use a poisson equation to
explain the discretization of a second order PDE in the DG formulation, introducing
the symmetric interior penalty (SIP) method. The following explanations are linked to
Cockburn (2003), Arnold et al. (2000), Li (2006), Mu¨ller (2014) and Utz (2018).
A scalar conservation law for a physical quantity u is given by
∂u
∂t
+∇ · f (u) = 0 in Rd × (0, T), (2.29)
where u = u(x, t) and x ∈ Ω ⊂ Rd, t ∈ (0, T) and f beeing a d−dimensional vector of
smooth functions. The weak form of (2.29) is obtained by multiplying this equation
with a test function v˜ = v˜(x) and integrating over the fluid domain Ω leading to∫
Ω
∂u
∂t
v˜ dV +
∫
Ω
∇ · f (u)v˜ dV
=
∂
∂t
∫
Ω
uv˜ dV −
∫
Ω
f (u) · ∇v˜ dV +
∫
∂Ω
f (u) ·n v˜ dS = 0, (2.30)
where partial integration is used for the second term. In (2.30) the vector n is the
normal vector, pointing outward of the cell. In a next step, the domain is divided
into a set of non-overlapping finite elements Ω = ∪Nj=1Ωj. This set of elements is
approximated by a computational grid denoted as K = {K1 . . . KN}. In each cell of
the grid the solution is approximated by an interpolation function uh, which can be
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discontinuous across the element boundaries. Hence, it is necessary to introduce a
function space of broken polynomials, given by
Vk :=
{
v˜ ∈ L2(Ω) | v˜|K ∈ Pk ∀K ∈ K
}
, (2.31)
where L2(Ω) is the Lebesgue space of quadratically integrable functions over the
domain Ω and Pk (K) a finite dimensional space of smooth functions, which are
polynomials in our case (c.f. Li, 2006; Arnold et al., 2000). Following Kummer (2017),
we define a set that contains all edges e of the grid, which is denoted as Γ := ∪j∂Ωj
and a set of internal edges Γint = Γ \ ∂Ω. Using that, we define inner-values (u−) and
outer-values (u+) of the field u ∈ C0(Ω \ Γint) as follows
u−(x) := lim
e↘0
u(x− enΓ) for x ∈ Γ, (2.32a)
u+(x) := lim
e↘0
u(x+ enΓ) for x ∈ Γint (2.32b)
as well as mean and jump operators
{u} :=
{ 1
2(u
− + u+) on Γint
u− on ∂Ω , (2.33a)
[[u]] :=
{
u− − u+ on Γint
u− on ∂Ω . (2.33b)
Due to these definitions and the assumption of the polynomial function space Vh
a decoupling of the cells in the computational grid is obtained. That means the
approximation can be made on each cell locally. Employing u and v˜ into the weak
form leads to the following discretized problem (c.f Utz, 2018)
find u ∈ Vk, such that
∂
∂t ∑K∈K
∫
Ki
uv˜ dV+ ∑
K∈K
∫
Ki
f (u) · ∇v˜ dV +∑
e∈Γ
∫
e
f˜ (u+, u−,n) [[v˜]] dS
= 0, ∀v˜ ∈ Vk(K), (2.34)
where the quantity f˜ (u+, u−,n) that couples neighboring cells needs to be defined.
For that, a numerical flux f˜ is introduced and chosen as such that it is conservative, i.e.
f˜ (u+, u−,n) = −f˜ (u+, u−,−n) (2.35)
and that it fulfills the consistency condition, which means that we can replace the nu-
merical solution uh by the exact solution u in the weak formulation (2.30) (cf. Cockburn,
2003). That leads to the condition
f˜ (u+, u−,n) = f (u) ·n (2.36)
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for the flux f˜ .
Since the function spaceVk is polynomial, we approximate the solution u by a linear
combination of polynomials, given by
u =∑
i
u˜iϕi, (2.37)
where u˜i = u˜i(t) are in general time-dependent scalar coefficients. The basis functions
are orthonormal, i.e. they fulfill the condition∫
ϕiϕjdV = δij, (2.38)
with δij being the Kronecker Delta.
Employing (2.37) into (2.34) finally leads to a system of ODEs for the time-dependent
problem (2.29), given by
M
du˜
dt
+Ku˜ = b, (2.39)
where b is a vector consisting of boundary conditions and forcing terms if they are
present in the original continuous problem. M is the mass matrix andK is the stiffness
matrix.
As an example for a DG discretization of second order PDEs, we consider the Poisson
equation with Dirichlet BCs, given by
−∆u = f in Ω (2.40a)
u = 0 on ∂Ω. (2.40b)
The weak form of (2.40a) is constructed by partial integration over all cells Kj
∑
j
(∫
Kj
∇u · ∇v˜ dV −
∫
∂Kj
(∇u ·n) v˜ dS
)
=∑
j
(∫
Kj
f v˜ dV
)
∀v˜ ∈ Vk. (2.41)
Taking the sum, one could re-formulate (see, e.g. Arnold et al., 2000)∫
Ω
∇hu · ∇hv˜ dV −
∫
Γint
{∇hu} ·n [[v˜]] dS =
∫
Ω
f v˜ dV ∀v˜ ∈ Vk. (2.42)
One may write (2.41) as follows∫
Ω
f v˜ dV =
∫
Ω
∇hu · ∇hv˜ dV −
∫
∂Ω
{∇hu} ·n [[v˜]] dS
−
∫
∂Ω
{∇hv˜} ·n [[u]] dS +
∫
∂Ω
ηSIP [[u]] [[v˜]] dS, (2.43)
where the weighting function is denoted as ηSIP in order to avoid confusion with the
helical coordinate η and ∇h is the broken gradient which is defined subsequently. It
is known that (2.42) is not stable, i.e. the solution u is not unique. To overcome this
issue, Arnold (1982b) added a so-called symmetry and a penalty term, which ensure
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coercitivity of (2.43). The fourth term is added in order to obtain a symmetric discrete
problem, whereas the last term in (2.43) is added to generate stability. For ηSIP = Ch ,
where h is the element size that can be chosen, for instance as the largest edge of the
element. The constant C needs to be sufficiently large such that a convergence of the
discrete solution to the exact solution is obtained (cf. Arnold et al., 2000). The DG
approximation of (2.43) is given by (cf. Wihler and Rivie`re, 2011)
find u ∈ Vk, such that (2.44)
a(u, v˜) = b(v˜) ∀v˜ ∈ Vk,
where the linear forms a(u, v˜) and b(v˜) read
a(u, v˜) =
∫
Ω
∇hu · ∇hv˜ dV −
∫
Γ
{∇hu} ·nΓ [[v˜]] dS
−
∫
Γ
{∇hv˜} ·nΓ [[u]] dS +
∫
Γ
ηSIP [[u]] [[v˜]] dS, (2.45a)
b(v˜) =
∫
Ω
f v˜ dV. (2.45b)
The broken gradient in (2.42), (2.43) and (2.45a) is defined as follows
∇h f :=
{
0 on ∪j ∂Kj
∇ f elsewhere . (2.46)
For the DG discretization of the helically invariant Navier-Stokes equations (3.19) in
each cell we use the following penalty function
ηSIP := c · k2 |∂K||K| , c ≈ 1, (2.47)
where k is the polynomial degree of the DG discretization and
ηSIP := max
(
η−, η+
)
(2.48)
on the cell boundaries Γ (cf. Kummer and Mu¨ller, 2018).
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3 Navier-Stokes equations and sym-
metry reductions
The incompressible Navier-Stokes equations are a non-linear system of partial differ-
ential equations which describe viscous Newtonian fluid flows (cf. Drazin and Riley,
2006; Pope and Pope, 2000). They consist of the continuity equation (3.1a) and the
momentum equations (3.1b) and are given by
∇ · u = 0, (3.1a)
ut + (u · ∇)u+∇p− ν∇2 u = 0, (3.1b)
where, in cartesian coordinates, u = u1ex + u2ey + u3ez is the velocity vector of the
fluid and p the pressure, in which the density has already been absorbed. The velocity
and the pressure are both functions of x = (x, y, z) and the time t. The viscosity ν is
constant and for ν = 0 the Euler equations are obtained (cf. KCO).
The vorticity, defined by
ω = ∇× u, (3.2)
is the physical quantity characterizing the rotation of fluid elements (Wu et al., 2007).
By taking the curl of the Navier-Stokes equations one may easily derive the vorticity
transport equations and a solenoidal condition for the vorticity, given by
∇ ·ω = 0, (3.3a)
ωt +∇× (ω × u)− ν∆ω = 0. (3.3b)
The vorticity transport equations (3.3b) can be written as
ωt + (u · ∇)ω − ν∆ω = ∇u ·ω, (3.4)
such that the vortex stretching terms are isolated on the right hand side of the equation.
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3.1 Symmetries and reductions of the Navier-Stokes equa-
tions
The Lie point symmetries of the three-dimensional Navier-Stokes equations in cartesian
coordinates (Oberlack, 2000) are given by
X1 =
∂
∂t
, (3.5a)
X2 = 2t
∂
∂t
+ x
∂
∂x
+ y
∂
∂y
+ z
∂
∂z
− u ∂
∂u
− v ∂
∂v
− w ∂
∂w
− 2p ∂
∂p
, (3.5b)
X3 = −y ∂
∂x
+ x
∂
∂y
− v ∂
∂u
+ u
∂
∂v
, (3.5c)
X4 = −z ∂
∂y
+ y
∂
∂z
− w ∂
∂v
+ v
∂
∂w
, (3.5d)
X5 = −z ∂
∂x
+ x
∂
∂z
− w ∂
∂u
+ u
∂
∂w
, (3.5e)
X6 = f1(t)
∂
∂x
+ f ′1(t)
∂
∂u
− x f ′′1 (t)
∂
∂p
, (3.5f)
X7 = f2(t)
∂
∂y
+ f ′2(t)
∂
∂v
− y f ′′2 (t)
∂
∂p
, (3.5g)
X8 = f3(t)
∂
∂z
+ f ′3(t)
∂
∂w
− z f ′′3 (t)
∂
∂p
, (3.5h)
X9 = f4(t)
∂
∂p
, (3.5i)
where f4(t) is a time-dependent parameter function and f1(t) . . . f3(t) two-times dif-
ferentiable functions of time.The symmetries of the Navier-Stokes equations (3.5) are
given in the form of infinitesimal generators. The corresponding global transforma-
tions can be obtained applying Lie’s theorem and are given in Oberlack (2000). The set
of point symmetries (3.5) consist of a translation symmetry in time (X1) as well as for
the pressure (X9), a scaling symmetry in space and time (X2), the rotational symme-
tries about each coordinate axis (X3, . . . , X5) and the generalized Galilean symmetries
(X6 − X8)which reduce to the classical Galilean boost assuming that f1(t), . . . , f3(t) are
linear functions in time and to a translation symmetry if f1(t), . . . , f3(t) are constant.
The symmetries of the Navier-Stokes equations represent the basis of symmetry reduc-
tions and hence the well-known considerations of axisymmetric and plane flows. As
already mentioned, for constant f1(t), . . . , f3(t), the generalized Galilean symmetry
(3.5f) - (3.5h) reduces to a translational symmetry. The fact that the Navier-Stokes
equations are invariant with respect to translation represents the possibility to assume
that all physical variables are independent of the z-coordinate, which is known as the
two-dimensional case of plane flows. This reduction, and the additional assumption
of a vanishing velocity component in z-direction leads to the set of variables, given by
u = u(x, y, t), v = v(x, y, t), p = p(x, y, t), w = 0. (3.6)
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The rotational symmetry (3.5c), written in cylindrical coordinates (r, ϕ, z) leads to a
translational invariance in the angular coordinate, given by
XR =
∂
∂ϕ
, (3.7)
which, written as a global transformation, is given by
TR : t˜ = t, ϕ˜ = ϕ+ aR, u˜ = u, (3.8)
where TR denotes the global transformation group of the rotational symmetry and aR
the group parameter. As before for plane flows, the assumption of ϕ-independence of
all physical variables and a vanishing circumferential velocity component uϕ leads to
axisymmetric flows, consisting of the following set of variables in cylindrical coordi-
nates
ur = ur(r, z, t), uz = uz(r, z, t), p = p(r, z, t), uϕ = 0. (3.9)
For the axisymmetric flows various exact solutions of the Navier-Stokes equations
have been found. Famous examples are the Oseen-Lamb vortex, the Taylor vortex and
the Burgers vortex. A summary of these vortex solutions can be found in Wu et al.
(2007). For the just described 2D flows only one non-zero vorticity component remains.
Most important in turbulence theory, the vortex stretching term in the Navier-Stokes
equations vanishes for 2D flows and the vorticity transport equations (3.4) reduce to
ωt + (u · ∇)ω − ν∆ω = 0. (3.10)
3.2 Helically symmetric flows
The present chapter is heavily based on the following publication of mine (Dierkes
and Oberlack, 2017) as well as on results of my Master’s thesis (Dierkes, 2015).
The main goal of the present chapter is to derive the helically reduced system of
Navier-Stokes equations. The proceeding of that will be as follows: starting with the
three dimensional Navier-Stokes we employ the Lie symmetry methods to derive a
time-dependent helical coordinate ξ = z/α(t) + bϕ, where b = const. and α(t) is an
arbitrary function of time t. Assuming α = const., the classical helically symmetric
case will be retained which is investigated extensively analytically and numerically in
the chapters 5 and 6. Using the newly derived coordinate ξ(t) and imposing helical
invariance onto the equations of motion leads to the helically symmetric system of
Euler and Navier-Stokes equations with a time-dependent pitch α(t), which may be
varied arbitrarily and which is explicitly contained in all of the latter equations. This
will be conducted for primitive variables, which consist of the velocity components and
the pressure as well as for the vorticity formulation. Hence a set of helically invariant
flows may be considered, which may be altered by an external time-dependent strain
along the axis of the helix, which is a significant extension of the classical description
of helical symmetric flows where α = const. is assumed. To avoid confusion, I would
like to point out once again that the analytical and numerical investigations in chapters
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5, 6, 7 and 8 of this thesis are essentially based on the classical description of helically
invariant flows. Such investigations as the derivation of exact solutions as well as the
development of a numerical code for the time-dependent helical coordinate system
are, due to their complexity, contents of future scientific work.
3.2.1 Derivation of a time-dependent helical coordinate system
The three-dimensional time-dependent Navier-Stokes equations for a viscous and
incompressible fluid without external forces in cylindrical coordinates are given by
1
r
ur +
∂ur
∂r
+
1
r
∂uϕ
∂ϕ
+
∂uz
∂z
= 0, (3.11a)
∂ur
∂t
+ ur
∂ur
∂r
+
1
r
(
uϕ
∂ur
∂ϕ
− (uϕ)2
)
+ uz
∂ur
∂z
= −∂p
∂r
+ ν
[
∆ur − 1
r2
(
ur + 2
∂uϕ
∂ϕ
)]
, (3.11b)
∂uϕ
∂t
+ ur
∂uϕ
∂r
+
1
r
(
uϕ
∂uϕ
∂ϕ
+ uruϕ
)
+ uz
∂uϕ
∂z
= −1
r
∂p
∂ϕ
+ ν
[
∆uϕ − 1
r2
(
uϕ − 2∂u
r
∂ϕ
)]
, (3.11c)
∂uz
∂t
+ ur
∂uz
∂r
+
1
r
uϕ
∂uz
∂ϕ
+ uz
∂uz
∂z
= −∂p
∂z
+ ν∆uz, (3.11d)
where ∆ denotes the Laplacian, given by
∆ =
∂
∂r2
+
1
r
∂
∂r
+
1
r2
∂
∂ϕ2
+
∂
∂z2
. (3.12)
For inviscid flows, i.e. if ν = 0 the system (3.11) reduces to the Euler equations.
The helical Navier-Stokes equations (3.11) are invariant under the helical symmetry,
which is obtained by combining the rotation group (3.5c) and the generalized Galilean
invariance (3.5h). Without restricting generality, the coordinate system is chosen as
such that the common symmetry lies along the z-axis. The global form of the two
parameter Lie symmetry group is given by
ϕ˜ = ϕ+ c, (3.13a)
z˜ = z + α(t), (3.13b)
u˜z = uz + α˙, (3.13c)
p˜ = p− zα¨, (3.13d)
where the dot denotes the time derivative of the parameter function α(t), i.e. α˙ = dα(t)dt .
For α(t) = const. translational invariance in z−direction is obtained, while α(t) = at
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corresponds to the classical Galilean group in the same direction.
Using the symmetry group (3.13a)-(3.13d), a set of independent variables (i.e. the
time-dependent helical coordinates) and dependent variables has been derived which
is given by
η∗ = bϕ, (3.14a)
ξ = bϕ+
z
α
, (3.14b)
r˜ = r, (3.14c)
τ = t, (3.14d)
uξ =
(
b
r
uϕ +
1
α
(uz + α˙bϕ)
)
· B(r, t), (3.14e)
uη =
(
1
α
uϕ − b
r
(uz + α˙bϕ)
)
· B(r, t), (3.14f)
u˜r = ur, (3.14g)
p˜ = p +
1
2
α¨
α
z2. (3.14h)
For the derivation of these variables Lie symmetry methods were employed, in partic-
ular the method of canonical coordinates. Details are presented in appendix A. The
geometric function B(r, t) in (3.14e) and (3.14f) is given by B(r, t) = rα√
r2+b2α2
. The
assumption that α(t) = const. = 1a leads to the classical helical velocity components,
pressure, similarity variable and form function B(r) given by
ξ = az + bϕ, (3.15a)
uξ = B
(
b
r
uϕ + auz
)
, (3.15b)
uη = B
(
auϕ − b
r
uz
)
, (3.15c)
u˜r = ur, (3.15d)
p˜ = p, (3.15e)
B(r) =
r√
(a2r2 + b2)
, (3.15f)
which are found in KCO. Due to the high importance of this classical description in
the second part of this thesis and for comprehensibility the essential variables for both,
the time dependent and the classical case, are presented here in such a detail.
In the limiting case b = 0, for classical and time-dependent helical coordinates, the
helical symmetry reduces to an axial symmetry. For the extended frame (3.14) the
similarity variable (3.14b) becomes ξ = zα , though is still time-dependent owing to the
scaling of the z−coordinate by the parameter function α(t). In the opposite case 1α = 0,
in which helical symmetry reduces to a planar symmetry, the time-dependence of the
coordinate system vanishes and the classical planar case as discussed KCO is retained.
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Figure 3.1: An illustration of the helix ξ=const.with parameter function α(t) (cf. KCO).
Inverting the equations (3.14e) - (3.14h) and replacing the cylindrical coordinates
(r, ϕ, z) by the helical coordinates (r, ξ, η), the following relations are obtained, which
are given by
uϕ = B(r, t) ·
(
b
r
uξ +
1
α
uη
)
, (3.16a)
uz = B(r, t) ·
(
1
α
uξ − b
r
uη
)
− α˙η∗, (3.16b)
ur = u˜r, (3.16c)
p = p˜− 1
2
α¨α (ξ − η∗)2 . (3.16d)
The additional term−α˙η∗ in the z-component of the velocity (3.16b) describes a relative
movement between the time-dependent and the time-independent coordinate system
(see figure 3.1). In the classical helical case (α = const.), the cylindrical velocity
components are related to the helical velocity components by
uϕ = B(r)
(
auη +
b
r
uξ
)
, uz = B(r)
(
−b
r
uη + auξ
)
. (3.17)
In the following, we will write B(r) = B and dB(r)dr = B
′.
3.2.2 Helically invariant Navier-Stokes equations in primitive vari-
ables
In order to obtain the reduced system of helically invariant Navier-Stokes equations
the new variables (3.14e)-(3.14h) are introduced into the system (3.11) and helical
invariance is imposed, i.e. ∂∂η∗ ≡ 0, which eliminates η∗ from the system. From this,
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the helical invariant continuity equation and the three components of the momentum
equations in r-, η∗- and ξ- direction are obtained and given by
ur
r
+ urr +
1
B
uξξ = 0, (3.18a)
− α˙
α
urξξ + u
r
τ + u
rurr +
1
B
uξurξ −
B2
r
(
b
r
uξ +
1
α
uη
)2
= − p˜r
+ ν
[
1
r
(rurr)r +
1
B2
urξξ −
1
r2
ur − 2bB
r2
(
1
α
uηξ +
b
r
uξξ
)]
, (3.18b)
α˙
b
r
uξ + α˙
b2B2
r2α
uη − α˙
α
ξuηξ + u
η
τ + uru
η
r +
B2
rα2
uruη +
1
B
uξuηξ = −Bα¨
b
r
ξ
+ ν
1
r
(
ruηr
)
r +
1
B2
uηξξ +
 B2α2
(
B2
α2
− 2
)
r2
 uη + 2bB
r2α
(
urξ −
(
Buξ
)
r
) , (3.18c)
− 2α˙bB
2
rα2
uη− α˙b
2B2
r2α
uξ− α˙
α
ξuξξ+u
ξ
τ+uru
ξ
r +
b2B2
r3
uruξ+
1
B
uξuξξ+
2bB2
r2α
uruη = − 1
B
p˜ξ
+ B
α¨
α
ξ + ν
[
1
r
(
ruξr
)
r
+
1
B2
uξξξ +
B4
α4
− 1
r2
uξ +
2bB
r
(
b
r2
urξ +
(
B
αr
uη
)
r
)]
. (3.18d)
In the case where α = const. = 1a all terms involving the first or second time-derivative
of α vanish the equations describing classical helically symmetric flows with a constant
pitch are retained. Due to the extensive analytical and numerical investigations of
classical helical flows at a constant pitch in the following chapters of this thesis, we
subsequently present the helically invariant system of Navier-Stokes equations for
classical helical flows derived in KCO. The system of equations for α = const. = 1a is
given by
1
r
ur + urr +
1
B
uξξ = 0, (3.19a)
urt + u
rurr +
1
B
uξurξ −
B2
r
(
b
r
uξ + auη
)2
= −pr
+ ν
[
1
r
(rurr)r +
1
B2
urξξ −
1
r2
ur − 2bB
r2
(
auηξ +
b
r
uξξ
)]
, (3.19b)
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uηt + u
ruηr +
1
B
uξuηξ +
a2B2
r
uruη
= ν
[
1
r
(ruηr )r +
1
B2
uηξξ +
a2B2(a2B2 − 2)
r2
uη +
2abB
r2
(
urξ −
(
Buξ
)
r
)]
, (3.19c)
uξt + u
ruξr +
1
B
uξuξξ +
2abB2
r2
uruη +
b2B2
r3
uruξ = − 1
B
pξ
+ ν
[
1
r
(ruξr )r +
1
B2
uξξξ +
a4B4 − 1
r2
uξ +
2bB
r
(
b
r2
urξ +
(
aB
r
uη
)
r
)]
. (3.19d)
where the velocity components ur, uη, uξ and the pressure p are functions of r, ξ and
t and the geometric factor B is given by (3.15f). Due to the 2pi-periodicity of the
cylindrical polar angle ϕ, in order to be globally defined, every component of a
helically invariant solution must be periodic in ξ with the period
τξ = 2pib. (3.20)
3.2.3 Helically invariant Navier-Stokes equations in vorticity formu-
lation
For the Navier-Stokes equations in vorticity formulation a local orthogonal basis system
in analogy to KCO can be introduced to compute the helical vorticity components
ωr,ωξ ,ωη. The unit vectors are given by
er =
∇r
|∇r| , eξ =
∇ξ
|∇ξ| , e⊥η = eξ × er. (3.21)
The vorticity vector in the helical basis is given by
ω = ωrer +ω
ϕeϕ +ω
zez = ω
rer +ω
ηe⊥η +ωξeξ . (3.22)
The helical vorticity components are related to the cylindrical vorticity components
given by
ωη = ω · e⊥η = B
(
1
α
ωϕ − b
r
ωz
)
, ωξ = B
(
b
r
ωϕ +
1
α
ωz
)
. (3.23)
The definition of vorticity (3.2) in cylindrical coordinates is given by
ω = ∇× u =
(
1
r
uzϕ − uϕz
)
er + (urz − uzr) eϕ +
(
1
r
uϕ + uϕr − 1r u
r
ϕ
)
ez. (3.24)
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Replacing the expressions for the velocity components (3.16a)-(3.16c) and their deriva-
tives and, further, assuming helical invariance
(
∂
∂η ≡ 0
)
one obtains the respective
components of ω given by
ωr = − 1
B
uηξ −
b
r
α˙, (3.25a)
ωη =
1
B
urξ −
1
r
(
ruξ
)
r
− 2bB
2
αr2
uη +
B2
α2r
uξ , (3.25b)
ωξ = uηr +
B2
α2r
uη. (3.25c)
Employing a transformation similarly to the Navier-Stokes equations in primitive
variables, one obtains the helically invariant Navier-Stokes equations in vorticity
formulation given by
ωr
r
+ωrr +
1
B
ω
ξ
ξ = 0, (3.26a)
− α˙
α
ωrξξ +ω
r
τ + urω
r
r +
1
B
uξωrξ = ω
rurr +
1
B
ωξurξ
+ ν
[
1
r
(rωrr)r +
1
B2
ωrξξ −
1
r2
ωr − 2bB
r2
(
1
α
ω
η
ξ +
b
r
ω
ξ
ξ
)]
, (3.26b)
b
r
α˙
(
−b
2
r2
+
1
α2
)
B2ωξ − α˙
α
ω
η
ξ ξ −
b2α˙
αr2
B2ωη +ωητ + urω
η
r +
1
B
uξωηξ
− B
2
rα2
(urωη − uηωr) + 2bB
2
αr2
(uξωr − urωξ) = ωruηr + 1Bω
ξuηξ
+ ν
[
1
r
(
rωηr
)
r +
1
B2
ω
η
ξξ +
B2( 1
α2
B2 − 2)
α2r2
ωη +
2bB
αr2
(
ωrξ − (Bωξ)r
)]
, (3.26c)
− α˙
α
ω
ξ
ξξ+
b2α˙
r2α
B2ωξ+ωξτ+ur(ωξ)r +
1
B
uξωξξ +
1− B2
α2
r
(uξωr−urωξ) = ωruξr + 1Bω
ξuξξ
+ ν
[
1
r
(
rωξr
)
r
+
1
B2
ω
ξ
ξξ +
1
α4
B4 − 1
r2
ωξ +
2bB
r
(
b
r2
ωrξ +
(
B
αr
ωη
)
r
)]
. (3.26d)
Likewise in KCO, the first two terms on the right-hand side of each equation in (3.26b)-
(3.26d) correspond to vortex stretching. Since in this thesis the vorticity components
of the classical helical case are used to derive exact solutions of the Navier-Stokes
equations in chapter 5, we present the formulation in the following, which are also
published in KCO. As before in the case where α = const. = 1a the vorticity components
(3.25) simplify to
ωr = − 1
B
uηξ , (3.27a)
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ωη =
1
B
urξ −
1
r
(
ruξ
)
r
− 2abB
2
r2
uη +
a2B2
r
uξ , (3.27b)
ωξ = uηr +
a2B2
r
uη. (3.27c)
3.2.4 Symmetries of the helically invariant Navier-Stokes equations
In the present section, the Lie symmetry group and the invariants of the classical
helically symmetric system of Navier-Stokes equations in primitive variables (3.19)
are considered. The two cases of (i) a nonzero velocity component in η-direction
which is the ”2 1/2−dimensional” case and (ii) the assumption of a vanishing third
velocity component uη = 0, i.e. classical 2D plane flows in the helical formulation
are distinguished. The central difference between both cases is that in (i) the vortex
stretching is present which vanishes in case (ii). In most cases a reduction of dependent
variables leads to more symmetries of the PDE system. For the helically invariant
equations under the assumption of a vanishing third coordinate this seems not to be
the case, but we find a slightly different and more general symmetry, given by (3.33d).
The symmetry generators of the classical helically invariant Navier-Stokes equations
in primitive variables (3.19) are given by
X1 =
∂
∂t
, (3.28a)
X2 =
∂
∂ξ
, (3.28b)
X3 = f (t)
∂
∂p
, (3.28c)
X4 = − bar B
∂
∂uη
+ B
∂
∂uξ
+ t
∂
∂ξ
. (3.28d)
To determine the invariants of (3.19), the symmetry (3.28d) is used to obtain the
characteristic system of PDEs given by
dur
0
= − ar
bB
duη =
duξ
B
=
dξ
t
=
dr
0
=
dt
0
=
dp
0
. (3.29)
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The solution of the system (3.29) leads to the following invariants
I1 = r, (3.30a)
I2 = t, (3.30b)
ur = F1(r, t), (3.30c)
uξ =
B
t
ξ + F2(r, t), (3.30d)
uη = − b
ar
B
t
ξ + F3(r, t), (3.30e)
p = F4(r, t). (3.30f)
In the case of two-dimensional flows, i.e. when the velocity component uη is zero
(uη = 0), the momentum equation in invariant direction reduces to
(ur)ξ =
(
Buξ
)
r
. (3.31)
Employing (3.31) into (3.19) leads to the system of equations in 2D written in a helical
frame, given by
1
r
ur + urr +
1
B
uξξ = 0, (3.32a)
urt + u
rurr +
1
B
uξ
(
Buξ
)
r
− B
2b2
r3
(
uξ
)2
= −pr
+ ν
[
1
r
(rurr)r +
1
B2
(
Buξ
)
rξ
− 1
r2
ur − 2bB
r2
(
auηξ +
b
r
uξξ
)]
, (3.32b)
uξt + u
ruξr +
1
B
uξuξξ +
b2B2
r3
uruξ = − 1
B
pξ
+ ν
[
1
r
(ruξr )r +
1
B2
uξξξ +
a4B4 − 1
r2
uξ +
2bB
r
(
b
r2
urξ
)]
. (3.32c)
The Lie point symmetries X˜1-X˜4 of the system (3.32) as infinitesimal generators read
X˜1 =
∂
∂t
, (3.33a)
X˜2 =
∂
∂ξ
, (3.33b)
X˜3 = f1(t)
∂
∂p
, (3.33c)
X˜4 = −
(
f2(t)
B
uξ +
d f2(t)
dt
ξ
)
∂
∂p
+
f2(t)
B
∂
∂uξ
. (3.33d)
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Comparing (3.28) with (3.33) a more general symmetry has been found, which contains
the time-derivative d f2(t)dt of the arbitrary parameter function f2(t). This result is
obtained by comparison of X4 and X˜4.
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4 Conservation laws of helically invari-
ant Navier-Stokes equations
In this chapter we present new CLs of the helically invariant Navier-Stokes equations
in the time-dependent helical frame (3.18). It is heavily based on Dierkes and Oberlack
(2017), which is a publication of mine.
In section 4.1 we present the newly derived conservation laws of the helically invariant
Euler system (3.18), where the assumption of vanishing viscosity (ν = 0) holds. In
both common formulations, i.e. in (i) the velocity-pressure formulation and (ii) the
vorticity formulation new conservation laws have been discovered. In section 4.2 new
conservation laws of the helically invariant Navier-Stokes equations with a nonzero
viscosity (ν 6= 0) are shown, for the velocity-pressure and the vorticity formulation.
Finally in sections 4.3 and 4.4 we prove that the kinetic energy and the helicity is not
conserved in time-dependent helical coordinates.
4.1 CLs of the helically invariant Euler system in time-
dependent helical coordinates
In order to seek local conservation laws, we subsequently apply the direct construction
method (Bluman et al., 2010) to the Euler system (3.18) with ν = 0 in primitive variables
as well as in vorticity formulation (3.26) with ν = 0. In both cases, the conservation
law multipliers Λσ are chosen to be of zeroth order and, thus, only depend on the
dependent and independent variables
Λσ = Λσ
(
t, r, ξ, ur, uη, uξ , p˜
)
. (4.1)
Computations with conservation law multipliers of first order, i.e. Λσ in (4.1) con-
taining first derivatives of u and p˜, have also been done. However, no additional
multipliers exist and, hence, also no extended set of CL.
All computations to derive local conservation laws were conducted with the aid of
the symbolic software package GEM for MAPLE (Cheviakov, 2007) and the MAPLE
RIFSIMP-tool. Further, with these tools we also obtained the corresponding fluxes of the
general form Γi in equation (2.26). The relation between the fluxes Γi and the density
Θ and the spatial fluxes Φi in equation (2.19) can be derived as follows:
In the helical setting any divergence form reads
∂Γt
∂t
+
∂Γr
∂r
+
∂Γξ
∂ξ
= 0, (4.2a)
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while a divergence expression of an evolution process in helically symmetric form
reads
∂Θ
∂t
+∇ ·Φ = ∂Θ
∂t
+
1
r
∂
∂r
(rΦr) +
1
B
∂Φξ
∂ξ
= 0, (4.2b)
which is apparently not identical to (4.2a) due to metric terms. However, multiplying
(4.2b) by r and using (4.2a) leads to
∂Γt
∂t
+
∂Γr
∂r
+
∂Γξ
∂ξ
=
∂
∂t
(rΘ) +
∂
∂r
(rΦr) +
∂
∂ξ
( r
B
Φξ
)
. (4.3)
Comparing the left- and right-hand side of (4.3) one obtains
Γt = rΘ, Γr = rΦr, Γξ =
r
B
Φξ . (4.4)
Subsequently, we always list the density Θ and the spatial fluxes Φ for each conser-
vation law. The obvious conservation laws like the continuity equations ∇ · u = 0,
∇ ·ω = 0 and the scaling of these equations with a time-dependent function leading
to ∇ · (G(t)u) = 0, ∇ · (G(t)ω) = 0 will not be listed explicitly.
In the next section we seek local conservation laws that arise from the helically invariant
Euler equations in primitive variables, given by (3.19) with ν = 0. These conservation
laws will be denoted by the prefix ’EP’. The conservation laws obtained from the
helically invariant Euler system in vorticity formulation will be denoted by the prefix
’EV’.
4.1.1 Primitive variables
EP1. Extension of the Conservation of the z-projection of momentum. The first conservation
law is given by
Θ = α2B
(
1
α
uξ − b
r
uη
)
, (4.5a)
Φr = α2
(
urB
(
1
α
uξ − b
r
uη
)
− α˙ξur − 1
2
α¨rξ
)
, (4.5b)
Φξ = α2
(
uξB
(
1
α
uξ − b
r
uη
)
+
B
α
p
)
− α2α˙ξuξ − αα˙ξB2
(
1
α
uξ − b
r
uη
)
. (4.5c)
Compared to the classical conservation of the z-projection of momentum, one de-
termines that the density and the spatial fluxes are multiplied by the square of the
arbitrary function α(t). It may further be noted, that Θ in (4.5a) is linked to uz in cylin-
drical coordinates by Θ = α2 (uz + α˙η∗). Moreover, the spatial fluxes are extended by
terms involving first and second time-derivatives of the arbitrary function. (α = const.
corresponds to EP2 in KCO)
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EP2. Extension of the Conservation of the z-projection of angular momentum. The second
conservation law is given by
Θ = αrB
(
1
α
uη +
b
r
uξ
)
= αruϕ, (4.6a)
Φr = αruruϕ, (4.6b)
Φξ = α
(
ruξuϕ + bBp
)
− α˙rξBuϕ. (4.6c)
In contrast to the velocity component in z-direction, the component in the angular
direction has no relative movement. Therefore, we are able to express the density and
the fluxes in terms of cylindrical velocities. (α = const. corresponds to EP3 in KCO)
EP3. Extension of the conservation of the generalized momenta/angular momenta. Here we
obtain an infinite family of conservation laws
Θ = αF
(αr
B
uη + bαα˙ξ
)
− bα2α˙ξ, (4.7a)
Φr = αF
(αr
B
uη + bαα˙ξ
)
ur +
1
2
α2α¨brξ, (4.7b)
Φξ = αF
(αr
B
uη + bαα˙ξ
)
uξ − Bα˙ξF
(αr
B
uη + bαα˙ξ
)
+ Bbαα˙2ξ2, (4.7c)
where F(·) is a once differentiable arbitrary function.
The density and the spatial fluxes contain the first and second time derivative of α.
Referring to KCO, the quantity
ζ =
αr
B
uη + bαα˙ξ (4.8)
can be physically interpreted as a ’blend’ of momentum and angular momentum
density in the η∗-direction since with the use of (3.14e) and z = α (ξ − η∗) the quantity
reads
ζ =
αr
B
uη + bαα˙ξ = ruϕ − αbuz + bα˙z (4.9)
= α
(
r
α
uϕ − buz + b
α
α˙z
)
, (4.10)
where the term bα α˙z describes the relative movement. For the special cases b = 0 the
quantity is proportional to the angular momentum density in z-direction ζ˜ ∼ rαuϕ in
equation (4.10) while for 1α = 0 it is proportional to the linear momentum density in
z-direction ζ˜ ∼ uz in equation (4.10). (α = const. corresponds to EP4 in KCO)
Comparing the above results to the classical cases one observes, that the only quantity,
which is not conserved, is kinetic energy. In the next section we will see that also
helicity is not conserved. In order to ensure that this proposition is appropriate in
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any helical, time-dependent coordinate system, we will prove the non-existence of
conservation of energy and helicity in the sections 4.3 and 4.4.
4.1.2 The vorticity formulation
The following conservation laws are derived from the helically invariant Euler equa-
tions in vorticity formulation, consisting of the continuity equation for velocity as well
as for vorticity, equations (3.18a) and (3.26a), the equations defining the vorticity com-
ponents (3.25) and the vorticity dynamics equations (3.26b)-(3.26d) with ν = 0. Similar
to the multipliers (4.1) for the primitive variables we assume the present multipliers to
be of the form
Λσ = Λσ
(
t, r, ξ, ur, uη, uξ , p˜,ωr,ωη,ωξ
)
, (4.11)
i.e. we limit ourselfs again to zeroth order multipliers.
EV1. Extended family of conservation laws involving ωϕ. The family of conservation laws
is given by
Θ =
q(t)
r
ωϕ, (4.12a)
Φr =
1
r
(
q(t) [urωϕ −ωruϕ] + q˙(t)B
(
1
α
uξ − b
r
uη
)
− α˙q(t)B
(
1
α2
uξ − b
rα
uη
))
,
(4.12b)
Φξ = − B
rα
(
q(t)
(
uηωξ − uξωη
)
+ q˙(t)ur + q(t)α˙ξωϕ − q(t) α˙
α
ur
)
, (4.12c)
where q(t) and q˙(t) is an arbitrary function and its time-derivative, respectively. (α =
const. corresponds to EV3 in KCO)
EV2. Vorticity conservation law. The conservation law is given by the density and fluxes
Θ = −α4rB
(
1
α3
ωη − b
3
r3
ωξ
)
, (4.13a)
Φr = α4
(
− B
r2
(
r3
α3
(urωη − uηωr)− b3
(
urωξ − uξωr
))
− 2B
α2
ur
(
−b
r
uη +
1
α
uξ
))
+
B
r2
α˙
(
−r3uξ − 2α3b3uη − αr2buη + 2
B
α2r2ξur
)
, (4.13b)
Φξ = α4
(
B
α3
(
(ur)2 + (uη)2 −
(
uξ
)2
+ r
(
uηωξ − uξωη
))
+
2bB
α2r
uηuξ
)
− B
2
r2
α˙
(
b3α3ξωξ − 2b2α2ξuξ − r3ξωη − 2r2ξuξ − r
3
B
ur
)
. (4.13c)
The assumption b = 0 leads to Θ = −α2rωϕ. Corresponding to KCO, for problems,
where the velocity vanishes on the boundary of the time-independent flow domain
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Ω 6= Ω(t), the quantity α2rωϕ corresponds to the conservation of linear momentum in
z-direction since
1
2
α2
∫ ∫
Ω
rωϕdA = α2
∫ ∫
Ω
uzdA, (4.14)
where α(t) is the parameter function. (α = const. corresponds to EV4 in KCO)
EV3. Vorticity conservation law. The conservation law is given by
Θ = −α4 B
r2
(
r2b2
B2
ωξ +
r4
α3
(
−b
r
ωη +
1
α
ωξ
))
= −α4 B
r2
(
r2b2
B2
ωξ +
r4
α3B
ωz
)
, (4.15a)
Φr = α4
rB
α3
(
2ur
(
1
α
uη +
b
r
uξ
)
+ b (urωη − uηωr)
− r
4 + r2α2b2 + b4α4
r3α
(
urωξ − uξωr
)
+ α˙
(
b
α
uξ + 2α2
b4
r3
uη +
b2
r
uη
))
, (4.15b)
Φξ = α4
(
− 1
α3
bB
)(
(ur)2 + (uη)2 −
(
uξ
)2
+ r
(
uηωξ − uξωη
)
− 2 r
αb
uηuξ + α˙
(
B
r
α
ξωη +
r
α
ur − r
4 + r2α2b2 + b4α4
r2α2b
Bξωξ
))
. (4.15c)
As already seen before, the vorticity component ωz has no relative movement. Hence,
the helical vorticity components ωξ ,ωη were replaced by ωz in the density (4.15a). For
rotationally symmetric flows, b = 0, the density reduces to −12αr2ωz. In a similar way
to (4.14), for problems with vanishing flow velocities on the boundary and Ω 6= Ω(t),
it corresponds to the conservation of angular momentum in z-direction. As before, the
time-dependent parameter function α(t) is still involved. (α = const. corresponds to
EV5 in KCO)
EV4. Vorticity conservation law. We further obtain a family of conservation laws, given
by the density and fluxes
Θ = 0, (4.16a)
Φr = Nωr − 1
B
Nξuη +
b
r
α˙N, (4.16b)
Φξ = Nωξ + Nruη. (4.16c)
where N = N(r, ξ, t). This conservation law is a linear combination of the continuity
equation for the vorticity (3.26a) and the equations defining the vorticity components
(3.25). For α = const. we obtain an additional CL of the classical case that has not
been listed in KCO. In KCO only a dimensionally reduced form of (4.16b)/(4.16c) was
found, where the function only depended on ξ and t, i.e. N = N(ξ, t) (EV6 in KCO).
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EV5. Vorticity conservation law. In this case the conservation law multipliers again
depend on an arbitrary function M = M(ξ, r, t) and one obtains the following family
of conservation laws, given by its density and fluxes
Θ = Mrωr +
Mξ
B
ωξ , (4.17a)
Φr =
Mξ
B
(
urωξ − uξωr
)
−Mtωr + α˙
α
ωr
(
M + ξMξ
)
, (4.17b)
Φξ = Mr
(
uξωr − urωξ
)
−Mtωξ + α˙
α
(
Mωξ − BξMrωr
)
. (4.17c)
This conservation law is a subset of the infinite family of vorticity conservation laws for
helical flows presented in Cheviakov and Oberlack (2014) for arbitrary time-dependent
3D flows and closely linked to Ertel’s theorem.
4.2 CLs of the helically invariant Navier-Stokes system
in time-dependent coordinates
Presently, the application of the direct method to the reduced Navier-Stokes system
(3.18) in primitive variables leads to two new conservation laws. For the related
vorticity formulation (3.26) five new conservation laws will be derived. For the present
calculations all multipliers (4.1) have been chosen to be of zeroth order. Similarly to
the classical case, all new present conservation laws are subsets of those admitted by
the helically symmetric Euler equations in the previous chapter, whereas the densities
are the same, the fluxes are extended by additional viscous terms.
4.2.1 Primitive variables
NSP1. Extension of the conservation of the z-projection of momentum. The conservation law
is respectively defined by the density and fluxes
Θ = α2B
(
1
α
uξ − b
r
uη
)
, (4.18a)
Φr = α2
(
urB
(
1
α
uξ − b
r
uη
)
− α˙ξur − 1
2
α¨rξ
)
− α2ν
(
B
(
1
α
uξ − b
r
uη
))
r
, (4.18b)
Φξ = α2
(
uξB
(
1
α
uξ − b
r
uη
)
+
B
α
p
)
− α2α˙ξuξ − αα˙ξB2
(
1
α
uξ − b
r
uη
)
− να
2
B
(
B
(
1
α
uξ − b
r
uη
))
ξ
. (4.18c)
(4.18) is a viscous extension of the conservation law (4.5). In order to clearly see
the momentum conservation we may write the density Θ in terms of a cylindrical
coordinate system to obtain
Θ = α2 (uz + α˙η∗) . (4.19)
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(α = const. corresponds to NSP1 in KCO)
NSP2. Extension of the conservation of generalized momentum. For the present viscous
case, the family of conservation laws for the helical Euler system (4.7) reduces to one
single conservation law, given by the density and fluxes
Θ = α2
r
B
uη, (4.20a)
Φr = α2
(
r
B
uηur + α˙ξbur +
1
2
α¨brξ
)
− α2ν
[
−2 B
α
(
1
α
uη +
b
r
uξ
)
+
( r
B
uη
)
r
]
= α2
(
r
B
uηur + α˙ξbur +
1
2
α¨brξ
)
− α2ν
[
−2
α
uϕ +
( r
B
uη
)
r
]
, (4.20b)
Φξ = α2
( r
B
uηuξ + α2α˙ξbuξ
)
− αα˙rξuη
− α2ν 1
B
[
2bB2
αr
ur +
( r
B
uη
)
ξ
]
. (4.20c)
Presently, the analysis and interpretation below (4.7) also holds true, namely that
(4.20a)-(4.20c) refers to a blend of momentum and angular momentum. (α = const.
corresponds to NSP2 in KCO)
4.2.2 The vorticity formulation
In case of conservation laws in vorticity formulation we obtained five distinct cases all
of which are one-to-one extensions of the five cases in KCO.
NSV1. Extension of an infinite family of vorticity conservation laws. The family of conserva-
tion laws (4.12) is extended by the viscous terms and the density and fluxes are given
by
Θ =
q(t)
r
B
(
1
α
ωη +
b
r
ωξ
)
=
q(t)
r
ωϕ, (4.21a)
Φr =
1
r
(
q(t) [urωϕ −ωruϕ] + q˙(t)B
(
1
α
uξ − b
r
uη
)
− α˙q(t)B
(
1
α2
uξ − b
rα
uη
))
− q(t)
r
ν
 B
rα
ωη +
b2
r
(
r2
α2
+ b2
)ωϕ + B(1
α
ω
η
r +
b
r
ω
ξ
r
) , (4.21b)
Φξ = − B
rα
(
q(t)
(
uηωξ − uξωη
)
+ q˙(t)ur + q(t)α˙ξωϕ − q(t) α˙
α
ur
)
− q(t)
r4
Bν
[
r3
B
(
1
α
ω
η
ξ +
b
r
ω
ξ
ξ
)
+ 2brωr
]
. (4.21c)
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where q(t) is an arbitrary function of time. (α = const. corresponds to NSV1 in KCO)
NSV2. Extension of the vorticity conservation law. This conservation law is given by
Θ = −α4rB
(
1
α3
ωη − b
3
r3
ωξ
)
, (4.22a)
Φr = α4
(
− B
r2
(
r3
α3
(urωη − uηωr)− b3
(
urωξ − uξωr
))
− 2B
α2
ur
(
−b
r
uη +
1
α
uξ
))
+
B
r2
α˙
(
−r3uξ − 2α3b3uη − αr2buη + 2
B
α2r2ξur
)
− α4 B
r2
ν
[
r2
B2
(
1
α
ωη +
b
r
ωξ
)
− r3
(
1
α3
ω
η
r − b
3
r3
ω
ξ
r
)
+
b
α
B2r
(
b3
r3
ωη +
1
α3
ωξ
)]
,
(4.22b)
Φξ = α4
(
B
α3
(
(ur)2 + (uη)2 −
(
uξ
)2
+ r
(
uηωξ − uξωη
))
+
2bB
α2r
uηuξ
)
− B
2
r2
α˙
(
b3α3ξωξ − 2bα2ξuξ − r3ξωη − 2r2ξuξ − r
3
B
ur
)
+ α4
2bB
α2r
ν
[(
1− b
2α2
r2
)
ωr +
r2α2
2bB
(
1
α3
ω
η
ξ −
b3
r3
ω
ξ
ξ
)]
, (4.22c)
which is a viscous extension of the conservation law (4.13). (α = const. corresponds to
NSV2 in KCO)
NSV3. Extension of the vorticity conservation law. This conservation law is given by
Θ = −α4 B
r2
(
r2b2
B2
ωξ +
r4
α3
(
−b
r
ωη +
1
α
ωξ
))
= −α4 B
r2
(
r2b2
B2
ωξ +
r4
α3B
ωz
)
, (4.23a)
Φr = α4
rB
α3
(
2ur
(
1
α
uη +
b
r
uξ
)
+ b (urωη − uηωr)
− r
4 + r2α2b2 + b4α4
r3α
(
urωξ − uξωr
)
+ α˙
(
b
α
uξ + 2α2
b4
r3
uη +
b2
r
uη
))
+ α4ν
[
4
B
α3
(
1
α
uη +
b
r
uξ
)
− br
α3
Bωηr +
B
r3
(
b4 − r
4
α4
− r
6
α4r2 + α6b2
)
ωξ
+
B
α4r2
(
r4 + α2r2b2 + α4b4
)
ω
ξ
r +
b
αB
(
2+
r4
(r2 + α2b2)2
)
ωη
]
, (4.23b)
Φξ = α4
(
− 1
α3
bB
)(
(ur)2 + (uη)2 −
(
uξ
)2
+ r
(
uηωξ − uξωη
)
− 2 r
αb
uηuξ + α˙
(
B
r
α
ξωη +
r
α
ur − r
4 + r2α2b2 + b4α4
r2α2b
Bξωξ
))
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+ α4ν
[
1
α4r2
(
r4 + α2r2b2 + α4b4
)
ω
ξ
ξ −
br
α3
ω
η
ξ −
4bB
α3r
ur +
2B4b
r3
ωr
]
, (4.23c)
which is a viscous extension of (4.15). (α = const. corresponds to NSV3 in KCO)
NSV4. Extension of an infinite family of vorticity conservation laws. The family of conserva-
tion laws (4.16), which holds for the helical invariant Euler equations, is carried over to
the viscous case without change, as the viscosity does not appear explicitly. (α = const.
corresponds to NSV4 in KCO)
NSV5. Extension of an infinite family of vorticity conservation laws. The infinite set of
conservation laws (4.17) is extended by a viscous term. Its density and fluxes read
Θ = Mrωr +
Mξ
B
ωξ , (4.24a)
Φr =
Mξ
B
(
urωξ − uξωr
)
−Mtωr + α˙
α
ωr
(
M + ξMξ
)
+ ν
[
−Mξξ
B2
ωr − Mr
r
(rωr)r −
2bBMξ
αr2
ωη +
(
BMξ
α2r
+
Mrξ
B
)
ωξ − Mξ
rB
(
rωξ
)
r
]
,
(4.24b)
Φξ = Mr
(
uξωr − urωξ
)
−Mtωξ + α˙
α
(
Mωξ − BξMrωr
)
+ ν
[(
2B
α2r
− 2
rB
)
Mξωr
+
Mrξ
B
ωr − Mr
B
ωrξ +
2bB2Mr
αr2
ωη −
(
2B2Mr
α2r
+ r
(
Mr
r
)
r
)
ωξ − Mξ
B2
ω
ξ
ξ
]
,
(4.24c)
while M = M(ξ, r, t). As for (4.17) the previous conservation laws are a special case of
the infinite family for viscous helical flows in Cheviakov and Oberlack (2014).
4.3 Proof of the absence of conservation of energy in
time-dependent helical coordinates
It is well known that for the 3D time-dependent Euler system, the kinetic energy
is conserved in coordinate systems which are not time-dependent. In the present
section we will proof that in our spatially reduced time-dependent helically symmetric
coordinate system the conservation of kinetic energy does not hold.
The proof can be done by contradiction: We rewrite the kinetic energy in conserved
form in the helical time-dependent coordinates, i.e. (r, ξ, η∗) defined in (3.14a)-(3.14d).
However, after imposing helical invariance, i.e. eliminating any η∗−dependence from
the velocity and pressure, we would expect an energy equation, which is independent
of η∗. However, we obtain an equation involving the helical coordinate η∗ itself. As
a result, it is not possible to write an energy conservation equation in a helically
symmetric time-dependent coordinate system. The following steps may clarify the
proceeding.
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The energy equation can be written in a cylindrical coordinate system
∂Γt
∂t
+
∂Γϕ
∂ϕ
+
∂Γr
∂r
+
∂Γz
∂z
= 0, (4.25)
where the fluxes read
Γt = rK˜, (4.26a)
Γϕ = uϕ
(
K˜ + p
)
, (4.26b)
Γr = rur
(
K˜ + p
)
, (4.26c)
Γz = ruz
(
K˜ + p
)
. (4.26d)
K˜ denotes the kinetic energy density, given by
K˜ =
1
2
|u|2 = 1
2
(
(ur)2 + (uϕ)2 + (uz)2
)
=
1
2
[
(ur)2 + B2
(
b
r
uξ +
1
α
uη
)2
+
(
B
(
1
α
uξ − b
r
uη
)
− α˙η∗
)2]
. (4.27a)
Replacing the cylindrical derivatives by the helical derivatives, the energy equation
reads
∂
∂τ
(
rK˜
)
+
∂
∂r
(
rur
(
K˜ + p
))− α˙
α
ξ
∂
∂ξ
(
rK˜
)
+
∂
∂ξ
(
α˙
α
η∗
(
rK˜
)
+
( r
α
uz + buϕ
) (
K˜ + p
))
+
∂
∂η∗
(
buϕ
(
K˜ + p
))
= 0,
(4.28)
Since the helical invariant coordinate η∗ itself only occurs in the velocity component uz
and in the pressure p, these variables will be replaced by their corresponding helical
expressions. Assuming helical invariance and simplifying the energy equation reads
R
(
σ, ∂jσ
)
+
[
α˙
(
r
α˙
α
ξuˆξ − ruˆτ − buϕξ uˆ + buϕα˙+ buϕuˆξ −
r
α
uˆξ uˆ
+ (ur + rurr) (−uˆ− ruruˆr)− 2uˆuˆξ −
(
ururξ + u
ϕuϕξ
)
− p˜ξ
)
+α¨
(
−ruˆ + rαbuϕξ ξ + (ur + rurr) αξ + rξuˆξ + αuˆ
)]
η∗
+
[
α˙
(
rα¨− α˙
α
ruˆξ +
1
2
(ur + rurr) α˙+
1
2
uϕξ α˙+
1
2
r
α
α˙uˆξ + α˙uˆξ − α¨α
)
+α¨
(
−1
2
rαbuϕξ −
1
2
(ur + rurr) α−
1
2
r
)]
(η∗)2 = 0,
(4.29)
where R is the collection of all η∗-independent terms and thus is a function of the
helical dependent and independent variables σ ∈ R7 defined in (A.4) and their first
derivatives ∂jσ (j ∈ {r, ξ, τ}).
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Here, the quantity uˆ is the short form of the η∗-independent part of the uz-velocity
component, given by
uˆ := B
(
1
α
uξ − b
r
uη
)
. (4.30)
Apparently, (4.29) displays the above mentioned contradiction as velocity and pressure
are assumed to be independent of η∗, while the equation still contains η∗. For α = const.
all η∗-dependent terms vanish in equation (4.29) and, hence, the conservation of energy
only holds true for the classical helically symmetric case.
4.4 Proof of the absence of conservation of helicity in
time-dependent helical coordinates
In this section we prove that for the case of Euler’s equations the conservation of
helicity in helically symmetric flows in a spatially reduced time-dependent coordinate
system does not hold. The proof is done in the same manner as for the conservation of
kinetic energy. In cylindrical coordinates the density and fluxes of helicity conservation
are given by
Γt = rh˜, (4.31a)
Γϕ = ωϕ
(
E− (ur)2 − (uz)2
)
+ uϕ
(
h˜− uϕωϕ) , (4.31b)
Γr = rωr
(
E− (uϕ)2 − (uz)2
)
+ rur
(
h˜− urωr) , (4.31c)
Γz = rωz
(
E− (ur)2 − (uϕ)2
)
+ ruz
(
h˜− uzωz) , (4.31d)
where h˜ = u ·ω = urωr + uϕωϕ + uzωz is helicity and
E =
1
2
|u|2 + p = 1
2
(
(ur)2 + (uϕ)2 + (uz)2
)
+ p
=
1
2
[
(ur)2 + B2
(
b
r
uξ +
1
α
uη
)2
+
(
B
(
1
α
uξ − b
r
uη
)
− α˙η
)2]
+ p˜− 1
2
α¨α (ξ − η∗)2 (4.32)
is the total energy density (see e.g. KCO).
Rewriting the helicity conservation equation in the full 3D helical coordinate system
(r, ξ, η∗) we obtain
∂
∂τ
(
rh˜
)
+
∂
∂r
(
rωr
(
K˜ + p−
(
uξ
)2 − (uη)2 + 2B(1
α
uξ − b
r
uη
)
α˙η∗ − α˙2 (η∗)2
))
− α˙
α
ξ
∂
∂ξ
(
rh˜
)
+
∂
∂ξ
(
α˙
α
η∗ (rh) +
( r
B
ωξ
) (
K˜ + p− (ur)2
)
+
(
r
B
uξ − α˙
α
η∗
)
h˜
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− r
B
ωξ
((
uξ
)2
+ (uη)2 − 2B
(
1
α
uξ − b
r
uη
)
α˙η∗ + α˙2 (η∗)2
))
+
∂
∂η∗
(
bωϕ
(
K˜ + p− (ur)2
)
− bωϕ
((
uξ
)2
+ (uη)2 − 2B
(
1
α
uξ − b
r
uη
)
α˙η∗
+α˙2 (η∗)2
)
+ buϕh˜
)
= 0. (4.33)
In a second step imposing helical invariance onto equation (4.33), i.e. vorticity, velocity
and pressure are η∗−independent, the helicity equation yields
R˜
(
σ, ∂jσ
)
+
[
α˙
(
ωzξ
r
α
uˆ− rωzτ +
α˙
α
ξrωzξ + b
(
ω
ϕ
ξ uˆ− α˙ωϕuˆξ − uϕξωz − uϕωzξ
)
+ (rωr)r uˆ + ruˆrω
r − (rurωz)r
)
+ α¨
(
ωzξrξ + bαω
ϕ
ξ + (rω
r)r 2αξ
)]
η∗
+
[
α˙
1
2
(
− rωzξ
α˙
α
+ bωϕξ α˙− (rωr)r α˙
)
+ α¨
(
1
2
rωzξ − bωϕξ α− (rωr)r α
)]
(η∗)2
= 0, (4.34)
where R˜ is a collection of all η∗-independent terms and thus is a function of the reduced
helical independent and dependent variables σ˜ ∈ R10, which consist of the two helical
coordinates (r, ξ), the time (t), the three velocity components, pressure and the three
vorticity components and their first derivatives ∂jσ˜, for j ∈ {r, ξ, τ}. As for the energy
equation the contradiction becomes apparent, as in (4.34) η∗−independence of all
dependent variables was employed, still the equation contains η∗ explicitly.
Likewise for the kinetic energy, for α = const. all η∗-dependent terms vanish in (4.34)
and the conservation of helicity holds for the classical helically symmetric case.
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5 Exact solutions of helically invariant
Navier-Stokes equations
In this chapter we derive exact solutions to the classical system of helically invariant
Navier-Stokes equations (3.19), which are the governing equations for helical flows at
a constant pitch. The solutions can be assigned to two different classes. The solutions
of the first class are based on an invariant solution ansatz emerging from the Galilean
group in helical coordinates, which leads to linear functions in the helical coordinate
ξ = az + bϕ for the two helical velocity components uξ and uη. Starting from this
approach, we derive a new equation for the radial velocity component ur in the helical
frame, for which we found two special solutions. The second class is based on an
exact linearization of the Navier-Stokes equations by seeking exact solutions in form of
Beltrami flows. Using separation of variables, we derive exponentially decaying time-
dependent solutions, which consist of trigonometric functions in the helical coordinate
ξ and of Confluent Heun-type functions in radial direction. First of all we present a
short summary of well known exact solutions of the Navier-Stokes equations.
The present chapter is heavily based on the following publication of mine: Dierkes
et al. (2020).
While no general solution is available for the full time-dependent nonlinear PDE system
of Navier-Stokes equations, multiple families of exact and approximate solutions
describing specific situations have been derived. Well-known examples of solutions
of incompressible Navier-Stokes equations in primitive variables include the Couette
flow and the Hagen-Poiseuille flow in a cylindrical pipe. Among the most famous
solutions for the Navier-Stokes equations in vorticity formulation are axisymmetric
vortex-type solutions, such as the Oseen-Lamb vortex and the Taylor vortex, which
describe columnar vortices without axial stretching. An example of exact solutions of
axisymmetric flows containing axial vortex stretching is the famous Burgers vortex,
which is the first stretched vortex solution that models turbulent eddies (Wu et al.,
2007).
A significant number of exact solutions of Navier-Stokes equations and related models,
as well as of other nonlinear PDEs, have been derived in recent years with the help
of techniques based on Lie groups, including local and nonlocal symmetries of PDEs,
symmetry-invariant and partially invariant solutions, and their generalizations (see e.g.
Ibragimov, 1995; Andreev et al., 1998; Meleshko and Pukhnachev, 1999; Bogoyavlenskij,
2003b; Pukhnachev, 2006; Bluman et al., 2010 and references therein). For example, in
Ibragimov (1995), several classes of invariant solutions of the Navier-Stokes equations
are presented. In many cases these solutions can be reduced to previously known
solutions by choosing appropriate parameters. In Andreev et al. (1998), invariants of
the Navier-Stokes equations in cylindrical coordinates were used to derive a system
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of ordinary differential equations, for which exact solutions were obtained. In the
following section we employ a similar approach to construct exact helically invariant
solutions of Navier-Stokes equations.
5.1 A reduction with respect to Galilei group in helical
coordinates
As it is shown in section 3.2.4 the helically invariant Navier-Stokes equations (3.19) ad-
mit four independent point symmetry groups: translations in space ξ and time t, trans-
lation of the pressure p and Galilean invariance in ξ−direction. If the transformed quan-
tities for each group Gi, i = 1, ..4 are denoted by
(
r∗, ξ∗, t∗, (ur)∗, (uξ)∗, (uη)∗, p∗
)
=
Gi
(
r, ξ, t, ur, uξ , uη, p
)
one has
G1 =
(
r, ξ + ε, t, ur, uξ , uη, p
)
, (5.1a)
G2 =
(
r, ξ, t + ε, ur, uξ , uη, p
)
, (5.1b)
G3 =
(
r, ξ, t, ur, uξ , uη, p + ε f (t)
)
, (5.1c)
G4 =
(
r, ξ + εt, t, ur, uξ + εB(r), uη − ε b
ar
B(r), p
)
. (5.1d)
We note that no additional symmetries arise for two-component flows, where the
velocity component in invariant direction vanishes, uη ≡ 0.
The infinitesimal generators correspond to the symmetry groups (5.1) are given by
X1 =
∂
∂t
, (5.2a)
X2 =
∂
∂ξ
, (5.2b)
X3 = f (t)
∂
∂p
, (5.2c)
X4 = t
∂
∂ξ
− b
ar
B
∂
∂uη
+ B
∂
∂uξ
. (5.2d)
For the Galilei symmetry G4, X4 we consider an invariant solution ansatz (see, e.g.,
Bluman et al., 2010). A solution u = Θ (r, t, ξ) with components u =
(
ur, uξ , uη, p
)
and
Θ =
(
Θr,Θξ ,Θη,Θp
)
is an invariant solution of the PDE system (3.19) with respect to
the point symmetry (5.2d) if and only if u = Θ (r, t, ξ) satisfies
X4 (u−Θ(r, ξ, t)) |u=Θ(r,ξ,t) = 0. (5.3)
This leads to the characteristic ODE system given by
dur
0
= − ar
bB
duη =
duξ
B
=
dξ
t
=
dr
0
=
dt
0
=
dp
0
. (5.4)
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The invariants for the independent variables are given by
I1 = r, I2 = t, (5.5)
and for the dependent variables, (5.4) leads to a form, which is slightly generalized to
ur = ur(r, t), (5.6a)
uξ = Fξ(r, t)ξ + Gξ(r, t), (5.6b)
uη = Fη(r, t)ξ + Gη(r, t), (5.6c)
p = p(r, t). (5.6d)
where ur(r, t), Fξ(r, t), Gξ(r, t), Fη(r, t), Gη(r, t), and p(r, t) are to be determined. The
substitution of (5.6) into the Navier-Stokes equations (3.19) leads to quadratic ex-
pressions in ξ, where all unknown other functions do not depend on ξ. Hence all
coefficients at independent expressions involving ξ must vanish. Consequently, as
it is shown in Appendix B, which contains further details on the derivation of some
subsequent equations, one obtains the restrictions
Fη = − b
ar
Fξ (5.7)
and
Fξ = −B
r
(rur)r , (5.8)
relating the unknown functions Fη, Fξ , and ur. This leads to rewriting the helically
invariant Navier-Stokes equations (3.19) as a system of four ξ-independent PDEs for
the unknowns ur, Gξ , Gη, p, given by
urt + u
rurr −
B2
r
(
b
r
Gη + aGξ
)2
+ pr − ν
[
urrr +
1
r
urr −
1
r2
ur
]
= 0, (5.9a)
rurrt + u
r
t − ururr − r (urr)2 + rururrr −
2
r
(ur)2 + ν
[
−rurrrr − 2urrr −
ur
r2
+
1
r
urr
]
= 0,
(5.9b)
Gηt + u
rGηr +
1
B
GξFη +
a2B2
r
urGη − νB
[
B′′
B2
Gη +
2B′
B2
Gηr − 2abBr2 G
ξ
r
−
(
2ab
r2
Gξ +
b2 − a2r2
r3
Gη
)
B′ − B
r3
(
b2 − a2r2
)
Gηr +
1
B
Gηrr +
(
b2 − a2r2) B
r4
Gη
]
= 0,
(5.9c)
Gξt + u
rGξr +
1
B
GξFξ +
2abB2
r2
urGη +
b2B2
r3
urGξ − νB
[
B′′
B2
Gξ +
2B′
B2
Gξr +
2abB
r2
Gηr
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+
(
2ab
r2
Gη − b
2 − a2r2
r3
Gξ
)
B′ − B
r3
(
b2 − a2r2
)
Gξr +
1
B
Gξrr − 2abBr3 G
η
]
= 0. (5.9d)
Importantly, the PDE (5.9b) for ur decouples from the rest of system of equations (5.9).
Substituting the ansatz expressions (5.6b) and (5.6c) into (3.17), one finds that for
the Galilei-invariant helical flows, the cylindrical polar angle velocity component uϕ
reduces to
uϕ = B
(
aGη +
b
r
Gξ
)
, (5.10)
and is independent of Fξ and Fη. A linear combination of (5.9c) and (5.9d), where
(5.9c) is multiplied by aB, and (5.9d) by bB/r, leads to a PDE for the uϕ-component,
which is given by
uϕt +
uruϕ
r
+ uruϕr − ν
(
uϕrr +
uϕr
r
− u
ϕ
r2
)
= 0. (5.11)
Every solution of (5.9) yields a solution of the helically invariant Navier-Stokes equa-
tions (3.19) through equations (5.6). Solutions of the reduced system (5.9), in fact, are
related to the solutions of a single PDE (5.9b). Indeed, for every solution ur of (5.9b),
one may find Fξ and Fη from (5.8) and (5.7), respectively. In the next step, the solutions
for Fξ and Fη may be used to solve (5.9c) and (5.9d) for Gξ and Gη. Interestingly that
PDEs (5.9c) and (5.9d) are linear PDEs for Gξ and Gη with variable coefficients. Finally,
one can obtain the pressure p from the PDE (5.9a).
The main equation (5.9b) can be brought into a particularly elegant form using the
substitution
v(r, t) = r ur(r, t), (5.12)
leading to the PDE
vrt +
(vvr
r
)
r
− 2v
2
r
r
− ν
[
vrrr +
vr
r2
− vrr
r
]
= 0. (5.13)
satisfied by v(r, t). In particular, the following statement holds: every solution of the
PDE (5.13) yields a solution of the helically invariant time-dependent Navier-Stokes equations
(3.19).
The v-equation (5.13) is a third-order nonlinear PDE which does not belong to any
well-studied class of nonlinear PDEs, and for which consequently no exact solutions
are known. The PDE (5.13) has a scaling symmetry and a translational symmetry in
time, given by the infinitesimal generators
Y1 = r
∂
∂r
+ 2t
∂
∂t
, (5.14a)
Y2 =
∂
∂t
. (5.14b)
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From (5.14) we generate the similarity variable
s =
r√
4ν (t + t0)
, (5.15)
to seek invariant solutions of the PDE (5.13) in the form v = v(s), which yields the
ODE
s3v′′ + 2s
(
v′
)2
+ s2v′ − 2svv′′ + 2vv′ + ν
[
2s2v′′′ − 2sv′′ + 2v′
]
= 0, (5.16)
with prime denoting the derivative with respect to s. Two particular solution families
of the ODE (5.16) can be readily constructed. The first solution family is obtained by
demanding that both the linear and the nonlinear terms in (5.13) vanish separately,
which leads to a consistent solution
v(r, t) = Ae
− r2
4ν(t+t0) , (5.17)
of the PDE (5.13), involving free constant parameters A and t0. The second particular
solution family is given by
v(r, t) = g(t)− r
2
2 (t + t0)
, (5.18)
where g(t) is an arbitrary time-dependent function.
The next step in obtaining an explicit solution of the helically invariant flow is the
solution of the (quite complex) linear PDEs (5.9c), (5.9d) for the unknown functions
Gξ , Gη. A simple but explicit solution of the helically invariant Navier-Stokes system
(3.19) can be immediately obtained if one assumes Gξ = Gη = 0, which corresponds to
a helically symmetric flow where the polar velocity component uϕ vanishes (cf. (5.10)),
but all three helical velocity components ur, uη, uξ remain nonzero. In this case, the
solution (5.17) can be used to obtain the radial velocity component ur using (5.12), the
pressure using (5.9a), and the remaining velocity components (5.6b), (5.6c) using (5.7)
and (5.8). The full solution is given by
ur =
A
r
e
− r2
4ν(t+t0) , uη = − AbBξ
2νar (t + t0)
e
− r2
4ν(t+t0) , (5.19a)
uξ =
ABξ
2ν (t + t0)
e
− r2
4ν(t+t0) , p = − A
2
2r2
e
− r2
2ν(t+t0) + f (t), (5.19b)
where f (t) is an arbitrary function of time. In a similar manner, for the solution (5.18)
of (5.13), one obtains the explicit exact solution
ur =
g(t)
r
− r
2 (t + t0)
, uη = − bBξ
ar (t + t0)
, (5.20a)
uξ =
Bξ
t + t0
, p = −3
8
r2
(t + t0)
2 −
g(t)2
2r2
− g′(t) ln r + h(t), (5.20b)
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involving an additional pressure gauge given by an arbitrary function h(t). Unlike
the first solution family (5.19), the second solution family (5.20) does not involve an
arbitrary scaling parameter A.
We note again that both solutions (5.19), (5.20) of the helically invariant Navier-Stokes
equations (3.19) are neither periodic in ξ, nor regular on the z-axis. These solutions
should be understood as essentially local, i.e. defined in some helical annular sector,
or in other words, a rectangle
0 < r1 ≤ r ≤ r2, 0 ≤ ξ1 ≤ ξ ≤ ξ2 < 2pib
in the helical coordinates (r, ξ). Using the non-dimensionalization
rˆ = r/b, zˆ = z/b, ξˆ = ξ/b = azˆ + φ, tˆ = νt/b2,
uˆr = ur/u0, uˆη = uη/u0, uˆξ = uξ/u0, pˆ = p/u20,
Aˆ = A/(bu0), u0 = ν/b, Bˆ = rˆ/
√
a2rˆ2 + 1
and the corresponding modifications of the arbitrary functions, the solutions (5.19)
and (5.20) can be written respectively as
uˆr =
Aˆ
rˆ
e
− rˆ2
4(tˆ+tˆ0) , uˆη = − AˆBˆξˆ
2arˆ
(
tˆ + tˆ0
) e− rˆ24(tˆ+tˆ0) , (5.21a)
uˆξ =
AˆBˆξˆ
2
(
tˆ + tˆ0
) e− rˆ24(tˆ+tˆ0) , pˆ = − Aˆ2
2rˆ2
e
− rˆ2
2(tˆ+tˆ0) + fˆ (tˆ), (5.21b)
and
uˆr =
gˆ(tˆ)
r
− rˆ
2
(
tˆ + tˆ0
) , uˆη = − Bˆ
arˆξˆ
(
tˆ + tˆ0
) , (5.22a)
uˆξ =
Bˆξˆ
tˆ + tˆ0
, pˆ = −3
8
rˆ2(
tˆ + tˆ0
)2 − gˆ(tˆ)22rˆ2 − gˆ′(tˆ) ln rˆ + hˆ(tˆ). (5.22b)
For a flow with the velocity field u(t,x), the instantaneous streamlines are defined as
parametric curves
d
dγ
x(γ) = u(t,x(γ)), x(0) = x0, (5.23)
where γ is a nonnegative scalar parameter. For a generic time-dependent flow, instan-
taneous streamlines (5.23) change with time, and no fluid parcel has to follow any
instantaneous streamline. On the other hand for equilibrium flows that are indepen-
dent of time, as well as for special time-dependent flows, streamline curves can be
fixed, and thus followed by physical fluid parcels.
For both of the above solutions, streamlines are curves in the plane φ = const.. For the
first solution family (5.21), the streamlines are not fixed but change in time, since the
time-dependence of the velocity components is different. In particular, as t→ ∞, the
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streamlines tend to radial curves. For the second solution family (5.22), the streamlines
are fixed if and only if g(t) = 0.
The dimensionless vorticity is defined as ωˆ = bω/u0, with components of ω given by
(3.27), and the dimensionless helicity density of the flow is computed as hˆH = uˆ · ωˆ.
For the first solution family (5.21), the velocity and vorticity magnitudes and the
helicity density are given by
|uˆ|2 = Aˆ
2e
− rˆ22(tˆ+tˆ0)
4a2rˆ2(tˆ + tˆ0)2
(
4a2(tˆ + tˆ0)2 + rˆ2ξˆ2
)
, (5.24a)
|ωˆ|2 = Aˆ
2e
− rˆ22(tˆ+tˆ0)
16a2rˆ2(tˆ + tˆ0)4
(
4(tˆ + tˆ0)2 + rˆ4ξˆ2
)
, (5.24b)
hˆH =
Aˆ2e
− rˆ22(tˆ+tˆ0)
2arˆ2(tˆ + tˆ0)
. (5.24c)
Figure 5.1 shows streamlines, pressure profiles, the helical surface patch η = const., and
examples of velocity and vorticity magnitude level surfaces |uˆ| = const., |ωˆ| = const.
for the first solution family (5.21), for a sample set of dimensionless parameters.
For the second solution family (5.22), the velocity and vorticity magnitudes and the
flow helicity density are given by
|uˆ|2 = a
2(2gˆ(tˆ)(tˆ + tˆ0)− rˆ2)2 + 4rˆ2ξˆ2
4a2rˆ2(tˆ + tˆ0)2
, (5.25a)
|ωˆ| = 1
arˆ(tˆ + tˆ0)
, (5.25b)
hˆ =
gˆ
arˆ2(tˆ + tˆ0)
− 1
2a(tˆ + tˆ0)2
. (5.25c)
In particular, in (5.25), for a fixed time t, the vorticity magnitude |ωˆ| and the helicity
density hˆ are constant on circular cylinders r = const.. We do not provide plots for this
rather simple solution family because they are somewhat less physically appealing,
and can be obtained in a straightforward way.
5.2 The exact linearization of the Navier-Stokes equa-
tions; Beltrami-type solutions
The vector momentum equation in the Navier-Stokes model (3.1) is often written in
the form
ut + (∇× u)× u+∇P− ν∇2u = 0, (5.26)
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Figure 5.1: Dimensionless flow parameters and the helical surface for the exact he-
lically invariant solution (5.21) with tˆ = 1, tˆ0 = 0, Aˆ = fˆ = 1. (a) The
streamlines emanating from the circle zˆ = 0, rˆ = 1. (b) The velocity magni-
tude isosurface |uˆ| = 10, plotted for 0 ≤ φ ≤ 4pi, ξ ≥ 0. (c) The vorticity
magnitude isosurface |ωˆ| = 2, plotted for 0 ≤ φ ≤ 4pi, ξ ≥ 0. (d) the helical
coordinate rectangle ηˆ = −6, 0.5 ≤ rˆ ≤ 2, 0 ≤ ξˆ ≤ 2pi in the physical space,
with velocity vectors and pressure pˆ color map.
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where the modified pressure is given by
P = p +
1
2
|u|2. (5.27)
The essential nonlinearity is contained in the advection term (∇× u)× u. The lin-
earization idea of Beltrami consisted in setting it to zero, i.e. seeking exact solutions of
the Navier-Stokes system that satisfy the Beltrami flow ansatz of vorticity and velocity
collinearity,
ω ≡ ∇× u = ϑu, (5.28)
where ϑ = ϑ(x, t) is an arbitrary scalar function. The seven scalar equations made
up of the constant-density Navier-Stokes model (3.1) and the PDEs (5.28) make up
an overdetermined linear system in terms of five unknown scalar functions given
by u, P, and ϑ. Even though overdetermined, these equations are known to have
physically meaningful solutions (e.g., Bogoyavlenskij, 2003a,b). It should be noted
that due to the constraint (5.28), vortex stretching is inhibited, which is always the
case for two-dimensional flows. Nevertheless, our newly found Beltrami-type exact
solutions contain three non-zero velocity components and hence essentially differ from
two-dimensional flows.
In the helically invariant setting, the subsequently presented linear equations (5.30)
describing Beltrami flows follow from (3.19). They are given by seven PDEs for the
unknowns ur(t, r, ξ), uξ(t, r, ξ), uη(t, r, ξ), P(t, r, ξ), ϑ(t, r, ξ). The continuity equation
reads
1
r
ur + (ur)r +
1
B
(uξ)ξ = 0, (5.29)
while the momentum equations reduce to the linear PDEs
(ur)t = −Pr + ν
[
1
r
(r(ur)r)r +
1
B2
(ur)ξξ − 1r2 u
r
−2bB
r2
(
a(uη)ξ +
b
r
(uξ)ξ
)]
, (5.30a)
(uη)t = ν
[
1
r
(r(uη)r)r +
1
B2
(uη)ξξ +
a2B2(a2B2 − 2)
r2
uη
+
2abB
r2
(
(ur)ξ −
(
Buξ
)
r
)]
, (5.30b)
(uξ)t = − 1B Pξ + ν
[
1
r
(r(uξ)r)r +
1
B2
(uξ)ξξ +
a4B4 − 1
r2
uξ
+
2bB
r
(
b
r2
(ur)ξ +
(
aB
r
uη
)
r
)]
, (5.30c)
and the three Beltrami conditions (5.28) together with the definition of the vorticity
vector in helical coordinates in (3.27) are given by
ωr = − 1
B
(uη)ξ = ϑu
r, (5.31a)
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ωη =
1
B
(ur)ξ − 1r
(
ruξ
)
r −
2abB2
r2
uη +
a2B2
r
uξ = ϑuη, (5.31b)
ωξ = (uη)r +
a2B2
r
uη = ϑuξ . (5.31c)
The linear homogeneous model (5.30), (5.31) is autonomous in t and ξ, and thus admits
a separation of variables ansatz for all dependent variables:
f (t, r, ξ) = T(t) R(r)Ξ(ξ), (5.32)
where f stands for each dependent variable: ur, uξ , uη, P. Moreover, any linear combi-
nation of separated solutions (5.32) yields an exact solution of the linear homogeneous
PDE system (5.30), (5.31), and thus of the helically symmetric Navier-Stokes equations
(3.19) subject to the Beltrami condition (5.28).
From the form of the momentum equations (5.30), it follows that an admissible form of
the time dependence for the velocity components (and hence for the other unknowns,
as it follows from the remaining PDEs) is given by exponential functions. In particular,
for all velocity components, the time dependence is the same. Moreover, from the point
of view of ξ-periodicity and the nature of differential relations, where spatial deriva-
tives of the unknowns and the unknowns themselves are present in the equations, it is
natural to assume the harmonic dependence of the unknowns on ξ: h(ξ) ∼ exp(iλξ),
λ = const. ∈ R. For the linear homogeneous model, both the real and the imaginary
part of each solution component yield solutions of the Beltrami model. (For simplicity,
we will explicitly consider real functions.) From the form of Beltrami equations (5.28),
it follows that the only admissible dependence of the Beltrami parameter ϑ is on the
radial variable r. With the above assumptions, the general real form of the separated
solutions is given by
ur = e−νQ
2t(K1 cosλξ + K2 sinλξ)R1(r), (5.33a)
uξ = e−νQ
2t(K3 cosλξ + K4 sinλξ)R2(r), (5.33b)
uη = e−νQ
2t(K5 cosλξ + K6 sinλξ)R3(r), (5.33c)
ϑ = Ra(r), (5.33d)
P = e−νQ
2t(K7 cosλξ + K8 sinλξ)Rp(r) (5.33e)
The chosen form of the negative time exponent −νQ2 < 0, Q = const. ∈ R, is
natural for the given parabolic problem (5.29),(5.30). The exponentially decaying time-
dependent term e−νQ2t makes the solutions (5.33) similar to the two-dimensional 2D
Taylor’s decaying vortices (e.g., Taylor (1923)).
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Due to the periodicity of the helical variable ξ with its period given in equation (3.20),
it follows that one must have
λ = λn = n/b, n = 0, 1, 2, . . . , (5.34)
i.e., only discrete modes in ξ-direction satisfy the periodicity conditions.
The relationships between the parameters Ki, i = 1, . . . , 8 and the radial functions Ri,
i = 1, 2, 3 and Rp in (5.33) are derived in Appendix B.2. In particular, it is shown that
ϑ(r) = const. = Q, Rp(r) = 0.
It follows that the modified pressure P is zero, which in turn leads to the final expres-
sion for the pressure
p = p0 − 12 |u|
2, p0 = const., (5.35)
and thus the level surfaces of pressure and the velocity magnitude coincide. It is
further shown that the nonzero constants Ki in (5.33) are related by
K2
K5
= −K1
K6
,
K3
K5
=
K4
K6
,
K7
K8
= −K4
K3
, (5.36)
and R1(r) is a solution of a second-order ODE
d2R1
dr2
+
B2
r
(
3b2
r2
+ a2
)
dR1
dr
−
(
λ2
B2
+
2a2B2 − 1
r2
− ϑ2 − 2abϑB
2
r2
)
R1 = 0. (5.37)
The remaining parameters R2(r) and R3(r) are related to R1(r) by
R3 = −K1K6
ϑB
λ
R1, R2 =
K2
K3
B
λr
(
R1 + rR′1
)
. (5.38)
The general solution of the ODE (5.37) cannot be written in terms of elementary
functions, but is related to the solution of the confluent Heun ODE (Ronveaux, 1995)
Y′′(z) + αz
2 + (β− α+ γ+ 2)z + β+ 1
z(z− 1) Y
′(z)
+
((β+ γ+ 2)α+ 2δ)z− (β+ 1)α+ (γ+ 1)β+ 2η + γ
2z(z− 1) Y(z) = 0,
(5.39)
involving five constant parameters α, β,γ, δ, η. While the original Heun ODE with
an independent variable z has four singularities z = 0, z = 1, z = a, and z = ∞,
the confluent Heun equation (5.39) is obtained from it by displacing the singularity
z = a to infinity, under an appropriate redefinition of the constant parameters (see,
e.g., Kristensson (2010)). Both the original Heun ODE and its confluent version are
relatively well studied (e.g., Arscott 1995; Kristensson 2010; Ishkhanyan and Grigoryan
2014; El-Jaick and Figueiredo 2008 and references therein). Existing literature includes
asymptotic forms, recursion relations, series representations of Heun functions in
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terms of powers of z or hypergeometric functions, and so on. Heun functions are
known to arise in various physical applications (Hortac¸su, 2013). We also note that
Heun functions can be efficiently numerically approximated (Motygin, 2015).
The solution of the ODE (5.37) is given by
R1(r) = R1 n(r) = C1rn−1HC+ + C2r−n−1HC− , (5.40)
where C1, C2 are arbitrary constants, and
HC+ = HC
(
α, β,γ, δ, η,−a2r2/b2
)
, (5.41a)
HC− = HC
(
α,−β,γ, δ, η,−a2r2/b2
)
, (5.41b)
are confluent Heun functions with parameters
α = 0, β = bλn = n, γ = −2, δ = a
2n2 − ϑ2b2
4a2
, η =
a2(4− n2) + ϑb(2a + ϑb)
4a2
.
(5.42)
The remaining radial dependencies are found from (5.38) and are given by
R2(r) = R2 n(r) = −K1BbK4
(
C1rn−2HC+ − C2r−n−2HC−
)
+
2K1Ba2
K4nb
(
C1rnH′C+ + C2r
−nH′C−
)
, (5.43a)
R3(r) = R3 n(r) = −K1bϑBK6n
(
C1rn−1HC+ + C2r−n−1HC−
)
. (5.43b)
It is convenient to write the complete solution for the separated helical velocity compo-
nents in terms of dimensionless variables
r˜ =
ar
b
, z˜ =
az
b
, ξ˜ = z˜ + ϕ, t˜ = νϑ2t, γ =
bϑ
a
,
B˜(r˜) = aB(r˜) =
r˜√
r˜2 + 1
, u˜ =
b
ν
u, p˜ =
b2
ν2
p.
(5.44)
It is given by
u˜rn = e
−t˜
(
C˜1 n r˜n−1HC+ + C˜2 n r˜−n−1HC−
) (
K1 cos(nξ˜) + K2 sin(nξ˜)
)
, (5.45a)
u˜ξn = e−t˜ B˜
[
C˜1 n
(
r˜n−2HC+ − 2n r˜
nH′C+
)
−C˜2 n
(
r˜−n−2HC− +
2
n
r˜−nH′C−
)] (
K2 cos(nξ˜)− K1 sin(nξ˜)
)
, (5.45b)
u˜ηn = e−t˜
γB˜
n
(
C˜1 nr˜n−1HC+ + C˜2 nr˜−n−1HC−
) (
K2 cos(nξ˜)− K1 sin(nξ˜)
)
, (5.45c)
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Figure 5.2: An illustration of the radial part R1 n(r˜) (5.40) of the velocity component
u˜rn (5.47a) of the Beltrami solution (5.47) for n = 1, 2, 3, C˜1 n = 1, C˜2 n = 0,
γ = −3.
and the pressure p˜ is found from (5.35). In terms of the dimensionless variables (5.44),
the confluent Heun functions are given by
HC± = HC
(
0,±n,−2, n
2 − γ2
4
, 1+
γ(γ+ 2)− n2
4
,−r˜2
)
. (5.46)
One may denote K1 = K sinψ, K2 = K cosψ, where K,ψ is a different pair of arbitrary
parameters (K2 = K1 + K2, ψ = arctan(K1/K2)). Without loss of generality, we set
K = 1. Then (5.45) takes a simpler form
u˜rn = e
−t˜
(
C˜1 n r˜n−1HC+ + C˜2 n r˜−n−1HC−
)
sin(nξ˜ + ψn), (5.47a)
u˜ξn = e−t˜ B˜
[
C˜1 n
(
r˜n−2HC+ − 2n r˜
nH′C+
)
−C˜2 n
(
r˜−n−2HC− +
2
n
r˜−nH′C−
)]
cos(nξ˜ + ψn), (5.47b)
u˜ηn = e−t˜
γB˜
n
(
C˜1 nr˜n−1HC+ + C˜2 nr˜−n−1HC−
)
cos(nξ˜ + ψn), (5.47c)
p˜n = p0 n − 12
(
|u˜rn|2 + |u˜ξn|2 + |u˜ηn|2
)
. (5.47d)
Depending on the choice of the constant parameters n ∈ N and C1, C2,γ ∈ R, the
separated space-time modes (5.47) may be bounded or unbounded functions, regular
or singular at the origin. For example, for the choice C˜2 n = 0, γ < 0, n = 1, 2 the radial
parts of solution (5.47) components are bounded functions for all r˜, and are regular on
the z˜-axis; for the same constants when n ≥ 3, the Heun functions (5.46) diverge as
r˜ → ∞. As an example, radial parts of the velocity component u˜rn (5.47a) are shown
in Figure 5.2 for n = 1, 2, 3, C1 = 1, C2 = 0, γ = −3. While single-mode solutions
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present physical interest, since the Beltrami model (5.30), (5.31) is linear homogeneous,
it follows that any linear combination of physical solutions (5.33)
u˜r =∑
n
u˜rn, u˜
ξ =∑
n
u˜ξn, u˜η =∑
n
u˜ηn, p˜ =∑
n
pn (5.48)
(involving arbitrary parameter families C˜1 n, C˜2 n, ψn) yields a ξ˜-periodic physical exact
solution of the helically invariant Navier-Stokes equations (3.19). We note that such
solutions still have the same spatial period τξ˜ (3.20) in the ξ˜-direction.
It is important to remark that the time dependence both for modes (5.47) and for the
general solution (5.48) is the same, i.e., all modes decay at the same rate. The following
properties consequently hold for every solution:
1. The set of constant-pressure surfaces p˜(t˜, r˜, ξ˜) = const. (coinciding with level
surfaces |u(t˜, r˜, ξ˜)|2 = const., |ω(t˜, r˜, ξ˜)|2 = const.) are time-invariant, in the
sense that the common time dependence factors out, and for the given value of p˜
(or |u˜|, |ω˜|), the surfaces at different times t˜ are just different surfaces within the
same set; no shape change occurs.
2. The streamlines (5.23) for the flow defined by an exact solution (5.48) are fixed,
and are followed by the particles. In particular, the velocity vector field never
changes direction, only changing its magnitude exponentially in time.
In Figures 5.3a, 5.4a, the cross-section is periodic in ξ˜ with the period pi, which is a
half of the period τξ˜ (3.20) because the figures correspond to the isosurfaces of squared
velocities. Note that these isosurfaces coincide with the isosurfaces of helicity density,
since for all Beltrami flows, (5.28) holds, and the helicity density of such flows is given
by h˜ = ϑ|u˜|2, with ϑ = const. = Q for the solutions (5.47).
A sample set of upward-directed streamlines for the separated solution (5.47) with
n = 2 is shown in Figure 5.5. Both the solutions with n = 1 and n = 2 for the same set
of other parameters include lines that are (on average) directed upward or downward.
For some lines, the z˜-projection of the fluid velocity changes sign once or more per
helical period.
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Figure 5.3: Level surfaces |u˜|2 = const. (equivalently, p˜ = const., |ω˜|2 = const., or
h˜ = const.) for the exact dimensionless Beltrami solution (5.47) for n = 1,
C1 = 1, C2 = 0, ψ = −pi/2. (a) A cross-section of level surfaces plot
|u˜|2 = const., for one period 0 ≤ ξ˜ ≤ 2pi. (b) A connected component of
the level surface |u˜|2 = 0.4. (c) A connected component of the level surface
|u˜|2 = 2.6.
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Figure 5.4: Level surfaces |u˜|2 = const. (equivalently, p˜ = const., |ω˜|2 = const., or
h˜ = const.) for the exact dimensionless Beltrami solution (5.47) for n = 2,
C1 = 1, C2 = 0, ψ = −pi/2. (a) A cross-section of level surfaces plot
|u˜|2 = const., for one period 0 ≤ ξ˜ ≤ 2pi. (b) A connected component
of the level surface |u˜|2 = 3.54. (c) A connected component of the level
surface |u˜|2 = 0.97.
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Figure 5.5: Four sample streamlines for the exact dimensionless Beltrami solution (5.47)
for n = 2, C1 = 1, C2 = 0, emanating from various points in the plane z = 1.
(a) Side view. (b) Top view.

Part II
Numerics
61

63
6 The DG discretization of the heli-
cally invariant Navier-Stokes equa-
tions
In this chapter we present the numerical discretization of the helically invariant Navier-
Stokes equations (3.19). We derive periodicity conditions for the helical coordinate ξ in
section 6.1 and a condition for uniqueness at the centerline axis r = 0 in analogy to
Khorrami et al. (1989) who considered ”boundedness” and ”smoothness” conditions at
the central axis in cylindrical coordinates within a stability analysis of swirling flows.
Combining both of these conditions, in section 6.3 a reduced DG space is introduced
and the numerical fluxes of the spatial discretization of (3.19) are presented. Finally, a
semi-explicit scheme for the temporal discretization is discussed in 6.4.
The helical coordinate system (r, ξ, η) has been introduced by Kelbin et al. (2013).
It is given by
r, ξ = az + bϕ, η˜ = aϕ− bz/r2, (6.1)
where a, b = const., a2 + b2 > 0 and (r, ϕ, z) are the usual cylindrical coordinates. In
the present work we use a new invariant coordinate η, given by
η = −bz + ar2ϕ , (6.2)
which has two important advantages. First, the coordinate lines of η (lines where
η = const.) are orthogonal to lines where ξ = const. and second, the coordinate η is
not singular at the centerline r = 0, i.e. lines where η = const. do not collapse to one
single point at the origin (r, z) = (0, 0). However, the choice of the invariant coordinate
η is important for the formulation of appropriate conditions at the centerline of the
helix r = 0, which we consider in the following. The derivation of the coordinate (6.2)
is provided in Appendix C.
6.1 Periodicity conditions at the centerline
The transformation from helical to cylindrical coordinates is given by the mapping(
rϕ
z
)
=
[
vc wc
] (ξ
η
)
=
[
vc1 w
c
1
vc2 w
c
2
] (
ξ
η
)
. (6.3)
The inverse relation reads (
ξ
η
)
=
[ b
r a
ar −b
]
︸ ︷︷ ︸
M
(
rϕ
z
)
, (6.4)
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Figure 6.1: An illustration of the geometric correlations for one helical turn. The
coordinate lines of constant ξ are presented in the rϕ− z−plane. βc is the
pitch of the helix and hc the distance of two points on two helical turns.
where
M−1 = 1− b2r − a2r
[−b −a
−ar br
]
.
Using the geometric function B(r) defined in (3.15f) leads to(
rϕ
z
)
=
[
b
r B
2 a
r B
2
aB2 − br2 B2
](
ξ
η
)
. (6.5)
Since we know that after one helical turn ϕ = 2pi
vc1 · ξ1 = 2pir, (6.6)
we can compute the point ξ1 which is given by
ξ1 =
2pir2
bB2
. (6.7)
Using that, the pitch of the helix reads
βc = vc2 · ξ1 = aB2 ·
2pir2
bB2
= 2
a
b
pir2 . (6.8)
From Figure 6.1, one may observe that
h2c + p
2
c = 4pi
2r2 (6.9)
and further, using h2c = l · pc, defining xc := l + pc and employing both into (6.9) leads
to
pc =
4pi2r2
x
= 2pibB, (6.10)
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where we employed the trigonometric relation x2c = β2c + 4pi2r2 and (6.8). From (6.10)
it follows that for the case when r → 0 the length pc vanishes, which means that we
have ξ−independence at the centerline. Similarly, knowing that pc = xc − l we obtain
l =
β2c√
β2c + 4pi2r2
. (6.11)
Finally, we compute the periodic conditions ξp, ξl, ηp considering the following
relations of distances for one helical pitch
pc : (l + pc) = ξpc : ξ1, (6.12a)
l : (l + pc) = ξl : ξ1, (6.12b)
ξl · vc + ηpc ·wc =
(
0
ξ1vc2
)
, (6.12c)
which are given by
ξpc =
8pi3r4
(β2c + 4pi2r2) bB2
= 2pib, (6.13a)
ξl =
2piβ2r2
(β2c + 4pi2r2) bB2
=
2pir2a2
b
, (6.13b)
ηpc = −
8pi3r4
(β2c + 4pi2r2) bB2
ar2
b
= −2pir2a. (6.13c)
In the following section we derive a condition for uniqueness and boundedness of all
physical variables at the centerline axis r = 0.
6.2 Condition for uniqueness at the centerline
For the derivation of uniqueness conditions at the centerline axis, we follow Khorrami
et al. (1989) who considered the following conditions in cylindrical coordinates, given
by
lim
r→0
∂u
∂ϕ
= 0, lim
r→0
∂p
∂ϕ
= 0. (6.14)
For r > 0, one may consider a ring around the z-axis where different values for the
velocities in circumferential direction may be given at each point. For r → 0 this circle
reduces to a single point at the z-axis, where a unique velocity and pressure must be
given. This leads to the condition that the velocity must not change in circumferential
direction for r → 0. Expanding (6.14) for a cylindrical velocity vector u = (ur, uφ, uz),
we obtain
lim
r→0
∂u
∂ϕ
= lim
r→0
(
∂ur
∂ϕ
er + ur
∂er
∂ϕ
+
∂uϕ
∂ϕ
eϕ + uϕ
∂eϕ
∂ϕ
+
∂uz
∂ϕ
ez + uz
∂ez
∂ϕ
)
. (6.15)
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The derivatives w.r.t. circumferential direction of the three cylindrical unit vectors are
given by
∂ez
∂ϕ
= 0,
∂er
∂ϕ
= eϕ,
∂eϕ
∂ϕ
= −er. (6.16)
Hence, we obtain
lim
r→0
∂u
∂ϕ
= lim
r→0
((
∂ur
∂ϕ
− uϕ
)
er +
(
∂uϕ
∂ϕ
+ ur
)
eϕ +
(
∂uz
∂ϕ
)
ez
)
. (6.17)
The components must vanish for r → 0 separately, which leads to
lim
r→0
(
∂ur
∂ϕ
− uϕ
)
= 0, lim
r→0
(
∂uϕ
∂ϕ
+ ur
)
= 0, lim
r→0
(
∂uz
∂ϕ
)
= 0. (6.18)
Next, we express the derived conditions (6.18) in helical coordinates derived in KCO.
Employing the velocity components (3.17) and the derivative
∂
∂ϕ
= ar2
∂
∂η
+ b
∂
∂ξ
, (6.19a)
and imposing helical invariance, i.e.
(
∂
∂η ≡ 0
)
, leads to
lim
r→0
(
burξ − B
(
b
r
uξ + auη
))
= 0, (6.20a)
lim
r→0
(
B
b2
r
uξξ − Bbauηξ + ur
)
= 0, (6.20b)
lim
r→0
(
Bbauξξ −
b2
r
Buηξ
)
= 0. (6.20c)
B(r) is the geometric function, for which lim
r→0
B(r) = 0 holds. If we now assume
lim
r→0
ur < ±∞, lim
r→0
∂uξ
∂ξ
< ±∞, lim
r→0
∂uη
∂ξ
< ±∞, (6.21)
i.e. ur is limited and uη and uξ are smooth with respect to ξ for r → 0, we obtain
lim
r→0
(
burξ −
b√
a2r2 + b2
uξ
)
= 0, (6.22a)
lim
r→0
(
b2√
a2r2 + b2
uξξ − ur
)
= 0, (6.22b)
lim
r→0
(
b2√
a2r2 + b2
uηξ
)
= 0. (6.22c)
Finally, the centerline conditions are given by
burξ = u
ξ , buξξ = −ur, uηξ = 0 (6.23)
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for r = 0. For the pressure, the condition is given by
lim
r→0
∂p
∂ϕ
=
∂p
∂ξ
= 0. (6.24)
6.3 The spatial discretization
In section 6.1 we have seen that the periodic length pc vanishes at r = 0. A zero
length of the helix would mean that there are infinitely many helical turns at the
centerline axis. Hence, we conclude that all velocity components and the pressure
must be ξ-independent, i.e. ∂∂ξ = 0 at r = 0. Combining the periodicity conditions and
the uniqueness conditions for the helical velocity components and the pressure (6.23)
derived in section 6.2 finally leads to centerline conditions, choosen as
ur = 0, uξ = 0, uηξ = 0, pξ = 0, (6.25a-d)
which means that the radial and helical velocity components vanish whereas the
velocity component in invariant direction and the pressure are constant with respect
to spatial coordinates. Taking into account the conditions (6.25) we can formulate a
reduced DG space which is presented subsequently.
6.3.1 Reduced DG spaces ensuring the centerline conditions
In standard DG formulation, the velocity and pressure are discretized in DG spaces of
order k and k′ = k− 1, respectively, in order to comply the Ladyzˇenskaja-Babusˇka-
Brezzi (LBB) condition (see Babusˇka, 1973; Brezzi and Fortin, 2012). In this case, the
DG space is usually given by
(u, p) ∈ Pk(K)3 ×Pk−1(K) := Vk . (6.26)
In contrast to that, for the discretization helically invariant Navier-Stokes equations
(3.19) we need to introduce a reduced DG spaceV0k due to the centerline conditions at
the central axis r = 0. We distinguish between two different spatial domains in the
following. The first domain is a cylindrical shell where the centerline axis r = 0 is
omitted (domain #1). Afterwards, we consider the full domain including the centerline
axis which we denote as the second case (domain #2). For both, we distinguish between
a mixed-order and an equal-order formulation of the DG discretization. For the DG
discretization on the cylindrical shell we seek solutions in the DG space Vk where
we additionally demand that the integral of the pressure over one cell vanishes, i.e.∫
K0
p = 0. For the DG discretization in the full domain, the underlying DG space is
denoted as V0k. The different DG spaces for the four distinct cases are presented in
Table 6.1. The validation of the implementation in the cylidrical shell is presented in
chapter 7 followed by the validation in the full domain in chapter 8.
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Geo-
metry
mixed-order equal-order
D
om
ai
n
#1
r 0
≤
r
≤
1
V0k =
{
(u, p) ∈ Pk(K)3 ×Pk−1(K),
s.t.
∫
K0
p = 0
} V0k =
{
(u, p) ∈ Pk(K)3 ×Pk(K),
s.t.
∫
K0
p = 0
}
D
om
ai
n
#2
0
≤
r
≤
1
V0k =
{
(u, p) ∈ Pk(K)3 ×Pk−1(K),
s.t. ur = uξ = 0, uηξ = 0, pξ = 0
} V0k =
{
(u, p) ∈ Pk(K)3 ×Pk(K),
s.t. ur = uξ = 0, uηξ = 0, pξ = 0
}
Table 6.1: DG spaces for different geometries and DG formulations. Pk(K) and
Pk−1(K) are the spaces of smooth polynomial functions up to order k and
k− 1, respectively.
6.3.2 Boundary conditions
For the DG discretization of the helically invariant Navier-Stokes equations (3.19), we
use the following Dirichlet and periodic boundary conditions
u = uD on ΓD ,
u = uP on ΓP ,
(6.27)
where ΓD is the Dirichlet boundary and ΓP is the boundary where periodic BCs are
assumed. For the Dirichlet BC we distinguish between the two spatial domains (i) the
cylindrical shell and (ii) the full domain including r = 0. In the case (i) we assume
Dirichlet boundary conditions at the inner and the outer cylindrical walls, given by
ΓD =
{
(r, ξ) ∈ R2 | r = r0 > 0∨ r = 1
}
, (6.28)
whereas in case (ii) Dirichlet BCs are assumed only at the outer cylindrical wall, i.e.
ΓD =
{
(r, ξ) ∈ R2 | r = 1
}
. (6.29)
At the inner axis r = 0 the centerline conditions (6.25) are used. In both cases periodic
boundary conditions are implemented on the following boundaries
ΓP =
{
(r, ξ) ∈ R2 | ξ = 0∨ ξ = 2pi
}
. (6.30)
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6.3.3 The spatial discretization of the helically invariant Navier-
Stokes equations
We propose the following discretization of the helically invariant Navier-Stokes equa-
tions (3.19), using the boundary conditions (6.27) in the DG space: find (u, p) ∈ V0k
such that for all (v˜, τ) ∈ V0k
Ns (u, (u, p) , (v˜, τ)) = rhsNs ((v˜, τ)) , (6.31)
where the Navier-Stokes form Ns(−,−,−) is given by
Ns (u, (u, p) , (v˜, τ)) = n (u,u, v˜)− a (p,u, v˜) , (6.32)
which consists of a trilinear form N (−,−,−) representing the convective terms, and a
bilinear form A(p,u, v˜), representing the pressure gradient and the viscous terms of
the Navier-Stokes equations (3.19). Note that (6.31) is the discrete spatial formulation
of (3.19), neglecting the transient term, which will be taken into account in section 6.4.
The right-hand side of the discretized Navier-Stokes equations (3.19),
rhsNs ((v˜, τ)) = s (v˜) + q (v˜) + r (τ) , (6.33)
is the sum of three linear forms, representing body forces by s (v˜), boundary conditions
for the momentum equations by q (v˜) and boundary conditions for the continuity
equation by r(τ).
The momentum equations of the helically invariant Navier-Stokes equations (3.19) are
presented component-wise in radial direction as well as in the helical ”ξ” and ”η”-
direction. For brevity, we introduce the following naming for the DG space
V0k,i :=
{
ui | (u1, u2, u3, u4) = (u, τ) ∈ V0k
}
(6.34)
and using that, we write the system (6.31) component-wise as follows
C (u, τ) = 0 ∀τ ∈ V0k,4 , (6.35a)
N1 (u,u, v˜1)−A1 (p,u, v˜1) = b1 (v˜1) ∀v˜1 ∈ V0k,1 , (6.35b)
N2 (u,u, v˜2)−A2 (u, v˜2) = b2 (v˜2) ∀v˜2 ∈ V0k,2 , (6.35c)
N3 (u,u, v˜3)−A3 (p,u, v˜3) = b3 (v˜3) ∀v˜3 ∈ V0k,3 , (6.35d)
where the index ”1” denotes the terms of the momentum equation in radial direction,
the index ”2” and ”3” represent terms of the η- and ξ-Momentum equation. Note
that the η-momentum equation equation has no pressure. Furthermore, (6.35a) is the
discrete form of the continuity equation.
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In the following, we present the DG discretization of each term in (6.35). The velocity
divergence (6.35a) is discretized as follows
C (u, τ) = −
∫
Ω
[
ur ·
(
d f
dhr
τ + f ∂r,hτ
)
+
f
B
uξ∂ξ,hτ − fr u
rτ
]
dV
+
∮
Γ
[
{ur} er ·n+ 1B
{
uξ
}
eξ ·n
]
f [[τ]]dS , (6.36)
where f = f (r) is a metric function, which we introduce to remove singularities in the
coefficients of the PDEs at the centerline axis r = 0. In the present thesis we choose
f = B2(r). The convective terms are discretized in a ”super weak form”, by partially
integrating twice
N (w, u, v˜) =
∫
Ω
∇u ·w f v˜ dV +
∮
Γ
(
ûwn− uwn) f v˜ dS . (6.37)
The parameter w =
(
wr0, w
η
0 , w
ξ
0
)
is taken from the initial condition and linearizes the
convective part. The operator n is the sum of the convective terms of the component-
wise discretization (6.35), i.e. N = N1 +N2 +N3. The scalar quantity u is the velocity
component for each momentum equation, e.g. u = ur for the r-momentum equation.
For the flux ûwn, we use the upwind formulation,
fupw (u,w,n) := ûwn =
{
u−w ·n if w ·n ≥ 0
u+w ·n if w ·n < 0 . (6.38)
For brevity, we introduce the flux
fsw (u,w,n) := fupw − uwn, (6.39)
such that the convective terms in (6.35) read
N1 (u,w, v˜1) =
∫
Ω
[
ur0∂r,hu
r +
1
B
uξ0∂ξ,hu
r − B
2
r
(
b
r
uξ0 + au
η
0
)(
b
r
uξ + auη
)]
f v˜1dV
+
∮
Γ
(
fsw (ur, wr0er,n) +
1
B
fsw
(
ur, wξ0eξ ,n
))
[[v˜1]] f dS , (6.40a)
N2 (u,w, v˜2) =
∫
Ω
[
ur0∂r,hu
η +
1
B
uξ0∂ξ,hu
η +
a2B2
r
ur0u
η
]
f v˜2dV
+
∮
Γ
(
fsw (uη, wr0er,n) +
1
B
fsw
(
uη, wξ0eξ ,n
))
[[v˜2]] f dS , (6.40b)
N3 (u,w, v˜3) =
∫
Ω
[
ur0∂r,hu
ξ +
1
B
uξ0∂ξ,hu
ξ + 2
abB2
r2
ur0u
η +
b2B2
r3
ur0u
ξ
]
f v˜3dV
+
∮
Γ
(
fsw
(
uξ , wr0er,n
)
+
1
B
fsw
(
uξ , wξ0eξ ,n
))
[[v˜3]] f dS . (6.40c)
The spatial discretization 71
To discretize the viscous terms, we employ a non-standard symmetric interior penalty
(SIP) method to receive
A1 (p,u, v˜1) =− ν
∫
Ω
[
(−p + ∂r,hur)
(
d f
dr
v˜1 + f ∂r,hv˜1
)
+ ur
( d f
dr · r− f
r2
v˜1 +
f
r
∂r,hv˜1
)
+
(
1
B2
∂ξur + Cr,ηuη + Cr,ξuξ
)
f ∂ξ,hv˜1 − fr u
rv˜1
]
dV
+ ν
∮
Γ
[(
−p + 1
r
{ur}+ {∂r,hur}
)
er ·n
+
(
1
B2
{
∂ξ,hur
}
+ Cr,η {uη}+ Cr,ξ
{
uξ
})
eξ ·n
]
· f [[v˜1]]dS
+ ν
∮
Γ
(
{∂r,hv˜1} er + 1B2
{
∂ξ,hv˜1
}
eξ
)
·n f [[ur]] dS
+ ν
∮
Γ
ηSIP [[ur]] [[v˜1]] dS , (6.41a)
A2 (u, v˜2) =
∫
Ω
[
∂r,huη
(
d f
dr
v˜2 + f ∂r,hv˜2
)
+ uη
( d f
dr r− f
r2
v˜2 +
f
r
∂r,hv˜2
)
+ ∂ξ,huη∂ξ,hv˜2
f
B2
+ urCη f ∂ξ,hv˜2 − Buξ
(
∂r,hCη f v˜2 + Cη
d f
dr
v˜2 + Cη f ∂r,hv˜2
)
− a
2B2
(
a2B2 − 2)
r2
uη f v˜2
]
dV
+
∮
Γ
[(
{∂r,huη}+ 1r {u
η} − B
{
uξ
})
er ·n
+
(
1
B2
{
∂ξ,huη
}
+ Cη {ur}
)
eξ ·n
]
· f [[v˜2]]dS
+ ν
∮
Γ
(
{∂r,hv˜2} er + 1B2
{
∂ξ,hv˜2
}
eξ
)
·n f [[uη]] dS
+ ν
∮
Γ
ηSIP [[uη]] [[v˜2]] dS , (6.41b)
A3 (p,u, v˜3) =−
∫
Ω
[(
− 1
B
p +
1
B2
∂ξ,huξ + Cξ,rur
)
f ∂ξ,hv˜3
+ ∂r,huξ
(
d f
dr
v˜3 + f ∂r,hv˜3
)
+ uξ
( d f
dr r− f
r2
v˜3 +
f
r
∂r,hv˜3
)
+
aB
r
uηCξ,η
(
∂r,h f v˜3 +
d f
dr
v˜3 + f ∂r,hv˜3
)
− a
4B4 − 1
r2
uξ f v˜3
]
dV
+
∮
Γ
[({
∂r,huξ
}
+
1
r
{
uξ
}
+ Cξ,η
aB
r
{uη}
)
er ·n
+
(
1
B2
{
∂ξ,huξ
}
+ Cξ,r {ur} − 1
B
p
)
eξ ·n · f [[v˜3]]
]
dS
+ ν
∮
Γ
(
{∂r,hv˜3} er + 1B2
{
∂ξ,hv˜3
}
eξ
)
·n f
[[
uξ
]]
dS
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+ ν
∮
Γ
ηSIP
[[
uξ
]]
[[v˜3]] dS , (6.41c)
where, for brevity, we use the following abbreviations for the coefficients
Cr,η := −2abB
r2
, Cξ,r :=
2b2B
r3
= −Cr,ξ , Cη := 2abB
r2
= −Cr,η ,
Cr,ξ := −2b
2B
r3
, Cξ,η :=
2bB
r
. (6.42)
The first upper index corresponds to the momentum equation, whereas the second
index indicates the corresponding velocity component. E.g.: Cr,η is the coefficient of
the uη term in the r-momentum equation.
6.4 The temporal discretization
For the temporal discretization we use a semi-explicit scheme, given in Shahbazi
et al. (2007). The main idea is to split the full spatial operator into a Stokes operator,
which is discretized implicitly and a nonlinear term, which we implement explicitly.
The reason for such a treatment of the temporal discretization is a resulting time-
independent uniform grid. Using that, we have a great advantage in performance:
we need to solve the Stokes system only once and can compute many time steps with
low computational cost by evaluating the convective terms explicitly. We use first and
third order BDF scheme for the transient term and a third-order extrapolation (EX3)
for the nonlinear term in case of the third order BDF scheme. For a uniform timestep
size ∆t the Navier-Stokes equations (3.1) are discretized as follows
C
(
un+1, τ
)
= 0 ∀τ ∈ V0k,4 (6.43a)
β0
∆t
∫
Ω
un+1v˜ dV +A
(
pn+1,un+1, v˜
)
=
∫
Ω
(
β1
∆t
un +
β2
∆t
un−1 + β3
∆t
un−2
)
v˜ dV
−
(
γ1 n (un,wn, v˜) + γ2 n
(
un−1,wn−1, v˜
)
+ γ3 n
(
un−2,wn−2, v˜
))
(6.43b)
∀v˜ ∈ V0k,i, i = 1, . . . 3
where A is the bilinearform (6.41),V0k,i is the DG space defined in (6.34) and C is the
discretized velocity divergence, given by (6.36). For a BDF scheme of first order the
coefficients are given by β0 = 1, β1 = β2 = β3 = 0 and γ1 = 1,γ2 = γ3 = 0, whereas
for a BDF scheme of third order the coefficients are given by β0 = 116 , β1 = 3, β2 =
−32 , β3 =
1
3
and γ1 = 3,γ2 = −3,γ3 = 1 for the third-order extrapolation (EX3).
The key advantage of this method is that the left-hand-side of (6.43b) is constant in
time. Thus, we can use a direct solver and save the factorization which means that a
computationally expensive factorization must be done only once.
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6.5 Test cases
As a test case for the numerical implementation of the helically invariant system of
Navier-Stokes equations we consider the following time-dependent manufactured
solution, which is given by
ur =
(
1− e−r2
)
sin (ξ) cos (t) , (6.44a)
uξ =
(
2rBe−r
2
cos ξ +
B
r
(
1− e−r2
)
cos (ξ)
)
cos (t) , (6.44b)
uη =
(
1− e−r2
)
cos (ξ) cos (t) , (6.44c)
p =
(
1− e−r2
)
sin (ξ) cos (t) . (6.44d)
The present solution is periodic in ξ−direction and thus fulfills the periodicity condi-
tions
uj(r, ξ) = uj(r, ξ + 2pi) for j = r, ξ, η (6.45)
and
p(r, ξ) = p(r, ξ + 2pi). (6.46)
Additionally, the manufactured solution (6.44) is divergence-free, i.e. the continuity
equation is fulfilled. For this ansatz residual terms arise, which are implemented as
source terms in the momentum equations of the helically invariant Navier-Stokes
system. To test the steady Navier-Stokes system, we reduce the maufactured solution
(6.44) by assuming cos (t) = 1, which leads to the following expressions for the velocity
and pressure
ur =
(
1− e−r2
)
sin (ξ) , (6.47a)
uξ = 2rBe−r
2
cos ξ +
B
r
(
1− e−r2
)
cos (ξ) , (6.47b)
uη =
(
1− e−r2
)
cos (ξ) , (6.47c)
p =
(
1− e−r2
)
sin (ξ) . (6.47d)
The second transient test case that we use in this thesis is the exact solution that we
derived in section 5.1, given by equations (5.19).
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7 Convergence studies on a cylindrical
shell and results
In the present chapter, the computational domain will be restricted to a cylindrical
shell, i.e. the centerline axis is excluded and the radial coordinate will be R0 ≤ r ≤ R1,
where R0 > 0. The focus of this chapter lies on the verification of the DG discretization
that was shown previously. Therefore in Section 6.5 a benchmark test, given by a
manufactured solution is constructed which is used for the spatial and temporal
convergence studies in sections 7.2 and 7.3.
7.1 The condition number of the operator matrix
To the best of the author’s knowledge, there are no investigations of the existence and
uniqueness of solutions of the helically invariant system of Navier-Stokes equations
(3.19). However, recent research has shown that exact solutions exist, which is one
crucial hint for the well-posedness of the system. In this section we show that the
condition number is finite and hence is acceptable even for fine meshes.
The condition number κ of a matrix T , with respect to a matrix norm ‖ · ‖∗ is given by
κ (T ) = ‖T ‖∗‖T−1‖∗, (7.1)
which we compute by using MATLAB’S command ”condest” for sparse matrices. The
algorithm that MATLAB uses is based on the 1-norm estimator of Hager, given in
Hager (1984).
We compute the condition numbers of the full spatial operator which results from
the DG discretization of the steady helically invariant Navier-Stokes equations (3.19)
presented in Section (6) for various grids consisting of 4× 4 cells to 32× 32 cells and
different DG degrees varying between k = 1 and k = 3.
It turns out that the slope of the lines in Figure 7.1 is less than |m| = 2 and approxi-
mately independent of the DG degree. The largest condition number for DG degree
k = 3 and 1024 cells is κ ≈ 105, which is feasible for the given grid.
7.2 Spatial convergence studies
For the spatial convergence study we consider a uniform Cartesian grid with 4× 4 cells
for the coarsest and 64× 64 cells for the finest grid. Since the computational domain
is rectangular, each cell also has a rectangular shape and we may choose the shortest
edge as the cell size, i.e. h = min(dr, dξ). The convergence study was performed
for each component of the helical velocity vector u, as well as for the pressure p. We
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Figure 7.1: Condition numbers of the spatial operator matrix versus grid spacing h
for polynomial degrees degrees k = 1, . . . , 3 and k′ = 0, . . . , 2, respectively.
The mesh is varied from 4× 4 up to 32× 32 cells. Mixed order formulation.
The absolute value of the slope |m| of each line is less than |m| = 2 for all
polynomial degrees.
investigate different polynomial orders, varying from k = 1 to k = 3 for the velocity
and k′ = 0, . . . , 2 for the pressure. For each DG degree and each velocity component
we obtain the convergence rate of k + 1, which we expect from theory. For the pressure
p we observe super-convergence due to (i) a highly regular mesh in the whole fluid
domain and (ii) the fact, that we use the exact solution (6.47) of the problem on all
boundaries (cf. Fig. 7.2).
In addition to that, we present an equal order formulation of the spatial discretization
of the system (3.19). In order to control pressure jumps across interfaces, we add an
addtional stability term in the continuity equation (6.35a), as proposed in Di Pietro
and Ern (2011). Hence, the continuity equation reads
c (u, τ) + λStab (p, τ) = 0 ∀τ ∈ V0k , (7.2)
where the stabilization term is given by
λStab (p, τ) :=
∮
Γ
hΓ [[p]] [[τ]] f (r) dS. (7.3)
Herein, hF is a local length scale for which we choose the longest edge of each cell,
i.e. max (∆r,∆ξ). As before, f (r) is the metric function, which is set to f (r) = 1 for
computations on the cylindrical shell. Figure 7.3 shows the results of a h−convergence
study, using analogous settings as in the studies for the mixed-order DG formulation
shown in Figure 7.2. Comparing both convergence studies, the results for the velocity
components are rather similar. Concerning the pressure, the mixed-order formulation
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Figure 7.2: L2 norm errors, measured with respect to the manufactured solution (6.47)
for the velocity u and pressure p v.s. the grid size h. For comparison the
solid lines are plotted to show the slopes m = (3, 4, 5) for the velocity
and m = (2, 3, 4) for the pressure, respectively. Computations for 4 ×
4, . . . , 64 × 64 cells and DG degrees k = 1, . . . , 3 and k′ = 0, . . . , 2 on a
domain Ω = [r× ξ] = [0.1, . . . , 1× 0, . . . , 2pi]. Mixed order formulation.
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shows better results for low DG degrees, whereas for DG degree k = 4 also the equal
order formulation reaches approximately the expected convergence rate. Due to these
results, we subsequently will keep the focus on the mixed-order formulation.
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Figure 7.3: L2 norm errors, measured with respect to the manufactured solution (6.47)
for the velocity u and pressure p v.s. the grid size h. Computations for
4× 4, . . . , 64× 64 cells and DG degrees k = k′ = 2, . . . , 4 on a domain Ω =
[r× ξ] = [0.1, . . . , 1× 0, . . . , 2pi]. Equal order formulation with pressure
stabilization in the continuity equation (7.2).
7.3 Temporal convergence study
For the temporal discretization we consider a BDF scheme of third order with time
step sizes from ∆t = 3.125× 10−2 to ∆t = 0.25. The polynomial order is chosen to be
k = 4 for the velocity and k′ = 3 for the pressure. All computations are conducted on
a grid of 32× 32 cells, such that the temporal error dominates the error of the spatial
operator. For all physical quantities, i.e. all velocity components and the pressure the
expected convergence rate of three is approximately obtained (cf. Figure 7.4).
Furthermore, we consider a temporal convergence study using the exact solution (5.21)
of the helically invariant Navier-Stokes equations (3.19) to verify the accuracy of the
semi-explicit timestepping method presented in section 6.4. The computational domain
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Figure 7.4: Temporal convergence studies, using the test case (6.44). The L2 norm
errors are plotted for the velocity u and pressure p v.s. the time step size
∆t. Computations for 32× 32 cells and DG degrees k = 4 and k′ = 3 on a
domain Ω = [r× ξ] = [0.1, . . . , 1× 0, . . . , 2pi]. Mixed order formulation.
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Figure 7.5: Temporal convergence studies for the velocity u and pressure p v.s. the
time step size ∆t. The calculation of the L2 norm errors is based on the
exact solution (5.21). Computations for 16× 16 cells and DG degrees k = 4
and k′ = 3 on a cylindrical shell Ω = [r× ξ] = [1, . . . , 2× 0, . . . , 2pi]. Mixed
order formulation.
for the present benchmark test is set to Ω = [r× ξ] = [1 . . . 2× 0 . . . 2pi], avoiding a
range around the centerline axis r = 0 where the exact solution is not defined. The
Navier-Stokes equations are solved for a viscosity ν = 1 and helical parameters a = 1
and b = 1. Further parameters involved in the exact solution are set to A = 1 and
t0 = 1. The mixed order formulation of polynomial degrees k = 4 for the velocity
and k′ = 3 for the pressure is used. The mesh consists of 16× 16 cells and time step
sizes varying from ∆t = 0.1 to ∆t = 0.0125 are considered, such that the temporal
error dominates the spatial error. The number of time steps are ns = 5, 10, 20, 40, which
results in a total integration time T = 0.5. The temporal convergence rate that is
expected from theory has been obtained for all variables (cf. Figure 7.5). The L2 norm
errors for the velocity eu and the pressure eu are calculated as follows
eu = ‖uns − uh (ns∆t)‖2L2(Ω) , ep = ‖pns − ph (ns∆t)‖2L2(Ω) , (7.4)
where uns , pns is the exact solution at t = ns∆t.
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8 Convergence studies on the full do-
main and results
In this section we consider the DG discretization of the helically invariant Navier-
Stokes equations (3.19) in the full cylindrical domain, including the centerline axis
at r = 0. In this case the DG approximation is based on the DG spaceV0k defined in
table 6.1 ensuring the centerline conditions that have been introduced in section 6.3.1.
At the beginning of this chapter we present a method to reduce the DOFs of the DG
discretization at r = 0, which is equivalent to a change of the DG basis and is the result
of the conditions (6.25).
8.1 Implementation of the reduced DG space V0k
In each timestep the evaluation of the spatial operator and the matrix assembly rely
on in the DG spaceVk. Since the reduced DG spaceV0k is a linear subspace of the DG
space Vk, i.e. V0k ≤R Vk, a basis ΨB of V0k can readily be written as ΨB = ΦB ·A,
where ΦB is a basis ofVk and A ∈ Rdim(Vk)×dim(V
0
k) is a non-quadratic matrix. The
reduction of the DG space can be done component-wise for each component of the
velocity vector u as well as for the pressure p. In the following we distinguish two
different cases of DG space reductions. In the first case we discuss the DG space
reduction using the conditions (6.25a,b), which are cell-local conditions. The second
case is a global DG space reduction where the conditions, given by (6.25c,d) are used.
Hence the first case is more restrictive and is implemented locally on each cell at
the centerline, whereas the second case represents a global relation connecting the
neighboring cells in ξ-direction at r = 0.
8.1.1 Case 1: Cell-local reduction of the DG space Vk
In this first case the two centerline conditions ur = 0 and uξ = 0 are implemented.
Let
(
ΦBj,1, . . . ,Φj,Nk
)
be a basis of a DG space of degree k in cell Kj which is located at
the centerline r = 0, i.e. Kj ∩ ({0} ×R) 6= 0. For both velocity components ui, with
i = {r, ξ}, we consider the ansatz ui (r, ξ) = ∑Nkn=1ΦBj,n (r, ξ) u˜ij,n
!
= 0 for r = 0 and the
nodes at the centerline in Kj ξ = ξ1, ξ2, . . . , ξNk+1, where ξ1 < ξ2 < . . . < ξNk+1 and
(0, ξk) ∈ Kj. The ansatz leads to a system of equations, given by Φ
B
j,1 (0, ξ1) · · · ΦBj,Nk (0, ξ1)
...
...
ΦBj,1
(
0, ξNk+1
) · · · ΦBj,Nk (0, ξNk+1)

︸ ︷︷ ︸
B
 u˜
i
j,1
...
u˜ij,Nk
 = 0, (8.1)
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for the velocity components ur and uξ . Equation (8.1) is a linear system of the form
B u˜ = 0, whereB denotes the matrix of the basis functions, evaluated at the centerline
r = 0. In a next step we need to find a matrix A ∈ Rdim(Vk)×dim(V0k) such that the
columns ofA represent a solution of (8.1), i.e. B ·A = 0. Using that, it follows that(
Ψj,1, . . . ,Ψj,l
)
=
(
Φj,1, . . . ,Φj,Nk
)
A (8.2)
is a basis which fulfills the centerline conditions (6.25a,b). The matrixA can be obtained
e.g. from the row echelon form ofB, which is a generalized Gaussian elimination.
8.1.2 Case 2: Global reduction of the DG space Vk
In the second case the centerline conditions, given by (6.25c,d) are implemented. The
implementation is divided into two steps. In the first step we proceed in anlogy to the
first case. The DG space is locally reduced in each cell at the centerline but this time
using the ξ−derivative of the basis functions ∂ξΦBj,k. Hence, in this case the system of
equationsB u˜ = 0 is given by ∂ξΦ
B
j,1 (0, ξ1) · · · ∂ξΦBj,Nk (0, ξ1)
...
...
∂ξΦBj,1
(
0, ξNk+1
) · · · ∂ξΦBj,Nk (0, ξNk+1)

 u˜
i
j,1
...
u˜ij,Nk
 = 0. (8.3)
From that, a matrixA∗ can be obtained in analogy to the proceeding in section 8.1.1.
In the second step we connect the neighboring cells at r = 0. For that, we consider two
cells Kj and Kl and demand that
uη (0, ξ1) = uη (0, ξ2) , (8.4)
for nodes (0, ξ1) ∈ Kj and (0, ξ2) ∈ Kl. The same condition is used for the pressure p.
Using the polynomial DG ansatz, (8.4) can be written as
ΦBj,1 (0, ξ1) , . . . ,ΦBj,Nk (0, ξ1) ,−ΦBl,1 (0, ξ2) , . . . ,−ΦBl,Nk (0, ξ2)︸ ︷︷ ︸
[B∗1 , −B∗2 ]
 ·

u˜ηj,1
...
u˜ηj,Nk
u˜ηl,1
...
u˜ηl,Nk

= 0.
(8.5)
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Just as before, a matrixR needs to be determined such that the following transforma-
tion holds
[
I 0
R21 R22
]
︸ ︷︷ ︸
R

u˜ηj,1
...
u˜ηj,Nk
u˜ηl,1
...
u˜ηl,Nk

=

u˜∗ηj,1
...
u˜∗ηj,Nk
u˜∗ηl,1
...
u˜∗ηl,Nk

, (8.6)
where u˜∗ηj,1, . . . , u˜
∗η
l,Nk
are the DG coordinates in the reduced DG space. The transforma-
tion is constructed as such that the coordinates in cell Kj are maintained. Similar to
section 8.1.1 we find the solution space of [B∗1 , −B∗2 ] through a solution of
[B∗1 , −B∗2 ]
[
I 0
R21 R22
]
= 0. (8.7)
It follows that the blockR22 is determined by the solution space ofB∗2 andR21 can be
obtained by the solution of
B∗2 ·R21 = B∗1 , (8.8)
using the least squares method for underdetermined systems. The final transformation
matrix Q that combines both steps (i) the cell-local reduction by evaluation of the
ξ−derivatives of the basis functions and (ii) the reduction connecting neighbor cells is
given by
Q = A∗ ·R. (8.9)
8.2 The condition number
In this section we consider the condition number of the operator matrix obtained from
the DG discretization and investigate the behaviour for different grid sizes and DG
degrees. In Figure (8.1) it is shown that the values of the condition numbers as well
as the growth, measured by the slope decrease significantly by the introduction of a
penalty scaling which we denote as sP(r). In the present case we choose sP(r) = B(r)2
with B being the geometric function defined in (3.15f). Hence, the penalty terms in the
discretization of the viscous part (6.41) are given by∮
Γ
ηSIP sP(r)
[[
ui
]] [[
vj
]]
dS (8.10)
where ui with i = {r, ξ, η} denotes the three helical velocity components and j =
{1, 2, 3} the three test functions used in the corresponding momentum equations. For
the present studies on the condition number, the centerline conditions (6.25) and the
implementation for the reduced DG spaceV0K are used. At the outer boundary, i.e. at
r = 1 we use the manufactured solution (6.47) as a Dirichlet boundary condition which
has already been applied for testing the discretization of the steady Navier-Stokes
equations in the helically symmetric frame. The grid is varied from 4× 4 up to 32× 32
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Figure 8.1: Condition numbers κ of the operator matrix over the grid size h (a) without
a penalty scaling and (b) using a penalty scaling of B(r)2. Mixed order
formulation with polynomial degrees k = (2, 3) for the velocities and
k′ = (1, 2) for the pressure.
cells and the polynomial degrees are chosen to be k = 2 and k = 3 for the velocities
and k′ = 1 and k′ = 2 for the pressure, respectively. Figure 8.1a shows the results
without a scaling, i.e. sP = 1 whereas in Figure 8.1b the results for a penalty scaling
sP = B(r)2 are presented.
The choice of the penalty scaling may not yet be optimal, so that the task of future
research remains to find better scalings that further reduce the values and the growth
of the condition numbers.
8.3 Convergence studies
As before for the cylindrical shell domain, we present a spatial and temporal conver-
gence study for our test case (6.47). Since in the full cylindrical domain, in order to
remove singularities in the coefficients of the helically invariant Navier-Stokes equa-
tions (3.19), the PDEs are multiplied by a metric function f = B2(r) (with B(r) defined
in (3.15f)). Hence, we introduce the following norm, given by∥∥∥ui − uiexact∥∥∥B := ∥∥∥B(r) (ui − uiexact)∥∥∥2 , (8.11)
where the numerical errors are scaled by the metric function B(r) and the ui denote
the components of the velocity vector, i.e. ur, uξ and uη.
Since the solution of the pressure is only unique up to a constant c, we need to find c
such that ∫
Ω
(perr − c)2 B(r)2 dΩ → min, (8.12)
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where perr = p− pexact. A quick calculation shows that
c =
∫
Ω perrB(r)
2 dΩ∫
Ω B(r)
2 dΩ
. (8.13)
8.3.1 Spatial convergence study
In Fig. 8.2 convergence plots for the mixed order formulation are presented. In
particular for DG degrees k = 2 and k = 3, the convergence rates are very close to
what we expect from theory. Fig. 8.3 shows convergence plots for the equal order
formulation. Here, for the velocity components of polynomial degrees k = 2 and
k = 3 the expected convergence rate is reached. The pressure converges with a rate of
EOC ∝ hp.
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Figure 8.2: Numerical errors, measured in the B−norm defined by (8.11) with respect
to the manufactured solution (6.47). The errors for the velocity u and
pressure p are plotted v.s. the grid size h. Computations for 4× 4, . . . , 64×
64 cells and DG degrees k = 2 . . . 4 and k′ = 1, . . . , 3 on the full domain
Ω = [r× ξ] = [0, . . . , 1× 0, . . . , 2pi]. Mixed order formulation.
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Figure 8.3: Numerical errors, measured in the B−norm defined by (8.11) with respect
to the manufactured solution (6.47). The errors for the velocity u and
pressure p are plotted v.s. the grid size h. Computations for 4× 4, . . . , 64×
64 cells and DG degrees k = k′ = 2, . . . , 4 on the full domain Ω = [r× ξ] =
[0, . . . , 1× 0, . . . , 2pi]. Equal order formulation.
8.3.2 Temporal convergence study
As before in section 7.3, we consider the temporal convergence rates of the numerical
discretization of the transient PDEs using the semi-explicit BDF3 scheme introduced in
6.4. For time step sizes from ∆t = 3× 10−2 to ∆t = 0.25, the polynomial order k = 4
and k′ = 3 for the velocity and pressure and a spatial grid consisting of 32× 32 cells,
we obtain the expected convergence rate for a third-order time integration scheme on
the full cylindrical computational domain, which is shown in Fig. 8.4
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Figure 8.4: Temporal convergence studies, using the test setup (6.44). The numerical
errors are measured in the B−norm, defined by (8.11). The velocity u
and pressure p is plotted v.s. the time step size ∆t. Computations for
32× 32 cells and DG degrees k = 4 and k′ = 3 on a full cylindrical domain
Ω = [r× ξ] = [0, . . . , 1× 0, . . . , 2pi]. Mixed order formulation.
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9 Direct numerical simulations and
results
In this chapter, we apply the newly developed DG code to perform direct numerical
simulations of helically invariant flows at Reynolds numbers around Re = 2400. We
perform two different simulations. In the first simulation (I) a forcing is applied by
boundary conditions which are periodic in ξ-direction. For the second simulation
(II) a shearing is employed through initial conditions. In that case Kelvin-Helmholtz
instabilities are observed. Finally for simulation (I) the temporal evolution of the
energy spectra is discussed. In addition to the convergence studies in chapters 7 and
8, these physically meaningful results also verify a correct DG discretization of the
helically invariant Navier-Stokes equations.
9.1 Two simulations of helically invariant flows
In simulation (I) we consider a parameter domain (r× ξ ) = [0, . . . , 4× 0, . . . , 2pi] with
the following BCs
ur = − r
2
cos(ξ), (9.1a)
uη = KP cos(ξ), (9.1b)
uξ = B(r) sin(ξ), (9.1c)
p = 0, (9.1d)
where KP = 2 and B(r) the geometric function (3.15f). At the left boundary (where
r = 0) a zero gradient condition in radial direction is assumed. The initial conditions
are given by
ur = 0, (9.2a)
uη = KP
(
2−
( r
4
)2)
cos(ξ), (9.2b)
uξ = KP
(
2−
( r
4
)2)
sin(ξ), (9.2c)
p = 0, (9.2d)
such that the maximal velocity is given by umax0 = 4. The viscosity is chosen to be
ν = 6.5 · 10−3 which leads to a Reynolds number Re = umax0 Lrν = 2461. We choose a
polynomial degree of k = 5 for the velocity and k′ = 4 for the pressure, respectively.
The grid consists of 100 cells in each direction resulting in 7.8 · 105 DoF. The simulation
is conducted with a time step size of ∆t = 10−5 for ns = 105 time steps such that we
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have a total simulation time of T = 1 s. The result is presented in Figure 9.1, where the
velocity component uη is shown at different times t. One may observe the evolution of
a vortex that is formed in the top left corner of the computational domain.
In simulation (II) we consider a shear flow, where the initial conditions for velocity
and pressure are given by
uη = uξ =
{
KS · r for r ≤ Lr2
0.1 · (2− r) for r > Lr2
, (9.3a)
ur = p = 0. (9.3b)
We choose KS = 8 and for the radial length of the domain Lr = 2. Further parameters
for the simulation are assumed as follows: time step size ∆t = 10−4, spatial domain
(r× ξ ) = [0, . . . , 2× 0, . . . , 2pi], boundary conditions u = 0 at r = 2 and ∇u · er =
0 at r = 0, viscosity ν = 6.7 · 10−3, the Reynolds number Re = 2388, and a polynomial
degree k = 5 and k′ = 4 for the DG approximation. In Figure 9.2 snapshots at different
times of the development of Kelvin-Helmholtz instabilities are shown for the velocity
component uη.
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Figure 9.1: Time evolution of a vortex in the helically symmetric parameter domain
r, ξ. The results are obtained for a simulation using a polynomial degree
k = 5 for velocities and k′ = 4 for the pressure. The Reynolds number for
the flow is Re = 2461. Snapshots for the velocity component uη are shown
for times t = 0.02, . . . , 1.
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Figure 9.2: Development of the Kelvin-Helholtz instabilities in the helically symmetric
parameter domain r, ξ. The results are obtained for a simulation using a
polynomial degree k = 5 for velocities and k′ = 4 for the pressure. The
Reynolds number for the flow is Re = 2388. Snapshots for the velocity
component uη are shown for times t = 0.4, . . . , 0.7.
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9.2 Energy spectra of helically invariant flows
For simulation (I) (see Figure 9.1), energy spectra are considered at different times
t = [0.5, 0.6, 0.7, 1.0]. Since the spatial domain is only periodic in ξ-direction, we
employ a fast Fourier transform (FFT) on a line r = const. for the kinetic energy,
determined from the helical velocity as follows
K˜ =
1
2
(
(ur)2 + (uη)2 +
(
uξ
)2)
. (9.4)
In the present case we choose r = 1 (and nF = 500 points) such that the line hits
the vortex which is formed in the top-left corner of the domain. Figures 9.3 and 9.4
show the temporal development of the energy spectra. In Figure 9.3 one may observe
that with increasing time, the energy decreases for all scales with the exception of a
small range of wave numbers 6 ≤ kh ≤ 10. The scaling law of k−5/3h predicted by
Kolmogorov (see e.g. Pope and Pope, 2000) is plotted in 9.4 for comparison. One may
observe that the scaling of the energy spectra for the present flow is different compared
to Kolmogorov’s law. Furthermore, the spectra becomes steeper as time increases.
To determine the exact scaling of the energy spectra could be one possible and quite
important task for future research of turbulent helically invariant flows.
100 101 102
10-2
100
102
104
Figure 9.3: Comparison of energy spectra at different times t = [0.5, 0.6, 0.7, 1.0] for the
simulation of a turbulent helical flow with initial conditions (9.2) at Re =
2461. The kinetic energy Eh(k) is plotted as a function of the wavenumber
kh.
In addition, Figures 9.3 and 9.4 show the characteristic ranges of turbulent energy
spectra known from the literature (e.g. Pope and Pope, 2000). For small wave numbers,
i.e. on the large scales, the energy-containing range can be observed. In that range,
94 Direct numerical simulations and results
100 101 102
100
101
102
103
(a)
100 101 102
100
101
102
103
(b)
100 101 102
100
101
102
103
(c)
100 101 102
100
101
102
103
(d)
Figure 9.4: Energy spectra at different times t = [0.5, 0.6, 0.7, 1.0] for the simulation
of a turbulent helical flow with initial conditions (9.2) at Re = 2461. The
kinetic energy Eh(k) is plotted over the wavenumber kh. The dashed line
represents Kolmogorov’s k−5/3h -law.
Energy spectra of helically invariant flows 95
energy is injected into the system. For larger wave numbers, i.e. for kh = 101, . . . , 6 · 101
the inertial subrange can be identified, where energy is transferred between the vortices.
The third and last region of a turbulent energy spectrum, the dissipation range, is
indicated in Figure 9.3 at wave numbers around kh = 102, but is not shown completely.
The reason for this is that the smallest scales (the Kolmogorov scales) have not yet
been completely resolved in the simulation. Larger calculations with finer grids also
reveal the dissipation range, so that finally a statement regarding the energy transfer
for helically symmetric flows (towards the small scales or vice versa) can be made.
The performance of simulations with sufficiently fine grid resolutions is the subject of
future research on the turbulence of helically invariant flows.
The investigations of the energy spectra discussed in this chapter present a first view
of the behavior of energy and the time evolution. For further investigations of the
energy spectra and in particular for a statement concerning the questions in how far
helical flows are more like 2D or 3D flows, it is necessary to perform a series of FFT
in the whole computational domain (e.g for a series of different lines r = const.).
Additionally, simulations using more DoF in order to resolve the smallest eddies
are needed, as well as a different external forcing to trigger turbulence in helically
symmetric flows. Nevertheless, the simulations show that one can generate vortices
and hence turbulence using the newly developed numerical code.
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10 Conclusion and outlook
The present thesis is separated into two parts. In the first part analytic methods such as
the Lie symmetry groups and the direct method for seeking conservation laws of PDEs
are applied. The analysis of the helically symmetric Navier-Stokes equations leads to
new conservation laws as well as new exact solutions of the system of equations.
In the second part of this thesis, we develop a numerical code based on the DG method
that solves the transient incompressible helically invariant Navier-Stokes equations. In
addition, we provide two numerical simulations for high Reynolds number flows. The
results show the formation of vortices, Kelvin-Helmholtz instabilities, and a scaling
of energy spectra which we compare with the well-known scaling law predicted by
Kolmogorov in the turbulence theory. A summary of the results from both parts of this
thesis is provided in the following. Some paragraphs of the present chapter are heavily
based on the articles Dierkes and Oberlack (2017) and Dierkes et al. (2020) which are
publications of mine.
10.1 Results of the analytic part
First we extended the classical case of a helical coordinate system provided in KCO by
applying the method of group invariant reduction. Based on these new coordinates we
derived a reduced system of time-independent helically invariant Euler and Navier-
Stokes equations, where the spatial dependence of all dependent variables has been
reduced by one. For the development of the new helical coordinate system, the helical
symmetry of the Euler and Navier-Stokes equations has been considered, which relies
on the combination of two Lie symmetry groups: (i) Generalized Galilean invariance,
which comprises classical Galilean group and axial translation and (ii) the rotation
about the same axis. In contrast to the coordinate system that is used for classical helical
flows given in KCO, where all coordinates are time-dependent, the present helical
coordinate ξ is time-dependent. Nevertheless, particularly for the helical coordinate,
there is a high analogy between the classical and the extended case. The only difference
is that the parameter a in the classical helical setting is replaced by the time-dependent
parameter 1
α(t) . Moreover, the helically invariant Euler and Navier-Stokes equations are
extended by terms involving the time-derivative of the parameter function α(t). Using
the newly derived time-dependent helical coordinate system new conservation laws
were sought, which were obtained from the new helical invariant system of equations.
However, for every CL in KCO a corresponding CL has been found from the Euler
and Navier-Stokes equations in primitive variables and in vorticity formulation for the
time-dependent coordinates. Only the conservation of energy and helicity does not
hold in the time-dependent coordinate system, which is proven in the sections 4.3 and
4.4. However, the assumption of helical invariance gives rise to new conservation laws
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which exist in addition to the known CLs in three dimensions, e.g. the conservation
of mass, momentum and energy. The derivation of the time-dependent coordinate
system together with the construction of new CL represent the first milestone of this
thesis.
The second milestone of this thesis is the derivation of exact solutions of the helically
invariant Navier-Stokes equations which can be divided into two different types. The
first type arises from the invariant solution ansatz with respect to the Galilei group
(5.1d) admitted by the helically invariant Navier-Stokes equations (3.19). We derive a
new nonlinear PDE of third order (5.13), for which we present two particular solutions,
given by (5.17) and (5.18). From that, complete solutions to the Navier-Stokes system
are derived and given by (5.19) and (5.20). It remains an open problem to derive further
physically relevant particular solutions, as well as the general solution of the v-equation
(5.13). We verified that the v-equation does not admit nonclassical symmetries, hence,
the nonclassical method (e.g., Bluman et al., 2010) and the equivalent “direct method”
of Clarkson and Kruskal (1989) cannot be used to construct additional exact solutions.
The second type of solutions of the helically invariant system of Navier-Stokes equa-
tions (3.19) is based on an exact linearization of the Navier-Stokes equations, where
we seek solutions that satisfy the Beltrami condition (5.28). We note that for such
flows, the most important mechanism in turbulence, the vortex stretching, is not active,
since the velocity and the vorticity vectors are parallel. Nevertheless, in order to seek
exact solutions, the Beltrami assumption is extremely helpful, as the PDE system (3.19)
becomes linear. A family of separated solutions of this system is described by an
exponentially decaying in time, ξ−periodic ansatz (5.33), leading to a linear system
of ODEs ((B.14) in Appendix B.2). Exact solutions (5.47) were found in the case of
a constant Beltrami parameter ϑ. These solutions involve confluent Heun functions.
While all such separated solutions are ξ−periodic, the radial dependence may be
regular or singular on the z-axis, and the solutions may grow or decay as r → ∞.
However, all solutions (5.47) are regular in annular domains 0 < r1 ≤ r ≤ r2. We also
note that though the solutions (5.47) are time-dependent, all streamlines, as well as
level surfaces of helicity density, velocity and vorticity magnitude are time-invariant
(see Figures 5.3, 5.4 and 5.5).
10.2 Results of the numerical part
The third milestone of this thesis is the development of a DG code to solve the helically
invariant Navier-Stokes equations numerically. In order to do that we first derive
periodicity conditions which hold in the helical frame. The derivation is based on the
fact that all physical variables are periodic along a helical line which means that the
values at the beginning and at the end of one helical turn coincide. We further derive a
uniqueness condition for the physical variables at the centerline axis. The proceeding
is analogous to Khorrami et al. (1989) where similar conditions for axisymmetric flows
are discussed. Combining both of these steps, we found a set of conditions at the
centerline. Using that result, we introduce a reduced DG spaceV0k (see Table 6.1) that
includes the newly derived conditions.
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After these preliminaries we proceed with a spatial discretization using the DG method
with polynomial approximations of the solutions by polynomial functions of order k for
the velocity components and k′ for the pressure. The computational domain is chosen
to be the parameter domain (r, ξ) and is divided into non-overlapping rectangular
elements and approximated by the grid consisting of cells K1, . . . KN . For the boundary
conditions we choose Dirichlet BCs at the outer wall, i.e. at r = 1 and periodic BCs in
ξ−direction at the top and bottom boundaries of the domain. The viscous terms are
discretized using the SIP method whereas for the nonlinear terms of the Navier-Stokes
equations a ”super weak” form is obtained by double partial integration. For the fluxes
of the nonlinear terms, we use a standard upwind formulation.
Following Shahbazi et al. (2007), we employ a semi-explicit scheme for the temporal
discretization, where the full operator is split into a Stokes operator and the nonlinear
terms. The Stokes operator consists of the viscous terms and the pressure gradient
and is discretized implicitly whereas the nonlinear terms are treated explicitly. The
great advantage is that once having solved the Stokes system, solutions of each time
step may be obtained by an explicit treatment of the nonlinear terms. In this powerful
method of time integration we use a BDF scheme of third-order for the transient term
and a third-order extrapolation of the nonlinear terms.
The correct implementation of the DG discretization is verified by convergence studies
on two different computational domains. First, a cylindrical shell is considered where
the central axis is excluded. Afterwards, the convergence studies are performed on a
full cylindrical pipe. The reason for excluding the centerline is threefold. First, it is thus
possible to ensure that the equations on the shell have been correctly implemented.
Second, it is possible to determine the impact of the central axis on the condition
numbers of the spatial operator. Thus, we could discover that the discretized system is
much better conditioned for the cylindrical shell than in the full cylindrical domain.
The reason for that is that the coefficients of the helically symmetric Navier-Stokes
equations are singular at r = 0 when the centerline axis is included. Third, the
introduction of a metric function is not necessary since the coefficients in the PDE are
non-singular on the cylindrical shell.
In this restricted domain, we employ the manufactured solution (6.47) to compute
errors measured by the difference between the numerical and exact solution in the
L2-norm. We use the mixed-order formulation, where the polynomial degree for the
velocities is k and for the pressure k′ = k− 1 and the equal-order formulation where the
degrees for both are equal, i.e. k = k′. For the latter case we add an additional penalty
term for the pressure jumps in the continuity equation (6.35a) to ensure stability. For
the mixed-order formulation, the expected convergence rates of k + 1 for the velocity
and k for the pressure are perfectly obtained. For the equal-order formulation, only for
the velocities the expected convergence rates are obtained. We further show the results
of the temporal convergence studies, where we consider the errors of the numerical
solution against the unsteady manufactured solution (6.44) in the L2-norm. As a
second test case, we use the exact solution (5.19) of the helically invariant Navier-
Stokes equations. For both test cases the expected convergence rates for a BDF scheme
of third order are perfectly obtained.
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Based on the assumption that all physical quantities are unique at the centerline
combined with periodicity conditions for the helical coordinates, we first present
a reduction of the DG space. This results in a change of the DG basis. We show
that the values of the condition numbers as well as the growth rates decrease by the
introduction of a penalty scaling. It remains an open question if other penalty functions
exist which further decrease the condition number of the spatial operator. Finally, as
before on the cylindrical shell, we present convergence studies where we measure the
numerical error in a B−norm referring to the metric function f (r) = B(r)2. For the
mixed order formulation, we obtain the expected convergence rates of k + 1 for the
velocity and k for the pressure. For the equal-order formulation, the convergence rate
k + 1 is obtained only for the velocity. The temporal convergence studies show that
the semi-explicit method is also applied correctly on the full cylindrical domain since
the convergence rates are perfectly obtained in the present case.
In addition, results of two direct numerical simulations are presented in chapter 9.
In simulation (I) the generation of vortices can be observed. For simulation (II) a
shearing has been employed, from which Kelvin-Helmholtz instabilities are obtained.
Finally, for simulation (I) energy spectra at different times are compared. It can
be seen that the energy decreases for all wavenumbers except for one small range
6 ≤ kh ≤ 10. Moreover, it is shown that the energy spectra differ from the k−5/3h -scaling
of Kolmogorov (see e.g. Pope and Pope, 2000).
10.3 Outlook
All three milestones of this dissertation, i.e. the new CL’s for the Euler and Navier-
Stokes equations in time-dependent helical coordinates, the exact solutions, and the
numerical code can be used in different fields of future research. In particular, the
newly developed code may be applied in turbulence research where numerical simu-
lations of dimensional reduced flows are of highest interest. It is well-known that in
two-dimensional turbulence physical mechanisms are significantly different to those
in three dimensions. In the latter, energy is transferred from the large eddies to smaller
ones and a stretching of the vortices appears, whereas in two dimensions the vortex
stretching vanishes and the energy is transferred in opposite direction. As introduced
at the beginning of this thesis in chapter 1, helically reduced flows are placed between
two and three dimensions and to date it is not known in which direction energy is trans-
ferred. Using the present numerical discretization, simulations with high Reynolds
numbers will give an answer to the energy transport in helically symmetric flows
and to many other questions concerning the behavior of two and three dimensional
turbulence.
The time-dependent coordinates offer the possibility to enforce a stretching of helical
vortices, just by the assumption of a certain function for the helical parameter α(t).
Techniques that are used in this thesis can also be applied to the system of Euler- and
Navier-Stokes equations in the time-dependent helical coordinates to derive further
exact solutions. Another step of future research can be the extension of the DG code
for the time-dependent helical coordinate system.
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Concerning the newly discovered exact solutions, both types derived in the present
work are given by explicit closed-form expressions, suitable for further analysis and
algebraic manipulation. For example, one can study the dynamics of points where the
maximum of vorticity or its specific component(s) is achieved, referred to as the vortex
core (e.g. Ali and Abid, 2014; Selc¸uk et al., 2017), as well as their other local and global
characteristics. In particular, for the exact solution (5.21), the dimensionless vorticity
component in the invariant direction is given by
ωˆη =
AˆBˆrˆξˆ
4
(
tˆ + tˆ0
)2 e− rˆ24(tˆ+tˆ0) . (10.1)
If the vortex core is defined as the maximal value of |ωη| as a function of the cylindrical
radius rˆ, one readily finds that the radial position of the vortex core is described by an
increasing function
rˆηmax(t) =
1
2a
√
4a2
(
tˆ + tˆ0
)
+ 2
(√
4a4
(
tˆ + tˆ0
)2
+ 12a2
(
tˆ + tˆ0
)
+ 1− 1
)
. (10.2)
Another possible direction of future research is to study the confluent Heun-type
solutions (5.47) in more detail. Further physical solutions can possibly be found
through equivalence transformations, other parameter choices and linear combinations
of various modes that may describe specific situations of interest.
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A Appendix: Derivation of the time-
dependent helical coordinates
The present section is heavily based on the following publication of mine (Dierkes and
Oberlack, 2017) as well as on results of my master’s thesis (Dierkes, 2015).
Presently, a new time-dependent helical coordinate system for the Euler and Navier-
Stokes equations is derived, using the method of group invariant reduction. Here,
group invariance is meant in the sense of reduction of the spatial coordinates such as
e.g. a reduction to plane flows.
The derivation is based on the helical symmetry which is a combination of the general-
ized Galilean invariance and the rotation group, given by (3.13). The corresponding
infinitesimal generators for rotation and generalized Galilean invariance of the Euler
and Navier-Stokes equations are given by (3.5h) and (3.5c), respectively
XR =
∂
∂ϕ
, (A.1a)
XG = α(t)
∂
∂z
+ α˙(t)
∂
∂uz
− zα¨(t) ∂
∂p
. (A.1b)
A new extended helical symmetry of the Euler and Navier-Stokes equations consists
of a superposition of a rotation group XR and the Generalized Galilean symmetry XG.
To maintain the nomenclature to earlier results on helical flows (see e.g. Kelbin et al.,
2013), we choose the following linear combination of symmetries (A.1a) and (A.1b) to
obtain
X =
1
b
XR − XG (A.2)
=
1
b
∂
∂ϕ
− α(t) ∂
∂z
− α˙(t) ∂
∂uz
+ zα¨(t)
∂
∂p
. (A.3)
For the final aim of a helically symmetric coordinate system we need to define
η∗(r, ϕ, z, t) to be the variable, which should be eliminated from the system of equations
such that the reduced system only contains two spatial variables.
Based on this idea, we derive a new set of variables, i.e. the reduced helical coordinates
(r˜, ξ), the helical velocities (u˜r, uη, uξ) and the pressure p˜ summarized in the vector
σ := (ξ, r˜, τ, u˜r, uη, uξ , p˜). (A.4)
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For their derivation we employ the method of canonical coordinates (see e.g. Bluman
et al., 2010), which results in two linear partial differential equations of first order,
given by
Xη∗ = 1, (A.5a)
Xσ = 0. (A.5b)
Their solutions generate the new variables (η,σ) and the symmetry (A.3) transforms
into the symmetry
X =
∂
∂η∗
, (A.6)
which is a translational symmetry in η∗.
Substituting (A.3) in (A.5a) leads to
Xη∗ = 1
b
∂η∗
∂ϕ
− α(t)∂η
∗
∂z
− α˙(t)∂η
∗
∂uz
+ zα¨(t)
∂η∗
∂p
= 1, (A.7)
which can be equivalently written in the form of a characteristic system
bdϕ = − dz
α(t)
= − du
z
α˙(t)
=
dp
zα¨(t)
=
dt
0
=
dr
0
=
duϕ
0
=
dur
0
=
dη∗
1
. (A.8)
Solving the system (A.8), we obtain a general solution of equation (A.7) for the helical
variable η∗ given by
η∗ = bϕ+ F
(
r, t, bϕ+
z
α
, p +
1
2
α¨
α
z2, uϕ, ur, uz + α˙bϕ
)
. (A.9)
Similarly, substituting (A.3) in (A.5b) yields
Xσ =
1
b
∂σ
∂ϕ
− α(t)∂σ
∂z
− α˙(t) ∂σ
∂uz
+ zα¨(t)
∂σ
∂p
= 0, (A.10)
and, written in the equivalent form of the characteristic system, we obtain
bdϕ = − dz
α(t)
= − du
z
α˙(t)
=
dp
zα¨(t)
=
dt
0
=
dr
0
=
duϕ
0
=
dur
0
=
dσ
0
. (A.11)
A general solution of (A.11) reads
σ = F
(
r, t, bϕ+
z
α
, p +
1
2
α¨
α
z2, uϕ, ur, uz + α˙bϕ
)
, (A.12)
where F = ( f 1, f 2, f 3, f 4, f 5, f 6, f 7) is a vector consisting of seven arbitrary functions
depending on the arguments given in (A.12).
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The specific new helical coordinates may now be manufactured from (A.9) and (A.12),
respectively. In order to keep the complexity for the resulting Euler and Navier-Stokes
equations in the helical coordinate system as low as possible, we choose the new
independent coordinates as given in (3.14a)-(3.14d).
Analogous to the classical case the helical velocity components and the pressure are
given by (3.14e)-(3.14h). They are a particular choice of the special solutions of (A.12).
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B Appendix: Details of the exact so-
lutions to the Navier-Stokes equa-
tions
B.1 Details of the derivation of the v-equation (5.13)
The substitution of the ansatz (5.6) into the Navier-Stokes equations (3.19) yields
1
r
(rur)r +
1
B
Fξ = 0, (B.1a)
− B
2
r
(
b
r
Fξ + aFη
)2
ξ2 − 2B
2
r
(
b
r
Fξ + aFη
)(
b
r
Gη + aGξ
)
ξ + urt + u
rurr
− B
2
r
(
b
r
Gη + aGξ
)2
+ pr − ν
[
urrr +
1
r
urr −
1
r2
(
ur +
2Bb2
r
Fξ + 2abBFη
)]
= 0
(B.1b)
[
Fηt + u
rFηr +
FξFη
B
+
urFηa2B2
r
− νB
(
FηB′′
B2
−
(
2ab
r2
Fξ +
b2
r2 − a2
r
Fη
)
B′
+
2B′
B2
Fηr − 2abBr2 F
ξ
r − Br
(
b2
r2
− a2
)
Fηr +
1
B
Fηrr +
B
r2
(
b2
r2
− a2
)
Fη
)]
ξ
+ Gηt + u
rGηr +
GξFη
B
+
a2B2
r
urGη − νB
[
B′′
B2
Gη −
(
2ab
r2
Gξ +
b2
r2 − a2
r
Gη
)
B′
+
2B′
B2
Gηr − 2abBr2 G
ξ
r − Br
(
b2
r2
− a2
)
Gηr +
1
B
Gηrr +
B
r2
(
b2
r2
− a2
)
Gη
]
= 0 (B.1c)
[
Fξt + u
rFξr +
1
B
(
Fξ
)2
+
2abB2
r2
urFη +
b2B2
r3
Fξur − νB
(
B′′
B2
Fξ +
(
2ab
r2
Fη −
b2
r2 − a2
r
Fξ
)
B′
+
2B′
B2
Fξr +
2abB
r2
Fηr − Br
(
b2
r2
− a2
)
Fξr +
1
B
Fξrr − 2abBr3 F
η
)]
ξ
+Gξt +u
rGξr +
1
B
GξFξ+
2abB2
r2
urGη+
b2B2
r3
urGξ− νB
[
B′′
B2
Gξ +
(
2ab
r2
Gη −
b2
r2 − a2
r
Gξ
)
B′
+
2B′
B2
Gξr +
2abB
r2
Gηr − Br
(
b2
r2
− a2
)
Gξr +
1
B
Gξrr − 2abBr3 G
η
]
= 0, (B.1d)
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where (B.1a) is the continuity equation, (B.1b) is the r-momentum equation, (B.1c)
is the η-momentum equation and (B.1d) is the ξ-momentum equation. In (B.1), the
coefficients of the powers ξ2, ξ1, and ξ0 must vanish independently. The condition of a
vanishing coefficient of the ξ2-term of (B.1b) leads to the relation (5.7)
Fη = − b
ar
Fξ .
Furthermore, the determining equations which arise from vanishing coefficients of the
first-order terms (O(ξ)) of the ξ-momentum and η-momentum are equivalent. Using
the vanishing coefficient of the O(ξ0)-terms of the continuity equation, we obtain the
condition (5.8), given by
Fξ = −B
r
(rur)r ,
and relating the unknown functions Fξ and ur. By substitution of this relation into the
remaining helically invariant Navier-Stokes equations (3.19), one obtains a set of four
determining PDEs for the unknowns ur, Gξ , Gη, p, which is given by (5.9). Its second
PDE is a decoupled equation for ur, from which the v-equation (5.13) follows after the
substitution (5.12).
B.2 Derivation of the parameters in the Beltrami flow
ansatz (5.33)
The derivation of the parameters K1− K8, R1− R3 and Rp in (5.33) proceeds as follows.
Employing the solution (5.33) into (5.31a) yields
e−νQ2t
B
(K5λ sin(λξ)− K6 cos(λξ)) R3
= ϑ(r)e−νQ
2t (K1 cos(λξ) + K2 sin(λξ)) R1, (B.2)
which may be simplified to(
K5λ
B
R3 − K2ϑR1
)
sin(λξ)−
(
K6λ
B
R3 + K1ϑR1
)
cos(λξ) = 0. (B.3)
For vanishing coefficients of (B.3) we obtain
K2 =
K5λ
ϑB
R3
R1
, K1 = −K6λ
ϑB
R3
R1
, (B.4)
which leads to
K2
K5
= −K1
K6
. (B.5)
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Employing (5.33) into (5.31c) we obtain(
K6
(
R′3 +
a2B2
r
R3
)
− K4ϑR2
)
sin(λξ)
+
(
K5
(
R′3 +
a2B2
r
R3
)
− K3ϑR2
)
cos(λξ) = 0. (B.6)
As before, vanishing coefficients yield
K3 =
K5
ϑR2
(
R′3 +
a2B2
r
R3
)
, K4 =
K6
ϑR2
(
R′3 +
a2B2
r
R3
)
, (B.7)
which is
K3
K5
= −K4
K6
. (B.8)
Finally, employing (5.33) into (5.31b) leads to(
−K1λ
B
R1 − K4r (rR2)
′ − 2K6abB
2
r2
R3 +
K4a2B2
r
R2 − K6ϑR3
)
sin(λξ)
+
(
−K2λ
B
R1 − K3r (rR2)
′ − 2K5abB
2
r2
R3 +
K3a2B2
r
R2 − K5ϑR3
)
cos(λξ) = 0. (B.9)
For vanishing coefficients of (B.9) we obtain
K5 =
r2
(2abB2 + ϑr2) R3
(
−K2λ
B
R1 − K3r (rR2)
′ + K3a
2B2
r
R2
)
, (B.10a)
K6 =
r2
(2abB2 + ϑr2) R3
(
−K1λ
B
R1 − K4r (rR2)
′ + K4a
2B2
r
R2
)
. (B.10b)
Employing (5.33) into the continuity equation (5.29) leads to(
K2R1 + K2rR′1 − K3λ
r
B
R2
)
sin(λξ)
+
(
K1R1 + K1rR′1 − K4λ
r
B
R2
)
cos(λξ) = 0. (B.11)
The coefficients yield
K1 = −K4λ rB
R2
R1 + rR′1
, K2 = K3λ
r
B
R2
R1 + rR′1
, (B.12)
which leads to
K1
K4
= −K2
K3
. (B.13)
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The condition (B.13) is a combination of (B.5) and (B.8). We now consider the system of
linear ODE’s, stemming from (B.4), (B.7), (B.10b) and (B.12) with nonlinear coefficients,
given by
R1 = −K6K1
λ
ϑB
R3, (B.14a)
R2 =
K6
ϑK4
(
R′3 +
a2B2
r
R3
)
, (B.14b)
R3 =
r2
K6 (2abB2 + ϑr2)
(
−K1λ
B
R1 − K4r (rR2)
′ + K4a
2B2
r
R2
)
, (B.14c)
R2 =
K2
K3
B
λr
(
R1 + rR′1
)
, (B.14d)
which is a system for the unknowns R1, R2, R3, ϑ. The constraints for the parameters
K1, ..., K6 are given by (B.5) and (B.8). Employing (B.14a) and (B.14d) into (B.14b) and
using the constraints (B.5), (B.8) leads to ϑ′ = 0 and hence ϑ = const. The second
order ODE (5.37) may be derived by employing (B.14a), (B.14d), (B.5) and (B.8) into
(B.14c). As before for the Beltrami equations (5.28), we employ the ansatz (5.33) into
the momentum equations (5.30). From the momentum equation in radial direction
(5.30a) we obtain one additional constraint for the parameters, which is given by
K7
K8
= −K4
K3
. (B.15)
The solution of the ODE (5.37) is related to that of the confluent Heun ODE (Ronveaux,
1995) with parameters (5.42), in which a, b are the helix pitch parameters (cf. (3.15a)),
n ∈ N is the ξ-mode number, and ϑ = const. is the Beltrami parameter in (5.28).
Here, we use the notation of the MAPLE-Software (Maplesoft, 2017) package for the
Confluent Heun function.
Specifically, the general solution of the ODE (5.37) is given by (5.40). From the equa-
tions (B.14) we obtain the exact solutions (5.43) for R2(r) and R3(r). Substituting (5.33)
and the derived solutions for R1(r), R2(r), R3(r) into the ξ−projection of momentum
(5.30c) leads to the following equation for Rp(r), given by
K8λr
(
a2r2 + b2
)3
Rp(r) = 0, (B.16)
which has the solution Rp(r) = 0. Hence, from (5.33e), it follows that the modified
pressure P is zero, which in turn leads to the final solution for the pressure, given by
(5.35).
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C Appendix: Derivation of a new or-
thogonal helically invariant coordi-
nate
Due to the singular behaviour of the helical coordinate η˜ at the origin r = 0, originally
introduced by KCO, a new third coordinate is derived in the following. This coordinate
is needed to formulate well-defined periodicity conditions at the centerline axis r = 0,
that are necessary for the implementation of periodic boundary conditions in the DG
discretization of the helically invariant Navier-Stokes equations.
We use the two helical coordinates introduced in KCO
r˜ = r, ξ = az + bϕ (C.1)
and attend to find a third coordinate η in the invariant direction. From (C.1) one may
determine the Jacobian matrix
J =

∂r˜
∂r
∂r˜
∂ϕ
∂r˜
∂z
∂ξ
∂r
∂ξ
∂ϕ
∂ξ
∂z
∂η
∂r
∂η
∂ϕ
∂η
∂z
 =
 1 0 00 a b
∂η
∂r
∂η
∂ϕ
∂η
∂z
 . (C.2)
The inverse relation reads
J−1 =

∂r
∂r˜
∂r
∂ξ
∂r
∂η
∂ϕ
∂r˜
∂ϕ
∂ξ
∂ϕ
∂η
∂z
∂r˜
∂z
∂ξ
∂z
∂η
 , (C.3)
which can be obtained by inverting (C.2). We have
J−1 = 1
b ∂η∂z − a ∂η∂ϕ
 1 0 0a ∂η∂r ∂η∂z −a
−b ∂η∂r ∂η∂ϕ b
 . (C.4)
Comparing (C.3) and (C.4) leads to
∂ϕ
∂ξ
=
∂η
∂z
b ∂η∂z − a ∂η∂ϕ
,
∂ϕ
∂η
=
−a
b ∂η∂z − a ∂η∂ϕ
,
∂z
∂ξ
=
− ∂η∂ϕ
b ∂η∂z − a ∂η∂ϕ
,
∂z
∂η
=
b
b ∂η∂z − a ∂η∂ϕ
. (C.5)
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The derivatives are given by
∂η =
∂r
∂η
∂r +
∂ϕ
∂η
∂ϕ +
∂z
∂η
∂z, (C.6a)
∂ξ =
∂r
∂ξ
∂r +
∂ϕ
∂ξ
∂ϕ +
∂z
∂ξ
∂z. (C.6b)
For the helical and cylindrical coordinates we know that
∂r
∂η
= 0,
∂r
∂ξ
= 0, ∂ϕ = reϕ, ∂z = ez. (C.7)
For orthogonality of the coordinate lines ξ = const. and η = const. the condition
∂ξ · ∂η = 0 must be fulfilled. That leads to a determining PDE for the coordinate η,
given by
∂ξ · ∂η = ∂ϕ∂ξ
∂ϕ
∂η
r2 +
∂z
∂ξ
∂z
∂η
(C.8a)
=
−ar2 ∂η∂z(
b ∂η∂z − a ∂η∂ϕ
)2 + −b
∂η
∂ϕ(
b ∂η∂z − a ∂η∂ϕ
)2 = 0. (C.8b)
The solution of the PDE can be derived using the method of characteristics
dz
ar2
=
dϕ
b
, dη = 0, (C.9)
which leads to
η = F (r, ϕ, z) , (C.10a)
C1 = −bz + ar2ϕ. (C.10b)
Finally, the coordinate η reads
η = F (C1) = −bz + ar2ϕ. (C.11)
We further show that, even though the coordinate lines of constant ξ and η are orthog-
onal, the three unit vectors er, eξ and eη are not orthogonal.
The gradient operator in cylindrical coordinates is given by
∇S = ∂S
∂r
er +
1
r
∂S
∂ϕ
eϕ +
∂S
∂z
ez , (C.12)
where S is a scalar quantity. Using that, we obtain
er =
∇r
‖∇r‖ , eξ =
∇ξ
‖∇ξ‖ (C.13)
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for the unit vectors er and eξ . The gradient of the coordinate η is given by
∇η = ∂η
∂r
er +
1
r
∂η
∂ϕ
eϕ +
∂η
∂z
ez (C.14a)
= 2arϕer + areϕ − bez. (C.14b)
The absolut value reads
‖∇η‖ = r
√
4a2ϕ2 +
1
B2
, (C.15)
from which the unit vector of the invariant coordinate is determined:
eη =
∇η
‖∇η‖ =
1
r
√
4a2ϕ2 + 1B2
 2arϕar
−b
 . (C.16)
For orthogonality of the unit vectors, the condition that er × eη != eξ must hold.
However, the cross product of both unit vectors is given by
er × eη =
 10
0
× 1
r
√
4a2ϕ2 + 1B2
 2arϕar
−b
 (C.17)
=
1
r
√
4a2ϕ2 + 1B2
 0b
ar
 6= eξ , (C.18)
which is only in the case of ϕ = 0 equal to the unit vector eξ .
