Dinámica no lineal de superconductores fuera de equilibrio by Ojeda Collado, Héctor P.
TESIS CARRERA DE DOCTORADO EN FÍSICA
DINÁMICA NO LINEAL DE SUPERCONDUCTORES FUERA
DE EQUILIBRIO





Teoría de la Materia Condensada – Centro Atómico Bariloche
Instituto Balseiro
Universidad Nacional de Cuyo




BCS Bardeen-Cooper-Schrieffer (creadores de la teoría BCS para la supercon-
ductividad)
DOS Densidad de estados (del inglés Density of States)
ISRS Dispersión Raman estimulada impulsiva (del inglés Impulsive Stimulated
Raman Scattering)
NMR Resonancia magnética nuclear (del inglés Nuclear Magnetic Resonance)
RWA Aproximación de onda rotante (del inglés Rotating Wave Approximation)
CDW Onda de densidad de carga (del inglés Charge Density Waves)
RAP Pseudoespínes de Anderson resonantes (del inglés Resonant Anderson
Pseudospins)
trARPES Espectroscopía de fotoemisión resuelta en ángulo y tiempo (del inglés
time-resolved and Angle-Resolved Photoemission Spectroscopy)





Índice de símbolos i
Índice de contenidos iii
Resumen v
Abstract vii
1. Introducción general 1
1.1. Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Estructura de la tesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2. Fases dinámicas del modelo de BCS ante perturbaciones súbitas 7
2.1. Modelo de BCS para la superconductividad . . . . . . . . . . . . . . . 7
2.2. Pseudoespínes de Anderson y ecuación de movimiento . . . . . . . . 11
2.3. Cambio súbito de la interacción atractiva . . . . . . . . . . . . . . . . 13
2.4. Integrabilidad del hamiltoniano BCS: vector Lax . . . . . . . . . . . . 17
3. Respuesta dinámica del superconductor acoplado a un baño térmico 21
3.1. Formalismo de Keldysh para incluir relajación de energía en presen-
cia de un baño térmico . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.1. Funciones de Green fuera de equilibrio . . . . . . . . . . . . . 24
3.1.2. Autoenergías en el límite de banda ancha: efectos de disipa-
ción en el superconductor . . . . . . . . . . . . . . . . . . . . . 26
3.1.3. Estado de equilibrio en presencia de disipación . . . . . . . . 30
3.1.4. Justificación de la fórmula de Dynes . . . . . . . . . . . . . . . 33
3.1.5. Dinámica fuera de equilibrio . . . . . . . . . . . . . . . . . . . 35
3.2. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4. Modos Rabi-Higgs en presencia de perturbaciones periódicas 43
4.1. Modelo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
iii
iv Índice de contenidos
4.2. Mecanismos de excitación periódica en el superconductor . . . . . . 49
4.2.1. Modulación periódica de la DOS . . . . . . . . . . . . . . . . . 49
4.2.1.1. Dispersión Raman estimulada impulsiva (ISRS) . . . 51
4.2.1.2. Radiación en el rango de los THz . . . . . . . . . . . 54
4.2.2. Oscilaciones de la interacción atractiva mediada por fonones 55
4.2.3. Perturbaciones periódicas en átomos ultrafríos . . . . . . . . . 56
4.3. Respuesta lineal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4. Respuesta no lineal y modos Rabi-Higgs . . . . . . . . . . . . . . . . . 60
4.4.1. Resultados numéricos . . . . . . . . . . . . . . . . . . . . . . . 60
4.4.2. Analogía con los experimentos de NMR . . . . . . . . . . . . . 64
4.4.3. Consecuencias del modo Rabi-Higgs: inversión de población 66
4.4.4. Fase dinámica de superconductividad de gap nulo . . . . . . . 69
4.5. Uso de las oscilaciones de Rabi-Higgs para generar las fases dinámi-
cas del modelo de BCS . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5.1. Resultados numéricos . . . . . . . . . . . . . . . . . . . . . . . 71
4.6. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5. Dinámica no lineal del superconductor acoplado a un baño térmico y su
posible detección usando espectroscopías con resolución temporal 77
5.1. Modos Rabi-Higgs en presencia de disipación provista por el baño . 79
5.1.1. Efectos no lineales en ausencia de un reservorio externo: mo-
dos Rabi-Higgs y generación de segundos armónicos . . . . . 80
5.1.2. Dinámica incluyendo relajación de energía . . . . . . . . . . . 82
5.2. Simulación de tr-ARPES y STM: detección del modo Rabi-Higgs y
otras no linealidades en el estado estacionario . . . . . . . . . . . . . 88
5.2.1. tr-ARPES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.1.1. Teoría de Floquet para el estado estacionario . . . . 90
5.2.2. Experimentos de tunelaje con resolución temporal . . . . . . . 91
5.3. Resumen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Conclusiones generales y trabajo futuro 99
A. Apéndices 103





En los últimos años, ha habido un creciente interés en la posibilidad de mani-
pular el estado superconductor fuera del equilibrio. Dentro del formalismo de BCS,
la mayoría de los trabajos teóricos han estudiado el problema de un cambio súbito
en la interacción atractiva, suponiendo que el sistema se encuentra perfectamente
aislado. El resultado más importante es la existencia de tres fases dinámicas dife-
rentes, que corresponden respectivamente con una amortiguación, un sobreamorti-
guamiento u oscilaciones persistentes del parámetro de orden superconductor. Sin
embargo, para describir correctamente sistemas reales de materia condensada y áto-
mos fríos, es necesario tener en cuenta los efectos de disipación que aparecen debido
a la presencia inevitable del medio ambiente: un desafío teórico que no ha sido re-
suelto hasta el momento para superconductores fuera de equilibrio y que hemos
abordado en esta tesis. En este caso, sin importar cuán grande sea el cambio en la
interacción atractiva, el parámetro de orden superconductor tiende al parámetro de
orden de equilibrio que corresponde a la nueva interacción atractiva, en un tiempo
característico que depende del acoplamiento con el baño externo (el baño externo
absorbe toda la energía extra y permite al sistema alcanzar su estado fundamental
a tiempos largos). Hemos demostrado que el proceso de termalización podría ocu-
rrir en una escala de tiempo tal que la fase sincrónica (oscilaciones persistentes) y la
fase de oscilaciones amortiguadas del parámetro de orden, difícilmente puedan ser
distinguidas en los experimentos.
En la segunda parte de la tesis, estudiamos la dinámica fuera de equilibrio de un
superconductor BCS en presencia de una perturbación periódica de alta frecuencia
y un baño externo, en equilibrio, que agrega disipación al problema. Para tiempos
cortos comparados con el tiempo de relajación de energía, un conjunto de excitacio-
nes de cuasipartículas entra en resonancia y realiza oscilaciones de Rabi sincrónicas
con una frecuencia que depende de la amplitud de la perturbación periódica. Como
consecuencia, aparece un nuevo modo colectivo (modo Rabi-Higgs) en la dinámica
transitoria del parámetro de orden superconductor. A tiempos largos, en el estado
estacionario, este modo se desvanece y se produce una saturación en el desbalance
de la población de cuasipartículas, análogo a lo que sucede en problemas de óp-
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tica cuántica. Finalmente, se discute la viabilidad de dos técnicas experimentales
basadas en fotoemisión y microscopía de efecto túnel para detectar oscilaciones de
Rabi-Higgs. Aún en presencia de disipación debida al acoplamiento con el baño,
se demuestra cómo ambas espectroscopías son apropiadas para la futura detección
experimental de estas no linealidades.
Palabras clave: SUPERCONDUCTIVIDAD FUERA DE EQUILIBRIO, DIMÁMICA
EN PRESENCIA DE DISIPACIÓN, ESPECTROSCOPÍAS RESUELTAS EN TIEMPO.
Abstract
In the last few years, there has been a growing interest in the possibility to ma-
nipulate the superconducting state far from equilibrium. Within the BCS formal-
ism, most of the theoretical works have studied the problem of a sudden change in
the attractive interaction parameter by considering a perfect isolated system. The
main finding is the existence of three different dynamical phases corresponding to
damping, overdamping and persistent oscillations of the superconducting order pa-
rameter. However, to correctly describe real condensed matter systems and cold
atoms, it is necessary to introduce dissipation effects due to the ubiquitous pres-
ence of environment: a theoretical challenge that remains unsolved so far which has
been addressed in this thesis. In this case, no matter how strong the quench in the
pairing interaction is, the order parameter reaches the equilibrium order parameter
that corresponds with the new attractive interaction in a characteristic time which
depends on the coupling to an external bath (the external bath absorbs the extra en-
ergy allowing the system to reach the ground state). We have demonstrated that the
thermalization processes could take place on a time scale such that the synchronic
phase (persistent oscillations) and the damping phase could hardly be distinguished
in experiments.
In the second part of this thesis, we have studied the out-of-equilibrium dynam-
ics of a BCS superconductor in the presence of a high-frequency periodic drive and
an external bath, at equilibrium, providing dissipation. For short times compared
with the energy relaxation time, a set of quasiparticle excitations enters into res-
onance and performs synchronous Rabi oscillations with a frequency that depends
on the amplitude of the drive. As a consequence, a new collective mode (Rabi-Higgs
mode) appears in the transient superconducting gap dynamic. At long-times, in the
steady-state, this mode vanishes and saturation of the population imbalance takes
place in the system, analogous to what happens in quantum optics problems. Fi-
nally, we discuss the feasibility of two experimental techniques based on photoemis-
sion and scanning tunneling microscopy to detect Rabi-Higgs oscillations. Even in
the presence of dissipation due to the coupling with the bath, we demonstrate that









La interacción de la luz con la materia es un tópico recurrente en la Ciencia, que
abarca disímiles áreas del conocimiento que van desde la Biología [1, 2], la Quími-
ca [3, 4] hasta la Física de la Materia Condensada [5–13]. Su mayor uso ha estado
orientado al estudio de las propiedades de los materiales mediante técnicas de es-
pectroscopía o de transporte en las que se estimula al sistema con campos eléctricos
de poca intensidad o en una escala de tiempo característica que es mayor que el
tiempo de interacción entre los distintos grados de libertad del sistema (la relajación
es muy rápida comparada con el estímulo externo). Esto conduce, desde el punto de
vista teórico, a la utilización de formalismos de cuasi-equilibrio en los que es válido
usar la física estadística convencional.
En los últimos años, el extraordinario avance en el campo de la óptica no lineal
y las tecnologías láser ha hecho posible la utilización de pulsos electromagnéticos
mucho más cortos (1 fs= 10−15s a ∼ 100 fs) que los tiempos de relajación típicos en
sistemas de materia condensada. Esto ha permitido no solo el desarrollo de nuevas
espectroscopías con alta resolución temporal sino también la posibilidad de modifi-
car las propiedades cuánticas de los materiales. En particular, el control preciso de
pulsos electromagnéticos ultracortos con frecuencias que van desde el visible hasta
el THz ha permitido excitar selectivamente distintos modos colectivos en el sólido
que inducen, de modo transitorio, nuevas fases de la materia que no están presentes
en condiciones de equilibrio. La posibilidad de inducir superconductividad con luz
en cupratos [9, 14] o fullerenos [15], la generación de ondas de densidad de carga
después de aplicar un pulso de luz ultracorto [16] y la utilización de pulsos elec-
tromagnéticos en el rango de los THz que inducen ferroelectricidad en un sistema




Otra posible alternativa de control cuántico es la utilización de perturbaciones
périodicas dependientes del tiempo, las cuales han vuelto a ser de gran interés en
la comunidad científica por dos razones fundamentales: la disponibilidad de nue-
vas técnicas espectroscópicas ultrarápidas para analizar la respuesta transitoria de
diversos sistemas físicos y también debido a la aparición de nuevas y exóticas pro-
piedades cuánticas en algunos materiales en presencia de radiación [5, 17]. Algunos
ejemplos relevantes son la creación de aislantes topológicos de Floquet [6, 18–20], el
efecto túnel asistido por fotones [21, 22], la localización dinámica [23–25], la posibi-
lidad de controlar el acoplamiento espín-órbita en sistemas atómicos ultrafríos [26]
y más recientemente, la comprobación experimental del efecto Hall anómalo, indu-
cido con luz, en grafeno [27]. Debemos mencionar también el creciente interés por
nuevas fases de la materia que existen solamente fuera del equilibrio, tales como los
cristales de tiempo [28, 29] observados recientemente en varios experimentos [30–
32]. En este contexto, el concepto de ingeniería de Floquet es un tema con mucho
auge en los últimos años [5, 33–35]. En este caso, en presencia de una perturbación
periódica dependiente del tiempo (radiación electromagnética, excitación coheren-
te de fonones, etcétera), la evolución y estado estacionario de un sistema cuántico
están determinados, después de promediar adecuadamente en un período, por un
nuevo hamiltoniano efectivo (hamiloniano de Floquet) que en general posee distin-
tas propiedades que el hamiltoniano estático y que depende de la radiación utiliza-
da. La idea entonces es encontrar una perturbación periódica que modifique dicho
hamiltoniano efectivo a nuestra voluntad (diseñar un nuevo hamiltoniano con las
propiedades físicas que se deseen) [5]. Esto permite, en principio, inducir nuevos
comportamientos del sistema que resultan muchas veces inaccesibles en un régi-
men de equilibrio. Si bien este tipo de estrategia ha sido estudiada teóricamente e
implementada experimentalmente en sistemas atómicos ultrafríos [35, 36], su éxito
en sistemas reales de materia condensada resulta ser en algunos casos dudosa, prin-
cipalmente debido a la posibilidad de calentamiento que esto puede traer consigo
en sistemas con muchos grados de libertad. En sistemas fuertemente interactuan-
tes, se cree que este tipo de perturbación permite a un sistema perfectamente aisla-
do, absorber energía indefinidamente y alcanzar un estado de temperatura infinita
[37, 38]. Sin embargo, existen algunos casos en los que no sucede este tipo de com-
portamiento. Por ejemplo los sistemas integrables, sistemas en los cuales tiene lugar
el fenómeno de localización de muchos cuerpos [37, 39, 40] o sistemas expuestos a
radiación de muy alta frecuencia (mayor que todas las escalas de energía del pro-
blema estático) para los cuales la absorción de energía es exponencialmente chica
(esencialmente se requieren procesos de muy alto orden para poder generar calen-
tamiento) [33, 41]. Estos dos últimos fenómenos han sido comprobados experimen-
talmente en sistemas atómicos ultrafríos [36, 42–45] y representan un claro ejemplo
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donde la ingeniería de Floquet puede ser factible aún en sistemas interactuantes de
muchos cuerpos. En sistemas de materia condensada hay dos formas de eludir este
tipo de problema: (a) el proceso de calentamiento es suficientemente lento como pa-
ra observar, al menos de modo transitorio, cierto modo coherente del sistema fuera
de equilibrio o (b) la energía absorbida por el material es eficientemente disipada
al entorno alcanzándose así un estado estacionario fuera de equilibrio. A lo largo
de este trabajo no tendremos en cuenta efectos de calentamiento suponiendo que la
condición (a) es válida para los sistemas físicos que nos interesan describir. Los sis-
temas en los que son relevantes otros tipos de interacciones residuales que van más
allá del formalismo de BCS (modelo integrable) no son objeto de la presente tesis.
Encontrar un mecanismo de control cuántico robusto y preciso en sistemas de
materia condensada constituye uno de los pilares fundamentales de la llamada se-
gunda revolución cuántica [46]. Sin embargo, pese al creciente avance en el área,
el control cuántico de sistemas fuertemente interactuantes en y fuera de equilibrio
representa todavía un gran desafío desde el punto de vista teórico, experimental y
tecnológico. En este sentido uno de los objetivos de esta tesis es encontrar protoco-
los que permitan manipular el estado superconductor de determinados materiales
fuera de equilibrio. En el contexto de las tecnologías cuánticas, los superconductores
son particularmente de gran interés debido a dos razones fundamentales: sus fuer-
tes no linealidades y sus tiempos de relajación y decoherencia relativamente largos,
lo cual permite operar en un régimen cuántico durante un tiempo que puede alcan-
zar, en algunos casos, los nanosegundos (10−9s) [47]. De hecho, estas características
hacen posible hoy en día, el uso de superconductores en varios productos comer-
ciales que van desde dispositivos de imágenes basados en detectores de inducción
cinética hasta dispositivos de computación cuántica basados en qubits.
Los ejemplos experimentales más notables de control cuántico en el contexto de
la superconductividad fuera de equilibrio son la generación de superconductividad
transitoria a temperatura ambiente (un resultado aún controversial en la comuni-
dad científica) [15] y la excitación de modos de amplitud coherentes del parámetro
de orden superconductor conocidos como modos de Higgs [11, 12]. Paralelamente
a la actividad experimental y a veces anterior a ella, muchos trabajos teóricos han
estudiado la respuesta superconductora, en tiempo real, en presencia de una per-
turbación dependiente del tiempo, utilizando el hecho de que el hamiltoniano de
Bardeen, Cooper y Schrieffer (BCS) es integrable [48–53]. La mayoría de los trabajos
se concentran en el estudio de la respuesta superconductora ante un cambio súbito
de la interacción atractiva λ cuya realización experimental está restringida esencial-
mente al uso de sistemas atómicos ultrafríos. El resultado más relevante de estos
trabajos es la obtención de tres fases dinámicas del gap superconductor dependien-
do de cuán grande sea el cambio instantáneo en λ [49]. Para un pequeño cambio de
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la interacción atractiva, el parámetro de orden superconductor muestra oscilaciones
amortiguadas conocidas como modo de Higgs, mientras que para cambios grandes,
se obtiene una dinámica sobreamortiguada del gap superconductor si la interacción
es disminuida u oscilaciones persistentes del parámetro de orden si la interacción
atractiva ha sido incrementada [49, 51]. Sin embargo, en general, para describir co-
rrectamente tanto los sistemas de materia condensada como los sistemas de átomos
fríos reales, es necesario introducir mecanismos de relajación que inevitablemente
aparecen debido a la presencia del medio ambiente. Este es un desafío teórico que no
ha sido considerado hasta el momento para el caso de superconductividad fuera de
equilibrio y que será estudiado en detalle en esta tesis. En particular, se discutirá có-
mo se modifican las tres fases dinámicas mencionadas anteriormente considerando
que el sistema se encuentra acoplado a un baño externo.
Mucho menos estudiado es el caso de superconductores en presencia de pertur-
baciones periódicas dependientes del tiempo, lo cual analizaremos en esta tesis más
allá del régimen de respuesta lineal [54, 55] y también más allá de las habituales
expansiones en potencias no lineales de la perturbación en términos de susceptibili-
dades [56–58].
Desde el punto de vista experimental, uno de los resultados pioneros en el campo
de la superconductividad en presencia de radiación, es el aumento de la corriente
crítica de un superconductor expuesto a un fuerte campo de microondas [59, 60].
Este resultado fue explicado por Eliashberg quien encontró que, en presencia de ra-
diación, la distribución de cuasipartículas fuera de equilibrio es tal que se favorece
la superconductividad a temperaturas cercanas a la temperatura crítica del super-
conductor. Para demostrarlo en su artículo [61], teniendo en cuenta las condiciones
del experimento, considera un régimen difusivo en el cuál la relajación es la escala
más rápida del problema. En este caso es correcto utilizar formalismos de cuasie-
quilibrio empleando, por ejemplo, las ecuaciones de Usadel [62]. Motivados por la
nueva disponibilidad de modos de excitación ultra rápidos, nuestro objetivo es es-
tudiar el problema en un régimen totalmente opuesto, en el cual la relajación es mu-
chísimo más lenta que el período de la perturbación periódica. La idea es estudiar
la respuesta transitoria del parámetro de orden superconductor y ver la posibilidad
de obtener nuevos modos colectivos de oscilación en el dominio del tiempo, antes
de que tengan lugar los efectos de relajación. A propósito, se discutirán en detalle,
las posibles realizaciones de perturbaciones periódicas dependientes del tiempo que
pueden ser implementadas tanto en sistemas de átomos fríos como en sistemas de
materia condensada, teniendo en mente los capacidades tecnológicas actuales.
En esta tesis, analizaremos la respuesta superconductora en presencia de dife-
rentes estímulos dependientes del tiempo, considerando un superconductor en el
límite de BCS. La teoría BCS es la aproximación más utilizada para describir un su-
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perconductor de una sola banda en el límite de acoplamiento débil y constituye uno
de los modelos más exitoso de la Física de la Materia Condensada. En éste caso,
estudiaremos cómo el parámetro de orden superconductor evoluciona en el tiempo
después de un cambio súbito de la interacción atractiva (o de la densidad de esta-
dos) y también en presencia de perturbaciones periódicas dependientes del tiempo.
A diferencia de las aproximaciones usadas en trabajos previos, analizaremos, me-
diante un cálculo autoconsistente, cómo el acoplamiento del sistema a un reservorio
externo modifica la dinámica del parámetro de orden superconductor. Por último,
identificaremos cuáles son las principales características que permiten detectar los
modos colectivos de oscilación del parámetro de orden superconductor obtenidos
en esta tesis, usando espectroscopías con resolución temporal. En particular, simula-
remos espectropías de fotoemisión resuelta en ángulo y tiempo (tr-ARPES) y micros-
copía de barrido túnel (STM) con resolución temporal, en presencia de mecanismos
de relajación.
1.2. Estructura de la tesis
Esta tesis contiene cinco capítulos (incluyendo la Introducción). En el Capítulo 1
introducimos brevemente el modelo de BCS y el formalismo de pseudoespínes de
Anderson. Discutimos las tres fases dinámicas del gap superconductor que se ob-
tienen al cambiar instantáneamente algún parámetro del hamiltoniano y el método
del vector Lax que surge de la integrabilidad del modelo, lo cual será útil en el Ca-
pítulo 3. En el Capítulo 2, presentamos el formalismo de Keldysh para incluir de
modo autoconsistente, distintos mecanismos de relajación en el sistema. En el Ca-
pítulo 3 analizamos el efecto de perturbaciones periódicas dependientes del tiempo
en la dinámica del parámetro de orden superconductor, para después en el Capítulo
4 discutir los efectos de disipación que introduce la presencia de un baño térmico
que da lugar a nuevas no linealidades en el sistema. También en el Capítulo 4, simu-
lamos la respuesta tr-ARPES en presencia de disipación, introducimos brevemente
el formalismo de Floquet para interpretar los resultados y analizamos cuales son las
características principales de los nuevos modos colectivos de oscilación del paráme-
tro de orden, usando microscopía de barrido túnel (STM) resuelta en tiempo.

Capítulo 2
Fases dinámicas del modelo de BCS
ante perturbaciones súbitas
2.1. Modelo de BCS para la superconductividad
Uno de los modelos más exitosos en la física de la materia condensada es el
desarrollado por Bardeen, Cooper y Schrieffer (modelo de BCS) para describir la
superconductividad. La validez de dicha teoría ha sido demostrada experimental-
mente en un sinnúmero de superconductores convencionales; en los que la interacción
atractiva es mediada por fonones. En esta sección, haremos una breve introducción
a dicho modelo, el cual será el soporte fundamental a lo largo de la presente tesis.
La teoría de BCS esta basada en el interesante hecho de que a pesar de las interac-
ciones Coulombianas repulsivas, dos electrones en un sólido pueden experimentar
una atracción mutua como resultado neto, debido a las oscilaciones de los iones
positivos que conforman la red. Estos dos electrones forman un estado ligado cono-
cido como par de Cooper. Fue Cooper quien mostró, que por débil que fuese esta
interacción atractiva, el mar de Fermi se vuelve inestable y los electrones muy cerca
de la superficie de Fermi pueden ganar energía formando un par de electrones con
momento y espín total nulo. Este resultado fue el precursor fundamental de la teo-
ría de BCS. Cuando un número macroscópico de estos pares de Cooper forman un
estado cuántico coherente se produce una de las manifiestaciones cuánticas a escala
macroscópica más espectaculares de la Física; la superconductividad.
El hamiltoniano modelo que describe el apareamiento de electrones en el marco














donde c†kσ (ckσ) es el operador de creación (destrucción) de un electrón con momento
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k y espín σ, ξk = εk − µ, εk es la energía de la partícula libre, µ es el nivel de Fermi
y λkk′ es la interacción atractiva entre electrones. Usualmente este hamiltoniano es
tratado en la aproximación de campo medio que consiste en aproximar el producto
de dos operadores A y B como AB ≈ 〈A〉B + A〈B〉 − 〈A〉〈B〉. Dado que las interac-
ciones, tenidas en cuenta en el segundo término de la Ec. (2.1), son de largo (infinito)
alcance en el espacio k, la teoría de campo medio es exacta en el límite termodinámi-
co. Entonces, tomando A = c†k↑c
†
−k↓ y B = c−k′↓ck′↑ el hamiltoniano Ec. (2.1) puede












































define el gap superconductor como veremos más adelante.
De esta forma, el hamiltoniano Ec. (2.2) es cuadrático en los operadores de crea-
ción y destrucción y por tanto diagonalizable. Para encontrar el espectro de exci-






























donde los coeficientes uk y vk deben satisfacer la condición |uk|2 + |vk|2 = 1 para
garantizar la regla de anticomutación fermiónica de los nuevos operadores (Bogo-






















































es la energía del condensado y Ek =
√
ξ2k + |∆k|
2 representa la energía de las ex-
citaciones. Resulta claro entonces que la energía mínima para crear una excitación
en el sistema (romper un par de Copper) es 2 |∆k| y de ahí que ∆k se denomine gap
superconductor. Luego, el estado fundamental del problema no es otra cosa que el
vacío de Bogoliubones; definido como aquel estado que satisface
γkσ |ΨBCS〉 = 0 (2.12)












donde |0〉 representa el estado vacío de partículas. Usando el lenguaje de los Bogo-































Dado que, en el formalismo de BCS, los estados con espín up son equivalentes a los
de espín down y los Bogoliubones son fermiones que siguen la estadística de Fermi-
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donde β = 1/kBT es un parámetro inversamente proporcional a la temperatura T .
A lo largo de este trabajo, estudiaremos superconductores en los cuales el gap es iso-
trópico en el espacio recíproco (conocido como s-wave superconductors en inglés) y
además es real. Para describir este tipo de sistemas basta considerar un modelo con
una interacción atractiva λkk′ ≡ λ no nula entre pares de Cooper que se encuentran
en una vecindadW alrededor de la superficie de Fermi con energías |ξk| ≤ ~ωD sien-
do ωD la frecuencia de Debye; típicamente mucho mayor que ∆ y mucho menor que
µ. En este caso, la ecuación que determina el gap superconductor ∆ como función















2. A lo largo de toda la tesis estudiaremos el estado supercon-







∼ 1 y pasando al límite del









donde hemos considerado que ~ωD  µ y por tanto es razonable suponer una den-
sidad de estados constante ρF evaluada en el nivel de Fermi. Integrando dicha ecua-


















y finalmente el gap superconductor
puede ser escrito como
∆ = 2~ωDe
− 1
ρF λ . (2.20)
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2.2. Pseudoespínes de Anderson y ecuación de movi-
miento
En esta sección presentamos una descripción del modelo de BCS en términos
de pseudoespínes 1/2, introducido por primera vez por P. W. Anderson [63]. Este
nuevo formalismo, nos permitirá más adelante explicar de un modo claro algunos
de los resultados más relevantes de la tesis.

































k los cuales satisfacen las reglas de conmutación








k donde a, b y c re-
presentan las distintas componentes x, y, z y εabc es el tensor totalmente antisimé-
trico de Levi Civita. El valor de expectación del operador de pseudoespín 〈Sk〉 =
〈Sxk〉 î + 〈S
y
k〉 ĵ + 〈Szk〉 k̂ en el estado fundamental BCS (Ec. (2.13)) permite visuali-
zar dicho estado como un conjunto de pseudoespínes clásicos (vectores en 3D de
componentes 〈Sxk〉 , 〈S
y
k〉 y 〈Szk〉) en el espacio recíproco con cierta textura o perfil.
Note que si los estados k ↑ y −k ↓ están ocupados entonces 〈Szk〉 = −1/2 (espín
down) mientras que 〈Szk〉 = 1/2 (espín up) si dichos estados están desocupados. En
la fase normal 〈Sx,yk 〉 ≡ 0 y todos los estados por debajo (encima) del nivel de Fermi
están ocupados (desocupados). En consecuencia, el estado fundamental en la fase
normal (mar de Fermi) puede ser representado por una pared de domino con una
discontinuidad en el nivel de Fermi como se muestra en la Figura 2.1a. Para un su-
perconductor de gap real ∆ los uk y vk de la Ec. (2.13) pueden ser tomados reales sin



















De esta forma, el estado fundamental puede ser representado por un conjunto de
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pseudoespínes en el espacio k cuyas componentes vienen dadas por


















En este caso, el perfil que forman todos los 〈Sk〉 juntos, muestra una dependencia
suave alrededor del nivel de Fermi con un ancho característico determinado por el
gap superconductor como se muestra en la Figura 2.1b.
Figura 2.1: Representación del estado fundamental del sistema en la fase normal (a) y en la fase
superconductora (b) a través de la textura de pseudoespín.



















Sk · bk. (2.25)
Dicho hamiltoniano describe al superconductor como una colección de espínes en
el epacio k, cada uno en presencia de un campo magnético local bk. En este caso, el










k〉 = 0). De la Ec.
(2.25) resulta claro que el estado fundamental del sistema corresponde a una confi-
guración en la que todos los pseudoespínes apuntan a lo largo de su campo mag-
nético local, lo cual minimiza la energía total. Efectivamente dicha configuración da
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lugar a la distribución de pseudoespínes dada por las Ecs. (2.23).
Escribamos ahora las ecuaciones de movimiento para los pseudoespínes. Tenien-






k, HMF ] (2.27)
con a = x, y, z, y las reglas de conmutación que satisfacen dichos pseudoespínes, es
fácil mostrar que las ecuaciones de movimiento para los valores de expectación de
los pseudoespínes, pueden escribirse de forma compacta como
d 〈Sk〉
dt
= −bk × 〈Sk〉 . (2.28)
La Ec. (2.28) describe la precesión de un pseudoespín clásico 〈Sk〉 = 〈Sxk〉 x̂+〈S
y
k〉 ŷ+
〈Szk〉 ẑ alrededor de un campo magnético estático bk en total analogía con las ecua-
ciones de Bloch para espínes usuales. Es importante hacer notar que la principal
diferencia con este tipo de problema, es que el campo magnético bk = 2∆x̂ + 2ξkẑ
depende a su vez de los pseudoespínes a través de la ecuación del gap ∆ (ver Ec.
(2.26)) lo cual determina la autoconsistencia del problema superconductor.
En lo que sigue vamos a considerar solamente superconductores de gap isotró-
pico en el espacio recíproco con lo cual el problema se convierte en un problema
unidimensional donde el número cuántico k puede ser reemplazado por ξk. A lo
largo de esta tesis, estudiaremos la dinámica de N ∼ 2· 104 pseudoespínes 〈Sk〉 cu-
yas ξk se encuentran dentro de una banda de ancho 2ωD = 40∆ tal que |ξk| ≤ ωD.
Todos estos pseudoespínes clásicos están acoplados entre sí a través de la ecuación
del gap Ec. (2.26) por lo que el problema matemático a resolver es un sistema de N
ecuaciones diferenciales acopladas entre sí. Para integrar las N ecuaciones de movi-
miento [Ecs. (2.28)], usamos el método de Runge-Kutta de cuarto orden con un paso
de tiempo dt suficientemente chico que garantiza que el error en la evolución del
parámetro de orden ∆(t) es menor a 10−6. El parámetro de orden se calcula en cada
paso de tiempo t y es reinsertado nuevamente en la ecuación de movimiento para
determinar el gap en el próximo paso de tiempo t+ dt.
2.3. Cambio súbito de la interacción atractiva
Una de las formas más simples de modelar la respuesta de un sistema físico de-
bido a la acción de una perturbación externa localizada en el tiempo es considerar
un cambio súbito de algún parámetro del hamiltoniano que describe al sistema en
cuestión. Este tipo de análisis en ocasiones logra explicar satisfactoriamente com-
portamientos del sistema fuera de equilibrio producidos por un pulso de luz muy
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corto que modifica repentinamente alguna propiedad del sistema. El estudio de los
posibles modos colectivos que aparecen al cambiar de modo abrupto algún pará-
metro del hamiltoniano ha sido de interés en el campo de la física de la materia
condensada y en sistemas atómicos ultrafríos. En particular, con átomos fríos es po-
sible estudiar este tipo de protocolos desde el punto de vista experimental gracias al
enorme avance tecnológico de los últimos años que permite simular cambios súbitos
en hamiltonianos de interés con extremada precisión.
En el campo de la superconductividad, analizar la respuesta del sistema ante
un cambio súbito de la interacción atractiva λ ha sido uno de los problemas más
estudiados en los últimos años. Uno de los resultados más importantes es que de-
pendiendo de cuán grande sea el cambio en la interacción atractiva, el gap supercon-
ductor muestra tres fases dinámicas bien marcadas. Si el cambio es suficientemente
chico (tanto si aumentamos o disminuimos λ), la amplitud del gap superconduc-
tor muestra oscilaciones amortiguadas con una frecuencia igual a dos veces el gap
superconductor promedio a tiempos largos, lo cual se conoce en la literatura como
modo de Higgs. Por otro lado, si el cambio en λ es suficientemente grande, existen
dos fases dinámicas posibles. Si λ aumenta considerablemente, el gap muestra osci-
laciones persistentes durante un tiempo infinitamente largo (el parámetro de orden
no se amortigua) lo cual corresponde a una sincronización de todos los pseudoes-
pínes del sistema. En cambio, si λ disminuye considerablemente, se observa una
dinámica sobreamortiguada en la que el gap decrece exponencialmente a cero en el
tiempo sin mostrar oscilaciones. En este capítulo estudiamos en detalle estas tres
fases dinámicas, los cuales servirán como punto de partida para analizar los princi-
pales resultados de la presente tesis.
Supongamos que a t < 0 el superconductor se encuentra en su estado funda-
mental con una distribución de pseudoespínes dada por la Ec. (2.23) (Fig. 2.1 b) y
a t = 0 la constante de interacción λ cambia de λ0 a λf : λ(t) = Θ(−t)λ0 + Θ(t)λf
donde Θ(t) es la función escalón unitario de Heaviside. Dicha perturbación saca
al sistema del equilibrio. Como consecuencia, los pseudoespínes evolucionan en el
tiempo siguiendo la ecuación de movimiento Ec. (2.28) y a su vez cambia el pará-
metro de orden superconductor según ∆(t) = λ(t)
∑
k 〈Sxk 〉 (t). En lo que sigue, por
simplicidad, cuantificamos el cambio de la interacción atractiva λ0 → λf a través del
cociente ∆0/∆f , donde ∆0 = 2~ωDe
− 1
ρF λ0 y ∆f = 2~ωDe
− 1
ρF λf son los valores del gap
BCS en equilibrio para λ0 y λf respectivamente; dados por la Ec. (2.20).
La Figura 2.2 muestra la dinámica del gap superconductor (panel superior) y la
dinámica de 〈Sxk〉 (t) (panel inferior) para valores de ξk cerca del nivel de Fermi, para
tres valores distintos de ∆0/∆f los cuales dan lugar a las tres fases dinámicas antes
mencionadas. En la Fig. 2.2a el parámetro de orden disminuye en promedio y tiende
asintóticamente a un valor ∆∞ mostrando oscilaciones que se van amortiguando
2.3 Cambio súbito de la interacción atractiva 15
en el tiempo. En este caso, ∆ (t) oscila con frecuencia 2∆∞ (modo de Higgs) y se
amortigua en el tiempo según la ley de potencia t−1/2. Explícitamente, la dinámica








donde a y φ son parámetros que dependen de la condición inicial. En lo que si-
Figura 2.2: En el panel superior se muestra la dinámica del gap superconductor para ∆0/∆f =
1.2 (a), ∆0/∆f = 5 (b) y ∆0/∆f = 0.05 (c). En el panel (a) también se ha graficado la Ec.
(2.29) para ∆∞ = 0.9943∆f , a∆∞ = 0.065∆f y φ = 0.82 la cual coincide perfectamente con
el resultado numérico a tal punto que resulta imperceptible la diferencia. En el panel inferior
se muestra la dinámica de la componente x del pseudoespín (〈Sxk〉) como función del tiempo
así como sus frecuencias características de oscilación obtenidas mediante un análisis de Fourier.





)1/2 y ωk = 2∆∞ (d)
mientras que en la fase II las frecuencias de oscilación vienen dadas por ωk = 2 |ξk| (e). En la fase
III se observa una sincronización de todos los pseudoespínes del sistema (f), lo cual da lugar a
oscilaciones persistentes no armónicas del gap superconductor.
gue, llamaremos a esta fase dinámica; fase I. Nótese que en general, ∆∞ es menor
que ∆f ; el gap superconductor de equilibrio correspondiente al nuevo parámetro
del problema (λf ). Para t > 0 el hamiltoniano es independiente del tiempo y conse-
cuentemente, si el sistema es aislado, la energía se conserva. El estado del sistema
para t = 0+ no es el estado fundamental del sistema con λf , es una superposición
de estados excitados. Si bien a tiempos largos el sistema puede evolucionar a un
estado estacionario con energía Ef , esta será mayor que la energía del estado fun-
damental del nuevo hamiltoniano (hemos inyectado energía a t = 0) y por lo tanto
es de esperar que ∆∞ sea menor que ∆f . Como veremos en el capítulo siguiente,
en presencia de un baño térmico que permite el intercambio de energía, el siste-
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ma evoluciona siempre hacia el estado fundamental del nuevo hamiltoniano cuya
interacción atractiva es λf .
Como se puede ver en la Fig. 2.2a , teniendo cuenta que ∆∞ = 0.9943∆f y to-
mando a∆∞ = 0.065∆f , φ = 0.82 la Ec. (2.29) reproduce perfectamente el resulta-
do numérico a tiempos largos. Este modo de oscilación descripto por la Ec. (2.29)
fue obtenido por primera vez por A. F. Volkov y colaboradores [64] y puede ser
justificado analíticamente teniendo en cuenta un cambio infinitesimalmente peque-
ño en la interacción atractiva, con lo cual las ecuaciones de movimiento para los
pseudoespínes pueden ser linealizadas. En este caso, el amortiguamiento de las os-
cilaciones del gap viene dado por el desfasaje que se produce entre los distintos
pseudoespínes una vez perturbado el sistema. Transformando Fourier la dinámica
〈Sxk〉 (t) para distintos valores de ξk, uno obtiene que además de la frecuencia fun-
damental 2∆∞, los pseudoespínes oscilan con un continuo de frecuencias dadas por





1/2 (ver Fig. 2.2d) lo cual corresponde a una frecuencia de precesión
(frecuencia de Larmor) a lo largo de un campo magnético efectivo independiente del
tiempo bk = 2∆∞x̂+ 2ξkẑ. Es decir, a tiempos muy largos (t→∞), cada pseudoes-
pín precesa en su propio campo magnético independiente del resto. Este desfasaje
es el origen del amortiguamiento en las oscilaciones del gap.
Para ∆0/∆f = 5 (Fig. 2.2b), se obtiene una fase dinámica (fase II) en la cual el
gap superconductor va a cero exponencialmente sin mostrar oscilaciones (∆∞ = 0).
Esta fase se puede entender pensando en límite en el cual anulamos la posibilidad
de apareamiento entre electrones (λf = 0). En este caso, los pseudoespínes están
desacoplados (los pseudoespínes no interactúan entre sí) y pueden oscilar libres e
independientemente unos de los otros con una frecuencia propia ωk = 2 |ξk| (Fig.
2.2e). Este hecho da lugar a un desfasaje total entre los pseudoespínes y un gap nulo
a tiempos largos como resultado.
Muy distinto de lo que ocurre en las fases I y II, cuando el aumento de la in-
teracción atractiva es suficientemente grande (por ejemplo para ∆0/∆f = 0.05), se
produce una sincronización entre los pseudoespínes del sistema y el parámetro de
orden muestra oscilaciones que persisten en el tiempo aún para t → ∞ las cuales
están acotadas entre los valores extremos ∆+ y ∆− como se ha indicado en Fig. 2.2c.
Nótese como a diferencia de lo que ocurre en las Fig. 2.2d y Fig. 2.2e en este caso los
pseudoespínes se sincronizan, lo cual puede ser identificado con el patrón de franjas
verticales que se ve en la Fig. 2.2f. A esta fase sincrónica la denotaremos en lo que
sigue como fase III.
A modo de resumen, en la Figura 2.3 mostramos los valores de ∆∞ (en la fase
I y II) y de ∆± (en la fase III) como función de ∆0/∆f . En la figura se observa que
las transiciones entre una y otra fase ocurren para ∆I,II0 = 0.21∆f y ∆
II,III
0 = 4.81∆f
aproximadamente y que para todo ∆0/∆f en la fase I ∆∞ < ∆f como hemos discu-















Figura 2.3: Diagrama de fases para un cambio súbito en la interacción atractiva. Los pequeños
círculos corresponden a los resultados extraídos de la simulación numérica mientras que las
líneas continuas corresponden a los resultados analíticos obtenidos a través del método de Lax
(ver la siguiente sección).
Si bien la fase I puede ser descripta usando respuesta lineal, la fases II y III son
accesibles para cambios súbitos grandes de la constante de interacción lo cual nos
conduce a un régimen no lineal. No obstante, como veremos en la sección siguiente
estas fases también admiten, en principio, solución analítica gracias a la integrabili-
dad del hamiltoniano BCS.
2.4. Integrabilidad del hamiltoniano BCS: vector Lax
A continuación mostramos como las tres fases dinámicas antes descritas pueden
ser obtenidas analíticamente (sin recurrir a la solución numérica de la ecuación de
movimiento de la sección anterior) teniendo en cuenta la integrabilidad del hamil-
toniano BCS. Las integrales de movimiento asociadas a dicho hamiltoniano fueron
encontradas por primera vez fuera del ámbito de la materia condensada en modelos
del núcleo atómico en Física nuclear.
Como hemos mencionado anteriormente la dinámica del gap puede ser obtenida
a través de la dinámica de espínes clásicos (vectores en 3D). De hecho, uno puede
demostrar que las ecuaciones de movimiento Ec. (2.28) son las ecuaciones de movi-
















. Esto significa que la Ecs. (2.28) no son otra cosa que las ecuacio-
nes de Hamilton ∂tsk = {HBCS, sk} derivadas de la Ec. (2.30) usando los corchetes
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= −εabcδkk′sck donde a, b y c
corresponden a las componentes x, y, z respectivamente y εabc es el tensor de Levi
Civita. De esta forma, el modelo clásico descripto por el hamiltoniano (2.30) pue-
de ser obtenido de su contraparte cuántica cambiando los operadores de espín por
variables clásicas y el conmutador por los corchetes de Poisson. Para mostrar la inte-
grabilidad del modelo (tanto en su versión clásica como cuántica) uno puede hacer
uso de un método espectral conocido como método de Lax [50, 51] lo cual esboza-
mos a continuación. Para ello, introduzcamos el vector Lax definido como,






donde u es un párametro auxiliar que define el espectro de frecuencias relevantes
del problema. Usando las reglas de los corchetes de Poisson, cualquiera sea el valor













Por otro lado, el vector Lax al cuadrado puede escribirse explícitamente como





















Dado que los vectores Lax al cuadrado conmutan entre sí para cualquiera sea v y
w, de la Ec. (2.34) resulta entonces que todos los Hk conmutan entre sí y por tanto
cada uno de ellos define un modelo clásico integrable siendo los Hk las N integrales
de movimiento (incluyéndose a sí mismo), donde N es el número de valores k (o
valores ξk para el caso de s-waves superconductors) que se considere. Dicho esto, solo




ξkHk(ξk) + cte, (2.36)
con lo cual queda claro que también HBCS conmuta con todos los Hk y por tanto es
integrable. Volviendo hacia atrás, cuantizando el hamiltoniano, es posible ver que
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HBCS (con los operadores de espín) es integrable de la misma manera. Si bien las
integrales de movimiento vienen dadas por los Hk es L2(u) quien posee la informa-
ción más importante como discutimos a continuación. El L2(u) es una cantidad que
se conserva durante la evolución temporal y por tanto sus raíces (en lo que sigue
raíces Lax) también son cantidades conservadas que contienen la información rele-
vante de la dinámica a tiempos largos. Debido a que el vector Lax al cuadrado es
siempre positivo entonces todas sus raíces aparecen en pares complejos conjugados.




k = −sz−k para todo tiempo, donde k y−k deno-
tan el estado de cuasipartícula con energía ξk y ξ−k = −ξk, respectivamente, es fácil
darse cuenta que si u es una raíz Lax −u también lo es. La utilidad de este vector
radica en el hecho de que la dinámica del parámetro de orden está relacionada con
el número de pares aislados de raíces Lax m [50, 51]. De hecho, ∆ (t) presenta osci-
laciones persistentes a tiempo largos si m > 1 (más de un par de raíces Lax aisladas)
mientras que ∆ (t)→ ∆∞ (oscilaciones amortiguadas) si m = 1. Además, el número
de frecuencias que aparecen en la fase III viene dado por la parte entera de m/2. Da-
do que L2(u) es una cantidad conservada podemos evaluarla en la condición inicial
para los distintos valores de λ y con ello obtener el comportamiento del sistema a
tiempo largos sin necesidad de realizar el cálculo numérico de la sección anterior. Al
evaluar L2(u) para el estado inicial Ec. (2.23) uno puede ver que existe un continuo
de raíces reales y que las raíces Lax aisladas que aparecen son imaginarias puras.
































el vector Lax puede escribirse como












De aquí resulta claro que para u → ξk ± 0, Ls(u) → ±∞ y por tanto L2(u) =
(∆20 + u
2)L2s(u) tiene raíces reales entre los distintos ξk, lo cual en el límite del con-
tinuo da lugar a una línea de raíces Lax sobre el eje real. Además de este continuo
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de raíces, aparece también el par de raíces aisladas u = ±i∆0 que brinda justamente
información sobre el gap superconductor en dicho régimen de equilibrio (∆0). Para
λf distinto del valor de equilibrio, las raíces Lax se modifican de acuerdo con la Ec.
(2.37) (por ejemplo no podemos emplear la Ec. (2.38) en Ec. (2.37) para obtener la Ec.
(2.39) y existen, como consecuencia, tres posibles escenarios. Una primera posibili-
dad es que L2(u) tenga 1 par de raíces complejas conjugadas. En este caso, las raíces
Lax vienen dadas por ±i∆∞ definiendo así unívocamente el valor del gap asintótico
∆∞ y correspondiendo por ende a la fase I. Otra posibilidad es que no exista nin-
guna raíz aislada (solo el continuo en el eje real) lo cual corresponde al colapso de
las dos raíces ±i∆∞ en el origen de coordenadas correspondiendo así a la fase II en
la que ∆∞ = 0. Por último el L2(u) puede tener dos pares de raíces complejas con-
jugadas aisladas ±iu1 y ±iu2 que definen los valores extremos ∆± = (u1 ± u2) ∆f
de la fase dinámica III cuya solución analítica puede ser expresada en términos de
funciones elípticas de Jacobi. La Figura 2.4 muestra los ceros del L2(u) en el plano
























Re (u) /∆f Re (u) /∆f Re (u) /∆f
Figura 2.4: Ceros del L2(u) en el plano complejo para ∆0/∆f = 1.2 (a), ∆0/∆f = 5 (b),
∆0/∆f = 0.05 (c) correspondiendo a las fases I, II y III respectivamente.
Puede verse como los valores obtenidos para ∆∞ y ∆± a través de este méto-
do de Lax están en perfecto acuerdo con los resultados numéricos obtenidos en la
sección anterior. En el panel (a) de la Fig. 2.4 las raíces aisladas son imaginarias pu-
ras y vienen dadas por el par ±i0.9943∆f lo cual se corresponde con el valor de
∆∞ = 0.9943∆f que se obtuvo en la simulación numérica anterior (ver Fig. 2.2a). En
el panel (b) no existen raíces Lax aisladas (∆∞ = 0) lo cual está de acuerdo con la
dinámica de la Fig. 2.2b. Por otro lado, del panel (c) de la Fig. 2.4 uno puede deducir
los valores ∆+ = 0.97∆f y ∆− = 0.31∆f que están en pleno acuerdo con la simula-
ciones de la Fig. 2.2c. Este procedimiento de hallar ceros del vector Lax los hemos
hecho para cambios en la interacción atractiva en el rango 0.01 ≤ ∆0/∆f ≤ 10 lo
cual da lugar a los ∆∞ y ∆± representados con líneas continuas en la Figura 2.3.
Capítulo 3
Respuesta dinámica del
superconductor acoplado a un baño
térmico
El significativo avance experimental en el campo de las espectroscopías con re-
solución temporal, ha permitido excitar y detectar nuevos modos colectivos y fases
dinámicas en materiales cuánticos fuera de equilibrio que no tienen contraparte o
resultan inaccesibles en condiciones de equilibrio [9, 15, 65]. Un ejemplo relevante
es la observación experimental de oscilaciones del parámetro de orden supercon-
ductor después de excitar al sistema con un pulso de luz ultracorto en el rango de
los THz. En estos experimentos, existe un estado transitorio en el cual la frecuencia
de dichas oscilaciones es proporcional al gap y se corresponde muy bien, en términos
generales, con la fase I (modo de Higgs) [11, 12, 66] obtenida en el capítulo anterior
al considerar un superconductor BCS perfectamente aislado. Sin embargo, en los sis-
temas físicos reales, es inevitable el acoplamiento del sistema a su medio ambiente,
la presencia de interacciones residuales, impurezas magnéticas u otros mecanismos
que rompen pares de Cooper y afectan notariamente el estado superconductor. En
este capítulo incluiremos mecanismos de relajación en la dinámica del supercon-
ductor debido a su interacción con un baño térmico. A lo largo de este capítulo y de
toda la tesis usaremos el término disipación para referirnos a los efectos de relajación
de energía que introduce el acoplamiento del sistema a un reservorio externo.
El problema de sistemas interactuantes fuera de equilibrio, representa un gran
desafío en la física de la materia condensada actual. Desde el punto de vista teóri-
co, el problema requiere la implementación precisa de ecuaciones de movimiento
que son derivadas de la teoría de campos cuántica de Baym-Kadanoff-Keldysh pa-
ra problemas de muchos cuerpos fuera de equilibrio [67, 68], una estrategia que
aunque está rigurosamente bien formulada es muchas veces difícil de tratar compu-
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tacionalmente. No obstante, algunos casos particulares han sido estudiados con un
buen grado de precisión [69, 70]. Las expansiones diagramáticas y teorías de cam-
po medio dinámico (DMFT) para fermiones en modelos de red, son algunas de las
aproximaciones más usadas para tratar este tipo de problemas [71–77]. En este ca-
pítulo, emplearemos el formalismo de Keldysh para introducir perturbativamente
mecanismos de relajación en el problema del superconductor BCS fuera de equili-
brio.
Por otro lado, los sistemas atómicos ultrafríos son ideales para la simulación de
fenómenos de materia condensada con un altísimo grado de precisión y en condi-
ciones muy bien controladas. En particular, la superconductividad fuera de equi-
librio en condensados fermiónicos de átomos ultrafríos ha sido objeto de estudio
teórico de varios grupos durante los últimos años [48, 49, 52, 78–80]. En la mayoría
de los casos se estudia la respuesta superconductora cuando algún parámetro que
caracteriza al hamiltoniano del sistema es modificado en cierto instante de tiem-
po. Notablemente, en todos estos trabajos teóricos, se consideran superconductores
BCS perfectamente aislados en los cuales la integrabilidad del hamiltoniano permi-
te describir la dinámica del gap superconductor a tiempos largos de manera exacta
en términos del L2(u) como hemos discutido en el capítulo anterior. Sin embargo,
tanto en sistemas atómicos ultrafríos como en materia condensada, las efectos del
medio ambiente son inevitables y en muchos casos sus contribuciones pueden ser
determinantes. En general, para obtener un buen acuerdo entre teoría y experimen-
to uno debe hacer un estudio más profundo del problema e incluir la interacción
del sistema con su entorno, efectos de impurezas o interacciones residuales. Estos
factores rompen la integrabilidad del problema y por ende uno necesita integrar
las ecuaciones de movimiento numéricamente para encontrar la respuesta dinámica
del superconductor. En este sentido, una pregunta que surge naturalmente es si será
posible observar cada una de las tres fases dinámicas en experimentos reales donde
este tipo de factores están presentes.
Por un lado, la integrabilidad del modelo BCS implica que el sistema fuera de
equilibrio no puede alcanzar el equilibrio térmico ni siquiera para t→∞ (la dinámi-
ca del sistema se encuentra atrapada en una región acotada del espacio de fase). Por
otro lado, los sistemas físicos reales por supuesto son expuestos a mecanismos de
relajación y si la relajación es suficientemente rápida las oscilaciones con frecuencia
2∆∞ podrían no ser apreciadas. Afortunadamente, varios experimentos realizados
en cupratos [66] y en Nb1−xTixN [11, 12] logran medir oscilaciones del gap super-
conductor con frecuencia 2∆∞ usando espectroscopía Raman impulsiva y técnicas
de pump-probe en el rango de los THz. Esto se debe a que los tiempos de relajación
en estos sistemas (cualquiera sean los mecanismos involucrados) resultan ser sufi-
cientemente largos como para tener acceso a un régimen transitorio donde el sistema
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absorbe energía y la retiene por un corto período de tiempo sin que sea disipada a su
entorno. No obstante, aún en estos sistemas muy bien aislados, es interesante enten-
der y describir correctamente, desde el punto de vista téorico, cómo el sistema pasa
de una dinámica transitoria a un estado de equilibrio térmico. Un primer paso en
esta dirección es considerar un baño térmico el cual puede intercambiar energía con
el superconductor. La formulación teórica de dicho problema de muchos cuerpos
fuera de equilibrio y en presencia de disipación representa un problema altamente
demandante. De hecho, considerar explícitamente todos los grados de libertad de
un baño real desde el punto de vista microscópico es un problema numéricamente
complicado que ha sido estudiado solo para algunos sistemas particulares en equili-
brio, empleando técnicas basadas en el grupo de renormalización numérica [81, 82].
Por otro lado, para un baño térmico finito, suelen aparecer oscilaciones espurias en
la dinámica, lo cual impide muchas veces explicar los resultados experimentales
correctamente.
Recientemente, en el contexto de superconductores fuera de equilibrio se han
propuestos algunos tratamientos alternativos que permiten estudiar el problema de
termalización de una manera simple y computacionalmente factible. Estudios teóri-
cos recientes, sobre espectroscopías de fotoemisión resuelta en ángulo y en tiempo
(trARPES) [83] y de conductividad óptica [84], incluyen en su formulación proce-
sos inelásticos que permiten liberar la energía extra del sistema al baño logrando
así alcanzar un equilibrio térmico. Sin embargo, ninguno de estos trabajos calcula la
dinámica del parámetro de orden superconductor de modo autoconsistente en pre-
sencia de dichos procesos dispersivos. De hecho, se limitan a la simulación de las
espectroscopías suponiendo conocido el parámetro de orden superconductor como
función del tiempo (la evolución temporal del gap superconductor es un dato del
problema). En este capítulo presentaremos un nuevo formalismo que permite cal-
cular de modo autoconsistente la evolución del parámetro de orden en presencia de
mecanismos de relajación que surgen debido al acoplamiento del sistema a un baño
externo. Dicho formalismo será empleado primero para analizar cómo se modifican
las tres fases dinámicas descriptas en el capítulo anterior en presencia de disipación
y posteriormente, en el capítulo 5, en el estudio de perturbaciones periódicas en
superconductores en materia condensada. Lo que se observa en el caso de las per-
turbaciones súbitas es que la dinámica a tiempos cortos muestra similitud con las
fases I, II y III según sea el cambio en la interacción atractiva mientras que a tiem-
pos largos el sistema tiende al estado fundamental del hamiltoniano con la nueva
interacción atractiva.
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3.1. Formalismo de Keldysh para incluir relajación de
energía en presencia de un baño térmico
En esta sección, incluimos efectos de disipación en el superconductor usando el
formalismo de Keldysh para funciones de Green fuera de equilibrio y estudiamos
cómo los nuevos mecanismos de relajación introducidos modifican las tres fases
dinámicas discutidas en el capítulo anterior.
El cambio en la interacción atractiva λ(t) que hemos estado analizando, implica
una inyección de energía en el sistema la cual no puede ser disipada teniendo en
cuenta un superconductor BCS perfectamente aislado. Para describir los efectos de
intercambio de energía, suponemos que el sistema se acopla a un reservorio externo.
Para tratar este tipo de problema dejaremos de lado, por el momento, el formalismo
de pseudoespínes de Anderson e introducimos el formalismo de Keldysh, el cual
permite considerar, en principio, distintos mecanismos de relajación desde el punto
de vista microscópico. En este caso, la solución autoconsistente del gap supercon-
ductor se obtiene en términos de las funciones de Green en el contorno de Keldysh
las cuales contienen explícitamente el acoplamiento con el baño.
3.1.1. Funciones de Green fuera de equilibrio
El cálculo autoconsistente del gap superconductor es formulado en términos de
las funciones de Green en el contorno de Keldysh, las cuales en la base de espinores
de Nambu son matrices 2× 2 cuyos elementos de matriz vienen dados por:
GRk (t, t


























donde el supraíndice R, A y < se refiere a la función de Green retardada, avanzada
y menor, respectivamente. El valor de expectación 〈. . .〉 se toma respecto del estado






y Θ(x) es la función
escalón de Heaviside. Nótese queGAk (t, t
′) = GRk (t
′, t)†, luego solo una de la funcio-
nes GA/Rk necesita ser calculada quedando la otra unívocamente determinada. Con
el uso de estas definiciones, la Ec. (2.26) para el parámetro de orden superconductor,





G<k (t, t)12 . (3.4)
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Necesitamos entonces estudiar la evolución temporal de las funciones de Green que
a su vez dependen de ∆(t) lo cual define la autoconsistencia del problema.
Si uno conoce la dependencia temporal del parámetro de orden superconductor
∆(t) (autoconsistente o no), la función de Green retardada para el problema en au-
sencia de disipación (sistema desacoplado del reservorio), en la base de Nambu y









′) = δ (t− t′) (3.5)
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′) = −GR(0)k (t, t
′)Hk (t
′) , t > t′,
y cuya condición de contorno es
G
R(0)
k (t, t) = −iI,
donde I es la matriz unidad de 2 × 2. En estas ecuaciones hemos usado el supra-
índice 0 para indicar que dichas funciones de Green retardadas corresponden a las
funciones de Green desnudas (funciones de Green del sistema desacoplado del ba-
ño) cuya evolución temporal está determinada exclusivamente por el hamiltoniano
del sistema aislado Hk (t) que depende del tiempo a través de ∆(t) (ver Ec. 2.4 del
capítulo anterior).
La forma en la que un reservorio externo modifica las propiedades del sistema
varía dependiendo de cómo es el acoplamiento entre ambos subsistemas. Un mo-
delo muy usado en la literatura y con amplias aplicaciones prácticas es considerar
que el sistema está acoplado a un reservorio a través de una barrera túnel y que
los electrones pueden pasar de un lado a otro con cierta probabilidad. En este tra-
bajo, el acoplamiento entre ambos subsistemas será tratado perturbativamente en el
marco de las funciones de Green, al incluir procesos en los cuales los electrones
pueden ir y volver del superconductor a un reservorio externo. La contribución de
estos procesos aparecen en las funciones de Green como una correción a la energía
del sistema (autoenergía) la cual es obtenida al considerar diagramas de Feyman
a distintos órdenes en el acoplamiento superconductor-baño como veremos en la
siguiente sección.
En la teoría de funciones de Green fuera de equilibrio, las expansiones pertur-
bativas tienen la misma estructura que se utiliza para las funciones de Green en
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equilibrio y satisfacen formalmente las mismas ecuaciones de Dyson. Para proble-































donde ΣRk (t1, t2) y Σ
<
k (t1, t2) son las autoenergías del problema en las cuales está con-
tenida toda la información referida al acoplamiento del sistema con el baño externo
(nuestra perturbación). De este modo, dada una condición inicial para las funcio-
nes de Green, sus evoluciones temporales quedan determinadas por las Ecs. (3.7) y
(3.8) una vez definida alguna aproximación para las autoenergías (mecanismos de
relajación o interacciones que se deseen considerar). En nuestro caso, los procesos
relacionados con el acoplamiento entre el superconductor y el baño que modifican
la dinámica del parámetro de orden. En la siguiente sección definimos cuáles meca-
nismos serán considerados en este trabajo.
3.1.2. Autoenergías en el límite de banda ancha: efectos de disipa-
ción en el superconductor
Siguiendo las Refs. [83] y [84], consideraremos que el superconductor está aco-
plado a un baño térmico a través de una barrera túnel y los electrones pueden ir
de un subsistema a otro con cierta probabilidad. Por simplicidad, el baño térmi-







` (d`) crea (destruye) un electrón en el estado |`〉 del reser-
vorio, con energía E`. De esta forma, consideraremos que el baño se encuentra en
equilibrio en todo momento y la perturbación dependiente del tiempo solo actúa en
el superconductor. El tunelaje de electrones del superconductor al reservorio y vice-









dependencia temporal de los operadores ck(c
†
k) justamente determina la evolución
temporal de las funciones de Green asociadas al superconductor fuera de equili-
brio. Los valores de los elementos de matriz de tunelaje Vk` dependen de la forma
de los estados del reservorio {|`〉} , de las funciones de onda del estado BCS y de
los detalles de cómo es el acoplamiento entre ambos subsistemas. Si consideramos
el hamiltoniano HT en teoría de perturbaciones usando el formalismo de funciones
de Green, análogo a lo que sucede, por ejemplo con la interacción electrón-fonón, la
corrección a la energía al orden más bajo en el acoplamiento Vk` viene del desarrollo
a segundo orden en la perturbación. La corrección a la energía (autoenergía) en este
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Figura 3.1: Diagrama de Feynman para la autoenergía. La línea discontinua representa la fun-
ción de Green retardada asociada al hamiltoniano del reservorio y los vértices (puntos) repre-
sentan el acoplamiento Vk` con el superconductor.
Figura 3.2: Diagrama de Feynman para la función de Green retardada dada por la Ec. (3.7). Al
igual que en la Fig. 3.1, la línea punteada representa la función de Green retardada asociada al
hamiltoniano del reservorio y los vértices (puntos) representan el acoplamiento Vk` con el su-
perconductor. La línea continua representa la función de Green para el superconductor aislado
y la doble línea la función de Green para el superconductor acoplado al baño.
caso puede ser representada por el diagrama de Feyman de la Fig. 3.1.
Dado que Hb es independiente del tiempo, tenemos invarianza temporal en el
baño, lo cual permite tratar a las funciones de Green asociadas al reservorio (y
como consecuencia las autoenergías) en el dominio de las frecuencias. En la ba-
se de Nambu, Hb toma la forma Hb = E`τz donde τz es la matriz de Pauli en z y
como consecuencia la autoenergía retardada, a segundo orden en el acoplamiento

















donde gR` (ω) es la función de Green retardada asociada a Hb. Esta autoenergía tiene
en cuenta procesos de segundo orden en el acoplamiento entre ambos subsistemas
y físicamente corresponde al hecho de que el electrón puede ir al reservorio propa-
garse allí y luego volver al superconductor.
Por otro lado, debemos tener en cuenta que en la función de Green retardada Ec.
(3.7) se tiene en cuenta la suma de todos los procesos en los cuales el electrón va y
vuelve del reservorio como se representa en la Fig. 3.2.
Por simplicidad, en lo que sigue, eliminamos el subíndice k suponiendo que el
acoplamiento entre ambos sistemas es independiente del momento (Vk` ≡ V`) . En
este caso, estamos suponiendo que los estados k que participan en el proceso de
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tunelaje tienen energías muy parecidas entre sí (muy cercanas al nivel de Fermi) y
por tanto todos los k se acoplan de la misma forma a los estados del reservorio.
Esto podría ser una descripción adecuada para el caso de un superconductor BCS
donde los electrones que participan en la superconductividad se encuentran en una
pequeña banda de energía de ancho 2ωD mucho menor que el potencial químico.
En última instancia, los resultados experimentales son los que dictan si dicha apro-
ximación logra explicar satisfactoriamete o no los fenómenos físicos que se estén
estudiando en el experimento en cuestión. Otro posible escenario, en el cual dicha
aproximación es válida, es pensar que la barrera túnel que separa ambos subsis-
temas es un material aislante fuertemente desordenado con lo cual los electrones
pierden información del momento k y uno puede considerar un acoplamiento efec-
tivo promedio. No obstante, debemos señalar que extender esta formulación al caso
en el que existe una dependencia en k es inmediata como veremos a continuación.
En el caso que nos ocupa ahora, los elementos de matriz no nulos de la autoenergía





ω − E` + i0+
= Λ (ω)− i
2
γ (ω) (3.10)
y ΣR (ω)22 = −ΣR (−ω)
∗
11. Nótese que si tenemos en cuenta alguna dependencia en
k basta agregar un subíndice k a ambos lados de la Ec. (3.10). Para cada k tenemos
una corrección a la energía dada por Λk (ω) y una parte imaginaria γk (ω) cuyas
dependencias en k vienen solamente del Vk` que se considere. En nuestro caso, no
estamos interesados en modelar algún Vk` particular. El propósito es estudiar los
efectos de relajación de energía usando el modelo más simple posible.
A lo largo de este trabajo, usaremos la aproximación de banda ancha para el re-
servorio, en la cual Λ (ω) se considera despreciable y el ensanchamiento de los nive-
les γ (ω) ≡ γ es considerado un parámetro independiente de la energía que define la
escala de tiempo característica de los mecanismos de relajación. Estas consideracio-
nes se basan en suponer que la densidad de estados del reservorio es prácticamente
constante cerca del nivel de Fermi. Con esta última aproximación, no estamos te-
niendo en cuenta la posible estructura en energía que puede tener el baño térmico;
por ejemplo efectos de retardo en el baño no están siendo incluidos. No obstante,
la aproximación de banda ancha ha sido usada ampliamente y captura la física más
importante del problema en muchos casos, logrando explicar fehacientemente expe-
rimentos de transporte donde los electrodos son metálicos, no son de baja dimensión
(no son puntos cuánticos, sistemas cuasi-unidimensionales o bidimensionales como
los nanotubos y el grafeno respectivamente) y donde la contribución más relevante
viene dada por los estados con energías cercanas al nivel de Fermi [87–89]. De esta
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forma, uno espera que para reservorios metálicos 3D, el límite de banda ancha pro-
porcione una descripción al menos cualitativamente acertada de lo que sucede en el
experimento. Bajo esta aproximación, la autoenergía retardada viene dada entonces
por
ΣR (ω) = −iIγ/2 (3.11)
o en el dominio del tiempo por
ΣR (t1, t2) = −
iIγ
2
δ (t1 − t2) . (3.12)















es fácil ver que la solución para la función de Green retardada teniendo en cuenta la







El efecto del acoplamiento con el baño, en esta aproximación, se traduce en un corri-
miento de los polos de la función de Green retardada. Dichos polos se salen del eje
real al adquirir una parte imaginaria igual a −iγ/2. El parámetro γ en este forma-
lismo, describe efectos de dispersión inelástica que producen una vida media finita
τ = 1/γ y un ensanchamiento de los niveles ∼ γ.




|V`|2 g<` (ω) = iγf (ω) I , (3.15)
donde g<` (ω) = if(ω)A`(ω) es la función de Green menor asociada a Hb, A`(ω) es la
función espectral del baño y f (ω) es la función de Fermi evaluada a la temperatura
del reservorio, la cual por simplicidad será considerada cero por simplicidad y por
lo tanto f (ω) = Θ (−ω). Transformando Fourier la Ec. (3.15) se obtiene que la auto-
energía menor en el dominio del tiempo puede escribirse como una matriz diagonal
Σ<k (t1, t2) = IΣ
< (t1, t2) donde




f (ω) e−iω(t1−t2) = − 1
2π
γ
t1 − t2 + i0+
. (3.16)
Hasta acá, las ecuaciones de movimiento para las funciones de Green (Ecs. (3.7) y
(3.8)) junto a las aproximaciones para las autoenergías Ecs. (3.12) y (3.16), son válidas
cualquiera sea la dependencia temporal ∆(t) autoconsistente o no. Para hacer el
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cálculo autoconsistente uno necesita calcular el parámetro de orden superconductor
en cada paso de integración dt a través de la Ec. (3.4).
En cuanto a los mecanismos de relajación de energía, debemos señalar que, en
este trabajo, no estamos interesados en analizar los efectos de algún reservorio en
particular. El objetivo es considerar un mecanismo de relajación genérico debido a la
presencia de un baño térmico. En este caso, por simplicidad, dicho baño es descripto
por un hamiltoniano de partícula libre en el límite de banda ancha. Si bien en este
trabajo nos limitamos a dicha aproximación, extenderla para tener en cuenta cier-
ta estructura electrónica del baño es inmediata. Más importante aun, la posibilidad
de tener en cuenta mecanismos de relajación desde el punto de vista microscópico
a través de nuevas autoenergías resulta formalmente factible dentro del presente
formalismo. Por ejemplo, uno podría tener en cuenta relajación mediada por inter-
acciones residuales electrón-fonón o electrón-electrón introduciendo diagramas de
Feynman a distintos órdenes en la interacción correspondiente en el dominio del
tiempo.
3.1.3. Estado de equilibrio en presencia de disipación
El presente formalismo permite estudiar los efectos que produce el acoplamiento
con un baño externo sobre el parámetro de orden superconductor también en el ré-
gimen de equilibrio. Para un superconductor BCS con una constante de interacción
atractiva λ independiente del tiempo, el acoplamiento del sistema al reservorio o
los efectos de dispersión inelástica influyen determinantemente sobre el parámetro
de orden superconductor. De hecho, la dispersión inelástica es un mecanismo que
rompe pares de Cooper y como consecuencia el parámetro de orden superconductor
disminuye. Normalmente, este tipo de fenomenología se introduce de modo ad-hoc
(sin ningún argumento formal) para explicar resultados experimentales de DOS en
superconductores usando microscopía de efecto túnel. En nuestro caso, este tipo de
efecto es fundamentado desde el punto de vista teórico y surge naturalmente del
acoplamiento del sistema a un baño externo como demostraremos más adelante.
En equilibrio, el sistema preserva su invarianza temporal y la función de Green




k (t− t′) depende solamente de t− t′ y se puede obtener evaluando directamen-
te el valor de expectación de la Ec. (3.1). Para ello, lo más conveniente es escribir
los operadores electrónicos ckσ (t) en términos de los Bogoliubones γkσ (t) cuya de-
pendencia temporal en la representación de Heisenberg es inmediata teniendo en
cuenta que el hamiltoniano BCS en equilibrio no depende del tiempo y es diagonal
en esta base. De ahí, es fácil obtener que γkσ (t) = γkσe−iEkt. Teniendo en cuenta que
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siendo ∆0 el parámetro de orden superconductor en equilibrio (antes del cambio
súbito en la interacción atractiva) el cual consideraremos real sin pérdida de gene-
ralidad. Para obtener dicho parámetro de orden uno necesita calcular la función de
Green menor en equilibrio para t = t′ y sustituirla en la Ec. (3.4). Esta función de
Green puede obtenerse de la Ec. (3.8) usando las funciones de Green retardada y
avanzada de equilibrio y la autoenergía menor Ec. (3.16) que hemos propuesto en
la sección anterior. Un procedimiento similar fue realizado recientemente en Ref.
[83] pero en el límite trivial de γ → 0. A continuación generalizaremos este proce-
dimiento y encontraremos una expresión analítica exacta para G<k (t, t) ≡ G<k (t) y
el parámetro de orden ∆0 para todo valor de γ. Sustituyendo la función de Green
retardada Ec. (3.14), la función de Green avanzada que se obtiene por conjugación y
la Ec. (3.16) en la Ec. (3.8), uno obtiene que para t = t′





























t1 − t2 + i0+
sin(Ek (t1 − t2)), (3.20)
G<k (t)21 = G
<
k (t)12 y G
<
k (t)22 = G
<





Introduciendo el cambio de variables T = (t1 + t2)/2 y τ = t1 − t2, podemos escribir




































= 2Si (2Ek(t− T )) , (3.23)






























dTeγTSi (2Ek(t− T )) . (3.26)
Finalmente, después de calcular estas integrales la función de Green menor en equi-






































→ π/2 y, como era de esperar,
la Ec. (3.28) se reduce a la ecuación del gap BCS usual hallada en el capítulo anterior
(ver Ec. (2.17) en el límite de temperatura nula). La dependencia del parámetro de
orden como función de γ se obtiene de resolver numéricamente la Ec. (3.28). Como
puede verse en la Figura 3.3, ∆0 disminuye al aumentar γ, similar a lo que ocurre con
el gap superconductor al aumentar la temperatura en el marco de la teoría de BCS de
equilibrio y en ausencia de un baño térmico. Sin embargo, debemos aclarar que la
dependencia con la que disminuye el parámetro de orden para un sistema aislado
en equilibrio como función de la temperatura o como función de γ, es distinta en
cada caso [comparar la Ec. (2.17) con la Ec. (3.28)].
Finalmente, debemos señalar que el acoplamiento con el baño que hemos in-
troducido aquí, permite justificar formalmente una fórmula para la densidad de
estados ρ(ω) ampliamente utilizada para explicar experimentos de microscopía de
efecto túnel en superconductores, postulada originalmente desde un punto de vista

















Figura 3.3: Parámetro de orden superconductor ∆0 en equilibrio como función de γ. Ambas
cantidades están normalizadas al valor del parámetro de orden en ausencia de disipación (γ =
0) ∆0 (0) .





(ω + iΓ )2 −∆20
]∣∣∣∣∣ , (3.29)
donde ρN es la densidad de estados en la fase normal y Γ cuantifica los procesos
presentes en la muestra que rompen pares de Cooper, lo cual se conoce como pará-
metro de Dynes [90, 91]. Existen varias propuestas teóricas que justifican el uso de
la Ec. (3.29) haciendo uso del formalismo de Eliashberg [92], considerando tunelaje
inelástico en experimentos de transporte [93] o debido a la presencia de impurezas
magnéticas [90, 91]. A continuación demostramos que la fórmula de Dynes surge na-
turalmente en nuestro formalismo al considerar un superconductor acoplado a un
reservorio externo en el límite de banda ancha y permite vincular directamente la
DOS de equilibrio con el parámetro γ. Por supuesto, dado que no estamos conside-
rando un modelo microscópico para el baño, nuestra justificación teórica es todavía
semi-fenomenológica.
3.1.4. Justificación de la fórmula de Dynes
Dado que estamos en equilibrio y todas las funciones de Green dependen de
(t− t′) conviene ir al espacio de frecuencias. Si transformamos Fourier la función de




ωI + ξkσz + ∆0σx
ω2 − ξ2k −∆20
(3.30)
34 Respuesta dinámica del superconductor acoplado a un baño térmico
donde I es la matriz unidad de 2 × 2 y σz, σx son las matrices de Pauli z y x en
el espacio de Nambu. Dicha ecuación no es otra cosa que la función de Green de
partícula libre asociada al HamiltonianoHk solución de la ecuación
(ωI −Hk)GR(0)k (ω) = I. (3.31)
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Finalmente la densidad de estados ρ0 (ω) =
∑
kA (k, ω) pasando del discreto al con-
tinuo puede escribirse como
















δ (ω + E)
}
. (3.34)
Dado que E ≥ 0 uno puede considerar solo la primera o la segunda integral depen-
diendo si ω > 0 o ω < 0 respectivamente. Basta considerar ω > 0 pués el problema
posee simetría electrón-hueco y para ω < 0 tendríamos la misma densidad de esta-
dos. En este caso,






δ (ω − E) (3.35)














δ (ω − E) (3.36)
con lo cual
ρ0 (ω) = ρN
∣∣∣∣∣ ω√ω2 −∆20
∣∣∣∣∣ (3.37)
que es la densidad de estado de un superconductor BCS de gap ∆0 en ausencia de
disipación o procesos que rompen pares de Cooper. Dicha ecuación coincide con la
Ec. (3.29) en el límite Γ→ 0. De hecho, la DOS dada por la Ec. (3.29) puede escribirse
como ρ (ω) = ρ0 (ω + iΓ ).
Para el modelo de disipación que hemos discutido anteriormente, el acoplamien-
to del superconductor al baño externo da lugar a la función de Green retardada
GRk (t − t′) = G
R(0)
k (t − t′)e−γ(t−t
′)/2. La transformada de Fourier de dicha función
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k (ω − ω
′)
Γ/π
ω′2 + Γ 2
(3.38)
donde el segundo término, en el lado derecho de la ecuación, corresponde a la trans-
formada de Fourier explícita de la exponencial e−Γ(t−t′) con Γ = γ/2. Uno ahora
puede tomar la parte imaginaria de GRk (ω + i0
+), sumar en k y obtener la DOS, lo






ω′2 + Γ 2
(3.39)
que efectivamente es igual a ρ0 (ω + iΓ ) . Basta plantear la transformada de Fourier
de ρ0 (ω + iΓ ) ∫ +∞
−∞
















ω′2 + Γ 2
coincide con la Ec. (3.39) y por tanto ρ (ω) = ρ0 (ω + iΓ ).
En la Figura 3.4 se muestra la densidad de estados Ec. (3.29) para distintos va-
lores de Γ. Puede verse cómo los picos de coherencia se ensanchan y el parámetro
de orden disminuye al aumentar Γ. Debemos hacer notar que para Γ 6= 0, no existe
un gap superconductor estrictamente hablando debido a que la densidad de estados
para energías menores que ∆0 es exponencialmente chica pero no cero. Uno habla
de gap cuando no hay estados disponibles. Este es el motivo fundamental por el
cual nos referiremos a ∆0 como parámetro de orden superconductor en lugar de gap
superconductor cuando consideremos que el sistema está acoplado a un reservorio.
3.1.5. Dinámica fuera de equilibrio
La función de Green menor fuera de equilibrio, a temperatura cero, para t = t′
puede ser calculada usando las Ecs. (3.14), (3.8) y (3.16) lo cual da lugar a la ecuación














t1 − t2 + i0+
(3.40)
Con el objetivo de obtener una mejor eficiencia computacional en el cálculo de dicha
función de Green, es más conveniente usar una ecuación diferencial en lugar de la
expresión integral Ec. (3.40). Tomando la derivada temporal en ambos lados de la












Figura 3.4: Densidad de estados para distintos valores de Γ. La curva negra corresponde a
Γ = 0.01∆0 (0) , la roja a Γ = 0.05∆0 (0) , y la azul a Γ = 0.1∆0 (0) .
Ec. (3.40) y haciendo uso de la regla integral de Leibniz se obtiene
∂tG
<
























En equilibrio, se obtiene, haciendo el mismo tipo de integrales que en la sección
pasada, que el segundo término del lado derecho de la Ec. (3.41) se cancela exacta-
mente con el primero, y dado que G<k (t) [Ec. (3.27)] conmuta con el hamiltoniano
uno recupera el estado estacionario. Por otro lado, en ausencia de disipación, los dos
primeros términos del lado derecho de la Ec. (3.41) son nulos y la evolución de la
función de Green menor viene dada solamente por el conmutador con el hamilto-
niano. Esta ecuación de movimiento permite encontrar la dependencia temporal del
parámetro de orden en ausencia de disipación a través de la Ec. (3.4) lo cual arroja el
mismo resultado que se obtiene si se usan las ecuaciones de los pseudoespínes dis-
cutidas en el capítulo anterior. En este caso, ambos tratamientos son equivalentes.
El efecto que produce el acoplamiento con el baño (γ 6= 0), desde el punto de vista
matemático, es introducir memoria en el sistema de forma tal que para encontrar
la evolución temporal de la función de Green, en lugar de una ecuación diferencial
local en el tiempo (como lo son las Ecs. (3.6)) uno necesita resolver una ecuación




A continuación presentaremos la evolución temporal del parámetro de orden su-
perconductor debido a un cambio súbito de la interacción atractiva λ(t) = Θ(−t)λ0+
Θ(t)λf como lo hicimos en el capítulo anterior pero ahora en presencia de disipación
provista por el baño. Como en el caso de los pseudoespínes, la Ec. (3.41) es integrada
usando un método de Runge-Kutta de cuarto orden con un paso de tiempo dt sufi-
cientemente chico de modo tal que el error cometido en el cálculo del ∆(t) es menor
a 10−6 para todo t. La función de Green menor en equilibrio, para t < 0, constituye
la condición inicial para la ecuación diferencial Ec. (3.41) la cual viene dada por la
Ec. (3.27). Una vez se produce el cambio súbito en λ el sistema tiene una interac-
ción atractiva que no se corresponde con la del estado fundamental y por tanto el
parámetro de orden superconductor cambia en el tiempo. Para integrar la ecuación
de movimiento un paso de tiempo t + dt, primero integramos la tercera Ec. (3.6) en
t′ desde t hasta t − 10/γ (tiempo a partir del cual el integrando de la Ec. (3.42) es
prácticamente nulo). Esto se usa para construir el kernel de memoria Ec. (3.42) al
tiempo t necesario para calcular la función de Green menor en t + dt siguiendo la
Ec. (3.41). En cada paso de tiempo, el nuevo valor de ∆(t) es calculado y reinsertado
en el hamiltoniano de BCS Hk (t) que rige la evolución temporal de las funciones
de Green retardadas (ver Ec. 3.6). Dado que estamos interesados en el régimen de
baja temperatura, en los cálculos que siguen se usan las expresiones en el límite de
temperatura cero dadas por las Ecs. (3.16) y (3.40).
Como en el capítulo anterior, el cambio súbito de la interacción atractiva ha sido
parametrizado por el cociente ∆0/∆f , donde ∆0 y ∆f son los prámetros de orden
que satisfacen la Ec. (3.28) para λ0 y λf , respectivamente. Nótese que estos paráme-
tros de orden corresponden al problema con disipación (superconductor acoplado
a un baño térmico). De esta forma, un valor constante de ∆0/∆f para diferentes
valores de γ implica diferentes cambios en λ. A continuación, mostramos resulta-
dos para cambios súbitos moderados y cambios súbitos grandes los cuales permiten
acceder, en el régimen sin disipación, a las fases dinámicas I, II y III.
La Fig. 3.5 muestra la respuesta superconductora para cambios moderados de la
interacción atractiva y distintos valores de γ. Los paneles (a), (b) y (c) corresponden
a un incremento súbito de la interacción atractiva tal que ∆0/∆f = 0.4 y donde γ
disminuye de arriba hacia abajo. En ausencia de disipación el parámetro de orden
oscila con la frecuencia de Higgs 2∆∞ y se estabiliza a tiempo largos a un valor
∆∞ < ∆f (fase dinámica I). Esto se muestra como referencia en el inset del panel
(a) para compararla con las correspondientes dinámicas en presencia de relajación
de energía. El efecto del baño en la dinámica superconductora es (i) amortiguar las
oscilaciones e (ii) introducir un efecto de termalización en el cual el parámetro de
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Figura 3.5: Dependencia temporal del parámetro de orden superconductor para ∆0/∆f = 0.4
(a-c) y ∆0/∆f = 4 (d-f). El panel superior, intermedio e inferior corresponden con los valores
γ = 0.2∆f , γ = 0.1∆f y γ = 0.05∆f respectivamente. En el inset de los paneles (a) y (d) se
muestra ∆(t) sin disipación (γ = 0) para ∆0/∆f = 0.4 y ∆0/∆f = 4 respectivamente.
orden superconductor tiende suavemente a ∆f . De esta forma ∆∞ es reemplazado
por el valor de equilibrio del parámetro de orden a T = 0 (∆f ).
En los paneles (d), (e) y (f) mostramos la dinámica correspondiente a una pe-
queña disminución de la interacción atractiva. En este caso el parámetro de orden
decrece rápidamente a tiempos muy cortos y después “rebota” dando lugar a oscila-
ciones de Higgs. También en este caso el valor asintótico del parámetro de orden en
ausencia de disipación es ∆∞ < ∆f como se observa en el inset del panel (d). En este
caso, otra vez el efecto del baño amortigua las oscilaciones y hace que el parámetro
de orden tienda al valor de equilibrio ∆f en una escala de tiempo característica que
aumenta al disminuir γ.
El comportamiento para cambios grandes en la interacción atractiva se muestra
en la Fig. 3.6. En los paneles (a), (b) y (c) el parámetro de orden aumenta y el sistema
entra en un régimen de sincronización (fase III) para γ = 0 como puede verse en el
inset del panel (a). Dado que para valores cada vez más chicos de γ la simulación
se vuelve más costosa desde el punto vista de tiempo de cálculo (para cada paso
de tiempo dt hay que calcular una integral con límites de integración cada vez más
alejados correspondiente al kernel de memoria Ec. (3.42)), en este trabajo tomamos
valores de γ tales que el tiempo característico 1/γ es del mismo orden que la ventana
de la simulación (t∆f < 30) o más chica. Para estos parámetros, la termalización
tiene lugar a tiempos tales que las fase sincrónica (fase III) y la fase de oscilaciones
de Higgs (fase I) son muy parecidas y difícilmente distinguibles en experimentos
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Figura 3.6: Dependencia temporal del parámetro de orden superconductor para ∆0/∆f = 0.05
(a-c) y ∆0/∆f = 8 (d-f). El panel superior, intermedio e inferior corresponden con los valores
γ = 0.2∆f , γ = 0.1∆f y γ = 0.05∆f respectivamente. En el inset de los paneles (a) y (d) se
muestra ∆(t) sin disipación (γ = 0) para ∆0/∆f = 0.05 and ∆0/∆f = 8 respectivamente.
Fig. 3.6).
Por otro lado, en la Fig. 3.6 (d), (e) y (f) se muestran los resultados para una
disminución grande de la interacción atractiva que corresponden a la dinámica so-
breamortiguada del parámetro de orden para un sistema aislado (fase dinámica II)
como se muestra en el inset de la Fig. 3.6 (d). Como consecuencia del cambio súbi-
to en λ, el parámetro de orden decrece exponencialmente a un valor muy chico y
permanece en dicho valor durante un intervalo de tiempo que depende del paráme-
tro γ. En este lapso de tiempo el sistema termaliza transfiriendo energía al baño sin
ningún efecto apreciable en la dinámica ∆ (t). Notablemente, en algún momento el
número de excitaciones se hace suficientemente chico y se produce un incremento
del parámetro de orden. De ahí en adelante, se observan oscilaciones en ∆(t) las
cuales se amortiguan exponencialmente en el tiempo según e−γt y finalmente ∆(t)
tiende al valor asintótico ∆f .
Para entender mejor este último comportamiento hemos estudiado cómo evo-
lucionan en el tiempo la energía total ET = 〈HMF 〉 y la energía cinética EK del
sistema. En términos de la función de Green menor uno puede escribir EK(t) =∑




k (t)11 −G<k (t)22] donde nkσ es el valor de expectación
del operador número de electrones en el estado k con espín σ. Por otro lado, la
energía de interacción en la aproximación de campo medio viene dada por Ei(t) =
−∆(t)2/λ(t) y la energía total es ET (t) = EK(t) + Ei(t). En la Fig. 3.7 se puede com-
parar la evolución de la energía cinética y la energía total con la dinámica de ∆(t)
para los parámetros utilizados en la Fig. 3.6 (d). Nótese que a tiempos muy cortos
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(t∆f < 0.5), después del cambio instantáneo en la interacción atractiva, la energía
cinética es mayor que la energía total del sistema indicando la existencia de una
energía de interacción residual Ei(t) negativa. En un primer transitorio de tiempo
EK(t) y ∆(t) decrecen exponencialmente y ∆(t) tiende a cero en la escala de la figu-
ra, mientras que la energía de interacción (no se muestra en la figura) va a cero desde
valores negativos. A t∆f ∼ 1 el efecto neto que produce la perturbación λ (t) es un
exceso de energía total constituida principalmente de energía cinética. Al transcurrir
el tiempo, el exceso de energía cinética se transfiere al baño a un ritmo exponencial
(como e−γt). En este régimen, el sistema se comporta como una colección de elec-
trones libres con una distribución no térmica que corresponde al sistema fuera de
equilibrio. Para t∆f ∼ 10 resulta más favorable desde el punto de vista energético
volver a formar pares de Cooper. En esta instancia se construye de forma natural un
nuevo estado superconductor, la energía cinética EK aumenta como resultado de la
formación de pares de Cooper, en tanto la energía total del sistema disminuye mos-
trando un pequeño hombro como se aprecia en la figura. El sistema rápidamente se
vuelve superconductor otra vez con un orden de largo alcance bien establecido lo
cual es energéticamente más conveniente. Para tiempos largos, la energía total del
sistema evoluciona hacia su valor de equilibrio final correspondiente a λf y ∆f . El
proceso completo se asemeja a un proceso de calentamiento del sistema debido a
la perturbación externa seguido de un enfriamiento brindado por el contacto con
el baño. Sin embargo, debemos señalar que solo cuando el superconductor alcance
el equilibrio con el baño es posible definir una temperatura (cero en nuestro caso).
Muy distinto de esta situación, el renacimiento de la superconductividad que se ob-
serva en la dinámica del parámetro de orden, es un fenómeno transitorio que se
produce antes de que el sistema llegue a un estado estacionario.
3.3. Conclusiones
En este capítulo, hemos desarrollado un formalismo que nos permite incluir per-
turbativamente y de modo autoconsistente los efectos de un reservorio en la dinámi-
ca no lineal de un superconductor BCS fuera de equilibrio. En particular, hemos con-
siderado un mecanismo de relajación inelástico debido al acoplamiento del sistema
con un baño externo que se encuentra en equilibrio y a temperatura cero. La interac-
ción del superconductor con su entorno ha sido considerada teniendo en cuenta una
autoenergía a segundo orden en el acoplamiento superconductor-baño en el límite
de banda ancha. Hemos analizado cómo la disipación afecta la dinámica del pará-
metro de orden para el problema de un cambio súbito en la interacción atractiva. En




















Figura 3.7: Energía cinética (línea puntueada discontinua en verde), parámetro de orden su-
perconductor (línea discontinua roja) y la energía total (línea sólida) como función del tiempo
para ∆0/∆f = 8 y γ = 0.2∆f como en la Fig. 3.6 (d). La línea punteada representa la función
7e−γt − 110.5 lo cual demuestra el comportamiento exponencial de ET ∼ EK en una región
intermedia donde ∆(t) ∼ 0.
al estado fundamental final correspondiente a λf . En ausencia de disipación, esta
energía permanece almacenada en el sistema y el parámetro de orden alcanza un
valor estacionario menor que el valor en equilibrio o muestra oscilaciones persisten-
tes. Claramente, el efecto del baño es absorber toda esta energía extra, permitiendo
al sistema alcanzar un estado de equilibrio a tiempos largos.
Debemos señalar que nuestros resultados fueron obtenidos usando un tiempo de
relajación independiente del momento k. Dicha aproximación está bien justificada
si consideramos que los mecanismos que sacan de equilibrio al sistema y por tan-
to toda la dinámica del problema, tienen lugar dentro de una pequeña ventana de
energía alrededor de la energía de Fermi. No obstante, una extensión para incluir re-
lajación dependiente de k, tanto para obtener el valor de equilibrio ∆f o la respuesta
transitoria, es inmediata reemplazando γ por γk en las expresiones anteriores.
Para t  τ = 1/γ el parámetro de orden alcanza su equilibrio térmico ∆(t →
∞) = ∆f cualquiera sea (grande o pequeño) el cambio en la interacción atractiva.
Como mostramos en el capítulo anterior, en el régimen de acoplamiento débil BCS
y sin disipación, un cambio pequeño de λ excita el modo de Higgs cuyas oscila-
ciones decaen siguiendo una ley de potencia t−1/2 debido al desfasaje que produce
el continuo de cuasipartículas [12, 64]. En cambio, en el régimen de acoplamiento
fuerte, el exponente de esta ley de potencia cambia de −1/2 a −3/2 [94]. También
ha sido mostrado que para sistemas aislados, en el régimen de acoplamiento fuer-
te con interacciones no locales, la fase sincrónica (fase dinámica III) es mucho más
estable y el modo de Higgs no se amortigua en el tiempo tanto para un aumento o
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disminución de la interacción atractiva [95]. Por otra parte, recientemente ha sido
mostrado que el exponente con el que se amortiguan las oscilaciones del parámetro
de orden depende sensiblemente de la dimensionalidad del sistema cuando uno va
del régimen de acoplamiento débil (BCS) al régimen de acoplamiento fuerte [96].
Todas estas propiedades asintóticas se manifiestan a tiempos largos. Por tanto,
aún para pequeños valores de γ el decaimiento exponencial que hemos obtenido
al introducir el acoplamiento con un baño térmico, domina sobre cualquier ley de
potencia, haciendo muy difícil concluir que tipo de fase dinámica se observa en el
experimento. En particular, discernir entre un tipo u otro de exponente de la ley de
potencia o distinguir el carácter persistente de las oscilaciones de las oscilaciones
amortiguadas, puede resultar engorroso en sistemas de materia condensada. Expe-
rimentos en átomos ultrafríos fermiónicos, con un alto grado de coherencia y con un
buen control de la constante de interacción, podrían ofrecer nuevas oportunidades
para observar la física descrita en estos dos primeros capítulos.
En el procesamiento de la información cuántica, explotar los efectos no lineales
que aparecen cuando elementos superconductores acoplados entre sí son excitados
por un perturbación externa dependiente del tiempo son de gran relevancia [97].
De suma importancia es entonces cuantificar el papel que juega el entorno en este
tipo de manipulaciones. Los cálculos y la forma de introducir disipación en el su-
perconductor a través de perturbaciones diagramáticas para el problema fuera de
equilibrio, es un primer paso en este sentido. Una de las ventajas del formalismo
presentado en este capítulo, es que permite incluir otros mecanismos de relajación
desde el punto de vista microscópico (por ejemplo interacciones electrón-electrón,
electrón-fonón, impurezas, etcétera) y analizar consequentemente el efecto que pro-
duce cada uno de ellos en la respuesta dinámica del superconductor, lo cual consti-
tuye un interesante tópico para trabajos futuros.
Capítulo 4
Modos Rabi-Higgs en presencia de
perturbaciones periódicas
Hasta el momento hemos analizado la respuesta no lineal de un superconduc-
tor BCS debido a un cambio instantáneo de un parámetro del hamiltoniano, lo cual
consituye el protocolo de control más simple posible desde el punto de vista teórico.
En este capítulo, estudiamos cómo responde el gap superconductor en presencia de
perturbaciones periódicas dependientes del tiempo que actúan durante un tiempo
relativamente largo (más allá del esquema de pulsos ultracortos como el que se uti-
liza en técnicas de espectroscopías ópticas de pump & probe). Se discutirán en detalle
los distintos mecanismos a través de los cuales se puede estimular periódicamente
al superconductor; radiación externa, fonones, etcétera, primero considerando un
sistema perfectamente aislado para después, en el capítulo 5, introducir relajación
del mismo modo que fue hecho en el capítulo anterior.
El uso de perturbaciones dependientes del tiempo (por ejemplo el campo elec-
tromagnético de la luz) para controlar las propiedades físicas en sistemas de materia
condensada es una estrategia que se remonta a los años ´60 en el caso de los super-
conductores. Uno de los trabajos pioneros en el tema mostraba, experimentalmente,
un aumento de la corriente crítica de un superconductor cuando éste era ilumina-
do con una fuerte radiación de microondas [59, 60]. Dicho resultado experimental
fue explicado primero por Eliashberg en el límite T → Tc [61] y considerando un
régimen difusivo en el cual el tiempo de relajación es la escala temporal más pe-
queña del problema (el sistema termaliza muy rápidamente), de modo que es un
resultado semiclásico y de cuasiequilibrio en el sentido que no requiere el cálculo de
la dinámica transitoria de los observables como función del tiempo. La explicación
física detrás de la formulación de Eliashberg es que, en presencia de microondas, la
distribución de cuasipartículas no se corresponde con un estado térmico sino que
es una distribución de cuasipartículas fuera de equilibrio que favorece la supercon-
43
44 Modos Rabi-Higgs en presencia de perturbaciones periódicas
ductividad (la ecuación del gap usando dicha distribución predice que, en el límite
T → Tc, el gap superconductor es mayor que su valor de equilibrio). Recientemente,
el mismo problema, otra vez en el régimen difusivo, ha sido extendido, haciendo
uso de las ecuaciones de Usadel, para tener en cuenta cómo cambia el gap y la co-
rriente crítica para valores arbitrarios de la temperatura y frecuencia de la radiación
[62]. Lo que concluye este estudio, es que el resultado de Eliashberg (aumento del
gap superconductor y de la corriente crítica) vale también para temperaturas con-
siderablemente menores que la Tc (Tc & T & 0.5Tc) y frecuencias de la radiación
~ω & 3kBTc.
En este capítulo, nos concentramos en un régimen totalmente diferente al con-
siderado por Eliashberg. En particular, estudiaremos la respuesta del gap supercon-
ductor como función del tiempo suponiendo que la relajación o termalización ocurre
a tiempos suficientemente largos (el tiempo de relajación es la escala de tiempo más
grande del problema). De hecho, estamos interesados en estudiar la respuesta su-
perconductora transitoria previa al estado de equilibrio termodinámico. Para ello
usamos la teoría de BCS de no equilibrio formulada en los capítulos anteriores, en
el límite de temperatura cero, en un régimen completamente opuesto al régimen
difusivo y de cuasiequilibrio de Eliashberg. El objetivo es encontrar nuevas fases
dinámicas o modos colectivos transitorios del gap superconductor lo cual resulta de
fácil acceso experimental dada la disponibilidad actual de técnicas espectroscópicas
con alta resolución temporal.
Los tiempos de relajación en ciertos superconductores pueden a menudo alcan-
zar la escala de nanosegundos a bajas temperaturas [98], mientras que la oscilaciones
del parámetro de orden típicamente son apreciables en la escala de los femtosegun-
dos. Esto nos da la pauta de que podría existir una amplia ventana temporal donde,
en principio es posible observar la evolución del gap superconductor fuera de equili-
brio antes de que el sistema alcance un estado estacionario intercambiando energía
con su entorno. En este caso, para describir correctamente al sistema, alcanza con
considerar un superconductor perfectamente aislado. No obstante, no podemos ol-
vidar que, tal y como hemos discutido en el capítulo anterior, para tiempos largos
la presencia inevitable de un baño externo y el acoplamiento del sistema con el mis-
mo, produce efectos de termalización lo cual será objeto de estudio en el próximo
capítulo. Por un lado, analizaremos la respuesta no lineal del superconductor sin
intercambio de energía con un baño (válido solo para efectos dinámicos transito-
rios) y después estudiaremos el estado estacionario en presencia de mecanismos de
relajación de energía.
En esta tesis, estudiamos los efectos de una perturbación periódica en el tiem-
po [54, 99] la cual se acopla a la amplitud del parámetro de orden superconductor.
Discutiremos varios tipos de perturbaciones y cómo pueden ser realizadas en la
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práctica. En principio, en sistemas atómicos ultrafríos las perturbaciones periódicas
podrían ser implementadas sin dificultad, sabiendo que una de las mayores venta-
jas de dichos sistemas es la posibilidad de modificar, de manera precisa, los pará-
metros del hamiltoniano a voluntad [100, 101]. Por otro lado, en sistemas de materia
condensada, uno podría pensar que el modelo en el que un parámetro del hamil-
toniano es periódico en el tiempo es un poco menos realista teniendo en cuenta la
complejidad intrínseca de este tipo de sistemas. Sin embargo, debemos señalar que,
las primeras oscilaciones coherentes en condensados fermiónicos fuera de equilibrio
fueron observadas experimentalmente en sistemas de estado sólido [11, 12, 66].
Los dos posibles parámetros a ser controlados son la interacción atractiva y la
DOS. Modificar la densidad de estados en el nivel de Fermi mediante la excitación
de modos colectivos de la red (fonones) en superconductores es una estrategia que
ha sido propuesta hace varios años atrás [102, 103]. En el presente trabajo, además
proponemos un mecanismo mediante el cual es posible modular periódicamente la
interacción atractiva en superconductores no convencionales también mediante la
excitación coherente de fonones.
Otro posible mecanismo de control es la dispersión Raman impulsiva estimula-
da (ISRS) [66, 104] o directamente el uso de radiación con frecuencias en el rango
de los THz [11, 12, 56, 105–108] que se acopla a los electrones del sistema. La ma-
yoría de los estudios de superconductividad fuera de equilibrio, se concentran en
el uso de pulsos muy cortos con una frecuencia característica por debajo del gap
superconductor en equilibrio (en el THz), pero suficientemente cerca de 2∆0 co-
mo para garantizar excitar, en algún orden, el espectro de cuasipartículas. La razón
fundamental del uso de ω < 2∆0 es evitar el posible calentamiento de la muestra
cuando se estimula con radiación de alta frecuencia, lo cual rompe pares y podría
destruir la superconductividad. Nosotros en lo que sigue, nos concentramos en un
régimen menos explorado: perturbaciones periódicas con frecuencias por encima de
2∆0, considerando que los posibles procesos de calentamiento que podría producir
dicha excitación en el superconductor (debido a posible existencia de interacciones
coulombianas residuales internas que facilitan la absorción de energía) tienen lu-
gar en un tiempo característico suficientemente grande como para poder observar
una respuesta superconductora no trivial a tiempos cortos. Debemos señalar ade-
más que existen otros mecanismos de excitación que no requieren la acción continua
de radiación electromagnética, lo cual evitaría un posible calentamiento interno del
material. Una alternativa es la excitación de un fonón óptico de larga duración (os-
cilaciones de la red con un amortiguamiento muy lento) haciendo uso de un único
impulso de luz, siendo esta oscilación la propia perturbación periódica.
Para perturbaciones con frecuencia ω > 2∆0, un conjunto de cuasipartículas,
cuyas energías coinciden aproximadamente con la frecuencia de la perturbación,
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entra en resonancia y realiza oscilaciones de Rabi sincronizadas (modo colectivo),
lo cual da lugar a una modulación lenta de la amplitud del parámetro de orden
superconductor que hemos llamado modo Rabi-Higgs; cuya naturaleza es distinta
al modo de Higgs discutido en los capítulos anteriores. Por lo general, en la lite-
ratura, el modo de Higgs se refiere al modo de amplitud del parámetro de orden
superconductor que surge debido a la ruptura de la simetría global U(1) del estado
superconductor [11, 12]. Aquí por Rabi-Higgs nos referimos a un nuevo modo colec-
tivo que corresponde con una modulación de la amplitud del parámetro de orden
superconductor (es por eso que usamos la palabra "Higgs") como consecuencia de
las oscilaciones de Rabi de la población de cuasipartículas en presencia de una per-
turbación periódica. Una importante consecuencia del modo Rabi-Higgs es que da
lugar a una inversión de población periódica de las cuasipartículas en resonancia,
con un período determinado por la amplitud del estímulo externo. Este resultado
puede ser entendido, de manera simple, usando el formalismo de pseudoespínes
de Anderson y la aproximación de onda rotante (RWA), en analogía con la forma
en la que se demuestran, teóricamente, la aparición de oscilaciones de Rabi en los
experimentos de resonancia magnética nuclear (NMR). Este nuevo modo colectivo
no lineal permite además explorar todas las fases dinámicas I, II y III discutidas pre-
viamente en sistemas de materia condesada sin necesidad de acudir a sistemas de
átomos fríos. Controlando el tiempo al cual la perturbación periódica deja de ac-
tuar, en distintos instantes dentro de un período de Rabi (como en los protocolos de
pulsos en los experimentos de NMR), uno puede acceder a dichas fases.
Además de los modos de amplitud neutrales uno puede considerar también mo-
dos de cargas. El modo de oscilación de carga más simple es el modo de sonido
longitudinal el cual en superconductores es expulsado a la frecuencia de plasma de-
bido al mecanismo de Anderson-Higgs [63]. Existen otros modos espontáneos de
carga que dejan la celda unidad neutra en total pero que permiten fluctuaciones de
carga dentro de la celda de acuerdo con la simetría de la red cristalina (ver Ecs. (4.12),
(4.13) y (4.14) más adelante). Típicamente estos modos de cargas son Raman activos
y producen una respuesta oscilante amortiguada de frecuencia 2∆0 (en lugar de la
frecuencia de plasma) para perturbaciones pequeñas debido a que la interacción de
Coulomb de largo alcance es en este caso poco relevante [56, 109, 110]. La contribu-
ción más importante de las interacciones coulombianas es de corto alcance. A distan-
cias grandes, la corrección a la energía del sistema debido a la interacciones coulom-
bianas entre celdas neutras es prácticamente despreciable (es una contribución que
viene del desarrollo en multipolos) [109, 110]. Las oscilaciones a la frecuencia 2∆0
han sido observadas experimentalmente, en tiempo real, en Ref. [66] y justificadas
teóricamente de modo satisfactorio despreciando las interacciones coulombianas.
En lo que sigue, por simplicidad, nos concentraremos en perturbaciones que se aco-
4.1 Modelo 47
plan a los modos de amplitud. No obstante, uno espera que una fenomenología
similar (con oscilaciones de Rabi, etcétera) aparezca teniendo en cuenta perturba-
ciones Raman más generales que pueden acoplarse a fluctuaciones de carga entre
celdas, donde las interacciones de Coulomb pueden tener algún efecto relevante.
4.1. Modelo
Nuestro primer objetivo ahora es el estudio de la respuesta superconductora,
fuera de equilibrio, en presencia de una perturbación uniforme (todas la cuasipar-
tículas sienten la misma fuerza) y periódica en el tiempo. Por simplicidad, y como
venimos haciendo hasta ahora, consideraremos un superconductor BCS cuyo gap es
isotrópico en el espacio k (superconductor de onda s). De los formalismos usados
hasta el momento, el más apropiado para el caso de perturbaciones periódicas en
ausencia de relajación de energía, es el formalismo de pseudoespínes de Anderson.












donde ahora además de la posibilidad de estímulo periódico en la interacción atrac-
tiva λ(t) también es posible considerar que la estructura de banda, y como conse-
cuencia la densidad de estados, cambia en el tiempo. En la Ec. (4.1) ξk(t) = εk(t)− µ
donde εk(t) es la energía de partícula libre y µ es el nivel de Fermi. Los estados k
que participan en la superconductividad son aquellos cuyas energías se encuentran
en una banda de ancho 2ωD (dos veces la frecuencia de Debye) alrededor del nivel
de Fermi lo cual ha sido representado en la segunda suma del lado derecho de la Ec.
(4.1) por la región W en el espacio k que satisface dicho requerimiento. Debemos
aclarar que si bien estudiaremos tanto el efecto de modulaciones en la interacción
atractiva como de la densidad de estados, analizaremos los efectos que producen
cada uno de ellos de forma separada. Las posibles realizaciones experimentales de
dichas perturbaciones serán discutidas en la próxima sección.
Debido a que la interacción atractiva que hemos considerado en el segundo tér-
mino de la Ec. (4.1) es de largo alcance en k, la aproximación de campo medio es
exacta en el límite termodinámico y las ecuaciones de movimiento para los pseu-
doespínes discutida en el capítulo 2 describe la dinámica exacta del problema. Pa-
ra el caso que nos ocupa ahora, el hamiltoniano BCS en campo medio viene da-
do por HMF (t) = −
∑
k Sk (t) · bk (t) donde ahora el campo pseudomagnético es
bk (t) = 2∆
′ (t) x̂ + 2∆′′ (t) ŷ + 2ξk(t) ẑ. La parte real e imaginaria del parámetro de
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orden superconductor al tiempo t son definidos autoconsistentemente como
∆′ (t) = λ(t)Sxtot (t) , (4.2)
∆′′ (t) = λ(t)Sytot (t) , (4.3)
donde Sxtot (t) ≡
∑






k〉 (t). Debemos recordar que la pro-
yección x-y de los pseudoespínes está relacionada con el parámetro de orden super-
conductor en tanto la componente z está asociada a las fluctuaciones de carga, lo
cual será útil tener en mente para la discusión que sigue.
De la misma forma que en los análisis previos, y sin pérdida de generalidad to-
maremos 〈Syk〉
0 = 0 donde el supraíndice 0 indica el valor en equilibrio. Esto significa
que fijamos la fase del superconductor de manera que el gap es real, lo cual se man-
tiene durante toda la evolución temporal. En equilibrio, en ausencia de excitaciones,
los pseudoespínes se alinean en la dirección de su campo local b0k = 2∆0 x̂+2ξk ẑ. De



















y en presencia de las perturbaciones periódicas satisface la ecuación de movimiento
usual para los momentos magnéticos en presencia de un campo magnético, obtenida
en el capítulo 2,
d〈Sk〉
dt
= −bk (t)× 〈Sk〉. (4.5)
Para el caso en el que el mecanismo de excitación es una DOS que cambia en el
tiempo, es simple mostrar que perturbaciones en la energía de cuasipartícula εk(t),
independientes del momento, son totalmente irrelevantes. Para mostrarlo, conside-
remos una excitación instantánea de la estructura de banda dada por
εk(t) = ε
0
k + V∆t δ(t), (4.6)
donde ε0k es la relación de dispersión en equilibrio y V∆t es la magnitud del poten-
cial impulsivo que se acopla con la carga total. Integrando la ecuación de movimien-
to [Ec. (4.5)] en un pequeño intervalo de tiempo dt, uno encuentra que inmediata-
mente después de la excitación, los pseudoespínes obedecen la ecuación,
〈Sk〉(dt) = 〈Sk〉0 − ẑ × 〈Sk〉0V∆t (4.7)
donde 〈Sk〉0 es el pseudoespín en equilibrio antes de la acción de la perturbación.
Esto corresponde a una rotación global de todos los pseudoespínes alrededor del eje
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z en un mismo ángulo ∆φ = −V∆t lo cual se traduce, a través de las Ecs. (4.2) y (4.3)
en una rotación global del parámetro de orden en el mismo ángulo en el plano x-y.
De esta forma, después de la perturbación, los pseudoespínes están en equilibrio
todavía y la única consecuencia es un cambio de la fase global del superconductor.
Para un superconductor aislado, tal cambio no tiene ninguna consecuencia física y
puede ser eliminada usando una transformación de gauge. Este resultado apoya el
análisis de dispersión Raman de la Ref. [111] que muestra que un operador Raman
proporcional a la densidad total de carga no produce efecto alguno se considere
o no interacciones de largo alcance. Como consecuencia, perturbaciones uniformes
(independientes del momento) como la de la Ec. (4.6) no serán consideradas en lo
que sigue. Por la misma razón, podemos considerar que µ es independiente del
tiempo y corresponde al potencial químico de equilibrio. También por la misma
razón, interacciones de Coulomb de largo alcance no juegan ningún papel relevante
para esta clase de perturbaciones independientes del momento. Las interacciones de
largo alcance podrían ser relevantes si uno considera perturbaciones que se acoplan
con el operador densidad a momento finito lo cual está más allá de los objetivos
de esta tesis. Nótese que para perturbaciones de momento total nulo el operador
asociado a dicha perturbación es el operador de número lo cual conmuta con el
hamiltoniano y no produce ningún efecto. En este caso, estamos suponiendo que
tenemos un superconductor aislado con un número fijo de partículas y donde un
cambio global de la fase superconductora es irrelevante.
4.2. Mecanismos de excitación periódica en el super-
conductor
En esta sección, discutiremos los posibles mecanismos que pueden ser usados
para excitar periódicamente un superconductor y sacarlo del equilibrio. Contrario a
la mayoría de los trabajos previos, en los que utilizan protocolos de cambio súbito en
sistemas de átomos ultrafríos [48, 49, 51, 52, 112], en este capítulo consideraremos
perturbaciones periódicas dependientes del tiempo que actúan durante un largo
período de tiempo.
4.2.1. Modulación periódica de la DOS
Los estudios teóricos sobre el acoplamiento de fonones a los modos de amplitud
espontáneo del parámetro de orden superconductor, comenzaron hace varias déca-
das atrás motivados en gran medida por resultados experimentales en 2H-NbSe2
[102, 103, 113, 114]. En este material, aparece una onda de densidad de carga (CDW)
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con una temperatura de ordenamiento TCDW = 33 ◦K mayor que la temperatura crí-
tica superconductora, Tc = 7 ◦K. Dicha CDW, mediada por fonones Raman activos,
abre parcialmente un gap en la superficie de Fermi de tal modo que la densidad de
estados disponible para la superconductividad cambia. Como consecuencia, a bajas
temperaturas, en la fase superconductora, la amplitud del parámetro de orden en
equilibrio, es dependiente fuertemente de las coordenada de la red asociada a los
fonones, la cual denotaremos en lo que sigue como u.
Debido a que los fonones que participan son activos Raman, estos pueden ser
excitados con un pulso de luz corto con técnicas usuales de espectroscopía Raman
[115, 116]. Considerando que el pulso de luz es aplicado a t = 0 y que el amorti-
guamiento de los modos colectivos de la red es despreciable en la escala de tiempo
en la que estudiamos la dinámica superconductora, entonces podemos suponer que
la coordenada asociada a dicho fonón viene dada por u(t) = u0 Θ (t) sin (ωdt) don-
de Θ (t) es la función escalón unitario de Heaviside y ωd denota la frecuencia del
fonón (en este caso la frecuencia de la perturbación periódica). Un primer modelo
de modulación de la DOS puede ser considerar que la velocidad de Fermi cambia
en el tiempo periódicamente, lo la cual corresponde a una dependencia temporal de
la forma εk(t) = ε0k[1 + β(t)] con β(t) ∝ u(t). Como discutimos anteriormente, los
términos dinámicos que se acoplan con la densidad total son irrelevantes y por tan-
to uno puede añadir un término dependiente del tiempo, proporcional al potencial
químico, tal que la perturbación relevante pueda ser escrita como
ξk(t) = ξ
0
k[1 + β(t)]. (4.8)
Dicha perturbación, corresponde a un cambio en la DOS,N(t) = N0/[1+β(t)] donde
N0 es la DOS en equilibrio. Estas ecuaciones sugieren que uno puede inducir osci-
laciones periódicas en la DOS excitando fonones en dicho material, lo cual a su vez
excita al superconductor. Es importante enfatizar lo siguiente: la ecuación del gap
BCS en equilibrio termodinámico para un mecanismo de apareamiento entre electro-




lo cual sugiere que un cambio de la densidad de estados es equivalente a un cambio
en la interacción atractiva λ y que el parámetro relevante es Nλ. Sin embargo, para
un problema fuera de equilibrio como el que nos interesa, cambiar λ o cambiar la DOS
a través de la Ec. (4.8) son perturbaciones distintas que conllevan a respuestas di-
námicas superconductoras estrictamente diferentes. Nótese además que, la modu-
lación de la interacción atractiva representa un campo pseudomagnético oscilante
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en la dirección x de los pseudoespínes mientras que la modulación periódica de la
DOS representa un campo pseudomagnético alterno en la dirección z. No obstante,
hemos encontrado que, para tiempos largos los resultados numéricos para uno u
otro tipo de perturbación, son cualitativamente similares y la existencia de modos
Rabi-Higgs y todas las consecuencias que derivan de ello, son visibles en ambos
casos.
Otro tipo de excitaciones que puede dar lugar a una DOS dependiente del tiem-
po son la dispersión Raman estimulada impulsiva (ISRS) y el uso de radiación con
frecuencias en el rango de los THz que discutiremos a continuación.
4.2.1.1. Dispersión Raman estimulada impulsiva (ISRS)
La forma en la que se transfiere la energía de un pulso de luz óptico a los elec-
trones, fonones u otros modos colectivos depende fuertemente de la naturaleza del
material en cuestión. En general, la luz (en el régimen cercano a los rayos ultravio-
letas, visible o cercano al infrarrojo) se acopla a los electrones de valencia del sólido
y los fotoexcita en estados previamente desocupados. Dicha fotoexcitación puede
generar una fuerza sobre la red del sólido, que puede ser una fuerza puramente im-
pulsiva (tipo una delta de Dirac), una fuerza persistente en el tiempo (fuerza tipo un
escalón) o una mezcla entre estos dos comportamientos límites. Para medios opacos
(que absorben fácilmente la radiación) la excitación coherente de fonones en general
se rige por el segundo tipo de fuerza. En este caso, los iones de la red se desplazan
en u0 de su posición de equilibrio en cierto instante de tiempo y comiezan a oscilar
alrededor de su nuevo mínimo de potencial lo cual da lugar a una oscilación de la
red tipo cos(u). Este mecanismo se conoce como mecanismo displasivo. Un com-
portamiento mucho más fácil de tratar teóricamente se corresponde con aquellos
materiales que resultan transparentes a la radiación incidente. En este caso, la fuer-
za sobre las coordenadas fonónicas puede ser modelada como una delta de Dirac y
la oscilaciones colectivas de la red son tipo sin(u) lo cual se conoce como mecanismo
impulsivo. En este último caso, la radiación al pasar por el material lo polariza y le
transfiere energía al sistema que es absorbida bien por los fonones [115], magnones
[117] o por los grados de libertad asociados a las fluctuaciones de la densidad de
carga del condensado de pares de Cooper [66] (ISRS de fonones, magnones o ISRS
electrónico). En lo que sigue discutiremos el mecanismo impulsivo de excitación
como candidato para lograr una perturbación periódica de la DOS.
En presencia de un campo eléctrico dependiente del tiempo E(t) de frecuencia
ω, la densidad de energía electromagnética alamacenada en un sólido polarizable
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viene dado, según las ecuaciones de Maxwell al orden más bajo en el campo, por
U(t) = −1
2
E(t) · χ(ω) ·E(t) , (4.10)
donde estamos considerando que el campo eléctrico es uniforme (no depende de las
coordenadas espaciales) lo cual es válido en el límite de longitud de onda larga (la
dependencia del campo con la posición es suficientemenete suave comparada con
las dimensiones de la muestra). En este caso, χ(ω) es la susceptibilidad dieléctrica
del material que depende de la frecuencia de oscilación del campo eléctrico y de
su polarización (por ejemplo, en x, y o z) por lo que en general es un tensor χµν(ω).
Para abreviar la notación y por razones que serán obvias en lo que sigue para el caso
de Raman electrónico, escribiremos solamente χ(ω). Dicha susceptibilidad cambia
con las oscilaciones de la red (fonones) y si uno considera que el desplazamiento
referido a la posición de equilibrio es pequeño, entonces desarrollando en serie de
Taylor uno puede escribir




De esta forma, se obtiene una correción a la energía del sistema debido al segundo





E(t) · ∂χ (ω)
∂u
· E(t)û = −F (t)û
donde ahora û representa el operador posición. La segunda igualdad enfatiza que
dicho hamiltoniano puede entenderse cómo una fuerza F (t) que actúa sobre las
coordenadas del fonón. Este mismo tipo de análisis puede ser generalizado para el
caso de Raman electrónico donde la susceptibilidad puede ser desarrollada a pri-
mer orden en la densidad de carga. Dicho mecanismo (ISRS electrónico) ha sido
utilizado experimentalmente como una fuente de excitación para condensados su-
perconductores [66, 104]. En este caso, el hamiltoniano total es H = H0 +HR donde
H0 es el hamiltoniano BCS de equilibrio y HR es el hamiltoniano Raman electrónico












y ∂χ(ω)/∂NX es un tensor en general (el tensor Raman) el cual puede ser desa-
rrollado en las distintas representaciones irreducibles X correspondientes al grupo
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puntual de simetría de la red a la que pertenezca el material que se desee estudiar







en este caso es el operador de carga en las distintas simetrías. La descripción en tér-
minos del campo eléctrico (en lugar de usar el potencial vector como en la siguiente
sección) resalta la relación de este modo de excitación con las propiedades ópticas
del material a la energía del pump, ~ω.
Si nos concentramos en materiales con simetría tetragonal (cupratos por ejem-















k = sin(kxa) sin(kya) .
Nótese que no hemos incluido fA1gk = 1 dado que esto conlleva a una perturba-
ción de la densidad de carga total lo cual es irrelevante por las razones expuestas
anteriormente. La Ec. (4.12) y Ec. (4.13) muestran que el campo eléctrico actúa co-
mo un potencial dependiente del tiempo acoplado a las excitaciones de carga en las
distintas simetrías del sistema. Usualmente pulsos de campo electromagnético cuya
duración se encuentra en el rango de los 50 fs con frecuencia en el rango de infra-
rrojo (IR) o incluso el visible son empleados en este tipo de técnicas. B. Mansart y
colaboradores han demostrado experimentalmente [66] que pulsos de estas caracte-
rísticas inducen fluctuaciones en el condensado superconductor con una frecuencia
cercana a 2∆ gracias al mecanismo de ISRS electrónico.
Las fluctuaciones de carga producidas después de la acción del pulso decaen
rápidamente debido al desfasaje de las excitaciones con distintas frecuencias. Sin
embargo, como se menciona en la Ref. [104], uno puede excitar el material con una
secuencia periódica de pulsos tal que las excitaciones cuya energía coincide con la
periodicidad de dicha perturbación son reforzadas mientras que las otras son supri-
midas. De este modo uno lograría una perturbación periódica que se acopla con la
carga lo cual es equivalente a una modulación de la DOS como en la sección anterior.
Una ventaja de este método es que es muy fácil detectar la respuesta del condensa-
do modificando las propiedades ópticas del sistema usando frecuencias ópticas o
“cualquier” otra alta frecuencia [66, 104]. La clave es buscar una frecuencia de exci-
tación en la que el superconductor sea lo más transparente posible y de esta forma
garantizar menor absorción y por ende menos calentamiento.
Las reglas de selección para ISRS son similares a las de la dispersión Raman es-
pontánea, excepto que en ISRS la vX involucra la misma polarización del campo
eléctrico a ambos lados del tensor Raman en la Ec. (4.13) mientras que en el Raman
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espontáneo los campos eléctricos a izquierda y derecha del tensor Raman están rela-
cionados con los fotones entrantes y salientes. Por lo tanto, en la notación de la Tabla
I de la Ref. [118], las polarizaciones xx, yy y x′x′ son accesibles en ISRS mientras que
la xy no. En este caso el tensor Raman es esencialmente una matriz diagonal y es
una de las razones por lo que introducimos la susceptibilidad dieléctrica y el tensor
Raman sin subíndices µν. Estas polarizaciones "paralelas" excitan los modos de si-
metría A1g junto con otros modos. Por simetría, y usando los mismos argumentos
que antes, la parte A1g de la perturbación se puede llevar a la forma de la ecuación
que modula la DOS Eq. (4.8) mientras que los otros términos, con estructura más
complicada a lo largo de la superficie de Fermi, son menos dominantes. En particu-
lar, para un modelo de red cuadrada con saltos a primeros vecinos la función base
A1g es proporcional a la relación de dispersión y de ahí sale directamente que el
hamiltoniano Raman actúa como una modulación de la DOS. Por simplicidad, en
nuestras simulaciones nos concentramos en modos que preservan la simetría de la
red. No obstante uno espera que los resultados físicos más relevantes (Rabi-Higgs,
etcétera) puedan ser observados en el caso que se exciten modos de más baja sime-
tría lo cual quedará más claro cuando discutamos el origen del modo Rabi-Higgs.
La excitación de dicho modo parece ser un fenómeno robusto que necesita pocos
requerimientos para que pueda ser observado de modo transitorio en la dinámi-
ca fuera de equilibrio de un superconductor en presencia de una radiación de alta
frecuencia (ω > 2∆0).
4.2.1.2. Radiación en el rango de los THz
Recientemente, Matsunaga y colaboradores han demostrado experimentalmente
[11, 12] que los pulsos de radiación en el rango de los THz pueden producir oscila-
ciones del condensado superconductor. En el análisis de sus resultados, ellos supo-
nen que el campo eléctrico en el THz se acopla directamente al modo de amplitud
del gap superconductor (modo de Higgs). Sin embargo, esta interpretación ha sido
cuestionada por Cea, Castellani y Benfatto [56] quienes argumentan que la respues-
ta está dominada por fluctuaciones de carga, similares a las del experimento Raman
transitorio de B. Mansart y colaboradores [66].
En este caso, para tener en cuenta el acoplamiento de los electrones con el campo
electromagnético se utiliza la sustitución de Peierls. Para portadores con carga q





donde a ≡ qA/(~c) y el potencial vectorA no depende de las coordenadas espacia-
les (límite de longitud de onda larga). Como consecuencia, el campo eléctrico viene
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dado por E = −Ȧ/c.
Expandiendo hasta segundo orden en el potencial vector, el hamiltoniano viene














donde la suma sobre índices repetidos es implícita y H0 es el hamiltoniano BCS
en equilibrio. El primer término dentro del paréntesis de la Ec. (4.16) representa el
acoplamiento del potencial vector a la parte paramagnética de la corriente. Conside-
remos A(t) = ĀΘ(t) sin(ωT t). Para ωT < 2∆ y en presencia de un desorden no muy
fuerte, no hay absorción de la parte paramagnética (la parte real de la conductividad
óptica es cero) y no hay transferencia de energía entre el campo electromagnético y
el sistema. Como estamos interesados en procesos en los que la perturbación y el sis-
tema intercambian energía, consideraremos solo el segundo término. Esto se com-
porta como una perturbación periódica con una dependencia temporal∼ cos(2ωT t).
Si consideramos un sistema con las mismas simetrías que analizamos en la sección
anterior (simetría tetragonal) y una polarización del campo eléctrico x′x′ de modo
que Āx = Āy, obtenemos nuevamente una perturbación cuya dependencia con el
momento tiene la misma simetría que la relación de dispersión para el caso de una
red cuadrada con saltos solo a primeros vecinos lo cual se traduce en una perturba-
ción dependiente del tiempo de la DOS a través de la Ec. (4.8). Una posible ventaja
de este mecanismo es que siendo ωT < 2∆ uno evita, al menos a primer orden, la
posibilidad de calentamiento en la muestra. Si bien en este caso la frecuencia de
la excitación (pump) está por debajo de 2∆ el pulso posterior (probe), que sensa las
excitaciones provocadas por el pump, es conveniente que esté en el rango de las fre-
cuencias ópticas con el objetivo de conseguir una alta resolución temporal.
4.2.2. Oscilaciones de la interacción atractiva mediada por fonones
Hasta ahora discutimos algunos mecanismos que podrían modular la DOS en el
tiempo. Otro tipo de perturbación periódica que puede estimular al superconductor
es la modulación de la interacción atractiva. En esta sección proponemos un meca-
nismo mediante el cual se puede obtener una dependencia temporal λ (t) mediada
por fonones, en superconductores no convencionales, en particular en superconduc-
tores basados en Fe.
Una recopilación de varios experimentos en diferentes materiales de la familia
de superconductores basados en Fe [119–123] muestra que la temperatura crítica (y
por lo tanto la energía de condensación) es muy sensible a la altura del anión medida
desde el plano en el que se encuentran los átomos de Fe, en particular en el FeSe (ver
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Apéndice A1). Conclusiones similares pueden ser extraídas de los experimentos de
microscopía túnel de barrido [124] y las mediciones de profundidad de penetración
magnética [125].
Teóricamente [126–131] en estos materiales se encuentra que el magnetismo es
muy sensible a la altura del anión. Esto puede explicarse naturalmente si el siste-
ma está cerca de una inestabilidad de Stoner controlada por este último parámetro.
Además, aunque el origen de la superconductividad en este tipo de materiales es
un tema de discusión actual, hay un gran concenso de que podría deberse a las
fluctuaciones magnéticas y que la interacción atractiva está controlada por la sus-
ceptibilidad magnética de dichos compuestos [132, 133]. Por lo tanto, es bastante
natural atribuir una gran fracción (si no toda) de la sensibilidad que presenta la Tc
con la altura del anión, a una modulación de la interacción atractiva a través de la
susceptibilidad magnética.
Otra característica que hace que los materiales basados en Fe sean particularmen-
te adecuados para nuestra propuesta, es que prácticamente en todos estos materiales
hay un modo fonónico de simetría A1g que involucra la coordenada de la altura del
anión. Este modo se puede excitar en tiempo real en experimentos de pump-probe
mediante un proceso Raman estimulado [104, 115, 116].
Dicho esto, consideraremos un modelo en el que la interacción atractiva es una
función de la altura del anión que puede manipularse con un pulso láser. Hemos es-
timado que los cambios en λ son menores al 10 % para el caso del FeSe (ver Apéndice
A1). A continuación estudiamos modulaciones de λ hasta de un 10 % de su valor de
equilibrio de forma ilustrativa, aunque nuestros principales resultados son robustos
y visibles para valores mucho más pequeños de la modulación de la interacción.
Consideraremos entonces que,
λ(t) = λ0 +
dλ
du
u(t) = λ0[1 + Θ (t)α sin (ωdt)] , (4.17)
donde α ∈ [0, 0.1].
4.2.3. Perturbaciones periódicas en átomos ultrafríos
La manipulación precisa de los parámetros del hamiltoniano en átomos ultra
fríos es una de las ventajas más conocidas en este tipo de sistemas [101] y, por lo
tanto, en principio, tanto un λ (t) como una dependencia temporal de la DOS po-
drían ser implementados sin mayores complicaciones.
La interacción entre fermiones puede controlarse mediante un campo magnético
dependiente del tiempo que modula una resonancia de Feshbach [100] o mediante
un control óptico lo cual es un método mucho más rápido [134].
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Para modular la DOS, el protocolo de control más sencillo es cambiar periódica-
mente en el tiempo la profundidad de los pozos de potencial de la red óptica en la
que se mueven los fermiones [101]. Este protocolo ya ha sido implementado satis-
factoriamente para sistemas bosónicos [135–137]. El cambio en la profundidad del
pozo modifica la probabilidad de salto de los fermiones entre un sitio y otro y como
consecuencia la DOS depende del tiempo.
Finalmente debemos mencionar que, recientemente, en Ref. [138] se ha introdu-
cido una nueva forma de modular el parámetro de orden superconductor experi-
mentalmente en un gas de fermiones fuertemente interactuante, lo cual parece ade-
cuado para estudiar nuestra propuesta teórica en un contexto más amplio. En este
caso, utilizan tres estados fermiónicos y estudian cómo responde la superconducti-
vidad que surge de dos de sus estados, acoplados a un tercer estado que sirve para
excitar al sistema total. Con este método consiguen generar oscilaciones de Rabi en-
tre uno de los dos estados fermiónicos que participan en la superconductividad y
un tercer estado y estudian el modo de amplitud del gap superconductor (modo de
Higgs) en el tiempo.
4.3. Respuesta lineal
Después de una discusión minuciosa de los posibles mecanismos de excitación
para obtener un λ (t) o una dependencia temporal en la DOS, veamos sus efectos
en la dinámica del gap. Como hemos mencionado antes y como demostraremos nu-
méricamente en la próxima sección, si bien la respuesta dinámica superconductora
ante una modulación periódica de la DOS es estrictamente diferente a la respues-
ta en presencia de una modulación de la interacción atractiva λ (t), los resultados
físicos más relevantes son muy similares. Es por ello que nos concentraremos en el
estudio de la respuesta superconductora ante un estímulo en la interacción atractiva
λ (t).
Como un primer ejercicio calculamos la respuesta lineal del superconductor ante
un perturbación periódica λ (t) que se prende adiabáticamente desde t = −∞. En lo
que sigue utilizamos un supraíndice “1” para las correciones que son lineales en la
perturbación y así distinguirlas de las cantidades en equilibrio que se denotan con
un supraíndice “0”. De esta forma, bk = b0k + b
1
k exp[i(ω− iδ)t], λ = λ0 +λ1 exp[i(ω−
iδ)t] con λ1 = αλ0 y Sk(t) = S0k + S
1
k exp[i(ω − iδ)t] donde δ es un cantidad positiva
e infinitesimal. Después de linealizar las Ecs. de movimiento [Ec. (4.5)] se obtiene
iωS1k = −b1k × S0k − b0k × S1k , (4.18)
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Note que dado que estamos considerando superconductores de onda s la compo-
nente x del campo pseudomagnético no depende del momento (b1xk ≡ b1x). Por tan-
to, considerando que la DOS tiene simetría electrón-hueco la única componente no
nula, después de sumar en k en ambos miembros de la Ec. (4.19), es la componente
































para 2∆0 < |ω| < ωD y cero fuera de este intervalo de energía. La parte real puede


















donde P denota el valor principal de la integral. Por otro lado, podemos escribir









y usando la Ec. (4.20) obtenemos que la respuesta de los pseudoespínes a una fre-











































Figura 4.1: En el panel superior se muestra la parte real e imaginaria de la susceptibilidad
Ec. (4.23) y Ec. (4.22) multiplicadas por λ0 en línea continua y línea discontinua-punteada res-
pectivamente. La línea discontinua horizontal muestra que la ecuación 1 − 2λ0χ0∆,∆(ω) = 0 se
satisface para ω = 2∆0. En el panel inferior se muestra la función que determina la amplitud
de las oscilaciones del parámetro de orden superconductor debido a la excitación λ (t) . En este
caso usamos una frecuencia de corte ωD = 20∆0.
Sumando la respuesta para±ω y tomando la parte real, obtenemos que la corrección
a la amplitud del gap superconductor ∆1 inducida por una perturbación periódica
∼ cos(ωt) es
∆1 = α |1 + χ∆,∆(ω)|∆0 , (4.27)
donde hemos usado el hecho de que ∆0 = λ0S0xtot.
En la Fig. 4.1 se muestra la parte real e imaginaria de la función χ0∆,∆(ω). Es fácil
mostrar [139] que la parte real del denominador de la Ec. (4.26) tiene un polo en ω =
2∆0 lo cual resulta evidente mirando la figura. Esto produce la conocida resonancia
de Higgs en χ∆,∆ la cual ha sido estudiada en el contexto de la dispersión Raman
[114], en el contexto de experimentos de pump & probe en el THz [11, 54] y en átomos
ultrafríos [138]. En la figura también se ha graficado |1 + χ∆,∆(ω)| lo cual muestra un
comportamiento resonante y determina la amplitud de la oscilación del parámetro
de orden superconductor en presencia de una perturbación periódica según la Ec.
(4.27). En lo que sigue mostraremos que, más allá del régimen de respuesta lineal,
incluso lejos de la resonancia de Higgs, aparecen efectos no lineales interesantes.
La parte imaginaria de χ∆,∆ describe la transferencia de energía desde el campo
oscilante hacia el sistema. La validez de las ecuaciones utilizadas en esta sección,
requiere que la perturbación sea pequeña y también que los tiempos no sean dema-
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siado largos. De hecho, para tiempos largos uno debería estudiar cómo la energía
que inyecta el estímulo externo se distribuye en el sistema o cómo se transfiere a un
reservorio externo. En un sistema cerrado (por ejemplo, un sistema de átomos ul-
trafríos en primera aproximación), en presencia de una perturbación periódica, uno
puede pensar que se absorbe energía indefinidamente del campo externo y que a
tiempos largos el sistema alcanza un estado de temperatura infinita. Sin embargo,
como mostraremos a continuación, incluso en el régimen de perturbaciones grandes
y respuesta fuertemente no lineal, esto no ocurre, un hecho que puede atribuirse a
la integrabilidad del modelo [140]. En un sistema abierto en contacto con un baño
térmico, uno espera que la energía se transfiera al baño. No obstante, a bajas tem-
peraturas, los tiempos de relajación en los superconductores pueden ser muy largos
[98] dejando una gran ventana temporal donde el sistema se comporta efectivamen-
te como si fuera cerrado.
4.4. Respuesta no lineal y modos Rabi-Higgs
En esta sección estudiamos el comportamiento del sistema (dinámica ∆ (t)) cuan-
do la perturbación periódica actúa durante largos intervalos de tiempo y/o la am-
plitud de la pertubación no es suficientemente pequeña, de modo que estamos en
un régimen que va más allá de respuesta lineal.
4.4.1. Resultados numéricos
En nuestros cálculos, para t ≤ 0 el sistema está en equilibrio. En este caso, el gap
superconductor es ∆0 el cual se considera real sin pérdida de generalidad en tanto
la textura de pseudoespín viene dada por la Ec. (4.4). A t > 0, comienza a actuar la
perturbación periódica de acuerdo con la Ec. (4.8) y los pseudoespínes evolucionan
según la Ec. (4.5), lo cual a su vez modifica el gap superconductor ∆ (t) y los cam-
pos locales bk (t). En este capítulo, consideramos un conjunto de N pseudoespínes
uniformemente espaciados en ξk dentro de una banda de anchoW = 40∆0 = 2ωD
lo cual equivale al doble de la frecuencia de corte (frecuencia de Debye ωD, para su-
perconductores convencionales). Al igual que en el capítulo 2, usamos el método de
Runge-Kutta de cuarto orden para integrar numéricamente las ecuaciones de movi-
miento de los pseudoespínes con N = 4 × 104. Si el parámetro de orden inicial es
real (una elección de gauge), entonces la simetría del problema obliga a que continue
siendo real en todo momento tanto para el caso de un λ (t) como en el de una DOS
periódica en el tiempo. Es por ello que, la Ec. (4.3) es igual a cero a lo largo de toda
la evolución temporal.
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Hasta el momento nos hemos restringido al hecho de que la amplitud de la per-
turbación periódica (αλ0 para el caso de la modulación de la interacción atractiva)
es una constante que no cambia en el tiempo. En el caso en el que dicha pertur-
bación es asistida por fonones, esto puede parecer poco realista ya que los modos
colectivos de la red (fonones), excitados con un pulso de luz corto, se amortiguan al
transcurrir el tiempo. Más aún en el estado superconductor donde la energía puede
transferirse del fonón a los pares de Cooper. Sin embargo, en los experimentos esto
se puede contrarestar aplicando pulsos periódicamente con una periodicidad que
sea múltiplo del período de los fonones con el objetivo de restaurar la oscilación de
la red y lograr la amplitud original. Obviamente, en el caso de los átomos ultrafríos,
ISRS electrónico o pump & probe en el THz esto no es un problema pués la amplitud
de la perturbación se controla externamente.
A continuación presentamos los resultados para una modulación periódica de
la interacción atractiva λ (t) dada por la Ec. (4.17). Utilizamos parámetros adecua-
dos para la versión asistida por fonones en materiales tales como el FeSe. Resulta-
dos cualitativamente equivalentes pueden ser obtenidos usando otros parámetros o











































Figura 4.2: Dependencia temporal del parámetro de orden superconductor para α = 0.04 (a),
α = 0.06 (b), α = 0.08 (c) y α = 0.1 (d). Las respectivas transformadas de Fourier de la dinámica
∆ (t) se muestran en cada inset. Dos frecuencias fundamentales aparecen en el espectro. Una
que corresponde a la frecuencia de la perturbación ωd = 4∆0 y otra frecuencia más baja ωR.
También se observan picos satélites a las frecuencias ωd ± nωR con n = 1, 2, 3.
La dinámica ∆ (t) se muestra en la Fig. 4.2 para ωd = 4∆0 y varios valores de α.
La primera cosa a notar es que a pesar de que la perturbación puede dar energía al
superconductor indefinidamente, el parámetro de orden promedio disminuye con
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respecto a su valor de equilibrio pero no se suprime por completo, es decir, el siste-
ma no tiende a un estado de temperatura infinita.
En la Figura 4.2 (y la Fig. 4.4 a continuación), la frecuencia de la perturbación
corresponde a una oscilación que es demasiado rápida (que no se logra resolver en
la escala de la figura) y da lugar a las regiones negras que parecen un continuo.
Esencialmente, el sistema se sincroniza con el estímulo externo. Ambas caracterís-
ticas; sincronización y ausencia de calentamiento aparecen debido a que el sistema
es integrable [140]. Además de estas oscilaciones rápidas, la amplitud del gap super-
conductor muestra oscilaciones lentas. Este nuevo modo no lineal de baja frecuencia
es nuestro principal resultado el cual hemos denominado modo Rabi-Higgs por ra-
zones que quedarán claras en la siguiente sección (esencialmente es un modo de
amplitud del gap, por eso Higgs, y que está relacionado con una oscilación de Rabi
de las cuasipartículas en resonancia con la perturbación).
No obstante, es importante notar que estos nuevos modos de oscilación induci-
dos son muy diferentes de los modos espontáneos de Higgs reportados previamente
en la literatura [48, 49, 51] los cuales tienen una frecuencia diferente (2∆) y no mues-
tran igual sensibilidad a la perturbación externa.
Para obtener más información sobre las oscilaciones del gap superconductor, rea-
lizamos un análisis de Fourier de la dinámica del parámetro de orden lo cual se
muestra en las pequeñas figuras insertadas dentro la Fig. 4.2. Para todos los valores
de α estudiados hay dos frecuencias fundamentales en la respuesta dinámica ∆ (t).
La primera es la frecuencia de la perturbación periódica ωd y la segunda correspon-
de a la frecuencia de Rabi-Higgs ωR cuyo período τ = 2π/ωR disminuye al aumentar
α. Además, se pueden observar picos satélites a las frecuencias ωd ± nωR, donde n
es un número entero pequeño.
Ahora analizaremos la amplitud de las oscilaciones del parámetro de orden su-
perconductor a la frecuencia ωd. Debido a la aparición de este nuevo modo Rabi-
Higgs, la amplitud de las oscilaciones (alrededor de algún valor medio) no es una
constante sino que presenta una modulación lenta que es claramente visible en la
Fig. 4.2. Para caracterizar este efecto (oscilaciones de Rabi), definimos una ampli-
tud, dependiente del tiempo, en cada intervalo [t, t+2π/ωd]. El mínimo y el máximo
de dicha amplitud efectiva, durante el estado estacionario de la dinámica, se denota
como ∆min1 y ∆max1 respectivamente. En la práctica, estos valores no son otra cosa
que los anchos mínimo y máximo de las regiones negras en la Fig. 4.2 para tiempos
largos. La Fig. 4.3 muestra dichas amplitudes como función de la amplitud de la per-
turbación α. La línea continua corresponde al resultado analítico obtenido usando
respuesta lineal dado por la Ec. (4.27) para ω = ωd. Notablemente, vemos que dicha
aproximación predice el orden de magnitud correcto de ∆1 y está muy cerca de ∆min1 .
Es decir, la respuesta lineal al menos fija el orden de magnitud de la amplitud de las























Figura 4.3: Amplitud de las oscilaciones del parámetro de orden superconductor como fun-
ción de la amplitud de la perturbación. Para la definición de la amplitud mínima (triángulos) y
máxima (círculos llenos) ver el texto. La línea continua es el resultado extraído del análisis de
respuesta lineal [Ec. (4.27) para ω = ωd]. La pequeña figura insertada muestra la diferencia en-
tre la dos amplitudes para valores chicos de α. Los círculos vacíos son sacados de la simulación
numérica en tanto la línea verde es un ajuste cuadrático.
oscilaciones del gap a la frecuencia de la perturbación aun lejos de su rango estricto
de validez (pequeños valores α y tiempos cortos). No obstante, la respuesta lineal
no puede explicar la diferencia entre ∆min1 y ∆max1 , lo cual es un efecto intrínseca-
mente no lineal. De hecho, tal diferencia está asociada con la aparición de la nueva
frecuencia de oscilación que es claramente un efecto que va más allá del régimen
de respuesta lineal. Esto también se puede ver en la pequeña figura insertada den-
tro de la Fig. 4.3 donde queda claro, a partir de los resultados numéricos, que para
pequeños valores de α, la diferencia entre las dos amplitudes es aproximadamente
cuadrática en α.
Existe un pequeño desajuste de la pendiente para α pequeño comparando la si-
mulación numérica con lo que predice respuesta lineal. Sin embargo, esto era de
esperar, ya que no estamos estrictamente en las condiciones de validez de dicha
aproximación, pués el cambio de la interacción atractiva no fue prendido adiabáti-
camente para la simulación numérica y la amplitudes de oscilación del gap son saca-
das del estado estacionario y no para tiempos cortos. Lo que es importante destacar
y lo cual será de utilidad para escribir un resultado analítico aproximado para ωR,
es que el orden de magnitud que predice esta aproximación es razonable y coincide
bastante bien con la solución exacta. Como comprobación adicional de que la mag-
nitud de las amplitudes está bien descripta por la susceptibilidad dada en respuesta
lineal, hemos realizado otras simulaciones numéricas cambiando la frecuencia de la
perturbación periódica acercándonos a la resonancia de Higgs que se observa en la
Fig. 4.1. Como era de esperar, en la medida que ωd → 2∆0 la amplitud de la respues-
ta superconductora aumenta como se muestra en la Fig. 4.4.
En el resto de este trabajo, presentaremos resultados numéricos solamente para
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Figura 4.4: Evolución temporal del parámetro de orden superconductor para ωd = 6∆0 (a),
ωd = 5∆0 (b), ωd = 4∆0 (c) y ωd = 3∆0 (d) con α = 0.1. La amplitud de oscilación del gap
aumenta en la medida que ωd → 2∆0.
ωd = 4∆0 aunque resultados equivalentes tienen lugar siempre que ωd > 2∆0.
4.4.2. Analogía con los experimentos de NMR
Hasta donde sabemos, el modo Rabi-Higgs encontrado en este trabajo, como res-
puesta dinámica del superconductor a perturbaciones periódicas dependientes del
tiempo no ha sido reportado previamente. Este nuevo modo no lineal de oscilación,
tiene su origen en un fenómeno resonante para los pseudoespínes, análogo a las os-
cilaciones de Rabi en experimentos de NMR para espínes magnéticos usuales, como
demostraremos a continuación.
En presencia de un campo magnético estático B0, cualquier espín o momento
magnético precesa con la frecuencia de Larmor ωL proporcional a B0. Si se aplica un
pequeño campo magnético alterno de amplitud B1 con una frecuencia ω = ωL en un
plano perpendicular a B0, el espín experimenta oscilaciones de Rabi con una nueva
frecuencia que es proporcional a B1 [141] y viene dada por
ωR = γB1 , (4.28)
donde γ es el factor giromagnético.
En el caso de los pseudoespínes, para el pseudoespín correspondiente a ξk, el
campo magnético estático viene dado por bk = 2 (∆0, 0, ξk) y como consecuencia




0. Esto no es otra cosa que la energía









Figura 4.5: Esquema del mecanismo de excitación. La perturbación periódica de ωd entra





0. El conjunto de RAP ha sido indicado con puntos rojos en este caso unidimensional
y corresponde a una línea en el caso de un superconductor bidimensional.
necesaria para crear un par de cuasipartículas como se muestra esquemáticamente
en la Fig. 4.5. Existe entonces, una familia de pseudoespínes, denotados por Skr ,






En lo que sigue, nos referiremos a este conjunto de pseudoespínes como Pseudoes-
pínes de Anderson Resonantes (RAP: por sus iniciales en inglés). El campo pseudo-
magnético oscilante que actúa sobre el conjunto de RAP es
bkr (t) = 2 (∆(t), 0, ξkr) . (4.30)
En primera aproximación, consideremos que la dependencia temporal del campo
viene dada por
∆(t) = ∆̄ + ∆1 cos(ωdt), (4.31)
donde ∆̄ es el valor promedio del parámetro de orden en el estado estaciona-
rio (similar pero no necesariamente igual a ∆0) y ∆1 es una amplitud de oscilación
constante y cuya magnitud puede ser aproximada usando el método de respuesta
lineal. Ahora descomponemos la parte dependiente del tiempo del campo pseudo-
magnético (lo cual está orientado a lo largo del eje x) en un componente paralelo
al campo estático bkr (0) = 2 (∆0, 0, ξkr) y otro componente perpendicular a él. La
componente perpendicular viene dada por








De acuerdo con la Ec. (4.28), dicho campo magnético dependiente del tiempo















Figura 4.6: (a) Dependencia de ωR como función de ∆1 ambos extraídos de la simulación numé-
rica. La línea corresponde a la predicción de la Ec. (4.33) considerando una amplitud constante
∆1 y haciendo la aproximación ∆̄ = ∆0. La barra de error indica el rango ∆min1 < ∆1 < ∆max1
(ver el texto principal). (b) ωR como función de α. Los círculos vacíos representan a la ωR extraí-
da del cálculo numérico mientras que la línea continua es el valor estimado usando la Ec. (4.33)
donde ∆1 depende de α de acuerdo con la Ec. (4.27). La expresión analítica final para ωR es la
Ec. (4.34).









proporcional a ∆1. Para reafirmar que la frecuencia de Rabi-Higgs ωR es consecuen-
cia de este mecanismo, hemos extraído, para cada valor de α, los valores de ∆1 (∆min1
y ∆max1 ), ∆̄ y ωR de la solución numérica y lo comparamos con la ωR que se obtiene
de usar la Ec. (4.33). La Fig. 4.6 (a) muestra ωR en función de ∆1. El mínimo (∆min1 ) y
el máximo (∆max1 ) de amplitud de oscilación del parámetro de orden superconductor
se representan con una barra de error horizontal. Considerando en la Ec. (4.33) un
∆1 fijo efectivo dentro de su rango de variación temporal puede observarse un buen
acuerdo con la simulación numérica exacta. La figura 4.6 (b) muestra la frecuencia
del modo Rabi-Higgs en función de la amplitud de la perturbación. La línea es el re-
sultado de la Ec. (4.33) donde el valor de ∆1 elegido es el predicho por la respuesta
lineal, Ec. (4.27). Esta aproximación resulta ser sorprendentemente buena como se
aprecia en la figura.
4.4.3. Consecuencias del modo Rabi-Higgs: inversión de población
Ahora analizamos cómo el modo Rabi-Higgs afecta a diferentes observables. En
la Fig. 4.7 se muestra la textura de pseudoespín para distintos instantes de tiempo.
Los pseudoespínes están identificados por la energía de cuasipartículas ξk y para
t < 0 se muestra la distribución de equilibrio. Los colores representan el valor de
la proyección de los pseudoespínes en las diferentes direcciones x, y, z. Observe que
las fluctuaciones en 〈Syk〉, que determinan la parte imaginaria del parámetro de or-
den [confrontar con Ec. (4.3)], son impares, por lo que se cancelan cuando se efectua
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la suma sobre k. Por lo tanto, solo las fluctuaciones de amplitud del gap entran en
juego en bk(t). La frecuencia ωd es visible en la respuesta dinámica de todas las pro-
yecciones. Su período T = 2π/ωd se corresponde con las franjas verticales indicadas
por flechas negras en el panel superior de la Fig. 4.7. Se puede ver como, la mayoría
de los pseudoespínes solo precesan, con pequeñas fluctuaciones, alrededor de sus
valores de equilibrio. Por el contrario, el conjunto de RAP cuyas cuasienergías son
aproximadamente ξkr (indicado con flechas horizontales blancas), responde fuerte-
mente al estímulo externo y exploran toda la esfera de Bloch en el período de Rabi
τ , el cual ha sido señalado con una flecha doble horizontal blanca en el panel in-
ferior de la Fig. 4.7. Dicho período coincide con el período del modo Rabi-Higgs.
Como ocurre para los espínes usuales en los experimentos análogos de RMN, el
conjunto de RAP realiza oscilaciones lentas desde la posición de equilibrio hasta su
antípoda en la esfera de Bloch y rotaciones rápidas alrededor del eje que une es-
tos puntos. Dicha dirección, corresponde aproximadamente al campo de equilibrio
b0kr = 2∆0 x̂ + 2ξkr ẑ y es una función de ωd a través de la condición de resonacia
Ec. (4.29).
Figura 4.7: Evolución de los pseudoespínes como función del tiempo para α = 0.1. El panel




k respectivamente. La textura de los
pseudoespínes en equilibrio se muestra para t < 0 (ver Ec. (4.4)). El conjunto de RAP cuya
energía se encuentra en la vecindad de ±
√
3∆0 ha sido indicado con flechas blancas. El período
asociado con la frecuencia de la perturbación es marcado con líneas negras en el panel superior.
Por otro lado, el período τ∆0 ' 27 el cual aparece en la dinámica de los RAP se indica con
una doble flecha blanca en el panel inferior. Dicho período coincide con el período τ asociado
al modo Rabi-Higgs que se observa en ∆ (t) .
Debemos tener en cuenta que los fenómenos observados acá, requieren una sin-
cronización de un número macroscópico de pseudoespínes debido a las interaccio-
nes entre ellos como consecuencia de la autoconsistencia del problema. Por lo tanto,
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el conjunto de RAP no se limita a un solo pseudoespín que satisfacen estrictamente
la condición de resonancia (4.29), sino que hay una distribución en las energías de
























Figura 4.8: Valores de ocupación nk a distintos instantes de tiempo para α = 0.1 (τ∆0 ' 27).
Debido a que aparece una inversión de población periódica para los RAP, se obtiene una fuerte
fluctuación de nk para estos estados resonantes. Los valores de nk en equilibrio corresponden a
la línea azul la cual es identificada como t < 0 en la leyenda de la figura.
Una consecuencia física importante del modo Rabi-Higgs es la existencia de una
inversión de población de los RAP que ocurre con periodicidad τ . La Fig. 4.8 mues-
tra como se refleja este fenómeno en los valores de ocupación nk los cuales están
relacionados con algunos cortes verticales del panel inferior de la Fig. 4.7 para di-
ferentes instantes de tiempo, a través de la expresión nk = nk↑ + n−k↓ = 1 − 2〈Szk〉.
Se ve claramente que los valores de ocupación nk asociados con el conjunto de RAP
oscilan entre los valores máximos y mínimos permitidos, mientras que los valores
de ocupación correspondientes al resto de la textura de pseudoespín se ven ligera-
mente afectados.
Esto sugiere que una forma natural de detectar la existencia del modo Rabi-
Higgs (u otros modos colectivos similares) podría ser la espectroscopía de fotoemi-
sión con resolución en ángulo y tiempo (tr-ARPES) a partir de la cual se puede obte-
ner la distribución de momento integrando en energía. Es de esperar también que la
microscopía de efecto túnel pueda proporcionar información sobre los modos tipo
Rabi, aunque, sabiendo que la resolución temporal de dicha espectroscopía (en su
versión más simple) es mucho menor, probablemente solo se podrá acceder a la in-
formación integrada en el tiempo en montajes experimentales de poca complejidad.
El cálculo explícito de estas cantidades será presentado en el próximo capítulo.
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4.4.4. Fase dinámica de superconductividad de gap nulo
Hasta ahora hemos mantenido la amplitud de la perturbación periódica en va-
lores relativamente pequeños (α ≤ 0.1), donde el gap superconductor muestra una
fuerte respuesta no lineal con un modo Rabi-Higgs de oscilación. Al aumentar α
hemos encontrado un valor crítico αc ' 0.3 por encima del cual, la dinámica cambia
por completo. Para valores de α cercanos a αc, los detalles de la dinámica del gap se
vuelven mucho más complicados y no es de nuestro interés hacer una caracteriza-
ción detallada de la misma en la presente tesis. Lo que nos interesa discutir ahora es
que para α suficientemente grande, encontramos una nueva fase superconductora
(de gap nulo) para el sistema fuera de equilibrio.
La Fig. 4.9 (a) muestra, en escala logarítmica-lineal, la dinámica del gap para di-
ferentes valores de α. El parámetro de orden superconductor, primero aumenta y
luego va a cero exponencialmente en el tiempo mostrando pequeñas oscilaciones
con la frecuencia de la perturbación. Como se muestra en la Fig. 4.9 (b), dentro de
esta fase sin gap, la componente x de la textura de pseudoespín 〈Sxk〉 no es cero pero
si su promedio. Esto refleja el hecho de que hay correlaciones de pares entre fermio-
nes, por ejemplo 〈c†k↑(t)c
†
−k↓(t)〉 6= 0 para la mayoría de los k, aunque ∆(t) = 0 como
consecuencia del fuerte desfasaje que existe entre los distintos pseudoespínes. Para
caracterizar este estado, definimos la cantidad ζ = β
∑
k 〈Sxk〉
2 donde elegimos β tal
que ζ = 1 para t = 0 (equilibrio). Mientras que el gap superconductor (esencialmen-
te, el promedio de 〈Sxk〉) va a cero (en la escala de la figura) y permanece así durante
largos períodos de tiempo, ζ tiende a un valor constante finito como se muestra en
la Fig. 4.9(c).
Debemos enfatizar que, distinto a la fase dinámica II discutida en el primer ca-
pítulo, este nuevo régimen de superconductividad sin gap se obtiene bajo la acción
continua de la perturbación periódica.
4.5. Uso de las oscilaciones de Rabi-Higgs para generar
las fases dinámicas del modelo de BCS
Las fases dinámicas espontáneas (en ausencia de perturbaciones dependientes
del tiempo) de un condensado fermiónico se estudiaron detalladamente en el capí-
tulo 1. En la propuesta teórica inicial [48, 49, 51], estas fases fueron obtenidas ape-
lando a sistemas atómicos ultrafríos en los cuales uno puede practicar un protocolo
de control en el que la interacción atractiva cambia abruptamente en cierto instante
de tiempo. A pesar de los intensos estudios teóricos centrados en las peculiaridades
de los átomos ultrafríos [78, 79], tales fases no se han encontrado experimentalmen-
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Figura 4.9: (a) Dinámica del parámetro de orden, en escala logarítmica-lineal, para α = 0.305
y α = 0.31 en línea continua y discontinua respectivamente. (b) La componente x de la textura
de pseudoespín a t∆0 = 3 (línea continua) y t∆0 = 15 (línea punteada) para α = 0.31 lo cual
corresponde al régimen de superconductividad sin gap. (c) Gap superconductor (línea disconti-
nua) y ζ (línea continua) como función del tiempo para α = 0.31. La definición de ζ está dada
en el texto.
te hasta el momento. La situación es incluso peor en los sistemas de estado sólido,
donde es difícil imaginar cómo se puede lograr un cambio grande en la interacción
atractiva de forma instantánea con un buen grado de control para acceder a fases de
oscilaciones persistentes del parámetro de orden superconductor. En esta sección,
proponemos una nueva alternativa para la generación de fases dinámicas espon-
táneas basadas en el uso del modo Rabi-Higgs la cual se puede aplicar tanto a los
átomos ultrafríos como a los sistemas de estado sólido.
La idea es aplicar la perturbación periódica durante un tiempo t? < τ , es decir,
más pequeño que un ciclo completo de Rabi, de tal manera que solo se haya logrado
una fracción de la inversión de población de los RAP. Entonces se permite que el
sistema evolucione espontáneamente sin el estímulo externo a partir de t = t?. En
el caso de las perturbaciones periódicas asistidas por fonones, generadas con el me-
canismo de ISRS, el movimiento de la red se puede detener aplicando un segundo
pulso, retrasado del primero en un tiempo igual a un número semientero del perío-





T , lo cual se puede demostrar fácilmente por
ejemplo resolviendo las ecuaciones de movimiento para un oscilador armónico en
presencia de un campo alterno con las características antes mencionadas. Por otro
lado, las perturbaciones periódicas debidas a radiación en el THz y las perturbacio-
nes periódicas en átomos ultrafríos se pueden controlar a voluntad en los montajes
experimentales convencionales.
En el protocolo que proponemos, la dinámica del modo Rabi-Higgs se utiliza
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para preparar una condición inicial para la posterior evolución temporal del ha-
miltoniano BCS libre (en ausencia de perturbaciones). Se han utilizado diferentes
protocolos en trabajos anteriores (pulsos de luz, etcétera) para conseguir distintas
condiciones iniciales y solo se han obtenido (teóricamente) hasta el momento osci-
laciones amortiguadas y dinámica sobreamortiguada de ∆(t) (fase dinámica I y II)
[107, 142]. En nuestro caso, demostraremos cómo acceder a todas las fases dinámi-
cas del parámetro de orden superconductor usando las oscilaciones de Rabi-Higgs.
La novedad de nuestra propuesta es que podemos inducir una inversión total de
población en la textura de pseudoespín como condición inicial y es precisamente
esto lo que hace posible la existencia de la fase de oscilaciones persistentes del gap
superconductor (fase III).
4.5.1. Resultados numéricos
Probamos este protocolo numéricamente resolviendo la dinámica de los pseudo-
espínes para un λ (t) que se enciende en t = 0 como antes, y que apagamos en t = t∗.
Consideraremos dintintos valores de t∗ dentro del primer período de Rabi del gap
superconductor, después de los cuales el parámetro de orden evoluciona espontáne-
mente (en ausencia de perturbaciones). Interesantemente, para valores moderados
de α obtenemos básicamente dos fases dinámicas, correspondientes al modo de os-
cilación amortiguado del gap (fase I) u oscilaciones persistentes del parámetro de
orden (fase III), dependiendo de la fracción del ciclo de Rabi que se haya completa-
do al tiempo t?. Esto será parametrizado convenientemente por el cociente t∗/τ .
La figura 4.10 muestra la evolución del gap para dos valores de t?/τ . Para t?/τ
pequeño, el gap se aproxima asintóticamente a un valor constante ∆∞ < ∆0 que ex-
hibe el comportamiento oscilatorio bien conocido con un decaimiento del tipo 1/
√
t
y frecuencia 2∆∞ [48, 49, 51]. Para valores intermedios de t?/τ ∼ 0.5 , la dinámica
superconductora muestran oscilaciones persistentes espontáneas entre los dos extre-
mos ∆± como las que se obtuvieron anteriormente usando el protocolo de cambio
súbito de la interacción atractiva [48, 49, 51]. El diagrama de fase para el protocolo
propuesto en esta sección, con los valores asintóticos del gap (∆∞) y los valores ∆±,
se muestra en el panel inferior de la Fig. 4.10. La región gris corresponde con la fase
de oscilaciones persistentes (fase III), mientras que la región blanca corresponde con
la fase de oscilaciones amortiguadas del gap superconductor (fase I).
En la sección anterior, para valores grandes de α, hemos obtenido una fase su-
perconductora en la cual hay correlación entre los pares de Cooper pero el gap es
nulo (disminuye exponencialmente a cero como función del tiempo) en presencia
de la perturbación periódica (ver Fig. 4.9(a)). Es natural preguntarse cuál es el des-
tino de este fase si la perturbación se apaga en un instante t∗ en el régimen de gap
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nulo. Hemos verificado que si ∆(t∗) es lo suficientemente pequeño, el régimen de
superconductividad sin gap permanece en ausencia de perturbación periódica (fase
II). Un resultado similar ha sido demostrado en Ref. [142] donde se estudió la res-
puesta superconductora después de la acción de un pulso de luz corto. En este caso,
la fase dinámica II puede obtenerse si la amplitud del pulso de luz es suficiente-
mente grande como para suprimir considerablemente el gap superconductor antes
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Figura 4.10: Panel superior: Dinámica del gap superconductor usando el protocolo de encen-
dido y apagado para α = 0.06 y distintos valores de t?. Dichos valores de t? son señalados con
una línea vertical discontinua e indicados en cada panel como función del período asociado con
el RAP τ∆0 ' 42. Panel inferior: Diagrama de fase como función de t?/τ . Las regiones blancas
corresponden a las oscilaciones amortiguadas del gap mientras que la región gris corresponde al
régimen de oscilaciones persistentes. Además en este diagrama se muestra los parámetros del
gap que caracterizan la dinámica correspondiente (∆∞,∆±). Los cambios de fase vienen dados
para t? ' 0.3τ y t? ' 0.87τ y coinciden aproximadamente con la posición en la cual los RAP
están orientados perpendicular al campo de equilibrio b0kr .
Es interesante señalar que el diagrama de fase dinámico de la Fig. 4.10 es consis-
tente con el método de vector Lax utilizado en la literatura [50, 51] que oportuna-
mente hemos introducido en el capítulo 1.
En la Ref. [51] se demostró que la dinámica del parámetro de orden está rela-
cionada con el número m de pares aislados de raíces Lax complejas conjugadas. De
hecho, ∆ (t) muestra oscilaciones persistentes a tiempos largos con un número de
frecuencias k si m > 1, mientras que ∆ (t) → ∆∞ (oscilaciones amortiguadas) si
m = 1, siendo k la parte entera de m/2.
Con el objetivo de verificar los resultados numéricos, calculamos las raíces del
vector Lax (raíces Lax) evaluando dicho vector en la textura instantánea de pseudo-
espín al tiempo t?, es decir, en la condición inicial (después de la acción de la pertur-
bación periódica) para la posterior evolución espontánea. Como ejemplo, mostra-










































Figura 4.11: En el panel superior se muestran las raíces Lax obtenidas usando la textura de
pseudoespín a t? = 0.1τ a) y t? = 0.5τ b) con α = 0.06. En el panel inferior se observa la parte
imaginaria de las raíces Lax como función de t?/τ.
de t?/τ que se usaron en los paneles superiores de la Fig. 4.10. Consistentemente
con los resultados numéricos, para t? = 0.1τ obtenemos un par de raíces Lax aisla-
das (m = 1: dinámica amortiguada) y para t? = 0.5τ obtenemos m = 3 (oscilaciones
persistentes).
Para cualquier valor de t? tenemos un par de raíces Lax aisladas puramente ima-
ginarias ±iu0 más un continuo de raíces doblemente degeneradas en el eje real. En
el régimen amortiguado, el valor absoluto de las raíces puramente imaginarias de-
termina el valor asintótico del gap superconductor. Esto es ∆∞ = u0 [49]. En la fase
dinámica de oscilaciones persistentes, aparecen dos pares adicionales de raíces ais-
ladas ±ur (±u∗r) (ver Fig. 4.11(b)). Encontramos numéricamente que la parte real de
dichas raíces Re (ur) se encuentra en la vecindad de ξkr y la parte imaginaria es
algún valor finito. Variando t?/τ , el cambio de comportamiento al régimen amorti-
guado está determinado por Im (ur) → 0. En el panel inferior de la Fig. 4.11 grafi-
camos la parte imaginaria de estas raíces Lax ur en función de t? lo cual reproduce
el diagrama de fase obtenido numéricamente [comparar con la Fig. (4.10)]. También
mostramos los valores de u0 como función de t? lo cual coincide con los valores de
∆∞ que se obtuvieron numéricamente y que han sido graficados en la Fig. 4.10.
4.6. Conclusiones
En este capítulo hemos demostrado que en un superconductor BCS sujeto a una
perturbación periódica en el tiempo muestra oscilaciones de Rabi-Higgs con una
frecuencia que depende de la amplitud de la perturbación. Hemos discutido varias
alternativas para implementar dichas perturbaciones periódicas tanto en sistemas
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de materia condensada como en sistemas de átomos fríos.
Existen algunos estudios previos que analizan la respuesta superconductora en
presencia de perturbaciones periódicas [54, 57, 99] lejos del régimen difusivo de
Eliashberg. Sin embargo, sus cálculos se limitan al estudio de la función respuesta
(susceptibilidad) solo a algunos órdenes en la frecuencia de la perturbación [54, 57,
105]. Nuestros resultados van más allá de dichos formalismos al tener en cuenta la
respuesta dinámica no lineal completa (a todos los órdenes en la frecuencia de la
perturbación). Recientemente, en Ref. [99] se encuentra una oscilación lenta del pa-
rámetro de orden superconductor bajo una perturbación periódica, en un modelo en
el que la superconductividad está cerca de una inestabilidad de onda de densidad
de carga. En este caso, el sistema oscila periódicamente entre diferentes órdenes con
una frecuencia mucho más lenta que la frecuencia de la perturbación. Sin embargo,
debemos aclarar que, nuestros resultados se aplican al caso más general de un su-
perconductor BCS que no está cerca de otro orden y en el que las oscilaciones del gap
son siempre dentro de un mismo orden de largo alcance (la superconductividad).
En sistemas reales de estado sólido y de átomos fríos, en general puede haber
procesos que van más allá del campo medio de BCS. En particular, puede haber
términos de colisiones en el hamiltoninano (interacciones coulombianas, o electrón-
fonón residual) que hacen relajar las poblaciones fuera del equilibrio. Es difícil pre-
decir de antemano qué sistema puede cumplir el requisito de que el tiempo de cohe-
rencia sea lo suficientemente largo como para ver las oscilaciones de Rabi-Higgs.
En general, una perturbación de baja intensidad puede reducir el posible efecto de
calentamiento en la muestra, pero al mismo tiempo da lugar a oscilaciones de Rabi
más lentas que pueden requerir un mayor tiempo de coherencia para su observación
experimental. Por lo tanto, se debe encontrar una compensación de ambos efectos
que dependerá del mecanismo de perturbación específico que se emplee y del mate-
rial en cuestión. Para observar los modos Rabi-Higgs obtenidos en este capítulo, la
frecuencia del estímulo externo debe ser mayor que 2∆0 pero menor que la frecuen-
cia de corte asociada al mecanismo que da origen a la superconductividad. Mante-
niendo α y el cociente ωd/∆0 como parámetros fijos, la frecuencia de Rabi escalea
linealmente con el gap [contrastar con Ec. (4.27) y Ec. (4.33)]:








de esta forma, reducir el gap hace que la oscilación de Rabi sea más larga (τ ∼ 1/∆0).
Por otro lado, los tiempos de coherencia suelen variar más rápido con la energía de
las cuasipartículas. Por ejemplo, en un líquido de Fermi, el decaimiento debido a
la interacción electrón-electrón va como 1/ω2. Por lo tanto, trabajar con materiales
4.6 Conclusiones 75
de gap pequeño puede ser beneficioso ya que los tiempos de coherencia pueden
ser más largos que el período de Rabi que uno quisiera medir. Teniendo en cuenta
que el sistema no es un líquido de Fermi sino un superconductor, la situación es, por
supuesto, aun mejor. En este sentido, es útil remarcar que las oscilaciones de Rabi no
tienen precedentes en superconductores de materia condensada, pero si tienen una
larga historia en semiconductores [143–145] y son parte de la “caja de herramientas”
moderna de las tecnologías cuánticas de estado sólido [146–149].
Hemos discutido perturbaciones dependientes del tiempo que preservan la si-
metría de la red y se acoplan a los modos de Higgs. También es posible aplicar
perturbaciones que no conservan la simetría de la red y que se acoplan por ejemplo,
a las fluctuaciones de carga con simetría B1g y B2g en el caso de una red cuadra-
da. Estas excitaciones producirán oscilaciones de carga tipo Rabi, completamente
análogas a las oscilaciones de Rabi-Higgs. Una ventaja de estos modos es que al
ser Raman activos modulan las propiedades ópticas del material como lo hacen los
modos espontáneos de oscilación [66, 104]. Por lo tanto, pueden estudiarse con ex-
perimentos ópticos, por ejemplo excitando en el rango de los THz y monitoreando
la reflectividad diferencial con luz visible.
Como posible aplicación, hemos mostrado cómo el Rabi-Higgs inducido puede
usarse para observar las fases dinámicas espontáneas predichas en el marco de la
teoría de BCS [48, 49, 51] y que hasta ahora no han sido observadas en su totali-
dad. Las propuestas originales fueron esencialmente pensadas para sistema atómi-
cos ultrafríos usando un protocolo que implica una perturbación instantánea que
en algunos casos necesita ser muy intensa para obtener superconductividad sin gap
u oscilaciones persistentes del parámetro de orden. En cambio, nuestra propuesta
se basa en una perturbación menos intensa, aplicada durante un tiempo moderado,
aprovechando las propiedades del condensado superconductor. Esto abre una nue-
vo abanico de oportunidades para lograr que estas fases sean accesibles incluso en
sistemas de materia condensada.
Los resultados de este capítulo constituyen ejemplos de control cuántico de la
función de onda del condensado. En este caso, la población de un conjunto de cua-
sipartículas se invierte periódicamente en el tiempo. La fuerte analogía con la NMR
y el control cuántico en estado sólido [143–149] marcan el camino para seguir pro-
fundizando en el tema y explorar por ejemplo la posibilidad de observar otros fe-
nómenos fascinantes como los ecos de Hahn [150] o propagación de solitones [151]




Dinámica no lineal del
superconductor acoplado a un baño
térmico y su posible detección usando
espectroscopías con resolución
temporal
En el capítulo anterior hemos demostrado que, en el marco de la teoría BCS,
una perturbación periódica con frecuencia ωd en resonancia con el espectro de cua-
sipartículas (ωd > 2∆0), puede producir oscilaciones de Rabi con una frecuencia
que es proporcional a la amplitud de la perturbación, dando lugar a un nuevo mo-
do colectivo de oscilación del parámetro de orden superconductor llamado modo
"Rabi-Higgs".
Para poder observar el modo Rabi-Higgs es necesario excitar al superconductor
en un régimen de respuesta no lineal; en una escala de tiempo menor que los tiem-
pos de relajación y decoherencia del sistema. Uno de los objetivos de este capítulo,
es determinar bajo qué condiciones se puede lograr dicho régimen.
Los efectos de relajación de energía en un sistema de dos niveles en presencia de
una perturbación periódica dependiente del tiempo es un problema bien conocido
en la literatura [152]. El modo más sencillo de introducir relajación es considerar
fenomenológicamente un tiempo de relajación T en el marco de las ecuaciones de
Bloch [152]. En este caso, la dinámica del sistema muestra un régimen de respuesta
lineal a tiempos largos para pequeñas amplitudes de la perturbación [152]. Por otro
lado, un régimen no lineal de oscilaciones de Rabi aparece como un fenómeno tran-
sitorio a tiempos cortos para amplitudes de la perturbación suficientemente grandes
de modo que la frecuencia de Rabi sea mayor que 1/T . Esta fenomenología, propia
77
78
Dinámica no lineal del superconductor acoplado a un baño térmico y su
posible detección usando espectroscopías con resolución temporal
del sistema de dos niveles, ha sido obtenida en otros contextos; por ejemplo en el
caso de grafeno en presencia de campos eléctricos fuertes dependientes del tiempo
[153].
Si bien la extensión de dichos resultados al caso de muchos sistemas de dos ni-
veles que interactúan entre sí no es obvia, en este capítulo obtendremos regímenes
similares en la respuesta dinámica de un superconductor BCS acoplado a un ba-
ño térmico con el cual intercambia energía y se encuentra bajo la acción de una
perturbación periódica. En particular, demostraremos que la observación del mo-
do Rabi-Higgs, requiere tiempos de relajación largos y/o perturbaciones fuertes lo
cual garantiza que la frecuencia de Rabi-Higgs ωR > 1/T , siendo T el tiempo de
relajación de energía que introcuce el acoplamiento con el reservorio externo.
En condiciones favorables, el tiempo de relajación en un superconductor pue-
de ser extremadamente grande, lo cual se deduce de los picos de coherencia bien
angostos que se observan en la densidad de estados de superconductores conven-
cionales tales como el aluminio [154]. Usando la fórmula de Dynes discutida en el
capítulo 3 para explicar la densidad de estados que se obtiene de los experimentos
de microscopía de efecto túnel, uno puede estimar el tiempo de relajación provis-
to por el baño como el inverso del parámetro de Dynes T ≡ 1/Γ . El inverso del
parámetro de Dynes ha sido medido en muestras delgadas de aluminio en la fase
superconductora y resulta ser 1/Γ ∼ 106/∆0 ∼ µs [154] lo cual garantiza la exis-
tencia de una amplia ventana temporal donde es posible observar la respuesta no
lineal del superconductor antes de que los efectos de relajación jueguen un papel
determinante. De hecho, para las amplitudes de la perturbación periódica utiliza-
das en el capítulo anterior, el período de Rabi-Higgs τR ≡ 2π/ωR es del orden de
10/∆0 o 102/∆0 lo cual es muchísimo menor que T (ver por ejemplo Fig. 3.5). Por
otro lado, debemos mencionar que el estimado que hemos hecho para T es proba-
blemente muy optimista si consideramos que la misma dinámica de cuasipartículas
fuera de equilibrio podría generar nuevos canales para la relajación de energía [155].
Para ello debemos considerar otros grados de libertad y tratar el problema completo
de muchos cuerpos fuera de equilibrio de manera autoconsistente para el caso de la
superconductividad, lo cual va más allá del objetivo de la presente tesis.
En este capítulo consideraremos la competencia entre la respuesta no lineal del
superconductor (por ejemplo modos Rabi-Higgs) y los efectos de disipación que
aparecen al considerar el sistema acoplado a un baño térmico. Para el reservorio ex-
terno tendremos en cuenta el modelo más simple posible descripto por un hamilto-
niano estático de partícula libre en el límite de banda ancha que hemos introducido
en el capítulo 2. De esta forma, el acoplamiento con el reservorio solo introduce un
parámetro semifenomenológico que da lugar a un ensenchamiento de lo niveles de
energía. Bajo estas aproximaciones estudiamos la posible detección de no lineali-
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dades, tales como el modo Rabi-Higgs, usando espectroscopías resueltas en tiempo
para distintos valores del acoplamiento con el baño y otros parámetros caracterís-
ticos de la técnica experimental a utilizar. En lo que sigue demostraremos como
ambas espectroscopías tr-ARPES y STM con resolución temporal, son apropiadas
para la identificación de oscilaciones de Rabi-Higgs a tiempos cortos en presencia
de mecanismos de relajación. Gracias al acoplamiento del superconductor con el ba-
ño externo el sistema alcanza un estado estacionario fuera de equilibrio a tiempos
largos con interesantes no linealidades no observadas hasta el momento en super-
conductores BCS en presencia de perturbaciones periódicas. También en este capí-
tulo demostraremos la posibilidad de generar segundos armónicos en la respuesta
superconductora y nuevas oscilaciones de Rabi como consecuencia, al aumentar la
amplitud de la perturbación. En este caso, el modo de Rabi-Higgs es mucho más len-
to y por ende menos factible de observar en presencia de mecanismos de relajación
de energía.
5.1. Modos Rabi-Higgs en presencia de disipación pro-
vista por el baño
En lo que sigue, del mismo modo que en el capítulo anterior, consideraremos
como perturbación la modulación periódica en el tiempo de la interacción atractiva
λ. Aún en presencia del mecanismo de relajación introducido en el capítulo 2, uno
espera que una modulación periódica de la densidad de estados arroje resultados
similares.
En ausencia de un reservorio externo, hemos demostrado, en el capítulo anterior,
que por pequeña que sea la amplitud de la perturbación, si ωd > 2∆0 se obtienen
oscilaciones de Rabi-Higgs. Aparentemente, el modo Rabi-Higgs prohibe la apari-
ción de un régimen de respuesta lineal. De hecho, en ausencia de un baño externo,
el sistema se vuelve inherentemente no lineal a tiempos largos sin importar cual sea
la amplitud de la perturbación (tarde o temprano aparecen oscilaciones de Rabi).
En analogía con el sistema de dos niveles, uno puede intuir que en presencia de
mecanismos de relajación de energía debido al acoplamiento con el reservorio, este
comportamiento ideal desaparezca y que exista un régimen de respuesta lineal en
algún límite. Los resultados numéricos que presentamos a continuación son consis-
tentes con esta hipótesis.
En lo que sigue mostramos la dinámica del parámetro de orden superconductor
ante una perturbación periódica de la interacción atractiva con una frecuencia ωd =
4∆0 y distintas amplitudes de oscilación. Resultados similares pueden obtenerse
para otras frecuencias siempre que ωd > 2∆0. A t ≤ 0 el sistema está en equilibrio y
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A t = 0 comienza a actuar la perturbación periódica λ (t) = λ0[1 + Θ (t)α sin (ωdt)] y
se calcula la dinámica de la función de Green menor para t = t′, G<k (t, t) ≡ G<k (t) a
través de la ecuación
∂tG
<
k (t) = −γG<k (t) + Ik(t)− i [Hk(t),G<k (t)] , (5.2)









































′) es la función de Green retardada en ausencia del baño, Hk(t) es el ha-
miltoniano BCS en la representación de Nambu y γ es el parámetro que da cuenta
del acoplamiento entre el superconductor y el reservorio tal y como fue introducido
en el capítulo 2. Por su parte, la dinámica del gap superconductor viene dada de




k (t)12. En este capítulo empleamos
el mismo formalismo utilizado en el capítulo 2, solo que en lugar de estudiar un
cambio súbito en la interacción atractiva ahora estamos interesados en los efectos
que produce una modulación periódica de la misma.
5.1.1. Efectos no lineales en ausencia de un reservorio externo: mo-
dos Rabi-Higgs y generación de segundos armónicos
En esta sección presentamos brevemente los resultados de la respuesta dinámica
del superconductor sin los efectos del reservorio con el objetivo de: 1) mostrar que
el formalismo de Keldysh para las funciones de Green reproduce correctamente los
resultados obtenidos en el capítulo anterior usando el formalismo de pseudoespínes
de Anderson, 2) discutir un nuevo fenómeno no lineal (generación de segundos
armónicos) que aparece para amplitudes de la perturbación más grandes que los
usados previamente y 3) contrastar dichos resultados con aquellos en los que el
efecto del baño juega un papel determinante.
En este capítulo consideraremos valores grandes de α (α ∼ 0.4) por encima de
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lo que experimentalmente resulta más factible (α ≤ 0.2). En este caso, es posible
acceder a nuevos regímenes no lineales de generación de segundos armónicos en la
respuesta transitoria del sistema y también no linealidades en el estado estacionario
tales como saturación del desbalance de la población de cuasipartículas en presencia
de un baño térmico.
En ausencia de disipación, ∆ (t) se calcula considerando la evolución temporal
de la función de Green menor dada solamente por el conmutador de dicha fun-
ción de Green con el hamiltoniano (Ec. (5.2) sin los dos primeros términos del lado
derecho de la ecuación). La dinámica del parámetro de orden superconductor y el







= 1− i [G<k (t)11 −G<k (t)22] (5.5)
se muestran en la Fig. 5.1 para dos valores distintos de α. En este caso, se obtie-
nen las oscilaciones de Rabi-Higgs en total acuerdo con lo obtenido anteriormente
usando el formalismo de pseudoespínes de Anderson. Dicho modo está asociado
con una inversión periódica de la población de cuasipartículas en resonancia con la
perturbación. Para ωd = 4∆0, es posible apreciar, en la función de distribución de
momento nk(t), una dependencia temporal a la energías ξk ≈ ±2∆0 (cuasipartícu-
las en resonancia con la perturbación periódica) con un período que coincide con el
período de Rabi-Higgs de ∆(t) (Fig. 5.1). Note que la inversión de los colores a lo
largo de dicha estructura angosta representa una inversión cíclica de la población
de cuasipartículas en resonancia. Dicha dependencia temporal permite la detección
del modo de Rabi-Higgs de manera simple usando espectroscopías con resolución
temporal como demostraremos en la siguiente sección.
Un nuevo fenómeno no lineal que no hemos discutido hasta el momento es la
generación de segundos armónicos y el correspondiente Rabi-Higgs asociado en
la respuesta dinámica del gap. En el caso de que el estímulo externo sea radiación
electromagnética, la generación de segundos armónicos está prohibida por simetría
[57]. Esto se deduce del hecho de que la respuesta de la corriente a un potencial
vector A es J ∼ ρs(A)A donde ρs(A) es la densidad de superfluido. En ausencia
de una corriente estacionaria, la energía libre y ρs(A) son funciones pares de A, de
manera que la contribución no lineal a la corriente, de menor orden en A posible
es J ∼ A3 (generación de terceros armónicos) [57]. Sin embargo, en nuestro caso,
esta simetría no está presente pués para λ > 0, también los términos impares en δλ
son permitidos en la energía libre y como consecuencia es posible la existencia de
segundos armónicos.
De hecho, como se observa en el panel inferior de la Fig. 5.1, la respuesta super-
conductora no solo contiene la frecuencia de la perturbación ωd = 4∆0 sino también
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Figura 5.1: Respuesta dinámica del superconductor en ausencia de reservorio externo para
α = 0.1 (columna izquierda) y α = 0.2 (columna derecha) con ωd = 4∆0. Comenzando por el
panel superior hasta el panel inferior se muestra el parámetro de orden superconductor como
función del tiempo, la función distribución de momentos nk(t) y la transformada de Fourier de
∆(t) respectivamente.
el doble de la frecuencia 2ωd = 8∆0. Esto también se aprecia en el panel interme-
dio de la Fig. 5.1, donde oscilaciones de Rabi-Higgs mucho más lentas, asociadas
con la respuesta de segundos armónicos es claramente visible como una estructura
angosta dependiente del tiempo en la población de cuasipartículas con ξk ≈ ±4∆0.
5.1.2. Dinámica incluyendo relajación de energía
En esta sección analizamos los efectos de disipación que introduce un baño tér-
mico en la dinámica del parámetro de orden superconductor y en la distribución de
cuasipartículas.
Como mencionamos anteriormente, un resultado bien conocido en el campo de
la óptica cuántica es que las oscilaciones de Rabi para un sistema de dos niveles re-
sulta ser un efecto transitorio en presencia de mecanismos de relajación de energía.
En la Fig. 5.2, se muestra la respuesta superconductora ∆(t) para distintos valo-
res de γ y de la amplitud de la perturbación α. En este caso, encontramos que las
oscilaciones de Rabi-Higgs se convierten también en un efecto transitorio solo apre-
ciable antes de que el sistema alcance un estado estacionario debido al intercambio
de energía con el baño. Luego para este caso particular de muchos sistemas de dos
niveles sincronizados e interactuantes entre sí, se preserva la fenomenología de un
sistema de dos niveles con un régimen transitorio de oscilaciones de Rabi y un esta-
do estacionario en el cuál el parámetro de orden oscila solamente con la frecuencia
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Figura 5.2: Dependencia temporal del parámetro de orden superconductor en presencia de un
baño que introduce relajación de energía, para α = 0.1 (columna izquierda) y α = 0.2 (columna
derecha). En el panel superior, intermedio e inferior usamos γ = 0 (en ausencia de baño), γ =
0.05∆0 y γ = 0.2∆0, respectivamente.
de la perturbación periódica.
En la medida que γ sea cada vez más grande (yendo del panel superior al in-
ferior en la Fig. 5.2) el sistema alcanza un estado estacionario más rápidamente en
el que las oscilaciones de Rabi-Higgs dejan de estar presentes. Al aumentar α, pa-
ra un valor fijo de γ, ωR aumenta y varias oscilaciones de Rabi-Higgs pueden ser
vistas antes que desaparezcan completamente como consecuencia de la relajación
de energía provista por el baño (ver por ejemplo Fig. 5.2 (c,d)). De esta forma, en
aras de detectar experimentalmente los modos de Rabi-Higgs, es necesario garan-
tizar que ωR & γ. De hecho, esta es la razón por la cual, para los valores de γ que
hemos utilizado hasta el momento, el modo de Rabi-Higgs más lento, asociado con
la generación de segundos armónicos, no es visible en este caso (dicho período de
Rabi-Higgs es mucho más largo que el tiempo característico de relajación de ener-
gía).
En el otro extremo, para α chicos y disipación fuerte es posible acceder a un
régimen en el que ωR . γ donde solo se observan oscilaciones sincronizadas con
la frecuencia de la perturbación (paneles inferiores de Fig. 5.2 y Fig. 5.3). En este
régimen, las amplitudes de las oscilaciones del parámetro de orden aumentan li-
nealmente con α como se muestra en la Fig. 5.3. Sin embargo, es importante hacer
notar que al incrementar el valor de α, después de un transitorio muy rápido, el
parámetro de orden disminuye en promedio lo cual constituye el primer efecto no
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Figura 5.3: (a) Evolución temporal del parámetro de orden para γ = 0.2∆0 y α = 0.004, 0.01,
0.016, 0.022. (b) Amplitud ∆1 de las oscilaciones del parámetro de orden en función de α. Los
puntos negros corresponden con las curvas del panel (a).
lineal que aparece en la dinámica.
Como conclusión de estos primeros resultados, en presencia de disipación, po-
demos distinguir dos régimenes bien marcados: uno en el cual la teoría de respuesta
lineal es aplicable aún a tiempos cortos (ωR . γ) y el otro que corresponde a un ré-
gimen transitorio de respuesta no lineal con oscilaciones de Rabi-Higgs (ωR & γ).
Notablemente, en el primer caso (cuando el efecto de relajación es más rápido que
las oscilaciones de Rabi-Higgs) aparece un comportamiento no lineal en el estado
estacionario para amplitudes de la perturbación suficientemente grandes. A conti-
nuación exploraremos ambos regímenes; el régimen de respuesta no lineal transi-
toria para 2π/ωR < tM < 1/γ, siendo tM el tiempo en el que se mide, y el régimen
no lineal en el estado estacionario para amplitudes grandes de la perturbación con
tM > 1/γ.
Comenzaremos discutiendo en detalle el régimen transitorio de respuesta no li-
neal, haciendo hincapié en la posibilidad de detectar los modos Rabi-Higgs expe-
rimentalmente. Previamente, hemos demostrado que el modo Rabi-Higgs está aso-
ciado con oscilaciones en el valores de ocupación nk (ver Fig. 5.1). Estas fluctuacio-
nes de carga constituyen la clave fundamental para detectar, de manera sencilla, la
existencia de estos modos no lineales de oscilación usando técnicas experimentales
estándares como se demostrará en la siguiente sección.
Dado que la estructura electrónica que hemos considerado a lo largo de la te-
sis es isotrópica en el espacio k, nk depende de k solamente a través de la energía
correspondiente (ξk) medida desde la superficie de Fermi. Por tanto es útil intro-
ducir una nueva notación para la función de distribución n(ξk) ≡ nk. Cuando sea
conveniente, en lo que sigue sacaremos la dependecia explícita en momento y nos
referiremos a n(ξ) como: la función de distribución de momento teniendo en mente
la equivalencia antes mencionada.
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En la Fig. 5.4 se observa la distribución nk dependiente del tiempo teniendo en
cuenta el acoplamiento con el reservorio (columna intermedia y derecha) en compa-
ración con su contraparte en ausencia de interacción con el baño (columna izquier-
da) para diferentes instantes de tiempo dentro del primer ciclo de Rabi (paneles
(d)-(f)) así como en el estado estacionario (paneles (a)-(c)) . Los parámetros γ y α
que hemos usado son lo mismos que se usaron en la columna derecha de la Fig. 5.2.
Para γ = 0, las oscilaciones de Rabi pueden ser identificadas como oscilaciones
en el valor de ocupación nk con ξk ≈ ±2∆0, que denotaremos como n(±ξR). Peque-
ños picos aparecen también para ξk ≈ ±4∆0, correspondiendo al modo Rabi-Higgs
lento asociado a la generación de segundos armónicos el cual comienza a desarro-
llarse en la escala temporal utilizada en la Fig. 5.4(d). A tiempos largos, los dos
modos Rabi-Higgs pueden ser vistos como se deduce de la Fig. 5.4(a).
Para el caso en el que la disipación es débil (γ = 0.05∆0), la dinámica transito-
ria solamente muestra oscilaciones de n(±ξR) que corresponden con el modo Rabi-
Higgs de más alta frecuencia. Finalmente, cuando la disipación es fuerte (acopla-
miento fuerte entre el superconductor y el baño: γ = 0.2∆0) no alcanza a comple-
tarse un ciclo de Rabi debido a que el mecanismo de relajación de energía actúa a
tiempos muy cortos comparados con el período del modo Rabi-Higgs. Como con-
secuencia, n(ξR) (n(−ξR)) aumenta (disminuye) en un intervalo de tiempo corto y
luego satura rápidamente sin mostrar oscilaciones de Rabi.
La distribución de momento en el estado estacionario se muestra en la Fig. 5.4(b)
y Fig. 5.4(c) para distintos tiempos dentro de un período de la perturbación. En este
caso, nk tiene un pico a ξk ≈ ±2∆0 tal que n(±ξR) ≈ 1 durante toda la dinámica.
Teniendo en cuenta el grado de libertad de espín, este estado corresponde a un esta-
do de partícula libre semi-lleno. Como veremos enseguida, el valor de α = 0.2 que
hemos considerado es suficientemente grande como para alcanzar un régimen no
lineal en el estado estacionario. De esta forma, en presencia de mecanismos de rela-
jación, la dinámica del parámetro de orden superconductor tarde o temprano llega a
un régimen en el cual solo aparece la frecuencia de la perturbación (ver Fig. 5.2 (e,f))
y existe un desbalance estacionario de la población de cuasipartículas a la energía
ξR.
Ahora nos concentramos en el régimen estacionario con el objetivo de identificar
como es la transición entre la respuesta lineal y no lineal. Para ello hemos extraído la
distribución de cuasipartículas nk a tiempos largos para distintos valores de α con
γ = 0.2∆0. El desbalance de la población de cuasipartículas en el estado estaciona-
rio cambia considerablemente como función de la amplitud de la perturbación como
se observa en la Fig. 5.5. Este fenómeno es bien conocido en el marco de la óptica
cuántica, en donde uno considera usualmente un sistema de dos niveles en presen-
cia de una perturbación externa dependiente del tiempo y efectos de disipación a
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Figura 5.4: Distribución nk en función del tiempo para α = 0.2 y γ = 0 (columna izquierda),
γ = 0.05∆0 (columna intermedia) y γ = 0.2∆0 (columna derecha). En los paneles (d)-(f) se
muestra el nk para distintos instantes de tiempo: el tiempo aumenta de abajo hacia arriba en
cada figura como t = 0 (equilibrio), t = 0.1τR, t = 0.25τR, t = 0.5τR, t = 0.75τR y t = τR (período
de Rabi-Higgs: τR∆0 = 15). Para mayor claridad, el cero de cada curva ha sido desplazado
verticalmente por un factor 2. Las distribuciones nk para distintos tiempos dentro de un período
de la perturbación, en el estado estacionario, puede verse en los paneles (a)-(c).
través de un parámetro fenomenológico en las ecuaciones de movimiento (ecuacio-
nes de Bloch). Si la perturbación está en resonancia con el sistema de dos niveles
(la frecuencia de la excitación coincide con el espaciamiento entre los dos niveles de
energía), la población del estado excitado en el estado estacionario, aumenta con la
amplitud de la perturbación y en el límite de intensidades muy altas, la población
más grande posible de dicho estado es igual a la población del estado básico del
sistema (ambos niveles se encuentran igualmente poblados) [152].
Como ya hemos mencionado, la situación para el caso de un superconductor
BCS, es en principio bien distinta al caso de un sistema de dos niveles en el marco
de la óptica cuántica. En este caso, el fenómeno observado no corresponde a la di-
námica de un sistema de dos niveles sino a una colección de sistemas de dos niveles
interactuando a través de la autoconsistencia que determina el parámetro de orden
superconductor. A pesar de ello, en el límite de α grande (Fig. 5.5(e)) la población de
cuasipartículas en resonancia con la perturbación satura al valor n(ξR) ≈ 1 (estado
semilleno teniendo en cuenta el espín) en el estado estacionario. En otras palabras,


























Figura 5.5: Distribuciones nk en el estado estacionario para γ = 0.2∆0 y α = 0.05 (a), α = 0.1
(b), α = 0.15 (c) y α = 0.2 (d). En el panel (e) las líneas discontinuas y línea continua represen-
tan el (mínimo, máximo) y promedio de n(ξR), respectivamente, como función de α. Note que
n(ξR) es distinto de cero aún cuando α = 0 debido al exceso de ocupación inherente al estado
fundamental del hamiltoniano BCS. La línea dicontinua y punteada es un ajuste cuadrático de
la población excitada para pequeños valores de α. La inversión de la población comienza cuan-
do n(ξR) excede la línea horizontal nk = 1 lo cual ha sido representado con flechas en el panel
(d). Como consecuencia de la presencia de disipación, en el estado estacionario esto no ocurre
por grande que sea la amplitud de la perturbación.
igual que como ocurre en un sistema de dos niveles, no es posible una inversión de
población en el estado estacionario por grande que sea la amplitud de la perturba-
ción α (la cantidad n(ξR)− n(−ξR)) no cambia de signo).
Dicho resultado muestra como las no linealidades dinámicas de un supercon-
ductor BCS pueden ser controladas de modo similar al caso de un sistema de dos
niveles. Haciendo uso de esta analogía, el régimen de respuesta lineal debe estar
caracterizado por elementos no diagonales de la matriz densidad que dependen li-
nealmente de α y elementos diagonales que dependen de α cuadráticamente (como
debe ser por razones de simetría). Este es el comportamiento que se observa en el
caso de un superconductor BCS fuera de equilibrio en presencia de relajación de
energía. Se puede ver como, para valores chicos de α, el promedio del desbalance
en la población de cuasipartícula en resonancia con la perturbación crece cuadrática-
mente con α. Alrededor de α ∼ 0.1 este régimen desaparece y el sistema transiciona
a un régimen no lineal en el estado estacionario. De esta forma, para garantizar un
régimen de respuesta lineal es necesario que α  1 o ωR  ∆0 [contrastar con la
Ec. (4.34)].
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Figura 5.6: Fotocorriente detectada usando tr-ARPES para α = 0.2 a distintos tiempos de foto-
emisión dentro del primer período de Rabi-Higgs τR. De izquierda a derecha, utilizamos t0 = 0
(equilibrium), t0 = 0.1τR, t0 = 0.25τR, t0 = 0.5τR, t0 = 0.75τR y t0 = τR respectivamente. El
panel superior, intermedio e inferior corresponden a γ = 0 (en ausencia del baño), γ = 0.05∆0
y γ = 0.2∆0 como en la Fig. 3.6.
5.2. Simulación de tr-ARPES y STM: detección del mo-
do Rabi-Higgs y otras no linealidades en el estado
estacionario
El principal objetivo en esta sección es, identificar cuales son los características
que aparecen usando espectroscopías resueltas en tiempo, que permiten identificar
la existencia de oscilaciones de Rabi-Higgs como un efecto transitorio y la presencia
de no linealidades en el estado estacionario.
Claramente, una técnica emergente para detectar fenómenos transitorios en una
pequeña escala de tiempo en sistemas de materia condensada es tr-ARPES que será
discutido a continuación. En una segunda parte, demostraremos como experimen-
tos de tunelaje con resolución temporal podrían ser útiles también para detectar
todas estos comportamientos no lineales fuera de equilibrio.
En todos los casos que discutiremos a continuación, calculamos la señal espectral
correspondiente en términos de la función de Green menor Ec. (3.40) como función
de α y γ.
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5.2.1. tr-ARPES
En nuestra configuración, λ (t) comienza a actuar en el sistema al tiempo t = 0
lo cual produce comportamientos no lineales fuera de equilibrio en el superconduc-
tor que quieren ser detectados. En el caso de tr-ARPES la respuesta dinámica fuera
de equilibrio es sensado mediante un proceso de fotoemisión inducido por un pa-
quete de ondas de fotones centrados en el tiempo t0 y con energía central ~ωq más
grande que la función trabajo del sólido W . Para simplificar, utilizamos una forma
gaussiana para este pulso de sondeo
s(t) = exp(−(t− t0)2/2σ2)/(σ
√
2π) (5.6)
con desviación estándar σ. En un experimento tr-ARPES, se mide el impulso de
los electrones salientes ke. La conservación de energía determina la energía de ex-
citación que queda en el sistema después del proceso de fotoemisión, ~ω = ~ωq −
(~ke)2/(2me)−W y la conservación del momento proporciona información sobre el
impulso de las excitaciones k. La fotocorriente resuelta en momento que se observa
en el detector al tiempo t se debe a todos los electrones fotoemitidos antes de dicho
tiempo lo cual viene determinado por la expresión






dt2s (t1) s (t2) e
iω(t1−t2)G<k (t1, t2)11 . (5.7)
Con el objetivo de sensar los modos Rabi-Higgs en tiempo real, en lo que si-
gue estudiaremos como cambia la fotocorriente detectada para distintos tiempos de
fotoemisión t0 tomando el límite de integración entre un tiempo de corte inferior
ti = t0 − 5σ y t = t0 + 5σ (teniendo en cuenta todos los electrones fotoemitidos por
el pulso de sondeo). En la Fig. 5.6 se ha graficado Ik (ω, t) para el problema con y sin
acoplamiento al baño externo para distintos instantes t0 dentro del primer período
de Rabi-Higgs τR. Por simplicidad y sin pérdida de generalidad, consideramos una
banda parabólica para los electrones ξk ∝ (k2−k2F ) y un pulso de sondeo con desvia-
ción estándar σ = 0.1τR. La señal de fotoemisión en equilibrio (columna izquierda
de la Fig. 5.6), muestra un ensanchamiento de la línea espectral para los distintos
valores de γ lo cual como vimos en el capítulo 2 hace disminuir el parámetro de
orden superconductor de acuerdo con la fórmula Ec. (5.1).
La presencia de oscilaciones de Rabi-Higgs es claramente visible en los pane-
les superior e intermedio de la Fig. 5.6 asociada a un peso espectral alrededor de
ω = ±2∆0 que aumenta (disminuye) por encima (debajo) del nivel de Fermi en la
mitad del primer período y tiene el comportamiento opuesto en la segunda mitad
del período de Rabi-Higgs. Uno puede visualizar el proceso como una excitación de
las cuasipartículas desde la banda inferior del espectro de cuasipartícula a la banda
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superior en el primer medio ciclo, seguido de una desexcitación en el segundo me-
dio ciclo (como una fase de absorción estimulada seguida de una fase de emisión
estimulada).
Si γ es lo suficientemente grande, las oscilaciones de Rabi no son visibles y solo
se observa el peso espectral correspondiente al estado estacionario después de un
transitorio rápido (panel inferior de la Fig. 5.6).
Claramente, la dinámica del espectro de fotoemisión está relacionada con el des-
equilibrio de la función de distribución de momento discutido anteriormente. De




















lo cual es claramente un promedio móvil de nk(t). Por ejemplo, en el caso de γ
grande, el desequilibrio en la señal de tr-ARPES como función del tiempo para ω =
±2∆0 está en total acuerdo con la distribución nk en el estado estacionario que se
muestra en la Fig. 5.5(d).
Estos resultados muestran, rigurosamente, cómo experimentos de fotoemisión
con resolución temporal podrían ser una excelente herramienta para investigar no
linealidades en el estado estacionario tales como la saturación en el desbalance de la
población de cuasipartículas, y las no linealidades transitorias (modo Rabi-Higgs),
en superconductores BCS en presencia de perturbaciones periódicas en el tiempo.
5.2.1.1. Teoría de Floquet para el estado estacionario
Como ya se mencionó, para t & T = 1/Γ , el sistema alcanza un estado esta-
cionario y el parámetro de orden superconductor oscila solo con la frecuencia de la
perturbación. En este caso, el hamiltoniano de campo medio es periódico en el tiem-
po y podemos usar el teorema de Floquet para analizar el espectro de excitaciones.
Este teorema garantiza la existencia de un conjunto de soluciones de la ecuación de
Schrodinger dependiente del tiempo de la forma
|ψν (t)〉 = exp(−iενt/~) |φν (t)〉 (5.9)
donde |φν (t)〉 tiene la misma periodicidad que el hamiltoniano [156, 157]. Los esta-
dos de Floquet |φν (t)〉 son las soluciones de la ecuación
HF |φν (t)〉 = εν |φν (t)〉 (5.10)
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donde HF = HMF − i~∂/∂t es el hamiltoniano de Floquet y εν es la cuasiener-
gía [158, 159]. En la base de Floquet, dicho hamiltoniano se convierte en un ope-
rador matricial independiente del tiempo de dimensión infinita. Dado que estamos
interesados en el espectro de bajas cuasienergías restringimos el hamiltoniano de
Floquet a un subespacio suficientemente grande pero finito que contiene muchos
procesos multi-fotónicos (número finito de réplicas) [158, 159]. La convergencia del
espectro para cuasienergías bajas ha sido garantizado aumentando el número de ré-
plicas hasta conseguir que el error en el cálculo de bandas de Floquet sea por debajo
de 10−8.
Para γ = 0.2∆0 y α = 0.2 el estado estacionario se alcanza aproximadamente
para t ∼ 0.75τR = 11.25/∆0. El espectro de cuasienergías en el límite de tiempos
largos está bien descripto usando un ∆(t) = ∆̄ + ∆1 cos(ωdt) donde ∆̄ = 0.86∆0
y ∆1 = 0.42∆0 que reproduce perfectamente la dinámica supeerconductora corres-
pondiente [ver Fig. 3.6(f)].
En los paneles superiores de la Fig 5.7 comparamos la señal de tr-ARPES con el
espectro de Floquet en el estado estacionario. Para analizar los detalles, en los pa-
neles de la derecha sacrificamos un poco de resolución temporal para obtener una
mejor resolución en energía utilizando un pulso de sondeo más ancho. Vemos que
la señal tr-ARPES coincide muy bien con el espectro de Floquet, representado por lí-
neas discontinuas en la Fig 5.7. Por lo tanto, la señal tr-ARPES sondea esencialmente
la ocupación de la estructura de bandas de Floquet.
Sorprendentemente, también en la dinámica transitoria, la intensidad de tr-ARPES
encaja muy bien con un espectro de Floquet que se obtiene usando un ∆(t) efectivo
con una dependencia monocromática (ver el panel inferior de la Fig. 5.7), incluso
cuando en este régimen, la dinámica del parámetro de orden superconductor mues-
tra varias frecuencias inconmensurables (Rabi-Higgs y frecuencia de la perturba-
ción) y el teorema de Floquet no es estrictamente aplicable. Para γ = 0, calculamos
el espectro de Floquet teniendo en cuenta un ∆(t) = 0.63∆0 +0.35∆0 cos(ωdt). De es-
ta forma, la respuesta transitoria que se muestra en la Fig. 5.6 y los paneles inferiores
de la Fig. 5.7 puede verse como un cambio en la ocupación de la estructura de banda
de Floquet como función del tiempo. Claramente, la razón por la que este análisis
funciona en el régimen de oscilaciones de Rabi-Higgs, es la gran separación de es-
calas de tiempo que existe entre la dinámica lenta de Rabi-Higgs y las oscilaciones
rápidas de la perturbación [160].
5.2.2. Experimentos de tunelaje con resolución temporal
En esta sección discutiremos otra alternativa para detectar los modos de Rabi-
Higgs y no linealidades en el estado estacionario mediante experimentos de trans-
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Figura 5.7: Señal de tr-ARPES para α = 0.2, t0 = 0.75τR y γ = 0.2∆0 (panel superior) y
γ = 0 (panel inferior). Usamos un pulso de sondeo con desviación estándar σ = 0.1τR (columna
izquierda) y σ = 0.6τR (columna derecha). Las líneas discontinuas corresponden al espectro de
cuasienergías de Floquet suponiendo una dependencia temporal ∆(t) periódica definida en el
texto para cada caso.
porte. En las últimas décadas ha habido un gran interés científico y tecnológico en
el posible aumento de la resolución temporal de técnicas tales como la microscopía
de efecto túnel (STM) alcanzándose resoluciones por debajo de la escala de los pico-
segundos en algunas configuraciones experimentales de avanzada [161–163]. Muy
recientemente, ha sido posible conseguir resolución temporal incluso por debajo de
los femtosegundos unido a una resolución espacial por debajo del angstrom para es-
tudiar fenómenos fuera de equilibrio con STM [164]. Dicho trabajo ha demostrado
que puede usarse el STM como una poderosa técnica con resolución temporal en el
orden de los attosegundos (10−18s). En este tipo de espectroscopía, uno puede radiar
la muestra mientras realiza las mediciones, y puede ser usada del mismo modo que
las espectroscopías ópticas de pump & probe usuales [163].
Dado que la resolución espacial no es un requerimiento para la observación de
las no linealidades del sistema fuera de equilibrio halladas anteriormente, una posi-
bilidad es pensar en una juntura plana lo cual es una configuración más estable. En
este caso, el problema es cómo hacer incidir la radiación a través de la juntura. Una
antena puede ser utilizada para acoplar la radiación al superconductor del mismo
modo que ha sido implementado en detectores de fotones [165, 166]. En lo que si-
gue, haremos alusión al caso del STM pero nuestro formalismo puede ser aplicado
también al problema de una juntura plana.
Para obtener la señal STM, consideraremos la presencia de una punta metálica
muy cerca del superconducor fuera de equilibrio que se acopla localmente a los es-
tados k del sistema. El problema completo puede ser descripto por un hamiltoniano
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genéricoH = HMF +HT +HTS donde hemos añadido, al hamiltoniano del supercon-
ductor en campo medio dependiente del tiempo HMF, el hamiltoniano de la punta




(εp + eV )a
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pap , (5.11)










La punta está conectada a un fuente de voltaje externa de energía eV, ap (a†p) es el
operador de destrucción (creación) de un electrón con momento p y energía εp +
eV en la punta y Tkp es la constante de acoplamiento entre ambos subsistemas. El



















Suponiendo que el acoplamiento entre la punta y el superconductor es suficiente-
mente chico, aplicamos la teoría de respuesta lineal en HTS . De esta forma, la co-











donde 〈...〉0 denota el valor de expectación a orden cero en el hamiltoniano de tune-
laje HTS . Nótese que, hasta el momento, no hemos considerado el grado de libertad
de espín pués, en este caso, la corriente es una cantidad que conserva el espín del
electrón (no están permitidos procesos en los que el electrón cambia su espín du-
rante el proceso de tunelaje). La contribución a la corriente que viene del grado de
libertad de espín puede ser incluida en la expresión final agregando un factor 2 (la
corriente es la misma para espín up o espín down). De la Ec. (5.14) se obtiene que





















Θ (−εp + eV )
]
+ (t↔ t′)) (5.15)
suponiendo que el acoplamiento entre los susbsistemas es una cantidad cons-
tante independiente del momento Tkp ≡ T y teniendo en cuenta que la ocupación
de los electrones en la punta viene dada por una función de distribución de Fermi
a temperatura cero a través de la función escalón de Heaviside Θ(x). Tomando la
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derivada respecto al voltaje V en ambos miembros de la Ec. (5.15) y usando la de-
finición de la funciones de Green en el formalismo de Keldysh (ver capítulo 2), la









dt′Tr [G<k (t, t
′)] e−ieV (t−t
′) (5.16)
donde Tr representa la traza en el espacio de Nambu. En ausencia de perturbación
dependiente del tiempo (en equilibrio) la conductancia diferencial se vuelve inde-
pendiente del tiempo y resulta ser proporcional a la fórmula fenomenológica de
Dynes de la densidad de estados
G ∝ ρ(eV ) = ρ0 Re
[
eV + iΓ√
(eV + iΓ)2 −∆20
]
, (5.17)
donde, en este caso, el parámetro de Dynes es Γ = γ/2, ∆0 es el parámetro de orden
en equilibrio y ρ0 es la densidad de estados en la fase normal. Vale la pena recor-
dar que la fórmula de Dynes se introdujo originalmente desde un punto de vista
fenomenológico lo cual ha sido justificado formalmente en el capítulo 2 teniendo
en cuenta cierto proceso de relajación de energía [98, 167]. Volviendo al caso del
problema dependiente del tiempo, para valores pequeños de γ , el cálculo de la con-
ductancia diferencial fuera de equilibrio es computacionalmente muy exigente ya
que hay que integrar toda la dinámica previa en la Ec. (5.16), distinto al caso de fo-
toemisión donde los límites de integración están acotados por la forma del pulso
de sondeo. Es por ello que, para hacer factibles los cálculos, usamos los parámetros
γ = 0.2∆0 y α = 0.1. El período nominal de Rabi-Higgs, en este caso, corresponde
a τR∆0 ≈ 27, pero debido a la disipación fuerte que proporciona el acoplamineto
con el baño externo, en este caso se alcanza un estado estacionario antes de que se
complete un ciclo completo de Rabi. No obstante, como se muestra en la Fig. 5.8,
la conductancia diferencial dependiente del tiempo muestra claramente una diná-
mica transitoria no trivial. De hecho, se puede observar una clara depresión en la
conductancia diferencial alrededor de eV = 2∆0 como función del tiempo que está
asociada al comienzo de las oscilaciones de Rabi-Higgs.
Como en el caso de la fotoemisión, dos efectos determinan las características de
la señal espectroscópica. Uno viene del hecho de que las bandas de Bogoliubov su-
perior e inferior se hibridizan con la primera réplica de Floquet de las bandas de
Bogoliubov inferior y superior, respectivamente, creando un pseudogap a ±ωd/2 (ver
columna derecha de la Fig 5.7) y una pérdida de peso espectral como consecuencia.
Además, la depresión de la población de cuasipartículas a la energía −ωd/2 dis-















Figura 5.8: Conductancia diferencial para α = 0.1 para distintos instantes de tiempo dentro del
primer período τR del modo Rabi-Higgs, de abajo hacia arriba las distintas curvas corresponden
con t = 0 (equilibrio), t = 0.1τR, t = 0.25τR, t = 0.5τR, t = 0.75τR y t = τR. Hemos usado γ =
0.2∆0 y el cero (líneas discontinuas horizontales) de cada una de las curvas ha sido desplazado
en un factor 5 para hacer más clara la figura.
ωd/2 prohibe la inyección de electrones debido al bloqueo de Pauli. Estos dos efec-
tos combinados son los responsables de la depresión en la conductancia diferencial
como función del tiempo.
Otro efecto de la perturbación periódica es que se modifica toda la forma de la
conductancia a bajos voltajes. Debido a los mecanismos de relajación, en el equili-
brio la conductancia diferencial no va a cero abruptamente para energías por debajo
de ∆0. Una vez que se prende la perturbación periódica dependiente del tiempo, el
pico de coherencia superconductor disminuye de acuerdo con la disminución del
parámetro de orden promedio que se observa en la respuesta dinámica del paráme-
tro de orden superconductor.
5.3. Resumen
En este capítulo hemos estudiado la dinámica de un superconductor BCS sujeto
a un accionamiento periódico en presencia de disipación provista por un baño tér-
mico. Hemos analizado en detalle los posibles fenómenos no lineales que aparecen.
Un efecto importante que introduce dicha disipación es el hecho de que las oscila-
ciones de Rabi-Higgs, discutidas previamente para el caso γ = 0, se convierten en
un fenómeno transitorio y requieren que γ . ωR para que puedan ser observadas
experimentalmente. A tiempos largos (t & 1/γ), se obtiene un régimen de respuesta
lineal para pequeñas amplitudes de la pertubación (para ωR  ∆0), mientras que
para amplitudes de la perturbación suficientemente grandes se obtienen no linea-
lidades en el estado estacionario tales como el fenómeno de saturación del desba-
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lance de la población de cuasipartículas. Otra interesante no linealidad demostrada
en este capítulo es la generación de segundos armónicos y la existencia de un nuevo
modo Rabi-Higgs asociado. Debemos señalar que, excepto por este último resultado
de generación de segundos armónicos, el resto de las no linealidades discutidas de-
ben estar presentes también usando otros tipos de perturbaciones periódicas (DOS
periódica en el tiempo, radiación en el rango de los THz, excitaciones ópticas, etcé-
tera).
El sistema que hemos estado analizando (superconductor BCS en presencia de
perturbaciones periódicas) es muy diferente a un único sistema de dos niveles en
presencia de radiación. De hecho, las oscilaciones de Rabi-Higss son oscilaciones
colectivas que involucran una fracción finita de sistemas de dos niveles gracias a
las interacciones entre ellos, lo cual induce sincronización en el sistema. A pesar
de eso, existe una estrecha analogía con los regímenes no lineales de un solo siste-
ma de dos niveles lo cual establece una nueva estrategia para explorar protocolos
bien conocidos de óptica cuántica llevados a un nivel colectivo y de sincronización
con el objetivo de encontrar mecanismos de control y manipulación del estado su-
perconductor de los materiales. Hemos identificado dos regímenes no lineales bien
marcados: un régimen transitorio a tiempos cortos en sistemas con largos tiempos
de relajación y un régimen no lineal en el estado estacionario.
Es común considerar los "efectos transitorios" como fenómenos irrelevantes, sin
embargo se debe tener en cuenta que prácticamente todas las tecnologías cuánticas
modernas se basan en fenómenos transitorios no lineales que tienen lugar en una
escala de tiempo menor que los tiempos de decoherencia, por lo que su importancia
no puede ser subestimada.
La detección experimental de estos comportamientos altamente no lineales en
superconductores BCS fuera de equilibrio podría ser un paso importante hacia el
control cuántico y la manipulación de dichos sistemas. En este sentido, hemos de-
mostrado como técnicas espectroscópicas con resolución temporal tales como tr-
ARPES y STM son útiles para detectar oscilaciones de Rabi-Higgs y no linealidades
en el estado estacionario en presencia de disipación provista por un baño térmico.
La resolución temporal requerida para estos experimentos no es necesariamente alta
y dependerá de cuánto sea el tiempo de relajación fuera de equilibrio que limita las
oscilaciones Rabi más lentas que se pueden ver. Suponiendo un período Rabi-Higgs
del orden de 102/∆0, en películas delgadas superconductoras de aluminio esto co-
rresponde a ∼ 0.1 ns aproximadamente, que es órdenes de magnitud más grande
que la resolución temporal estándar de tr-ARPES (típicamente∼ 300 fs o en algunos
casos incluso ∼ 30 fs). Este período es también mucho más grande que la resolución
temporal por debajo de los picosegundos [161–163] y por debajo de los femtosegun-
dos [164] logradas en algunos experimentos de STM con resolución temporal .
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En tr-ARPES, la población de cuasipartículas excitadas aparece como una dis-
minución (aumento) en la intensidad de la fotoemisión a la energía −ωd/2 (+ωd/2)
medida a partir del potencial químico. Para el modo Rabi-Higgs, este desbalance
de la población cambiará cíclicamente, mientras que para el régimen no lineal en el
estado estacionario debería estabilizarse en una distribución compatible con el des-
balance de la población de cuasipartículas observada en la función de distribución
de momento (Fig 5.5) según la Ec. (5.8). En el último caso, la resolución temporal,
por supuesto, no sería un problema.
Sorprendentemente, hemos demostrado que las señales tr-ARPES coinciden muy
bien con un espectro Floquet no solo en el régimen de estado estacionario sino tam-
bién en la dinámica transitoria. La intensidad de la señal de STM debe mostrar, de
modo transitorio, una depresión cíclica dependiente del tiempo a la energía ±ωd/2
debido a la falta de densidad espectral y el desbalance cíclico de la población que
provoca bloqueo de Pauli y que está asociada a la presencia de oscilaciones de Rabi-
Higgs. Esta anomalía debería estabilizarse a un valor reducido a tiempos largos
como una característica distintiva del comportamiento no lineal en el estado esta-
cionario. La detección experimental de esta no linealidad en el estado estacionario,
sería de interés siendo de más fácil acceso experimental pues no requiere una alta
resolución temporal.
En el capítulo anterior propusimos un mecanismo, para inducir la modulación
periódica de la interacción atractiva asistida por fonones en la fase superconductora
del FeSe el cual representa un posible candidato para explorar todos los fenómenos
no lineales discutidos aquí. La idea principal es excitar un modoA1g (oscilaciones de
los Se) que controla la interacción atractiva. Teniendo en cuenta un pulso de luz in-
frarroja con valores de fluencia típicos, los parámetros α estimados en este caso son
menores a 0.1 (ver capítulo anterior). En este capítulo utilizamos valores ligeramen-
te mayores con el objetivo de explorar las no linealidades en el estado estacionario.
Por otro lado, la modulación periódica de la interacción atractiva también puede
ser implementada en sistemas atómicos ultrafríos como hemos mencionado ante-
riormente. En este caso, se podrían explorar valores más grandes de α sin mayores
dificultades.
El formalismo que hemos empleado en este capítulo (y en el capítulo 2) pue-
de extenderse fácilmente para tener en cuenta mecanismos de relajación de diversa
naturaleza utilizando las autoenergías correspondientes las cuales pueden ir más
allá de la aproximación de banda ancha para el baño que hemos estado consideran-
do. Una dirección interesante es analizar qué tan robusto es el modo Rabi-Higgs en
presencia de fuentes de desfasaje, decoherencia y relajación interna considerando
interacciones residuales de Coulomb y electrón-fonón donde los efectos de calenta-
miento podrían ser relevantes.

Conclusiones generales y trabajo
futuro
En una primera etapa de esta tesis, se hizo un repaso de los resultados más re-
levantes del modelo más estudiado de superconductividad fuera de equilibrio: el
problema de un cambio súbito de la interacción atractiva en un superconductor
BCS. En el segundo capítulo hemos generalizado este modelo para tener en cuenta
efectos de relajación de energía debido a la presencia de un baño térmico. Para ello
elaboramos un método, basado en el formalismo de Keldysh, que permite calcular
de manera autoconsistente la respuesta superconductora ante distintas excitaciones
dependientes del tiempo tratando el acoplamiento con el baño perturbativamente;
un problema que no había sido tratado adecuadamente en la literatura existente. Di-
cho método puede ser fácilmente generalizado para tener en cuenta otros procesos
de termalización asociados a interacciones residuales tales como electrón-electrón,
electrón-fonón, impurezas, etcétera. En esta tesis en particular, hemos estudiado có-
mo se modifican las fases dinámicas del parámetro de orden superconductor obteni-
das previamente debido al acoplamiento del sistema a un reservorio externo. En las
tres fases dinámicas posibles, el parámetro de orden después de un régimen tran-
sitorio, tiende al correspondiente valor de equilibrio (el sistema termaliza) en una
escala de tiempo que depende del acoplamiento del sistema con el reservorio. Si es-
ta escala de tiempo es suficientemente chica (acoplamiento suficientemente grande)
hemos demostrado que la fase de oscilaciones persistentes del parámetro de orden
superconductor es una fase que sería difícil de diferenciar, por ejemplo, de las osci-
laciones amortiguadas del gap (modo de Higgs) en experimentos reales en los que
existen inevitablemente mecanismos de relajación como los considerados en esta
tesis. Otro resultado interesante es que la fase superconductora de gap nulo resul-
ta ser solo un efecto transitorio en presencia de los efectos del baño y que pasado
cierto tiempo (que depende del acoplamiento con el baño) el parámetro de orden
vuelve a ser mayor que cero; el sistema gana energía formando otra vez pares de
Cooper estableciéndose un orden de largo alcance lo cual representa una especie de
inestabilidad de Cooper dinámica.
En un segunda etapa, consideramos distintos tipos de perturbaciones periódicas
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dependientes del tiempo haciendo especial énfasis en la posibilidad de modular la
interacción atractiva de un superconductor como función del tiempo. En este ca-
so, estudiamos la respuesta dinámica del parámetro de orden primero en ausencia
de un reservorio externo para después analizar los efectos que introduce el acopla-
miento del sistema con un baño térmico. El resultado más interesante es la aparición
de un nuevo modo de oscilación en la amplitud del parámetro de orden supercon-
ductor llamado Rabi-Higgs. Dicho modo no lineal de baja energía puede ser obte-
nido también usando otros tipos de excitación (modulación de la DOS, radiación
en el rango de los THz, dispersión Raman impulsiva, etcétera). Hemos demostrado
que se trata de un modo que surge como consecuencia de un fenómeno resonan-
te análogo al fenómeno de resonancia magnética nuclear que ocurre para un espín
usual en presencia de un campo magnético alterno en resonancia con la frecuen-
cia de Larmor. La diferencia en este caso es que, los pseudoespínes que describen
al superconductor se sincronizan debido a la autoconsistencia del problema, dando
lugar a una respuesta no lineal que involucra a todos los grados de libertad y por
tanto el surgimiento de un modo colectivo de excitación. La analogía con la física del
sistema de dos niveles marca un interesante precedente para estudiar el efecto que
producen otros protocolos, bien conocidos en el ámbito de la óptica cuántica, en la
dinámica del gap superconductor. Como una aplicación interesante de la existencia
de oscilaciones de Rabi-Higgs hemos demostrado que dicho modo permite el acceso
a todas las fases dinámicas del gap superconductor discutidas previamente (fases I,
II y III). Controlando el tiempo en el cual actúa la perturbación periódica podemos
preparar al sistema con distintas texturas de pseudoespín para la subsiguiente evo-
lución libre, lo cual permite la obtención de oscilaciones amortiguadas, oscilaciones
persistentes del gap o bien una fase de gap nulo en sistemas de materia condensada
sin necesidad de acudir a protocolos de cambios súbitos grandes de la interacción
atractiva que solo pueden ser implementados en sistemas de átomos ultrafríos.
En una última etapa acoplamos el superconductor BCS fuera de equilibrio a un
reservorio externo cuya función principal es absorber la energía extra permitiendo
al sistema alcanzar un estado estacionario. En este caso, hemos demostrado que las
oscilaciones de Rabi se vuelven un efecto transitorio, de modo similar a lo que ocu-
rre en un sistema de dos niveles en presencia de radiación y relajación de energía.
De este modo, es posible observar dichas oscilaciones en la medida que el período
de Rabi-Higgs sea más chico que la escala de tiempo característica de la relajación
de energía (∼ 1/γ), donde γ es el acoplamiento con el baño (por ejemplo; un sis-
tema débilmente acoplado al reservorio y sujeto a perturbaciones suficientemente
intensas). Después de dicho régimen transitorio de oscilaciones de Rabi-Higss, el
sistema llega a un estado estacionario en el que el parámetro de orden oscila sola-
mente con la frecuencia de la perturbación externa (el sistema se sincroniza con el
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estímulo externo). En dicho régimen, también es posible observar fenómenos no li-
neales para amplitudes suficientemente grandes de la perturbación en analogía con
lo que sucede en un sistema de dos niveles. En este caso, el desbalance de población
de cuasipartículas en resonancia con la perturbación satura imposibilitando una in-
versión de población a tiempos largos.
Dado que las oscilaciones de Rabi-Higgs están asociadas con fluctuaciones de
carga (inversión cíclica de la población de cuasipartículas) en la última parte de
este trabajo demostramos cómo ambas no linealidades (transitoria y estacionaria)
pueden ser detectadas con técnicas de espectroscopías con resolución temporal. En
particular, hemos discernido cuales son las características principales de estas no
linealidades que son visibles en las mangitudes que se miden usando técnicas como
tr-ARPES y STM. Además, hemos enfatizado que cada una de estas espectroscopías
actualmente posee una resolución temporal suficientemente alta como para detectar
la dinámica transitoria de oscilaciones de Rabi-Higgs y por supuesto detectar no
linelidades tales como la saturación de la población de cuasipartículas como función
del tiempo.
Los fenómenos no lineales discutidos en esta tesis son ejemplos de control cuán-
tico del estado superconductor que permiten, por ejemplo, la obtención de todas las
fases dinámicas discutidas previamente en la literatura (fase I, II y III). La analogía
con el sistema de dos niveles puede ser de utilidad para explorar otras formas de
control preciso utilizadas en el ámbito de la óptica cuántica. Un aspecto a señalar
es que durante toda la tesis nos hemos concentrado en la formulación BCS para la
superconductividad pensando en superconductores de gap isotrópico. Una posible
extensión de los resultados obtenidos aquí, al caso de superconductores con otras
simetrías (por ejemplo d-wave) es un interesante próximo paso. En este caso, uno es-
pera que los distintos modos de oscilación y la existencia de modos Rabi-Higgs po-
drían ser de más corta duración (oscilaciones que se amortiguan más rápidamente)
como ha sido obtenido para el problema de cambio súbito de la interacción atracti-
va [80]. Para esta simetría (d-wave), la densidad de estados diverge logarítmicamente
para ω → 2∆ (siendo ∆ el valor máximo del gap superconductor) y es finita para
energías menores que ∆ similar a lo que sucede si consideramos el sistema acopla-
do a un baño térmico. Esto introduce una fuente de desfasaje intrínseca adicional
debido a la anisotropía en el espacio k. Estudiar el proceso de termalización en con-
diciones más generales; en las que no solo existe un reservorio o baño externo sino
también interacciones que van más alla de la descripción BCS y que hacen al pro-
blema un problema de muchos cuerpos fuera de equilibrio, es también uno de los
tópicos a analizar en trabajos futuros. En este caso, el hamiltoniano deja de ser inte-
grable y uno espera que existan fenómenos de calentamiento debido a la presencia
de otros grados de libertad. Incluir efectos de desorden y explorar la posibilidad de
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localización de muchos cuerpos en este contexto consituye un problema desafiante
e interesante que será abordado en próximos trabajos.
Apéndice A
Apéndices
A.1. Mecanismos para inducir λ (t) (caso del FeSe)
Para el FeSe [121], la temperatura crítica cambia de Tc = 12◦K para z = 1.457 Å,
a Tc = 34◦K para z = 1.427 Å, donde z es la altura del Se medido desde el plano que
forman los átomos de Fe. Esto se ha demostrado en experimentos bajo presión don-
de se argumenta que la mejora en la Tc tiene su origen en el cambio de la estructura
cristalina dado que la densidad total de portadores de una capa de FeSe no cambia
al cambiar la presión. Por lo tanto, este material es particularmente atractivo para
modular el parámetro de orden a través de una distorsión de la red, dependien-
te del tiempo. Como un orden de magnitud estimado, los números citados arriba
equivalen a una tasa de cambio de Tc con la altura del anión de 7 ◦K/pm.
Al excitar al FeSe con un pulso de luz infrarroja de 1.5 eV y una intensidad de
aproximadamente 0.46 mJ/cm2 Gerber y colaboradores encontraron que se alcanza
una amplitud de ±0.25 pm para el fonón A1g que oscila a una frecuencia ωd = 5.3
THz [168]. En el límite estático, dicho desplazamiento correspondería a una varia-
ción de Tc ∼ ±2◦K que se traduce en una variación de aproximadamente 10 % en el
gap de equilibrio a temperatura cero. Dado que los cambios en la DOS, dentro de la
teoría de banda, no son de ese orden, es natural suponer que tales variaciones fuer-
tes se deben a cambios inducidos por los fonones en la interacción atractiva como se
explicó anteriormente. Para estimar el cambio en λ, usaremos en primera aproxima-
ción, la función termodinámica BCS del gap con lo cual δλ/λ = N0λδ∆/∆ donde N0
es la densidad de estado en el nivel de Fermi. Como N0λ < 1, los cambios en λ son
menores al 10 %.
La intensidad utilizada en Ref. [168] es bastante cercana a la que se usó en Ref. [66]
(0.3 mJ/cm2) para observar las oscilaciones del condensado superconductor en cu-
pratos (Tc = 40◦K). Por lo tanto, también es razonable suponer que una intensidad
similar en un superconductor de FeSe no destruirá el condensado superconductor.
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Debemos tener en cuenta que el mecanismo de ISRS para excitar al fonón no requiere
absorción. Por lo tanto, la energía depositada en la muestra podría minimizarse aún
más, ajustando la energía de excitación del láser a una región de energía transparen-
te del material, permitiendo en principio aumentar la amplitud de la oscilación sin
calentamiento.
En el FeSe se obtiene un fuerte incremento en la Tc en equilibrio al disminuir el
espesor de la muestra. En este caso, Tc cambia de 8 ◦K para muestras con multicapas
a 77 ◦K para una monocapa sobre SrTiO3 que corresponde a una variación similar
del parámetro de orden superconductor. Por lo tanto, controlando el grosor de la
muestra y suponiendo que la frecuencia de los fonones no cambia mucho, existe un
amplio rango de ωd/2∆0 ∼ 1− 10 que es accesible experimentalmente y que vale la
pena explorar en simulaciones numéricas.
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