Abstract-Subspace (SS) methods are an effective approach for blind channel identification. However, thses methods also have two major disadvantages: 1) They require accurate channel length estimation and/or rank estimation of the correlation matrix, which is difficult with noisy channels, and 2) they require a large amount of computation for the singular value decomposition (SVD), which makes it inconvenient for adaptive implementation. Although many adaptive subspace tracking algorithms can be applied, the computational complexity is still ( 3 ), where is the data vector length. In this paper, we introduce new recursive subspace algorithms using ULV updating and successive cancellation techniques. The new algorithms do not need to estimate the rank of the correlation matrix. Furthermore, the channel length can be overestimated initially and be recovered at the end by a successive cancellation procedure, which leads to more convenient implementations. The adaptive algorithm has computations of ( 2 ) in each recursion. The new methods can be applied to either the single user or the multiuser cases. Simulations demonstrate their good performance.
I. INTRODUCTION

M
ANY digital communication channels suffer from the problem of intersymbol interference (ISI) caused by multipath propagation. Blind channel identification and equalization are effective for ISI reduction as well as system throughput improvement. Using cyclostationarity of the channel output with a fractionally spaced system model, i.e., more than one sample in each symbol interval, it has been shown that the second-order statistics contain sufficient information for the blind identification and equalization of finite impulse response channels [1] , [2] . There are many second-order statistics-based approaches for blind channel identification and equalization after the seminal work of [1] , such as the subspace method [2] , linear prediction-based methods [21] , [22] , and the direct equalizer estimation methods [23] , [24] .
Channel identification can assist equalization. Using the identified channels, symbols can be estimated optimally by the Viterbi algorithm, or suboptimally by linear equalizers such as MMSE or ZF equalizers, which can be obtained through the pseudo-inverse of the channel matrix or correlation matrix Publisher Item Identifier S 1053-587X(01)07766-2. [23] . Among all blind channel identification methods, subspace (SS) methods [2] are popular since they often produce better performance than other methods in terms of residual ISI or residual BER. SS methods are closely related to the MUSIC algorithm and the DOA estimation. SS methods were also used in blind channel identification of CDMA systems [4] - [6] . However, the original method presented in [2] is a batch algorithm requiring singular value decomposition (SVD). It is inconvenient for adaptive implementation. What's more, it requires accurate channel length estimation and/or accurate rank estimation of the correlation matrix, which are not easy in an inherently noisy environment.
In order to track time-varying channels adaptively with efficient computations, we need to track the subspace recursively in the subspace methods. SVD is apparently awkward in this case because of the computations. Therefore, many subspace tracking algorithms were developed to compute the subspace adaptively with computational complexity around or , where is the dimension of the signal subspace in each recursion [7] - [14] , [16] , [17] , [25] .
Because of the large number of subspace tracking algorithms available in the literature, it is difficult to compare all of them. In this paper, we consider only the PASTd algorithm in [7] and the ULV algorithm in [15] and [16] . Yang's PASTd algorithm [7] is popular because of its effectiveness and simplicity. Its usage in blind channel identification was reported in [6] . However, its slow convergence may degrade its performance. In contrast, the ULV updating algorithm has a fast convergence and derives orthogonal signal subspace as well as noise subspace estimations at the same time. Its fast convergence and robustness in blind channel identification was reported in [20] . Note that although the recursive subspace tracking methods reduce the computation of subspace estimation to , the total computations of the blind channel identification are still because of the second step, i.e., using the estimated subspace vectors to optimize channel estimation. The second step cannot be recursively implemented with reduced computations in an obvious manner.
In the subspace-based blind channel identification [2] , either signal subspace or noise subspace can be used independently to estimate the FIR channel coefficients. However, if using the signal subspace, the estimated subspace vectors need to be perfectly orthogonal, which may be too strict a requirement for some subspace tracking algorithms such as PASTd. Therefore, we may prefer to use the noise subspace. Another requirement is the accurate rank estimation, which is also accurate signal and noise subspace separation. The SS methods based on the signal subspace require accurate signal subspace rank estimation. In contrast, considering that the noise subspace methods may not need all the noise subspace vectors in some cases [2] , the noise subspace rank may be robust against under estimation to some extent. However, the channel length is still accurately needed [2] , [3] . Therefore, the traditional subspace (as well as subspace tracking) methods, whether using the signal subspace or the noise subspace, all require that the rank be accurately estimated. The rank estimation errors may greatly degrade the performance of blind channel estimation, which is considered to be a major limitation of these algorithms in practical situations.
Note that the rank of the correlation matrix and the channel length can be inferred from each other in single user communication systems such as those in [2] , where signal subspace rank estimation is equivalent to channel length estimation. However, this problem is more complicated in a multiuser CDMA system since there the relationship between channel length and subspace rank is more involved. In some cases, both need to be accurately and independently estimated.
In this paper, we propose new subspace tracking algorithms for blind channel identification using ULV updating and successive cancellation techniques. We will separate the channel length estimation and subspace rank estimation as two estimation problems. Our new approaches require no rank estimation. Therefore, they will be particularly useful in a multiuser system. Furthermore, the channel length can be overestimated in the beginning and recovered in the last stage by a successive cancellation procedure; hence, the estimation is not only greatly relaxed but also much more convenient for practical implementation. Both batch and adaptive algorithms can be developed. In our adaptive algorithm, we find that the second optimization step can also be recursively implemented as another subspace tracking without rank estimation. Hence, the total computations of the adaptive algorithm are reduced to per iteration. Since our new approach applies to the multiuser CDMA systems in a very similar way as to the single user case, we will present our new approach in terms of the latter for simplicity. A multiuser example will be given in the simulation section. The organization of this paper is as follows. In Section II, we introduce the communication system model and the traditional subspace algorithm. In Section III, we discuss the ULV decomposition and develop a new subspace algorithm. Then, further simplification and an adaptive algorithm are given in Section IV. This is followed by some simulation results in Section V and a conclusion in Section VI. The model (2.6) can also be obtained by sampling signals from several sensors, where is now the number of sensors. For the th sensor, , are the th channel coefficients [6] .
II. SUBSPACE METHOD FOR BLIND CHANNEL IDENTIFICATION
A. Problem Formulation
We assume the following throughout this paper.
i) The input sequence is stationary with zero mean and .
ii) The noise is stationary with zero mean and white with variance . iii) and are uncorrelated.
B. Subspace Method
As in the standard subspace blind channel identification [2] , a subspace decomposition can be performed on the correlation matrix (2.9) where denotes statistical expectation. By the eigenvalue decomposition (EVD) (2.10) where the vectors in , which are associated with the largest eigenvalues, span the signal subspace defined by the columns of , whereas the vectors in associated with the noise eigenvalues span the noise subspace. If the actual channel length is known and equal , i.e., in (2.7), then . However, if the channel length is overestimated, we have . From (2.7) and (2.10), the noise subspace vectors are orthogonal to the channel matrix (2.11) Hence, the channel can be identified. The identifiability is proposed in [2] and [3] as the following.
Theorem 1: Assume that is of full column rank, i.e., have no common zeros, and ; then, the channel can be uniquely determined up to a multiplicative constant factor by the noise subspace . 
III. BLIND CHANNEL IDENTIFICATION WITHOUT RANK ESTIMATION
Both the SVD-based and subspace tracking-based methods for subspace separation require accurate rank estimation. Because subspace based blind channel identification requires all noise subspace vectors or, equivalently, all signal subspace vectors, we usually need full noise or signal subspace estimation. Most subspace tracking methods, including PASTd in [7] and the ULV decomposition in [16] , assume that the rank is known or can be correctly estimated online. Blind channel identification is traditionally performed by estimating and applying the entire subspace at the same time.
On the contrary, our basic idea is trying to calculate a timevarying subspace vector recursively. In each recursion, only one noise subspace vector is estimated, and it points to a direction that is different from its previous recursion. A series of such vectors will jointly span the entire noise subspace. Therefore , blind channel identification can be performed on the estimated time-varying noise subspace vectors. However, since only one vector is estimated at each recursion, no rank estimation is needed. Furthermore, we permit that the channel length can be overestimated in the beginning, and it will be recovered at the end by successive cancellation. Thus, all possible channel length estimations can be obtained at the same time with little computational overhead, and the implementation is much more convenient.
A. ULV Updating
The traditional ULV updating estimates the entire signal subspace and noise subspace; hence, it requires accurate rank estimation [15] - [20] . The computational complexity is (hopefully)
, where we say hopefully because it assumes that accurate rank information is available. If the rank information is lost, then more computations are required to recursively restore the rank revealing form.
However, we can modify the ULV updating to overcome the requirement for rank information by estimating only one noise subspace vector at all times. In such a way, not only is rank estimation not required, but in addition, the computation is strictly in each recursion. At iteration , define the data matrix
Assume that the ULV decomposition is ; . is orthonormal, and lies in the noise subspace with sufficiently small or 0.
is a part of the left orthonormal matrix, which we do not calculate explicitly. Note that we do not need to separate into signal and noise subspaces explicitly in our algorithms, which is different from the traditional ULV decomposition.
At iteration , our goal is to produce the same form of ULV decomposition as (3.2) for the row appended matrix (3.3) where is the forgetting factor that is used in timevarying channels. Then, due to (3.2) (3.4) where (3.5)
Then, by a series of left Givens rotations and right Givens rotations, we can zero out the row in (3.4) to restore the central matrix into an lower triangular matrix. The computational complexity is . More specific techniques can be found in [15] or [16] . Deleting the all-zero row, we have from (3.4) (3.6) Note that is the left rotation matrix without the column corresponding to the all-zero row. Although (3.6) is in the lower triangular form, is not necessarily small enough to be a noise component. Hence, it is not in the correct ULV decomposition form anymore. In order to restore the correct form, we first calculate a reliable condition estimator (cf., [15] is the desired noise subspace vector in recursion . In order to enhance the results of rank-one revealing, we can use a refinement procedure (cf., [16] - [18] ) to make sure that the last row, in particular, , is also sufficiently small. The procedure is to once more apply left Givens rotations and then right Givens rotations to . Although this refinement is not a necessary step in ULV decomposition, simulations show that it improves performance.
We can use the condition estimator of [15] in which is calculated by solving (3.13) where is a vector with entry values chosen from 1 to encourage the growth of . Then, the normalized is a reliable condition estimator. It involves only ordinary back substitutions to solve (3.13); thus, the computation is . To summarize, the total computation of the above ULV updating algorithm is . No rank estimation is required. Note that the above ULV updating algorithm is a simplified version of the original ULV decomposition algorithm. The detailed procedures can be found in [15] - [20] .
Because the entire span of the noise subspace is needed for channel estimation, as shown in (2.17), we need to examine the relation between and . Assume that the channel is either time invariant or slowly time-variant so that during some sufficiently long time interval, the channel can be considered time invariant.
In order to show the relation between and the noise subspace , we need to examine the characteristics of . To simplify notations, let . After the adaptation has converged, for the noiseless case, has rank and, thus, has at least zero diagonal entries (cf., [26, p. 165] ), which may actually be very small perturbation values considering inevitable computation errors. Similarly, for the noisy case, on the diagonal, it has at least entries determined by the noise since the ULV decomposition is a linear operation, and the noise is additive. Thus, these perturbation or noisy diagonal entries can be considered to be random variables. Because is calculated by solving (3.13), which involves the inversion of these random diagonal entries, the corresponding entry values in are also randomly valued. Thus, spans a subspace with rank no less than . From (3.8) and
, we have Since is obtained from (3.6), whereas is directly calculated from (3.13) based on the random diagonal elements of , they can be considered independent from each other. We can also enhance the independence by switching the order of the rows in during updating. Then
Since the rank of is at least , so is . In addition, is Hermitian and semi-positive definite. Therefore, the rank of is at least , which means that spans a subspace with rank no less than . On the other hand, since the solution of (3.13) gives a good order-of-magnitude estimate to that of (3.7) [27] , this gives an efficient practical solution to (3.7), taking into consideration that even when (3.7) is solved directly, the computational errors would make the solution approximate anyway. From (3.2), (2.9), and the fact that is sufficiently small, should be sufficiently small too, which means that is much larger than . Therefore, for large and sufficiently small , provides an acceptable noise subspace vector estimation. As a consequence, yields an approximate noise subspace estimation.
The accuracy of the noise subspace estimation depends on the reliability of the condition estimator, which is discussed in [15] and [27] , and the randomness of . Simulation shows that they are satisfactory in providing a good approximation of the noise subspace. For time-varying channels, we can adjust the value to track the subspace.
B. Successive Cancellation for Channel Estimation
From the above sections, we can use the recursively updated noise subspace vectors instead of to optimize channel estimation according to (2.14)-(2.17). We may not need all the vectors; instead, a small subset is enough because we only require that the matrix in (2.17) is rank-one deficient so that the channel estimation is unique.
Besides removing the requirement of subspace rank estimation, we may also prefer that an overestimated channel length can be used in the ULV updating and in the optimization step (2.17) before recovering the correct channel and length from (2.19 The last entries in each column of are again proportional to . Hence, the procedure (3.17) and (3.18) can be applied recursively until we get . . . (3.20) where is an unknown scalar. At this step, both the channel and its length is obtained from (3.20) . If contains more than columns, then the signal subspace vector in is involved, whose last elements are not proportional to or the corresponding part of . Therefore, the successive cancellation will not result in zero or small enough value for (3.16) . From this characteristic, we can determine the effective channel length . In addition, because we use the SVD of to derive , can also be obtained by examining the SVD results of , i.e., the rank of .
It is computationally more convenient to put the channel length determination to the last stage. In case the channel length is difficult to be determined, we can use an overestimated length from the beginning. Then, by the successive cancellation procedure, channel estimations with all proposed lengths can be obtained simultaneously at almost no computational overhead. The most suitable one can be determined by some proper thresholding from (3.16), the SVD of , or by some other verifying methods, such as the equalization results. The traditional SS algorithm [1] , however, requires forming several different matrices and performing the corresponding SVD decompositions.
C. Batch Algorithm
We list in this subsection the main steps of the proposed subspace algorithm based on ULV updating and successive cancellation.
• Blind Channel Identification: Batch Algorithm 1) Choose channel length , which can be overestimated, and choose data smoothing factor large enough to satisfy the identifiability condition. 2) For each data vector , as in (2.8) [2] and other subspace tracking-based subspace algorithms (e.g., [6] ), our algorithm requires no rank estimation. The channel length can be overestimated in the beginning and recovered in the last stage. Hence, the implementation is more convenient. The computation is less than the traditional batch algorithm because of the ULV subspace tracking and similar to other subspace tracking-based algorithms. Note that the existing subspace tracking-based subspace algorithms such as [6] still require evaluating the matrix and its eigendecomposition; hence, the computational complexity is of . This is also the case for our new batch algorithm.
IV. ADAPTIVE BLIND CHANNEL IDENTIFICATION
The batch algorithm in Section III successfully overcomes the difficult rank determination problem and the channel overestimation problem. However, it still requires SVD to perform channel identification because the formation of matrix cannot be recursively implemented in an obvious manner. On the other hand, adaptive implementation such as the direct gradient optimization of in (2.17) may not perform well because of potential slow convergence. In this section, we will present a fast convergent method to estimate using the noise subspace vectors with computations of .
A. Recursive Channel Estimation
In order to reduce computations, we try to optimize (2.17) without explicitly calculating the matrix . Minimization of (2.17) is equivalent to minimizing
where is obtained by the noise subspace vector through (2.15) and (2.16). In the ideal case, we have . To save computations, instead of performing optimization on matrices, we transform the matrix into a vector by right multiplying a vector (4.2) where the is chosen to satisfy , i.e., the elements of are mutually uncorrelated random numbers. Then, the optimization problem (4.1) becomes (4.3)
Assume that ideal solutions exist for (4.1), i.e., , for example, in the noiseless case. The following proposition shows that (4.1) and (4.3) are equivalent in a statistical sense.
Proposition 1:
, then for any with probability 1. Therefore, we have ; hence, for any with probability 1, which leads to . On the other hand, if
, we have where the last step is due to the independence of and . Furthermore, because satisfies , from the above equation, we get Hence, the proposition is proved.
From Proposition 1 and (4.3), the channel estimation problem changes to estimate the null subspace of the vectors . Because it is similar in form to the noise subspace estimation problem of the channel output data vector introduced in Sections II and III, we can use either the SVD or the subspace tracking methods on . Considering that the channel length may be overestimated, the nullspace has rank . In order to avoid the problem of rank estimation and to reduce computations to , we apply the ULV updating introduced in Section III-A again to get a series of nullspace vectors such that . . . (4.4) and span the entire nullspace of for all .
If the channel length is overestimated, the so-obtained is an inconsistent estimation of the channel in a form similar to (3.15) . Therefore, the successive cancellation introduced in Section III-B can be used for channel estimation and length recovery. Because we have a series of nullspace vectors in this case, the procedure is illustrated in Fig. 1 . First, as illustrated in Layer 0, we use the neighboring vector to cancel the last entries of similar to (3.17) and (3.18) . From this step, we get a series of new vectors , as listed in Layer 1. Then, we perform successive cancellation on . This recursive procedure is repeated until we get a series of vectors that are estimates of real channel coefficients up to some multiplicative factors. Any further cancellations will completely cancel and will result in (theoretically) zero vectors. From Layer to Layer , the norms of the vectors drop from that of to 0. This magnitude change can be used to determine channel length . Hence, the channel and its length can be recovered. 
B. Adaptive Algorithm
The result of Section IV-A is listed below as an adaptive subspace algorithm for blind channel identification. This algorithm has computations of , which is an order less than other subspace algorithms. It requires no rank estimation. The channel length can be overestimated in the beginning and recovered at the end by successive cancellation. It is promising for tracking slowly time-varying as well as length-varying channels.
• Fig. 1 until the cancellation results are small enough. Then, the channel is obtained in the second last succession, and channel length is recovered.
V. SIMULATIONS
In this section, we use simulations to study the performance of our proposed subspace algorithms. We denote our batch algorithm in Section III as SS-ULV and the adaptive algorithm in Section IV as SS-ADAP. We compare our algorithms with the traditional SVD-based subspace algorithm in [2] , which is denoted as SS-SVD, and with the subspace tracking algorithm PASTd in [7] , which we denote SS-PASTd. For the proposed algorithms,
, and we assume zero initial conditions. For the SS-PASTd, , and initial conditions are obtained through SVD performed on ten data vectors. The correct rank is assumed known for PASTd to derive all the signal subspace vectors.
The signal-to-noise ratio (SNR) is defined to be at the input to the equalizer SNR For each experiment, we have used an i.i.d. input sequence drawn from a 16-QAM constellation. The noise is drawn from a white Gaussian distribution at varying SNRs. The normalized root-mean-square error (MSE) of the channel estimator is defined as [1] MSE All results concerning MSE are ensemble averages of 100 independent Monte Carlo runs.
A. Example 1-Performance on Well-Conditioned Channel
In this example, we use the same channel coefficients as [2] , shown at the bottom of the page. The fractional ratio in each symbol interval is . Channel order . We choose for all four algorithms. The system rank is . Fig. 2 compares the four algorithms, assuming that the exact channel length and rank is known. The MSE of channel identification under different number of samples and SNR is shown in Fig. 2(a) and (b) , respectively. For this channel, the SVDbased subspace algorithm in [2] has the best performance with the correct channel length. Our batch algorithm SS-ULV performs only slightly worse, which shows that the rank-one revealing ULV decomposition is effective. Our adaptive algorithm SS-ADAP also has good performance. However, the PASTd subspace tracking-based algorithm SS-PASTd fails because of the loss of perfect orthogonality between the signal subspace vectors. Moreover, sometimes, the signal subspace vectors corresponding to the smallest singular values may misconverge. Therefore, in the following simulations, we will no longer consider SS-PASTd.
In order to show the channel length estimation in noise, we compute the magnitude change between the least signal subspace eigenvalue and the largest noise (null) subspace eigenvalue of the in SS-SVD and of in SS-ULV. The index for the magnitude change is defined as . For the SS-ADAP, we similarly compute the index as the energy change between the error signals in Layer and Layer in Fig. 1 . Note that the norm of these eigenvalues and error signals are all less than one. The channel length estimation should be more reliable if the index is larger. The index comparison is shown in Fig. 3 , where we see that the length estimation becomes more reliable with a higher SNR. Fig. 4 shows the performance comparison when the channel length is over-estimated by 1 in the beginning, i.e., we choose . The SS-SVD cannot recover the correct channel length and, hence, fails in this simulation. Our proposed algorithms do not need rank estimation and can recover the correct channel length at the end by successive cancellation. Therefore, our algorithms are robust and still have good performance.
B. Example 2-Performance on Ill-Conditioned Channel
In this example, the channel impulse response is given by where is a raised roll-off cosine pulse with the roll-off factor 0.11, and is a rectangular truncation window spanning [0, 3.99 ] . This channel is similar to that of [23] . Note that it is considered to be an ill-conditioned channel to the subspace algorithm in [2] because it contains small tails. Small tails result in closely spaced roots between different subchannels. They also result in some small signal subspace eigenvalues, which are very susceptible to noise for subspace algorithms. The oversampling ratio is . The channel coefficients are shown in Fig. 5(a) . Fig. 5(b) shows the performances of the subspace algorithms. For SS-SVD, we assume that correct channel length and rank are known. For SS-ULV and SS-ADAP, we choose channel length as
. We see that the SS-SVD cannot identify this channel, even if the channel length is known. However, our proposed algorithms still have good performance. Note that all our simulations show that SS-ULV generally outperforms the traditional SS-SVD for these kinds of ill-conditioned channels.
C. Example 3-Performance in Multiuser CDMA System
We compare the performance of our algorithms with the SVD-based subspace algorithm [4] in estimating channels of asynchronous CDMA systems. The channel coefficients are defined in a similar way as [4] with channel length 7. Spreading codes are Gold codes with length 31. There are ten users in the system with near-far ratio 5 dB, i.e., other users have signals 5 dB stronger than the desired user. The smoothing factor [4] is chosen as 2 so that the data vector length is 62. For the SVD-based subspace algorithm in [4] , the order of the signature waveform is 2 for the desired user but can be either 2 or 3 for the other users due to different asynchronous timing delays. Since the timing and channel coefficients are generated randomly, the rank of the correlation matrix is different in each run (and may be randomly distributed between 30 and 40). Therefore, accurate rank determination is difficult. In the simulation, we chose the rank as 20, which is denoted as SS-SVD1, to study the case of rank underestimation. On the other hand, we chose the rank as 40, which is denoted as SS-SVD2, to study the performance of [4] since the subspace algorithm may be robust to rank overestimation to some extent. In our new algorithms, no rank or channel length needs to be estimated. As shown in Fig. 6 , our new algorithms have better performance. 
VI. CONCLUSION
The existing subspace algorithms for blind channel identification require accurate rank estimation of the correlation matrix and the channel length. We proposed new algorithms that do not require rank estimation, and channel length can be overestimated in the beginning and recovered in the end. Our algorithms are based on ULV updating and a successive cancellation procedure for recovering the channel length. Because the ULV is a recursive subspace tracking method, the computation is greatly reduced to for the adaptive blind channel identification algorithm. Simulations show that our algorithms have good performance.
