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UNIFORM POSITIVITY OF THE LYAPUNOV EXPONENT FOR
MONOTONE POTENTIALS GENERATED BY THE DOUBLING
MAP
ZHENGHE ZHANG
Abstract. We show that for any doubling map generated C1 monotone po-
tential with derivative uniformly bounded away from zero, the Lyapunov ex-
ponent of the associated Schro¨dinger operators is uniformly positive for all
energies provided the coupling constant is large.
1. Introduction
Consider the family of Schro¨dinger operators Hλ,v,x : ℓ
2(N)→ ℓ2(N)
(1.1) (Hλ,v,xu)n = un+1 + un−1 + λv(2
nx)un
with Dirichlet condition u−1 = 0. Here v : R/Z → R is a bounded measurable
function is called the potential, λ ∈ R the coupling constant, x ∈ R/Z the phase.
For simplicity, we leave λ, v in Hλ,v,x implicit.
Let T : R/Z → R/Z be the doubling map T (x) = 2x. Consider the eigenvalue
equation Hxu = Eu. Then there is an associated cocycle map denoted A
(E−λv) :
R/Z→ SL(2,R), and is given by
(1.2) A(E−λv)(x) =
(
E − λv(x) −1
1 0
)
which is called a Schro¨dinger cocycle map. Then
(T,A(E−λv)) : (R/Z)× R2 → (R/Z)× R2
defines a family of (non-invertible) dynamical systems:
(1.3) (x, ~w) 7→ (Tx,A(E−λv)(x)~w)
which is called the Schro¨dinger cocycle. The nth iteration of the dynamics is
denoted by (α,A(E−λv))n = (nα,A
(E−λv)
n ), n ≥ 0. Thus, we have the following
cocycle iterations:
A(E−λv)n (x) =
{
A(E−λv)(T n−1x) · · ·A(E−λv)(x), n ≥ 1,
I2, n = 0.
The relation between operator and cocycle is the following. A complex valued
sequence, u = (un)n∈N ∈ CN (not necessarily in ℓ2(N)), is a solution of the equation
Hxu = Eu if and only if
A(E−λv)n (x)
(
u0
u−1
)
=
(
un
un−1
)
, n ∈ N.
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This says that the iteration of cocycle map generates the transfer matrices for the
operator (1.1).
One of the most important objects in the study of dynamics of Schro¨dinger cocy-
cles and spectral properties of the Schrodinger operators is the Lyapunov exponent:
L(E;λ) = lim
n→∞
1
n
∫
R/Z
log ‖A(E−λv)n (x)‖dx(1.4)
= inf
n≥1
1
n
∫
R/Z
log ‖A(E−λv)n (x)‖dx
≥ 0.
The limit in (1.4) exists and is equal to the infimum since the sequence{∫
R/Z
log ‖A(E−λv)n (x)‖dx
}
n≥0
is subadditive. Moreover, by Kingman’s Subadditive Ergodic Theorem, we also
have:
L(E;λ) = lim
n→∞
1
n
log ‖A(E−λv)n (x)‖ for a.e. x ∈ R/Z.
1.1. Statement of main result and some review. Throughout this paper, C, c
are some universal positive constants depending only on v, where C is large and c
small. Assume that v : R/Z→ R satisfies the following conditions:
Let v be C1 on (0, 1). We further assume that ‖v‖C1 < C and infx∈(0,1) |v′| > c.
Hence, we may define v(0) := limx→0+ v(x). Notice that v is discontinuous at
x = 0.
Then, we show the following result.
Theorem 1. Let v be as above. Consider the corresponding family of Schro¨dinger
operators (1.1). Then there exists a C0 = C0(v) > 0 such that for all λ > 0,
L(E;λ) > logλ− C0, for all E ∈ R.
Clearly, the Lyapunov exponent is uniform bounded away from zero for all en-
ergies (uniform positivity) provided the coupling constant λ is large.
Lyapunov exponent is a central object in both dynamical systems and spectral
analysis of the one-dimensional ergodic Scho¨dinger operators, see e.g. [W] for an
excellent and concise introduction.
Uniform positivity in particular is a strong indication of Anderson Localization
(i.e. pure point spectrum with exponentially decaying eigenfunctions) for almost
every phase, and is considered to be difficult to get for whatever type of base
dynamics.
In fact, most of the existing results are for two extremal cases in terms of random-
ness: one is for potentials given by i.i.d random variables where uniform positivity
for all nonzero couplings was essentially established by Furstenberg [F]; the other
one is for quasiperiodic potentials where uniform positivity holds at large couplings
for a large class of potentials. For base dynamics with intermediate randomness, it’s
more difficult since few tools are available. We refer the readers to [WaZ, Section
1.2] for a more detailed review of the related results. In the following we focus on
the case of the doubling map.
Doubling map clearly behaves more like i.i.d random case since it’s strongly
mixing. In particular, it’s expected that uniform positivity holds for all couplings
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for general potentials. However, the only known examples that uniform positiv-
ity holds so far are potentials given by trigonometric polynomials where Herman’s
[H] trick applies. This, when indeed happens, happens for a very specific reason.
For instance, unlike the quasiperiodic case, the use of subharmonicity breaks down
completely if one moves away from trigonometric polynomials. See Appendix Sec-
tion B for a proof of uniform positivity of the Lyapunov exponent for trigonometric
polynomials and for a more detailed comments why it breaks down away from
trigonometric polynomials.
For partial results, most existing tools are only able to deal with couplings that
are not too large. For small coupling, Chulaevsky-Spencer [CSp] first showed that
L(E) is uniformly positive away from the edges of spectrum and away from zero by
the formalism of Figotin–Pastur [FiP]. Bourgain-Schlag further explored this tech-
niques, obtained a Large Deviation Theorem, and showed Anderson Localization
for almost every phase at same regime of couplings and energies.
If one doesn’t ask for uniform positivity, then Damanik-Killip [DK] obtained that
L(E) is positive for almost every energies for all bounded measurable potentials via
Kotani Theory. This is already enough to conclude that Hx has empty absolutely
continuous spectrum for almost every x.
Finally, we would like to mention that in [ADZ], by completely different tech-
niques, we proved some general results regarding positivity of the Lyapunov expo-
nent over general hyperbolic base dynamics which in particular imply the following
results for doubling map generated potentials. For some fixed potential and fixed
coupling, the Lyapunov exponent is positive away from a finte set of energies.
Moreover, uniform positivity holds for some typical potentials. This is some work
in progress.
We wish to point out that the question of uniform positivity for the doubling
map was also noticed by Bourgain [B], Damanik [D], Kru¨ger [K], Sadel-Schulzand
[SaSc], and Schlag [S]. In particular, Damanik [D] proposed the following problem
(which is [D, Problem 5]):
Problem. Find a class of functions v ∈ L∞(R/Z) (other than trigonometric poly-
nomials) such that for every λ ≥ λ0(v), the Lyapunov exponent L(E) obeys
inf
E∈R
L(E) ≥ c logλ
for some suitable positive constant c.
Hence, our Theorem 1 is a direct positive answer to this Problem. In fact, the
lower bound in Theorem 1 is almost optimal.
1.2. Strategy of the proof and further comments. The proof follows Young’s
technique [Y] where the author constructed an open set U ⊂ C1(R/Z, SL(2,R)) such
that (T,A) is nonuniformly hyperbolic (i.e. positive Lyapunov exponent without
being uniformly hyperbolic) for each A ∈ U . More concretely, the cocycle is of the
form
(1.5) Aε(x) =
(
λ 0
0 λ−1
)
· Rφε(x),
where λ > 0 is some large constant, Rγ =
(
cos γ − sin γ
sin γ cos γ
)
∈ SO(2,R), and φε ∈
C1(R/Z,R/(2πZ)) is some monotone function of degree one and is supported on
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some interval of length ε for some small ε > 0. Hence, the derivative of φε is of
order ε−1 for many points on its support.
In fact, it’s also noted by Damanik [D, Problem 6] that one may apply Young’s
technique to Scho¨dinger cocycle and obtained some set of energies where L(E) is
positive. However, as he commented, due to the particular form of the cocycle
maps (1.5), it’s not clear at all how one may apply her technique to Schro¨dinger
cocycles and what kind of results one may obtain.
The main novelties of this paper are thus the following two key observations.
First, we observed that the very restricted form of cocycles (1.5) is not necessary.
What’s essential is that the derivative of the function attached to the rotation
matrix is bounded away from zero. One may even allow a finite set of points of
discontinuities.
Secondly, by the approach of [Z] (which is also used in [WaZ]), we know that
we may reduce the Schro¨dinger cocycle to its form of polar decomposition, which
is very similar to (1.5). However, it’s well-known that Schro¨dinger cocycle is ho-
motopic to identity while (1.5) is clearly not. That’s why we need to assume the
monotonicity of the potentials which necessary implies the existence of some points
of discontinuities. Another difficulty is that when we consider the polar decompo-
sition of the Schro¨dinger cocycle, λ(x) in the diagonal matrices
(
λ(x) 0
0 λ−1(x)
)
while
can be made uniformly large by some simple trick is, however, not a constant, see
formula (2.2). This in principle could be dangerous since large λ(x) also implies
large contraction which, when differentiating, may cancel the expanding effect of
the base dynamics. Fortunately, the polar decomposition form of Schro¨dinger cocy-
cles are so well balanced that the contracting effect can be very well compensated,
see the proof of Lemma 1 for details.
Indeed, the competition between the hypebolicities of the base dynamics and of
the cocycle map is the main difficulty to get positivity of the Lyapunov exponent.
That’s part of the reasons why most of the previous results were for small couplings.
On the other hand, if one considers the base dynamics to be x→ kx for some large
k, then Bourgain and Bourgain-Chang [BB] obtained uniform positivity for suitable
C1 potentials and for any fixed coupling. Basically, the hyperbolicity of the base
dynamics which is represented by k beats the hypebolicity of the cocycle map which
is represented by λ.
Finally, though we are currently only able to deal with the monotonic poten-
tials at large couplings, we wish it builds a new bridge between techniques from
dynamical systems and the spectral analysis of ergodic Scho¨dinger operators. In
particular, we would like to further explore techniques in this paper to investigate
the follow problems:
(1) Show that uniform positivity of the Lyapunov exponent for all nonzero cou-
plings. This makes the doubling map generated potentials behaves almost
like potentials generated by i.i.d. random variables.
(2) Remove the monotonicity and obtain uniform positivity for some v ∈
Cr(R/Z,R) which is not trigonometric polynomials. The existence of criti-
cal points clearly complicates the computation. However, it seems promis-
ing to further explore our techniques.
(3) Prove some version of uniform Large Deviation Theorem (in energies) of the
Lyapunov exponent. Then one may apply the approach of Bourgain-Schalg
[BS] to get the Ho¨lder continuity of the L(E) (hence, the Ho¨lder continuity
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of the integrated density of states via Thouless formula) and the Anderson
Localization for almost every x.
We are currently working on (3) in which the main difficulties we encountered are
nothing other than the strong contracting effect of the cocycle, which is caused by
the smallness of λ(x)−1.
2. Uniform positivity of the Lyapunov xxponent: proof of the Main
Theorem
Without loss of generality, we may assume that v(0) = 0 and limt→1− v(t) = 1.
Notice here in particular, we assume v′(x) > 0 for all x ∈ (0, 1). Let t = Eλ and
I = [−1, 2]. Define
(2.1) g(x, t)
def
= r2 + 1 = [t− v(x)]2 + 1.
Evidently, c < g(x, t) < C for all (x, t) ∈ R/Z× I. Define
(2.2) A(x; t, λ)
def
= Λ(2x) ·O(x) =
(
λ
√
g(2x, t) 0
0 λ−1
√
1
g(2x,t)
)
· Rθ(x;t)
where Rγ =
(
cos γ − sin γ
sin γ cos γ
)
∈ SO(2,R) and θ(x; t) is such that
(2.3) cot θ(x; t) = t− v(x).
Let L(t;λ) be the Lyapunov exponent of the cocycle (T,A(·; t, λ)). Then by the
same argument of [Z, Section 4.2] or [WaZ, Section A.1], the following Theorem 2
implies Theorem 1.
Theorem 2. Let v be as in the Theorem 1 and A(x; t, λ) be as in (2.2). Then there
exists a C0 = C0(v) such that for all λ > 0,
L(t;λ) > logλ− C0 for all t ∈ I.
For the convenience of readers, we include in Appendix Section A the process
that we convert the Schro¨dinger cocycle (1.3) to (2.2).
Since all the following estimates will be uniform in t ∈ I, we will leave the
dependence on t implicit from now on. Let θ0(x) = θ(x) as defined in (2.3). Then
inductively, we define the following functions φn, θn : R/Z→ R for n ≥ 1:
(2.4) φn(x)
def
= cot−1[λ2g(T nx) cot θn−1(x)], θn(x)
def
= φn(x) + θ(T
nx).
Then the key to the proof of Theorem B is to estimate the derivatives of φn(x) and
θn(x) for all n ≥ 1, which is done by the following lemma.
Lemma 1. Let θn, n ≥ 1 be as in (2.4) and θ0(x) = θ(x). Then for all t ∈ I and
for each n ≥ 0, it holds that
(2.5)
dθn
dx
(x) > c2n
for all x ∈ R/Z where θn is differentiable.
Proof. For n = 0, by (2.3), it clear that for all t ∈ I, it holds for any x 6= 0 that
(2.6)
∣∣∣∣dθ0dx (x)
∣∣∣∣ = v′(x)1 + (t− v(x))2 > c.
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Suppose (2.5) holds for n = k and we consider n = k + 1. Notice that θk+1(x) =
φk+1(x) + θ(T
k+1x). So we first consider φk+1(x). Clearly,
dφk+1
dx
(x) =
d
dx
cot−1[λ2g(T k+1x) cot θk(x)]
=− λ
2 cot θk(x)
dg(Tk+1x)
dx
1 + [λ2g(T k+1x) cot θk(x)]2
(2.7)
− λ
2g(T k+1x)d cot θkdx
1 + [λ2g(T k+1x) cot θk(x)]2
.(2.8)
Evidently, we have
(2.9) (2.8) =
λ2g(T k+1x)(1 + cot2 θk(x))
1 + [λ2g(T k+1x) cot θk(x)]2
· dθk
dx
(x) > 0
for all differentiable x. Moreover, for all x such that |g(T k+1x) cot θk(x)| < Cλ− 32 ,
it holds that
(2.10) (2.8) > cλ · dθk
dx
(x) > c2kλ.
Next, we consider (2.7). In fact, it’s more convenient to combine it with
dθ(TK+1x)
dx (x). Notice that
csc θ(x) = g(x)
for all x ∈ R/Z. Hence,
dθ(T k+1x)
dx
(x) + (2.7)
becomes
(2.11)
[
1
g(T k+1x)
− λ
2 cot θk(x)2(t− v(T k+1x))
1 + [λ2g(T k+1x) cot θk(x)]2
]
2k+1v′(T k+1x)
Let h(x) = λ2g(T k+1x) cot θk(x) and let f(x) denotes the function in the square
brackets of (2.11). Clearly, it holds for all x ∈ R/Z that
|f(x)| <
∣∣∣∣ 1g(T k+1x)
∣∣∣∣+
∣∣∣∣2λ2 cot θk(x)g(T k+1x)[t − v(T k+1x)]1 + [λ2g(T k+1x) cot θk(x)]2
∣∣∣∣(2.12)
< 1 +
4|h(x)|
1 + h2(x)
< 3.
Moreover, for any x such that |g(T k+1x) cot θk(x)| > cλ− 32 , which clearly implies
|h(x)| > cλ 12 , it holds that
f(x) > c− 2|λ
2 cot θk(x)g(T
k+1x)[t− v(T k+1x)]|
1 + [λ2g(T k+1x) cot θk(x)]2
(2.13)
> c− C|h(x)|
1 + h2(x)
> c− C λ
1
2
1 + λ
> c.
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Now if |g(T k+1x) cot θk(x)| > cλ− 32 , by (2.13) and (2.9), it’s clearly that
dθk+1
dx
=
[
(2.7) +
dθ(T k+1x)
dx
(x)
]
+ (2.8)(2.14)
> f(x)2k+1v′(T k+1x)
> c2k+1.
If |g(T k+1x) cot θk(x)| < Cλ− 32 , by (2.12) and (2.10), it holds that
dθk+1
dx
= (2.8) +
[
(2.7) +
dθ(T k+1x)
dx
(x)
]
(2.15)
> c2kλ− 3 · 2k+1v′(T k+1x)
> c2k+1,
provided λ is large. Clearly, (2.14) and (2.15) together imply (2.5) for n = k + 1,
hence, concluding the proof of Lemma 1. 
By Lemma 1, θn’s are piecewise C
1 monotone functions. Next we need to the
following lemma.
Lemma 2. For each t ∈ I and for each n ≥ 0, the set of discontinuities of θn is a
subset of
(2.16) Dn def=
{
j
2n
, 0 ≤ j ≤ 2n − 1
}
.
Moreover, let Cn = {x ∈ R/Z : θn(x) ∈ πZ + pi2 } and Card(S) stands for
cardinality of a set S. Then for all t ∈ I, it holds that
(2.17) Card(Cn) ≤ 2n+1 − 1,
Proof. To show (2.16), we first notice that Dn is the set of discontinuities of θ(T nx)
and g(T nx), and that Dn ⊂ Dn+1 for all n ≥ 0.
Clearly, the set of discontinuities of θ0(x) = cot
−1[t−v(x)] is D0 = {0}. Suppose
the set of discontinuities of θk is a subset of that Dk. Then by definition, the set of
discontinuities of
φk+1(x)
def
= cot−1[λ2g(T k+1x) cot θk(x)]
is a subset of Dk+1. Hence the set of discontinuities of
θk+1(x) = φk+1(x) + θ(T
k+1x)
must be a subset of Dk+1. By induction, (2.16) holds for all n ≥ 0.
Next we consider (2.17). We will again proceed by induction. Since t − v(x)
is uniformly bounded on I × R/Z, θ0(x) = cot−1[t − v(x)] = pi2 if and only if
t− v(x) = 0 which happens at most once by monotonicity of v. It’s clearly that
(2.18) |θ0(R/Z)| < π,
here and in the following, |f(J)| denotes the Lebesgue measure of the image of a
connected interval J ⊂ R/Z under a continuous function f : J → R.
Now suppose Card(Ck) ≤ 2k+1 − 1. Notice that
(2.19) φk+1(x) ∈ Zπ + π
2
⇐⇒ θk(x) ∈ Zπ + π
2
.
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For each 0 ≤ j ≤ 2k+1 − 1, let Ik+1,j = [ j2k+1 , j+12k+1 ). By the proof of (2.16), φk+1
and θk+1 is C
1 on each Ik+1,j . It’s clearly that
|θk+1(Ik+1,j)| =
∣∣[φk+1 + θ(T k+1·)](Ik+1,j)∣∣(2.20)
≤ |φk+1(Ik+1,j)|+
∣∣θ(T k+1·)(Ik+1,j)∣∣
= |φk+1(Ik+1,j)|+ |θ0(R/Z)|
< |φk+1(Ik+1,j)|+ π.
By Lemma 1, θk+1 is monotone on Ik+1,j . Hence (2.20) and (2.19) imply that
Card(Ck+1 ∩ Ik+1,j) ≤ Card(Ck ∩ Ik+1,j) + 2
for each j. However, notice that c < θ(T k+1x) < π − c for all x ∈ Ik+1,j , which
implies that from φk+1 to θk+1, the image of Ik+1,j may only go up. Hence
(2.21) Card(Ck+1 ∩ Ik+1,j) ≤ Card(Ck ∩ Ik+1,j) + 1,
which in turn implies
Card(Ck+1) =
2k+1−1∑
j=0
Card(Ck+1 ∩ Ik+1,j)
≤
2k+1−1∑
j=0
Card(Ck ∩ Ik+1,j) + 2k+1
≤ Card(Ck) + 2k+1
≤ 2k+1 − 1 + 2k+1
= 2k+2 − 1,
concluding the proof. 
The purpose of Lemma 1 and 2 is the following corollary:
Corollary 1. Let ‖ · ‖RP1 denotes the distance to the nearest point(s) in πZ. Let
Bn(δ) def=
{
x ∈ R/Z :
∥∥∥θn(x)− π
2
∥∥∥
RP1
< δ
}
.
Then Leb(Bn(δ)) < Cδ.
Proof. It suffices to consider δ > 0 small. Then by Lemma 2, Bn consists of at
most 2n+3 − 3 connected components. By Lemma 1, on each such component,
dθn
dx ≥ c2n which clearly implies that the measure of each component is at most
C δ2n . Consequently,
Leb(Bn(δ)) < 2n+3 · 2δ
c2n
< Cδ.

Now we are ready to prove Theorem 2. The following argument more or less
follows those in [Y].
Proof of Theorem 2. Let ~e1 =
(
1
0
)
and ~e2 =
(
0
1
)
. Evidently, it holds that
(2.22) L(t;λ) ≥ lim
n→∞
1
n
∫
R/Z
log ‖An(x)~e1‖ dx,
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where the existence of the limit above is due to the Oseledec’s Multiplicative Ergodic
Theorem and Lebesgue’s dominated Theorem.
Let ~wn(x) = An(x)~e1 and ~vn(x) = Rθ(Tnx)An(x)~e1 for n ≥ 0. Clearly
~wn+1(x) = Λ(T
n+1x)~vn(x), ~vn(x) = Rθ(Tnx) ~wn(x).
In particular, ‖~vn(x)‖ = ‖~wn(x)‖ for all x ∈ R/Z.
By the definition of θn(x), it clearly holds that
~vn(x) = cos θn(x)‖~vn(x)‖~e1 + sin θn(x)‖~vn(x)‖~e2.
Then
‖~wn+1(x)‖ = ‖Λ(T n+1x)~vn(x)‖
≥ ‖λ cos θn(x) · ‖~vn(x)‖ · ~e1‖
= λ |cos θn(x)| · ‖~wn(x)‖.
Proceed by induction, we obtain for all x ∈ R/Z and n ≥ 1
log ‖An(x)~e1‖ = ‖wn(x)‖ ≥ λn ·
n−1∏
k=0
|cos θk(x)| ·
which together with (2.22) clearly implies:
(2.23) L(t;λ) ≥ logλ+ lim sup
n→∞
1
n
n−1∑
k=0
∫
R/Z
log | cos θk(x)|dx.
Now we need to bound
∫
R/Z log | cos θk(x)|dx from below where we will need Corol-
lary 1. The following estimate will be independent of k. So we fix an arbitrary
k ≥ 0 and some δ > 0 small. Define
Ji
def
=
{
x ∈ R/Z :
∥∥∥θk(x) − π
2
∥∥∥
RP1
< 2−iδ
}
, i ∈ N.
It’s straightforward calculation to see that∫
J0
log | cos θk(x)|dx =
∫
J0
log
∣∣∣sin(θk(x)− π
2
)∣∣∣ dx(2.24)
≥
∫
J0
log
2
π
∣∣∣θk(x) − π
2
∣∣∣ dx
=
∑
i∈N
∫
Ji\Ji+1
log
2
π
∣∣∣θk(x) − π
2
∣∣∣ dx
≥
∑
i∈N
Leb(Ji \ Ji+1) log
(
2
π
· 2−(i+1)δ
)
≥
∑
i∈N
−Ci2−iδ
≥ −Cδ.
Let
J
def
= (R/Z) \ J0 =
{
x :
∥∥∥θk(x) − π
2
∥∥∥
RP1
≥ δ
}
.
Then it’s clearly that
(2.25)
∫
J
log | cos θk(x)|dx =
∫
J
log
∣∣∣sin(θk(x) − π
2
)∣∣∣ dx > C log δ.
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By choosing δ = 13 , (2.24) and (2.25) imply that for all k ∈ N:∫
R/Z
log | cos θk(x)|dx =
∫
J0
log | cos θk(x)|dx +
∫
J
log | cos θk(x)|dx
≥ −1
3
C − C log 3
≥ −C,
which together with (2.23) clearly implies for all t ∈ I:
L(t;λ) > logλ− C0,
concluding the proof of Theorem 2, hence, the proof of Theorem 1. 
Appendix A. Polar decomposition of Schro¨dinger cocycle
For B ∈ SL(2,R), it is a standard result that we can decompose it as B =
U1
√
BtB, where U1 ∈ SO(2,R) and
√
BtB is a positive symmetric matrix. We
can further decompose
√
BtB as
√
BtB = U2ΛU
t
2, where U2 ∈ SO(2,R) and Λ =(
‖B‖ 0
0 ‖B‖−1
)
, thus B = U1U2ΛU
t
2.
Consider a map B ∈ Cr(R/Z, SL(2,R)) for some r ≥ 1. Then, it can be decom-
posed as
B(x) = U1(x)U2(x)Λ(x)U
t
2(x).
By Lemma 10 of [Z], U1(x), U2(x) and Λ(x) are C
r in x as long as B(x) /∈ SO(2,R)
for all x ∈ R/Z. Let U(x) = U1(x)U2(x) and O(x) = U t2(Tx)(U1U2)(x) ∈ SO(2,R).
Then, it’s clear that
U−1(Tx)B(Tx)U(x) = Λ(Tx)O(x)
which in particular implies:
(A.1) L(T,B) = L(T, (Λ ◦ T ) ·O).
Back to the Schro¨dinger cocycles (1.2). Since we assumed
v(0) = 0, lim
t→1−
v(t) = 1,
we only need to consider t ∈ I = [−1, 2] for large λ, see e.g. [Z, Lemma 11]. Then
we use a simple trick to ensure that ‖A(E−λv)(x)‖ is uniformly of size λ as λ getting
large: we instead consider A(t,λ) = PA(E−λv))P−1, where
P =
(√
λ
−1
0
0
√
λ
)
This obviously does not change the dynamics of the cocycle. Thus
A(x) = A(t,λ)(x) =
(
λ[t− v(x)] −λ−1
λ 0
)
.
Now we decompose A(x) to its polar decomposition form. We keep using
U1, U2, U,Λ, O as in the decomposition of B(x) above. Let r(x, t) = t − v(x).
Then r(x, t) is uniformly bounded on R/Z× I. If we set
a = a(x; t, λ) = r2 + 1 +
1
λ4
+
√
(r2 + 1 +
1
λ4
)2 − 4
λ4
,
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then evidently c < a(x; t, λ) < C for all (x, t, λ) ∈ R/Z× I × [c,∞). Then a direct
computation shows that ‖A‖ = λ√ a2 .
A direct computation shows
U2 =
1√
(a− 2λ4 )2 + 4λ4 r(x)2
(
a− 2λ4 2λ2 r(x)
− 2λ2 r(x) a− 2λ4
)
For simplicity let
f(x, t, λ) =
(√
(a− 2
λ4
)2 +
4
λ4
r(x)2
)−1
.
Then, it’s straightforward computation that the corresponding upper-left entry of
the corresponding O(x) is
c(x, t, λ, α) = c4
[
r(x) − 2r(Tx)
λ2a(Tx)
+
2r(x)
λ4a(Tx)
− 4r(Tx)
λ6a(x)a(Tx)
]
,
where
c4 =
√
2
a(x)
f(Tx)f(x)a(Tx)a(x).
Hence, we have c(x, t,∞, α) = t−v(x)√
(t−v(x))2+1
. Furthermore, it is not difficult to see
that for any fixed α,
c(x, t, λ, α)→ c(x, t,∞, α) in C1((0, 1)× I,R) as λ→∞.
Indeed, it is easy to see this reduces to the convergence of a(x, t, λ) to a(x, t,∞) =
2r2 + 2 in C1 topology, which is immediate. Recall that
g(x, t) = r2 + 1 = [t− v(x)]2 + 1.
Evidently, c < g(x, t) < C for all (x, t) ∈ R/Z× I.
In the proof of the Theorem B, it is clear that the argument is stable in the C1
perturbation. Thus, we could replace c(x, t, λ, α) by c(x, t,∞, α) for large λ since
they are sufficiently close in C1 norm. Thus we can consider the following cocycle
map
A(x; t, λ)
def
= Λ(2x) · O(x) =
(
λ
√
g(2x, t) 0
0 λ−1
√
1
g(2x,t)
)
·Rθ(x;t)
as defined in (2.2).
Appendix B. Uniform positivity of the Lyapunov xxponent for
trigonometric polynomials
It is known that Hermann’s trick works for doubling map, see e.g. [D, Footnote
8] or [BB, Section 1]. We include a proof here for the convenience of the readers.
For simplicity, we consider v(x) = 2λ cos(2πx). Let zj = e
2pii2jx. Then it clear
that
n−1∏
j=0
zj

A(E−λv)n (x) = 0∏
j=n−1
[
zj ·
(
E − λ(zj−1 − z−1j−1) −1
1 0
)]
=
(
E − λ(z2n−1 − 1) −1
1 0
)
· · ·
(
E − λ(z20 − 1) −1
1 0
)
12 Z. ZHANG
=
(
λn +M
(n)
1 M
(n)
2
M
(n)
3 M
(n)
4
)
,
where M
(n)
j = M
(n)
j (z), j = 1, 2, 3, 4, are polynomials in z without the zero order
(i.e. constant) terms. In particular, M
(n)
j (0) = 0.
It’s clear that Ln(z) := log ‖A(E−λv)n (z)‖ = log ‖(
∏n−1
j=0 zj)A
(E−λv)
n (z)‖ for x ∈
R/Z since then |zj| = 1. Moreover, it’s also standard fact that Ln(z) is subharmonic
on C for any n ≥ 0. Thus, we get for all E ∈ R that
L(E) = lim
n→∞
1
n
∫
R/Z
Ln(z)dx
= lim
n→∞
1
n
∫
R/Z
log
∥∥∥∥∥
(
λn +M
(n)
1 M
(n)
2
M
(n)
3 M
(n)
4
)∥∥∥∥∥dx
= lim
n→∞
1
n
Ln(0)
= lim
n→∞
1
n
∫
R/Z
log
∥∥∥∥
(
(−λ)n 0
0 0
)∥∥∥∥ dx
≥ logλ
where the inequality follows from submean inequality of subharmonic functions and
the fact that M
(n)
j (0) = 0 for j =, 1, 2, 3, 4 and all n ≥ 0.
It’s clear from the proof above that it works for any trigonometric polynomi-
als, though the lower bound might not be not as good. If one moves away from
trigonometric polynomials, then this submean inequality is no longer working.
In the quasiperiodic potentials case, a more sophisticated argument by Sorets-
Spencer [SoSp] works for any nonconstant real analytic potentials, see also [Z] for a
more recent proof via Avila’s global theory. However, both arguments rely on the
fact that the rotation on the unit circle preserves the height when complexifying
phases, i.e. x + iy + α and x + iy have the same imaginary part. This is clearly
not the case for the doubling map which sends x + iy to 2(x + iy). In particular,
if the radius of analyticity of v is finite, then T j(x+ iy) = 2j(x+ iy) soon escapes
the region of analyticity for y 6= 0. So those arguments of [SoSp, Z] break down
completely.
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