This paper presents a channel that maps sequences from a finite alphabet to self-avoiding walks in a 2-D grid.
I. INTRODUCTION
Information theory traditionally deals with the problem of transmitting sequences over a communication channel and finding the maximum number of messages that the receiver can recover with arbitrarily small probability of error. However, databases of various sorts have come into existence in recent years that require to transmit structural data (e.g., graphs and sets). Contemporaneously, there has been significant effort focused on understanding the equilibrated states and dynamics of biomolecules [1] , in particular, to determine folded states and fold changes. We bridge these seemingly disparate ideas using novel information theoretic modeling. In [2] , we attempted an information theoretic explanation of a few observations previously made by biophysicists: while the number of amino acid sequences observed in nature is large, the corresponding number of dissimilar tertiary structures to which the sequences have been observed to fold is relatively small. Additionally, the frequency distribution of protein families observed in nature exhibits power law characteristics. We provided in [2] experimental evidence that explains these observations by modeling the protein folding process as a channel. We gave evidence in support of the hypothesis that these complex phenomena might have interesting information theoretic underpinnings.
This channel has an input alphabet of all binary (hydrophobic, denoted by H, and polar, denoted by P) sequences, which it maps to its output alphabet consisting of 2-D self-avoiding walks (also called folds) in a square lattice (see Fig. 1 ). 1 To describe the construction of the channel, we need to explain how we define the conditional distribution on the set of folds, given each particular sequence from the input alphabet. Given any sequence s of length N and any fold f of the same length, we will associate to the pair a real number, its energy. That is, each sequence induces an energy on each fold. This energy function will induce a certain probability distribution on the set of folds, which we will take to be the conditional distribution given S that defines the channel. We discuss it in depth in the following.
To describe the energy associated with a pair ðs; f Þ, we first note that since f is a self-avoiding walk with a welldefined starting point, we may speak of the jth node of f , for j ¼ 1; . . . ; N. Then, we say that the jth node of f corresponds to the jth position of s. We consider each node of f as being labeled with the letter in the corresponding position of s, and then the energy is defined in terms of the numbers of different types of contacts (i.e., "HH," "HP," and "PP") between nodes in this labeled fold.
With this energy function in hand, the conditional distribution on folds that defines the channel is given by the Boltzmann/Gibbs distribution induced by this energy, with a free parameter corresponding to inverse temperature (this distribution has been previously used by biophysicists in conjunction with similar contact-based energies; see, e.g., [3] ). Therefore, we call it the Boltzmann sequence-structure channel. For this channel, the key parameter is the conditional entropy between the input sequence and the output fold. In this paper, we provide a mathematically rigorous foundation to estimate this entropy and show that it may exhibit a range of interesting behaviors with respect to temperature, depending on the settings of the parameters of the model.
We now describe in more detail the construction of the channel. First, recall that, as described earlier, the letters of a sequence s induce a labeling of the corresponding nodes of each fold f , as shown in Fig. 1 . This labeling induces on the set of sequence-fold pairs ðs; f Þ an energy function Eðf ; sÞ depending on the number of different types of contacts between residues labeled by their corresponding sequence elements, that is, between neighboring, but not sequence-adjacent, nodes of the labeled self-avoiding walk. These contact energies are given by a scoring matrix Q (a parameter of the model) whose rows and columns are indexed by H and P. Since hydrophobic interactions are a dominant force for protein folding, it is reasonable to classify amino acids into hydrophobic ðHÞ and polar ðPÞ. Thus, in a realistic lattice model, contacts between H and H are more favored (lower energy) than H and P interactions [4] . The channel is then defined by the Boltzmann distribution induced by the energies.
More precisely, for each even (for technical reasons explained below) perfect square integer N, the Nth channel has an input alphabet S N consisting of 2 N sequences of length N over the alphabet fH; Pg. The output alphabet F N consists of all directed Hamiltonian self-avoiding walks of length N on a ffiffiffi ffi N p Â ffiffiffi ffi N p integer lattice which start at (0, 0) and end at ð ffiffiffi ffi N p À 1; ffiffiffi ffi N p À 1Þ. Hamiltonicity of a fold means that every lattice point in the square is visited by the fold, so that the graph defining it is Hamiltonian. Note that this implies that all but Oð ffiffiffi ffi N p Þ points in the lattice have four neighbors (but only two contact points). The energy function E : F n Â S n ! R is defined in terms of a fixed symmetric 2 Â 2 matrix Q ¼ fQ ij g i;j2fH;Pg over R (the scoring matrix): for f 2 F N and s 2 S N Eðf ; sÞ ¼ 2ðQ HH c HH þ Q PP c PP þ Q HP c HP Þ
where c xy denotes the number of contacts fa; bg such that s a ¼ x and s b ¼ y or vice versa (throughout, for any sequence s and j 2 ½N ¼ f1; . . . ; Ng, we denote by s j the jth symbol of s). Here, the multiplication by 2 is for mathematical convenience and is insignificant to the analysis. Then, we define the channel by the conditional probability p N ðf jsÞ that follows the Boltzmann distribution induced by the energy function EðÁ; sÞ over folds. More formally, let ! 0 be a real number (corresponding to an inverse temperature). Then, we define with a fold given by a self-avoiding walk. 1 We discuss in the literature review the history/justification (given by biophysicists) of the classification of amino acids into hydrophobic and polar, as well as the modeling of protein structures and more general polymers as self-avoiding walks in a lattice. Moreover, we stress that our techniques extend easily to the case of a larger alphabet. 2 In physics, the free energy is defined slightly differently: appears in the denominator. However, we are mostly interested in bounded with respect to N, so we follow Talagrand's lead [5] and do not include in the dominator of the free energy.
We also denote by the exponential growth rate of the number of self-avoiding walks
Both are challenging to compute. This channel is interesting from the information theoretic point of view, irrespective of applications, primarily because it exhibits several unusual mathematical properties: first, it maps sequences to structures (i.e., self-avoiding walks) in a nontrivial way; second, it is a channel with full memory (i.e., the position of any sequence element in the output fold is dependent on the identity of every other sequence element); and, finally, several information theoretic quantities associated with it (e.g., its capacity and conditional entropy for certain natural input distributions) may exhibit phase transitions with respect to temperature for certain settings of the scoring matrix. Probabilistically, its analysis presents an interesting challenge because the nontrivial dependence between fold energies makes bounding the variance of the number of folds with a given maximum energy difficult. This, in turn, complicates the calculation of the free energy, which plays a significant role in our calculations (and, for many models, is notoriously difficult to compute [6] ). Since the exponential growth rate of the number of folds in the output alphabet appears in several quantities of interest, we also encounter combinatorial problems which are currently under active investigation.
We now review some of the relevant literature. Regarding self-avoiding walks (SAWs), [7] is a good general reference, including a discussion of the history of the use of SAWs as models for polymers. SAWs continue to be used as simple models for protein structures in molecular biology (see, e.g., [3] and [8] ). One of the fundamental problems in the theory of SAWs is the (asymptotic) enumeration of classes F N of SAWs of length N ! 1 with various constraints, which is relevant to us because the rate of growth of F N with respect to N appears in our free energy bounds. In particular, the problem of proving the existence/determining the value of the limit
(called the connective constant of F N ) is commonly studied and is quite challenging. There are a few general techniques for approaching such problems, sub/superadditivity arguments being the main ones. For, say, subadditivity, the goal is to show that, for all 1 m N À 1
which implies that the sequence ðlog jF N jÞ 1 N¼1 is subadditive. By, for example, Fekete's lemma (or one of its generalizations) [9] , this is sufficient to conclude the existence of the limit
Usually, condition (2) can be verified by some sort of splitting (or concatenation, in the case of superadditivity) in order to establish an injection from F N to F m Â F NÀm . For example, if we take F N to be the set of all SAWs, we can split a walk w 2 F N into a unique initial part of length m and a final part of length N À m, which establishes (2). In general, determining the value of the connective constant requires significant ingenuity (see, e.g., [10] , which establishes the value for SAWs on the 2-D hexagonal lattice). Even proving/disproving the existence of a connective constant becomes significantly harder when we consider collections of SAWs satisfying some geometric constraints (unless they are very carefully chosen). For instance, consider the set of Hamiltonian SAWs filling a square of size N (with N a perfect square). Neither splitting nor concatenation works here, since neither operation yields SAWs within the same class in general. By adding the constraint that each SAW must begin at a fixed corner of the square and end at the opposite and restricting to an appropriate subsequence (i.e., even and perfect square N), Abbott and Hanson [11] showed the existence of the connective constant as a limit of that subsequence (though the result is incorrectly stated; see [12] for a discussion and estimates of the limit).
We now review what is known about some relevant models from statistical physics. For general references, see [6] and [13] . For a set À N of configurations, each configuration 2 À N is endowed with its own (possibly random) energy EðÞ. The set À N is then endowed with a probability distribution governed by this energy (chosen so as to have maximum entropy under the constraint that the system has a given energy density), known as the Boltzmann/Gibbs measure pðÞ ¼ e
ÀEðÞ
ZðÞ where 2 ½0; 1Þ is a free parameter which intuitively behaves like an inverse temperature, and Z above is the partition function, given by
The main problem is to establish the existence/estimate the asymptotic value of the free energy
This quantity is studied because other important parameters, such as entropy density and energy density can be written in terms of it (see [13] for details). One of the simplest interesting models is the random energy model (REM), in which the configuration space has size 2 N , and the configurations are independent identically distributed (i.i.d.) Gaussian random variables (exactly) EðÞ $ N ð0; N=2Þ. The free energy for this model is exactly solvable (which is unusual for these sorts of models)
& Note that the free energy exhibits a phase transition with respect to temperature, since, for small , it grows quadratically, while it grows linearly when ! 2 ffiffiffiffiffiffiffiffiffi log 2 p . This sort of phenomenon is quite common (though not universal) in statistical physics, and we will encounter it in our analysis in this paper.
The situation becomes significantly more complicated when correlations between configurations are introduced. For instance, in the Sherrington-Kirkpatrick (SK) model, configurations are strings of length N from the alphabet fÀ1; 1g, and the energy of a configuration is given by [14] , in which Sherrington and Kirkpatrick also gave an incorrect expression for the free energy. Parisi [15] conjectured the correct formula (which now bears his name), but over 20 years passed before it was rigorously verified by Talagrand [5] .
We now move on to discuss our contributions. First, though the self-avoiding walk model and associated energy function for proteins has been considered empirically before [3] , [8] , we appear to be the first to define the channel that we consider here and study its information theoretic quantities. Of particular interest is the capacity of the channel C ¼ max pðSÞ HðFÞ À HðFjSÞ ½ where the maximum is taken over all probability distributions on the set of sequences; see [16] . In our previous work [2] , we studied this quantity numerically. Specifically, using a specific scoring matrix taken from the biology literature, we computed the conditional probabilities constituting the channel for N ¼ 36 (due to computational limitations, we could not do the same for much larger N). We then computed the capacity for various temperatures using the Blahut-Arimoto algorithm [16] , resulting in Fig. 2 . We note two phenomena illustrated by the plot: first, there appears to be a phase transition with respect to temperature in the capacity. Second, the capacity tends to 0 as temperature tends to infinity (for fixed N, this is simple to prove, but significantly more interesting when N ! 1).
As a long-term goal, we would like to rigorously establish the asymptotic behavior of the capacity of this channel for all temperatures and suitable scoring matrices. Our focus in this work is more modest: we mainly study here the behavior of the conditional entropy for a memoryless source in the high-temperature regime (i.e., À! N!1 0). First, we give upper bounds on the free energy (hence the conditional entropy) whose behavior depends on the difference between the expected energies of a Boltzmann-distributed fold and one chosen uniformly at random. We then show how a series representation, involving the higher moments of the partition function, may be derived for the free energy via Taylor's expansion. Next, we present a class of scoring matrices for which the covariance between any two fold energies depends on the number of shared contacts between the two folds. For such matrices, we derive a formula for the variance of the partition function in terms of the number of contacts shared between two random folds, which implies a lower bound on the free energy. As an application of the lower bound, we give a sufficient condition on the temperature under which the mutual information between the channel input and output tends to 0. Finally, we point out that the model may exhibit a diverse range of behaviors depending on parameter settings by exhibiting a class of scoring matrices for which the free energy is exactly analyzable and has capacity oðNÞ for any .
The model presents several mathematical challenges: due to geometric constraints (e.g., Hamiltonicity), the configurations (folds) cannot easily be decomposed into subconfigurations. Thus, techniques which are useful for other models (e.g., [17] ) do not appear to be easily adapted to our case. Probabilistically, the correlation structure between fold energies does not appear to be captured by other existing models (e.g., the REM, the generalized REM (GREM) [18] , or the SK model). Moreover, while many models are defined so that configuration energies are normally distributed, the fold energies are only asymptotically normally distributed. Finally, our analysis leads to some classic open questions about enumerating self-avoiding walks, including proving the existence of the connective constant for geometrically constrained walk sets and determining distributional information about the number of shared contacts between two randomly chosen folds.
We remark that, from a biological/physical point of view, many extensions/modifications of the model can be made to more accurately reflect the real physical process of protein folding. Our results are easily extended to three dimensions and to larger alphabets, but it would also be of interest to investigate, even computationally, models in which the walks are not constrained to lie in a lattice (so that contacts have strengths, say, inversely proportional to the square of the distances between the involved nodes). In particular, it would be of interest in such models to determine whether some of the qualitative phenomena that we observe in the simpler model are still present.
We further remark that the lattice model is not sufficiently detailed for the prediction of properties of specific polymers; however, it does play a role in elucidating qualitative statistical properties of the protein folding process, as explained in [19] . Moreover, the information theoretic quantities that we study here correspond to important properties of the model, such as the expected ambiguity with which a random sequence encodes folds and the (weighted) number of sequences that are likely to result in a given fold (related to the designability of a fold [20] ).
II. MAIN RESULTS
We now fix some useful notation, precisely describe the model, and state our main results.
A. Description of the Model
Throughout, we use F to denote a random fold generated by choosing a random sequence according to some distribution and passing it through the channel. We generally use f to denote an arbitrary fixed fold. For any fold f 2 F N , we denote the 2-D position of the jth node in f by f ðjÞ. For any j; k 2 ½N, we say that j and k are sequence adjacent if jj À kj ¼ 1 (here, ½N ¼ f1; 2; . . . ; Ng). We say that they are lattice adjacent and that they form a contact if they are not sequence adjacent and
. This allows us to define the energy Eðf ; sÞ as in (1). We also define E ðF; SÞ to be the energy of the (random) fold generated by the channel at inverse temperature with the sequence S on its input [see (5)].
We restrict our attention to a particular class of distributions on S N that is natural to consider: the symbols are i.i.d. random variables, taking the value H with probability p 2 ð0; 1Þ and P with probability q ¼ 1 À p. That is, we take a binary memoryless source with parameter p, which we denote by B N ðpÞ. Many of our results (in particular, the upper bounds and fold energy central limit theorem) can be extended to more general mixing sources.
We can also express the Eðf ; sÞ as a sum of local energies: for each i 2 ½N, define X i ¼ X i ðf ; sÞ to be
where c xy ðiÞ, discussed above, denotes the number of contacts fi; jg whose sequence elements are x and y or vice versa [we note that the multiplication by 2 in (1) 
for some easily computable depending on Q (with 6 ¼ 0 under mild conditions on Q and the sequence distribution), where boundary conditions contribute the Oð ffiffiffi ffi N p Þ. In fact, we can give an explicit formula for 2
In contrast, E½E ðF; SÞ, the expected energy of a Boltzmann fold, is more difficult to compute. We discuss some of its properties below.
As mentioned earlier, we restrict our attention to the class of Hamiltonian SAWs on a square, starting at the origin and ending at the opposite corner, and we restrict to N for which F N is nonzero.
B. Statement of Main Results
We start with an expression for the conditional entropy. We have
where F N denotes a set of self-avoiding walks of length N and we explicitly write the expected Boltzmann energy E½E ðF; SÞ as
The first and third equalities of (4) 
Now, dividing by N on both sides of (4), we have
It is easy to see that E½log ZðS N ; Þ ¼ OðNÞ, so that the free energy ðÞ G 1. Moreover, defining
we see that Ã ðÞ G 1 for all .
We note an important property of E½E ðF; SÞ: for an arbitrary fold f (equivalently, a uniformly distributed fold f , since both have the same expected energy when labeled by a sequence from a memoryless source)
This follows from an inductive proof, using the fact that the Boltzmann energy distribution is monotone decreasing (i.e., the Boltzmann distribution gives higher probability to lower energy folds). This proof is given in the Appendix (see Lemma 6) . We have the following upper bounds on the free energy, and, hence, the conditional entropy. 
which implies
for large N.
The condition on the scoring matrix is quite general. It is equivalent to requiring that Q HH , Q HP , and Q PP be not all equal (in this case, a typical contact energy has positive variance).
Remark: There is an information theoretic upper bound on HðFjSÞ HðFjSÞ HðFÞ log jF N j ¼ N N :
It is of interest to determine the ranges of under which the given bounds are tighter than this one. This requires a more careful study of the quantity À Ã ðÞ.
Our next theorem gives, for each p 2 ð0; 1Þ, a natural class of scoring matrices that endows the set of fold energies with a correlation structure similar to that arising in several models associated with combinatorial optimization problems (see [21] ). In particular, the covariance between the energies of two folds f and g varies linearly with a measure of overlap between them: namely, the number of shared contacts between f and g (denoted by k f ;g ). Recall that a contact in a fold takes the form of a pair ði; jÞ, 1 i G j N, of indices, designating two nodes of the fold that are lattice adjacent but not sequence adjacent. Then, a pair of indices is a shared contact between f and g if it is a contact in both f and g. Note that ði; jÞ being a shared contact does not imply that the ith and jth nodes occur at the same places in the integer lattice in f and g.
For such matrices, we establish a lower bound on the free energy which holds for sufficiently small , depending on the behavior of the MGF of the random variable K (the number of shared contacts between two folds chosen uniformly at random with replacement).
Theorem 2 (Free Energy Lower Bound for High Temperature): Let S $ B N ðpÞ for fixed p 2 ð0; 1Þ. Let K denote the number of shared contacts between two folds f ; g 2 F N chosen uniformly at random with replacement. There exists a scoring matrix for which, provided that ¼ oððN log NÞ À1=2 Þ, we have
which further implies
where, in both of the above expressions, oð1Þ is explicitly expressible in terms of E K ½e Remark: We note that oð1Þ in (16) might be of order at least 2 . Thus, the important content of the theorem is that we have an explicit expression for the final term in terms of the moments of K and the expected absolute value of the centered energy of a random fold. This implies that precise asymptotics for both of these quantities (of which K seems to be the more challenging) will yield a more precise version of the bound (16) . Moreover, even in its present form, (16) is useful in obtaining a nontrivial result regarding the mutual information IðF; SÞ at high temperature, as shown in Corollary 1.
Furthermore, while essentially nothing is known about the random variable K, we do know that K N þ Oð ffiffiffi ffi N p Þ, since the right-hand side is the total number of contacts in a fold. Thus, a sufficient condition for the condition
to hold (for any scoring matrix and value of p) is that ¼ oðN À1=2 Þ. However, since we suspect that K ¼ Oð1Þ with high probability, it seems likely that this can be relaxed, which would broaden the range of applicability of this bound. Note that the lower bound (16) matches the upper bound (12) up to the term if À Ã ðÞ ¼ Âð1Þ and the oð1Þ term is oðÞ (though this is outside the current range described in the theorem).
In the following lemma, we show how to precisely estimate the difference À Ã ðÞ in the range described in the theorem.
Lemma 1 (Estimate of
Proof: Given in the Appendix. g Also, note that one cannot expect such a lower bound for general scoring matrices. This is because, for "most" matrices, the covariance of the energies of two contacts (i.e., unordered pairs of distinct sequence indices) which share exactly one node is positive, which implies that the covariance between two node energies is positive. This, in turn, implies that the covariance between any two fold energies is linear in N; that is, the dependence between fold energies is quite strong, in contrast with the situation in the REM. The scoring matrices considered in Theorem 2 are chosen so that the covariance between energies of nonidentical contacts is 0, so that the covariance between folds is only linear in the number of shared contacts.
Remark: For À! N!1 0 and the class of scoring matrices considered in Theorem 2, we may be able to refine our estimate of the coefficient of 2 in the expansion of the free energy by Taylor expanding the function log Z around Z ¼ E½Z and then taking expectations [21] 
This boils the problem down to the estimation of the centered moments of the partition function. For example, according to Lemma 5, used in the proof of Theorem 2, and Lemma 4, the first two terms of the expansion (17) are
In the case where ¼ oðN À1=2 Þ, the contribution of the variance term in (17) becomes asymptotically equivalent to
In particular, note that both the expected value and variance terms of (17) contribute to the coefficient of 2 . More generally, the mth moment may be written in terms of the MGFs of the random variables K m;j , for j ¼ 1; . . . ; m, defined to be the number of contacts shared among exactly j folds among m folds chosen uniformly at random with replacement. The random variable K is a special case:
Provided that K m;j are sufficiently well behaved, the series (17) converges, and this gives a series representation for the coefficient of 2 , which may be bounded. When ! 0 sufficiently quickly, Lemma 1 gives a precise estimate of À Ã ðÞ, and combining this with Theorem 2 yields an interesting result about the mutual information IðF; SÞ ¼ HðFÞ À HðFjSÞ as the temperature tends to 1. In particular, the lower bound of Theorem 2 implies that HðFjSÞ ¼ log jF N j À oð1Þ. Thus, IðF; SÞ ¼ oð1Þ.
The following corollary formalizes this. IðF; SÞ ¼ oð1Þ (19) for large N. Note that one naturally expects that the mutual information tends to 0 when the temperature tends to infinity quickly enough (because then the Boltzmann distribution converges to uniformity), but this only becomes trivial when N ¼ Oð1=NÞ. The corollary, being a statement about the decay of the mutual information, is a small step in the direction of our stated goal of characterizing the capacity of the channel, in particular, determining when it tends to 0.
We next give an example scoring matrix which exhibits a rather different behavior from the ones in Theorem 2. This theorem gives an example of a natural scoring matrix for which there is no first-order phase transition in the free energy. Moreover, it gives an upper bound on any lower bound for all (or almost all) scoring matrices that we can hope to prove.
III. PROOFS A. Proof of Theorem 1
The general expression for the asymptotic conditional entropy was already derived, so we give here the proof of the upper bounds. To do this, we prove analogous bounds for the free energy. In deriving the first bound, we will use Jensen's inequality to bring the expectation within the logarithm in the definition of the free energy. This will result in an expression involving the MGFs N ðÁÞ of appropriately normalized fold energies, which we will show to be asymptotically equivalent to the MGFs ðÁÞ of Gaussian random variables with the same mean and variance. This is nontrivial, since a central limit theorem only a priori implies that N ðtÞ À! N!1 ðtÞ for fixed t 2 R, whereas we need asymptotics for N ðt ffiffiffi ffi N p Þ. We start by showing that fold energies are asymptotically normally distributed. There exists a polynomial VðpÞ defined in (20) whose coefficients are polynomials in the entries of the scoring matrix Q, such that, provided V is not identically zero, for all but finitely many choices of p, 2 9 0 as in Theorem 1, and
where OðÁÞ is uniform over all folds. Here, È denotes the distribution function of the normal distribution with mean 0 and variance 2 .
Proof: The central limit theorem for fold energies follows by applying a result on m-dependent random fields given in [22] . Slightly specifying to our case and using our notation, it can be stated as follows. we have
We first establish m-dependence. This follows easily from the fact that the local energy of a node i in a given fold can only be dependent on the local energies of those nodes j that are within a lattice-adjacency neighborhood of i of some fixed, finite radius. This, in turn, follows from the independent choice of the sequence elements. Thus, we have m-dependence with m ¼ 2.
It is further required that the variance of Eðf ; SÞ grow at least linearly with N. We will establish that Var½Eðf ; SÞ ¼ ÂðNÞ (for a large class of Q), and, along the way, derive the polynomial VðpÞ whose existence is claimed in the lemma statement. We have
Since N À oðNÞ nodes have exactly two contacts, the dominant contribution to the first sum comes from those nodes, all of which have the same variance vðpÞ, a polynomial in p with coefficients that are polynomials in the entries of Q. Note, then, that if nodes i and j are not lattice adjacent, then Cov½X i ; X j ¼ 0. Thus, any node i is involved in at most three nonzero covariance terms. In fact, N À oðNÞ nodes are involved in exactly two such terms. All such nodes i and j have covariance equal to some fixed rðpÞ, a polynomial in p with coefficients that are polynomials in the variables Q HH ; Q HP ; Q PP .
By conditioning on the symbols assigned to nodes i and j and their other two lattice neighbors, both vðpÞ and rðpÞ can be computed exactly. Thus, we have Var Eðf ; SÞ ½ ¼N Á vðpÞ þ 2rðpÞ ð ÞþoðNÞ:
We call
VðpÞ ¼ vðpÞ þ 2rðpÞ (20) the variance polynomial of Q to which we refer in the lemma. Provided it is not identically 0, it has finitely many roots, at which the variance of each fold energy is oðNÞ. Excluding these roots, the variance is ÂðNÞ, as claimed, and we set 2 ¼ VðpÞ. Finally, it is required that, for all i, E½X 8 i G 1. Since X i is bounded between two constants with probability 1, all moments exist, and the proof is complete. Ì Next, we need a lemma bounding the probability of large deviations for Eðf ; SÞ.
Lemma 3 [Large Deviations of Eðf ; SÞ]:
There exists a constant C 9 0 such that, for any t 9 0 and f 2 F N Pr Eðf ; SÞ À E Eðf ;
Proof: The proof uses the fact that each node energy is dependent on at most a constant number of others to bound the martingale differences.
To be precise, we define the filtration ðF i Þ N i¼0 by 
Now, we partition the terms comprising the expectation defining Y i into those which are dependent on X i ðf jSÞ and those which are not: we define A ¼ fjjX j ðf jSÞ ? X i ðf jSÞg, where ? denotes independence. Then, we note that, for
Thus, those terms whose indices are in A cancel in the expression for jY i À Y iÀ1 j, leaving
All local energies are bounded above by some fixed constant, and, by the m-dependence property of the local energies, jAj is also bounded above by a fixed constant. Thus, there is some fixed L such that, for all f 2 F N and i 2 ½N, jY i À Y iÀ1 j L. Applying Hoeffding's inequality with this bound then yields the claimed result. Ì Lemmas 2 and 3 are then sufficient to derive an estimate of the MGF of a normalized fold energy. We have, for arbitrary fixed t 2 R
Here, ðtÞ denotes the MGF of the normal distribution with mean 0 and variance 2 . Proof: The strategy is to show that the tails of the integral defining N ðt ffiffiffi ffi N p Þ are negligible, leaving a central region that can be handled via Lemma 2.
We first handle the degenerate case of t ¼ 0. In this case, N ðt ffiffiffi ffi N p Þ ¼ N ð0Þ ¼ E½e 0 ¼ 1 and the claim holds. We now move on to the case where t 9 0. Let F N ðxÞ be the distribution function ofÊ N (recall that this is the centered and normalized energy). Then, N ðt ffiffiffi ffi N p Þ is given by
Taking the tail at ffiffiffi ffi N p of this integral, for some which we will choose later, yields 
where the equality is by adding and subtracting 1 inside the integral. Upper bounding using Lemma 3 gives
Taking b ! 1, the first term tends to 0, and the upper limit on the integral becomes 1. As for the second term, we observe that Thus, if we choose to satisfy 2 =C À t90 () 9 Ct the second term is oð1Þ as N ! 1. It remains to bound the contribution of the integral. We again apply Lemma 3, which gives
Now, we write the exponent inside the integral as
Since x ! ffiffiffi ffi N p , the expression inside the parentheses is at least some positive constant L, since 9 Ct. It is not hard to see that the integral is then Âðe In the case where t G 0, we switch the tails in the above bounds.
This leaves the central region (for any t)
Here, the first equality is by Lemma 2 (a more detailed explanation will follow), and the asymptotic equivalence follows from the fact that the tails of the Gaussian distribution are negligible.
To be more precise in getting (21), we first observe that we can ignore the lower half of the integral. In the case where t 9 0, we have
which is negligible. Now, applying integration by parts to the remaining integral, we have
According to Lemma 2
where ÈðxÞ is the cumulative distribution function of the normal distribution with mean 0 and variance 2 , and OðÁÞ is uniform with respect to x. Since, in the range under consideration, x ! 0, ÈðxÞ 2 ½1=2; 1Þ, so that this implies F N ðxÞ ¼ ÈðxÞð1 þ OðN À1=2 ÞÞ. Substituting this into the expression for the integral, we get and applying the integration by parts formula again yields
where the integral is precisely the moment generating function of N ð0; 2 Þ, evaluated at t ffiffiffi ffi N p . The added term Oð1Þ comes from completing the lower tail. The case where t 0 is handled similarly. Finally, taking a logarithm, dividing by N, and taking N ! 1 gives the desired expression.
Using the expression developed in Lemma 4, we can finally begin the derivation of the claimed free energy bounds. For the first upper bound
where we used Jensen's inequality to bring the expectation into the logarithm, and we used the fact that all of the relative errors are uniform over the set of folds. We thus have
and the claimed inequality (12) follows. For the second upper bound, the strategy is to find an upper bound on the derivative with respect to of the function ðÞ ¼ E½log ZðS; Þ.
We have
where the first inequality is elementary, and the second is due to the first upper bound. We find that setting ¼ Ã ¼ ffiffiffiffiffiffiffiffi 2 N p = minimizes the upper bound, yielding
Furthermore, for arbitrary 0 ðÞ ¼ E À since ðÞ is known to be convex (a consequence of Hölder's inequality). Applying the upper bound (22) for 0 ð Ã Þ and for ð Ã Þ yields the second upper bound in the theorem
B. Proof of Theorem 2
The key idea here is to choose the scoring matrix Q so as to minimize the covariance between the energies of any two contacts that share only one node. For such a matrix, we then derive an explicit asymptotic formula for the variance of the partition function in terms of the square of its expected value and the MGF of the number of shared contacts between two randomly chosen folds. This MGF arises from the fact that the covariance between the energies of two folds varies linearly with the number of shared contacts. The formula for the variance then implies, by Chebyshev's inequality, an upper bound on the probability that the partition function is much smaller than its expected value. Computing E½log Z by conditioning on this event then yields the desired result.
For the lower bound, it turns out to be beneficial to express fold energies in terms of the local energies of its contacts, instead of its nodes as we did in the upper bound. For a contact c (i.e., an unordered pair of distinct sequence elements) labeled by a sequence s, denote its energy by Y c ðsÞ. To aid intuition, we remark that a typical node energy (say, of node i) is expressible in terms of two contact energies: if node i makes contact with nodes j and j 0 , then
Then, the energy of a fold f is given by
where the 2 is again from the fact that local energies are counted twice, as in (1).
For two contacts c 1 ; c 2 with jc 1 \ c 2 j ¼ 1, we compute the covariance of the energies with respect to S $ B N ðpÞ, with p as in the theorem
Defining x ¼ Q HH , y ¼ Q HP , and z ¼ Q PP , this polynomial becomes
and we seek a nontrivial zero. We set y ¼ 0 and z ¼ 1, which reduces it to f ðx; 0; 1Þ ¼ ðp
It is then easily checked that whenever p 6 ¼ 0, 1, there exists x 2 R for which f ðx; 0; 1Þ ¼ 0. Moreover, to check that this x is such that and (as in Theorem 1) are both nonzero, we note that the former is 0 only when x ¼ À1. We view f ðÀ1; 0; 1Þ as a polynomial in p, and it is easy to see that this is only 0 when p ¼ 0 or 1. Moreover, cannot be 0, since a node energy may take on two different values with positive probability.
In what follows, we assume that p and Q have been chosen so that:
and ; 6 ¼ 0. For any two folds f ; g 2 F N , we define k f ;g to be the number of contacts which are in both f and g. We now relate Var½ZðS; Þ to E½ZðS; Þ 2 with the following lemma. Now, we follow the steps of the proof of Lemma 4. In particular, it is enough to establish a central limit theorem and a large deviations bound for the sum of the two fold energies. Both are immediate, as the two fold energies may be written as sums of node energies, and these node energies are m-dependent for some large enough constant m. Moreover, the variance of the sum is easily seen to be positive, since the covariance of the two energies is nonnegative. Thus, we may conclude (25) Now, the terms of the inner sum are independent of f and g, so that the outer sum becomes
Since UðkÞ is normally distributed, we can compute its MGF, and this reduces the formula above to
Now, looking at the factors of the entire expression outside the expectation with respect to K
Here, the first equality is by the proof of Lemma 4, the second is by definition ofẼðf ; SÞ, and the third is by linearity of expectation and the definition of the partition function. This completes the proof. Given Lemma 5, we now prove the claimed lower bound of Theorem 2. We define the event
for arbitrary 9 0. Then, Chebyshev's inequality gives
By Lemma 5, this becomes
In other words
and we denote this lower bound by p A . We can choose À! N!1 1 À sufficiently slowly so that p A ¼ 1 À oð1Þ, for example, setting
which satisfies the desired property provided that
Now, we lower bound E½log Z by conditioning on whether the event A occurs
First term of (29): We can explicitly compute log E½Z as log jF N jE e ÀEðf ;SÞ h i
where we applied Lemma 4 to estimate the MGF. Thus, the first term is lower bounded by
where the ðlog NÞ À1=2 term is contributed by log .
Second term of (29): Since I½:A ! 0, we choose an arbitrary f 2 F N , and then log Z ! log e ÀEðf ;SÞ ¼ ÀEðf ; SÞ:
BecauseẼðf ; SÞ! D N ð0; ÂðNÞÞ, we have
where the constant hidden in Â may be explicitly computed. The second term of (30) is ÂðNÞ Pr½:A, which is upper bounded by ÂðNÞð1 À p A Þ which, since the MGF of K satisfies
by our choice of , is oðNÞ and may be written more explicitly in terms of the moments of K. Putting everything together: We thus have a lower bound on the free energy given by
where oð1Þ and p A may be written more explicitly in terms of E½jẼðf ; SÞj and the moments of K, and an explicit asymptotic expansion for log can be computed. This completes the proof.
C. Proof of Corollary 1
The claim follows from the representation (4) and the lower bound on E½log Z given in Theorem 2. This gives a lower bound of 
D. Proof of Theorem 3
Consider the scoring matrix such that HH 7 ! À1=2, HP=PH 7 ! À1=4, PP 7 ! 0, as assumed in Theorem 3. Then, we show that for any sequence s and fold f of length N Eðf ; sÞ ¼ ÀD s ðHÞ þ Oð ffiffiffi ffi N p Þ
where D s ðHÞ denotes the number of Hs in the string s.
To do this, we consider the contact graph of an arbitrary fold f [we denote it by Gðf Þ], which we define as follows: the vertices are all of the nodes of the walk, except for the endpoints (this is for simplicity). There is an edge between two vertices if and only if they form a contact.
We observe a few structural characteristics of this graph: it has N À Oð ffiffiffi ffi N p Þ nodes with degree exactly 2, since, for any node x in f which is neither an endpoint nor on the boundary [which has size Oð ffiffiffi ffi N p Þ], x has exactly two sequence neighbors, leaving exactly two contact neighbors. Moreover, Gðf Þ of Gðf Þ are string graphs (i.e., they are connected graphs with exactly two vertices of degree 1, with the rest having degree 2), and s induces a labeling on them. Because at most Oð ffiffiffi ffi N p Þ nodes have degree 1, there are at most Oð ffiffiffi ffi N p Þ connected components. We consider the contribution to Eðf ; sÞ of the labeling X of an arbitrary component of f . We claim that EðX; sÞ ¼ ÀD X ðHÞ þ Oð1Þ;
after which summing over all components will give (34). To compute the energy of X, we divide it into chunks of Hs: a boundary chunk is of the form
and there are only at most two of them. In all such cases, the sum of contributions of contacts between Hs (recall that all contacts are counted twice) is Àðk À 1Þ, and the contact between H and P contributes Oð1Þ, so that the total contribution of a boundary chunk is Àk þ Oð1Þ.
For a nonboundary chunk, which is of the form PH k P, the contribution of contacts between Hs is again Àk þ 1, while the PH=HP contacts contribute a total of 1, resulting in a score of Àk. Summing over all chunks gives the claimed energy, and this establishes (34). Now, with (34) in hand, we can compute E½log ZðS; Þ for a random S E log ZðS; Þ Â Ã ¼ E log We remark that a similar calculation can be done for any scalar multiple of the chosen scoring matrix or for the matrix with the roles of P and H swapped. It remains to prove (35). We do this by induction on the size of the fold set F N (for simplicity of notation, we omit the subscript N hereafter). We denote this cardinality by M jF j ¼ M:
For the base case, we have M ¼ 2. That is, there are two folds f 1 ; f 2 in the fold set with energies e 1 e 2 , respectively. To compute E½E ðF; sÞ, we condition on whether F ¼ f 1 : denoting by r the probability that F ¼ f 1 with the sequence s as input E E ðF; sÞ Â Ã ¼ re 1 þ ð1 À rÞe 2 :
Note that, since e 1 e 2 and by the properties of the Boltzmann distribution with these two energies, we have r ! 1=2. Meanwhile, computing E½Eðf ; sÞ similarly (and recalling that f is a fold selected uniformly at random from F), we get
It is then easy to check that E Eðf ; sÞ ½ ÀE E ðF; sÞ Â Ã ! 0 since r ! 1=2 and e 1 e 2 . This establishes the base case.
For the inductive step, we assume that the claim is true for all m G M. Then, consider the set of folds F with cardinality M. There is some fold f Ã which has the maximum energy among all folds in F (there may be several such folds; we choose an arbitrary one of them). Let this energy be denoted by e 2 . Now, we compute each expected energy by conditioning on whether F (respectively, f ) is equal to f Ã : letting q denote the probability that F ¼ f Ã when the input sequence is s E E ðF; sÞ
Now, note that the remaining conditional expectation is equal to the expected energy of a fold having the Boltzmann distribution induced by s on the fold set F À ff Ã g, which has cardinality M À 1. Thus, we may upper bound it by applying the inductive hypothesis
where e 1 denotes the expected energy of a fold drawn uniformly at random from the set F À ff Ã g. Thus E E ðF; sÞ Â Ã ¼ qe 2 þ ð1 À qÞe 1 :
We note that e 1 e 2 , since f Ã was chosen to have the maximum energy of all folds in F . Moreover, since f Ã must then have minimum probability under the Boltzmann distribution on F , we must have q 1=M. By the same conditioning, we have
Using the same argument as in the base case, with r ¼ 1 À q and 1/2 replaced by 1 À 1=M, we conclude that so that it is sufficient to bound the centered moments of the expected energy of a uniformly random fold. In particular, Lemma 3 tells us that the centered fold energies have sub-Gaussian tails [23] . This, in turn, implies a bound on all moments via the following lemma.
