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Abstract
Intelligent reflecting surface (IRS) is a new and promising paradigm to substantially improve the
spectral and energy efficiency of wireless networks, by constructing favorable communication channels via
tuning massive low-cost passive reflecting elements. Despite recent advances in the link-level performance
optimization for various IRS-aided wireless systems, it still remains an open problem whether the large-
scale deployment of IRSs in wireless networks can be a cost-effective solution to achieve their sustainable
capacity growth in the future. To address this problem, we study in this paper a new hybrid wireless
network comprising both active base stations (BSs) and passive IRSs, and characterize its achievable spatial
throughput in the downlink as well as other pertinent key performance metrics averaged over both channel
fading and random locations of the deployed BSs/IRSs therein based on stochastic geometry. Compared
to prior works on characterizing the performance of wireless networks with active BSs only, our analysis
needs to derive the power distributions of both the signal and interference reflected by distributed IRSs in
the network under spatially correlated channels, which exhibit channel hardening effects when the number
of IRS elements becomes large. Extensive numerical results are presented to validate our analysis and
demonstrate the effectiveness of deploying distributed IRSs in enhancing the hybrid network throughput
against the conventional network without IRS, which significantly boosts the signal power but results in
only marginally increased interference in the network. Moreover, it is unveiled that there exists an optimal
IRS/BS density ratio that maximizes the hybrid network throughput subject to a total deployment cost
given their individual costs, while the conventional network without IRS (i.e., zero IRS/BS density ratio)
is generally suboptimal in terms of throughput per unit cost.
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geometry, performance analysis.
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2I. INTRODUCTION
The proliferation of mobile applications and explosive growth of wireless data have been continu-
ally spurring enthusiasm in inventing new and innovative wireless communication technologies that
would achieve higher spectral/energy efficiency (SE/EE) yet at an affordable deployment/operational
cost. Among others, some prominent wireless technologies proposed in the last decade include
ultra-dense network (UDN), massive multiple-input multiple-output (MIMO), and millimeter wave
(mmWave) communication [1]. Although these technologies significantly enhanced the wireless
network SE, they also incurred increasingly more energy consumption and higher hardware cost,
due to the deployment of more base stations (BSs) and/or relays in the network as well as mounting
them with more active antennas requiring costly radio frequency (RF) chains, especially when
operating at mmWave frequency bands. Therefore, it is doubtful whether the existing paradigm by
adding more and more active nodes/components in the wireless network would be a cost-effective
solution to achieve its sustainable capacity growth in the future.
To tackle this challenge, intelligent reflecting surface (IRS) has recently emerged as a promising
solution based on the new concept of reconfiguring the wireless propagation environment that is
traditionally deemed to be random and uncontrollable [2], [3]. Specifically, IRS is a planar surface
consisting of a massive number of low-cost passive reflecting elements that can be tuned dynamically
to alter the amplitude and/or phase of the signal reflected by them, thus collaboratively reconfiguring
the signal propagation to achieve various desired functions such as three-dimensional (3D) passive
beamforming, spatial interference nulling and/or cancellation. Compared to the conventional active
relaying/beamforming, IRS does not require any active RF chain for signal transmission/reception
but simply leverages passive wave reflection, thus leading to much lower hardware cost and energy
consumption yet operating spectral efficiently in full-duplex (FD) without the need of costly self-
interference cancellation (SIC) [2]. Moreover, IRS can be easily attached to or removed from the
existing objects in the environment (e.g., walls and ceilings), and seamlessly integrated into cellular
or WiFi systems without the need to modify their current infrastructure and operating standards
[2]. As such, IRS can be densely deployed in wireless networks at a low and scalable cost as well
as with high flexibility and compatibility.
The appealing advantages of IRS have attracted a great deal of interest recently in investigating
IRS-aided wireless systems from various aspects and/or under different setups, such as passive
beamforming design [4]–[9], IRS-aided orthogonal frequency division multiplexing (OFDM) system
[10], [11], non-orthogonal multiple access (NOMA) [12]–[14], physical layer security [15]–[18],
wireless information and power transfer [19]–[21], and so on. The above works on IRS-aided
3wireless systems mainly aim to optimize the system performance at the link level with one or more
IRSs at fixed locations, which show that the IRS-aided system can achieve significant power saving
and/or spectral efficiency improvement over the traditional system without IRS, with optimized
IRS reflection coefficients. In [22], the authors investigate a multi-user system aided by multiple
intelligent surfaces (equivalent to a single large IRS) co-located at a random location in the network.
However, since IRS typically serves users in its proximity, distributed IRSs should be deployed in
the network to serve distant groups of users and thereby boost the network throughput. Motivated
by this, in our prior work [23], the spatial throughput of a single-cell multi-user system aided by
distributed IRSs located at random locations is characterized, which is compared favorably with
the conventional system aided by distributed relays but with significantly reduced active antennas,
under their respectively optimized deployment.
Furthermore, for large-scale deployment of IRSs in future wireless systems, one critical issue is
the modeling, design and performance characterization of the IRS-aided multi-cell hybrid wireless
network comprising both distributed active BSs and passive IRSs subjected to the inter-cell inter-
ference. There have been some recent works (e.g., [24]–[29]) along this line. Considering a finite
number of co-channel/interfering BSs, joint active/passive beamforming design with a cell-edge IRS
is investigated for the users’ weighted-sum-rate maximization [24] or minimum-rate maximization
[25], respectively. In [26], the authors consider the quasi-static phase-shift design of one IRS in the
presence of one interfering BS, based on the statistical channel state information (CSI) assuming
given BS/IRS locations. In [27], the sum rate of multiple transmit-receive (Tx-Rx) pairs aided by
multiple distributed IRSs at given locations is maximized. However, the above works only consider
a given number of BSs and IRSs at fixed locations, but do not investigate the impact of their spatial
random locations on the performance of large-scale hybrid active/passive wireless networks. The
authors in [28] model the IRSs by boolean line segments in a large-scale network and derive the
probability that a given IRS is capable of providing an indirect path for a given Tx-Rx pair (i.e.,
the reflection probability). The authors in [29] further exploit the deployment of IRSs for providing
indirect line-of-sight (LoS) paths for blocked links, thus improving the coverage probability in
a large-scale network. However, these two works do not consider the inter-cell interference and
the small-scale fading effect. To our best knowledge, the modeling of a general multi-cell hybrid
wireless network aided by randomly located IRSs and the characterization of the distribution of the
users’ achievable signal-to-interference-plus-noise ratio (SINR) as well as the spatial throughput of
the hybrid network have not been investigated yet in the literature.
Motivated by the above, in this paper, we model a hybrid active/passive wireless network under
4the general multi-cell setup and derive the distributions of the signal power, interference power,
and thereby the users’ achievable SINR in the network, with the ultimate goal of characterizing
the spatial throughput of the network, defined as the achievable rate per user equipment (UE)
averaged over both the wireless channel fading and the random BS/IRS locations. Thus, this work
is a substantial extension of our prior work [23] under the single-cell setup to the more general
multi-cell setup. We focus on the downlink communication from the BSs to the UEs while the
proposed analytical framework can be similarly extended to the uplink communication, which is
left for our future work. Compared to other prior works on characterizing the performance of
wireless networks with active BSs only (see, e.g., [30] and references therein), our analysis needs
to derive the power distributions of both the signal and interference reflected by distributed IRSs
in the network under spatially correlated channels, which exhibit channel hardening effects when
the number of IRS elements becomes large. Our main contributions are summarized as follows.
• First, we model the random BS/IRS locations by independent homogeneous Poisson point pro-
cesses (HPPPs) and propose a practical UE-to-IRS association rule when they are in close
proximity. Then, for a typical BS-IRS-UE link with their given locations, we derive its channel
power distribution in terms of the number of reflecting elements per IRS, denoted by N , based on
which the mean channel power is shown to scale with N in the order of O(N2) and O(N) for the
cases with reflect beamforming by the associated IRS and random scattering by non-associated
IRSs, respectively. Furthermore, we define the network coverage probability and spatial throughput
in terms of key system parameters including the BS/IRS densities and network loading factor.
• Next, we propose an analytical framework for the IRS-aided hybrid network based on stochastic
geometry, and address its new challenges. In particular, with reflect beamforming by the associated
IRS, the signal link exhibits channel hardening when N becomes large, while the extent of channel
hardening varies with the IRS-UE distance d0, rendering it difficult to characterize the signal power
distribution and thus the SINR distribution. To overcome this difficulty, we propose to approximate
the conditional signal power distribution by the Gamma distribution, whose shape parameter kS
specifies the extent of channel hardening conditioned on d0. The conditional SINR distribution
is then obtained in terms of the interference power Laplace transform and its derivatives up to
integer-order kS. Moreover, we propose an interpolation method for non-integer kS, and apply
the normal approximation of the signal power in the case with large kS in order to reduce
the computational complexity. These new analytical methods jointly yield accurate and efficient
characterization of the network SINR distribution and hence its spatial throughput.
• Finally, extensive numerical results are provided to validate our analytical results. It is found
5that increasing IRS density in a hybrid wireless network can significantly enhance the signal
power but with only marginally increased interference, thus greatly improving its throughput
as compared to the traditional wireless network with active BSs only, especially when the BS
density, network loading factor or N is large. Moreover, it is unveiled that there exists an optimal
IRS/BS density ratio ζ∗ for maximizing the spatial throughput of the new hybrid network under
a given total deployment cost, where ζ∗ is shown to increase with the BS/IRS cost ratio and the
network loading factor, while the conventional network without IRS (i.e., zero IRS/BS density
ratio) is generally suboptimal in terms of throughput per unit cost. Furthermore, it is shown that
the maximum spatial throughput of the hybrid network with the optimal IRS/BS density ratio ζ∗
grows almost linearly with the total cost, thus providing a new and cost-effective approach to
achieve sustainable capacity growth for future wireless networks.
The rest of this paper is organized as follows. The new model of the proposed hybrid wireless
network is presented in Section II. The distributions/mean values of the signal and interference
powers are then characterized in Section III and Section IV, respectively. Next, the SINR distribution
and the network spatial throughput are obtained in Section V. Numerical results are provided in
Section VI. Finally, we conclude the paper in Section VII.
II. SYSTEM MODEL
In this paper, we consider an IRS-aided multi-cell wireless network shown in Fig. 1, and focus
on the downlink communication from the BSs to UEs. Assume that the BSs are of the same height
equal to HB meters (m), while the BSs’ horizontal locations are modeled by a 2-dimensional (2D)
HPPP ΛB on the ground plane with given density λB BSs/m
2. To facilitate our analysis, we assume
that the transmission bandwidth and each time slot are equally divided into orthogonal resource
blocks (RBs), each randomly assigned by a BS to one of its served UEs, over which the channel
is assumed to be frequency-flat and constant, while the channels may vary over different frequency
bands or different time slots. We assume that the network has a homogeneous traffic load, where all
BSs have a common loading factor p (0 < p ≤ 1), i.e., each of the RBs is active with probability
p independently. Consider one typical RB used by a typical UE 0, which is associated with its
nearest BS 0 with distance l0, as shown in Fig. 1. As a result, the BSs that transmit on the same
RB form a thinned HPPP Λ′B with density λ
′
B , pλB.
We consider that distributed IRSs are deployed to assist the BS-UE communications in the
network. Assume that all IRSs are of the same height equal to HI m, while the IRSs’ horizontal
locations are modeled by a 2D HPPP ΛI (independent of ΛB) on the ground plane with given density
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Fig. 1: IRS-aided multi-cell wireless network in the downlink.
λI IRSs/m
2. Denote the set of IRS horizontal locations as W , {wj ∈ R2|j ∈ ΛI}, where wj is
the 2D coordinate of an IRS j ∈ ΛI. Denote dj as the horizontal distance between UE 0 and IRS
j, as shown in Fig. 1. Since the IRS is only effective in providing signal enhancement via reflect
beamforming in a local region [23], we consider the practical scenario where UE 0 is associated with
its nearest IRS 0 for dedicated reflect beamforming, if IRS 0 is within a certain threshold distance
D1, i.e., d0 ≤ D1.1 On the other hand, if there is no IRS within D1, then UE 0 is served by BS
0 only without any associated IRS. Moreover, for the purpose of exposition, we assume that each
IRS is always on and reflects the received signal at all time, regardless of whether there is any UE
associated with it.2 As a result, UE 0 receives the reflected interference from all co-RB/co-channel
BSs by all IRSs (including its associated IRS 0 if any). To model such interference accurately
while maintaining analytical tractability, we assume that only the IRSs within a sufficiently large
threshold distance D2 (D2 > D1) from UE 0, denoted by the set J , {j ∈ ΛI|dj ≤ D2}, will
contribute the interference to UE 0. Finally, to maximize the passive beamforming gain of the IRS
to each served UE, we assume that its served UEs are assigned in orthogonal-time RBs, i.e., at
each time instant, each IRS serves at most one UE.
1In practice, D1 can be chosen such that the average channel power of the IRS reflected path is κ¯ times of that of the direct BS
0-UE 0 path (more details can be found in Section III.B of [23]).
2The results in this paper can be extended to the general case where each IRS is independently on or off with a certain probability.
Nevertheless, we consider that all IRSs are on to characterize the worst-case interference.
7A. Channel Model
Assume for simplicity that the BSs and UEs are each equipped with a single antenna, while
each IRS has N reflecting elements. The baseband equivalent channels from BS m to IRS j, from
IRS j to UE 0, and from BS m to UE 0 are denoted by h
(j)
i,m , [h
(j)
i,m,1, · · · , h(j)i,m,N ]T ∈ CN×1,
h
(j)
r , [h
(j)
r,1 , · · · , h(j)r,N ]T ∈ CN×1, and hd,m ∈ C, respectively, where C denotes the set of complex
numbers and [·]T denotes the matrix transpose. Let φ(j) , [φ(j)1 , · · · , φ(j)N ] and further denote Φ(j) ,
diag{[eiφ(j)1 , · · · , eiφ(j)N ]} (with i denoting the imaginary unit) as the phase-shifting matrix of IRS
j, where φ
(j)
n ∈ [0, 2pi) is the phase shift by element n of the IRS on the incident signal,3 and
diag{x} denotes a diagonal matrix with each diagonal element being the corresponding element
in x. The cascaded BS-IRS-UE channel is then modeled as a concatenation of three components,
namely, BS-IRS link, IRS reflecting with phase shifts, and IRS-UE link, given by [4]
h
(j)
ir,m , [h
(j)
i,m]
T
Φ
(j)
h
(j)
r =
N∑
n=1
h
(j)
i,m,nh
(j)
r,ne
iφ
(j)
n , m ∈ ΛB. (1)
For the BS-IRS, IRS-UE and BS-UE links, we assume a simplified fading channel model without
shadowing, which consists of distance-dependent path loss with path-loss exponent α ≥ 2 and an
additional random term ξ accounting for small-scale fading. The channel power gain from BS m
to UE 0 is thus given by
|hd,m|2 , gd,mξd,m = β(l2m +H2B)−α/2ξd,m, (2)
where gd,m is the average channel power gain, lm denotes the BS-UE horizontal distance, and
β = (4pifc
c
)−2 denotes the average channel power gain at a reference distance of 1 m, with fc
denoting the carrier frequency, and c denoting the speed of light. For simplicity, we assume that
ξd,m
dist.
= ξ ∼ Exp(1) is an exponential random variable (RV) with unit mean accounting for the
small-scale Rayleigh fading.4 Therefore, the amplitude |hd,m| follows the Rayleigh distribution
[31] with scale parameter
√
gd,m/2, denoted by R
(√
gd,m/2
)
, while hd,m follows the circularly
symmetric complex Gaussian (CSCG) distribution [31] with mean zero and covariance gd,m, denoted
by CN (0, gd,m).
Similarly, the channel power gains from BS m to the n-th element of IRS j, and from the latter
to UE 0 are given by
|h(j)i,m,n|2 , g(j)i,mξ(j)i,m,n = β
(
r2m,j + (HB −HI)2
)−α/2
ξ
(j)
i,m,n, (3)
and
|h(j)r,n|2 , g(j)r ξ(j)r,n = β
(
d2j +H
2
I
)−α/2
ξ(j)r,n , (4)
3In this paper, we assume (maximum) unit amplitude for each reflection coefficient to maximize the IRS beamforming gain to
its served UE [4].
4The proposed analytical method in this paper can be extended to other fading channel models.
8where g
(j)
i,m and g
(j)
r denote the average channel power gains, respectively, and rm,j denotes the
BS-IRS horizontal distance.5 Therefore, we have |h(j)i,m,n| ∼ R
(√
g
(j)
i,m/2
)
and |h(j)r,n| ∼ R
(√
g
(j)
r /2
)
.
B. BS-IRS-UE Channel Power Statistics
In this subsection, we derive the BS-IRS-UE cascaded channel power statistics, which is new for
the IRS-aided hybrid network and essential to our subsequent performance analysis for it. Assume
that the channels hd,m, h
(j)
i,m,n and h
(j)
r,m,n, m ∈ ΛB, j ∈ ΛI, n = 1, · · · , N are independent. For the
cascaded BS m-IRS j-UE 0 link in (1), the channel of the reflected path through each element n
is given by
h
(j)
ir,m,n , h
(j)
i,m,nh
(j)
r,ne
iφ
(j)
n = |h(j)i,m,n||h(j)r,n|ei
(
φ
(j)
n +∠h
(j)
i,m,n
+∠h
(j)
r,n
)
, (5)
where the channel amplitude |h(j)ir,m,n| , |h(j)i,m,n||h(j)r,n| resembles a double-Rayleigh RV with mean
and variance respectively given by [23]
E
{∣∣h(j)ir,m,n∣∣} , pi4
√
g
(j)
i,mg
(j)
r , (6)
var
{∣∣h(j)ir,m,n∣∣} , (1− pi2/16)g(j)i,mg(j)r , (7)
while the channel phase ∠h
(j)
ir,m,n , φ
(j)
n + ∠h
(j)
i,m,n + ∠h
(j)
r,n is adjustable via controlling the phase
shift φ
(j)
n exerted by IRS j.
In the case where IRS 0 provides reflect beamforming service for the desired signal from BS 0
to UE 0 (i.e., d0 ≤ D1), we assume that the cascaded channel phase ∠
(
h
(0)
i,0,nh
(0)
r,n
)
for each reflected
path n = 1, · · · , N can be obtained via IRS-customized channel estimation [10], [11]. As a result,
IRS 0 can then adjust the phase shift φ(0) such that the N reflected paths of the desired signal are
of the same phase at UE 0’s receiver by setting φ
(0)
n = −∠
(
h
(0)
i,0,nh
(0)
r,n
)
, n = 1, · · · , N .6 Therefore,
the amplitude of the BS 0-IRS 0-UE 0 channel is given by
|h(0)ir,0| = |h(0)i,0 |T |h(0)r | =
N∑
n=1
|h(0)i,0,n||h(0)r,n |, (8)
which is the sum of N independent and identically distributed (i.i.d.) double-Rayleigh RVs. By the
central limit theorem (CLT), the BS 0-IRS 0-UE 0 channel amplitude in (8) for practically large7
N can be approximated by the normal/Gaussian distribution, i.e.,
|h(0)ir,0|
approx.∼ N
(
N
pi
4
√
g
(0)
i,0 g
(0)
r , N
(
1− pi
2
16
)
g
(0)
i,0 g
(0)
r
)
. (9)
5For the purpose of exposition, we consider far-field propagation for all links, and accordingly assume HB ≥ 1 m and HI ≥ 1
m, which also avoid unbounded power gain when the horizontal distance lm or dj becomes zero.
6For the ease of practical implementation, we consider reflect beamforming for enhancing the desired signal power only, instead
of nulling any co-channel interference.
7According to our simulations, when N > 25, this approximation is already quite accurate for our considered setup.
9As a result, the average BS 0-IRS 0-UE 0 signal power is given by
g
(0)
ir,0 , E{|h(0)ir,0|2} =
[
pi2
16
N2 +
(
1− pi
2
16
)
N
]
g
(0)
i,0 g
(0)
r , (10)
which is proportional to the average channel power product g
(0)
i,0 g
(0)
r , with the beamforming gain
coefficient Gbf ,
pi2
16
N2 +
(
1− pi2
16
)
N that grows with N in the order of O(N2).
On the other hand, for any IRS j that does not provide reflect beamforming for UE 0 (including
IRS 0 if the distance d0 > D1), it scatters the incoming signal from BS m without passive
beamforming, thus resulting in uniformly random channel phase ∠h
(j)
ir,m,n due to the uniformly
random phases ∠h
(j)
i,m,n and ∠h
(j)
r,n. As a result, the channel h
(j)
ir,m,n has zero mean and independent
in-phase and quadrature-phase components each with variance 1
2
g
(j)
i,mg
(j)
r , respectively, with detailed
derivations given in Appendix A. Moreover, since the channels h
(j)
ir,m,n, n = 1, · · · , N are i.i.d., by
CLT, the BS m-IRS j-UE 0 channel for practically large N can be approximated by the CSCG
distribution, i.e.,
h
(j)
ir,m =
N∑
n=1
h
(j)
ir,m,n
approx.∼ CN
(
0, Ng
(j)
i,mg
(j)
r
)
. (11)
Therefore, the average BS m-IRS j-UE 0 channel power is given by
g
(j)
ir,m , E{|h(j)ir,m|2} = Ng(j)i,mg(j)r , (12)
which is proportional to the average channel power product g
(j)
i,mg
(j)
r , with the scattering gain
coefficient Gsc , N that grows linearly with N .
C. SINR, Coverage Probability, and Spatial Throughput
Denote the downlink transmit power on each RB as P0. Then, the overall signal power (normalized
by P0) from BS 0 to UE 0 is given by
S ,
∣∣∣∣hd,0 +
∑
j∈J
h
(j)
ir,0
∣∣∣∣
2
, (13)
which accounts for the direct path and reflected paths via all IRSs j ∈ J . Further denote the total
received interference power (normalized by P0 as well) from all co-channel BSs m ∈ Λ′B \ {0} by
I ,
∑
m∈Λ′B\{0}
Im =
∑
m∈Λ′B\{0}
∣∣∣∣hd,m +
∑
j∈J
h
(j)
ir,m
∣∣∣∣
2
. (14)
The received SINR at UE 0 is thus given by
γ ,
S
I +W
, (15)
where W , σ2/P0, and the receiver noise is assumed to be additive white Gaussian noise (AWGN)
with power σ2.
The corresponding achievable rate in bits/second/Hz (bps/Hz) is given by
R , log2(1 + γ). (16)
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Note that the signal power S, interference power I , and thus SINR γ and achievable rate R are
all RVs depending on the random channel fading as well as random BS/IRS locations. An outage
event occurs when the rate R is lower than a minimum required target R¯. The coverage probability
of the typical UE 0 is then defined as the average non-outage probability over the random channel
fading and random BS/IRS locations, i.e.,
Pcov , P{R ≥ R¯} = P{γ ≥ γ¯} , 1− Fγ(γ¯), (17)
where γ¯ , 2R¯−1 denotes the corresponding minimum required SINR, and Fγ(·) is the cumulative
distribution function (cdf)8 of γ. Accordingly, we can define the spatial throughput of the network
in bps/Hz/m2 as
ν , PcovR¯λ
′
B = PcovR¯pλB. (18)
In order to obtain the spatial throughput ν, we need to characterize the cdf of the SINR γ
that depends on the distributions of the signal power S and interference power I . Note that the
instantaneous S and I are independent due to their independent small-scale fading, while their
large-scale statistics averaged over fading are dependent in general due to the common BS and IRS
locations. Specifically, under the distance-based association rule, the distribution of the BS 0-UE 0
link distance l0 affects not only the mean signal power, but also the mean interference power since
the interfering BSs are located at distances more than l0 from UE 0. Moreover, for the IRS-aided
downlink communication, both the signal and interference are reflected by the same set J of IRSs
within D2 of UE 0, and hence the path-losses of the BS-IRS and/or IRS-UE links are random
but correlated in general. Such correlation introduced by randomly distributed IRSs near UE 0
imposes new difficulty to the system-level performance analysis, which is challenging to deal with.
In addition, the IRS 0-UE 0 distance d0 determines whether there is reflect beamforming provided
by IRS 0 and thus the IRS 0-UE 0 channel power gain, which also has a significant impact on the
system performance.
To tackle the above challenges, in the sequel of this paper, we decompose the performance
analysis into three parts, by first characterizing the signal power and interference power distributions
in Sections III and IV, respectively, and then deriving the SINR distribution and hence the spatial
throughput in Section V. In particular, for the signal (or interference) power characterization, we
first derive its conditional distribution conditioned on the distances l0 and d0, based on which we
are then able to obtain the SINR distribution. Moreover, we also characterize the unconditional
mean signal/interference power averaged over the channel fading and random BS/IRS locations, in
8The cdf of an RV X is defined as FX(x) , P{X < x}.
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order to reveal the impact of IRS on them, which helps illustrating their respective effects on the
SINR distribution.
III. SIGNAL POWER DISTRIBUTION
In this section, we characterize the conditional signal power distribution as well as the (un-
conditional) mean signal power. Since in our considered IRS-aided hybrid network, the exact
signal power distribution entails a more complicated form (as will be shown in Section III-A) as
compared to the conventional case without IRS, the well-known analytical method proposed in [30]
for deriving the SINR distribution directly cannot be applied in our context. Therefore, we propose
to approximate the conditional signal power distribution by the Gamma distribution (which belongs
to the exponential distribution family [31]) based on its first and second moments conditioned on l0
and d0, under three different cases based on d0, i.e., with IRS reflect beamforming (d0 ≤ D1), with
IRS scattering only (D1 < d0 ≤ D2), and without any nearby IRS (d0 > D2). In particular, for the
case with IRS reflect beamforming, we characterize the impact of d0 on the mean signal power and
the d0-dependent channel hardening effect to draw useful insights. Finally, the mean signal power
is obtained by integrating the conditional mean signal power over the distributions of l0 and d0.
A. The Case with IRS Reflect Beamforming
1) Gamma Approximation with Moment Matching: First, consider the case with d0 ≤ D1, where
IRS 0 provides reflect beamforming for the desired signal from BS 0 to UE 0, while all other IRSs
j ∈ J \{0} randomly scatter signals. We assume that the BS 0-UE 0 direct channel phase ∠hd,0 is
known and IRS 0 can perform a common phase-shift such that h
(0)
ir,0 and hd,0 are co-phased and hence
coherently combined at UE 0 [4]. On the other hand, other IRSs j ∈ J \{0} randomly scatter signals,
resulting in random phase ∠h
(j)
ir,0 compared to ∠hd,0. Let h1 , hd,0 + h
(0)
ir,0 = (|hd,0| + |h(0)ir,0|)ei∠hd,0
and h2 ,
∑
j∈J\{0} h
(j)
ir,0. The overall signal power S in (13) is then given by
S , |h1 + h2|2 = |h1|2 + h∗1h2 + h1h∗2 + |h2|2, (19)
where ∗ denotes the complex conjugate. Since it is difficult to obtain the exact distribution of S,
we propose to approximate it by the Gamma distribution based on its first and second moments
conditioned on l0 and d0.
Based on (19), the first two moments of S are determined jointly by the first two moments of
h1, h2, |h1|2 and |h2|2, which are derived in Appendix B. As a result, conditioned on l0 and d0,
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the first two moments of S are respectively given by
E{S}|l0,d0 = E{|h1|2 + h∗1h2 + h1h∗2 + |h2|2}|l0,d0
= E{|h1|2}|l0,d0 + 2E{h1}|l0,d0E{h2}|l0,d0 + E{|h2|2}|l0,d0 = E{|h1|2}|l0,d0 + E{|h2|2}|l0,d0
(a)≈ gd(l0)
(
1 +Gbfgr(d0) +N
pi
4
√
pigr(d0) +NEI1(d0)
)
, (20)
E{S2}|l0,d0 = E
{(|h1|2 + h∗1h2 + h1h∗2 + |h2|2)2}|l0,d0
= E{|h1|4}|l0,d0 + E{|h2|4}|l0,d0 + 4E{|h1|2}|l0,d0E{|h2|2}|l0,d0, (21)
where gd(l) and gr(d) represent the average powers of the BS-UE direct link and the IRS-UE link,
respectively, i.e.,
gd(l) , β(l
2 +H2B)
−α/2, (22)
gr(d) , β(d
2 +H2I )
−α/2, (23)
and EI1(d0) represents the expectation of the sum of IRS-UE channel powers from all IRSs within
horizontal distance (d0, D2] from UE 0, i.e.,
EI1(d0) , E
{ ∑
d0<dj≤D2
gr(dj)
}
= 2piλI
∫ D2
d=d0
gr(d)d dd =
2piλIβ
α− 2
[
(d20 +H
2
I )
1−α
2 − (D22 +H2I )1−
α
2
]
.
(24)
Note that the approximation in (a) is justified by the fact that the BSm-IRS j distance approximately
equals to the BS m-UE 0 distance, i.e., rm,j ≈ lm for j ∈ J , which is a reasonable approximation
since the IRSs considered here are in the local region of UE 0.
In the above, we have obtained closed-form expressions for the first and second moments of
S conditioned on the distances l0 and d0, and thereby the corresponding variance var{S}|l0,d0 ,
E{S2}|l0,d0 − (E{S}|l0,d0)2. As a result, for the case with IRS reflect beamforming, the Gamma
distribution Γ[kbf, θbf] with the same first and second order moments as S has the shape parameter
kbf , (E{S}|l0,d0)2/ var{S}|l0,d0 and scale parameter θbf , var{S}|l0,d0/E{S}|l0,d0 .
2) Impact of IRS 0-UE 0 Distance d0: Based on (20), the conditional mean signal power
E{S}|l0,d0 is the product of two factors, namely gd(l0) that depends on the location of BS 0,
and κbf(d0) which depends on the location of IRS 0 and is given by
κbf(d0) , 1 +Gbfgr(d0) +N
pi
4
√
pigr(d0) +NEI1(d0). (25)
Note that in (25) the dominant term is Gbfgr(d0) that scales in O(N
2) or O
(
d
−α
2
0
)
when d0 is
sufficiently small. More specifically, for large d0, the IRS-provided power gain Gbfgr(d0) ≪ 1 and
hence κbf(d0) ≈ 1. On the other hand, as d0 decreases, the IRS-provided power gain becomes
higher and helps increase the mean signal power substantially, especially when N is large.
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On the other hand, the signal power variance var{S}|l0,d0 can be verified to scale in O(N3)
or O
(
d−α0
)
when d0 is sufficiently small. As a result, it can be verified that the shape parameter
kbf , (E{S}|l0,d0)2/ var{S}|l0,d0 scales in O(N) when d0 is sufficiently small. Since kbf represents
the square of the mean-to-standard deviation ratio, the increasing kbf with decreasing d0 implies
an increasingly more prominent “channel hardening” effect since the mean signal power increases
faster than its standard deviation as N increases, thus leading to relatively less variations around
the mean value.
The above results show that with any given N , IRS can provide more significant and reliable
power gains for UEs that are closer to it, i.e., with smaller horizontal distance d0 from it.
B. The Case without IRS Reflect Beamforming
1) Gamma Approximation with Moment Matching: Next, consider the case with D1 < d0 ≤ D2,
where IRS 0 is outside the association range D1 of UE 0 and hence just randomly scatters its
received signal, like all the other IRSs in J . In this case, we derive the first and second moments
of the signal power S conditioned on l0 only, by averaging over the random locations of all IRSs
outside D1 of UE 0. Specifically, for all IRSs j ∈ J , the BS 0-IRS j-UE 0 channel follows (11)
and is given by
h
(j)
ir,0
approx.∼ CN (0, Ng(j)i,0 g(j)r ). (26)
As a result, the composite signal channel hd,0 +
∑
j∈J h
(j)
ir,0 from BS 0 is the sum of independent
CSCG RVs, and hence is still CSCG distributed. Therefore, the composite signal power S follows
the exponential distribution and is given by
S , S¯ξ0 =
(
gd,0 +N
∑
j∈J
g
(j)
i,0 g
(j)
r
)
ξ0, (27)
where ξ0
dist.
= ξ ∼ Exp(1) and S¯ is the mean signal power under given BS/IRS locations. With the
approximation of r0,j ≈ l0, we have g(j)i,0 ≈ gd,0 = gd(l0) and hence
S¯ ≈ gd(l0)
[
1 +N
∑
j∈J
gr(dj)
]
. (28)
As a result, the conditional mean signal power is given by
E{S}|l0 = E{ξ0}E{S¯}|l0 ≈ gd(l0)
[
1 +NEI1(D1)
]
, (29)
where EI1(D1) = EI1(d0)
∣∣
d0=D1
based on (24). Similarly, the conditional second moment of S is
given by
E{S2}|l0 = E{ξ20}E{S¯2}|l0 ≈ 2[gd(l0)]2
[
1 + 2NEI1(D1) +N
2EI3(D1)
]
, (30)
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where EI3(D1) = EI3(d0)
∣∣
d0=D1
and EI3(d0) is given by
EI3(d0) , E
{( ∑
d0<dj≤D2
gr(dj)
)2}
=
(
EI1(d0)
)2
+ EI2(d0), (31)
with EI2(d0) defined as
EI2(d0) , E
{ ∑
d0<dj≤D2
[
gr(dj)
]2}
=
piλIβ
2
α − 1
[
(d20 +H
2
I )
1−α − (D22 +H2I )1−α
]
. (32)
Since we have obtained closed-form expressions for the first and second moments of S condi-
tioned on l0, we can also obtain the corresponding variance var{S}|l0 , E{S2}|l0− (E{S}|l0)2. As
a result, for the case with IRS scattering only, the Gamma distribution Γ[ksc, θsc] with the same first
and second order moments as S has the shape parameter ksc , (E{S}|l0)2/ var{S}|l0 and scale
parameter θsc , var{S}|l0/E{S}|l0 . Finally, it can be verified that the shape parameter ksc in this
case does not scale with N , thus indicating no IRS-induced channel hardening effect in contrast to
the case with IRS reflect beamforming shown in the previous subsection.
Finally, for the case without any nearby IRS (i.e., d0 > D2), UE 0 is served by BS 0 directly, and
hence the signal power S = |hd,0|2 follows the exponential distribution with mean gd,0 = gd(l0),
which is a special case of the Gamma distribution, i.e., S ∼ Γ[kwo, θwo] with shape parameter
kwo = 1 and scale parameter θwo = gd(l0).
In summary, we have discussed three different cases based on d0 (i.e., with IRS reflect beam-
forming, with IRS scattering only, and without nearby IRS). Hence, the signal power distribution
conditioned on l0 and d0 is given by
S|l0,d0 approx.∼ Γ[kS, θS] =


Γ[kbf, θbf], if d0 ≤ D1;
Γ[ksc, θsc], if D1 < d0 ≤ D2;
Γ[kwo, θwo], otherwise.
(33)
Note that the above signal power distribution as a function of d0 is generally not continuous at the
boundary point D1 (or D2), whereas the discontinuity gap is smaller when D1 (or D2) is larger.
2) Impact of the Nearest IRS 0 versus Other IRSs: To see the respective impact of the nearest
IRS 0 and other IRSs in J , for the case with IRS scattering only, we first express the mean signal
power in (28) under given BS/IRS locations as
S¯ ≈ gd(l0)
[
1 +Ngr(d0) +N
∑
j∈J\{0}
gr(dj)
]
. (34)
Then, the mean signal power conditioned on l0 and d0 can be obtained as
E{S}|l0,d0 ≈ gd(l0)κsc(d0), (35)
which is the product of two factors, namely gd(l0) that depends on the location of BS 0, and κsc(d0)
that depends on the location of IRS 0 and is given by
κsc(d0) , 1 +Ngr(d0) +NEI1(d0). (36)
15
Note that the term NEI1(d0) in (36) represents the power gain brought by other IRSs in J on
the mean signal power, which is typically much smaller than Ngr(d0) that represents the power
gain brought by the nearest IRS 0, for practical values of the IRS density λI. Similar observation
can be made on (25) for the case with IRS reflect beamforming. As a result, among all IRSs in J ,
the nearest IRS 0 (and hence the distance d0) typically has the dominant impact on the mean signal
power compared to other IRSs. Therefore, we choose to characterize the signal power distribution
(as well as the distributions of the interference power and SINR in the sequel) conditioned on d0,
while representing the power gain brought by other IRSs by its mean value NEI1(d0). In other
words, the IRS density λI impacts the system performance mainly via the distribution of the IRS
0-UE 0 distance d0, whose probability density function (pdf) is given by
fd0(d0) , 2piλId0e
−λIpid20 , (37)
where larger λI leads to smaller d0 on average and hence larger IRS-provided signal power gain.
C. Mean Signal Power
Last, we derive the mean signal power conditioned on d0 for the above-mentioned three cases,
respectively, which is then weighted by their probabilities of occurrence to obtain the unconditional
mean signal power.
For the case with IRS reflect beamforming (i.e., d0 ≤ D1), the mean signal power conditioned
on d0 can be obtained by integrating over l0 in (20), which is given by
E{S}|d0 ≈ κbf(d0)EB0, (38)
where EB0 represents the expectation of the BS 0-UE 0 direct channel power, given by
EB0 , E
{
gd(l0)
}
=
∫ ∞
l0=0
gd(l0)fl0(l0) dl0 = βλBpiH
2−α
B e
λBpiH2BEα
2
(λBpiH
2
B), (39)
where fl0(l0) , 2piλBl0e
−λBpil20 is the pdf of the BS 0-UE 0 distance l0, and Eα
2
(·) is the exponential
integral function [32] with parameter α
2
, which is available in MATLAB.
Similarly, for the case with IRS scattering only (i.e., D1 < d0 ≤ D2), we have
E{S}|d0 ≈ κsc(d0)EB0, (40)
with the occurrence probability given by
Psc , e
−λIpiD
2
1 − e−λIpiD22 . (41)
Moreover, for the case without nearby IRS (i.e., d0 > D2), we have E{S}|d0 ≈ EB0, with
the occurrence probability Pwo , e
−λIpiD22 . Finally, we integrate E{S}|d0 over d0 to obtain the
unconditional mean signal power E{S}, i.e.,
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E{S} =
∫ ∞
d0=0
E{S}|d0fd0(d0) dd0 ≈ EB0
[ ∫ D1
0
κbf(d0)fd0(d0) dd0 +
∫ D2
D1
κsc(d0)fd0(d0) dd0 + Pwo
]
= EB0
[ ∫ D1
d0=0
κbf(d0)fd0(d0) dd0 + PscEI1(D1) + Pwo
]
. (42)
IV. INTERFERENCE POWER DISTRIBUTION
In this section, we first characterize the interference power distribution due to random channel
fading, under given BS/IRS locations. Based on this result, we then characterize the interference
power distribution conditioned on the given distances l0 and d0, by deriving its Laplace transform
[32] and hence cdf. Finally, we derive the mean interference power in the network.
A. Interference Power Distribution Given BS/IRS Locations
Based on (11), the BS m-IRS j-UE 0 channel can be approximated by the CSCG distribution
CN (0, Ng(j)i,mg(j)r ). As a result, the composite interference channel hd,m + ∑j∈J h(j)ir,m from BS
m ∈ Λ′B \ {0} is the sum of independent CSCG RVs, and hence is CSCG distributed with mean
zero and covariance E{|hd,m|2} +
∑
j∈J E{|h(j)ir,m|2}. Therefore, the composite interference power
Im ,
∣∣hd,m +∑j∈J h(j)ir,m∣∣2 follows the exponential distribution and is given by
Im , I¯mξm =
(
gd,m +N
∑
j∈J
g
(j)
i,mg
(j)
r
)
ξm, (43)
where ξm
dist.
= ξ ∼ Exp(1) and I¯m is the average interference power. Therefore, the total interference
power I under given BS/IRS locations is the sum of independent but not identically distributed
exponential RVs Im, m ∈ Λ′B \ {0}, and thus follows the generalized Erlang distribution [31].
Note that the mean interference power under given BS/IRS locations is given by
I¯ ,
∑
m∈Λ′
B
\{0}
I¯m =
( ∑
m∈Λ′
B
\{0}
gd,m
)
+N
∑
j∈J
(
g(j)r
∑
m∈Λ′
B
\{0}
g
(j)
i,m
)
. (44)
Based on the definitions of gd(l) and gr(d) in (22) and (23), as well as the approximation of
rm,j ≈ lm and hence g(j)i,m ≈ gd,m = gd(lm) for j ∈ J , we have I¯m ≈ ηgd(lm) and hence
I¯ ≈ η
∑
m∈Λ′B\{0}
gd(lm), (45)
where η , 1+N
∑
j∈J gr(dj) is the relative power gain of the IRS-scattering paths over the BS-UE
direct path, which is related to all IRSs in J .
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B. Conditional Laplace Transform and Cdf
For complete characterization of the interference power distribution conditioned on l0 and d0, we
derive its Laplace transform in the following. From (14), (43) and (45), we have
I ≈ η
∑
m∈Λ′
B
\{0}
gd(lm)ξm. (46)
For simplicity, to derive the Laplace transform in the sequel, η is approximately replaced with its
mean value for the three cases conditioned on d0 (i.e., with IRS reflect beamforming, with IRS
scattering only, and without nearby IRS), respectively, which is given by
η¯ ,


κsc(d0), if d0 ≤ D1;
1 +NEI1(D1), if D1 < d0 ≤ D2;
1, otherwise.
(47)
Note that η¯ as a function of d0 is in general not continuous at the boundary point D1 (or D2),
similar to the case in (33).
The Laplace transform of the interference power conditioned on l0 and d0 is then derived in
Appendix C and given by
LI|l0,d0 (s) , E{e−sI}|l0,d0 ≈ exp
(− 2piλ′BU(η¯s)), (48)
where the function U(·) is defined as
U(x) ,
pi
α sin(2pi
α
)
(βx)
2
α − l
2
0 +H
2
B
2
· 2F1
(
1,
2
α
, 1 +
2
α
,− 1
gd(l0)x
)
, (49)
with gd(l0) = gd(l)|l=l0 given by (22), and 2F1 denoting the Gauss hypergeometric function [32].
Finally, the cdf of the conditional interference power I|l0,d0 can be obtained by taking the inverse
Laplace transform of (48), i.e.,
FI|l0,d0 (x) = L−1
[
1
s
LI|l0,d0 (s)
]
(x), (50)
which can be computed directly in MATLAB.
C. Mean Interference Power
Based on (46), (47) and i.i.d. ξm ∼ ξ ∼ Exp(1), ∀m, the mean interference power conditioned
on l0 and d0 is given by
E{I}|l0,d0 ≈ E{ξ}E{η}|d0E
{ ∑
m∈Λ′B\{0}
gd(lm)
}∣∣∣∣
l0
= E{η}|d0EB1(l0), (51)
where EB1(l0) represents the expectation of the sum of direct channel powers from interfering BSs
m ∈ Λ′B \ {0} conditioned on l0, which is given by
EB1(l0) , E
{ ∑
m∈Λ′
B
\{0}
gd(lm)
}∣∣∣∣
l0
(b)
= 2piλ′B
∫ ∞
l=l0
gd(l)l dl =
2piλ′Bβ
(α− 2)(l20 +H2B)
α
2
−1
. (52)
Note that (b) is due to the HPPP-distributed BS locations, which is essential to simplify the infinite
interference summation as a spatial integral over the 2D plane.
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Furthermore, we can integrate over the distribution of l0 to obtain the conditional mean interfer-
ence E{I}|d0 as
E{I}|d0 ≈ E{η}|d0EB2, (53)
with EB2 defined as
EB2 , E
{
EB1(l0)
}
=
∫ ∞
l0=0
EB1(l0)fl0(l0) dl0 =
2piλ′Bβ
(α− 2)λBpiH
4−α
B e
λBpiH
2
BEα
2
−1(λBpiH
2
B), (54)
where fl0(l0) is the pdf of l0, and Eα2−1(·) is the exponential integral function with parameter α2 −1.
In the case with d0 ≤ D2, we have E{η}|d0 = κsc(d0) and hence E{I}|d0 in (53) is proportional
to the IRS-dependent scattering gain κsc(d0) = 1 + Ngr(d0) + NEI1(d0) in (36). Note that the
scattering gain coefficient Gsc , N is generally not large enough to compensate the pathloss of the
IRS-UE link. As a result, κsc(d0) is dominated by the preceding term of 1 that accounts for the
direct BS-UE link, and the IRS-reflected interference is non-negligible only when d0 is sufficiently
small. Moreover, similar to the analysis in Section III-B2, the nearest IRS 0 (i.e., with the smallest
distance d0) has the dominant impact on the mean interference power compared to other IRSs.
Finally, based on (53) and the definition of η, the unconditional mean interference E{I} is given
by
E{I} ≈E{η}E
{ ∑
m∈Λ′B\{0}
gd(lm)
}
=
(
1 +NEI1(0)
)
EB2, (55)
where EI1(0) = EI1(d0)
∣∣
d0=0
based on (24), which represents the expectation of the sum of IRS-UE
channel powers from all IRSs j within horizontal distance D2 from UE 0.
V. SPATIAL THROUGHPUT CHARACTERIZATION
In this section, we first derive the conditional SINR distribution and non-outage probability
based on the conditional distributions of the signal power S and interference power I obtained in
Sections III and IV, respectively. Then the coverage probability and hence spatial throughput are
further obtained by integrating over the distributions of the distances l0 and d0.
In particular, the conditional non-outage probability is expressed in terms of the conditional
interference power Laplace transform and its derivatives. Note that although we can also approximate
the conditional interference power distribution by the Gamma distribution and obtain closed-form
expressions for the conditional non-outage probability based on the approach in [33], it is found
by simulations that the resulted SINR distribution is not accurate in our considered setup and thus
is not adequate to be used to further obtain the coverage probability that requires integration over
the distributions of l0 and d0.
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A. Conditional SINR Distribution and Non-Outage Probability
The non-outage probability conditioned on l0 and d0 is defined as
Pno|l0,d0 , P{γ > γ¯}|l0,d0 = P{S > γ¯(I +W )}|l0,d0, (56)
which is related to the conditional SINR distribution via Pno|l0,d0 = 1− Fγ(γ¯)|l0,d0 , with Fγ(·)|l0,d0
denoting the conditional SINR cdf.
In Section III, we have approximated the conditional signal power distribution by the Gamma
distribution Γ[kS, θS] given in (33). As a result, for integer kS , following similar derivations in [34],
the conditional non-outage probability is given by
Pno|l0,d0 ≈ EI
{
Γ
(
kS,
γ¯(I+W )
θS
)
Γ(kS)
}∣∣∣∣
l0,d0
=
kS−1∑
i=0
(−1)i
i!
∂i
∂si
[LY |l0,d0 (s)
]
s=1
, (57)
where Γ(·, ·) is the upper incomplete Gamma function [32], and Y , γ¯(I+W )
θS
. Based on (48), the
Laplace transform of Y conditioned on l0 and d0 is given by
LY |l0,d0 (s) , E
{
e−sY
}∣∣
l0,d0
= exp
(
− sγ¯W
θS
)
LI|l0,d0
(
sγ¯
θS
)
= exp
(
V (s)
)
, (58)
where V (s) , −sγ¯W
θS
− 2piλ′BU
(
sγ¯η¯
θS
)
. In order to evaluate Pno|l0,d0 in (57), the first (kS − 1)-order
derivatives of the composite function exp(V (s)) are needed, which are derived in Appendix D.
In the above, we have addressed the case with integer kS . For non-integer kS , we can obtain the
conditional non-outage probability for the cases with the upper and lower integers of kS, respectively,
and approximate Pno|l0,d0 by their linear interpolation, i.e.,
Pno|l0,d0 = wPno|l0,d0,⌊kS⌋ + (1− w)Pno|l0,d0,⌈kS⌉, (59)
where ⌊·⌋ and ⌈·⌉ denote the floor and ceiling functions, respectively, and the weight w is given by
w ,
M(⌈kS⌉ − kS)
M(⌈kS⌉ − kS) + (kS − ⌊kS⌋) . (60)
Note that the weights w and (1− w) are designed such that their ratio is proportional to the ratio
of the distances from kS to its upper and lower integers, respectively, i.e.,
w
1−w
= M ⌈kS⌉−kS
kS−⌊kS⌋
, with
M > 0 denoting the priority factor to account for the nonlinearity of Pno|l0,d0 with kS.
Finally, for the case with reflect beamforming, the value of kS increases as d0 decreases (due to
channel hardening effect discussed in Section III-C), which requires more higher order derivatives
of the Laplace transform in (57) to attain good accuracy. Fortunately, we notice the fact that for a
large value of kS, the Gamma distribution approaches the normal distribution whose mean value
µ , E{S}|l0,d0 is much larger than its standard deviation ω ,
√
var{S}|l0,d0 , and hence we can
approximately represent the signal power by its mean value µ. Therefore, when kS is larger than a
certain threshold k˜S, we have
Pno|l0,d0 = P{I < S/γ¯ −W}|l0,d0 ≈ FI|l0,d0 (z), (61)
where z , µ/γ¯ −W and FI|l0,d0 (·) is the conditional cdf of I given by (50).
20
B. Coverage Probability and Spatial Throughput
After obtaining the conditional non-outage probability Pno|l0,d0 , we can then obtain the coverage
probability, i.e., average non-outage probability in the network, by integrating over the distributions
of l0 and d0, given by
Pcov =
∫ ∞
l0=0
∫ ∞
d0=0
Pno|l0,d0fd0(d0)fl0(l0) dd0 dl0 =
∫ ∞
l0=0
∫ D1
d0=0
Pno|l0,d0fd0(d0)fl0(l0) dd0 dl0
+ Psc
∫ ∞
l0=0
Pno|l0,D1<d0≤D2fl0(l0) dl0 + Pwo
∫ ∞
l0=0
Pno|l0,d0>D2fl0(l0) dl0, (62)
where Pno|l0,D1<d0≤D2 and Pno|l0,d0>D2 denote the conditional non-outage probabilities for the cases
with D1 < d0 ≤ D2 and d0 > D2, which occur with probabilities Psc and Pwo given in Section
III-C, respectively. Note that the integration is divided into three parts based on d0, i.e., with IRS
reflect beamforming, with IRS scattering only, and without nearby IRS. Note that the integrands
in (62) admit closed forms and thus the integral can be evaluated efficiently. Finally, the spatial
throughput in (18) can be obtained as ν = R¯pλBPcov.
VI. NUMERICAL RESULTS
In this section, we verify our analytical results by Monte-Carlo (MC) simulations for the condi-
tional signal/interference power distribution in (33)/(50), the mean signal/interference power in
(42)/(55), the coverage probability in (62) and the spatial throughput in (18), and investigate
the impact of key system parameters including the BS/IRS densities, IRS element number N
and network loading factor p. Each MC simulation result is obtained by averaging over 2000
randomly generated topologies in a disk area of radius 20 kilometers (km), with 1000 fading
channel realizations per channel. Based on the results presented in this section, it is verified that
our analytical results match well with the MC simulation results. Denote λ0 = 5 × 10−6 /m2
(corresponding to an average inter-point distance of around 500 m). The following parameters are
used if not mentioned otherwise: HB = 20 m, HI = 1 m, W = −147 dB, fc = 2 GHz, α = 3,
k˜S = 8, M = 1.5, R¯ = 1 bps/Hz, D1 = 25 m and D2 = 50 m.
A. Performance with Given BS Density
1) Conditional Signal/Interference Power Distribution: The cdf of the conditional signal/interference
power in (33)/(50) under λB = 10λ0, l0 = 50 m and different d0 and N is plotted in Fig. 2 and
Fig. 3, respectively. It is observed from Fig. 2 that, with reflect beamforming from the associated
IRS 0, the signal power is significantly enhanced and exhibits channel hardening when N increases
and/or the IRS 0-UE 0 horizontal distance d0 decreases.
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Fig. 2: Cdf of the conditional signal power S|l0,d0 with reflect beamforming from the associated IRS, under λB = 10λ0,
l0 = 50 m and different d0 and N .
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Fig. 3: Cdf of the conditional interference power I|l0,d0 , under λB = 10λ0, l0 = 50 m and different d0, N and p.
For the interference power distribution shown in Fig. 3, the IRSs within range D2 of the target
UE 0 randomly scatter the signal from interfering BSs, which only slightly increase the interference
power even when d0 is very small (e.g., d0 = 1 m) and N is very large (e.g., N = 8000), compared
to the case without IRS. In contrast, the interference power significantly increases when the network
loading factor p increases (corresponding to more UEs per RB) regardless of with or without IRSs
in the network, since more co-channel/interfering BSs become active on the same RB.
2) Impact of λI and N on Coverage Probability: Next, we investigate the impact of the IRS
density λI and element number N on the network coverage probability Pcov given by (62). Specifi-
cally, denote Q , NλI as the total number of IRS elements per m
2. The coverage probability under
different Q and N is plotted in Fig. 4 for comparison.
First, it is observed that increasing Q helps improve the coverage probability. Second, in the
22
-20 -10 0 10 20 30
0
0.2
0.4
0.6
0.8
1
-7 -6 -5
0.82
0.86
0.9
0.94
Fig. 4: Coverage probability with different Q and N , under λB = 10λ0 and p = 0.5.
case with small Q (e.g., Q = 1/m2), choosing smaller N under the same Q leads to slightly higher
coverage probability at the low-SINR threshold region (see the zoomed plot inside Fig. 4). The
reason is that, under the same Q, a smaller N leads to higher IRS density λI, which helps cover
more UEs with low-SINR requirement. In contrast, in the case with large Q (e.g., Q = 10/m2),
choosing higher N under the same Q yields higher coverage probability in both low and high SINR
threshold regions. This is because in this case λI is already sufficiently large to cover most UEs and
thus the IRS passive beamforming gain that grows with N in O(N2) is more effective in enhancing
UEs’ signal power and hence the coverage probability.
3) Mean Signal/Interference Power and Spatial Throughput: The mean signal/interference power
in (42)/(55) under different BS/IRS densities and loading factor p is plotted in Fig. 5 for comparison.
First, it is observed that for the case with BS only (i.e., λI = 0), increasing λB from 20λ0 to 40λ0
brings 2.1 dB (4.0 dB) gain to the mean signal (interference) power. In other words, when the BS
density is large, the mean interference power increases faster than the mean signal power by adding
more BSs. In contrast, for the hybrid BS/IRS network, as the IRS density increases, the mean signal
power increases significantly while the mean interference power increases only marginally, which
are consistent with the earlier observations based on Figs. 2 and 3.
Next, the spatial throughput ν under different BS/IRS densities and loading factor p is plotted
in Fig. 6. It is observed that, under given BS density, increasing IRS density always enhances the
spatial throughput. Moreover, the speed of such increase is faster under a higher BS density λB
and/or higher network loading factor p. The reasons are two-fold. First, increasing IRS density helps
enhance the signal power with only marginally increased interference power, as shown in Fig. 5.
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Fig. 5: Mean signal (interference) power under different BS/IRS densities and loading factor p, with N = 2000.
0 50 100 150 200 250 300
20
40
60
80
100
120
Fig. 6: Spatial throughput ν under different BS/IRS densities and loading factor p, with N = 2000.
Second, a higher BS density shortens the BS-IRS distance on average and thus helps enhance the
IRS reflected signal power for its served UEs, while a higher network loading factor implies more
UEs per RB and thus more UEs served by each IRS on average, both leading to more substantial
spatial throughput improvement with increasing IRS density.
B. Spatial Throughput Subject to Total BS/IRS Cost
In this subsection, we investigate the network spatial throughput subject to a given total cost of
BSs and IRSs deployed. Denote c0 as the cost of each BS, and assume that the cost of each IRS
with N elements is c0/KN , where KN > 0 is the BS/IRS cost ratio. Denote ζ , λI/λB as the
IRS/BS density ratio. The total cost per m2 in the IRS-aided hybrid wireless network is then given
by
C , λBc0 + λIc0/KN = λBc0(1 + ζ/KN). (63)
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Fig. 7: Spatial throughput ν versus IRS/BS density ratio ζ with total cost C = 80λ0c0, under different BS/IRS cost
ratio KN (with N = 2000) and network loading factor p.
The spatial throughput ν versus the IRS/BS density ratio ζ under given total cost C is shown in
Fig. 7. First, it is observed that given the total cost C, there exists an optimal IRS/BS density ratio
ζ∗ that attains the maximum spatial throughput ν∗, which is significantly higher than that of the
BS-only network (i.e., ζ = 0) as well as the hybrid network with excessively large ζ (e.g., ζ = 10),
where the BS density is too low to provide enough signal power for effective IRS reflection and
passive beamforming. Second, it is observed that the optimal ratio ζ∗ is roughly proportional to
the BS/IRS cost ratio KN and the network loading factor p, where a larger KN suggests that more
IRSs should be deployed each with relatively lower cost as compared to BS, while a higher p
corresponds to higher traffic demand (or more UEs per RB) which thus requires deploying more
IRSs.
Next, the spatial throughput ν versus total cost C under different IRS/BS density ratio ζ is
plotted in Fig. 8, for the case with p = 1 and KN = 5. First, it is observed that for the BS-only
network (i.e., ζ = 0), the spatial throughput first increases and then decreases as the BS density
increases, due to the more severe interference as compared to the improved signal power. Second,
when the BS density is larger than a certain value (say, 40λ0), the optimal IRS/BS density ratio ζ
∗
is approximately 2.5, while the maximum ν∗ increases almost linearly with the total cost C, which
significantly outperforms the BS-only network.
Finally, in Fig. 9, we plot the spatial throughput ν versus total cost C for the cases with different
p and KN , under their corresponding optimal IRS/BS density ratio ζ
∗. First, it is observed that
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Fig. 8: Spatial throughput ν versus total cost C under different IRS/BS density ratio ζ, with p = 1 and given KN = 5
(with N = 2000).
when the BS density is larger than a certain value, the optimal IRS/BS density ratio ζ∗ is roughly
proportional to the BS/IRS cost ratio KN and the network loading factor p. Second, given the
optimal ratio ζ∗, the spatial throughput always increases with the total cost, where the speed of
such increase is faster under a larger BS/IRS cost ratio KN or network loading factor p, due
to similar reasons provided for Fig. 7. The above results demonstrate that the IRS-aided hybrid
(active/passive) wireless network can significantly enhance the network throughput as compared to
the conventional network with active BSs only, when the densities of BSs and IRSs are optimally
set based on their total cost constraint as well as other relevant network parameters.
VII. CONCLUSIONS
This paper investigates a new hybrid active/passive wireless network with large-scale deployment
of BSs and IRSs, and proposes a new analytical framework based on stochastic geometry and
probability theory to characterize its spatial throughput as well as other key performance metrics
averaged over both random channel fading and BS/IRS locations. Extensive numerical results are
provided to validate our analysis and show the effectiveness of deploying IRSs to significantly
enhance the signal power but with only marginally increased interference, thus greatly improving
the network throughput as compared to the traditional wireless network with active BSs only,
especially when the BS density and network loading factor are large. Furthermore, it is shown that
the new hybrid network with optimal IRS/BS density ratio can achieve a linear capacity growth with
the network deployment cost, thus providing a fundamentally new approach to achieve sustainable
capacity growth for future wireless networks.
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Fig. 9: Spatial throughput ν versus total cost C for (a) p = 1 and (b) p = 0.5, under different KN (with N = 2000)
and the corresponding optimal IRS/BS density ratio ζ∗.
APPENDIX A
MEAN AND VARIANCE OF h
(j)
ir,m,n FOR THE IRS RANDOM SCATTERING CASE
For the cascaded BS m-IRS j-UE 0 link in (1), the channel h
(j)
ir,m,n of the reflected path through
each element n is given by (5), with the amplitude A , |h(j)i,m,n||h(j)r,n| and phase ψ , φ(j)n +∠h(j)i,m,n+
∠h
(j)
r,n. For the case without passive beamforming, the phase ψ is uniformly random in [0, 2pi) while
the amplitude A follows the double-Rayleigh distribution with mean and variance given by (6) and
(7), respectively. Note that A and ψ are independent. Denote X , A cosψ and Y , A sinψ as the
in-phase and quadrature-phase components of h
(j)
ir,m,n, respectively. In the following, we derive the
mean and variance of X , while those of Y can be obtained by symmetry.
Due to the uniformly random ψ in [0, 2pi), the first two moments of X are given by E{X} =
E{A cosψ} = 0 and E{X2} = E{A2 cos2 ψ} = E{A2}E{1+cos 2ψ
2
} = 1
2
E{A2}, respectively. As a
result, the mean of X is 0 and its variance is given by
var{X} = E{X2} − (E{X})2 = 1
2
E{A2} = 1
2
(
var{A}+ (E{A})2)
=
1
2
(
(1− pi2/16)g(j)i,mg(j)r + pi2/16 · g(j)i,mg(j)r
)
=
1
2
g
(j)
i,mg
(j)
r . (64)
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APPENDIX B
FIRST AND SECOND MOMENTS OF h1, h2, |h1|2 AND |h2|2
For h1, under given l0 and d0, we have
E{h1}|l0,d0 = E
{
(|hd,0|+ |h(0)ir,0|)ei∠hd,0
}∣∣
l0,d0
= E
{|hd,0|+ |h(0)ir,0|}∣∣l0,d0E
{
ei∠hd,0
}∣∣
l0,d0
= 0, (65)
due to E
{
ei∠hd,0
}∣∣
l0,d0
= 0. For h2, it is the sum of independent CSCG RVs and hence is CSCG
distributed with zero mean, i.e., E{h2} = 0. Based on similar derivations in (65), we have
E{h21}|l0,d0 = 0 and E{h22}|l0,d0 = 0.
For |h1|2, based on the approximation of r0,j ≈ l0 and hence g(j)i,0 ≈ gd,0 = gd(l0) for j ∈ J , its
first two moments conditioned on l0 and d0 are given by
E{|h1|2}|l0,d0 = E{(|hd,0|+ |h(0)ir,0|)2}|l0,d0 = gd,0 +N
pi
4
√
pig
(0)
i,0 g
(0)
r gd,0 +Gbfg
(0)
i,0 g
(0)
r
≈ gd(l0)
(
1 +N
pi
4
√
pigr(d0) +Gbfgr(d0)
)
, (66)
E{|h1|4}|l0,d0 = E{(|hd,0|+ |h(0)ir,0|)4}|l0,d0
= E{|hd,0|4 + 4|hd,0|3|h(0)ir,0|+ 6|hd,0|2|h(0)ir,0|2 + 4|hd,0||h(0)ir,0|3 + |h(0)ir,0|4}|l0,d0
≈ [gd(l0)]2
[
2 +
3
4
pi
3
2N
√
gr(d0) + 6Gbfgr(d0) + 2
√
pi
(
pi3N3
64
+
3piN2(1− pi2
16
)
4
)
[gr(d0)]
3
2
+
(
pi4N4
256
+
3pi2N3(1− pi2
16
)
8
+ 3N2
(
1− pi
2
16
)2)
[gr(d0)]
2
]
. (67)
Finally, under given BS/IRS locations, |h2|2 follows the exponential distribution with mean∑
j∈J\{0}Ng
(j)
i,0 g
(j)
r . Therefore, the first two moments of |h2|2 conditioned on l0 and d0 are re-
spectively given by
E{|h2|2}|l0,d0 = E
{ ∑
j∈J\{0}
Ng
(j)
i,0 g
(j)
r
}∣∣∣∣
l0,d0
≈ E
{
Ngd(l0)
∑
j∈J\{0}
gr(dj)
}∣∣∣∣
l0,d0
= Ngd(l0)EI1(d0), (68)
E{|h2|4}|l0,d0 = E
{
2
( ∑
j∈J\{0}
Ng
(j)
i,0 g
(j)
r
)2}∣∣∣∣
l0,d0
≈ 2N2[gd(l0)]2E
{( ∑
j∈J\{0}
gr(dj)
)2}∣∣∣∣
d0
= 2N2[gd(l0)]
2EI3(d0), (69)
where EI1(d0) and EI3(d0) are given in (24) and (31), respectively.
28
APPENDIX C
DERIVATION OF INTERFERENCE POWER LAPLACE TRANSFORM
The Laplace transform of the interference power conditioned on l0 and d0 is given by
LI|l0,d0 (s) , E{e−sI}|l0,d0 ≈ E
{
exp
(
− sη¯
∑
m∈Λ′B\{0}
gd(lm)ξm
)}∣∣∣∣
l0,d0
(d)
= EΛ′B
{ ∏
m∈Λ′B\{0}
Eξ
{
exp
(− sη¯gd(lm)ξ)}
}∣∣∣∣
l0,d0
(e)
= exp
(
− 2piλ′B
∫ ∞
l0
[
1− Eξ
{
exp
(− sη¯gd(l)ξ)}
]
l dl
)
(f)
= exp
(
− 2piλ′B
∫ ∞
l0
[
1− 1
1 + sη¯gd(l)
]
l dl
)
= exp
(− 2piλ′BU(sη¯)), (70)
where (d) follows from i.i.d. ξm
dist.
= ξ ∼ Exp(1), ∀m and independent Λ′B; (e) is based on the
probability generating functional of HPPP [30]; (f) is due to the fact that Eξ{e−sξ} , 11+s for
ξ ∼ Exp(1); and U(·) is defined in (49).
APPENDIX D
DERIVATIVES OF THE COMPOSITE FUNCTION exp
(
V (s)
)
The high-order derivatives of the composite function exp
(
V (s)
)
can be evaluated efficiently
using the Faa` di Bruno’s formula [34]. For our case where the outer function is an exponential
function, we have
∂i
∂si
[
exp
(
V (s)
)]
= exp
(
V (s)
)
Bi
(
∂1V (s)
∂s1
, · · · , ∂
iV (s)
∂si
)
, (71)
where Bi(x1, · · · , xi) is the i-th complete Bell polynomial with fixed and known coefficients. It
remains to compute the derivatives of the inner function V (s) up to order kS − 1, which further
resorts to the derivatives of U(x) in (49). Define x˜ , γ¯η¯
θS
. The first-order derivative of V (s) is given
by
∂1V (s)
∂s1
= − γ¯W
θS
− 2piλ′Bx˜
∂1U(x)
∂x1
∣∣∣∣
x=sx˜
. (72)
For i > 1, we have
∂iV (s)
∂si
= −2piλ′Bx˜i
∂iU(x)
∂xi
∣∣∣∣
x=sx˜
. (73)
Finally, the high-order derivatives of U(x) are given by
∂iU(x)
∂xi
= (δ)ib1x
δ−i − b2
(
(δ)iH(x)
xi
+ Li(x)
)
, i ≥ 1, (74)
where δ , 2
α
, b1 ,
piβ
2
α
α sin( 2pi
α
)
, b2 ,
l20+H
2
B
2
, b3 , gd(l0), H(x) , 2F1
(
1, δ, 1 + δ,−1/(b3x)
)
, (δ)i ,
δ(δ−1) · · · (δ− i+1) is the falling factorial, and Li(x) are polynomial fractions that can be readily
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obtained via symbolic tools like Mathematica. For example, we have
L1(x) , − δb3
1 + b3x
, (75)
L2(x) , −
δb3
(
δ + b3(δ − 1)x
)
x(1 + b3x)2
, (76)
L3(x) , −
δb3
(
2b23x
2 + δ2(1 + b3x)
2 − δ(1 + b3x)(2 + 3b3x)
)
x2(1 + b3x)3
. (77)
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