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The present paper is framed to study weak, strong and strict converse duality
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1 Introduction
The root of optimization theory is penetrating into other branch of applied sciences at
a rapid pace. Semi-inﬁnite programming is a special case of bilevel programs (multilevel
programming) in which lower-level variables do not participate in the objective function.
In , the theory of semi-inﬁnite programming (SIP) was developed by Charnes et al.
[]. There are many practical as well as theoretical problems in which constraint depend
on time and space and thus can be formulated as semi-inﬁnite programming problems. In
recent past, semi-inﬁnite programming has became one of the most interesting research
topic in the ﬁeld of operation research as it has wide variety of applications in control of
robots [], transportation theory [], eigenvalue computations [], wavelet ﬁlter design [,
], statistical design [], etc. Duality of semi-inﬁnite programming arises in the theory of
systems of linear inequalities, in the theory of uniform approximations of functions and
in the classical theory of moments.
In the course of generalization of convex functions, Avriel [] ﬁrst introduced the deﬁ-
nition of r-convex functions and established some characterizations and the relations be-
tween r-convexity and other generalization of convexity. Antczak [] introduced the con-
cept of a class of r-preinvex functions, which is a generalization of r-convex functions and
preinvex functions, and obtained some optimality results under r-preinvexity assump-
tion for constrained optimization problems. Lee and Ho [] established necessary and
suﬃcient conditions for eﬃciency of multiobjective fractional programming problems in-
volving r-invex functions and investigated the parametric, Wolfe and Mond-Weir-type
dual for multiobjective fractional programming problems concerning r-invexity. In order
to generalize the notion of invex and pre-invex functions, Antczak [] introduced p-invex
sets and (p, r)-invex functions and derived suﬃcient optimality conditions for a nonlinear
programming problem involving (p, r)-invex functions. Gupta and Kailey [] introduced
a new pair of second-order multiobjective symmetric dual programs over arbitrary cones
and derived appropriate duality theorems under K – η-bonvexity assumptions.
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Many practical and real situations give rise to logarithmic and exponential functions.
Keeping this point of view, Yuan et al. [] introduced locally (Hp, r,α)-preinvex func-
tions and locally Hp-invex sets and derived necessary and suﬃcient optimality conditions
for nonlinear programming problems. One of the major step is taken by Liu et al. [] in
the direction of obtaining suﬃcient optimality conditions for multiple objective program-
ming problem andmultiobjective fractional programming problem involving (Hp, r)-invex
functions.
Taking into account the importance of duality results in optimization theory (see [, ,
–]), we generalize the notion of (Hp, r)-invex functions introduced by Yuan et al. []
to (strict) (Hp, r)-pseudoinvex and (Hp, r)-quasiinvex functions and derive duality results
for semi-inﬁnite programming problems.
The rest of the paper is organized as follows: In Section , we focus on some notation
and deﬁnitions. In Sections  and , weak, strong and strict converse duality theorems
are established for Wolfe and Mond-Weir-type dual programs under generalized (Hp, r)-
invexity. Conclusion and future works are given in Section .
2 Notation and preliminaries
Throughout the paper, let Rn be the n-dimensional Euclidean space, Rn+ = {x ∈ Rn | x ≥ }
and R˙n+ = {x ∈ Rn | x > }.




(λar + ( – λ)ar)

r , for r = ,
aλa
(–λ)
 , for r = ,
where λ ∈ (, ) and r ∈ R.
Deﬁnition . A subset X ⊂ Rn is said to be Hp-invex set, if for any x,u ∈ X, there exists
a vector function Hp : X ×X × [, ]→ Rn, such that




) ∈ X, ∀λ ∈ [, ],p ∈ R.
Remark . It is understood that the logarithm and the exponentials appearing in the
above deﬁnitions are taken to be componentwise.
Throughout the paper, we take X to be a Hp-invex set unless otherwise speciﬁed, Hp
right diﬀerentiable at  with respect to the variable λ for each given pair x,u ∈ X, and
f : X → R is diﬀerentiable function on X. The symbol H ′p(x,u; +)  (H ′p(x,u; +), . . . ,
H ′pn(x,u; +))T denotes the right derivative of Hp at  with respect to the variable λ for
each given pair x,u ∈ X; ∇f (x)  (∇f (x), . . . ,∇nf (x))T denotes the diﬀerential of f at x,
and so ∇f (u)eu denotes (
∇f (u)
eu , . . . ,
∇nf (u)
eun )T .
Remark . All the theorems in the subsequent parts of this paper will be proved only in
the case when r = . The proofs in other cases are easier than this since only changes arise
from form of inequality. Moreover, without loss of generality, we shall assume that r > 
(in the case when r < , the direction some of the inequalities in the proof of the theorems
should be changed to the opposite one).
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Deﬁnition . [] A diﬀerentiable function f : X → R is said to be (strictly) (Hp, r)-invex









p(x,u; +) (>) for r = ,




p(x,u; +) (>) for r = ,
hold.
If the above inequalities are satisﬁed at any point u ∈ X then f is said to be (Hp, r)-invex
(strictly (Hp, r)-invex) on X.
Now, we introduce the generalized (Hp, r)-invex function as follows.
Deﬁnition . A diﬀerentiable function f : X → R is said to be (Hp, r)-pseudoinvex at








er(f (x)–f (u)) – 




p(x,u; +)≥  ⇒ f (x) – f (u)≥ , for r = ,
hold.
If the above inequalities are satisﬁed at any point u ∈ X then f is said to be (Hp, r)-
pseudoinvex on X.
Deﬁnition . A diﬀerentiable function f : X → R is said to be strict (Hp, r)-pseudoinvex








er(f (x)–f (u)) – 
]




p(x,u; +)≥  ⇒ f (x) – f (u) > , for r = ,
hold.
If the above inequalities are satisﬁed at any point u ∈ X then f is said to be strict (Hp, r)-
pseudoinvex on X.
Deﬁnition. Adiﬀerentiable function f : X → R is said to be (Hp, r)-quasiinvex atu ∈ X,








er(f (x)–f (u)) – 
]




p(x,u; +) >  ⇒ f (x) – f (u) > , for r = ,
hold.
If the above inequalities are satisﬁed at any point u ∈ X then f is said to be (Hp, r)-
quasiinvex on X.
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gi(x)≤ , i ∈ I,
where I is an index set which is possibly inﬁnite, f and gi, i ∈ I are diﬀerentiable functions
from Rn to R∪ {+∞}.
3 First duality model
In this section, we consider the following Wolfe-type dual to (SIP):








λi∇gi(u) = , ()
where λi ≥  and λi =  for ﬁnitely many i ∈ I .
Theorem . (Weak duality) Let x and (u,λ), λ = (λi), i ∈ I , be feasible solution to (SIP)
and (WSID), respectively. Assume that f (·) +∑i∈I λigi(·) be (Hp, r)-invex at u. Then the
following cannot hold:




Proof Suppose contrary to the result, i.e.,




which together with the feasibility of x to (SIP) gives
















i∈I λigi(u)) – 
]
< .
The above inequality together with the assumption that f (·) +∑i∈I λigi(·) is (Hp, r)-invex
at u, we obtain
[∇f (u) +∑i∈I λi∇gi(u)]T
eu H
′
p(x,u, +) < ,
which contradicts (). This completes the proof. 
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The proof of the following theorem is similar to Theorem ., and hence being omitted.
Theorem . (Weak duality) Let x and (u,λ), λ = (λi), i ∈ I , be feasible solution to (SIP)
and (WSID), respectively. Assume that f (·) +∑i∈I λigi(·) be (Hp, r)-pseudoinvex at u. Then
the following cannot hold:




Theorem . (Strong duality) Let x¯ be an optimal solution for (SIP) and x¯ satisﬁes a suit-
able constraints qualiﬁcation for (SIP). Then there exists λ¯ = (λ¯i), i ∈ I such that (x¯, λ¯) is
feasible for (WSID). If any of the weak duality in Theorems . or . also holds, then (x¯, λ¯)
is an optimal solution for (WSID).
Proof Since x¯ is optimal solution for (SIP) and satisfy the suitable constraint qualiﬁcation





λ¯i∇gi(x¯) = , λ¯igi(x¯) = ,
which gives that the (x¯, λ¯) is feasible for (WSID). The optimality of (x¯, λ¯) for (WSID) follows
from weak duality theorems. This completes the proof. 
Theorem . (Strict converse duality) Let x¯ and (y¯, λ¯) be feasible solutions to (SIP) and
(WSID), respectively. Assume that f (·) +∑i∈I λ¯igi(·) is strictly (Hp, r)-invex at y¯. Further
assume that




Then x¯ = y¯.




λ¯i∇gi(y¯) = . ()
Now, we assume that x¯ = y¯ and exhibit a contradiction.








i∈I λ¯igi(y¯)) – 
]





H ′p(x¯, y¯; +),








i∈I λ¯igi(y¯)) – 
]
> .
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From the feasibility of x to (SIP), the above inequality yields




which contradicts the assumption that f (x¯) ≤ f (y¯) +∑i∈I λ¯igi(y¯). Hence x¯ = y¯. This com-
pletes the proof. 
We now prove the duality relations for the following Mond-Weir-type dual problem.
4 Second duality model









where λi ≥  and λi =  for ﬁnitely many i ∈ I .
Theorem . (Weak duality) Let x and (u,λ), λ = (λi), i ∈ I , be feasible solution to (SIP)
and (MWSID), respectively. Assume that f (·) and∑i∈I λigi(·) be (Hp, r)-invex at u. Then
the following cannot hold:
f (x) < f (u).
Proof Suppose contrary to the result, i.e.,
f (x) < f (u).





er(f (x)–f (u)) – 
]
< .




H ′p(x,u; +) < . ()
Since λi ≥ , and λi =  for ﬁnitely many i ∈ I , from the feasibility of x and (u,λ) to (SIP)
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i∈I λigi(u)) – 
]≤ ,
which by the virtue of (Hp, r)-invexity of
∑





H ′p(x,u; +)≤ . ()
On adding () and () gives
[∇f (u) +∑i∈I λi∇gi(u)]
eu
T
H ′p(x,u; +) < ,
which contradicts (). This completes the proof. 
The proof of the following theorem is similar to Theorem ., and hence being omitted.
Theorem . (Weak duality) Let x and (u,λ), λ = (λi), i ∈ I , be feasible solution to (SIP)
and (MWSID), respectively. Assume that f (·) is (Hp, r)-pseudoinvex and ∑i∈I λigi(·) is
(Hp, r)-quasiinvex at u. Then the following cannot hold:
f (x) < f (u).
Theorem . (Strong duality) Let x¯ be an optimal solution for (SIP) and x¯ satisﬁes a suit-
able constraints qualiﬁcation for (SIP). Then there exists λ¯ = (λ¯i), i ∈ I such that (x¯, λ¯) is
feasible for (MWSID). If any of the weak duality in Theorems . or . also holds, then
(x¯, λ¯) is an optimal solution for (MWSID).
Proof Since x¯ is optimal solution for (SIP) and satisfy the suitable constraint qualiﬁcation





λ¯i∇gi(x¯) = , λ¯igi(x¯) = ,
which gives that the (x¯, λ¯) is feasible for (MWSID). The optimality of (x¯, λ¯) for (MWSID)
follows from weak duality theorems. This completes the proof. 
Theorem . (Strict converse duality) Let x¯ and (y¯, λ¯) be feasible solutions to (SIP) and
(MWSID), respectively. Assume that f (·) is strictly (Hp, r)-pseudoinvex and∑i∈I λ¯igi(·) is
(Hp, r)-quasiinvex at y¯. Further assume that
f (x¯)≤ f (y¯).
Then x¯ = y¯.
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λ¯i∇gi(y¯) = . ()
Now, we assume that x¯ = y¯ and exhibit a contradiction.
Since λi ≥ , and λi =  for ﬁnitely many i ∈ I , from the feasibility of x¯ and (y¯, λ¯) to (SIP)















i∈I λ¯igi(y¯)) – 
]≤ ,
which by the virtue of (Hp, r)-quasiinvexity of
∑





H ′p(x¯, y¯; +)≤ ,




p(x¯, y¯; +)≥ .
From the above inequality together with the assumption that f (·) is strictly (Hp, r)-




er(f (x¯)–f (y¯)) – 
]
> ,
which by the fundamental properties of exponential functions, yields
f (x¯) > f (y¯),
which contradicts the fact that f (x¯)≤ f (y¯). Hence, x¯ = y¯. This completes the proof. 
5 Conclusions
In the present paper, we introduced generalized (Hp, r)-invex functions and consider two
types of dual program for a class of semi-inﬁnite programming problem to establish the
weak, strong and strict converse duality theorems assuming the functions involved to be
generalized (Hp, r)-invex functions. In fact, a lot of eﬀorts have been taken to extend some
known results for generalized invex functions, for example, see [, , , ]. That is why
we conclude that this paper enriched optimization theory as far as mathematics is con-
cerned. Although there are some diﬃculties (like constructing the suitable examples or
counter examples to show the existence), the semi-inﬁnite programming problems in-
volving the generalized invex functions are very interesting. As a future scope, the authors
would like to extend the results to fractional semi-inﬁnite programming problem.
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