ABSTRACT: We show a Hopf boundary point lemma for u = u 1 − u 2 , given u 1 , u 2 ∈ C 1,α each weak solutions to a quasilinear equation 
Introduction
In this work we give a Hopf-type boundary point result for pairs of solutions to certain quasilinear equations. Our main theorem roughly is as follows:
n is a C 1,α open set for some α ∈ (0, 1) with 0 ∈ ∂V, and suppose A 1 , . . . , A n ∈ C 2 (V × R × R n ) and B ∈ C 1 (V × R × R n ) where A 1 , . . . , A n satisfy some mild boundedness assumptions. If 
(see Definition 2.2) where a ij ∈ C 0,α (V ), c i ∈ L ∞ (V ), and d ∈ L q (V ) for some q > n. We then apply a generalized Hopf boundary point lemma to u at the origin to conclude Theorem 3.1. More specifically, we apply the recent work [5] of the author, given here for convenience to the reader as Lemma 2.8.
The main concern in order to apply Lemma 2.8 is showing that the coefficient d in (1.1) is in L q (V ) for some q > n. This is not immediately evident, as d is defined in terms of the second derivatives of u 1 , u 2 , and while u 1 , u 2 ∈ C 1,α (V ) we can only conclude u 1 , u 2 ∈ C 2 (V ) by standard PDE arguments. Thus, d ∈ L q (V ) for some q > n must be carefully checked using the boundedness assumptions on A 1 , . . . , A n (specifically, assumption (iv) of Theorem 3.1) and interior C 2 estimates for u 1 , u 2 . A natural question is whether we can circumvent this issue, by showing that u = u 1 − u 2 solves a different linear equation (as in Definition 2.2) with coefficients which are not defined in terms of the second derivatives of u 1 , u 2 . However, this alternate strategy leads to much more cumbersome necessary assumptions on A 1 , . . . , A n , B; see Remark 3.8(i).
Before stating and proving our main result in §3, we give in §2 our basic definitions and results needed to prove Theorem 3.1. In particular, we state Lemma 2.8 in §2, which is the version of the generalized Hopf boundary point lemma from [5] which we need.
An application
This work is a generalization of the argument used by the author in Lemma 4.1 of [4] to study co-dimension one area-minimizing currents with tangentially immersed boundary.
We describe Lemma 4.1 of [4] in a simple form. Suppose V ⊂ R n is a C
1,α
open set for some α ∈ (0, 1) with 0 ∈ ∂V. Also suppose
, and for ℓ = 1, 2 let
Now let ν ℓ : Σ ℓ → R n+1 be the upward pointing unit normal of Σ ℓ within the graph of U; thus ν ℓ is tangent to the graph of U, perpendicular to Σ ℓ , while ν ℓ · e n > 0. Finally, we suppose there is a Lipschitz function H : R n+1 → R so that
for all smooth vector fields X : R n+1 → R n+1 with compact support in V × R; in [4] we say Σ ℓ has Lipschitz co-oriented mean curvature with respect to the graph of U. In [4] we argue, and Theorem 3.1 implies, that
Most of the work in the proof of Lemma 4.1 of [4] involves translating and rotating so that we are in a position to essentially apply Theorem 3.1. Also to this end, the calculations of the Appendix of [4] are done essentially to verify that assumption (iv) of Theorem 3.1 is satisfied.
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Preliminaries
We will work in R n with n ≥ 2. We denote the volume of the open unit ball B 1 (0) ⊂ R n by ω n = B 1 (0) dx . Standard notation for the various spaces of functions shall be used; we in particular note that C Also, for V ⊆ R n we shall write functions A : V × R × R n → R by A = A(x, z, p) where x ∈ V , z ∈ R, and p ∈ R n . For convenience to the reader, we shall let D i A denote the derivative of A with respect to the x i -variable for i ∈ {1, . . . , n}, ∂A ∂z the derivative of A with respect to the z-variable, and ∂A ∂p j the derivative of A with respect to the p j -variable for j ∈ {1, . . . , n}.
We begin by defining the quasilinear equations we shall consider.
n be an open set, and suppose
This is definition (13.2) of [1] . We will also need to consider linear equations, in order to apply the results of [5] .
The assumptions on the coefficients are merely to ensure integrability. We now introduce some terminology, to more conveniently state our results.
• Suppose we have functions a ij : V → R for i, j ∈ {1, . . . , n}. We say {a ij } n i,j=1 are uniformly elliptic over V with respect to λ ∈ (0, ∞) if
for each x ∈ V and ξ ∈ R n .
• Suppose we have functions
Before we give the version of the generalized Hopf boundary point lemma from [5] we shall need, we first give the following interior C 2 estimate. We prove Lemma 2.4 using Theorem 8.32 of [1] . The proof of Lemma 2.4 is standard, and known as the difference quotient method.
n is a bounded open set, and let α ∈ (0, 1). Also suppose
(ii)
are locally uniformly elliptic over V × R × R n+1 .
If u ∈ C 1,α (V ) is a weak solution over V to the equation
We wish to apply Theorem 8.32 of [1] (0)) we can input the test function
(after extending ζ to be zero outside of B 1 2 (0)) into the weak equation (2.5). After a change of variables we conclude
Using single-variable calculus, we can compute that u h,k is a weak solution over B 1 2 (0) to the equation
where we define for x ∈ B 1 2 (0) and i, j ∈ {1, . . . , n}
Now let L h,k be the operator given by
We now verify the hypothesis Theorem 8.32 of [1] as follows:
are uniformly elliptic over B 1 2 (0) with respect to λ R by (ii).
• By (i), u ∈ C 1,α (V ), and ρ = dist(x, ∂V ) we have
for each i, j ∈ {1, . . . , n}. Furthermore, we have
where we define, again with R = u C 1,α (V ) ,
We conclude that the operator L h,k satisfies (8.5),(8.85) of [1] with λ = λ R and K = K ρ . We can thus apply Theorem 8.32 of [1] (with a ij , b
(0) and with
where C = C(n, α, λ R , K ρ ) ∈ (0, ∞). In particular, the right-hand side is independent of h ∈ (− ). Letting h → 0, we can show using Arzela-Ascoli that u ∈ C 2 (B ρ This shows u ∈ C 2 (V ). We now prove the interior estimate for D 2 u. Again withx ∈ V, now set ρ = min{1, dist(x, ∂V )} and repeat the above calculations. However, still with R = u C 1,α (V ) , we replace K ρ with
Letting h → 0 in (2.7) we conclude
We now state, for convenience, the version of the Hopf boundary point lemma from [5] we shall need. To do so, we introduce some notation: let B n−1 ρ (0) denote the ball of radius ρ ∈ (0, ∞) centered at the origin in R n−1 ; D shall denote differentiation over R n−1 . Also, we let p : R n → R n−1 be the projection onto R n−1 , and we will write points y ∈ R n−1 .
Before we proceed, we note that the proof of Lemma 2.8 refers to the Morrey space L 1,α ; see Definition 2.1 of [5] . Indeed, [5] generalizes the Hopf boundary point lemma to linear equations (as in Definition 2.2) with lower-order coefficient d ∈ L 1,α . Morrey spaces were introduced in [3] to study existence and regularity of solutions to elliptic systems, and since have been studied in and outside of partial differential equations. See for example [2] , which uses Morrey spaces to prove regularity results for solutions to non-linear divergence-form elliptic equations having inhomogeneous term consisting of a measure. 
Also suppose
(ii) {a ij } n i,j=1 are uniformly elliptic over W with respect to λ,
If u ∈ C 1 (W ) is a weak solution over W to the equation
Proof. Our goal is to apply the generalized Hopf boundary point lemma of [5] to u, after applying a change of variables. Choose ρ ∈ (0, 1) so that (2.10)
Define the map Ψ ρ ∈ C 1,α (B 1 (0); W ) by Ψ ρ (x) = ρ(x + e n ) + w(p(ρx))e n for x ∈ B 1 (0); note that ρ(x + e n ) + w(p(ρx))e n ∈ W for x ∈ B 1 (0). Now define
We derive a weak equation for u ρ over B 1 (0), by applying Ψ ρ as a change of variables to (2.9).
To this end, we compute for x ∈ B 1 (0)
Likewise, we compute for ζ ∈ C 1 c (B 1 (0)) and x ∈ B 1 (0)
These calculations, and using Ψ ρ : B 1 (0) → W as a change of variables in (2.9), imply u ρ is a weak solution over B 1 (0) to the equation
where we define a
We now verify the hypothesis of Lemma 3.3 of [5] : 0) ) for i, j ∈ {1, . . . , n − 1}, and , by (ii) and (2.10).
• {0} n i=1 , d ρ are weakly non-positive over B 1 (0) (see Definition 2.5 of [5] ) by (iii).
• For each i, j ∈ {1, . . . , n}
by w(0) = 0 and Dw(0) = 0 (so that Ψ ρ (−e n ) = 0).
Moreover, w(0) = 0 implies
We conclude by Theorem 4.1 of [5] that 0 > D n u ρ (−e n ) = ρD n u(0).
Main Theorem
We are now ready to state and prove our main result.
are locally uniformly elliptic over
If u 1 , u 2 ∈ C 1,α (V ) are weak solutions over V to the equation
Proof. Our goal is to apply Lemma 2.8 to u = u 1 − u 2 .
First, we compute that u solves a linear equation as in Definition 2.2 over V.
Using single-variable calculus, we can compute u = u 1 − u 2 ∈ C 1,α (V ) is a weak solution over V to the equation
where we define for x ∈ V (3.3)
with as well for t ∈ [0, 1]
To see this more clearly, note that after using one-dimensional calculus, we further apply integration by parts to the term: Moreover, note that for each
This implies that u is a weak solution over V of the equation
2) where a ij , c i for i, j ∈ {1, . . . , n} are as in (3.3), while
As noted before, our aim is to apply Lemma 2.8 to u. However, we will not apply Lemma 2.8 over the region V, but instead over W defined as follows. 
and B xn
Let us show the last claim. Fixx ∈ W, then the fifth item in (3.5) implieŝ x n > 0. Moreover, for any x ∈ Bxn 4 (ẑ) we have by v C 1,α (B n−1 1 (0)) ≤ 1 and the definition of w, W that
≥v(p(x)) +x We now check that a ij , c i , d − for i, j ∈ {1, . . . , n} as in (3.3),(3.4) satisfy the hypothesis of Lemma 2.8 over W, in reverse order:
• Using (iii) and u 1 (0) = u 2 (0) = 0 we compute a ij (0) = for each i, j ∈ {1, . . . , n}.
• d − (x) = max{0, d(x)} ≤ 0 for each x ∈ W.
• By (ii) we have that {a ij } n i=1 are uniformly elliptic over W with respect to λ R ∈ (0, ∞), where we set (3.6) R = max{ u 1 C 1,α (V ) , u 2 C 1,α (V ) }.
• By (i) and u 1 , u 2 ∈ C 1,α (V ) we immediately conclude a ij ∈ C 0,α (W ) and c i ∈ L ∞ (W )
for each i, j ∈ {1, . . . , n}.
We now show d, and hence d − , is in L We now consider each term in the definition of d given in (3.3), which we bound independent of t ∈ [0, 1] over W :
-By (i) and (3.6) we compute 
