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Abstract : We consider an integer-valued time series Y = (Yt)t∈Z where the models after a time k∗ is
Poisson autoregressive with the conditional mean that depends on a parameter θ∗ ∈ Θ ⊂ Rd. The structure of
the process before k∗ is unknown; it could be any other integer-valued time series, that is, the process Y could
be nonstationary. It is established that the maximum likelihood estimator of θ∗ computed on the nonstationary
observations is consistent and asymptotically normal. Next, we carry out the sequential change-point detection
in a large class of Poisson autoregressive models. We propose a monitoring scheme for detecting change in the
model. The procedure is based on an updated estimator which is computed without the historical observa-
tions. The asymptotic behavior of the detector is studied, in particular, the above result on the inference in a
nonstationary setting are applied to prove that the proposed procedure is consistent. A simulation study as
well as a real data application are provided.
Keywords: Time series of counts, Poisson autoregression, likelihood estimation, Change-point, sequential
detection, weak convergence.
1 Introduction
We consider a process Y = (Yt)t∈Z satisfying
Yt|Ft−1 ∼ Poisson(λt) with λt = E(Yt|Ft−1); (1)
where Ft = σ(Ys, s ≤ t) is the σ-field generated by the whole past. A large literature on this model has recently
been developed by assuming that λt = E(Yt|Ft−1) = f(Yt−1, Yt−2, · · · ) for all t ∈ Z, where f is a measurable
non-negative function, satisfying some Lipschitz-type conditions. This entails that the process (Yt, λt)t∈Z is
strict stationary with finite moment of any order. But, such result does not hold in many practical situations.
For instance, in the change-point problem, it often occurs that
λt =
f0(Yt−1, Yt−2, · · · ) for t ≤ k∗f1(Yt−1, Yt−2, · · · ) for t > k∗
1Developed within the ANR BREAKRISK (ANR-17-CE26-0001-01)
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2 Nonstationary time series of counts with application to change-point
with f0 6= f1 and k∗ ∈ Z. Thus, the process (Yt, λt)t∈Z is not stationary.
We consider a nonstationary autoregressive process Y = (Yt)t∈Z in a parametric framework; we assume
that Y satisfying
Yt|Ft−1 ∼ Poisson(λt) with λt = E(Yt|Ft−1) = fθ∗(Yt−1, Yt−2, · · · ) for all t > k∗; (2)
with k∗ ∈ Z, θ∗ is the parameter belonging to a compact set Θ ⊂ Rd (d ∈ N) and fθ a measurable non-negative
function, assumed to be known up to the parameter θ. If (2) holds for t < k∗, then with some Lipschitz-type
conditions on f , the process (Yt, λt)t∈Z is strict stationary with finite moment of any order (see for instance
Doukhan et al. (2012)). We focus here in a more general situation where the structure of the process (Yt)t≤k∗
is assumed to be unknown; it could be a Poisson autoregressive model depending on a parameter different
from θ∗ or could be any other integer-valued time series.
In this work, we firstly study the inference on the parameter θ∗ in the model (2). This task has been
considered by several authors; see among others Fokianos et al. (2009), Fokianos and Tjøstheim (2012),
Doukhan and Kengne (2015). These works (and many other) have been developed under the assumption that
the process (Yt)t∈Z is strict stationary ; which restrict the application area of such results. To deal with the
model (2), we conduct some preliminary works that leads to approximate the nonstationary process with its
stationary regime. Under some classical Lipschitz-type condition on the function f , there exists (see [8, 9]) a
strict stationary process Y˜ = (Y˜t)t∈Z with finite moment of any order, satisfying :
Y˜t|F˜t−1 ∼ Poisson(λ˜t) with λ˜t = fθ∗(Y˜t−1, Y˜t−2, · · · ) for t ∈ Z (3)
where F˜t = σ(Y˜s, s ≤ t) is the σ-field generated by the whole past of Y˜ .
Let us remark that, models (1), (2) and (3) can be represented in terms of Poisson processes. Let {Nt(·) ; t =
1, 2, · · · } be a sequence of independent Poisson processes of unit intensity. Yt and Y˜t can respectively be seen
as the number (say Nt(λt)) of events of Nt(·) that occurs in the time interval [0, λt] and [0, λ˜t]. Therefore, we
can also write
Yt = Nt(λt), Y˜t = Nt(λ˜t) with λt = fθ∗(Yt−1, Yt−2 . . .) and λ˜t = fθ∗(Y˜t−1, Y˜t−2, · · · ) for all t > k∗. (4)
This representation is useful to approximate the processes (Yt)t≥k∗ and (Y˜t)t≥k∗ . The question of this ap-
proximation has been addressed by Doukhan and Kengne [10] (see Remark 4.1). In this work, we provide a
detailed proof of this problem. In particular, we show that the expectation E|Yk∗+`− Y˜k∗+`| (for ` ≥ 1) can be
controlled and tends to zero when ` goes to infinity, see Lemma 7.1. These approximation results are applied
to establish that the conditional maximum likelihood estimator (MLE) of θ∗, based on the nonstationary ob-
servations is consistent and asymptotically normal. Also, let us stress that numerous papers on change-point
problem assume that the process is stationary after the breakpoint; see for instance Doukhan and Kengne [10],
Diop and Kengne (2017), Franke et al. (2012), Kirch and Tadjuidje Kamgaing (2015). This paper provides
tools to avoid such condition which is quite restrictive in practice.
As a second contribution, we consider the structural change-point problem in Poisson autoregressive models.
In the retrospective (or off-line) framework, this issue has already been addressed. See for instance Franke et
al. (2012), Kang and Lee (2014), Doukhan and Kengne [10], Diop and Kengne [6]. But these works suffer from
a drawback : the (asymptotic) study under the presence on change-point is either missing or done with the
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stationarity assumption on the observations after breakpoint, which is unrealistic in many practical problems.
For procedure proposed by these authors, stationarity assumption after change-point can been relaxed by
applying Theorem 3.1 (see below) to get the consistency under the alternative of change occurs in the model.
In the sequel, we focus on sequential (or on-line) framework.
Assume that the process Y = (Yt)t∈Z satisfying
Yt/Ft−1 ∼ Poisson(λt) with λt =
fθ∗0 (Yt−1, Yt−2, · · · ) for t ≤ k∗fθ∗1 (Yt−1, Yt−2, · · · ) for t > k∗ (5)
where θ∗0 , θ
∗
1 are the parameters belonging to a compact set Θ ⊂ Rd (d ∈ N) and k∗ a positive integer
representing the possible breakpoint. If θ∗0 6= θ∗1 , then a structural change occurs at time k∗ ; otherwise, no
change has occurred and the model (5) can be simply written as
Yt/Ft−1 ∼ Poisson(λt) with λt = fθ∗0 (Yt−1, Yt−2, · · · ) for t ∈ Z. (6)
We follow the paradigm of Chu et al. (1996). The general idea is to use the observations (Y1, · · · , Ym)
(called the historical data) that depends on the parameter θ∗0 , then, one can monitor the change in the model’s
parameter sequentially from the date m+ 1 and trigger an alarm when a change is detected; by ensuring that
the probability of false alarm does not exceed a fixed level α. More precisely, k∗ > m and (Y1, · · · , Ym) is
assumed to be generated from the model (5), depending on θ∗0 (without change); we are going to observe new
data Ym+1, Ym+2, · · · , Ym+k, · · · . For each new observation Ym+k, we will like to know if it is generated from
a model depending on θ∗0 or from a model depending on θ
∗
1 , with θ
∗
0 6= θ∗1 . This problem can be treated as a
classical hypothesis testing :
H0: θ
∗
0 is constant over the observations Y1, · · · , Ym, Ym+1, · · · i.e. (Yt)t∈N satisfying (5) with θ∗0 = θ∗1 ;
H1 : the process (Yt)t∈N satisfying (5) with θ∗0 6= θ∗1 .
Numerous works have been done in the sequential change-point detection according to such paradigm.
See among others papers, Horva´th et al. (2004), Gombay and Serban (2009), Na et al. (2011) Bardet and
Kengne (2014) for several tests procedure for sequential change detection in a general class of time series
models, including linear and GARCH-type models. Kengne (2015) proposed a fluctuation-type test procedure
for sequential change detection in a large class of Poisson autoregressive model. Recently, Kirch and Tadjuidje
Kamgaing [19] and Kirch and Weber (2018) have considered a large class of models (that including continuous
and discrete valued time series) and developed a general setup based on estimating functions for sequential
change-point detection. Estimating functions is a general estimation method and some classical procedure
such as likelihood estimator, least square estimator,· · · can be treated in many cases as a particular class
of estimating functions. It is well-known (Godambe (1960)) that the optimal estimating function in several
classical parametric model is based on the score function. In the case of infinite memory process considered
here, a more complex class of estimating functions is needed; this involves some difficulties in the application
of their procedure. Moreover, Kirch and Tadjuidje Kamgaing [19] and Kirch and Weber [20]) impose some
regularity conditions on the process after the change-point. These conditions, which is not easy to verify in
general, are somewhere sufficient to unify the treatment of the large class models that they have considered.
4 Nonstationary time series of counts with application to change-point
We carry out a sequential test in the spirit of Bardet and Kengne [2], and propose an open-end and
closed-end (see below) procedure for monitoring changes in the model (5). We develop a procedure where the
recursive estimator is computed without the historical observations. It is shown that the detector converges
to a well-known distribution under the null hypothesis. Under the alternative, we do not need any additional
assumption on the process after the change-point. The consistency of the procedure is established event in the
nonstationary setting (the previous study on inference in nonstationary models play a key role in the proof
of this result). Moreover, the test developed here is intended to early detect change than the aforementioned
procedure, since it has displayed a detection delay that can be bounded by OP (m1/2+) for any  > 0.
In the following Section 2, some classical assumptions on the model (2) as well as some examples are
provided. The inference in the nonstationary process Y is conducted in Section 3. Section 4 focuses on the
sequential change-point detection. Some numerical results are displayed in Section 5, whereas Section 6 is
devoted to a concluding remarks. The proofs of the main results are provided in Section 7.
2 Assumptions and examples
2.1 Assumptions
We will use the following classical notations:
1. ‖y‖ :=
p∑
j=1
|yj | for any y ∈ Rp;
2. for any compact set K ⊆ Rd and for any function g : K −→ Rd′ , ‖g‖K = supθ∈K(‖g(θ)‖);
3. for any set K ⊆ Rd, K˚ denotes the interior of K;
4. N = {1, 2, 3, · · · } and N0 = {0, 1, 2, 3, · · · }.
Throughout the sequel, we will assume that the function θ 7→ fθ is twice continuously differentiable on Θ and
we need the following conditions on the model (2).
For i = 0, 1, 2 , define
Assumption Ai(Θ): ‖∂ifθ(0)/∂θi‖Θ <∞ and there exists a sequence of non-negative real numbers (α(i)k )k≥1
satisfying
∞∑
j=1
α
(0)
k < 1 (when i = 0) and
∞∑
j=1
α
(i)
k <∞ (when i = 1, 2) such that
∥∥∥∂ifθ(y)
∂θi
− ∂
ifθ(y
′)
∂θi
∥∥∥
Θ
≤
∞∑
k=1
α
(i)
k |yk − y′k| for all y, y′ ∈ (R+)N.
Under the assumption A0(Θ), Doukhan et al. (2012, 2013) proved that the model (3) has a strictly stationary
solution (Y˜t, λ˜t)t∈Z which is τ -weakly dependent with finite moment of any order (see also Doukhan and
Wintenberger (2008)). But, such result cannot be apply to process Y satisfying (2), since the structure of the
past before k∗ is unknown. The following proposition shows that if (Yt)t≤k∗ has finite moment of any order,
then it also holds for (Yt)t>k∗ .
Proposition 2.1 Assume A0(Θ) holds. Let Y = (Yt)t∈Z satisfying (2). For any r ≥ 1, if there exists Cr,0
such that EY rt ≤ Cr,0 for all t ≤ k∗, then there exists C > 0 such that
EY rk∗+` ≤ C for all ` ≥ 1.
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As we state above, (Yt)t≤k∗ could be any integer-valued time series and we assume in the sequel that :
for any r ≥ 1, there exists Cr,0 > 0 such that EY rt ≤ Cr,0 for all t ≤ k∗. (7)
The conditions A1(Θ), A2(Θ) as well as the following assumptions D(Θ), Id(Θ) and Var(Θ) are classical for
inference on such model see [10].
Assumption D(Θ): ∃c > 0 such that inf
θ∈Θ
(fθ(y)) ≥ c for all y ∈ (R+)N.
Assumption Id(Θ): For all (θ, θ′) ∈ Θ2,
(
fθ(Yt−1, . . . ) = fθ′(Yt−1, . . . ) a.s. for some t > k∗
)
⇒ θ = θ′.
Assumption Var(Θ): For all θ ∈ Θ and t > k∗, the components of the vector ∂fθ
∂θ
(Yt−1,...) are a.s. linearly
independent.
Also, we will assume in the sequel that the true parameter θ∗ belongs to
◦
Θ (the interior of Θ).
2.2 Examples
2.2.1 Linear Poisson autoregression
We consider an integer-valued time series (Yt)t∈Z satisfying for any t ∈ Z
Yt/Ft−1 ∼ Poisson(λt) with λt = φ0(θ∗) +
∑
k≥1
φk(θ
∗)Yt−k (8)
with θ∗ ∈ Θ ⊂ Rd, where the functions θ 7→ φk(θ) are positive, twice continuous differentiable such that∑
k≥1 ‖φk(θ)‖Θ < 1,
∑
k≥1 ‖φ′k(θ)‖Θ < ∞,
∑
k≥1 ‖φ′′k(θ)‖Θ < ∞ and inf
θ∈Θ
φ0(θ) > 0 (see also [10]). Thus
Assumptions Ai(Θ), i = 0, 1, 2 and D(Θ) hold. Moreover, if there exists a finite subset I ⊂ N − {0} such
that the function θ 7→ (φk(θ))k∈I is injective, then assumption Id(Θ) holds and the model (8) is identifiable.
Finally, assumption Var(Θ) holds if for any θ ∈ Θ, there exists d functions φk1 , · · · , φkd such that the matrix(∂φkj
∂θ
)
1≤j≤d
(computed at θ) has a full rank. This is the case in the classical useful situations, such as for
instance, the INGARCH(p, q) model below.
The classical Poisson INGARCH(p, q) (see [12] or [22]) is obtained with
λt = α
∗
0 +
p∑
k=1
α∗kλt−k +
q∑
k=1
β∗kYt−k; (9)
the true parameter θ∗ = (α∗0, α
∗
1, · · · , α∗p, β∗1 , · · · , β∗q ) ∈ Θ where Θ is a compact subset of (0,+∞)× [0,+∞)p+q
such that
∑p
k=1 αk +
∑q
k=1 βk < 1 for all θ = (α0, α1, · · · , αp, β1, · · · , βq) ∈ Θ. This model is a special case of
the model (8) since we can find a sequence of functions (ψk(θ))k≥0 such that λt = ψ0(θ∗0) +
∑
k≥1 ψk(θ
∗
0)Yt−k.
In the model (8), it is often holds that
λt =
φ0(θ∗0) +
∑
k≥1 φk(θ
∗
0)Yt−k for t ≤ k∗
φ0(θ
∗
1) +
∑
k≥1 φk(θ
∗
1)Yt−k for t > k
∗
(10)
with θ∗0 6= θ∗1 . There exists several references in the literature (see for instance Doukhan and Kengne [10],
Ahmad and Francq (2016)) that address the inference on θ∗0 based on the observations of the stationary process
(Yt)t≤k∗ . These results which are heavily based on the stationarity of the process cannot work for θ∗1 . Section
3 focusses on the estimation of θ∗1 based on the nonstationary process (Yt)t>k∗ .
6 Nonstationary time series of counts with application to change-point
2.2.2 Threshold Poisson autoregression
We consider a threshold Poisson autoregressive model defined by :
Yt/Ft−1 ∼ Poisson(λt) with λt = φ0(θ∗) +
∑
k≥1
(
φ+k (θ
∗) max(Yt−k − `, 0) + φ−k (θ∗) min(Yt−k, `)
)
(11)
where φ0(θ) > 0, φ
+
k (θ), φ
−
k (θ) ≥ 0 for all θ ∈ Θ and ` ∈ N. We can also write
λt = φ0(θ
∗) +
∑
k≥1
(
φ−k (θ
∗)Yt−k +
(
φ+k (θ
∗)− φ−k (θ∗)
)
max(Yt−k − `, 0)
)
.
This is an example of nonlinear model called an integer-valued threshold ARCH (or INTARCH) see [10]; see also
[14] for INTARCH(1) model. Such model is often used to capture piecewise phenomenon. ` is the threshold pa-
rameter of the model. If the functions θ 7→ φ+k (θ) and θ 7→ φ−k (θ) are twice continuously differentiable such that∑
k≥1 max
(‖φ+k (θ)‖Θ, ‖φ−k (θ)‖Θ) < 1, ∑k≥1 max (‖ ∂∂θφ+k (θ)‖Θ, ‖ ∂∂θφ−k (θ)‖Θ, ‖ ∂2∂θ2φ+k (θ)‖Θ, ‖ ∂2∂θ2φ−k (θ)‖Θ) <
∞, then Ai(Θ) i = 0, 1, 2 hold. Furthermore, Conditions on D(Θ), Id(Θ) and Var(Θ) are obtained as above.
3 Likelihood inference
We focus on the inference for the model (2); that is, we consider the process Y = (Yt)t∈Z satisfying
Yt|Ft−1 ∼ Poisson(λt) with λt = E(Yt|Ft−1) = fθ∗(Yt−1, Yt−2, · · · ) for all t > k∗. (12)
Assume that a trajectory (Yk∗+1, . . . , Yk∗+n) of the process (Yt)t>k∗ is observed. Without loss of generality,
for simplifying notation, we set k∗ = 0 in this section. The conditional (log)-likelihood (up to a constant)
computed on a segment T ⊂ {k∗ + 1, k∗ + 2, · · · } is given by
Ln(T, θ) =
∑
t∈T
(Yt log λt(θ)− λt(θ)) =
∑
t∈T
`t(θ) with `t(θ) = Yt log λt(θ)− λt(θ)
where λt(θ) = fθ(Yt−1, . . . ). In the sequel, we use the notation f tθ := fθ(Yt−1, . . .). An approximation of the
conditional (log)-likelihood is
L̂n(T, θ) =
∑
t∈T
(Yt log λ̂t(θ)− λ̂t(θ)) =
∑
t∈T
̂`
t(θ) with ̂`t(θ) = Yt log λ̂t(θ)− λ̂t(θ) (13)
where λ̂t(θ) := f̂
t
θ := fθ(Yt−1, . . . , Y1, 0, . . . ). The MLE of θ
∗ computed on T is defined by
θ̂(T ) = argmaxθ∈Θ(L̂n(T, θ)). (14)
For any k, k′ ∈ Z such as k ≤ k′, denote
Tk,k′ = {k, k + 1, . . . , k′}.
The following theorem establishes that the MLE of θ∗ based on the nonstationary process Y is consistent.
Theorem 3.1 Assume θ∗ ∈ Θ˚, D(Θ), Id(Θ), A0(Θ) and (7) hold with
α
(0)
j = O(j
−γ), for some γ > 3/2. (15)
Then, it holds that
θ̂(T1,n)
a.s.−−−−−→
n→+∞ θ
∗.
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To address the asymptotic normality, set
Σ˜ = E
( 1
f˜0θ∗
(
∂
∂θ
f˜0θ∗)(
∂
∂θ
f˜0θ∗)
′
)
(16)
where f˜ tθ is defined in (33) and
′ denotes the transpose. This matrix is symmetric and positive definite (see
[10]). According to the proof of Theorem 3.2, the matrix
Σ̂n =
( 1
n
n∑
t=1
1
f̂ tθ
( ∂
∂θ
f̂ tθ
)( ∂
∂θ
f̂ tθ
)′)∣∣∣
θ=θ̂(T1,n)
is a consistent estimator of Σ. The asymptotic normality of the MLE is displayed in the following theorem.
Theorem 3.2 Under the assumptions of Theorem 3.1 and Var(Θ) if Ai(Θ) i = 1, 2 hold with
α
(i)
j = O(j
−γ), for some γ > 3/2, (17)
then √
n(θ̂(T1,n)− θ∗) D−−−−−→
n→+∞ N (0, Σ˜
−1)
4 Sequential change-point detection
Let (X1, · · · , Xm) be the historical observations generated according to (6) with the parameter θ∗0 . We focus
on the online change-point detection in the model (5) and consider the following hypothesis testing :
H0: θ
∗
0 is constant over the observations Y1, · · · , Ym, Ym+1, · · · i.e. (Yt)t∈N satisfying (5) with θ∗0 = θ∗1 ;
H1 : the process (Yt)t∈N satisfying (5) with θ∗0 6= θ∗1 .
The MLE of θ∗0 , computed on the historical observations is defined by
θ̂(T1,m) = argmax
θ∈Θ
(L̂(T1,m, θ)). (18)
According to Section 3 (see also [10]), this estimator is consistent and asymptotically normal. The asymptotic
covariance matrix of θ̂(T1,m) is Σ
−1 with
Σ = E
( 1
f0θ∗0
(
∂
∂θ
f0θ∗0 )(
∂
∂θ
f0θ∗0 )
′
)
. (19)
Recall that, the fluctuation-type test proposed by Chu et al. [5] is based on the discrepancy between the
estimators of the model’s parameters. The classical idea of the fluctuation test is to evaluate at the monitoring
step m + k, the distance between θ̂(T1,m) and θ̂(T1,m+k) ; by expecting this will be large enough if a change
occurs at time m + k∗ (with k∗ < k). Such idea has been employed by Na et al. [21], Kengne [18], among
others. As pointed out by Bardet and Kengne [2], the recursive estimator θ̂(T1,m+k) heavily depends on the
historical data and the detection delay of such procedure may not be quite efficient.
We follow the ideas of Bardet and Kengne [2] and propose a procedure which is based on the detector :“Ck,` := √n k − `
k
∥∥Σ̂−1/2m (θ̂(T`,k)− θ̂(T1,m))∥∥
8 Nonstationary time series of counts with application to change-point
defined for any k > m and ` = n, · · · , k ; where
Σ̂m =
( 1
m
m∑
t=1
1
f̂ tθ
( ∂
∂θ
f̂ tθ
)( ∂
∂θ
f̂ tθ
)′)∣∣∣
θ=θ̂(T1,m)
;
is a consistent estimator of Σ (see Section 3 and also [10]). Σ̂m is also asymptotically symmetric and positive
definite, and the detector “Ck,` is well defined for m large enough.
To avoid some distortion in the computation of θ̂(T`,k) (when ` is close to k), we introduce a sequence of
integer numbers (vm)m∈N with vm << m and compute “Ck,` for ` ∈ {m− vm,m− vm + 1, · · · , k− vm}. Thus,
for any k > m denote
Πm,k := {m− vm,m− vm + 1, · · · , k − vm}.
For technical consideration, assume that,
vm →∞ and vm/
√
m→ 0 (m→∞).
Note that, for any ` ∈ Πm,k both θ̂(T`,k) and θ̂(T1,m) are estimator of θ∗0 if change does not occur at time
k > m, they are asymptotically close and the detector “Ck,` is not too large under H0.
Let T > 1 (T can be equal to infinity). The monitoring scheme rejects H0 at the first time k satisfying
m < k ≤ [Tm] + 1 and there exists ` ∈ Πm,k such that “Ck,` > c for a suitably chosen constant c > 0, where
[x] denotes the integer part of x.
To be more general, we will use a function b : (0,∞) 7→ (0,∞), called a boundary function satisfying:
Assumption B: b : (0,∞) 7→ (0,∞) is a non-increasing and continuous function such that Inf
0<t<∞
b(t) > 0.
Then the monitoring scheme rejects H0 at the first time k (with n < k ≤ [Tm] + 1) such that there exists
` ∈ Πm,k satisfying “Ck,` > b((k − `)/n). Hence, define the stopping time:
τ(m) := Inf
{
m < k < [Tm] + 1
/ ∃` ∈ Πm,k, “Ck,` > b((k − `)/m)}
= Inf
{
m < k < [Tm] + 1
/
max
`∈Πm,k
“Ck,`
b((k − `)/m) > 1
}
with the convention that Inf{∅} =∞. Therefore, we have
P{τ(m) <∞} = P
{
max
`∈Πm,k
“Ck,`
b((k − `)/m) > 1 for some k between m and [Tm] + 1
}
= P
{
sup
m<k<[Tm]+1
max
`∈Πm,k
“Ck,`
b((k − `)/m) > 1
}
. (20)
The challenge is to choose a suitable boundary function b(·) such that for some given α ∈ (0, 1),
lim
m→∞PH0{τ(m) <∞} = α
and
lim
m→∞PH1{τ(m) <∞} = 1
where the hypothesis H0 and H1 are formulated above.
In the case where b(·) is a constant positive value, b ≡ c with c > 0, these conditions lead to compute a
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threshold c = cα depending on α. If change is detected under H1 i.e. τ(m) < ∞ and τ(m) > k∗, then the
detection delay is defined by
d̂m = τ(m)− k∗. (21)
d̂m is used to assess the efficiency of the procedure to early detect changes in the model. The smaller is the
detection delay, the better is the efficiency under the alternative.
4.1 Asymptotic under the null hypothesis
Under H0, all the observations are generated from the model (6) according to the parameter θ
∗
0 . The following
theorem displays the asymptotic behavior under the null hypothesis of the detector “Cm,k for the open and
closed-end procedure.
Theorem 4.1 Assume D(Θ), Id(Θ), Var(Θ) and Ai(Θ) i = 0, 1, 2 hold with
α
(i)
j = O(j
−γ), for some γ > 3/2.
Under H0 with θ
∗
0 ∈ Θ˚, for the open-end (T =∞) and closed-end (T <∞) procedure it holds that
lim
m→∞P{τ(m) <∞} = P
{
sup
1<t≤T
sup
1<s<t
‖Wd(s)− sWd(1))‖
t b(s)
> 1
}
., (22)
where Wd is a d-dimensional standard Brownian motion.
Assume that b(s) = cb0(s) for some function b0 satisfying the assumption B, with c > 0. Thus, at a nominal
level α ∈ (0, 1), the monitoring procedure stops and rejects H0 at the first time k (with 1 < k ≤ [Tm] + 1 )
such that
max
`∈Πn,k
“Ck,`
b0((k − `)/n) > cα
where cα is the (1− α)-quantile of the distribution of sup1<t≤T sup1<s<t
‖Wd(s)− sWd(1))‖
t b0(s)
.
In Section 5, we will use the most ”natural” boundary function b(·) = c where c is a positive constant. In
this case, it follows directly from Theorem 4.1 that
lim
n→∞P{τ(n) <∞} = P{Ud,T > c}
where
Ud,T = sup
1<t≤T
sup
1<s<t
1
t
‖Wd(s)− sWd(1))‖. (23)
Proposition 4.1 of Bardet and Kengne [2] provides a way to compute the quantile of the distribution of Ud,T ,
from which the critical value of the test can be obtained.
4.2 Asymptotic under the alternative
Under the alternative, a change occurs at time k∗ > m and contrary to some recent works (for instance:
Franke et al. [14], Doukhan and Kengne [10], Kengne [18], Kirch and Tadjuidje Kamgaing [19], Diop and
Kengne [6], Kirch and Weber [20], · · · ), we do not set any additional assumption on the process after the
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change-point. Many recent works impose stationarity after the change-point. This assumption is too strong
for autoregressive process ; note that, in model (5) with t > k∗,
λt = fθ∗1 (Yt−1, Yt−2, · · · )
depends on θ∗1 and it is contaminated by observations which depends on θ
∗
0 . This shows that, stationarity
assumption on the observations after change-point is quite questionable; and that, nonstationary approach
seems to be suitable. The proof of the following theorem is heavily based on the result of Theorem 3.1. The
results below show that the proposed monitoring procedure is consistent under the alternative for both the
open-end and the closed-end methods.
Theorem 4.2 Assume D(Θ), Id(Θ), Var(Θ) and Ai(Θ) i = 0, 1, 2 hold with
α
(i)
j = O(j
−γ), for some γ > 3/2.
Under the alternative H1, if θ
∗
0 , θ
∗
1 ∈ Θ˚ and there exists T ∗ ∈ (1, T ) such that k∗ = [T ∗m], for the open-end
(T =∞) and closed-end (T <∞) procedure, then for km = k∗(m) +mδ with δ ∈ (1/2, 1), it holds that
max
`∈Πm,km
“Ckm,`
b((km − `)/m)
a.s.−→
n→∞
∞. (24)
The Corollary 4.1 follows immediately from Theorem 4.2.
Corollary 4.1 Under the assumptions of Theorem 4.2,
lim
n→∞P{τ(m) <∞} = 1.
Hence, it follows from Theorem 4.2 that with probability one, the change is asymptotically detected both for
open-end and closed-end (when T ∗ < T ) procedures and the detection delay d̂n can be bounded by OP (m1/2+ε)
for any ε > 0 (or even by OP
(√
m(logm)a
)
with a > 0 using the same kind of proof).
5 Some numerical results
In this section, we conduct a small simulation study and a real data example to display some empirical
performances of the proposed sequential change-point procedure. We focus on the closed-end procedure with
T = 1.5; that is, the historical available data are X1, · · · , Xm and the monitoring period is {m+ 1, · · · , 1.5m}.
In the sequel, the detector of the sequential procedure is computed with vm = m
δ for 2 ≤ δ ≤ 5/2. The
corresponding quantile of the distribution of Ud,T can be found in the Table 1 of Bardet and Kengne [2].
5.1 Sequential change-point detection in Poisson INGARCH
We consider a Poisson INGARCH(1,1)
Yt/Ft−1 ∼ Poisson(λt) with λt = α∗0 + α∗1λt−1 + β∗1Yt−1 (25)
where θ∗0 = (α
∗
0, α
∗
1, β
∗
1) denote the parameter of the model. For any k > m, denote
“Ck = max
`∈Πn,k
“Ck,`. For
n=1000, Figure 1 displays the statistics (“Ck)1001≤k≤1500 in a scenario without change a-) and a scenario with
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a change-point at k∗ = 1.25m = 1250 b-). Figure 1 a-) shows that the detector “Ck is under the horizontal line
that defined the critical region of the test; whereas in Figure 1 b-), the detector is under the horizontal before
change occurs, and increases with a high rate until exceed the critical value after the change-point. As pointed
out by Bardet and Kengne [2], such growth rate over a long period indicates that something is happening in
the model. We consider the model (25) with scenarios under H0 and H1 with break at k
∗ = 1.25m. Table 1
 a−) Ck  for Poisson INGARCH(1,1) without change
k 
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 b−) Ck  for Poisson INGARCH(1,1) with a break at k*=1250 
k
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Figure 1: A realization of the detector (“Ck)1001≤k≤1500 for a Poisson INGARCH(1, 1) with m = 1000. a-) The
parameter θ∗0 = (1, 0.2, 0.15) is constant; b-) the parameter θ
∗
0 = (1, 0.2, 0.15) changes to θ
∗
1 = (1, 0.2, 0.5) at
k∗ = 1250. The horizontal solid line represents the limit of the critical region, the vertical dotted line indicates
where the change occurs and the vertical solid line indicates the time where the sequential procedure detects
a break in the observations.
indicates the empirical levels and powers based on 100 replications for m = 200, 500, 1000. Some elementary
statistics of the empirical detection delay (defined at (21)) are summarized in Table 2.
The results of Table 1 displays some distortion in the empirical levels for the first scenario when n = 200
and the second scenario when n = 200, 500. But the empirical level decreases as n increases and for the three
cases, it is close to the nominal level for 1000. Also, empirical powers increase with n and approaching one
when n = 1000 for the three scenarios. These results are consistent with Theorem 4.1 and Corollary 4.1. In
Table 2, for example, when n = 200 with the break occurred at the time k∗ = 250, this break is detected on
average after a delay of 35, 33 and 28 respectively for these scenarios. One can see that, for two historical
sample sizes m1 and m2 with m1 < m2, the sequence d̂m2−
√
m2/m1d̂m1 decreases when m1 and m2 increases
and it is on average, close or less than 0 when m1 = 500 and m2 = 1000. This is in accordance with Theorem
4.2 where d̂m can be bounded by OP
(
m1/2+
)
for any  > 0.
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m = 200 m = 500 m = 1000
Empirical levels : θ∗0 = (1, 0.2, 0.15) 0.08 0.06 0.05
θ∗0 = (0.75, 0.5, 0.3) 0.09 0.07 0.06
θ∗0 = (2.5, 0, 0.35) 0.07 0.06 0.04
Empirical powers : θ∗0 = (1, 0.2, 0.15) ; θ
∗
1 = (1, 0.2, 0.5) 0.63 0.96 0.98
θ∗0 = (0.75, 0.5, 0.3); θ
∗
1 = (0.25, 0.5, 0.3) 0.60 0.92 0.97
θ∗0 = (2.5, 0, 0.35); θ
∗
1 = (4.5, 0.05, 0.6) 0.81 1 1
Table 1: Empirical levels and powers for sequential change-point detection in Poisson INGARCH(1, 1) model.
The empirical levels are computed when θ∗0 = (1, 0.2, 0.15), (0.75, 0.5, 0.3), (2.5, 0, 0.35) is constant (under
H0) and the empirical powers when θ
∗
0 = (1, 0.2, 0.15), (0.75, 0.5, 0.3), (2.5, 0, 0, 0.35) changes respectively to
θ∗1 = (1, 0.2, 0.5), (0.25, 0.5, 0.3), (4.5, 0.05, 0.6) (under the alternative) at k
∗ = 1.25m.
d̂n Mean SD Min Q1 Med Q3 Max
θ∗0 = (1, 0.2, 0.15) ; θ
∗
1 = (1, 0.2, 0.5) m = 200 ; k
∗ = 250 34.92 10.42 11 27 36 43 50
m = 500 ; k∗ = 625 59.96 21.94 17 45 61 72 119
m = 1000 ; k∗ = 1250 86.19 33.82 24 56 85 110 168
θ∗0 = (0.75, 0.5, 0.3 ; θ
∗
1 = (0.25, 0.5, 0.3) m = 200 ; k
∗ = 250 32.62 14.05 3 23 36 44 50
m = 500 ; k∗ = 625 71.82 20.17 13 59 80 87 98
m = 1000 ; k∗ = 1250 103.5 36.53 15 96 109 116 183
θ∗0 = (2.5, 0, 0.35); θ
∗
1 = (4.5, 0.05, 0.6) m = 200 ; k
∗ = 250 27.78 12.03 6 19 26 39 48
m = 500 ; k∗ = 625 55.38 24.01 5 34 56 77 91
m = 1000 ; k∗ = 1250 56.22 36.43 7 25 42 97 120
Table 2: Elementary statistics of the empirical detection delay for sequential change-point detection change in a Poisson
INGARCH(1,1).
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5.2 Real data example
We consider the daily number of trades in the stock of Technofirst listed in the NYSE Euronext group.
These data have been analyzed by Ahmad and Francq [1] with the PQMLE, and have concluded that the
INGARCH(1,3) is more appropriate. Diop and Kengne (2019) have applied the multiple change-point with
an INGARCH(1,1) representation based on the Poisson quasi-maximum likelihood estimator. We consider the
data from 04 January 2010 to 05 September 2011 (see Figure 2); there are 310 observations. For the data from
t = 1 to t = 230, Diop and Kengne [7] have showed that the INARCH(1) representation is more appropriate
and the INGARCH(1,1) representation has been used for t > 230. So, we applied the Poisson INGARCH(1,1)
model and consider the observations from t = 1 to t = 207 as the historical data. We carry out the sequential
procedure in the closed-end setting with T = 1.5; so, [T ×m] = 310. Therefore, the monitoring starts at the
time t = 208. The estimation of the parameter computed on the historical data is θ̂0 = (2.43, 2× 10−8, 0.35).
Daily number of trades in the stock Technofirst
Time
Nu
mb
er 
of 
tra
de
s
0 50 100 150 200 250 300
0
10
20
30
40
50
Figure 2: Daily number of trades in the stock of Technofirst from 04 January 2010 to 05 September 2011. The
solid line represents the break that has been detected by Diop and Kengne [7] from a retrospective procedure.
The dotted line indicates the stopping time of the sequential procedure proposed.
Figure 3 displays the realizations of the detector “Ck = max
`∈Πn,k
“Ck,`, with k = 208, · · · , 310. One can see that
the sequential procedure stops at time t = 237. In term of the detection delay, it appears that the procedure
works well for this real data example; in the sense that the sequential procedure stops 7 days after the break
time detected by Diop and Kengne [7].
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Ck  for the number of trades
k
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Figure 3: Realizations of the statistics (“Ck)208≤k≤310 for the daily number of trades in the stock of Technofirst
from 04 January 2010 to 05 September 2011 ; the historical data considered are the first 207 observations.
The horizontal solid line represents the limit of the critical region, the vertical dotted line represents the break
that has been detected by using the retrospective procedure of Diop and Kengne [7] and the vertical solid line
indicates the stopping time of the sequential procedure.
6 Concluding remarks
This work addresses the question of inference for nonstationary time series of counts. After a time k∗, the
process is a nonstationary Poisson autoregressive model with the conditional mean that depends on a parameter
θ∗. We carry out an approximation study between this process and the stationary regime; which allows us to
establish that the MLE of θ∗ computed with the nonstationary observations is consistent and asymptotically
normal. We thus provide a detailed proof of an issue that has been addressed by Doukhan and Kengne [10]
(see Remark 4.1). These results are very useful both in retrospective and in sequential change-point problem.
We perform an application to sequential change-point detection and propose a consistent procedure which the
detection delay can been bounded by OP
(
m1/2+
)
for any  > 0. Empirical studies show that the procedure
works well for simulated and real data example with satisfactory detection delay. An extension of this work is
the study of the inference for nonstationary model where the conditional distribution is different from Poisson,
and could be for instance negative binomial, binary, · · ·
7 Proofs of main results
Let (ψn)n and (rm)m be sequences of random variables or vectors. Throughout this section, we use the notation
ψm = oP (rm) to mean : for all ε > 0, P (‖ψm‖ ≥ ε‖rm‖)→ 0 as m→∞. Write ψm = OP (rm) to mean : for
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all ε > 0, there exists C > 0 such that P (‖ψm‖ ≥ C‖rm‖) ≤ ε for n large enough.
Proof of Proposition 2.1 We will prove that, for all r ∈ N, there exists Cr > 0 such that
EY rt ≤ Cr, ∀t ∈ Z. (26)
Recall that for all ` ≥ 1,
Yk∗+`|Fk∗+`−1 ∼ Poisson(λk∗+`) with λk∗+` = fθ∗(Yt−1, Yt−2, · · · ) = fk
∗+`
θ∗ .
According to assumption A0(Θ), we have for all ` ≥ 1,
fk
∗+`
θ∗ ≤ |fk
∗+`
θ∗ − fθ∗(0)|+ fθ∗(0) ≤
∑
j≥1
α
(0)
j Yk∗+`−j + fθ∗(0). (27)
In the sequel, we set α(0) =
∑
j≥1 α
(0)
j . If (26) holds for some r ∈ N, then we get from the Jensen’s inequality,
E
[(∑
j≥1
α
(0)
j Yk∗+`−j
)r]
= (α(0))rE
[(∑
j≥1
α
(0)
j
α
Yk∗+`−j
)r] ≤ (α(0))r−1∑
j≥1
α
(0)
j EY
r
k∗+`−j ≤ (α(0))rCr. (28)
Moreover, under (26), for some r ∈ N since Y st ≤ Y rt a.s. for any s ≤ r, we have EY st ≤ Cr for s ≤ r. Thus,
we can get Cs ≤ Cr for any s ≤ r. Therefore, for all ` ≥ 1,
E[(fk
∗+`
θ∗ )
r] ≤ E[(∑
j≥1
α
(0)
j Yk∗+`−j + fθ∗(0)
)r]
≤
r∑
s=0
Ç
r
s
å(
fθ∗1 (0)
)r−sE[(∑
j≥1
α
(0)
j Yk∗+`−j
)s]
≤
r∑
s=0
Ç
r
s
å(
fθ∗(0)
)r−s
(α(0))sCs
]
≤
r∑
s=0
Cr
Ç
r
s
å(
fθ∗(0)
)r−s
(α(0))s ≤ Cr
(
α(0) + fθ∗(0)
)r ≤ Cr,f (29)
with Cr,f = Cr
(
α(0) + fθ∗(0)
)r
.
Let us show by induction that for all r ∈ N, there exists Cr > 0 such that (26) holds. For r = 1, if C1 exists,
we will have EYt ≤ C1 for all t ≤ k∗; and according to (27), for all ` ≥ 1,
EYk∗+` = Efk
∗+`
θ∗1
≤
∑
j≥1
α
(0)
j EYk∗+`−j + fθ∗1 (0) ≤ α(0)C1 + fθ∗1 (0).
Hence, (26) holds with C1 = max(Cr,0,
1
1−α(0) fθ∗(0)). Assume (26) holds until r ∈ N. According to Lemma 1
of [13] (see also Lemma A.1. of [8]) and (29), for all ` ≥ 1,
EY r+1k∗+` = E
(
E(Y r+1k∗+`|Fk∗+`−1)
)
=
r+1∑
s=0
®
r + 1
s
´
E[(fk
∗+`
θ∗ )
s]
= E[(fk
∗+`
θ∗ )
r+1 +
r∑
s=0
®
r + 1
s
´
E[(fk
∗+`
θ∗ )
s]
≤ E[(fk∗+`θ∗ )r+1 +
r∑
s=0
®
r + 1
s
´
Cs,f (30)
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where for all n, k ∈ N0,
{
n
k
}
denotes the Stirling numbers of the second kind that satisfies the recurrence{
n
k
}
=
{
n−1
k−1
}
+ k
{
n−1
k
}
with
{
n
n
}
= 1 ∀n ∈ N0,
{
n
0
}
= 0 ∀n ∈ N and {nk} = 0 if k > n. Hence, if Cr+1 exists,
it must satisfy Cr+1 ≥ EY r+1t for all t ≤ k∗ ; and according to (27) and (28), we have
E[(fk
∗+`
θ∗ )
r+1] ≤ E[(∑
j≥1
α
(0)
j Yk∗+`−j + fθ∗(0)
)r+1]
≤
r+1∑
s=0
Ç
r + 1
s
å(
fθ∗(0)
)r−s+1E[(∑
j≥1
α
(0)
j Yk∗+`−j
)s]
≤ E[(∑
j≥1
α
(0)
j Yk∗+`−j
)r+1]
+
r∑
s=0
Ç
r + 1
s
å(
fθ∗(0)
)r−s+1E[(∑
j≥1
α
(0)
j Yk∗+`−j
)s]
≤ (α(0))r+1Cr+1 +
r∑
s=0
Ç
r + 1
s
å(
fθ∗(0)
)r−s+1
(α(0))sCs
≤ (α(0))r+1Cr+1 + Cr
r∑
s=0
Ç
r + 1
s
å(
fθ∗(0)
)r−s+1
(α(0))s
≤ (α(0))r+1Cr+1 + Cr
(
(α(0) + fθ∗(0))
r+1 − (α(0))r+1).
Hence, (30) gives
EY r+1k∗+` ≤ (α(0))r+1Cr+1 + Cr
(
(α(0) + fθ∗(0))
r+1 − (α(0))r+1)+ r∑
s=0
®
r + 1
s
´
Cs,f .
Thus, (26) holds with Cr+1 = max
(
Cr,0,
Cr
(
(α(0)+fθ∗ (0))
r+1−(α(0))r+1
)
+
∑r+1
s=0
{r+1s }Cs,f
1−(α(0))r+1
)
. This completes the
proof of the Proposition.
As stated in the Introduction, the following approximation study to the stationary regime plays a key role
in the proof Theorem 3.1 and 3.2.
Approximation with stationary solutions after breakpoint
Under the Lipschitz-type A0(Θ), there exists (see [8, 9]) a stationary solutions of the process after k
∗ ;
that is, there exists a stationary process Y˜ = (Y˜t)t∈Z with finite moment of any order, satisfying :
Y˜t|F˜t−1 ∼ Poisson(λ˜t) with λ˜t = fθ∗(Y˜t−1, Y˜t−2, · · · ) for t ∈ Z (31)
where F˜t = σ(Y˜s, s ≤ t) is the σ-field generated by the whole past of Y˜ .
For T ⊂ N, let us consider the conditional (log)-likelihood function (up to a constant) of this stationary regime
computed on T :
L˜(T, θ) =
∑
t∈T
(
Y˜t log λ˜t(θ)− λ˜t(θ)
)
=
∑
t∈T
˜`
t(θ) with ˜`t(θ) = Y˜t log λ˜t(θ)− λ˜t(θ) (32)
where λ˜t(θ) = fθ(Y˜t−1, . . . ) ; we will use the notation
f˜ tθ = fθ(Y˜t−1, . . .), for all t ∈ Z. (33)
The following lemma provides an approximation of the process (Yt)t>k∗ to the second stationary regime.
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Lemma 7.1 Consider the model (2) and assume that the conditions of Theorem 3.1 hold. There exists C > 0
such that for all ` ≥ 1,
E|Yk∗+` − Y˜k∗+`| ≤ C
(
inf
1≤p≤`
{
(α(0))`/p +
∑
k≥p
α
(0)
k
})
(34)
where α(0) =
∑
k≥1 α
(0)
k .
Proof. From the representation (4), we can write (see also Remark 4.1 of [10]),
Yk∗+` = Nk∗+`(λk∗+`) with λk∗+` = f
k∗+`
θ∗ = fθ∗(Yk∗+`−1, . . .)
and
Y˜k∗+` = Nk∗+`(λ˜k∗+`) with λ˜k∗+` = f
k∗+`
θ∗ = f˜θ∗(Y˜k∗+`−1, . . .).
Hence, we have
Yk∗+` = F (Yk∗+`−1, . . . ;Nk∗+`) and Y˜k∗+` = F (Y˜k∗+`−1, . . . ;Nk∗+`)
where
F (y1, y2, . . . ;Nk∗+`) = Nk∗+`(fθ∗(y1, y2, . . .)) for any yk ∈ N, k ≥ 1.
Therefore,
E|Yk∗+` − Y˜k∗+`| = E|F (Yk∗+`, . . . ;Nk∗+`)− F (Y˜k∗+`, . . . ;Nk∗+`)|
= E|Nk∗+`(fk
∗+`
θ∗ )−Nk∗+`(f˜k
∗+`
θ∗ )|
= E
[
E[|Nk∗+`(fk
∗+`
θ∗ )−Nk∗+`(f˜k
∗+`
θ∗ )| | Fk∗+`−1, F˜k∗+`−1]
]
= E|fk∗+`θ∗ − f˜k
∗+`
θ∗ |
= E|fθ∗(Yk∗+`−1, . . .)− fθ∗(Y˜k∗+`−1, . . .)|
≤
∑
k≥1
α
(0)
k E|Yk∗+`−k − Y˜k∗+`−k| (35)
where the third equality holds since |Nk∗+`(fk
∗+`
θ∗ )−Nk∗+`(f˜k
∗+`
θ∗ )| | Fk∗+`−1, F˜k∗+`−1 can also be considered
as a number of events Nt that occur in the time interval [0, |fk
∗+`
θ∗ − f˜k
∗+`
θ∗ |].
For all ` ∈ Z, set u` := E|Yk∗+` − Y˜k∗+`|. According to Proposition 2.1, we can find a constant C1 > 0
satisfying EYt ≤ C1 for all t ∈ Z. Hence, since the process Y˜ is stationary, we have for any ` ∈ Z, u` ≤
EYk∗+` + EY˜k∗+` ≤ C1 + EY˜0. Set C = C1 + EY˜0. Let us show by induction on ` that for any ` ∈ N,
u` ≤ C
(
inf
1≤p≤`
{
(α(0))`/p +
1
1− α(0)
∑
k≥p
α
(0)
k
})
. (36)
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For ` = 1, (36) holds according to (35). Assume that (36) holds until `. Let 1 ≤ p ≤ `+ 1. From (35), we have
u`+1 ≤
p−1∑
k=1
α
(0)
k u`−k+1 +
∑
k≥p
α
(0)
k u`−k+1
≤ C
p−1∑
k=1
α
(0)
k
(
(α(0))(`−k+1)/p +
1
1− α(0)
∑
i≥p
α
(0)
i
)
+ C
∑
k≥p
α
(0)
k (37)
≤ C
p−1∑
k=1
α
(0)
k (α
(0))(`−k+1)/p + C
α(0)
1− α(0)
∑
i≥p
α
(0)
i + C
∑
k≥p
α
(0)
k
≤ C(α(0))(`−(p−1)+1)/pα(0) + C 1
1− α(0)
∑
k≥p
α
(0)
k
≤ C
(
(α(0))(`+1)/p +
1
1− α(0)
∑
k≥p
α
(0)
k
)
Therefore (36) holds for `+ 1. Thus, (34) holds. Note that, in the inequality (37), we have applied
u`−k+1 ≤ C
(
(α(0))(`−k+1)/p +
1
1− α(0)
∑
i≥p
α
(0)
i
)
even when p ≥ `− k + 1. Indeed, we have in this case
u`−k+1 ≤ C
∑
i≥1
α
(0)
i ≤ Cα(0) ≤ C(α(0))(`−k+1)/p.
Proof of Theorem 3.1 Let us prove that
1
n
∥∥L̂(Tk∗+1,k∗+n, θ)− L˜(Tk∗+1,k∗+n, θ)∥∥Θ a.s.−→n→∞ 0. (38)
Indeed, consider the function L˜ : θ 7→ E˜`0(θ); where ˜`0 is defined in (32). From the proof of Theorem 3.1 of
[10], we have E
(
sup |˜`0(θ)|
θ∈Θ
)
<∞,
∥∥ 1
n
L˜
(
Tk∗+1,k∗+n, θ
)− L˜(θ)∥∥
Θ
a.s.−→
m→∞
0,
and that the function L˜ has a unique maximum at θ∗. If (38) holds, we will get∥∥ 1
n
L̂
(
Tk∗+1,k∗+n, θ
)− L˜(θ)∥∥
Θ
a.s.−→
m→∞
0;
and standard arguments can be used to conclude that θ̂(Tk∗+1,k∗+n)
a.s.−→
n→∞
θ∗. Thus, to complete the proof of
the Theorem, it suffices to prove (38).
In the sequel, C denotes a positive constant whom value may differ from an inequality to another. We have
1
n
∥∥L̂(Tk∗+1,k∗+n, θ)− L˜(Tk∗+1,k∗+n, θ)∥∥Θ ≤ 1n ∑
t∈Tk∗+1,k∗+n
‖l̂t(θ)− l˜t(θ)‖Θ
≤ 1
n
n∑
t=1
‖l̂k∗+t(θ)− l˜k∗+t(θ)‖Θ.
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Let 0 < r < 1. According to Kounias and Weng (1969), it suffices to show that∑
`≥1
(1
`
)rE[‖l̂k∗+`(θ)− l˜k∗+`(θ)‖rΘ] <∞. (39)
By using the inequality |a1b1 − a2b2| ≤ |a1||b1 − b2|+ |b2||a1 − a2| ∀a1, a2, b1, b2 ∈ R, we get for all ` ∈ N and
θ ∈ Θ,
|l̂k∗+`(θ)− l˜k∗+`(θ)| = |Yk∗+` log fk
∗+`
θ − fk
∗+`
θ − Y˜k∗+` log f˜k
∗+`
θ + f˜
k∗+`
θ |
≤ |Yk∗+` log fk
∗+`
θ − Y˜k∗+` log f˜k
∗+`
θ |+ |fk
∗+`
θ − f˜k
∗+`
θ |
≤ Yk∗+`| log fk
∗+`
θ − log f˜k
∗+`
θ |+ | log f˜k
∗+`
θ ||Yk∗+` − Y˜k∗+`|+ |fk
∗+`
θ − f˜k
∗+`
θ |
.
By applying the mean value theorem at the function x 7→ log x on [c,+∞[, we get | log fk∗+`θ − log f˜k
∗+`
θ | ≤
1
c |fk
∗+`
θ − f˜k
∗+`
θ |. Moreover, from the inequality | log x| ≤ |x− 1|,∀x ≥ 1, we have | log f˜k
∗+`
θ | = | log
f˜k
∗+`
θ
c +
log c| ≤ | f˜
k∗+`
θ
c − 1|+ | log c|. Hence,
‖l̂k∗+`(θ)− l˜k∗+`(θ)‖Θ ≤ C
(
1 + Yk∗+` + ‖f˜k
∗+`
θ ‖Θ
)(|Yk∗+` − Y˜k∗+`|+ ‖fk∗+`θ − f˜k∗+`θ ‖Θ),
and from the Ho¨lder’s inequality, we get
E‖l̂k∗+`(θ)− l˜k∗+`(θ)‖rΘ ≤ C
(
E
[
1 + Yk∗+` + ‖f˜k
∗+`
θ ‖Θ
] r
1−r
)1−r(E[|Yk∗+` − Y˜k∗+`|+ ‖fk∗+`θ − f˜k∗+`θ ‖Θ])r.
From Proposition 2.1, and arguments of its proof, for all s > 0, we can find a constant C > 0 such that
EY sk∗+` ≤ C and E‖f˜k
∗+`
θ ‖sΘ ≤ C. Therefore,
E‖l̂k∗+`(θ)− l˜k∗+`(θ)‖rΘ ≤ C
(
E|Yk∗+` − Y˜k∗+`|+ E‖fk
∗+`
θ − f˜k
∗+`
θ ‖Θ
)r
. (40)
According to assumption A0(Θ) and (34), we get
E‖fk∗+`θ − f˜k
∗+`
θ ‖Θ ≤
∑
j≥1
α
(0)
j E|Yk∗+`−j − Y˜k∗+`−j | ≤
`/2−1∑
j=1
α
(0)
j E|Yk∗+`−j − Y˜k∗+`−j |+ C
∑
j≥`/2
α
(0)
j
≤ C
`/2−1∑
j=1
α
(0)
j
(
inf
1≤p≤`−j
{
(α(0))(`−j)/p +
∑
i≥p
α
(0)
i
})
+ C
∑
j≥`/2
α
(0)
j
≤ C
(
inf
1≤p≤`/2
{
(α(0))`/(2p) +
∑
i≥p
α
(0)
i
}
+ C
∑
j≥`/2
α
(0)
j
)
.
Thus, (40) and (34) imply
E‖l̂k∗+`(θ)− l˜k∗+`(θ)‖rΘ ≤ C
(
inf
1≤p≤`
{
(α(0))`/p +
∑
j≥p
α
(0)
j
}
+ inf
1≤p≤`/2
{
(α(0))`/(2p) +
∑
j≥p
α
(0)
j
}
+
∑
j≥`/2
α
(0)
j
)r
≤ C
(
inf
1≤p≤`/2
{
(α(0))`/(2p) +
∑
j≥p
α
(0)
j
}
+
∑
j≥`/2
α
(0)
j
)r
≤ C
(
(α(0))`/(2p`) +
∑
j≥p`
α
(0)
j
)r
≤ C
(
(α(0))`/(2rp`) +
( ∑
j≥p`
α
(0)
j
)r)
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with p` = `/ log ` . Hence,∑
`≥1
(1
`
)rE[‖l̂k∗+`(θ)− l˜k∗+`(θ)‖rΘ] ≤ C∑
`≥1
(1
`
)r(
(α(0))`/(2rp`) +
( ∑
j≥p`
α
(0)
j
)r)
≤ C
∑
`≥1
1
`r
(α(0))
log `
2r + C
∑
`≥1
1
`r
( ∑
j≥`/ log `
α
(0)
j
)r
≤ C
∑
`≥1
1
`r−
logα(0)
2r
+ C
∑
`≥1
1
`r
( 1(
`
log `
)γ−1)r
≤ C
∑
`≥1
1
`r−
logα(0)
2r
+ C
∑
`≥1
(log `)r(γ−1)
`rγ
(41)
If logα(0) ≤ − 12 , then r− logα
(0)
2r > r+
1
4r and we can choose for instance r ∈ [3/4, 1) which ensures that each
of the sum on the right-hand side of (41) is finite (recall that, γ > 3/2 by assumption). On the other hand, if
logα(0) > − 12 , then 0 < 1 + 2 logα(0) < 1, and any r ∈ [max( 34 ,
1+
√
1+2 logα(0)
2 ) , 1) ensure that the sums on
the right-hand side of (41) are finite. Thus, one can find r ∈ (0, 1) such that (39) holds ; which achieves the
proof of (38) and completes the proof of the Theorem.
Proof of Theorem 3.2 For any 1 ≤ i ≤ d, from the Taylor expansion to the function ∂∂θi L̂n(Tk∗+1,k∗+n, θ),
there exists θn,i between θ̂(Tk∗+1,k∗+n) and θ
∗ such that
∂
∂θi
L̂n(Tk∗+1,k∗+n, θ̂(Tk∗+1,k∗+n)) =
∂
∂θi
L̂n(Tk∗+1,k∗+n, θ
∗)+
∂2
∂θ∂θi
L̂n(Tk∗+1,k∗+n, θn,i) · (θ̂(Tk∗+1,k∗+n)−θ∗).
Hence,
n“Gn · (θ̂(Tk∗+1,k∗+n)− θ∗) = ∂
∂θ
L̂n(Tk∗+1,k∗+n, θ
∗)− ∂
∂θ
L̂n(Tk∗+1,k∗+n, θ̂(Tk∗+1,k∗+n)), (42)
with “Gn = − 1
n
( ∂2
∂θ∂θi
L̂n(Tk∗+1,k∗+n, θn,i)
)
1≤i≤d
.
Since θ̂(Tk∗+1,k∗+n) −→
n→∞
θ∗ and θ∗ ∈ Θ˚, for n large enough, θ̂(Tk∗+1,k∗+n) ∈ Θ˚ and ∂∂θ L̂n(Tk∗+1,k∗+n, θ̂(Tk∗+1,k∗+n)) =
0. Therefor, (42) gives
n“Gn · (θ̂(Tk∗+1,k∗+n)− θ∗) = ∂
∂θ
L̂n(Tk∗+1,k∗+n, θ
∗). (43)
By going along similar lines as in proof of (38), we get
1
n
∥∥∥ ∂2
∂θ∂θ′
L̂
(
Tk∗+1,k∗+n, θ
)− ∂2
∂θ∂θ′
L˜
(
Tk∗+1,k∗+n, θ
)∥∥∥
Θ
a.s.−→
n→∞ 0; (44)
1
n
∥∥∥ n∑
t=1
1
f̂ tθ
( ∂
∂θ
f̂ tθ
)( ∂
∂θ
f̂ tθ
)′ − n∑
t=1
1
f˜ tθ
( ∂
∂θ
f˜ tθ
)( ∂
∂θ
f˜ tθ
)′∥∥∥
Θ
a.s.−→
n→∞ 0; (45)
E
( 1√
n
∥∥∥ ∂
∂θ
L̂
(
Tk∗+1,k∗+n, θ
)− ∂
∂θ
L˜
(
Tk∗+1,k∗+n, θ
)∥∥∥
Θ
)
a.s.−→
n→∞ 0; (46)
From Lemma 7.2 and the proof of Theorem 3.2 of [10], it follows that :
1
n
∥∥∥ ∂2
∂θ∂θ′
L˜
(
Tk∗+1,k∗+n, θ
)− E( ∂2
∂θ∂θ′
˜`
0(θ)
)∥∥∥
Θ
a.s.−→
n→∞ 0; (47)
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∥∥∥ n∑
t=1
1
f˜ tθ
( ∂
∂θ
f˜ tθ
)( ∂
∂θ
f˜ tθ
)′ − E( 1
f˜0θ
( ∂
∂θ
f˜0θ
)( ∂
∂θ
f˜0θ
)′)∥∥∥
Θ
a.s.−→
n→∞ 0; (48)
E
( 1
f˜0θ∗
( ∂
∂θ
f˜0θ∗
)( ∂
∂θ
f˜0θ∗
)′)
= −E
( ∂2
∂θ∂θ′
˜`
0(θ
∗)
)
= Σ˜; (49)
1√
n
∂
∂θ
L˜
(
Tk∗+1,k∗+n, θ
∗) = 1√
n
k∗+n∑
t=k∗+1
∂
∂θ
`t(θ
∗) D−−−−−→
n→+∞ N (0, Σ˜). (50)
According to Theorem 3.1, (44), (45), (47), (48) and (49), we get “Gn a.s.−→
n→∞ Σ˜ and also Σ̂n
a.s.−→
n→∞ Σ˜. Hence, for
n large enough, “Gn is invertible, therefore in addition to (43), (46) and (50) it holds that
√
n(θ̂(Tk∗+1,k∗+n)− θ∗) = 1√
n
“G−1n ∂∂θ L̂n(Tk∗+1,k∗+n, θ∗) = 1√n Σ˜−1 ∂∂θ L˜n(Tk∗+1,k∗+n, θ∗) + oP (1)
D−−−−−→
n→+∞ N (0, Σ˜
−1).
Let k > m and T1,m = {1, · · · ,m}, T`,k = {`, `+ 1, · · · , k} with ` ∈ Πm,k = {m− vm, vm + 1, · · · , k− vm},
define
Ck,` :=
√
m
k − `
k
∥∥Σ−1/2 · (θ̂(T`,k)− θ̂(T1,m))∥∥,
with θ̂ defined in (14).
Lemma 7.2 Under the assumptions of Theorem 4.1,
sup
k>m
max
`∈Πm,k
1
b((k − `)/m)
∣∣“Ck,` − Ck,`∣∣ = oP (1) as n→∞.
Proof. For any m ≥ 1, we have
sup
k>m
max
`∈Πm,k
1
b((k − `)/m)
∣∣“Ck,` − Ck,`∣∣ ≤ 1
infs>0 b(s)
sup
k>m
max
`∈Πm,k
∣∣“Ck,` − Ck,`∣∣.
Therefore, similar arguments as in the proof of Lemma 7.3 of [10] leads to conclusion.
Proof of Theorem 4.1
Recall that
P{τ(m) <∞} = P
{
sup
m<k≤[Tm]+1
max
`∈Πm,k
“Ck,`
b((k − `)/m) > 1
}
Hence, it suffices to show that
sup
m<k≤[Tm]+1
max
`∈Πm,k
1
b((k − `)/m)
“Ck,` D−−−−−→
m→+∞ sup1<t≤T
sup
1<s<t
‖Wd(s)− sWd(1))‖
t b(s)
. (51)
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According to Lemma 7.2, it is enough to show that
sup
m<k≤[Tm]+1
max
`∈Πm,k
1
b((k − `)/m)Ck,`
D−−−−−→
m→+∞ sup1<t≤T
sup
1<s<t
‖Wd(s)− sWd(1))‖
t b(s)
. (52)
Let k > m and ` ∈ Πm,k. From the proof of Theorem 4.1 of [10], it holds that, as m→∞
Σ(θ̂(T1,m)− θ∗0) =
1
m
∂
∂θ
Lm(T1m, θ
∗
0) + oP (
1√
m
) and Σ(θ̂(T`,k)− θ∗0) =
1
k − `
∂
∂θ
Lm(T`,k, θ
∗
0) + oP (
1√
k − ` ).
Therefore,
Σ(θ̂(T`,k)− θ̂(T1,m)) = 1
k − `
( ∂
∂θ
Lm(T`,k, θ
∗
0)−
k − `
m
∂
∂θ
Lm(T1,m, θ
∗
0)
)
+ oP (
1√
k − ` +
1√
m
).
This implies
Ck,` =
√
m
k
Σ−1/2
( ∂
∂θ
Lm(T`,k, θ
∗
0)−
k − `
m
∂
∂θ
Lm(T1,m, θ
∗
0)
)
+ oP (1).
Hence,
sup
m<k≤[Tm]+1
max
`∈Πm,k
1
b((k − `)/m)
∥∥∥Ck,` − √m
k
Σ−1/2
( ∂
∂θ
Lm(T`,k, θ
∗
0)−
k − `
m
∂
∂θ
Lm(T1,m, θ
∗
0)
)∥∥∥
≤ 1
infs>0 b(s)
sup
m<k≤[Tm]+1
max
`∈Πm,k
∥∥∥Ck,` − √m
k
Σ−1/2
( ∂
∂θ
Lm(T`,k, θ
∗
0)−
k − `
m
∂
∂θ
Lm(T1,m, θ
∗
0)
)∥∥∥ = oP (1).
Thus, to complete the proof of the theorem, we will prove that
sup
m<k≤[Tm]+1
max
`∈Πm,k
1
b((k − `)/m)
√
m
k
∥∥∥Σ−1/2( ∂
∂θ
Lm(T`,k, θ
∗
0)−
k − `
m
∂
∂θ
Lm(T1,m, θ
∗
0)
)∥∥∥
D−−−−−→
m→+∞ sup1<t≤T
sup
1<s<t
‖Wd(s)− sWd(1))‖
t b(s)
. (53)
Let k > m and ` ∈ Πm,k. We have
√
m
k
( ∂
∂θ
Lm(T`,k, θ
∗
0)−
k − `
m
∂
∂θ
Lm(T1,m, θ
∗
0)
)
= −m
k
1√
m
( k∑
i=`
∂li(θ
∗
0)
∂θ
− k − `
m
m∑
i=1
∂li(θ
∗
0)
∂θ
)
.
Let us consider the following cases.
(i) Closed-end procedure.
Let 1 < T < ∞. Define the set S := {(t, s) ∈ [1, T ] × [1, T ]/ s < t}. According to [10], (∂li(θ∗0)
∂θ
,Fi
)
i∈Z
is a stationary ergodic square integrable martingale difference sequence with covariance matrix Σ. By the
Crame´r-Wold device (see [3]), it holds that
1√
m
[mt]∑
i=[ms]
∂li(θ
∗
0)
∂θ
D(S)−→
m→∞ WΣ(t− s)
where
D(S)−→
m→∞ denotes the weak convergence on the Skorohod space D(S) and WΣ is a centered Gaussian process
such that E
(
WΣ(s),WΣ(τ)
′) = min(s, τ)Σ. Therefore
1√
m
( [mt]∑
i=[ms]
∂li(θ
∗
0)
∂θ
− [mt]− [ms]
m
m∑
i=1
∂li(θ
∗
0)
∂θ
) D(S)−→
m→∞ WΣ(t− s)− (t− s)BΣ(1);
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and
1√
m
Σ−1/2
( [mt]∑
i=[ms]
∂li(θ
∗
0)
∂θ
− [mt]− [ms]
m
m∑
i=1
∂li(θ
∗
0)
∂θ
) D(S)−→
m→∞ Wd(t− s)− (t− s)Bd(1);
Hence
sup
m<k<[mT ]+1
max
`∈Πm,k
1
b((k − `)/m)
√
m
k
∥∥∥Σ−1/2( ∂
∂θ
Lm(T`,k, θ
∗
0)−
k − `
n
∂
∂θ
Lm(T1,n, θ
∗
0)
)∥∥∥
D−−−−−→
m→+∞ sup1<t<T
sup
1<s<t
‖Wd(t− s)− (t− s)Wd(1)‖
t b(t− s)
D
= sup
1<t<T
sup
1<s<t
‖Wd(s)− sWd(1)‖
t b(s)
. (54)
(ii) Open-end procedure. We proceed as in proof of Lemma 6.3 of [2]. Thus, according to (53) and (i), it
suffices to show that the limit in distribution (as m,T →∞) of
sup
k>[Tm]
max
`∈Πm,k
1
b((k − `)/m)
√
m
k
∥∥∥Σ−1/2( ∂
∂θ
Lm(T`,k, θ
∗
0)−
k − `
m
∂
∂θ
Lm(T1,m, θ
∗
0)
)∥∥∥
exists and is equal to the limit in distribution (as T →∞) of
sup
t>T
sup
1<s<t
‖Wd(s)− sWd(1))‖
t b(s)
.
Let k > [mT ]. For some `k ∈ Πm,k, we have
max
`∈Πm,k
1
b((k − `)/m)
√
m
k
∥∥∥ ∂
∂θ
Lm(T`,k, θ
∗
0)
∥∥∥ = 1
b((k − `k)/m)
√
m
k
∥∥∥ k∑
i=`k
∂li(θ
∗
0)
∂θ
∥∥∥.
From the Ha´jek-Re´nyi-Chow inequality (see Chow (1960) [4]), we get
∀x > 0, lim
T→∞
lim sup
m→∞
P
(
sup
k>[Tm]
1
b((k − `k)/m)
√
m
k
∥∥∥ k∑
i=`k
∂li(θ
∗
0)
∂θ
∥∥∥ > x) = 0. (55)
Moreover, since the function b(·) is non-increasing, we have for any m,T > 1
sup
k>mT
max
`∈Πm,k
1
b((k − `)/m)
1
√
m
k
∥∥∥k − `
m
∂
∂θ
Lm(T1,m, θ
∗
0)
∥∥∥ = ∥∥∥ 1√
m
m∑
i=1
∂li(θ
∗
0)
∂θ
∥∥∥× sup
k>mT
max
`∈Πm,k
1
b((k − `)/m)
k − `
k
=
∥∥∥ 1√
m
m∑
i=1
∂li(θ
∗
0)
∂θ
∥∥∥× sup
k>mT
1
b((k − vm)/m)
k − vm
k
=
1
Inf
s>0
b(s)
∥∥∥ 1√
m
m∑
i=1
∂li(θ
∗
0)
∂θ
∥∥∥
D−−−−−→
m→+∞
1
Inf
s>0
b(s)
‖WΣ(1)‖, (56)
where the latter convergence holds from the Crame`r-Wold device and the central limit theorem applied to the
martingale difference sequence
(∂li(θ∗0)
∂θ
,Fi
)
i∈Z. According to (55) and (56), it follows that
sup
k>mT
max
`∈Πm,k
1
b((k − `)/m)
1
√
n
k
∥∥∥Σ−1/2( ∂
∂θ
Lm(T`,k, θ
∗
0)−
k − `
m
∂
∂θ
Lm(T1,m, θ
∗
0)
)∥∥∥ D−−−−−→
m→+∞
1
Inf
s>0
b(s)
‖Wd(1)‖.
(57)
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On the other hand, form the proof of Lemma 6.3 of [2], we get
sup
t>T
sup
1<s<t
‖WΣ(s)− sWΣ(1)‖
t b(s)
D−−−−−→
m→+∞
1
Inf
s>0
b(s)
‖WΣ(1)‖.
This implies
sup
t>T
sup
1<s<t
‖Wd(s)− sWd(1)‖
t b(s)
D−−−−−→
m→+∞
1
Inf
s>0
b(s)
‖Wd(1)‖. (58)
(57) and (58) complete the proof in the case of the open-end procedure.
Proof of Theorem 4.2 In the sequel, C denotes a positive constant whom value may differ from an
inequality to another.
Denote km = k
∗ + mδ for δ ∈ (1/2, 1). For m large enough, we have m ≤ km ≤ [Tm] + 1 for both open-end
and closed-end procedure; moreover, vn << n
δ and k∗ ∈ Πm,km . Hence, according to assumption B, we can
find a constant C > 0 such that
max
`∈Πm,km
“Ckm,`
b((km − `)/m) = max`∈Πm,km
1
b((km − `)/m)
√
m
km − `
km
∥∥Σ̂−1/2m (θ̂(T`,km)− θ̂(T1,m))∥∥
≥ 1
b((km − k∗)/m)
√
m
km − k∗
km
∥∥Σ̂−1/2m (θ̂(Tk∗,km)− θ̂(T1,m))∥∥
≥ C√m m
δ
[T ∗m] +mδ
∥∥Σ̂−1/2m (θ̂(Tk∗,km)− θ̂(T1,m))∥∥
≥ C mδ−1/2∥∥Σ̂−1/2m (θ̂(Tk∗,km)− θ̂(T1,m))∥∥. (59)
From [10], we get Σ̂
−1/2
m
a.s.−→
m→∞
Σ−1/2 and θ̂(T1,m)
a.s.−→
m→∞
θ∗0 . Moreover, from Theorem 3.1, θ̂(Tk∗,km)
a.s.−→
m→∞
θ∗1 .
Thus, since Σ is symmetric positive definite, θ∗0 6= θ∗1 and δ > 1/2, (59) implies
max
`∈Πm,km
“Ckm,`
b((km − `)/m)
a.s.−→
m→∞
∞.
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