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Abstract
The issue of technological unemployment receives perennial popular attention. Although
there are previous empirical investigations that have focused on the relationship between innova-
tion and employment, the originality of our approach lies in our choice of method. We focus on
four 2-digit manufacturing industries that are known for their high patenting activity. We then
use Principal Components Analysis to generate a firm- and year-specific ‘innovativeness’ index
by extracting the common variance in a firm’s patenting and R&D expenditure histories. To
begin with, we explore the heterogeneity of firms by using semi-parametric quantile regression.
Whilst some firms may reduce employment levels after innovating, others increase employment.
We then move on to a weighted least squares (WLS) analysis, which explicitly takes into account
the different job-creating potential of firms of different sizes. As a result, we focus on the effect
of innovation on total number of jobs, whereas previous studies have focused on the effect of
innovation on firm behavior. Indeed, previous studies have typically taken the firm as the unit of
analysis, implicitly weighting each firm equally according to the principle of ‘one firm equals one
observation’. Our results suggest that firm-level innovative activity leads to employment creation
that may have been underestimated in previous studies.
L’innovation des entreprises et croissance de l’emploi
Re´sume´: Nous pre´sentons une analyse de la relation entre l’innovation et l’emploi dont l’originalite´ repose sur la
me´thodologie statistique. Nous nous concentrons sur quatre industries manufacturie`res qui ont une forte propen-
sion a` de´poser des brevets. Ensuite, nous utilisons l’analyse en composantes principales pour e´laborer une indice
d’innovation. Dans un premier temps, nous explorons l’he´te´roge´ne´ite´ des firmes en appliquant la re´gression par
quantiles. Alors que l’innovation peut entraˆıner dans quelques entreprises des re´ductions d’emplois, dans d’autres,
elle est a` l’origine d’une augmentation des emplois. Nous proce´dons a` une analyse par les moindres carre´s ponde´re´s
(‘weighted least squares’, WLS) qui prend en compte les diffe´rentes capacite´s de cre´ation d’emploi d’entreprises
de tailles varie´es. Nous nous concentrons donc bien sur l’effet de l’innovation sur le nombre total d’emplois, alors
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que les e´tudes pre´ce´dentes se sont attache´es a` l’effet de l’innovation sur le comportement des entreprises. Nos
re´sultats sugge`rent que la contribution de l’innovation sur la cre´ation d’emplois a e´te´ sous-estime´e dans les e´tudes
ante´rieures.
JEL codes: L25, O33, J01
Keywords: Technological Unemployment, Innovation, Firm Growth, Weighted Least
Squares, Aggregation, Quantile Regression
Mots cle´s: Choˆmage technologique, Innovation, Croissance des firmes, Weighted Least
Squares, Aggre´gation, Re´gression par quantile
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1 Introduction
Whilst firm-level innnovation can be expected to have a positive influence on the growth of
a firm’s sales, the overall effect on employment growth is a priori ambiguous. Innovation is
often associated with increases in productivity that lower the amount of labour required for the
production of goods and services. In this way, an innovating firm may change the composition
of its productive resources, to the profit of machines and at the expense of employment. As
a result, the general public has often expressed concern that technological progress may bring
about the ‘end of work’ by replacing men with machines. Economists, on the other hand, are
usually more optimistic.
To begin with, theoretical discussions have found it useful to decompose innovation into
product and process innovation. Product innovations are often associated with employment
gain, because the new products create new demand (although it is possible that they might
replace existing products). Process innovations, on the other hand, often increase productiv-
ity by reducing the labour requirement in manufacturing processes (e.g. via the introduction
of robots (Fleck, 1984)). Thus, process innovations are often suspected of bringing about
‘technological unemployment’. The issue becomes even more complicated, however, when we
consider that there are not only direct effects of innovation on employment, but also a great
many indirect effects operating through various ‘substitution channels’. For example, the
introduction of a labour-saving production process may lead to an immediate and localized
reduction in employees inside the plant (the ‘direct effect’), but it may lead to positive employ-
ment changes elsewhere in the economy via an increased demand for new machines, a decrease
in prices, and increase in incomes, an increase in new investments, or a decrease in wages (for
an introduction to the various ‘substitution channels’, see Spiezia and Vivarelli, 2000). As
a result, the overall effect of innovation on employment needs to be investigated empirically.
Although Van Reenen recently lamented the “dearth of microeconometric studies on the effect
of innovation on employment” (Van Reenen, 1997: 256), the situation has improved over the
last decade.
Research into technological unemployment has been undertaken in different ways and at
various levels of aggregation. The results emerging from different studies are far from harmo-
nious though – “[e]mpirical work on the effect of innovations on employment growth yields
very mixed results” (Niefert 2005:9). Doms et al. (1995) analyse survey data on US man-
ufacturing establishments, and observe that the use of advanced manufacturing technology
(which would correspond to process innovation) has a positive effect on employment. At the
firm-level of analysis, Hall (1987) observes that employment growth is related positively and
significantly to R&D intensity in the case of large US manufacturing firms. Similarly, Green-
halgh et al. (2001) observe that R&D intensity and also the number of patent publications
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have a positive effect on employment for British firms. Nevertheless, Evangelista and Savona
(2003) observe a negative overall effect of innovation on employment in the Italian services
sector. When the distinction is made between product and process innovation, the former is
usually linked to employment creation whereas the consequences of the latter are not as clear-
cut. Evidence presented in Brouwer et al. (1993) reveals a small positive employment effect
of product-related R&D although the combined effect of innovation is imprecisely defined.
Relatedly, work by Van Reenen (1997) on listed UK manufacturing firms and Smolny (1998)
for West German manufacturing firms shows a positive effect on employment for product in-
novations. Smolny also finds a positive employment effect of process innovations, whereas Van
Reenen’s analysis yields insignificant results. Harrison et al. (2005) consider the relationship
between innovation and employment growth in four European countries (France, Italy, the
UK and Germany) using data for 1998 and 2000 on firms in the manufacturing and services
industries. Whilst product innovations are consistently associated with employment growth,
process innovation appears to have a negative effect on employment, although the authors ac-
knowledge that this latter result may be attenuated (or even reversed) through compensation
effects. To summarize, therefore, we can consider that product innovations generally have a
positive impact on employment, whilst the role of process innovations is more ambiguous (Hall
et al., 2006).
We must emphasize, however, that investigations at the level of the firm do not allow us to
infer the aggregated and cumulative effect of innovation on ‘total jobs’ – this is because datasets
are composed of firms of different sizes which need to be weighted accordingly. Previous
research in this area, however, has implicitly given equal weights to firms, by treating each
firm as one ‘observation’ in a larger database. These studies can shed light on the effect of
innovation on employment decisions in the ‘average firm’, but they do not yield conclusions
on the total employment effects of innovation, for society as a whole.1
We have strong theoretical motivations for suspecting that the relationship between inno-
vation and employment is not invariant over the firm size distribution. For example, it may
be the case that larger firms are more prone to introduce labour-saving process innovations,
whereas smaller firms are often associated with product innovations. In this way, innovation
in larger firms may be associated with job destruction whereas the innovative activity of small
firms would be associated with job creation. On the other hand, smaller firms have less re-
strictive hiring-and-firing regulations, and so innovation may lead to reductions in employment
that are more frequent in smaller firms than in their larger counterparts. Although there may
be a relationship between the size of a firm and the employment effects of innovation, however,
1Note however that Evangelista and Savona (2002) estimate the effect of firm-level innovation on total
employment by attributing observation-specific weights to firms. Nonetheless, their analysis is rather limited
because their employment growth variable is a qualitative survey response instead of a quantitative growth
rate.
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we consider the sign and magnitude to be an empirical question. Our empirical framework
enables us to evaluate the effect of innovation on total employment by attributing weights to
firms of different sizes.
“Linking more explicitly the evidence on the patterns of innovation with what is known
about firms growth and other aspects of corporate performance – both at the empirical and
at the theoretical level – is a hard but urgent challenge for future research” (Cefis and Ors-
enigo, 2001:1157). We are now in a position to rise to this challenge. In Section 2 we discuss
the methodology, focusing in particular on the shortcomings of using either patent counts
or R&D figures individually as proxies for innovativeness. We describe how we use Princi-
pal Component Analysis to extract a synthetic ‘innovativeness’ index from patent and R&D
data. Section 3 describes how we matched the Compustat database to the NBER innovation
database, and we describe how we created our synthetic ‘innovativeness’ index. Indeed, we
have made efforts to obtain the best possible observations for firm-level innovative activity.
Whilst our database does not allow any formal distinction between ‘product’ and ‘process’
innovation, however, we do not consider this to be a fatal caveat for the purposes of this
investigation. Section 4 contains the semi-parametric quantile regression analysis, where we
can observe how the influence of innovation on employment change varies across the condi-
tional growth rate distribution. We then move on to the parametric analysis in Section 5. In
particular, we compare the estimates obtained from conventional regressions (OLS and FE)
with those obtained from weighted least squares (WLS). We observe that WLS estimation
consistently yields a slightly more positive (although never statistically significant) estimate
than other techniques, which suggests that previous studies may have underestimated the
total employment gains from innovation. Section 6 concludes.
2 Methodology – How can we measure innovativeness?
Activities related to innovation within a company can include research and development;
acquisition of machinery, equipment and other external technology; industrial design; and
training and marketing linked to technological advances. These are not necessarily identified
as such in company accounts, so quantification of related costs is one of the main difficulties
encountered during the innovation studies. Each of the above mentioned activities has some
effect on the growth of the firm, but the singular and cumulative effect of each of these activities
is hard to quantify. Data on innovation per se has thus been hard to find (Van Reenen, 1997).
Also, some sectors innovative extensively, some don’t innovative in a tractable manner, and
the same is the case with organizational innovations, which are hard to quantify in terms
of impact on the overall growth of the firms. However, we believe that no firm can survive
without at least some degree of innovation.
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We use two indicators for innovation in a firm: first, the patents applied for by a firm
and second, the amount of R&D undertaken. Cohen et al. (2000) suggest that no industry
relies exclusively on patents, yet the authors go on to suggest that the patents may add
sufficient value at the margin when used with other appropriation mechanisms. Although
patent data has drawbacks, patent statistics provide unique information for the analysis of
the process of technical change (Griliches, 1990). We can use patent data to access the patterns
of innovation activity across fields (or sectors) and nations. The number of patents can be
used as an indicator of inventive as well as innovative activity, but it has its limitations. One
of the major disadvantage of patents as an indicator is that not all inventions and innovations
are patented (or indeed ‘patentable’). Some companies – including a number of smaller firms
– tend to find the process of patenting expensive or too slow and implement alternative
measures such as secrecy or copyright to protect their innovations (Archibugi, 1992; Arundel
and Kabla, 1998). Another bias in the study using patenting can arise from the fact that
not all patented inventions become innovations. The actual economic value of patents is
highly skewed, and most of the value is concentrated in a very small percentage of the total
(OECD, 1994). Furthermore, another caveat of using patent data is that we may underestimate
innovation occuring in large firms, because these typically have a lower propensity to patent
(Dosi, 1988). The reason we use patent data in our study is that, despite the problems
mentioned above, patents would reflect the continuous developments within technology. We
complement the patent data with R&D data. R&D can be considered as an input into the
production of inventions, and patents as outputs of the inventive process. R&D data may
lead us to systematically underestimate the amount of innovation in smaller firms, however,
because these often innovate on a more informal basis outside of the R&D lab (Dosi, 1988).
For some of the analysis we consider the R&D stock and also the patent stock, since the past
investments in R&D as well as the past applications of patents have an impact not only on
the future values of R&D and patents, but also on firm growth. Hall (2004) suggests that the
past history of R&D spending is a good indicator of the firms technological position.
Taken individually, each of these indicators for firm-level innovativeness has its drawbacks.
Each indicator on its own provides useful information on a firm’s innovativeness, but also id-
iosyncratic variance that may be unrelated to a firm’s innovativeness. One particular feature
pointed out by Griliches (1990) is that, although patent data and R&D data are often chosen
to individually represent the same phenomenon, there exists a major statistical discrepancy
in that there is typically a great randomness in patent series, whereas R&D values are much
more smoothed. Figure 1 shows that the variable of interest (i.e. ∆K – additions to econom-
ically valuable knowledge) is measured with noise if one takes either innovative input (such
as R&D expenditure or R&D employment) or innovative output (such as patent statistics).
In order to remove this noise, one needs to collect information on both innovative input and
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Figure 1: The Knowledge ‘Production Function’: A Simplified Path Analysis Diagram (based
on Griliches 1990:1671)
output, and to extract the common variance whilst discarding the idiosyncratic variance of
each individual proxy that includes noise, measurement error, and specific variation. In this
study, we believe we have obtained useful data on a firm’s innovativeness by considering both
innovative input and innovative output simultaneously in a synthetic variable.2 Principal
Component Analysis (PCA) is appropriate here as it allows us here to summarize the infor-
mation provided by several indicators of innovativeness into a composite index, by extracting
the common variance from correlated variables whilst separating it from the specific and error
variance associated with each individual variable (Hair et al., 1998). We are not the only ones
to apply PCA to studies into firm-level innovation however – this technique has also been used
by Lanjouw and Schankerman (2004) to develop a composite index of ‘patent quality’ using
multiple characteristics of patents (such as the number of citations, patent family size and
patent claims).
Another criticism of previous studies is that they have lumped together firms from all man-
ufacturing sectors – even though innovation regimes (and indeed appropriability regimes) vary
dramatically across industries. In this study, we focus on specific 2-digit sectors that have been
hand-picked according to their intensive patenting and R&D activity. However, even within
2Following Griliches (1990), we consider here that patent counts can be used as a measure of innovative
output, although this is not entirely uncontroversial. Patents have a highly skew value distribution and many
patents are practically worthless. As a result, patent numbers have limitations as a measure of innovative
output – some authors would even prefer to consider raw patent counts to be indicators of innovative input.
7
these sectors, there is significant heterogeneity between firms, and using standard regression
techniques to make inferences about the average firm may mask important phenomena. Us-
ing quantile regression techniques, we investigate the relationship between innovativeness and
growth at a range of points of the conditional growth rate distribution. We observe three
types of relationship between innovation and employment. First, most firms do not experi-
ence much employment change in any given year, and what little change they have appears to
be largely idiosyncratic and not strongly related to innovative activity. Second, for those firms
that grow the fastest, we observe that innovation seems to be strongly positively associated
with increases in employment. Third, for those firms that are rapidly shedding workers, this is
strongly associated with innovative activity. We note that this heterogeneity of the response
of employment change to innovation cannot be detected if we focus on conventional regression
estimators that estimate ‘the average effect for the average firm’.
We only consider certain specific sectors, and not the whole of manufacturing. This way we
are not affected by aggregation effects; we are grouping together firms that can plausibly be
compared to each other. We are particularly interested in looking at the growth of firms clas-
sified under ‘complex’ technology classes. We base our classification of firms on the typology
put forward by Hall (2004) and Cohen et al. (2000). The authors define ‘complex product’3
industries as those industries where each product relies on many patents held by a number of
other firms and the ‘discrete product’ industries as those industries where each product relies
on only a few patents and where the importance of patents for appropriability has tradition-
ally been higher.4 We chose four sectors that can be classified under the ‘complex products’
class. The two digit SIC codes that match the ‘complex technology’ sectors are 35, 36, 37,
and 38.5 By choosing these sectors that are characterised by high patenting and high R&D
expenditure, we hope that we will be able to get the best possible quantitative observations
for firm-level innovation.
3During our discussion, we will use the terms ‘products’ and ‘technology’ interchangeably to indicate gen-
erally the same idea.
4It would have been interesting to include ‘discrete technology’ sectors in our study, but unfortunately we
did not have a comparable number of observations for these sectors. This remains a challenge for future work.
5The ‘complex technology’ sectors that we consider are SIC 35 (industrial and commercial machinery and
computer equipment), SIC 36 (electronic and other electrical equipment and components, except computer
equipment), SIC 37 (transportation equipment) and SIC 38 (measuring, analyzing and controlling instruments;
photographic, medical and optical goods; watches and clocks).
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3 Database description
3.1 Database
We create an original database by matching the NBER patent database with the Compustat
file database, and this section is devoted to describing the creation of the sample which we
will use in our analysis.
The patent data has been obtained from the NBER database (Hall et al., 2001b), and we
have used the updates available on Bronwyn Hall’s website6 to obtain data until 2002. The
NBER database comprises detailed information on almost 3 416 957 U.S. utility patents in the
USPTO’s TAF database granted during the period 1963 to December 2002 and all citations
made to these patents between 1975 and 2002. A firm’s patenting history is analysed over
the whole period represented by the NBER patent database. The initial sample of firms was
obtained from the Compustat7 database for the aforementioned sectors comprising ‘complex
product’ sectors. These firms were then matched with the firm data files from the NBER
patent database and we found all the firms8 that have patents. The final sample thus contains
both patenters and non-patenters.
The NBER database has patent data for over 60 years and the Compustat database has
firms’ financial data for over 50 years, giving us a rather rich information set. As Van Reenen
(1997) mentions, the development of longitudinal databases of technologies and firms is a
major task for those seriously concerned with the dynamic effect of innovation on firm growth.
Hence, having developed this longitudinal dataset, we feel that we will be able to thoroughly
investigate whether innovation drives sales growth at the firm-level.
Table 1 shows some descriptive statistics of the sample before and after cleaning. Initially
using the Compustat database, we obtain a total of 4274 firms which belong to the SICs 35-38
6See http://elsa.berkeley.edu/∼bhhall/bhdata.html
7Compustat has the largest set of fundamental and market data representing 90% of the world’s market
capitalization. Use of this database could indicate that we have oversampled the Fortune 500 firms. Being
included in the Compustat database means that the number of shareholders in the firm was large enough for the
firm to command sufficient investor interest to be followed by Standard and Poor’s Compustat, which basically
means that the firm is required to file 10-Ks to the Securities and Exchange Commission on a regular basis.
It does not necessarily mean that the firm has gone through an IPO. Most of them are listed on NASDAQ or
the NYSE.
8The patent ownership information (obtained from the above mentioned sources) reflects ownership at the
time of patent grant and does not include subsequent changes in ownership. Also attempts have been made
to combine data based on subsidiary relationships. However, where possible, spelling variations and variations
based on name changes have been merged into a single name. While every effort is made to accurately identify
all organizational entities and report data by a single organizational name, achievement of a totally clean record
is not expected, particularly in view of the many variations which may occur in corporate identifications. Also,
the NBER database does not cumulatively assign the patents obtained by the subsudiaries to the parents, and
we have taken this limitation into account and have subsequently tried to cumulate the patents obtained by
the subsidiaries towards the patent count of the parent. Thus we have attempted to create an original database
that gives complete firm-level patent information.
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Table 1: Summary statistics before and after data-cleaning (SIC’s 35-38 only)
sample before cleaning sample used
n=4274 firms n=1920 firms
mean std. dev. mean std. dev.
Total Sales 1028.156 6775.733 1178.169 7046.354
Patent applications 6.387029 45.35137 9.267999 56.86579
R&D expenditure 58.6939 363.402 57.06897 351.7708
Total Employees 8.5980 40.1245 10.21704 46.0217
Table 2: Firm size distribution in SIC35-38, 1963-1998
No. of Employees SIC 35 SIC 36 SIC 37 SIC 38
≤250 Mean 0.104332 0.112787 0.101951 0.095604
Std. Dev 0.069861 0.06795 0.071023 0.070228
obs 2570 3196 266 3667
> 250 & ≤500 Mean 0.371858 0.36585 0.375686 0.36347
Std. Dev 0.071885 0.071307 0.075044 0.069809
obs 969 1347 204 879
> 500 & ≤5000 Mean 1.802632 1.684009 2.091483 1.641482
Std. Dev 1.187339 1.109291 1.174895 1.094161
obs 3317 2941 937 2018
> 5000 Mean 33.91514 43.34083 91.30289 25.02034
Std. Dev 50.19058 64.77395 165.8062 28.9475
obs 1729 1322 1312 935
Note: employee numbers given in thousands.
and this sample consists of both innovating and non-innovating firms. These firms were then
matched to the NBER database. After this initial match, we further matched the year-wise
firm data to the year-wise patents applied by the respective firms (in the case of innovating
firms) and finally, we excluded firms that had less than 7 consecutive years of good data.
Thus, we have an unbalanced panel of 1920 firms belonging to 4 different sectors. Since we
intend to take into account sectoral effects of innovation, we will proceed on a sector by sector
basis, to have (ideally) 4 comparable results for 4 different sectors.
3.2 Summary statistics and the ‘innovativeness’ index
Table 2 provides some insights into the firm size distribution for each of the four sectors. We
can observe a certain degree of heterogeneity between the sectors, with SIC 37 (Transportation
equipment) containing relatively large proportion of large firms.
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Figure 2: Number of patents per year. SIC 35: Machinery & Computer Equipment, SIC
36: Electric/Electronic Equipment, SIC 37: Transportation Equipment, SIC 38: Measuring
Instruments.
Figure 2 shows the number of patents per year in our final database. For some of the
sectors there appears to be a strong structural break at the beginning of the 1980s which
may well be due to changes in patent regulations (see Hall (2004) for a discussion). Table 3
presents the firm-wise distribution of patents, which is noticeably right-skewed. We find that
46% of the firms in our sample have no patents. Thus the intersection of the two datasets gave
us 1028 patenting firms who had taken out at least one patent between 1963 and 1998, and
892 firms that had no patents during this period. The total number of patents taken out by
this group over the entire period was 317 116, where the entire period for the NBER database
represented years 1963 to 2002, and we have used 274 964 of these patents in our analysis
i.e. representing about 87% of the total patents ever taken out at the US Patent Office by the
firms in our sample. Though the NBER database provides the data on patents applied for
from 1963 till 2002, it contains information only on the granted patents and hence we might
see some bias towards the firms that have applied in the end period covered by the database
due the lags faced between application and the grant of the patents. Hence to avoid this
truncation bias (on the right) we consider the patents only till 1997 so as to allow for a 5-year
gap between application and grant of the patent.9 Concerning R&D, 1867 of the 1920 firms
9The gap between application and grant of a patent has been referred to by many authors, among others
Bloom and Van Reenen (2002) who mention a lag of two years between application and grant, and Hall
et al. (2001a) who state that 95% of the patents that are eventually granted are granted within 3 years of
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Table 3: The Distribution of Firms by Total Patents, 1963-1998 (SIC’s 35-38 only)
0 or more 1 or more 10 or more 25 or more 100 or more 250 or more 1000 or more
Firms 1920 1028 641 435 195 119 53
Table 4: Contemporaneous rank correlations between Patents and R&D expenditure
SIC 35 SIC 36 SIC 37 SIC 38
ρ 0.4277 0.4560 0.4326 0.4591
p-value 0.0000 0.0000 0.0000 0.0000
Obs. 8533 8751 2696 7475
report positive R&D expenditure.
Table 4 shows that patent numbers are well correlated with (deflated) R&D expenditure,
albeit without controlling for firm size. To take this into account, we take employees as a
measure of firm size and scale down the R&D and patents measures.10 Table 5 reports the
rank correlations between firm-level patent intensity and R&D intensity. For each of the
sectors we observe positive and highly significant rank correlations, which nonetheless take
values lower than 0.25. These results would thus appear to be consistent with the idea that,
even within industries, patent and R&D statistics do contain large amounts of idiosyncratic
variance and that either of these variables taken individually would be a rather noisy proxy
for ‘innovativeness’.11 Indeed, as discussed in Section 2, these two variables are quite different
not only in terms of statistical properties (patent statistics are much more skewed and less
persistent than R&D statistics) but also in terms of economic significance. However, they
both yield valuable information on firm-level innovativeness.
application. However, we allow for a five-year gap here because it has been suggested that this gap has become
longer in recent years.
10We also investigate the robustness of our results by scaling down a firm’s R&D and patents by its sales
instead of its employees, and obtain similar results. For a brief discussion, see the Appendix (Section A).
11Further evidence of the discrepancies between patent statistics and R&D statistics is presented in the
regression results in Tables 5 and 6 of Coad and Rao (2006a).
Table 5: Contemporaneous rank correlations between ‘patent intensity’ (patents/employees)
and ‘R&D intensity’ (R&D/employees)
SIC 35 SIC 36 SIC 37 SIC 38
ρ 0.1631 0.2321 0.2248 0.1990
p-value 0.0000 0.0000 0.0000 0.0000
Obs. 7906 8119 2505 6935
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Table 6: Extracting the ‘innovativeness’ index used for the quantile regressions - Principal
Component Analysis results (first component only, unrotated)
SIC 35 SIC 36 SIC 37 SIC 38
R&D / Employees 0.4189 0.3934 0.4136 0.4146
Patents / Employees 0.3734 0.3983 0.3806 0.3953
R&D stock / Employees (δ=15%) 0.4399 0.4106 0.4208 0.3994
Pat. stock / Employees (δ=15%) 0.3845 0.4161 0.4027 0.4147
R&D stock / Employees (δ=30%) 0.4394 0.4125 0.4248 0.4074
Pat. stock / Employees (δ=30%) 0.3882 0.4181 0.4054 0.4175
Propn Variance explained 0.5297 0.6913 0.5040 0.8338
No. Obs. 7271 7477 2323 6394
Our synthetic ‘innovativeness’ index is created by extracting the common variance from
a series of related variables: both patent intensity and R&D intensity at time t, and also
the actualized stocks of patents and R&D. These stock variables are calculated using the
conventional amortizement rate of 15%, and also at the rate of 30% since we suspect that the
15% rate may be too low (Hall and Oriani, 2006). Information on the factor loadings is shown
in Table 6. We consider that the summary ‘innovativeness’ variable is a satisfactory indicator
of firm-level innovativeness in all the sectors under analysis because it loads reasonably well
with the stock variables and explains between 50% to 83% of the total variance. Our composite
variable has worked well in previous studies (e.g. Coad and Rao 2006a,b,c) and in this study
we find that it works reasonably well. Nevertheless, we check the robustness of our results in
the Appendix (Section B) by taking either a firm’s R&D stock or its patent stock as alternative
indicators of ‘innovativeness’.
An advantage of this composite index is that a lot of information on a firm’s innovative
activity can be summarized into one variable (this will be especially useful in the following
graphs). A disadvantage is that the units have no ready interpretation (unlike ‘one patent’
or ‘$1 million of R&D expenditure’). In this study, however, we are less concerned with the
quantitative point estimates than with the qualitative variation in the importance of innovation
over the conditional growth rate distribution (i.e. the ‘shape’ of the graphs).
4 Semi-parametric analysis
In this section we use semi-parametric quantile regression techniques to explore the hetero-
geneity between firms with regards to their innovation and employment behavior. We begin
with an introduction to quantile regression before presenting the results.
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Figure 3: The (annual) employment growth rates distribution for our four two-digit sectors.
4.1 An Introduction to Quantile Regression
Standard least squares regression techniques provide summary point estimates that calculate
the average effect of the independent variables on the ‘average firm’. However, this focus on
the average firm may hide important features of the underlying relationship. As Mosteller
and Tukey explain in an oft-cited passage: “What the regression curve does is give a grand
summary for the averages of the distributions corresponding to the set of x’s. We could go
further and compute several regression curves corresponding to the various percentage points
of the distributions and thus get a more complete picture of the set. Ordinarily this is not
done, and so regression often gives a rather incomplete picture. Just as the mean gives an
incomplete picture of a single distribution, so the regression curve gives a correspondingly
incomplete picture for a set of distributions” (Mosteller and Tukey, 1977:266). Quantile re-
gression techniques can therefore help us obtain a more complete picture of the underlying
relationship between innovation and employment growth.
In our case, estimation of linear models by quantile regression may be preferable to the
usual regression methods for a number of reasons. First of all, we know that the standard
least-squares assumption of normally distributed errors does not hold for our database because
growth rates follow an exponential rather than a Gaussian distribution. The heavy-tailed
nature of the growth rates distribution is illustrated in Figure 3 (see also Stanley et al. (1996)
and Bottazzi and Secchi (2003) for the growth rates distribution of Compustat firms). Whilst
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the optimal properties of standard regression estimators are not robust to modest departures
from normality, quantile regression results are characteristically robust to outliers and heavy-
tailed distributions. In fact, the quantile regression solution βˆθ is invariant to outliers of the
dependent variable that tend to ± ∞ (Buchinsky, 1994). Another advantage is that, while
conventional regressions focus on the mean, quantile regressions are able to describe the entire
conditional distribution of the dependent variable. In the context of this study, high growth
firms are of interest in their own right, we don’t want to dismiss them as outliers, but on the
contrary we believe it would be worthwhile to study them in detail. This can be done by
calculating coefficient estimates at various quantiles of the conditional distribution. Finally,
a quantile regression approach avoids the restrictive assumption that the error terms are
identically distributed at all points of the conditional distribution. Relaxing this assumption
allows us to acknowledge firm heterogeneity and consider the possibility that estimated slope
parameters vary at different quantiles of the conditional growth rate distribution.
The quantile regression model, first introduced in Koenker and Bassett’s (1978) seminal
contribution, can be written as:
yit = x
′
itβθ + uθit with Quantθ(yit|xit) = x′itβθ (1)
where yit is the dependent variable, x is a vector of regressors, β is the vector of parameters
to be estimated, and u is a vector of residuals. Qθ(yit|xit) denotes the θth conditional quantile
of yit given xit. The θ
th regression quantile, 0 < θ < 1, solves the following problem:
min
β
1
n
{ ∑
i,t:yit≥x′itβ
θ|yit − x′itβ|+
∑
i,t:yit<x′itβ
(1− θ)|yit − x′itβ|
}
= min
β
1
n
n∑
i=1
ρθuθit (2)
where ρθ(.), which is known as the ‘check function’, is defined as:
ρθ(uθit) =
{
θuθit if uθit ≥ 0
(θ − 1)uθit if uθit < 0
}
(3)
Equation (2) is then solved by linear programming methods. As one increases θ con-
tinuously from 0 to 1, one traces the entire conditional distribution of y, conditional on x
(Buchinsky, 1998). More on quantile regression techniques can be found in the surveys by
Buchinsky (1998) and Koenker and Hallock (2001); for some applications see the special issue
of Empirical Economics (Vol. 26 (3), 2001).
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Figure 4: Variation in the coefficient on ‘innovativeness’ (i.e. β1 in Equation (4)) over the
conditional quantiles. Confidence intervals extend to 2 standard errors in either direction.
Horizontal lines represent OLS estimates with 95% confidence intervals. SIC 35: Machinery
& Computer Equipment (top-left), SIC 36: Electric/Electronic Equipment (top-right), SIC
37: Transportation Equipment (bottom-left), SIC 38: Measuring Instruments (bottom-right).
Graphs made using the ‘grqreg’ Stata module (Azevedo, 2004).
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4.2 Quantile regression results
We now apply quantile regression to estimate the following linear regression model:
GROWTHi,t = α+ β1INNi,t−1 + β2CONTROLi,t−1 + yt + i,t (4)
where INN is the ‘innovativeness’ variable for firm i at time t. CONTROL includes all
of the control variables that may potentially influence a firm’s employment growth;12 namely,
lagged growth, lagged size and 3-digit industry dummies. We also control for common macroe-
conomic shocks by including year dummies (yt).
The regression results for each of the four 2-digit sectors can be seen in Figure 4 (see also
Table 7). We observe considerable variation in the regression coefficient over the conditional
quantiles. At the upper quantiles, the coefficient is observed to increase. This means that
innovation has a strong positive impact on employment for those firms that have the fastest
employment growth. At the lower quantiles, however, the coefficient on our ‘innovativeness’
variable often becomes negative (although not statistically significant), which indicates that
innovation is associated with job destruction for those firms that are losing the most jobs.
To sum up, it may be useful to distinguish between three groups of firms. First of all,
the ‘average firm’ stays at roughly the same size. Such firms do not change their employment
levels by much, and furthermore innovation seems to have little effect on their employment
decisions. This is indicated by the fact that the coefficient on ‘innovativeness’ is close to
zero at the median quantile. The second group consists of those fast-growing firms that
are experiencing the largest increases in employment. For these firms, innovation has a strong
positive effect on employment. The third group contains firms that are losing the most jobs. In
this case, increases in firm-level innovative activity are associated with subsequent reductions
in employment. This could be due to two effects, however. On the one hand, it could be
due to innovation leading to a reduction in the required labour inputs (this effect is the bona
fide ‘technological unemployment’ argument). On the other hand, it could be because some
firms are unsuccessful in their attempts at innovation. This is the ‘tried and failed’ category
of innovators described in Freel (2000) and discussed in Coad and Rao (2006b). We suspect
that both of these effects are present for this third group of firms.
In the Appendix (Section B), we check the robustness of our results by using alternative
(cruder) measures of firm-level innovation. These measures are 3-year R&D and patent stocks,
depreciated at the conventional rate of 15%. As expected, these two variables taken on their
own are less clear-cut than our preferred composite ‘innovativeness’ variable. Broadly speak-
ing, however, the results from this exercise appear to support our main results presented in
this section.
12For a survey of firm growth, see Coad (2007).
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We have thus observed that in some cases innovation is associated with employment cre-
ation whilst in other cases it is associated with job destruction. It is of interest to see if these
two categories are correlated with a firm’s size. For example, we could suspect that the latter
category corresponds to the largest firms who are more likely to introduce process innovations.
Previous studies have not been able to test this hypothesis because they implicitly attribute
equal weights to firms of different sizes. We argue that this approach is flawed, however, given
that larger firms have a greater impact on the absolute number of jobs, because of their large
size. We investigate this issue in the next section.
5 Parametric analysis
We begin this section with a brief introduction to the weighted least squares estimator, and
then apply it to our dataset.
5.1 An Introduction to Weighted Least Squares
“As Mosteller and Tukey (1977, p346) suggested, the action of assigning “different
weights to different observations, either for objective reasons or as a matter of
judgement” in order to recognize “some observations as ‘better’ or ‘stronger’ than
others” has an extensive history.”
Willett and Singer (1988:236)
Consider the regression equation:
yi = βxi + i (5)
The OLS regression solution seeks to minimize the sum of the squared residuals, i.e.:
min Q =
n∑
i=1
(yi − βxi)2 ≡
n∑
i=1
(i)
2 (6)
Implicit in the basic OLS solution is that the observations are treated as equally impor-
tant, being given equal weights. Weighted Least Squares, however, attributes weights wi to
specific observations that determine how much each observation influences the final parameter
estimates:
min Q =
n∑
i=1
wi(yi − βxi)2 (7)
It follows that WLS estimators are functions of the weights wi.
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Although WLS can be used in situations where observations are attributed different levels
of ‘importance’, it is most often used for dealing with heteroskedasticity. In the context of
this study, the weight wi corresponds to the firm’s size, measured in terms of employees.
5.2 Regression results
We estimate equation (4) using conventional estimators such as OLS and the Fixed-Effect
estimator, as well as the Weighted Least Squares estimator: the results are presented in
Table 7.
The main feature of the regression results is that the coefficients obtained from the standard
OLS and fixed-effect (FE) estimators are positive (though not always significant) for each of
the four sectors. Furthermore, we observe that the R2 coefficients are rather low, always lower
than 7%. The standard interpretation of these results would be that, if anything, innovation
seems to be positively associated with subsequent employment growth. However, our preferred
interpretation of these results is informed by the quantile regression analysis presented in
the preceding section. We observed that, for the fast-growing firms, innovation is positively
associated with employment, whilst increases in innovation may also be associated with job
destruction for those firms shedding the most jobs. This heterogeneity is indeed masked by
standard regression techniques that focus on ‘the average effect for the average firm’.
We also observe that the WLS coefficient estimates are in most cases higher than the
results obtained by either OLS or FE. This evidence hints that innovation in large firms is
more likely to be associated with employment creation than innovation in small firms. This
is an interesting finding given that larger firms have a greater potential for large increases
in the absolute number of new jobs. In addition, this result is perhaps surprising given that
large firms are usually associated with process innovations (see for example Klepper, 1996)
and process innovations, in turn, are usually classified as labour-saving.
6 Conclusion
Our main results are twofold.
Our first main result emerges when we apply semi-parametric quantile regressions to ex-
plore the relationship between innovation and employment growth. We observe three cate-
gories of firms. First, most firms do not grow by much, and what little they do grow seems
to be unrelated to innovation. Second, those firms that experience rapid employment growth
owe a large amount of this to their previous attempts at innovation. Third, for those firms
that are shedding the most jobs, increases in innovative activity seem to be associated with
job destruction. The distinction between these three categories is effectively masked whenever
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Table 7: Regression estimation of equation (4). Quantile regression estimates obtained using
1000 bootstrap replications.
Quantile regression OLS FE WLS
10% 25% 50% 75% 90%
SIC 35
β1 -0.0124 -0.0003 0.0111 0.0196 0.0392 0.0114 0.0195 0.0261
Std. Error 0.0082 0.0043 0.0035 0.0046 0.0124 0.0035 0.0057 0.0086
t-stat -1.51 -0.06 3.11 4.24 3.16 3.23 3.42 3.03
R2 within 0.0424
R2 between 0.0001
R2 overall 0.0723 0.0582 0.0479 0.0735 0.0894 0.0599 0.0273 0.1989
obs (groups) 601
obs 6682 6682 6682 6682 6682 6682 6682 6682
SIC 36
β1 0.002 0.0052 0.0067 0.0179 0.0255 0.0103 0.0153 0.0282
Std. Error 0.0063 0.002 0.0024 0.004 0.0044 0.0024 0.0056 0.0057
t-stat 0.32 2.58 2.8 4.5 5.73 4.29 2.75 4.96
R2 within 0.043
R2 between 0.0005
R2 overall 0.0429 0.041 0.0361 0.0487 0.048 0.0479 0.018 0.1427
obs (groups) 614
obs 6891 6891 6891 6891 6891 6891 6891 6891
SIC 37
β1 -0.0017 0.0024 0.0038 0.0096 0.0179 0.0043 0.0149 0.0149
Std. Error 0.0176 0.0031 0.0026 0.0035 0.0114 0.005 0.008 0.0056
t-stat -0.1 0.75 1.47 2.72 1.56 0.85 1.86 2.67
R2 within 0.0548
R2 between 0.0048
R2 overall 0.1036 0.0787 0.065 0.0617 0.0716 0.0685 0.0261 0.2417
obs (groups) 178
obs 2154 2154 2154 2154 2154 2154 2154 2154
SIC 38
β1 -0.0011 -0.0008 0.0125 0.041 0.0688 0.0073 0.0136 0.0044
Std. Error 0.011 0.0058 0.0086 0.0099 0.0191 0.0074 0.0107 0.0068
t-stat -0.1 -0.14 1.45 4.13 3.6 0.99 1.27 0.65
R2 within 0.0329
R2 between 0.0884
R2 overall 0.0459 0.0288 0.028 0.0507 0.065 0.0284 0.0049 0.1247
obs (groups) 527
obs 5870 5870 5870 5870 5870 5870 5870 5870
Note: The fact that the WLS R2 is higher than the OLS or FE R2 may simply be a spurious
statistical result (Willett and Singer, 1988).
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conventional parametric regressions are used, because these latter focus on ‘the average effect
for the average firm’ and are relatively insensitive to heterogeneity between firms.
Our second main result is observed when we investigate whether the relationship be-
tween innovation and employment varies with firm size. Our previous observations on the
heterogeneity of firm behavior vis-a`-vis innovation and employment effectively fuelled such
suspicions. Our results indicate that, if anything, innovative activity in large firms is more
positively associated with employment growth than innovative activity undertaken by their
smaller counterparts.
We should mention the limitations of our results that are brought on by the specificities
of our dataset. In the US, the labour market is more fluid than in other countries, and this
may reduce the generality of our results. Furthermore, we focus only on high-tech manu-
facturing sectors. Although this particular sectoral focus allows us to get relatively accurate
measures of firm-level innovation, it reduces the scope of our analysis. It may be the case
that the relationship between innovation and unemployment is different for other sectors of
the economy.
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Appendices
A Scaling down according to firm size
There are at least two ways of scaling down indicators of innovative activity according to
firm size (Small and Swann, 1993). The first, and perhaps most common, way is to use a
firm’s sales as an indicator of its size. The second involves scaling down according to a firm’s
employment.
Our analysis in this paper uses the second approach, which some authors have nonetheless
identified as the preferable method.13 However, we also investigate the robustness of our
analysis by scaling down according to total sales. Table 8 contains the corresponding results
for the generation of our composite ‘innovativeness’ indicator. We observe that this indicator
does not appear to perform as well when we scale down innovative activity by a firm’s total
sales (compare the results here with those in Coad and Rao (2006b,c)). We nonetheless pursue
the analysis using this indicator, and we obtain similar results (see Table 9).
B Alternative measures of innovative activity
In this section we verify the robustness of the quantile regression results presented in Section 4
by using simpler and cruder measures of firm-level innovative activity.
We now estimate the following linear regression model:
GROWTHi,t = α+γ1INNOVi,t−1+β2GROWTHi,t−1+β3SIZEi,t−1+β4INDi,t+yt+i,t (8)
where INNOVi,t−1 refers to either a firm’s 3-year stock of R&D intensity (i.e. R&D / Sales)
or patent intensity (Patents / Sales); the conventional depreciation rate of 15% has been used
for both of these variables. The results are presented in Figures 5 and 6. Broadly speaking,
these results offer support to our earlier analysis. In general, we observe that the coefficient
is close to zero at the median quantile. The coefficient decreases at the very lowest quantiles,
often taking on a negative coefficient. In contrast, the coefficient becomes increasingly positive
at the upper quantiles.
13Scherer (1965) discusses the possibility of scale measurement errors entering into various firm-level data.
Although he is unable to verify the hierarchy of these errors, he speculates that the measurement problems
are likely to be larger for assets followed by sales and (to a lesser extent) employment (Scherer 1965: 259).
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Table 8: Extracting the ‘innovativeness’ index used for the quantile regressions – Principal
Component Analysis results (first component only, unrotated)
SIC 35 SIC 36 SIC 37 SIC 38
R&D / Sales 0.1631 0.1351 0.3076 0.0302
Patents / Sales 0.2669 0.1239 0.4294 0.1614
R&D stock / Sales (δ=15%) 0.4628 0.4945 0.3530 0.4645
Pat. stock / Sales (δ=15%) 0.4840 0.4958 0.4830 0.5199
R&D stock / Sales (δ=30%) 0.4659 0.4888 0.3540 0.4653
Pat. stock / Sales (δ=30%) 0.4865 0.4870 0.4877 0.5200
Propn Variance explained 0.5031 0.6155 0.4752 0.3762
No. Obs. 7858 8079 2559 6940
Figure 5: Variation in the coefficient on a firm’s 3-year R&D stock (i.e. γ1 in Equation (8)) over
the conditional quantiles. Confidence intervals extend to 2 standard errors in either direction.
Horizontal lines represent OLS estimates with 95% confidence intervals. SIC 35: Machinery
& Computer Equipment (top-left), SIC 36: Electric/Electronic Equipment (top-right), SIC
37: Transportation Equipment (bottom-left), SIC 38: Measuring Instruments (bottom-right).
Graphs made using the ‘grqreg’ Stata module (Azevedo, 2004).
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Table 9: Regression estimation of equation (4). Note that the quantile regression SEs have
not been bootstrapped here.
quantile regression OLS FE WLS
10% 25% 50% 75% 90%
SIC 35
β1 -0.03868 -0.00390 0.00225 0.00114 0.01109 -0.00127 0.00276 0.02374
Std. Error 0.00154 0.00142 0.00066 0.00066 0.00145 0.00346 0.00494 0.01522
t-stat -25.10 -2.74 3.40 1.71 7.64 -0.37 0.56 1.56
R2 within 0.0401
R2 between 0.0006
R2 overall 0.06880 0.05350 0.04020 0.06060 0.07350 0.05360 0.02260 0.16560
obs (groups) 661
obs 7273 7273 7273 7273 7273 7273 7273 7273
SIC 36
β1 -0.01129 -0.00984 -0.00063 0.01048 0.01895 -0.00240 -0.00235 0.02051
Std. Error 0.00178 0.00091 0.00049 0.00085 0.00123 0.00276 0.00279 0.01403
t-stat -6.33 -10.84 -1.29 12.28 15.45 -0.87 -0.84 1.46
R2 within 0.0352
R2 between 0.0050
R2 overall 0.04190 0.0368 0.0332 0.0436 0.0400 0.0408 0.0135 0.1333
obs (groups) 614
obs 7495 7495 7495 7495 7495 7495 7495 7495
SIC 37
β1 0.00479 0.00148 0.00304 0.00673 0.02609 0.00658 0.00362 0.02215
Std. Error 0.00376 0.00129 0.00118 0.00165 0.00269 0.00379 0.00490 0.01533
t-stat 1.28 1.14 2.57 4.06 9.72 1.74 0.74 1.44
R2 within 0.0588
R2 between 0.0046
R2 overall 0.0841 0.0750 0.0594 0.0529 0.0661 0.0659 0.0233 0.2213
obs (groups) 178
obs 2389 2389 2389 2389 2389 2389 2389 2389
SIC 38
β1 0.00038 -0.00128 0.00540 0.00347 0.00121 0.00173 0.00164 0.00174
Std. Error 0.00110 0.00061 0.00063 0.00117 0.00122 0.00268 0.00333 0.00276
t-stat 0.35 -2.11 8.52 2.97 0.99 0.64 0.49 0.63
R2 within 0.0261
R2 between 0.0502
R2 overall 0.04030 0.02570 0.02560 0.03900 0.03940 0.02510 0.00610 0.11840
obs (groups) 527
obs 6421 6421 6421 6421 6421 6421 6421 6421
Note: The fact that the WLS R2 is higher than the OLS or FE R2 may simply be a spurious
statistical result (Willett and Singer, 1988).
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Figure 6: Variation in the coefficient on a firm’s 3-year patent stock (i.e. γ1 in Equation (8))
over the conditional quantiles. Confidence intervals extend to 2 standard errors in either direc-
tion. Horizontal lines represent OLS estimates with 95% confidence intervals. SIC 35: Machin-
ery & Computer Equipment (top-left), SIC 36: Electric/Electronic Equipment (top-right), SIC
37: Transportation Equipment (bottom-left), SIC 38: Measuring Instruments (bottom-right).
Graphs made using the ‘grqreg’ Stata module (Azevedo, 2004).
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