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Abstract: The use of Candecomp to fit scalar products in the context of Indscal is
based on the assumption that, due to the symmetry of the data matrices involved, two
components matrices will become equal when Candecomp converges. Bennani Dosse
and Ten Berge (2008) have shown that, in the single component case, the assumption
can only be violated at saddle points in the case of Gramian matrices. This paper again
considers Candecomp applied to symmetric matrices, but with an orthonormality con-
straint on the components. This constrained version of Candecomp, when applied to
symmetric matrices, has long been known under the acronym Indort. When the data
matrices are positive definite, or have become positive semidefinite due to double
centering, and the saliences are nonnegative – by chance or by constraint –, the com-
ponent matrices resulting from Indort are shown to be equal. Because Indort is also
free from so-called degeneracy problems, it is a highly attractive alternative to Can-
decomp in the present context. We also consider a well-known successive approach
to the orthogonally constrained Indscal problem and we compare, from simulated and
real data sets, its results with those given by the simultaneous (Indort) approach.
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1. Introduction
Carroll and Chang (1970) developed Candecomp as a method to min-
imize the residual sum of squares in a scalar products fitting problem derived
from Indscal. Specifically, given m symmetric p × p matrices S1, . . . ,Sm,





where X is a p × r matrix of components, Di is a diagonal r × r matrix
of saliences, with elements of row i of D in the diagonal, i = 1, . . . ,m,
and ‖ · ‖ denotes the trace norm. Because direct minimization of g seems





They assumed that, at the minimum, the symmetry of the slicesSi will cause
X andY to be equivalent (i.e. to be equal or to be column-wise proportional;
in the latter case, columns of Y can be rescaled to become equal to those of
X, the inverse scaling being applied to the columns of D).
The Candecomp algorithm minimizes f iteratively, by alternately op-
timizing X conditionally for fixed Y and D, optimizing Y conditionally for
fixed X and D, and optimizing D conditionally for fixed X and Y. In prac-
tice, the claim that symmetry of the slices will render X and Y equivalent
seems warranted. However, for contrived data, counterexamples do exist,
see Ten Berge and Kiers (1991).
Kroonenberg (1983, p. 118) discussed the possibility of minimizing
the loss function (1) subject to XtX = Ir. At least two algorithms are avail-
able for this. First, it is straightforward to adapt Candecomp in such a way
that the updates for X and Y are constrained to be columnwise orthonormal.
That is, we can minimize f(X,Y,D) subject to XtX = YtY = Ir. The
resulting algorithm, christened Indort by Kiers (1989), yields solutions for
X and Y that may still be different.
Ten Berge, Knol and Kiers (1988), also see Bolla, Michaletzky, Tusna´dy
and Ziermann (1998), used a method which updates just X. Although the
latter method cannot yield X and Y different, it seems to be more liable
than Indort to arriving at local minima or saddle points of (1), see Tendeiro,
Bennani Dosse & Ten Berge (2010), and hence requires a large number of
random starts. In the present paper, this method will be ignored.
Ten Berge and Kiers (1991) have considered a third approach to min-
imizing f subject to XtX = YtY = Ir. They noted that, for fixed X and
Y, both columnwise orthogonal, the optimal D must have rows satisfying
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Di = Diag(XtSiY), (3)
i = 1, . . . ,m where Diag(·) denotes the diagonal matrix formed by the diag-










Although this function seems simpler than f, it is not clear how to update
X and Y, except when r = 1. In that case, X and Y become vectors, and














Ten Berge and Kiers (1991, Result 6) claimed that we would have
X = Y at every stationary point of h(X,Y) but this has been refuted by
Bennani Dosse and Ten Berge (2008). They have shown for the r = 1 case
that stationary points (saddle points, in fact) of h exist without conditional
optimality for X and Y, and with X and Y non-proportional. Nevertheless,
it should be noted that any algorithm converging to a point of h where X
is conditionally optimal given Y, and vice versa, will return X = Y if
the matrices S1, . . . ,Sm are positive semidefinite (psd), and at least one of
them is positive definite (pd). The proof of this can be found in Result 6 of
Ten Berge and Kiers (1991 p. 325). It means that the algorithm described
below (5) will return x = y. However, this result has no bearing on Indort,
because Indort is not based on eliminating D from f by (3). Indeed, Indort
may converge to points where X and Y differ, even when S1, . . . ,Sm are
psd, and at least one of them is pd. Examples can be found in Bennani Dosse
and Ten Berge (2008).
Throughout the results discussed so far, the signs of the elements in
D have been ignored. In all reasonable applications of Indort, saliences
(elements of D) are tacitly assumed to be nonnegative, because negative
saliences would be embarrassing. Ten Berge, Kiers and Krijnen (1993) have
shown how negative saliences in Indscal can be suppressed by using non-
negative least squares for updating D. In the present paper, we examine
what happens when Indort is similarly adapted. Our main result is that, un-
der weak nonsingularity assumptions, Indort will have X = Y when D
contains no negative elements.
The organization of this paper is as follows. First, we recall the In-
dort algorithm and repeat how to update all columns of X,Y and D in a
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simultaneous approach. Then in Section 3, our main result is presented. In
Section 4, we consider a successive approach which finds one component at
a time and compare its performance with the simultaneous approach. The
paper ends with some conclusions.
2. The Indort Algorithm
The Indort algorithm, which has been around for several decades,
minimizes f(X,Y,D) subject to XtX = YtY = Ir by alternating least
squares. After initializing X,Y and D, we cycle through the following
steps:




XtX = Ir is given by X = UVt where U and V are derived from
the singular value decomposition
∑
i SiYDi = UΛV
t
.




YtY = Ir is given by Y = UVt where U and V are derived from
the singular value decomposition
∑
i SiXDi = UΛV
t
.
3. For fixed X and Y, the global minimum of∑i ‖Di‖2−2∑i tr(SiXDiYt)
subject to the constraint that Di is a diagonal matrix is given by Di =
Diag(YtSiX).
Indort has become quite popular as a method to suppress so-called degener-
ate solutions, where two or more columns are proportional in the component
matrices (Stegeman 2007).
3. Combining Indort with Non-Negative Least Squares
to Update the Saliences
When Indort converges, we have at least conditional optimality for X
and Y, with XtX = YtY = Ir. Consider the following nonsingularity
assumptions:
a. A subset of n of the matrices S1, . . . ,Sm, 1  n  m, is positive
definite and the corresponding matrices Di admit a nonsingular linear
combination.
b. A subset of n of the matrices D1, . . . ,Dm, 1  n  m, is positive
definite and the corresponding matrices Si admit a nonsingular linear
combination.
When only one Si or only one Di is positive definite, the corresponding
”linear combination” involves just the corresponding matrix Di or Si, re-
spectively.
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Result 1. When S1, . . . ,Sm and D1, . . . ,Dm are psd, and at least one of
the nonsingularity assumptions is met, Indort will return X and Y equal.
Proof. Suppose that Indort converges to (X,Y,D). Since X is a global
maximum of hY(Z) =
∑
i tr(SiYDiZ









































‖S1/2i XD1/2i − S1/2i YD1/2i ‖2  0. (6)







and hence SiXDi = SiYDi, i = 1, . . . ,m, so
Si(X−Y)Di = 0, (7)
i = 1, . . . ,m. It is straightforward that each of the two nonsingularity as-
sumptions are now sufficient to infer X = Y.

The assumptions of Result 1 need further qualification. First, when
the slices S1, . . . ,Sm are scalar product or covariance matrices derived from
data matrices Z1, . . . ,Zm of rank p, that have been randomly sampled from
a continuous distribution, the slices will be nonsingular almost surely. The
matrices D1, . . . ,Dm will admit a nonsingular linear combination, when D
has no zero columns (Ten Berge and Tendeiro 2009). Clearly, when D has a
zero column, that would constitute a case of overfactoring because the same
fit can then be obtained upon removing that component. Therefore, the first
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nonsingularity assumption is typically met when the slices S1, . . . ,Sm are
obtained from random sampling.
In some applications, however, the slices are double centered, and
neither of the nonsingularity assumptions is met. Fortunately, when double
centering is the only cause of singularity, Result 1 can still be preserved.
Specifically, let Si = JSiJ, where J = Ip − 11t/p, the centering op-
erator, and let Si have rank p − 1, i = 1, . . . ,m. Then
∑
i SiYDi and∑
i SiXDi are column centered, and the Indort algorithm, using singular
vectors of those matrices, will return column-centered matrices X and Y.
Using 1tX = 1tY = 0t in (7) and noting that Si + 11t has rank p yields
Si(X−Y)Di = (Si+11t)(X−Y)Di = 0, i = 1, . . . ,m, soXDi = YDi,
i = 1, . . . ,m. It follows that X = Y except in case of overfactoring. It can
be concluded that the nonsingularity assumptions are very weak indeed.
The situation is different when it comes to the other assumptions of
Result 1. Although the assumption that S1, . . . ,Sm are psd is guaranteed in
the context of Indscal, when the slices are scalar product matrices, there is
no guarantee that D1, . . . ,Dm will be psd at the global minimum of Can-
decomp/Parafac (CP) and Indort. Violations of the latter assumption occur
quite frequently. For CP, Ten Berge, Kiers and Krijnen (1993) replaced the
unconstrained update of D by a Non Negative Least Squares (NNLS) algo-
rithm. Because this still did not guarantee X = Y at the minimum, they
proposed a symmetry preserving algorithm (Sympres) based on updating
the columns of X one by one. In the context of Indscal, we can similarly
impose nonnegativity on D, by adopting NNLS to supplant step 3 of the
Indort algorithm. However, when the slices are psd, there is no need for a
symmetry-preserving alternative algorithm, because Result 1 already guar-
antees that Indort, adapted to include NNLS, yields X = Y.
The process of double centering may turn slices that are psd into in-
definite slices. When this happens, Result 1 does not apply unless a transfor-
mation is applied that restores the property of slices being psd. For instance
see Be´nasse´ni, Bennani Dosse and Joly (2007).
An anonymous referee pointed out that the first nonsingularity as-
sumption discussed above cannot be met in special cases, such as when the
slices fit the Indort model perfectly. This still does not imply that Indort will
return X and Y different. Firstly, in that case some of the diagonal matrices
D1, . . . ,Dm are likely to be positive definite and the second condition may
still apply. But even when neither the first nor the second condition applies,
we will have X and Y equal in the perfect Indort case. Specifically, suppose
the slices satisfy the Indort model and are psd. If we find Si = XDiYt,
with X and Y potentially different, then S2i = XDiYtYDiXt = XD2iXt
so Si = XDiX
t because negative roots of elements of D2i would contradict
that the Si are psd. So we have a solution with X = Y.
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4. Successive Approach
The direct minimization of (1) subject to the constraint XtX = Ir
is sometimes called a simultaneous approach since all the components of
X are computed simultaneously. The idea of a successive approach is to
calculate the first component, then remove the influence of this component
from all matrices Si, i = 1, . . . ,m and subsequently calculate the next com-
ponent from the corrected matrices. These calculations are repeated until
some specified criterion is reached. The successive approach is much used
in chemometrics (Hanafi, Mazerolles, Dufour, and Qannari 2006; Maze-
rolles, Hanafi, Dufour, Qannari and Bertrand 2006) and sensory analysis
(Qannari, Wakeling, Courcoux, and MacFie 2000). It is often believed that
the successive approach is just a computational alternative to optimizing X
simultaneously. This belief, however, is unwarranted. To clarify this, it will
be shown in Section 4.1 and 4.2 that solutions given by the successive ap-
proach are not optimal for the function g in (1).
The successive approach to minimizing (1) works as follows. Mini-








 +Ei, i = 1, . . . ,m.
The first step consists of seeking a unit length vector x1 and its associated
saliences di1, i = 1, . . . ,m that minimize the function∑
i
‖Si − di1x1xt1‖2. (8)
At step ν, ν = 2, . . . , r, a vector xν and its associated saliences diν , i =
1, . . . ,m are sought such that the following loss function is minimized :∑
i
‖S˜(ν)i − diνxνxtν‖2, (9)
subject to xtνxν = 1 and xtνx = 0,  = 1, . . . , ν − 1, where
S˜
(ν)






The successive Indort algorithm differs from Sympres (Ten Berge,
Kiers, and Krijnen 1993) in two respects. Firstly, Sympres has no con-
straint of orthogonality onX. Secondly, Sympres starts with a random initial
choice of X, and then updates the components (columns of X) one by one
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in iterative cycles, till each component and its associated saliences are con-
ditionally optimal given all other components and saliences. The successive
Indort method, on the other hand, does impose the constraint XtX = Ir,
and it determines the components one by one in a single sweep of r com-
putations. Indeed, if the sweeps were to be repeated like in Sympres, the
optimality properties to be derived in 4.1 would not be different from those
of the simultaneous approach to Indort.
4.1. Optimality Properties
In this section, it is shown that the solution given by the successive
approach is not a local minimum of g subject to the orthogonality constraint.
As a first step, we express g in a simpler form by eliminating D1, . . . ,Dm.










































subject to XtX = Ir.
Result 2. The maximization problem (11) admits a global maximum.
Proof. Since the function G is continuous and the set of orthonormal matri-
ces is compact we have the result.

Thus the minimization of (1) subject to orthogonality constraintXtX =
Ir has always at least one solution. This is an important difference with the
general case (i.e nonorthogonal case.), see Ten Berge, Kiers, and De Leeuw
(1988).
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As a second step, we consider the first order necessary conditions for
a maximum of Indort. Taking partial derivatives of (11) shows that it is
necessary for a maximum of Indort that
A(X) = XC, (12)
where C is a symmetric matrix and A(X) is a matrix whose columns u





So Indort has XtA(X) symmetric at every maximum of (11). Finally, the
next result shows that a solution to the successive approach is usually neither
a local nor a global maximum of (11).
Result 3. If X is a solution to the successive approach then XtA(X) is an
upper-triangular matrix.
Proof. First, we show that xtju1 = 0 for j = 2, . . . , p. It is obvious that if




2 subject to xtx = 1 then there exists a






1Si x1 = λ1 x1. (14)












subject to the constraints xtx = 1 and xtx = 0,  = 1, . . . , ν − 1. The first























and consequently xtjuν = 0 for j > ν. It follows that XtA(X) is upper-
triangular.

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It has thus been shown that the successive approach cannot yield, in
general, the optimal solution of the Indort function. The explanation for this
is as follows. In both approaches, the columns of X are constrained to be
of unit length and orthogonal. In the successive approach, however, there
are additional constraints: The first column of X must be optimal for the
r = 1 version of the problem; the second column of X must be optimal
for the r = 1 version of the problem in the orthogonal complement space
of the first column, and so on. These additional constraints explain why, in
general, the successive approach cannot attain the same level of fit as Indort.
To conclude this subsection, it should be noted that there are situa-
tions in which the simultaneous and the successive approaches give identi-
cal result (up to permutation of the columns of X). This is the case when
m = 1 (i.e. one matrix S) or when S1, . . . ,Sm can be simultaneously di-
agonalized. In those cases, it can be easily seen that the matrix XtA(X)
involved in Result 3 will be diagonal (and therefore will be both symmetric
and upper-triangular).
4.2. Empirical Comparison of the Two Approaches
To compare the results obtained from applying simultaneous and suc-
cessive approaches, three Monte Carlo and three real data sets were used.
The Monte Carlo data are m = 6 matrices of order 8 × 4 generated ran-
domly from a uniform, normal and mixed (uniform and normal) distribu-
tions respectively and S1, . . . ,S6 were obtained as scalar product matrices,
scaled to unit sums of squares. Both methods were initialized with X as an
orthonormalized version of a matrix of random numbers from the uniform
[−1,+1] distribution and were run to convergence of (1) in nine decimal
places. Convergence was extremely fast with both methods, never taking
more than 57 iterations.
In Table 1 we report the residual sums of squares (1) for the simulta-
neous and the successive approaches and their relative differences, for 2, 3,
and 4 components, respectively. It is clear that the simultaneous approach
outperforms the successive approach throughout.
Next, three real data sets from the field of food and sensory analysis
were used. In the first data set, provided by Williams and Langron (1984), 8
wines are evaluated by 6 judges. The second data set, discussed by Dijkster-
huis and Punter (1990), deals with a study in which 7 assessors rated eight
yogurts on different variables. The last data set, which can be found in the
database of Chessel and Doledec (1995), consists of various measurements
made in a number of sampling points in the French river ”The Doubs”. In
Table 2 we report the results. Clearly, the simultaneous approach yields bet-
ter fit again, albeit that the differences are puny. Moreover, the difference
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Table 1. Residual sums of squares for Monte Carlo data.
Simulation 1 2 3
r 2 3 4 2 3 4 2 3 4
Simultaneous 3.313 2.374 1.741 3.100 2.388 1.983 3.617 2.576 2.007
Successive 3.321 2.602 2.118 3.110 2.422 2.070 3.670 2.697 2.358
Rel. diff. 0.002 0.096 0.217 0.003 0.014 0.044 0.015 0.047 0.175
Table 2. Residual sums of squares for real life data.
Data set wines yoghurts river
r 2 3 4 2 3 4 2 3 4
Simultaneous 0.918 0.550 0.534 2.362 1.892 1.755 5.629 5.141 4.539
Successive 0.931 0.580 0.564 2.364 1.932 1.795 5.727 5.256 4.680
Rel. diff. 0.014 0.056 0.057 0.001 0.021 0.023 0.017 0.022 0.031
seems to grow with the number of components retained for the three data
sets at hand.
5. Concluding Remarks
In this paper we have shown that Indort, a version of CP that imposes
orthogonality on the columns of X and Y, when applied to psd matrices,
will return X andY equal if the saliences are constrained to be non-negative.
The resulting method is thus quite attractive for Indscal problems, because
the problems of negative saliences, degenerate solutions, and different X
and Y at convergence are all suppressed. Also, we have discussed a suc-
cessive version of Indort, and shown that it has different minima and yields
inferior fit to its simultaneous counterpart. This should remove a long stand-
ing source of confusion.
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