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Resumo 
Neste trabalho estudamos equações que regem escoamentos em meios porosos 
nao consolidados sujeitos a um campo de forças externas. 
Numa primeira parte, com a porosidade do sistema conhecida, utilizando 
método de Galerkin em espaços de Sobolev, obtemos resultados de existência, unici-
dade e regularidade de soluções semelhantes aos existentes para as equações clássicas 
de Navier-Stokes. 
Na segunda parte, onde a porosidade é apresentada como função da pressão 
(o que é mais consistente fisicamente), utilizando argumentos de ponto fixo de Schauder 
em Espaços de HOlder, obtemos existência de soluções. E utilizando argumentos de 
ponto fixo de Banach obtemos existência e unicidade de soluções também em Espaços 
de Hülder. 
Introdução 
Neste trabalho, mostraremos resultados de existência e unicidade de solução 
para um sistema de equações diferenciais parciais deduzido em Prieus Du Plessis e 
Masliya.h [7] e que modela o fluxo de um fluido viscoso e incompressível num meio 
poroso do tipo granular (não consolidado). 
A importância prática do estudo destas equações pode ser apreciada lembrando-
se de que depósitos de petróleo podem eventualmente se encontrar em regiões com um 
material poroso do tipo granular (não consolidado) e de que vários filtros utilizados 
em laboratórios e processos industriais são baseados em materias porosos deste tipo. 
As equações a serem estudadas neste trabalho são as seguintes: 
pu,+ pu· V(~) - pfl.u + n'V'p + pF (n) u = png 
di v u = O em Qr, 
u(x,O) ~ u,(x) , Vx E il, 
u(.1:,t) ~O , Vt E (O,T) , Vx E iJil. 
Aqui, são utilizadas as seguintes notações: 
em Qr, 
(0.1) 
• Qr = f! x (0, T), onde n C JRd, com d = 2 ou 3, é um domínio limitado; 
!1 representa a região granular onde fisicamente se dá o escoamento do fluido. 
Denota-se an a fronteira de !1. 
• u (x, t) E lRd denota a velocidade do fluido em um ponto x E f!, tE [0, Tj. 
• p (x, t) é a pressão hidrostática no ponto x e instante t. Por razões de unicidade, 
suporemos que em cada instante de tempo a pressão tem média integral nula, 
istoé: f p(x.t)dx=O,VtE[O,T] lo · 
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• Jl > O é uma constante correspondendo à viscosidade do fluido. 
• p > O é a densidade do fluido, a qual, sem perda de generalidade no caso de 
fluidos homogêneos, ao longo de todo este trabalho vamos supor constante e 
igual a um. 
• n (.1:. t) E JR+ é a porosidade do meio poroso granular, isto é, em termos in-
tuitivos é o volume de espaço vazio dividido pelo volume total de uma porção de 
O na vizinhança de x. A porosidade assume valores entre zero e um, podendo ter 
valores distintos em diferentes pontos do espaço e instantes do tempo. Quando 
a porosidade se torna nula, o meio material é puramente sólido e pode assim ser 
excluído da região de escoamento; quando a porosidade é igual a um em uma 
certa subregião de !1, é porque de fato nesta região não há material poroso e 
sim uma cavidade que permite livre circulação do fluido. Portanto, podemos 
sempre supor O< n (x, t) :S 1. 
• F representa uma força de atrito, decorrente da presença do meio poroso gra-
nular. Suporemos que F satisfaz lim F(z) =O e lim F(z) = oo;o que é 
z-+1 z-+0 
consistente fisicamente. 
• g(.T, t) é um campo de forças externas, o qual é suposto conhecido. 
Nas equações acima, em coordenadas cartesianas, temos 
e (0.2) 
O sistema acima é deduzido das equações clássicas de Navier-Stokes, fazendo-
se médias integrais em volumes pequenos. Portanto, as variáveis u e p são médias 
macroscópicas da velocidade e pressão reais das partículas do fluido. Para maiores 
detalhes, veja referência Prieus Du Plessis e Masliyah [7]. 
Queremos ressaltar que estas equações são diferentes daquelas que mode-
lam escoamentos em meios porosos consolidados, equações estas que são usualmente 
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conhecidas como as equaçoes dos mews porosos ("porous media equation"). Estas 
últimas estão associadas a meios porosos consolidados, nos quais a velocidade e a 
pressão são acopladas por uma rela.ção chamada Lei de Darcy (ou suas variantes). 
Neste trabalho, estaremos interessados em discutir a existência, a unici-
dade, bem como a regularidade de soluções do sistema (0.1) em duas situações: uma 
primeira, mais simples, na qual a porosidade do meio granular é conhecida a priori; 
uma segunda, mais difícil matematicamente, na qual a porosidade depende da pressão 
no meio materiaL Para isto, organizaremos o trabalho da seguinte forma: 
No Capítulo 1 apresentamos resultados conhecidos que serão utilizados pos-
teriormente: recordamos resultados sobre espaços de Sobolev, espaços de HOlder, bem 
como algum resultados gerais sobre espaços funcionais. Recordamos também alguns 
conceitos e espaços específicos ao estudos de escoamentos incompressíveis. 
No Capítulo 2 estudaremos o sistema (0.1) quando a porosidade é um função 
conhecida da posição e do tempo. Utilizando o método de aproximação de Galerkin 
em um contexto de espaços de Sobolev, obteremos resultados de existência de soluções 
fracas (globais) em dimensão espacial2 ou 3, bem como a unicidade para tais soluções 
no caso de dimensão espacial 2; também teremos um resultado de existência de 
soluções em um sentido forte, locais no tempo, e um resultado de exitência de soluções 
globais fortes sob condições de pequenez dos dados iniciais e forças externas. 
Como se observa, fomos capazes de obter essencialmente os mesmos resulta-
dos já existentes para as equações clássicas de Navier-Stokes em espaços de Sobolev. 
No Capítulo 3 estudaremos o sistema (0.1) no caso em que a porosidade 
depende da pressão no meio material. Neste capítulo, está a parte mais interessante 
do trabalho, pois o modelo fica mais acurado fisicamente1 já que com um aumento da 
pressão em uma subregião relativamente às regiões vizinhas, a porosidade nela tende 
a aumentar. Do ponto de vista matemático, a equação fica bem mais complexa, com 
não linearidades bem mais difíceis de serem tratadas. De fato, tivemos que utilizar 
espaços de Hõlder porque até o presente momento as estimativas obtidas em espaços 
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de Sobolev não foram suficientes para poder controlar as fortes não linearidades pro-
venientes do fato da porosidade ser uma função da pressão; trabalhando nestes espaços 
e utilizando argumentos do tipo ponto fixo, obtivemos um resultado de existência 
de solução (utilizando argumentos envolvidos na demonstração do Teorema de Ponto 
Fixo de Schauder) e um outro resultado que, sob certas condições, fornece a existência 
e a unicidade da solução (neste caso, utilizamos de argumentos envolvendo o Teorema 
de Ponto Fixo de Banach). 
Finalmente, queremos ressaltar que, como é usual em trabalhos envolvendo 
estimativas em equações diferenciais parciais, também neste trabalho C denotará 
uma constante positiva genérica dependendo somente de !1 e dos dados do problema. 
Somente nos casos em que for necessário distinguir certas constantes ou tornar mais 
claro a argumentação é que utilizaremos outras letras para denotar constantes. 
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Capítulo 1 
Preliminares 
Neste capítulo fixaremos a notaçã.o a ser utilizada e, por conveniência do 
leitor, recordaremos alguns resultados que serão empregados na análise das equações 
(0.1) nos próximos capítulos. 
Iniciamos recordando alguns fatos sobre funções com valores em espaços de 
Banach. Sejam X um espaço de Banach, -oo :::; a < b :::; +oo, e 1 _:::::; p < +oo; 
denotaremos por LP(a, b, X) a classe das funções p-integráveis no sentido de Bochner. 
LP(a,b,X) com a norma 11/IIL'(o,b,X) ~ ([11/(t)ll~) lfp torna-se um espaço de Ba-
nach. Similarmente ao caso escalar, define-se também L00 ( a, b, X) e j[JJIL=(a,b,X)· Vale 
então o seguinte resultado cuja prova pode ser encontrada em Temam [lOL página 
250: 
Lema 1.1 Com a notação acima, sendo X' o dual de X sejam u e g duas Junções 
pertencentes a L 1 (a, b, X). Então, as três condições seguintes são equivalentes: 
(i) u é, quase sempre em t, igual a uma Junção primitiva de g, tsto é1 
u(t)~Ç+ lg(s)ds, ÇEX,tE[a,b] q.s. 
(i i) Pam cada função teste cf E C;'( a, b), vale 
l u(t)<f'(t)dt ~ -l g(t)<f(t)dt, 
(iii) Pam cada n E X', no sentido de distribuições escalares em (a, b), temos 
d 
dt (u,n) ~ (g,n). 
5 
Se (i)-(iii) 8ão satisfeitas, u, em particular, é q.s. em t igual a uma função contínua 
de [a, b] em X 
Observação 1.1 A notação q.s. significa quase sempre, isto é, a menos de um 
conjunto de medida de Lebesgue nula. 
Também será necessário utilizar o seguinte lema, cuja demonstração também 
pode ser encontrada em Temam [10], página 263: 
Lema 1.2 Sejam X e Y doi.<> ~spa.ços de Banach tais que X C Y, com uma imer8ão 
contínua. Se uma função <f:l pertence a L00 (0, T, X) e é fracamente contínua com 
valores em Y, então <f:l é fracamente contínua com valores em X. 
Para a obtenção de estimativas, teremos também que utilizar o seguinte 
resultado de Temam [10], página 260: 
Lema 1.3 Sejam V, H espaços de Banach e V' o dual topológico de V satisfazendo 
V C H C V'. Se uma função u E L2 (0, T, V) e sua derivada u' E L 2 (0, T, V'), então 
u é q.s. igual a uma função contínua de [0, T] em H e nos temos a segv.inte igualdade, 
que vale no sentido de distribuições escalares em (0, T) ; 
; llull~ = 2 (u', u)v,,v 
A igualdade acima fa.z sentido posto que as funções t -+ I lu ( t) li~ e t ---t (u' (t) , u ( t) )v,,v 
são ambas integráveis em [O, T]. 
O seguinte resultado de compacidade é o bem conhecido Lema de Aubin-
Lions (referência Temam [10]) 
Lema 1.4 Sejam X 0 ,X ,X1 três espaços de Banach tais que X 0 C X C X 11 com 
imersões contínuas, Xi reflexivo para i = O, 1 e a imersão X 0 C X compacta. Sejam 
T>O um número real fixo, e a 0 , a 1 dois números reais tais que a;> O, para i= 01 1. 
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Então o espaço A= {v E U'0 (O,T,X0 ) ,v' E La 1 (O,T,X1 )}, equipado com a norma 
llviiA = llviiL"o(O,T,Xo) + llv'lbqo,T,X,) a qual o torna um espaço de Banach, está 
imerso compactamente em La o (0, T, X). 
As seguintes situações particulares das desigualdades do tipo Gagliardo-
Niremberg que nos serão fundamentais, são dadas no lema abaixo cuja demonstração 
pode ser encontrada em Temam [10] nas páginas 291 e 296. 
Lema 1.5 Para !1 c JRd aberto não vazio, vale: 
Passemos agora a recordar certos resultados que são importantes na teo~ 
ria clássica das equações de Navier-Stokes, e que também nos serão fundamentais. 
Inicialmente temos o seguinte resultado clássico de de Rham: 
Proposição 1.1 Seja (J C IR' um aberto e f= {!1, j,, ... ,!,), com f; E D' (í!), 
i= l, ... ,d. Uma. condição necessária e suficiente para que f= 'Vp para alguma p em 
D' (í!), é que (f, v) =O, 'lv E C;:' (í!) com divv =O. Onde D' (í!) é o conjunto das 
distribuições definidas ern n. 
Notação 1.1 L2 (í!)/ IR= { p E L' (í!) : k p(x )d.x = O}. 
Além disso, vale o seguinte: 
Proposição 1.2 Seja !1 C JRd um aberto limitado com fronteira. Lipschitz. 
(i) Se uma distribuição p tem todas suas primeiras derivadas Dip em L 2 (!1) 
então p E L2 (!1) e vale: 
(ii) Se uma distribuição p tem todas suas primeiras derivadas D 1p em H-1 (!1) 
então p E L2 (!1) e vale: 
Em ambos casos, se n é um aberto qualquer, então p E LToc (!1). 
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Observação 1.2 O item (ii) da Proposição (1.2} implica que o operador gradiente 
é um isomorfimo de L2(fl)/ IR em (H-1 (f!))n; portanto, a imagem deste operador 
linear é fechada. 
Vamos também considerar os seguintes espaços funcionais: 
V= {u E (C;:" (il))': divu _o} 
V= {u E (Ht(il))': divu = 0} 
H={uE(L2 (il))':divu_O e u·NI
80
-0} 
H~= { u E (L2 (il))': u = Vp, para algum p E H 1 (il)} 
Aqui, Hl_ denota o ortogonal de H no sentido de (L2(!1))d; nas expressões 
acima, div u =O e \lp são entendidas no sentido de distribuições; u · Ni&n denota o 
traço normal deu sobre ôfl (veja, por exemplo, Temam [10]). 
Utilizando Teorema de representação de Riesz, podemos identificar H e o 
seu dual H' obtendo as inclusões (contínuas e densas): V C H= H' C V. Como 
consequência, o produto escalar em H de f E H e u E V é o mesmo que o produto 
escalar de f e u na dualidade entre V' e V: 
(J,u)v•v=(f,u), lfjEH, lfuEV 
Denotaremos por P a projeção ortogonal de L 2 (f!) em H. Resultados im-
portantes sobre P , e que podem ser encontrados por exemplo em Rautmann [8], 
páginas 427 e 428, são apresentados nos seguintes lemas: 
Lema 1.6 O operador -P!1 : V n H 2 (f!) -+ H define em V C H um operador 
simétrico, definido positivo, com inversa compacta (-P !1) -t : H -+ H. 
Lema 1. 7 O operador - P!::!. tem uma sequência. (À;) de autovalores positivos 
Ài > O, À1 :::;: À2 $ ... , À; -+ oo, e as correspondentes autofunções (e;) formam um 
conjunto ortonormal completo em H. 
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Lema 1.8 As funções ( ~) formam um conjunto ortonormal completo em V. 
Para cada f E V a sequência (F; f) converge para f em V. 
Um resultado importante, envolvendo a projeção P e o problema de Stokes 
estacionário é o seguinte: 
Ptoposição 1.3 Seja n c IFld um aberto limitado com fronteira de classe C 2, então 
a única solução L' E V,q E L2 (D.)f1El do problema de Stokes estacionário: 
-Llv+ 'Vq =g, divv =O, u[80 ~O 
para g E L2(0), satisfaz: 
Observação 1.3 Denotando L).= -PL)., a proposição acima implica que: 
para v E V n H 2 desde que óv = iS..v + "Vq deve valer para alguma função 
q E H 1(D.)/ IR. Para maiores considerações veja Heywood e Rannacher [6}. 
Uma generalização do resultado acima é o seguinte lema (veja página 646 
de Heywood [4])o 
Lema 1.9 Seja O c JR3 um aberto com fronteira umjormemente de classe C3 . 
Suponhamos que v E V é uma solução generalizada do problema estacionário de 
Stokes, isto é, v satisfaz f "V v· "VfJJdx = f g · fJJdx para toda fJJ E V. Então v possui 
.In Jn 
derivadas segundas em L2 (O) e as desigualdades: 
(i) //D'vL 101 <:C (IIPgjjP(n) + 11Vvliu1n1) 
(ii) II'VujjL'(n) <:C (IIPglll'IOI jj'Vvlll'(n) + IIVviiL'(n)) 
valem com constante C dependendo somente da regularidade C3 de 80 (não do 
tamanho de an ou de 0). 
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Observação 1.4 A afirmação da constante C do lema acima depender da regulari-
dade C3 de 8!1 provém do fato do lema valer em domín-ios ilimitados. Em domínios 
limitados não temos tal condição. 
No contexto de espaços Lq, com 1 < q < +oo, é também interessante con-
siderar de forma análoga ao feito anteriormente os seguintes espaços (veja Solonnikov 
[9] ou von Wahl [11] para maiores detalhes): 
J, (!1) ~ { u E (L' (!1))': u· N[an~ O e di v u ~O}, 
G, (!1) ~ { u E (L' (!1))': u ~ \l<p}. 
Então, vale que Lq (!1) = Jq (O) ffi Gq (!1), e isto define projeções contínuas 
PJq e Paq (com norma que depende apenas de O e q). 
Observamos que .12 (!1) = H e G2 (!1) = HJ.. Além disso, uma caracterização 
mais cuidadosa de P e PJq implica que, para f E (L2 (!1))d n (Lq (O))d, temos 
P(f) ~ PJ,(f). 
Isto induz a projeção contínua L'( O, T, (L'(íl))') sobre LP(O, T, J,(O)), definida 
de modo canônico por PJq(u)(x,t) = PJq(u(.,t))(x), cuja norma depende apenas de 
!1 e q. 
Resultados análogos a.os descritos valem também para os espaços de Sobolev 
wm,q(!1) (para maiores detalhes, consulte von \Vahl [11]). 
Com respeito à não linearidade correspondente ao termo de convecção, valem 
os seguintes resultados(Temam [10], páginas 281 e 292, respectivamente): 
Lema 1.10 Se d _::; 4 eu E L 2 (0, T, V), então a função Bu definida por 
(Bu(t),v)~b(u(t),u(t),v)~(u·\l(u),v),lfvEV, tE[O,T] q.s. 
pertence a L1 (0, T, V'). 
Em dimensão dois, seu E L 2 (0, T, V) n L= (0, T, H) então Bu E L2 (0, T, V') e vale: 
lO 
Lema 1.11 Seja !1 c IRd aberto não vazio 1 então para Vu, v, w E n; (!1) temos: 
(i) (u·V'(v),v)=Ü 
(ii) Se d = 2 então vale: 
I ! 1 ! .! ll(u · Y' (v), wJIIL'(O) :S 2' llvllb(n) IIY'ullb(n) IIY'viiL'(O) llwllh(n) IIY'wlll'(n) 
(iii) Se d = 3 então vale: 
1 3 I 3 
ll(u ·V' (v), w)IIL'(O) :S 2llullhn) IIY'ullf,(n) IIY'viiL'(n) llwllf,(n) IIY'wllf,(n) 
Também será necessário trabalhar com os chamados espaços de HOlder, 
definidos como se segue: sejam n C IRd um aberto não vazio, À E IR, com O < À _:::; 1, 
em E {0,1,2, ... }. 
Definimos: 
onde 
llu111i~+'(O) = L sup ID"u(x)l+ L (sup ID"u(x)-~"u(y)l) 
)c.i:::;:m xEQ )a)=m x,yEO /x- y) (l.l) 
Os espaços acima são bem conhecidos, e uma referência é, por exemplo, 
Adams [1] 
Os espaços abaixo são, num certo sentido, generalizações nas variáveis espa-
ciais e temporais dos espaços de Hülder definidos acima: 
Sejam O< ÀS 1 em E {0, 1, 2, ... }. Definimos: 
7-i (Qr) = ' 2m+' { u :fl x[O,T] __,IR tais que u(.,t) E C
2
m (n) ,1ft E [O,T] e } 
u(x, .) E Cm [0, T], \lx Efl, e lluii,,~+'(QTI < oo 
onde 
m lluii"'~+'(QT) = L sup ID~u (x, t)l +L sup ln;u (x, tJI 
)a).:5:2m QT k=I QT 
'\"' ( ID:u(x,t)-D~u(y,t)l ID~u(x,t)-D~u(x,s)l) 
+ L... sup À + sup _,\_ 
)a)=2m x,y,t jx- y/ x,t,s /t- sj2 
ID;"u (x, t)- D;"u (y, t)l ID;nu (x, t)- D;"u (x, s)l 
+ sup À + sup ;~ 
x,y,t /x - y / x,t,s /t - s /2 
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H (Qr)= , l+À { u ,ij x[O,Tj ~ lR tais que u(.,t) E C'(iJ),\It E [O,T]} 
e u(x,.) E C0 [0, T], \lx EiJ , e llull1i'+'(Qx) < oo 
onde 
11 11 '\' I a ( )I '\' ID~u(x,t)-D;u(y,t)l u ?tHJ.(Qr) = ~ sup Dxu x,t + L.t sup ,\ 
lal9 Qr jaj=l x,y,t jx- yj 
'\' ID~u (x,t)- D~u (x,s)l 
+ L sup À 
Jod=l x,t,s lt- sj2 
Com a intenção de simplificar a notação, uma vez que estará claro do con-
texto se estaremos com uma função que depende apenas das variáveis espaciais ( x) 
ou também do tempo ( t), denotaremos: 
llull1{m+'(O) = llullm+À 
llull,,m+>(Qx) = llul12m+À 
llull1i'+'(Qx) = llulll+À 
(1.2) 
Temos os seguintes resultados de imersão para funções em espaços de Hi::ilder: 
Teorema 1.1 Sejam m um inteiro niio negativo e D um aber·to limitado de /Rd, 
d E IN = {1, 2, 3, ... }, T > O e O < v < À _$ 1. Então as seguintes imersões são 
contínuas e compactas. 
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As demonstrações de (i) e (ii) acima podem ser encontradas em Adams [1 ]; 
as demontrações de (iii), (iv) e (v) são obtidas de modo semelhante, com o uso do 
Teorema de Arzela-Ascoli. 
A notação cm,n ( Qr) significa funções que são C"' na variável espacial e cn 
na variável temporal; aqui m e n são inteiros não negativos. 
Outra importante propriedade destes espaços é: 
onde, no caso de funções definidas sobre O, temos j E IN , e no caso de funções 
definidas sobre Qy, temos j = 1 ou j =2m, com m E IN . 
Para funções com valores vetoriais, sendo u = ( u1 , u2, ••• , ud), dizemos que 
u é uma função de um espaço de HOlder de ordem j + ). , com j como antes, se 
u E (7-{i+A (fl))d (ou (7-ii+> ( Qy)) "). 
d 
Tomaremos então como norma 1/ul/i+.>. L jjuklli+.>.' o que garante, obviamente, 
ko::l 
propriedades equivalentes às anteriormente descritas. 
No contexto de espaços de Hülder, podemos introduzir os subespaços 
Jm+> (fl) = { u E (7-im+> (fl))'' U· Nlau= O e div U =O}, 
Gm+A (íJ) = {u E (7-im+.\ (fl))' 'u = \71'} 
Similarmente ao que é valido no contexto de espaços L 9 , temos 
Jr>+Ã (O) = Jm+.>. (O) EB Qm+A (f!), o que define projeções contínuas PJ e Pa sobre 
Jm+A e am+>., respectivamente. As normas destas projeções dependem apenas de n 
e À. Como antes, uma caracterização mais cuidadosa destas projeções, no caso de 
haver suficiente regularidade de an (é suficiente aquela que garante a correspondente 
regularidade elítica para operadores de segunda ordem em espaços de Hülder), temos 
que PJ(f) = P(f), para f E (~+> (fl))' n (L2 (fl))" = ('Hm+> (fl))'. já que íl é 
limitado, e assim podemos simplificar a notação usando apenas P. 
Esta projeção induz uma projeção canônica sobre (1í)+À( QT) )d, com j como 
acima, ainda denotada por P e definida para cada u E (Hi+A(QT))d da forma 
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P(u)(x, t) ~ (Pu(., t))(x ). Com esta definição, P comuta com o operador ! etem-se, 
então, que P((H'+' (Qr))') C (Hi+' (Qr))' e, em particular, P(u)(.,t) E Ji+' (íl) 
para cada t fixo . Além disso, 
(1.4) 
onde a constante C= C(f!,j,À), mas ela não depende de T. Mais detalhes podem 
ser encontrados em von Wahl [11] e Solonnikov [9]. 
O seguinte teorema, devido a Solonnikov, será muito importante para os 
argumentos a serem utilizados no Capítulo 3: 
Teorema 1.2 (Solonnikov) Suponhamos que n c JRd é um domínio limitado com 
an de classe 1{2+À (isto é, an pode ser localmente mapeada. por uma. aplicação de 
classe re+>..J e que sejam dadas VoE (rt2+>.. (f!))d e f E (h>. (Qr))d satisfazendo as 
seguintes condições: P (f) E (H' (Qr))'; div v,= O; v, lan= O e 
P(J(x,O)+w"-v,(x))~o, VxEIJíl (1.5) 
Então o problema: 
pv,- p!J.v + 'Vp ~f em Qr, 
div v =O em Qx, ( 1.6) 
v(x,O) ~ v,(x) 'lx E íl, 
v(x,t)~o Vt E (0, T) , 'lx E ilíl. 
Tem uma única solução (v, p) onde v E ( }{2+>. ( Qy)) d e \7 p E ( 1{' ( QT)) d e vale: 
llviiZ+A + II'VPII, ~C, (11!11, + IIP (!)11, + llv,ll2+,) +C, ']l~x I v (x, t)l (1.7) 
Além disso, as constantes C1 e C2 não dependem de T. 
Observação 1.5 A hipótese (1.5} é uma condição de consistência, 
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Observação 1.6 O resultado em Solonnikov {9} é um pouco mais geral do que o 
enunciado acima: De jato, a equação considerada em Solonnikov {9} é: 
3 àv 
pv1 -1'/:,.v +a (x, t) v+ L a, (x, t) -8 + 'Vp =f (x, t), k=l Xk 
onde a e ak são certas matrizes. Neste trabalho temos a = ak =O. 
Observação I. 7 Fazendo uso do Teorema do gráfico fechado! temos: 
sup lv (.T, t)l <::C 11/11, 
Qr 
A demosntração é a seguinte: SejaS o operador p! -Jlf:j,. +V definido no 
conjunto X C 1{2+>.. (Qr) x 1{1+>.. (Qr) e com valores em Y C 1í.>.. (Qr) onde: 
Y ={!E 1-t' (Qr): vale (1.5)} 
X é constituído pelas soluções do sistema (1.6) com f E Y 
Segundo o Teorema 1.2, S é injetor e sobrejetor. Também temos que S é fechado, 
pms: 
Sejam (vn,Pn)---> (v,p) quando n---> oo em X e fn = S(vn,Pn)--+ f quando n--+ oo 
em Y Temos que: 
i) (v,p) E 1{2+>.. (Qr) x 1{1+>. (QT) pois é um espaço de Banach e a condição 
(1.5) é satisfeita no limite. 
ii) f= S(v,p) pois: 
IIS(v,p)- fllv = IIS(v,p)- S(vn,Pn) + S(vn,Pn)- /llv 
'S IIS(vn,Pn)- S(v,p)llv + IIS(vn,Pn)- JIIY 
A segunda parcela converge para O por hipótese, quanto a primeira observemos que: 
1/
pà(vn- v)/1 
'S P àt Y +I' 111'!:,. (vn- v)llv +li V (vn- v)IIY 
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E as três parcelas convergem a O, por hipótese. S possui uma inversa que também 
é fechada, pelo Teorema do gráfico fechado temos que s-t é contínua. Portanto se 
S(v,p) =f então: 
ll(v,p)llx = /ls-' UJ//x :S /ls-'//IIJIIY 
Portanto: 
rr.J~x jv(x,t)j :S jjvjj2+, :S jj(v,pJjlx :S CjiJjjy 
o 
Observação 1.8 Com a hipótese de que a pressão tem média zero, isto é1 
kp(x,t)d:r = O,'v't E [O,TJ obtemos (fazendo uso do Teorema do valor médio do 
cálculo) que sup jp(x,t)j :Ssup j'Vp(x,t)j neste sentido pE Jíl+' (Qr). 
Qr Qr 
A idéia da demonstração é a seguinte: para cada instante de tempo I temos 
que existe .Tt tal que p ( X'f, i) = o. Por outro lado, Como n é um domínio com 
fronteira regular ( 1-f+>-), ele tem a propriedade da poligonal e, asssim, podemos usar 
o Teorema do Valor Médio em cada segmento da poligonal que une um ponto x E !1 
arbitrário até x~:, obtendo: 
sup jp(x,t)j :S C(il) sup j'Vp(.x,t)j 
Qr Q'J' 
onde C (!1) depende somente de !1. o 
Fazendo uso das observações actma e (1.4) podemos reescrever (1.7) na 
seguinte forma: 
(!.8) 
Aqui C não depende de T. 
Finalmente, recordamos o seguinte lema de Gronwall bem conhecido em 
equações diferenciais ordinárias. por exemplo veja em Hale [3] na página 36. 
Lema 1.12 (Gronwall) Seja f(t) uma função absolutamente contínua, nao nega-
tiva em [O, T] ,que satisfaz, paro. quase todo t, a seguinte desigualdade 
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diferencial f'( i) S ~(t)f(t) + ,P(t),onde ~(t) e ,P(t) são funções integráveis, nao 
negativas em [0, T].Então: 
f(t) S exp (fo' ~(s)ds) [f(O) +lo' ,P(s)ds] para todo OS t S T 
Uma generalização do resultado acima é o seguinte lema, que pode ser en-
contrado em Heywood [4] na página 656: 
Lema 1.13 Sejam <1\ ( t) , 11' ( t) , f ( t) e h ( t) funções suaves não negativas, definidas 
para todo t :0: O. Suponhamos que <1\ (O) = <1\, e <1\' (t) + 11' (t) S g (<I\ (t)) +f (i), 
para t 2:: O, onde g é uma função Lipschitz, contínua e não negativa definida para 
<1\ :0: O. Então vale <1\ (t) S F (t, <1\,), para t E [O, T (<I\,)], onde F(·, <1\,) é a solução 
do problema de valor inicial F'(t) = g(F(t)) + f(t), F(O) = <1\, e [O,T(<i>,)] é 
o intervalo no qual F pode ser definida. Também, se g é não decrescente, então l </!(<7)d<7 S F (t, <1\,), onde F (t, <1\,) = <1\, +lo' [g (F (<7, <1\,)) +f (<7)] d<7. 
Finalmente, como é usual neste contexto de equações associadas às equações 
de Navier-Stokes, para simplificar a notação não distinguiremos notacionalmente 
funções escalares de funções a valores vetoriais a menos que o contexto assim o exija 
para evitar confusão; em geral a situação estará clara no contexto. 
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Capítulo 2 
Resultados quando a porosidade é 
conhecida 
Para fazer uma formulação fraca de (0.1) vamos, como nas equações de 
Navier-Stokes, eliminar a pressão, pa.ra tanto fazemos o produto interno em L 2 (!1) 
da equação (dividida por n) por uma função de V e observando que: 
.'!:_ ('ó) = u' _ un' 
dt n n n 2 
nos podemos reescrever (0.1) na seguinte forma: 
Para g, n e u0 dados, com g E L2 (0, T, V 1) e U 0 E H devemos encontrar u 
satisfazendo n E L2 (0, T, V) e: 
+1'(17(u),17(v)~) +I' (F~n)u,v) = (g,v) \lvE VemD'(O,T) (2·1) 
u(O)=u,EH 
2.1 Existência de soluções 
O seguinte teorema é o resultado de existência de solução básico que obte-
mos, no sentido de que as hipóteses são as mínimas para obtermos uma solução em 
L' (0, T, V) n L~ (0, T, H). 
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Teorema 2.1 (existência) Seja O c JRd: d = 2, 3 um aberto limitado com fronteira 
C1 •1 , u, E H , g E L2 (0, T, V'). Seja n : Qy = í! x (0, T) --> IR uma função 
srttisfazendo: 
O< n, S: n(x, t) < 1 \l(x,t) E Qy 
n' E L' (o,T,Li (!!)) 
n' E L1 (0, T, L 00 (f!)) 
Vn E L2 (0, T, L00 (!!)) n L00 (0, T, L3 (!!)) 
Ou então as dua.s últimas condições podem ser substituídas por: 
n' E L= (o,T,L~ (!1)) com norma pequena. 
'Vn E L 00 (0, T, L 3 (!1)) com norma pequena. 
Seja F: (0, 1)--+ IR uma função satisfazendo: 
O< F (n(x, t)) S: F, < oo \l(x, t) E Qy 
Então existe ao menos uma função u E L2 (0, T, V) n L co (0, T, H) satisfazendo (2.1). 
Observação 2.1 Em dimensão dois, as condições em n1 e 'Vn podem ser substituídas 
por: 
n' E L 2 (O. T, L' (f!)) para algum p > 1. 
n'ELi(O,T,L 00 (fl)) 
Vn E L2 (0, T, L00 (!!)) n L00 (0, T, L' (f!)) para algum p > 2 
Ou então as duas últimas podem ser substituídas por: 
n' E L 00 (O,T,LP (O)) para algum p > 1, com norma pequena. 
'Vn E L= (0, T, LP (O)) para algum p > 2, com norma pequena. 
Observação 2.2 A condição n' E L 2 (O, T, L~ (f!)) garante que a formulação varia-
cional ( 2.1) faz sentido, isto é, que a segunda parcela é finita. Aqui, na verdade, 
bastaria n' E Lfoc (O, T, L~ (O)) . Esta condição também garante que u( t) --+ U 0 em V' 
quando i --+ O. 
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Observação 2.3 A pequenez dos dados acíma depende somente de n0 e fL e será 
precisada no decorrer da demonstração. 
Prova do Teorema 2.1: Vamos, antes de tudo, precisar o sentido em que o dado 
inicial u (O) é assumido: 
A formulação variacional (2.1) é equivalente a: 
onde 
Isto é: 
~ m =g-Au-B(~) 
Por hipótese temos que g E L 2 (0, T, V'), não é difícil de mostrar que 
Au E L1 (0: T, V'): aqui nos usamos a hipótese n1 E L 2 (O, T, L~ (D)) na primeira 
1 1 1 parcela de A com - + - + - = 1, da seguinte forma: 
p q r 
1 1 1 d ,. 6 ' ' " 3 
com - + - + - = 1, como q e r po em ser no max1mo , entao p e, no m1mmo -
2
, e 
p q r 
assim majoramos a expressão acima por: 
, , 
{r sup lln'll 'i 111Vuiii1Vvlldt:S ({rlln'll~'l dt)'(fri!Vvll'dt)' <co lo IIVvl[_st L2 o lo 2 l1) lo 
Em dimensão 2, q e r podem ser qualquer número finito maior que 2, assim p pode 
ser qualquer número maior que um. Isto justifica a. condiçã.o para n' na Observação 
2,L 
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E segundo o Lema 1.10 temos que B (;.) E L1 (0, T, V'). Assim, utilizando 
o Lema 1.1, obtemos que~(~) E L1 (0,T, V') e~ E C(O,T, V'). Desta forma, 
u (O) faz sentido. 
Seja agora ( v;)iEN C V a base espectral, isto é, a base constituída pelos 
autovetores do operador -P/j.. (Veja lema 1.8). 
Definimos o seguinte subespaço m-dimensional Vm = [v1 , v2, ... , vmJ. 
m 
Seja Um (x, t) ~L ci,m(t)v,(x) 
;=I 
A formulação fraca (2.1) em cada Vm fica: 
~ (:m,vi) + (>m,vi) + ("nm V ("nm), v,)+ p (v(umJ, V(;) v,) 
+I' (V (um), V (vi);) +I' ( F~n) um, Vi) ~ (g, Vi) lfv, E Vm em D' (0, T) 
Um(O) ~ u,.m E H 
(2.2) 
Onde Uo,m. converge para U 0 em H. 
Utilizando (í) do Lema 1.11 e passando a derivada em t na primeira parcela 
para dentro do produto interno em L 2 (D)e então multiplicando a equação por c;,m(t) 
e fazendo a soma sobre i obtemos: 
+21' 
Isto é: 
~ 11:~11' + 21' 11 v j,;l 11' + 2jl r~n) Um 2 " c 11911~· +a I IV( um) li' 
-2 (::Um, Um) - 21' (V (um), V(;) Um) 
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(2.3) 
Com o objetivo de usar a desigualdade de Gronwall (Lema 1.12) podemos 
majorar as duas últimas parcelas da inequação acima de duas formas diferentes: 
Majorações para (.:~'Um, Um) : 
(I) Suponhamos que n' E L 1 (0, T, L=(iJ)), neste caso fn'(x, t)f S !In'(-, t)fiLoo(n) 
e temos: 
(::Um,Um) SCffn'(t)fiLoo(n) fo 2 (2.4) 
(II) Suponhamos que n' E L00 (O, T, L~(!l)) , neste caso: 
(2.5) 
Majorações para ( \7 (um), V(~;) Um) : 
(I) Suponhamos que '\7n E L= (0, T, L3 (il)), neste casoo 
(v(um),v(~)urn) =- (v(um), VS)um) sallvj,;')r 
+cllv(nJ fo-11' s "li v~) r +crrvn(tJrr~, 101 llfo-[
101 
(2.6) 
'V(um) 2 2 ll'\7(um)ll' S a ..fo +C ff'\7 (n)f!Loo(o.r,L'(OJ) ..fo 
(li) Suponhamos que '\7n E L 2 (0, T, L=(il)), neste casao 
(2. 7) 
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Se usarmos as condições (2.5) e (2.6) a inequação (2.3) fica.: 
2 d Um 
- +2J1 dt ,;n rn(n)Um 2 
'll(um) 2 '\7( Um) 
+a C +C lln'll~oo (oT,d(o)) ,;n ,;n 
'll(um) 2 2 'll(um) 
+a fo +C 11'17 (nJIIL~(o.T,L'(O)) 
,;n 
s CIIYII~· 
2 
2 
Desta forma, se K = 2j1- a.C- C lln'll 2 ( o ) -a- C 11'17 (nJIIfoo(oTL'(O)) >O L= O,T,L2 {O) • , 
obtemos: 
d Um 2 , '17(um) 2 ~F(n) 2 Cll 112 
- - + fi C + 2J1 --Um :'Õ 9 V' dt fo vn n (2.8) 
Descartando o terceiro termo e integrando obtemos: 
Isto é: 
um E L' (0, T, V) n L= (0, T, H) (2.9) 
uniformemente em um conjunto limitado. 
De forma semelhante, se usarmos (2.4) e (2.7) em (2.3) obteremos: 
2 
+C lln'(t)IIL~Iol ~ +a 
Escolhendo a tal que f{ = 2j1 - aC - a > O nos obtemos: 
~ 11 ~~~'H 11'17 7n) 11' + 211 r~n) um 2 S CIIYII~· 
+C (lln'(tJIIL~(o) + 11'17n(tJ11t~(o)) ~~[' 
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Descartando o terceiro termo e usando a desigualdade de Gronwall também obtemos 
(2.9). 
Do obtido em (2.9), concluímos a existência de uma subsequência (por sim-
plicidade ainda denotada por Um ) que converge fraco em L 2 (0, T, V) e fraco * em 
L= (0, T, L2 (!1)). Para passar o limite na forma trilinear precisamos, como em Navier-
Stokes clássica, de uma convergência forte em L 2 (0, T, L2 (!1)). Isto é conseguido 
utilizando-se o Lema de Aubin-Lions (Lema 1.4). 
Para isto vamos mostrar que u~ E L! (0, T, V') : 
Passando a derivada temporal da primeira parcela de (2.2) para dentro do 
produto interno em L2 (!1) podemos reescrever esta formulação da seguinte forma: 
onde 
Isto é: 
= Tum em V~ 
Para definirmos a equação acima em V' utilizamos a projeção Pm : H; --> Vm da 
seguinte forma: 
(":;v)~ (T,Pmv) \/v E H;(!1) 
Observando que se v E H; (!1) então nv E H], (O) temos: 
(v:,; v)~ (u:,; nnv) ~ ("n:,;nv) ~ (T,Pm (nv)) ~ (nP;,T,v) 
Assim: 
Acima utilizamos o fato de P m ser auto-adjunta, pois a base é a espectral. 
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Para mostrar que u~ E L! (0, T, V'), vamos examinar as diversas parcelas 
da equação acima: 
Temos que nPmg E L2 (0, T, V') pois (nPmg, v)v'V = (g, Pm (nv))v•v S ll9llv• IIPm (nv)llv 
S ll9llv• llvllv- Aqui utilizamos o fato de que IIPmvllv S llvllv . 
Vamos mostrar que nPmAum E L2 (O, T, V'), pois: 
A,um E L 2 (0,T,V') onde (A1um,v) = iw('il(um),'il(~)Pmv), v E V, 
pms: 
{T IIA1umll~,dt S {T sup I(Alum,Pmv)l'dt lo lo jj'VvlfS:l 
= [T sup I r 'i7 (um) 'i7 (.!.) Pmvdx!' dt lo jj'Vvl[s;I lo n 
' 
'Ó C (J,T ll'i7umll 2 dt)' II'VniiLoo(o,T,L'(O)) <CO 
A2urn E L2 (0, T, V') onde {A2um, v} = f-l n (V (um), \7 (Pmv) ;) pois, obser-
vando que Pm \7 (v) = \7 (Pmv) temos: 
{IIA,umll~,dt<;C iT sup !('il(um),Pm'il(v).!.)!'dt 
·O O lfVvJ]::Sl n 
õ;C {T sup (fl'i7(um)l 2 dx)(fl'i7(v)l 2 dx)dt lo jjVvll:::;t lo lo 
'Ó C iT li 'V (um) li' dt < 00 
A, um E L2 (0, T, V') onde (A3um, v) = p. n ( F~n) Um, Pmv) pois: 
25 
S:C {T sup (fi'V(um)[ 2 dx)(f1V(v)[ 2 dx)dt lo lfVvll9 lo Jn 
T 
S: C la [[\7 (um)[[ 2 di< 00 
Assim A um E L2 (0, T, V'). 
Vamos mostrar que E (unm) E L f (0, T, V'), pois: 
unm E L00 (o,T,L 2 (l1)) e um EL'(O,T,H;(n)) '->L2 (0,T,L'(l1)) 
n 
Interpolando, obtemos: 
Um E L" (0, T, L" (!1)) 
n 
' 2 6 
com Pe e q8 sattsfaz:endo PIJ = fi e qe = 
u 3-20 
Po<tanto ";E L~ (o,T,L'~" (ll)) ;lf8 E [0, lj 
Como V ("nm) E L2 (o,T,L2 (llJ) então unm\7 ("nm) E LP(O,T,L'(ll)) 
I O I 2 I 3-20 I 3 
Onde p = 2 + 2 "" p = -1 -+-0 e q = 6 + 2 * q = :3 - O 
2 
Devemos ter --li > 1 :::} a < 1 
l+u 
P I Um (Um) < ( < ( ) ara f} ::::; - temos que-\7 - E L3 O, T, LS O) . 
2 n n 
Temos que g E L~ (O)'---'> V' pois para v E H~ (fl) (g,v) = fngvdx está bem 
I I I 
definido pois como v E L 6 (!1) então gv E L r onde-= - 1- +- = 1. r 6 5 6 
Portanto Unm \7 C'~m) E L! (0, T, V'). 
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Assim: 
llu~llv, <; Jlngllv' +I in Aumllv' + llnB (";)L 
Portanto llu~llt, <;C (jjgjjt, + IIAumllt, + IIB (":)li:,) 
' ' Integrando de O a T obtemos que um E LJ (O, T, V 1). 
Utilizando o Lema de Aubin-Lions (Lema 1.4) obtemos uma subsequência 
de (um) , ainda denotada por (um), fortemente convergente em L 2 (0, T, L 2 (!1)). 
Para passar o limite em m na formulação va.riacional, multiplicamos (2.2) 
por uma função r:b E C 1 (0, T) com c/; (T) =O e integramos em t: 
{;(";,v;) 1(t)dt+ {(:;um, Vi) ~(t) dt + { ("nm ·V(";) ,v,) ~(t)dt 
+Jl. { (v(umJ,v(~)v;) ~(t)dt+p { (v(um),V(v;J~) ~(t)dt 
+Jl. iT ( F~n) um, v,)~ (t) dt ~ iT (g, v;) J> (t) dt \/v, E Vm 
Integrando o primeiro termo, obtemos: 
- fT("m,~'(t)v;)dt- (.3:=,J>(O)v;) + fT(um -v("m),J>(t)v,) 
lo n n (O) lo n n 
{T (n' ) {T (F(n) ) {T 
+lo n'um,J>(t)v; dt+p lo -n-um,~(t)v; dt~ lo (g,~(t)v;)dt 
A passagem do limite nos termos lineares é fácil e justificada pelas con-
vergências: umo ____.,. u 0 em L 2 (D), Um ____.,. u fraco em L 2 (0, T, V) e 'Um ____.,. u forte em 
L2 (0, T, L2 (!1)). A convergência. do termo não linear é justificada pelo seguinte lema: 
Lema 2.1 Se um converge para u fraco em L 2 (0, T, V) e fortemente em L2 (0, T, H) 
então para qualquer função vetorín.l v com componentes em C 1 (Qr) temos: 
t ("nm. v(";) ,v) dt ~ t (;.v m ,v) dt 
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Prova: [ (Unm ·V (u:) ,v) dt ~- [ (u: ·V(v), u:) dt 
~- t rT r (Um) _§___ (vj) (Um) dxdf 
. _ 1 lo ln n ; Ox; n j 1,]-
Esta última parcela converge para: 
-t rT r (JC) _§___(vi) (JC). dxdf ~ {T ('C· V ('C) ,v) dt 
· _ 1 lo ln n 1 fJx 1 n 1 lo n n •,J-
o 
Desta forma, passando o limite em m --+ oo obtemos: 
Corno (v,) é denso em V vemos que u satisfaz: 
Em particular, com cP E c;; (0, T) vemos que u satisfaz (2.1) no sentido de 
distribuições em t. 
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Falta mostrar que u satisfaz u (O) = u 0 • Para isto multiplicamos (2.1) por 
~E C1 (0, T) com~ (T) ~O e integramos em t obtendo: 
-f (~.~'(t)v)dt- (~i~i·~(O)v) +f (~·\l(~).~(t)v)dt 
+11 [ (v(u),v(~)~(t)v)dt+ 11 [ (v(u),~(t)V(v)~)dt 
{T (n' ) {T (F(n) ) {T +lo n 2 u,~(t)v; dt+p lo -n-u,~(t)v dt ~lo (g,~(t)v)dt 
Comparando com a equação acima, vemos que: 
("(~\~) 11 ',v~(o)) VvE V 
V v E V 
Escolhemos rjJ com rjJ (O) = 1 assim (u (O) - Uo 1 v) V v E V e como V é denso em 
n (O) 
H temos que u (O) = U 0 • 
A pressão é recuperada de forma semelhante que para a equação de Navier-
Stokes clássica (veja por exemplo Temam [10]): 
Sejam: 
U(t)~ [~i:\ds; G(t)~ {g(s)ds; a(s)= [ Au(s)ds; j3(s)~ [ B(~i:Dds 
Seu é solução de: 
(2.10) 
então U, G, a e j3 E C ([0, T] 1 V'). Integrando (2.10) em relação a t, obtemos: 
u(t) u 
F(t) ~ G(t)- a(t)- j3(t)- n(t) + n(~) ~O 
Aplicando v E V temos: 
(F(t),v)~O VvEV 
Utilizamos agora as proposições 1.1 e 1.2 e obtemos que: 
3 P (t) E L' (il); Vt E [O, T] com \7 P (t) ~F (t), isto é: 
u (t) u 
-( ) - -(') +a (t) + j3 (t) + \1 P (t) ~ G (t) 
n t n O 
(2.11) 
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Como o operador V é um isomorfismo de L 2(D)j IR em H- 1 (fl) (veja Observação 
1.2) então: 'V P E C (r o, T] , H-1 (íl)) e portanto P E C ([0, T], L' (íl)). 
Isto nos permite diferenciar (2.11) no sentido de distribuições e obter: 
d (u) (u) 8P 
- - +Au+B - +'V-.- ~g 
di n n àt 
àP 
Escrevendo Bt = p obtemos: 
(u)' u (u) Ll.u F (n) 
- + - . 'V - - p.- + 'Vp + p.--u ~ g 
n n n n n 
D 
2.2 Unicidade de soluções 
O seguinte resultado nos dá existência e unicidade de solução fraca em di-
mensão dois: 
Teorema 2.2 (Unicidade) Seja n c JR2 um aberto limitado com fronteira 
C1•1 J Uo E H ' g E L2 (0. T, V'). Seja n ; Qr = n X (0, T) -.....,. IR uma função 
satisfazendo: 
(2.1). 
O< n, s; n(x, t) < I \i(x, t) E Qy 
n' E L1 (0, T, Lw (íl)) 
n' E L00 (0, T, LP (fl)) para alg·u.m p > 1, com norma pequena. 
Vn E L 00 (O,T,LP (!1)) para algum p > 2, com norma pequena. 
Seja F: (0,1)-.....,. IR uma função satisfazendo: 
O< F(n(.r,t)) S F,< oo \i(x,t) E Qy 
Então existe uma única função u E L2 (0, T, V) n L 00 (0, T, H) satisfazendo 
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Observação 2.4 A pequenez dos dados acima depende somente de n 0 , e f1 e sera 
precisada no decorrer da demonstração. 
Observação 2.5 Aqui T pode ser oo, pois com a8 condições em n' e 'Vn garantimos 
a existência de uma solução para qualquer O< T::; oo (veja (2.8}). 
Prova do Teorema 2.2: A existência de solução em L 2 (0, T, V) n L00 (0, T, H) está 
assegurada pelo Teorema 2.1 pois suas hipóteses são satisfeitas (veja Observação 2.1). 
Vamos agora provar a unicidade. 
A formulação variacional (2.1) é equivalente a: 
Onde: 
(Av; v) ~ ( ~; u, v) + p ('V (u), 'V (~H +I' ('V (u), 'V (v)~) +I' ( F~n) u, v) 
Isto é: 
d (") (") t ;:; = g - Au- B -;;, em V' 
Em dimensão 2 temos que B (~) E L 2 (0, T1 V 1) 1 como afirma o Lema 1.11. 
É fácil ver que Au E L2 (0, T, V 1), assim !!_ ('::) E L 2 (0, T, V 1). Isto implica que dt n 
du 2 ( ') . dt E L O, T, V . Po1s: 
u' (")' n' 
-= - +u-
n n n2 
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A primeira parcela do lado direito está em L 2 (0, T, V') por hipótese; quanto a segunda 
temos: 
T un' T 
I 11
2 
- dt = sup 1 nZ V' 1 IIV'viiS:l 
1 1 1 
Onde - +- +- = 1 , aqui r,p <co portanto q > 1. P q r 
S: { IIVull'lln'll~,i"l dt S: llulli'(o,T.V) lln'll~~(o,T,L•(O)) < 00 
Sejam u 1 e u 2 duas soluções e seja u = u 1 - u2 a diferença. 
Temos que 
d (u 1 ) (u') - - = g- Au1 - B -di n n 
'}_ (u') =g-Au,-B(u') dt n n 
Subtraindo a segunda equação da primeira obtemos: 
Isto é: 
u' n'u ("') ("') - -- + Au = B - - B -
n n 2 n n 
, n'u (u') ("') u = --;;--nAu+ n.B --;;- - nB -;;; 
Aplicando u obtemos: 
~ llull' + 2n (Au; u) = 2n ( B (~) ; u) - 2n ( B (~) ; u) + 2 ( n~u; u) (2.12) 
Observe que na primeira. parcela. utilizamos Lema (1.3) da página. 6. 
Van10s a.gora majorar as diversas parcelas: 
( n' ) ( (1) ) /IV(u)/1' (F{;0 
2 
2n{Au;u)=2n n 2 u,u +2nJJ 'V(u),'V ;;- u +2nJJ fo +2nJi v~-n-u 
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As duas primeiras parcelas do lado direito de (2.12) são majoradas da seguinte forma: 
2n(B (~) ;u)- 2n(B (~) ;u) ~ -2n (;;·V(:') ,u) 
<::C lluiii!Vuiii!Vu,JI <::A ]]V ui!'+~ ]Juii'IJVu,]]2 
A equação (2.12) fica: 
d 2 V (u) 
di llull + 2n~ vn 
2 
I 2 c '11 2 <::a I Vu]] + -]Jull Vu,]] 
a 
, 2 ( 2 J/V(u) 2 +C !In IIL~(a) llull + a+ c IIVniiL~(o,T,L'(O)) , vn 
Isto é: 
p > 2. 
Seja a> O tal que 2nof.l- 2aC >O e se JIVnjj~""(O,T,LF(fl)), com p > 2, for suficiente-
mente pequena para que 2n0 J.t- 2aC- C JJ"9n1Jioo(o,T,LP(fl)) > O então: 
! llull' <::C (I!Vu,JI' + lln'IIL~Inl) llull' 
Portanto: 
~ { exp (-C [ (IIVu,(sJII' + lln'(s)IIL~ 1a 1 ) ds) llu(iJII'} <::o 
Assim ]]u(i)JI' <::O Vt E [0, T] o que implica que u1 ~ u2 q,s. em i E [0, T]. O 
2.3 Regularidade 
O seguinte teorema nos fornece condições para obtermos uma solução com 
derivadas segundas em L 2 (!1), mas em contrapartida, (como também ocorre nas 
equações de Navier-Stokes) a existência da solução não é global. 
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Teorema 2.3 (Regularidade espacial) Seja D c JRd; d = 2, 3 um aberto limitado 
com fronteira de classe C 3 , u0 E VnH2 (D), g E L 2 (O,T,L 2 (!l)). 
Seja n ; Qy = n X (0, T) - IR uma função satisfa,zendo: 
O< n, <; n(x,t) <I V(x,t) E QT 
n(x, t) =c+ 8(x, t) 
n' E L00 (o,T,L~ (D)) com norma pequena. 
\ln E L= (0, T, L3 (D)) com norma pequena 
Seja F: (0, 1) --t IR uma função satisfazendo: 
O< F(n(.x,t)) <;F,< oo V(.r,t) E Qr 
8 
Suponhamos que E = --, E L 00 ( Qy) com norma pequena, então existe ao menos 
c+u 
uma função u E L' (0, T, V) n L= (0, T, H) satisfazendo (2.1) além disto, 
u E L' (o, T, H' (il)) onde T =F (T, il,u,). 
Observação 2.6 
I I I 
- =- = -(1-E) 
n c+ b c 
Observação 2. 7 Aqui T pode ser oo, pois com as condições em n' e Vn garantimos 
a existência de uma solução para qualquer O< T::::; oo (veja (2.8}). 
Observação 2.8 Aqui u (t) -----4 u0 , em V, quando t -----4 O, pois u E L 2 (0, T, V) e 
u' E L= (0, T, H) C L 2 (0, T, V'), e devido a.o Lema 1.1 temos que u E C (0, T, V). 
Observação 2.9 A pequenez dos dados acima será definida no decorrer da 
demonstração e depende, como nos teoremas anteriores, de n0 e f-l· 
Observação 2.10 A existência de solução em L 2 (0, T, V) n L= (0, T~ H) está asse-
gurada pelo Teorema 2.1 país suas hipóteses são satisfeitas. 
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Prova do Teorema 2.3: A base de V considerada aqui (como nos teoremas de 
existência e unicidade) é a espectral do operador -P!:J., isto é: (ai) onde i E IN e 
satisfaz: 
!:J.a; = -P!:J.a; =À; a; : a; E H 2 (O) 
Vm = [at, a2, ... , am] 
m 
um(x, t) =L Ci,m(t)a,(x) 
i=l 
A formulação variacional (2.1) em cada Vm pode ser reescrita, neste caso, da 
seguinte forma: 
(
F(n) ) +!' -n-um, a, = (g, a;) Vai E Vm em D' (0, T) (2.13) 
um(O) =um, E V n H 2 (il) 
Passando a derivada em t para dentro do produto interno em L2 (O) na 
primeira parcela obtemos: 
("~.a.)+(": V(":) ,a,) +i' (vum, V(:')) 
+!' ( F~n) Um, a,) = (g, a,) (2.14) 
Multiplicando esta formulação variacional por À;ci,m(t) e somando em i obte-
mos: 
( F(n) - ) ( - ) +12 -n-um, Li um = g, Llum 
(2.15) 
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Utilizando a observação 1.3 o primeiro termo pode ser reescrito da seguinte 
forma: 
(2.16) 
Observação 2.11 Observemos que: 
Utilizando a observação, acima no primeiro termo da última igualdade de 
(2.16) obtemos: 
O terceiro termo de (2.15) pode ser reescrito da seguinte forma: 
Fazendo estas substituições na equação (2.15) acima obtemos: 
36 
Isto é: 
I d Vum 
11 11
2 
2dt .;n +Jt 
(2.17) 
Multiplicando a formulação variacional (2.14) por <,m(t) e somando em 
i= l, ... ,rn vem: 
( u;, u~) + ("; . V(";), u~) +I' (V um, V ( u;)) 
( F(n) ') ( ') +!' -n-um, um = g, um 
Desenvolvendo o terceiro termo, obtemos: 
Utilizando a Observação 2.11 no terceiro termo da equação acima obtemos: 
Isto é: 
(2 18) 
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Somando-se as equações (2.17) e (2.18) obtemos: 
(~) !:_ '\?um 2 +i' I ÍÍ.umll' + 11 u;,. 2 = 1+ i' (v um, V' um(.!.)'\ 2dtyfn yfn yfn 2 n} 
-(l+p) (u~v(;;),vum)- (u:,V'qm) + (": v(":) ,ÍÍ.um) 
-p (V':m, ÍÍ.um) + p ( F~n) Um, ÍÍ.um) - (g, ÍÍ.um) (2.19) 
( Um ("m) , ) (F(n) , ) , ) - --;; ·'V --;;- , Um - f1 -n-um, um + (g, Um 
Vamos agora majorar os diferentes termos do lado direito da equação acima: 
O primeiro termo é majorado da seguinte forma: 
I I I . 3 Onde - + - + - = 1 , aqm p = q = 6 portanto r = -
p q r 2 
O segundo termo é majorado da seguinte forma: 
c(vum,v(~)u:n) "':CI/V'n V'umll'+al[u;,l[' 
'S C lfV'nii~'(OJ IIV'umll~•(n) +a !lu;, li' 
'S C IIV'nll~'(n) llíl.umll' +a l[u;,.l[' 
O terceiro termo é majorado da seguinte forma: 
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O quarto termo é o mais trabalhoso e é majorado da seguinte forma: 
A primeira parcela é majorada (utilizando-se Lema 1.5) por: 
!lumflu(n) fiVumllu(n) IIJ.umll <; jjumlllfiVumllljjVumllljjumllt,(O) IIJ.umll 
<;C jjVumjjÍ IIJ.umlll <: : jjVumll 10 +a IIJ.umll' 
A segunda parcela .é majorada por: 
(2.20) 
jjumiiL•(n) jjVn · umllu(O) IIJ.urnll <:C jjumllqn) jjVnll,,,,01 llumll,,.,01 IIJ.umll 
I I I I . 6 
Onde - + - = 1 e - + - = 1. Aqui r = 6 (maior valor posstvel); portanto s = - e 
r s p q 5 
sq = 6 (maior valor); portanto q = 5. Assim p =~e portanto sp = ~· 
(2.21) 
O quinto termo é majorado da seguinte forma: 
O sexto termo é majorado da seguinte forma: 
A majoração do sétimo e do último termo é semelhante: 
- 2 
(g. J.um) <;C flgfl 2 +a~~~ 11 
' 2 
(g, u:OJ <: C jjgfl' +a :ln 
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A majoração do oitavo termo é semelhante a do quarto: 
( Um ~("m) , ) _(Um 'Vum , ) (Um ~()) , ) -·v- ,um- -·--1 Um +-·v- Um.,um n n n n n n 
A primeira parcela1 com a e b positivos adequados é majorada por 
A segunda parcela é majorada de modo semelhante ao feito em (2.21): 
C llumiiL•(nJ IIVnjjLÍ(n) llumiiL•(n) llu~.ll :'::C II'Vnjjd(n) 11Vumll2 llu;,,ll 
:':: ~ jj'Vnjj~l(n) II'Vumll4 +a jju~ll 2 
E finalmente, o nono termo é majorado da seguinte forma: 
Substituindo os itens acima na equaçào (2.19) obtemos: 
!:...±..!:~ 'Vum 2 IIÓ.um 2 u:,.ll' < Cjjn'jj IIÓ.umll' 
2 dt .,fii + ~ .,fii + .,fii - L~(o.r,d(nJ) .,fii 
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Reagrupando os termos semelhantes obtemos: 
1 + f..l d \7um 
2 
( C ) u~ 2 
-2-dt Vn + I- 5a- ~ llciiL~(Qr) Vn 
+ (P- 5a- b -1/êiiL~(Q 1- 2C l!'vnll~'(o) -1/n'll ( ' J) T a L= O,T,L2 (íl) - I' L'. um Vn 
(2.22) 
Assim, podemos escolher a e b tais que J.t- 5a- b > O e 1- 5a >O e se Jle!IL'"'{Qr)' 
jj\7njj~""'(o,Tp(O)) e jjn'IIL=(o,T,d(n)) forem pequenos o suficiente para que as con-
stantes na segunda e terceira parcelas sejam positivas, poderemos utilizar o Lema 
1.13 para concluir que: 
2 V' um (t) 
FW :ô F(t) Vt E [o,Tj com T 5o T 
lllu;,(t)/ VnTtJII' dt S F(t) 1ft E [o,T] com T S T 
l113.um (t)/ VnTtJf dt S F(t) Vt E [o, r] com T S T 
Onde F(t) e F (t) sã.o funções contínuas. 
Utilizando, agora, o Lema 1.9, na página 9, concluimos que: 
[[n;um (tJ[[ S C ([[3-um (tJ[[ +//V' um (tJII) Vt E [O, T] 
2 '( - 2 ) Portanto, D Um E L O, T, L (fl) . o 
Observação 2.12 Se a dimensão do espaço é dois, então a solução u ( ·, t) em H 2 (!l) 
está definida globalmente para todo t E [0, T]. A razão está na majoraçrlo (2.20) da 
página 39: 
[/umllc<(O) IIV'um[/L'(Q) [[LS.um[[ :Ô llumlll!IV'um[[l!IV'umlllllumllk'(O) [[l.um[[ 
:Ô //um[[l[[V'um//[[3-um[[l :Ô C [/umii//V'um[/ 4 +a [[l.um[[ 2 
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a função iT ( t) ~ fo'iium ( s) flff'17um (s )[[ 2 ds está bem definida, pois Um E L' (0, T, V) n 
L= (0, T, H) e portanto poderemos usar o Lema de Gronwall na equação equivalente 
(2.22). 
2.4 Existência global de soluções fortes 
Vamos utilizar um raciocínio semelhante ao feito em Heywood e Rannacher 
[6] nas páginas 284 a 286 para obtermos condições que garantam a existência de uma 
solução forte (nos moldes da secçào anterior) em todo tempo. 
Teorema 2.4 Seja O c JR:f;d = 2,3 um aberto limitado com .fronteira de classe C 3 , 
u, E V n H' (il) , g E L00 (0, T, L' (il)). Seja n: Qy = il x (0, T)-> IR uma função 
satisfazendo: 
O< n, :S n(x,t) < 1 \1 (x,t) E Qr 
n(x, t) ~c+ 8(x, t) 
n' E L00 (O, T, L~ (fl)) com norma pequena. 
'\7n E L= (0, T, L3 (il)) com norma pequena 
Seja F; (0, 1)--+ IR uma função satisfazendo: 
O< F(n(x,t)) :S F,< oo \I(.T,t) E Qr 
Então existe ao menos uma função u E L2 (0, T, V) n L00 (0, T, H) satisfazendo (2.1) 
8 
e se e = --, E L00 ( Qr) com norma suficientemente pequena e se :3 C > O tal que 
c+u 
'up [['17u(·,t)[[p101 :S C então u{-,t) E H 2 (il) pa.ra quase todo tE [O,T] e vale: O~tS',T 
Onde a> O. 
Observação 2.13 A existência de solução em L2 (0, T, V) n Loc (0, T, H) está asse-
gurada pelo Teorema 2.1 pois suas hipóteses são satisfeitas. 
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Observação 2.14 Aqv,i T pode ser oo, pois com as condições em n' e \In garantimos 
a existência de uma solução para qualquer O< T S oo (veja (2.8)). 
Observação 2.15 A condição sup 1/'Vu (·, t)JJv(O) <C pode ser garantida a priori, 
O<t<T 
desde que J)u0 J)i2 (n} + llglli""(O,T,~(~)) seja suficientemente pequena. 
A demonstração é a seguinte: 
A equação (2.22) pode ser escrita da seguinte forma.: 
lO 
+ c.lfglf' 
Aqui, na primeira parcela do la.do direito, utilizamos a seguinte majoração para os 
termos com a força de atrito F: 
Utilizamos agora a desigualdade JJ'Vum))::; C //Li um li na segunda. parcela do 
lado esquerdo da. inequação acima e obtemos: 
Onde S(uo,g) ~C (lluoll~'(fi) + IIYII~~(O,T,L'(ll))) · 
2 
E d ( V'um(·,t) . _ . fi screven o f t) :::::: a. mequaçao acima ca: Jn (·, t) L'(nJ 
Onde C;> O para. i= 1, ... ,4. 
Tomemos inicialmente N suficientemente grande para que: 
c C N 3 +C < _iN4 2 3 2 
4.3 
Tomemos agora S(u0 ,g) S ~ 2d1 . Nestas condições: 
f'<;~;+ C,f' + C,/5 - c.j 
Com estas condições a função F (f) = ~; + C,f2 + C,J'- C4f satisfaz F (O) > O e: 
F(_!_) _ c4 c, c, _ c4 _ c,N' +c,- 9:N4 
N - 2N + N' + N5 N - N' < O 
Como F ( ·) é contínua, existe R raiz de F tal que O < R < ~. 
Seja agora a equaçã.o z' ::; ; + C2z 2 + C3 z 5 - C4 z como F (O) > O e R> O, 
para qualquer dado inicial z(O) E (O, R) temos z(t) <R. Assim. por resultados de 
desigualdades diferenciais, para dados iniciais e força.<; externas satisfazendo ao mesmo 
tempo: 
{ 
jju,lfi'(O) + jjglli~(o,T,L'(o)) S ~ 2~, 
lf'17u,lfL'(O) < R 
Temos que O :S F(t) <; z(t) <;R, Vt. o 
Prova do Teorema 2.4: No teorema anterior, na página 41 obtivemos a seguinte 
desigualdade: 
c~[[~f +c[[~f +c[[J,J 
:S c[[~['+ c[[~m[[' +c[[~[[w + Cjjglf' 
Multiplicando a equação acima por e"'1 e utilizando a hipótese sobre u de 
limitação em L= (0, T, V) obtemos: 
Que pode ser reescrita como: 
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Integrando de O até t, obtemos: 
2 
ectl V um (t) 
;;:0 +C [e"" llllum (<T)/ {n(;)((' d<T 
+C lo' e"" 11 u:, ( IT) / {n(;)ll' d<T S C 1' e"" d<T 
Desconsiderando a primeira parcela e multiplicando o resto por e-at obtemos: 
Desta forma, utilizando agora a desigualdade (i) do Lema 1.9 da página 9 
com g = -..Ó.um obtemos que: 
Uniformemente em m, assim obtemos: 
Limitação que é estendida para u pois um -----t u fraco em L 2 (0, T, H 2 (!1)) e portanto: 
o 
O seguinte teorema nos fornece uma solução global forte em L'= (0, T, H 2 (!1)) 
como a obtida em Heywood e Rannacher [6] para as equações clássicas de Navier-
Stokes, mas o resultado somente foi obtido com a porosidade variando exclusivamente 
com a pos1çao. 
Aqui, a formulação variacional (2.1) se torna: 
~(;;.v}+(; \7(;;),v)+p(\7(u),\7(~H 
+I' ( \7 (u), \7 (v)~)+ I' ( F~n) u, v) = (g, v) \;/v E V em D' (0, T) (2,23) 
u(O) = Ua E v n H 2 (f!) 
A formulação fraca acima em cada Vm fica: 
\!v; E Vm em D' (0, T) 
Um(O) = Uo,m E v n H 2 (!1) 
(2.24) 
Teorema 2.5 SeJa. f.! c IRd;d = 2,3 um aberto limitado com fronteira de classe C3 , 
u, E VnH'(fl), g E L00 (0,T,L 2 (fl)) e g' E L00 (0,T,V'). Seja n: fl--> IR uma 
função satisfazendo: 
O<n,:Sn(x)<l VxEfl 
n(x) =c+ ó(x) 
\ln E L3 (f.!) com norma pequena 
SeJa F: (0, 1) --+ IR uma função satisfazendo: 
O<F(n(x))SF,<oo \/xEfl 
Então existe a,o menos uma função u E L 2 (0, T, V) n L= (0, T, H) satisfazendo (2.23) 
5 
e se ê = ~-s: E L= (f.!) com norma suficientemente pequena e se ::1 C > O tal que 
c+u 
sup jjVu (·, t)jjL'(li) :S C então u E L 00 (0, T, H 2 (fl)). 
O:;t"S:T 
Observação 2.16 A existência de solução em L2 (0, T, V) n L= (0, T, H) está asse-
gurada pelo Teorema 2.1 pois suas hipóteses são satzsfeitas. 
Observação 2.17 Aqui T pode ser oo, pois com a condição em \ln garantimos a 
existência de uma solução para qualquer O< T s; oo (veJa (2.8}). 
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Prova do Teorema 2.5: Adaptando a equação (2.15) para as condições deste teo-
rema temos: 
Isto é: 
('Vqm ~- ) (F(n) - ) -I' -n-. ,6.um + j.l -n-Um, ,6.um 
Utilizando as majorações já obtidas na página 38 para os diversos termos do lado 
direito de (2.19), obtemos: 
Isto é: 
l'~~~~i' <; llgll~~~~~ + IIJ;,//11~11 + IIVnlld(n) I/ "'foi/' l/7nll 
+C/1~11 10 +a//~11' + ~ IIEIILool"l ~~~ 2 + ~~~~~~~~~~ 
+ II'Vnll > 11 'V um 11'/í\.um +C 'V um lO+ 'Vu,; I 
L' (O) Jri Jri Jri Jri 
Escolhendo a tal que p- a> O e se llsiiLoo(n) satisfaz p-a-~ llsiiLoo(U) > O te,emos: 
c//7n//' <; (11911+//J;,II +//~//+IIVnlld(a)//~1/') /1~//+c//~r 
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Esta é uma inequação do segundo grau em 117n 11 que equivale a: 
Portanto: 
u' 
m 
.,;;;+ 
Utilizando as hipóteses do teorema, obtemos: 
l.um < C+C u~ 
.,;;; - .,;;; 
Derivando em ta formulação variacional (2.24) obtemos: 
Multiplicando a equação por c~,m (t) e somando em i= 1 a.té m, obtemos: 
Isto é: 
(2.25) 
(2.26) 
As três parcelas do lado direito podem ser majoradas da seguinte forma: 
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A primeira parcela de (2.26) é majorada da seguinte forma: 
(g', u:,) S ll9'11v• lia:, li v S C 119'11~· +a IIVu:,ll' S C 119'11~, + aC 
A segunda parcela de (2.26) é a mais difícil e é majorada da seguinte forma: 
(u;, n ("m) , ) _ (u;, \?um , ) (u:, n (]) , ) -·v - ,um - -·--,um + -·v - Um 1Um n n n n n n 
A primeira parcela é majorada (utilizando-se Lema 1.5) por: 
llu:,IIL'(O) IIVumllllu:,IIL'(O) S C IIVu:,IIIIVumllllu:,IIL•(O) 
, ' 
S C IIVu:,IIIIVumllllu:,ll' IIVu:,ll' 
, 1 
= C IIVu:, li' I lu:, li' S a C IIVu:, 11 2 + C I lu:, 11' 
A segunda parcela é majorada por: 
Onde~+~:::: 1 e ~ + ~ = 1. Aqui r= 6 (maior valor possível); portanto s = ~e 
r s p q 5 
sq = 6 (maior va.lor); portanto q =S. Assim p =~e portanto sp = ~-
4 2 
C llu:niiL"(O) IIVnlld(n) llumiiL'(O) 11u:,11 S C IIVu:,IIIIVnlld1n) IIVumllllu:,ll 
S a IIVu:,ll' +C IIVnll~t(n) IIVumll'llu:,ll' 
A terceira parcela de (2.26) é majorada da seguinte forma: 
S C IIVnii~'(O) llu:,II~'(O) +a IIVu:,ll' 
<::C 11Vnlll, .• 1n) 11Vu:,ll2 +a IIVu:,ll' = (a+ : IIVnlll.'(n)) IIVu:,ll' 
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Substituindo as majorações acima na equação (2.26) obtemos, após descartar 
a terceira parcela do lado esquerdo: 
d 1 u' m 
dt 2 ..;n 
2 \7 1 2 
+I' -yn-un_m 'S C llg'll~- + aC +aC \lu' 
2 
u' ;,i +c ;, 
2 
+aC 11/n 11' +C 11Vnl1~! 101 li V um 11'11 J;.l' + (a+~ IIVnllf'laJ) 11/n 11' 
Isto é: 
du:,'(·. C') dt Vn + 2p- 3aC- ~ IIVniiL'(a) 
u' 
S C llg'll~- +C IIVnll~l 101 J, 
2 
Escolhemos a> O tal que 2ji- 3aC >O e se 11Vnl/i3 (íl) for suficientemente pequena 
para que 2ji - 3aC- ~ 11Vnjj~3 (n) > O então teremos: 
Multiplicando por eat, reescrevendo a primeira parcela e integrando em i a inequação 
acima obtemos que: 
sup m 
11 
u' I 
<E[O,T] Vn 
Utilizando (2.25) temos que: 
Desta forma, utilizando agora a desigualdade (i) do Lema 1.9 da página 9 com 
g = -,1.um. obtemos que: 
Uniformemente em m, limitação que é estendida para u pots um -+ u fraco em 
L 2 (0, T, H 2 (íl)). o 
50 
Capítulo 3 
Resultados quando a porosidade é 
função da pressão 
::\este capítnlo. vamos considera.r que a porosidade é uma função da pressão 
hidrostática mais especificamente. é da forma n =no+ 8f(p) , onde b é um número 
positivo. Tal maneira. de se considerar a porosidade é motivada pelo fato de que fisica-
mente ela variar com a pressã.o. isto é, na.s regiões onde a pressão é maior, a porosi-
dade tenderá a ser r.a.mbém maior. A expressão considerada para n significa que a 
porosidade variará em função da pressão, mas em torno de uma porosidade n 0 , que 
chamaremos de básica. O parâmetro ó servirá como um controle da influência da 
pressào na porosidade. 
Obtemos basicamente dois resnltados. um de existência de solução, uti-
lizando argumentos de Ponto Fixo de Srhauder: e out.ro de existência e nnicidade, 
utilizando argumentos de Ponto Fixo de Banach . 
.\'este capítulo. a velocidade inicial é considerada nula. para velocidades 
inicia . .s não nulas o problema ainda está. sob estudo. Também como já observamos em 
(1.2) nos utilizaremos a notaçio simplificada para as normas em espaços de Héilder. 
Antes de apresentarmos os resultados. vamos demonstrar dois lemas preli-
rnmares: 
Lema 3.1 Sejam f t f localmmtt: lipschit::. Então N 1 (o operador de Nemytskii 
associado a f) é localmente Lipschitz ern H,\ (QT). 
Prova: Seja. B uma bola em H,\ (CJT) e v1,v2 E B. Portanto existe ]V[< oo tal que 
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))vt)J.\; ))v,2JI.\ :S M. Seja L1 = L1 (B) a constante de Lipschitz que vale para f restrita 
ao intervalo [-:3M, 3../Vf]. Seja L2 = L2 (B) a constante de Lipschitz que vale para f' 
restrita ao intervalo [-:3.:'\.1, 3M"]. 
Agora temos: 
A primeira parcela acima é facilmente majorada: 
sup jN1 ( v2 ) (.õ. i) - N1 (v,) (.c, t) I =sup I f ( v2 ( x. t)) - f (v, ( x, t)) I 
Qr Qr 
S L, (B) sup jv2 (x, t)- v, (x,t)j S L, (B) jjv,- u,jj, 
Qr 
Vamos fazer as majoraçõPs somente para a segunda. parcela. a terceira é majorada de 
forma semelhante. Neste sentido seja v1 =v e w = v 2 - u1 . 
IN! (v 2) ( x.t)- N1 (v,) ("·,t) - (NJ( v2 ) (y, t) - N1 (v,) (:if, I) )j 
lx- Yl 1 
IJ (v, (.x. t))- f (v, (x, t))- (f (vx (y, t))- f (v, (y, t)))j 
- jx- yj'' 
Somando e subtraindo a. parcela f (v (:c, t) + w ( y, t)) obtP.mos: 
< lf(v(x,t)+w(.x,t))-f(v(x,t)+w(y,t))j 
- j.x- ui·' 
+ lf (v (.õ, t) + w (y, t))- f (v (.x, t))- (!(v (y, t) + w (y, t))- f (v (y, t)))j 
k -ui' 
=I+ 11 
52 
A parcela I acima é facilmente majorada.: 
jj (v (x, t) + w (x. t))- f
1
(v (x, t) + w (y, t))j :<;L, (B) jw (x, t)- w,(y, t)j 
I.<- yj jx- yj 
S Lr(B) jjwjj, 
Para a parcela. I I acima temos: 
II~ I .\I {1 f'(v(.x,t)+sw(y,t))w(y,t)ds- f' J'(v(y,t)+sw(y,t))w(y,t)dsl jr-yj .lo lo 
S jw(y,tJ,I f 1 jf'(v(.r.t)+sw(y,t))-f'(v(y,t)+sw(y,t))jds j.r-yj .lo 
jw(y.t)j i' 
:<; ·A L,(B)jv(x,t)-v(y,t)jds:<;L,(B)jjwjj,jjvjj, j.x- vi o 
Portanto: 
o 
Lema 3.2 SeJam ó > O. R > O. O < /J 0 < l.f ; IR -----+ IR uma função localmente 
Lipschit:: com denva.da. também localmente Lipschit:: srdisfau:ndo f (O)= O c 
F: (0.1)----+ IR uma função !ocalmtmte Lipschit:: sa-tisfazendo fim F (x) =O e 
J.'-1 
lim F(x) ~ oo e g E H' (Qy). 
,.,_,_o 
Então para jjujjl+, <R e IIP- wjj,+, <R temos: 
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'I li/ (p)jj, ::; c IIPII, 
i i) li!' (p)jj, :S lf' (O)j +C (R+ 11~~'111+,) 
n / I I ( ) v)Se n, + 8f (p) 2' ~então , ( ) I S C+ 8C R+ jjll'jj,+, 
2 jn,+ofp, 
vi) jj(n, + 8f (p)) gjj, S n, jjgjj, + 8C (R+ li~~' jjl+,) JJgll, 
vi i) li/ (p) V' (p- ll')jj, S RC (R+ li 11'11,+,) 
viii) IJF(n, + óf (p))u)), S F(n,) R+ SRC (R+ jjii'JI,+,) 
ix+ ·V' (n, +~f(p))[[, S C f;: (s'R'), onde o::; i::; 3 e 2::; j::; ,5 
Observação 3.1 De acordo com o lema .'3.1 a,S hipúteses .sobre f garantem que esta 
função .~alisa faz 11 ma co·ndição r/f' Lipsclrit:;, local em 7-(\ ( QT) : 
jj,VJ(v)- V1 (v)jj, = li/ (v)- f (v)jj, S C Jju- vjj, 
'lu. v E H' ( Qr) com llull 1; Jjvjj; S R 
Prova do Lema 3.2: 
i)A demonstraçã.o do primeiro item é a seguinte: 
Se jjp- 11'1),., <R então IP(J:.IJI < R+ Jjll'jji+, <R,+ 1111'11,+\-
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Agora: 
li! (pJII, =sup I f (p(x, t)JI + sup I f (p (x, t))- f,(p (y, t)JI + · · · 
QT .c,y,t jx- yj 
, lp(x,t)-p(y,t)l 
:S CR,.• sup lp(x,t)l +CR,.•, sup .\ + ... 
Qr ,.-.y,l jx- yj 
ii)A demonstração do segundo item é semelhante a (i). 
iii)A demonstração do terceiro item é a seguinte; Temos F ; [t:, 1] ---.... IR função 
localmente Lipschitz, fazendo cálculos semelhantes aos feitos em (i) obtemos: 
::: > O é escolhido com a condiçào que E <?i; onde n =min{ n : pCF (n) < n} < 1. 
iv)A demonstração do quarto item é a seguinte: 
n, +o f (p) 2 n,- b I! (r)l 2 n,- 811/(p)ll, 2 n,- 8C llrll, 
2: no- óC (R+ jj'lljjl+_\) 2: ·~o se, e somente se. 6::;. ( no ) 
- 2C R+ 11'1'11,+, 
v)Pa.ra demonstrar o quinto item, somente temos que desenvolver a .\-norma de 
1 
, . e usar item (i): 
n, +o .f (p) 
11 
l 11 I 1 I k+o/(p(x,t)) -n,+o.f~p(y,t))l 
=sup + sup + · · · 
n,+iif(p) .\ Qr n,+lif(p) x,,,, lx-yl'' 
<c , lf(p(.r,t))-f(p(y.t))l _ + u sup ,\ +- · · 
x,, l.r-yl lno+of(p(.x.t)JIIn,+iíf(p(y.t))l 
<:c+ s c sur I/ (r(x,tJJ- f,(r(y, tJJI + ... <:c+ se IIPIII+, 
x . .,,, lx- Yl 
vi)A demonstração do sexto item é análogo ao feito no item acima: 
ll(n,+ S f (p)) Pll, :<: n, 11911, H li/ (p) gll, :<: no ljgll, HC IIPII, llgll, 
:<: n, llgll, + SC (R+ 11'"!11+,) llglj, 
:\ja segunda desigualdade usamos a hipótese sobre f e na última.. usamos a. 
hipótese sobre p. 
vii)Pa.ra obter a desiguladade do sétimo item usamos (1.:3) e a hipótese sobre p. 
viii)Pa.ra demonstrar esta. desigualdade. nos também usamos ( 1.3) e item (iii) 
ix)A demonstraçã.o do nono item é a mais trabalhosa e é feita da seguinte forma: 
"v(n,+,~f(JII, sjln:,+:;~~Jt +li" v(n,+~f(p)H, 
No lado direito. na primeira parcela, temos o produto definido em (0.2), e 
na segunda temos um produto interno usual em JRd. 
A primeira parcela do lado direito é limita.da da seguinte forma: 
Agora usamos itens (i v) e (v) acima e a hipótese sobre u para concluir: 
A segunda. parcela .ficn.: 
=C llnll: 11 Sf' (p) \7 (p)'ll (n,+óf(p)) 1 
2 
' 11 I li :<: C6llull,+, li! (PIII 1 li V (pJII, (n, + óf (p))' j ·' 
Agora. usa.ndo as hipótese sobre u,p, e f'; com (ii) e (v) obtemos: 
Desta forma t.emos prov<~.do (ix). 
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(3.1 I 
o 
3.1 Existência de soluções 
Teorema 3.1 (Existência) Seja n c IRd,d = 2 ou 3 um domínio lirnitado com 
fronteira 8ft E H 2+-\. Seja f : IR-+ IR urna .funçrlo localmente Lipschitz com derivada 
também localmente Lipschit:: satisfazendo f(O) =O. Seja F: (O, 1)-+ IR uma função 
localmente Lipschitz satisfazendo lírn F ( x) = O e lim F ( x) = ao. Seja g = g1 + g2 
x-l x-0 
onde 91 E H' (Qr) com g1 (x. O) ~ 0,\f.-,; E íl e g, ~ \7\1) onde \1) E HI+' (Qr) e 
lo \1) (x. 0) d.T ~ 0. 
Entiio para 5 >O, R> O e llg1 JL .suficientemente pequenos com f-lCF(n,) <no o 
pmblema. (0.1) com U 0 = O, n = U 0 + bf(p) e O < C_:::; n < 1 tem uma solução 
(u.p) E (H'+' (QrJ)' X HI+' (Qr) com lluiii+' <R; IIP- WIII+, <R e p(.r,O) ~ 
W(x,O). 
Observação 3.2 Somente po1· razões físicas consideramos a dimensão como 2 ou 3. 
O argumento é ainda válido em dimensões maiores. 
Observação 3.3 A condiçr"io J1CF(n 0 ) < n0 nos diz que existe uma porosidídade 
básica i1. para n. qual dado no com n" > ·r, temos pC F (no) < no. 
Uma possível interpretação para '/.sto é: garantimos a e.cistência rle solv,ção quando a 
equação fica próxima de mna equaçâo de Navier-Stokes p·ura (onde n = 1). 
Observação 3.4 A conJdante C' em f-lCF(n 0 ) < n0 é explicitada no decorrer da 
demonstmção. 
Observação 3.5 Consideramos fl velocidade inicial nula devído as grandes dific1d-
dades ainda tncontradas para garantirmos a condição (1.5) no caso em que U 0 f:- O. 
Prova do Teorema 3.1: A idéia geral para a demonstração deste teorema é a 
seguinte: 
Construiremos sequências Pm E Jí1+A (Qr); um E (7-tH>- (Qr)t definidas 
recursivamente de modo que possamos usar o Teorema 1.2. 
E com isto, obteremos limitação uniforme das sequências Pm e 'Um em Hl+>- ( Qr) e 
(Jt2+>- (Qy)r respectivamente. 
Csando resultados de compacidade em espaços de Héilder obteremos subsequências 
convergentes a uma solução do problema (0.1). 
As sequência.s são recursivamente definidas da. seguinte forma: 
( ' ) d 'Uj (x.t) E Jtl+ (Qr) com a condiç.ào llt (.r,O) =o Vx E n 
PI (.r.t) E 7-{'+' (Qr) com a condiça.o p, (.r.O) ~ W(.r,O) Ih E !1 
Supondo que Um-1 E (HI+A (Qr)t e Pm-1 E Jtl+À (Qr) sao conhecidas, 
obtemos Um e Pm satisfazendo: 
Com: 
di v Um =O em Qy, 
um(x,O)~o \l.rE!1, 
Um (x,t) ~O \lt E (0, T) , \lx E 3!1. 
Esta forma de definição das sequências é motivada. pelo Teorema de 
Solonnikov (Teorema.l.2), o qual garante a. existênçia das sequências. 
(3.2) 
Observação 3.6 Obsen•e IJ.Ve a condiçr"io (1.5) do Teorenuz1.2 é satisfeita, porque se 
Um-I e Pm-I satiBfa::em Pm-l (x, O)= lJI (:r, O) então Pm satisfará o mesma condição. 
A demonstraçã.o da Observação :3.6 é a seguinte: 
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A equação ligando Pm. e Pm-1 é: 
Ôum iit- wC.um +V (n, (Pm- W)) = (n, + 6f (Pm-d) 91 - 6f(Pm-d V(Pm-1 - W) 
( "m-1 ) -~F(n, + 6f(Pm-.J)um-l- Um-1 ·V óf( ) no+ Pm-t 
Fazendo t = O obtemos: 
Ôum (x.O) )) ôt -~Llu,(x.O)+V(n,(pm(x.O)-w(x,O ) 
= -5f(Pm-I (.r,O))V(pm-1 (.r. O)- 'l!(x.O)) 
Pois g1 (.r. O) = O e um-l (.r. O) = O. Portanto. a pressão inicial é da.da por (veja 
Heywood e Rannacher [[6]] na página 280): 
J é> (n, (pm (x. O)- W (.LO)))= di v ( -6/(Pm-1 (x,O)) V (Pm-1 (x,O)- W (.x, O))) 
l [) (n, (Pm (x~~- W (x, O))) = ( -5f(pm-l ( x,O)) V (Pm-dx ,O) - W (x,O))) · N 
__, 
Onde :Y é o vetor normal unitário exterior a n. Entã.o. se Pm-I (r, O)= W(x,O) 
obtemos o sistema: 
f é> (n, (Pm (.1, O)- W (x. O)))= O 
lô(n,(p,(x.~-IV(.x,O))) =Ü 
i!N 
\lx E ll 
; \l.x E ôll 
Portanto Pm (;c, O)- W ( .T. O) = C. mas com a hipótese de que Pm e W têm média integral 
nula. em !l concluimos que C= O. Desta forma. podemos continua.r a iteração e obter 
Um+t, porque a condiçào (1..1) é satisfeita. 
Continuando com a demonstração do teorema. podemos portanto, usar es-
timativa. ( 1.8) da. página 16 em (;3.2) obtendo: 
+5C JIJ (Pm-d V (Pm-1 - 'l!JII; + p.C I!F (n, + 5 f (Pm-d) 11m-I li A (3.3) 
+C' I Um-I V(,,+ ~'{(~m-IJ t 
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Suponhamos que j)um.-II/2+-\ <R e 1/Pm-I- Wj)t+_x <R agora., com o uso 
do Lema :3.2, limitaremos o lado direito de (3.:3). desta forma obteremos limitações 
uniformes similares para l/um)) 2 ..... \ e ]]Pm. -WJ!a_x· 
Então (:U) ficao 
li um 112+> + lln, (Pm- W)III+A 0:: Cn, 1191/1., + óC (R+ IIWIII+A) llgt/l; 
+óRC (R+ IIWIII+,) + RpCF (n,) +óRC (R+ IIWIIH,) 
+C 2.:; ( ó' Ri) . onde O S ,: S il e 2 S j S -5 
i,) 
Agora .. dividindo ambos os lados da. inequaçào acima por no e denomina.ndo 
por K o lado direito. obteremos: 
Se 1\jn, <R então llumll 2+; 0:: n,R <R e IIPm- WIII+A <R. 
Portanto, se ji.CF(no) <no e J)g1 Jj\ for pequena o suficiente, podemos escolher 5 e R 
. I\ 
sufiCientemente pequenos para que - < R. 
n, 
Desta forma podemos garantir que: 
Devido a (;3.4) e usando Teorema 1.1, da página 12, temos: 
Pm, ~ p em C'·' (Qr) 
u,.,, -+uemC2 •1 (Qr) 
(3.4) 
(3.5) 
(3.6) 
para subsequências de Pm e um; por razões de simplicidade de not.açã.o. ainda deno-
taremos tais subsequências por Pm e Um· 
Vamos passar o limite nas diversas parcelas de (3.2): 
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8um au 
a) {jf __, 01 em C
0 (Qr) devido a (3.6). 
b) "-um __, 6u em C 0 (Q,.) devido a (:1.6). 
c)V (n, (Pm - >!')) --., V (n, (Pm - w)) em C0 (Qr) devido a (3.5). 
d) f(Pm-d __, f(p) em C0 (Qr) pois llf(Pm-t)ll, :S CIIPm-tll, :S c por-
tanto f(Pm-tl--., h em C0 (Qr) para uma função h de C0 (Qr). Mas h= f(p) 
porque Pm-l (ct:.t) __, p(x,tl então f(Pm-t(:r,t)l __, f(p(.r.tll quando m __, oo. 
e) F (n, + l>flrm-tll __,F (n, +I> f (r li em C 0 (Qrl porque 
f (Pm-tl __, f(p) em C0 (Qr I e li F (n, +I> f (Pm-l I 111, :S C. 
fi 1/.m-t V (n, +~J(~m-tl) __, u V ( n, +~/ (p)) em C0 (Qr) porque 
V ( Om-l ) Um-l ·V (om-l I V ( 1 ) 
Um-l· n,+óf(Pm-d = n,+l>f(Pm-t) +um-l· n,+Sflpm-l) Um-J. 
.. uV(u) . 
Portanto temos que, a pnmeua. parcela converge a ó ) em C0 (Qr) devido a 
no + f (p (3.61 e ( d) acima. 
Pa.ra a segunda parcela, observemos que: 
V ( 1 ) o f' (Pm-d V (Pm-d 
Um-r· no+óf(P.m-d Um-t=-Um-1· (no+óf(Pm-d)2 Um-I 
E que llf' (Pm-J!II.I :'Ô C li/' (DJIIr +C IIPm-tllr :'Ô C portanto 
f'(Pm-tl __, f'(pl em C 0 (Qr). 
Desta maneira nos temos: 
Fazendo m--+ oo, a equa.ção (3.2) fica: 
ou 
rlt -p6u+V(n,(p-WI)=(n,+l>f(p))g1 -óf(p)V(p-W) 
( n ) -lcF(n,+óf(p)lu-n·V · ( n, +óf Pl 
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Esta é a equa.çã.o do problema. (0.1), com a condição inicial e de contorno 
satisfeitas. o 
Observação 3. 7 Os mesmos resultados srio válidos em. f1 x (O. oo), porque a constante 
C em (1.8} não depende de T. e para passarmos o limite. usamos u.m argumento do 
tipo diagonal dt Cantor para concluir qve a equação é ainda satisfeita em. qualquer 
conjunto compacto de f1 X (0, OG). 
3.2 Existência e unicidade de soluções 
Teorema 3.2 (Existência e unicidade) Com. os mesmos dados do Teorema 3.1. 
mas com. ns hipóteses adicionais de qv.e f e suas primeira e seg·unda derivadas sâo 
localmente Lipschitz e F juntamente com. sua primeira derivada é localmente 
Lipschitz e com condições de pequenez sobre ó, R e 1/gt)L temos que (0.1) com U 0 =O, 
n. = no+ 6j (p) e O < C :::; n < 1 tem uma única solução (u,p) com: (u,p) E 
(7-i'+' (Qr)J' x 7-i'+' (Qr) com llull,+' <R; IIP- Y>ll,+' <R e p (x, O)~ Y> (x,O), 
Observação 3.8 As condiçÕe8 de pFituenez .~obre 6, R e llg1 jL\ nPm rias enqências de 
se 1dili::ar argumentos .~emelhantes ao da demonstração do Teorema do Ponto Fixo 
de Bana.ch. Estas condições são possivelmente mais rf'.-.sfritivas do que as do Teorema 
3,1, 
Observação 3.9 De acordo com o lema S. i as hipóte5es 80bre f e F garantem. que 
f, f' e F sa.tisafa::em urna condíçrlo de Lipschít::. local em H>. ( Q7 ) : 
IIXt(u)- Nt(v)ll, ~ llf(u)- f (v)ll,1 <; Cllv- vil, , 
11.\"r(u)- N!' ('•JII, ~li/' (v)- f'(u)ll, <; Cllv- vil, 
lli\'F (v)- Np (v)ll, ~ IIF(v)- F (v)ll, <; C !lu- vil, 
\lu ,e• E 'H1 (Qr) com llull,; li vil,\ S R, 
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(3. 7) 
Prova do Teorema 3.2: Para os propósitos de unicidade, usaremos o Teorema de 
Ponto Fixo de Banach. 
\'este sentido. definimos um "ov·rador soluçã.o'' da forma: 
A: D(A) C B(O,R) x B(I/!.R) C (rl+'(QTJ)'xri'+'(QT)---> B(O,R) x B(I/!,R) 
Onde B (0. R) é a bola de centro O e raio R e D (A) é o conjunto de pontos (q,p) E 
B(O.R) X B(lfi,R) com p satisfazendo 
p (.r, O) ~ 1/! (x, O). (3.8) 
e q (x. O) ~ O: q (.r, t) ~ O para x E iJíl \lt E [0, T) e obtemos (11. P) A(q,p) E 
B (0. R) x B (\f!. R) com P satisfazendo (:3.8) e ( u. P) satisfazendo a seguinte equação: 
âu àt -~L'.u+'V(n,(P-1/!))~ (n,+5f(p))g1 -Sf(p)\l(p-W) 
-pF(n, + Sf(p))q- q ·V (n, + ~f(p)) (3.9) 
Com: 
di v u :::o O , em qy 
u (.r,O) ~O \lx E íl 
u (.r. t) ~O \lt E (0. T) , \lx E iJíl 
A existência de solução para (:3.9) é garantida. pelo Tf',.orema 1.2. 
Vamos mostrar que o operador A transporta D (A) em D (A) e posterior-
mente que A é uma contrar;ào. 
Vamos mostrar. primeiramente, que A é um operador limitado·. 
As contas aqui são bastante semelhantes as feitas no Teorema 8.1 de (3.3) 
até (:3 . .±) e a. conclusà.o é: 
Se lfq))I+A 0:: R. lfp -W)/1+' 0:: R e ~CF(n,) < n, com lfg,.)), pequena o 
suficiente. podemos escolher 6 f' R suficientemente pequenos para que Jlujj 1 +À S R , 
Vamos mostrar agora que A é uma. contração: 
6:3 
Para demontrar isto. escrevemos: 
E temos a.s d ua.s equações seguintes (com respectivas condições de contorno): 
âu 
Dt - ~to.u + \1 (n, ( P - \jJ I I ~ ( n, + s f (p I I g, - 6 f (p I \1 (p - \jJI 
-pF(n, + /if(PII q- q \1 (n, + ~f(pJ 
()U ( (- )) ôt -~b.u+\1 n, P-\jJ ~(n,+lif(J!IIg1 -6f(pl\l(p-\jJI 
-pF(n, H f (p))q- q · \1 (n, + ~f(p)) 
Agora subtraimos a. segunda da primeira: 
o(ua~ ui- pb. (u- u) + \1 (n, (P- P)) ~ 6(f(p)- f(p))g,- 6f (p) \l(p- \jJ) 
+li f (P) \1 (p - \jJ I - t'F ( n, + 6f (p)) q + 11F ( n, + 6 f (fil I q- q · \1 ( q f ( ) ) 
no+ à p 
"'-q·V( q) 
' n,+óf(pl 
Com as condições de contorno seguintes: 
div (u-U)~D emQr, 
( n- ui (r. O) ~ O \fx E ll. 
(u-ul(x,ti~D, liiE(D.TI ,lixEàll. 
Fazendo uso de ( 1.8) temos: 
jju- ujj 2+, + //n, (P- P) L.\ <: 6C li f (p) V (p- llil -f (151 V (fi- llillj, 
+liC jj(f (pl- f (p)l g,jj, + Cp jjF (n, + 6f (PII q- F (no+ 6! (p))qjj, (3.10) 
+CIIq v(n,+~f(p)) -q·V(n,+~f(pJt 
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Agora majoran~mos os diversos termos do lado direito da inequaçã.o acima. 
As contas são bastante semelhantes daquelas feitas no Lema :3.2. 
a)O primeiro termo de (3.10) é majorado da seguinte forma: 
li f (p J v (p - w J - f (J1J v ()J- w J 11, s: li (f (p J - f (p) J v (p - w) 11, 
+ llf (i'J v (p- i'lll, s: c llf (pJ- f lrlll, li V (p -wJ!I, +c lll111, IIP- 1'111+, 
s: RC IIP- Plll+, +c (R+ l!liilll+,) IIP- 1'111+, 
s: (R+ llliilll+,) CIIP- PIII+I 
Na primeira. desigualdade, adicionamos e subtraímos .a. parcela f (p) \7 (p- IJI). 
b)O segundo termo de (3.10) é majorado da. seguinte forma: 
I lU (p) -f (p)) 9111, s: Cllf (p) -f (/5)11, ll9dl, s: CIIP- !511, ll9dl, 
Na. última desigualdade. nos usamos (3. 7). 
c)O terceiro termo de (3.10) é majora.do da seguinte forma: 
I! F (n, + 8f (p)) q- F (n, + Sf (p))<ill, 
S: li F (n, H/ (p)) (q- i/)11, + II[F(n, H/ (p))- F (n, H/ (p)JPíll, 
S: (F (n,) HC 111'11 I+') llq- '1111+, HC lliiiii+, li f (p) -f (J1JII, 
s: (F (n,) + oC (R+ llliill,+,)) lk- iilll+l + 8RC IIP- 1'11, 
Aqui adicionamos e subtraímos F (n 0 + óf (p)) q e usamos a propriedade (3.7) de F 
e f. 
d)O quarto termo de (3.10) é o mais complicado e é majorado da seguinte forma: 
primeiro adicionamos e subtarimos q · \7 (no +~f (p)) e obtemos: 
(:311) 
< ll(q- q). \7 ( q ) 11 + 11'~. \7 ( q - ij ) 11 
-1 n,+S{(p) 1 n,+Sf(p) n,+of(p) .1 
Com o objetivo de simplificar a notação vamos escrever: 
n,+of(p)=n e n,+of(p)=n 
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Agora. a primeira parcela do lado direito da inequação acima é majorada da 
seguinte forma: 
1!1 º - q) · " ( ~:) 11, <ó 11 1 q - q) · " 1 q) ;11, + 11 1 q - q) · " UJ qt 
s li V (qJII, 11;t llq- <ill, + llqll, llv G) t llq- iJII, 
s R(C+SC(R+II'~'IIl+\)) llq-<JII, +R 6f'(p);(p) 
. (n) \ 
A segunda parcela acima é limitada como em (3.1) e nos obtemos as limita.çDes 
seguintes; 
R (C+ SC (R+ li'Jill1+,)) llq- <ill, HR (I f' (D)I +C ((R+ li'~'ll1+') )) · 
·(R+ 11'~'111+,) (C+ SC (R+ 11>~'11,+,) )' llq- iJII, 
Isto é: 
Para a segunda parcela em (3.11) notemos que: 
'LJ _ n,(q-q)H(qf(p)-qf(p)) 
n n nn 
Entã.o: 
li'~ \7 (~-m, <ó 11'~ v (n,(::iJJ)II, Hllii \7 (qf(p)~qf(p))ll, (3.12) 
= (/) + (11) 
A primeira parcela acima é limitada da seguinte forma: 
11 
q. \7 ( q - q) 11 11 ( 1 ) 11 (I) s no nn ). + no q. \7 nn ( q - q) ). 
Portanto: 
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Observe que; 
'V (-1 ) ~ -/in f' (p) 'V (p): n(' (p) 'V (p) 
nn In) (nt 
Então: 
2 - f'(p)'V(p) 
(/) S RC(CHC(R+II'l'lfw)) llq-qJII+, +liRC (n)'(n) 
11 
f' (p) 'V (p) - - -
HRC 2 llq- qllr+, S RC llq- '1111+, + bRC IJq- qll,+-' (n)(n) 1 
~(R+ /iR) C jjq- iill,+, 
Agora. para (li) em (:~.12) temos, após somar e subtrair 7jf(P): 
Para ( iii) temos: 
(iii)siiq v(n~)(q-q)f(p)ll, +llq 'V((q-q)f(p))n~t 
S lliill, li v Cn) /1, llq- <ill, li! liJJII, (3.13) 
+ 111!11, li" I I q - <i! f Ciil J 11., li~ 11., 11 ~li_, 
A primeira. parcela. a.cima é limitada por: 
liRC f' (p) 'V (p) 111~11 11 --11 + liRC (n) 2 (n) , p, q qi+> f' (p) 'V (p) - -(n) (n)' , IIPII, llq- qiii+> 
A segunda parcela em (3.13) é limitada por: 
s R (c+ oc (R+ 11"'111+,) )'f li V (q- 'i! f(Pllf, +li V (f (1')) (q- 'iJIIJ 
s RC li 'V (q- <1111, llf (plli, + RC li 'V (f (p)JII, lfq- iill, 
S RC IIPII, Jjq- iill,+' + RC li/' (p)jj, li\' (p)lf, llq- iJ]], 
S RC llq- iJII,+-' 
67 
Porta.nto: 
( iii) S (R+ SR) C jjq- <1111+, 
Agora. para ('i.v) temos: 
(i v) S llq V' Cn) (f (p) -f (p))qt +li'~ V' ((f (p)- f (p)) q)n1nl 
S 11'111; li v Cn) li, llf (:P) -f (Plll, (314) 
+ ll<ill, li" ((f (:P) -f (p)) qJII.I 11~11 I 11 a 
A primeira parcela acima é limitada. por: 
s SR'C IIP -Vil' 
A segunda parcela. em (3.14) é limita,da por: 
f' (p) V' (p) 
(n)(n) 2 IIP-Jill, 
R (c +6C (R+ IIWII,+,))'IIV (f (p)- f (p)JIII ll<ill, 
+R (c HC (R+ llwlll+l) )' IIV (iJJII, li f (p) - I(pJII, 
Antes de limitar a a expressão acima, observemos que: 
li V' (f (p) - f (p)) 11, s li!' (Jl) - f' (p) li I IIV (p) 11, + li!' (p) 11.1 li V' (p - i>Jih 
s c IIP- 1'111+, 
Agora, usando a limitaçã.o acima.. (:3.15) é limitada por: 
Finalmente: 
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(3.15) 
Portanto (3.11) pode ser majorada da seguinte forma: 
~( q ) - ~( q ) q·v -q·v 
n,+6f(p) n,+6f(p) , 
Agora, substituindo na equa.çào (3.10) todos os resultados de limitação obti-
dos em (a) até ( d), temos: 
li u- u)),+, + lln, (P- P) li H, :<: oC IIP- JiiiH> ))gi/), + 6C (R+ llw)),+,) li r- :VI IH, 
+ (F (n, I pCs +6C (R+ ))wllt+,)) llq- iJIIH, +6RC)Ip- iill,., 
+(R+ o R+ o' R) c ))q- illl,+, + (oR' +o' R') c li r- rlll+, 
Isto é: 
llu- u)),+, + lln, (P- P) L,:<: (F(n,) pCs + 8 +R+ 6R + 82 R) c llq- '1111+, 
+ (8))g,ll, + 5 + ER' + 02 R'+ 6R) c IIP- Jilll+, 
Portanto nos temos: 
11 11 -~~ F(n,)pCs ( 2 ) 11 11 u- u)),..1 + P- P l+' :<: n, ))q- q))l+, + 8 +R+ 8R + 8 R C q- q t+A 
Desta forma, como f.lCF(no) < l entào se llg1 ll,\ for pequena o suficiente, podemos 
no 
escolher ó e R suficientemente pequenos de modo que: 
(õllgt)), +li+ 8R2 + 82R2 + 8R) C< I 
Então o operador A será urna cont.raçào e teremos somente um ponto fixo (u,p) em: 
que será a solução do problema (0.1) com n =no+ óf (p) e com a. condição inicial e 
condição de fronteira. sa.tisfeitas. D 
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