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Περίληψη 
 
Η εργασία αυτή, έχει ως αντικείµενο τη µελέτη αλγορίθµων αναγνώρισης 
προσώπου µε στόχο την αξιολόγηση της απόδοσης τους. Τα συστήµατα αναγνώρισης 
προσώπου ως αντικείµενο επιστηµονικής έρευνας ξεκίνησε στις αρχές τις δεκαετίας 
του 1960. Στην εξελικτική πορεία των συστηµάτων τις τελευταίες δεκαετίες 
εµφανίστηκε πληθώρα διαφορετικών προσεγγίσεων. Οι διάφορες τεχνικές 
αναγνώρισης προσώπου µπορούν να ταξινοµηθούν σε δύο βασικές κατηγορίες. Στους 
αλγόριθµους που βασίζονται στην εµφάνιση (appearance based) και στους 
αλγόριθµους που βασίζονται σε µοντέλα (model based).  
Η παρούσα εργασία καλείται να διερευνήσει την ικανότητα αναγνώρισης των 
βασικότερων αλγορίθµων που βασίζονται στην εµφάνιση καθώς και την απόδοση των 
διάφορων συναρτήσεων οµοιότητας (µετρικές βάση των οποίων ποσοτικοποιείται η 
«απόσταση» µεταξύ των δύο εικόνων προσώπων) για κάθε αλγόριθµο σε 
διαφορετικές βάσεις προσώπων. Για την εκπλήρωση των στόχων αυτών 
υλοποιήθηκαν έξι από τους αλγορίθµους που βασίζονται στην εµφάνιση και οκτώ 
συναρτήσεις οµοιότητας και εφαρµόσθηκαν σε εικόνες δύο διαφορετικών βάσεων 
προσώπων. ∆ηµιουργήθηκε ένα ολοκληρωµένο σύστηµα µετρήσεων το οποίο 
δύναται να καταγράψει την απόδοση των αλγορίθµων αναγνώρισης σε συνδυασµό µε 
τις συναρτήσεις οµοιότητας παρέχοντας αποτελέσµατα που να επιτρέπουν την 
σύγκριση τους.  
 
 
 
 
 
Λέξεις Κλειδιά  
 
Αναγνώριση Προσώπου (Face Recognition), Αλγόριθµοι που βασίζονται στην 
εµφάνιση (Appearance Based Algorithms), Αλγόριθµοι που βασίζονται σε µοντέλα 
(Model Based Algorithms), Συναρτήσεις οµοιότητας (Similarity measures) 
 
 
8 
 
1. Εισαγωγή 
 
Η αναγνώριση προσώπου είναι µια διαδικασία που οι άνθρωποι 
πραγµατοποιούν στην καθηµερινή τους ζωή. Ο ανθρώπινος εγκέφαλος έχει την 
ικανότητα να αναγνωρίζει πρόσωπα, βάση µιας πολύπλοκης διαδικασίας. Η 
πληροφορία-εικόνα µεταφέρεται από το αισθητήριο όργανο (µάτι) σε µία ιεραρχική 
δοµή περιοχών του προσώπου στον εγκέφαλο που καταλήγει στον κροταφικό λοβό. 
Ο κροταφικός λοβός που είναι πρωταρχικά υπεύθυνος για την αναγνώριση και 
αντίληψη αποστέλλει στην συνέχεια πληροφορίες στις προαναφερθείσες περιοχές της 
ιεραρχικής δοµής. Η «συνοµιλία» ανάµεσα στις περιοχές του εγκεφάλου µε τον 
κροταφικό λοβό δοµεί την διαδικασία της αντίληψης και αναγνώρισης [1]. Η µελέτη 
της διαδικασίας αντίληψης και αναγνώρισης του εγκεφάλου αποτελεί ένα βασικό 
αντικείµενο έρευνας της επιστήµης της νευροφυσιολογίας. Αν και τα τελευταία 
χρόνια η έρευνα έχει δώσει σηµαντικά αποτελέσµατα, πολλές πτυχές της διαδικασίας 
παραµένουν ανεξιχνίαστες. Στις µέρες µας, µε την ύπαρξη ισχυρών υπολογιστικών 
συστηµάτων επεξεργασίας, η αυτόµατη αναγνώριση προσώπων µε την χρήση 
ψηφιακών απεικονίσεων των αντίστοιχων προσώπων προσπαθεί να προσεγγίσει την 
ικανότητα του ανθρώπινου εγκεφάλου.  
Η αναγνώριση προσώπου µε τη χρήση υπολογιστικής όρασης (computer 
vision) είναι µια διαδικασία που συγκρίνει µια εικόνα προσώπου (εικόνα βάσης 
ελέγχου) µε εικόνες προσώπων αποθηκευµένες σε µία βάση εκπαίδευσης. ∆ύο 
διαφορετικά προβλήµατα, µε διαφορετικές προσεγγίσεις ως προς την επίλυση τους 
είναι το πρόβληµα της ταυτοποίησης και το πρόβληµα της εξακρίβωσης της ύπαρξης 
του ατόµου στη βάση. Η ταυτοποίηση πραγµατοποιείται µε την εύρεση εκείνης της 
εικόνας της βάσης που έχει τις περισσότερες «οµοιότητες» µε την εικόνα ελέγχου 
σύµφωνα µε κάποιο ποσοτικό κριτήριο. Το πρόβληµα ταυτοποίησης είναι 
«οριοθετηµένο» µιας και το πρόσωπο ελέγχου θεωρείται ότι βρίσκεται στην βάση. Τα 
χαρακτηριστικά του προσώπου ελέγχου συγκρίνονται µε αυτά της βάσης µε την 
χρήση κατάλληλων συναρτήσεων οµοιότητας, ολοκληρώνοντας µε αυτόν τον τρόπο 
τη διαδικασία της αναγνώρισης. Στην περίπτωση όµως που δεν είναι γνωστό εάν το 
πρόσωπο ελέγχου βρίσκεται στην βάση, το πρόβληµα παύει να είναι «οριοθετηµένο» 
και η εξακρίβωση αποτελεί µια ιδιαίτερα δύσκολη διαδικασία µιας και προϋποθέτει 
την ύπαρξη ενός επιπλέον βήµατος αξιολόγησης του αποτελέσµατος της σύγκρισης.  
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Μεγάλος αριθµός αλγορίθµων και συστηµάτων έχει αναπτυχθεί µε ποσοστά 
αναγνώρισης µεγαλύτερα του 90% κάτω από ελεγχόµενες συνθήκες. Παρ’ όλα αυτά 
η επιτυχία της εφαρµογής των αλγορίθµων σε πραγµατικές συνθήκες παραµένει µια 
πρόκληση. Οι φυσικές, µη-ελεγχόµενες εικόνες προσώπων συχνά εµπεριέχουν 
µεγάλο αριθµό διαφοροποιήσεων. Οι διαφοροποιήσεις αυτές προέρχονται από 
πιθανές αλλαγές στην γωνία θέασης του προσώπου, από µεταβολές στο φωτισµό και 
τις εκφράσεις καθώς και από τη διαφορετική χρονική στιγµή λήψης των εικόνων. 
Επιπρόσθετα η ύπαρξη αντικειµένων-φράξεων (όπως για παράδειγµα τα γυαλιά) στον 
χώρο που καταλαµβάνει το κάθε πρόσωπο περιορίζει την απόδοση των αλγορίθµων. 
Η επιρροή των διαφοροποιήσεων αυτών στα συστήµατα αναγνώρισης οφείλεται 
κυρίως στα εξής: 
1. Το πρόσωπο είναι τρισδιάστατο. Όταν αλλάζει η γωνία λήψης της 
φωτογραφίας η εµφάνιση ενός προσώπου µεταβάλλεται λόγω αυτό-
φραγής, µιας και µέρη του προσώπου δεν είναι πλέον ορατά από την 
κάµερα. Επιπλέον λόγω της δισδιάστατης φύσης της φωτογραφίας, σηµεία 
του προσώπου πιο βρίσκονται κοντά στον φακό φαίνονται διεσταλµένα 
ενώ τα πιο µακρινά συρρικνώνονται.  
2. Η ύπαρξη διαφοροποιήσεων στον φωτισµό δηµιουργεί σκιάσεις σε 
µεγάλες περιοχές του προσώπου αλλοιώνοντας τα χαρακτηριστικά του. Οι 
µεταβολές στον φωτισµό µπορεί να οφείλονται είτε σε αντανάκλαση στο 
πρόσωπο µιας φωτεινής πηγής είτε στις ρυθµίσεις του φακού της κάµερας 
που λαµβάνει τις φωτογραφίες. Μπορεί οι ρυθµίσεις του φακού να µην 
επηρεάζουν αισθητά το ορατό αποτέλεσµα για το ανθρώπινο µάτι, αλλά 
για τα συστήµατα αναγνώρισης δηµιουργούν µεγάλες διαφορές στις τιµές 
των εικονοστοιχείων.  
3. Οι διαφορές στην έκφραση µπορούν να επηρεάσουν την γεωµετρία και 
το σχήµα του προσώπου. Οι µεταβολές αυτές µπορεί να είναι αναρίθµητες 
και ενώ κάποιες φαίνεται να µην επηρεάζουν πολύ την απόδοση των 
συστηµάτων αναγνώρισης, υπάρχουν άλλες που µεταβάλλουν βασικές 
γεωµετρικές γραµµές του προσώπου (χείλη, µέτωπο) και επηρεάζουν την 
ικανότητα αναγνώρισης. 
4. Σε µη ελεγχόµενες φωτογραφίες προσώπου συχνά έχουµε αντικείµενα 
που καλύπτουν µέρος του προσώπου. Αυτό έχει άµεσα αποτελέσµατα 
στην ικανότητα αναγνώρισης. 
 5. Τα πρόσωπα αλλάζουν
στο χτένισµα 
τριχοφυΐα, µεταβολές
γεωµετρία) καθώς
 Το µεγαλύτερο µέρος
µέτωπο εικόνες που έχουν
σταθερές ουδέτερες εκφράσεις
υπόβαθρο [2]. 
Στον Πίνακα 1 
αναγνώρισης προσώπου στις
 
Πίνακας 1: Βασικές Εφαρµογές
 
Η παρούσα εργασία
αναγνώρισης προσώπου καθώς
κεφάλαιο 2. Αναλυτικότερα
αναφορά στα σηµαντικότερα
ταξινόµησή τους σε δύο βασικές
εµφανίστηκαν αρκετές µελέτες
των µεθόδων και των αλγόριθµων
και αποτελέσµατα των εργασιών
Βιομετρία
Ασφάλεια πληροφοριακών 
συστημάτων 
Επιτήρηση και σώματα 
ασφαλειας
Έξυπνες κάρτες
Έλεγχος πρόσβασης
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 µε την πάροδο του χρόνου. Υπάρχο
των µαλλιών, στο ποσοστό κάλυψης του προσώπου
 στο βάρος (που µπορεί να επηρεάσουν
 και σε σηµάδια γήρανσης.  
 των ερευνών που έχουν διεξαχθεί περιορίζονται
 ληφθεί κάτω από ελεγχόµενες συνθήκες 
 προσώπου χωρίς κάλυψη (φραγή) και µε
που ακολουθεί καταγράφονται βασικές εφαρµογές
 µέρες µας. 
 Αναγνώρισης Προσώπων 
 είναι δοµηµένη ως εξής: η εξέλιξη των
 και η ταξινόµηση τους παρουσιάζεται αναλυτικά
 παρατίθεται η ιστορική εξέλιξη των αλγορίθµων
 βήµατα προόδου ενώ ταυτόχρονα λαµβάνει
 κατηγορίες. Από τα µέσα της δεκαετίας
 σύγκρισης και αξιολόγησης αλγορίθµων
 που χρησιµοποιήθηκαν για την σύγκριση
 αυτών παρουσιάζονται  στο κεφάλαιο
•Άδειες οδήγησης, ταυτότητες, διαβατήρια
•Λειτουργικά συστήματα, ασφάλεια εφαρμογών
•Πρόσβαση στο διαδίκτυο, πρόσβαση σε σελίδες ιστού
•Συστήματα επιτήρησης βίντεο/εικόνας
•Ταυτοποίηση εγκληματιών
•Μηχανήματα ανάλυψης χρημάτων (ΑΤΜ)
•Έξυπνες κλειδαριές, πρόσβαση κτιρίων
υν αλλαγές 
 από 
 την 
 σε κατά 
φωτισµού, µε 
 µονόχρωµο  
 της 
 
 αλγορίθµων 
 στο 
 µε 
 χώρα η 
 του 1980 
. Περιγραφές 
 καθώς 
 3. 
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Στο κεφάλαιο 4 παρουσιάζεται γνωστικό υπόβαθρο πάνω στο οποίο 
βασίζονται οι αλγόριθµοι αναγνώρισης καθώς και οι διαδικασίες εφαρµογής και 
αξιολόγησης των αλγορίθµων. Επιπλέον παρατίθενται οι βασικές διαδικασίες 
βελτίωσης των εικόνων των βάσεων που χρησιµοποιήθηκαν. Σηµαντικό ρόλο στα 
συστήµατα αναγνώρισης κατέχει και η διαδικασία εύρεσης οµοιότητας µεταξύ µίας 
άγνωστης εικόνας και µίας γνωστής. Για τον λόγο αυτό µελετήθηκαν γνωστές 
µετρικές αποστάσεων και συναρτήσεις οµοιότητας.  
Για την εκπλήρωση των στόχων της εργασίας, µελετήθηκαν οι 
σηµαντικότεροι αλγόριθµοι που βασίζονται στην εµφάνιση και σε µοντέλα. Πιο 
συγκεκριµένα στο κεφάλαιο 5 παρουσιάζεται η αναλυτική περιγραφή των ακόλουθων 
αλγορίθµων: Principal Component Analysis (PCA), Linear Discriminant Analysis 
(LDA), Independent Component Analysis (ICA), και αλγόριθµων πυρήνα (kernel 
PCA, LDA) που βασίζονται στην εµφάνιση καθώς και παραλλαγές τους. Επιπλέον, 
αναφέρονται και οι αλγόριθµοι Ηidden Μarkov Μodels (HMM), Elastic Bunch 
Matching (EBM) και 3D Morphable Model που βασίζονται σε µοντέλα.  
Η απόδοση των αλγορίθµων είναι άµεσα συνδεδεµένη µε την βάση προσώπων 
στην οποία εφαρµόζονται. Για την αξιολόγησή τους λοιπόν χρησιµοποιήθηκαν δύο 
βάσεις προσώπων µε διαφορετικά χαρακτηριστικά η κάθε µία. Η περιγραφή των 
βάσεων γίνεται στο κεφάλαιο 6.  
Στη συνέχεια για την σύγκριση και αξιολόγηση, υλοποιήθηκε σηµαντικός 
αριθµός αλγορίθµων που βασίζονται στην εµφάνιση. Πιο συγκεκριµένα 
υλοποιήθηκαν οι αλγόριθµοι PCA, rLDA, ICA infomax, ICA fixed-point, polynomial  
kernel LDA και Gaussian kernel LDA. Η εφαρµογή των αλγορίθµων, το σύστηµα 
αξιολόγησης και η σύγκριση των αποτελεσµάτων παρουσιάζονται στο κεφάλαιο 7.  
 
 
2.  Ιστορική εξέλιξη και ταξινόµηση αλγορίθµων 
 
Η αναγνώριση προσώπου είναι µια διαδικασία αναγνώρισης µοτίβου (pattern 
recognition). Το πρόσωπο σαν ένα τρισδιάστατο αντικείµενο χαρτογραφείται µέσω 
της προβολής µιας εικόνας που το αποτυπώνει στις δύο διαστάσεις. Ένα γενικό 
µοντέλο αναγνώρισης απαρτίζεται από δύο στάδια. Το πρώτο αφορά την εξαγωγή 
πληροφορίας από την εικόνα και τη µοντελοποίησή της µε βάση συγκεκριµένες 
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διαδικασίες. Το δεύτερο στάδιο είναι αυτό της ταξινόµησης και ταυτοποίησης 
κάνοντας χρήση µίας βάσης προσώπων για τα οποία έχει ακολουθηθεί η ίδια 
διαδικασία εξαγωγής πληροφορίας. Οι αλγόριθµοι αναγνώρισης προσώπου µπορούν 
να κατηγοριοποιηθούν βάσει δύο κύριων προσεγγίσεων στους αλγόριθµους που 
βασίζονται στην εµφάνιση (appearance based) και στους αλγόριθµους που βασίζονται 
στη δηµιουργία µοντέλων (model based) ικανών να  περιγράψουν το ανθρώπινο 
πρόσωπο (Εικόνα 1) [3]. 
 
 
Εικόνα 1: Ταξινόµηση αλγορίθµων 
 
Αρκετοί αλγόριθµοι και των δύο κατηγοριών, καθώς και µια σειρά 
παραλλαγών τους εµφανίστηκαν τις τελευταίες δεκαετίες.  
 
2.1  Αλγόριθµοι που βασίζονται σε µοντέλα (Model-based 
Algorithms 
 
Τα συστήµατα αναγνώρισης προσώπων που βασίζονται σε µοντέλα,  
χρησιµοποιούν τεχνικές για να κατασκευάζουν ένα µοντέλο που βασίζεται στην 
γεωµετρία του ανθρώπινου προσώπου τέτοιο ώστε να είναι ικανό να περιγράψει τις 
διαφορές ανάµεσα στα άτοµα. Είναι αναγκαία η προαπαιτούµενη γνώση της δοµής 
και των χαρακτηριστικών του προσώπου βάσει της οποίας σχεδιάζεται το µοντέλο. 
Κατηγοριοποίηση 
αλγορίθμων
Βασισμένοι στην 
εμφάνιση
Γραμμικοί Μή γραμμικοί
Βασισμένοι στο 
μοντέλο
2-Διάστατοι 3-Διάστατοι
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Για παράδειγµα η γνώση ότι το πρόσωπο έχει δύο µάτια, µία µύτη και ένα στόµα τα 
οποία είναι τοποθετηµένα από πάνω προς τα κάτω µε συγκεκριµένη σειρά αποτελεί 
µια καλή βάση για την δηµιουργία ενός µοντέλου.  
Πρωτεργάτες της αυτόµατης αναγνώρισης προσώπου θεωρούνται οι [4], [5], 
[6]. Στις εργασίες αυτές, το 1964 και 1965 χρησιµοποιήθηκε ο υπολογιστής για να 
αναγνωριστούν ανθρώπινα πρόσωπα. Η αναλυτική δηµοσίευση των αποτελεσµάτων 
της ερευνάς αυτής, η οποία είχε χρηµατοδοτηθεί από υπηρεσία πληροφοριών, δεν 
πραγµατοποιήθηκε ποτέ. Από τις λίγες δηµοσιεύσεις που προέκυψαν, η µέθοδος που 
χρησιµοποιήθηκε βασιζόταν σε µοντελοποίηση του ανθρώπινου προσώπου όπου οι 
εικόνες ελέγχου συγκρίνονταν µε µια µεγάλη βάση εικόνων και κατέληγαν στην 
εξαγωγή ενός συνόλου παρόµοιων εικόνων. Η επιτυχία της αναγνώρισης ήταν 
άρρηκτα συνδεδεµένη µε τον λόγο του αριθµού των εικόνων του συνόλου που 
προέκυπτε ως προς το σύνολο των εικόνων της βάσης. Το σύστηµα το οποίο 
αναπτύχθηκε ονοµάστηκε «άνθρωπος-µηχανή» µιας και ο χρήστης αρχικά υπολόγιζε 
τις συντεταγµένες διάφορων χαρακτηριστικών από τις φωτογραφίες και στη συνέχεια 
τα αποτελέσµατα αυτά τροφοδοτούσαν τη µηχανή για την επίτευξη της αναγνώρισης. 
Τα χαρακτηριστικά από τα οποία γινόταν η εξαγωγή των συντεταγµένων (µάτια, 
µύτη, ρινική οδός κλπ.) χρησιµοποιούνταν για τον υπολογισµό 20 αποστάσεων, όπως 
η απόσταση της µύτης από το στόµα, η απόσταση ανάµεσα στις άκρες των µατιών 
κλπ. Ο χρήστης µπορούσε να επεξεργάζεται 40 περίπου εικόνες την ώρα και κατά την 
δηµιουργία της βάσης, κάθε πρόσωπο της φωτογραφίας συνδεόταν µε τη λίστα των 
αποστάσεων. Στη φάση της αναγνώρισης το σύνολο των αποστάσεων των εικόνων 
ελέγχου συγκρίνονταν µε τις αποστάσεις των εικόνων της βάσης. Το πρωτεύον αυτό 
σύστηµα αναγνώρισης ήταν υπεραπλουστευµένο και είχε πολλά προβλήµατα λόγω 
των διαφορετικών γωνιών λήψης και της διαφορετικής απόστασης κάθε προσώπου 
από τον φακό (διαφορετική κλίµακα) των εικόνων. Ο κύριος συγγραφέας των 
[4],[5],[6], στην προσπάθειά του να εξαλείψει τα προβλήµατα αυτά προσπάθησε να 
κανονικοποιήσει τις εικόνες υπολογίζοντας την κλίµακα και την γωνία λήψης 
χρησιµοποιώντας επτά εικόνες από κάθε πρόσωπο.  
Στην εργασία [7] δηµιουργήθηκε ένα από τα πρώτα συστήµατα αναγνώρισης 
µέσω µιας διαδικασίας αυτόµατης εύρεσης των χαρακτηριστικών ενός προσώπου 
χρησιµοποιώντας ένα µοντέλο. Βρίσκοντας τις συντεταγµένες των άκρων των 
µατιών, της µύτης κλπ. µιας κατά πρόσωπο απεικόνισης των εικόνων, το σύστηµά 
αυτό µπορούσε να αναγνωρίσει το πρόσωπο συγκρίνοντας µε Ευκλείδεια απόσταση 
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τις συντεταγµένες των χαρακτηριστικών των εικόνων ελέγχου µε τις εκείνες της 
βάσης γνωστών προσώπων [8]. 
Πιο πρόσφατα συστήµατα που βασίζονται σε µοντέλα είναι αυτό των 
γραφηµάτων Ελαστικών ∆εσµών [9],  που δηµιουργήθηκε το 1997, το σύστηµα που 
βασίζεται σε κρυµµένα πρότυπα Markov (HMM) [10] το οποίο και βελτιώθηκε το 
1998 [11] καθώς και περισσότερο σύνθετα συστήµατα τρισδιάστατης µορφοποίησης. 
Οι αλγόριθµοι που βασίζονται σε µοντέλα συνήθως περιλαµβάνουν τα εξής τρία 
βήµατα: 
1. Κατασκευή του µοντέλου 
2. Εφαρµογή του µοντέλου στην εικόνα προσώπου 
3. ∆ηµιουργία διανύσµατος που βασίζεται στις παραµέτρους εφαρµογής του 
µοντέλου στο πρόσωπο και σύγκριση µε τα αντίστοιχα διανύσµατα των 
γνωστών προσώπων. 
Οι κυριότεροι αλγόριθµοι που βασίζονται σε µοντέλα φαίνονται στην Εικόνα 2. 
 
 
Εικόνα 2: Αλγόριθµοι που βασίζονται σε µοντέλα 
 
 
2.2 Αλγόριθµοι που βασίζονται στην εµφάνιση (Appearance-based 
Algorithms) 
 
Πολλές προσεγγίσεις για την αναγνώριση προσώπων βασίζονται απευθείας 
στις εικόνες χωρίς την χρήση γεωµετρικών µοντέλων. Οι περισσότερες από αυτές τις 
τεχνικές εξαρτώνται από την αναπαράσταση των εικόνων ενώ δηµιουργούν 
Αλγόριθμοι 
που βασίζονται 
σε μοντέλο
2-διάστατοι
ΗΜΜ
Γράφημα 
Ελαστικών 
Δεσμών
3-διάστατοι
3Δ Μοντέλο 
Μορφοποίησης
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διανυσµατικούς «χώρους προσώπων». Κάθε εικόνα m x n µπορεί να θεωρηθεί ως ένα 
διάνυσµα στο ℝmn. Στον χώρο αυτό κάθε εικόνα-πρόσωπο αντιπροσωπεύεται από ένα 
σηµείο. Αρκετές από τις µεθόδους που βασίζονται στην εµφάνιση χρησιµοποιούν 
στατιστικές µεθόδους για τη ανάλυση της κατανοµής των διανυσµάτων των εικόνων 
στον χώρο προσώπων και παράγουν µια αναπαράσταση (διάνυσµα χαρακτηριστικών) 
ικανή να περιγράψει το κάθε πρόσωπο. Για κάθε εικόνα ελέγχου δηµιουργείται το 
διάνυσµα χαρακτηριστικών και στη συνέχεια συγκρίνεται µε αυτά των «εικόνων 
εκπαίδευσης» που δηµιούργησαν τον διανυσµατικό χώρο. Η χρήση της 
διανυσµατικής αναπαράστασης επιτρέπει την χρήση τεχνικών εκµάθησης για την 
εκπαίδευση των συστηµάτων αναγνώρισης. Το πρόβληµα της αναγνώρισης σε αυτήν 
την περίπτωση µπορεί να αντιµετωπιστεί σαν πρόβληµα ταξινόµησης-αντιστοίχισης 
στον χώρο και ταυτόχρονα σαν πρόβληµα εκπαίδευσης µηχανών.  
Στην [12] χρησιµοποιήθηκε η ανάλυση των κύριων συνιστωσών για να 
επιλύσουν το πρόβληµα της αναγνώρισης προσώπου. Αυτό αποτέλεσε σηµαντικό 
επίτευγµα µιας και απέδειξε ότι πολύ µικρά µεγέθη πληροφορίας ήταν αρκετά να 
κωδικοποιήσουν ικανοποιητικά µια εικόνα προσώπου. Το 1991, [13] µε την χρήση 
των ιδιοδυανυσµάτων, αναπτύχθηκε ένας τρόπος  προσδιορισµού της ύπαρξης ή όχι 
ενός προσώπου σε µία εικόνα. Η τεχνική αυτή οδήγησε στη συνέχεια την δηµιουργία 
συστηµάτων αυτόµατης αναγνώρισης προσώπου, σε πραγµατικό χρόνο. Η 
προσέγγιση αυτή είχε αρκετούς περιορισµούς αλλά παρόλα αυτά αύξησε κατακόρυφα 
το ενδιαφέρον της επιστηµονικής κοινότητας για την δηµιουργία πλήρως 
αυτοµατοποιηµένων συστηµάτων αναγνώρισης. Το ευρύ κοινό ήρθε σε επαφή µε την 
εφαρµογή του συστήµατος αυτού όταν τον Ιανουάριο του 2001, σε έναν αγώνα 
ποδοσφαίρου, εικόνες προσώπου που «τραβήχτηκαν» από τις κάµερες του 
συστήµατος επιτήρησης ταυτοποιήθηκαν µε µια βάση εικόνων της αστυνοµίας. Η 
επίδειξη αυτή δηµιούργησε ταυτόχρονα πολλές συζητήσεις για τη διασφάλιση των 
προσωπικών δεδοµένων.  
Οι συγγραφείς της [14] δηµοσίευσαν το 1997, µια συγκριτική έρευνα ανάµεσα 
στην χρήση των κύριων συνιστωσών (PCA) και της γραµµικής διακρίνουσας 
ανάλυσης (LDA) για την αναγνώριση προσώπων. Ακολούθησαν, παρόµοιες έρευνες , 
[8], [15], και άλλες. Οι [16], [17], δηµοσίευσαν έρευνα γύρω από τη χρήση της 
ανάλυσης των Ανεξάρτητων Συνιστωσών (ICA) όπου οι Ανεξάρτητες Συνιστώσες 
βρίσκονται µέσω της µεγιστοποίησης της εντροπίας σε ένα νευρωνικό δίκτυο Ν 
εισόδων - Ν εξόδων µε σιγµοειδή συνάρτηση µεταφοράς, βασισµένο στον αλγόριθµο 
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[18]. Στην έρευνα [19] το πρόβληµα της εύρεσης των ανεξάρτητων συνιστωσών 
αντιµετωπίστηκε µε την χρήση σταθερού αριθµού επαναλήψεων για την εκπαίδευση 
ενός νευρωνικού δικτύου Ν εισόδων - Ν εξόδων δηµιουργώντας τον αλγόριθµο που 
είναι γνωστός και ως FASTICA  
 Οι κυριότεροι αλγόριθµοι αναγνώρισης προσώπου που βασίζονται στην 
εµφάνιση φαίνονται στην Εικόνα 3. 
 
Εικόνα 3: Αλγόριθµοι αναγνώρισης προσώπου που βασίζονται στην εµφάνιση. 
 
3. Προηγούµενες συγκριτικές µελέτες. 
 
Στην  [8], παρουσιάστηκε µια συγκριτική µελέτη των αλγορίθµων 
αναγνώρισης προσώπου και της εφαρµογής τους τόσο σε στατικές εικόνες όσο και σε 
εικόνες video. Ακολουθήθηκε µια διαδικασία κατάτµησης των στατικών εικόνων, 
αλλάζοντας το µέγεθος τους σε εικόνες µεγέθους 19x19. Στη συνέχεια ακολούθησε η 
βελτίωσή τους µε αφαίρεση κάποιων συντελεστών φωτεινότητας και µε την 
εφαρµογή κανονικοποίησης του ιστογράµµατος της εκάστοτε εικόνας.  
Χρησιµοποιώντας δείγµατα των εικόνων βάσης, δηµιούργησαν δύο µοντέλα 
µοτίβων. Ένα µοντέλο εικόνων που περιέχουν πρόσωπα και ένα που αφορά εικόνες 
που δεν περιέχουν πρόσωπα. Τα µοντέλα κατασκευάστηκαν από έναν αλγόριθµο 
δηµιουργίας οµοειδών συνόλων µε την χρήση ελλειψοειδών µέσων µε 
προσαρµοσµένες αποστάσεις mahalanobis (Κεφάλαιο 4). Για κάθε µοτίβο 
υπολογίστηκε ένα διάνυσµα µετρήσεων των αποστάσεων των εικόνων ελέγχου µε τις 
Αλγόριθμοι που 
βασίζονται στην 
εμφάνιση
Γραμμικοί
PCA LDA ICA
Μή γραμμικοί
Αλγόριθμοι 
πυρήνα
17 
 
κανονικοποιηµένες εικόνες των οµοειδών συνόλων. Για την σύγκριση 
χρησιµοποίησαν δύο αποστάσεις, τη mahalanobis των 75 σηµαντικότερων 
ιδιοδιανυσµάτων και την ευκλείδεια απόσταση. Ένας ταξινοµητής MLP (multilayer 
perception) εκπαιδεύτηκε για να αναγνωρίζει την ύπαρξη προσώπων ή την απουσία 
τους.   
Στις εικόνες βίντεο η [8] ακολούθησε µια διαδικασία κατάτµησης και στη 
συνέχεια εφάρµοσαν τον αλγόριθµο κρυµµένων µοντέλων Markov (ΗΜΜ).  Η βάση 
που χρησιµοποίησαν ήταν η βάση FERET [20]. Οι αλγόριθµοι που συγκρίθηκαν, 
ήταν ένας αλγόριθµος από την Excalibur Corporation, δύο αλγόριθµοι του 
εργαστηρίου MIT Media Laboratory, τρείς αλγόριθµοι LDA από τα πανεπιστήµια του 
Michigan και Maryland, ένας αλγόριθµος προβολής κλίµακας του γκρι από το 
πανεπιστήµιο Rutgers, ένας αλγόριθµος Ελαστικών ∆εσµών από το πανεπιστήµιο 
Southern California, ένας βασικός αλγόριθµος Κύριων Συνιστωσών και ένας βασικός 
αλγόριθµος συσχέτισης (correlation). Βάση των µετρήσεων, τρείς αλγόριθµοι 
απέδωσαν υψηλά ποσοστά αναγνώρισης. Πιο συγκεκριµένα οι αλγόριθµοι που 
ξεχώρισαν ήταν ένας αλγόριθµος ιδιοπροσώπων βασισµένος σε πιθανότητες (MIT), 
ένας από τους LDA αλγόριθµους (UMD) και ο αλγόριθµος ταιριάσµατος ελαστικών 
δεσµών (Southern California). 
Στην [21] οι συγγραφείς, δηµιούργησαν µία βάση προσώπων που 
αποτελούνταν από 9 φωτογραφίες προσώπου κάθε κλάσης κάτω από σταθερές γωνίες 
λήψης όπως φαίνεται στην Εικόνα 4. 
 
 
Εικόνα 4: ∆είγµα των εικόνων της βάσης που χρησιµοποιήθηκε στην [21]. 
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Οι αλγόριθµοι που συγκρίθηκαν ήταν ο PCA, δύο αλγόριθµοι ICA του 
Cardoso [22] και ο  FastICA [23], ένας αλγόριθµος πυρήνα PCA και µία µέθοδος 
ταιριάσµατος Baysian οµοιοτήτων (Baysian similarity matching).  Ο αλγόριθµος ο 
οποίος βάση των µετρήσεων παρουσίασε τα καλύτερα αποτελέσµατα ήταν ο 
αλγόριθµος ταιριάσµατος Baysian οµοιοτήτων. 
 Το 2001, στην [2] µελετήθηκε ο βαθµός κατά τον οποίο επηρεάζουν οι 
διαφοροποιήσεις των εικόνων τα συστήµατα αναγνώρισης. Χρησιµοποιήθηκαν τρείς 
διαφορετικές βάσεις προσώπων, η CMU Pose Illumination Expression (PIE) [24] 
database, η Cohn-Kanade AU-Coded Facial Expression Database [25]  και η AR Face 
Database [26], οι οποίες περιέχουν µεγάλο αριθµό διαφοροποιήσεων. Οι αλγόριθµοι 
που συγκρίθηκαν ήταν οι PCA και LDA. Επιπλέον χρησιµοποιήθηκε  και το 
εµπορικό σύστηµα αναγνώρισης προσώπων (FaceΙt) που υπολογίζει τοπικά 
χαρακτηριστικά αφού χωρίζει αρχικά την εκάστοτε εικόνα σε µικρές περιοχές και στη 
συνέχεια εφαρµόζει τους αλγόριθµους αναγνώρισης. Στη διαδικασία αναγνώρισης 
χρησιµοποιήθηκε η απόσταση Mahalanobis.  
 Στη διαδικασία αξιολόγησης στην [2] µελετήθηκε η απόδοση των αλγορίθµων 
ως προς τις διαφοροποιήσεις των εικόνων. Πιο αναλυτικά, µελετήθηκε η απόδοση 
των αλγορίθµων σε σύνολα εικόνων µε διαφοροποιήσεις στον φωτισµό, στην γωνία 
θέασης του προσώπου και σε συνδυασµό των δύο διαφοροποιήσεων. Στη συνέχεια 
έγινε αξιολόγηση της απόδοσης των αλγορίθµων κάτω από διαφορετικές εκφράσεις 
προσώπων σε κατά πρόσωπο φωτογραφίες µε σταθερό φωτισµό καθώς και σε 
φωτογραφίες µε φραγή κάτω από διαφορετικές συνθήκες φωτισµού. Τέλος 
µελετήθηκε η απόδοση των αλγορίθµων µε κριτήριο την διαφορετική χρονική στιγµή 
λήψης των φωτογραφιών καθώς και το φύλο των ατόµων που απεικονίζονται στις 
φωτογραφίες. Βάση των µετρήσεων, ο Facelt φάνηκε να επηρεάζεται λιγότερο από 
τις διαφοροποιήσεις των εικόνων, ενώ από τη σύγκριση των αλγορίθµων LDA και 
PCA, ο LDA ήταν αυτός που παρουσίασε καλύτερα αποτελέσµατα στο σύνολο των 
µετρήσεων. 
Στην [27] οι συγγραφείς, στηρίχτηκαν στο γεγονός ότι η απόδοση των 
αλγορίθµων αναγνώρισης προσώπων µειώνεται σηµαντικά όταν εφαρµόζονται σε 
εικόνες µε µεγάλες αλλαγές τόσο στη γωνία θέασης όσο και στο φωτισµό. Έτσι 
εισήγαγαν δύο αλγορίθµους που βασίζονται στην εµφάνιση µε µεγάλα ποσοστά 
αναγνώρισης ακόµα και στις προαναφερθείσες συνθήκες. Ο πρώτος ονοµάστηκε 
«ιδιοπεδία φωτός» (Eigen light-fields) ενώ ο δεύτερος «Bayesian υποπεριοχές 
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προσώπου» (Bayesian face subregions).  Βάση της µελέτης τους, ο πρώτος 
αλγόριθµος µπορεί να εφαρµοστεί ανεξαρτήτως του πλήθους των εικόνων που 
απαρτίζουν τόσο το σύνολο εκπαίδευσης όσο και το σύνολο ελέγχου, αρκεί να 
υπάρχει τουλάχιστον µία εικόνα σε κάθε ένα από αυτά. Κατά τη µελέτη του 
αλγορίθµου επικεντρώθηκαν κυρίως στο πρόβληµα της αναγνώρισης µετατρέποντας 
αρχικά τις εικόνες σε διανύσµατα πεδίων φωτός και χρησιµοποιώντας στη συνέχεια 
την Ευκλείδεια απόσταση για τον προσδιορισµό της κλάσης στην οποία είναι πιο 
πιθανό να ανήκει η εικόνα ελέγχου. Τέλος ο αλγόριθµος αξιολογήθηκε µε την 
εφαρµογή του σε δύο βάσεις, την CMU Pose, Illumination and Expression (PIE) 
βάση και την FERET. Επιπλέον πραγµατοποιήθηκε σύγκριση τόσο µε τον αλγόριθµο 
PCA όσο και µε το FaceIt αποδεικνύοντας ότι οδηγεί σε µεγαλύτερα ποσοστά 
αναγνώρισης και στις δύο περιπτώσεις. 
Στον δεύτερο αλγόριθµο που ονοµάζεται Bayesian face subregions, 
χρησιµοποίησαν κατανοµές πιθανότητας για την εύρεση οµοιοτήτων σε υποπεριοχές 
του προσώπου και έτσι υπολόγισαν την πιθανότητα η εικόνα ελέγχου και οι εικόνες 
εκπαίδευσης να αντιστοιχίζονται στο ίδιο άτοµο. Για την εκπαίδευση και τον έλεγχο 
του αλγορίθµου χρησιµοποιήθηκε η CMU PIE βάση ενώ έγινε σύγκριση της 
απόδοσης του τόσο µε τον PCA όσο και µε το FaceIt. Το πρώτο πείραµα βασίστηκε 
στην υπόθεση ότι η γωνία θέασης της εικόνας ελέγχου είναι άγνωστη. Κατέληξαν 
στον συµπέρασµα ότι ο αλγόριθµος είναι αρκετά αποδοτικός όταν το πρόσωπο είναι 
στραµµένο µέχρι 45 µοίρες ενώ η απόδοση του PCA και του FaceIt είναι 
ικανοποιητική µέχρι τις 15 και 30 µοίρες αντίστοιχα. Ακολούθησε ένα δεύτερο 
πείραµα όπου η γωνία θέασης θεωρούνταν γνωστή και σε αυτή την περίπτωση 
χρησιµοποιήθηκε η Ευκλείδεια απόσταση ως ταξινοµητής. Βάσει των 
αποτελεσµάτων ο αλγόριθµος που προτάθηκε ήταν ο καλύτερος κατά την 
αναγνώριση.   
 
4. Γνωστικό υπόβαθρο 
 
Όπως έχει αναφερθεί στο Κεφάλαιο 2, ένα γενικό µοντέλο αναγνώρισης 
απαρτίζεται από δύο στάδια. Το πρώτο στάδιο, που αφορά την εξαγωγή πληροφορίας 
από την εικόνα αποτελεί ουσιαστικά την εφαρµογή των αλγορίθµων αναγνώρισης 
προσώπου στις εικόνες προσώπων, ενώ το δεύτερο στάδιο της ταξινόµησης της 
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πληροφοριών που εξήχθηκε υλοποιείται µε την χρήση διαφόρων συναρτήσεων 
οµοιότητας. Επιπλέον κάποιες από τις διαφοροποιήσεις (για παράδειγµα στο 
φωτισµό, στην έκφραση, στη γωνία θέασης, στη χρονική στιγµή λήψης της 
φωτογραφίας) που δύνανται να έχουν οι εικόνες προσώπων µεταξύ τους και που δεν 
είναι επιθυµητή η εµπλοκή τους στη διαδικασία αναγνώρισης όπως έχει περιγραφεί 
στο Κεφάλαιο 1, µπορούν να εξοµαλυνθούν µε απλές διαδικασίες βελτίωσης εικόνας.  
Ακολουθεί η θεµελίωση του γνωστικού υπόβαθρου  που αφορά τις παραπάνω 
διαδικασίες. Πιο αναλυτικά, αρχικά παρουσιάζονται ορισµένες βασικές µαθηµατικές 
έννοιες και αλγόριθµοι που χρησιµοποιούνται για την υλοποίηση των αλγορίθµων 
αναγνώρισης, στη συνέχεια ορίζονται οι συναρτήσεις οµοιότητας και τέλος 
παρατίθεται η διαδικασία βελτίωσης των εικόνων προσώπου που εφαρµόστηκε στην 
παρούσα εργασία.  
 
4.1  Ιδιοδιανύσµατα και ιδιοτιµές πίνακα  
 
Έστω ένας τετραγωνικός πίνακας Α, ο οποίος δρα πάνω σε ένα διάνυσµα 
(πίνακας στήλη) . Το αποτέλεσµα θα είναι ένα νέο διάνυσµα (πίνακας στήλη)  , 
δηλαδή:  
 Α = ( 1 ) 
 
Για κάθε πίνακα Α, υπάρχουν κάποια χαρακτηριστικά διανύσµατα, τέτοια 
ώστε η δράση του Α πάνω σε αυτά να αφήνει αναλλοίωτη τη διεύθυνσή τους και 
απλώς να τα πολλαπλασιάζει µε έναν αριθµό (δηλαδή αλλάζει µόνο το µέτρο τους, τα 
«διαστέλλει» ή τα «συστέλλει», χωρίς να τους αλλάζει τη διεύθυνση), δηλαδή:  
 
 Α =λ   ( 2 ) 
 
Τα διανύσµατα αυτά,  , για τα οποία ισχύει η Εξίσωση (2) λέγονται 
ιδιοδιανύσµατα του πίνακα Α, και οι αριθµοί λ, οι οποίοι στην ουσία ισοδυναµούν µε 
τον Α όσον αφορά τη δράση πάνω στα ιδιοδιανύσµατα, λέγονται ιδιοτιµές του Α. 
Μπορούµε να πούµε ότι ο Α πάνω στα ιδιοδιανύσµατα εκφυλίζεται στον αριθµό λ ή 
ότι ο αριθµός λ πάνω στο ιδιοδιάνυσµα αντικαθιστά τη δράση του Α.  
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Για κάθε ιδιοδιάνυσµα υπάρχει µία ιδιοτιµή, που ικανοποιεί την Εξίσωση (2). 
Tα ιδιοδιανύσµατα όπως ορίζονται στην (2) ορίζονται µε απροσδιοριστία µιας 
πολλαπλασιαστικής σταθεράς. ∆ηλαδή αν το   είναι ιδιοδιάνυσµα µε ιδιοτιµή λ, τότε 
και το κ   , όπου κ αριθµός, είναι επίσης ιδιοδιάνυσµα, µε την ίδια ιδιοτιµή. Θα 
µπορούσαµε να πούµε δηλαδή ότι η σχέση ορισµού των ιδιοδιανυσµάτων, ορίζει 
µόνο τη διεύθυνση των ιδιοδιανυσµάτων και όχι το µέτρο τους.  
Η εύρεση των ιδιοδιανυσµάτων και των ιδιοτιµών ενός πίνακα λέγεται 
πρόβληµα ιδιοτιµής ή ιδιοτιµών.  Έστω το πρόβληµα ιδιοτιµής: 
 
 Α =λ   ( 3 ) 
 
όπου ο Α είναι γνωστός τετραγωνικός πίνακας n×n, και ζητούνται οι αριθµοί λ και τα 
διανύσµατα  (µη µηδενικά). Το σύστηµα της Εξίσωσης (3) επιλύεται µε την εύρεση 
των ριζών του χαρακτηριστικού πολυωνύµου φΑ(λ) του Α [24]: 
 
 φΑ(λ)=det[Α-λI] ( 4 ) 
 
Για τον υπολογισµό του ιδιοδιανύσµατος που αντιστοιχεί στην κάθε ιδιοτιµή 
θέτουµε στην Εξίσωση (4) τη συγκεκριµένη ιδιοτιµή και λύνουµε το οµογενές 
σύστηµα που προκύπτει  
Όπως παρουσιάζεται αναλυτικά στο κεφάλαιο της περιγραφής των 
αλγορίθµων (Κεφάλαιο 5), πολλοί αλγόριθµοι αναγνώρισης προσώπου που 
βασίζονται στην εµφάνιση χρησιµοποιούν τα ιδιοδιανύσµατα των εικόνων προσώπων 
σαν βάση για την εξαγωγή πληροφορίας από τις εικόνες προσώπων.  
 
4.2 Αποστάσεις και συναρτήσεις οµοιότητας 
 
Η έννοια της απόστασης είναι θεµελιώδης στην πολυµεταβλητή ανάλυση. 
Σκοπός της απόστασης είναι να µετρήσει «πόσο απέχουν» δύο παρατηρήσεις. Στη 
διαδικασία αναγνώρισης που εφαρµόζεται στα διάφορα συστήµατα αναγνώρισης 
προσώπου η έννοια της απόστασης λαµβάνει την σηµασία της οµοιότητας των 
προσώπων. Οι αλγόριθµοι αναγνώρισης προσώπου παράγουν διανύσµατα 
χαρακτηριστικών τόσο για τις εικόνες ελέγχου όσο και για τις εικόνες που 
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σχηµατίζουν τη βάση εκπαίδευσης. Έστω Pi=(p1,…pn) το διάνυσµα χαρακτηριστικών 
µιας εικόνας ελέγχου και Qi=(q1,…qn), i=1…m, τα διανύσµατα χαρακτηριστικών των 
m εικόνων της βάσης. Οι αποστάσεις για το διανύσµατα P και Q ορίζονται ως εξής:  
 
Απόσταση Minkowski 
   
Ο Hermann Minkowski υπήρξε ένας γερµανός µαθηµατικός του 19ου αιώνα 
που ασχολήθηκε µε την γεωµετρία των αριθµών και έδωσε το όνοµα του σε έναν 
γενικό τύπο της απόστασης που ορίζεται από την σχέση: 
 
 , 
 = ∑ | − | /  ( 5 ) 
 
Για ειδικές τιµές του k ορίζονται διάφορες γνωστές αποστάσεις και 
παρατίθενται παρακάτω. 
 
Απόσταση Manhattan ή Cityblock ή L1 norm. 
 
Για k=1 στην απόσταση Minkowski ορίζεται η απόσταση cityblock 
(οικοδοµικών τετραγώνων) που αποτελεί το άθροισµα των απόλυτων διαφορών των 
διανυσµάτων p και q. Η απόσταση αυτή είναι γνωστή και ως απόσταση Manhattan η 
νόρµα L1 και ορίζεται από την σχέση: 
 
 , 
 = ∑ | − |  . ( 6 ) 
 
Ευκλείδεια απόσταση 
 
Για k=2 η απόσταση Minkowski ορίζει την Ευκλείδεια απόσταση των 
διανυσµάτων P και Q, 
 d, 
 = ∑  −   . ( 7 ) 
 
Χρησιµοποιώντας την νόρµα (norm) της διαφοράς των δύο διανυσµάτων P 
και Q η ευκλείδεια απόσταση δίνεται από την σχέση: 
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 , 
 = ‖ − 
‖ =  − 
 − 
 = ‖‖ + ‖
‖ − 2. 
 ( 8 ) 
 
Απόσταση Chebychev 
 
Όταν  → ∞  η εξίσωση του Minkowski υπολογίζει την µέγιστη διαφορά 
ανάµεσα στις διαστάσεις των συντεταγµένων. Η απόσταση αυτή γνωστή και ως 
απόσταση Chebychev δίνεται από το όριο: 
 
 , 
 = #$%→∞∑ | − | /  ( 9 ) 
 
Οµοιότητα συνηµίτονου  
 
Η οµοιότητα συνηµίτονου είναι ένα µέτρο που υπολογίζει την οµοιότητα 
ανάµεσα σε δύο διανύσµατα υπολογίζοντας το συνηµίτονο της γωνίας φ που 
σχηµατίζουν. Ορίζεται από την σχέση: 
 
 &'(, 
 = )*+, = 1 − .
/.0
./.0/0
  ( 10 ) 
 
Συσχέτιση 
 
Στη στατιστική επιστήµη ο συντελεστής συσχέτισης dcor ορίζεται από την 
σχέση: 
 
 &'1, 
 = ∑ 234.563405
7
389
4:;:<
  ( 11 ) 
 
όπου 5, 
5  οι µέσες τιµές των στοιχείων των διανυσµάτων P και Q και Sp, Sq οι 
τυπικές αποκλίσεις τους. Ένας δεύτερος ορισµός είναι ο ακόλουθος: 
 
 &'1, 
 = .
/.0
‖.‖‖0‖  ( 12 ) 
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Συνδιακύµανση 
 
Η συνδιακύµανση αποτελεί ένα µέτρο της σχέσης µεταξύ δύο περιοχών 
δεδοµένων. Σαν εργαλείο ανάλυσης η συνδιακύµανση αποδίδει το µέσο όρο του 
γινοµένου των αποκλίσεων των δεδοµένων από τις αντίστοιχες µέσες τιµές τους, 
βάση του παρακάτω τύπου: 
 
 &'=
,  =  ∑  − 
5 −

 5  ( 13 ) 
 
όπου  
5, 5 οι µέσες τιµές των στοιχείων των Q και P. Μπορεί να χρησιµοποιηθεί για 
να καθορισθεί κατά πόσο µεγάλες τιµές του ενός συνόλου σχετίζονται µε µεγάλες 
τιµές του άλλου (θετική συνδιακύµανση) ή κατά πόσο µικρές τιµές του ενός συνόλου 
σχετίζονται µε µεγάλες τιµές του άλλου (αρνητική συνδιακύµανση) ή κατά πόσο οι 
τιµές και των δύο συνόλων είναι ασυσχέτιστες (σχεδόν µηδενική συνδιακύµανση). 
 
Απόσταση Mahalanobis 
 
Η απόσταση Mahalanobis παρουσιάστηκε από τον P.C Mahalanobis το 1936 
ως µέτρο απόστασης που λαµβάνει υπόψη την ασύµµετρη κατανοµή των διαστάσεων 
των συγκρινόµενων διανυσµάτων P και Q. Βασίζεται στη συσχέτιση µεταξύ 
µεταβλητών βάση των οποίων αναγνωρίζονται και αναλύονται διαφορετικά µοτίβα 
κατανοµής των τιµών. ∆ιαφέρει από την Ευκλείδεια απόσταση µιας και λαµβάνει 
υπόψη τις συσχετίσεις (correlations). Ορίζεται από την σχέση: 
 
 %>ℎ, 
 =  − @A4 −   ( 14 ) 
 
όπου C η συνδιακύµανση των P και Q.  
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Απόσταση Spearman 
 
Για τη στατιστική ο συντελεστής συσχέτισης του Spearman, είναι µία µετρική 
που ποσοτικοποιεί την στατιστική εξάρτιση µεταξύ δύο διανυσµάτων. Για ένα 
διάνυσµα p∊ℝn, µε ̅ ∊ℝn την κατάταξη των στοιχείων του p, σχηµατίζεται το 
διάνυσµα  1D∊ℝn  έτσι ώστε κάθε στοιχείο του, 1D3, i=1…n, να ισούται µε τη θέση του 
στοιχείου pi στο ̅.  Στην περίπτωση που το pi  δεν είναι µοναδικό το  1D3   ισούται µε 
τον µέσο όρο των θέσεων των στοιχείων pi στο ̅ . Για παράδειγµα για το 
διάνυσµα  = [20 10 30 40 20], το 1D = [2.5 1 4 5 2.5]. Το rL ονοµάζεται διάνυσµα 
των βαθµών (ranks) του p. Η απόσταση Spearman ορίζεται από την σχέση: 
 
  = 1 − MN4M̅N
OMP4M̅P
MN4M̅NOMN4M̅NMP4M̅POMP4M̅P
  ( 15 ) 
 
όπου rs και rt είναι τα διανύσµατα των βαθµών των διανυσµάτων p, q και 1̅D , 1̅Q 
διανύσµατα στο ℝn των οποίων όλα τα στοιχεία είναι ίσα µε τον µέσο όρο των 
στοιχείων των  rs και rt.  
 
4.3  Τεχνικές βελτίωσης εικόνας 
 
Οι εικόνες προσώπων που σχηµατίζουν τα σύνολα των εικόνων της βάσης και 
των εικόνων ελέγχου εφόσον δεν είναι ελεγχόµενες συχνά έχουν µεγάλες 
διαφοροποιήσεις τόσο ως προς την φωτεινότητα όσο και ως προς την ευκρίνεια. Μια  
εικόνα διάστασης r x c σχηµατίζει έναν πίνακα ίδιου µεγέθους, οι τιµές των στοιχείων 
του οποίου αναπαριστούν την κλιµάκωση των εικονοστοιχείων της εικόνας στο 
σύνολο των γκρι αποχρώσεων. ∆ιαφορετικές τιµές φωτεινότητας, µεταφράζονται σε 
τιµές διαφορετικής έντασης των εικονοστοιχείων. Στη εικόνα που ακολουθεί 
απεικονίζεται το ίδιο πρόσωπο µε διαφορετική ηµέρα λήψης της εικόνας κάτω από 
διαφορετικό φωτισµό.  
26 
 
 
Εικόνα 5: Φωτογραφίες του ίδιου προσώπου µε διαφορετική ηµέρα λήψης και διαφορετικό 
φωτισµό. 
 
Οι διαφορές στην  κατανοµή των τιµών των εικονοστοιχείων των δύο 
φωτογραφιών στην κλίµακα των αποχρώσεων του γκρι φαίνεται στα ιστογράµµατα 
που ακολουθούν (Εικόνα 6). Οι τιµές των εικονοστοιχείων ανήκουν στο [0,1]. 
 
 
Εικόνα 6: Τα δύο ιστογράµµατα των προσώπων της Εικόνας 5 
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Εικόνα 7: Αντιπαραβολή των δύο ιστογραµµάτων 
 
Όπως φαίνεται στην Εικόνα 7 οι διαφορές στην κατανοµή των τιµών των 
εικονοστοιχείων των δύο προσώπων παρόλο που απεικονίζεται το ίδιο άτοµο είναι 
µεγάλες. Η ευκλείδεια απόσταση ανάµεσα στα δύο ιστογράµµατα είναι d= 495.0758. 
Μια πρώτη και ουσιαστική βελτίωση που µπορεί να εφαρµοστεί στις δύο εικόνες 
είναι αυτή της εξισορρόπησης του ιστογράµµατος.  
Η οµοιόµορφη εξισορρόπηση του ιστογράµµατος βελτιώνει την φωτεινότητα 
των εικόνων µετασχηµατίζοντας τις τιµές των εικονοστοιχείων έτσι ώστε να 
κατανέµονται οµοιόµορφα στην κλίµακα των αποχρώσεων του γκρι. Έστω ότι c(k) 
είναι το ιστόγραµµα της αρχικής εικόνας Α και k∊[0,1] είναι η ένταση των 
εικονοστοιχείων της Α. Ο µετασχηµατισµός T (εξισορρόπηση ιστογράµµατος) 
ελαχιστοποιεί για κάθε k την σχέση: 
 
 R& ′ST U − & R  ( 16 ) 
 
όπου c΄ η ισόποση κατανοµή όλων των εικονοστοιχείων στην κλίµακα του γκρι [29]. 
Η εφαρµογή του µετασχηµατισµού στις φωτογραφίες της Εικόνα 5 
απεικονίζεται στην Εικόνα 8. 
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Εικόνα 8: Οι εικόνες µετά την εξισορρόπηση του ιστογράµµατος 
΄ 
Τα νέα ιστογράµµατα των δύο προσώπων και η διαφορά τους απεικονίζεται 
στις εικόνες που ακολουθούν (Εικόνα 9, Εικόνα 10). 
 
Εικόνα 9: Ιστογράµµατα των εικόνων µετά την εφαρµογή της εξισορρόπησης ιστογράµµατος 
 
 
 
 
Εικόνα 10:  Αντιπαραβολή των δύο ιστογραµµάτων. 
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Η ευκλείδια απόσταση των δύο ιστογραµµάτων µετά την εξισορρόπηση είναι 
d= 325.30. 
Σε αρκετές περιπτώσεις όµως η οµοιόµορφη εξισορρόπηση ιστογράµµατος 
δεν παρέχει τα επιθυµητά αποτελέσµατα µιας και µεταβάλει τις τιµές σε όλα τα 
εικονοστοιχεία λαµβάνοντας υπόψη το σύνολο των τιµών των εικονοστοιχείων. Ένα 
πολύ σκούρο αντικείµενο στην φωτογραφία οδηγεί τον µετασχηµατισµό στην 
εξισορρόπηση των τιµών σε χαµηλές τιµές (πιο σκούρες) στην κλίµακα του γκρι. 
Για την αποφυγή της ατέλειας αυτής στη θέση του οµοιόµορφου 
ιστογράµµατος µπορεί να εφαρµοστεί ένας µετασχηµατισµός ιστογράµµατος που 
ονοµάζεται προσαρµοσµένη (adaptive) εξισορρόπηση. Η προσαρµοσµένη 
εξισορρόπηση δρά σε µικρές περιοχές της εικόνας και όχι στο σύνολο της. Σε κάθε 
µία περιοχή εφαρµόζεται η διαδικασία της οµοιόµορφης εξισορρόπησης και στην 
συνέχεια τα γειτονικά κοµµάτια συνδιάζονται µε τη χρήση της µεθόδου διγραµµικής 
παρεµβολής (bilinear interpolation) για την εξάλειψη των ορίων.  
Η εφαρµογή του µετασχηµατισµού αυτού στις φωτογραφίες της Εικόνα 5 
απεικονίζεται στην Εικόνα 11. 
 
 
Εικόνα 11: Το αποτέλεσµα της προσαρµοσµένης εξισορρόπησης ιστογράµµατος (adaptive 
histogram equalization) 
 
Τα ιστογράµµατα των δύο προσώπων και η σύκριση τους φαίνεται στις 
εικόνες που ακολουθούν (Εικόνα 12, Εικόνα 13): 
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Εικόνα 12: Ιστογράµµατα εικόνων µετά την εφαρµογή προσαρµοσµένης εξισορρόπησης 
 
 
Εικόνα 13: Αντιπαραβολή των δύο ιστογραµµάτων. 
 
Η ευκλείδια απόσταση των δύο ιστογραµµάτων µετά την προσαρµοσµένη 
εξισορρόπηση ιστογράµµατος είναι d=274.2882. 
Σε αρκετές περιπτώσεις ο συνδυασµός των δύο διαδικασιών δίνει εικόνες 
περισσότερο κανονικοποιηµένες και ελαχιστοποιεί τις διαφορές φωτεινότητας 
ανάµεσα τους. Εφαρµόζοντας αρχικά την προσαρµοσµένη εξισορρόπηση και στην 
συνέχεια την οµοιόµορφη σε ολόκληρη την εικόνα έχουµε το αποτέλεσµα της 
Εικόνας 14. 
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Εικόνα 14: Αποτέλεσµα συνδυασµένης εφαρµογής οµοιόµορφης και προσαρµοσµένης 
εξισορρόπησης 
 
Εικόνα 15: Τα ιστογράµµατα των προσώπων της Εικόνας 14 
 
 
 
Εικόνα 16: Αντιπαραβολή των δύο ιστογραµµάτων 
 
Η Ευκλείδεια απόσταση των δύο ιστογραµµάτων µετά την συνδυασµένη 
εφαρµογή τόσο της οµοιόµορφης όσο και της προσαρµοσµένης εξισορρόπησης είναι  
d=253.3338. 
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Με ένα απλό κανόνα µέτρησης απόστασης όπως ο Ευκλείδειος ο συνδυασµός 
των δύο µετασχηµατισµών φαίνεται να έχει τα καλύτερα αποτελέσµατα. Μια ακόµα 
διαδικασία βελτίωσης που µπορεί να εφαρµοστεί αθροιστικά µε την παραπάνω και 
βάση των µετρήσεων φαίνεται να αυξάνει τα ποσοστά αναγνώρισης των αλγορίθµων 
αναγνώρισης προσώπου που βασίζονται στην εµφάνιση είναι η κανονικοποίηση των 
υψηλών και χαµηλών τιµών της εικόνας προσώπου. Η διαδικασία επιτυγχάνεται µε 
την χρήση 2 threshold (κατώφλι) βάση των οποίων οι χαµηλές τιµές µηδενίζονται και 
οι υψηλές µεγιστοποιούνται. Οι τιµές των εικονοστοιχείων που ανήκουν στις 
περιοχές του προσώπου κυµαίνονται σε µέσα επίπεδα σε αντίθεση µε τις τιµές του 
background και της περιοχής του τριχωτού της κεφαλής. Επιπλέον µε την χρήση της 
προσαρµογής αυτής των τιµών τονίζονται χαρακτηριστικά σηµεία του προσώπου 
(γωνίες, κοιλότητες) µιας και εκεί οι τιµές είναι περισσότερο κοντά στα άκρα. Το 
αποτέλεσµα της εφαρµογής της διαδικασίας στις φωτογραφίες της Εικόνας 14 
φαίνεται στην Εικόνα 17 που ακολουθεί. 
 
 
Εικόνα 17: Κανονικοποίηση πολύ µικρών και πολύ µεγάλων τιµών. Αριστερά είναι οι 
αρχικές εικόνες και δεξιά το αποτέλεσµα µετά την εφαρµογή των εξισορροπήσεων του 
ιστογράµµατος και της κανονικοποίησης των µικρών και µεγάλων τιµών. 
 
5.  Αναλυτική περιγραφή αλγορίθµων 
 
Ως κλάση προσώπων ορίζεται το σύνολο των εικόνων που προέρχονται από ένα 
και µοναδικό άτοµο που συµµετέχει σε κάθε βάση. Ως βάση εκπαίδευσης ορίζεται το 
σύνολο των εικόνων προσώπων που χρησιµοποιούνται για τη δηµιουργία των 
διανυσµάτων χαρακτηριστικών που εξάγονται µε τη χρήση των αλγορίθµων και 
χρησιµοποιούνται σαν σηµεία αναφοράς – σύγκρισης για άγνωστες εικόνες 
προσώπου. Οι άγνωστες εικόνες (εικόνες προς αναγνώριση) σχηµατίζουν τη βάση 
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ελέγχου. Μετά την παράθεση αυτών των βασικών όρων για την αναγνώριση 
προσώπων ακολουθεί η αναλυτική περιγραφή των αλγορίθµων. 
5.1 Ανάλυση σε Κύριες Συνιστώσες (Principal Component Analysis, 
PCA) 
 
Η ανάλυση σε Κύριες Συνιστώσες (Principal Component Analysis) έχει 
χαρακτηρισθεί ως ένα από τα πιο πολύτιµα εργαλεία που προσέφερε η γραµµική 
άλγεβρα στην επιστηµονική κοινότητα. Χρησιµοποιείται ευρέως σε πληθώρα 
επιστηµονικών εφαρµογών, από την νευροφυσιολογία ως και τα γραφικά 
υπολογιστών. Αποτελεί µια εφαρµογή του µετασχηµατισµού  Karhunen-Loeve [30]. 
Είναι µια µέθοδος που χρησιµοποιείται ως στατιστική προσέγγιση αναγνώρισης 
µοτίβων, επεξεργασίας σηµάτων και µείωσης του όγκου των δεδοµένων (συµπίεση) 
όπως και κατά την εξαγωγή χαρακτηριστικών ενός σήµατος. 
Μια εικόνα προσώπου σε δύο διαστάσεις µε µέγεθος ΝxΝ µπορεί να 
θεωρηθεί ένα µονοδιάστατο διάνυσµα µε διάσταση Ν
2
.  Ένα σύνολο εικόνων µπορεί 
να «χαρτογραφηθεί» ως ένα σύνολο σηµείων στον πολυδιάστατο αυτόν χώρο. Οι 
εικόνες προσώπων έχοντας παρόµοιες συνθέσεις, δεν κατανέµονται τυχαία στον χώρο 
αυτό και εµπίπτουν χωροταξικά σε ένα µικρό κοµµάτι του. Η κεντρική ιδέα των 
κύριων συνιστωσών (Principal Components) είναι η εύρεση εκείνων των 
διανυσµάτων των οποίων οι γραµµικοί συνδυασµοί περιγράφουν ικανοποιητικά τις 
κατανοµές των εικόνων προσώπων και ορίζουν ένα υποσύνολο που ονοµάζεται 
«χώρος προσώπων» (face space). Καθένα απ' αυτά τα διανύσµατα µεγέθους N2
 
περιγράφει µια εικόνα ΝxΝ.  
Η προσέγγιση αναγνώρισης προσώπου µε την χρήση των Κύριων 
Συνιστωσών είναι µια µέθοδος κατά την οποία ένα µικρό σύνολο «χαρακτηριστικών»  
χρησιµοποιούνται για να περιγράψουν τις διαφορές ανάµεσα στις εικόνες προσώπων. 
Τα χαρακτηριστικά αυτά µπορεί παραδείγµατος χάρη να είναι οι συντεταγµένες µιας 
εικόνας στον χώρο προσώπων. Στη συνέχεια κάθε πρόσωπο περιγράφεται σαν 
γραµµικός συνδυασµός των ιδιοδιανυσµάτων. Η αναγνώριση εκτελείται µε α) την 
προβολή της νέας εικόνας στη βάση του χώρου προσώπων και β) την εύρεση της 
«κοντινότερης» γνωστής εικόνας βάσης σύµφωνα µε κάποια µετρική οµοιότητας 
[31].  
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Μαθηµατική ανάλυση αλγορίθµου 
 
Θεωρούµε ένα σύνολο εικόνων προσώπων Γ1, Γ2, Γ3, ...., ΓΜ  σε µορφή 
διανυσµάτων. Ο µέσος όρος του συνόλου (µέσο πρόσωπο) ορίζεται από την σχέση: 
 
 V = W  ∑ XY
W
Y   ( 17 ) 
 
Ένα παράδειγµα συνόλου εικόνων προσώπου φαίνεται στην Εικόνα 18. Το 
µέσο πρόσωπο Ψ του συνόλου αυτού φαίνεται στην Εικόνα 19. Κάθε πρόσωπο 
διαφέρει από το µέσο βάση του διανύσµατος: 
 
 Z = X − V ( 18 ) 
 
Το σύνολο αυτό των διανυσµάτων, αποτελεί στη συνέχεια αντικείµενο 
εφαρµογής της Ανάλυσης Κύριων Συνιστωσών, που αναζητά ένα υποσύνολο Μ 
ορθοκανονικών διανυσµάτων, που περιγράφει µε τον καλύτερο δυνατό τρόπο την 
κατανοµή της πληροφορίας των προσώπων. Το κ-οστό διάνυσµα Uκ επιλέγεται έτσι 
ώστε να µεγιστοποιείται η ποσότητα: 
 
 [\ = W ∑ ]
@ZYWY   ( 19 ) 
 
υπό τον περιορισµό ότι:  
 
 ]^@] = _^\ = ` 1 aά+ c =  0 aά+ c ≠   e ( 20 ) 
  
Τα διανύσµατα Uk και οι τιµές λκ είναι τα ιδιοδιανύσµατα και οι ιδιοτιµές του 
πίνακα συνδιακύµανσης: 
 
 A = f ∑ ZYZY
 = ggfY   ( 21 )  
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όπου Α=[Φ1 Φ2….ΦΜ].  Ο πίνακας συνδιακύµανσης C είναι ένας Ν2 x Ν2   πίνακας µε 
πραγµατικά στοιχεία και ο υπολογισµός των Ν
2
 ιδιοδιανυσµάτων είναι αυξηµένης 
πολυπλοκότητας για τυπικά µεγέθη εικόνων. Για το λόγο αυτό χρησιµοποιούµε την 
παρακάτω διαδικασία. 
Έστω ιδιοδιανύσµατα νi  του Α
Τ
Α τέτοια ώστε:  
   
 gg+ = h+. ( 22 ) 
 
Πολλαπλασιάζοντας και τα δύο µέρη µε το Α έχουµε: 
 
 ggg+ = gh+. ( 23 ) 
 
Έστω Ανi=Q , αντικαθιστώντας στην (23) έχουµε: 
 
 gg
 = h
 ( 24 ) 
 
όπου Q=Ανi είναι τα ιδιοδιανύσµατα και µι οι ιδιοτιµές του C. Βάση της παραπάνω 
ανάλυσης αρκεί να δηµιουργήσουµε έναν ΜxM πίνακα L=ATA, όπου Lmn=ΦmΤΦn, και 
να βρούµε τα Μ ιδιοδιανύσµατα νi του L. Τα διανύσµατα αυτά καθορίζουν 
γραµµικούς συνδυασµούς των Μ εικόνων προσώπων για τη δηµιουργία των 
ιδιοπροσώπων UI: 
 
 ]i = ∑ +^\Z\ , c = 1, … . kf   ( 25 ) 
 
 
Εικόνα 18: ∆είγµα εικόνων συνόλου εκπαίδευσης 
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Εικόνα 19: Μέσο πρόσωπο 
 
 
Εικόνα 20: Τα πρώτα 5 ιδιοπρόσωπα 
 
 
Με την ανάλυση αυτή οι υπολογισµοί µειώνονται δραστικά, από το βαθµό του 
αριθµού των εικονοστοιχείων των εικόνων (Ν2) στον βαθµό του αριθµού των εικόνων 
του συνόλου Μ. Στην πράξη το σύνολο των εικόνων είναι αρκετά µικρό (Μ<<Ν2), 
και οι υπολογισµοί είναι λιγότερο πολύπλοκοι. Οι αντίστοιχες ιδιοτιµές επιτρέπουν 
τον χαρακτηρισµό τον ιδιοδυανυσµάτων βάσει της «χρησιµότητας» τους ως προς τον 
χαρακτηρισµό της διαφορετικότητας ανάµεσα στις εικόνες.  
Οι εικόνες ιδιοπροσώπων που υπολογίζονται από τα ιδιοδιανύσµατα L 
δηµιουργούν ένα σύνολο που µπορεί να περιγράψει τις εικόνες προσώπων. Στην 
Εικόνα 20 φαίνονται τα πρώτα πέντε ιδιοπρόσωπα του συνόλου της Εικόνα 18. Οι 
Sirovich και Kirby [12]  εφάρµοσαν την παραπάνω διαδικασία σε ένα σύνολο από 
115 εικόνες (Μ=115) καυκάσιων ανδρών ψηφιοποιηµένες µε συγκεκριµένες 
παραµέτρους και βρήκαν ότι 40 ιδιοπρόσωπα (Μ΄=40) ήταν αρκετά για µια πολύ 
καλή περιγραφή των εικόνων προσώπων. Στην πράξη ένα µικρότερο Μ΄ µπορεί να 
είναι ικανό για την αναγνώριση µιας και δεν απαιτείται η ακριβής ανακατασκευή της 
εικόνας. Για την αναγνώριση προσώπων η διαδικασία είναι περισσότερο µια 
διαδικασία αναγνώρισης µοτίβου παρά µια ανακατασκευή της εικόνας. Τα 
ιδιοπρόσωπα καταλαµβάνουν ένα Μ΄-διάστατο υποσύνολο του αρχικού Ν
2
 «χώρου 
προσώπου» και έτσι τα Μ΄ ιδιοδιανύσµατα του πίνακα L µαζί µε τις αντίστοιχες 
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ιδιοτιµές είναι αρκετά για την αξιόπιστη αναπαράσταση των εικόνων στων χώρο 
προσώπων που χαρακτηρίζεται από τα ιδιοπρόσωπα.  
 Μια νέα εικόνα προσώπου Γ περιγράφεται ως συνιστώσα των ιδιοπροσώπων 
(προβολή στον «χώρο εικόνας») µε µια απλή διαδικασία 
  
 l = ]@ . X − V  ( 26 ) 
 
Για k=1,….,Μ΄. Τα βάρη wκ δηµιουργούν ένα διάνυσµα προβολής 
 
 m\ = [l l … . lfn]  ( 27 ) 
 
το οποίο περιγράφει τη συµβολή κάθε ιδιοπροσώπου στην αναπαράσταση της 
εικόνας που εισάγεται, χρησιµοποιώντας έτσι τα ιδιοπρόσωπα σαν µία βάση για τις 
εικόνες προσώπων. Η κλάση προσώπου
 
µπορεί να υπολογιστεί βρίσκοντας το µέσο 
ιδιοπρόσωπο από έναν µικρό αριθµών εικόνων προσώπου του κάθε ατόµου. Η 
ταξινόµηση επιτυγχάνεται  µε την σύγκριση τον προβαλλόµενων διανυσµάτων των 
εικόνων εκπαίδευσης µε το προβαλλόµενο διάνυσµα της εικόνας που εισάγεται 
(εικόνα ελέγχου). Η σύγκριση αυτή γίνεται µε την χρήση συναρτήσεων οµοιότητας 
µεταξύ των κλάσεων των προσώπων και της εικόνας ελέγχου. Βρίσκοντας την κλάση 
της βάσης προσώπων για την οποία η συνάρτηση οµοιότητας έχει τη βέλτιστη τιµή  
ολοκληρώνεται η διαδικασία αναγνώρισης. 
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Εικόνα 21: Ο αλγόριθµος αναγνώρισης προσώπων PCA 
 
 
5.2 Γραµµική ∆ιακρίνουσα Ανάλυση (Linear Discriminant Analysis, 
LDA) 
 
Η γραµµική διακρίνουσα ανάλυση ή η λεγόµενη µέθοδος των Fisherfaces, είναι 
µία µέθοδος που στοχεύει στην υψηλή διαχωριστικότητα µεταξύ των διαφόρων 
µοτίβων που πρέπει να ταξινοµηθούν [32]. Η γραµµική διακρίνουσα του Fisher 
οµαδοποιεί τις εικόνες που ανήκουν στην ίδια κλάση ενώ ταυτόχρονα διαχωρίζει 
αυτές που ανήκουν σε διαφορετικές κλάσεις. Οι εικόνες προβάλλονται από το 
δισδιάστατο χώρο σε ένα χώρο C διαστάσεων, όπου C ο αριθµός των κλάσεων των 
εικόνων (ή διαφορετικά ο αριθµός των διαφορετικών ατόµων στη βάση των 
προσώπων). Για παράδειγµα, έστω ότι δύο σύνολα σηµείων του δισδιάστατου χώρου 
προβάλλονται σε µία ευθεία. Από την κλίση της ευθείας αυτής εξαρτάται αν τα 
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σηµεία θα διαχωρίζονται πλήρως όπως φαίνεται στην Εικόνα 22 ή θα υπάρχουν 
κάποια που θα συµπίπτουν (Εικόνα 23).  
 
 
Εικόνα 22: Σηµεία που διαχωρίζονται πλήρως σε δύο κλάσεις κατά την προβολή τους σε 
ευθεία 
 
Εικόνα 23: Σηµεία που συµπίπτουν χωρίς να είναι εφικτός ο ξεκάθαρος διαχωρισµός τους σε 
κλάσεις όταν προβάλλονται σε ευθεία 
 
 Η γραµµική διακρίνουσα του Fisher επιδιώκει να βρει εκείνη την ευθεία που 
διαχωρίζει τα σηµεία µε το βέλτιστο δυνατό τρόπο. Έτσι προκειµένου να 
αναγνωριστεί µία εικόνα, συγκρίνεται η προβολή αυτής µε κάθε µία από τις προβολές 
των εικόνων του συνόλου εκπαίδευσης (training set). Έπειτα, η εικόνα προς 
αναγνώριση θεωρείται «όµοια» µε εκείνη του συνόλου εκπαίδευσης που παρουσιάζει 
τη µικρότερη απόσταση µεταξύ των προβολών τους. 
 Ένας εντός κλάσης πίνακας διασποράς (within-class scatter matrix) 
αναπαριστά διαφοροποιήσεις στην εµφάνιση του ίδιου προσώπου εξαιτίας είτε του 
διαφορετικού φωτισµού είτε της έκφρασης του προσώπου. Ο εντός κλάσης πίνακας 
διασποράς Sw ορίζεται ως: 
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           op = ∑ ∑ SX
q − hqUSX
q − hqU
@rs

t
q  ( 28 ) 
 
όπου X
q
 είναι το i-οστό δείγµα (διάνυσµα εικόνας προσώπου) της κλάσης j, µj ο 
µέσος όρος της κλάσης j, C ο αριθµός των κλάσεων και Nj ο αριθµός των εικόνων-
δειγµάτων της κλάσης j. Από την άλλη µεριά, ο ανάµεσα στις κλάσεις πίνακας 
διασποράς (between-class scatter matrix) περιγράφει τις διαφορές που υπάρχουν 
λόγω της διαφορετικής ταυτότητας του προσώπου. Ο ανάµεσα στις κλάσεις πίνακας 
διασποράς Sb δίδεται από την σχέση: 
 
                                ou = ∑ Sμw − μUμw − μxyw  ( 29 )  
 
όπου µ ο µέσος όρος όλων των κλάσεων.  
Εφαρµόζοντας αυτή τη µέθοδο, επιδιώκεται η εύρεση εκείνης της διεύθυνσης 
προβολής που αφενός µεγιστοποιεί την απόσταση µεταξύ των εικόνων που ανήκουν 
σε διαφορετικές κλάσεις και αφετέρου ελαχιστοποιεί την απόσταση των εικόνων που 
είναι µέλη της ίδιας κλάσης. Με άλλα λόγια, ζητούµενο είναι η µεγιστοποίηση του 
ανάµεσα στις κλάσεις πίνακα διασποράς Sb (Εξίσωση 29) και η ταυτόχρονη 
ελαχιστοποίηση του εντός κλάσης πίνακα διασποράς Sw (Εξίσωση 28) στον υποχώρο. 
Η Εικόνα 24 που ακολουθεί δείχνει έναν καλό και ένα κακό διαχωρισµό κλάσεων. 
 
                                 (α)                                                                             (β) 
Εικόνα 24: (α) Καλός διαχωρισµός κλάσεων. (β) Κακός διαχωρισµός κλάσεων 
                                
Με τη µέθοδο LDA η χρήση γραµµικών µεθόδων σε κλάσεις για τη µείωση 
της διάστασης του χώρου καθώς και απλών ταξινοµητών στον υποχώρο των 
χαρακτηριστικών, µπορεί να επιτύχει καλά αποτελέσµατα στην αναγνώριση 
προσώπων σε σηµαντικά µικρό χρόνο [29]. Συνεπώς, η Γραµµική ∆ιακρίνουσα του 
Fisher [30] είναι ένα παράδειγµα µίας µεθόδου που χρησιµοποιεί κλάσεις και 
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προσπαθεί να διαµορφώσει έτσι τον πίνακα διασποράς τους ώστε να επιτευχθεί 
καλύτερη ταξινόµηση. Το κριτήριο που προτάθηκε από τον Fisher, προσπαθεί να 
µεγιστοποιήσει το λόγο της ορίζουσας του ανάµεσα στις κλάσεις πίνακα διασποράς 
(between-class scatter matrix) προς την ορίζουσα του εντός κλάσης πίνακα διασποράς 
(within-class scatter matrix). Πιο αναλυτικά, όπως και στην περίπτωση των 
ιδιοπροσώπων (PCA), οι εικόνες του συνόλου εκπαίδευσης προβάλλονται σε έναν 
υποχώρο. Στον ίδιο υποχώρο προβάλλονται και οι εικόνες προς αναγνώριση ενώ 
χρησιµοποιείται κάποια συνάρτηση οµοιότητας προκειµένου να επιτευχθεί η 
αναγνώριση. Αυτό που διαφέρει στις δύο προσεγγίσεις είναι ο τρόπος υπολογισµού 
αυτού του υποχώρου. Η εικόνα υπό αναγνώριση θεωρείται ότι αντιστοιχεί σε εκείνη 
του συνόλου εκπαίδευσης που η µεταξύ τους απόσταση είναι η ελάχιστη. Τα 
παραπάνω συνοψίζονται στην Εικόνα 25 που ακολουθεί και περιγράφει σχηµατικά 
τον τρόπο λειτουργίας του αλγορίθµου γραµµικής διακρίνουσας ανάλυσης [35].   
 
 
Εικόνα 25: Αρχή λειτουργίας του αλγόριθµου γραµµικής διακρίνουσας ανάλυσης (LDA) 
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 Σε αντίθεση µε τη µέθοδο της ανάλυσης σε Κύριες Συνιστώσες (Principal 
Component Analysis, PCA) που εξαγάγει χαρακτηριστικά µε σκοπό να 
αναπαραστήσει µε βέλτιστο τρόπο τις εικόνες, η µέθοδος της γραµµική διακρίνουσας 
ανάλυσης (LDA) προσπαθεί να βρει εκείνο τον υποχώρο που διαχωρίζει καλύτερα τις 
διαφορετικές κλάσεις προσώπων όπως φαίνεται στην Εικόνα 22.  
O LDA βρίσκει ένα σύνολο M βασικών διανυσµάτων{l{}{f , έτσι ώστε ο 
λόγος της ορίζουσας του ανάµεσα στις κλάσεις πίνακα διασποράς (between-class 
scatter matrix), προς την ορίζουσα του εντός κλάσης πίνακα διασποράς (within-class 
scatter matrix) να είναι µέγιστος. Το πρόβληµα αυτό ορίζεται από την σχέση (30):  
 
                   }~2Q = >1%>  
/:
/:
 = [l … lW] ( 30 ) 
 
Υποθέτοντας ότι ο εντός κλάσης πίνακας διασποράς, Sw, είναι αντιστρέψιµος 
τα διανύσµατα {l| $ = 1 … k}  µπορούν να υπολογιστούν ως τα πρώτα Μ 
ιδιοδιανύσµατα µε τις µεγαλύτερες ιδιοτιµές του op4ou , τα οποία ονοµάζονται 
διαφορετικά fisherfaces. 
Ο εντός κλάσης πίνακας διασποράς «συλλαµβάνει» τον τρόπο µε τον οποίο 
κατανέµονται µέσα στην εκάστοτε κλάση οι εικόνες των προσώπων. Αναλυτικότερα 
οι διαφορετικές εικόνες του προσώπου πρέπει να κατανέµονται πολύ κοντά η µία µε 
την άλλη. Από την άλλη µεριά, ο ανάµεσα στις κλάσεις πίνακας διασποράς 
αποτυπώνει τον τρόπο µε τον οποίο διαχωρίζονται οι κλάσεις µεταξύ τους. Όταν οι 
εικόνες προβάλλονται στα διανύσµατα W, θα πρέπει να κατανέµονται όσο το δυνατόν 
πιο κοντά µέσα στις κλάσεις και να διαχωρίζονται ανάµεσα στις κλάσεις [35].  
Έτσι η αναπαράσταση των εικόνων από τον αρχικό χώρο στον υποχώρο των 
fisherfaces επιτυγχάνεται µε την προβολή τους στον υποχώρο ο οποίος αποτελείται 
από τα Μ ιδιοδιανύσµατα. Παρ’όλα αυτά µπορεί ο Sw να είναι µη αντιστρέψιµός  
εξαιτίας του γεγονότος ότι ο αριθµός των δειγµάτων εκπαίδευσης είναι συνήθως 
µικρότερος των διαστάσεων των εικόνων αυτών. Το πρόβληµα αυτό είναι γνωστό ως 
«µικρού αριθµού δειγµάτων» (small sample size problem, SSS) και συναντάται συχνά 
στην αναγνώριση προσώπων [33], [36], [37]. Μία πιθανή λύση του προβλήµατος 
αυτού είναι να προηγηθεί η εφαρµογή ενός PCA βήµατος µε σκοπό την «αφαίρεση» 
του µηδενοχώρου (null space) του εντός κλάσης πίνακα διασποράς, Sw, πριν την 
εύρεση των διανυσµάτων W µε τη βοήθεια της (30) [33], [38].  
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Μία παρόµοια µέθοδος αναπτύχθηκε από τον Friedman [39] και είναι αυτή 
της κανονικοποιηµένης διακρίνουσας ανάλυσης δευτέρου βαθµού. Σε αυτή την 
περίπτωση κάθε πρόβλεψη του πίνακα διασποράς για την εκάστοτε κλάση, Si, µπορεί 
να είναι λανθασµένα τοποθετηµένη (ill-posed). Η λύση που προτάθηκε από τον 
Friedman είναι η εισαγωγή ενός όρου κανονικοποίησης. Συγκεκριµένα είναι 
πολλαπλάσιο του µοναδιαίου πίνακα,  ∙ c, έτσι ώστε S΄i = Si + c, όπου  ο όρος 
κανονικοποίησης και Ι ο µοναδιαίος πίνακας. Αυτή η κανονικοποίηση έχει σαν 
αποτέλεσµα τη µείωση της τιµής των µεγαλύτερων ιδιοτιµών και την αύξηση των 
µικρότερων εξοµαλύνοντας έτσι την πόλωση. Ένα άλλο πλεονέκτηµά της είναι η 
σταθεροποίηση των µικρότερων ιδιοτιµών. Επιπρόσθετα, πρέπει να αναφερθεί ότι 
στη µέθοδο αυτή ο εντός κλάσης πίνακας διασποράς Sw είναι ισοδύναµος µε το µέσο 
όρο των πινάκων διασποράς όλων των κλάσεων (p = t ∑ ot .  
Εξαιτίας  της επιτυχίας της µεθόδου του Friedman, προτάθηκε µία παραλλαγή 
της η οποία και υλοποιείται στην παρούσα εργασία. Στην παραλλαγή αυτή το 
κριτήριο του Fisher λαµβάνει την εξής µορφή: 
 
                                         l = >1%> R/:RR/:  /:R  ( 31 ) 
 
όπου 0 ≤  ≤ 1 είναι ο όρος κανονικοποίησης. Παρότι η εξίσωση (31) φαίνεται 
εντελώς διαφορετική από αυτή της σχέσης (30) είναι δυνατό να αποδειχτεί ότι είναι 
ισοδύναµες [40].  
Το τροποποιηµένο κριτήριο του Fisher είναι µία συνάρτηση του όρου η, ο 
οποίος ελέγχει τη δύναµη της κανονικοποίησης. Όταν η=0, το τροποποιηµένο 
κριτήριο του Fisher µετατρέπεται στο τυπικό και συνηθισµένο κριτήριο που δεν 
εισάγει την έννοια της κανονικοποίησης. Αντίθετα όταν η=1, η κανονικοποίηση είναι 
η µεγαλύτερη δυνατή.  
Με βάση τα παραπάνω προτάθηκε η κανονικοποιηµένη γραµµική 
διακρίνουσα ανάλυση (regularized LDA, r-LDA), που προσπαθεί να βελτιστοποιήσει 
το κανονικοποιηµένο κριτήριο του Fisher όπως αποτυπώνεται από την εξίσωση (31) 
[40]. Η r-LDA µέθοδος αρχικά βρίσκει το συµπληρωµατικό χώρο του Sb, gn. Έστω 
Um = [u1, … um] είναι τα ιδιοδιανύσµατα του Sb που αντιστοιχούν στις πρώτες m 
µεγαλύτερες µη µηδενικές ιδιοτιµές Λb, όπου m ≤ C – 1. Ο συµπληρωµατικός χώρος 
gn, απαρτίζεται από τα Um και κλιµακώνεται (scale) από H = UmΛb-1/2  έτσι ώστε 
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ou = I, όπου Ι είναι ο µοναδιαίος πίνακας διαστάσεων m x m. Έτσι, µπορεί να 
αποδειχτεί ότι ο παρονοµαστής της εξίσωσης (31) µετασχηµατίζεται στην 
κανονικοποιηµένη έκφραση του Friedman, c + op , στον υποχώρο που 
οριοθετείται από τα Η. Έπειτα ζητούµενο είναι η εύρεση των χαρακτηριστικών 
βάσης, που ελαχιστοποιούν τον κανονικοποιηµένο παρονοµαστή. ∆εν είναι δύσκολο 
να παρατηρηθεί ότι τα ζητούµενα χαρακτηριστικά αντιστοιχίζονται στα Μ (≤ % 
ιδιοδιανύσµατα του op , f = [, … , f] , µε τις µικρότερες ιδιοτιµές Λw. 
Συνδυάζοντας τα αποτελέσµατα αυτά µπορούµε να εξαγάγουµε την ζητούµενη λύση 
W = Hfc +  p4/, που αποτελεί το σύνολο των διανυσµάτων βάσης µε τη 
βέλτιστη διαχωριστικότητα. Για το δείγµα των εικόνων εκπαίδευσης της Εικόνας 18 
τα διανύσµατα αυτά  φαίνονται στην Εικόνα 26. 
 
 
Εικόνα 26: Τα πέντε πρώτα διανύσµατα βάσης του r-LDA 
 
Τέλος, εφόσον ο υποχώρος που ορίζεται από τα W µπορεί να εµπεριέχει την 
τοµή (gn ∩ , είναι πιθανό να υπάρχουν µηδενικές ή πολύ µικρές ιδιοτιµές στο Λw, 
που να έχουν υψηλή διακύµανση κατά την προβολή σε περιβάλλοντα όπου είναι 
εµφανές το πρόβληµα «µικρού αριθµού δειγµάτων» [39]. Αυτό έχει σαν αποτέλεσµα, 
κάθε πόλωση (bias) που προκύπτει από τα ιδιοδιανύσµατα που αντιστοιχούν σε αυτές 
τις ιδιοτιµές να µεγαλώνει εξαιτίας της κανονικοποίησης (f4/) στη σχέση      
W = Hfc +  p4/ . Αντίθετα, η εισαγωγή της κανονικοποίησης βοηθά στη 
µείωση της σηµαντικότητας αυτών των ιδιαίτερα ασταθών ιδιοδιανυσµάτων και 
συνεπώς µειώνεται η συνολική διακύµανση.  
Επιπλέον, αν ο παράγοντας κανονικοποίησης είναι η=0, τότε οι µηδενικές 
ιδιοτιµές Λw µπορεί να δηµιουργήσουν πρόβληµα εφόσον χρησιµοποιούνται ως 
διαιρέτες. Το πρόβληµα επιλύεται εύκολα στη περίπτωση της κανονικοποιηµένης 
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γραµµικής διακρίνουσας ανάλυσης (r-LDA) θέτοντας στον παράγοντα 
κανονικοποίησης τιµή µεγαλύτερη του µηδενός. 
 
 
5.3 Αλγόριθµοι πυρήνα (Kernel Algorithms) 
 
Οι προσεγγίσεις των αλγορίθµων PCA και LDA κωδικοποιούν την 
πληροφορία χρησιµοποιώντας εξαρτήσεις δευτέρας τάξεως όπως για παράδειγµα η 
συνδιακύµανση µεταξύ δύο εικονοστοιχείων (pixel) ενώ δεν λαµβάνουν υπόψη τους 
τις εξαρτήσεις που ενυπάρχουν ανάµεσα σε περισσότερα των δύο εικονοστοιχείων 
των εικόνων-δειγµάτων. Οι εξαρτήσεις υψηλότερης τάξης σε µία εικόνα 
συµπεριλαµβάνουν µη γραµµικές συσχετίσεις στις τιµές της έντασης των 
εικονοστοιχείων. Παράδειγµα αποτελούν οι σχέσεις τριών ή περισσοτέρων 
εικονοστοιχείων που παρατηρούνται σε ακµές ή καµπύλες και εµπεριέχουν χρήσιµη 
πληροφορία για την αναγνώριση. Πολλοί ερευνητές εικάζουν ότι οι στατικές υψηλής 
τάξης (higher order statistics, HOS)  είναι καίριας σηµασίας κατά την αναπαράσταση 
σύνθετων µοτίβων – σχεδίων. Πρόσφατα µάλιστα στατιστικές υψηλότερης τάξης 
έχουν εφαρµοστεί σε προβλήµατα οπτικής εκµάθησης (visual learning). Στην [41] οι 
συγγραφείς χρησιµοποίησαν στατιστικές υψηλότερης τάξης σε εικόνες ενός 
αντικειµένου-στόχου προκειµένου να λάβουν µία καλύτερη εκτίµηση της άγνωστης 
διασποράς του. Πειράµατα σε αναγνώριση προσώπων έδειξαν συγκρίσιµα, αν όχι 
καλύτερα, αποτελέσµατα από άλλους αλγορίθµους που στηρίζονται στον PCA.   
 Στην [42] επεκτάθηκε ο τυπικός PCA στην λεγόµενη ανάλυση σε Κύριες 
Συνιστώσες του πυρήνα (Kernel PCA, KPCA). Εµπειρικά αποτελέσµατα τόσο στην 
αναγνώριση ψηφίων όσο και στην αναγνώριση αντικειµένων έδειξαν ότι ο Kernel 
PCA είναι ικανός να εξαγάγει µη γραµµικά χαρακτηριστικά και συνεπώς να οδηγήσει 
σε καλύτερα αποτελέσµατα. Πρόσφατα οι [43], [44] και [45] εφάρµοσαν τεχνάσµατα 
του πυρήνα (kernel tricks) στην γραµµική διακρίνουσα ανάλυση δηµιουργώντας έτσι 
τον KFLD. Τα πειράµατά τους απέδειξαν ότι αυτός ο αλγόριθµος δύναται να εξαγάγει 
εκείνα τα χαρακτηριστικά που διαχωρίζουν τον χώρο µε τον καλύτερο δυνατό τρόπο. 
Αυτό είναι ισοδύναµο µε την εύρεση των µη γραµµικών χαρακτηριστικών που 
εµπεριέχουν σηµαντική πληροφορία για το διαχωρισµό του αρχικού χώρου. 
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 Η βασική ιδέα των αλγορίθµων του πυρήνα µπορεί να γίνει καλύτερα 
κατανοητή αν χρησιµοποιήσουµε το ακόλουθο παράδειγµα (Εικόνα 27), όπου 
δισδιάστατα δείγµατα εισόδου, έστω z = [z1, z2], προβάλλονται στον τρισδιάστατο 
«χώρο χαρακτηριστικών» µέσω µίας µη γραµµικής συνάρτησης:   φ: z = [z1, z2]  
φ(z) = [x1, x2, x3] := [, √2, ] [46]. Η Εικόνα 27 δείχνει ότι στο χώρο εισόδου 
ένα µη γραµµικό ελλειψοειδές όριο απόφασης χρειάζεται για το διαχωρισµό των 
κλάσεων Α και Β. Αντίθετα, οι δύο κλάσεις διαχωρίζονται γραµµικά στον 
υψηλότερης διάστασης χώρο των χαρακτηριστικών . 
 
 
Εικόνα 27: Ένα παράδειγµα κατηγοριοποίησης προτύπων σε δύο κλάσεις [46]. Στα 
αριστερά: δείγµατα στον δισδιάστατο χώρο εισόδου, όπου χρειάζεται ένα µη γραµµικό 
ελλειψοειδές όριο απόφασης (decision boundary) για το διαχωρισµό των κλάσεων Α και Β. 
Στα δεξιά: δείγµατα που προβάλλονται στον τρισδιάστατο χώρο χαρακτηριστικών όπου ένα 
γραµµικό υπερεπίπεδο µπορεί να διαχωρίσει τις κλάσεις. 
 
 Προκειµένου να επιτευχθεί ο στόχος του γραµµικού διαχωρισµού, πρέπει η 
διάσταση του χώρου των χαρακτηριστικών να είναι ιδιαίτερα µεγάλη και πιθανώς 
άπειρη. Θετικό όµως είναι το γεγονός ότι δεν είναι απαραίτητη η εύρεση της φ(z) 
καθώς ο χώρος των χαρακτηριστικών µπορεί να υπολογιστεί έµµεσα µε τη βοήθεια 
µηχανών πυρήνα (kernel machine). Το τέχνασµα που χρησιµοποιείται σε αυτές τις 
µεθόδους είναι η αντικατάσταση των εσωτερικών γινοµένων στον χώρο των 
χαρακτηριστικών µε µία συνάρτηση πυρήνα στο χώρο εισόδου. Για να γίνει αυτό 
πλήρως κατανοητό θα χρησιµοποιηθεί και πάλι το παράδειγµα της Εικόνας 27, όπου 
ο χώρος των χαρακτηριστικών αποτελείται από τα µονώνυµα δεύτερης τάξης του 
χώρου εισόδου. Έστω zi ∈ ℝ2 και zj ∈ ℝ 2 είναι δύο δείγµατα του χώρου εισόδου. Το 
εσωτερικό γινόµενο των διανυσµάτων χαρακτηριστικών φ(zi) ∈   και φ(zj) ∈   
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µπορεί να υπολογιστεί µε την ακόλουθη συνάρτηση πυρήνα, k(zi, zj) που ορίζεται στο 
ℝ 2 x ℝ 2: 
 
 , ∙ ,SqU =  , √2,  q , √2qq, q  =  
 = []x[qq] =   ∙ q =: k(zi, zj)        ( 32 ) 
 
Από το παράδειγµα αυτό φαίνεται ότι η κεντρική ιδέα για τη γενίκευση ενός 
αλγορίθµου γραµµικής εκµάθησης στην αντίστοιχη έκδοση του πυρήνα είναι η 
µετατροπή όλων των υπολογισµών του αλγορίθµου στο χώρο των χαρακτηριστικών 
έτσι ώστε να χρησιµοποιούνται µόνο εσωτερικά γινόµενα.   
 
 
5.4  Ανάλυση σε Κύριες Συνιστώσες πυρήνα (Kernel PCA) 
 
 
∆οθέντος ενός συνόλου από m κεντρικά (centered) δείγµατα 1   =
[,  , … , ]@ ℝ , ο αλγόριθµος PCA στοχεύσει στην εύρεση εκείνων των 
διευθύνσεων προβολής που µεγιστοποιούν τη διακύµανση, C, των  κάτι που είναι 
ισοδύναµο µε την εύρεση των ιδιοτιµών του πίνακα συνδιακύµανσης των δειγµάτων: 
  
  λw = Cw  ( 33 ) 
 
όπου λ ≥ 0 οι ιδιοτιµές και w ϵ ℝ τα ιδιοδιανύσµατα.  
Στην ανάλυση Κύριων Συνιστωσών του πυρήνα, κάθε διάνυσµα x 
προβάλλεται από τον αρχικό χώρο, σε έναν χώρο χαρακτηριστικών υψηλής τάξης, 
ℝ, µε τη βοήθεια µία µη γραµµικής συνάρτησης αντιστοίχισης (mapping function): 
Φ: ℝ → ℝ ,  ≫  . Στην περίπτωση του χώρου ℝ  το πρόβληµα εύρεσης 
ιδιοδιανυσµάτων ορίζεται ως εξής: 
 
                                                   [l = Al  ( 34 ) 
 
                                                      
1
Κεντρικά θεωρούνται εκείνα τα δείγµατα που έχουν µηδενικό µέσο και µοναδιαία διακύµανση.  
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όπου C ο πίνακας συνδιακύµανσης. Όλες οι λύσεις w µε [ ≠ 0 λαµβάνουν τιµές 
στο Φ(x1), …, Φ(xm), και υπάρχουν συντελεστές αi τέτοιοι ώστε: 
 
 l = ∑ ¡Z{  ( 35 ) 
  
Θεωρώντας έναν m x m πίνακα Κ τέτοιο ώστε: 
 
 ¢q =  S, qU =  Z ∙ Zq) ( 36 ) 
 
το πρόβληµα της ανάλυσης σε Κύριες Συνιστώσες του πυρήνα µετασχηµατίζεται ως 
εξής: 
 %[¢¡ =  ¢¡ ( 37 ) 
                                       
 %[> =  £> ( 38 ) 
 
όπου α ένα διάνυσµα στήλη µε τιµές α1, ..., αm. Οι παραπάνω σχέσεις βασίζονται στην 
υπόθεση ότι όλα τα δείγµατα Φ(x) που προβάλλονται είναι κεντρικά (centered) στο 
ℝ .  Στην [42] έχει πραγµατοποιηθεί ανάλυση του τρόπου µε τον οποίο τα 
διανύσµατα Φ(x) µπορούν να µετατραπούν σε κεντρικά στο ℝ . 
 Σηµειώνεται σε αυτό το σηµείο ότι ο αλγόριθµος PCA είναι µία ειδική 
περίπτωση του kernel PCA µε πολυωνυµικό πυρήνα πρώτης τάξης. Με άλλα λόγια, ο 
kernel PCA είναι µία γενίκευση της τυπικής ανάλυσης Κύριων Συνιστωσών εφόσον 
διαφορετικοί πυρήνες µπορούν να χρησιµοποιηθούν για να παράγουν διάφορες µη 
γραµµικές προβολές. 
 Είναι εφικτό λοιπόν να ληφθούν οι προβολές των διανυσµάτων του ℝ σε ένα 
χώρο µικρότερης διάστασης που ορίζεται από τα ιδιοδιανύσµατα l. Για παράδειγµα 
έστω ένα δείγµα x του οποίου η προβολή είναι Φ(x) στο ℝ. Τότε η προβολή του 
Φ(x) στα ιδιοδιανύσµατα l  είναι οι µη γραµµικές Κύριες Συνιστώσες που 
αντιστοιχούν στο Φ: 
 
 l ∙ Z =  ∑ >SZ ∙ ZU =  ∑ > , {{  ( 39 ) 
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 Για κάποιες επιλογές πυρήνα k(x, y), µπορεί να αποδειχτεί µε τη βοήθεια της 
συναρτησιακής ανάλυσης ότι υπάρχει συνάρτηση αντιστοίχισης Φ σε κάποιο χώρο 
εσωτερικών γινοµένων F (πιθανόν άπειρης διάστασης) έτσι ώστε ο πυρήνας k να 
µπορεί να υπολογίσει τα εσωτερικά γινόµενα του χώρου F.  
 Οι πυρήνες που επιτυχώς χρησιµοποιήθηκαν σε µηχανές υποστήριξης 
διανύσµατος (Support Vector Machines) [47] συµπεριλαµβάνουν τους 
πολυωνυµικούς  ,  =  ∙ ¤ , τις συναρτήσεις ακτινωτής βάσης  ,  =
exp − ‖¨4©‖ª«ª   και τους σιγµοειδής  ,  = tanh ° ∙  + ± . Μπορεί να 
αποδειχτεί ότι οι πολυωνυµικοί πυρήνες βαθµού d είναι άρρηκτα συνδεδεµένοι µε µία 
αντιστοίχιση Φ στο χώρο των χαρακτηριστικών που αποτελείται από όλα τα 
εσωτερικά γινόµενα d παραγόντων ενός µοτίβου εισόδου. Για παράδειγµα αν το 
πλήθος των παραγόντων είναι δύο (2) και ο πολυωνυµικός βαθµός επίσης δύο (2) 
έχουµε: 
 
  ∙  = , , , , , , @ ( 40 ) 
 
 Αν τα µοτίβα εισόδου αντιστοιχούν σε εικόνες, µπορεί να χρησιµοποιηθεί ο 
χώρος όλων των εσωτερικών γινοµένων d εικονοστοιχείων και συνεπώς να ληφθούν 
υπόψη υψηλότερης τάξης στατιστικές όταν εφαρµόζεται ο αλγόριθµος PCA.  
 Έτσι αν αντικαταστήσουµε όλες τις εµφανίζεις του εσωτερικού γινοµένου 
Z ∙ Z  µε συναρτήσεις πυρήνα λαµβάνουµε τον αλγόριθµο Kernel PCA η 
κύρια ιδέα του οποίου φαίνεται στην Εικόνα 28 που ακολουθεί. 
 
 
Εικόνα 28: Βασική Ιδέα του αλγορίθµου Kernel PCA. Χρησιµοποιώντας µία µη γραµµική 
συνάρτηση k αντί του τυπικού εσωτερικού γινοµένου είναι δυνατή η εφαρµογή του PCA σε 
ένα χώρο F µεγάλης διάστασης που δεν είναι γραµµικά συσχετιζόµενος µε τον χώρο εισόδου. 
Οι διακεκοµµένες γραµµές είναι οι ισοϋψείς καµπύλες των σταθερών τιµών των 
χαρακτηριστικών. 
50 
 
 
 Αρχικά, κατά την εφαρµογή του αλγορίθµου kernel PCA, υπολογίζεται ο        
m x m πίνακας Κ (36), έπειτα επιλύεται η (38) (%[> =  £>, µετατρέποντας τον 
πίνακα Κ σε διαγώνιο (πίνακας µε µη µηδενικά στοιχεία µόνο στη διαγώνιο), στη 
συνέχεια κανονικοποιούνται οι συντελεστές αi και τέλος εξάγονται οι Κύριες 
Συνιστώσες (principal components) υπολογίζοντας τις προβολές στα ιδιοδιανύσµατα 
µε βάση την (39) [48]. 
 Με άλλα λόγια, είναι δυνατό να εξαχθούν οι πρώτοι q 1 ≤   ≤ %  µη 
γραµµικές Κύριες Συνιστώσες (ιδιοδιανύσµατα l) χρησιµοποιώντας τη συνάρτηση 
πυρήνα χωρίς να είναι απαραίτητη η εκτέλεση της ιδιαίτερα δαπανηρής πράξης της 
προβολής των δειγµάτων στον χώρο υψηλής διάστασης  ℝf . Οι πρώτες q Συνιστώσες 
αντιστοιχούν στις πρώτες q ιδιοτιµές της %[>= £> . Στην αναγνώριση προσώπων 
όπου κάθε x αναπαριστά µία εικόνα οι εξαγόµενοι µη γραµµικές Κύριες Συνιστώσες 
καλούνται ιδιοπρόσωπα του πυρήνα (kernel eigenfaces).  
 
5.5 Γραµµική ∆ιακρίνουσα Ανάλυση του πυρήνα (Kernel Fisher  
LDA) 
 
 Όπως και στην περίπτωση του kernel PCA, γίνεται η υπόθεση ότι τα δείγµατα 
Φ(x) που προβάλλονται είναι κεντρικά (centered) στον χώρο ℝ³ . Οι εξισώσεις 
διατυπώνονται µε τέτοιο τρόπο ώστε να χρησιµοποιούνται αποκλειστικά εσωτερικά 
γινόµενα κατά τη γραµµική διακρίνουσα ανάλυση. Έστω ότι o´p και o´u είναι ο εντός 
στις κλάσεις πίνακας διασποράς και ο ανάµεσα στις κλάσεις πίνακας διασποράς 
αντίστοιχα. Τότε ζητούµενο είναι να βρεθούν οι ιδιοτιµές του o´u που δίδεται από τη 
σχέση: 
 
o´u = ∑ µ¶t3r  ,5 −  ,5· µ¶t3r  ,5 −  ,5·
@
=  ∑ ,5¸,5¸@  =  Z¹uZ¹u@tt  ( 41 ) 
 
όπου ,5¸ =  ¶t3r  ,5 −  ,5 και Z¹u = [,5¸, … , ,5¸º]. Εφόσον η διάσταση του χώρου των 
χαρακτηριστικών »′  µπορεί να είναι ιδιαίτερα µεγάλη και πιθανώς άπειρη, είναι 
αδύνατο να υπολογιστούν απευθείας τα ιδιοδιανύσµατα του »n »′  πίνακα S¸¾. Όµως 
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είναι εφικτό να βρεθούν µε έµµεσο τρόπο, τα πρώτα m (≤ C – 1) σηµαντικότερα 
ιδιοδιανύσµατα του S¸¾  που αντιστοιχούν σε µη µηδενικές ιδιοτιµές από τα 
ιδιοδιανύσµατα του πίνακα Φ¹ ¾ÀΦ¹ ¾ µεγέθους (C x C) [38]. 
 Στη συνέχεια θεωρούµε ότι υπάρχει µία συνάρτηση πυρήνα              
 S, qU =  , ∙ ,q  για κάθε ,, ,q  ∈ Á . Έπειτα ορίζεται o Ν x N 
πίνακας Κ εσωτερικών γινοµένων ως εξής:    
 
  £ = ¢ÂÃÃ,…,tÂ,…,t  όπου ¢ÂÃ =  qq,…,tÄ,…,tÅ  ( 42 ) 
 
όπου  q =  SÂ, ÃqU =  ,Â ∙ ,Ãq, ,Â = ,Â  και ,Ãq = ,SÃqU . Ο πίνακας Κ 
επιτρέπει τη µετατροπή του Z¹u@Z¹u ως εξής [38]: 
 
 Z¹u@Z¹u =  Æ Ç ∙ Èrt@ ∙ ¢ ∙ Èrt −  r Èrt@ ∙ ¢ ∙ 1rt − 
  
 

r 1rt@ ∙ ¢ ∙ Èrt +  rª 1rt@ ∙ ¢ ∙ 1rt ∙ Ç      ( 43 )  
 
όπου Ç = $>[A, … , Aº], 1rt είναι ένας N x C πίνακας του οποίου τα στοιχεία 
είναι όλα ίσα µε τη µονάδα, AÊy = $>[>t9 , … , >tË] είναι ένας N x C διαγώνιος 
(block diagonal) πίνακας και >t3είναι ένα διάνυσµα Ci x 1 που όλοι του οι όροι είναι 
ίσοι µε 

yÌ.  
 Έστω ότι [´  και Í̃  (i = 1, …, C) είναι η i-οστή ιδιοτιµή και το αντίστοιχο 
ιδιοδιάνυσµα του Φ¹ ¾ÀΦ¹ ¾ . Τα ιδιοδιανύσµατα διατάσσονται χρησιµοποιώντας τις 
αντίστοιχες ιδιοτιµές που έχουν ταξινοµηθεί µε φθίνουσα σειρά. Εφόσον ισχύει 
Φ¹ ¾Φ¹ ¾ÀΦ¹ ¾Í̃ ) = [´ Φ¹ ¾Í̃ ), το =Ï =  Φ¹ ¾Í̃  είναι ένα ιδιοδιάνυσµα του S¸¾ . 
Προκειµένου να αφαιρεθεί ο µηδενοχώρος του S¸¾, χρησιµοποιούνται µόνο τα πρώτα 
m (≤ C – 1) ιδιοδιανύσµατα. Συγκεκριµένα, Ð¸ = [=Ï, … , =Ï{] =  Φ¹ ¾Ñ¸{, όπου Ñ¸{ =
[Í̃, … , Í̃{], είναι τα ιδιοδιανύσµατα οι ιδιοτιµές των οποίων είναι µεγαλύτερες του 
µηδενός. Μπορεί εύκολα να παρατηρηθεί ότι Ð¸@S¸¾Ð¸ =  ´u όπου 
´u = $>[[´, … , [´{ ] ένας (m x m) διαγώνιος πίνακας. 
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 Έστω ]¹ =  Ð¸´u4/, κάθε στήλη του οποίου είναι ένα διάνυσµα του χώρου 
των χαρακτηριστικών F. Προβάλλοντας τόσο τον ανάµεσα στις κλάσεις πίνακα 
διασποράς, S¸¾, όσο και τον εντός κλάσης πίνακα διασποράς, o´p, στον υποχώρο που 
οριοθετείται από τον ]¹, µπορεί εύκολα να παρατηρηθεί ότι ]¹S¸¾]¹ = c, όπου Ι ένας 
µοναδιαίος πίνακας m x m διαστάσεων. Επιπλέον ]¹S¸p]¹ µπορεί να αναλυθεί ως 
εξής: 
 ]¹o´p]¹ = Ñ¸{´u4
9ª(Z¹u@o´p Z¹uÑ¸{´u4
9ª ( 44 ) 
 
 Χρησιµοποιώντας τον πίνακα του πυρήνα Κ, το γινόµενο Φ¹ ¾ÀS¸Ò Φ¹ ¾ µπορεί 
να µετασχηµατιστεί ως εξής: 
 
Z¹u@o´p Z¹u =  1Ó Ç ∙ Èrt@ ∙ £Ô ∙ Èrt −  1Õ SÈrt@ ∙ £Ô ∙ 1rtU − 
 

r S1rt@ ∙ £Ô ∙ ÈrtU +  rª S1rt@ ∙ £Ô ∙ 1rtU ∙ Ç ( 45 ) 
 
όπου £Ô = £ ∙ c − } ∙ ¢, µε W = $>[l, … , lt] να είναι ένας N x N διαγώνιος 
(block diagonal) πίνακας και l ένας A  x A πίνακας όλα τα στοιχεία του οποίου είναι 
ίσα µε 

t3. 
 Μετατρέποντας σε διαγώνιο πίνακα το γινόµενο ]¹o´p]¹ , προκύπτει ένας 
πίνακας διαστάσεων m x m. Έστω Ï το i-οστό ιδιοδιάνυσµα του U¹xS¸ÒU¹, όπου i = 1, 
…, m. Τα ιδιοδιανύσµατα αυτά έχουν διαταχθεί σύµφωνα µε τις αντίστοιχες ιδιοτιµές 
τους, [´n , οι οποίες έχουν ταξινοµηθεί κατά αύξουσα σειρά. Στο σύνολο των 
ταξινοµηµένων ιδιοδιανυσµάτων αυτά που αντιστοιχούν στις µικρότερες ιδιοτιµές 
είναι και αυτά που ελαχιστοποιούν τον παρονοµαστή του κανονικοποιηµένου 
κριτηρίου του Fisher που λαµβάνει την παρακάτω µορφή στην περίπτωση της 
κανονικοποιηµένης γραµµικής διακρίνουσας ανάλυσης του πυρήνα (εξίσωση 46). Τα 
ιδιοδιανύσµατα αυτά µπορούν να θεωρηθούν ως τα χαρακτηριστικά που 
µεγιστοποιούν τη διαχωριστικότητα.  
 
 W¹ =  argmaxÚÛ RÚÛÜÝ¸ÞÚÛRRßÚÛÜÝ¸ÞÚÛ ÚÛÜÝ¸àÚÛR ( 46 ) 
 
όπου  0 ≤ η ≤ 1 είναι η παράµετρος κανονικοποίησης [49].  
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 Έστω ¸á = [ Ï, … , Ïf] και ´p = $>[[´n , … , [´fn ] είναι τα πρώτα Μ (≤ m) 
ιδιοδιανύσµατα και οι αντίστοιχες ιδιοτιµές τους. Τότε η ζητούµενη λύση µπορεί να 
επιτευχθεί µέσω Γ¸ =  U¹¸ác + ´p4/, που αποτελεί το σύνολο των βέλτιστων µη 
γραµµικών χαρακτηριστικών βάσης. 
Για κάθε µοτίβο εισόδου z, η προβολή στον υποχώρο που ορίζεται από το 
σύνολο των βασικών χαρακτηριστικών X¸ µπορεί να υπολογιστεί από: 
 
  = X¸, = ãÑ¸{ ∙ ´u4/ ∙ ¸f ∙ Sä + ´åU4/æ@ SZ¹u@,U    ( 47 ) 
 
όπου Z¹u@, = [,5¸ … ,5¸º]@,.  Εισάγεται ένα (Νx1) διάνυσµα πυρήνα,  
 
 =S,U = [, ,   , , … ,ººç4 ,   ,ººç ,]@      ( 48 ) 
 
που ορίζεται από το εσωτερικό γινόµενο του φ(z) µε κάθε χαρτογραφηµένο δείγµα 
εκπαίδευσης φ(zij) στο χώρο των χαρακτηριστικών F. Αναδιαµορφώνοντας την 
εξίσωση 47 µε τη χρήση του διανύσµατος πυρήνα (48) παράγεται η σχέση: 
 
  = ± ∙ =, ( 49 ) 
 
όπου   
 
 ± =  √Æ Ε¸é  ∙  ´u4
9ª  ∙  ¸á  ∙  c +  ´p4/  ∙  ∙ Èrt@ −  Æ 1ÊyÀ ) ( 50 ) 
 
είναι ένας (Μ x N) πίνακας. Έτσι από την εξίσωση εισάγεται µία µη γραµµική 
αναπαράσταση (y) µικρής διάστασης των z µε βελτιωµένη διαχωριστική δυνατότητα. 
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5.6  Η ανάλυση σε Ανεξάρτητες Συνιστώσες  (Independent 
Component Analysis, ICA) 
 
Η ανάλυση σε Ανεξάρτητες Συνιστώσες ενός τυχαίου διανύσµατος είναι η 
διαδικασία εύρεσης ενός γραµµικού µετασχηµατισµού που ελαχιστοποιεί την 
στατιστική εξάρτηση ανάµεσα στις εξαγόµενες Συνιστώσες [50]. Στην [51] 
χρησιµοποιήθηκε ένα δίκτυο αραιότητας-µεγίστου (ισοδυναµεί µε την µεγιστοποίηση 
της ανεξαρτησίας των Συνιστωσών) για να εξαχθούν χαρακτηριστικά φυσικών 
εικόνων. Η [16] χρησιµοποίησε Ανεξάρτητες Συνιστώσες για την αναγνώριση 
προσώπου. Στην [19], οι συγγραφείς απέδειξαν πως η ανάλυση σε Ανεξάρτητες 
Συνιστώσες µπορεί να δηµιουργήσει ανεξάρτητα χαρακτηριστικά ως προς τη φάση 
και τη µετατόπιση παρόµοια µε εκείνα που παράγονται από τα κύτταρα που είναι 
υπεύθυνα για την ανθρώπινη όραση. Τα παραπάνω στοιχεία καταδεικνύουν την 
εντυπωσιακή απόδοση της ανάλυσης σε ανεξάρτητες Συνιστώσες όταν εφαρµόζονται 
για την εύρεση κατάλληλης αναπαράστασης των εικόνων, για αναγνώριση µοτίβων 
για εξαγωγή χαρακτηριστικών και για συµπίεση [52]. 
 Στις [18], [33]  ο αλγόριθµος Ανεξάρτητων Συνιστωσών αντιµετωπίστηκε, 
υπό τη σκοπιά της βέλτιστης µεταφοράς πληροφορίας σε νευρωνικά δίκτυα µε 
σιγµοειδής συναρτήσεις ενεργοποίησης. Ο αλγόριθµος αυτός αποδείχτηκε επιτυχής 
για το διαχωρισµό τυχαία συνδυασµένων ακουστικών σηµάτων και για τον 
διαχωρισµό σήµατος εγκεφαλογραφήµατος [53] καθώς και για σήµατα από 
µαγνητική τοµογραφία. Στην [17] µε την χρήση της προσέγγισης των [18], [33]  
εισήχθησαν δύο αρχιτεκτονικές για την εφαρµογή του αλγόριθµου ανάλυσης 
ανεξάρτητων Συνιστωσών για την αναγνώριση προσώπων, οι οποίες διαφέρουν κατά 
τον τρόπο αντιµετώπισης του συνόλου εκπαίδευσης των εικόνων προσώπων είτε ως 
µια συνάρτηση προσώπων είτε ως συνάρτηση εικονοστοιχείων. Ακολουθεί η 
περιγραφή του αλγορίθµου αυτού καθώς και οι δύο αρχιτεκτονικές που εισήχθησαν. 
 
Περιγραφή του αλγορίθµου 
 
Έστω Χ ένα τυχαίο διάνυσµα στο ℝn, που αναπαριστά µια κατανοµή των 
σηµάτων εισόδου σε ένα νευρωνικό δίκτυο Ν εισόδων Ν εξόδων, W ένας n×n 
αντιστρέψιµος πίνακας, ] = }ê και  ë = ] µια τυχαία µεταβλητή n διαστάσεων 
που αναπαριστά τις εξόδους n νευρώνων. Κάθε συντελεστής της  = , … ,  είναι 
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µια αντιστρέψιµη συνάρτηση µεταφοράς-συµπίεσης (squashing function) που 
χαρτογραφεί τους πραγµατικούς αριθµούς στο διάστηµα [0,1] και αποτελεί την 
συνάρτηση ενεργοποίησης του νευρώνα.  
Συνήθως η συνάρτηση που χρησιµοποιείται είναι η «λογιστική συνάρτηση» 
(βασική σιγµοειδής) 
 
 ì = íîï ( 51 ) 
 
Οι µεταβλητές U1,…..,Un είναι γραµµικοί συνδυασµοί των στοιχείων εισόδου. 
Οι µεταβλητές Υ1,…….Υn µπορούν να µεταφραστούν σαν ρυθµοί ενεργοποίησης µετά 
τις συνάψεις του νευρώνα και ανήκουν στο διάστηµα [0,1]. Στόχος του αλγόριθµου 
των Bell και Senjowski [18] είναι να µεγιστοποιήσει την αµοιβαία πληροφορία 
ανάµεσα στο σύνολο Χ και στην έξοδο του νευρωνικού δικτύου Υ. Αυτό 
επιτυγχάνεται µε την εφαρµογή ενός αυξητικού διανυσµατικού ανάδελτα (ascending 
gradient) στον πίνακα βαρών W. Ο κανόνας αναβάθµισης του ανάδελτα για τον 
πίνακα W είναι: 
 
 ð} ∝ òpë = }@4 + óë′ê@ ( 52 ) 
 
Όπου το ôn = nn]/n] είναι ο λόγος ανάµεσα στην πρώτη και δεύτερη 
παράγωγο της συνάρτησης ενεργοποίησης το Τ είναι ο ανάστροφος πίνακας, το Ε η 
αναµενόµενη τιµή, Η(Υ) η εντροπία του τυχαίου διανύσµατος Υ και ∇pô  το 
ανάδελτα της εντροπίας σε µορφή πίνακα (το κελί στην σειρά i και στήλη j αυτού του 
πίνακα είναι η παράγωγος του Η(Υ) ως προς τοWij). Ο υπολογισµός του αντίστροφου 
πίνακα µπορεί να αποφευχθεί µε τη χρήση του φυσικού ανάδελτα, µε τον 
πολλαπλασιασµό µε WTW: 
 
 ð} ∝ òpë}@} = ä + ë′]@} ( 53 ) 
 
όπου Ι είναι ο µοναδιαίος πίνακας. Βάση του ότι ôn = nn]/n]  και της 
εξίσωσης (51): 
 
 ôn = 1 − 2ë ( 54 ) 
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Η αναλυτική απόδειξη για τις εξισώσεις (52), (53) και (54) παρουσιάζεται 
στην δηµοσίευση [18]. 
Όταν υπάρχουν πολλά εισαγόµενα στοιχεία και αποτελέσµατα η συνδυαστική 
εντροπία του αποτελέσµατος Υ προωθεί το κάθε αποτέλεσµα στη στατιστική 
ανεξαρτησία. Όταν η µορφή της µη γραµµικής συνάρτησης αναφοράς f είναι ίδια µε 
την συνάρτηση πυκνότητας των Ανεξάρτητων Συνιστωσών µπορεί να αποδειχτεί ότι 
µεγιστοποιώντας την εντροπία των αποτελεσµάτων Υ ελαχιστοποιείται η κοινή 
πληροφορία ανάµεσα στα σήµατα εισαγωγής U [33], [54]. 
Ο αλγόριθµος επιταχύνεται µε την χρήση ενός ακόµα βήµατος πριν την 
εκπαίδευση. Οι µέσες τιµές των γραµµών του Χ αφαιρούνται και στη συνέχεια ο 
πίνακας Χ περνάει από έναν πίνακα Wz που είναι το διπλάσιο της αντίστροφης 
τετραγωνικής ρίζας του πίνακα συνδιακύµανσης: 
 
 }ö = 2. A'=ê4/  ( 55 ) 
 
Με αυτόν τον τρόπο εξαλείφονται οι στατιστικές πληροφορίες πρώτου και 
δεύτερου βαθµού, τόσο οι συνδιακυµάνσεις όσο και οι µέσες τιµές µηδενίζονται και 
οι διακυµάνσεις εξισορροπούνται. Όταν τα εισαγόµενα σήµατα στον αλγόριθµο 
ανάλυσης Ανεξάρτητων Συνιστωσών είναι σφαιρικά δεδοµένα, ο πλήρης 
µετασχηµατισµός του πίνακα WI είναι το γινόµενο του Wz και του πίνακα που έχει 
εκπαιδευτεί µε τον ICA:  
 
 }i = }}ö  ( 56 ) 
 
Oι συγγραφείς των [55] και [56], απέδειξαν ότι ο αλγόριθµος ανάλυσης 
ανεξάρτητων µεταβλητών συγκλίνει µε τη µέγιστη προσέγγιση του W-1 για δεδοµένα 
που υπόκεινται στο γενικό µοντέλο 
 
   ÷ = }4o ( 57 ) 
 
όπου S=(S1,…..,Sn)΄ είναι ένα διάνυσµα τυχαίων ανεξάρτητων µεταβλητών που 
ονοµάζονται πηγές µε αθροιστικές κατανοµές ίσες µε fi, δηλαδή µε άλλα λόγια η 
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χρήση λογιστικών συναρτήσεων ενεργοποίησης αντιστοιχεί σε τυχαίες λογιστικές 
πηγές. Έτσι χρησιµοποιώντας µια κατανοµή Gauss σαν συνάρτηση ενεργοποίησης 
αντίστοιχα προϋποθέτει τυχαίες πηγές Gauss. Έτσι ο W-1 , ο αντίστροφος του πίνακα 
των βαρών στον αλγόριθµο των Bell και Sejnowski, µπορεί να µεταφραστεί σαν ένα 
πίνακα αναµεµιγµένων πηγών και οι  ] = }ê  µεταβλητές µπορούν να 
µεταφραστούν σαν προσεγγίσεις µέγιστης-πιθανότητας των πηγών που παράγουν τα 
δεδοµένα. 
 
∆ύο αρχιτεκτονικές εφαρµογής ανάλυσης ανεξάρτητων µεταβλητών για 
την αναγνώριση προσώπων.  
 
 
Εικόνα 29: Οι δύο αρχιτεκτονικές του αλγορίθµου ICA κατά Bartlett. 
 
Έστω Χ ένας πίνακας δεδοµένων µε nr σειρές και nc στήλες. Θεωρούµε ότι 
κάθε στήλη του Χ είναι το αποτέλεσµα (ανεξάρτητο ενδεχόµενο) ενός τυχαίου 
πειράµατος. Θεωρούµε ότι η i-οστή σειρά του X είναι µια συγκεκριµένη τιµή Χi 
ανάµεσα σε nc ανεξάρτητων ενδεχόµενων. Με αυτόν τον τρόπο ορίζεται µια 
εµπειρική κατανοµή πιθανοτήτων για τα Χ1, …..Χn στην οποία κάθε στήλη του Χ δίνει 
µάζα πιθανότητας 1/º . Η ανεξαρτησία ορίζεται στη συνέχεια βάση µιας τέτοιας 
κατανοµής. Για παράδειγµα µπορούµε να πούµε ότι οι σειρές i και j του Χ είναι 
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ανεξάρτητες αν δεν είναι πιθανό να προβλεφθούν οι τιµές που έχει η γραµµή Χj από 
τις αντίστοιχες τιµές της Χi: 
 
 ê = ì, êq = * = ê = ìêq = * ø¡ °άùa ì, * ∈ ú     ( 58 ) 
 
Στόχος είναι να βρεθεί ένα σύνολο βασικών εικόνων που να αναπαριστά την 
βάση προσώπων. Για κάθε εικόνα της βάσης δηµιουργείται ένα διάνυσµα µήκους 
ίσου µε το σύνολο των εικονοστοιχείων (pixel) της εικόνας. Υπάρχουν δύο 
προσεγγίσεις για τον τρόπο που η ανάλυση Ανεξάρτητων Συνιστωσών µπορεί να 
εφαρµοστεί σ’ αυτό το πρόβληµα. 
1) Η βάση εικόνων µπορεί να οργανωθεί σε έναν πίνακα Χ µε τέτοιο τρόπο 
ώστε κάθε διάνυσµα γραµµή να αναπαριστά µία εικόνα. Με την 
προσέγγιση αυτή µπορούµε να µιλάµε για ανεξάρτητες εικόνες ή για 
συναρτήσεις εικόνων. ∆ύο εικόνες i και j είναι ανεξάρτητες εφόσον όσο 
κινούµαστε ανάµεσα στα εικονοστοιχεία δεν είναι δυνατόν να 
προβλέψουµε την τιµή του εκάστοτε εικονοστοιχείου της εικόνας j 
βασισµένοι στην τιµή του ίδιου εικονοστοιχείου στην εικόνα i. Παρόµοια 
προσέγγιση έχει χρησιµοποιηθεί από τους Bell και Sejnowski για τον 
διαχωρισµό του ήχου, για ανάλυση εγκεφαλογραφηµάτων και για ταχεία 
µαγνητική τοµογραφία (fMRI). 
2) Αναστρέφοντας τον πίνακα Χ οι εικόνες αποτελούν στήλες του Χ. Με 
αυτήν την προσέγγιση τα εικονοστοιχεία είναι τυχαίες µεταβλητές και οι 
εικόνες τα ενδεχόµενα. Σε αυτή την περίπτωση µπορούµε να µιλάµε για 
ανεξαρτησία των εικονοστοιχείων ή για συναρτήσεις εικονοστοιχείων. Για 
παράδειγµα τα εικονοστοιχεία i και j θα είναι ανεξάρτητα εφόσον ενώ 
κινούµαστε ανάµεσα στο σύνολο των εικόνων δεν είναι δυνατόν να 
προβλέψουµε την τιµή που θα έχει το εικονοστοιχείο i βάση της 
αντίστοιχης τιµής του εικονοστοιχείου j στην ίδια εικόνα. Η προσέγγιση 
αυτή υποκινήθηκε από την εφαρµογή των Bell και Sejnowski στις 
Ανεξάρτητους Συνιστώσες φυσικών εικόνων. 
Ακολουθεί αναλυτική περιγραφή των δύο προσεγγίσεων. 
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Αρχιτεκτονική 1: Στατιστικά ανεξάρτητες βασικές εικόνες. 
 
Στόχος της προσέγγισης αυτής είναι η εύρεση στατιστικά ανεξάρτητης βάσης 
εικόνων. Οι εικόνες οργανώνονται στον πίνακα Χ έτσι ώστε κάθε µία εικόνα βάσης 
να αποτελεί µία γραµµή του πίνακα και τα εικονοστοιχεία τις στήλες. Σε αυτήν την 
προσέγγιση η ανάλυση ανεξάρτητων µεταβλητών βρίσκει έναν πίνακα W τέτοιον 
ώστε οι γραµµές του U=WX να είναι όσο το δυνατόν περισσότερο ανεξάρτητες. Οι 
εικόνες εισόδου προσεγγίζονται µε τις γραµµές του U και στη συνέχεια αποτελούν 
την βάση εικόνων για την αναπαράσταση των προσώπων. Οι  αναπαραστάσεις των 
εικόνων προσώπων αποτελούνται από τις συντεταγµένες των εικόνων αυτών σε 
σχέση µε την βάση εικόνων που ορίζουν οι γραµµές του U. Οι συντεταγµένες αυτές 
περιέχονται στον µεικτό πίνακα È ≜ }i4. 
 Ο αριθµός των Ανεξάρτητων Συνιστωσών που βρίσκει ο αλγόριθµος 
Ανεξάρτητων Συνιστωσών αντιστοιχεί στο µέγεθος του σήµατος εισόδου. Έστω ότι Ν 
είναι ο αριθµός των εικόνων προσώπων, ο αλγόριθµος θα προσπαθήσει αν διαχωρίσει 
Ν ανεξάρτητες Συνιστώσες. Οι πόροι που είναι αναγκαίοι για τον υπολογισµό των 
Ανεξάρτητες Συνιστώσες του συνόλου των εικόνων προσώπων nr µπορούν να 
µειωθούν δραστικά αν αντί για το σύνολο nr εφαρµοστεί ο αλγόριθµος στο σύνολο m 
γραµµικών συνδυασµών των εικόνων µεγέθους m όπου m<nr. Όπως έχει αναφερθεί 
το µοντέλο σύνθεσης των εικόνων υποθέτει ότι οι εικόνες στον πίνακα Χ είναι ο 
γραµµικός συνδυασµός ενός συνόλου τυχαίων και στατιστικά ανεξάρτητα πηγών. Το 
µοντέλο της σύνθεσης των εικόνων δεν επηρεάζεται από την αντικατάσταση των 
αυθεντικών εικόνων µε τον γραµµικό συνδυασµό τους.  
 Υιοθετώντας µια µέθοδο που χρησιµοποιείται για την εφαρµογή της ανάλυσης 
Ανεξάρτητων Συνιστωσών στα δεδοµένα µαγνητικής τοµογραφίας επιλέγονται οι 
γραµµικοί συνδυασµοί τον πρώτων m Κύριων Συνιστωσών (Principal Components) – 
τα ιδιοδιανύσµατα του συνόλου των εικόνων. Εφαρµόζοντας τον αλγόριθµο Κύριων 
Συνιστωσών (PCA) στο σύνολο των εικόνων, στο οποίο οι θέσεις των 
εικονοστοιχείων αντιµετωπίζονται σαν παρατηρήσεις και κάθε εικόνα προσώπου σαν 
µέτρο, έχουµε έναν γραµµικό συνδυασµό των παραµέτρων (εικόνων) που αποτελούν 
τις µέγιστες διαφοροποιήσεις στις παρατηρήσεις αυτές (εικονοστοιχεία). Η χρήση 
διανυσµάτων Κύριων Συνιστωσών σαν σήµα εισαγωγής δεν εξαλείφει τις σχέσεις 
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υψηλότερης τάξης. Οι σχέσεις αυτές ήταν υπαρκτές στα αρχικά δεδοµένα χωρίς όµως 
να είναι διαχωρισµένα. 
 Έστω Pm ο πίνακας που περιέχει τους πρώτους m Κύριες Συνιστώσες στις 
στήλες του. Εφαρµόζεται ο αλγόριθµος Ανεξάρτητων Συνιστωσών στον πίνακα {@, 
δηµιουργώντας έναν πίνακα m ανεξάρτητων εικόνων-πηγών στης γραµµές του U. Σε 
αυτή την υλοποίηση οι συντελεστές b για τον γραµµικό συνδυασµό των βασικών 
εικόνων στον U που αποτελούσαν τις εικόνες προσώπων στον X καθορίζονται όπως 
περιγράφεται στην συνέχεια. 
 Η αναπαράσταση µε Κύριες Συνιστώσες του συνόλου των εικόνων µε 
µηδενικό µέσο όρο του Χ που βασίζεται στον Pm ορίζεται από τη σχέση ú{ = ê{. 
Η προσέγγιση του ελάχιστου τετραγωνικού λάθους του Χ επιτυγχάνεται από την 
σχέση ÷ü = ú{{@. 
 Ο αλγόριθµος Ανεξάρτητων Συνιστωσών παράγει τον πίνακα WI=WWz έτσι 
ώστε: 
 }i{@ = ]  ( 59 ) 
 {@ = }i4] ( 60 ) 
 
οπότε  
                  
 ÷ü = ú{{@ ( 61 ) 
            ÷ü = ú{}i4]              ( 62 ) 
 
όπου Wz είναι ο sphering matrix όπως ορίστηκε στην εξίσωση (55). Έτσι οι γραµµές 
του ú{}i4 περιέχουν τους συντελεστές του γραµµικού συνδυασµού των στατιστικά 
ανεξάρτητων πηγών U που περιγράφουν τον ÷ü  όπου ο ÷ü  είναι η προσέγγιση του 
ελάχιστου τετραγωνικού λάθους του Χ, όπως και στον αλγόριθµο ανάλυσης Κύριων 
Συνιστωσών (PCA). Η αναπαράσταση µε Ανεξάρτητες Συνιστώσες των εικόνων 
προσώπων µε βάση το σύνολο m των στατιστικά ανεξάρτητων εικόνων 
χαρακτηριστικών U δίνεται από τις σειρές του πίνακα: 
 
  = ú{}i4  ( 63 ) 
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Μια αναπαράσταση των εικόνων ελέγχου υπολογίζεται µε την χρήση Κύριων 
Συνιστωσών που βασίζονται στο σύνολο των εικόνων εκµάθησης για να παραχθεί το 
Rtest=XtestPm και στη συνέχεια να υπολογισθεί το: 
 
 QíDQ = úQíDQ}i4  ( 64 ) 
 
 
Εικόνα 30: Αρχιτεκτονική 1 
 
Πρέπει να σηµειωθεί ότι το στάδιο εφαρµογής του αλγορίθµου ανάλυσης 
Κύριων Συνιστωσών (PCA) δεν είναι αναγκαίο για την αναπαράσταση των εικόνων 
µε την χρήση Ανεξάρτητων Συνιστωσών. Χρησιµοποιήθηκε για να επιτευχθούν δύο 
στόχοι: 
1. Η µείωση των αριθµών των πηγών και 
2. Η δηµιουργία µιας προτιµώµενης-εύκολης µεθόδου για τον υπολογισµό των 
αναπαραστάσεων των εικόνων ελέγχου. Χωρίς το στάδιο της εφαρµογής του 
αλγορίθµου PCA θα έχουµε  = }i4 και Btest=XtestUT .  
Ο άξονας των Κύριων Συνιστωσών του συνόλου εκµάθησης µπορεί να 
οριστεί υπολογίζοντας τα ιδιοδιανύσµατα του πίνακα συνδιακύµανσης των 
εικονοστοιχείων στο σύνολο των εικόνων προσώπων. Ο αλγόριθµος Ανεξάρτητων 
Συνιστωσών εφαρµόζεται στα m πρώτα ιδιοδιανύσµατα των Κύριων Συνιστωσών. Αν 
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nc τα συνολικά εικονοστοιχεία κάθε εικόνας τα 1 x nc ιδιοδιανύσµατα του πίνακα Pm  
συνθέτουν τις m x nc γραµµές του πίνακα Χ.  
 
 
Αρχιτεκτονική 2: Παραγοντικοί κώδικες προσώπων 
 
Ο στόχος στην πρώτη προσέγγιση ήταν η χρήση της ανάλυσης Κύριων 
Συνιστωσών για την εύρεση ενός συνόλου χωροταξικά ανεξάρτητων βασικών 
εικόνων. Παρόλο που οι εικόνες βάσης που παράγονται µε αυτή την προσέγγιση είναι 
ανεξάρτητες οι συνιστώσες που κωδικοποιούν κάθε εικόνα δεν είναι αναγκαία 
ανεξάρτητες. Η δεύτερη προσέγγιση χρησιµοποιεί τον αλγόριθµο ανάλυσης Κύριων 
Συνιστωσών για την εύρεση µιας αναπαράστασης όπου οι συντελεστές 
κωδικοποίησης των εικόνων είναι στατιστικά ανεξάρτητοι και έτσι µπορούµε να την 
ονοµάσουµε παραγοντικό κώδικα προσώπων. Τα δεδοµένα στον πίνακα Χ 
οργανώνονται έτσι ώστε οι γραµµές να αναπαριστούν διαφορετικά εικονοστοιχεία 
και οι στήλες διαφορετικές εικόνες. Αυτό αντιστοιχεί στην αντιµετώπιση των στηλών 
του Α ≜ }i4 σαν ένα σύνολο από βασικές εικόνες. Η αναπαράσταση µε την χρήση 
Ανεξάρτητων Συνιστωσών υπολογίζεται στις στήλες του πίνακα U=WIX. Κάθε στήλη 
του U περιέχει τις συνιστώσες των βασικών εικόνων του Α για την ανακατασκευή 
κάθε εικόνας του Χ. Ο αλγόριθµος ανάλυσης Ανεξάρτητων Συνιστωσών επιχειρεί να 
δηµιουργήσει τα αποτελέσµατα U όσο το δυνατόν περισσότερο ανεξάρτητα. Έτσι το 
U αποτελεί τον παραγοντικό κώδικα για τις εικόνες βάσης. Η αναπαράσταση των 
εικόνων ελέγχου παρέχεται από την εξίσωση 
 
 }iêQíDQ = ]QíDQ ( 65 ) 
 
όπου το Xtest  είναι ο µη µηδενικός µέσος πίνακας των εικόνων ελέγχου και WI είναι ο 
πίνακας βαρών που παράγεται από την εφαρµογή του αλγόριθµου ανάλυσης 
Ανεξάρτητων Συνιστωσών στο σύνολο εικόνων εκµάθησης.  
 Για να µειωθεί η διάσταση του διανύσµατος που εισάγεται στον αλγόριθµο 
αντί για την απευθείας χρήση της ανάλυσης Κύριων Συνιστωσών και στα nc x nr 
εικονοστοιχεία των εικόνων εφαρµόζεται σε µ Κύριες Συνιστώσες των εικόνων 
προσώπων. Οι úýαυτές συνιστώσες ορίζουν τις στήλες του πίνακα εισαγωγής οπου 
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κάθε συνιστώσα έχει µηδενικό µέσο όρο. Έτσι η αναπαράσταση των εικόνων 
εκµάθησης µε την δεύτερη αυτή προσέγγιση οργανώνεται στον πίνακα U όπου: 
 
 }iúý@ = ]  ( 66 ) 
 
 
Εικόνα 31α: ∆έκα φωτογραφίες της βάσης εκπαίδευσης. 
 
 
Εικόνα 31b: Αναπαράσταση των εικόνων– πίνακας U. 
 
Ο πίνακας βαρών WI είναι ένας µ x µ πίνακας και έτσι ως αποτέλεσµα έχουµε 
µ συνιστώσες στον U για κάθε εικόνα προσώπου που αποτελείται από τα 
αποτελέσµατα κάθε φίλτρου ανάλυσης Ανεξάρτητων Συνιστωσών. Η αναπαράσταση 
των εικόνων ελέγχου για την δεύτερη αυτή προσέγγιση αποτελούν τις στήλες του 
Utest: 
 }iúQíDQ@ = ]QíDQ  ( 67 ) 
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Οι βασικές εικόνες για την αναπαράσταση αυτή αποτελούν τις στήλες του 
È ≜ }i4 . Κάθε στήλη του πίνακα W-1 που είναι αποτέλεσµα της ανάλυσης 
Ανεξάρτητων Συνιστωσών, προσεγγίζει ένα σύνολο οµοειδών εικόνων που µοιάζουν 
κατά τα εικονοστοιχεία τους. Έτσι η µέθοδος αυτή τείνει να παράγει βασικές εικόνες 
που µοιάζουν περισσότερο µε πρόσωπα από τις βασικές εικόνες που παράγονται από 
τον PCA και έτσι οι βάσεις που βρίσκονται από τον ICA  εξοµοιώνουν (average) 
µόνο εικόνες που είναι παρόµοιες. Αντίθετα από το αποτέλεσµα U της ανάλυσης 
Ανεξάρτητων Συνιστωσών, ο αλγόριθµος δεν ωθεί τις στήλες του Α να είναι ούτε 
ανεξάρτητες ούτε σποραδικές. Οι εικόνες βάσης στον Α έχουν πιο σφαιρικές 
ιδιότητες από τις εικόνες βάσης στο αποτέλεσµα της ανάλυσης Ανεξάρτητων 
Συνιστωσών από ότι στην πρώτη προσέγγιση. 
 
 
Εικόνα 32: Αρχιτεκτονική 2 
 
5.7  Αλγόριθµος Ανεξάρτητων Συνιστωσών µε σταθερό σηµείο 
επαναλήψεων - FastICA  
 
Ο FastICA είναι ένας αλγόριθµος ανάλυσης σε Ανεξάρτητες Συνιστώσες που 
δηµιουργήθηκε από τον Aapo Hyvärinen στο πανεπιστήµιο του Ελσίνκι. Η επιτυχία 
της χρήσης ενός αυξητικού ανάδελτα για την εκπαίδευση του νευρωνικού δικτύου 
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είναι άµεσα συνδεδεµένη µε την επιλογή του ρυθµού εκµάθησης. Στην πράξη η 
επιλογή λάθους ρυθµού εκµάθησης µπορεί να καταστρέψει την σύγκλιση στην 
εκπαίδευση του νευρώνα για την δηµιουργία του πίνακα των Ανεξάρτητων 
Συνιστωσών. Επιπλέον η χρήση ενός πολύ µικρού ρυθµού εκµάθησης επιβραδύνει 
εξαιρετικά τη λειτουργία του αλγορίθµου. Για το λόγο αυτό είναι σηµαντική η 
δηµιουργία µια διαδικασίας που να επιταχύνει την εκπαίδευση του νευρώνα µε 
αξιόπιστο τρόπο. Μια τέτοια διαδικασία είναι η χρήση αλγορίθµου που βασίζεται σε 
σταθερό αριθµό επαναλήψεων (fixed-point iteration algorithm).  
Στους αλγόριθµους µε σταθερό σηµείο οι υπολογισµοί γίνονται τµηµατικά, 
δηλαδή µεγάλα σύνολα δεδοµένων χρησιµοποιούνται σε κάθε βήµα του αλγορίθµου. 
Επιπλέον σαν νευρώνες χρησιµοποιούν παράλληλη επεξεργασία, είναι 
κατανεµηµένοι, οι υπολογισµοί τους είναι απλοί και χρειάζονται µικρά µεγέθη 
µνήµης. Όπως και στην περίπτωση της χρήσης του ανάδελτα έτσι και στους fixed-
point αλγορίθµους η είσοδος Χ ακολουθεί µια διαδικασία λευκοποίησης (whitening), 
δηλαδή της γραµµικής µετατροπής του Χ έτσι ώστε ο πίνακας συσχέτισης να ισούται 
µε την µονάδα [23]:  
 
 Ñz÷÷} = c ( 68 ) 
 
Αρχικά µπορεί να οριστεί ένας αλγόριθµος σταθερού σηµείου για µία είσοδο 
και µία έξοδο. Ο αλγόριθµος µε τις επαναλήψεις προσπαθεί να υπολογίσει την 
διεύθυνση του διανύσµατος των βαρών W µεγιστοποιώντας την µη-Γκαουσιανή 
ιδιότητα της προβολής WTX της εισόδου Χ. Η συνάρτηση g(.) είναι η παράγωγος µιας 
µη τετραγωνικής µη γραµµικής συνάρτησης. Για παράδειγµα η g(t) µπορεί να είναι η 
παράγωγος της  f(t)=t4. Η διαδικασία για την εύρεση του πίνακα των βαρών W: 
 
1. Αρχικοποίηση του διανύσµατος βαρών W. 
2. Έστω ότι l ← ózl@} −  óznl@}l    
3. τότε  l ← l/‖l‖ 
4. Εάν δεν υπάρχει σύγκλιση επαναλαµβάνουµε το βήµα 3. 
 
( 69 ) 
Στην περίπτωση που έχουµε Ν εισόδους και Ν εξόδους επαναλαµβάνουµε την 
διαδικασία Ν φορές για κάθε έναν από τους συντελεστές χρησιµοποιώντας n 
νευρώνες µε διανύσµατα βαρών w1 … wN. Για την αποφυγή του ενδεχοµένου 
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διαφορετικά διανύσµατα της εισόδου να συγκλίνουν στο ίδιο µέγιστο πρέπει να 
αποσυσχετίζονται οι έξοδοι l@, … lr@ µετά από κάθε επανάληψη. Για την επίτευξη 
της αποσυσχέτισης µπορούν να εφαρµοστούν διάφορες διαδικασίες µια από τις 
οποίες είναι και η ακόλουθη διαδικασία µε επαναλήψεις του Hyvärinen: 
 
1. Για } = ¶/ 
2. } =  } −  }}@}                                         
3. Επαναλαµβάνεται το βήµα 2 έως ότου επιτευχθεί σύγκλιση. 
( 70 ) 
Ο αλγόριθµος FastICA έχει αρκετά πλεονεκτήµατα σε σχέση µε τους άλλους 
αλγόριθµους  ICA.  
1. Η σύγκλιση είναι cubic σε αντίθεση µε τους απλούς αλγόριθµους που είναι 
γραµµική. Αυτό έχει ως αποτέλεσµα πολύ πιο γρήγορη επίτευξη της 
σύγκλισης όπως έχει αποδειχθεί και από µετρήσεις. 
2. Σε αντίθεση µε τους αλγόριθµους που βασίζονται σε ανάδελτα δεν υπάρχουν 
παράµετροι που να αφορούν το Learning rate του νευρώνα και έτσι ο FastICA 
είναι πιο απλός στην χρήση. 
3. Ο αλγόριθµος υπολογίζει απευθείας τις Ανεξάρτητες Συνιστώσες κάθε µη 
Γκαουσιανής κατανοµής µε τη χρήση κάθε µη γραµµικής συνάρτησης g. Αυτό 
έρχεται σε αντίθεση µε πολλούς αλγόριθµους όπου πρέπει αρχικά να 
υπολογιστεί η συνάρτηση κατανοµής πιθανότητας και στη συνέχεια να 
επιλεχθεί η συνάρτηση g. 
4. Οι ανεξάρτητες συνιστώσες µπορούν να υπολογιστούν µία προς µία. Η 
ιδιότητα αυτή είναι χρήσιµη σε ανάλυση δεδοµένων και ελαχιστοποιεί τους 
υπολογισµούς.  
5. Ο FastICA έχει όλα τα προτερήµατα των αλγόριθµων των νευρωνικών 
δικτύων. Οι υπολογισµοί είναι παράλληλοι, κατανεµηµένοι, εύκολοι στον 
υπολογισµό και χρησιµοποιούν µικρά µεγέθη µνήµης.   
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5.8 Κρυµµένα πρότυπα του Markov (Hidden Markov Model, 
HMM) 
 
Ένα διακριτό κρυµµένο πρότυπο Markov (για συντοµία ΚΠΜ) λ µπορεί να 
θεωρηθεί ένα πρότυπο Markov του οποίου η κατάσταση δεν µπορεί απόλυτα να 
παρατηρηθεί. Κάθε κατάσταση έχει µια αντίστοιχη συνάρτηση κατανοµής 
πιθανότητας, που τυποποιεί την πιθανότητα εξαγωγής συµβόλων από αυτή την 
κατάσταση. Τα κρυµµένα πρότυπα Markov είναι ένα σύνολο στατιστικών προτύπων 
που χρησιµοποιούνται για να χαρακτηρίσουν τις στατιστικές ιδιότητες ενός σήµατος. 
Τα κρυµµένα πρότυπα Markov αποτελούνται από δύο αλληλοσχετιζόµενες 
διαδικασίες,  
• την υποκείµενη µη παρατηρήσιµη αλυσίδα Markov µε ορισµένο αριθµό 
καταστάσεων, έναν πίνακα κατάστασης µεταφοράς πιθανότητας και µια 
αρχική κατανοµή πιθανότητας κατάστασης και  
• ένα σύνολο από συναρτήσεις πυκνότητας πιθανότητας που αντιστοιχούν σε 
κάθε κατάσταση. 
Τα στοιχεία που απαρτίζουν ένα κρυµµένο πρότυπο Markov είναι:  
1. Ν, το σύνολο των καταστάσεων του µοντέλου. Εάν S είναι το σύνολο των 
καταστάσεων τότε ορίζεται το διάνυσµα S={S1 ,S2,… ,SN}, η κατάσταση του 
µοντέλου στον χρόνο t δίνεται από το qt ∈ S, 1 ≤  ≤ T, και Τ είναι το µήκος 
της ακολουθίας των παρατηρήσεων (αριθµός πλαισίων) 
2. Μ το σύνολο των διαφορετικών συµβόλων παρατήρησης. Εάν V είναι το 
σύνολο όλων των πιθανών συµβόλων παρατήρησης (ονοµάζεται και βιβλίο 
κώδικα του µοντέλου) τότε V={υ1,υ2,…,υΜ}. 
3. Α, ο πίνακας κατάστασης µεταφοράς πιθανότητας, που εκπροσωπεί την 
πιθανότητα για τη µετατόπιση από την κατάσταση Si στην κατάσταση Sj, 
Α={αij} όπου: 
 
 
¡q = [Q = oq|Q = o ] ( 71 ) 
 
1 ≤ $,  ≤ Õ
 
( 72 ) 
 
Με τον περιορισµό ότι:     
 
0 ≤ ¡q ≤ 1 ( 73 ) 
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Και  
 
∑ >q = 1Æq , 1 ≤ $ ≤ Õ ( 74 ) 
 
4. Β ο πίνακας πιθανότητας παρατήρησης του συµβόλου,  Β={bj(k)},  
 
 q  = Q = ì|Q = oq ( 75 ) 
 1 ≤  ≤ Õ, 1 ≤  ≤  ( 76 ) 
 
οπου Οt είναι το σύµβολο που παρατηρείτε σε χρόνο t. 
5. Π, η αρχική κατανοµή κατάστασης, Π={πi} οπού: 
 
  = [ = o	, 1 ≤ $ ≤ Õ] ( 77 ) 
    µε  = 0 και  ∑ Æ = 1 
 
Χρησιµοποιώντας µια σύντοµη σηµειογραφία, ένα ΚΠΜ ορίζεται από την 
τριπλέτα: 
 [ = g, ,
 ( 78 ) 
 
Ο παραπάνω χαρακτηρισµός αντιστοιχεί σε ένα διακριτό ΚΠΜ όπου οι 
παρατηρήσεις είναι διακριτά σύµβολα που επιλέγονται από ένα ορισµένο 
«αλφάβητο» V={υ1,υ2,…,υΜ}. Σε ένα ΚΠΜ µε συνεχή πυκνότητα οι καταστάσεις 
χαρακτηρίζονται από συνεχόµενες συναρτήσεις πυκνότητας παρατήρησης. Η πιο 
γενική αναπαράσταση της συνάρτησης πυκνότητας πιθανότητας (Probability density 
function- PDF) είναι ένα ορισµένο µείγµα της µορφής: 
 
  = ∑ &Õ, h, ]	\f , 1 ≤ $ ≤ Ó ( 79 ) 
 
Όπου cik είναι ο συντελεστής µείξης για την k-ιοστή µίξη στην κατάσταση i. 
Χωρίς να χαθεί η γενικότητα το Õ, h, ]	\ θεωρείται µια συνάρτηση πυκνότητας 
πιθανότητας Gauss µε µέσο διάνυσµα µik  και πίνακα συνδιακύµανσης Uik.  
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Κρυµµένα Πρότυπα Markov σε εικόνες προσώπου 
 
Τα κρυµµένα πρότυπα Markov έχουν επιτυχώς χρησιµοποιηθεί για την 
αναγνώριση οµιλίας όπου η πληροφορία είναι µονοδιάστατη. Η επέκταση σε ένα 
πλήρως συνδεδεµένο ΚΠΜ δύο διαστάσεων έχει αποδειχθεί πολύ σύνθετη 
υπολογιστικά.  Για κατά πρόσωπο εικόνες οι σηµαντικές περιοχές του προσώπου 
(µαλλιά, µέτωπο, µάτια, µύτη, στόµα) έρχονται µε µια φυσική κατάσταση από πάνω 
προς τα κάτω ακόµα και αν οι εικόνες έχουν δηµιουργηθεί υπό µικρές κλήσεις στο 
πεδίο της εικόνας ή στο κάθετο πεδίο. Κάθε µια από αυτές τις περιοχές του 
προσώπου αντιστοιχίζονται σε µια κατάσταση σε ένα µονοδιάστατο στοιχισµένο από 
αριστερά στα δεξιά ΚΠΜ. Η δοµή των καταστάσεων ενός προτύπου προσώπου και 
της µη µηδενικής πιθανότητας µεταφοράς αij φαίνονται στην παρακάτω εικόνα 
(Εικόνα 33). 
 
 
Εικόνα 33: Εξαγωγή χαρακτηριστικών 
 
Κάθε εικόνα προσώπου µε πλάτος W και µήκος H χωρίζεται σε τµήµατα 
µήκους L και πλάτους W που επικαλύπτονται. Το σύνολο των συνεχόµενων 
επικαλυπτόµενων τµηµάτων είναι P. Ο αριθµός των τµηµάτων που εξάγονται από 
κάθε εικόνα ισούται µε τον αριθµό των διανυσµάτων παρατήρησης Τ και δίνεται από 
τη σχέση: 
  = 44. + 1 ( 80 ) 
 
Η επιλογή των παραµέτρων P και L µπορεί να επηρεάσει σηµαντικά τον 
ρυθµό αναγνώρισης του συστήµατος. Ένας µεγάλος αριθµός επικαλυπτόµενων 
τµηµάτων P αυξάνει σηµαντικά τον ρυθµό αναγνώρισης µιας και επιτρέπει στα 
χαρακτηριστικά να ενσωµατωθούν µε τέτοιο τρόπο που να είναι ανεξάρτητα από την 
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κάθετη τους τοπολογία. Η επιλογή της παραµέτρου L είναι περισσότερο 
εκλεπτυσµένη. Χρησιµοποιώντας ένα µικρό L έχει ως αποτέλεσµα την λήψη µη 
επαρκής πληροφορίας διαχωρισµού στο διάνυσµα παρατήρησης ενώ ένα µεγάλο L 
µεγαλώνει την πιθανότητα να κοπούν τα ενδιάµεσα χαρακτηριστικά.  
Παρόλα αυτά ο ρυθµός αναγνώρισης του συστήµατος δεν είναι πολύ 
ευαίσθητος στις διακυµάνσεις του L εφόσον το P είναι αρκετά µεγάλο ( ≤  − 1). 
Στην [10] ερευνήθηκε αναλυτικά η επιρροή των παραµέτρων P και L σε συνδυασµό 
µε τον αριθµό των καταστάσεων του ΚΠΜ. Χρησιµοποιήθηκαν διανύσµατα 
παρατήρησης που αποτελούνταν από όλα τα εικονοστοιχεία κάθε τµήµατος και έτσι 
το µέγεθος του διανύσµατος παρατήρησής τους ήταν L x W.  
Η χρήση των τιµών των εικονοστοιχείων σαν διανύσµατα παρατήρησης έχουν 
δύο βασικά µειονεκτήµατα. Αρχικά οι τιµές των εικονοστοιχείων δεν αντιστοιχούν σε 
διακριτά χαρακτηριστικά, είναι πολύ ευαίσθητα στο θόρυβο, στη µετατόπιση της 
εικόνας και σε διαφορετικές συνθήκες φωτισµού. Επιπλέον η µεγάλη διάσταση του 
διανύσµατος παρατήρησης δηµιουργεί πολύ µεγάλη υπολογιστική πολυπλοκότητα 
για τον υπολογισµό των συστηµάτων εκµάθησης και αναγνώρισης. Αυτό µπορεί να 
αποτελέσει τροχοπέδη για την εφαρµογή του αλγορίθµου σε µεγάλες βάσεις εικόνων 
ή στις περιπτώσεις που το σύστηµα αναγνώρισης εφαρµόζεται σε πραγµατικό χρόνο. 
Για το λόγο στην [11] οι συγγραφείς χρησιµοποίησαν για διανύσµατα παρατήρησης 
ένα σύνολο δισδιάστατων αρµονικών (συνηµιτονοειδών) µετασχηµατισµών (2D-
Discrete Cosine Transform) µε συντελεστές που εξήχθηκαν από κάθε τµήµα. Οι 
ιδιότητες συµπίεσης του µετασχηµατισµού για φυσικές εικόνες αποτελούν µια 
κατάλληλη µέθοδο εξαγωγής χαρακτηριστικών για το σύστηµα αναγνώρισης 
 
Εκπαίδευση των µοντέλων προσώπων 
 
Κάθε πρόσωπο του συνόλου εκπαίδευσης αναπαριστάται από ένα µοντέλο 
προσώπου ΚΠΜ. Ένα σύνολο πέντε εικόνων που απεικονίζουν διαφορετικά 
περιστατικά (διαφορετικές χρονικές στιγµές) του ίδιου προσώπου χρησιµοποιούνται 
για την εκπαίδευση του ΚΠΜ. Μετά την εξαγωγή του κάθε τµήµατος ένα σύνολο 39 
2D-DCT συντελεστών λαµβάνονται από κάθε ένα από αυτά και χρησιµοποιούνται για 
τη δηµιουργία των διανυσµάτων παρατήρησης. Τα διανύσµατα αυτά 
χρησιµοποιούνται για την εκπαίδευση κάθε ΚΠΜ. Αρχικά το ΚΠΜ, λ=(Α,Β,Π) 
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ενεργοποιείται. Η πληροφορία εκπαίδευσης κατατµείται οµοιόµορφα από πάνω προς 
τα κάτω σε Ν=5 καταστάσεις και τα διανύσµατα παρατήρησης κάθε κατάστασης 
χρησιµοποιούνται για την εξαγωγή των αρχικών προβλέψεων του πίνακα 
παρατήρησης πιθανότητας Β. Οι αρχικές τιµές των Α και Π δίνονται µε βάση την 
φορά από τα αριστερά προς τα δεξιά του προτύπου προσώπου. Στα επόµενα βήµατα 
οι παράµετροι του µοντέλου επαναϋπολογίζονται µε τη χρήση του αλγόριθµου 
πρόβλεψης-µεγιστοποίησης (EM) για να µεγιστοποιηθεί το P(Ο|λ). Οι επαναλήψεις 
σταµατούν µετά την επίτευξη της σύγκλισης του µοντέλου, για παράδειγµα η 
διαφορά του µοντέλου πιθανότητας σε συνεχόµενες επαναλήψεις (k και k+1) είναι 
µικρότερες από το κατώφλι C,  
 ||[ − |[| < A ( 81 ) 
 
 
5.9  Ταίριασµα ελαστικών δεσµών (Elastic Bunch Matching) 
 
Στην [9] οι συγγραφείς, χρησιµοποίησαν µια διαδικασία που ονόµασαν 
ταίριασµα ελαστικών δεσµών για την αναγνώριση προσώπων. Η βάση εκπαίδευσης 
του αλγορίθµου σχηµατίζεται από ένα µόνο πρόσωπο κάθε κλάσης.  Βασικός 
πυρήνας του συστήµατος είναι µια δοµή που αντικατοπτρίζει το γεγονός ότι οι 
εικόνες προσώπων είναι οι δισδιάστατες απεικονίσεις τρισδιάστατων «αντικειµένων». 
Τα αντικείµενα αυτά λόγο της τρισδιάστατης φύσης τους κατά την χαρτογράφηση σε 
δύο διαστάσεις έχουν προβλήµατα κλιµάκωσης, διαφορών στη γωνία θέασης και 
µετακίνησης στο επίπεδο της εικόνας. Η βασική αναπαράσταση του προσώπου 
γίνεται µε τη βοήθεια γραφηµάτων µε συγκεκριµένα ονόµατα  κωδικών-ετικετών, οι 
ακµές κατονοµάζονται µε πληροφορίες αποστάσεων, και οι κόµβοι ονοµάζονται µε 
αποκρίσεις κυµατοµορφών (wavelet) που σχηµατίζουν συστάδες (jets). Τα 
αποθηκευµένα µοντέλα γραφηµάτων εφάπτονται  µε ταίριασµα στις νέες εικόνες για 
να σχηµατίσουν γραφήµατα εικόνων τα οποία στην συνέχεια συµµετέχουν στην 
δηµιουργία της βάσης. Τα wavelet µε τον τρόπο που χρησιµοποιούνται µένουν 
ανεπηρέαστα σε µικρές µετακινήσεις και αλλαγές φωτισµού. Τα γραφήµατα 
µοντέλων µπορούν εύκολα να ταιριάξουν µε τις εικόνες ανεξάρτητα  από την 
κλιµάκωση, τη διαφορά στη γωνία θέασης και τη µετακίνηση του αντικειµένου 
εξουδετερώνοντας µεγάλο µέρος των διαφοροποιήσεων ανάµεσα στις εικόνες.  
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Προεπεξεργασία µε Gabor wavelets. 
 
Η αναπαράσταση των τοπικών χαρακτηριστικών  βασίζεται στον 
µετασχηµατισµό κυµατοµορφής Gabor. Τα Gabor wavelet είναι πυρήνες συνέλιξης 
µε µορφή παρόµοια µε απλά κύµατα περιορισµένα από  µια συνάρτηση Gaussian 
envelope [57]. Το σύνολο των συντελεστών της συνέλιξης για πυρήνες µε 
διαφορετικές κατευθύνσεις και συχνότητες σε κάθε εικονοστοιχείο ονοµάζεται jet.  
 Κάθε jet περιγράφει ένα µικρό κοµµάτι τιµών του γκρι µιας εικόνας c γύρω 
από ένα pixel  =(x,y). Βασίζεται σε έναν µετασχηµατισµό κυµατοµορφής που 
ορίζεται από την συνέλιξη: 
 
 »q = änq − nn ( 82 ) 
 
µε την οικογένεια πυρήνων Gabor: 
 
 q = sª«ª Í − sª¨ª«ª  ÍS$¢qU − Í ã− «ª æ   ( 83 ) 
 
σχήµατος απλών κυµάτων µε το διάνυσµα κύµατος Κj, περιορισµένο από µια 
συνάρτηση Gaussian envelop. Εφαρµόζεται ένα σύνολο 5 διαφορετικών συχνοτήτων, 
ν=0,…,4 και 8 κατευθύνσεων µ=0,…,7, 
 
 £q =  q¨  =  Y)*+ ,ý Yh ,ý  ,  Y = 24ªª , ,ý = h      ( 84 ) 
 
µε δείκτη j=µ+8ν. Η δειγµατοληψία καλύπτει οµοιόµορφα ένα σύνολο συχνοτήτων. 
Το πλάτος )/  της Gaussian ελέγχεται από την παράµετρο σ=2π.  
 Ένα jet J ορίζεται σαν το σύνολο {Jj} 40 µιγαδικών συντελεστών που 
εξάγονται από ένα σηµείο της εικόνας: 
 
 »q = >qexp $,q ( 85 ) 
 
µε πλάτος αj(z) που µεταβάλλεται πολύ αργά σύµφωνα µε την θέση και τις φάσεις 
φj(z) που περιστρέφονται µε ρυθµό που ορίζεται από την χωρητική συχνότητα ή το 
διάνυσµα κύµατος Κj των πυρήνων. 
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 Η σύγκριση των Jet γίνεται µε την χρήση της συνάρτησης οµοιότητας Sa: 
 
 o», »n = ∑ ssn s¶∑ sªs ∑ nsªs  ( 86 ) 
 
Η συνάρτηση αυτή δεν λαµβάνει υπόψη τις διαφορές στην φάση. 
Λαµβάνοντας υπόψη την φάση η συνάρτηση µετασχηµατίζεται σε: 
 
 o», »n = ∑ ssnº~D s4s4¤s s ¶∑ sªs ∑ nsªs    ( 87 ) 
 
Για τον υπολογισµό της Sφ είναι αναγκαίος και ο υπολογισµός της 
µετατόπισης d που µπορεί να πραγµατοποιηθεί µε την µεγιστοποίηση της Sφ στην 
σειρά Taylor. 
 
Αναπαράσταση των προσώπων 
 
Για τα πρόσωπα ορίζονται µια σειρά πρότυπων σηµείων, όπως για παράδειγµα 
οι κόρες των µατιών, τα άκρα των χειλιών, η άκρη της µύτης κ.λ.π. Ένα γράφηµα 
ετικέτας G αντιπροσωπεύει ένα πρόσωπο Ν κόµβων, όπου κάθε κόµβος συµπίπτει µε 
τα πρότυπα αυτά σηµεία στις θέσεις zn, n=1,….,N, και Ε ακµών ανάµεσα τους. Οι 
κόµβοι ονοµάζονται µε τα αντίστοιχα jet Jn, ενώ οι ακµές µε τις αντίστοιχες 
αποστάσεις ∆ze=zn-zn’, e=1,….E, όπου e είναι η ακµή που συνδέει τον κόµβο n΄ µε 
τον κόµβο n. Όταν αναφερόµαστε στη γεωµετρική δοµή των ακµών  και κόµβων που 
δεν έχουν χαρακτηρισθεί από jets την ονοµάζουµε πλέγµα. Το γράφηµα αυτό µπορεί 
να «ταιριάξει» σε οποιοδήποτε πρόσωπο µιας και βασίζεται σε συγκεκριµένα 
πρότυπα σηµεία.  
Για τον προσδιορισµό των πρότυπων σηµείων σε νέα πρόσωπα είναι αναγκαία 
µια γενική αναπαράσταση του ανθρώπινου προσώπου παρά µοντέλα αναπαράστασης 
συγκεκριµένων προσώπων. Η αναπαράσταση αυτή πρέπει να καλύπτει µια σειρά 
διαφοροποιήσεων που µπορεί να εµφανιστούν ανάµεσα σε διαφορετικά πρόσωπα, 
όπως για παράδειγµα διαφορετικό σχήµα µατιών, µύτης, µεταβολές λόγο φύλου 
φυλής κλπ. Για το σκοπό αυτό δηµιουργούνται συστάδες (bunch) γραφηµάτων 
προσώπου (Face Bunch Graph-FBG) ενός συνόλου ατοµικών µοντέλων. Κάθε 
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µοντέλο έχει την ίδια δοµή πλέγµατος και οι κόµβοι αντιστοιχούν σε παρόµοια 
πρότυπα σηµεία. Το σύνολο των jet κάθε πρότυπου σηµείου ονοµάζεται 
bunch(συστάδα). Μια συστάδα jet µατιού για παράδειγµα µπορεί να περιέχει τα jet 
κλειστών, ανοιχτών, γυναικείων αντρικών µατιών για να καλύψει τις πιθανές τοπικές 
διαφοροποιήσεις. Στην τοποθέτηση των πρότυπων σηµείων σε ένα νέο πρόσωπο που 
δεν έχει ελεγθεί στο παρελθόν ακολουθείται µια συγκεκριµένη διαδικασία η οποία 
επιλέγει το περισσότερο συµβατό jet που ονοµάζεται ειδικό τοπικό  (local expert) από 
την συστάδα που δηµιουργήθηκε για το συγκεκριµένο σηµείο. 
Έστω ότι για µια συγκεκριµένη γωνία λήψης υπάρχουν Μ µοντέλα 
γραφηµάτων GBm (m=1,….,M) παρόµοιας δοµής που δηµιουργήθηκαν από 
διαφορετικά µοντέλα προσώπων. Η αντίστοιχη Face Bunch Graph Β θα έχει την ίδια 
δοµή µε ετικέτες κόµβων που ονοµάστηκαν από τις συστάδες των jet » και τις ακµες 
να ονοµάζονται από την µέση απόσταση ðí = ∑ ðí{/ { . 
 
Εικόνα 34: Συστάδα γραφήµατος προσώπου-FGB
 
 
Το µέγεθος της συστάδας γραφήµατος προσώπων είναι άµεσα συνδεδεµένο 
µε τις διαφοροποιήσεις των προσώπων που περιγράφει. Αν η συστάδα περιγράφει 
πολλά διαφορετικά πρόσωπα, διαφορετικού φύλου µε διαφορετικές εκφράσεις κλπ η 
συστάδα πρέπει να περιέχει πολλά διαφορετικά µοντέλα.  
 Ο απλούστερος τρόπος για την επιλογή των πρότυπων σηµείων των κόµβων 
που δηµιουργούν το πλέγµα είναι µε την επέµβαση του χρήστη (όχι αυτόµατα). 
Αυξάνοντας τα πρότυπα σηµεία το σύστηµα τείνει να έχει καλύτερα αποτελέσµατα 
µιας και χρησιµοποιείται περισσότερη πληροφορία. Παρόλα αυτά αν επιλεχθεί πολύ 
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µεγάλος αριθµός σηµείων µπορούν να ελαττώσουν τόσο τις αποστάσεις των ακµών 
µε αποτέλεσµα στους κόµβους οι συντελεστές Gabor να είναι υψηλά συσχετισµένοι 
λόγο επικάλυψης των πυρήνων. Επιπλέον η υπολογιστική πολυπλοκότητα αυξάνει 
ανάλογα µε τον αριθµό των κόµβων. Ο ιδανικός αριθµός των κόµβων είναι αυτός που 
ισορροπεί την ικανότητα αναγνώρισης του συστήµατος και της ταχύτητας. 
 
Ταίριασµα ελαστικών συστάδων γραφήµατος 
 
Σηµαντικό ρόλο στο ταίριασµα των γραφηµάτων διαδραµατίζει η συνάρτηση 
υπολογισµού οµοιότητας ενός γραφήµατος µε το FGB. Για ένα γράφηµα εικόνας GI 
µε κόµβους n=1,…,N και ακµές e=1,…,E και µια συστάδα γραφήµατος 
προσώπου(FGB)  B µε m µοντέλα γραφηµάτων m=1,..,M η οµοιότητα ορίζεται από 
την σχέση: 
 o i , Ç = r ∑ %>{o»i , » − !" ∑ #ö$%4#ö$&ª#ö$&ªí    ( 88 ) 
 
οπου το λ καθορίζει την σχέση ανάµεσα στα jet και την δοµή µέτρησης, Jn τα jet 
στους κόµβους n, και ∆ze τα διανύσµατα των αποστάσεων που κατονοµάζουν τις 
αποστάσεις e.  
 Η διαδικασία του ταιριάσµατος µπορεί να χωριστεί σε τέσσερις φάσεις-
βήµατα: 
• Βήµα 1: Προσέγγιση της θέσης του προσώπου.  Συµπίεση του FBG σε ένα 
µέσο γράφηµα υπολογίζοντας τα µέσα πλάτη των jet σε κάθε συστάδα του 
FBG και υπολογισµός της οµοιότητας σε κάθε στοιχείο ενός πίνακα τεσσάρων 
εικονοστοιχείων. Στο βήµα αυτό χρησιµοποιείται η συνάρτηση οµοιότητας Sa 
χωρίς την φάση. Στη συνέχεια επαναλαµβάνεται ο υπολογισµός γύρο από την 
βέλτιστη τοποθεσία µε απόσταση ενός εικονοστοιχείου.  
• Βήµα 2: Βελτίωση της θέσης και του µεγέθους. To FBG χρησιµοποιείται χωρίς 
τον υπολογισµό του µέσου γραφήµατος. Ελέγχονται τα γειτονικά σηµεία του 
εικονοστοιχείου που βρέθηκε στο βήµα 1. Το πλέγµα αλλάζει κλίµακα έτσι 
ώστε να ελαχιστοποιηθούν οι διαφορές από τις µετατοπίσεις στα γειτονικά 
σηµεία. Έτσι ακµές χαλαρώνουν ή συµπιέζονται. Η ικανότητα αυτή είναι που 
δίνει και το όνοµα «ελαστικών» δεσµών στον αλγόριθµο
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• Βήµα 3: Βελτίωση της θέσης και εύρεση του λόγου δύο διαστάσεων (aspect 
ratio). Παρόµοια διαδικασία χαλάρωσης-συµπίεσης όπως στο βήµα 2 
πραγµατοποιείται µετακινώντας το πλέγµα ανεξάρτητα στον κατακόρυφο y- 
και οριζόντιο x- άξονα.  
• Βήµα 4: Τοπικοί µετασχηµατισµοί. Με µια τυχαία ακολουθία η τοποθεσία 
κάθε κόµβου αλλάζει έτσι ώστε να µεγαλώσει η οµοιότητα µε το FBG. Η 
συνάρτηση Sb χρησιµοποιείται µε λ=2 µαζί µε τα διανύσµατα í  {í , í}, 
που σχηµατίστηκαν µετά το βήµα 3.  
 Το γράφηµα του αποτελέσµατος ονοµάζεται γράφηµα εικόνας και 
αποθηκεύεται σαν µία αναπαράσταση της συγκεκριµένης εικόνας. 
 
Εικόνα 35: Παράδειγµα γραφηµάτων 
 
Αναγνώριση προσώπων 
 
 Μετά τον υπολογισµό των πρότυπων γραφηµάτων των εικόνων της βάσης και 
του γραφήµατος εικόνας των εικόνων ελέγχου η αναγνώριση επιτυγχάνεται µε την 
σύγκριση του γραφήµατος εικόνας µε τα γραφήµατα της βάσης και επιλογή της 
εικόνας µε τη µεγαλύτερη τιµή οµοιότητας.  Η συνάρτηση οµοιότητας που 
χρησιµοποιείται για την αναγνώριση είναι η SG: 
 
 o' i , f = r ∑ o»i , »7f n   ( 89 ) 
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όπου GI
 
είναι το γράφηµα εικόνας GΜ το µοντέλο γραφήµατος και nn’ ο κόµβος n του 
µοντέλου  γραφήµατος που αντιστοιχεί στο n’ κόµβο του γραφήµατος εικόνας. 
 
5.10 3D Morphable Model 
 
 
Είναι γενικά παραδεκτό ότι στις περισσότερες διαδικασίες αναγνώρισης, δεν 
απαιτείται µία πλήρη ανακατασκευή της γεωµετρίας των αντικειµένων προς 
αναγνώριση. Αντίθετα, πολλές επιτυχείς προσεγγίσεις έχουν προσδιορίσει σταθερά 
χαρακτηριστικά ή σύνολα στοιχείων στις εικόνες που κατηγοριοποιούν αξιόπιστα 
µεµονωµένα αντικείµενα. Στις περιπτώσεις όπου λαµβάνονται εικόνες κατά µέτωπο 
και οι συνθήκες φωτισµού είναι σταθερές, ένα σύνολο διαφορετικών αλγορίθµων 
έχουν επιτύχει θεαµατικά αποτελέσµατα.  
Εστιάζοντας στην αναγνώριση προσώπων που στρέφεται ολοένα και 
περισσότερο σε µη ελεγχόµενες συνθήκες, αποδεικνύεται ιδιαίτερα δύσκολη η 
εύρεση χαρακτηριστικών σε εικόνες προσώπων που παραµένουν αµετάβλητα κατά 
την αλλαγή τόσο της γωνίας λήψης της εικόνας όσο και του φωτισµού. Οι αλλαγές 
εξαιτίας της περιστροφής στις τρεις διαστάσεις των προσώπων αλλά και της 
διαφοράς στις συνθήκες φωτισµού είναι ιδιαίτερα πολύπλοκες, ανεξαρτήτως των 
σχετικά απλών µετασχηµατισµών στον τρισδιάστατο χώρο. Τόσο η περιστροφή όσο 
και η αποµάκρυνση των κρυµµένων περιοχών περιγράφονται µε µία απλή εξίσωση 
πινάκων. Επιπλέον τα αποτελέσµατα του διαφορετικού φωτισµού που εφαρµόζεται 
σε κατοπτρικές, µη µεταλλικές επιφάνειες είναι εύκολο να αναπαρασταθούν µε τη 
βοήθεια µοντέλων όπως για παράδειγµα αυτό του Phong [58].  
Ένα κύριο χαρακτηριστικό σε διάφορες εικόνες αντικειµένων είναι η 
τρισδιάστατη γεωµετρία της επιφάνειας λαµβάνοντας υπόψη και τις ιδιότητες 
αντανάκλασης του υλικού. Η στρατηγική που ακολουθείται από τα τρισδιάστατα 
µοντέλα που µπορούν να µορφοποιηθούν (3D Morphable Model) είναι αυτή κατά την 
οποία επιδιώκεται τόσο η εξαγωγή ολοκληρωµένων σχηµάτων όσο και η εκτίµηση 
των υφών ως αµετάβλητα χαρακτηριστικά. Επιπλέον, εκµεταλλεύονται το γεγονός ότι 
οι αλλαγές στην εικόνα λήψης και στο φωτισµό είναι λιγότερο πολύπλοκες στον 
τρισδιάστατο χώρο από ότι στις εικόνες. Με άλλα λόγια, η προσέγγιση αυτή 
µετατοπίζει το πρόβληµα των διαφοροποιήσεων σε ένα απλό, σαφές και ακριβές 
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µοντέλο για τις µεταβολές της γωνίας λήψης των εικόνων και του φωτισµού, µε 
κόστος την πιθανή εξαγωγή µεγαλύτερου όγκου πληροφορίας από την εικόνα από ότι 
είναι αναγκαίο για την αναγνώριση και αντιµετωπίζει ένα πρόβληµα αναδόµησης 
σχήµατος.     
 
 Το µοντέλο τρισδιάστατων προσώπων που µπορεί να µορφοποιηθεί αφορά 
ένα διανυσµατικό χώρο τρισδιάστατων σχηµάτων και υφών και απαρτίζεται από ένα 
σύνολο εικόνων. Το µοντέλο εντοπίζει τις µεταβολές καθώς και τις κοινές ιδιότητες 
του συνόλου αυτού. ∆ιανύσµατα τόσο για το σχήµα όσο και για την υφή 
καθορίζονται µε τέτοιο τρόπο ώστε κάθε γραµµικός συνδυασµός των εικόνων να 
είναι ένα πραγµατικό πρόσωπο αν αυτοί οι γραµµικοί συνδυασµοί έχουν µικρή 
τυπική απόκλιση από τους µέσους τους. Τα διανύσµατα του σχήµατος και της υφής 
δίδονται από τη σχέση (90) που ακολουθεί: 
 
 o =  ∑ >o{ ,   T =  ∑ T{   ( 90 )    
 
 Κατά τη µετατροπή των εικόνων σε διανύσµατα σχήµατος και υφής, o και T 
αντίστοιχα, είναι σηµαντικό να καθοριστεί µία αντιστοιχία σηµείου προς σηµείο κάθε 
εικόνας µε ένα πρόσωπο προκειµένου οι διαστάσεις των διανυσµάτων S και T να 
περιγράφουν το ίδιο σηµείο, όπως για παράδειγµα η άκρη της µύτης, σε όλα τα 
πρόσωπα.  
 Κάθε διάνυσµα o είναι το τρισδιάστατο σχήµα, αποθηκευµένο µε τη βοήθεια 
των x, y, z συντεταγµένων όλων των κορυφών k ∈ {1, …, n}, όπου n = 75972 το 
τρισδιάστατο πλέγµα: 
 
 o = , , , , … , , ,   ( 91 ) 
 
 Με όµοιο τρόπο ορίζονται τα διανύσµατα της υφής από τις τιµές κόκκινου, 
πράσινου και µπλε όλων των κορυφών της επιφάνειας της εικόνας: 
 
 T =  ú, , Ç, ú, … , ú Ç@  ( 92 ) 
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 Έπειτα εφαρµόζεται ο αλγόριθµος ανάλυσης σε Κύριες Συνιστώσες (PCA) για 
να εκτιµηθούν οι πιθανότητες διασποράς των προσώπων γύρω από τους µέσους (̅,  ̅ 
και αντικαθίστανται τα διανύσµατα βάσης o, T της εξίσωσης 90 µε το ορθογώνιο 
σύνολο των ιδιοδιανυσµάτων ((, (: 
 
 o =  (̅ + ∑ > ∙ s ,   T =   ̅ + ∑ + ∙   ( 93 )    
 
 ∆οθέντων των παραµέτρων του µοντέλου α και β (εξίσωση 93), είναι δυνατός 
ο υπολογισµός µίας έγχρωµης εικόνας ä{~¤íÂ, .  Η εικόνα εξαρτάται από έναν 
αριθµό παραµέτρων ρ, που στην περίπτωση του [59] είναι 22 µεταβλητές: η 
τρισδιάστατη περιστροφή (3 γωνίες), η τρισδιάστατη µετατροπή (3 διαστάσεις), το 
εστιακό µήκος της κάµερας (1 µεταβλητή), η γωνία του φωτός (2 γωνίες), η ένταση 
του φωτός (3 χρώµατα), η ένταση του περιβάλλοντος φωτός (3 χρώµατα), η 
χρωµατική αντίθεση (1 µεταβλητή), το µέτρο κάθε χρωµατικού καναλιού (3 
µεταβλητές) και η εξισορρόπηση σε κάθε χρωµατικό κανάλι (3 µεταβλητές).  
 Όλες οι µεταβλητές εκτιµώνται ταυτόχρονα σε έναν ανάλυση-από-σύνθεση 
(analysis-by-synthesis) βρόχο. Ο κύριος στόχος της ανάλυσης είναι να βρεθούν οι 
παράµετροι α, β, ρ που αυξάνουν όσο το δυνατό περισσότερο την οµοιότητα µεταξύ 
της εικόνας που συνθέτεται ä{~¤íÂ και της πρωτότυπης εικόνα ä2,Q: 
 
 Ε- = ∑ ∑ ∑ I/,0123x, y −  I/,é5678x, y/ ∈ z9,:,¾};<    ( 94 ) 
 
 Όλες οι παράµετροι της εικόνας ανακτώνται αυτόµατα, εκκινώντας από µία 
κατά πρόσωπο στάση στο κέντρο της εικόνας και µε µετωπικό φωτισµό. Για την 
αρχικοποίηση της διαδικασίας βελτιστοποίησης, χρησιµοποιείται ένα σύνολο 
συντεταγµένων χαρακτηριστικών σηµείων [60]: τα οριζόµενα δισδιάστατα 
χαρακτηριστικά σηµεία ( ¨,s , ©,s  των αντίστοιχων κορυφών  q  ορίζουν τη 
συνάρτηση: 
 
 ó= =  ∑ >ã6?,s6@,sæ − 2?,As2@,As>

q   ( 95 ) 
 
που προστίθεται στην διαφορά της εικόνας ói κατά τις πρώτες επαναλήψεις.  
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 Επιπλέον προστίθενται όροι κανονικοποίησης στη συνάρτηση που 
«τιµωρούν» τις λύσεις που είναι µακριά από το µέσο σε όρους σχήµατος, υφής ή των 
παραµέτρων. Η πλήρης συνάρτηση ορίζεται ως εξής: 
 
 Ñ =  «Bª Ñ^ + «Cª Ñ= +  ∑ 3
ª
«D,3ª +  ∑ E3
ª
«/,3ª +  ∑ F3 4 FG3
ª
«H,3ª      ( 96 ) 
 
 Οι τυπικές αποκλίσεις ):, και ), είναι γνωστές από τον PCA των σχηµάτων 
και υφών που προηγήθηκε. Επίσης οι I̅ είναι οι τυπικές τιµές εκκίνησης για τις ρi και 
)J, είναι οι εκτιµήσεις των τυπικών αποκλίσεών τους.  
 Η συνάρτηση 96 µπορεί να υπολογιστεί µε τη βοήθεια της Bayesian 
προσέγγισης που µεγιστοποιεί την µεταγενέστερη (posterior) πιθανότητα των α, β και 
ρ, δεδοµένης της ä2,Q και των σηµείων χαρακτηριστικών (εξισώσεις 94 και 95). Η 
ΕΙ σχετίζεται µε τον ανεξάρτητο γκαουσιανό θόρυβο µε τυπική απόκλιση σI ενώ οι 
όροι κανονικοποίησης προέρχονται από τις προηγούµενες πιθανότητες. Το σύστηµα 
εκτελεί µία βέλτιστη ανταλλαγή µεταξύ της ελαχιστοποίησης της ΕΙ και της επίτευξης 
ενός αληθοφανούς αποτελέσµατος. Η βελτιστοποίηση επιτυγχάνεται µε τη βοήθεια 
του στοχαστικού αλγορίθµου κατά Newton [60].  
 Η Εικόνα 36 δείχνει έναν αριθµό ανακατασκευασµένων εικόνων ελέγχου.  
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Εικόνα 36: Ανακατασκευή του τρισδιάστατου σχήµατος και υφής κάποιων εικόνων από την 
FERET βάση δεδοµένων (επάνω γραµµή). Στην δεύτερη γραµµή τα αποτελέσµατα 
αντιστοιχίζονται στις πρωτότυπες εικόνες µε τη στάση και το φωτισµό να ανακτώνται από 
τον αλγόριθµο. Η τρίτη γραµµή αποτυπώνει νέες εικόνες από διαφορετικές γωνίες των 
προσώπων. 
 
 Επιπρόσθετα, είναι εφικτός ο εµπλουτισµός των λεπτοµερειών της υφής της 
επιφάνειας µε µία µέθοδο που παρουσιάζεται από στην [61]. Ο γραµµικός 
συνδυασµός των υφών Ti δεν µπορεί να αναπαραστήσει όλα τα χαρακτηριστικά ενός 
νέο προσώπου, όπως οι ελιές ή οι ουλές. Η πραγµατική υφή του προσώπου εξάγεται 
από την εικόνα, όποτε είναι ορατή, µε τη βοήθεια ενός αλγορίθµου που διορθώνει τη 
φωτεινότητα [61]. Στο όριο µεταξύ της εξαγόµενης υφής και των προβλέψιµων 
περιοχών, παράγεται µία µετάβαση που στηρίζεται σε ένα αξιόπιστο κριτήριο για την 
εξαγωγή υφής που εξαρτάται από τη γωνία µεταξύ της παρατηρούµενης διεύθυνσης 
και του κάθετου προς την επιφάνεια διανύσµατος. Εξαιτίας της συµµετρικότητας του 
προσώπου, τα στοιχεία της υφής που είναι ορατά στη µία πλευρά του προσώπου 
απεικονίζονται και στην άλλη πλευρά. 
 Το πιο δαπανηρό κοµµάτι της διαδικασίας αντιστοίχισης, σε όρους χρόνου 
υπολογισµού είναι η υψηλής ποιότητας ανακατασκευή των λεπτοµερειών του 
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προσώπου, όπως το σχήµα της µύτης και των χειλιών. Αν και η σχετική θέση των 
χαρακτηριστικών αυτών είναι απαραίτητη για τις περισσότερες εφαρµογές, σε 
ορισµένες περιπτώσεις είναι αποδεκτή η µη ανακατασκευή του σχήµατός τους µε 
λεπτοµέρειες. Παρουσιάστηκε στην [62] ένας αλγόριθµος που παράγει µία άτεχνη και 
χοντροκοµµένη ανακατασκευή δεδοµένου ενός συνόλου χαρακτηριστικών σηµείων 
του προσώπου σε 0,25 δευτερόλεπτα. 
 Σε αυτό τον αλγόριθµο η ανακατασκευή στηρίζεται εξολοκλήρου στις 
γνωστές δισδιάστατες θέσεις των χαρακτηριστικών σηµείων, µε µία συνάρτηση 
κόστους. Το πρόβληµα απλοποιείται ακόµη περισσότερο κάνοντας την υπόθεση της 
ορθοκανονικής προβολής, η οποία είναι βάσιµη στην περίπτωση των ανθρώπινων 
προσώπων που έχουν ληφθεί από απόσταση µεγαλύτερη των δύο µέτρων. Έτσι, οι 
δισδιάστατες θέσεις των κορυφών kj είναι: 
 
  2?,As2@,As = ú ∙ ( ∙ K
LM̅s5s̅sN +  ∑ > M
,s,s,sN O
P +    ( 97 ) 
 
µε ορθοκανονική προβολή Ρ, µία γνωστή και σταθερή περιστροφή R, την κλιµάκωση 
s και τη µεταφορά t, µία µέση θέση ̅s , 5s , ̅s@  της κορυφής kj, και κύριους 
συντελεστές xi,k, yi,k, zi,k. Σε αυτό το περιβάλλον, ó=  είναι η συνάρτηση κόστους 
δευτέρου βαθµού των παραµέτρων ai, η λύση της οποίας µπορεί να βρεθεί απευθείας 
µε τη χρήση µίας µεθόδου ανάλυσης ιδιαζόντων τιµών (Singular Value 
Decomposition). 
 Είναι σηµαντικό στη µέθοδο αυτή να προστεθεί ένας όρος κανονικοποίησης 
 ∙  ∑ 3ª«D,3ª  στη συνάρτηση κόστους, µε τον όρο κανονικοποίησης να µπορεί να 
εκτιµηθεί από τον αναµενόµενο θόρυβο ή από την αβεβαιότητα στις συντεταγµένες 
των σηµείων χαρακτηριστικών [62].  
 Για τις περισσότερες εφαρµογές, ο πίνακας περιστροφής, ο παράγοντας 
κλιµάκωσης και το διάνυσµα µετάφρασης είναι άγνωστα. Έτσι αναπτύχθηκε ένας 
αλγόριθµος που προσεγγίζει το αποτέλεσµα αυτών των µετασχηµατισµών µε 
γραµµικό τρόπο [62]. Τα λάθη εξαιτίας της προσέγγισης αφαιρούνται µε τη βοήθεια 
µίας επαναεφαρµογής του αλγορίθµου αυτού, µε ανανεωµένες τιµές στα R, s και t. 
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Με την ολοκλήρωση της δεύτερης εφαρµογής το αποτέλεσµα είναι σταθερό και 
ακριβές. 
 Επιπλέον, οι χρωµατικές τιµές της εικόνας εισόδου αντιστοιχίζονται στην υφή 
της επιφάνειας. ∆εν είναι όµως εφικτή η διόρθωση της φωτεινότητας όπως συνέβη 
προηγούµενα εφόσον δεν υπάρχει εκτίµησή της σε αυτό τον αλγόριθµο. Οι τιµές της 
υφής του προσώπου από δεξιά προς τα αριστερά µπορούν να καθρεπτιστούν 
προκειµένου να ληφθεί η υφή της πλήρους εικόνας χρησιµοποιώντας απτική από µία 
µόνο πλευρά όπως φαίνεται στην Εικόνα 37.  
 
 
Εικόνα 37: Από µία αρχική εικόνα άγνωστης γωνίας θέασης (επάνω, αριστερά) και µία κατά 
µέτωπο εικόνα (επάνω, δεξιά), ο αλγόριθµος εκτιµά ένα τρισδιάστατο σχήµα καθώς και τη 
γωνία θέασης χρησιµοποιώντας 17 συντεταγµένες χαρακτηριστικών, συµπεριλαµβάνοντας 7 
περιορισµούς κατεύθυνσης (δεύτερη γραµµή). Η τρίτη γραµµή αποτυπώνει το αποτέλεσµα 
της αντιστοίχισης που έλαβε χώρα στην υφή. 
 
 Κάποια χαρακτηριστικά του προσώπου, όπως τα χείλια ή τα φρύδια έχουν 
γραµµική δοµή, έτσι η αντιστοιχία µπορεί να οριστεί µόνο κάθετα σε αυτή τη γραµµή 
και όχι οριζόντια. Για αυτά τα χαρακτηριστικά, το µέτρο >ãQR,SQR,Sæ − 1R,TS1U,TS>

 στην ó= 
αντικαθίσταται από το τετράγωνο του βαθµωτού γινοµένου  
 
  ∙ ã6?,s6?,sæ − 2?,As2@,As  ( 98 ) 
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µε το διάνυσµα n κάθετο στη γραµµή του χαρακτηριστικού. 
 Συνεχίζοντας θα µελετηθεί ένας αριθµός διαφορετικών προσεγγίσεων για την 
αναγνώριση προσώπου σε συνθήκες µε µεγάλες αλλαγές τόσο στη γωνία θέασης όσο 
και στο φωτισµό.  
 
Προσέγγιση που βασίζεται στην υφή και το τρισδιάστατο σχήµα (3D 
Shape - and Texture-Based Approach) 
 
 Το ανακατασκευασµένα διανύσµατα του σχήµατος και της υφής, s και t, 
σχηµατίζουν µία αναπαράσταση τρισδιάστατων προσώπων που µπορούν να 
εκτιµηθούν µε τη βοήθεια των αλγορίθµων που παρουσιάστηκαν προηγουµένως. 
Υπάρχει ένας αριθµός από επιλογές όσον αφορά τα µέτρα οµοιότητας µεταξύ των 
τρισδιάστατων προσώπων. 
 Αν ο αλγόριθµος ανακατασκευής ήταν ιδανικός, τότε το σχήµα και η υφή θα 
ήταν ανεξάρτητα της γωνίας θέασης και του φωτισµού. Παρόλα αυτά, για άγνωστες 
παραµέτρους που έχουν οριστεί στη φωτογραφική µηχανή λήψης και για άγνωστα 
τρισδιάστατα σχήµατα, υπάρχει ένα πλήθος αµφιβολιών κατά την ανακατασκευή του 
σχήµατος όπως το συνολικό του µέγεθος και την αναλογία της κλίµακας µεταξύ των 
αξόνων της εικόνας. Όλα αυτά εισάγουν σηµαντικά προβλήµατα κατά τις συγκρίσεις 
των σχηµάτων κάτι που αποτελεί το βασικό λόγο για τον οποίο προτάθηκε η 
εναλλακτική προσέγγιση που ακολουθεί. 
 
Προσέγγιση που βασίζεται σε συντελεστές (Coefficient-Based Approach)   
 
Το µοντέλο που µπορεί να µορφοποιηθεί παρέχει µία αναπαράσταση µικρής 
διάστασης συγκεκριµένης κλάσης προσώπων σε όρους συντελεστών του µοντέλου. Η 
αναπαράσταση αυτή είναι επιπλέον προσαρµοσµένη στη διασπορά πιθανότητας των 
προσώπων στο χώρο των προσώπων. Οι γραµµικοί συντελεστές αi και βi του 
µοντέλου υπολογίζονται ταυτόχρονα µε το τρισδιάστατο σχήµα και την υφή µε την 
εφαρµογή του µοντέλου στην εικόνα εισόδου. Η αναγνώριση προσώπων µπορεί να 
στηριχθεί σε κάποιο µέτρο απόστασης που ορίζεται στις τιµές αi και βi.  
Εξαιτίας των αµφιβολιών κατά την εφαρµογή του µοντέλου, διαφορετικές 
εικόνες του ίδιου προσώπου παράγουν ελαφρώς διαφορετικούς συντελεστές και 
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συνεπώς η αναπαράσταση δεν είναι εντελώς ανεξάρτητη των συνθηκών λήψης της 
εικόνας. Έτσι, η αναλογία των διαφοροποιήσεων µεταξύ των εικόνων ενός ατόµου 
και διαφορετικών ατόµων πρέπει να µελετηθεί µε τη βοήθεια µέτρων απόστασης. 
Αυτό µπορεί να επιτευχθεί µε την εφαρµογή του αλγόριθµου ανάλυσης σε κύριους 
συντελεστές (PCA) στους συντελεστές που εκτιµήθηκαν από ένα αυθαίρετο σύνολο 
εικόνων (διαφορετικών από αυτές που χρησιµοποιούνται για τη δηµιουργία του 
συνόλου ελέγχου). Έπειτα οι συντελεστές του µοντέλου αi και βi επαναϋπολογίζονται 
σε µικρότερη κλίµακα σύµφωνα µε τους άξονες των διαφορών που υπάρχουν µεταξύ 
των εικόνων του ίδιου ατόµου.  
Εφόσον οι εικόνες του συνόλου εκπαίδευσης καθώς και η εικόνα ελέγχου 
µετατρέπονται σε συντελεστές, η αναγνώριση είναι µία απλή αναζήτηση του 
πλησιέστερου γείτονα (nearest-neighbour search) σε αυτή την αναπαράσταση 
χαµηλής διάστασης.  
 
Προσέγγιση που βασίζεται στην κανονικοποίηση της γωνίας θέασης 
(Viewpoint Normalization Approach) 
 
 Ενώ η προηγούµενη προσέγγιση είναι δυνατό να εφαρµοστεί σε µεγάλες 
αλλαγές της γωνίας θέασης, έχει πολύ µεγάλο υπολογιστικό κόστος. Αντίθετα, οι 
περισσότεροι αλγόριθµοι αναγνώρισης προσώπων που είναι διαθέσιµοι σήµερα 
περιορίζονται σε κατά πρόσωπο εικόνες αλλά είναι υπολογιστικά αποτελεσµατικοί. 
Το µοντέλο που µπορεί να µορφοποιηθεί χρησιµοποιείται για να δηµιουργήσει κατά 
πρόσωπο εικόνες από εικόνες µε διαφορετική γωνία θέασης που µπορεί να είναι 
είσοδος σε συστήµατα αναγνώρισης προσώπου.  
 Για τη δηµιουργία εικόνων κατά πρόσωπο χρησιµοποιείται το µοντέλο που 
µπορεί να µορφοποιηθεί για να εκτιµηθεί τόσο το τρισδιάστατο σχήµα όσο και η υφή 
του προσώπου. Έπειτα αυτό το πρόσωπο στρέφεται έτσι ώστε να δηµιουργηθεί η 
επιθυµητή εικόνα (κατά πρόσωπο) τυποποιηµένου µεγέθους και φωτισµού.  Το 
µοντέλο δεν µπορεί να περιστρέψει τα µαλλιά και τους ώµους του ατόµου στην 
εικόνα. Προκειµένου λοιπόν να παραχθούν πλήρη πορτραίτα, ο αλγόριθµος εισάγει 
το πρόσωπο σε υπάρχοντα κατά πρόσωπο πορτραίτα αυτόµατα (Εικόνα 38). 
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Εικόνα 38: Κανονικοποίηση της γωνίας θέασης. Από µία εικόνα ελέγχου (επάνω αριστερά), 
το µοντέλο που µπορεί να µορφοποιηθεί παράγει µία κατά µέτωπο όψη. Αυτή αποτελεί 
είσοδο σε ένα σύστηµα αναγνώρισης προσώπων µε βάση την εµφάνιση. 
 
Με άλλα λόγια, τα µαλλιά καθώς και οι ώµοι όλων των προεπεξεργασµένων 
εικόνων είναι κάποιο συγκεκριµένου πρότυπου προσώπου ενώ το εσωτερικό τµήµα 
του προσώπου λαµβάνεται από την εικόνα εισόδου που έχει διαφορετική γωνία 
θέασης [59].  
 
 
6. Περιγραφή των Βάσεων  
 
 
Για την εφαρµογή των αλγορίθµων χρησιµοποιήθηκαν 2 διαφορετικές βάσεις 
προσώπων η βάση Yale και η βάση Εργαστηρίου. Από κάθε βάση προσώπων µέρος 
των κλάσεων επιλέχθηκε για να συµµετέχει για τη δηµιουργία της βάσης εκπαίδευσης 
των αλγορίθµων ενώ όλες οι υπόλοιπες εικόνες σχηµατίζουν τη βάση ελέγχου. 
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6.1 Βάση Πανεπιστηµίου Yale  
 
Η πρώτη βάση που χρησιµοποιήθηκε για τη εφαρµογή των αλγορίθµων είναι 
η Yale Database. Αποτελείται από 15 διαφορετικές κλάσεις µε 11 πρόσωπα σε κάθε 
µία. Από το σύνολο των κλάσεων οι 14 είναι κλάσεις ανδρών και 1 είναι κλάση 
γυναίκας. Και οι 11 φωτογραφίες κάθε κλάσης είναι κατά πρόσωπο, και απεικονίζουν 
διαφορετικές εκφράσεις και καταστάσεις φωτεινότητας όπως φαίνεται στην Εικόνα 
39.  
 
 
Εικόνα 39:  Παράδειγµα κλάσης της Yale Database 
 
Οι διαφοροποιήσεις ως προς τον φωτισµό αφορούν την γωνία υπό την οποία 
είναι εγκατεστηµένη η φωτεινή πηγή και οι αλλαγές στην έκφραση αντιπροσωπεύουν 
διαφορετικές διαθέσεις. Αναλυτικά για κάθε κλάση υπάρχουν 3 φωτογραφίες µε 
ανέκφραστο πρόσωπο στις οποίες η φωτεινή πηγή βρίσκεται δεξιά, στην ευθεία και 
αριστερά από το πρόσωπο αντίστοιχα, µία φωτογραφία στην οποία στο πρόσωπο 
έχουν προστεθεί γυαλιά, µία παρόµοια χωρίς αυτή την προσθήκη και 7 εικόνες µε 
εκφράσεις που αντιπροσωπεύουν διαφορετικές ψυχολογικές-νευροφυσιολογικές 
καταστάσεις, χαρά, λύπη, νύστα, έκπληξη, απάθεια και µία µε γρήγορη εναλλαγή 
ανοιχτών-κλειστών µατιών.  
6.2 Βάση Εργαστηρίου2 
 
 
Η δεύτερη βάση αποτελείται από 73 διαφορετικές κλάσεις που συµµετέχουν 
µε 7156 εικόνες προσώπου χωρίς συµµετρική κατανοµή των εικόνων ανά κλάση. 
Από το σύνολο των κλάσεων 63 είναι κλάσεις ανδρών και 10 κλάσεις γυναικών. 
Είναι µία µη ελεγχόµενη βάση που εµπεριέχει πλήθος διαφοροποιήσεων ως προς τον 
φωτισµό, την γωνία λήψης της φωτογραφίας, τις εκφράσεις των προσώπων, της 
ηµέρας λήψης των φωτογραφιών και ανοµοιόµορφο υπόβαθρο (background). Στη 
                                                      
2
 Η βάση Εργαστηρίου προσφέρθηκε για την εκπόνηση τις παρούσας διπλωµατικής από τον  Κύριο 
Σαµαρά Νικόλαο, Επίκουρο Καθηγητή 
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εικόνα που ακολουθεί απεικονίζεται ένα δείγµα των εικόνων δύο κλάσεων που 
συµµετέχουν στην βάση. 
 
 
Εικόνα 40: ∆είγµα εικόνων της βάσης Εργαστηρίου 
 
Οι εικόνες είναι µορφής jpg, µε αναλύσεις που κυµαίνονται από 42x30 εώς 
168x130 εικονοστοιχεία.  
 
 
 
 
 
 
 
 
7. Υλοποίηση και εφαρµογή αλγορίθµων 
 
Η υλοποίηση των αλγορίθµων και η διαδικασία εφαρµογής και ελέγχου 
πραγµατοποιήθηκε µε τη χρήση του λογισµικού MATLAB έκδοση 7.9.0.529 
(R2009b). Αναλυτικά οι αλγόριθµοι που υλοποιήθηκαν παρατίθενται στον Πίνακα 2:  
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Πίνακας 2: Οι αλγόριθµοι που υλοποιήθηκαν και η δηµοσίευση στην οποία βασίστηκαν 
Ονοµασία αλγορίθµου Περιγραφή ∆ηµοσίευση 
1. PCA 
Ανάλυση σε Κύριες Συνιστώσες (Principal 
Component Analysis) - Μέθοδος 
ιδιοπροσώπων 
[31] 
2. rLDA 
Κανονικοποιηµένη Γραµµική διακρίνουσα 
ανάλυση (regularized Linear Discriminant 
Analysis) 
[36] 
3. Polynomial Kernel 
LDA 
Αλγόριθµος πολυωνυµικού πυρήνα 
Γραµµικής διακρίνουσας ανάλυσης 
[45] 
4. Gaussian Kernel 
LDA 
Αλγόριθµος gauss πυρήνα Γραµµικής 
διακρίνουσας ανάλυσης 
[45] 
5. ICA infomax 
Ανάλυση σε Ανεξάρτητες Συνιστώσες 
(Independent Component Analysis) µε 
µεγιστοποίηση της εντροπίας της εξόδου 
νευρωνικών δικτύων 
[59] 
6. ICA fixed-point 
Ανάλυση σε Ανεξάρτητες Συνιστώσες µε 
χρήση σταθερού σηµείου σύγκλισης 
[60] 
 
Η εφαρµογή των αλγορίθµων πραγµατοποιήθηκε µε σκοπό τη µεταξύ τους 
σύγκριση ως προς: 
1. την ικανότητα ταυτοποίησης των προσώπων ελέγχου µε µία από τις 
κλάσεις που συµµετέχουν στην βάση εκπαίδευσης,  
2. την ικανότητα διαχωρισµού των εικόνων ελέγχου που συµµετέχουν 
στην βάση από τα πρόσωπα ελέγχου που δεν συµµετέχουν σε αυτήν 
(πρόβληµα εξακρίβωσης). 
Επιπλέον στόχος της υλοποίησης των αλγορίθµων αποτελεί η αξιολόγηση των 
διαφόρων συναρτήσεων οµοιότητας και αποστάσεων ως προς την απόδοση τους για 
κάθε αλγόριθµο. Οι αποστάσεις που χρησιµοποιήθηκαν, όπως περιγράφηκαν 
αναλυτικά στο κεφάλαιο 4, είναι η Ευκλείδεια απόσταση, η Συσχέτιση (Correlation), 
η Συνδιακύµανση (Covariance), η Οµοιότητα συνηµίτονου (Cosine), η απόσταση 
Mahalanobis, η νόρµα L1, η νόρµα L∞ (Chebychev) καθώς και απόσταση Spearman. 
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Επιπλέον εξετάζεται  η απόδοση των αλγορίθµων και των συναρτήσεων οµοιότητας 
στις δύο βάσεις, Yale και βάση Εργαστηρίου.  
7.1 ∆ηµιουργία βάσεων εκπαίδευσης και ελέγχου 
 
Όπως προαναφέρθηκε για τον έλεγχο της απόδοσης των αλγορίθµων 
χρησιµοποιούνται δύο βάσεις εικόνων. Για κάθε µία από αυτές επιλέγεται τυχαία ένας 
αριθµός κλάσεων και στη συνέχεια από κάθε κλάση επιλέγεται τυχαία ένα σύνολο 
εικόνων προσώπων τα οποία συµµετέχουν στην δηµιουργία της βάσης εκπαίδευσης 
“TrainDB”. Τα υπόλοιπα πρόσωπα σχηµατίζουν την βάση ελέγχου “TestDB” και 
χρησιµοποιούνται για τον έλεγχο των αλγορίθµων ως προς την αναγνωριστική τους 
ικανότητα. Από την παραπάνω περιγραφή κατανοούµε ότι τα σύνολα “TrainDB” και 
“TestDB” δεν περιέχουν κοινές εικόνες και συνεπώς η τοµή τους είναι το κενό 
σύνολο.  
Οι υπόλοιπες κλάσεις δεν συµµετέχουν στη βάση εκπαίδευσης και 
χρησιµοποιούνται για τον έλεγχο της ικανότητας των αλγορίθµων να επιλύσουν το 
πρόβληµα της εξακρίβωσης. Επιπρόσθετα χρησιµοποιούνται για την εύρεση του 
ποσοστού των False Positive αποτελεσµάτων, όπως αυτό ορίζεται στη συνέχεια 
(κεφάλαιο 7.2). Οι κλάσεις αυτές δηµιουργούν το σύνολο “TestNotInDB”.  
 
Εικόνα 41: (α) Τυχαία επιλεγµένες κλάσεις που σχηµατίζουν δύο ξένα µεταξύ τους σύνολα. 
Φαίνονται οι κλάσεις που συµµετέχουν στη βάση εκπαίδευσης και εκείνες που δεν αποτελούν 
µέρος αυτής. (β) Εικόνες που σχηµατίζουν τις κλάσεις που συµµετέχουν στη βάση 
εκπαίδευσης. Απεικονίζονται τα σύνολα “TestDB” και “TrainDB” η τοµή των οποίων είναι 
το κενό σύνολο. 
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Συγκεντρωτικά τα στοιχεία των συνόλων εκπαίδευσης και ελέγχου και για τις 
δύο βάσεις εικόνων φαίνονται στον πίνακα που ακολουθεί: 
 
Πίνακας 3: Στοιχεία συνόλων εκπαίδευσης και ελέγχου 
 Βάση Yale Βάση Εργαστηρίου 
Σύνολο κλάσεων 15 73 
Κλάσεις στην βάση “TrainDB” 13 60 
Κλάσεις στην βάση “TestNotInDB” 2 13 
Πρόσωπα ανά κλάση για την “TrainDB” 5 10 
Σύνολο Εικόνων 165 7156 
   
Όσον αφορά τη βάση Yale, στη βάση εκπαίδευσης συµµετέχουν 13 κλάσεις 
µε πέντε πρόσωπα η κάθε µία ενώ στη βάση Εργαστηρίου υπάρχουν 60 κλάσεις µε 10 
πρόσωπα η κάθε µία αντίστοιχα. Οι διαστάσεις των πινάκων TrainDB φαίνονται στην 
Εικόνα 42 (κατά την διαδικασία υλοποίησης και ελέγχου το µέγεθος όλων των 
εικόνων κανονικοποιείται σε διαστάσεις 40x30). 
 
 
Εικόνα 42: Πίνακες βάσης εκπαίδευσης TrainDB των οποίων κάθε στήλη είναι οι εικόνες 
στον χώρο προσώπων. 
 
Για την δηµιουργία των βάσεων υλοποιήθηκε η συνάρτηση CreateDatabase µε 
τη χρήση του Matlab. Οι παράµετροι εισόδου της συνάρτησης είναι οι διαστάσεις των 
εικόνων, ο αριθµός των εικόνων ανά κλάση που συµµετέχουν στην βάση 
εκπαίδευσης και ο αριθµός των κλάσεων.  
Οι παράµετροι εξόδου (Πίνακας 4) της συνάρτησης είναι τρείς δοµές struct 
που περιέχουν τις διαδροµές (path) στο σύστηµα αρχείων, των εικόνων που 
συµµετέχουν στις µετρήσεις. Επιπρόσθετα υπολογίζονται δύο διανύσµατα, το 
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facePerClass που χρησιµοποιείται από τον αλγόριθµο LDA και περιέχει τον αριθµό 
των προσώπων κάθε κλάσης που συµµετέχουν στην βάση εκπαίδευσης και το 
facePerClassTotal, που περιέχει το σύνολο των προσώπων κάθε κλάσης ξεχωριστά. 
Τέλος, ο πίνακας TrainDB είναι ένας πίνακας του οποίου κάθε στήλη αντιστοιχίζεται 
σε µία εικόνα της βάσης εκπαίδευσης και δηµιουργείται σύµφωνα µε το 
imageindexTrain (Πίνακας 4). 
 
Πίνακας 4: Παράµετροι εξόδου συνάρτησης CreateDatabase 
Παράµετροι εξόδου Περιγραφή 
imageindexTrain Αρχεία που σχηµατίζουν την βάση εκπαίδευσης 
imageindexTest Αρχεία που σχηµατίζουν την βάση ελέγχου TestDB 
imageindextTestNotInDB Αρχεία που σχηµατίζουν την βάση ελέγχου TestNotInDB 
facePerClass Αριθµός προσώπων κάθε κλάσης στην TrainDB 
facePerClassTotal Συνολικός αριθµός προσώπων κάθε κλάσης 
TrainDB Πίνακας βάσης εκπαίδευσης 
 
Οι τεχνικές βελτίωσης που εφαρµόστηκαν στις εικόνες όπως περιγράφονται 
και στο κεφάλαιο 4.4, ήταν η οµοιόµορφη και προσαρµοσµένη εξισορρόπηση 
ιστογράµµατος και στη συνέχεια η αφαίρεση πολύ µεγάλων και πολύ µικρών τιµών. 
Για να ερευνηθεί πόσο επηρεάζει η βελτίωση την απόδοση των αλγορίθµων 
δηµιουργήθηκαν δύο πίνακες TrainDB από το ίδιο struct imageindexTrain που 
διαφέρουν ως προς την εφαρµογή της διαδικασίας βελτίωσης.  
 
7.2 Υλοποίηση αλγορίθµων αναγνώρισης και διαδικασίας ελέγχου 
 
Η υλοποίηση των αλγορίθµων βασίστηκε στις αντίστοιχες δηµοσιεύσεις και 
άρθρα του Πίνακα 2. Στον αλγόριθµο ICA, µε µεγιστοποίηση µεταφοράς 
πληροφορίας για τον υπολογισµό του αυξητικού ανάδελτα της εντροπίας 
χρησιµοποιήθηκε η υλοποίηση του Tony Bell [61]. Αντίστοιχα για τη δηµιουργία των 
Ανεξάρτητων Συνιστωσών του fastICA χρησιµοποιήθηκε η υλοποίηση του Aapo 
Hyvärinen [60]. Για την συσχέτιση, την οµοιότητα συνηµιτόνου, την απόσταση 
chebychev και την απόσταση Spearman χρησιµοποιήθηκαν οι αντίστοιχες 
υλοποιήσεις του Matlab ενώ για την Ευκλείδεια απόσταση και την απόσταση 
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Manhattan (L1) οι αντίστοιχες νόρµες. Τέλος, η συνδιακύµανση και η απόσταση 
mahalobis υλοποιήθηκαν από την αρχή βάση των ορισµών τους. 
Για κάθε αλγόριθµο δηµιουργήθηκε µία συνάρτηση εφαρµογής του στον 
πίνακα TrainDB, µία συνάρτηση εξαγωγής των διανυσµάτων χαρακτηριστικών για 
τις εικόνες ελέγχου και µία συνάρτηση υπολογισµού των αποστάσεων. Η διαδικασία 
των µετρήσεων βασίζεται σε τρία (3) βήµατα: 
1. ∆ηµιουργία βάσεων εκπαίδευσης και ελέγχου και εφαρµογή της διαδικασίας 
βελτίωσης.  
2. Εφαρµογή αλγορίθµων στη βάση εκπαίδευσης και υπολογισµός των 
διανυσµάτων των αποστάσεων των εικόνων ελέγχου από τις εικόνες της 
βάσης εκπαίδευσης.  
3. Ανάλυση µετρήσεων, υπολογισµός ποσοστών επιτυχίας αναγνώρισης και των 
ποσοστών επιτυχίας εξακρίβωσης της συµµετοχής µίας κλάσης για κάθε 
αλγόριθµο. Επιπλέον έγινε σύγκριση της απόδοσης των συναρτήσεων 
οµοιότητας σε κάθε αλγόριθµο. 
Η διαδικασία που περιγράφηκε υλοποιήθηκε µε τρία αντίστοιχα script κώδικα 
στο Matlab. Όπως προαναφέρθηκε, κατά την δηµιουργία της βάσης εκπαίδευσης 
επιλέγονται τυχαία οι εικόνες που θα συµµετέχουν. Για τον λόγο αυτό η διαδικασία 
επαναλαµβάνεται πέντε φορές για την αποφυγή λανθασµένων συµπερασµάτων. Τα 
αποτελέσµατα κατά τις επαναλήψεις παρουσίασαν πολύ µικρές διακυµάνσεις οπότε 
κρίθηκε ότι δεν είναι αναγκαίος µεγαλύτερος αριθµός επαναλήψεων. Τα στατιστικά 
στοιχεία που εξήχθησαν για κάθε επανάληψη είναι τα ποσοστά αναγνώρισης κάθε 
συνάρτησης οµοιότητας για κάθε αλγόριθµο αναγνώρισης, τα διανύσµατα των τιµών 
των συναρτήσεων οµοιότητας των εικόνων ελέγχου µε τις εικόνες της βάσης 
εκπαίδευσης καθώς και τα ποσοστά των False Negative και False Positive 
αναγνωρίσεων.  
Ως False Positive ορίζεται το λανθασµένο αποτέλεσµα εξακρίβωσης κατά το 
οποίο ένα πρόσωπο µίας κλάσης που δεν συµµετέχει στην βάση εκπαίδευσης 
αναγνωρίζεται ως πρόσωπο µίας κλάσης της “TrainDB”. Από την άλλη µεριά, ως 
False Negative ορίζεται το λανθασµένο αποτέλεσµα εξακρίβωσης κατά το οποίο ένα 
πρόσωπο µίας κλάσης που συµµετέχει στην βάση εκπαίδευσης απορρίπτεται ως 
εικόνα κλάσης που δεν συµµετέχει στην TrainDB. 
94 
 
 Για το πρόβληµα υπολογισµού των False Negative και False Positive 
ακολουθήθηκαν δύο προσεγγίσεις οι οποίες διαφοροποιούνται ως προς τον στόχο τον 
οποίο καλούνται να επιτύχουν.  
• Για συστήµατα ασφαλείας τα οποία χρησιµοποιούν αναγνώριση προσώπου, 
είναι σηµαντικό να ελαχιστοποιηθεί το ποσοστό κατά το οποίο ένα πρόσωπο 
µίας κλάσης που δεν συµµετέχει στην βάση αναγνωρίζεται ως υπαρκτό 
(ελαχιστοποίηση False Positive). Στην περίπτωση αυτή υπολογίζεται ένα 
κατώφλι (trsMin) που να ελαχιστοποιεί (=0) το ποσοστό αναγνώρισης ενός 
προσώπου του συνόλου testNotInDB ως πρόσωπο µιάς κλάσης της trainDB. 
Κατά την ελαχιστοποίηση των False Positive παρατηρείται µεγάλη αύξηση 
των False Negative.  
• Για συστήµατα όπου η ισορροπία των ποσοστών False Positive και False 
Negative κρίνεται περισσότερο επιθυµητή και σηµαντική, υπολογίζεται ένα 
κατώφλι (trsEq) έτσι ώστε False Positive ≈ False Negative.  
 Το παράδειγµα που ακολουθεί είναι από την εφαρµογή του αλγόριθµου PCA 
σε συνδυασµό µε την Ευκλείδεια απόσταση στην βάση Yale. Κατά τη διαδικασία της 
αναγνώρισης υπολογίζονται οι αποστάσεις της εικόνας ελέγχου από όλα τα πρόσωπα 
της βάσης εκπαίδευσης. Για την Ευκλείδεια απόσταση ο βαθµός οµοιότητας είναι 
αντιστρόφως ανάλογος της απόστασης, δηλαδή η ταυτοποίηση της εικόνας ελέγχου 
γίνεται ως προς εκείνη την εικόνα της TrainDB µε την οποία η απόσταση λαµβάνει τη 
µικρότερη τιµή. Στην Εικόνα 43 εµφανίζονται οι ελάχιστες τιµές των Ευκλείδειων 
αποστάσεων των εικόνων ελέγχου που αναγνωρίστηκαν επιτυχώς και στην Εικόνα 44 
οι ελάχιστες τιµές των Ευκλείδειων αποστάσεων εικόνων της TestDB που 
αναγνωρίστηκαν λανθασµένα να ανήκουν σε άλλη κλάση από την πραγµατική τους. 
Στην Εικόνα 45 εµφανίζονται οι ελάχιστες αποστάσεις των εικόνων των κλάσεων του 
συνόλου TestNotInDB οι οποίες δεν συµµετέχουν στην βάση. 
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Εικόνα 43: Ελάχιστες Ευκλείδειες αποστάσεις επιτυχηµένων αναγνωρίσεων των εικόνων 
ελέγχου του συνόλου “TestDB”. 
 
Εικόνα 44: Ελάχιστες Ευκλείδειες  αποστάσεις αποτυχηµένων  αναγνωρίσεων των εικόνων 
ελέγχου του συνόλου “TestDB”. 
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Εικόνα 45: Ελάχιστες Ευκλείδειες  αποστάσεις των εικόνων ελέγχου του συνόλου 
“TestNotInDB”. 
 
Ταξινοµώντας τις τιµές από τη µικρότερη στη µεγαλύτερη και 
κανονικοποιώντας ώστε ο αριθµός των δειγµάτων να είναι ίδιος παράγεται το 
αποτέλεσµα της Εικόνας 46 που ακολουθεί. 
 
Εικόνα 46: Η κατανοµή των ελάχιστων Ευκλείδειων αποστάσεων των εικόνων ελέγχου. 
 
97 
 
Παρατηρείται ότι οι ελάχιστες αποστάσεις των λανθασµένων ταυτοποιήσεων 
είναι παρόµοιες µε τις αποστάσεις των εικόνων που δεν συµµετέχουν στην βάση 
(Πράσινες και Κόκκινες τιµές στην Εικόνα 46). Επιλέγοντας σαν κατώφλι την 
ελάχιστη απόσταση των εικόνων που δεν συµµετέχουν στη βάση εκπαίδευσης, 
σχεδόν το σύνολο των λανθασµένων ταυτοποιήσεων µετατρέπεται σε False Negative 
µαζί µε ένα µέρος των επιτυχηµένων ταυτοποιήσεων ενώ το ποσοστό των False 
Positive µηδενίζεται (Εικόνα 47). Το ποσοστό των False Negative στο συγκεκριµένο 
παράδειγµα είναι 43.58%. 
 
 
Εικόνα 47: Κατώφλι trsMin για την ελαχιστοποίηση των False Positive 
 
Για την εύρεση του κατωφλίου κατά το οποίο False Negative ≈ False Positive, 
ακολουθήθηκε µία διαδικασία µε επαναλήψεις κατά την οποία ξεκινώντας από την 
τιµή trsEq = trsMin προστίθεται ή αφαιρείται ένα πολύ µικρό  νούµερο στην αρχική 
τιµή µε ταυτόχρονο υπολογισµό των ποσοστών (Εικόνα 48).  
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Εικόνα 48: Κατώφλι trsEq κατά το οποίο False Negative ≈ False Positive. 
 
Για το συγκεκριµένο παράδειγµα το ποσοστό False Negative ≈ False Positive 
είναι ≈ 24.7%.  
 
 
Εικόνα 49: Παράδειγµα ποσοστών False Negative και False Positive για τον αλγόριθµο PCA 
µε τη χρήση της Ευκλείδειας απόστασης στην βάση Yale. Στο διάγραµµα αριστερά είναι 
εµφανές ότι για trsMin το ποσοστό False Positive είναι µηδενικό. 
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H συµπεριφορά των αλγορίθµων ως προς τα False Negative και False Positive 
ποσοστά, αναλύεται περεταίρω στη συνέχεια, µετά το πέρας των µετρήσεων, στο 
υποκεφάλαιο της σύγκρισης των αποτελεσµάτων. Ακολουθούν τα αποτελέσµατα της 
εφαρµογής της παραπάνω διαδικασίας στις δύο βάσεις. 
7.2.1 Yale Database 
 
Ακολουθούν τα αποτελέσµατα των µετρήσεων για την βάση Yale. 
7.2.1.1 Αλγόριθµος Κύριων Συνιστωσών (Principal Component Analysis, PCA) 
 
Τα αποτελέσµατα για κάθε µία από τις πέντε επαναλήψεις καθώς και ο µέσος 
όρος των ποσοστών αναγνώρισης για τον αλγόριθµο PCA φαίνονται στον Πίνακα 5 
που ακολουθεί.  
Πίνακας 5:   Εφαρµογή αλγορίθµου Κύριων Συνιστωσών – PCA 
Επανάληψη Euc Cor Cov Συν Mahal L1 Che Spear 
1 83.3333 82.0513 52.5641 82.0513 82.0513 83.3333 78.2051 85.8974 
2 70.5128 69.2308 47.4359 69.2308 69.2308 69.2308 67.9487 75.6410 
3 79.4872 75.6410 42.3077 75.6410 75.6410 79.4872 76.9231 78.2051 
4 70.5128 74.3590 74.3590 73.0769 70.5128 74.3590 67.9487 74.3590 
5 75.6410 75.6410 37.1795 75.6410 75.6410 76.9231 70.5128 83.3333 
Μέσος Όρος 75.8974 75.3846 45.8974 75.1282 74.6154 77.4359 72.3077 79.4872 
 
Για τον αλγόριθµο PCA η συνάρτηση οµοιότητας µε το µεγαλύτερο ποσοστό 
αναγνώρισης είναι η απόσταση Spearman µε ποσοστό 79.48%, κάτι που 
αποτυπώνεται και στην Εικόνα 50 που ακολουθεί.  
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Εικόνα 50: Ποσοστά αναγνώρισης του PCA στην βάση Yale για διάφορες συναρτήσεις 
οµοιότητας.  Η απόσταση Spearman αποδίδει το µεγαλύτερο ποσοστό αναγνώρισης 
(≈79,48%) 
 
Τα ποσοστά False Negative των διαφορετικών συναρτήσεων οµοιότητας για 
µηδενικό False Positive καθώς και για ισοδυναµία False Positive ≈ False Negative 
καταγράφονται στον πίνακα που ακολουθεί. Με έντονη γραφή σηµειώνονται τα 
βέλτιστα ποσοστά αντίστοιχα.  
 
Πίνακας 6: Ποσοστά False Negative – False Positive κατά την εφαρµογή του PCA στην 
βάση Yale. 
PCA TrsMin TrsEq TrsMin  FalseNegative (%) TrsEq FalseNegative/Positive  
Euclidean 3.2798 4.7218 43.58% 24.7% 
Correlation 0.8220 0.9206 46.41% 24.6% 
Covariance 0.2724 0.7187 99.81% 45.6% 
Cosine 0.0795 0.1759 46.41% 24.7% 
Mahalanobis 3.3802 5.8871 46.66% 22.0% 
L1 Norm 19.073 26.9899 44.10% 22.9% 
Chebychev 1.0761 1.7892 46.66% 28.3% 
Spearman 0.3204 0.5175 48.97% 21.6% 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι µηδενικά 
ποσοστά False Positive η συνάρτηση οµοιότητας µε τα καλύτερα αποτελέσµατα είναι 
η Ευκλείδεια µε ποσοστό 43.58%.  
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Εικόνα 51: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της Ευκλείδειας απόστασης. 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι ισοδύναµα 
ποσοστά False Positive ≈ False Negative, η συνάρτηση οµοιότητας µε τα καλύτερα 
αποτελέσµατα είναι η απόσταση Spearman µε ποσοστό ≈ 21.6%.  
 
 
Εικόνα 52: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της απόστασης Spearman 
102 
 
 
Εικόνα 53: Ποσοστά False Positive-False Negative για την απόσταση Spearman βάση των 
threshold της εικόνας 50. Παρατηρείται η βέλτιστη ισοδυναµία False Positive ≈ False 
Negative µε ποσοστό ≈ 21.6% 
 
7.2.1.2 Κανονικοποιηµένη Γραµµική ∆ιακρίνουσα Ανάλυση (regularized Linear 
Discriminant Analysis, rLDA) 
 
Τα αποτελέσµατα των µετρήσεων για την κανονικοποιηµένη γραµµική 
διακρίνουσα ανάλυση (rLDA) ακολουθούν: 
 
Πίνακας 7: Εφαρµογή αλγορίθµου κανονικοποιηµένης Γραµµικής ∆ιακρίνουσας 
Ανάλυσης 
Επανάληψη Euc Cor Cov Συν Mahal L1 Che Spear 
1 88.4615   85.8974   50.0000 87.1795   87.1795   89.7436   87.1795   83.3333 
2 76.9231   76.9231   34.6154 78.2051   75.6410   74.3590   73.0769   74.3590 
3 80.7692   87.1795   33.3333   85.8974   85.8974   82.0513   83.3333   74.3590 
4 76.9231   75.6410   24.3590 75.6410   74.3590   75.6410   75.6410   64.1026 
5 79.4872   82.0513   48.7179 78.2051   79.4872   80.7692   78.2051   67.9487 
Μέσος Όρος 80.5128 81.5385 38.2051 81.0256 80.5128 80.5128 79.4872 72.8205 
 
Από τον παραπάνω πίνακα συµπεραίνουµε ότι η συνάρτηση οµοιότητας που 
παρουσιάζει το µεγαλύτερο ποσοστό αναγνώρισης είναι η συσχέτιση (Correlation) µε 
ποσοστό 81.53%, κάτι που φαίνεται και στην Εικόνα 54 που ακολουθεί.  
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Εικόνα 54: Ποσοστά αναγνώρισης του rLDA στην βάση Yale για διάφορες συναρτήσεις 
οµοιότητας.  Η συσχέτιση (Correlation) αποδίδει το µεγαλύτερο ποσοστό αναγνώρισης 
(≈81.53%) 
 
Τα ποσοστά False Negative των διαφορετικών συναρτήσεων οµοιότητας για 
µηδενικό False Positive καθώς και για ισοδυναµία False Positive ≈ False Negative 
καταγράφονται στον πίνακα που ακολουθεί. 
 
Πίνακας 8: Ποσοστά False Negative – False Positive κατά την εφαρµογή του rLDA στην 
βάση Yale. 
rLDA TrsMin TrsEq TrsMin  FalseNegative (%) TrsEq FalseNegative/Positive  
Euclidean 2.5238 4.771 48.71% 30.7% 
Correlation 0.9923 0.9736 49.23% 30.6% 
Covariance 7.0675 30.9231 99.71% 51.1% 
Cosine 0.0069 0.0302 51.53% 30.0% 
Mahalanobis 0.3932 0.9035 54.10% 30.1% 
L1 Norm 5.6337 11.9391 53.53% 29.3% 
Chebychev 1.6075 2.7915 47.94% 33.8% 
Spearman 0.0001 0.0243 68.46% 33.5% 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι µηδενικά 
ποσοστά False Positive η συνάρτηση οµοιότητας µε τα καλύτερα αποτελέσµατα είναι 
η Chebychev µε ποσοστό 47.94%.  
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Εικόνα 55: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της απόστασης Chebychev 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι ισοδύναµα 
ποσοστά False Positive ≈ False Negative, η συνάρτηση οµοιότητας µε τα καλύτερα 
αποτελέσµατα είναι η νόρµα L1 µε ποσοστό ≈ 29.3% όπως φαίνεται και στην Εικόνα 
57 που ακολουθεί.  
 
 
Εικόνα 56: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της νόρµας L1 
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Εικόνα 57: Ποσοστά False Positive-False Negative για τη νόρµα L1 βάση των threshold της 
Εικόνα 56. Παρατηρείται η βέλτιστη ισοδυναµία False Positive ≈ False Negative µε ποσοστό 
≈ 29.3% 
7.2.1.3 Γραµµική ∆ιακρίνουσα Ανάλυση πολυωνυµικού πυρήνα (Polynomial 
Kernel Linear Discriminant Analysis) 
 
Στη συνέχεια παρατίθενται τα αποτελέσµατα των µετρήσεων για την 
κανονικοποιηµένη γραµµική διακρίνουσα ανάλυση πολυωνυµικού πυρήνα: 
 
Πίνακας 9: Εφαρµογή αλγορίθµου κανονικοποιηµένης Γραµµικής ∆ιακρίνουσας Ανάλυσης 
πολυωνυµικού πυρήνα 
Polynomial Kernel LDA 
Επανάληψη Euc Cor Cov Συν Mahal L1 Che Spear 
1 85.8974   83.3333   25.6410 87.1795   85.8974   89.7436   83.3333   80.7692 
2 80.7692   85.8974   29.4872 87.1795   78.2051   79.4872   76.9231   87.1795 
3 80.7692   78.2051   15.3846 79.4872   78.2051   79.4872   74.3590 74.3590 
4 67.9487   69.2308   30.7692 69.2308   71.7949   73.0769   66.6667   69.2308 
5 75.6410   75.6410   42.3077 75.6410   75.6410   80.7692   74.3590   70.5128 
Μέσος Όρος 78.2051   78.4615   28.7179 79.7436   77.9487   80.5128   75.1282   76.4103 
 
Από τον παραπάνω πίνακα συµπεραίνουµε ότι η συνάρτηση οµοιότητας που 
παρουσιάζει το µεγαλύτερο ποσοστό αναγνώρισης είναι η νόρµα L1 µε ποσοστό 
80.51%, κάτι που φαίνεται και στην Εικόνα 58 που ακολουθεί.  
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Εικόνα 58: Ποσοστά αναγνώρισης του LDA πολυωνυµικού πυρήνα στην βάση Yale για 
διάφορες συναρτήσεις οµοιότητας.  Η νόρµα L1 αποδίδει το µεγαλύτερο ποσοστό 
αναγνώρισης (≈80.51%) 
 
Τα ποσοστά False Negative των διαφορετικών συναρτήσεων οµοιότητας για 
µηδενικό False Positive καθώς και για ισοδυναµία False Positive ≈ False Negative 
καταγράφονται στον πίνακα που ακολουθεί. 
 
Πίνακας 10: Ποσοστά False Negative – False Positive κατά την εφαρµογή του Polynomial 
Kernel LDA στην βάση Yale. 
pkLDA TrsMin TrsEq TrsMin  FalseNegative (%) TrsEq FalseNegative/Positive  
Euclidean 6.3274 13.4071 60.76% 32.9% 
Correlation 0.9962 0.9635 63.33% 32.1% 
Covariance 38.582 309.262 99.50% 51.9% 
Cosine 0.0038 0.0351 64.10% 32.9% 
Mahalanobis 0.3221 1.1692 69.48% 32.6% 
L1 Norm 16.553 32.515 54.10% 30.9% 
Chebychev 2.989 8.358 73.84% 34.4% 
Spearman 0.0121 0.0404 57.94% 37.1% 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι µηδενικά 
ποσοστά False Positive η συνάρτηση οµοιότητας µε τα καλύτερα αποτελέσµατα είναι 
η νόρµα L1 µε ποσοστό 54.10%. Όµοια, στην περίπτωση που στόχος του συστήµατος 
αναγνώρισης είναι ισοδύναµα ποσοστά False Positive ≈ False Negative, η συνάρτηση 
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οµοιότητας µε τα καλύτερα αποτελέσµατα είναι και πάλι η νόρµα L1 µε ποσοστό ≈ 
30.9% όπως φαίνεται και στις εικόνες (Εικόνα 59, Εικόνα 60) που ακολουθούν.  
 
Εικόνα 59: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της νόρµας L1 
 
 
Εικόνα 60: Ποσοστά False Positive-False Negative για τη νόρµα L1 βάση των threshold της 
Εικόνα 59. Παρατηρείται η βέλτιστη ισοδυναµία False Positive ≈ False Negative µε ποσοστό 
≈ 30.9% 
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7.2.1.4 Γραµµική ∆ιακρίνουσα Ανάλυση πυρήνα Gauss (Gaussian Kernel Linear 
Discriminant Analysis) 
 
Στη συνέχεια ακολουθούν τα αποτελέσµατα των µετρήσεων για την 
κανονικοποιηµένη γραµµική διακρίνουσα ανάλυση πυρήνα Gauss: 
 
Πίνακας 11: Εφαρµογή αλγορίθµου κανονικοποιηµένης Γραµµικής ∆ιακρίνουσας Ανάλυσης 
πυρήνα Gauss 
Επανάληψη Euc Cor Cov Συν Mahal L1 Che Spear 
1 84.6154   83.3333   12.8205 83.3333   84.6154   84.6154   84.6154   78.2051 
2 79.4872   80.7692   17.9487 80.7692   79.4872   78.2051   80.7692   75.6410 
3 76.9231   80.7692   20.5128 79.4872   75.6410   76.9231   70.5128   78.2051 
4 69.2308   71.7949   35.8974 71.7949   70.5128   70.5128   67.9487   64.1026 
5 76.9231   78.2051   21.7949 79.4872   78.2051   78.2051   74.3590   75.6410 
Μέσος Όρος 77.4359 78.9744 21.7949 78.9744 77.6923 77.6923 75.6410 74.3590 
 
Από τον παραπάνω πίνακα παρατηρούµε ότι τόσο η Συσχέτιση όσο και η 
οµοιότητα συνηµιτόνου παρουσιάζουν το µεγαλύτερο ποσοστό αναγνώρισης 
(78.97%), κάτι που φαίνεται και στην Εικόνα 61 που ακολουθεί.  
 
 
Εικόνα 61: Ποσοστά αναγνώρισης του LDA µε πυρήνα Gauss στην βάση Yale για διάφορες 
συναρτήσεις οµοιότητας.  Η συσχέτιση καθώς και η οµοιότητα συνηµιτόνου αποδίδουν το 
µεγαλύτερο ποσοστό αναγνώρισης (≈78.97%) 
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Τα ποσοστά False Negative των διαφορετικών συναρτήσεων οµοιότητας για 
µηδενικό False Positive καθώς και για ισοδυναµία False Positive ≈ False Negative 
καταγράφονται στον πίνακα που ακολουθεί. 
 
Πίνακας 12: Ποσοστά False Negative – False Positive κατά την εφαρµογή του Gauss Kernel 
LDA στην βάση Yale. 
gkLDA TrsMin TrsEq TrsMin  FalseNegative (%) TrsEq FalseNegative/Positive  
Euclidean 3.7575 14.6951 61.79% 35.4% 
Correlation 0.9948 0.9684 55.64% 27.3% 
Covariance 58.221 426.591 99.7% 62.8% 
Cosine 0.0056 0.0351 56.15% 27.5% 
Mahalanobis 0.3797 1.0662 61.02% 29.3% 
L1 Norm 15.09 35.587 59.23% 31.9% 
Chebychev 4.6223 9.0123 64.35% 37.4% 
Spearman 0.0001 0.049 73.07% 33.4% 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι µηδενικά 
ποσοστά False Positive η συνάρτηση οµοιότητας µε τα καλύτερα αποτελέσµατα είναι 
η συσχέτιση (correlation) µε ποσοστό 55.64%. Όµοια, στην περίπτωση που στόχος 
του συστήµατος αναγνώρισης είναι ισοδύναµα ποσοστά False Positive ≈ False 
Negative, η συνάρτηση οµοιότητας µε τα καλύτερα αποτελέσµατα είναι και πάλι η 
συσχέτιση µε ποσοστό ≈ 27.3% όπως φαίνεται και στις εικόνες (Εικόνα 62, Εικόνα 
63) που ακολουθούν.  
 
 
Εικόνα 62: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της συσχέτισης 
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Εικόνα 63: Ποσοστά False Positive-False Negative για τη συσχέτιση βάση των threshold της 
Εικόνα 62. Παρατηρείται η βέλτιστη ισοδυναµία False Positive ≈ False Negative µε ποσοστό 
≈ 27.3% 
7.2.1.5 Αλγόριθµος Ανεξάρτητων Συνιστωσών (Independent Component 
Analysis, ICA) 
 
Έπονται τα αποτελέσµατα των µετρήσεων για τον αλγόριθµο Ανεξάρτητων 
Συνιστωσών: 
 
Πίνακας 13: Εφαρµογή αλγορίθµου Ανεξάρτητων Συνιστωσών 
Επανάληψη Euc Cor Cov Συν Mahal L1 Che Spear 
1 84.6154   84.6154   71.7949   84.6154   84.6154 85.8974   76.9231   84.6154 
2 71.7949   71.7949   61.5385   71.7949   71.7949   74.3590   66.6667   78.2051 
3 79.4872   79.4872   52.5641   79.4872   79.4872   83.3333   69.2308   87.1795 
4 73.0769   73.0769   60.2564   74.3590   73.0769   73.0769   66.6667   80.7692 
5 76.9231   76.9231   71.7949   76.9231   76.9231   78.2051   65.3846   84.6154 
Μέσος Όρος 77.1795 77.1795 63.5897   77.4359 77.1795 78.9744 68.9744 83.0769 
 
Από τον παραπάνω πίνακα συµπεραίνουµε ότι η συνάρτηση οµοιότητας που 
παρουσιάζει το µεγαλύτερο ποσοστό αναγνώρισης είναι η απόσταση Spearman µε 
ποσοστό 83.08%, κάτι που φαίνεται και στην Εικόνα 64 που ακολουθεί.  
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Εικόνα 64: Ποσοστά αναγνώρισης του αλγόριθµου Ανεξάρτητων Συνιστωσών στη βάση 
Yale για διάφορες συναρτήσεις οµοιότητας.  Η απόσταση Spearman αποδίδει το µεγαλύτερο 
ποσοστό αναγνώρισης (≈83.08%) 
 
Τα ποσοστά False Negative των διαφορετικών συναρτήσεων οµοιότητας για 
µηδενικό False Positive καθώς και για ισοδυναµία False Positive ≈ False Negative 
καταγράφονται στον πίνακα που ακολουθεί. 
 
Πίνακας 14: Ποσοστά False Negative – False Positive κατά την εφαρµογή του ICA στην 
βάση Yale. 
ICA TrsMin TrsEq TrsMin  FalseNegative (%) TrsEq FalseNegative/Positive  
Euclidean 0.0438 0.0565 50.25% 27.3% 
Correlation 0.9901 0.9946 41.02% 24.4% 
Covariance 0.0017 0.0024 99.7% 39.5% 
Cosine 0.0052 0.0100 41.05% 23.8% 
Mahalanobis 0.9014 1.1554 47.43% 27.4% 
L1 Norm 0.2669 0.3337 41.02% 24.7% 
Chebychev 0.01246 0.02182 73.33% 35.1% 
Spearman 0.0158 0.0354 52.82% 29.6% 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι µηδενικά 
ποσοστά False Positive τόσο η συσχέτιση όσο και η νόρµα L1 δίδουν τα καλύτερα 
αποτελέσµατα µε ποσοστό 41.02% (Εικόνα 65, Εικόνα 66).  
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Εικόνα 65: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της συσχέτισης 
 
 
Εικόνα 66: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της νόρµας L1 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι ισοδύναµα 
ποσοστά False Positive ≈ False Negative, η συνάρτηση οµοιότητας µε τα καλύτερα 
αποτελέσµατα είναι η οµοιότητα συνηµιτόνου µε ποσοστό ≈ 23.8% όπως φαίνεται 
και στις εικόνες (Εικόνα 67, Εικόνα 68) που ακολουθούν.  
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Εικόνα 67: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της οµοιότητας συνηµιτόνου 
 
 
Εικόνα 68: Ποσοστά False Positive-False Negative για τη συσχέτιση βάση των threshold της 
Εικόνα 67. Παρατηρείται η βέλτιστη ισοδυναµία False Positive ≈ False Negative µε ποσοστό 
≈ 23.8% 
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7.2.1.6 Αλγόριθµος Ανεξάρτητων Συνιστωσών µε τη χρήση του FastICA (Fast 
Independent Component Analysis, FastICA) 
 
Στη συνέχεια παρατίθενται τα αποτελέσµατα των µετρήσεων για τον 
αλγόριθµο Ανεξάρτητων Συνιστωσών µε τη χρήστη του FastICA: 
 
Πίνακας 15: Εφαρµογή αλγορίθµου Ανεξάρτητων Συνιστωσών µε τη χρήση του FastICA 
Επανάληψη Euc Cor Cov Συν Mahal L1 Che Spear 
1 79.4872   80.7692   10.2564 80.7692   80.7692   80.7692   76.9231   80.7692 
2 69.2308   73.0769   7.6923 73.0769   69.2308   67.9487   65.3846   73.0769 
3 75.6410   82.0513   7.6923 82.0513   76.9231   76.9231   75.6410   76.9231 
4 69.2308   74.3590   8.9744 74.3590   69.2308   70.5128   67.9487   74.3590 
5 69.2308   75.6410   11.5385 75.6410   69.2308   69.2308   66.6667   74.3590 
Μέσος Όρος 72.5641 77.1795 9.2308 77.1795 73.0769 73.0769 70.5128 75.8974 
 
Από τον παραπάνω πίνακα συµπεραίνουµε ότι η συνάρτηση οµοιότητας που 
παρουσιάζει το µεγαλύτερο ποσοστό αναγνώρισης είναι η οµοιότητα συνηµιτόνου µε 
ποσοστό 77.18%, κάτι που φαίνεται και στην Εικόνα 69 που ακολουθεί.  
 
 
Εικόνα 69: Ποσοστά αναγνώρισης του αλγόριθµου Ανεξάρτητων Συνιστωσών µε τη χρήση 
του FastICA στη βάση Yale για διάφορες συναρτήσεις οµοιότητας.  Η οµοιότητα 
συνηµιτόνου αποδίδει το µεγαλύτερο ποσοστό αναγνώρισης (≈77.18%) 
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Τα ποσοστά False Negative των διαφορετικών συναρτήσεων οµοιότητας για 
µηδενικό False Positive καθώς και για ισοδυναµία False Positive ≈ False Negative 
καταγράφονται στον πίνακα που ακολουθεί. 
 
Πίνακας 16: Ποσοστά False Negative – False Positive κατά την εφαρµογή του FastICA στην 
βάση Yale. 
ICAf TrsMin TrsEq TrsMin  FalseNegative (%) TrsEq FalseNegative/Positive  
Euclidean 128.64 180.86 40.25% 21.9% 
Correlation 0.9995 0.9998 45.64% 26.6% 
Covariance 11.767 20.247 99.71% 51.4% 
Cosine 0.0004 0.0010 45.64% 26.9% 
Mahalanobis 0.2618 0.2618 44.35% 22.4% 
L1 Norm 746.48 1059.91 40.25% 23.2% 
Chebychev 38.254 66.370 48.46% 20.05% 
Spearman 0.0010 0.0027 55.12% 27.3% 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι µηδενικά 
ποσοστά False Positive τόσο η Ευκλείδεια απόσταση όσο και η νόρµα L1 δίδουν τα 
καλύτερα αποτελέσµατα µε ποσοστό 40.25% (Εικόνα 70, Εικόνα 71).  
 
 
Εικόνα 70: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της Ευκλείδειας απόστασης 
116 
 
 
Εικόνα 71: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της νόρµας L1 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι ισοδύναµα 
ποσοστά False Positive ≈ False Negative, η συνάρτηση οµοιότητας µε τα καλύτερα 
αποτελέσµατα είναι η απόσταση Chebychev µε ποσοστό ≈ 20.05% όπως φαίνεται και 
στις εικόνες (Εικόνα 72, Εικόνα 73) που ακολουθούν. 
 
 
Εικόνα 72: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της απόστασης Chebychev 
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Εικόνα 73: Ποσοστά False Positive-False Negative για τη συσχέτιση βάση των threshold της 
Εικόνα 72. Παρατηρείται η βέλτιστη ισοδυναµία False Positive ≈ False Negative µε ποσοστό 
≈ 20.05% 
7.2.2 Βάση Εργαστηρίου 
 
Ακολουθεί η καταγραφή των µετρήσεων για την βάση Εργαστηρίου. 
7.2.2.1 Αλγόριθµος Κύριων Συνιστωσών (Principal Component Analysis, PCA) 
 
Τα ποσοστά αναγνώρισης για τις διάφορες συναρτήσεις οµοιότητας έτσι όπως 
προκύπτουν από την εφαρµογή του αλγόριθµου PCA στην Βάση Εργαστηρίου 
παρατίθενται στον πίνακα που ακολουθεί: 
 
Πίνακας 17: Εφαρµογή αλγορίθµου Κύριων Συνιστωσών 
Επανάληψη Euc Cor Cov Συν Mahal L1 Che Spear 
1 66.0941 65.0185    61.7435 66.4312    66.4152    61.5829    56.4135 60.7963 
2 65.6446 63.4131    59.1267 65.1951    65.3556    62.5462    55.3219    61.4545 
3 68.0366   66.8968   61.6150  68.3577    68.3737    63.1562    56.4778    62.7067 
4 66.9610    65.8693    61.2137 67.2981    67.2500    63.1883    56.8631    61.7114 
5 65.4680    63.9910 59.2230 65.2272    65.2272    61.3421    54.6637    60.9408 
Μέσος Όρος 66.4408 65.0377 60.5844 66,5018 66,5243 62,3631 55,9480 61,5219 
Από τον παραπάνω πίνακα συµπεραίνουµε ότι η συνάρτηση οµοιότητας που 
παρουσιάζει το µεγαλύτερο ποσοστό αναγνώρισης είναι η απόσταση Mahalanobis µε 
ποσοστό 66.52%. 
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Εικόνα 74: Ποσοστά αναγνώρισης του αλγόριθµου Ανεξάρτητων Συνιστωσών µε τη χρήση 
του PCA στη βάση Εργαστηρίου για διάφορες συναρτήσεις οµοιότητας.  Η απόσταση 
Mahalanobis αποδίδει το µεγαλύτερο ποσοστό αναγνώρισης (≈ 66.52%) 
 
Πίνακας 18: Ποσοστά False Negative – False Positive κατά την εφαρµογή του PCA στην 
βάση Εργαστηρίου. 
PCA TrsMin TrsEq TrsMin  FalseNegative (%) TrsEq FalseNegative/Positive  
Euclidean 5.8909 9.8607 90.08% 27.26% 
Correlation 0.8746 0.5342 94.18% 29.45 
Covariance 0.23907 0.0960 99.62% 64.03% 
Cosine 0.12534 0.4707 94.18% 29.12% 
Mahalanobis 0.0133 0.0327  94.20% 29.11% 
L1 Norm 986480 1452300 90.53% 30.30% 
Chebychev 1.0053 2.4412 95.31% 33.33% 
Spearman 5151 8274 93.74% 28.98% 
 
Τόσο για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι 
ισοδύναµα ποσοστά False Positive ≈ False Negative όσο και για την περίπτωση που 
στόχος του συστήµατος αναγνώρισης είναι µηδενικά ποσοστά False Positive, η 
συνάρτηση οµοιότητας µε τα καλύτερα αποτελέσµατα είναι η Ευκλείδεια απόσταση 
µε ποσοστά ≈ 27.26% και 90,08% αντίστοιχα όπως φαίνεται και στις εικόνες (Εικόνα 
75, Εικόνα 76) που ακολουθούν. Παρατηρείται ότι το ποσοστό False Negative για 
µηδενικό False Positive έχει µεγάλες τιµές για όλες τις συναρτήσεις οµοιότητας. 
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Εικόνα 75: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της Ευκλείδειας απόστασης 
 
 
Εικόνα 76: Ποσοστά False Positive-False Negative για την Ευκλείδεια απόσταση  βάση των 
threshold της Εικόνα 75. Παρατηρείται η βέλτιστη ισοδυναµία False Positive ≈ False 
Negative µε ποσοστό ≈ 27.26% 
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7.2.2.2 Κανονικοποιηµένη Γραµµική ∆ιακρίνουσα Ανάλυση (regularized Linear 
Discriminant Analysis, rLDA) 
 
 Ακολουθούν τα αποτελέσµατα των µετρήσεων που αφορούν την εφαρµογή 
της κανονικοποιηµένης γραµµικής διακρίνουσας ανάλυσης στη Βάση Εργαστηρίου. 
  
Πίνακας 19: Εφαρµογή κανονικοποιηµένης γραµµικής διακρίνουσας ανάλυσης 
Επανάληψη Euc Cor Cov Συν Mahal L1 Che Spear 
1 72.9170   71.7932   2.5847    71.9538   72.9170   70.5089    64.9061   60.3949 
2 72.6280   70.8300   9.1026    71.1992   72.2267   70.1878    62.8351    59.6725 
3 75.2769   74.5224   15.1549   74.6027   75.0361   73.1578    64.4245    60.6357 
4 74.5384   72.7244   2.7773    72.8528   74.4421   72.4675    63.8305    64.2639 
5 71.6006   70.3484   70.3484   70.7016   71.7772   69.3851    61.7435    55.9480 
Μέσος Όρος 73,3922 72,0437 7.3431    72,262 73,2798 71,14142 63,5479 60,1830 
 
Βάση των αποτελεσµάτων, για τον αλγόριθµο της κανονικοποιηµένης 
γραµµικής διακρίνουσας ανάλυσης η συνάρτηση οµοιότητας µε το µεγαλύτερο 
ποσοστό αναγνώρισης είναι η Ευκλείδεια απόσταση µε ποσοστό 73.39%, κάτι που 
αποτυπώνεται και στην Εικόνα 50 που ακολουθεί.  
 
 
Εικόνα 77: Ποσοστά αναγνώρισης της κανονικοποιηµένης γραµµικής διακρίνουσας 
ανάλυσης στη βάση Εργαστηρίου για διάφορες συναρτήσεις οµοιότητας.  Η Ευκλείδεια 
απόσταση δίδει το µεγαλύτερο ποσοστό αναγνώρισης (≈73.39%) 
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Τα ποσοστά False Negative των διαφορετικών συναρτήσεων οµοιότητας για 
µηδενικό False Positive καθώς και για ισοδυναµία False Positive ≈ False Negative 
καταγράφονται στον πίνακα που ακολουθεί. Με έντονη γραφή σηµειώνονται τα 
βέλτιστα ποσοστά αντίστοιχα. 
 
Πίνακας 20: Ποσοστά False Negative – False Positive κατά την εφαρµογή της γραµµικής 
διακρίνουσας ανάλυσης στη βάση Εργαστηρίου. 
rLDA TrsMin TrsEq TrsMin  FalseNegative (%) TrsEq FalseNegative/Positive  
Euclidean 0.5483 0.8991 85.63% 29.69% 
Correlation 0.9893 0.96228 90.59% 29.20% 
Covariance 33.144 23.352 99.91% 54.58% 
Cosine 0.0108 0.0382 90.32% 28.65% 
Mahalanobis 1.0899 1.9831 88.73% 28.71% 
L1 Norm 28.988 48.479 87.02% 29.88% 
Chebychev 1.7478 2.901 90.39% 36.33% 
Spearman 0.0130 0.0466 95.14% 37.83% 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι µηδενικά 
ποσοστά False Positive η συνάρτηση οµοιότητας µε τα καλύτερα αποτελέσµατα είναι 
η Ευκλείδεια µε ποσοστό 85.63%.  
 
Εικόνα 78: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της Ευκλείδειας απόστασης 
 
122 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι ισοδύναµα 
ποσοστά False Positive ≈ False Negative, η συνάρτηση οµοιότητας µε τα καλύτερα 
αποτελέσµατα είναι η οµοιότητα συνηµιτόνου µε ποσοστό ≈ 28.65%, όπως φαίνεται 
και στις εικόνες που ακολουθούν (Εικόνα 79, Εικόνα 80). 
 
 
Εικόνα 79: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της οµοιότητας συνηµιτόνου 
 
 
Εικόνα 80: Ποσοστά False Positive-False Negative για την οµοιότητα συνηµιτόνου  βάση 
των threshold της Εικόνα 79. Παρατηρείται η βέλτιστη ισοδυναµία False Positive ≈ False 
Negative µε ποσοστό ≈ 28.65% 
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7.2.2.3 Γραµµική ∆ιακρίνουσα Ανάλυση πολυωνυµικού πυρήνα (Polynomial 
Kernel Linear Discriminant Analysis) 
 
 Στη συνέχεια παρατίθενται τα αποτελέσµατα των µετρήσεων από την 
εφαρµογή της γραµµικής διακρίνουσας ανάλυσης πολυωνυµικού πυρήνα στη Βάση 
Εργαστηρίου. 
Πίνακας 21: Εφαρµογή γραµµικής διακρίνουσας ανάλυσης πολυωνυµικού πυρήνα. 
Εφαρµογή αλγορίθµου Κύριων Συνιστωσών –Poly kernel 
Επανάληψη Euc Cor Cov Συν Mahal L1 Che Spear 
1 41.4513   42.6553   20.5169   42.7998   44.0039   54.1178    31.9795   31.9795    
2 40.5683   40.1027   19.7785   40.3114   41.0178   52.2556    28.9774   41.0660 
3 42.1576   43.7630   21.2715   43.7630   44.0841   51.9827 32.3647   40.7449 
4 41.4352   41.7242   12.3615   41.9329   42.5108   52.0629    31.6423   45.0955 
5 38.1602   39.2519   21.6889   39.3322   39.3643   50.0722    28.6081   40.8733 
Μέσος Όρος 40.7545   41.4994   19.1235   41.6279   42.1962   52.0983    30.7144   42.7998 
 
Από τον παραπάνω πίνακα συµπεραίνουµε ότι για τη γραµµική διακρίνουσα 
ανάλυση πολυωνυµικού πυρήνα η συνάρτηση οµοιότητας µε το µεγαλύτερο ποσοστό 
αναγνώρισης είναι η νόρµα L1 µε ποσοστό 52.09%, κάτι που αποτυπώνεται και στην 
Εικόνα 81 που ακολουθεί.  
 
Εικόνα 81: Ποσοστά αναγνώρισης της κανονικοποιηµένης γραµµικής διακρίνουσας 
ανάλυσης πολυωνυµικού πυρήνα στη βάση Εργαστηρίου για διάφορες συναρτήσεις 
οµοιότητας.  Η νόρµα L1 αποδίδει το µεγαλύτερο ποσοστό αναγνώρισης (≈52.09%) 
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Τα ποσοστά False Negative των διαφορετικών συναρτήσεων οµοιότητας για 
µηδενικό False Positive καθώς και για ισοδυναµία False Positive ≈ False Negative 
καταγράφονται στον πίνακα που ακολουθεί.  
 
Πίνακας 22: Ποσοστά False Negative – False Positive κατά την εφαρµογή της γραµµικής 
διακρίνουσας ανάλυσης στη βάση Εργαστηρίου. 
Poly kernel TrsMin TrsEq TrsMin  FalseNegative (%) TrsEq FalseNegative/Positive  
Euclidean 20.897 43.077 98.41% 45.5% 
Correlation 0.9741 0.8907 97.10% 41.9% 
Covariance 481.55 203.67 99.82% 53.2% 
Cosine 0.0263 0.1098 97.06% 42.0% 
Mahalanobis 1.5989 3.6651 97.68% 41.6% 
L1 Norm 92.802 176.70 96.25% 41.5% 
Chebychev 8.9897 20.6561 99.33% 47.6% 
Spearman 0.01549 0.1159 98.50% 42.1% 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι µηδενικά 
ποσοστά False Positive η συνάρτηση οµοιότητας µε τα καλύτερα αποτελέσµατα είναι 
η νόρµα L1 µε ποσοστό 96.25%. Για ισοδύναµα ποσοστά False Positive ≈ False 
Negative, η συνάρτηση οµοιότητας µε τα καλύτερα αποτελέσµατα είναι και πάλι η 
νόρµα L1 µε ποσοστό ≈ 41.5% όπως φαίνεται και στις εικόνες (Εικόνα 82, Εικόνα 83) 
 
Εικόνα 82: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της νόρµας L1 
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Εικόνα 83: Ποσοστά False Positive-False Negative για τη νόρµα L1 βάση των threshold της 
Εικόνα 82. Παρατηρείται η βέλτιστη ισοδυναµία False Positive ≈ False Negative µε ποσοστό 
≈ 41.5% 
7.2.2.4 Γραµµική ∆ιακρίνουσα Ανάλυση πυρήνα Gauss (Gaussian Kernel Linear 
Discriminant Analysis) 
 
Στη συνέχεια ακολουθούν τα αποτελέσµατα των µετρήσεων για την 
κανονικοποιηµένη γραµµική διακρίνουσα ανάλυση πυρήνα Gauss: 
 
Πίνακας 23: Εφαρµογή αλγορίθµου κανονικοποιηµένης Γραµµικής ∆ιακρίνουσας Ανάλυσης 
πυρήνα Gauss 
Επανάληψη Euc Cor Cov Συν Mahal L1 Che Spear 
1 56.7988    58.8859    3.5640    58.9180   57.6015   66.5275    39.5087   67.3463 
2 74.1050    72.2748   26.7619   72.4033   74.2495   74.6187    63.0278   67.6353 
3 45.0474    47.9210 5.0409    48.1618   46.2514   61.2297    27.3399   65.2432 
4 45.7377    47.4233    1.8462    47.7123   46.7330   62.3535    27.2756   66.3028 
5 62.4980    62.3053   19.8748   62.0806   62.9957   68.4058    46.0106   65.2111 
Μέσος Όρος 56.8374    57.7621   11.4176   57.8552   57.5662   66.6271    40.6325   66.3477 
 
Από τον παραπάνω πίνακα παρατηρούµε ότι τόσο η νόρµα L1 παρουσιάζει το 
µεγαλύτερο ποσοστό αναγνώρισης (66.63%), κάτι που φαίνεται και στην Εικόνα 84 
που ακολουθεί. 
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Εικόνα 84: Ποσοστά αναγνώρισης του LDA µε πυρήνα Gauss στη βάση Εργαστηρίου για 
διάφορες συναρτήσεις οµοιότητας.  Η νόρµα L1 αποδίδει το µεγαλύτερο ποσοστό 
αναγνώρισης (≈66.63%) 
 
Τα ποσοστά False Negative των διαφορετικών συναρτήσεων οµοιότητας για 
µηδενικό False Positive καθώς και για ισοδυναµία False Positive ≈ False Negative 
καταγράφονται στον πίνακα που ακολουθεί. 
 
Πίνακας 24: Ποσοστά False Negative – False Positive κατά την εφαρµογή του Gauss Kernel 
LDA στη βάση Εργαστηρίου. 
Gauss kernel TrsMin TrsEq TrsMin  FalseNegative (%) TrsEq FalseNegative/Positive  
Euclidean 10.075 16.9231 91.02% 43.7% 
Correlation 0.9908 0.9420 96.35% 45.1% 
Covariance 355.73 89.42 99.9% 49.48% 
Cosine 0.0092 0.0581 96.38% 44.9% 
Mahalanobis 1.0178 2.7546 97.19% 44.7% 
L1 Norm 50.292 82.737 87.82% 37.5% 
Chebychev 2.8809 6.6207 98.12% 50.1% 
Spearman 0.0682 0.2062 88.53% 37.9% 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι µηδενικά 
ποσοστά False Positive η συνάρτηση οµοιότητας µε τα καλύτερα αποτελέσµατα είναι 
η νόρµα L1 µε ποσοστό 87.82%. Όµοια, στην περίπτωση που στόχος του συστήµατος 
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αναγνώρισης είναι ισοδύναµα ποσοστά False Positive ≈ False Negative, η συνάρτηση 
οµοιότητας µε τα καλύτερα αποτελέσµατα είναι και πάλι η νόµρα L1 µε ποσοστό ≈ 
37.5% όπως φαίνεται και στις εικόνες (Εικόνα 85, Εικόνα 86) που ακολουθούν.  
 
 
Εικόνα 85: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της νόρµας L1. 
 
 
Εικόνα 86: Ποσοστά False Positive-False Negative για τη νόρµα L1 βάση των threshold της 
Εικόνα 85. Παρατηρείται η βέλτιστη ισοδυναµία False Positive ≈ False Negative µε ποσοστό 
≈ 37.5% 
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7.2.2.5 Αλγόριθµος Ανεξάρτητων Συνιστωσών (Independent Component 
Analysis, ICA) 
 
Έπονται τα αποτελέσµατα των µετρήσεων για τον αλγόριθµο Ανεξάρτητων 
Συνιστωσών: 
 
Πίνακας 25: Εφαρµογή αλγορίθµου Ανεξάρτητων Συνιστωσών 
Επανάληψη Euc Cor Cov Συν Mahal L1 Che Spear 
1 3.0502 3.0181 0.6903 40.4720 3.0502 3.0502 3.0502 3.0181 
2 4.0295 3.0181 0.2248 40.0706 4.0295 4.0295 4.0295 3.2590 
3 3.0663 3.0663 1.5572 28.5439 3.0502 3.0663 3.0663 5.3781 
4 2.7452 2.9539 1.2362 12.6505 2.7292 2.7292 2.7773 8.1554 
5 3.8369 3.0342 0.2569 38.5134 3.8048 3.8369 3.8369 3.4034 
Μέσος Όρος 3.3456 3.0181 0.7931 32.0501 3.3328 3.3424 3.3521 4.6428 
                                
Από τον παραπάνω πίνακα συµπεραίνουµε ότι η συνάρτηση οµοιότητας που 
παρουσιάζει το µεγαλύτερο ποσοστό αναγνώρισης είναι η οµοιότητα συνηµιτόνου µε 
ποσοστό 32.05%.  
 
7.2.2.6 Αλγόριθµος Ανεξάρτητων Συνιστωσών µε τη χρήση του FastICA (Fast 
Independent Component Analysis, FastICA) 
 
Στη συνέχεια παρατίθενται τα αποτελέσµατα των µετρήσεων για τον 
αλγόριθµο Ανεξάρτητων Συνιστωσών µε τη χρήστη του FastICA: 
 
Πίνακας 26: Εφαρµογή αλγορίθµου Ανεξάρτητων Συνιστωσών µε τη χρήση του FastICA 
Επανάληψη Euc Cor Cov Συν Mahal L1 Che Spear 
1 42.2540    64.1515   1.5893    65.6446   42.1898   42.4627    28.3994   63.1080 
2 43.6025    63.6218   0.5137    65.2111   43.5865   43.5383    31.1286   63.0599 
3 42.4948    66.0620   0.5137    67.6834   42.4466   42.6232    28.7687   65.9335 
4 44.2607    64.4566   0.5940    66.3028   44.2447   44.6300    29.1700   64.7616 
5 42.7998    63.7663   0.5137    64.8098   42.8640   42.8640    30.1654   63.8305 
Μέσος Όρος 43.0824    64.4116    0.7449    65.9303   43.0663   43.2236    29.5264   64.1387 
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Από τον παραπάνω πίνακα συµπεραίνουµε ότι η συνάρτηση οµοιότητας που 
παρουσιάζει το µεγαλύτερο ποσοστό αναγνώρισης είναι η οµοιότητα συνηµιτόνου µε 
ποσοστό 65.93%, κάτι που φαίνεται και στην Εικόνα 87 που ακολουθεί.  
 
Εικόνα 87:  Ποσοστά αναγνώρισης του αλγόριθµου Ανεξάρτητων Συνιστωσών µε τη χρήση 
του FastICA στη βάση Εργαστηρίου για διάφορες συναρτήσεις οµοιότητας.  Η οµοιότητα 
συνηµιτόνου αποδίδει το µεγαλύτερο ποσοστό αναγνώρισης (≈65.93%) 
 
Τα ποσοστά False Negative των διαφορετικών συναρτήσεων οµοιότητας για 
µηδενικό False Positive καθώς και για ισοδυναµία False Positive ≈ False Negative 
καταγράφονται στον πίνακα που ακολουθεί. 
 
Πίνακας 27: Ποσοστά False Negative – False Positive κατά την εφαρµογή του FastICA στην 
βάση Εργαστηρίου. 
ICAf TrsMin TrsEq TrsMin  FalseNegative (%) TrsEq FalseNegative/Positive  
Euclidean 229.57 385.071 95.27% 41.4% 
Correlation 0.99997 0.99995 87.70% 30.1% 
Covariance 2.23*1013 1.72*1013 99.91% 53.19% 
Cosine 0.63*10-4 0.21*10-4 92.03% 29.15% 
Mahalanobis 0.1623 0.3153 97.38% 40.1% 
L1 Norm 4.16*107 7.26*107 95.30% 40.5% 
Chebychev 31.102 50.632 98.28% 48.5% 
Spearman 0.35*10-4 1.1*10-4 93.26% 31.5% 
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Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι µηδενικά 
ποσοστά False Positive η Συσχέτιση δίδει τα καλύτερα αποτελέσµατα µε ποσοστό 
87.70% (Εικόνα 88).  
 
Εικόνα 88: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της Συσχέτισης 
 
Για την περίπτωση που στόχος του συστήµατος αναγνώρισης είναι ισοδύναµα 
ποσοστά False Positive ≈ False Negative, η συνάρτηση οµοιότητας µε τα καλύτερα 
αποτελέσµατα είναι η οµοιότητα συνηµιτόνου µε ποσοστό ≈ 29.15% όπως φαίνεται 
και στις εικόνες (Εικόνα 89, Εικόνα 90) που ακολουθούν. 
 
 
Εικόνα 89: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της οµοιότητας συνηµιτόνου 
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Εικόνα 90: Ποσοστά False Positive-False Negative για την οµοιότητα συνηµιτόνου βάση των 
threshold της Εικόνα 89. Παρατηρείται η βέλτιστη ισοδυναµία False Positive ≈ False 
Negative µε ποσοστό ≈ 29.15% 
 
7.3 Ανάλυση µετρήσεων 
 
Όπως έχει αναφερθεί βασικοί στόχοι της παρούσας εργασίας είναι: 
• Η σύγκριση των αλγορίθµων αναγνώρισης προσώπου που βασίζονται 
στην εµφάνιση ως προς την αναγνωριστική τους ικανότητα. Η 
ικανότητα αναγνώρισης υπολογίζεται βάση δύο διαφορετικών 
προσεγγίσεων: α) τη δυνατότητα των αλγορίθµων για εξακρίβωση αν 
µία κλάση συµµετέχει στην βάση εκπαίδευσης και β) την ικανότητά 
τους για ταυτοποίηση µιας εικόνας ελέγχου µε µία κλάση που 
συµµετέχει στην βάση εκπαίδευσης. 
• Η σύγκριση της απόδοσης των συναρτήσεων οµοιότητας 
• Η σύγκριση της απόδοσης των αλγορίθµων σε δύο διαφορετικές 
βάσεις προσώπων. 
Ακολουθούν συγκεντρωτικοί πίνακες των µετρήσεων. 
 
7.3.1 Συγκεντρωτικά Αποτελέσµατα 
 
Στους πίνακες (Πίνακας 28, Πίνακας 29) που ακολουθούν καταγράφεται ο 
µέσος όρος των πέντε επαναλήψεων, των ποσοστών επιτυχούς ταυτοποίησης για 
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κάθε αλγόριθµο αναγνώρισης προσώπου και κάθε συνάρτηση οµοιότητας για τις δύο 
βάσεις. Αποτυπώνεται η ικανότητα των αλγορίθµων για ταυτοποίηση των εικόνων 
ελέγχου µε µία από τις κλάσεις που σχηµατίζουν την βάση εκπαίδευσης.  Με έντονη 
γραφή σηµειώνεται η συνάρτηση οµοιότητας µε το βέλτιστο ποσοστό αναγνώρισης 
(ταυτοποίησης) για κάθε αλγόριθµο. 
 
Πίνακας 28: Συγκεντρωτικός πίνακας απόδοσης αλγορίθµων αναγνώρισης προσώπου και 
συναρτήσεων οµοιότητας για τη βάση Yale. 
 
Euc Cor Cov Cos Mah L1 Che Spear 
PCA 75.8974 75.3846 45.8974 75.1282 74.6154 77.4359 72.3077 79.4872 
rLDA 80.5128 81.5385 38.2051 81.0256 80.5128 80.5128 79.4872 72.8205 
Poly Kernel 78.2051   78.4615   28.7179 79.7436   77.9487   80.5128   75.1282   76.4103 
Gauss Kernel 77.4359 78.9744 21.7949 78.9744 77.6923 77.6923 75.6410 74.3590 
ICA 77.1795 77.1795 63.5897   77.4359 77.1795 78.9744 68.9744 83.0769 
FastICA 72.5641 77.1795 9.2308 77.1795 73.0769 73.0769 70.5128 75.8974 
Μ.Όρος 76.9658   78.1197   34.5726 78.2479   76.8376   78.0342   73.6752   77.0086 
Πίνακας 29: Συγκεντρωτικός πίνακας απόδοσης αλγορίθµων αναγνώρισης προσώπου και 
συναρτήσεων οµοιότητας για τη βάση Εργαστηρίου. 
 
 Όπως έχει προαναφερθεί στην αρχή του παρόντος κεφαλαίου το πρόβληµα 
εξακρίβωσης αντιµετωπίζεται βάση δύο διαφορετικών προσεγγίσεων. Αρχικά 
διερευνάται η απόδοση του κάθε αλγόριθµου όταν καλείται να ελαχιστοποιήσει την 
λανθασµένη αποδοχή µιας εικόνας που δεν συµµετέχει στην βάση εκπαίδευσης, ως 
γνωστή εικόνα (False Positive=0). Στην περίπτωση αυτή αυξάνεται το ποσοστό 
λανθασµένης απόρριψης µίας εικόνας ελέγχου της οποίας η κλάση, συµµετέχει στην 
βάση εκπαίδευσης, ως εικόνα άγνωστης κλάσης (False Negative).  
Η δεύτερη προσέγγιση  αφορά την περίπτωση κατά την οποία η ισορροπία 
µεταξύ False Positive και False Negative είναι επιθυµητή (False Positive ≈ False 
 
Euc Cor Cov Cos Mah L1 Che Spear 
PCA 66.4408 65.0377 60.5844 66,5018 66,5243 62,3631 55,9480 61,5219 
rLDA 73,3922 72,0437 7.3431    72,262 73,2798 71,14142 63,5479 60,1830 
Poly Kernel 40.7545   41.4994   19.1235   41.6279   42.1962   52.0983    30.7144   42.7998 
Gauss Kernel 56.8374   57.7621   11.4176   57.8552   57.5662   66.6271    40.6325   66.3477 
ICA 3.3456     3.0181     0.7931    32.0501    3.3328     3.3424     3.3521     4.6428     
FastICA 43.0824   64.4116    0.7449    65.9303   43.0663   43.2236    29.5264   64.1387 
Μ.Όρος 47.3088   50.6288   16.6678   56.0379   47.6609   49.7993    37.2869   49.9390 
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Negative). Στους πίνακες (Πίνακας 30, Πίνακας 31) που ακολουθούν, καταγράφονται 
τα συγκεντρωτικά αποτελέσµατα που αφορούν την ικανότητα των αλγορίθµων για 
εξακρίβωση της ύπαρξης µιας κλάσης στην βάση εκπαίδευσης, σύµφωνα µε τις δύο 
αυτές προσεγγίσεις. Το ποσοστό F(alse) Negative, F(alse) Positive=0 που 
καταγράφεται στους πίνακες είναι το βέλτιστο ποσοστό (ελάχιστη τιµή) ποσοστού 
False Negative, για την περίπτωση που µηδενίζεται το False Positive. Η συνάρτηση 
οµοιότητας Α που καταγράφεται είναι η συνάρτηση οµοιότητας που απέδωσε το 
βέλτιστο ποσοστό F(alse) Negative, F(alse) Positive=0. To ποσοστό F(alse) Negative 
≈ F(alse) Positive είναι το βέλτιστο ποσοστό (ελάχιστη τιµή) για την περίπτωση που 
False Positive ≈ False Negative και η Συνάρτηση Οµοιότητας Β είναι η συνάρτηση 
οµοιότητας η οποία απέδωσε το ποσοστό αυτό. 
 
Πίνακας 30: Συγκεντρωτικά αποτελέσµατα βέλτιστων αποδόσεων False Negative και False 
Positive των αλγορίθµων αναγνώρισης για την βάση Yale.  
Αλγόριθµος Συνάρτηση 
Οµοιότητας Α 
 
F Negative 
 (F Positive=0) 
Συνάρτηση 
Οµοιότητας 
Β 
F Negative ≈ F Positive 
PCA Euclidean 43.58% Spearman 21.6% 
rLDA Chebychev 47.94% L1 Norm 29.3% 
pkLDA L1 Norm 54.10% L1 Norm 30.9% 
gkLDA Correlation 55.64% Correlation 27.3% 
ICA Correlation/ L1 Norm 41.02% Cosine 23.8% 
FastICA Euclidean/ L1 Norm 40.25% Chebychev 20.05% 
 
Πίνακας 31: Συγκεντρωτικά αποτελέσµατα βέλτιστων αποδόσεων False Negative και False 
Positive των αλγορίθµων αναγνώρισης για την βάση Εργαστηρίου. 
Αλγόριθµος Συνάρτηση 
Οµοιότητας Α 
 
F Negative 
 (F Positive=0) 
Συνάρτηση 
Οµοιότητας 
Β 
F Negative ≈ F Positive 
PCA Euclidean 90.08% Euclidean 27.26% 
rLDA Euclidean 85.63% Cosine 28.65% 
pkLDA L1 Norm 96.25% L1 Norm 41.5% 
gkLDA L1 Norm 87.82% L1 Norm 37.5% 
ICA - - - - 
FastICA Correlation 87.70% Cosine 29.15% 
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Ο αλγόριθµος ICA απέδωσε πολύ χαµηλά ποσοστά ταυτοποίησης στη βάση 
Εργαστηρίου. Η ικανότητα εξακρίβωσης των αλγορίθµων είναι άµεσα συνδεδεµένη 
µε την ικανότητα ταυτοποίησης και για τον λόγο αυτό δεν καταγράφηκαν µετρήσεις 
για τα False Positive και False Negative ποσοστά. ∆ιερεύνηση της συµπεριφοράς του 
ICA παρουσιάζεται στην συνέχεια. 
 
7.3.2 Σύγκριση της απόδοσης των αλγορίθµων ως προς την ικανότητα 
επίλυσης του προβλήµατος Ταυτοποίησης.  
 
Βάση των στοιχείων που καταγράφονται στους Πίνακες 28 και 29, 
δηµιουργούνται οι πίνακες που ακολουθούν (Πίνακας 32, Πίνακας 33), οι οποίοι 
περιέχουν το βέλτιστο ποσοστό ταυτοποίησης ανεξαρτήτως της συνάρτησης 
οµοιότητας για κάθε αλγόριθµο και για τις δύο βάσεις. 
Πίνακας 32: Βέλτιστα ποσοστά αναγνώρισης για κάθε αλγόριθµο ανεξαρτήτως συνάρτησης 
οµοιότητας για την βάση Yale. 
PCA rLDA Poly Kernel Gauss Kernel ICA FastICA 
79.4872 81.5385 80.5128 78.9744 83.0769 77.1795 
 
Πίνακας 33: Βέλτιστα ποσοστά αναγνώρισης για κάθε αλγόριθµο ανεξαρτήτως συνάρτησης 
οµοιότητας  για την βάση Εργαστηρίου. 
PCA rLDA Poly Kernel Gauss Kernel ICA FastICA 
66.5243 73.3922 52.0983    66.6271    32.0501    65.9303    
  
Για την βάση Yale όλοι οι αλγόριθµοι που συµµετέχουν στην σύγκριση 
απέδωσαν ικανοποιητικά αποτελέσµατα όπως φαίνεται στον Πίνακα 
 32. Συγκρίνοντας τα βέλτιστα αποτελέσµατα για κάθε αλγόριθµο ανεξάρτητα 
από την συνάρτηση οµοιότητας, το µεγαλύτερο ποσοστό αναγνώρισης το εµφάνισε ο 
αλγόριθµος ICA µε ποσοστό ≈83.07% µε την χρήση της συνάρτησης οµοιότητας 
Spearman, και µικρότερο ποσοστό ο FastICA µε ποσοστό ≈77.18% µε την χρήση της 
οµοιότητας Συνηµίτονου. Η ταξινόµηση των αλγορίθµων αναγνώρισης για την βάση 
Yale ως προς την ικανότητα τους για ταυτοποίηση καταγράφονται στην Εικόνα 91: 
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Εικόνα 91: Ταξινόµηση των αλγορίθµων αναγνώρισης βάση της απόδοσης τους όσον ως 
προς το πρόβληµα ταυτοποίησης για την βάση Yale 
 
 
Για την βάση Εργαστηρίου ο αλγόριθµος που παρουσίασε το µεγαλύτερο 
ποσοστό αναγνώρισης ≈73.4% είναι ο rLDA µε τη χρήση της Ευκλείδειας απόστασης 
και ο αλγόριθµος µε το µικρότερο ποσοστό αναγνώρισης ≈32%  είναι  ο ICA µε την 
χρήση της οµοιότητας Συνηµίτονου. Ο αλγόριθµος ICA παρουσίασε πολύ χαµηλά 
ποσοστά αναγνώρισης στην βάση Εργαστηρίου για όλες τις συναρτήσεις οµοιότητας 
όπως φαίνεται στον Πίνακα 29. Όπως αποδεικνύεται στην συνέχεια ένας βασικός 
λόγος είναι ο µεγάλος αριθµός των εικόνων της βάσης σε συνδυασµό µε τις µεγάλες 
διαφοροποιήσεις που παρουσιάζει η συγκεκριµένη βάση (µε βασικότερη αυτή της 
διαφοροποίησης ως προς υπόβαθρο) που φαίνεται ότι επηρεάζουν δραµατικά την 
απόδοση του αλγορίθµου. Η ταξινόµηση των αλγορίθµων αναγνώρισης για την βάση 
Εργαστηρίου ως προς την ικανότητα τους για ταυτοποίηση καταγράφεται στην 
Εικόνα 92: 
 
136 
 
 
Εικόνα 92: Ταξινόµηση των αλγορίθµων αναγνώρισης βάση της απόδοσης τους όσον ως 
προς το πρόβληµα ταυτοποίησης για την βάση Εργαστηρίου. 
 
Βρίσκοντας τον µέσο όρο των ποσοστών ταυτοποίησης των αλγορίθµων στις 
δύο βάσεις παράγονται τα ποσοστά που καταγράφονται στον Πίνακα 34. 
 
Πίνακας 34: Μέσος όρος ποσοστών ταυτοποίησης των αλγορίθµων αναγνώρισης προσώπου 
στις δύο βάσεις. 
PCA rLDA Poly Kernel Gauss Kernel ICA FastICA 
73.0058    77.4654    66.3055    72.8007    57.5635   71.5549 
 
Ταξινοµώντας τον µέσο όρο της απόδοσης των αλγορίθµων και στις δύο βάσεις 
παρατηρείται ότι ο αλγόριθµος που παρουσιάζει την µεγαλύτερη ικανότητα 
ταυτοποίησης ανεξαρτήτου βάσης στην οποία εφαρµόζεται είναι ο αλγόριθµος rLDA 
(Εικόνα 93). 
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Εικόνα 93: Κατάταξη των αλγορίθµων βάση της µέσης απόδοσης τους στις δύο βάσεις 
προσώπων 
7.3.3 Σύγκριση της απόδοσης των αλγορίθµων ως προς την ικανότητα 
επίλυσης του προβλήµατος Εξακρίβωσης.  
 
Βάση των συγκεντρωτικών αποτελεσµάτων που καταγράφονται στους 
πίνακες 30 και 31 και αφορούν την ικανότητα εξακρίβωσης των αλγορίθµων ως προς 
την ύπαρξη της κλάσης µιας εικόνας ελέγχου στη βάση εκπαίδευσης παράγονται οι 
πίνακες που ακολουθούν (Πίνακας 35, Πίνακας 36): 
 
Πίνακας 35: Ποσοστά False Negative για µηδενικό False Positive για τις δύο βάσεις. 
 Βάση Yale Bάση Εργαστηρίου 
Αλγόριθµος Συνάρτηση 
Οµοιότητας  
F Negative 
 (F Positive=0) 
Συνάρτηση 
Οµοιότητας 
F Negative 
 (F Positive=0) 
PCA Euclidean 43.58% Euclidean 90.08% 
rLDA Chebychev 47.94% Euclidean 85.63% 
pkLDA L1 Norm 54.10% L1 Norm 96.25% 
gkLDA Correlation 55.64% L1 Norm 87.82% 
ICA Correlation/ L1 Norm 41.02% - - 
FastICA Euclidean/ L1 Norm 40.25% Correlation 87.70% 
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Πίνακας 36: Ποσοστά False Negative ≈ False Positive για τις δύο βάσεις. 
 Βάση Yale Bάση Εργαστηρίου 
Αλγόριθµος Συνάρτηση 
Οµοιότητας 
F Negative ≈ F 
Positive 
Συνάρτηση 
Οµοιότητας 
F Negative ≈ F 
Positive 
PCA Spearman 21.6% Euclidean 27.26% 
rLDA L1 Norm 29.3% Cosine 28.65% 
pkLDA L1 Norm 30.9% L1 Norm 41.5% 
gkLDA Correlation 27.3% L1 Norm 37.5% 
ICA Cosine 23.8% - - 
FastICA Chebychev 20.05% Cosine 29.15% 
 
Για την ανάλυση των αποτελεσµάτων και την ποιοτική ερµηνεία των 
ποσοστών που καταγράφονται στους παραπάνω πίνακες χρησιµοποιείται ένα 
παράδειγµα εφαρµογής ενός αλγορίθµου για κάθε βάση. Για το παράδειγµα 
επιλέχθηκε τυχαία ο αλγόριθµος PCΑ µε τη χρήση της Ευκλείδειας απόστασης ως 
συνάρτηση οµοιότητας. Η συµπεριφορά όλων των αλγορίθµων αναγνώρισης σε 
συνδυασµό µε όλες της συναρτήσεις οµοιότητας είναι παρόµοια και το παράδειγµα 
του PCA σε συνδυασµό µε την Ευκλείδεια απόσταση θεωρείται αντιπροσωπευτικό. 
Όπως έχει περιγραφεί αναλυτικά στην εισαγωγή του παρόντος κεφαλαίου για τον 
υπολογισµό των False Negative και False Positive ποσοστών, αρχικά υπολογίζεται 
ένα κατώφλι ThresholdMin τέτοιο ώστε τo ποσοστό False Positive να είναι µηδενικό, 
και στη συνέχεια ένα δεύτερο κατώφλι ThresholdEq, τέτοιο ώστε False Positive ≈ 
False Negative.  Στις εικόνες που ακολουθούν (Εικόνα 94, Εικόνα 95), 
καταγράφονται τα δύο κατώφλια για τον αλγόριθµο PCA και την Ευκλείδεια 
απόσταση για τις δύο βάσεις. 
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Εικόνα 94: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της Ευκλείδειας απόστασης για τη βάση Yale. 
 
 
Εικόνα 95: Κατανοµή ελάχιστων αποστάσεων των εικόνων ελέγχου από την βάση 
εκπαίδευσης βάση της Ευκλείδειας απόστασης για τη βάση Εργαστηρίου. 
 
Όπως έχει προαναφερθεί, στις παραπάνω εικόνες η καµπύλη χρώµατος µπλε 
αντιπροσωπεύει τις βέλτιστες αποστάσεις των διανυσµάτων χαρακτηριστικών των 
εικόνων ελέγχου από τα αντίστοιχα διανύσµατα χαρακτηριστικών, των εικόνων της 
βάσης ελέγχου, για την περίπτωση που το πρόσωπο ελέγχου αναγνωρίστηκε 
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επιτυχώς. Η κόκκινη καµπύλη αντιπροσωπεύει τις αποστάσεις των διανυσµάτων 
χαρακτηριστικών των προσώπων των οποίων η κλάση συµµετέχει στην βάση 
εκπαίδευσης, για τις οποίες το πρόσωπο ταυτοποιήθηκε λανθασµένα ως πρόσωπο 
άλλης κλάσης από την πραγµατική του και η πράσινη καµπύλη αντιπροσωπεύει τις 
βέλτιστες αποστάσεις των διανυσµάτων χαρακτηριστικών εικόνων κλάσεων που δε 
συµµετέχουν στη βάση εκπαίδευσης ως προς κάποια εικόνα κλάσης που συµµετέχει. 
Η τελευταία καµπύλη (πράσινη) είναι εκείνη που καθορίζει το ποσοστό των False 
Positive αναγνωρίσεων. 
Κατά την εφαρµογή των αλγορίθµων σε πρόσωπα κλάσεων που δε 
συµµετέχουν στη βάση εκπαίδευσης  παράγονται διανύσµατα χαρακτηριστικών των 
οποίων η βέλτιστη απόσταση µε τη χρήση µιας συνάρτησης οµοιότητας ως προς τα 
διανύσµατα χαρακτηριστικών εικόνων των κλάσεων που συµµετέχουν στη βάση 
εκπαίδευσης εµφανίζουν τιµές (πράσινη καµπύλη) οι οποίες χωρίς περαιτέρω 
ανάλυση ταυτοποιούν τις εικόνες αυτές µε κάποια εικόνα κλάσης που συµµετέχει στη 
βάση. Έτσι δηµιουργούνται οι περιπτώσεις των False Positive αναγνωρίσεων. 
Υπολογίζοντας των λόγο του αριθµού  των False Positive ως προς τον συνολικό 
αριθµό των ελέγχων, επί τοις εκατό παράγεται το ποσοστό (%) False Positive. Το 
κατώφλι ThresholdMin υπολογίζεται έτσι ώστε το σύνολο των τιµών της πράσινης 
καµπύλης να  θεωρείται ως µη αποδεκτό µηδενίζοντας το ποσοστό των False Positive 
αναγνωρίσεων. Παρατηρώντας τις εικόνες 94 και 95 είναι εύκολα αντιληπτό ότι κατά 
τον µηδενισµό των False Positive ένα µεγάλο µέρος των ορθών αναγνωρίσεων (µπλε 
καµπύλη) θεωρείται ως µη αποδεκτό σχηµατίζοντας έτσι το ποσοστό των Fale 
Negative. Το ποσοστό υπολογίζεται µε τον λόγο των περιπτώσεων που παρατηρείται 
False Negative ως προς τον συνολικό αριθµό των ελέγχων επί τοις εκατό (%). 
Το κατώφλι ThresholdEq υπολογίζεται έτσι ώστε τα δύο ποσοστά, False 
Negative και False Positive να είναι όσο το δυνατόν ισοδύναµα. Ο υπολογισµός του 
ThresholdEq, αλγοριθµικά γίνεται µε τη χρήση µιας διαδικασίας επαναλήψεων. 
Σηµαντική παρατήρηση που αφορά το σύνολο των µετρήσεων είναι ότι ανεξαρτήτως 
αλγορίθµου και συνάρτησης οµοιότητας που χρησιµοποιείται, κατά τη διαδικασία της 
αναγνώρισης παρατηρείται παρόµοια συµπεριφορά στις βέλτιστες τιµές των εικόνων 
που αναγνωρίζονται λανθασµένα µε εκείνες των εικόνων που δε συµµετέχουν στην 
βάση εκπαίδευσης. Αυτό φαίνεται από τις κατανοµές τους (κόκκινες και πράσινες 
καµπύλες) οι οποίες παρουσιάζουν παρόµοιες τιµές, στο σύνολο των µετρήσεων που 
καταγράφονται αναλυτικά παραπάνω. 
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Για την βάση Yale όπως φαίνεται από τα αποτελέσµατα που καταγράφονται 
στον Πίνακα 35 ο αλγόριθµος που παρουσίασε τα καλύτερα αποτελέσµατα ως προς 
την επίλυση του προβλήµατος εξακρίβωσης µε µηδενικά ποσοστά False Positive είναι 
ο αλγόριθµος FastICA. Στην περίπτωση που µηδενίζεται το ποσοστό False Positive, 
το ποσοστό κατά το οποίο µια εικόνα που ταυτοποιείται επιτυχώς µε µία εικόνα 
κλάσης της βάσης εκπαίδευσης, και θεωρείται µη αποδεκτό (False Negative) είναι 
40.25% για τις συναρτήσεις οµοιότητας Ευκλείδεια και L1 norm. Για την βάση 
Εργαστηρίου παρατηρούνται αρκετές περιπτώσεις κατά τις οποίες εικόνες που δε 
συµµετέχουν στην βάση εκπαίδευσης, παρουσιάζουν αρκετές οµοιότητες µε εικόνες 
της βάσης και παράγουν διανύσµατα χαρακτηριστικών παρόµοια µε τα αντίστοιχα 
διανύσµατα κάποιας εικόνας της βάσης. Αυτό φαίνεται και από το παράδειγµα της 
εικόνας  95 όπου το κατώφλι ThresholdMin χαρακτηρίζει ένα πολύ µεγάλο µέρος της 
κατανοµής των ορθών ταυτοποιήσεων (καµπύλη χρώµατος µπλε) ως µη αποδεκτό 
δηµιουργώντας πολύ µεγάλo False Negative ποσοστό. Έτσι στα αποτελέσµατα που 
καταγράφονται στον Πίνακα 35 για την βάση Εργαστηρίου παρατηρούνται πολύ 
µεγάλα ποσοστά False Negative. Ο αλγόριθµος ο οποίος παρουσιάζει την καλύτερη 
συµπεριφορά είναι ο rLDA σε συνδυασµό µε την Ευκλείδεια απόσταση που αποδίδει 
όµως το πολύ υψηλό ποσοστό 85.63% False Negative. 
 Άµεσο συµπέρασµα των παραπάνω είναι ότι η ικανότητα εξακρίβωσης των 
αλγορίθµων αναγνώρισης επηρρεάζεται σε πολύ µεγάλο βαθµό από τις 
διαφοροποιήσεις που εµπεριέχουν οι εικόνες που σχηµατίζουν την κάθε βάση καθώς 
και από τον συνολικό αριθµό των εικόνων που λαµβάνουν µέρος στην διαδικασία 
αναγνώρισης.  
Για την περίπτωση κατά την οποία υπάρχει ισορροπία ανάµεσα στα False 
Negative και False Positive ποσοστά, βάση των συγκεντρωτικών αποτελεσµάτων του 
Πίνακα 36 ο αλγόριθµος ο οποίος παρουσιάζει την καλύτερη συµπεριφορά για την 
βάση Yale  είναι και πάλι ο FastICA σε συνδυασµό µε την απόσταση Chebychev µε 
ποσοστό 20.05% . Για την βάση Εργαστηρίου ο αλγόριθµος που παράγει το βέλτιστο 
ποσοστό False Positive ≈ False Negative είναι ο αλγόριθµος PCA σε συνδυασµό µε 
την Ευκλείδεια απόσταση  µε ποσοστό 27.26%. Οι µετρήσεις της απόδοσης του  ICA 
για την βάση Εργαστηρίου δεν συµµετέχουν στην σύγκριση λόγω των πολύ χαµηλών 
ποσοστών αναγνώρισης που επέδειξε.  
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7.3.4 Απόδοση συναρτήσεων οµοιότητας 
 
Από τα αποτελέσµατα των µετρήσεων είναι εµφανές ότι κάποιες συναρτήσεις 
οµοιότητας παρέχουν καλύτερα αποτελέσµατα σε συνδυασµό µε συγκεκριµένους 
αλγόριθµους. Στον Πίνακα 37 καταγράφεται ο µέσος όρος της απόδοσης των 
συναρτήσεων οµοιότητας στις δύο βάσεις για κάθε αλγόριθµο αναγνώρισης. 
  
Πίνακας 37: Συνολική απόδοση συναρτήσεων οµοιότητας για κάθε αλγόριθµο και για τις 
δύο βάσεις.  
 
Όπως φαίνεται στον παραπάνω πίνακα οι γραµµικοί αλγόριθµοι PCA και rLDA 
παρουσιάζουν µεγαλύτερα ποσοστά αναγνώρισης µε την χρήση της Ευκλείδειας 
απόστασης, οι µη γραµµικοί αλγόριθµοι πυρήνα Poly Kernel LDA και Gauss Kernel 
LDA ευνοούνται από την χρήση της νόρµας L1 ενώ και οι δύο αλγόριθµοι 
Ανεξάρτητων Συνιστωσών ο ICA και o FastICA παρουσιάζουν µεγαλύτερα ποσοστά 
αναγνώρισης µε τη χρήση της οµοιότητας συνηµίτονου. Συνολικά η συνάρτηση 
οµοιότητας µε την µεγαλύτερη απόδοση ανεξάρτητα από τον αλγόριθµο αναγνώρισης 
είναι η οµοιότητα Συνηµιτόνου µε ποσοστό 67.14% ενώ η συνάρτηση µε την 
µικρότερη απόδοση είναι η συνδιακύµανση που απέδωσε το ίδιο άσχηµα και για τις 
δύο βάσεις για το σύνολο σχεδόν των αλγορίθµους. Η κατάταξη των συναρτήσεων 
οµοιότητας βάση του µέσου όρου των ποσοστών αναγνώρισης και στις δύο βάσεις 
καταγράφεται στην Εικόνα 96: 
 
 
Euc Cor Cov Cos Mah L1 Che Spear 
PCA 71.1691   70.2112   53.2409   70.8150   70.5699   69.8995    64.1278   70.5045 
rLDA 76.9525   76.7911   22.7741   76.6438   76.8963   75.8271    71.5176   66.5018 
Poly Kernel 59.4798   59.9805   23.9207   60.6857   60.0725   66.3055    52.9213   59.6051 
Gauss Kernel 67.1367   68.3683   16.6062   68.4148   67.6292   72.1597    58.1368   70.3534 
ICA 40.2626   40.0988   32.1914   54.7430   40.2562   41.1584    36.1633   43.8598 
FastICA 57.8233   70.7956    4.9878    71.5549   58.0716   58.1503    50.0196   70.0181 
Μ.Όρος 62.1373   64.3742   25.6202   67.1429   62.2492   63.9168    55.4811   63.4738 
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Εικόνα 96: Κατάταξη συναρτήσεων οµοιότητας σύµφωνα µε τον µέσο όρο της απόδοσης 
τους σε συνδυασµό µε όλους τους αλγόριθµους αναγνώρισης και για τις δύο βάσεις 
 
7.3.5  Σύγκριση των βάσεων 
 
Σύµφωνα µε τις µετρήσεις παρατηρήθηκαν µεγάλες διαφοροποιήσεις στα 
ποσοστά αναγνώρισης στις δύο βάσεις. Πιο συγκεκριµένα η βάση Yale παρουσίασε 
κατά µέσο όρο 20.69% µεγαλύτερα ποσοστά αναγνώρισης βάση των 
συγκεντρωτικών αποτελεσµάτων των πινάκων 32 και 33. Η βάση Yale εµπεριέχει 
µικρότερο αριθµό διαφοροποιήσεων ανάµεσα στις εικόνες προσώπου που την 
σχηµατίζουν. Επιπλέον οι εικόνες των κλάσεων της έχουν µονόχρωµο κενό 
υπόβαθρο. Οι αλγόριθµοι αναγνώρισης που συµµετέχουν στην σύγκριση είναι 
αλγόριθµοι που βασίζονται στην εµφάνιση και ακολουθούν µια ολιστική 
αντιµετώπιση των εικόνων προσώπου. Έτσι στα διανύσµατα χαρακτηριστικών που 
παράγονται για τους αλγόριθµους αυτούς συµµετέχει και το υπόβαθρο. 
Σηµαντικός παράγοντας που επηρεάζει την απόδοση των αλγορίθµων στις δύο 
βάσεις, είναι και ο συνολικός αριθµός των εικόνων που συµµετέχουν στις µετρήσεις 
για κάθε βάση.  Για την βάση Yale όλες οι εικόνες που συµµετέχουν στην βάση 
εκπαίδευσης, συµµετέχουν µε τον ίδιο αριθµό εικόνων (έξι) στην βάση ελέγχου και 
επηρεάζουν ισοδύναµα το τελικό αποτέλεσµα. Για την βάση Εργαστηρίου ο αριθµός 
των εικόνων προσώπων κάθε κλάσης που συµµετέχει στην βάση ελέγχου 
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παρουσιάζει πολύ µεγάλες διαφοροποιήσεις. Υπάρχουν κλάσεις που συµµετέχουν µε 
µονοψήφιο αριθµό εικόνων ενώ άλλες µε τριψήφιο. Έτσι µία κλάση µε µεγάλες 
διαφοροποιήσεις ως προς την γωνία λήψης των εικόνων προσώπων της και ως προς 
τον φωτισµό, που συµµετέχει σε µεγάλο βαθµό στην σύγκριση επηρεάζει αρνητικά το 
τελικό ποσοστό αναγνώρισης. Επιπρόσθετα ο µεγάλος αριθµός των κλάσεων που 
συµµετέχουν στη βάση εκπαίδευσης αυξάνει την πιθανότητα µία εικόνα ελέγχου να 
παρουσιάσει οµοιότητες µε κάποιο πρόσωπο που δεν ανήκει στην κλάση στην οποία 
πραγµατικά ανήκει.  
Για να αποδειχθεί πως επηρεάζει ο αριθµός των εικόνων που συµµετέχουν 
στις µετρήσεις την απόδοση των αλγορίθµων αναγνώρισης, επιλέχθηκαν τυχαία 13 
κλάσεις της βάσης Εργαστηρίου και από αυτές επιλέχθηκαν τυχαία 11 εικόνες. Πέντε 
από τις εικόνες αυτές και πάλι µε τυχαία επιλογή σχηµάτισαν την βάση εκπαίδευσης 
ενώ οι υπόλοιπες έξι συµµετείχαν στην βάση ελέγχου. Έτσι δηµιουργήθηκε ένα 
υποσύνολο της βάσης Εργαστηρίου ίδιου µεγέθους µε την βάση Yale. Τα 
συγκεντρωτικά αποτελέσµατα των µετρήσεων της απόδοσης των αλγορίθµων 
αναγνώρισης µε τη χρήση της Ευκλείδειας απόστασης παρουσιάζονται στον Πίνακα 
38: 
 
Πίνακας 38: Ποσοστά αναγνώρισης για κάθε αλγόριθµο για το υποσύνολο της  βάσης 
Εργαστηρίου µε τη χρήση της Ευκλείδειας απόστασης.. Παρουσιάζεται ο µέσος όρος δύο 
επαναλήψεων.  
PCA rLDA Poly Kernel Gauss Kernel ICA FastICA Μέσος Όρος 
72.23 77.3 57.15 67.97 49.2 52.14 62.6650 
 
Ο µέσος όρος των ποσοστών αναγνώρισης του πίνακα 33 είναι 62.6650% και 
είναι κατά ≈ 15% µεγαλύτερος από αυτόν του πίνακα 29 (47.3088%) για την 
Ευκλείδεια απόσταση, στον οποίο συµµετέχει το σύνολο των εικόνων της βάσης 
Εργαστηρίου.  Τα ποσοστά παραµένουν µικρότερα από τα αντίστοιχα της βάσης 
Yale. Ενδιαφέρον αποτελεί το γεγονός ότι και για το υποσύνολο της βάσης 
Εργαστηρίου η κανονικοποιηµένη Γραµµική ∆ιακρίνουσα Ανάλυση (rLDA) κατέχει 
και πάλι το µεγαλύτερο ποσοστό αναγνώρισης ενώ ο αλγόριθµος ICA φαίνεται να 
επηρεάζεται περισσότερο από τους υπόλοιπους από τον αριθµό των εικόνων που 
συµµετέχουν στις µετρήσεις. Η εφαρµογή του ICA στο σύνολο των εικόνων της 
βάσης Εργαστηρίου έδωσε  µονοψήφια ποσοστά αναγνώρισης για όλες τις 
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συναρτήσεις οµοιότητας εκτός από την οµοιότητα Συνηµίτονου όπου παρουσίασε 
καλύτερη εικόνα αποτελεσµάτων. 
  
  
8. Συµπεράσµατα 
 
Με την ολοκλήρωση της ανάλυσης των µετρήσεων όπως αυτή καταγράφηκε 
στο προηγούµενο κεφάλαιο εξάγονται διάφορα σηµαντικά συµπεράσµατα.  
Όπως αποδεικνύεται από τη διαφορά στην απόδοση των αλγορίθµων που 
συµµετέχουν στις µετρήσεις κατά την εφαρµογή τους στις δύο βάσεις, η απόδοση των 
αλγορίθµων είναι άµεσα συνδεδεµένη µε την δοµή των βάσεων στις οποίες 
εφαρµόζονται. Η βάση Yale είναι περισσότερο ελεγχόµενη τόσο ως προς τις 
διαφοροποιήσεις που εµπεριέχουν οι εικόνες προσώπου που την απαρτίζουν, όσο και 
ως προς τον αριθµό των κλάσεων µε τις οποίες συµµετέχει στις µετρήσεις. Επιπλέον 
τα σύνολα των κλάσεων ελέγχου που σχηµατίζονται είναι ισοδύναµα ως προς τον 
αριθµό των εικόνων που περιέχουν. Οι εικόνες της βάσης Εργαστηρίου εµπεριέχουν 
µεγάλο αριθµό διαφοροποιήσεων οι οποίες δεν υπάρχουν στις αντίστοιχες εικόνες της 
βάσης Yale. Πιο συγκεκριµένα οι εικόνες της βάσης Εργαστηρίου δεν έχουν κενό 
(µονόχρωµο) υπόβαθρο, παρουσιάζουν µεγαλύτερες διαφορές στον φωτισµό και στην 
γωνία λήψης των εικόνων και εµφανίζουν διαφορές στην χρονική στιγµή λήψης των 
εικόνων. Επιπλέον ο αριθµός των εικόνων µε τον οποίο συµµετέχει κάθε κλάση στην 
βάση ελέγχου δεν είναι σταθερός έτσι κάθε κλάση επηρεάζει διαφορετικά τα 
αποτελέσµατα των µετρήσεων. 
Όπως αποδείχθηκε βάση των µετρήσεων στο σύνολό τους οι αλγόριθµοι 
αναγνώρισης που συµµετείχαν στην σύγκριση, επηρεάζονται αρνητικά ως προς την 
απόδοση τους όταν εφαρµόζονται στην βάση µε τις περισσότερες διαφοροποιήσεις. 
Κάποιοι αλγόριθµοι είναι περισσότερο ευαίσθητοι από άλλους. Ο αλγόριθµος που 
παρουσίασε τις µικρότερες διακυµάνσεις στην απόδοσή του, µε υψηλά ποσοστά 
αναγνώρισης και στις δύο βάσεις, είναι ο αλγόριθµος της κανονικοποιηµένης 
Γραµµικής ∆ιακρίνουσας Ανάλυσης (rLDA ). Ο αλγόριθµος που φάνηκε να 
επηρεάζεται  σε τέτοιο βαθµό που να καθιστά αδύνατη την εξαγωγή ποσοστών 
ικανών για να συµµετέχουν στην σύγκριση σε βάση µε πολλές διαφοροποιήσεις είναι 
ο αλγόριθµος Ανάλυσης Ανεξάρτητων Συνιστωσών (ICA)  µε την προσέγγιση των 
Bartlet et. al. [59].  
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Στην προσπάθεια διερεύνησης της συµπεριφοράς του αλγορίθµου ICA µε τη 
δηµιουργία του υποσυνόλου της βάσης Εργαστηρίου όπως περιγράφηκε στο 
προηγούµενο κεφάλαιο εξάγεται και το συµπέρασµα ότι ο αλγόριθµος επηρεάζεται 
και σε µεγάλο βαθµό από τον συνολικό αριθµό των εικόνων στις οποίες εφαρµόζεται. 
Αξιοσηµείωτο είναι το γεγονός ότι ο ίδιος αλγόριθµος εµφάνισε το µεγαλύτερο 
ποσοστό αναγνώρισης στην βάση Yale (≈83.08%) καταδεικνύοντας ακόµα 
περισσότερο το πόσο ευαίσθητος είναι όσον αφορά την εφαρµογή του σε µη 
ελεγχόµενες βάσεις προσώπων. Αρκετά σταθερή και µε υψηλά ποσοστά ήταν και η 
απόδοση του αλγόριθµου  Ανάλυσης Κύριων Συνιστωσών (PCA).  
Σύµφωνα µε την ανάλυση των αποτελεσµάτων, είναι εµφανές ότι η απόδοση 
των αλγορίθµων αναγνώρισης ως προς την ικανότητα τους για την επίλυση του 
προβλήµατος εξακρίβωσης για µηδενικά ποσοστά False Positive, επηρεάζεται πολύ 
από την βάση στην οποία εφαρµόζονται. Η απόδοση των αλγορίθµων στη βάση Yale 
ήταν δραµατικά καλύτερη σε σχέση µε απόδοση στη βάση Εργαστηρίου. Οι 
αλγόριθµοι που εµφάνισαν τα καλύτερα αποτελέσµατα είναι οι FastICA και rLDA. 
Για την περίπτωση που η ισορροπία των False Negative και False Positive ποσοστών 
είναι περισσότερο επιθυµητή, οι αλγόριθµοι που παρουσίασαν την καλύτερη 
συµπεριφορά ήταν οι FastICA και PCA.  Παρατηρήθηκε γενικά ότι οι µη γραµµικοί 
αλγόριθµοι του πυρήνα σε όλες τις µετρήσεις που αφορούν το πρόβληµα 
εξακρίβωσης παρουσίασαν τις χαµηλότερες αποδόσεις. 
Όσον αφορά την απόδοση των συναρτήσεων οµοιότητας, βάση των 
µετρήσεων εξάγεται το συµπέρασµα ότι υπάρχουν συνδυασµοί αλγορίθµων 
αναγνώρισης/συναρτήσεων οµοιότητας, που παράγουν καλύτερα αποτελέσµατα. Οι 
γραµµικοί αλγόριθµοι PCA και rLDA, παράγουν καλύτερα αποτελέσµατα σε 
συνδυασµό µε την Ευκλείδεια απόσταση, οι µη γραµµικοί αλγόριθµοι πυρήνα Kernel 
Gauss LDA και Kernel Polynomial LDA παράγουν καλύτερα αποτελέσµατα µε την 
χρήση της νόρµας L1, ενώ οι αλγόριθµοι ανάλυσης Ανεξάρτητων Συνιστωσών, ICA 
και FastICA παρουσιάζουν καλύτερη συµπεριφορά κατά µέσο όρο µε την χρήση της 
απόστασης Συνηµίτονου. Γενικά, βάση των αποτελεσµάτων όλες οι συναρτήσεις 
οµοιότητας παρουσίασαν αρκετά καλά ποσοστά αναγνώρισης εκτός από την 
Συνδιακύµανση η οποία φάνηκε ότι δεν µπορεί να ανταπεξέλθει στον ρόλο της ως 
ταξινοµητής για συστήµατα αναγνώρισης προσώπου. Και για τις δύο βάσεις η 
συνάρτηση οµοιότητας η οποία απέδωσε το µεγαλύτερο ποσοστό ανεξάρτητα µε τον 
αλγόριθµο αναγνώρισης µε τον οποίο συνδυάστηκε είναι η απόσταση Συνηµίτονου.  
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Στην παρούσα εργασία υλοποιήθηκαν οι βασικοί αλγόριθµοι που βασίζονται 
στην εµφάνιση. Ως µελλοντική µελέτη, κρίνεται σκόπιµη η υλοποίηση των βασικών 
αλγορίθµων αναγνώρισης προσώπου που βασίζονται σε µοντέλα, όπως αυτοί 
περιγράφονται στο κεφάλαιο της περιγραφής των αλγορίθµων και η εφαρµογή τους 
στις ίδιες βάσεις προσώπων έτσι ώστε να µπορεί να εφαρµοσθεί απευθείας σύγκριση 
της απόδοσης τους, µε τους αλγόριθµους που υλοποιούνται στην παρούσα εργασία. 
Σύµφωνα µε τις δηµοσιεύσεις [9], [11] και [56] όπου αναλύονται οι αλγόριθµοι των 
Κρυµµένων Προτύπων Μαρκοβ (HMM), Ταιριάσµατος Ελαστικών ∆εσµών (Elastic 
Bunch Matching) και Τρισδιάστατου Μοντέλου Μορφοποίησης (3D Morphable 
Model) όπου και πραγµατοποιούνται συγκρίσεις µε τον αλγόριθµο PCA, αναµένονται 
σε γενικές γραµµές αποδόσεις κοντά στον µέσο όρο της απόδοσης των αλγορίθµων 
που συµµετείχαν στην σύγκριση στην παρούσα εργασία, για µη ελεγχόµενες βάσεις 
όπως η βάση Yale  και η βάση Εργαστηρίου 
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ΓΛΩΣΣΑΡΙ ΕΠΙΣΤΗΜΟΝΙΚΩΝ ΟΡΩΝ 
 
Α 
Αλγόριθµος που βασίζεται σε Fixed-point Iteration Algorithm 
Σταθερό Αριθµό Επαναλήψεων 
Αλγόριθµοι που βασίζονται Model Based Algorithms 
στη δηµιουργία µοντέλων  
Αλγόριθµοι που βασίζονται Appearance Based Algorithms 
στην εµφάνιση 
Αλγόριθµοι Πυρήνα Kernel Algorithms 
Αλγόριθµος Ανεξάρτητων  FastICA 
Συνιστωσών µε Σταθερό Σηµείο 
Επαναλήψεων 
Αναγνώριση Μοτίβου   Pattern Recognition 
Αναγνώριση Προσώπου Face Recognition 
Ανάλυση σε Ανεξάρτητες Independent Component Analysis, 
Συνιστώσες ICA 
Ανάλυση σε Κύριους Συνιστώσες Principal Component Analysis, PCA 
Ανάλυση σε Κύριους Συνιστώσες Kernel Principal Component Analysis, 
του Πυρήνα Kernel PCA 
Ανάµεσα στις Κλάσεις Πίνακας Between-class Scatter Matrix 
∆ιασποράς 
Αυξητικό ∆ιανυσµατικό Ανάδελτα Ascending Gradient  
 
Β 
Βάση Εκπαίδευσης Train Database 
Βάση Ελέγχου Test Database 
 
Γ 
Γραµµική ∆ιακρίνουσα Ανάλυση, Linear Discriminant Analysis, LDA 
Μέθοδος των Fisherfaces 
Γραµµική ∆ιακρίνουσα Ανάλυση  Kernel Linear Discriminant Analysis, 
του Πυρήνα Kernel LDA 
 
Ε 
Εικονοστοιχείο Pixel 
Εικόνα Ελέγχου Test Image 
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Εντός Κλάσης Πίνακας ∆ιασποράς Within-class Scatter Matrix 
Εξισορρόπηση Ιστογράµµατος Histogram Equalization 
Ευκλείδεια Απόσταση Euclidean Distance   
 
Ι 
Ιδιοδιάνυσµα Eigenvector 
Ιδιοπεδία Φωτός Eigen light-fields 
Ιδιοπρόσωπο Eigenface 
Ιδιοπρόσωπο του Πυρήνα Kernel Eigenface 
Ιδιοτιµή Eigenvalue 
 
Κ 
Κανονικοποιηµένη Γραµµική Regularized Linear Discriminant Analysis, 
∆ιακρίνουσα Ανάλυση rLDA 
Κατώφλι Threshold 
Κρυµµένα Πρότυπα Markov  Hidden Markov Model, HMM 
 
Λ 
Λευκοποίηση Whitening 
 
Μ 
Μέθοδος ∆ιγραµµικής Παρεµβολής Bilinear Interpolation 
Μηδενοχώρος Null Space 
Μηχανή Πυρήνα Kernel Machine 
Μηχανή Υποστήριξης ∆ιανύσµατος Support Vector Machine 
 
Ο 
Οµοιότητα Συνηµιτόνου Cosine 
Οπτική Εκµάθηση Visual Learning 
 
Π 
Πόλωση Bias 
Πρόβληµα Μικρού Αριθµού Small Sample Size Problem 
∆ειγµάτων  
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Προσαρµοσµένη Εξισορρόπηση Adaptive Histogram Equalization 
Ιστογράµµατος 
 
Σ 
Στατιστικές Υψηλότερης Τάξης Higher Order Statistics, HOS 
Συνάρτηση Αντιστοίχισης Mapping Function 
Συνάρτηση Μεταφοράς-Συµπίεσης Squashing Function 
Συνάρτηση Πυκνότητας Πιθανότητας Probability Density Function, PDF 
Συνδιακύµανση Covariance  
Συσχέτιση Correlation 
 
T 
Τέχνασµα του Πυρήνα Kernel Trick 
 
Υ 
Υπολογιστική Όραση  Computer Vision 
Υποπεριοχές Προσώπου Face Subregions 
 
X 
Χώρος Προσώπων  Face Space 
 
