A method is described for automatically repairing legacy software at the assembly code level using evolutionary computation. The technique is demonstrated on Java byte code and x86 assembly programs, showing how to find program variations that correct defects while retaining desired behavior. Test cases are used to demonstrate the defect and define required functionality. The paper explores advantages of assembly-level repair over earlier work at the source code level-the ability to repair programs written in many different languages; and the ability to repair bugs that were previously intractable. The paper reports experimental results showing reasonable performance of assembly language repair even on non-trivial programs.
INTRODUCTION
Automating the process of software repair is an important issue for software engineering, one that is under active exploration by several groups (e.g., [11, 2, 10, 11] ). This paper describes a generic method for automatically repairing important classes of software defects in legacy assembly programs, compiled from different programming languages in the absence of formal specifications.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. In earlier work, Evolutionary Computation (EC) techniques successfully repaired bugs in legacy C programs by representing and manipulating the abstract syntax tree (AST) of C source code at the statement level [3, 11] . The earlier work does not presuppose a formal specification of the program, relying instead on test cases, both for fault localization and as a proxy for evaluating correctness. The current paper extends this earlier work, demonstrating the feasibility of repairing programs by manipulating the assembly code associated with existing software products. Although direct manipulation of assembly code is not the most obvious way to approach software repair for programs written in high-level languages, the paper demonstrates a number of benefits:
• Generality: The technique is potentially applicable to any program that compiles to an intermediate assembly code, even without access to source code.
• Expressive Power: The earlier work was limited to statement-level repairs and could not directly repair, for example, transposed arguments to a function, incorrect type declarations for a variable, or incorrect value assignments to a constant. All of these repairs are possible at the finer-grained assembly code level.
• Representation: The assembly code representation features a small alphabet of primitives (each instruction is a primitive in our representation) and many more lines of code than their source code counterparts. These properties ensure that our method (which does not invent new code) has access to a large portion of the space of possible instructions.
BACKGROUND
Evolutionary Computation (EC) is a domain-independent method of guided random search which borrows both mechanisms and terminology from the biological process of evolution. Both Genetic Algorithms (GA) and Genetic Programming (GP) [5] are sub-fields of EC in which the candidate solutions are represented either as linear arrays of parameters and features (GA) or as program trees (GP). In this work we blur the distinction between GA and GP by evolving linear arrays of assembly code instructions, and we therefore adopt the more general term of evolutionary computation.
In EC, a population of candidate solutions is generated for a given problem. In our application, these candidates are computer programs. Each candidate solution is referred to as an individual, genome, or variant, and we use those terms interchangeably. EC evaluates each individual to assess how well it solves the problem at hand, referred to as its fitness. In this paper, fitness is assessed by test cases. Only high-fitness programs (i.e., those that pass many test cases) are retained in the population. Computational analogs of biological mutation and crossover produce variations of the high-fitness programs, and the process iterates until a highfitness program is found.
The small amount of previous work on EC program repairs falls into two categories. The first guarantees that the codemodification operators (genetic operators) can produce only valid programs [8, 9] , while the second uses general operators and defers the determination of validity to the compiler and execution engine [6] . Using the first approach, Orlov and Sipper evolved machine code compiled from short programs written in Java (on the order of 100 lines of code for simple mathematical manipulations) [9] . Here we demonstrate applicability to legacy programs that are both longer and more complex using the latter approach, finding that assembly code is surprisingly robust under naïve modifications. In earlier work, we demonstrated that EC could repair legacy C programs by operating on statement-level ASTs parsed from C source code [3, 11] . The earlier work was limited to programs written in C and to bugs that can be fixed with only statement-level manipulations. This paper addresses both limitations by operating at the assembly code level.
Clearview [10] addresses a problem similar to ours, automatically detecting and patching assembly-level errors in deployed software. Clearview monitors specific features of a program at runtime, learns invariants that characterize normal behavior, and subsequently flags violations for repair. Candidate patches that satisfy the implicated invariant are generated and tested dynamically. Clearview repairs only those errors that are relevant to preselected monitors. Our method is more generic, providing a single approach to repair multiple classes of faults without the need for specific monitors, and we do not require continual runtime monitoring (and the incumbent slowdown) to create and deploy repairs.
TECHNICAL APPROACH
Our technique takes as inputs an assembly-language program and its test suite. The test suite contains both positive test cases, which the program currently passes, and one or more negative test cases, which the program currently fails, demonstrating the bug. The program is represented abstractly (Section 3.1) and manipulated using EC operators (Section 3.2) to generate new candidate repairs. This process iterates until a repair is found that passes all tests (Section 3.3).
Representation
Individuals (program variants) are represented as linear arrays of assembly code instructions, either x86 assembly code or Java bytecode. In the case of x86 assembly, each element in the array represents an entire line taken from a file of assembly code, such as that generated by gcc -S. For Java the "Bytecode Engineering Library" (BCEL) [1] is used to obtain a list of bytecode instructions from a compiled class file.
Assembly code instructions include labels, single commands, and commands with arguments. We never alter the internal elements of an assembly code instruction, and no distinction is made between instructions based on their form or content. This simplifies and generalizes the operators (because there are no hard-coded rules about x86 assembly structure, for example). It also restricts the search to programs that can be constructed from the program's existing assembly code instructions Given the relatively small alphabet of assembly code instructions and the large number of such instructions in even small programs, this limitation seems reasonable.
Genetic Operators
Our genetic operators permute, copy, delete and recombine existing sequences of instructions. Each instruction is assigned a positive and negative weight indicating it's relevance to the execution path of the positive and negative test cases respectively. There are three mutation operators for altering a single variant and one crossover operator for recombining two variants into a single offspring. Mutateinsert selects an instruction with probability proportional to its positive weight, copies and inserts it in a position selected proportionally to the negative weights. Mutate-delete selects an instruction proportionally by negative weight and deletes it. The mutate-swap operator selects two instructions proportionally by negative weight and swaps them. Finally, Crossover begins with two program variants, selects a single crossover point for each of them (proportionally by negative weight) and exchanges all instructions after the crossover point between the two variants, creating two new program variants.
Fitness Evaluation
The quality of a program variant is assessed using a fitness function. Our fitness function uses the test suite of the original program (i.e., the positive tests) and the negative tests which exercise the bug. The negative tests allow us to determine when a program variant has successfully repaired the bug, and the positive tests ensure that a variant has retained required program behavior.
To calculate the fitness of a program variant we assemble and link it to an executable binary (x86) or a class file (Java bytecode). Programs that fail to assemble or link are assigned a fitness score of 0. Otherwise, we run the program against all positive and negative test cases, recording how many it passes correctly. The fitness score is equal to the weighted sum of the number of positive and negative test cases passed. In general passing a negative test case is worth more, both to compensate for the fact that there are generally more positive than negative test cases, and to bias the search towards buggy code.
EXPERIMENTAL RESULTS
We compared the assembly code and C AST representations [11] , using the benchmarks of the original work. The benchmarks range from standard software engineering errors (e.g., crashes or infinite loops) to security vulnerabilities (e.g., remote buffer overflows). The programs themselves are generally Unix system utilities, but include one webserver. Each program typically includes five positive test cases and one negative test case. Two programs, atris and flex, are not included, because the testing rig and test cases provided for them did not sufficiently isolate runaway and ill-behaved variants.
All experiments were run using populations of 40 program variants, and terminated after a maximum of 10 genera-tions. We generate 90% of each generation's new program variants using mutation, and 10% using crossover, in both tournaments of size 3 are used to select fit individuals for reproduction. Table 1 shows the results of these two representations. The repair process is stochastic; the '% Success' column gives the percentage of random trials that yield a valid repair. The dominant time cost of the repair process is evaluating the fitness of a variant on the test suite; the 'Fitness per Success' column gives the average number of fitness evaluations required to find a repair. Since each run is independent (and, indeed, the fitness evaluation of each variant is independent), runs are conducted in parallel, terminating at first success. Thus if the success rate of a repair is 25% and it requires 100 test suite evaluations, we say that it takes on average 400 test suite evaluations before that repair is discovered.
The average number of fitness evaluations required to produce a repair is 63.6 for C and 74.4 for assembly: only 17% more work is required, on average, for assembly level repairs. These performance results were obtained using EC parameters taken from previous work for the purpose of direct comparison. EC applications more typically use population sizes and number of iterations in the hundreds or thousands. When we select parameters more suited to assemblylevel repair, performance improves significantly with the success rate of ultrix-look rising from 60% to 100%, and of ultrix-deroff rising from 1% to 21%.
This comparison shows that evolution at the assembly code level has reasonable performance when fixing bugs in legacy software tools. Even at the scale of thousands of lines of code, and tens of thousands of assembly code instructions, the solutions were normally found with very few runs (under 40 fitness evaluations on average across every program in Table 1 ). This supports earlier results showing that EC program repair time scales with the size of the weighted path (fault localization) [3] . The algorithm shown in Figure 1 calculates the greatest common denominator of two numbers. This algorithm contains a bug: When a = 0 and b = 0 the program enters an infinite loop in lines 4 to 10. This algorithm was coded by the authors in C, Haskell, and Java, and repairs were generated for the assembly code compiled from each program. The results are shown in Table 2 , and demonstrate that it is indeed possible to use a single setup to repair defects in a variety of programming languages. 'Program length' refers to the total number of assembly-code instructions of the baseline individual. 'Unique Solutions' is the total number of unique solutions found in 500 total runs with populations of 40 program variants. 
Generality to Multiple Languages

DISCUSSION AND FUTURE WORK
Section 4.1 shows that linear arrays of assembly code instructions obtained from legacy programs can be repaired automatically using EC. Previous EC work focused on hundredline assembly programs; we present results on thousands of lines (e.g., 15428 lines for indent). The fine-grained expressive power of operations at the assembly code instruction level can, in some cases, effect repairs that are currently not possible at the source-code statement level. The generality of assembly code extends the potential reach of this method to a wide range of programming languages, greatly expanding its applicability compared to previous automated bug correction techniques. The large number of assembly code statements present in even trivial programs ensures that the genetic operations have a full library of existing code from which to construct new program variants.
We were surprised to discover that most of the repairs described in this paper required a small number of genetic operations, in some cases, only one swap of assembly instructions. We experimented with more complex operators, which not only rearranged assembly code instructions, but also altered the values of arguments and labels. These finergrained alterations rarely improved our results, and generally slowed down search time. We conjecture that our results could be improved significantly by optimizing and enhancing the EC parameters and operators (e.g. context-aware mutation and improved crossover), and we leave the question of carefully evaluating repair quality to future work.
Our methodology is automatable but not yet a turnkey solution. The configuration of the testing rig is more complex compared to previous work. Also, existing program behavior that is not protected by positive test cases could be compromised, although that has not been a problem in practice. Finally, it is not yet clear how many complex bugs can be fixed without inventing any new code.
Fitness Evaluation and Safety
Evaluating programs created by randomly mutating assembly code is not trivial. For example, gcc or as would often stall indefinitely without throwing an exception when transforming mutated x86 assembly into object files. We adopted an eight second timeout on the process and all test cases.
To protect host systems, fitness is evaluated in a virtual machine. Because the genetic operators do not include safety checks, it is possible for arbitrary code to be executed on the machine used for evaluation. "Stack Smashing" errors were common and program variants were routinely terminated by security measures built into the host Linux operating system. Similarly, some ill-behaved program variants would not respond to standard termination signals. The use of safety and isolation measures built in to the processor and OS to selectively cull unfit program variants is a standard feature of EC approaches [6] . 
Future Work
The functional properties of common programs (as defined by test suites) are remarkably robust to program manipulation at the assembly level, a property known as mutational robustness. Preliminary investigations of programs compiled from different source languages suggests significant differences in the mutational robustness of their assembly representation. We hope to examine both the surprising overall level of robustness of program functionality to mutational changes, and the differences in robustness in similar programs compiled from different source languages.
More speculatively, we believe that this technique could have practical applications beyond software repair. First, seemingly innocuous machine-specific environmental factors can have surprisingly large impacts on the performance of common utility programs [7] . A variation of our technique could be used to optimize such utilities to each machine on which they are used. A second potential application is disruption of software monocultures [4] . In security settings, randomization is often inserted into compiled programs to prevent malicious attacks. Assembly code evolution could be used for widely distributed programs to add diversity to deployed software.
Conclusion
This work presents a simple, powerful, and general mechanism for automatically repairing legacy software by evolving assembly code programs. We presented empirical results comparing our approach to the previous state-of-the-art in EC repair, showing that assembly level EC is nearly as efficient as source code EC. Although some may object to attempting automated assembly code repair at all, we believe that it will increase the class of repairs that can be addressed by EC and is an important steps toward making automated repair practical.
