Introduction.
Let A = {z: \z\ < 1} and let A denote the set of functions analytic in A. Let So = {&'■ <t> G A and \<f>(z)\ < [z\}. A is a locally convex linear topological space with respect to the topology given by uniform convergence on compact subsets of A. By a continuous, linear functional on A, we mean a complex-valued functional defined on A that is continuous and linear. In other words, if J is such a functional, then J(af + bg) = aJ(f) + bJ(g) whenever a and b belong to C and / and g belong to A. Also, if /" G A (n = 1,2,... ) and and Re J is not constant on F. In general, for a fixed continuous, linear functional J, the solution set contains an extreme point of the closed convex hull of F which we denote by HF. The set of extreme points of a family F, we denote by EF and the set of support points by suppF. We recall the definition of subordination between two functions, say / and F, analytic in A. This means that there is an analytic function 0 so that (f> G Bq and f = F-<f>. If F is univalent in A, the subordination is equivalent to /(0) = F(0) and /(A) c F (A). The set of all functions subordinate to a fixed function F we denote by s(F). We note that s(F) is a compact subset of A and s(F) = {F ■ <f>: <f> G Bq}.
In Theorem Suppose that / G supps(P). It follows that f = F ■ <p where <f> G suppjBn [1, 5] .
There exists a continuous, linear functional J on A so that Re J is nonconstant on s(F), J is given by {bn} as in (1) and (2) where a = (-xr,) a. By using (3) and comparing singularities on both sides of (8) we conclude that n = m and so we have To finish the proof, assume that each A^ in (6) satisfies 0 < A& < 1. As we showed above Xk = i£ for k = 1,2,...,n. Note that a > 1 and 0 < tk < 1 implies that t^ < tk for k = 1,2,... ,.n. Hence, we conclude that 1 = J2fc=i ^fc -Sfc=i 'fc < Sfc=i tk = 1-This is a contradiction and so X3 -1 for some j and /(^) = F(xjz). This completes the proof.
REMARK. In a recent paper [2], Y. Abu-Muhanna proved that if F is univalent in A, the complement of F(A) is convex and dF(A) satisfies a smoothness condition at 00 then (3) holds. He also proved that under these assumptions EHs(F) = {F(xz) : \x\ = 1} and so (4) We thank the referee for his suggestions and comments.
