Abstract. For an edge weighted undirected graph G and an integer k ≥ 2, a k-way cut is a set of edges whose removal leaves G with at least k components. We propose a simple approximation algorithm to the minimum k-way cut problem. It computes a nearly optimal k-way cut by using a set of minimum 3-way cuts. We show that the performance ratio of our algorithm is 2 − 3/k for an odd k and 2 − (3k − 4)/(k 2 − k) for an even k. The running time is O(kmn 3 log(n 2 /m)) where n and m are the numbers of vertices and edges respectively.
Introduction
Given a simple, edge weighted undirected graph G with n vertices and m edges, a k-way cut is a set of edges whose removal leaves G with at least k components. The minimum k-way cut problem is to find a k-way cut with the minimum weight (called a min-k-way cut). This problem is one of the extensions of the classical minimum s, t-cut problem and has practical significance in the area of VLSI design (Lengaur, 1990) and parallel computing systems (Lee et al., 1990; Stone, 1977) . Goldschmidt and Hochbaum (1988) showed that this problem is NP-hard if k is arbitrary. For a fixed k there are several polynomial time algorithms that solve it exactly. Dalhaus et al. gave an O(n O(k) ) time algorithm for planar graphs. For arbitrary graphs, Goldschmidt and Hochbaum (1988) gave an O(n k 2 /2−3k/2+4 F(m, n)) time algorithm, where F(m, n) stands for the running time of a maximum flow algorithm (e.g., O(mn log(n 2 /m)) due to Goldberg and Tarjan, 1988) . Afterwards, Karger and Stein (1996) presented an O(n 2(k−1) log 3 n) time randomized Monte Carlo algorithm. Recently Kamidoi et al. (1997) proposed another deterministic algorithm and they claim that it can find an optimal solution in O(n 2(k−2) F(m, n)) time. Faster algorithms have been developed for special cases: for k = 3, 4 and for k = 5, 6.
Since the problem for arbitrary k is NP-hard, it is interesting to design approximation algorithms that run in polynomial time. Saran and Vazirani (1991) gave two algorithms based on maximum flow computations. They showed that both of their algorithms can achieve a ratio of 2 − 2/k and have running times of O(nF(m, n) ) and O(kF(m, n) ) respectively. It is also natural to compute an approximation solution in the following greedy way. For a fixed j (2 ≤ j < k), first divide the graph into j components by removing a min-j-way cut (we can do this because for any fixed j, a min-j-way cut can be found in polynomial time), then repeat removing a minimum weight edge set whose removal increases the number of components by at least j − 1 (the last iteration may increase a fewer number of components) until there are k components. Clearly the set of all removed edges is a k-way cut. Intuitively one may guess that a larger j will take longer time but can yield a better ratio. In fact, Kapoor (1996) showed that for j = 2 the ratio 2 − 2/k can be achieved in O(kn(m + n logn)) time (in fact, it is the same algorithm as the second one of (Saran and Vazirani, 1991) ). The same article (Kapoor, 1996) also claimed that for any fixed j ≥ 3, a ratio of 2 − j/k + ( j − 2)/k 2 + O( j/k 3 ) can be achieved in polynomial time. However, the proof of the correctness for j ≥ 3 is not complete since it contains a lemma, Lemma 4.3 of (Kapoor, 1996) , which is not valid in general (as will be discussed in Sect. 3.4). In this paper, we show that with a slight modification, the above algorithm with j = 3 can achieve a ratio of 2 − 3/k for odd k ≥ 3 and 2
Our algorithm needs at most k/2 min-3-way cut computations. Since one computation takes O(mn 3 log(n 2 /m)) time due to , the running time of our algorithm is O(kmn 3 log(n 2 /m)).
Preliminaries and Algorithm
We use (G, w) to denote a network where G is a graph and w is an edge weight function. We denote the number of the components in G by comp(G). For two vertices v 1 and v 2 , we denote the edge between v 1 and v 2 by (v 1 , v 2 ). For two vertex sets V 1 and V 2 we use E G (V 1 ,V 2 ) to denote the edge set
For an edge set E , we use G − E (resp., G + E ) to denote the graph derived from G by removing (resp., adding) E .
For a network (G, w) with a real weight function w (note that G may not be connected), we want to find a minimum weight edge set F whose removal increases the number of components by at least 2. This problem can be reduced to a minimum 3-way cut problem in the following way. (It can also be solved via a DP approach, see (Kapoor, 1996) .) PROCEDURE INC2COMP(G,w) Input: a network (G, w) with a real weight function w. Output: a minimum weight edge set F,
5.
F ← a min-3-way cut in (EXT G,w).
(Note that if w > 0 then comp(G − F) − comp(G) = 2 holds.) Now we can describe our approximation algorithm for the minimum k-way cut problem. We suppose that the given graph is connected and the edge weight function is positive. For an even k, we will first compute a min-2-way cut before computing min 3-way cuts (in EXT G). We note that in this case it is different from the algorithm in (Kapoor, 1996) for j = 3, which computes the min-3-way cuts first. This will be important in our proof. 
3. Proof of Theorem 2.1
MAINSTREAM OF THE PROOF
By the assumption of w > 0, 3-SPLIT executes exactly k/2 minimum 2 or 3-way cut computations. Since one computation takes O(mn 3 log(n 2 /m)) time , the stated running time follows. Next we consider the approximation ratio. Let H = F 1 ∪ · · · ∪ F k/2 denote the k-way cut output of 3-SPLIT, where F i denotes the i-th edge set found by 3-SPLIT.
Let V be the vertex set of graph G 0 .
We say that P = {V 1 ,V 2 , . . .,V p } is a p-way partition if all V i are nonempty,
DEFINITION 3.1. Given an odd k and a k-way partition
is the 3-way cut defined by a 3-way partition
A k-way partition and corresponding A i , where k is odd and k 0 = (k − 1)/2.
DEFINITION 3.2. Given an even k and a k-way partition
Now we state the following two lemmas. The proof of Theorem 2.1 is then given. We will prove the two lemmas in subsection 3.2 and 3.3.
LEMMA 3.1. Given an odd k and a connected network (G 0 , w) where w > 0, where k 0 = (k − 1)/2, and A i (P ) are defined in Definition 3.1.
LEMMA 3.2. Given an even k and a connected network
where k 0 = k/2, and A i (P ) are defined in Definition 3.2.
These lemmas tell that for any k-way partition P , the output of 3-SPLIT has a weight no more than
. We now estimate this sum in terms of the weight of the min-k-way cut
Thus we can suppose without loss of generality that w(E G
Let G be the complete graph with 2k
Note that the total weight of the edges in G is β by this definition. For a numbering
Then the weight of the matching
are counted once, and the other edges are counted twice). Consider a numbering that makes µ be maxi-
Since the matching is maximum, it is clear that the four unmatched edges have weight at most 2(w(u i 2 j−1 , u i 2 j ) + w(u i 2l−1 , u i 2l )). Thus the unmatched edges have weight at most 2
Thus the corresponding numbering satisfies
In a similar way we can show the next lemma (an alternative proof can be found in (Kapoor, 1996) ).
LEMMA 3.4. For an even k, there is a numbering of V
By these lemmas, Theorem 2.1 has been proved.
3.2. PROOF OF LEMMA 3.1
We proceed to prove Lemma 3.1 by induction on k. It is trivial for k = 3 since F 1 is a min-3-way cut and A 1 is a 3-way cut (in G 0 ). Suppose that Lemma 3.1 holds for k = 2i − 1. We consider the case of k = 2i + 1. First, if there exists a j ∈ {1, 2, . . ., i} satisfying comp
, that is, the removal of edge set A j (P ) increases the number of components in G i−1 by at least 2. Then A j (P ) is a possible choice of F i . By the optimality of w(F i ), we have w(F i ) ≤ w(A j (P )). On the other hand, for a (2i − 1)-way partition Figure. 3 .)
W Figure 3. Exact one of (a) and (b) occurs if comp(G
Proof. There exists an edge
is assumed, it is easy to see that if v 2 ∈ V 2 j−1 then (a) holds, while if v 2 / ∈ V 2 j−1 then (b) holds. Notice that such W must be unique, otherwise comp(G i−1 − A j (P )) − comp(G i−1 ) ≥ 2 would hold. Thus the rest part of the proposition holds.
More precisely, there are subsets Figure. 4 .) (i) W 1 (resp., W 2 ) satisfies (a) in Proposition 3.2 with j = j 1 (resp., j 2 ), (ii) W 1 (resp., W 2 ) satisfies (a) (resp., (b)) in Proposition 3.2 with j = j 1 (resp., j 2 ), (iii) W 1 (resp., W 2 ) satisfies (b) in Proposition 3.2 with j = j 1 (resp., j 2 ), and either
, which satisfy one of the following cases (i), (ii), and (iii) (symmetric cases are omitted). (See
W 1 = W 2 or W 1 = W 2 ⊆ V 2 j 1 ∪V 2 j 2 holds. (i) (ii) (iii)( ) 1 W ≠ 2 W V 1 2j ( ⊆ ∪ ) 1 W = 2 W V 2 2j } } V 1 2j V 1 2j -1 W 1 } } V 2 2j V 2 2j -1 W 2 } } V 1 2j V 1 2j -1 W 1 } } W 2 V 2 2j -1 V 2 2j } } W 1 V 1 2j -1 V 1 2j } } W 2 V 2 2j -1 V 2 2j } } } } V 2 2j -1 V 2 2j V 1 2j -1 V 1 2j 1
W Figure 4. One of case (i), (ii) and (iii) occurs if comp(G
Proof.
(Notice that comp(G i−1 ) = 2i − 1 since w > 0.) Thus there exist at least two indices j 1 , j 2 ∈ J 1 (that is, |J 1 | ≥ 2). By applying Proposition 3.2 to j = j 1 and j 2 , we see that there exist subsets
, which satisfy one of the following cases (i ), (ii ), and (iii ) (symmetric cases are omitted).
(i ) W 1 (resp., W 2 ) satisfies (a) in Proposition 3.2 with j = j 1 (resp., j 2 ), (ii ) W 1 (resp., W 2 ) satisfies (a) (resp., (b)) in Proposition 3.2 with j = j 1 (resp., j 2 ), (iii ) W 1 (resp., W 2 ) satisfies (b) in Proposition 3.2 with j = j 1 (resp., j 2 ). If (i ) or (ii ) occurs, then it is clear that W 1 = W 2 and (6) holds for j 1 and j 2 . Thus Proposition 3.3 holds in these cases. Similarly if (iii ) occurs with
The only case that (6) does not hold is (iii ) with W 1 = W 2 ⊆ V 2 j 1 ∪ V 2 j 2 (symmetric cases are omitted). In this case, by (7) we see that J 1 = { j 1 , j 2 }. Let j 3 ∈ J 1 − { j 1 , j 2 }. We show that j 1 and j 3 satisfy (6).
By applying Proposition 3.2 to j 3 , we see that there is a W 3 ∈ V (F 1 ∪ · · · ∪ F i−1 ) which satisfies (a) or (b) in Proposition 3.2 with j = j 3 . Since Figure 5 . Illustration of Proposition 3.3: case (iii ) with
We will finish proving Lemma 3.1 by showing that (1) holds in all the three cases in Proposition 3.3. First in case (i), it is clear that the edge set
By the induction hypothesis, we have
Thus (1) (with k 0 = i) holds in this case. Similarly, in case (ii) we have
(Notice that W 2 ∩ V 2 j 2 −1 = / 0.) Apply the induction hypothesis on a (2i − 1)-
Thus (1) (with k 0 = i) holds in this case, too. Finally in the case (iii), in both cases of W 1 = W 2 and W 1 = W 2 , we have
Thus (1) (with k 0 = i) holds in this case too. Hence Lemma 3.1 has been proved.
PROOF OF LEMMA 3.2
Analogously to the proof of Lemma 3.1, we also proceed by induction on k. It is trivial for k = 2. Supposing that Lemma 3.2 holds for k = 2i − 2, we consider the case of k = 2i. First consider the case in which there exists a j ∈ {1, 2, . . ., i} satisfying comp
then the proof is the same as for Lemma 3.1. If j = 1, we have w(F i ) ≤ w(A 1 ) by the optimality of F i . Consider a (2i − 2)-way partition {V 2i−2 ∪ V 2i−1 ,V 2 ,V 3 , . . .,V 2i−3 ,V 2i ∪V 1 }. From the induction hypothesis we can easily get (2). Thus we only need to consider the case that comp(G i−1 − A j (P )) − comp(G i−1 ) ≤ 1 holds for all j = 1, 2, . . ., i. In a similar way as in proving Lemma 3.1, we can show that there exist j 1 = j 2 ∈ {1, 2, . . ., i} satisfying
Suppose without loss of generality that j 2 = 1. If j 1 = 1 then the proof of Lemma 3.1 again applies. If j 1 = 1, then there exists
In case (i), we have w(
Then it is easy to show (2) by applying induction hypothesis to a (2i − 2)-way partition
In case (ii), we have w(
Thus we have proved Lemma 3.2.
REMARKS
The correctness of the algorithm (Kapoor, 1996) (which is described in Sect. 1) relies on the inequality (3.2) (or an extended form for j ≥ 4), as claimed in Lemma 4.3 (Kapoor, 1996) . We remark that the property of Lemma 3.2 is no longer valid if we first compute F 1 , . . ., F k 0 −1 as min-3-way cuts (e.g., by INC2COMP), and then compute If we compute a min-3-way cut first, then we have A 1 = {(c, d), (d, e) , (e, c)} and A 2 = {(a, b)}), we have
(In fact, for j = 3 and an even k the algorithm (Kapoor, 1996) constructs a k-way cut in this way. Thus in this case Lemma 4.3 (Kapoor, 1996) is not valid. However we note that the approximation ratio holds.)
There is also an example to show that such an extension of Lemma 3.1 (as introduced in Lemma 4.3 (Kapoor, 1996) ) is no longer valid. For j = 4 and k = 7, let G be a graph with vertices {a, b, c, d, e, f ,g, h} and edges In the similar way of 3-SPLIT (or the algorithm (Kapoor, 1996) ), we first get a min-4-way cut
One may expect that the next inequality holds for any 7-way partition {V 1 ,V 2 , . . .,V 7 }.
where
. However, consider a 7-way partition {{a}, {b}, {c}, { f }, {g}, {h}, 3split.tex; 31/05/2000; 19:17; p.12 {d, e}} (thus A 1 = {(a, b), (b, c), (b, d), (c, d)} and A 2 = {(e, f ), (e, g), ( f , g),  (g, h)}) . We see that w(F 1 ) + w(F 2 ) = 7 + 10 > 8 + 8 = w(A 1 ) + w(A 2 ).
Finally we remark that the ratios are also tight. For an odd k, consider a graph with vertices {v 1 , v 2 , . . ., v k , w 1 , w 2 , . . ., w k−1 } and edges {(v i , v j ) | 1 ≤ i < j ≤ k} ∪ {(w i , w i+1 ) | 1 ≤ i ≤ k − 2} ∪ {(w k−1 , v 1 )} (see Figure. For an even k, consider a graph with vertices {v 1 , v 2 , . . ., v k , w 1 , w 2 , . . ., w k−1 } and edges {(v i , v j )|1 ≤ i < j ≤ k} ∪ {(v 1 , w 1 )} ∪ 2≤i≤k/2 {(v i , w 2i−2 ), (v i , w 2i−1 ), (w 2i−2 , w 2i−1 )} (Figure. 9). All (v i , v j ) edges have weight 1, edge (v 1 , w 1 ) has weight k − 1, and other edges have weight 2k/3 − 1. Clearly the min-k-way cut is the set of all edges weighted 1. However, 3-SPLIT first finds edge (v 1 , w 1 ) as F 1 , then {(v 2 , w 2 ), (v 2 , w 3 ), (w 2 , w 3 )} as F 2 , . . . , and finally output all edges whose weights are not 1. Thus the ratio can not be better than (2(k − 1) + (2k − 3)(k − 2))/(k 2 − k) = 2 − (3k − 4)/(k 2 − k).
Conclusion
We have shown that, via repeated applications of minimum 3-way cuts we can obtain a k-way cut whose weight is no more than 2 − 3/k (resp., 2 − (3k − 4)/(k 2 − k)) times of the optimal for odd k (resp. even k). The ratios are also tight. Can this be improved if we compute a k-way cut via minimum j-way cuts with j ≥ 4? It seems that a different approach is needed for general j ≥ 4. 
