Abstract-We study rate optimization for multicast communications at the media access control (MAC) layer, and explore transport layer erasure coding to enhance multicast reliability in wireless networks. We start with investigating network models with single-input-single-output (SISO) links. For Threshold-T based multicast policies, we characterize the optimal transmission rates that maximize the throughput in stable networks and in saturated networks, respectively. We investigate the tradeoff between stability and throughput therein. We then generalize our study to network models with multiple-input-multiple-output (MIMO) links and non-i.i.d. channel links, and investigate the optimal transmission rate. In addition, to ensure multicast reliability while no retransmission is required at the MAC layer, we propose to use transport layer erasure coding for reliability enhancement, where the problem boils down to jointly optimizing the transmission rate and the multicast threshold. We provide a solution to this optimization problem accordingly.
and efficient multicast transmissions. In this paper, we first address the rate optimization of MAC layer multicast, and then propose to use erasure coding at the transport layer to enhance the reliability of multicast transmissions.
Consider a single-hop network where one transmitter desires to send packets simultaneously to multiple destinations. For a given transmission rate, some receivers may not receive the packet correctly if the corresponding channels experience deep fading. Accordingly, only some but not all receivers would be ready to receive the packet. One approach is to transmit only when all the receivers are ready to receive. This may result in large delays, making the network unstable. On the other hand, if the transmitter sends the packet without any knowledge of the channels, as in IEEE 802.11, a severe packet loss may occur, making the network unreliable. In a nutshell, the throughput may be poor in both cases. A more plausible policy is to send packets when some receivers are ready [2] , and this mechanism can be combined with transport layer erasure coding ( [13] ) to achieve reliable transmissions.
We consider multicast with a pre-determined threshold T > 0, i.e., the transmitter sends packets if at least T receivers are ready (namely the Threshold-T policy [2] ). Then, the throughput is a function of the transmission rate R. Intuitively, for a larger R, the actual transmission time would be decreased, but the channel outage probability may be increased. On the other hand, a lower transmission rate would reduce the waiting duration but increase the actual transmission time. For those two extreme cases, namely R = 0 and R = ∞, it is clear to see that the corresponding throughput is zero.
In general, the Threshold-T policy is not reliable since only some but not all receivers receive the packet successfully in each transmission. One standard solution is to use retransmission. However, it may not be efficient for multicast communications, simply because the lost packets may vary from receiver to receiver, i.e., each retransmission benefits a subset of the receivers only. An alternative approach is to use transport layer erasure coding (also known as Digital Fountain [1] ). The basic idea is that k original data packets are encoded to n packets with n = k + h, where h > 0 is the number of redundant packets. A receiver can recover all the original packets as long as enough encoded packets are successfully received. A main advantage of this scheme is that one redundant packet can be used by different receivers to recover different lost packets. It is shown in [11] that the approximate decoding time of this scheme is O(k), which makes it practically appealing.
In this paper, we first investigate the MAC layer multicast, and characterize the optimal transmission rates that maximize the throughput in stable networks and in saturated networks, respectively. Then we address the reliable multicast transmission through transport layer erasure coding and optimize the multicast threshold T . To the best of our knowledge, our work is the first cross-layer scheme that combines the transport layer erasure coding with MAC layer multicast policy to provide reliable and efficient multicast transmissions. Our contributions can be summarized as follows. 1) We analyze rate optimization in SISO multicast networks. 2) We extend our results to the networks with MIMO links and non-i.i.d. channel links. 3) We propose a cross layer design approach to provide reliable and efficient multicast communications.
The remainder of the paper is organized as follows. We discuss related work in Section II. The analysis of MAC layer rate optimization is presented in Section III. In Section IV, we investigate the reliable multicast problem. Conclusions and future work are given in Section V.
II. RELATED WORK
The main objective of MAC layer multicast is to provide efficient channel access to resolve channel contention and maximize network throughput. The most popular MAC layer multicast strategy is perhaps the Threshold-0 scheme used in IEEE 802.11, where a packet is transmitted without any knowledge of the channel. To improve the performance of the Threshold-0 strategy, a Threshold-1 scheme has been proposed in [19] , where the transmitter broadcasts the request-to-send (RTS) packet first and then transmits the packet if at least one clear-to-send (CTS) packets are received. In [20] , a unicast based multicast has been proposed. The basic idea is to reliably transmit each packet to each neighbor in a round-robin fashion. It does not exploit the broadcast nature of wireless medium. A two threshold transmission policy (T,q)-policy has been studied in a recent interesting work [2] , in which the threshold is set to be a constant T with probability q or T + 1 with probability 1 − q. It has been shown that this policy is −optimal subject to stability conditions or loss constraints.
Recently, the throughput-delay tradeoff in cellular multicast has been investigated in [4] , in which the transmission rate is set such that a fixed fraction of the receivers is able to decode the packet. Then, the scaling behavior of throughput and the delay are characterized as the number of receivers grows. In contrast, our study examines a wireless network with finite number of receivers and the number of ready receivers at each transmission is random.
There is a great deal of interest in reliable multicast transmissions ( [1] , [13] ). The early work on combining the Reed-Solomon codes with automatic repeat request (ARQ) to provide reliable multipoint transmission has been shown in [10] . A quality-of-service (QoS)-based adaptive Forward Error Correction (FEC) scheme for multicast communication has been proposed to dynamically control coding parameters [12] . In [14] , the erasure coding scheme has also been used in wireless security design to guarantee the reliability of multicast authentication.
There also have been extensive studies on network layer multicast with focus on how to establish efficient routing protocols (e.g., [7] , [16] issue for energy-limited networks. In [22] , a protocol named broadcast incremental power (BIP) has been proposed to construct the energy-efficient multicast routing tree. A revised BIP protocol has been proposed in [23] to show the impact of bandwidth on the performance of the scheme. Both protocols are sub-optimal since it has been shown in [8] that the construction of minimum-energy multicast tree in wireless networks is NP-hard.
III. RATE OPTIMIZATION IN SINGLE HOP NETWORKS

A. Basic Setting
Consider a single hop network with one transmitter S and totally M potential receivers {r 1 , r 2 , · · · , r M }, as shown in Fig. 1 . Each node is equipped with an omni-directional antenna. Let s denote the transmitted symbols. The received symbols at the i-th receiver, denoted y i , is given by
where P is the total transmission power, h i is the channel gain between the transmitter and the i-th receiver, which is assumed to be a complex Gaussian random variable with zero mean, and n i is the additive white Gaussian noise with CN (0, N 0 ). Then the corresponding capacity of the channel is given by
Definition 3.1: The i-th receiver is ready to receive if the capacity of the corresponding channel is no less than the transmission rate R, i.e., C i ≥ R [5] . We assume the block fading channel model [17] , i.e., {h i } are i.i.d. for different time slots, but remain constant during one time slot. Let p i denote the probability that the i-th receiver is ready to receive. Then
In this section, we assume that the channel gains {h i } have the same distribution. Hence, the probabilities defined in (3) are identical for all links, i.e.,
In the next section, we will extend the studies to non-i.i.d. cases.
Suppose that the packets arrive at the transmitter in accordance with a Poisson rate λ, as shown in Fig. 1 . We assume that each packet is transmitted only once, i.e., no retransmission is done at the MAC layer protocol (multicast reliability is guaranteed through the transport layer erasure coding, to be discussed in Section IV). Due to channel fading, the transmitter may have to wait for a long duration if it is required that all potential receivers are ready, making the system unstable. On the other hand, if the transmitter sends a packet without any knowledge of the channel, the packets loss may be high, making the network unreliable. Moreover, it may happen that the channel condition is good but the buffer of the transmitter is empty. Therefore, it is plausible to set a pre-determined threshold T > 0. Before each transmission, the transmitter first queries the channel by exchanging control packets and transmits the packet as long as at least T of M receivers are ready. Otherwise, it would back off for a random duration and query the channel again. As in [2] , we assume that after each transmission, the transmitter would also back off for a random duration before querying the channel again, so as to allow other transmitters to use the shared media. The querying overhead would increase with the number of receivers M . In this study, M is relatively small, and the overhead incurred by querying is not significant. A more accurate model that includes the overhead will be investigated in future studies.
Clearly, the transmission rate R plays a key role in the multicast scheme. Intuitively, a higher transmission rate decreases the packet transmission time, but it may increase the backoff durations. On the other hand, if the transmission rate is decreased, it would decrease the waiting time but possibly increase the packet transmission time. Thus motivated, we investigate the optimal transmission rate to maximize the MAC layer throughput in the following.
We assume that the duration of the querying plus random back-off and that of packet transmission time are comparable. Let X i denote the duration of the i-th querying and back-off, and B denote the total time for querying and back-off before one transmission. It follows that
where K is a geometric random variable with parameter P t , which is the probability that at least T receivers are ready to receive. Then, the average service time for each packet is given by
where E[V ] is the average packet length. (6) is an approximation when a head-of-queue packet arrives in between a slot, although the difference is negligible.
B. The Stability Region
As is standard, the traffic load ρ is given by
Definition 3.2: A system is stable if the busy period of the transmitter is finite, i.e., the traffic load ρ is less than 1 [15] .
Definition 3.3:
The stability region is the region [0, λ max (R)], where λ max (R) is the maximum value of packet arrival rate λ that makes the network stable with transmission rate R.
It is clear that
For any given multicast threshold T , the transmission probability P t in (5) is given by
where q i is the probability that exactly i receivers are ready. Note that
where p is defined in (4), and I (P ) (a, b) is the incomplete Beta function [18] . The next key step is to find the optimal transmission rate that supports the maximum arrival rate, i.e.,
Therefore, the optimal transmission rate to maximize the stability region is given by Fig. 2 illustrates the maximum packet arrival rate λ max as a function of transmission rate. It is not surprising that T = 1 has the largest stability region.
C. Optimal Rates for Throughput Maximization Subject to Stability
Following [2] , we define the MAC layer throughput as follows.
Definition 3.4:
The MAC layer throughput is the expected number of successful received packets per unit time. By definition, if the network is stable, the throughput is the product of the packet arrival rate λ and the expected received packets per transmission.
Let b(t) denote the number of queries till time t, b i (t) the number of queries with i ready receivers till t, and p(t) the number of transmitted packets till t. Then, by the Law of Large Numbers, 
If the network is stable,
By definition, the throughput is given by
Note that the derivation of average throughput is valid only for stable networks. (The throughput in saturated cases will be discussed in the next section.) Thus the throughput maximization problem can be stated as
subject to the stability condition:
To have a more concrete understanding of T h(R), define
We have the following results:
The proof is relegated to Appendix A. 
is a monotonically decreasing function of R . Proof: Observe that
Next, we prove by induction that each term in (21) is a monotonically decreasing function of R, i.e., for any T < M , and
is a monotonically decreasing function of R.
which is also monotonically decreasing of R. Hence the summation in (21) is also a monotonically decreasing function of R. This completes the proof. Theorem 3.1 implies that for a given λ, the network achieves high throughput with low transmission rate. Hence, the transmitter should transmit the packet with the smallest rate as long as the stability condition (18) is satisfied. Our intuition is as follows. When the network is stable, the average number of transmitted packets is decided only by the arrival rate λ, instead of the transmission rate. Therefore, decreasing the transmission rate would only increase the ready probability for each receiver. As a consequence, the average number of successfully received packets would be increased. In summary, the maximum throughput is obtained when the transmitter multicasts packets with the smallest transmission rate that satisfies the stable condition in (18) .
Therefore, given λ, the optimal transmission rate R * 2 maximizing the throughput in a stable network is given by
D. Optimal Rates for Throughput Maximization in Saturated Networks
If the network is saturated, (13) and (14) still hold. Since the idle period of the transmitter is zero, (15) is no longer valid and should be replaced by the following condition: 
It follows that
w.p. 1.
(25)
The optimal transmission rate that maximizes the throughput in a saturated network can be found via numerical methods
. (26) The throughput in a saturated network, as a function of the transmission rate, is plotted in Fig. 3 . We should emphasize that the scheme in Fig. 3 may not be reliable without using higher-layer recovering schemes. In Section IV, we propose a reliable cross-layer scheme that jointly optimizes the transmission rate R and the multicast threshold T .
E. Tradeoff between Stability and Throughput
In unicast cases, maximizing the throughput is equivalent to maximizing the stability region. However, in multicast cases, the number of successfully received packets per transmission can be any integer between T and M [2] . As a result, the equivalence may not hold.
Rewrite the optimal transmission rate R * 1 defined in (12) that maximizes the stability region:
Recall that from (17), the optimal transmission rate R * 4 that maximizes the throughput is given by 
F. Some Generalizations 1) Networks with MIMO Links:
Next we extend the study on rate optimization to network models with MIMO links. Assume that the transmitter has T s transmit antennas and each receiver has T r receive antennas. Let H i denote the T r × T s MIMO channel matrix, and all the entries in H i are independently complex Gaussian with zero mean. Then the capacity of the channel between the transmitter and the i-th receiver with a given H i is [21] 
In general, since H i is a random variable, the capacity is also random. It is shown in [5] that when T s or T r (or both) is large, the distribution of C i approaches to Gaussian distribution. Furthermore, even when T s and T r are small, the Gaussian approximation is still accurate. The mean and variance of the distribution are only decided by T s , T r , and P/N 0 . Then the outage probabilities can be easily predicted and computed by this approximation. It is easy to see that the capacity C i defined in (29) is positive. Therefore, C i can be approximated more accurately by a truncated Gaussian distribution. LetC i denote the "untruncated" Gaussian random variableC i ∼ N (μ i , σ 2 i ) andp i denote the probability that the i-th receiver is ready to receive in MIMO link, then
where Q(·) is defined as
Thus the rate optimization in MIMO networks can be solved by replacing the ready probability p in (12) and (23) withp.
2) Networks with Non-identical Links:
In the above, we assume that the links between the transmitter and each receiver are i.i.d.. In general, however, they may not be identical because of the different distances between transmitter and receivers. To be more accurate, we assume that {C i } are independent but non-identical distributed random variables. Then (9) can be rewritten as ( [3] )
where the summation S i extends over all permutations
And p j l is defined in (3). In light of the complexity of (32), we present a bound on P t in the following proposition. Proposition 3.2: For all T,
,
The proof is relegated to Appendix B.
We then can apply the derivation in Section III-B to the nonidentical case, and give a boundary to the optimal transmission rate.
3) Channels with Memory:
In the studies above, channels are assumed to be independent for each time slot. In general, the channel conditions are correlated. In this section, we use the concept of level crossing to derive the optimal transmission rate for correlated fading channels.
Based on [5] , we approximate the channel between the transmitter and the i-th receiver as a random process {C i (t) ≥ 0} with mean μ i and covariance function r i (τ ). It follows that P r(receiver i is ready) = P r(C i ≥ R)
where V R is the up-crossing rate and E[u] is the average length between one up-crossing and its successive down-crossing. If the process is stationary and ergodic, by [6] ,
where a = Ev(0, 1], and v(0, t] denotes the crossing times between 0 and t. Then
Equation (33) can be rewritten as
which is exactly the same as (3). It is not surprising since the average behavior of the random process is not related to the covariance function. Hence all the conclusions in previous sections can be used in the correlated channel case.
IV. ENHANCING MULTICAST RELIABILITY VIA ERASURE CODING
In the previous sections, we have studied the rate optimization for MAC layer multicast. A multicast threshold T was set to achieve the tradeoff between stability and reliability. However, since retransmission is not done at the MAC layer protocol, the Threshold-T policy is not reliable, in the sense that if T < M, some receivers may miss some packets needed. In this section, we study the erasure coding at transport layer to enhance multicast reliability.
Suppose that the coding scheme produces n = h + k encoded packets from k original packets, where h > 0 is the degree of redundancy. A receiver can reconstruct the original k data packets once it successfully receives at least k encoded packets [14] . The encoding/decoding algorithms with this property can be found in [1] , [9] .
In Threshold-T based wireless multicast networks, the reliable transmission can be realized by the following scheme. Before each transmission, the transmitter first queries the channel and sends an encoded packet when at least T receivers are ready ( [2] ). It would keep transmitting until all receivers successfully receive k encoded packets. Then each receiver can decode the data independently based on its locally received data only. It is clear that T would affect the performance of the coding scheme. Thus, in this section, we will characterize the optimal multicast threshold T that maximizes the performance of the reliable multicast scheme.
Let W (M ) denote the number of ready receivers in totally M receivers. Then for a given T , when the transmitter sends a packet, a receiver can successfully receive the packet if it is ready to receive and there are at least T − 1 ready receivers among other M − 1 receivers. Thus, the probability that a particular receiver receives a packet successfully under a transmission is given by p r = P r{A receiver receives a packet successfully |At least T receivers are ready }
where p is defined in (4). Let n j denote the number of transmissions when user j receives its kth encoded packets, and F (i) denote the probability that n j ≤ i, which is given by
Then, the total number of transmissions to provide reliable multicast is given by n max = max{n 1 , n 2 , · · · , n M }. Appealing to (3.3.4) in [3] , we have
Since redundant packets are generated to provide fully reliable multicast, the actual number of transmitted packets is increased. Therefore, the equivalent packet arrival rate λ should be higher, which is given by
and the stability condition should be rewritten as
Hence, the optimization problem can be revised as
It can be seen that the equivalent packet arrival rate λ is a function of T . The corresponding cross-layer optimization boils down to a joint rate and multicast threshold optimization problem. In what follows, we propose to use a two-step algorithm to find an optimal (T, R) pair for (42):
Algorithm 1
1: For any T = 0, 1, · · · , M, its corresponding optimal rate R * (T ) can be found by
2: Among all elements in the set {(T, R * (T ))}, find the optimal one (T * , R * ) that has the largest throughput defined in (42).
The performance of the proposed scheme is shown in Fig. 4 . However, in a practical setting, continuous rate selection may not be possible, and the rate is quantized to discrete values, denoted by
Since both T and R are discrete values, one can do exhaustive search to find the optimal pair (T * , R * ). Note that in the above packet level erasure coding scheme, the number of coded packets may grow unbounded. In a practical setting, however, the number of coded packets is bounded, say by D 0 . Then, for any given D 0 ≥ k, the outage probability is given by
It is clear that the outage probability decreases fast as D 0 increases, especially when T and p r are reasonably large, as illustrated in Fig. 5 . In case if n max > D 0 , some receives may not receive enough encoded packets to decode the original data packets successfully, resulting in degradation in reliability. Fig . 6 depicts the performance degradation if the transport layer FEC coding scheme is absent, where the MAC curve shows the performance of the scheme by retransmitting lost packets to guarantee reliability. We observe that the crosslayer scheme proposed in this paper always outperforms the conventional feedback-retransmission scheme.
We note that the proposed protocol is sub-optimal in the sense that it studies single multicast threshold policies. If a two threshold policy (T, q) is considered (e.g., [2] ), i.e., the threshold is set to be T with probability q, and T + 1 with probability 1 − q , the corresponding scheme should lead to better performance.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a cross-layer optimization scheme for wireless multicast networks. We first studied the optimal rates for throughput maximization at the MAC layer multicast. We examined the stability region for multicast policies with a pre-determined multicast threshold, and characterized the optimal transmission rates that maximize the throughput in stable networks and in saturated networks, respectively. Then, we analyzed the tradeoff between the stability and the throughput. Furthermore, we extended our studies to non-i.i.d. link cases and MIMO link cases. To meet the requirement that no retransmission is needed at the MAC layer, we used transport layer erasure coding to enhance the reliability and provided an optimal solution to the corresponding cross-layer optimization problem. We note that the proposed cross-layer approach could be useful for the downlink of a cellular network. More work is needed to generalize the proposed scheme to take into account channel contention in multi-hop wireless networks. We are currently investigating on energy efficient multicast for battery-operated wireless networks, and the security issue therein. 
