It's About Time: Link Streams as Continuous Metadata by Page, Kevin R. et al.
Figure 1: The TLS Client. Links from the semi-
nar video resolve to the presentation slides in this
simple scenario
THE TEMPORAL LINKING SERVICE
Our ﬁrst experience of temporal linking (without streams)
was the Microcosm SoundViewer [Goo95], which was sub-
sequently extended to use RTSP in order to work with
streamed media. This was used in conjunction with a number
of other tools that were described in [DR98]. These tools,
which were designed for media-on-demand scenarios, used
time intervals in the temporal media stream as anchors; in-
tervals could also be used to identify fragments of content
from which features could be extracted for ’content-based
navigation’.
Building on this experience and to demonstrate the con-
cepts outlined in the previous section, the Temporal Linking
Service (TLS) was developed to deliver continuous linking
information (metadata) to hypermedia clients. Client and
server applications have been developed in Java using the
Java Media Framework (JMF) to stream the mediadata us-
ing RTP (a screenshot of the client is shown in ﬁgure 1).
While this enables provision of applet based clients, it also
limits the system to streaming formats supported by JMF.
TLS metadata takes the form of links relevant to the me-
dia which the client can resolve through its associated web
browser. The serverretrievesthemetadatafromits‘linkbase’
(i.e. link database) and uses XML markup to deliver it to
the client. We have designed our own HTTP-like protocol
to explore synchronisation issues between TLS servers and
clients.
On-time delivery of metadata from the client to the server is
preferred over delayed, but guaranteed, delivery. Our pro-
tocol must enable each component in the system to deter-
mine the local transmission deadline of each item of tem-
poral metadata; we anticipate situations in which late meta-
data should be dropped before entering the metadata stream
to increase the chances of other metadata reaching the client
within time.
Protocol
The Temporal Linking Service allows a connected client to
selectacontinuousmetadataﬂowviasomekindofdescriptor
(i.e. URI), and to receive a ‘never-ending’ linkbase relevant
to that descriptor. In this paper, we do not describe how the
server arranges or discerns the linkbase, but the actual proto-
col between a TLS aware browser and the TLS server. The
Temporal Linking Transfer Protocol (TLTP) is derived from
HTTP/1.1, and sends commands via a TCP socket connec-
tion; the metadata ﬂow is maintained for the duration of the
connection. A summary of commands is shown in table 1; a
more extensive description of the protocol operation can be
found in [Cru01].
The metadata payload (i.e. link data) is augmented with
timing constraints, so that the client browser can display
the links with temporal relevance. It was decided to use
XML to markup this data, which led to a number of possi-
bilities for delivering this data within the TLTP ﬂow. For
longer and more complicated quantities of metadata (and
payload) it would seem sensible to use a succession of sep-
arate XML documents, which would also maintain docu-
ment form and integrity should the ﬂow be broken midway
through. To maintain simplicity, however, we use multiple
elements within a single XML document (a technique also
used by SXML [Rog00]).
Delivery of a particular link is delayed up until a certain point
whichisspeciﬁedbytheclientviatheBIAScommand. Tem-
poral navigation (i.e. fast forward and rewind) within the me-
dia causes the client to issue successive BIAS commands to
maintain coherency between the browser and the TLS server.
Table 2 shows an example session transcript of a client re-
ceiving metadata about a seminar presentation.
In this implementation, we note that our TLS Client is able
to receive metadata ﬂows in dynamic network environments
by analysing the lateness of each link as they it is received.
If no link has been received during certain period, the client
issues an STIME command to ensure synchronisation with
the server.
This initial TLS prototype stores metadata as simple uni-
directional links on the server. In the following section, we
describe an implementation where links are stored and com-
municated using the Fundamental Open Hypermedia Model.
FOHM IMPLEMENTATION
Our second prototype system was produced by mapping the
TLTP protocol onto the performatives of the Southampton
Framework for Agent Research [Mor00]. The SoFAR frame-
work supports the authoring of multi-agent systems for dis-
tributed environments, and is being used for research into
distributed multimedia information systems. The result, as
described in [Cru01], is that we deﬁne two agents, a service
agent and a client agent that represent the TLTP server and
client respectively. The service agent requests temporal linkbroadcast to many users with multicast. Classiﬁcations of
prospective news items and clips might be conveyed in ad-
vance but as a broadcast is compiled on-the-ﬂy so the meta-
data must also be generated while the broadcast occurs.
Subtitles, although traditionally embedded within the video
stream, could be transmitted within a metadata ﬂow and
merged back with the mediadata at presentation points sub-
scribed to the multicast group. Specialised ﬁlter nodes would
also receive the ﬂow via multicast and translate it into other
languages which would in turn be multicast to presentation
points requesting that particular language. In this way a sin-
gle language broadcast can be viewed with subtitles in any
language for which there is a translation node; each trans-
lating node can process multiple subtitle ﬂows for different
broadcasts.
Specialised metadata sources may provide compute intensive
analysis of the video stream and create metadata. This is
particularly valuable when the broadcast includes live mate-
rial which does not have associated metadata, or when other
material without appropriate metadata is used. Techniques
include scene segmentation and face recognition. Metadata
might also be generated based on existing metadata streams -
for example, information about the sources of material might
be expanded to information about permissions to reuse ma-
terial.
Links to related material can be provided by the originat-
ing broadcaster and from other sources such as the image
analysis node suggested above. Since they are transmitted
as multicast metadata ﬂows, a user can receive links both
directly from the broadcaster and from nominated interme-
diate ﬁlters. These ﬁlters would take links from the original
ﬂow (optionally resolve the links) and multicast a new ﬂow
of links derived from a specialist linkbase. If more local to
the presentation point, such a ﬁlter might provide a linkbase
built upon a user’s previous interests or current context. See
ﬁgure 3.
Music Performance
While rehearsing, a musician might transmit a stream of their
music to a specialist node (either remote or local in relation
to the musician) which transcribes the audio into a MIDI
metadata ﬂow (a MIDI enabled instrument could provide the
metadata at source).
This metadata ﬂow could then be processed by a ﬁlter node
which would analyse the melody and return a match from
its database. Using a combination of the match from the
database and the original MIDI metadata ﬂow for tempo, a
second ﬁlter node could use a remote music library to output
a ﬂow of additional MIDI data for the matched tune. This
could provide suggestions for related music or even an ac-
companiment for the melody, which the rehearsing musician
could receive and play along to. We have exercised this sce-
nario through our tools forcontent-based navigation of music
based on melodic pitch contours [Bla98a].
Lecture Presentation
A lecturer may annotate a class by providing links to the rel-
evant point in the slides or online notes as a metadata stream.
This could be used directly by students with presentation
points in the same physical space as the lecturer, or accompa-
nying a mediadata broadcast of the lecture for distance learn-
ing. Whatever the location of the presentation point, it would
display the parts of the notes to coincide with that temporal
space in the lecture.
The framework can also accommodate any branching in the
presentation: to give further explanation of a particular sub-
ject the lecturer can refer back to an earlier point in the pre-
sentation or even to a previous lecture. The media and meta-
data streams will be reset accordingly, enabling the lecturer
to include both live and pre-recorded material in the same
class.
The lecturer might also suggest that students utilise a spe-
cialist linkbase for that particular subject area. The linkbase
would interact with the framework though a ﬁlter node, re-
ceiving the metadata ﬂow of the lecturers’ notes and trans-
mitting a further metadata ﬂow of links based on its process-
ing of the original notes.
Closer to the presentation point, a student may have an extra
linkbase of personal preferences, built up from their previous
browsing history. This too would interact through a ﬁlter
node, adding (or removing!) links to external information
tailored to that individual.
An enterprising student might then wish to share their per-
sonal linkbase with the rest of the class, a mechanism the
student could also use to distribute any insights or annota-
tions they have added during the lecture. Once given, the
entire lecture including metadata annotations can be stored
for replay to both individuals and groups of students.
A unicast realisation of this scenario is shown in ﬁgure 2(b).
CONCLUSIONS
In this paper we have presented the case for continuous meta-
data, and proposed a framework with the following features:
1. Metadata is continuous and traverses the framework in a
temporally signiﬁcant manner.
2. The framework contains three types of node: sources, ﬁl-
ters, and presentation points.
3. Mediadata is the ﬂow against which other metadata ﬂows
are synchronised. It would normally be the temporal multi-
media stream the metadata is derived from.
4. Metadata is carried through the framework in separate
ﬂows to the mediadata, so that intermediate (ﬁlter and pre-
sentation) nodes need only receive and process the media or
metadata ﬂows they require.Mediadata
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Figure 3: A framework conﬁguration for the live news broadcast scenario
5. Transmission of media and metadata between nodes
should be multicast where possible.
6. Metadata ﬂows must be carried by a reliable transport.
7. The metadata carried within the ﬂow (its payload) can be
in any recognised metadata format, but must encode infor-
mation to synchronise and present the payload data.
8. Filter nodes perform processing on an incoming metadata
ﬂow and output the results in another (amending the identify-
ing and derivative codes appropriately). The output from one
ﬁlter node can be chained to the input of another (or many
other) ﬁlter nodes to create a ﬁlter chain.
9. Control channels between nodes must manage the rate of
transmission and buffering of the temporal ﬂows.
We have explored the requirement for streams of links to ac-
company multimedia streams, and for these to be synchro-
nised when some part of the link delivery must be in real-
time. Two experimental systems have illustrated these ideas,
the second in particular demonstrating this work in the con-
text of open hypermedia through use of the Fundamental
Open Hypermedia Model (FOHM). Since we regard links
as metadata, and we believe the linking scenarios extend nat-
urally to other forms of synchronised metadata, our study
makes a case for continuous metadata in general. We have
presented a general distributed model for working with con-
tinuous metadata, and discussed the implications of extend-
ing this to multicast.
In the same way as open hypermedia promotes separable hy-
perstructure, we are promoting separable metadata. Many of
the arguments in favour of open hypermedia are applicable
here. At ﬁrst sight it may appear that multimedia formats
do not usually support embedded links, but we note that the
emerging MPEG standards effectively promote embedded
metadata and we anticipate that Web developers will instinc-
tively embed URLs in media streams. In many applications
there is a case for transporting digital media in a compos-
ite form including metadata, just as HTML with embedded
links is an effective transport and delivery format. However,
when we have multiple streams, described by one or more
metadata ﬂows, operating in a real-time scenario, there is a
compelling case for handling the metadata separately.
Ourfutureworkistorealisethedistributedmetadatamachin-
ery using multicast and to evaluate the approach. The ex-
isting experimental systems will also be extended to further
explore integration with other OHS components, particularly
content-based navigation and application of ontologies. The
distributed architecture raises systems infrastructure issues,
especially with respect to timely delivery when working with
mediadata and metadata streams together.
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