Abstract-We consider the transmission of a memoryless bivariate Gaussian source over a two-user additive Gaussian multiple-access channel with unidirectional conferencing encoders. Here, prior to each transmission block, Encoder 1, which observes the first source component, is allowed to communicate with Encoder 2, which observes the second source component, via a unidirectional noise-free bit-pipe of given capacity. The main results of this paper are sufficient conditions and a necessary condition for the achievability of a distortion pair expressed as a function of the channel SNR and of the source correlation. The main sufficient condition is obtained by an extension of the vector-quantizer scheme suggested by Lapidoth-Tinguely, for the case without conferencing, to the case with unidirectional conference. In the high-SNR regime, and when the capacity of the conference channel is unlimited, these necessary and sufficient conditions are shown to agree. We evaluate the precise high-SNR asymptotics for a subset of distortion pairs when the capacity of the conference channel is unlimited in which case we show that a separation-based scheme attains these optimal distortion pairs. However, with symmetric average-power constraints and fixed conferencing capacity, at high-SNR, the latter separation-based scheme is shown to be suboptimal.
I. INTRODUCTION AND PROBLEM STATEMENT

W
E CONSIDER a communication scenario where two encoders transmit a memoryless bivariate Gaussian source to a single receiver over a two-user additive white Gaussian multiple-access channel (MAC) . The source is observed separately by the two encoders; Encoder 1 observes the first source component and Encoder 2 observes the second source component. The encoders are allowed to partially cooperate in the sense that prior to each transmission block, Encoder 1 is allowed to communicate with Encoder 2 via a unidirectional noise-free bit-pipe of given capacity, as shown in Fig. 1 . Both encoders then cooperate in describing the The authors are with the Engineering Department, Bar-Ilan University, Ramat Gan 52900, Israel (e-mail: brosss@biu.ac.il; yaron_laufer@walla.com).
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Digital Object Identifier 10.1109/TIT.2016.2514501 source components to a common receiver, via an averagepower constrained Gaussian MAC. From the output of the multiple-access channel, the receiver wishes to reconstruct each source component with the least possible expected squared-error distortion. Our interest is in characterizing the distortion pairs that are simultaneously achievable on the two source components. Special cases are the classical MAC considered by Lapidoth-Tinguely in [1] , where the encoders are ignorant of each others inputs (the bit-pipe is of strictly zero capacity -i.e. no connection at all) and the asymmetric setting, where Encoder 2 is fully cognizant of the source input at Encoder 1 (the bit-pipe is of infinite capacity). Henceforth, we adopt the following notation conventions. Random variables will be denoted by capital letters, while their realizations will be denoted by the respective lower case letters. Whenever the dimension of a random vector is clear from the context the random vector will be denoted by a bold face letter, that is, X denotes the random vector (X 1 , X 2 , . . . , X n ), and x = (x 1 , x 2 , . . . , x n ) will designate a specific sample value of X. The alphabet of a scalar random variable X will be designated by a calligraphic letter X . The n-fold Cartesian power of a generic alphabet V, that is, the set of all n-vectors over V, will be denoted V n . An estimator of a random variable X is denoted byX . For a real-valued parameter 0 ≤ β ≤ 1 we defineβ 1 − β, and for a nonnegative distortion constraint D the corresponding normalized distortion is defined by d D/σ 2 where σ 2 is the source variance.
Formally, the time-k output of the Gaussian MAC is given by
where (x 1,k , x 2,k ) ∈ R 2 are the symbols sent by the transmitters, and Z k is the time-k additive noise term. The sequence {Z k } consists of independent identically distributed (IID) zero-mean variance N Gaussian random variables that are independent of the source sequence. The input source sequence {(S 1,k , S 2,k )} consists of zero-mean Gaussians of covariance
with ρ ∈ [0, 1], and 0 < σ 2 < ∞ (for a justification for the restriction to ρ ∈ [0, 1] and σ 2 1 = σ 2 2 = σ 2 see [1, Sec. II.C]). Note: There are just two exceptions to the notation conventions defined above. Throughout this work we define several scalings of the source correlation coefficient. Specifically, we defineρ andρ as per (18) (in which caseρ = 1 − ρ), and similarlyρ as per (20) (in which caseρ does not refer to an estimator of ρ).
The sequence {S 1,k } is observed by Encoder 1 and the sequence {S 2,k } is observed by Encoder 2. Prior to each block of n channel uses, the encoders may exchange information via the use of the unidirectional bit-pipe which is assumed to be:
• perfect in the sense that any input symbol is available immediately and error-free at the output of the pipe; and • of limited capacity C 12 , in the sense that when the input to the pipe from Encoder 1 to Encoder 2 takes values in the set W, such that W = f (n) (S 1 ) for some encoding function f (n) : R n → W, then log |W| ≤ nC 12 .
We define an (n, C 12 )-conference to be a collection of an input alphabet W, and an encoding function f (n) (·) as above, where n, C 12 and the alphabet set satisfy (3). After the conference, Encoder 2 is cognizant of the random variable W so the channel inputs X 1 = (X 1,1 , . . . , X 1,n ) and X 2 = (X 2,1 , . . . , X 2,n ) can be described via encoding functions ϕ (n) 1 and ϕ (n) 2 as
where
The channel input sequences are average-power limited to P 1 and P 2 respectively, i.e.
where E denotes the expectation operator. Based on the channel output Y = (Y 1 , . . . , Y n ) the receiver forms its estimateŝ
2 (Y) for the source sequences respectively, where
We are interested in the minimal expected squared-error distortions at which the receiver can reconstruct each of the source sequences.
is achievable if there exists a sequence of block-lengths n, encoding functions f (n) that belong to an (n, C 12 )-conference,
2 ) as in (5) satisfying the average-power constraints (6) , and reconstruction functions (φ
2 ) as in (7) resulting in average distortions that fulfill
. . , n, and {(S 1,k , S 2,k )} are IID zero-mean bivariate Gaussian vectors with covariance matrix K S S as in (2) and {Z k } are IID zero-mean variance-N Gaussian random variables that are independent of {(S 1,k , S 2,k )}.
In [3] the authors provided sufficient conditions for reliable transmission of correlated sources over a regular MAC and demonstrated that, in general, the separation approach is not optimal. For the regular MAC, the separation approach is known to be optimal when the channel is lossless (Slepian-Wolf source coding theorem [4] ), or when the sources are independent. In the special case of transmitting correlated sources losslessly over an asymmetric MAC it is shown in [5] that necessary and sufficient conditions for reliable transmission do exist and, moreover, these conditions can be established by applying the separation approach. In [6] the authors consider the model [5] with a single distortion constraint namely, when D 1 = 0 (i.e. S 1 is recovered losslessly at the receiver), and show that source-channel separation is optimal.
A lossy Gaussian version of the problem addressed by Cover et al. [3] has been considered in [1] , wherein the powerversus-distortion tradeoff for the distributed transmission of a memoryless bivariate Gaussian source over a two-toone average-power limited Gaussian MAC is considered. Necessary and sufficient conditions for the achievability of a distortion pair are presented and it is shown that if the channel signal-to-noise ratio (SNR) is below a certain threshold uncoded transmission is optimal. Furthermore, the authors derive the high-SNR asymptotics for a subset of distortion pairs and show that the source-channel vector-quantizer, by means of which they derive their sufficient condition, is optimal at high-SNR. In the symmetric case of equal average-power constraints and equal distortions this vectorquantizer outperforms source-channel separation at all SNR's.
Our problem is also related to the correlated sources with partially separated encoders source-coding problem [9] , and to the Gaussian MAC with conferencing encoders channelcoding problem [10] (see also [11] ). However, the above two problems are source/channel coding problems, whereas ours is one of the combined source-channel coding.
We present four sufficient conditions and one necessary condition for the achievability of a distortion pair (D 1 , D 2 ). These conditions are expressed as a function of the channel signal-to-noise ratio (SNR) and of the source correlation.
Our contribution is in the following aspects:
• We suggest an extension for the Lapidoth-Tinguely vector-quantizer [1] to the case with unidirectional conferencing and derive the corresponding achievable ratedistortion region.
• We derive an achievable rate-distortion region when the capacity of the conference channel is unlimited.
• We derive a necessary condition for the achievability of a distortion pair (D 1 , D 2 ). This condition is obtained by some arguments reducing the multiple-access problem to a point-to-point problem. The key step therein is to upper-bound the maximal correlation between two simultaneous channel inputs, subject to conditional ratedistortion constraints, by using a result from maximum correlation theory.
• We derive the high-SNR asymptotics of an optimal scheme when the capacity of the conference channel is unlimited. In particular, we show that in this case a source-channel separation scheme is optimal.
• For a fixed conferencing capacity, high-SNR, and symmetric average-power constraints, we show that the latter source-channel separation scheme, which is optimal for unlimited conferencing capacity, is suboptimal compared to the vector-quantizer. The paper is organized as follows. Section II presents our main results, while in Section III we prove the necessary condition. In Section IV we present our code construction and analyze its performance (the detailed analysis can be found in [20, Appendix] ). The analysis for the rest of our main results appears in Sections V-IX.
II. MAIN RESULTS
In this section we present one necessary condition and four sufficient conditions for the achievability of a distortion pair (D 1 , D 2 ) ; the sufficient conditions are stated in Theorem 2, Corollary 1, and via the two source-channel separation schemes considered in Section II.C. The necessary condition also establishes the asymptotic behavior of an optimal scheme for a subset of distortion pairs, when the capacity of the conference channel is unlimited. unidirectional conferencing is that for some 0 ≤ β ≤ 1
where 
The necessary condition (9) - (10) is not a function of C 12 . Therefore, we expect that it will be tight when the conferencing capacity is unlimited.
B. Vector-Quantizer Scheme
Our achievability result is based on an extension of the vector-quantizer scheme presented in [1] , which benefits from the presence of the unidirectional conference channel. The encoding steps of our scheme are presented in Fig. 2 .
The source sequence S 1 is quantized by Encoder 1 in two steps; first it is quantized by a rate-R 1 vector-quantizer where the quantized sequence is denoted by U * 1 , then the quantization error of the first step is quantized by a rate-R c vector-quantizer, where Encoder 1 informs Encoder 2 via the conference channel on the index of V * , taking into account that Encoder 2 has sideinformation S 2 , and consequently both encoders can cooperate in transmitting this sequence.
The channel input X 1 is now given by
where for 0 ≤ β 1 ≤ 1 the gains a 1,1 and a 1,2 are chosen as
This ensures that the input X 1 satisfies the average-power constraint P 1 . The channel input X 2 is now given by
where for 0 ≤ β 2 ≤ 1 and
, the gains a 2,1 and a 2,2 are chosen as
This ensures that the input X 2 satisfies the average-power constraint P 2 . Based on the channel output Y, the decoder first estimates the triplet (U * 1 , V * , U * 2 ) by performing joint decoding which takes into account the correlation between the sequences. The resulting decoded triplet is denoted by (Û 1 ,V,Û 2 ). The decoder then treats (S 1 , S 2 ,Û 1 ,V,Û 2 ) as a jointly Gaussian tuple and forms its estimates of the source sequences S ν , ν = 1, 2 using minimum-mean-square-error (MMSE) estimates of S ν based on (Û 1 ,V,Û 2 ), i.e.,
where the approximate sign is due to the assumption that (S 1 , S 2 ,Û 1 ,V,Û 2 ) are jointly Gaussian. Here
are the coefficients of the linear MMSE estimators of S ν given (Û 1 ,V,Û 2 ). In [20, Appendix, Lemma 11] we prove that
A detailed description of the scheme is given in Section IV. The distortion pairs achieved by this vector-quantizer (VQ) scheme are described in the next theorem.
Theorem 2: The distortions achieved by the vectorquantizer scheme are all pairs
where, for some 0
and whereρ 
Section IV.A) recovers the Lapidoth-Tinguely achievable ratedistortion region [1, Th. IV.4].
Based on Theorem 2 we now present sufficient conditions for the achievability of
Corollary 1: When C 12 is unlimited, the distortions achieved by the vector-quantizer scheme are all pairs
where, for some 0 ≤ β ≤ 1, the rate-pair (R 2 , R c ) satisfies
To demonstrate the benefit of conferencing for the VQ scheme we compare the performance of the VQ with unlimited conferencing capacity to the performance of the VQ without conferencing (i.e. the VQ in the Lapidoth-Tinguely MAC model). We fix d 2 and let d 1 = αd 2 and assume that the encoders are subject to symmetric average-power constraints. Fig. 3 compares the required average-power for the VQ with unlimited conferencing capacity and without conferencing, for attaining a desired distortion pair (αd 2 , d 2 ). The figure displays also the minimum required power for attaining the desired distortions when (S 1 , S 2 ) is available at both encoders hence they can fully cooperate in the source description and therefore
C. Source-Channel Separation
Next, we compare the performance of our vector-quantizer scheme with the performance of two optional source-channel separation schemes, for the case of unlimited conferencing capacity.
1) Source-Channel Separation Scheme 1:
We consider the set of distortion pairs that are achieved by combining the optimal scheme for the source-coding problem without conferencing with the optimal scheme for the channel-coding problem with unidirectional conferencing, as shown in Fig. 4 .
The rate-distortion region associated with the source-coding problem can be found in [12] and [13] and is described as follows.
Proposition 1 [12] , [13] :
is achievable for the Gaussian two-terminal source-coding problem if, and only if, (R
The distortion pairs achievable by source-channel separation follow now by combining the latter set of rate pairs with the capacity region of the Gaussian MAC with unidirectional conference link reported in [10] , which for C 12 = ∞, is expressed by
Note that, by [5, Th. 1], when C 12 = ∞ source-channel separation is optimal for lossless transmission of both sources and by [6] source-channel separation is optimal also when
Next, we compare the performance of the vector-quantizer scheme, with that of source-channel separation scheme 1, for lossy trasmission. We fix d 2 = 0.2 and let d 1 = αd 2 . In addition, we assume that the encoders are subject to symmetric average-power constraints. Fig. 5 shows the required conferencing capacity for the VQ and for separation scheme 1, for attaining a desired distortion pair (αd 2 , d 2 ) (The figure uses the shorthand notation SC for source-channel). While both schemes require the same average-power, the VQ requires a smaller conferencing capacity.
For the set of distortion pairs (d 1 < 1, d 2 = 1) we can show analytically that the VQ scheme outperforms separation scheme 1 in the required conferencing rate. 
For separation scheme 1, by choosing R 2 = 0 we obtain the following bounds on R 1 ,
• Channel coding:
On the other hand, for the VQ scheme by choosing R 2 = 0 we obtain the following bounds on R c (which plays the role of R 1 in separation scheme 1),
Moreover, in this special case, the C 12 versus (P, d 1 ) tradeoff of the VQ is optimal as can be argued as follows:
• Over a point-to-point channel with average power 4P quantizing the source at the channel capacity rate attains the minimal distortion [8] rate for the Gaussian WZ problem, coincides with our lower bound on C 12 :
2) Source-Channel Separation Scheme 2: We consider next the set of distortion pairs that are achieved by combining an achievable rate-distortion scheme for the source-coding problem with unidirectional conference link, with the optimal scheme for the channel-coding problem without conferencing, as shown in Fig. 6 . An achievable rate-distortion region for the source-coding problem with unidirectional conference link can be found in [9, Th. 5.1] (for the open switch problem) and is described as follows. Let P (D 1 , D 2 ) be the set of all triples of random variables (U, V, W ) jointly distributed with (S 1 , S 2 ) such that 
Proof: See Section V. The distortion pairs achievable by this source-channel separation scheme follow now by combining the latter set of rate pairs with the capacity region of the Gaussian MAC without unidirectional conference link, which is expressed by
We compare the performance of the source-channel separation scheme 2 inner bound with that of the vector-quantizer, for unlimited conferencing capacity. We fix d 2 = 0.2 and let d 1 = αd 2 . In addition, we assume that the encoders are subject to symmetric average-power constraints. Fig. 7 compares the required average-power for attaining a desired distortion pair (αd 2 , d 2 ) . We see that the VQ scheme requires less averagepower than source-channel separation scheme 2 while both schemes require the same conferencing capacity.
D. High-SNR Asymptotics With Unlimited Conferencing Capacity
We consider next the high-SNR asymptotics of an optimal scheme when the conferencing capacity is unlimited. To this
denote an arbitrary normalized distortion pair resulting from an optimal scheme. For a subset of those distortion pairs -i.e. distortion pairs satisfying
1, the high-SNR behavior is described in the following theorem.
Theorem 3: The high-SNR asymptotics for the Gaussian MAC with unlimited C 12 satisfies
Proof: See Section VI. Corollary 2: The high-SNR asymptotics for separation scheme 1 for the Gaussian MAC with unlimited C 12 satisfies
provided that d 1 ≤ 1, d 2 ≤ 1, and that
Proof: See Section VII. We conclude with the following extension to [6] which asserts that:
Corollary 3: For high-SNR with ρ > 0, C 12 = ∞, and
source-channel separation scheme 1 is optimal in the sense of attaining the optimal d 1 d 2 given the system parameters (ρ, P 1 , P 2 , N).
We restate Theorem 3 more specifically for the "semi-symmetric" case where
Discussion: The asymptotic correlation can be explained as follows. Separation scheme 1, when generating the channel inputs (X 1 , X 2 ), ignores the source correlation and transmits two independent messages via Willems's code construction for the MAC with conferencing [11] . As a result, the correlation between the channel inputs is √ β, where β is the fraction of power that Encoder 2 transmits in coherence with Encoder 1.
In contrast, the vector-quantizer does exploit the source correlation and exhibits additional gain due to the correlation between V * and U * 2 which is reflected by the larger correlation coefficient ρ 2β + β. Nevertheless, when C 12 = ∞, the final maximization of both correlation expressions, each over its admissible domain of β, yields an identical result. This is explained by the fact that the asymptotic product (28) is attained via the separation scheme by the rate pair
and by the vector-quantizer via the rate pair
Consequently, the separation strategy which exploits the source correlation at the source-coding part sends at a lower R 2 rate which in turn increases the admissible domain of β. For separation scheme 1, C 12 = R 1 , while for the vector-quantizer
. Next, let us compare this asymptotic behavior to the asymptotic behavior of the vector-quantizer without conferencing,
As noted in [1] , the gain 1 − ρ 2 in the numerator on the r.h.s. of (29) is due to the fact that the receiver exploits the source correlation in joint-typicality decoding, while the gain 1 + ρ in the denominator is due to the correlation ρ that the encoders build on the channel inputs (X 1 , X 2 ). The asymptotic expression (28) demonstrates that with unlimited unidirectional conferencing capacity, both the vector quantizer and separation scheme 1, exploit the source correlation-each in its own way-and increase the correlation on the channel inputs to 2 −
E. High-SNR Asymptotics With Fixed Conferencing Capacity
We consider first the high-SNR asymptotics of sourcechannel separation scheme 1 when the conferencing capacity C 12 is fixed.
Corollary 5: The high-SNR asymptotics for separation scheme 1 for the Gaussian MAC with fixed unidirectional conferencing capacity C 12 = C satisfies
Proof: See Section VIII. We consider next the high-SNR asymptotics of the vectorquantizer scheme when the conferencing capacity C 12 is fixed.
Corollary 6: The high-SNR asymptotics for the vectorquantizer scheme for the Gaussian MAC with fixed unidirectional conferencing capacity C 12 = C satisfies
and *
Proof: See Section IX. Next, we compare the maximum correlation that can be achieved by the two schemes when P 1 = P 2 = P. For separation scheme 1 we obtain *
where in both approximation steps we use that
For the vector-quantizer we obtain * VQ ≥ ρ2
Next, let d 2 = d and d 1 = αd in which case the r.h.s. of (35) yields *
while the r.h.s. of (36) yields *
The r.h.s. of (38) is strictly larger than the r.h.s. of (37) as long as
It is easy to verify that α = 2 −2C satisfies (39). We conclude that: 
III. PROOF OF THEOREM 1
Lemma 1: For a multiple-access channel with unidirectional conferencing, let {X 1,k }, {X 2,k } and {Y k } be the channel inputs and channel outputs of a coding scheme achieving a distortion pair (D 1 , D 2 ) . Then, for every δ > 0 there exists an n 0 (δ) > 0 such that for all n > n 0 (δ)
Proof: By the definition of an achievable distortion pair (D 1 , D 2 ) and the monotonicity of R S 1 ,S 2 ( 1 , 2 ) in ( 1 , 2 ) , for any δ > 0 there exists an n 0 (δ) > 0 such that for every n > n 0 (δ)
as reported in [2, Appendix I]. Next,
Here, (a) follows since W is a deterministic function of S 1 and by the encoding relations (4), while (b) follows since
The combination of (42) and (43) establishes (40). In a similar way
Here, (c) follows since W is a deterministic function of S 1 ; (d) follows by the encoding relations (4); and (e) follows since
Furthermore, in the last step we've defined U k = (S 1 , W ) in which case, by the definition of the encoding relation (45) and (44) 
establishes (41).
Lemma 2: For a multiple-access channel with unidirectional conferencing, let the sequences {X 1,k } and {X 2,k } satisfy
Proof: By the Max-Entropy Theorem [14, Th. 11.1.1] and the fact that the variance is always smaller than or equal to the second moment:
This step reduces the multiple access problem to the problem of transmitting the source (S 1 , S 2 ) over a point to point AWGN channel of input power constraint E (X 1 + X 2 ) 2 . The first inequality (47) follows now from the proof of the converse in [15, Sec. III] using Jensen's inequality. For the second inequality (48), again apply the Max-Entropy Theorem conditioned on U = u, and then use Jensen's inequality
It remains to show that for evaluating the upper bound it is sufficient to consider only Gaussian distributions. The proof follows the same lines as the proof of the main result in [10] and is omitted (see also [16 
Then, for any two Borel measurable arbitrary functions g
and for length-n sequences X and Y, we have
The second result states that when (X k , Y k ) is a bivariate Gaussian, the supremum in (49) 
where the supremum is taken over all functions g i,k : R → R,
Using Witsenhausen's lemma we may upper-bound (X 1 , X 2 ) as follows
Here, (a) follows since f (n) : R n → W is a deterministic function of S 1 , and (b) follows since (S 1 , S 2 ) is IID generated, hence Lemma 3 applies. Next, define Here, (c) follows since conditioned on S 1 , the random variable S 2 − ρ S 1 is independent of S 1 and therefore
Consider the maximiziation of (X 1 , X 2 ) subject to the conditional rate-distortion constraint following from (41) and (48),
• Recall that the upper bound on the r.h.s. of (52) is attained by jointly Gaussian (X 1 , U, X 2 ).
• Conditioned on S 1 the energy-distortion tradeoff for attaining R S 2 |S 1 (D 2 ) is achieved by uncoded transmission of S 2 − ρ S 1 by Encoder 2. Moreover, by (51) any linear function of S 2 − ρ S 1 which Encoder 2 transmits does not interfere with the correlation that is built via the transmission of S 1 by both encoders.
• We use a perturbation argument to argue that uncoded transmission of S 1 at both encoders maximizes (X 1 , X 2 ). This is true since by [19, Th. 1] if Z is independent of the pair (X, Y ) then (X, Y + λZ ), λ ∈ R is continuous at λ = 0. Suppose that Encoder 2 acquires via the conference channel the sequenceS 1 wherẽ S 1,k = S 1,k + λZ k , λ ∈ R and {Z k } consists of IID zero mean varianceÑ Gaussians that are independent of the source sequence. By Lemmas 3 and 4 uncoded transmission of {S 1,k } by Encoder 1 and {S 1,k } by Encoder 2 maximizes (X 1 , X 2 ). Since the rate-distortion region is a continuous function of λ 2Ñ , the limit of the ratedistortion region attained by the above strategy as λ → 0 converges to the solution to the constrained maximum of (50). Consequently, for the solution to the constrained maximum of (50) we may assume that Encoder 2 is split into two separate sub-encoders, with respective inputs (S 1 , S 2 − ρ S 1 ), respective outputs (X 2,k ,X 2,k ) which are linear functions of the inputs and aggregate normalized power constraint
This decomposition is shown in Fig. 8 . Thus, for 0 ≤ β ≤ 1, consider the linear mappings
It can be verified that, as required by Lemma 3,
Furthermore, for this set of linear mappings the random variable U which satisfies
, and is jointly Gaussian with (
Thus, the set of laws over which (X 1 , X 2 ) is maximized are those for which U = X 1 hence they simultaneously maximize the r.h.s. of (48) as well. The combination of (40), (47), (50) and (53) establishes the upper bound (9) in Theorem 1.
The combination of (41), (48), and (54) establishes the upper bound (10) in Theorem 1.
IV. PROOF OF THEOREM 2
A. Coding Scheme
Fix some > 0 and a rate tuple (R 1 , R 2 , R c ) .
1) Code Construction
The codewords are drawn independently uniformly over the surface of the centered R n -sphere S i of radius r i = nσ 2 (1 − 2 −2R i ). Codebook C c , consists of 2 n R c codewords {V(1), V(2), . . . , V(2 n R c )}. The codewords are drawn independently uniformly over the surface of the centered R n -sphere S c of radius r c = nσ 2 
and for any codeword v(k) let b(k) denote the index of the bin containing v(k). For every w, v ∈ R n where neither w nor v are the zero-sequence, denote the angle between w and v by (w, v) . i.e., cos (w, v) w, v w v .
2) Encoding:
Given the source sequences (
Encoder 1 vector-quantizes s 1 in two steps as follows: 1) If F (s 1 , C 1 ) = ∅ it forms the vector u * 1 by choosing it as the codeword u 1 
Let F (z Q 1 , C c ) be the set defined by
If
The channel input X 1 is now given by (12) .
Since the codebooks C 1 and C c are drawn over the centered R n -spheres of radii r 1 = σ 2 (1 − 2 −2R 1 ) and 
2 is the all-zero sequence. Encoder 2 acquires the codeword v(k * ) by choosing among the codewords within bin b(k * ) the codeword v(k * ) such that
The channel input X 2 is now given by (13) . Since the codebooks C 2 and C c are drawn over the centered R n -spheres of radii r 1 = σ 2 (1 − 2 −2R 2 ) and r c = σ 2 2 −2R 1 (1 − 2 −2R c ), respectively, and (as shown in [20, Appendix, Lemma 43] ) the codewords U * 2 and V * are correlated, the channel input X 2 satisfies the average-power constraint.
3) Reconstruction: The receiver's estimate (Ŝ 1 ,Ŝ 2 ) of the source pair (S 1 , S 2 ) is obtained via the channel output Y in two steps. First, the receiver makes a guess (
2 ) by choosing among all "jointly typical" tuples (u 1 , v, u 2 ) ∈ C 1 × C c × C 2 the tuple whose linear combination a 1,1 U 1 + a 2,1 U 2 + (a 1,2 + a 2,2 )V has the smallest distance to the received sequence Y. More formally, letF
where (ρ,ρ) are defined in (18) , and for any tuple (u 1 , v, u 2 ) define
where α a 1,2 + a 2,2 . Then the receiver forms its estimate by choosing
If the channel output Y and the codebooks are such that there doesn't exist a member inF (C 1 , C c , C 2 ) that minimizes the r.h.s. in (60), then (Û 1 ,V,Û 2 ) are chosen to be the all-zero sequences.
In the second step, the receiver forms its estimates (Ŝ 1 ,Ŝ 2 ) of the source pair (S 1 , S 2 ) according to (14) .
B. Expected Distortion
Similarly to [1] , to analyze the expected distortion we first show that, when the rate constraints (17) are satisfied, the asymptotic normalized distortion of the proposed scheme remains the same as that of a genie-aided scheme in which the genie provides the decoder with the triplet (U * 1 , V * , U * 2 ). The genie-aided decoder forms its estimate
according to (14) and ignores its guess (Û 1 ,V,Û 2 ) produced in the first decoding step.
with γ 1,1 , γ 1,2 , γ 1,3 , γ 2,1 , γ 2,2 , γ 2,3 as in (15) .
Proof: Follows from [20, Appendix, Proposition 6] by first letting n → ∞ and then → 0 and δ → 0.
By Proposition 4, to analyze the distortion achievable by our scheme it suffices to analyze the genie-aided scheme.
Proposition 5: The distortion pair (D 1 , D 2 ) of the genieaided scheme satisfies
where lim
Proof: See [20, Appendix] .
V. PROOF OF PROPOSITION 3
Let (S 1 , S 2 ) be a pair of zero-mean jointly Gaussian random variables with covariance matrix as per (2) . Let P (D 1 , D 2 ) be the set of triples (U, V, W ) jointly Gaussian with (S 1 , S 2 ) such that
This set can be defined as follows. Independently of (S 1 , S 2 ) draw a triplet of independent random variables N (w) 
, and define
Then,
where K S S|U V W is the covariance matrix of (S 1 , S 2 ) conditioned on (U, V, W ).
and σ 2 w σ 2
the result follows since
VI. PROOF OF THEOREM 3
The high-SNR asymptotics for the multiple-access problem, when C 12 = ∞, can be obtained from the necessary condition for the achievability of a distortion pair (D 1 , D 2 ) in Theorem 1, and from the sufficient conditions for the achievability of a distortion pair (D 1 , D 2 ) derived from Corollary 1.
First we recall the rate-distortion function of a bivariate Gaussian.
Theorem 4 [7] , [1, Th. III.1] : The rate-distortion function
By Corollary 1, when the conferencing capacity is unlimited, it follows that any normalized distortion pair
then (62) and (63) 
Combining (66) with the expression ofρ yields that if in addition to (64) the pair (d 1 , d 2 ) satisfies (65), thenρ → ρ as N → 0. In conclusion, the sufficient condition yields that, if a pair (d 1 , d 2 ) satisfies (64) and (65), then
be a distortion pair of an optimal scheme. Then, by the upper bound (9) in Theorem 1 we have that for some 0 ≤ β < 1
then for N small enough
by 
and clearly * VQ = * -i.e. the maximal correlation attained by the VQ scheme equals * since it is the same function of β and it is defined over the same domain.
This concludes the proof of Theorem 3.
VII. PROOF OF COROLLARY 2
By Proposition 1 and (21), when the conferencing capacity is unlimited, it follows that any normalized distortion pair
then (73) and (74) are satisfied for sufficiently small N and some 0 ≤ β < 1. Thus, for N sufficiently small, any pair satisfying (75) and (76) 
It remains to optimize the correlation sep1 (β) over β subject to the constraint (74), * sep1 = sup
This concludes the proof of Corollary 2.
VIII. PROOF OF COROLLARY 5
By Proposition 1 and [10] , for a fixed conferencing capacity C 12 = C, it follows that any normalized distortion pair (d 1 
(77) (79) is achievable. Next, if (26) holds then (77) and (78) are satisfied for sufficiently small N and some 0 ≤ β 1 , β 2 < 1. Thus, for N sufficiently small, any pair satisfying (26) and (79), is achievable provided that (β 1 , β 2 ) satisfy the constraints imposed by (77) and (78).
It remains to optimize the correlation sep1 (β 1 , β 2 ) over (β 1 , β 2 ) subject to the constraints (77) and (78). * sep 1 = sup
This concludes the proof of Corollary 5.
IX. PROOF OF COROLLARY 6
By Theorem 2, for a fixed conferencing capacity C 12 = C, it follows that any normalized distortion pair (d 1 , d 2 ) satisfying d 1 ≤ 1, d 2 ≤ 1 and
is achievable. 
This concludes the proof of Corollary 6.
