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Abstract
We present a class of methods for federated learning, which we call Fed+, pronounced FedPlus. The
class of methods encompasses and unifies a number of recent algorithms proposed for federated learning
and permits easily defining many new algorithms. The principal advantage of this class of methods is to
better accommodate the real-world characteristics found in federated learning training, such as the lack of
IID data across the parties in the federation. We demonstrate the use and benefits of this class of algorithms
on standard benchmark datasets and a challenging real-world problem where catastrophic failure has a
serious impact, namely in financial portfolio management.
1 Introduction
Federated learning is a technique for training machine learning models without sharing data, introduced
by McMahan et al. [2017]; Konecˇny` et al. [2015, 2016], and gaining momentum over the past few years.
Enabling parties to train large machine learning models without sharing data allows not only to satisfy privacy
concerns, but also, in many cases, to increase accuracy and reduce training times. For many real-world
applications it is not feasible to share data outside of an organization or a country. This directive has been
enshrined into law in various jurisdictions, notably GDPR in the European Union Hoofnagle et al. [2019],
and FERPA Sieber [2007] (education), HIPAA Cohen and Mello [2018] (medical data), in the United States.
The issue of data privacy is also of importance to public opinion, as evidenced by reactions to recent data
breaches Cheng et al. [2017]; Kammoun et al. [2019]. Federated learning, by allowing model training while
respecting these regulations, has appealed to practitioners in numerous domains from medical research to
finance to the Internet of Things.
Federated learning involves a possibly varying set of parties participating in a parallel training process
through a centralized aggregator. The aggregator has access only to the parties’ model parameters, or gradi-
ents, but not to the data itself. Parallel, distributed gradient descent involves a similar setup, but in federated
learning communication is minimized by the parties each performing a number of iterations locally before
sending their parameters or gradients to the aggregator. These local iterations complicate the theoretical
convergence of the federated learning process, and for this reason most algorithms require all parties’ data
to be drawn as IID observations from a common data distribution. It has been observed that not only the
theoretical convergence but also the practical convergence of the training is hindered in non-IID federated
settings. Significant accuracy benefits can accrue from increasing the diversity of datasets used in model
training; however, as participating parties bring more diverse data sets, federated learning training can suffer
irreparably, leading in some cases to catastrophic failure Corinzia and Buhmann [2019]. Clearly, this has
created problems in settings where federated learning can bring the most value.
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We thus present a class of methods for federated learning which we call Fed+, pronounced FedPlus. The
class of methods encompasses and unifies a number of recent algorithms proposed for federated learning,
including several that allow for non-IID data. Importantly, Fed+ permits easily defining many new algorithms.
The Fed+ paradigm allows for data heterogeneity by relaxing the requirement that the parties must reach a
full consensus. The main idea behind Fed+ is to abandon the requirement that all parties converge to a
single central point. Indeed, forcing diverse parties to solve for an average solution across all parties can
lead to a failure of the training process. Instead, Fed+ advocates for a soft approach to federated learning:
each party’s training can be improved through cooperation with other parties. Fed+ applies equally well to
traditional algorithms for federated learning, such as the original FedAvg McMahan et al. [2017], regularized
algorithms such as FedProx Li et al. [2018], robust methods, such as Robust Federated Aggregation (RFA),
which leverages the geometric median Pillutla et al. [2019] and the coordinate-wise median Yin et al. [2018],
and other variants such as that of Smith et al. [2017]; Corinzia and Buhmann [2019].
To evaluate the performance of our proposed approach, it is important to assess how it and the alternatives
fare when catastrophic failure happens such as that which occurs in real-world problems. To this end, we
examine a reinforcement learning-based financial portfolio management problem that consists of sequentially
allocating wealth to a collection of assets in consecutive trading periods. Due to the sequential decision-
making nature of portfolio management, it is straightforward to apply reinforcement learning (RL) to model
asset reallocation; see for example Almahdi and Yang [2017], model-free off-policy RL Jiang et al. [2017],
an optimal hedging framework Buehler et al. [2019], and state-augmented RL Ye et al. [2020]. Federated
learning is of significant potential value in this application for two reasons: (i) Historical financial data is
limited. Consider the S&P500: the size of a training set for any S&P500 asset over the past 10 years is only
2530 observations, as there are 253 trading days per year. Traders thus augment public data using their own
data models which they do not wish to share with other traders. Federated learning offers an avenue for them
to jointly train policies on far more data, without revealing their private data. (ii) Second, financial markets
are highly non-stationary and as such the policies learned from the training data may not generalize well due
to distribution shift. Federated learning on heterogeneous data offers the benefits of multi-task learning in
a privacy-protected manner. We illustrate the catastrophic collapse in the training of a federated RL policy
using several different base fusion algorithms. All of the failures can be eliminated with the use of Fed+ in
addition to the base algorithm. We further illustrate the Fed+ approach on the synthetic dataset created for
FedProx by Li et al. [2018] as well as on a number of other common datasets that have been adapted for
federated learning in the image and natural language domains.
2 Related Work
The original and most intuitive federated learning algorithm is FederatedAveraging (or FedAvg) McMahan et
al. [2017]. However, its element-wise mean update is susceptible to corrupted values by faulty parties Tyler
[2008]. Furthermore, it has been observed in practice that FedAvg can lead to failure of the training process.
Recently, Li et al. [2020] showed that FedAvg as initially defined can converge to a point which is not a
solution to the original problem; the authors proposed to add a learning rate that decreases at each federated
round and with that modification they provide a theoretical convergence guarantee for the algorithm, even
when the data is not IID. On the other hand, the resulting algorithm is very slow to converge and hence not
efficient in practice.
A recent line of work involves enhancing the robustness of federated learning to corrupted updates from
the parties. Pillutla et al. [2019] propose Robust Federated Aggregation (RFA), and argue that federated
learning can be made robust to corrupted updates by replacing the weighted arithmetic mean aggregation by
an approximate geometric median. In Yin et al. [2018], the authors propose a Byzantine-robust distributed
statistical learning algorithm based on the coordinate-wise median of model weights, with a focus on achiev-
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ing optimal statistical performance. Both robust federated learning algorithms, RFA Pillutla et al. [2019]
and coordinate-wise median Yin et al. [2018], involve training a single global model on distributed data with
assumptions on the maximum number of adversarial parties, usually that the number is less than one half. As
we will see, such methods are not robust to non-IID data and can, as FedAvg, lead to a collapse of the learning
process. However, both of these methods can be integrated into, and improved by, our Fed+ framework.
In an effort to better handle non-IID data, Li et al. [2018] introduce a regularization term in the form
of a proximal distance from the FedAvg solution in their FedProx algorithm. Hanzely and Richta´rik [2020]
propose a local-global mixture method that overlaps with Fed+ in some of the settings considered and as
such is subsumed by the Fed+ family of methods. Others like Li et al. [2020]; Karimireddy et al. [2019]
seek to explain the non-convergence of FedAvg while proposing new algorithms: Pathak and Wainwright
[2020]; Charles and Konecny´ [2020]; Malinovsky et al. [2020] offer explanation and new algorithms, called
FedSplit and LocalUpdate, and Local Fixed Point, respectively, and obtain tight bounds on the number of
communication rounds required to achieve an  accuracy. These algorithms look similar to Fed+ but have an
important difference in that they require the convergence of all parties to a common model.
Federated learning with heterogeneous data is similar to transfer learning Tirinzoni et al. [2018], which
aims to transfer the experience gained in learning to perform one task to help improve learning performance in
a related but different task. In this case, agents essentially perform different tasks since they train on non-IID
data. Similarly, federated learning is related to multi-task learning and multi-agent learning, where each party
may have limited historical data but as a group they have enough to train a deep neural network model. In
transfer learning, however, it is assumed that observations are shared across tasks, while the federated setting
does not allow for data to be shared across parties. Our proposed Fed+ can also be used in conjunction with
multi-task federated learning Smith et al. [2017]; Corinzia and Buhmann [2019].
3 The Fed+ Framework
The Fed+ framework is designed to better handle federated learning when the data across the parties is not
IID. The key observation is that Fed+ does not require all parties to converge to a single central point. Forcing
diverse parties to solve for an average solution across all parties can lead to a failure of the training process.
Instead, Fed+ advocates for a soft approach to federated learning: each party’s training can be improved
through cooperation with other parties while maintaining a unique local solution.
Fed+ thus requires redefining the overall objective of the federated learning training process. Consider
the original FedAvg objective of minimizing the average loss over N parties.
min
x
F (x) :=
1
N
N∑
n=1
fn(x) (1)
where x ∈ <D is the model parameter to be learned, and fn : <D → < is the local loss function, for each n.
Equivalently, it can be formulated as follows:
min
X=(x1,x2,...,xN )∈<ND
F (X) :=
1
N
N∑
n=1
fn(xn)
subject to x1 = x2 = · · · = xN .
Instead, we take a softer approach and propose the following objective for the overall federated training
process:
min
X
F (X,α) :=
1
N
N∑
n=1
fn(xn) + αnB(xn, C(X)) (2)
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where B(·, ·) is a distance function, and C : <ND → <D is an aggregate function that computes a central
point of x1, . . . , xN . When α = 0, problem (2) reduces to the non-federated setting where every party solves
independently a local objective function. On the other hand, for αn > 0 for all n and C(X) = 1N
∑
n xn, if
one sets B such that B(x, xˆ) =∞ if x 6= xˆ and B(x, xˆ) = 0 otherwise, then (2) is equivalent to problem (1).
More generally, the distance function B may be the usual Euclidean L2 norm, an Lp norm, or other Bregman
divergence measures, such as a scaled proximal mapping
B(xn, xˆ) :=
1
2
‖xn − xˆ‖2Q, (3)
for a symmetric, positive definite matrix Q, where ‖x‖Q =
√〈x, x〉Q and 〈x, y〉Q = x′Qy. The scaled
proximal mapping of (3) can serve to weight each component’s contribution differently depending on the
application and information available during model training.
While problem (2) can be solved centrally, we are interested in the federated setting where each party n
solves its own version of the problem, with learning rate γk and the following update:
xk+1n = x
k
n − γkn∇Fn(xkn),
= xkn − γk[∇fn(xkn) + αkn∇B(xkn, C(Xk))]. (4)
In practice, one typically implements a stochastic gradient version of (4) where∇fn(xkn) is approximated by
a random sample.
The Fed+ method is a family of algorithms for solving problem (2) by each party without requiring all
parties to agree on a single, common model, defined in Algorithm 1. We argue that this softer approach
to federated learning offers the benefits of federation without the pitfall of model failure that can occur in
real-world implementations. The two main steps of the method are, after initializing values, (a) for the local
parties, n, to update at round k their models, xkn, as a function of the central model value, xˆ
k := C(Xk), as in
(4), performing some number of such update steps within the round k and maintaining the last updated value
as their current model, (b) for the parties to send this last updated value to the aggregator, who computes a
new central value of the models over all participating parties, increments the round number, sends the new
central value to the parties, and the process repeats from the last updated models at the parties. A main
difference between Fed+ and most other algorithms is that the parties do not set the common model as their
starting point at each successive round.
So as to encompass a number of important special cases, Algorithm 1 makes use of a number of param-
eters, αkn, γ
k
n and p1, p2, where p1 controls the set of parties actively participating in each federated round
and p2 controls the number of local iterations at each party between federated updates. The Fed+ method is
described for the case where parties transmit their models (e.g. in the form of neural network weights) to the
aggregator; however, party gradients can be accommodated in a similar manner.
Possibly the simplest efficient form of Fed+ can be obtained by setting B to the L2 norm and αkn and p2
to constants. We call this algorithm FedAvg+.
Definition 1 (New method, FedAvg+). Let B(xn, xˆ) := 12‖xn − xˆ‖2, C(X) := 1N
∑
n xn, and set for all
n, k, αkn = α and p2 to constants. We call this form of Algorithm 1, FedAvg+.
The Fed+ method includes several knobs, the setting of which allows one to recover a number of existing
algorithms, as well as to readily define new algorithms with varying properties, such as greater robustness.
Proposition 1 (FedProx method of Li et al. [2018]). Let B(xn, xˆ) := 12‖xn − xˆ‖2, C(X) := 1N
∑
n xn,
αkn = α for all n = 1, . . . , N , k = 1, . . . ,K and p2 constants, and set current model at line 11 to x
k
n ← xˆ.
Then Algorithm 1 reduces to FedProx Li et al. [2018].
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Algorithm 1 : Fed+
Initialization:
1: Define maximum number of federated rounds K for N parties, and parameters αkn, γ
k
n, p1 ∈ (0, 1),
p2 ∈ Z . Each party initializes and sends x0n to the Aggregator, which computes the central value xˆ0 ←
C(X0).
Aggregator:
2: for round k = 1, . . . ,K do
3: Sample parties n with p1 to obtain set Pk ⊆ {1, . . . , N}.
4: for each party n ∈ Pk in parallel do
5: Aggregator sends xˆk−1 to party.
6: xkn ← Local-Solve(n, k, xˆk−1).
7: Party sends xkn to Aggregator.
8: end for
9: Compute xˆk ← C(Xk).
10: end for
Local-Solve (n,k,xˆ): //run on each active party n
11: Run T = p2 local iterations, starting with current model xkn ← xk−1n .
12: for t = 1, . . . , T do
13: xkn ← xkn − γkn(∇fn(xkn) + αkn∇B(xkn, xˆ)).
14: end for
Pathak and Wainwright [2020] revisit FedProx and show that it converges to a different fixed point than
that of (1). Our aim is, as that of Hanzely and Richta´rik [2020] discussed below, precisely this: for party n
to converge to a fixed point that optimizes (2), a solution that solves party n’s problem while benefitting in a
softer fashion from the models of the other parties.
Remark 1 (Global-local mixture). Fed+ can be shown to resemble the local-global mixture algorithm of
Hanzely and Richta´rik [2020] when B(xn, xˆ) := 12‖xn − xˆ‖2, αkn = α for all n = 1, . . . , N , k = 1, . . . ,K
and the update step in line 13 of Algorithm 1 is modified. In the local-global mixture method, in each round,
a random choice is made by the aggregator whether to perform a purely local update, or a gradient step
with respect to B, which corresponds to moving all xkn towards xˆ
k. For consecutive local updates, this is
equivalent to running Local-Solve in Algorithm 1 with α = 0 with a random p2.
Note that when B(xn, xˆ) := 12‖xn − xˆ‖2, the update in line 13 of the Fed+ Algorithm has a particularly
elegant and intuitive form. For a given party n, let γkn = γn, α
k
n = αn for all k = 1, . . . ,K
xkn ← xkn − γn[∇fn(xkn) + αn∇B(xkn, xˆ)],
= xkn − γn[∇fn(xkn) + αn(xkn − xˆ)],
= (1− αˆn)xkn + αˆnxˆ− γn∇fn(xkn),
where αˆn = γnαn. The third term vanishes at the solution to each local problem x∗n and so the update can
be seen as moving along the line given by the αˆn-convex combination of the local model xkn and the average
model xˆ. This observation was also made by Hanzely and Richta´rik [2020].
Remark 2 (Relation to model-agnostic meta-learning). Hanzely and Richta´rik [2020], see also Charles and
Konecny´ [2020], note that party n’s update obtained by subtracting the gradient of the loss function from the
average local model resembles MAML Finn et al. [2017], which updates the party’s model by subtracting the
gradient of the global model.
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Federated algorithms which are robust to adversarial attacks are of interest and have motivated the devel-
opment of several robust versions of federated aggregation such as the use of the geometric median Pillutla
et al. [2019] and that of the coordinate-wise median Yin et al. [2018]. The Fed+ framework can be shown to
reduce to those algorithms as follows.
Proposition 2 (Robust 1: Geometric median). Let αkn = 0 for all k = 1, . . . ,K and n = 1, . . . , N , and C
be the geometric median function
C(X) := arg min
z
N∑
n=1
‖z − xn‖.
Set the current model at line 11 to xkn ← xˆ. Then, the algorithm is equivalent to the RFA method of Pillutla
et al. [2019].
Proposition 3 (Robust 2: Coordinate-wise median). Let αkn = 0 for all k = 1, . . . ,K and n = 1, . . . , N ,
and C be the coordinate-wise median such that for each d = 1, . . . , D,
C(X)d := med{x1,d, . . . , xN,d},
where the median of each component of x is computed independently. Set the current model at line 11 to
xkn ← xˆ. Then, Fed+ is equivalent to the algorithm of Yin et al. [2018], that uses coordinate-wise median
aggregation and is faster to compute than the RFA method above.
While these forms of median are more robust to outliers than the mean used in (1), median-based methods
are not immune to training failure as a result of non-IID party-level data as we shall illustrate in the experi-
mental section of this paper. As such, it is of interest to use the Fed+ framework in robust aggregation. One
can readily obtain a new family of robust algorithms by setting αkn > 0, using a robust measure of centrality
C such as the geometric or coordinate-wise median, and using Line 11 as defined in Algorithm 1.
Remark 3. (Convergence of Fed+) A convergence proof of Fed+ can be derived under appropriate condi-
tions when C is given by the mean, and B is the standard Euclidean distance. However, when using other
forms of C, the overall function F (X) = 1/N
∑
n fn(xn) + αB(xn, C(X)) need not exhibit the required
properties due to the second argument of B(xn, C(X)). Indeed, the overall mapping of each party’s func-
tion Fn(xn, C(X)) need not be well-defined, even when fn(xn) is strongly convex and B(xn, C(X)) is
strictly convex in its first argument. Consider for example the geometric median, in which case C(X) =
arg minz
∑N
n=1 ‖z − xn‖, and coordinate-wise median, which is non-smooth. As such, we leave a thorough
analysis of Fed+ convergence to future work.
In the next section, we show numerically that Fed+ works remarkably well in practice not only when
B(xn, C(X)) is continuously differentiable usingC as given by the mean, such in our FedAvg+ instantiation,
but also the robust yet non-smooth variants of Fed+: namely RFA+ and coordinate-wise median+, which offer
far superior performance to the original baseline algorithms, FedAvg, RFA, and coordinate-wise median.
4 Experiments
We begin by illustrating the type of catastrophic failure that can occur in real-world federated learning training
on a reinforcement learning-based financial portfolio management problem that sequentially allocates wealth
to assets over time. The problem is explained further in the next section. The key observation, shown in
Figure 1, is that replacing the local party models with the common, central (e.g. average) model can lead
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to dramatic spikes in model changes. These dramatic spikes can trigger training failure for the federation
as a whole. Specifically, the figure shows the mean and standard deviation of the change in neural network
parameter values before and after a federated learning aggregation step. Three federated aggregation methods
illustrated are: FedAvg, RFA using the geometric median, and the coordinate-wise median as well as the no
fusion case where each party trains independently on its own data , and the FedAvg+ version of our proposed
Fed+ approach.
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Figure 1: Impact of federated learning aggregation on consecutive model changes. The figure shows the
absolute value of the model change (here the model is the neural network parameters) before and after feder-
ated model aggregation on the financial portfolio optimization problem. FedAvg, RFA and coordinate-wise
median cause large spikes in the parameter change that do not occur without federated learning or when using
Fed+. The large spikes coincide precisely with training collapse, shown in Figure 2 (bottom three figures).
Such dramatic model change can lead to a collapse of the training process. Figure 2 (three bottom curves)
shows the collapse of training, averaged over parties, using FedAvg, RFA and coordinate-wise median. Note
that this example does not involve adversarial parties or party failure in any way, as evidenced from the
fact that the single-party training on the same dataset (top curve) does not suffer any failure. Rather, this is
an example of federated learning on a real-world application where parties’ data are not IID from a single
dataset. As such, it is conceivable that federated model failure would be a relatively common occurrence in
real-world applications using the vast majority of algorithms.
Next, Figure 3 motivates the Fed+ approach by illustrating the behavior of the algorithms as a function
of how close the local party moves from a purely local model towards a common, central model. A local
party update occurs in each subplot on the left side, at α = 0. Observe that the local updates improve the
performance from the previous aggregation indicated by the dashed lines. However, performance degrades
after the subsequent aggregation, corresponding to the right-hand side of each subplot, where α = 1. In fact,
for FedAvg and RFA, performance of the subsequent aggregation is worse than the previous value (dashed
line). Intermediate values of α correspond to moving towards, but not reaching, the common, central model.
4.1 Standard Federated Datasets
We evaluate Fed+ on standard federated learning benchmarks including the non-identical synthetic dataset
of Li et al. [2018], a convex classification problem with MNIST LeCun et al. [1998] and FEMNIST Cohen
et al. [2017]; Caldas et al. [2018]; Li et al. [2018] and a non-convex text sentiment analysis task called
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Figure 2: Illustration of training collapse. Average training performance over 50 parties of the financial
portfolio optimization problem. The top curve is the average of 50 single-party training processes, each party
on its own data. The training processes collapse using all 3 federated learning algorithms. Note that there
are no adversarial parties in the federation, nor are there any party-level failures across the 50 parties. This
can be verified from the top curve that does not experience training collapse. Rather, the training collapse is
due to the federated learning process itself, and occurs when party-level training is forced to concur with a
single, central model. A deeper understanding of this collapse can be gleaned from Figure 3, which shows
what happens to the training before and after an aggregation step.
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Figure 3: Before and after aggregation, along the line given by varying α ∈ [0, 1] using a convex combination
of local update and the common model. Performance on the financial portfolio optimization problem is shown
as a function of locally shifting α. Dashed lines represent the common model at the previous round. The right-
hand side lower than the left-hand means that a full step towards averaging (or median) all parties, i.e., α = 1,
degrades local performance. This is the case with the standard FedAvg as well as with the robust methods.
Sentiment140 (Sent140) Go et al. [2009]. The descriptions of these benchmarks and the way in which
heterogeneity was imposed can be found in the supplementary material. The models of benchmarks are the
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Figure 4: Performance of Fed+, i.e., FedAvg+, RFA+ and coordinate-wise median+, is far superior to that of
the baselines.
same as those of Li et al. [2018] and the best µ reported in FedProx is used. In Figure 4, we report the testing
performance for baselines algorithms FedAvg, FedProx, RFA and coordinate-wise median together with our
proposed Fed+ algorithms. In all cases shown here, αkn = α for all n = 1, . . . , N and k = 1, . . . ,K, where
the constant value was tuned as a hyperparameter. In the supplementary material, we provide results for Fed+
with decaying αk, where that version is of interest when the tuning of α would be problematic.
Overall, on the benchmark problems, the robust federated learning algorithms perform the worst on these
non-IID data sets. FedProx uses a proximal term which, as we know from Li et al. [2018], is beneficial
in heterogeneous settings as compared with FedAvg. However, all of the baselines produce a single global
model not specific to the parties. Not only does Fed+ improve performance, it often also speeds up the
learning convergence, as shown in Figure 4. The best Fed+ algorithm can improve the FedProx’s performance
on these four data sets by 9.82% on average. The robust variants of Fed+, namely RFA+ and coordinate-wise
median+, outperform FedAvg+ on the synthetic, MNIST and Sent140 datasets, respectively. This shows the
benefits of incorporating robust statistics such as the geometric median and coordinate-wise median rather
than using the average, as proposed in the global-local mixture method of Hanzely and Richta´rik [2020].
4.2 Financial Portfolio Management
Financial portfolio management is a process of sequentially allocating wealth to a collection of assets in
consecutive trading periods Markowitz [1959]; Haugen and Haugen [2001]. Let t denote the index of
asset trading days, yt denote price relative vector, Y t denote price matrix and wt be portfolio weights.
Details of the portfolio management problem as well as necessary definitions are provided in the supple-
mentary material. The reinforcement learning model of financial portfolio management is, at time step t,
to observe the state st , (Y t,wt−1), take an action (choose portfolio weights) at = wt and receive
an immediate reward r(st, at) , ln(βtyt · wt−1) where βt is a transaction factor. The RL policy µθ
parameterized by deep neural networks with weights θ involves maximizing the return of the portfolio:
maxµθ J(µθ) , maxµθ
∑T
t=1 ln (βtyt ·wt−1)/T. By the deterministic policy gradient theorem Silver et
al. [2014], the optimal µθ can be found from θ ← θ + λ∇θJ(µθ) where λ is the learning rate. Historical
financial data is limited. The size of a training set for any S&P500 asset over the past 10 years is only 2530
observations, as there are 253 trading days per year. Traders thus each build private models to generate more
training examples; we use Geometric Brownian Motion (GBM), Variable-order Markov (VOM) model and
Generative Adversarial Network (GAN). Further details of the RL model itself, the architecture and the data
generative models can be found in the supplementary material.
GivenN parties, each with its own trading asset universe and data In for n ∈ {1, 2, . . . , N}. The number
of assets in each universe In is the same. The experiments are performed on 30 assets from the S&P500
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technology sector. Each party n constructs its own asset universe In by randomly choosing 9 assets and
pre-trains a private data augmentation method, i.e., GBM, VOM, or GAN, on their assets in In. S&P price
data from 2006–2018 is used for training data augmentation and the RL policies; 2019 price data is used for
testing.
All parties participate in the training, i.e., Pk = {1, . . . , N}. The number of global rounds K = 1000
and local RL iterations T = 50. Results are based on training over a sufficiently wide grid of fixed α
(typically 10-13 values on a multiplicative grid of resolution 10−1 or 10−3). Results are for the best fixed
α selected individually for each experiment. Two metrics measure performance: the most intuitive is the
geometric average return earned by an investment each year over a given period, i.e., annualized return. To
take into account risk and volatility, we also report the Sharpe ratio Sharpe [1966], which in its simplest form
is E[X]/
√
var[X] whereX is the (random) return of a portfolio. The Sharpe ratio is thus the additional return
an investor receives per unit of increase in risk.
Results are presented for a 10 party federation, each party with a different asset universe. Results show
that FedAvg degrades the performance of all parties due largely to training collapse. The robust methods, RFA
and coordinate-wise median, achieve stable learning and yield better performance in the 10-party federation,
provided in the supplementary material. Average performance with 50 parties is shown in Table 1 with
average learning curves in Figure 2 and Figure 6. In this larger federation, both robust federated learning
methods, RFA and coordinate-wise median, experience training collapse. This suggests larger distribution
mismatch across the 50 asset universes.
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Figure 5: Dynamic time warping/alignment curve for the data of the financial portfolio management problem,
shown for returns of asset universes I1 and I2. Note that two multi-variate time-series have different length.
The graphic shows that the distance between data distributions given by the asset universes increases with the
length of the time series, up to 2500 in this figure, leading to heterogeneity across parties.
Data distribution similarity between each pair of universes (each asset universe is a multi-variate time-
series) was measured using Dynamic Time Warping (DTW) Berndt and Clifford [1994]. Unlike the Euclidean
distance, DTW compares time series of variable size and is robust to shifts or dilatations across time. The
averaged pairwise distances for the 50 asset universes is 154.51, which is 21.63% larger than that of the 10
asset universes. The DTW warping/alignment curve for asset universes I1 and I2 are illustrated in Figure 5.
Performance across baseline methods is shown in Figure 2 where the failure of the standard methods,
FedAvg, RFA and coordinate-wise median, is clear. The parameter change before and after federated model
aggregation is shown in Figure 1. Observe that there are large spikes at the point of collapse of FedAvg,
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Figure 6: Average learning performance of Fed+ algorithms on the financial portfolio optimization problem
with 50 parties. Compare with Figure 2 taken from the same problem using the baseline algorithms. No
training collapse occurs with any of the Fed+ algorithm variants.
Table 1: Average performance of different methods over 50 parties.
Method Annualized return Sharpe ratio
FedAvg 29.37% 1.53
RFA 29.62% 1.62
Coordinate-wise
median 22.12% 1.20
FedAvg+ 32.86% 1.66
RFA+ 31.95% 1.62
Coordinate-wise
median+ 32.35% 1.63
RFA and coordinate-wise median, implying that single-model methods may not work well in heterogeneous
environments. Fed+, on the other hand, stabilizes each party’s learning process and is robust, as shown
in Figure 6. Table 1 further shows that Fed+ and our variant algorithms outperform FedAvg, RFA and
coordinate-wise median, improving the annualized return by 5.35% and the Sharpe ratio by 0.19 on average.
This improvement implies that each party benefits from sharing model parameters using Fed+, whereas the
benefits were not seen with FedAvg, RFA and coordinate-wise median.
For the best performing variant of Fed+ on this application, FedAvg+, we further investigate how the
risk-return performance improves as more parties share their local tasks. In particular, compared with
single-party, no-federated-learning (no-fusion) training, the maximum improvements in annualized return
are 5.56%, 13.53% and 34.54%, and in Sharpe ratio are 0.27, 0.66 and 1.63 when N = 5, 10 and 50. This
demonstrates that the benefit of using Fed+ increases as the number of parties increases.
5 Conclusion
We introduce a novel federated learning framework called Fed+ designed to better handle the statistical het-
erogeneity inherent in federated settings. The class of methods encompasses and unifies a number of recent
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algorithms proposed for federated learning, including several that allow for non-IID data and permits easily
defining many new algorithms. The Fed+ paradigm relaxes the requirement that the parties must reach a full
consensus at a single central point. Indeed, as we have shown in a real-world setting, forcing diverse parties
to solve for an average solution across all parties can lead to a failure of the training process. Instead, Fed+
advocates for a soft approach to federated learning: each party’s training can be improved through cooper-
ation with other parties. Fed+ avoids the training collapse and learning failure that can occur with standard
methods, including robust algorithms. Empirically, we demonstrate that Fed+ and its derivative algorithms,
that we call FedAvg+, RFA+, and coordinate-wise median+, achieve significantly better performance on
benchmark datasets and on a challenging, real-world financial portfolio management problem.
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6 Appendix
7 The Fed+ Framework Proofs
Proposition 1 (FedProx method of Li et al. [2018]). Let B(xn, xˆ) := 12‖xn − xˆ‖2, C(X) := 1N
∑
n xn,
αkn = α for all n = 1, . . . , N , k = 1, . . . ,K and p2 constants, and set current model at line 11 to x
k
n ← xˆ.
Then Algorithm 1 reduces to FedProx Li et al. [2018].
Proof. The results immediately follow since B(xn, xˆ) corresponds to the proximal term, and C(X) is the
same as the server aggregation in Li et al. [2018].
Proposition 2 (Robust 1: Geometric median). Let αkn = 0 for all k = 1, . . . ,K and n = 1, . . . , N , and C
be the geometric median function
C(X) := arg min
z
N∑
n=1
‖z − xn‖.
Set the current model at line 11 to xkn ← xˆ. Then, the algorithm is equivalent to the RFA method of Pillutla
et al. [2019].
Proof. Note that the overall federated training process reduces to the non-federated setting where every party
solves independently a local objective function when αkn = 0. The results then follow by the definition of
RFA method in Pillutla et al. [2019].
Proposition 3 (Robust 2: Coordinate-wise median). Let αkn = 0 for all k = 1, . . . ,K and n = 1, . . . , N ,
and C be the coordinate-wise median such that for each d = 1, . . . , D,
C(X)d := med{x1,d, . . . , xN,d},
where the median of each component of x is computed independently. Set the current model at line 11 to
xkn ← xˆ. Then, Fed+ is equivalent to the algorithm of Yin et al. [2018], that uses coordinate-wise median
aggregation and is faster to compute than the RFA method above.
Proof. Note that the overall federated training process reduces to the non-federated setting where every party
solves independently a local objective function when αkn = 0. The results then follow by the definition of
coordinate-wise median aggregation method in Yin et al. [2018].
8 Standard Federated Datasets
8.1 Additional Details on the Test Problems
We evaluate Fed+ on standard federated learning benchmarks including the non-identical synthetic dataset
of Li et al. [2018], a convex classification problem with MNIST LeCun et al. [1998] and FEMNIST Cohen
et al. [2017]; Caldas et al. [2018]; Li et al. [2018] and a non-convex text sentiment analysis task called
Sentiment140 (Sent140) Go et al. [2009]. Hyperparameters are the same as those of Li et al. [2018] and use
the best µ reported in FedProx. Data is randomly split for each local party into an 80% training set and a 20%
testing set. The number of selected parties per round is 10 for all experiments on all datasets. Learning rates
are 0.01, 0.03, 0.003 and 0.3 for synthetic, MNIST and FEMNIST and Sent140 datasets, respectively. The
experiments used a fixed α = 0.001. In some cases it may be of interest to use a decaying α. Results in that
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Figure 7: Results on standard test problems, illustrating Fed+ with constant as well as with decaying α. While
constant α, when properly tuned, is always preferable, decaying α provides good results (e.g. when tuning
of α is impractical) above and beyond that which the baseline algorithms can provide. The only exception is
in the Sent140 example, where FedProx is competitive.
setting are produced by using an initial α1 = 0.001 and setting αk+1 = 0.99αk. We simulate the federated
learning setup (1 aggregator N parties) on a commodity machine with 16 Intel R© Xeon R© E5-2690 v4 CPUs
and 2 NVIDIA R© Tesla P100 PCIe GPUs.
To generate non-identical synthetic data, we follow a similar setup to that in Li et al. [2018], addition-
ally imposing heterogeneity among parties. In particular, for each party n, we generate samples (Xn, Yn)
according to the model y = arg max(softmax(Wx + b)), x ∈ R60,W ∈ R10×60, b ∈ R10. We model
Wn ∼ N (un, 1), bn ∼ N (un, 1), un ∼ N (0, ζ); xn ∼ N (vn,Σ), where the covariance matrix Σ is di-
agonal with Σj,j = j−1.2. Each element in the mean vector vn is drawn from N (Bn, 1), Bn ∼ N(0, β).
Therefore, ζ controls how much local models differ from each other and β controls how much the local data
at each party differs from that of other parties. In order to better characterize statistical heterogeneity and
study its effect on convergence, we choose ζ = 1000 and β = 10. Our goal is to learn a global W and b.
There are N = 30 parties in total and the number of samples on each party follows a power law.
Three real datasets curated from prior work in federated learning are tested McMahan et al. [2017]; Caldas
et al. [2018]. First, we consider a convex classification problem using MNIST LeCun et al. [1998] with
multinomial logistic regression. To impose statistical heterogeneity, we distribute the data among N =1,000
parties such that each party has samples of only one digit and the number of samples per party follows a
power law. The input of the model is a flattened 784-dimensional (28 × 28) image, and the output is a class
label between 0 and 9.
We then study a more complex 62-class Federated Extended MNIST Cohen et al. [2017]; Caldas et al.
[2018] (FEMNIST) dataset proposed in Li et al. [2018] using the same model. The heterogeneous data parti-
tions in FEMNIST are generated by subsampling 10 lower case characters (‘a’-‘j’) from EMNIST dataset Co-
hen et al. [2017] and distributing only 5 classes to each party. There are N =200 parties in total. The input
of the model is a flattened 784-dimensional (28 × 28) image, and the output is a class label between 0 and 9.
To address non-convex settings, we consider a text sentiment analysis task on tweets from Sentiment140 Go
et al. [2009] (Sent140) with a two layer LSTM binary classifier containing 256 hidden units with pretrained
300D GloVe embedding [Pennington et al., 2014]. There are N =772 parties in total. Each twitter account
corresponds to a party. The model takes as input a sequence of 25 characters, embeds each of the charac-
ters into a 300-dimensional space by looking up Glove and outputs one character per training sample after 2
LSTM layers and a densely-connected layer. We consider the highly heterogeneous setting where there are
90% stragglers (see Li et al. [2018] for more details).
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8.2 Additional Results
In general, one would set αkn to a constant, which may be party n-dependent or may be identical across
parties. Indeed, the best results are obtained in this setting, though it is to be noted that the choice of α in this
setting was tuned as a hyperparameter.
In some cases, it is of interest to allow the parameters αkn to decay. In this case, the parties eventually
solve near-pure local problems. Results are presented in Figure 7 for the standard test problems. Observe
from the figure that decaying α is never preferable to a constant α in these experiments. However, decaying
α may be seen as a way to hedge against imprecise tuning of the parameter. Nonetheless, the performance
of Fed+ with a decaying α is for the most part superior to that of the baseline algorithms which do not use
Fed+, with the sole exception of the Sent140 dataset.
9 Financial Portfolio Management Problem
We start with an overview of the necessary background on reinforcement learning, our notation and defi-
nitions. Then we present the model itself, the data augmentation methods, and the experimental setup in
detail.
9.1 Reinforcement Learning
In reinforcement learning (RL), the goal is to learn a policy to control a system modeled by a Markov decision
process which is defined as a 6-tuple 〈S,A, P, r, T, γ〉. Here, S = ⋃t St is the state space and A = ⋃tAt
is the action space, both assumed to be finite dimensional and continuous; P : S × A × S → [0, 1] is the
transition kernel and r : S × A → R is the reward function; T is the (possibly infinite) decision horizon;
γ ∈ (0, 1] is the discount factor. Deterministic policy gradient learns a deterministic target policy using deep
neural networks with weights θ Silver et al. [2014]. A policy parameterized by θ is a mapping µθ : S → A,
specifying the action to choose in a particular state. At each time step t ∈ {1, . . . , T}, the agent in state
st ∈ St takes a deterministic action at = µθ(st) ∈ At, receives the reward r(st, at) and transits to the next
state st+1 according to P.
An RL agent’s objective is to maximize its expected return given the start distribution
J(µθ) , Est∼P [
T∑
t=1
γt−1r(st, µθ(st))].
The optimal policy to achieve the objective can be found by applying the deterministic policy gradient the-
orem (see Theorem 1 in Silver et al. [2014]), where the idea is to adjust the parameters θ of the policy in
the direction of the performance gradients ∇θJ(µθ). The deterministic policy gradients can be estimated
more efficiently than their stochastic counterparts Sutton et al. [2000], avoiding a problematic integral over
the action space.
9.2 Portfolio Optimization Model
Assume the financial market is sufficiently liquid such that any transactions can be executed immediately
with minimal market impact. Following Jiang et al. [2017], let t denote the index of asset trading days and
vi,t, i = {1, . . . , η} the closing price of the ith asset at time t, where η is the number of assets in a given
asset universe. The price vector vt consists of the closing prices of all n assets. An additional dimension
(the first dimension indexed by 0) in vt, v0,t, denotes the cash price at time t. We normalize all temporal
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variations in vt with respect to cash so v0,t is constant for all t. Define the price relative vector at time t as
yt , vt+1  vt = (1, v1,t+1/v1,t, . . . , vη,t+1/vη,t)> where  denotes element-wise division.
Define wt−1 as the portfolio weight vector at the beginning of time t where its ith element wi,t−1 rep-
resents the proportion of asset i in the portfolio after capital reallocation and
∑η
i=0 wi,t = 1 for all t.
The portfolio is initialized with w0 = (1, 0, . . . , 0)>. At the end of time t, the weights evolve according
to w′t = (yt wt−1)/(yt ·wt−1), where  is element-wise. The reallocation from w′t to wt is got-
ten by selling and buying relevant assets. Paying all fees, this reallocation shrinks the portfolio value by
βt , c
∑η
i=1 |w′i,t − wi,t| where c = 0.2% is the buy/sell fee; let ρt−1 denote the portfolio value at the
beginning of t and ρ′t at the end, so ρt = βtρ
′
t.
The normalized close price matrix at t is Y t , [vt−l+1  vt|vt−l+2  vt| · · · |vt−1  vt|1] where
1 , (1, 1, . . . , 1)> and l is the time embedding. The financial portfolio management can then be formulated
as a RL problem where, at time step t, the agent observes the state st , (Y t,wt−1), takes an action
(portfolio weights) at = wt and receives an immediate reward r(st, at) , ln(ρt/ρt−1) = ln(βtρ′t/ρt−1) =
ln(βtyt ·wt−1). Considering the policy µθ, the objective of RL agent is to maximize an objective function
parameterized by θ: maxµθ J(µθ) = maxµθ
∑T
t=1 ln (βtyt ·wt−1)/T. By deterministic policy gradient
theorem Silver et al. [2014], the optimal µθ can be found via the following update rule for parameters θ:
θ ← θ + λ∇θJ(µθ) (5)
where λ is the learning rate.
Suppose now that there are N participants (parties), each with an RL agent performing portfolio manage-
ment. Each party has its trading asset universe (data) In for n ∈ {1, 2, . . . , N}, and the cardinality (number
of assets) in every asset universe In is the same. The goal is to aggregate each party’s model such that it can
benefit from others. Since each party is trading on various asset universes, this multi-agent portfolio man-
agement problem is essentially a multi-task problem. In particular, each party’s task is a Markov decision
processes 〈Sn,A, Pn, r, T, γ〉 where the action space A and the reward function r are common to all parties.
The state space Sn depends on each party’s trading asset universe In and the transition kernel Pn should be
inferred from the underlying stock price dynamics of In. Each party is maximizing its objective and updating
its RL agent using the update rule (5). In addition, each party shares its RL model updates through federated
learning and receives an updated model that can improve its performance.
9.3 Data Augmentation Methods
Three types of generative models are used to enrich and distinct each party’s data set for training the RL
agents. The parameters of each model and the data generated are private and local to each party.
Geometric Brownian Motion (GBM) is a continuous-time stochastic process in which the logarithm of the
randomly varying quantity follows a Brownian motion with drift Kariya and Liu [2003]. GBM is often used
in mathematical finance to model stock prices in the BlackScholes model Black and Scholes [1973] mainly
because the expected returns of GBM are independent of the values of the stock price, which agrees with what
we expect in reality Kariya and Liu [2003]. In addition, a GBM process shows the same kind of “roughness”
in its paths as we often observe in real stock prices. The close price of asset i follows a GBM if it satisfies the
following stochastic differential equation: dvi,t = µivi,tdt + σivi,tdWt. Here Wt is a Brownian motion, µi
is the mean return of the stock prices given a historical date range and σi is the standard deviation of returns
of the stock prices in the same date range. The differential equation can be solved by an analytic solution:
vi,t = vi,0 exp((µi − σ2i /2)t + σiWt). We choose the initial price value vi,0 to be the last day’s close price
of the asset in the training set, and we use the asset returns in the date range of RL training set to estimate µi
and σi.
Variable-order Markov (VOM) models are an important class of models that extend the well known Markov
chain models Begleiter et al. [2004], where each random variable in a sequence with a Markov property
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depends on a fixed number of random variables. In contrast, in VOM models this number of conditioning
random variables may vary based on the specific observed realization. Given a sequence of returns {pt}Tt=0
where pi,t = (vi,t+1−vi,t)/vi,t for asset i in asset universe I at time t, the VOM model learns a model P that
provides a probability assignment for each return in the sequence given its past observations. Specifically, the
learner generates a conditional probability distribution P(pt|ht′) where the hi,t′ = {pi,t′}t−1t′=t−k−1 represents
a sequence of historical returns of length k up to time t. VOM models attempt to estimate conditional
distributions of the form P(pt|ht′) where the context length |hi,t′ | = k varies depending on the available
statistics. The changes in the logarithm of exchange rates, price indices, and stock market indices are usually
assumed normal in the BlackScholes model Black and Scholes [1973]. In this paper, we make a similar
assumption and let P be a multivariate log-normal distribution. That is, ln(pt|ht′) ∼ N (µ,σ2) where µ and
σ are the mean and covariance matrix of the assets’ returns.
Generative Adversarial Network (GAN) is a machine learning framework that uses two neural net-
works, pitting one against the other, in order to generate new, synthetic instances of data that can pass for real
data Goodfellow et al. [2014]. One neural network, called the generator, is responsible for the generation of
stock price paths, and the second one, the discriminator, has to judge whether the generated paths are syn-
thetic or from the same underlying distribution as the data (i.e., the asset returns). We denote x as a collection
of all assets’ daily returns pi,t in asset universe I for t = 0, 1, . . . , T . To learn the generator’s distribution Pg
over the asset returns x, we define a prior on input noise variables Pz(z), then represent a mapping to data
space as G(z; θg), where G is a differentiable function represented by dense layers with parameters θg . We
use convolution layers Krizhevsky et al. [2012] followed by dense layers for D(x; θd) that outputs a single
scalar. D(x) represents the probability that x came from the historical price returns rather than Pg . We train
D to maximize the probability of assigning the correct label to both training examples and samples from G.
We simultaneously train G to minimize log(1 − D(G(z))). In other words, D and G play the following
two-player minimax game: minG maxD Ex∼P(x)[logD(x)] + Ez∼Pz(z)[log(1−D(G(z)))].
Each trader generates one year of additional, synthetic time-series data for each of their assets. The
synthetic data is generated every 1000 RL local training iterations and appended to the last day’s real closing
prices of the assets. This combined synthetic–real data, which is strictly confidential to each party, is used by
each party to train its RL agent. The agent models follow the Ensemble of Identical Independent Evaluators
(EIIE) topology with the online stochastic batch learning of Jiang et al. [2017], the latter of which samples
mini-batches consecutively in time to train the EIIE networks. We use the same hyperparameters in Jiang et
al. [2017] for agent models. We conduct our experiments on 10 virtual machines where each machine has 32
Intel R© Xeon R© Gold 6130 CPUs and 128 GM RAM and can support up to 5 party processes.
9.4 Additional Results
Table 2: Average norms of covariance matrix for assets’ returns in different asset universes.
Asset universes
I1, I3, I4,
I5
I2, I6, I7,
I8, I9, I10
Averaged `2-norm 1.35× 10−3 1.73× 10−3
Averaged Frobenius norm 1.51× 10−3 1.93× 10−3
We consider the case where there are N = 10 parties, each with different asset universes. The learning
curves obtained by training each party independently (no fusion) can be found in Figure 8. Note that parties
2, 6, 7, 8, 9 and 10 have unstable, diverging learning patterns as compared to parties 1, 3, 4 and 5. As shown
in Table 2, the averaged `2 and Frobenius norms of the covariance matrix for assets’ returns in asset universes
I2, I6, I7, I8, I9 and I10 are larger. In the federated setting, the average portfolio value in the testing period
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Figure 8: Learning curve for each party in the financial portfolio management problem, without fusion.
Notice that several parties experience some training issues, which combined, are compounded and lead to
training collapse in the federated training (see for example Figure 10).
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Figure 9: Average portfolio value in the 10-party financial portfolio management problem in the test period,
for baseline methods.
Table 3: Average performances of different methods over 10 parties.
Method Annualized return Sharpe ratio
FedAvg 27.96% 1.52
RFA 35.09% 1.77
Coordinate-wise
median 36.04% 1.79
for 10 parties is shown in Figure 9. For baseline methods FedAvg McMahan et al. [2017], RFA Pillutla et al.
[2019] and coordinate-wise median Yin et al. [2018], we average across the 10 different asset universes; the
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Figure 10: Average learning performance over 10 parties in the financial portfolio management problem,
across methods. As in the main paper, note the training failure of the federated learning algorithms, which is
not caused by adversarial parties or party-level failure, as evidenced by the single-party training curve at the
top of the figure.
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Figure 11: Average portfolio value of the 50-party financial portfolio management problem during the test
period, across methods. The Fed+ methods are superior to the baselines by a significant margin as regards
the financial portfolio management application.
average performance is summarized in Table 3.
To investigate the learning behavior, we first plot the average learning performance across 10 parties in
Figure 10. It is clear that the average performance for FedAvg training is largely affected by participants with
diverging learning such as parties 2, 6, 7, 8, 9 and 10 as illustrated in Figure 8. FedAvg degrades the perfor-
mance of all parties due in a large part to the training collapse (at training round 380). The robust federated
learning methods, RFA and coordinate-wise median, achieve stable learning and yield better performance
in 10-party federation. Finally, in the 50-party federation setting, the average portfolio value in the testing
period is shown in Figure 11. Results are again as expected with Fed+ outperforming the other algorithms.
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