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Abstract
In this work, Stroh’s formalism is endowed with causal properties on the basis of an analysis of the radiation
condition in the Green tensor of the elastodynamic wave equation. The modified formalism is applied to
dislocations moving uniformly in an anisotropic medium. In practice, accounting for causality amounts to a
simple analytic continuation procedure whereby to the dislocation velocity is added an infinitesimal positive
imaginary part. This device allows for a straightforward computation of velocity-dependent field expressions
that are valid whatever the dislocation velocity —including supersonic regimes— without needing to consider
subsonic and supersonic cases separately. As an illustration, the distortion field of a Somigliana dislocation
of the Peierls-Nabarro-Eshelby-type with finite-width core is computed analytically, starting from the Green
tensor of elastodynamics. To obtain the result in the form of a single compact expression, use of the modified
Stroh formalism requires splitting the Green function into its reactive and radiative parts. In supersonic
regimes, the solution obtained displays Mach cones, which are supported by Dirac measures in the Volterra
limit. From these results, an explanation of Payton’s ‘backward’ Mach cones [R. G. Payton, Z. Angew.
Math. Phys. 46, 282–288 (1995)] is given in terms of slowness surfaces, and a simple criterion for their
existence is derived. The findings are illustrated by full-field calculations from analytical formulas for a
dislocation of finite width in iron, and by Huygens-type geometric constructions of Mach cones from ray
surfaces.
Keywords: A Stroh formalism, B Moving dislocations, C Mach cones
1. Introduction
The computation of displacement or stress fields of dislocations in uniform motion [1–3] has attracted
a lot of attention in the past since the pioneering works of Frank [4], Eshelby [5], Bullough and Bilby [6],
and Weertman [7]. The theoretical possibility of supersonic dislocations [1] was put forward very early
[8–11], but had to wait until atomistic simulations to earn some credence [12]. Although experimental
evidence is still lacking, the quest for supersonic dislocations in metals has since gained impetus with the
help of current experimental and simulation tools [13, 14]. However, experimental evidence for supersonic
dislocations is already available in systems other than metals, e.g., in dust plasma crystals [15] or in relation
with seismological events [16].
We mainly deal hereafter with two classes of rectilinear dislocations [2]. The first one is that of elementary
‘point-like’ Volterra dislocations. The other one is that of Somigliana dislocations [17, 18] (sometimes called
smeared-out dislocations). Hereafter we take them with a flat core of finite width, of the specific functional
kind that solves both the Peierls-Nabarro equation [19–22] and the Weertman equation [1, 11, 23, 24] with
the Frenkel (sine) pull-back force [2, 24]. Eshelby [5] first used this particular dislocation model to study
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the width of a moving dislocation. Afterwards, it was employed in further studies on motion [6, 24–26]. For
conciseness, and for lack of a definite name, such a dislocation will tentatively be called hereafter an Eshelby
dislocation. A precise definition of it is given in Sec. 3.2 below. Results for Volterra dislocations can be
obtained as limits of results for Somgliana dislocations by letting the core width go to zero [25, 27]. Such
limits define in general distributions or pseudo-functions, and this aspect of Volterra dislocations has recently
been emphasized as it is particularly important in dynamics [26, 28–30]. More classically, it has long been
known [9] that Volterra supersonic expressions involve Mach cones in the form of Dirac measures along cone
generators [29, 31, 32]. Because Dirac measures (or pseudo-functions, for that matter) cannot be plotted
in any meaningful way, numerical field calculations in the supersonic regime require considering Somigliana
(or other kinds of smeared-out dislocations; e.g., [29, 30]) instead of Volterra dislocations. Somigliana
dislocations can be obtained by convolution of the Volterra distributional solution with the appropriate
dislocation density function and result in more regular fields [5, 33, 34]. As pointed out by Eshelby [8] and
Weertman [11] in the context of isotropic elasticity, Mach cones generated by such smeared-out dislocations
are spread over a finite width of order the dislocation width; thus, they can be evaluated numerically [25, 27].
Our emphasis is on dislocation motion in anisotropic media. An anisotropic medium sustains three wave
vector-dependent bulk wavespeeds [35]. Relatively to the glide direction, those wavespeeds define in non-
degenerate cases three particular limiting velocities to be compared to the dislocation velocity v, hereafter
denoted as cl ≤ ci ≤ cu where the subscripts stand for “lower”, “intermediate” and “upper”, which can
be computed from sections of slowness surfaces transverse to the dislocation line, as explained by Lothe
in Refs. [36, 37].1 Following Lothe’s terminology (also, [39]), the inequality |v| < cl defines the subsonic
range; there are three isolated transonic velocities v = cl,i,u, and the fully supersonic range is |v| > cu. The
qualificative supersonic applies to all velocities |v| > cl. We shall call intersonic the intermediate supersonic
ranges cl < |v| < ci and ci < |v| < cu.2
As is well-known, Stroh [40] devised a powerful method to deal with subsonic Volterra dislocations of
arbitrary character in an anisotropic medium (see [2, 36, 41, 42] for reviews). The method requires solving a
6× 6 eigenvalue problem —an inexpensive task with today’s computers. Moreover, the current formulation
of the Stroh theory provides basic insight on anisotropic supersonic solutions [40, 43]. For instance, the
limiting velocities can be determined, as well as the opening angle of the Mach cones. Up to three Mach
cones can arise (in the fully supersonic regime), involving two waves each [43]. To our knowledge however,
a general formula for the intensity of the Mach cones (the prefactor of the Dirac measures, for Volterra
dislocations) has not been derived. Besides, no anisotropic supersonic Somigliana solution is available. This
prompts us to seek general analytical means to compute supersonic dislocation fields in anisotropic media.
On another issue, the geometric configuration of Mach cones in anisotropic media can prove surprising.
Indeed, Payton [32] reported from a particular solution for the fields of a Volterra dislocation in a transversely
anisotropic medium, the possible existence of ‘backwards’ Mach cones, i.e., V-shaped waves with cone
aperture directed towards the direction of motion. No explanation for this counter-intuitive phenomenon
has been given so far in terms of general principles. Having derived his solution for a uniformly-moving
dislocation as the long-time steady-state asymptotics of a transient causal field solution, Payton emphasized
the necessity of accounting for causality in field expressions to investigate Mach cones. This stems from the
fact that Mach cones are built over time as caustics of expanding wavefront sets, which is a causal process.
However, the classical exposition of Stroh’s formalism rests on postulating a priori functional expressions
for the fields, independently of any consideration of causality [2, 40, 42]. But without causality, a-causal
spurious wavepackets solutions of the field equations could arise, which must be prevented.
Accordingly, the purpose of this paper is: first, to endow the Stroh formalism with causal properties,
which is done in Section 2 starting from the Green function of the wave equation; second, to derive from
this modified formalism field solutions relative to Somigliana dislocations (Section 3). The Volterra limit
of vanishing core size is also examined, revealing the features of Mach cones (geometry, and intensity),
1In Ref. [36], cl, ci and cu are denoted, respectively, v̂ (also vL in [37, 38]), v
′, and v′′.
2Unfortunately, the terminology for isotropic media [9, 10] is slightly different: the range cS < |v| < cL is often termed
transonic (but also intersonic) and the range |v| > cL is termed supersonic, where cS = cl = ci and cL = cu are the shear and
dilatational wavespeeds, respectively.
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and a simple existence criterion for Payton’s ‘backward’ cones is derived (Section 4). In addition, full-field
calculations are compared with the straightforward Huygens construction of Mach cones from ray surfaces
to validate our analytical method of handling fields in the supersonic regime. A concluding discussion closes
the paper (Section 5). A few technical calculations are developed in Appendix A and Appendix B.
Our conventions for the Fourier transform of a space- and time-dependent function f(x, t) are as follows:
f(k, ω) =
∫
ddxdt f(x, t)e−i(k·x−ωt), f(x, t) =
∫
ddk
(2π)d
dω
2π
f(k, ω)ei(k·x−ωt), (1)
where unless otherwise stated integrations with respect to the space variable x and the wave vector k are
over the d-dimensional space Rd (d = 2 or 3), and integrations with respect to the time t and the angular
frequency ω are over R. Bold and sans-serif typefaces are used, respectively, to denote vectors (a) and
dyadic tensors (A) of components Aij . A ‘blackboard’ typeface is used to denote fourth-order tensors (A)
of components Aijkl .
2. Elastodynamic Green’s functions in anisotropic media
This section briefly reviews causality issues for the Green function (e.g. [44], and references therein) of
the anisotropic wave equation, a topic previously addressed by Budreck [45]. A means of accounting for
causality in the Stroh representation of the Green function for uniformly-moving sources is proposed.
2.1. Green’s functions and causality
The tensor Green functions G(x, t) associated with the material displacement in the homogeneous medium
are defined as solutions of the inhomogeneous wave equation with unit impulsive body force
MikGkj(x, t) = −δij δ(x)δ(t), (2)
where M is the wave operator
Mij :=cikjl ∂k∂l − δijρ ∂2t , (3)
defined in terms of the material density ρ, and of the anisotropic elasticity tensor C of components cijkl =
cklij = cjikl. In the Fourier representation with wave vector k and angular frequency ω, equation (2) reads(
ciklmkkkl − ρω2δim
)
Gmj(k, ω) = δij . (4)
Different Green functions are distinguished by boundary conditions at infinity, and are built on the following
template where we introduce the acoustic tensor Nij(k):=kkcikljkl and the unit 3× 3 matrix I:
G(k, ω) = [N(k)− ρω2I ]−1. (5)
Its poles are solutions of the dispersion equation Ω(k, ω) = 0, where
Ω(k, ω):= det
[
N(k)− ρω2I] . (6)
The physical solutions stem from prescribing a way to shift the poles off the real ω-axis [46, 47]. The retarded
Green function of the wave equation (denoted with a plus superscript), and the advanced one (denoted with
a minus superscript) are defined as
G
±(k, ω):= lim
η→0+
G(k, ω ± iη) = G(k, ω ± i0+), (7)
where the last equality introduces the notation 0+. The positive quantity η represents the reciprocal of
some attenuation time of the waves. In lossless media η is infinitesimal as in Eq. (7), which implements the
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outgoing (respectively, incoming) radiation wave condition in G+ (resp., G−). The advanced Green function
G
− is useful in the computation of wave intensities and energies. The following identities hold:
G
±(−k, ω) = G±(k, ω), G±(k,−ω) = G∓(k, ω). (8)
Average (G0) and radiation (D) parts of the retarded and advanced Green functions are introduced as
G
0:=(G+ + G−)/2, (9a)
D:=G+ − G−, (9b)
so that
G
± = G0 ± D/2. (10)
The average G0 is another Green function, since it evidently obeys Eq. (2). The radiation part D is not a
Green function, but a solution of the homogeneous wave equation MikDkj(x, t) = 0 (i.e., a wavepacket).
Definition (9b), introduced by Dirac, is equivalent to computing D as the difference between outgoing and
incoming fields from/on the source [48]. Schwinger uses a decomposition such as (10) for the retarded field,
and interprets G0 (which changes sign upon inverting the sign of time) as a reactive part which leads, upon
computing powers, to inertial storage of energy in the field by the moving source; and the part D/2, which
keeps its sign under time inversion, as an irreversible radiative part leading to energy dissipation through
resistive power [49, 50]. In relation with Green’s functions, D is sometimes referred to as the propagator
(e.g., [47], where it is denoted by K). We use this denomination hereafter. The functions G+ and D are
simply related through the relationship [47, 51]
G
+(x, t) = θ(t)D(x, t) (11a)
which, combined with Eqs. (9), entails the subsidiary relations
G
−(x, t) = −θ(−t)D(x, t), (11b)
G
0(x, t) =
1
2
sign(t)D(x, t). (11c)
Equation (11a) is an instance of Duhamel’s principle of building solutions of an inhomogeneous problem
from solutions of an homogeneous initial-value (i.e., Cauchy) one. The function D is subjected to initial
conditions
D(x, 0) = 0, ∂tD(x, 0) = ρ
−1
I δ(x). (12)
By substitution, one verifies using (12) that G0,± in Eqs. (11) obey the inhomogeneous wave equation (2).
However, whereas G0 is non-causal (non-physical), D is a physically admissible freely-moving wave packet,
of a form determined by conditions (12). The causal function G+ is retrieved either by combining them
according to (10), or by restoring causality in a multiplicative way by means of Duhamel’s principle (11a).
2.2. Eigenmode expansion of the Green tensor in anisotropic media and distributional expressions
The Green functions G± and G0, as well as D, are distributions [52, 53], whose explicit expressions for
an anisotropic homogeneous medium are now reviewed. We write N(k) = ρ k2C(k̂), where k̂ = k/k is the
unit director of k, and C is the acoustic operator of components
Cij =
1
ρ
k̂kciklj k̂l. (13)
It is symmetric and admits the diagonalization
C(k̂) =
3∑
α=1
c2α(k̂)P
α(k̂), (14)
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where the three real and positive eigenvalues are squares of (phase) wavespeeds cα(k̂) > 0 for plane elastic
waves that propagate in direction k̂. The projectors Pα(k̂) are built from associated polarization eigenvectors
êα(k̂) that form a complete basis. Thus,
P
α(k̂):=êα(k̂)⊗ êα(k̂),
3∑
α=1
P
α(k̂) = I. (15)
Definitions (5) and (7) entail
G
±(k, ω) =
1
ρ
3∑
α=1
Pα(k̂)
c2α(k̂)k
2 − (ω ± i0+)2
. (16)
Henceforth, and unless otherwise stated, we drop for brevity the dependence on k̂ of cα(k̂) and P
α(k̂). Since
(ω ± i 0+)2 = ω2 ± i sign(ω)0+, using the Sokhotski-Plemelj formula (A.1) yields Eq. (7) in distributional
form as
G
±(k, ω) =
1
ρ
3∑
α=1
P
α
[
p.v.
1
c2αk
2 − ω2 ± iπ signω δ
(
c2αk
2 − ω2)] , (17)
where ‘p.v.’ is a principal-value prescription and δ is the Dirac distribution. Substituting (17) into definitions
(9), one deduces the Fourier forms of G0 and D as
G
0(k, ω) =
1
ρ
3∑
α=1
p.v.
Pα
c2αk
2 − ω2 , (18a)
D(k, ω) =
2iπ
ρ
signω
3∑
α=1
P
αδ
(
c2αk
2 − ω2) = 2i ImG+(k, ω). (18b)
Using (15.2) and Eq. (20) below, Eq. (18b) immediately entails∫
dω
2π
D(k, ω) = 0, and
∫
dω
2π
(−iω)D(k, ω) = 1
ρ
I, (19)
which express the initial conditions (12) in the Fourier representation.
In this paper, we consider only the two-dimensional (2D) problem, for which we now obtain D in space-
time coordinates. Fourier inversion of D(k, ω) is carried out by integrating over ω first. Thus, from (18b)
and the expansion
signω δ
(
c2αk
2 − ω2) = signω
2|ω| [δ (ω − cαk) + δ (ω + cαk)] =
1
2cαk
[δ (ω − cαk)− δ (ω + cαk)] , (20)
we deduce
D(r, t) =
∫
d2k
(2π)2
dω
2π
D(k, ω)ei(k·r−ωt) =
i
8π2ρ
3∑
α=1
∫ 2π
0
dφ
Pα
cα
∫ ∞
0
dk
[
eik(k̂·r−cαt) − eik(k̂·r+cαt)
]
,
(21)
where φ is the polar angle for the unit director k̂. Its reference orientation for φ = 0 is irrelevant for the
time being (a particular choice will be made in the next section). Angular integrals over the unit circle
are obviously unchanged by the substitution k̂ → −k̂, which we use in the rightmost exponential, thereby
transforming the difference of exponentials within brackets into −2i sin[k(cαt− k̂ · r)]. By using next∫ ∞
0
dk sin(kx) = p.v.
1
x
, (22)
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and denoting angular averages by the following shorthand notation 〈f〉φ = (2π)−1
∫ 2π
0 dφ f(φ), we arrive at
the integral representation
D(r, t) =
1
(2π)2ρ
3∑
α=1
〈
p.v.
1
cα(k̂)
Pα(k̂)
cα(k̂)t− k̂ · r
〉
φ
. (23a)
Doubling the integrand and again exploiting the k̂→ −k̂ invariance of cα(k̂) and Pα(k̂) turns it into
D(r, t) =
1
2πρt
3∑
α=1
〈
p.v.
Pα(k̂)
c2α(k̂)− [k̂ · (r/t)]2
〉
φ
. (23b)
Combining (23a) and (23b), and (11a) eventually yields
G
+(r, t) =
θ(t)
2πρ
3∑
α=1
〈
p.v.
1
cα(k̂)
Pα(k̂)
cα(k̂)t− k̂ · r
〉
φ
=
θ(t)
2πρ t
3∑
α=1
〈
p.v.
Pα(k̂)
c2α(k̂)− [k̂ · (r/t)]2
〉
φ
. (24)
Mura provides a three-dimensional version of the intermediate expression in (24), see Eq. (9.23) p. 61 in
[3]. Furthermore, Tewary [51] gives analogous representations of the 3D time-dependent Green function
based on Duhamel’s principle, and Radon transforms [44]. However, for 2D problems Radon-transform and
Fourier methods such as above are identical [54, 55].
Using the mutual orthogonality of the eigenvectors, one verifies that D(r, t) in the form (23a) solves
the homogeneous wave equation MikDkj(r, t) = 0, in which gradients must now be considered as two-
dimensional with respect to r. Moreover, the initial-value conditions (12) must hold with δ(x) replaced
by the two dimensional δ(r). To check, we note first that, obviously, D(r, 0) = 0 by symmetry. Next,
differentiating (23a) with respect to time we get (with a finite-part prescription, hereafter denoted by ‘Pf’)3
ρ
∂D
∂t
(r, t) = − 1
2π
3∑
α=1
〈
Pf
Pα(k̂)
[cα(k̂)t− k̂ · r]2
〉
φ
. (25)
Taking t = 0 in this expression allows one to retrieve the expected condition ∂tD(r, 0) = ρ
−1Iδ(r), on account
of the completeness relation (15)2, and of the interesting distributional identity (Appendix A)〈
Pf
1
(k̂ · r)2
〉
φ
= −2πδ(r). (26)
2.3. Connection with Stroh’s formalism: propagator and Green’s functions in space-time representation
The integral form (23b) of D(r, t) is now computed exactly by means of Stroh’s formalism following Hirth
and Lothe’s notations and conventions [2]. The formal connection between the dynamic kernels and those
showing up in the problem of sources moving at constant velocity is revealed by introducing a fictitious
‘velocity’ variable v = r/t [56], and modified elastic constants [57, 58]
c˜ijkl = cijkl − ρvjvkδil. (27)
For two real vectors a and b we abbreviate by (ab) [2] the 3× 3 matrix of components
(ab)ij = ak c˜ikljbl. (28)
Due to the minor Voigt symmetry of the elasticity tensor cijkl, different indexing conventions for the v
2 term
in Eq. (27) are found in the literature (e.g., [57]). The bracket notation (28) must be defined consistently with
3 In the sense of distributions, (p.v. x−1)′ = −Pf x−2 [53].
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the chosen convention so as to reproduce the results below. From (27), (28) and the eigenvalue decomposition
(14), (15) one deduces that
(k̂k̂) = ρ
[
C(k̂)− (k̂ · v)2I
]
= ρ
3∑
α=1
[
c2α(k̂)− (k̂ · v)2
]
P
α(k̂), (29)
which yields the inverse tensor [36] (Eq. (194) in that reference)
(k̂k̂)−1 =
1
ρ
3∑
α=1
Pα(k̂)
c2α(k̂)− (k̂ · v)2
. (30)
Substituting this expression into Eq. (23b) then yields the propagator in the form
D(r, t) =
1
2πt
p.v.
〈
(k̂k̂)−1
〉
φ
. (31)
Figure 1: Rotating bases. (a) as used in Sec. 2.3. (b) as used in Sec. 3.2.
This expression can be evaluated by means of the Stroh formalism. Indeed, introduce the unit vector
m = (cosφ, sinφ) and identify k̂ with the complementary orthogonal vector n = (− sinφ, cosφ) (Fig. 1a);
note that we do not assume here that v ∝ m. Then, one recognizes in (31) one of the angular averages
that enter the well-known Barnett-Lothe integral version of Stroh’s theory [2, 38]. The latter is briefly
summarized hereafter (see, e.g., [2, 41] for details). It hinges on using the 6× 6 nonsymmetric matrix [40]
N = −
(
(nn)−1 · (nm) (nn)−1
(mn) · (nn)−1 · (nm)− (mm) (mn) · (nn)−1
)
. (32)
The associated eigenvalue problem
N · ζ = p ζ, (33)
involves the right eigenvector ζ = (A,L), which defines from its components ordered as ζ = (A1, A2, A3,
L1, L2, L3) two 3-vectorsA and L that correspond to polarizations of the displacement, and traction vectors
in the plane n · r = 0, respectively. The matrix N has six eigenvalues pα, α = 1, . . . , 6 and associated
eigenvectors ζα = (Aα,Lα). These vectors are normalized such that
Aα · Lβ +Aβ · Lα = δαβ. (34)
For |v| < cl, the eigenvalues constitute three pairs of conjugate complex numbers conventionally labelled
so that Im pα ≥ 0 for 1 ≤ α ≤ 3, and such that pα = pα+3 (the overbar denotes the complex conjugate).
From (33), the same property is inherited by Aα and Lα, and ζα = ζα+3 for 1 ≤ α ≤ 3. A key property
of the formalism is that both vectors Aα and Lα are independent of the orientation angle φ. However, p
α
depends on it as
pα(φ) = tan(ψα − φ), (35)
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where ψα is a complex constant. This expression shows that Imψα and Im p
α are of same signs [59]. As v
increases, two pαs become real-valued, as well as their associated angles ψα, each time v crosses one of the
transonic velocities. In the supersonic range all the pα are real. This point is further discussed in Sec. 4 in
connection with Mach cones.
An important quantity to be used hereafter is the angular average p.v. 〈pα〉φ, defined as a principal
value. Whenever ψα has a nonzero imaginary part, the integral over angles is nonsingular, with the result
p.v. 〈pα〉φ = 〈pα〉φ = ±i, where the sign is that of Im pα [59, 60] (by contour integration on the unit circle with
integration variable z = exp iφ). By contrast, when ψα is real the integral is divergent at φ = ψα±π/2 mod.
2π, and the indispensable ‘p.v.’ prescription makes it finite by handling these singularities as principal values.
Using (35), one easily gets from an obvious change of variables the result p.v. 〈pα〉φ = p.v. 〈tanφ〉φ = 0. Thus,
introducing
sα = sign Im p
α, (36)
we have
p.v. 〈pα〉φ =
{
i sα Im p
α 6= 0
0 Im pα = 0
. (37)
Expanding the matrix equation (33) shows that the vectors Lα are connected to the Aα by the relation-
ship
Lα = −[(nm) + pα(nn)] ·Aα, (38)
and that the existence of nonzero eigenvectorsAα requires the eigenvalues p = pα to be determined in terms
of v by the equation
∆(p, v):= det
{
(mm) + p[(mn) + (nm)] + p2(nn)
}
= 0. (39)
As a consequence, N can be shown to admit the decomposition
N =
6∑
α=1
pαζα ⊗ (V · ζα), where V =
(
0 I
I 0
)
. (40)
Identifying expressions (32) and (40), decompositions in the form of sum rules of the block matrices that
make up N follow; notably,
(nn)−1 · (nm) = −
6∑
α=1
pα(φ)Aα ⊗ Lα, (41a)
(nn)−1 = −
6∑
α=1
pα(φ)Aα ⊗Aα. (41b)
Moreover, the following closure relations hold
6∑
α=1
Aα ⊗Aα =
6∑
α=1
Lα ⊗ Lα = 0,
6∑
α=1
Aα ⊗ Lα =
6∑
α=1
Lα ⊗Aα = I. (42)
We can now compute D(r, t) by substituting expression (41b) into Eq. (31), which results in
D(r, t) = − 1
2πt
6∑
α=1
p.v. 〈pα(φ)〉φAα ⊗Aα. (43)
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Emphasizing the functional dependence of the vectors, and using (37) one concludes that
D(r, t) =
1
πt
Im
∑
α=1,2,3
Im pα>0
Aα(v) ⊗Aα(v) (v = r/t), (44)
where the sum is restricted to indices of eigenvalues with strictly positive imaginary part, and where com-
plex-conjugation properties have been used. Apart from different sign and normalization conventions, Equ.
(44) is equivalent to Wu’s equations (3.12–13) [56]. Although expression (44) is sometimes referred to as a
Green’s function (e.g., [56]), the above derivation clarifies its nature as a propagator. The Green functions
G0,±(r, t) stem from multiplying (44) by the appropriate time-dependent prefactor, as in Eqs. (11).
2.4. Uniformly moving sources and analytically-continued representations
Up to now, the vector v was a shorthand for r/t. In the rest of the paper, it will denote a ‘true’ velocity.
So, the dislocation moves at constant velocity v = vm, where the scalar v can be of any sign. The unit
vector n, such that m · n = 0 is the slip-plane normal. The dislocation line is oriented along ξ = m × n,
and the plane spanned by m and n is the co-called sagittal plane.
Then, the components of the source tensor are all of the type f(r, t) = f(r − vt), of Fourier transform
f(k, ω) = (2π)δ(ω−v ·k)f(k). The induced field components all have the following form, where the integral
on r′ is over all d-dimensional space:
φij(r, t) =
∫
ddr′
∫ +∞
−∞
dtG+ij(r− r′, t− t′)f(r′ − vt′)
=
∫
ddk
(2π)d
∫ +∞
−∞
dω
2π
ei(k·r−ωt)G+ij(k, ω)f(k, ω) =
∫
ddk
(2π)d
eik·(r−vt)G+ij(k,k · v)f(k), (45)
where the last line is a well-known representation of the field in terms of inverse Fourier transforms. In this
expression, the fundamental quantity is G+(k,k · v), namely,
G
+(k,k · v) = 1
ρ
3∑
α=1
Pα
k2c2α − (k · v + i0+)2
=
1
ρ
3∑
α=1
Pα
k2c2α − (k · v)2 − i sign(k̂ · v)0+
= p.v.
1
ρ
3∑
α=1
Pα
k2c2α − (k · v)2
+
iπ
ρ
sign(k̂ · v)
3∑
α=1
P
αδ
(
k2c2α − (k · v)2
)
. (46)
Hereafter, motion in anisotropic media will be addressed on the basis of formula (45). To this aim,
we need to write G+(k,k · v) in a form computable from the Stroh formalism. This is possible only if we
can account for the prescription +i0+ by modifying the elastic tensor in a way that does not depend on
k̂; otherwise, the crucial property that Aα and Lα do not depend on φ (see previous section) would be
destroyed.
A convenient way to do this —the central idea of the paper— consists in shifting the algebraic velocity
by a small positive imaginary quantity, thus introducing the complex velocity vector
vǫ = v + iǫm = (v + iǫ)m, (47)
where ǫ is an infinitesimal positive number of irrelevant exact magnitude. Then, assuming k̂ ·m 6= 0,
(k̂ · vǫ)2 ≃ (k̂ ·m)2(v2 + 2iǫ sign(v)) ≃ (k̂ · v)2 + iǫ sign(v). (48)
Accordingly, with v now the true velocity, we modify Sa`enz’s velocity-dependent ‘elastic constants’ (27) into
the complex-valued elastic moduli
c˜ ǫijkl :=cijkl − ρvǫjvǫkδil. (49)
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Further introducing (k̂k̂)ǫ,il:=k̂j c˜
ǫ
ijkl k̂k, it follows that
(k̂k̂)ǫ,il ≃ k̂jcijklk̂k − ρ[(k̂ · v)2 + iǫ sign(v)]δil. (50)
Upon diagonalizing this expression in the polarization basis, we obtain
(k̂k̂)ǫ ≃ ρ
3∑
α=1
P
α[c2α − (k̂ · v)2 − iǫ sign(v)]. (51)
Furthermore introducing the function
F
+
ǫ (k,v) =
1
k2
(k̂k̂)−1ǫ , (52)
il follows that
lim
ǫ→0+
F
+
ǫ (k,v) = p.v.
1
ρ
3∑
α=1
P
α
k2c2α − (k · v)2
+
iπ
ρ
sign(v)
3∑
α=1
P
αδ
(
k2c2α − (k · v)2
)
. (53)
Since sign(k̂ · v) = sign(v) sign(k̂ ·m), comparing (53) with (46) shows that
G
+(k,k · v) = lim
ǫ→0
[
Re+i sign(k̂ ·m) Im
]
F
+
ǫ (k,v). (54)
One deduces from definitions (18a) and (18b) and the above that
G
0(k,k · v) = lim
ǫ→0
1
k2
Re(k̂k̂)−1ǫ , (55a)
D(k,k · v) = 2i sign(k̂ ·m) lim
ǫ→0
1
k2
Im(k̂k̂)−1ǫ . (55b)
As will be made clear in the following, the Stroh formalism can now be used to compute (k̂k̂)−1ǫ , thanks to
identity (41b). The Green functions G±(k,k ·v) are then retrieved by combining expressions (55) according
to (10). To summarize, the causal Green function relevant to a source in uniform motion cannot be directly
obtained from the Stroh formalism because of the factor sign(k̂ ·m) in (54). However, taken separately, its
real (reactive) and imaginary (radiative) parts can be, to be reassembled afterwards to retrieve G±.
Our assumption that k̂ ·m 6= 0 does not impair the generality of the above derivation, since the Dirac
contributions to the Green function (46) vanish anyway if k̂ ·m = 0.
3. Elastodynamic kernels and fields induced by a uniformly moving Eshelby dislocation
This section is devoted to obtaining the distortion and stress fields produced by a uniformly moving
Somigliana dislocation, and further specialized into a dislocation of the Eshelby type.
3.1. Somigliana dislocations, elastodynamic kernels and fields
The Somigliana dislocation is represented by the plastic eigenstrain tensor βpij(r, t), which constitutes the
source of the elastodynamic fields in the Green’s function approach [3]. The dislocation, moving at constant
velocity v, is such that in the direct and Fourier representations (respectively),
βpij(r, t) = β
p
ij(r− vt), (56a)
βpij(k, ω) = (2π)δ(ω − v · k)βpij(k). (56b)
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Its shape, assumed rigid because of uniform motion, is completely characterized by βpij(r), or by β
p
ij(k) in the
Fourier representation. The material displacement induced by the dislocation in the surrounding medium is
of the form (45), and reads
ui(r, t) = −i
∫
d2k
(2π)2
G+ij(k,k · v)kkcjklmβplm(k)eik·(r−vt). (57)
Introducing generic response kernels B0,± of components4
B0,±ijkl(k, ω) = kiG
0,±
jp (k, ω)kqcpqkl − δikδjl, (58a)
the elastic distortion βij :=∂iuj − βpij reads
βij(r, t) =
∫
d2k
(2π)2
B+ijkl(k,k · v)βpkl(k)eik·(r−vt). (58b)
Decomposition (10) of the Green function into reactive and radiative parts induces a similar additive decom-
position of B+ that carries over to the fields. Hereafter, the reactive and radiative parts of βij are denoted
with a superscript 0 or D, respectively. Explicitly, we shall write
B
+ = B0 + BD, (59)
where
B0ijkl(k, ω) = kiG
0
jp(k, ω)kqcpqkl − δikδjl, (60a)
BDijkl(k, ω) =
1
2
kiDjp(k, ω)kqcpqkl, (60b)
from which β0ij and β
D
ij are determined by expressions akin to (58b). The stress follows from the generalized
Hooke law as σij = cijklβkl.
3.2. Eshelby dislocation
We now specialize to the Eshelby dislocation. As recalled in the Introduction, it is a natural solution
of the (static) Peierls-Nabarro and (steady-motion) Weertman models for the dislocation core shape. As
it has been used as well to represent non-uniformly moving dislocations [25, 26, 28, 61–63], it is of special
theoretical interest. The Eshelby dislocation has a core density function per unit Burgers vector of a simple
(Lorentzian-type) analytic structure, namely
ρa(x) =
1
π
a
x2 + a2
=
1
2iπ
(
1
x− ia −
1
x+ ia
)
, (61)
where, to avoid dragging along factors 1/2, the quantity a is introduced as the half core width rather than as
the core width. This density depends solely on the in-plane Cartesian coordinate x = r ·m in the direction
of motion. We introduce the co-moving position vector r′ and abscissa x′ defined as
r′ ≡ (x′, y) = r− vt. (62)
4 Another form stems from writing δjl = GjpG
−1
pl
in (58a) and reorganizing terms ([3], p. 351):
Bijkl(k, ω) = [(δinδmk − δikδnm)knkqcpqml − ρω
2δikδpl]Gjp(k, ω) = (ǫoinǫomkknkqcpqml − ρω
2δikδpl)Gjp(k, ω).
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The dislocation is flat with respect to the out-of-plane coordinate y. The functions ρa define a δ-sequence
such that ρ0(x) = lima→0 ρa(x) = δ(x). In this limit a → 0, the Eshelby dislocation reduces to a Volterra
dislocation. The associated plastic eigenstrain is localized on the slip plane, and reads
βpij(r
′) = nib̂jη(x
′)δ(y), where η(x) =
b
π
(π
2
− arctan x
a
)
. (63)
Equation (63) is our definition of the Eshelby dislocation. The slip discontinuity η(x) spans the whole real
axis. It reduces to nibjθ(−x′)δ(y) in the Volterra limit a → 0. Conversely, Eq. (63) is retrieved by taking
the convolution of the latter Volterra expression by the density (61). For further purposes, we note that
ρa(x) = −1
b
η′(x). (64)
Since in the Fourier domain ρa(kx) = e
−a|kx| = e−ak|k̂·m| we deduce from the Fourier transform of θ(−x)
that
βpij(k) = inibj
e−ak|k̂·m|
k ·m+ i0+ . (65)
We begin by computing the reactive distortion β0ij from (60a). It reads
β0ij(r, t) =
∫
d2k
(2π)2
B0ijkl(k,k · v)βpkl(k)eik·r
′
= i bl
∫
d2k
(2π)2
[
kiG
0
jp(k,k · v)kqcpqkl − δikδjl
] nkeik·r′−ak|k̂·m|
k ·m+ i0+ . (66)
The term within square brackets has zero degree of homogeneity in k, and thus does not depend on the
modulus k. The integral over k can therefore be done right away, resulting in the distribution∫ ∞
0
dk k eik·r
′−ak|k̂·m|
k ·m+ i0+ =
∫ ∞
0
dk eik(k̂·r
′+ia|k̂·m|)
k̂ ·m+ i0+ =
i
(k̂ ·m+ i0+)(k̂ · r′ + ia|k̂ ·m|) . (67)
To deal with the remaining angular integral over k̂ in (66), one introduces a rotated orthonormal basis {l, k̂},
with components l = (cosφ, sinφ) and k̂(φ) = ∂l(φ)/∂φ = (− sinφ, cosφ) in the fixed basis {m,n} (Fig.
1b). By periodicity, the angular integral over the direction k̂ in (66) is equivalent to one over φ. This brings
(66) down to the form
β0ij(r, t) = −
bl
2π
〈
kiG
0
jp(k,k · v)(kqcpqklnk)− niδjl
(k̂ ·m+ i0+)(k̂ · r′ + ia|k̂ ·m|)
〉
φ
. (68)
From definition (49), contractions involving the usual elastic tensor cijkl can be expressed in terms of
contractions with the modified, complex-valued one, c˜ijkl. Because v · n = 0, we have
k̂qcpqklnk = lim
ǫ→0
(k̂n)ǫ pl, (69)
which is real-valued. Using this result and (55a) brings the numerator in (68) in the form
kiG
0
jp(k,k · v)(kqcpqklnk)− niδjl = lim
ǫ→0
Re
(
k̂i[(k̂k̂)
−1
ǫ · (k̂n)ǫ]jl − niδjl
)
. (70)
To carry out the average over φ, the constant vector n is decomposed over the rotated basis {l, k̂} as
n = (n · k̂)k̂+ (n · l)l. (71)
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After some simplifications involving the identities v · n = 0 and k̂ · l = 0, which hold by definition of the
rotated basis, the following expansions obtain:
(nk̂)ǫ = (n · k̂)(k̂k̂)ǫ + (n · l)(l k̂)ǫ, (72a)
(k̂n)ǫ = (n · k̂)(k̂k̂)ǫ + (n · l)(k̂ l)ǫ, (72b)
(nn)ǫ = (n · k̂)2(k̂k̂)ǫ + (n · k̂)(n · l)[(k̂ l)ǫ + (l k̂)ǫ] + (n · l)2(l l)ǫ. (72c)
Substituting expressions (71) and (72b) into (70) yields, after some cancellation of terms,
kiG
0
jp(k, ω)(kqcpqklnk)− niδjl =
ǫ→0
(n · l)Re
{
k̂i[(k̂k̂)
−1
ǫ · (k̂ l)ǫ]jl − liδjl
}
= −(k̂ ·m)Re
{
k̂i[(k̂k̂)
−1
ǫ · (k̂ l)ǫ]jl − liδjl
}
, (73)
where the identity n · l = −k̂ ·m (= sinφ) has been used. Inserting this expression into (68) results in
β0ij(r, t) =
bl
2π
〈
Re
{
k̂i[(k̂k̂)
−1
ǫ · (k̂ l)ǫ]jl − liδjl
}
k̂ · r′ + ia|k̂ ·m|
〉
φ
, (74)
where a factor k̂ · m has been eliminated between the denominator (67) and the numerator (73), the
prescription +i0+ being irrelevant in this case. The real and imaginary parts of the denominator are
separated as
1
k̂ · r′ + ia|k̂ ·m|
=
k̂ · r′
(k̂ · r′)2 + a2(k̂ ·m)2
− ia|k̂ ·m|
(k̂ · r′)2 + a2(k̂ ·m)2
. (75)
Thanks to this decomposition, we keep in the integrand only the even terms, which do not change their sign
under the inversion symmetry φ→ φ+ π (ı.e., k̂→ −k̂ and l→ −l); the odd ones do not contribute. Thus,
expression (74) takes the form
β0ij(r, t) =
bl
2π
Re
〈
[(k̂k̂)−1ǫ · (k̂ l)ǫ]jl(k̂ · r′)k̂i
(k̂ · r′)2 + a2(k̂ ·m)2
〉
φ
− bl
2π
〈
(k̂ · r′)li
(k̂ · r′)2 + a2(k̂ ·m)2
〉
φ
δjl. (76)
Invoking next identity (41a) to simplify the leading angular integral yields
β0ij(r, t) = −
bl
2π
Re
6∑
α=1
Aαǫ jL
α
ǫ l
〈
pαǫ (φ)(k̂ · r′)k̂i
(k̂ · r′)2 + a2(k̂ ·m)2
〉
φ
− bl
2π
〈
(k̂ · r′)li
(k̂ · r′)2 + a2(k̂ ·m)2
〉
φ
δjl, (77)
where subscripts have been introduced to emphasize that the quantities Aα, Lα, and pα(φ) now depend on
ǫ. Expression (77) reveals that the finite width a has a twofold regularizing action on the angular averages:
on the one hand, it sets the result to zero at the origin r′ = 0; on the other hand, it provides a regularization
to handle the singularities at k̂ · r̂′ = 0. The Volterra limit a→ 0+ is examined in Sec. 4 below.
To complete the calculation the following shorthand notations are used:
p0αǫ = p
α
ǫ (0), sα = sign(Im p
0α
ǫ ), sy = sign y. (78)
The main difference with the usual formalism (Sec. 2.3) is that because the infinitesimal ǫ is always non-
zero, we have sα 6= 0 whatever the dislocation velocity, even though p0αǫ can become real-valued in the limit
ǫ→ 0 for supersonic velocities. This fact proves crucial in determining the Mach cone shapes in supersonic
regimes, as will be seen in Sec. 4 below.
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The angular integrals in (77) are carried out componentwise in the {m,n} basis, taking advantage of
the explicit form (35) of the functions pαǫ . To this aim we introduce the angle γ such that
r′ = r′[cos γm+ sin γ n], k̂ · r̂′ = sin(γ − φ). (79)
In terms of the Cartesian coordinates (x′, y) = r(cos γ, sin γ) we obtain thus〈
pαǫ (φ)(k̂ · r′)k̂
(k̂ · r′)2 + a2(k̂ ·m)2
〉
φ
=
1
r
〈
pαǫ (φ) sin(γ − φ)
sin2(γ − φ) + (a/r)2 sin2 φ
( − sinφ
cosφ
)〉
φ
=
−sy(|y|+ a)m+ x′n
x′2 + (|y|+ a)2 −
1
i
m+ p0αǫ n
sα(x′ + p0αǫ y) + isya
, (80a)〈
(k̂ · r′)l
(k̂ · r′)2 + a2(k̂ ·m)2
〉
φ
=
1
r
〈
sin(γ − φ)
sin2(γ − φ) + (a/r)2 sin2 φ
(
cosφ
sinφ
)〉
φ
=
sy(|y|+ a)m− x′n
x′2 + (|y|+ a)2 .
(80b)
Inserting these results into (77) and invoking the completeness relation (422), we conclude that
β0ij(r, t) = Re
1
2iπ
6∑
α=1
mi + p
0α
ǫ ni
sα(x′ + p0αǫ y) + isya
Aαǫ jL
α
ǫ lbl. (81)
For definiteness, the calculation of the first component (i.e., alongm) of integral (80a) —by contour integra-
tion on the unit circle, as is usual within the Barnett-Lothe approach— is explained in detail in Appendix B.
The other integrals in this section are computed likewise.
We turn next to the “propagator” part, which by (60b) and (65), and after use of (67), reads
βDij (r, t) =
∫
d2k
(2π)2
BDijkl(k,k · v)βpkl(k)eik·r
′
=
i bl
2
∫
d2k
(2π)2
kiDjp(k,k · v)(kqcpqklnk)
k ·m+ i0+ e
ik·r′−ak|k̂·m|
= − bl
2(2π)
〈
kiDjp(k,k · v)(kqcpqklnk)
(k̂ ·m+ i0+)(k̂ · r′ + ia|k̂ ·m|)
〉
φ
. (82)
From expression (55b) of D(k,k · v), we have
1
2
kiDjp(k,k · v)(kqcpqklnk) = ik̂i Im[(k̂k̂)−1ǫ ]jp(kqcpqklnk) sign(k̂ ·m). (83)
so that, by substitution into (82),
βDij (r, t) = −i
bl
2π
〈
k̂i Im[(k̂k̂)
−1
ǫ ]jp(kqcpqklnk) sign(k̂ ·m)
(k̂ ·m+ i0+)(k̂ · r′ + ia|k̂ ·m|)
〉
φ
. (84)
Employing the same means as above, this expression reduces to
βDij (r, t) = −a
bl
2π
Im
6∑
α=1
Aαǫ jL
α
ǫ l
〈
pαǫ (φ)(m · k̂)k̂i
(k̂ · r′)2 + a2(k̂ ·m)2
〉
φ
. (85)
The angular integral evaluates to〈
pα(φ)(m · k̂)k̂
(k̂ · r′)2 + a2|k̂ ·m|2
〉
φ
= − 1
r2
〈
pαǫ (φ) sinφ
sin2(γ − φ) + (a/r)2 sin2 φ
( − sinφ
cosφ
)〉
φ
= −1
a
[−syx′m+ (|y|+ a)n
x′2 + (|y|+ a)2 +
m+ p0αǫ n
sy(x′ + p0αy) + isαa
]
. (86)
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Upon substituting into (85), we obtain thus
βDij (r, t) = Im
1
2π
6∑
α=1
[−syx′mi + (|y|+ a)ni
x′2 + (|y|+ a)2 +
mi + p
0α
ǫ ni
sy(x′ + p0αǫ y) + isαa
]
Aαǫ jL
α
ǫ lbl. (87)
However, using once more the completeness relation (42.2), we observe that the first term within brackets
is real-valued and does not contribute to the result due to the leading Im operator. Therefore,
βDij (r, t) = Im
1
2π
6∑
α=1
mi + p
0α
ǫ ni
sy(x′ + p0αǫ y) + isαa
Aαǫ jL
α
ǫ lbl. (88)
Eventually, adding Eqs. (81) and (88) and carrying out a few obvious reorganizations yields the total
elastic distortion in the form
βij(r, t) = β
0
ij(r, t) + β
D
ij (r; t) =
1
2π
Im
6∑
α=1
(sα + sy)(mi + p
0α
ǫ ni)
(x′ + p0αǫ y) + isysαa
Aαǫ jL
α
ǫ lbl. (89)
4. The Volterra limit and Mach cones
4.1. Mach cones as Dirac measures
The distortion components (89) in the Volterra limit a → 0 are easily deduced. To this purpose, it is
necessary to distinguish between real and complex roots p0αǫ in the limit ǫ → 0. When p0αǫ is such that its
limit p0α ≡ limǫ→0 p0αǫ is real, we get from the Sokhotski-Plemelj formula (A.1)
lim
ǫ→0
1
x′ + p0αǫ y + isysα0
+
= p.v.
1
x′ + p0αy
− iπsysαδ(x′ + p0αy), (90)
where, because it is defined as a limit, sα = limǫ→0 sign Im p
0α
ǫ must be considered as nonzero even though the
limit p0α is real [see remark after Eq. (78)]. Substituting (90) into (89), and observing that sysα(sy + sα) =
sy + sα yields the distributional expression (where the superscript V on βij stands for ‘Volterra’)
βVij(r, t) =
1
2π
Im
∑
α
p.v.
(sα + sy)(mi + p
0αni)
x′ + p0αy
Aαǫ jL
α
ǫ lbl
− 1
2
∑
α
′
(sα + sy)(mi + p
0αni)Re
[
Aαǫ jL
α
ǫ l
]
blδ(x
′ + p0αy). (91)
The principal-value prescription within the first sum is necessary only for the subset of α values such that
Im p0α = 0, and can be omitted whenever p0α has a finite imaginary part since the latter prevents the
denominator from vanishing. The ‘prime’ restricts the second sum to the same subset of α values.
Mach cones are characterized as follows. The rightmost sum in (91) features Dirac measures supported
by straight lines of equations y = −x′/p0α, which represent the Mach cones. Each V-shaped cone is made
of two half-lines (‘branches’), and thus is associated with two different eigenvalues pα. Selection of one
particular cone branch α is done via its factor (sα + sy). For instance, the branch of a Mach cone in the
upper half-plane y > 0 is such that sα = +1, because sα + sy = 2 6= 0 if y > 0 and zero otherwise; the same
holds with all signs reversed for the lower branch in the half-plane y < 0. Moreover, the polarization scalar
product Lαǫ · b makes the intensity and sign of the elastic fields of each branch depend on the dislocation
character. In particular, the “ghost branches” for which this scalar product vanishes are extinguished and
do not contribute to the field even though they exist —so to say— geometrically speaking.
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4.2. The classical subsonic result
In the subsonic range |v| < cl where all the p0α have non-zero imaginary part, Eq. (91) reduces to the
‘classical’ result [2, 41] for a Volterra dislocation. Indeed, we have then
βVij(r, t) =
1
2π
Im
6∑
α=1
(sα + sy)(mi + p
0αni)
x′ + p0αy
Aαǫ jL
α
ǫ lbl. (92)
Remembering that sα = sign Im p
0α, our numbering conventions and the complex-conjugacy properties of
the eigenvalues and eigenvectors (see Section 2.3) imply that
βVij(r, t) =
1
2π
Im
 3∑
α=1
(1 + sy)(mi + p
0αni)
x′ + p0αy
Aαǫ jL
α
ǫ l +
3∑
α=1
(−1 + sy)(mi + p0αni)
x′ + p0αy
Aαǫ jL
α
ǫ l
 bl
=
1
π
Im
3∑
α=1
(mi + p
0αni)
x′ + p0αy
Aαǫ jL
α
ǫ lbl =
1
2iπ
6∑
α=1
sα
(mi + p
0αni)
x′ + p0αy
Aαǫ jL
α
ǫ lbl, (93)
which is the classical result.
4.3. Geometric constructions: forward and backward Mach cones
Male´n [43] provided an explanation of Mach cones from a geometric construction based on the section
of the slowness surface in the sagittal plane. As we shall shortly see, the argument is incomplete as it only
involves phase velocities and does not allow one to explain Payton’s ‘backward’ cones [32](see Introduction).
The geometrical construction that provides the explanation involves group velocities.
First, we briefly review the definition of slowness and group-velocity surfaces (see, e.g., [35, 64] for
details), also known as ray surfaces in the literature (e.g., [65]). With definition (6) of Ω, the dispersion
equation Ω(k, ω) = k6Ω(k̂, ω/k) = 0 is solved for the (positive) phase velocities c(k̂):=ω/k as a function of
the wave direction k̂ in the sagittal plane. The slowness vectors are sα(k̂):=c
−1
α (k̂)k̂. Parametric plots of
the endpoints of the vectors sα(k̂), using k̂ as a parameter, define slowness surfaces, in which the radius
vector lies along k̂. By contrast, group velocities are defined as
vgα(k̂):=∇kω(k) = −
∇kΩ(k, ω)
∂ωΩ(k, ω)
∣∣∣∣
ω=cα(k̂)k
. (94)
Parametric plots of the endpoints of the vectors vgα using k̂ as a parameter define group-velocity surfaces.
The latter represent the positions at time t = 1 s of wavefronts emitted from the origin at t = 0. Group-
velocity surfaces are sometimes also called ’energy-velocity surfaces’. The velocity of energy transport in a
plane wave is indeed equal to its group velocity. Group and phase velocities are different from one another in
anisotropic media due to directional interference effects, which makes anisotropic media dispersive [40, 66].
The vector vgα(k̂) lies in the direction normal to the slowness surface at k̂ and, save for special directions of
symmetry, is not directed along k̂. Quite generally,
||vgα(k̂)|| ≥ vgα(k̂) · k̂ = cα(k̂). (95)
Figures 2(a1) and (b1) represent sections of slowness surfaces in Fe,
5 in the sagittal plane of the two
different slip systems (see legend). In spite of intersection points, the three individual branches of solution
are unambiguously identified using the fact that they are smooth functions of k̂. Surfaces (qS1,2) in the figure
are of quasi-shear character (shear polarization with admixture of longitudinal polarization), and the inner
5Elastic constants (GPa) C11 = 226.0, C12 = 140.0, C44 = 166.0, mass density ρ = 7.8672 g/cm3, and lattice parameter
a0 = 0.287 nm at 298 K [67].
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one (qL) is quasi-longitudinal (longitudinal polarization with admixture of shear polarization). Intersections
of slowness curves with vertical lines of abscissa 1/v have coordinates sα = (1/v, p
0α/v), which provides the
connection with the Stroh formalism [43]. Such intersections exist only if their associated p0α is real. This
is possible only for v above certain bulk limiting velocities of the problem (open dots in the figure) for which
the vertical lines are tangent to the slowness curves (represented as dashed in the figures). Thus, limiting
velocities are vL ≃ 2.75 103, and 6.41 103 ms−1 for the slip system in Fig. 2(a1), and vL ≃ 2.63 103, 2.80 103,
and 6.41 103 ms−1 for the slip system in Fig. 2(b1). Whereas the generic case, illustrated in Fig. 2(b1) is
that of three limiting velocities, the case of Fig. 2(a1) is degenerate since it involves only two velocities. A
similar degeneracy arises in isotropic media where the three slowness curves are perfect circles, with the two
shear curves superimposed.
Figure 2: Slowness and group-velocity surfaces for Fe. (a1) and (b1): sections of slowness surfaces in the sagittal plane (m,n)
(in units of 10−3 sm−1). Open dots: limiting values for 1/v, where v is the source velocity; (a2) and (b2): sections of group-
velocity surfaces in the sagittal plane (in units of 103 ms−1). (a1,2): slip system m = [1 1 1], n = (1 1 0) (dislocation direction
ξ = [1 1 2]); (b1,2): slip system m = [1 1 1], n = (2 1 1) (dislocation direction ξ = [0 1 1]).
Figures 2(a2) and (b2) represent sections of group-velocity surfaces in Fe in the sagittal plane of two
slip systems considered. Cusps in group-velocity surfaces arise from non-convex parts in slowness surfaces
(here, in qS branches). When interpreted in units of meters, group-velocity surfaces provide the shape of
wavefronts at t = 1 s emitted at t = 0 by a source at the origin of coordinates [35, 64].
Now, let R0 be this set of group-velocity surfaces centered on the origin. The well-known Huygens
construction [68–70] for dislocations in isotropic media (where the situation is simpler because phase and
group velocities coincide) can be generalized to anisotropic media, using group-velocity surfaces to build
Mach cones as envelopes of the collection of wavefronts emitted over time [65]. Thus, let Ts be the translation
operator that translates a set of vectors by a vector s. The collection of wave fronts emitted by a moving
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dislocation located at r = 0 at time τ = t can then be written as
W(t) = ∪0≤τ≤t(t− τ)Tst(τ)R0, (96)
which is the union over time of sets of ray surfaces. Each set is built from R0, translated by the retarded
position vector st(τ) of the dislocation (to account for the motion of the emission point of the pulses), and
expanded homothetically by a factor (t − τ) (to account for pulse expansion by wave propagation). Mach
cones are envelopes of this set (i.e., caustics, where radiated energy is concentrated) [69]. For the uniform
motion at velocity v considered here one has st(τ) = v(t − τ). However, the construction, that rests on
the concept of retarded fields, holds for non-uniform motion as well [68]. As it is only of geometric nature,
it provides no information about the intensity of cone branches, some of which may vanish for reasons of
polarization as noted in Sec. 4.1.
The construction is illustrated in Fig. 3 where stress components computed from the field formula (89) are
displayed for two velocities in a full-field representation (right), together with the corresponding solutions
on the slowness surfaces (left). The velocity in (a), v = 2.8 103 ms−1 is such that one forward and one
backward cones are present. In (b), the velocity is higher, and two forward cones are generated. On the
full-field plots have been superimposed the Huygens construction from the group-velocity surfaces of Fig. 2,
as well as cone lines of equations x′ + p0αy = 0 deduced form the theoretical expression (91). The former
perfectly reproduces the latter in agreement with the full-field plots. This triple comparison makes clear
that the envelope of the cusps of the group-velocity surfaces of Fig. 2 does not determine the Mach cone
opening angle, as those endpoints do not pertain to any caustic in general: from a mathematical standpoint
the cone opening angle is uniquely defined from the above linear equation, which clarifies some ambiguities
in recent interpretations of the Huygens construction in anisotropic media [65].
Fig. 3(a) correlates the existence of backward cones with the fact that one pair of solutions deduced
from the slowness surfaces involve normals (group-velocity vectors) pointing downwards in the upper half
plane, and upwards in the lower half-plane. Fig. 4, which extends Male´n’s construction to account for
group-velocity effects [71] illustrates this in detail. The angle indicated is the same in the slowness-surface
construction (left) and the vector construction in the physical space (right). The half-cone branches are
indicated as dashed lines. The bottom construction shows that while the wave vector k̂ points upwards,
the group velocity points downwards, and is responsible for the physical backward Mach cone branch in the
lower half-plane. In both cases, the following relation is obeyed, with v = vm:
cα(k̂) = v · k̂ = vgα(k̂) · k̂. (97)
Examination of Eq. (90) reveals that for this effect to be reproduced by the Mach-cone (Dirac) part in
this equation, it is necessary that sα = limǫ→0 sign Im p
0α
ǫ = ±1 be equal to the sign of vg ·n. This property
we demonstrate as follows. First, by setting k =m+ pn, and ω = v,6 it is easily verified that
∆(p, v) = Ω(k, ω), (98)
which makes explicit the connection between the dispersion equation, see Eq. (6), and the Stroh eigenvalue
equation (39). Note in passing that solutions are such that c = ω/k = v/
√
1 + p2, in agreement with the
geometric constructions of Fig. 4 (left) where s = k̂/c. Now, adding a small imaginary part δv = iǫ to v
(ǫ > 0), any real solution p(v) of the equation D(p, v) = 0 varies by an amount δp, and ω and k vary by
respective amounts δω = δv and δk = δpn. Thus,
0 = ∆(p+ δp, v + δv) = Ω(k+ δk, ω + δω)
≃ Ω(k, ω) +∇kΩ(k, ω) · nδp+ ∂ωΩ(k, ω)δv. (99)
6Both these quantities should be multiplied by some arbitrary dimensioning factor, identical for both, here assumed equal
to 1 m−1.
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Figure 3: Edge dislocation in Fe, with b = (a0/2) 〈111〉, n = {1, 1 0} for the two velocities indicated (units of 103 ms−1).
Left: solutions on the slowness surfaces; right: selected full-field stress components computed from Eq. (89), with the Huygens
construction superimposed. The half core width is a = 1.355 d in (a) and a = 0.967 d in (b) [76]. Distances are measured in
units of the interplane distance d for this glide system. For better display fields have been cut-off as indicated in the bar legend.
White dashed lines drawn upon the cones are the theoretical loci of cone-branch lines (see Sec. 4.1). For better display, the
construction only involves a restricted number of wavefronts built from the quasi-shear branches qS1,2 of Fig. 2(a2) (the only
relevant branches for Mach cones, at the velocities considered). (For a color version of the figure, the reader is referred to the
web version of this article.)
Then, because p and v are such that ∆(p, v) = Ω(k, ω) = 0, one deduces that
δp = − ∂ωΩ(k, ω)
∇kΩ(k, ω) · nδv =
iǫ
v
g
k
· n , (100)
where definition (94) of the group velocity has been used. So, the infinitesimal imaginary part of p generated
by the adjunction of iǫ to the velocity in the Stroh formalism, to account for causality, has indeed the
necessary sign.
From sections of slowness surfaces, it easy to assess the range of velocities for which backward cones can
be present: it is simply the one where there exists normals to the slowness plots, that point towards the
horizontal axis. For instance, in the two cases of Fig. 2, those ranges are comprised between the lower bulk
limiting velocity, and the velocity where the two quasi-shear slowness branches qS1,2 intersect mutually on
the horizontal axis; namely, 2.75 ≤ v ≤ 2.93 in case (a1), and 2.63 ≤ v ≤ 2.93 in case (b1) (in units of 103
ms−1).
Leaving it to the reader, the same analysis as in Sec. 4.1 could be carried out separately on the reactive and
radiative parts of the distortion field, Eqs. (81) and (88), respectively. One would see that, individually, each
of those parts produces for faster-than-wave motion X-shaped wavefronts involving a-causal cone branches,
instead of V-shaped ones. However, the unphysical branches vanish by sign compensation in the sum of
both terms, Eq. (91).
19
Figure 4: Geometric constructions for forward and backward Mach cones including group-velocity considerations. (a) ‘normal’
(forward-cone) case; (b) ‘anomalous’ (backward-cone) case. Left: constructions from a piece of the section of the slowness
surface. Right: corresponding constructions in physical space, with backward (top) and forward (bottom). The resulting
half-branches of the Mach cones are represented as dashed lines.
5. Concluding discussion
To conclude, we summarize our results and put them into perspective. First, we showed that the Stroh
formalism can be very easily extended to supersonic velocities by means of an analytic continuation to com-
plex values of the algebraic velocity v, with infinitesimal positive imaginary component. This device was
discovered in former investigations by Pellegrini of the isotropic theory of the equation of motion of dislo-
cations [26, 28]. However that first proof stemmed from a somewhat ad hoc argument, as it resulted from
comparing formulas [24] previously obtained by considering separately the subsonic and supersonic cases.
Instead, by tracing back the analytic continuation to the radiation condition that defines the anisotropic
Green functions, the present work gives the method a firm physical basis, and puts it into a far broader
perspective, paving the way, e.g., for studying supersonic regimes in the anisotropic Weertman equation.
Concretely, it is no more necessary to derive field-related velocity-dependent theoretical expressions sepa-
rately in the subsonic and supersonic regimes to cover the whole velocity range, as was previously done. It
now merely suffices to compute subsonic expressions, and to continue them by means of the replacement
v → v + iǫ, which is most easily done in numerical computations by making ǫ a very small number. In this
way, an expression valid for all velocities is obtained. Adams [72] came close to the point in 2001, in the con-
text of a Weertman-type equation for slip-pulse propagation at the interface between two different isotropic
media. He noticed that unique expressions of the coefficients of the governing equation apply indifferently
to subsonic or intersonic velocities, provided that all ‘relativistic’ terms involved, of the type
√
1− v2/c2
(where c is any of the four wavespeeds involved) for |v| < c, are replaced for |v| > c by −i sign(v)√v2/c2 − 1,
which he rightfully identified as a ‘radiation condition’ without however giving any further explanation. In
fact, as remarked by Pellegrini [28] (see Sec. 7 and Appendix A in that reference), the following complex
identity valid for the principal determination of the square root, namely,
√−z2 = −i sign(Im z)z for z ∈ C\R
implies that, for ǫ > 0,√
1− (v + iǫ)2/c2 =
√
−[
√
(v + iǫ)2/c2 − 1]2 = −i sign(v)
√
(v + iǫ)2/c2 − 1. (101)
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We immediately deduce that, with θ(x) the Heaviside unit-step function,
lim
ǫ→0
√
1− (v + iǫ)2/c2 =
√
1− v2/c2 θ(1− |v|/c)− i sign(v)
√
v2/c2 − 1 θ(|v|/c− 1). (102)
Thus, in the isotropic case, carrying out the analytic continuation is equivalent to implementing Adams’s
radiation-condition prescription. In the anisotropic case where, employing Stroh’s formalism, the functions
involved must ultimately be computed numerically (except in high-symmetry cases), the analytic continu-
ation generalizes Adams’s prescription in an ‘automatic’ way, alleviating the need to actually know these
functions in closed analytical form.
Second, we derived an explicit expression for the distortion field of an Eshelby dislocation in an anisotropic
medium, Eq. (89), from which the stress field immediately follows. The expression reduces to the classical
result in the Volterra limit and in the subsonic regime. However, it was extended to supersonic velocities
by virtue of the above analytic continuation. It should be noted, however, that the occurrence of the sign
sy = sign(y) in Eq. (91) is non-trivial. In the Volterra limit, this allowed us to derive analytically the Mach
cone structure. Keeping instead the core width finite, we could effectively evaluate numerically the Mach
cones from Eq. (89), which was illustrated by full-field plots. In this respect, the present work can be seen
as a continuation of our previous efforts relative to isotropic media [29, 30].
Third, Payton’s ‘backward’ Mach cones were given an explanation, and a simple criterion was given
to determine from slowness surfaces the velocity range in which they show up. The range is simply the
one for which waves have a normal to the slowness surface (proportional to the group velocity) that points
towards the abscissa axis. There exists a well-known close connection [38, 40, 60, 73] between the problem
of a uniformly-moving dislocation in an anisotropic media, and the theory of surface waves and of wave
reflection at interfaces in anisotropic media (see, e.g., [39, 74, 75] for recent reviews). In the latter context,
it is remarked that waves with such normals have been interpreted as incident waves onto the interface [73].
Our analysis of ‘backward’ cones shows that such waves can also be radiated away from the glide plane
(but the side opposite as the usual one), thus offering a new perspective on their practical significance. The
very natural question as to whether fully-developed ‘backward’ March cones could effectively be observed
in atomistic simulations or in finite-element calculations is an issue beyond the scope of this paper. To
answer it would require at least investigating the stability of such steady motions [24, 43]. This problem
is connected with the determination of the width of the Eshelby dislocation as a function of the velocity
[5, 11, 24, 26], and will be examined elsewhere [76].
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Appendix A. Useful distributions
Some useful distributions employed in the paper are briefly recalled. First, the well-known Sokhotski-
Plemelj formula is
1
x± i0+ = p.v.
1
x
∓ iπδ(x). (A.1)
Taking its derivative with respect to x gives
1
(x± i0+)2 = Pf
1
x2
± iπδ′(x). (A.2)
which can be generalized to any number of successive differentiations (e.g., [52], p. 94).
The interesting identity (26) is proven as follows. Introduce the integral
Iǫ(r) = Re
∫ 2π
0
dφ
(k̂ · r+ iǫ)2
, (A.3)
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where φ is the angle between k̂ and r. By (A.2), the limit of Iǫ(r) as ǫ → 0 is equal to the integral in the
left-hand side of Eq. (26). Then
Iǫ(r) = Re
i
r
∂
∂ǫ
∫ 2π
0
dφ
cosφ+ i(ǫ/r)
= Re
i
r
∂
∂ǫ
∫ 2π
0
dφ
cosφ− i(ǫ/r)
cos2 φ+ (ǫ/r)2
. (A.4)
The real part of the integral vanishes by symmetry, so that
Iǫ(r) = 4
∂
∂ǫ
ǫ
r2
∫ π/2
0
dφ
cos2 φ+ (ǫ/r)2
= 2π
∂
∂ǫ
1
(r2 + ǫ2)1/2
= −(2π)2 ǫ
2π(r2 + ǫ2)3/2
. (A.5)
The fraction in this result goes to δ(r) as ǫ→ 0 [53], which proves identity (26).
Appendix B. Angular integrals
We explain the computation of the m component of integral (80a). The other angular integrals of the
paper are obtained by the same method. We thus need to compute
Im =
∫ 2π
0
dφ
2π
pψ(φ) sin(γ − φ)(− sinφ)
sin2(γ − φ) + ε2 sin2 φ (B.1)
where ε > 0 stands for a/r, pψ(φ) = tan(ψ − φ), and ψ is a complex angle. Then, the imaginary parts
Imψ and Im p have same signs. Introducing the complex variable z = exp(iφ), integral (B.1) is transformed
into a contour integral over z in the complex plane, on the unit circle Γ defined by |z| = 1. This change of
variables entails
Im =
∫
Γ
dz
2iπ
fm(z) = i
∑
Res{fm(z)} = i
∑
k
wkRk, (B.2a)
fm(z) =
eiγ(z2 − 1)(z2 − e2iγ)(z2 − e2iψ)
z(z2 + e2iψ)[(z2 − e2iγ)2 + e2iγε2(z2 − 1)2] , (B.2b)
where, invoking Cauchy’s theorem, the integral is computed by summing up residues Rk of fm at its poles.
The first sum in (B.2a) is over the residues at those poles zk of fm that are enclosed within the contour Γ
(i.e., such that |zk| < 1). The rightmost one, in which we have introduced weights wk, is over the residues at
all poles, provided that we take wk = 1 if |zk| < 1 and wk = 0 if |zk| > 1. In the intermediate case |zk| = 1
where the pole lies on the contour Γ, the principal-value prescription is invoked to handle the singularity.
As discussed shortly, this simply amounts to taking wk = 1/2. The function fm(z) has seven poles zk,
k = 0, . . . , 6 with associated residues Rk. With sy = sign(sin γ) = sign y, they read
z0 = 0 R0 = − e
iγ
e2iγ + ε2
,
z1,2 = ±ieiψ R1,2 = cos(γ − ψ) cosψ
cos2(γ − ψ) + ε2 cos2 ψ ,
z3,4 = ±
√
1 + ε2 − 2ε| sin γ|
e−2iγ + ε2
R3,4 =
sin γ[sin(γ − ψ) + isyε sinψ]
2(ε2 − 1 + 2iεsy cos γ)[cos(γ − ψ)− isyε cosψ] ,
z5,6 = ±
√
1 + ε2 + 2ε| sin γ|
e−2iγ + ε2
R5,6 =
sin γ[sin(γ − ψ)− isyε sinψ]
2(ε2 − 1− 2iεsy cos γ)[cos(γ − ψ) + iεsy cosψ] .
(B.3)
In the expressions for the poles z3,4,5,6, we have for convenience correlated with sy the alternate sign under
the square roots by introducing the absolute value of sin γ, so that |z3,4| ≤ 1 (poles inside the contour) and
|z5,6| ≥ 1 (poles outside the contour). As a result, ε always intervenes within a group (syε) in the residues.
The latter inequalities are saturated if and only if γ = 0 or γ = π, namely, on the the glide path y = 0 in
Cartesian coordinates. In the generic case γ 6= 0, π, we have w3,4 = 1 and w5,6 = 0. When γ → 0, π the
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poles in the pairs z3 and z5, and z4 and z6, coalesce, pinching the contour: the integral develops a so-called
pinch singularity, which sometimes leads to contour integrals being divergent. However, the singularity is
inessential in the present case since the residues R3,4,5,6 vanish in the limit. Moreover, w0 = 1, and if
Imψ > 0, then |z1,2| < 1 so that w1,2 = 1, whereas w1,2 = 0 in the opposite situation. It is intuitively
obvious that the intermediate singular case Imψ = 0 (for which both poles z1,2 lie on the contour, and the
contour integral is ill-defined) must be handled by taking w1,2 = 1/2, i.e., by averaging the results of both
previous cases. This amounts to taking a principal-value prescription.
Expressing the weighted sum of residues (B.2a) in terms of p0 = tanψ by means of lengthy simplifica-
tions involving usual trigonometric identities, we compute separately the cases Imψ > 0 (only poles z0,3,4
contribute) and Imψ < 0 (only poles z0,1,2,3,4 contribute). Both results are encoded into the following single
expression, where sα = sign Imψ = sign Im p
0 with the convention that sign(0) = 0:
Im = − syε+ sin γ
1 + ε2 + 2ε| sin γ| +
syε+ isα(cos γ + p
0 sin γ)
ε2 + (cos γ + p0 sin γ)2
= −sy | sin γ|+ ε
cos2 γ + (ε+ | sin γ|)2 −
1
i
1
sα(cos γ + p0 sin γ) + isyε
= r
[
−sy |y|+ a
x′2 + (|y|+ a)2 −
1
i
1
sα(x′ + p0y) + isya
]
. (B.4)
Multiplying by 1/r as in Eq. (80a) eventually yields the m component in that equation. Calculations as
above are eased by the use of an algebraic computational toolbox.
References
[1] J. Weertman, J.R. Weertman, Moving dislocations, in: Nabarro, F.R.N. (Ed.), Dislocations in Solids Vol. 3., North
Holland, Amsterdam, 1980, pp. 1–59.
[2] J.P. Hirth, J. Lothe, Theory of dislocations, second ed., Wiley, New York, 1982.
[3] T. Mura, Micromechanics of defects in solids, second ed., Martinus Nijhoff, Dordrecht, 1987.
[4] F.C. Frank, On the equation of motion of crystal dislocations, Proc. Phys. Soc. London A 62 (1949) 131–134.
doi:10.1088/0370-1298/62/2/307.
[5] J.D. Eshelby, Uniformly moving dislocations, Proc. Phys. Soc. London A 62 (1949) 307–314.
doi:10.1080/14786444908561420.
[6] R. Bullough, B.A. Bilby, Uniformly moving dislocations in anisotropic media, Proc. Phys. Soc. B 67 (1954) 615–624.
doi:10.1088/0370-1301/67/8/303.
[7] J. Weertman, High velocity dislocations. In: P.G. Shewmon, V.F. Zackay (Eds.), Response of metals to high velocity
deformation, Interscience Publishers, Inc., New York, 1961, pp. 205–247.
[8] J.D. Eshelby, Supersonic dislocations and dislocations in dispersive media, Proc. Phys. Soc. B 69 (1956) 1013–1019.
http://stacks.iop.org/0370-1301/69/i=10/a=307.
[9] D.D. Ang, Ph.D. Thesis: Some radiation problems in elastodynamics, California Institute of Technology, Pasadena, CA,
1958. http://resolver.caltech.edu/CaltechETD:etd-10072004-092112.
[10] J. Weertman, Uniformly moving transonic and supersonic dislocations, J. Appl. Phys. 38 (1967) 5293–5301.
doi:10.1063/1.1709317.
[11] J. Weertman, Dislocations in uniform motion on slip or climb planes having periodic force laws, in: T. Mura (Ed.),
Mathematical Theory of Dislocations, ASME, New York, 1969, pp. 178–209.
[12] P. Gumbsch and H. Gao, Driving force and nucleation of supersonic dislocations, J. Comput.-Aided Mater. Design 6
(1999) 137–144. doi:10.1023/A:1008789505150.
[13] C.J. Ruestes, E.M. Bringa, R.E. Rudd, B.A. Remington, T.P. Remington, M.A. Meyers, Probing the character of ultra-
fast dislocations, Scientific Reports 5 (2015) 16892. doi:10.1038/srep16892.
[14] E.N. Hahn, S. Zhao, E.M. Bringa, M.A. Meyers, Supersonic dislocation bursts in silicon, Scientific Reports 6 (2016),
26977. doi:10.1038/srep26977.
[15] V. Nosenko, G.E. Morfill, P. Rosakis, Direct experimental measurement of the speed-stress relation for dislocations in a
plasma crystal, Phys. Rev. Lett. 106 (2011) 155002. doi:10.1103/PhysRevLett.106.155002.
[16] M. Valle´e, E.M. Dunham, Observation of far-field Mach waves generated by the 2001 Kokoxili supershear earthquake,
Geophys. Res. Lett. 39 (2012), L05311. doi:10.1029/2011GL050725.
[17] C. Teodosiu, Elastic Models of Crystal Defects, Springer-Verlag, Berlin, 1982.
[18] M. Lazar, Micromechanics and dislocation theory in anisotropic elasticity, preprint arXiv:1607.07250 (2016).
https://arxiv.org/abs/1607.07250
[19] R.E. Peierls, The size of a dislocation, Proc. Phys. Soc. 52 (1940) 34–37. doi:10.1088/0959-5309/52/1/305.
23
[20] F.R.N. Nabarro, Dislocations in a simple cubic lattice, Proc. Phys. Soc. 59 (1947) 256–272.
http://stacks.iop.org/0959-5309/59/i=2/a=309.
[21] F.R.N. Nabarro, Fifty-year study of the Peierls-Nabarro stress, Mater. Sci. Eng. A 234–236 (1997) 67–76.
doi:10.1016/S0921-5093(97)00184-6.
[22] G. Schoeck, The Peierls model: progress and limitations, Mat. Sci. Enrgr. A 400–401 (2005), 7–17.
doi:10.1016/j.msea.2005.03.050.
[23] J. Weertman, Stress dependence on the velocity of a dislocation moving on a viscously damped slip plane, in A.S. Argon
(Ed.), Physics of Strength and Plasticity, M.I.T. Press, Cambridge, MA, 1969, pp. 75–83.
[24] P. Rosakis, Supersonic dislocation kinetics from an augmented Peierls model, Phys. Rev. Lett. 86 (2001) 95–98.
doi:10.1103/PhysRevLett.86.95.
[25] X. Markenscoff, Luqun Ni, The transient motion of a ramp-core supersonic dislocation, ASME J. Appl. Mech. 68 (2001)
656–659. doi:10.1115/1.1380678.
[26] Y.-P. Pellegrini, Equation of motion and subsonic-transonic transitions of rectilinear edge dislocations: A collective-
variable approach, Phys. Rev. B 90 (2014) 054120. doi:10.1103/PhysRevB.90.054120.
[27] Y.-P. Pellegrini, Reply to “Comment on ‘Dynamic Peierls-Nabarro equations for elastically isotropic crystals’ ”. Phys.
Rev. B 83 (2011) 056102. doi:10.1103/PhysRevB.83.056102.
[28] Y.-P. Pellegrini, Screw and edge dislocations with time-dependent core width: From dynamical core equations to an
equation of motion, J. Mech. Phys. Solids 60 (2012) 227–249. doi:10.1103/PhysRevB.81.024101.
[29] Y.-P. Pellegrini, M. Lazar, On the gradient of the Green tensor in two-dimensional elastodynamic problems, and related
integrals: Distributional approach and regularization, with application to non-uniformly moving sources, Wave Motion
57 (2015) 44–63. doi:10.1016/j.wavemoti.2015.03.004.
[30] M. Lazar, Y.-P. Pellegrini, Distributional and regularized radiation fields of non-uniformly moving straight dislocations,
and elastodynamic Tamm problem, J. Mech. Phys. Solids. (submitted 2015; in press). doi:10.1016/j.jmps.2016.07.011
[31] C. Callias, X. Markenscoff, X., The nonuniform motion of a supersonic dislocation, Quart. Appl. Math. 10 (1980) 323–330.
http://www.jstor.org/stable/43637043.
[32] R.G. Payton, Steady state stresses induced in a transversely isotropic elastic solid by a moving dislocation, Z. Angew.
Math. Phys. 46 (1995) 282–288. doi:10.1007/BF00944758.
[33] J.D. Eshelby, LXXXII. Edge dislocations in anisotropic materials, Philos. Mag. Series 7 40 (1949) 903–912.
doi:10.1080/14786444908561420.
[34] F. Kroupa, Short range interaction between dislocations, Key Engineering Materials 377–382 (1995) 97–98 (Trans. Tech.
Publ., Switzerland). doi:10.4028/www.scientific.net/KEM.97-98.377.
[35] B.A. Auld, Acoustic fields and waves in solids, Vol. 1., Wiley, New York, 1973.
[36] J. Lothe, Uniformly moving dislocations; surface waves, in: V.L. Indenbom, J. Lothe (Eds.), Elastic Strain Fields and
Dislocation Mobility, North-Holland, Amsterdam, 1992, pp. 447–487.
[37] J. Lothe, Body waves in anisotropic elastic media, in: T.C.T Ting, D. Barnett, J.J. Wu (Eds.), Modern Theory of
Anisotropic Elasticity and Applications, SIAM, Philadelphia, 1992, pp. 173–185.
[38] D. M. Barnett, J. Lothe, K. Nishioka, R.J. Asaro, Elastic surface waves in anisotropic crystals: a simplified
method for calculating Rayleigh velocities using dislocation theory, J. Phys. F: Metal. Phys. 3 (1973) 1083–1096.
http://stacks.iop.org/0305-4608/3/i=6/a=001 .
[39] D.M. Barnett, Bulk, surface, and interfacial waves in anisotropic linear elastic solids, Int. J. Solids Struct. 37 (2000)
45–54. doi:10.1016/S0020-7683(99)00076-1.
[40] A.N. Stroh, Steady state problems in anisotropic elasticity, J. Math. Phys. (Cambridge, MA) 41 (1962) 77–103.
[41] J. Lothe, Dislocations in anisotropic media. in: V.L. Indenbom, J. Lothe (Eds.), Elastic strain fields and dislocation
mobility, North-Holland, Amsterdam, 1992, 269–328.
[42] D.J. Bacon, D.M. Barnett, R.O. Scattergood, Anisotropic continuum theory of lattice defects, Prog. Mater. Sci. 23 (1979)
51–262. doi:10.1016/0079-6425(80)90007-9.
[43] K. Male´n, Stability and some characteristics of uniformly moving dislocations, in: J.A. Simmons, R. de Wit, R. Bullough
(Eds.), Fundamental aspects of dislocation theory, Vol. 1, Nat. Bur. Stand. (U.S.). Spec. Publ. 317, 1970, pp. 23–33.
[44] C.-Y. Wang, J.D. Achenbach, Elastodynamic fundamental solutions for anisotropic solids, Geophys. J. Int. 188 (1994)
384–392. doi:10.1111/j.1365-246X.1994.tb03970.x.
[45] D.E. Budreck, An eigenfunction expansion of the elastic wave Green’s function for anisotropic media, Q. J. Mech. Appl.
Math. 46 (1993) 1–26. doi:10.1093/qjmam/46.1.1.
[46] P.M. Morse, H. Feshbach, Methods of Theoretical Physics, Vol.1, Mc Graw-Hill, New York, 1953.
[47] G. Barton, Elements of Green’s functions and propagation, Oxford University Press, Oxford, 1989.
[48] P. A. M. Dirac, Classical theory of radiating electrons, Proc. R. Soc. Lond. A 167 (1938) 148–169.
doi:10.1098/rspa.1938.0124.
[49] J. Schwinger, On the classical radiation of accelerated electrons, Phys. Rev. 73 (1949) 1912–1925.
doi:10.1103/PhysRev.75.1912.
[50] H.-D. Zeh, The Physical Basis of the Arrow of Time, second ed., Springer-Verlag, New York, 1992.
[51] V.K. Tewary, Computationally efficient representations for elastostatic and elastodynamic Green’s functions for
anisotropic solids, Phys. Rev. B 51 (1995) 15695–15702. doi:10.1103/PhysRevB.51.15695.
[52] I.M. Gel’fand, G.E. Shilov, Generalized Functions, Vol. 1, Academic Press, New York, 1964.
[53] R.P. Kanwal, Generalized functions. Theory and Applications, third ed., Birkha¨user, Boston, 2004.
[54] S.R. Deans, The Radon transform and some of its applications, Wiley-Interscience Publications, Berlin, 1983.
[55] G.R. Liu, K. Y. Lam, Two-dimensional time-harmonic elastodynamic Green’s functions for anisotropic media, Int. J.
24
Engng. Sci. 34 (1996) 1327–1338. doi:10.1016/0020-7225(96)00040-7.
[56] K.-C. Wu, Extension of Stroh’s formalism to self-similar problems in two-dimensional elastodynamics, Proc. R. Soc.
Lond. A 456 (2000) 869–890. doi:10.1098/rspa.2000.0540.
[57] A.W. Sa´enz, Uniformly moving dislocations in anisotropic media, J. Rational Mech. Anal. 2 (1953) 83–98.
doi:10.1512/iumj.1953.2.02003.
[58] L. J. Teutonico, Uniformly moving dislocations of arbitrary orientation in anisotropic media, Phys. Rev. 127 (1962)
413–418. doi:10.1103/PhysRev.127.413.
[59] P. Chadwick and G.D. Smith, Foundations of the theory of surface waves in anisotropic elastic materials, Adv. Appl.
Mech. 17 (1977) 303–376. doi:10.1016/S0065-2156(08)70223-0.
[60] D. M. Barnett and J. Lothe, Synthesis of the sextic and the integral formalism for dislocations, Green’s functions, and
surface waves in anisotropic elastic solids, Phys. Norvegica 7 (1973) 13–19.
[61] J.D. Eshelby, The equation of motion of a dislocation, Phys. Rev. 90 (1953) 248–255. doi:10.1103/PhysRev.90.248.
[62] X. Markenscoff and Luqun Ni, The transient motion of a dislocation with a ramp-like core, J. Mech. Phys. Solids 49
(2001) 1603–1619. doi:10.1016/S0022-5096(00)00062-4.
[63] Y.-P. Pellegrini, Dynamic Peierls-Nabarro equations for elastically isotropic crystals. Phys. Rev. B 81 (2010) 024101.
doi:10.1103/PhysRevB.81.024101.
[64] D. Royer, E. Dieulesaint, Elastic Waves in Solids. Vol. I. Free and Guided Propagation, Springer, New York, 2000.
[65] A. Spielmannova´, A. Machova´, P. Hora, Transonic twins in 3D bcc iron crystal. Comput. Mater. Sci. 48 (2010) 296–302.
doi:10.1016/j.commatsci.2010.01.010.
[66] M. J. Lighthill, Studies on magneto-hydrodynamic waves and other anisotropic wave motions, Phil. Trans. R. Soc. London
A 252 (1960) 397–430. doi:10.1098/rsta.1960.0010.
[67] D. R. Lide (Ed.), CRC Handook of Chemistry and Physics, 90th edition, CRC Press/Taylor and Francis, Boca Raton,
FL., 2010.
[68] L.B. Freund, Wave motion in an elastic solid due to a nonuniformly moving line load, Quart. Appl. Math. 30 (1972)
271–281. doi:http://www.jstor.org/stable/43636265.
[69] K. Kaouri, D.J. Allwright, C.J. Chapman, J.R. Ockendon, Singularities of wavefields and sonic boom, Wave Motion 45
(2008) 217–237. doi:10.1016/j.wavemoti.2007.06.003.
[70] X. Markenscoff, Surong Huang, Analysis for a screw dislocation accelerating through the shear-wave speed barrier, J.
Mech. Phys. Solids 56 (2008) 2225–2239. doi:10.1016/j.jmps.2008.01.005.
[71] H. Koizumi, H. O. K. Kirchner, T. Suzuki, Lattice wave emission from a moving dislocation, Phys. Rev. B 65 (2002)
214104. doi:10.1103/PhysRevB.65.214104.
[72] G.G. Adams, An intersonic slip pulse at a frictional interface between dissimilar materials, ASME J. Appl. Mech. 68
(2001) 81–86. doi:10.1115/1.1349119.
[73] V.I. Alshits, J. Lothe, Comments on the relation between surface wave theory and the theory of reflection, Wave Motion
3 (1981) 297–310. doi:10.1016/0165-2125(81)90023-8.
[74] J. Lothe, V.I. Alshits, Surface waves, limiting waves and exceptional waves: Barnett’s role in the development of the
theory. Math. Mech. Solids. 14 (2009) 16–37. doi:10.1177/1081286508092600.
[75] N. Favretto-Cristini, D. Komatitsch, J.M. Carcione, F. Cavallini, Elastic surface waves in crystals. Part 1: Review of the
physics, Ultrasonics 31 (2011) 653–660. doi:10.1016/j.ultras.2011.02.007.
[76] Y.-P. Pellegrini, in preparation.
25
