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ABSTRACT
In this work we studied the focusing and trapping of submicron, nonmagnetic species
immersed in a magnetic nanofluid under applied magnetic fields. Focusing was achieved
using two pairs of permanent magnets, which forced submicron fluorescently-tagged
polystyrene beads to focus in the region between the two magnet pairs. Size-based
trapping was achieved using a microchip that produced spatially increasing magnetic-
field gradients that trapped flowing polystyrene beads at different locations, depending on
their relative sizes.
In the focusing experiments, a mixture of magnetic nanoparticles and nonmagnetic,
fluorescently tagged latex beads (435 nm and 910 nm in diameter) were loaded into a
capillary tube and placed in-between the magnet pairs. The concentration profiles of the
latex beads were measured using fluorescence imaging and simulated results were
obtained using continuum modeling. Good quantitative agreement was found between
experiments and theory for both latex-bead sizes at various experimental conditions.
Size-based trapping of latex beads was accomplished by balancing drag and magnetic
buoyancy forces in such a way that smaller and larger nonmagnetic species were trapped
at different locations. A microfabricated device with two external magnets was used to
generate the trapping forces, and a syringe pump was used to flow the mixture of
magnetic fluid and nonmagnetic particles through the device. Size-based trapping was
achieved for a feed mixture of 435 nm and 865 nm latex beads, as measured using
fluorescence imaging. Semi-quantitative agreement was found between experiments and
Brownian-dynamics simulations. Our work shows that negative magnetophoresis in
magnetic nanofluids can be used to size-selectively trap and focus submicron,
nonmagnetic species.
Thesis Supervisor: T. Alan Hatton, Ralph Landau Professor of Chemical Engineering
Thesis Supervisor: Kenneth A. Smith, Gilliland Professor of Chemical Engineering
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Chapter 1
1. Introduction
The goal of this thesis is to investigate the magnetophoretic focusing and trapping
of submicron, nonmagnetic species immersed in magnetic nanofluids in the presence of
nonuniform magnetic fields. Focusing is achieved using two pairs of permanent magnets,
which force fluorescently tagged polystyrene beads to focus in-between the two magnet
pairs where the magnetic-field intensity has a local minimum. Size-based trapping is
achieved using a microchip that produces spatially increasing magnetic-field gradients
that trap flowing polystyrene beads at different locations, depending on their relative
sizes. A potential application of this work is size-based separation and focusing of
species such as DNA, viruses, cell fragments, inclusion bodies, and other biological
species in the submicron range. Since our techniques do not involve any binding of the
magnetic nanoparticles, they are equally applicable to the separation of synthetic species
as well. This chapter gives an overview of recent trends in separations, some background
in magnetic nanofluids, and different ways in which these fluids can be used in
separations.
1.1 Recent trends in size-based separations
Separation is one of the most important and active fields of research in chemical
engineering. With advances in technology, the focus has shifted in recent years from
macro-scale to micro-scale separations, especially in biological applications [1-4]. It is
very important to be able to separate cells, proteins, DNA, and viruses based on both their
physical and chemical/biological properties. Separation and purification can be a
significant portion of the total cost in pharmaceutical processes.
In the synthesis of submicron particles, cost-effective synthetic procedures tend to
yield particles with nonuniform size distributions. As it is difficult to form ordered
structures without uniform size distributions, many applications require a narrow particle
size distribution (PSD) in order to obtain the desired optical [5-7] and mechanical [8-10]
properties. Size-based sorting of a polydisperse mixture can be an economical alternative
to the more sophisticated synthetic procedures necessary to yield a narrow PSD.
1.1.1 Size-based separation techniques
Methods to trap and manipulate micron- and submicron-sized particles are
applicable to many fields, particularly in the life sciences and medicine [1-4]. Depending
on the particle size-range of interest, there are several separation methods that have been
used traditionally to separate particles based on size, specific gravity, and chemical
properties. Some of the methods are summarized in Table 1.1, where the size 1 jlm was
chosen arbitrarily to separate small from large particles.
Table 1.1: Methods used for size-based separation of macroscopic and submicron
species.
>1 Plm <1 Pim
Filtration Size exclusion chromatography
Cycloning Ultracentrifugation
Sedimentation Ultrafiltration
Sieving Entropic trapping
Centrifugation Vector chromatography
Flotation Two phase aqueous partitioning
Although most of the methods given in Table 1.1 can be used for size-based
separation, they each have their shortcomings and researchers are always looking for
alternative methods. Ultrafiltration [11-14] is effective in separating relatively "small"
species from "large" species, but is not useful for size fractionation. Clogging [13] is
also an issue with ultrafiltration and other processes such as entropic trapping [15-17]
that rely on physical barriers. Size exclusion chromatography (SEC) [18-22] suffers from
sorption of the stationary phase. Ultracentrifugation [23-27] requires large density
differences between the species and the carrier fluid, and generally suffers from low
resolution.
1.1.2 Separations using external fields
In order to avoid problems such as clogging and sorption, several methods
utilizing external fields have been developed. Particle traps based on electric [28-30],
light intensity (optical) [31, 32], and magnetic fields [33, 34] have been investigated and
developed. Perhaps the most popular separation method using external fields is
electrophoresis [35-38], which is the migration of species due to applied electric fields.
When immersed in a carrier fluid such as water, most colloidal-sized species will have a
net surface charge that can be used to move them towards cathodes or anodes, depending
on their charge. A balance between this electric force and the viscous drag on the species
as it migrates through the carrier fluid can potentially be used to separate species of
similar properties based on size.
One of the main problems with electrophoresis is the interaction of the
counterions with the migrating species. Because of the surface charge of the species,
there will be local electric fields that will draw counterions near its surface, forming a so-
called electrical double layer [39]. This double layer will shield some of the applied field
effects and can significantly affect the net electric force on the species. In the case of
DNA, both the electrophoretic and the resulting drag force are proportional to the
thickness of the electrical double layer (also known as Debye length), making it
impossible to perform size-based separations of DNA chains using free-solution
electrophoresis [40]. Another concern with electrophoresis is the electrolysis of water,
which produces bubbles that interfere with the separation process.
Dielectrophoresis [41,42] also uses applied electric fields to induce migration of
species, but it relies on differences in electric permittivities (or dielectric constants). The
process uses nonuniform electric fields, as migration is induced by electric field
gradients. The electric fields are generally oscillated in time, preventing electrolysis and
the formation of bubbles. Dielectrophoretic traps have been investigated to separate
specific cells [43-46] and viruses [47] from other species in heterogeneous mixtures, as
well as to perform single-cell observation and sorting [48]. One of the drawbacks with
dielectrophoresis is selectivity, especially in aqueous systems, since most species have
dielectric constants different from unity. It is difficult to use this procedure to separate
species exclusively based on size. Because of the alternating fields, there is also some
heat generation, which may make dielectrophoresis unsuitable for some biological
applications.
Magnetophoresis [49-51] is analogous to dielectrophoresis, with magnetic field
gradients serving as the driving force. The applied fields can be static, so there are no
problems with heat generation. Magnetophoresis and magnetic separations are the
subject of this work, and are discussed in more detail in the following sections.
1.2 Magnetic separation
Magnetic separation has traditionally been used for large-scale processes such as
water treatment [52-55] and mineral separation [56-59]. The first reported use of
magnetic separations was by the mining industry in the mid-1800s. Minerals containing
significant amounts of iron were separated from ores using electromagnetic drum
separators [60]. High gradient magnetic separation (HGMS) was developed in the mid
1900s, allowing for the trapping and capture of smaller, less magnetic species [61-64].
This technique enabled magnetic separation to address challenges in the chemical
[65,66], biological [67], and environmental industries [68].
Recently, magnetic separation and trapping have become important clinical
techniques for isolating cells and molecules from crude biological mixtures [69,70], such
as the isolation of stem cells from peripheral blood [71,72], separation of blood cells
[67,73], blood detoxification [74], and immobilization of DNA for sequencing [75].
Also, like its optical counterpart, magnetic traps have proven valuable for single-particle
trapping to study the mechanical properties of biological species, such as living cells [76]
and DNA molecules [77-79]. These techniques are likely to expand in scope and
significance as new trapping and separation techniques (i.e., based on micro-patterned
magnetic elements [80,81] and circuits [82,83]) are developed.
1.2.1 Categories
The different categories of magnetic separations are discussed in detail by Fateen
[84]. They are listed as follows:
Magnetocollection: A magnetic force attracts a magnetically susceptible species towards
a collection area.
Magnetoflocculation: Magnetic particles are aggregated by the action of the magnetic
field. This leads to easier separation through settling or filtration. Non-magnetic species
can also be separated through entrainment in the magnetic aggregates.
Magnetosedimentation: Magnets are placed at the bottom of the vessel to accelerate the
sedimentation of the magnetic particles.
Magnetoflotation: The density of the magnetic particle suspension is varied by the
application of a magnetic field. Nonmagnetic particles with different densities can be
separated by flotation in the magnetic fluid.
Magnetotransport: A magnetic field can be used to transport a bed of magnetically
susceptible particles.
Magnetic Carrier Technology: Magnetic carrier particles are attached to the desired
species through specific interactions. Magnetocollection is then used for separation.
Magnetic Tagging Technology: Magnetic tags are generally used for the separation of
colloidal and biological species larger than those associated with magnetic carrier
technology but smaller than those associated with conventional separation operations.
Tags can take the form of ions or fine magnetic particles that coat or cluster around non-
magnetic species to allow them to be manipulated using an external magnetic field.
All of the above techniques involve magnetophoresis, which is discussed in the
next section. More details on the different magnetic separation categories can be found
in Moffat et al.[85].
1.2.2 Magnetophoresis
The term magnetophoresis refers to the migration of species in the presence of
magnetic field gradients. The force responsible for the migration is the magnetic force
F,,, which acts on a particle p that is immersed in a fluidf according to [86]
E = i0V (z, - ) HVH. (1.1)
Here uo is the permeability of free space, V, is the volume of the particle, ,p is the
volume magnetic susceptibility of the particle, Xf is the volume magnetic susceptibility of
the fluid surrounding the particle, and H is the magnetic field magnitude. When the
difference between susceptibilities is positive, the particle will be drawn to regions of
high field (positive magnetophoresis), and when the difference is negative, the particle
will be driven away from high fields (negative magnetophoresis).
In this work we employ the convention used by Deen [87], where scalar variables
are italicized, vector quantities underlined, second-order tensors underlined twice, etc.
Among other things, eq. (1.1) assumes that there are no electric currents in the fluid. A
full derivation of eq. (1.1) is performed in Chapter 3.
1.2.2.1 Positive magnetophoresis in life sciences
Magnetophoresis has emerged as an important analytical technique over the last
25 years [88]. Some of the earliest use of magnetophoresis was for the separation of red
blood cells, which are one of the few biological species with high magnetic
susceptibilities [67]. A review of magnetophoretic uses in life sciences is given by
Safarik and Safarikova [69].
Apart from a few exceptions, the majority of magnetic trapping techniques used
in life science and medicine make use of magnetic carrier particles. In general, magnetic
carrier particles are micrometer-sized or smaller, and their surfaces are functionalized
with ligands that bind to the particles of interest. Once a magnetic carrier particle is
attached (tagged) to a particle of interest, the bound complex is then captured by means
of positive magnetophoresis. Magnetic tagging is required to impart a sufficiently high
susceptibility to the particles of interest relative to the medium in which they are
dispersed. Without tagging, the difference in susceptibility would typically be too small
to generate the force necessary for capture.
1.2.2.2 Negative magnetophoresis in life sciences
An alternative way to achieve trapping while avoiding the use of magnetic
carriers is to create a sufficient susceptibility difference by increasing the susceptibility of
the dispersion medium relative to the un-tagged particles of interest. Such a condition
would drive the particles into field minima by negative magnetophoresis [84]. Negative
magnetophoresis is advantageous in that it does not require magnetic tagging, which
eliminates a preparation step, and it enables the trapping of particles away from the
magnetic field source. A number of studies have investigated this approach, and they
have successfully trapped micron-scale particles using paramagnetic salt solutions as
their dispersion media [34, 89-92].
Although paramagnetic salt solutions have proven capable as dispersion media for
negative magnetophoresis, their use is limited in specific respects. First, salt solutions
carry the risk of charge screening, which could lead to agglomeration and settling of
particles of interest. Second, salt solutions may not provide adequate biocompatibility
when used in life science and medical applications. Furthermore, in the context of cell
trapping, the salt concentration is limited to avoid damaging or killing the cells due to
osmotic pressure differences. This in turn limits the strength of the magnetic force,
thereby reducing the ability to trap cells or similar species of interest.
A magnetic nanofluid, or ferrofluid, could act as an effective alternative to a
paramagnetic salt solution for negative magnetophoresis. Magnetic nanofluids are
colloidal suspensions of magnetic nanoparticles dispersed in carrier liquid [93].
Ferrofluids are superparamagnetic, having magnetic susceptibilities much larger than any
paramagnetic salt solution. Because they can be prepared as a water-based suspension,
ferrofluids are fundamentally biocompatible. Magnetic fluids have a lower number
density of magnetic species than paramagnetic salts, which significantly reduces osmotic
effects. Moreover, the suspended species carry less charge than equivalent amounts of
paramagnetic salts, which reduces charge screening effects. Magnetic nanofluids are
discussed in more detail in the next section.
Recently, ferrofluids have been used as the dispersion medium in which to study
negative magnetophoresis of submicrometer particles [84,86,88]. The particles were
nonmagnetic polystyrene beads, and the resulting force caused them to migrate to a
region of zero field. This observation suggests submicrometer particles immersed in a
ferrofluid could experience gradient forces that are strong enough to confine them in
well-defined magnetic traps.
1.3 Magnetic nanofluids
The principal type of magnetic nanofluid (ferrofluid) used in practice is a
colloidal suspension of magnetic, single-domain nanoparticles in a liquid carrier,
stabilized against agglomeration by a molecular layer of dispersant. Thermal agitation
keeps the particles suspended because of Brownian motion, and the coatings prevent the
particles from sticking to each other. Most colloidal ferrofluids are synthesized, for they
are not commonly found in nature (certain bacteria produce colloidal magnetite, but not
in sufficient amounts for commercial use). The two most common methods for preparing
a magnetic colloid are size reduction (grinding) and precipitation [94].
The most common magnetic material used to make ferrofluids is magnetite (FeO-
Fe20 3). The average magnetite particle diameter is 5-10 nm. The total diameter of the
nanoparticles is 7-15 nm if a surfactant layer is used to stabilize the magnetite
nanoparticles, or 15-30 nm if a polymer layer is used instead. Some of the most common
carrier fluids include diesters, hydrocarbons, esters, fluorocarbons, and water. The most
common carrier for biological applications is water, as it is the most compatible with
biological materials and the resulting ferrofluid would not be hazardous if trace amounts
are left behind in separation processes.
In this research, we use a magnetic nanofluid prepared by precipitation using the
techniques developed by Moeser et al. [66]. The fluid consists of an aqueous suspension
of magnetite nanoparticles with a monolayer coating of polyethylene oxide-polyacrylic
acid (PEO-PAA) copolymer. Due to their hydrophilicity, the PEO chains extend outward
into the water, providing steric stabilization. The resulting suspension consists of single-
domain magnetite nanoparticles (7 nm in diameter with a 9 nm thick copolymer layer on
average) immersed in water.
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Figure 1-1: Schematic of a magnetic nanoparticle suspension. The arrows represent
the direction of the permanent magnetic moment of each nanoparticle.
A schematic of the magnetic nanofluid used is shown in Figure 1-1. Each
magnetite nanoparticle contains a single magnetic domain, and thus has a permanent
magnetic moment. However, because of Brownian motion, the directions of the
magnetic moments are randomly distributed in the absence of an applied magnetic field.
The fluid has no net magnetic moment in the absence of an applied field.
1.3.1 Applications
Magnetic nanofluids were developed in the mid-1960s, motivated initially by the
objective of converting heat to work with no mechanical parts [94]. Since then, their use
has expanded to a large variety of applications, including zero-leakage rotary shaft seals
[95] and heat transfer in audio loudspeakers [96]. They have been used in biological
applications such as targeted drug delivery [97], tracers of blood flow [98], as MRI
contrast agents [99], and numerous other applications. Berkovsky et al. [100] lists other
commercial applications that employ magnetic nanofluids.
In life-science applications, magnetic nanofluids have mostly been use to bind to
the species of interest, which can then be removed using HGMS. The polymer coatings
used to stabilize the magnetic nanoparticles have been functionalized to bind proteins
[101] or attach to target cells [102]. These processes all require additional steps to
remove the magnetic nanoparticles for the species of interest. Avoiding the binding of
the nanoparticles to the species of interest motivated the work presented in this thesis.
Of more relevance to our work is the use of magnetic buoyancy effects to separate
nonmagnetic materials based on specific gravity [103-106]. This concept is illustrated
schematically in Figure 1-2, where the pi denote the densities of the immersed solids, p,
the density of the magnetic fluid, and g the standard gravity 9.81 m/s 2. The magnetic
fluid is placed in a triangular gap formed by permanent magnets, generating a magnetic
field whose intensity and gradient increases in the direction of gravity (i.e., down). Since
the immersed materials are less magnetic than the ferrofluid, they experience a net force
in the direction of decreasing magnetic field (against the direction of gravity), resulting in
negative magnetophoresis. Both the magnetic buoyancy force pushing the species away
from the magnets and the net gravitational force IF pulling them in the direction of the
magnets scale with the nonmagnetic species volume, so the species will reach different
equilibrium heights based on their specific gravities (regardless of their size). More
dense materials require a stronger magnetic buoyancy force, so they will equilibrate at
heights closer to the magnets. Less dense species will have equilibrium heights further
away from the magnets. Processes for continuous separation ofnonmagnetic materials
have been devised on this basis [103-105].
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Figure 1-2: Schematic of mineral-separation process using magnetic buoyancy.
The above process is only applicable for large materials, where gravity effects
dominate over the diffusive Brownian effects. For species in the submicron regime,
gravitational settling is slow and diffusion greatly reduces the resolution of the separation
process. Separation techniques using magnetic buoyancy effects in ferrofluids did not
make way into the submicron regime until Edward Park [88], in conjunction with the
author of this thesis, developed a device that could size-selectively trap submicron,
nonmagnetic species based on a balance between magnetic and viscous drag forces. The
concept behind this process is discussed in Section 1.3.3, and the results from this work
are discussed and modeled in Chapter 5.
1.3.2 Magnetophoretic focusing
As diffusion can be appreciable in the submicron regime, being able to
concentrate or focus the species of interest is critical for separation processes involving
submicron species. The first magnetophoretic focusing experiments involving
submicron, nonmagnetic species immersed in magnetic nanofluids were reported by
Fateen [84]. In his experiments, Fateen loaded 840 nm fluorescent polystyrene beads
immersed in a water-based ferrofluid into round capillary tubes. Using two permanent
disk magnets, he was able to focus the nonmagnetic latex beads in a region where the
magnetic-field intensity was a minimum. The setup used by Fateen is depicted in Figure
1-3(a), with the measured magnetic field profile given in Figure 1-3(b) and the measured
concentration profiles of the 840 nm beads shown in Figure 1-3(c).
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Figure 1-3: Focusing experiments performed by Fateen: (a) focusing setup; (b)
measured magnetic-field intensity; (c) concentration profiles obtained for 840 nm
latex beads, measured using fluorescence imaging.
Fateen performed some modeling work on his system and obtained good
qualitative agreement with his experiments. His model was highly simplified, using a
constant magnetic susceptibility for the magnetic fluid and an approximate magnetic-field
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profile. It also contained some artifacts such as an inaccurate expression for volume
exclusion interactions and double counting of the force of magnetic origin acting on the
polystyrene beads. His experimental scheme may have introduced some photobleaching
of the latex beads and could not account for the loss of fluorescence signal due to settling
of the latex beads (the latex beads are denser than the magnetic fluid used in his
experiments). One of the main tasks of this current work is to build upon his experiments
and models to obtain better quantitative agreement between theory and experiments. A
more rigorous theoretical analysis of negative magnetophoresis is given in Chapter 3 of
this work. Chapter 4 is entirely devoted to magnetophoretic focusing and comparisons
between experimental results and theoretical predictions.
1.3.3 Magnetophoretic trapping
The ultimate goal of this work is to show how negative magnetophoresis can be
used for size-based trapping of submicron, nonmagnetic species. The approach taken to
reach this goal is a balance between magnetophoretic and drag forces. When a
nonmagnetic particle is suspended in a flowing magnetic nanofluid, it experiences a drag
force given by [87]
Fd = 6tra (v - ) , (1.2)
where r is the viscosity of the fluid, a is the hydrodynamic radius of the nonmagnetic
particle, and vf and vp denote the velocity of the fluid and the particle, respectively. A
particle is considered to be trapped when its velocity v, = 0. In the absence of other
forces, the particle will move with the fluid at a velocity v, = vf .
When a nonuniform magnetic field is applied, the force of magnetic origin acting
on the nonmagnetic particle is given by
F,, = - oVpMf VH, (1.3)
where Mf is the magnetization of the fluid, Mf = Xf H . Eq. (1.3) is equivalent to eq.
(1.1) when the particle is nonmagnetic (x, = 0). As inertial effects are negligible for the
particle sizes of interest, we can combine eqs. (1.2) and (1.3) to obtain the force required
to trap the nonmagnetic particle against flow,
F -- Fo = oV Mf VH . (1.4)
Combining eqs. (1.2) and (1.4) and then setting vp = 0, we can obtain the force density
required to trap the nonmagnetic particle against flow, given by
f 6rlavf (1.5)
For a spherical particle, we have
9 v 1 (1.6)
S 2a2  a2
From eq. (1.6), we see that the force density required to stop (or trap) a
nonmagnetic particle suspended in a ferrofluid is proportional to the inverse of its
hydrodynamic surface area. This means that larger force densities are required to trap
smaller particles and smaller force densities are required to trap larger particles.
A schematic of the approach taken to separate nonmagnetic particles based on
size is depicted in Figure 1-3. A mixture of relatively small and large particles is
suspended in a ferrofluid and convected in the + z direction of a flow channel. A
magnetic field is generated in such a way that its gradient is small in the entrance region
and increases in magnitude further downstream. These gradients generate a trapping
force density that increases in magnitude as the particles flow down the channel. As per
eq. (1.6), smaller force densities are sufficient to trap larger particles, so these are
expected to be trapped against flow near the entrance of the channel. The smaller red
particles require higher stopping force densities, so they are expected to be trapped
further downstream.
The proposed method has the benefit of concentrating the different-sized particles
as they are trapped and separated in space. This is an advantage over techniques such as
field-flow fractionation (FFF), where the species are diluted as they are being separated.
The design and fabrication of the devices used to generate these trapping forces are
discussed by Park [88]. Experimental and modeling results obtained using such devices
are discussed in Chapter 5.
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Figure 1-4: Schematic for size-based trapping of nonmagnetic particles immersed in
a magnetic nanofluid.
1.4 Thesis objectives and outline
The objective of this thesis is to study the focusing and size-based trapping of
submicron, nonmagnetic species immersed in magnetic nanofluids in the presence of
nonuniform magnetic fields. Potential applications of this research include the size-based
trapping and separation of biological species such as viruses, inclusion bodies, and DNA,
as well as size-based sorting of polydisperse synthetic mixtures.
The aim of Chapter 2 is to discuss the physical and magnetic properties of the
ferrofluids used in this work. Chapter 3 discusses the continuum theory of magnetic
nanofluids and how it relates to multicomponent diffusion in magnetic systems. With the
theory now in place, Chapter 4 deals with focusing of nonmagnetic species in magnetic
nanofluids. Chapter 5 then describes how negative magnetophoresis can be used for size-
based trapping of nonmagnetic species. Finally, Chapter 6 finishes with conclusions
from this work and recommendations for future work.
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Chapter 2
2. Properties of Magnetic Nanofluids
This work used water-based magnetic nanofluids, synthesized according to
Moeser [1]. The fluid consisted of a suspension of magnetite (Fe30 4) nanoparticles with
a monolayer coating of polyethylene oxide-polyacrylic acid (PEO-PAA) copolymer.
This copolymer was synthesized by attaching amino-terminated PEO side chains to a
PAA backbone via an amidation reaction. Only 16% of the carboxyl groups in the PAA
backbone were used to form the side chains; the remaining carboxyl groups were used to
attach the copolymer chains to the nanoparticles.
The magnetite nanoparticles were produced by co-precipitation of iron (II) and
iron (III) salts in an aqueous solution of PEO-PAA copolymer chains. Shortly after
particle nucleation, free carboxyl groups on the PAA backbone attached to the magnetite
particle surfaces, inhibiting further growth and forming magnetic nanoparticles with a
permanent PEO-PAA copolymer shell. Due to their hydrophilicity, the PEO chains
extend outward into the water, providing steric stabilization. After being synthesized, the
magnetic nanofluid was washed to remove salts and excess polymer and passed through a
High-Gradient Magnetic Separation (HGMS) column to remove large magnetic particles
and aggregates.
2.1 Magnetic and hydrodynamic size distributions
A Transmission Electron Microscopy (TEM) image of the magnetite
nanoparticles is shown in Figure 2-1(a). The measurements were performed using a
JEOL 2010 (200 kV) instrument and published by Moeser [2]. The polymer layer
coating the nanoparticles is almost invisible to TEM, so the images in Figure 2-1 are only
of the magnetite cores of the nanoparticles. As seen in the figure, the nanoparticles have
a core diameter of about 7.5 nm. The size distribution can be approximated by a log-
normal probability curve, as shown in Figure 2-1(b). In general, water-based ferrofluids
tend to be very polydisperse in size unless they are synthesized in organic mediums
before being re-suspended in water [3].
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Figure 2-1: (a) TEM image of the magnetite cores and (b) size distribution fitted by
a log-normal distribution with a median of 7.5 nm and a standard deviation of 0.32.
The hydrodynamic diameter of the magnetic nanoparticles was measured by
Dynamic Light Scattering (DLS) using a Brookhaven BI-200SM light scattering system
at a measurement angle of 900. This technique uses information from the Brownian
motion of the nanoparticles (magnetite + polymer shell) to give the diameters of
equivalent hard spheres. A typical distribution of the total (i.e., hydrodynamic) diameter
of the nanoparticles can be found in Figure 2-2, where the inner curve corresponds to the
number-average size distribution and the outer curve corresponds to the volume-average
size distribution. The latter distribution gives higher weight to the larger nanoparticles
and nanoparticle aggregates, thus resulting in a more-noticeable second peak at around 80
nm.
Depending on the conditions used during HGMS, the average hydrodynamic
diameter of the magnetic nanoparticles can vary from about 15 to 30 nm. Regardless of
the mean value, the number- and volume-average particle sizes were always found to
have the same qualitative shapes as in Figure 2-2. HGMS can reduce the number of
nanoparticle aggregates, but can never eliminate them completely.
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Figure 2-2: Number-average and volume-average hydrodynamic diameters of the
polymer-coated magnetic nanoparticles.
2.2 Actual magnetic diameters
The schematic shown earlier in Figure 1-1 is valid only for the ideal case where
each copolymer chain attaches to only one magnetite nanoparticle. In reality, the current
synthetic scheme offers little control over the number of polymer chains attaching to one
nanoparticle or the number of nanoparticles being attached to one chain. Figure 2-3
shows some of the other configurations that are possible, such as (b) multiple polymer
units attaching to one magnetite nanoparticle, (c) multiple nanoparticles being attached to
the same polymer chain, and (d) clusters of nanoparticles being coated by one or more
chains. There are of course numerous other configurations attainable based on
combinations of (a)-(d).
The TEM image found in Figure 2-1 cannot differentiate between the different
scenarios presented in Figure 2-3. Since the polymer shells are invisible to TEM, the
magnetite nanoparticles will appear the same in a TEM image whether they are
individual nanoparticles, multiple nanoparticles coated by a single chain, or clusters of
nanoparticles.
Although some of the configurations depicted in Figure 2-3 may contain more
than one magnetite nanoparticle, each of the configurations was treated as a single
magnetic nanoparticle in this work, as these magnetite units cannot move independently
from each other. For example, the diagram shown in Figure 2-3(c) consists of two
magnetite nanoparticles, but is regarded as one magnetic nanoparticle in this work.
(b)
(d)
Figure 2-3: Possible structures of the polymer-stabilized magnetic nanoparticles; (a)
one polymer chain coats one magnetite nanoparticle, (b) multiple chains attach to
one magnetite nanoparticle, (c) multiple magnetite nanoparticles are coated by a
single polymer chain, and (d) a cluster of magnetite nanoparticles are covered by
one or more polymer chains.
Another factor that needs to be considered in estimating the magnetic size of the
nanoparticles is the "dead shell" caused by the attached polymer [4-6]. When the chelate
bonds between the carboxyl groups of the copolymer and magnetite surface are formed,
the crystal structure of the nanoparticle surface is disrupted, leading to a loss of magnetic
activity near the surface. This is illustrated in Figure 2-4 for the case of a single
copolymer chain completely coating one magnetite nanoparticle. For the case of
complete surface coverage, the thickness of dead shell is given by the lattice constant for
the cubic crystal structure of magnetite, which is 0.83 nm [7].
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Figure 2-4: Dead region due to the attached polymer-coating.
In order to predict the magnetic properties of a ferrofluid accurately, it is essential
to have a good estimate of the effective magnetic size distribution. Determining this size
distribution is not a trivial problem, however [8,9]. If each magnetite nanoparticle were
completely coated by one or more polymer chains, then the thickness of the dead shell
would be 0.83 nm for each magnetic nanoparticle. Assuming also that each polymer
chain is only attached to one magnetite nanoparticle, the particle-size distribution (PSD)
obtained from TEM images would readily give the size distribution of the effective
magnetic region by simply subtracting 1.66 from each diameter. In reality this is not the
case, as some of the configurations in Figure 2-3 do not result in complete surface
coverage by the polymer chains. To further complicate the analysis, there is also some
oxidation of the magnetite nanoparticles that can decrease their magnetic moment over
time [9].
Other methods such as Small-Angle Neutron Scattering (SANS) can also be used
to estimate the core size of the magnetic nanoparticles [8]. However, just like TEM,
SANS does not provide much information on the size distribution of the effective
magnetic region. Perhaps the best way to estimate this size distribution is to use a
technique called magnetic curve reconstruction [9], which uses the so-called Langevin
function [10] and experimental magnetization data in order to 'reconstruct' the magnetic
moment distribution. In this work, we make use of this technique to estimate the
magnetic moment (and therefore size) distribution of our magnetic nanoparticles. TEM
data are used as reference to make sure that the magnetic-size distribution obtained is
physically reasonable.
2.3 Nanofluid magnetization
As previously noted, each magnetite nanoparticle has a single magnetic domain,
and thus a permanent magnetic moment. Because of thermal motion, in the absence of an
applied magnetic field the magnetic moments m and their induced fields h will on
average cancel each other out. If no external field is applied, the magnetic nanofluid will
have no net magnetic moment, as depicted in Figure 2-5(a). The arrows in this figure
represent the direction of the local magnetic moments.
When an external field Ho is applied to the sample, a magnetic torque given by
z = mHo sin 0 (2.1)
will try to align the magnetic moment of each nanoparticle with the applied field. In the
above expression, m and Ho denote the magnitude of the nanoparticle moment and the
applied field, respectively, and 0 is the angle between them. This torque has to compete
with thermal kT effects (where T is the absolute temperature and k is Boltzmann's
constant) trying to randomize the direction of the magnetic moments, meaning that not all
of the nanoparticles become aligned with the applied field. However, there will be some
net alignment in the direction of the applied field, and the nanofluid will acquire a net
magnetic moment, as depicted in Figure 2-5(b).
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Figure 2-5: Magnetization as a function of applied magnetic field; a) no applied
field, b) small applied field, and c) large applied field.
A macroscopic quantity M called the fluid magnetization can be defined from
ensemble averages of microscopic magnetic moments m by (see Figure 2-5(b))
PO M= lim EmSV--- 0 N- (2.2)
The constant u,0 = 4. 10- 7 H/m (N/A 2 ) is called the permeability of free space, where
H is the magnetic unit Henry, m is meters, N is the force unit Newtons, and A is the
current unit Amperes. It is included in the definition (2.2) so that the fluid magnetization
M and the magnetic field H have the same units (A/m, where m is meters). When M and
H are collinear, as is the case in this work, they are related by
__
____
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®
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where X is the magnetic susceptibility of the fluid. In the above expression, the total
magnetic field H is related to the applied field Ho by
H=Ho0 +Zh, (2.4)
where hi are the local fields induced by the permanent magnetic moments of the
nanoparticles. At low applied fields, where the condition mHk T << 1 holds, Xis a
constant.
As the applied field grows larger, the magnetization will no longer be a linear
function of the magnetic field. The magnetic nanoparticles become more aligned with
the applied field, and adding extra field strength does not result in a linear increase in
magnetization. Eventually, the nanoparticles become completely aligned with the applied
field, and any increase in H does not result in further increases in M. At this point, the
fluid is said to be magnetically saturated, or M = Msat for mHkT >> 1. Such a scenario
is depicted in Figure 2-5(c).
A typical magnetization versus applied-field curve is given in Figure 2-6. The
data in the figure were acquired using Vibrating Sample Magnetometry (VSM) for the
ferrofluid used in this work. The device used for the measurements was a VSM 880 from
ADE Magnetics, and the magnetic fluid concentration used was 2.1% by weight of
magnetite. In accordance with the mechanism illustrated in Figure 2-5, the magnetization
of the fluid is zero in the absence of an applied field, grows linearly with the applied field
at low field strengths, and saturates to an asymptotic value Msat at large field strengths.
As seen in the figure, the magnetic fluid exhibits superparamagnetic behavior [7],
meaning that it exhibits paramagnetic behavior but with large saturation values, similar to
those of ferromagnetic materials. At equivalent concentrations, paramagnetic salts would
have magnetic susceptibilities that are about an order of magnitude lower. Another
characteristic of superparamagnetism (and of paramagnetism in general) is that the
magnitude of the fluid magnetization is the same when the direction of the field is
reversed, as seen in Figure 2-6 for the ferrofluid used in this study.
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Figure 2-6: Magnetization curve for a 2.1 wt% magnetic nanofluid.
2.3.1 Langevin expression for nanofluid magnetization
The primary mechanism governing the relationship between the magnetization M
of the fluid and the magnetic field H is a balance between magnetic torques trying to
align the nanoparticles with the field and thermal effects randomizing the direction of the
magnetic moments. For a monodisperse magnetic nanofluid, where all the magnetic
moments are equal in magnitude, the relationship between M and H is given by the
Langevin expression [11]
M1
= coth a -- L(a), (2.5)
OmMd a
mH _rc zoMd Hd3  (2.6)
kT 6 kT
In the above expressions, 0, is the volume fraction of magnetic material in the fluid,
Md is the magnetization of the magnetic region, and is d the effective magnetic diameter
of the nanoparticles.
One of the assumptions of eq. (2.5) is that magnetic particle interactions are
negligible compared to their interactions with the applied field. At room temperature,
this assumption is valid for magnetite nanoparticles with effective magnetic diameters of
less than 23 nm [8]. Another assumption, which is not valid for most water-based
ferrofluids including the one used in this work, is magnetic moment monodispersity.
However, since eq. (2.5) neglects particle-particle interactions, it is possible to
superimpose the contributions from the different-sized magnetic moments. Eq. (2.5) can
therefore be written in a generalized form as
M = G m cotha-- dm, (2.7)
where G (m) is the magnetic-moment probability distribution, having the property
G(mr)dm =l (2.8)
and having units of 1/m. In discrete form, eq. (2.7) can be written as
M n mi coth ai - _ nimi , (2.9)
0.iMd ii
mi H _ Ild oMHd i (2.10)
kT 6 kT
Here ni are the number of magnetite nanoparticles having an effective magnetic diameter
di and magnetic moment mi.
If the magnetic moment distribution is known a priori, eq. (2.7) can be used to
generate the M-H curve of the ferrofluid. In most cases, however, the M-H curve can be
obtained experimentally, while the magnetic moment distribution is generally unknown.
As discussed in Section 2.2, TEM data give the distribution of the total size of the
magnetite nanoparticles, but cannot distinguish between the magnetic and dead regions.
In the following section, a technique called magnetic curve reconstruction is used to
estimate the magnetic moment distribution of the ferrofluid of interest. A good estimate
for this moment distribution is necessary for the analysis presented in Chapters 4 and 5.
2.3.2 Magnetic curve reconstruction
The magnetite cores of water-based magnetic nanofluids generally tend to have
log-normal type distributions, such as the one found in Figure 2-1(b). This is more of an
experimental observation, as there is no general mechanism of magnetic nanoparticle
formation that would predict such distributions. In the past, researchers have estimated
ferrofluid magnetic-moment distributions by finding the log-mean and variance of the
log-normal distribution that best fits their M-H data [12-14]. Other researchers have
observed better fits when using the F-distribution, which is claimed to provide better
accuracy when describing the large moment tails of the experimentally observed
distributions [15].
The reality is that, for highly polydisperse ferrofluids, no single normal, log-
normal, or F-distribution can fit the M-H data with good accuracy at both low and high
magnetic-field intensities. Figure 2-7 shows the best fit to the M-H data given in Figure
2-6 using a single, physically realistic log-normal distribution (mean of 5.85 nm). As
seen in the figure, the fitting curve shows the general trends found in the M-H data, but
does not match up with the data over the entire range of magnetic-field intensities. The
fit has the largest error at low magnetic-field strengths, as seen in part (b) of the figure.
Even small differences such as these between experimental and model-predicted results
can lead to substantial errors in predicting the magnetophoretic focusing of nonmagnetic
particles. This is discussed in more detail in Chapter 4.
Several methods have been proposed in the literature to obtain more accurate
magnetic-moment distributions. These methods are designed to reconstruct the moment
distribution without assuming a form for the distribution a priori. For fluids having a
single, smooth peak in their magnetic moment distributions, one can obtain very accurate,
physically-reasonable results using these techniques [8]. If the moment distribution is
more complex, any experimental error in the M-H data will lead to less accurate magnetic
curve reconstruction [9].
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Figure 2-7: M-H data fit using a log-normal function for the magnetic-size
distribution.
If eq. (2.7) is solved directly, small (but unavoidable) experimental errors in M(H)
will result in large, non-physical oscillations in G (m) [9]. The so-called maximal
entropy method (MaxEnt) [16] overcomes this difficulty, but it involves the complicated
nonlinear minimization problems and requires an exact knowledge of the measurement
errors. Berkov et al. [17] recently proposed a method that avoids nonlinear minimization
and an exact knowledge of the measurement errors. The drawback to their method is that
it tends to give much broader peaks forG (), especially for higher moments, unless the
experimental data are accurate to within 0.1% [9]. Our VSM data are only accurate to
about 1%, meaning that the predicted peaks in the magnetic-size distribution would be
much broader than what they are in reality.
In the analysis presented in Chapters 4 and 5, we are interested in simulating the
dynamics of a finite number of magnetic moments. Instead of attempting to reconstruct
the entire distribution G (m) and then decomposing it into a finite number of moments, we
elected to find the minimum number of log-normal distributions which, when
superimposed, would yield a magnetization curve that fits the experimental M-H data
over the entire range of magnetic-field intensities. That is, the unknown
distribution G () was approximated as
7
G m x, Gj (p), (2.11)
i=1
where G (m) are inferred from log-normal fits to the magnetic-size distribution,
1 -(n d - In d) 2  (2.12)
G(d ) = " exp  (2.12)
In the above expressions, xi are the number fractions of the moments having that
distribution, and n is the minimum number of log-normal distributions that can be
superimposed to yield an accurate estimate for the M-H data. In eq. (2.12), ln(di) is the
mean of In(d), a, is the standard deviation, and the moment m is related to the diameter
d as given in eq. (2.6),
m = -oMd 3 . (2.13)
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To assure that the resulting magnetic-size distribution was physically reasonable, the
magnetite size distribution given in Figure 2-1 was used as a starting point and as
reference in constructing the distribution given by eq. (2.11). The procedure used is as
follows:
1. Start with one log-normal distribution, such as the one that gives the results
shown in Figure 2-1.
2. Find the mean and standard deviation that best fits the M-H curve. Make sure the
mean is between - 0.5 to 2 nm smaller that the TEM value to account for the
"dead shell" volume and for magnetization loss by magnetite oxidation.
3. Add additional log-normal curves, as needed, with the peaks centered at locations
consistent with the data in Figure 2-1 (i.e., at around 14 and 19 nm, where the
biggest discrepancy between the experimental data and the fitted curve are found).
4. Find the means, standard deviations, and number fractions that best fit the
experimental M-H curve. Make sure the means are between - 0.5 to 2 nm smaller
than the TEM values for the reasons listed in step 2.
5. Continue until a satisfactory fit is found to the M-H data with the minimum
number of log-normal distributions possible.
Table 2.1: Parameters used for the log-normal
plots in Figure 2-8.
distributions used to generate the
Using the above procedure, we were able to obtain the magnetic size distribution
shown in Figure 2-8, which consists of three superimposed log-normal distributions. The
mean, standard deviation, and number fraction for each of the log-normal curves are
given in Table 2.1. The resulting M-H fit is shown in Figure 2-9, corresponding to an
error of about 2% between the data points and fitted curve. Using less than three
superimposed log-normal distributions would result in considerable under-prediction of
the dynamics of magnetic nanoparticles, as discussed in more detail in Chapter 4.
Species 1 2 3
xi 0.951 0.043 0.006
di (nm) 5.1 11.5 18.5
o 0.28 0.18 0.06
'i 0.61 0.26 0.13
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Figure 2-8: Comparison between (a) magnetite particle-size distribution and (b)
effective magnetic-size distribution.
A comparison between the magnetic moment distribution used and the TEM data
is shown in Figure 2-8. The constructed magnetic size distribution has the same general
shape as the TEM distribution, but the size is shifted to the left. The peaks also have
different thicknesses, which is consistent with different degrees of polymer coating on the
magnetite nanoparticles. Another point to note is that the peak at 18.5 nm, although it
appears insignificant, makes a big difference in the shape of the M-H curve at small
magnetic field strengths. This is because small number fractions actually correspond to
significant volume fractions for larger magnetic sizes, as seen in Table 2.1. Larger
magnetic moments lead to higher magnetization values at low fields, and neglecting them
will lead to an appreciable underestimation of the magnetic susceptibility of the
ferrofluid. This can be seen in Figure 2-10, where the M-H curves corresponding to the
three log-normal distributions superimposed in Figure 2-8 are plotted. The curves are
normalized to have the same Msat value.
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Figure 2-9: M-H data fit using a magnetic size distribution consisting of three
superimposed log-normal probability curves; (a) fit across a wide range of
magnetic-field strengths and (b) in the region of small magnetic field strengths.
The method outlined in steps 1-5 is not as robust and unbiased as some of the
more recent moment reconstruction methods, such as the one proposed by Berkov [9]. It
does, however, result in more physically-realistic magnetic moment distributions unless
the M-H data are accurate to within 0.1%. Also, even if the magnetic moment curve were
reconstructed by another method, it would have to be broken down into a finite number
of moments to be of use for the analysis presented in Chapters 4 and 5 of this thesis. For
this work, postulating the form of the magnetic moment distribution and adjusting it to
match the experimental M-H data was found to be the better alternative.
It is worth noting that the solution presented in Figure 2-8 and Table 2.1 is not a
unique solution. Because of the numerous fit parameters (2 number fractions, 3 means,
and 3 standard deviations), it is possible to find other parameters that fit the data equally
as well. However, since the means are constrained to a physically acceptable range, it
was found that other slightly different log-normal distributions yielded very similar
results. This is discussed in Chapter 4.
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Figure 2-10: M-H curves for the three log-normal distributions used (dashed curves)
and their linear superposition (solid curve). The curves are normalized to have the
same Msat value.
2.4 Average magnetic and hydrodynamic sizes
In order to predict the correct force of magnetic origin acting on submicron,
nonmagnetic species, it is necessary to have accurate information on the concentration
and M-H relationship of the magnetic nanofluid as a function of time and space. Since
the ferrofluid is highly polydisperse in both magnetic and hydrodynamic diameters, it
was necessary to model it as a mixture of different-sized nanoparticles. As discussed in
the previous section, it was found that the minimum number of analytic moment
distributions that can accurately describe the M-H relationship is three. Correspondingly,
the simplest model that can accurately capture the evolution of the nanofluid
concentration and magnetization profiles is one that uses three different-sized magnetic
species.
Since the magnetic force on the magnetic nanoparticles is a volumetric force, the
volume-averaged sizes of the distributions given in Table 2.1 were used to model the
magnetic size of the nanoparticles. These effective magnetic sizes were calculated as
dm= 
(2.14)dmi.. d)3 = d',3 pi(d ') 
dd '113 , (2.14)
where d' is a dummy integration variable representing the diameter d. The magnetization
corresponding to each effective diameter is given by
= fGi ()m cotha-- dm. (2.15)
,Md
When the fluid is in its initial state, the magnetization and volume-average
diameter in our model should reduce to that of the bulk fluid. The volume-average
diameter of our model ferrofluid is
d3) =( id3 3i) = ( d 3 xiGi(d')}d d )11 =(Id G(d ')dd )1/3, (2.16)
which by definition is the volume-average diameter of the bulk ferrofluid. The
magnetization of our model ferrofluid is
M = xMMi = OMd { xiG, (m)} coth a- ')d
a, (2.17)
= Md JG ()cotha-- dm
which by definition is the magnetization of the bulk ferrofluid. Thus, the magnetic
properties our model fluid reduce to that of the bulk fluid in the absence of concentration
gradients.
Figure 2-2 gives the hydrodynamic size distribution of one of the ferrofluids used
in this work. What cannot be determined from the DLS, or any other method that we are
aware of, is which hydrodynamic diameters correspond to which magnetite nanoparticle
sizes. In general, the smaller hydrodynamic diameters observed in Figure 2-2 should
correspond to the smaller magnetite nanoparticles observed in Figure 2-1, but that cannot
be guaranteed due to the different scenarios for the magnetic nanoparticle structure
depicted in Figure 2-3. In our model, we assume that, on average, magnetic nanoparticles
having smaller magnetic cores will have smaller hydrodynamic diameters.
For the average hydrodynamic diameters dHi corresponding to the magnetic
diameters d,, i , since the drag force on a diffusing nanoparticle scales with its diameter
dHi, the only requirement that can be enforced is that
d, - G(d')dd '= _ xdHi . (2.18)
Here, GH (d) is the hydrodynamic diameter distribution given in Figure 2-2. Our model
fluid requires three average hydrodynamic diameters, so two of these diameters ended up
being fitting parameters. The fitting procedure used for the average hydrodynamic
diameters is discussed in Chapter 4.
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Chapter 3
3. Magnetophoresis in Magnetic Nanofluids
This chapter is designed to develop the theory describing the magnetophoresis of
submicron, nonmagnetic species immersed in magnetic nanofluids. In this analysis, we
limit ourselves to Magneto Quasi Static (MQS) systems, where the changes in magnetic
fields occur slowly enough that some of their coupling with electric fields can be
neglected. The magnetic fields also change slowly enough that the fluid magnetization M
and the applied field Ho can be assumed to be collinear at all times [1]. We also limit our
analysis to applied magnetic fields that vary spatially over length scales much larger than
the size of the migrating species (L >> 1 gm, where L is the characteristic length scales
associated with the applied magnetic-field gradient). Finally, our fluids of interest
conduct negligible electric currents under the conditions of interest, so any terms
containing electric currents are neglected.
3.1 Maxwell's equations for MQS systems
For an MQS system, the set of governing equations is [2]
V.B=O, (3.1)
VxH=Je, (3.2)
V Je =0, (3.3)
aBVxE= - (3.4)
V -D = p. (3.5)
In these expressions, Je denotes the free electric-current flux, E the electric field, D the
displacement field, Pe the free charge density, M the fluid magnetization, and B the
magnetic induction field. The field B is related to the magnetic field H by the definition
B -u (M+H) . (3.6)
Since M and H are assumed to be collinear in our analysis, B is collinear with both M and
_HF. As noted earlier, this analysis is concerned with the case of negligible electric
currents and magnetic fields that do not vary much with time, so eqs. (3.2) and (3.4) can
be approximated as
VxH=O, (3.7)
VxE=O. (3.8)
3.1.1 Field generated by permanent magnets
In this work, the applied magnetic fields originate from permanent magnets. A
"hard" or "permanent" magnet is a material that stays magnetized indefinitely in the
absence of an applied field. Although these magnets always have a permanent
magnetization, such magnetization is generally a function of the total magnetic field
present. The typical relationship governing the field produced by a permanent magnet is
[22]
B = POX (M, + H) , (3.9)
where Mp is the constant part of the magnetization and u, is a function used to describe
the difference between Mp and the actual magnetization in the magnet M. Referring to
eq. (3.6), we see that the actual magnetization in the magnet is
M = Mp + (p -1)H , (3.10)
meaning that M is only constant (and equal to M, ) when Pr = 1.
A typical B-H plot for a hard magnet is shown in Figure 3-1 [23]. Unless an
externally applied field is large enough to switch the orientation of its permanent
magnetic moment, the magnet will operate in the "second quadrant," or the quadrant in
the figure where H is negative and B is positive (with respect to the orientation of M,).
The magnetic field induced by the permanent moment is usually negative inside of the
magnet, but positive outside of it.
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Figure 3-1: Hysteresis curve for a typical permanent magnet.
The permanent magnets used in this work are Neodymium magnets, Nd 2Fe14B,
from MMC Magnetics. The operating region for the N48 magnets used (i.e., the second
quadrant) is shown in Figure 3-2. From the fitted line, the value of r is 1.015, which
means that the magnetization of the magnets can be approximated to be independent of H
with only a 1.5% error.
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Figure 3-2: Operating curve for N48 neodymium magnets. The blue curve with data
points is the manufacturer data, while the pink line corresponds to a straight-line
fit.
In general, numerical techniques are used to solve for the magnetic fields
generated by permanent magnets [3]. The problem with most of these solutions is that
any numerical noise is amplified when the gradient of the field is computed. Since
magnetophoresis is induced by magnetic field gradients, any numerical noise present in
the magnetic field solution can have a significant impact on the predicted concentration
profiles of the diffusing species, as discussed in more detail in Chapter 4.
X
Figure 3-3: Permanent magnet with a uniformly distributed magnetic moment
(a, = 1) pointing in the z-direction.
For permanent magnets having a u, value close to unity, it is possible to obtain an
analytical approximation for the magnetic field they generate in free space. If pU is taken
to, be unity, the permanent magnets essentially behave as constant magnetic moment
sources in free space. If this magnetization is treated as an effective surface-current, eqs.
(3.1) and (3.2) can be used to derive analytical expressions for H and B valid everywhere
outside of the magnet. For the rectangular magnet depicted in Figure 3-3, with its
magnetic moment oriented along the , direction, the generated field and magnetic
induction are [4, 22, 24]
(3.11)
(3.12)
(3.13)
(3.14)
2 2
B,=H = K-( +m) In Qx (x, y, z,k,m),
k=1 m=1
2 2
B = oH = Z K-(k+m) In Q (x, y, z, k,m) ,
k=l m=1
Bz = oHz = K-(k+m+n) tan-' Q (x, y, z,k,m,n).
k=1 m=1 n=1
In the above expressions,
K = "°M
47c
y-Y +[(X+ (Y, ) 2 + (ZZ2 
1/2
Qx (x, y, z,k, m)= YY [(Xm +(- Y) 2 +(Z_ )2
y-y 2  m+[(x )2 +(yy 2) 2  k+(z)2]
xk -x + [(x - x, )2 + ( Y - Ym2 )2 1/2
Qy(x, y,z,k,m)=
x-x 2 +[(x-x)2 (Y-Y) 2 (Z-Zk)2]
Qz (x, y,z,k,m,n)= (x-xn )( y- y ) 1
( 2 - Ym ( + 2 k 2
(3.15)
(3.16)
(3.17)
The positions of x1, x2, etc. are shown in Figure 3-3. For the magnets used in our work,
AM =1.lxl06A
m
Another property of eqs. (3.1) and (3.2) in the case where Ur = 1 is that they are
linear, meaning that their solutions can be superimposed. This means that for a system of
n magnets, the magnetic field at any point outside of the magnets is simply the sum of the
magnetic fields generated by the individual magnets at that point, or
B = o0H = B, . (3.18)
i=1
Here Bi is the field generated by magnet i at a point x, y, z in the absence of the other
magnets.
For the N48 neodymium magnets used in this study, the value of ur is actually
1.015, meaning that the fields predicted by eqs. (3.11) - (3.18) may be off by 1 or 2% in
some regions. This slight loss in accuracy is compensated for by perfect resolution in the
distribution of the magnetic field and its gradient, as the latter can now be obtained
analytically. The gain in resolution is invaluable for the systems studied in this work,
where resolution at the micron level is required.
3.1.2 Numerical solutions for linear and nonlinear materials
In the previous section, the magnetic field generated by a magnet with a constant,
uniformly distributed magnetization was obtained analytically. For linear materials,
where the magnetic susceptibility is constant, analytic solutions may be possible for
simple geometries. For nonlinear materials, where the magnetic susceptibility is a
function of the field H, or for more complex geometries, analytical solutions are not
usually attainable. In these cases, eqs. (3.1) - (3.4) need to be solved numerically. For
the devices described in Chapters 5 and 6 of this work, the magnetic field profiles were
obtained numerically by using the finite-element program Maxwell 3D from Ansoft.
More details on some of these numeric calculations are given by Park [5].
3.2 Continuum equations for magnetic nanofluids
A derivation of the momentum equation for a ferrofluid can be found in
Rosensweig's Ferrohydrodynamics [6]. In the creeping flow limit, a mass and
momentum balance for a magnetic fluid results in
0 = -Vp +rV2v + pg +f . (3.19)
Here p is the magnetic fluid pressure, 77 the viscosity (assumed constant), p the density, v
the fluid mass-average velocity, g the gravity vector, and f, is the magnetic force
density, given by
fm =V-T (3.20)
where T is the so-called Maxwell Stress Tensor,
=M
T =BH-- uH 2 I. (3.21)
=n 
-- 2
For the case where there are no electric currents (V x H = 0) and the magnetization and
magnetic field are in local equilibrium (MxH = 0), eq. (3.20) reduces to
f, = u0M VH , (3.22)
where M is the magnetization of the fluid. At equilibrium, the pressure appearing in eq.
(3.19) is related to thermodynamic pressure po in the absence of magnetic fields as
P= Po(p,T,H = 0)-uo0  p2 a ] dH' (3.23)
o ap - H',T
The creeping flow equation for the ferrofluid of interest is therefore
Vp = iV 2Zv+ pg +/u0MVH . (3.24)
At nearly constant density and either nearly constant temperature T or
temperatures far from the Curie temperature (such that - = 0), we can write eq.
3.24) ap,H
(3.24) as
p= 7V2 V V (pg -r 0 MH), (3.25)
where
H
M 1 IMdH' (3.26)
0
is the field-averaged magnetization of the fluid and r is a position vector. We can define
a buoyancy pressure, a magnetic pressure, and a viscous pressure, respectively, as
Pb - pg r, (3.27)
Pm =goMH, (3.28)
Pv " P - b P, " (3.29)
Using these definitions, eq. (3.25) can be written as
VP, = 7V2v . (3.30)
Eq. (3.30) is identical to the classical creeping flow equation for a Newtonian fluid [7],
with the exception that pv takes the place of the dynamic pressure
P=p - pg. r. (3.31)
3.2.1 Force on immersed species
Rosensweig [6] provides a derivation for the force on a nonmagnetic species
immersed in a magnetic fluid continuum using the Ferrohydrodynamic Bernoulli
Equation. That result is valid for hydrostatic systems, but its validity in viscous flows is
not obvious. As a first step in understanding the magnetophoresis of nonmagnetic
particles in magnetic nanofluids, the force of magnetic origin is derived for the system of
interest.
The total force on a particle immersed in a ferrofluid is given by
F= - pndS + IppgdV +n -T dS + jn -T dS, (3.32)
S, Vp S S,
where pp is the density of the particle, Vp is the particle volume, Sp its surface area, and
T the viscous stress. This expression is valid when the ferrofluid can be treated as a
==V
continuum with respect to the immersed particle. Expressing the magnetic stress tensor
in the form
H
T =BH-oIH H'dH', (3.33)
0
and using the definition B = u0 (M + H) as well as eqs. (3.27) - (3.29), the force on a
submerged particle becomes
F= -4pndS + n.-TdS+ (pp -p)gdV +4 n.T' dS, (3.34)
Sp Sp VP SP
where
T' =BH-I B'dH'. (3.35)
0
The modified tensor given in eq. (3.35) was also obtained by Rosensweig [6] for a
species suspended in a quiescent magnetic fluid.
For an MQS system, all the magnetic variables are invariant to Galilean
transformations [2], meaning that the magnetic fields can be specified in a coordinate
system where the particle and the magnetic field sources are stationary and the fluid is
moving (such as what is done here) or in a coordinate system where the fluid and the
magnetic sources are stationary and the particle is migrating (such as the case of interest
to us). Thus, we can apply the results obtained for stationary magnetic fields with respect
to the particle to the case where the magnetic fields are stationary with respect to the
fluid. For a spherical particle, the first two terms in eq. (3.34), with the use of eq. (3.30),
give the classic Stokes drag force [7]
_Ed = -6mlqav,, (3.36)
where a is the radius of the particle and vr is the particle velocity with respect to the fluid.
The third term gives the buoyancy force,
Fb =(p -p)Vpg. (3.37)
The last term gives the force of magnetic origin
F,, = n-T ',dS. (3.38)
Sp
For a nonmagnetic particle, the use of the appropriate magnetic boundary
conditions on the particle surface results in
F = -9 (n -M) 2 +pm ndS, (3.39)
where all the variables are evaluated on the fluid side. For a dilute or highly saturated
magnetic fluid, we generally have << 1, since the magnetic susceptibility is much
MH
less than unity. By neglecting the first term in the integral, we are effectively doing two
things: (1) neglecting the "surface excess force" with respect to the "magnetic buoyancy"
force and (2) neglecting the effect of the particle on the magnetic field distribution, since
the magnetic fields are only affected by changes in magnetization (in the absence of
electrical currents). This limit is equivalent to integrating the pressure profile over a
surface that encloses an equivalent volume of magnetic fluid, as is typically done for
calculating buoyancy forces [7]. This is convenient because the magnetic pressure would
be continuous across the nonmagnetic particle surface and throughout its volume. Thus,
we can invoke Gauss' theorem to convert the surface integral to a volume integral, giving
us
F, = - p, ndS
Sp
=- Vp,,,dV (3.40)
V
-uoVpMf VH,
which is valid for particle sizes much smaller than the length scale over which the field
gradient varies. The subscriptf is used on Mf to reiterate that the force on the
nonmagnetic particle is proportional to the magnetization of the surrounding magnetic
fluid. Eq. (3.40) is the same equation previously derived by Rosensweig [6] for a
nonmagnetic species suspended in a quiescent magnetic fluid.
The above expression (3.40) is commonly used for the force on a nonmagnetic
particle in a magnetizable fluid without taking into accounts the limitations introduced in
its derivation. In this work, we will limit the use of this force expression to dilute
imagnetic fluids at nearly constant temperature (or temperatures far away from the Curie
temperature) and density.
The last expression obtained is of significance for several reasons. First, it tells us
that the force of magnetic origin scales with the volume of the nonmagnetic particles.
Since the viscous drag scales with the hydrodynamic radius of these particles, their
migration velocity will scale with their hydrodynamic surface area, meaning that larger
nonmagnetic particles should migrate at faster velocities than smaller particles in a
quiescent fluid under an applied magnetic field gradient. Conversely, a smaller magnetic
force density is required to trap larger particles against flow in a non-quiescent fluid.
This result is essential for size-based separations using negative magnetophoresis.
Another significant aspect of this force expression is that, for a dilute magnetic
fluid containing a dilute dispersion of nonmagnetic particles, the force on these particles
depends on a magnetic field that is not significantly affected by the presence of the
particles. That is, the magnetic field appearing in eq. (3.40) can be taken to be the field in
the absence of the particle. This is important in relating these microphysics results to the
thermodynamic results presented in the next section, as the location of a particle is
considered a point in a continuum in the latter. In the thermodynamic approach, the
details involved in the distortion of magnetic fields in the vicinity of the particles must be
incorporated in the form of excess chemical potentials. Fortunately, the derivation of eq.
(3.40) tells us that the effects of local magnetic-field deviations from the applied field
should be small for the conditions of interest.
Finally, another effect of having the force density not be significantly affected by
the presence of the particles is that the hydrodynamic and species transport equations
governing the migration of the nonmagnetic particles are decoupled from the magnetic
field profile. We can solve for the magnetic field first, neglecting the effects of the dilute
ferrofluid and the suspended nonmagnetic particles, and then model the migration of the
nonmagnetic particles resulting from the applied magnetic fields.
A first-order correction to the force expression given by eq. (3.40), valid for more
concentrated magnetic fluids (but dilute nonmagnetic species), is given by [25]
Fn = -/oV pM VH ,  (3.41)
where
M = Mf (3.42)
and Mf = XH. This expression assumes that
aiVH <<1  (3.43)
H
which is valid for our case of interest. Eq. (3.41) accounts for the "demagnetization" of
the fluid by the particle, and reduces to eq. (3.40) forXf <<1. For the conditions of
interest to us (0.1 vol % magnetite concentration), the maximum value of Xf is about
0.01, meaning that eq. (3.40) should be valid to within 0.5%.
3.2.1.1 Arbitrariness of magnetic pressures, stresses, and body forces
Before proceeding, it is important to show that the same results can be obtained
using any of the various magnetic force densities available in the literature. Eq. (3.19)
uses a force density equal to the divergence of the Maxwell Stress Tensor [8], given by
eq.(3.21). However, there are numerous other stress tensors used in the literature, none
of which can be shown to be more fundamental than the others [6]. In this section we
show that all the differences resulting from the use of different stress tensors can be
treated as effective pressures, and that all of the stress tensors available in the literature
lead to the same force of magnetic origin on a particle submerged in a ferrofluid.
The analysis performed by Rosensweig [6] results in a total stress tensor,
capturing both the viscous and magnetic effects, given by
ot = T - Po- po P2 dH'+-oH2 I+BH. (3.44)
o ap P - ', T 2
This stress tensor is derived assuming that the magnetic forces are surface stresses and
not body forces. Since it is not clear which terms should be treated as body forces and
which should be treated as pressures or stresses, there are a lot of different interpretations
available in the literature. The most commonly used form is the form presented in the
previous section, in which we take
P = Po -UOT P2 dH' (3.45)
o PP \ H',T
and
T =BH Iu0H 2 , (3.46)
=,n - 2
which leads to the classical Navier-Stokes equations plus a Kelvin-type magnetic force
density [8], such as the creeping flow eq. (3.24). However, we could have defined the
fluid pressure as p = po and
T =BH+#o P 2  ( TdH'-I H2 1, (3.47)0_a P H ',T 2
which reduces to the famous Korterweig-Helmholtz magnetic force density for a linear
magnetic fluid [2]. We could have also defined
T =BH--HBI, (3.48)
=" 2
which is another commonly used stress tensor [6]. This would be equivalent to defining
the fluid pressure as
P = PO -M0 P dH' (3.49)
in our original derivation.
None of these pressures or stresses is more fundamental than the others.
Fortunately, all of the stress tensors presented here lead to the same total force of
magnetic origin on a submerged particle. This is because the only difference between all
of the stress tensors is a scalar multiplying the idemfactor I, which can be treated as an
effective pressure. Adding any quantity bI to the stress tensor will result in an increase
in the total pressure by an amount b. This change in pressure in turn cancels out the extra
stress bI when the total force on the particle is calculated using eq. (3.32). As a result,
any stress tensor of the form
T = BH+bl (3.50)
will give the correct force of magnetic origin on a submerged particle. This is
demonstrated as follows.
Substituting eq. (3.50) into the creeping flow equation gives
Vp =77V 2v+ pg +V-T
= 77V 2v + pg + BVH + Vb (3.51)
= qV2v+V pg r+u 0MH+,uH +b22
Again, the absence of free currents to go with constant temperature (or temperatures far
away from the Curie temperature) and density are assumed in eq. (3.51). As before, we
can define a set of pressures as
Pb - pg r, (3.52)
Pm ,UoMH , (3.53)
H 2
P*po H +b, (3.54)2
Pv - P- Pb -P - P*. (3.55)
We can thus write, just like in eq. (3.30)
VPv = 7V2 v . (3.56)
A force balance around a submerged particle will give us the same force
expression as before, namely
F=-cfpndS+ Jp gdV+cn.T dS+ n-T dS, (3.57)
S, V, S, S,
except that now
T =BH+bI . (3.58)
Substituting in for the pressure and the stress tensor gives
F=-cpndS+ jn T dS+ fp-p) gdV+ jn-T' ,dS, (3.59)
S, S, V, S,
where
H
T' =BH-I BdH'. (3.60)
0
This is, as anticipated, the same result obtained in the previous section (see eqs. (3.34)
and (3.35)).
The above analysis proves that any of the widely used stress tensors or body-force
densities will give the correct force of magnetic origin on a submerged particle for the
conditions of interest to us. The pressure term appearing in the creeping flow equation
acts as a degree of freedom that compensates for the differences in magnetic stress
tensors used, as long as the stress tensor is of the form given in eq. (3.50). For a
nonmagnetic particle immersed in a dilute ferrofluid continuum, the force of magnetic
origin is
F, = -,UVMMVH , (3.61)
regardless of the magnetic stress tensor used to describe the ferrofluid.
3.3 Thermodynamics of magnetic nanofluids
The approach presented in the previous section treats each nonmagnetic particle
individually, without taking into account particle-particle interactions and random
fluctuations (Brownian motion). For very dilute solutions, it may be possible to
introduce random fluctuations, electrostatic and volume exclusion forces, and perform
dynamic simulations using a small number of these nonmagnetic particles. Since we are
more interested in volume fractions ranging from 0.1 to 1%, we find it more convenient
to use a continuum, irreversible thermodynamic approach, which employs macroscopic
concepts such as concentrations and excess chemical potentials. In this approach, the
nonmagnetic particles are treated as a continuum of a nonmagnetic species. Magnetic
forces, hydrodynamic drags, and random fluctuations are replaced with macroscopic
concepts such as chemical potential gradients and diffusion coefficients. Electrostatic
interactions between particles and the finite volume excluded by these particles are
introduced as gradients in excess chemical potentials.
In this section, the thermodynamic framework used to derive expressions for
diffusive fluxes is introduced. Starting from the Gibbs equation for magnetic systems, an
expression is obtained for the rate of change of entropy of the system. The rate of
entropy generation is related to the chemical potentials of the species, which in this case
are functions of the magnetic field H. The derivation of binary and multicomponent
diffusion fluxes, which are directly linked to the rate of entropy generation, is given in
Section 3.4.
3.3.1 Equilibrium thermodynamics
A good overview of the thermodynamics of magnetic systems is given by
Rosensweig in Astarita's book Thermodynamics: an Advanced Textbook for Chemical
Engineers [9]. The analysis presented there is valid for fluids in which M and H are
parallel, which is the case of interest to us. Other works have been published for the case
in which M and H are not parallel due to rotating magnetic fields [1]. The work
presented in this section (and in the rest of this thesis) is only concerned with fluids in
which M and H are parallel.
The Gibbs equation for the magnetic system of interest is [9]
dU = TdS - p'd ( + Hdj + dwi . (3.62)
Here U is the internal energy per unit mass, S is the system entropy per unit mass, t the
chemical potentials on a per-mass basis, wi the mass fractions of species i, and p' the
thermodynamic pressure. In this formulation we use the symbol 4 instead of the usual
symbol y for the chemical potential to avoid confusion with the magnetic permeability of
a material,
B
B = . (3.63)
A different symbol is also used for the thermodynamic pressure p' appearing in eq. (3.62)
to distinguish it from the magnetic fluid pressure p appearing in the momentum equation,
given in eq. (3.23). The relationship between these two pressures is
1
p =p +- 0 H2 . (3.64)2
The only difference between eq. (3.62) and the Gibbs equation in classical
thermodynamics is the magnetic work term, given by [10]
dW = Hd (j. (3.65)
This work term comes from the work done on the system by external forces to establish
the field [11]
, =j[ dB . ]dV'. (3.66)
V
The expression for the magnetic work density in eq. (3.65) is postulated, as eq. (3.66)
only gives information on the total magnetic energy of the system and not its spatial
distribution (the volume of integration is not arbitrary; the volume needs to include the
entire system, and the magnetic field must vanish at the system boundaries). It is,
however, the most widely accepted energy density distribution, and the one used
throughout our analysis. The complete form of eq. (3.62) also includes electric field
effects, but these are completely analogous to the magnetic effects and can be added at
any point by inspection. Since there are no applied electric fields in our system of
interest, only magnetic effects are included in our analysis.
Using the magnetic fluid pressure instead of the thermodynamic pressure, the
Gibbs equation can be written as (after some rearrangement)
pTdS = pdU - p oH -uoMH - HdB - pdw,, (3.67)
and the generalized form of the Gibbs-Duhem equation is
SdT Idp+oM dH + w d = 0. (3.68)
P P
Differentiating eq. (3.67) with respect to time gives
dS dU K oH 2 dp dB dw
pT = pMH H - p d, (3.69)dt dt 2 pdt dt dt
d
where - is the substantial derivative, or the time rate of change following a fluid
element which moves with the mass-average velocity v.
In order to relate diffusivities of species i to the rate of entropy generation, we
dp dB dw. dUfirst develop expressions for , and . The first term is obtained from
dt dt dt dt
the continuity equation,
dp = -V v= -I: Vv. (3.70)
pdt
aBFor the case where -- 0, as is the case of interest to us, we have that [9]
dBH d= (BH-BHI): Vv-H.V x(vxB)] . (3.71)
From a species balance in the absence of chemical reactions, we have that
P dw - Vj, (3.72)dt -
where ji is the mass flux of species i relative to the mass-average velocity v.
To obtain the internal energy term needed in eq. (3.69), an overall energy balance,
combined with a momentum balance to eliminate the mechanical energy terms, is
performed. This results in
dU
p =T :Vv-V"q'-H" Vx(vxB)] + -g, (3.73)dt =to
where q'is a combined heat flux (heat flux plus diffusive flux of internal energy), gi the
body force per unit mass on species i, and T is the total stress tensor given in eq. (3.44),
=tot
which in terms of the fluid pressure p is
T =T - p+-oH2 I+BH. (3.74)
=tot =v 2
A similar result is obtained by Rosensweig [9], except that his analysis is for a single
component without any external forces gi. Substitution of (3.70) - (3.74) into (3.69)
finally yields the relationship for the rate of change of entropy
pT dS = -V- q'+ (Vi + gi J), (3.75)
dt -- -
where
(I=T :Vv (3.76)
=-V
is the viscous dissipation function.
3.3.2 Rate of entropy generation
In order to relate the species flux to the rate of entropy generation, eq. (3.75)
needs to be rearranged to distinguish between entropy flux coming in and out of the
system and rate of entropy generation within the system. In generalized form, a
conservation of entropy statement is given by
dS
p d = Os - -is, (3.77)Dt
where Js is the entropy flux and Os represents the rate of entropy generation. Expanding
eq. (3.75) and comparing terms with eq. (3.77), we have that
is 1 j, , (3.78)S T
and
OsT=T :Vv-j -VT- -j.V~ -g.]. (3.79)
=V - S - 1N -g
Eq. (3.78) accounts for the flux of entropy being exchanged between the system
and its surroundings. The terms in this expression do not lead to any irreversible changes
in entropy. The terms in eq. (3.79) are the ones that account for the amount of entropy
being generated within the system, a quantity which is required to be positive.
It is worth noting that eq. (3.79) is the same equation given by Lightfoot [12] for
the rate of entropy generation within the system. The only difference is that the chemical
potentials now depend on the magnetic field. In particular, we have that [9]
S (= -go ~} , (3.80)
ait ) (3.81)
-mi T,p,H
I, =MV, (3.82)
where It is the total magnetic moment, i is the partial molar magnetic moment, and mi
are the masses of species i. Thus,
, (T, p, xji, H) = 4, (T, p, xji ,0)-,^H, (3.83)
where xi denote the mole fractions of species j and
i = f dH' (3.84)
0
Our analysis shows that the rate of entropy generation for a magnetic fluid system
has the same general form as for systems with no electromagnetic fields, but with the
exception that the magnetic effects are introduced by the chemical potentials of the
species i. Magnetic field gradients may therefore lead to forced diffusion of species in
magnetic fluids, resulting in entropy generation.
For an ideal system, in which the species do not have magnetic interactions with
each other, the partial-molar magnetic moment reduces to
9 = = Mi , (3.85)
P
where di is the magnetic moment of pure species i, Mi is the magnetization of pure
species i, and p, is the mass density of species i.
3.4 Diffusion in magnetic nanofluids
In Section 3.3.2, we obtained relationships between the diffusive fluxes of species
and the rate of entropy generation in the system. Since the chemical potentials of the
species depend on magnetic fields, there will be entropy generation if the magnetic fields
lead to diffusion of the species. In this section, we relate the diffusive fluxes of the
species to their chemical potentials in such a way that the generation of entropy is
guaranteed to be a positive quantity.
3.4.1 Binary diffusion of nonmagnetic species
In this work, we are interested in the diffusion of a nonmagnetic species (i = 1) in
a magnetic fluid continuum (i = 2). For an ideal system at constant temperature and
negligible viscous dissipation, with gravity being the only body force acting on the two
species, eq. (3.79) reduces to
TBs = I- (Y - g 9 - j, ( -g) . (3.86)
By definition, the two fluxes are related by the expression
J1 -2 =0, (3.87)
which results in
TO =-j.-V(J- 2 ) . (3.88)
For the conditions of interest, we have that
i = ( Vx, + VH + Vp, (3.89)
T,p,H 7px ap TH,x
V:2 
T pH
a, T,p,H
S + H T,p,x, VH ap JT,H,x,
The mole fractions x i must add up to 1, so only one of them is independent. As in the
previous section, the pressure appearing here is the same pressure used in the creeping
flow eq.(3.19),
P = Po -IUo p 2
0 L P i- H',T
dH ', (3.91)
where po0 (p, T) is the classic thermodynamic pressure in the absence of magnetic fields.
For an ideal system,
( I - 2 )]
a[I (;p,[ax , , H
a (1I 
2 )]
aHp,x,
=RTW, W2X2
-U 0 1 - 2 ) I
(3.92)
(3.93)
1 2
(3.94)
where vi and Wi denote the molar volumes and molecular weights, respectively. Species
1 is nonmagnetic, so z = 0 and
- M2 (3.95)
We know that the rate of entropy production in our system cannot be negative.
The only way we can guarantee this is to set
where K is a positive number. We thus have
(3.96)
= - = -KRT (Wx,
WI2 x, - K 1
-W2X 2 )(W
V 2 YVp - KI o  2 VH
W2 ) P 2
The mole fractions are related to the mass fractions wi through the relationship
Vp. (3.90)
(3.97)
a ( .-J2) ]
S, x z,,H
wI
W AX1 -
w w CA= + -C
W, W2 p
Here C is the overall molar concentration. Thus,
Vw = (A2 W, Vx.
and
1 1
+
Wx, Wx2
A
W1W2
Substituting these results back into eq. (3.97), we get
P 2
KRT
-j - - w1 W2WW2A 
-
(3.102)
We know that when H = 0 and there are no pressure gradients, our results should
reduce to Fick's law
I = -,12p I . (3.103
This tells us that
K - 0 12PW1w 2WW 2A (3.104RT
where D12 is the binary diffusion coefficient. Substituting for K back into eq. (3.102)
gives
-j = -V1 2pVw1
-1 2
,12CwwW
RT
2 1 2 CW W2
RT 1 2W2, W2V
+2IL M212 V H
W2 A
2 _1 _ W W2 12 CWW
1 = -2 = -021 Vw- 2 V 2C 2 OTM VH
- - - pRT pRT
(3.98)
(3.99)
(3.100)
(3.101)
(3.105)
- K V 
_ p _1 )V
W W2
;)
-)
(3.106)
Here 0 is the volume fraction of species i.
The pressure gradient can be obtained from the momentum-balance equation.
Limiting ourselves to systems in local mechanical equilibrium with negligible inertia, the
pressure gradient reduces to
Vp - pg + poM VH . (3.107)
The mass flux relative to the mass-average velocity is therefore
S-12Pw1 - 12CWW2 ( 1 - wo)Mg +1IMVH. (3.108)
- pRT
The first term in the above expression is the classic Fick's law of diffusion. In the
bracketed term, the gravitational term is the flux due to buoyancy effects and the last term
is the flux due to magnetic field gradients. The molar flux relative to the mass average
velocity is therefore
1 = = -I -2CW2 [(-wpg+oMVH]. (3.109)
W W pRT
As a consistency check, let us examine the magnetic term of the above expression
for different sized particles. We see that, for a fixed number of particles (or moles) of
species 1, 01 scales with the volume of the particle and 12 scales with the hydrodynamic
radius, meaning that the forced diffusion of species 1 scales with its hydrodynamic
surface area, as expected. The negative sign assures that magnetophoretic diffusion is in
the direction of decreasing magnetic fields, again as expected.
A similar analysis to the one presented in this section was performed by
Rosensweig [9] for a binary system. His analysis neglects pressure effects, and would
thus lead to a flux having a weight fraction multiplying the magnetic force density instead
of a volume fraction. This could lead to errors in calculating the forced diffusion of
dense species such as silica particles, where the weight fraction would be twice as large
as the volume fraction.
3.4.2 Generalized multicomponent diffusion
The same theory can now be generalized to a multicomponent system, which in
turn should reduce to the results presented in the previous section for a binary system. It
is assumed as a postulate of the thermodynamics of irreversible processes that, for
situations not too far removed from equilibrium, the fluxes may be written in the form
[13]
Ji =E XJ , (3.110)
which states that the fluxes are linear functions of generalized forces or affinities,
designated by Xj . The terms cij are phenomenological coefficients. The fundamental
theorem of the thermodynamics of irreversible processes, due to Onsager, states that if a
"]proper choice" of the fluxes and affinities has been made, the phenomenological
coefficients a0C are symmetric [14]:
,ij = aji . (3.111)
These conditions are commonly referred to as the "reciprocal relations."
For an isothermal process with negligible viscous dissipation, eq. (3.79) gives the
rate of entropy production as,
V
TOs =-(A, - j), (3.112)
where v is the number of species and
Ai =V ( )T 
-gi
=I Jx+>7p-poziVH-g . (3.113)
j=1 ax
j i k,j
Here Vi is the partial molar volume of species i. The right-hand side of eq. (3.112) must
be positive, but there is no requirement for each term in the summation to be negative,
since the fluxes j. are not independent (their sum must add up to zero). One of the
components may be eliminated to obtain a linearly independent set. Eliminating the flux
of the kth component we obtain
TOs =--({Ai -AkI-ji ) . (3.114)
The application of the linear law then gives
v
= -Zaj (A,-Ak). (3.115)
j=1
V
Since 0 j = ,we obtain
i=1
V v
ik =I a,(Aj-Ak) . (3.116)
i=1 j=1
Setting i = k in eq. (3.115), together with the symmetry condition on the aj, we get
v
ak =-c j =a . (3.117)
j=1
j k
These relationships allow us to rewrite the diffusion flux as
v
= A . (3.1 18)
j=1
The aij are symmetric and satisfy the relationship
v v
a'=Z a = 0 . (3.119)
i=1 i=1
At this point, our derivation is essentially complete. The last step would be to
determine the phenomenological coefficients a,, subject to the symmetry conditions and
condition (3.119), and calculate the species fluxes from eq. (3.118). However, it is not
convenient to express the fluxes in this manner, as the species fluxes cannot easily be
related to the ordinary diffusive fluxes that are more readily available. It is more
convenient to define a generalized driving force di , defined as
CRTd = C.WA V_ + wj. + oM VH , (3.120)
P j=l P
where Ci is the molar concentration of species i. The quantity added to the term Ai is the
hydrostatic form of the Navier-Stokes equation, on a per unit mass basis, generalized to
include magnetic effects through the term #oM VH and all other body forces through
P
the term w g . Substituting in for A, gives us
jji
-C, MW )H -p , - w kg k (3.121)
where pi is the mass density of species i. Taking the sum of the driving forces for all
the species, with the use of the Gibbs-Duhem eq. (3.68), we see that eq. (3.121) satisfies
the condition
di=0, (3.122)
j= 1
which motivates the definition of this driving force. The term CRTd has the physical
interpretation of being the total force per unit volume trying to move species i relative to
the mass-average velocity. Substitution back into the flux equation, using the relations
given in (3.120) and (3.122), gives us
J, a..
= -RT d. (3.123)
j=1 xjW -
The above expression relates the diffusion of species i as a function of the driving
forces di and the phenomenological coefficients cri, which was our desired result.
However, experimental data is usually given in terms of the multicomponent diffusivities
Dij, so it is more convenient to express eq. (3.123) in terms of these diffusivities. There
are numerous definitions for multicomponent diffusivities in the literature, as in colloidal
systems it is not possible to relate the fluxes j. and the driving forces d1 simply in terms
of the binary coefficients 2 . One common definition used is the zero-diagonal-
diffusivity definition [16], which relates the flux and the driving forces as [15]
C2 v
in l WWD, djP j=1
Comparing the last two expressions we obtain
pRT
a. =U5
a~ 1
axj +x
xjWj xXR
-pWDIj +
k=l
ksi
Inserting these results back into (3.123), we obtain
C 2 vji =-- WWDij . (3.127)
P j=1
The coefficients Dj must be such that aij are symmetric and that condition
(3.119) is satisfied. For convenience, it is preferable to translate the conditions on aj
into direct conditions on D, . In eq. (3.125), setting j = i, we obtain
pRTDii = cww
jW
a.. 1
a +
xiW, xW
V
ai
k=1
k i
pRT
C2W (a1 -a)
=0 .
We can also set j = k and j = h in eq. (3.125) and conclude that
(3.128)
VpRT i aih(WWk DIk - WhDih) - ik  ih
i=1 C2 i=1 XkWk XhWh
(3.124)
V
k=1
k~i
(3.125)
CxkWk Dk (3.126)
RTC2
pRT
C 2
1 1 -=
xW xW hWh i=1
1
XWk
1xW (0-0)
Xhh )
=0. (3.129)
At this point, we have expressed all the conditions on oa as conditions on D, and
our derivation is complete.
3.4.2.1 Multicomponent diffusion summary
Expressions for the diffusive flux in a magnetic system were obtained for a
multicomponent system. The diffusive flux of component i is given by
C 2 vj,= - D jd , (3.130)
P j=1
where
CRTd, = CC 
j=1J i
Vx, + (C - )VpJ Vi -P
axj T,P,H,xk
kwi,j
-' 0 C,4
M
P )YH - p, g -1kk=1
These are the same expressions obtained in the literature [16, 17], except for the new
magnetic term -C iW
, (di MJVH. The diffusion coefficients are subject to the
conditions
D1. =0
and
(ww kDk -WWWhj~D)= 0
i=1
wk gk . (3.131)
(3.132)
(3.133)
3.4.3 Application to binary system
For the binary system described in Section 3.4.1, using eqs. (3.130) - (3.133) and
taking species 1 to be the nonmagnetic beads and species 2 to be the magnetic fluid, we
obtain
C2
1 =-W1 W2D 2d2
C2
=-- WW2D,2 d,
C 2
-- WW22 dl . (3.134)
where 12 is the binary diffusion coefficient of species 1 in fluid 2. Neglecting inertial
effects (low Reynolds number or unidirectional flow) and viscous dissipation relative to
magnetic and gravitational forces, a momentum balance gives us
Vp = pg + ,oM _H . (3.135)
For an ideal system, we therefore have
CRTd = CRTVx, +(01 - w1 )(pg + ,oMVH ) + ,oC W VH . (3.136)
Substituting back into eq. (3.134) gives
C2 (pg+oMVH) +oxWMVH
- p CRT pRT
-12PWI 2W W 2cw 2 (o -w)pg ,oM V H , (3.137)
pRT
which is the same expression obtained earlier, eq. (3.108). This can easily be extended to
include a number of nonidealities such as electrostatic repulsion, volume exclusion, and
magnetic interactions by incorporating these as excess chemical potentials.
In the absence of magnetic and buoyancy effects, we see that eq. (3.137) reduces
to Fick's law for binary diffusion, which is one of the main motivations behind definition
(3.124).
3.4.3.1 Comparison with other approaches
The results obtained in the previous sections can also be derived using other
methods, such as force balances and multicomponent diffusion of nonmagnetic systems.
When using these methods, one needs to be careful when accounting for the force of
magnetic origin on the nonmagnetic particles, as the force arises from magnetic pressure
gradients within the fluid and not directly from the applied magnetic field. Also, the
coupling between nonidealities and magnetic fields is not as straight-forward as in the
approach introduced in this section, since magnetic effects are not captured in the
chemical potentials of nonmagnetic systems. Nevertheless, in the ideal limit, one should
be able to obtain the same expression for the diffusive flux of a nonmagnetic species in a
magnetic fluid continuum (i.e., eq. (3.137)) if the magnetic forces are accounted for
properly.
3.4.3.1.1 Forced diffusion using Stokes migration velocity
In this approach, we balance a "diffusion force" with the drag, gravitational, and
force of magnetic origin acting on a nonmagnetic bead. A similar analysis can be found
in a previous work by the author of this thesis [18]. The balance is written as
-W yv -6rza 1 ( 1 -) + pVg - ,uVMVH = 0, (3.138)
where v* is the molar-average velocity of the solution. Here the magnetic forces are
treated as external forces, meaning that the chemical potential of species 1 does not
depend on the magnetic field. For an ideal system, this reduces to
SkVx, 
-V,Vp-6 7ra, (v,- *) + pVg -oVMVH = 0, (3.139)
Xl
where the pressure gradient now does not depend on the magnetic fields and is thus given
by
Vp = pg. (3.140)
The force-balance can therefore be rearranged to give
kTv xI -Pg( 6-l a (v -v*) vM VH =0, (3.141)
x- NaCI Na
Solvihere N g for is Avogadro's number.
Solving for the quantity (v1 -*) gives us
VIV kT (YXl + - + (3.142)
6z7ai x, RTC, RT
Using the definition of the molar flux relative to the molar-average velocity
J = C,(v -v*) (3.143)
and the Stokes-Einstein relationship for the diffusion coefficient
kT
12 U ,(3.144)
we obtain
J = -C,2 w + uoM- VH (3.145)YRT RT
Finally, using the binary mixture relationship
1 = T, (3.146)
we obtain
j= -V 12pV - 2CW12 [( -w) pg +ljoM VH, (3.147)
- pRT
which is the result obtained using the irreversible thermodynamic approach.
The above expression directly links the microphysics approach performed in
Section 3.2 to the thermodynamic analysis performed in Section 3.3. One thing to notice
is that by neglecting the magnetic field distortions in the microphysics description, we
obtain the same macroscopic results for ideal systems. This supports our earlier claim
that distortions in the magnetic fields at the microscale level must be introduced as excess
chemical potentials at the macroscopic level.
3.4.3.1.2 Forced diffusion using magnetic fluid force density
The same result can be obtained by using a magnetic force density on the
ferrofluid and using the well-known generalized multicomponent relations for
nonmagnetic systems. Neglecting the term containing the gradient in H in eq. (3.131)
(which is the only new term introduced for magnetic systems), setting g 2 P0 M 2VH,
and Vp = pg + ,uM VH we obtain
M,CRTd = CRTVx, + (0 - w)(pg +uM VH) + VHpw 
P2
= CRTVx +( - w)pg + uoMVH, (3.148)
which gives
C 2  01- l(- )Pg uOMVH
p - CRT CRT
= -,12PW 1  12CWIW2 (1 -1w) pg-+--OM VH. (3.149)
pRT
This is, as expected, the same expression obtained earlier. However, as before, it cannot
be readily extended to include nonidealities in the chemical potential dependence on
magnetic fields. It is also important to use the correct pressure corresponding to the force
density g2 . Neglecting the magnetic pressure gradient would yield incorrect results if the
nonmagnetic particles are not neutrally buoyant. It is also important not to double count
and also introduce a force density g on the nonmagnetic particles, as was done by
Fateen [19] when modeling this same binary system. The force on species 1 is an
internal force resulting from a pressure gradient, not an external force.
3.4.3.1.3 Forced diffusion using force density on nonmagnetic particles
Although perhaps less intuitive, we can treat the magnetic fluid continuum as
having zero magnetization and the nonmagnetic particles as having a negative
magnetization, equal in magnitude to the magnetization of the fluid. The actual
magnetization of the mixture is given by
M = 0M, (3.150)
where Mf is the magnetization of the ferrofluid continuum (water plus magnetic
nanoparticles). Therefore, we can treat species 2 as having no magnetization and species
1 as having a magnetization
ivi =- IIr
M = -Mf = -0
The resulting driving force in terms of this fictitious magnetization would be
CRTd 1 = CRTVYx +( - w ) (pg +,jM VH) - j owpw2 M1 VH
= CRTVx +( 1 -W)pg-uoO 2 M 1 VH.
Now substituting for MI by the actual magnetization M gives us
CRTd1 = CRTVx +( - wl)pg +# MVH,
(3.151)
(3.152)
(3.153)
which gives
* C2J- =--WW212 Vx
- p
(0 -w,)pg
CRT
+oM VH
CRT
= -2 pVw 12 CW7W2 [( - )pg + poMVH .
pRT
Again, we obtain the expected result, which has the same limitations as the previous
approach. This is probably the least intuitive approach and the one that can lead to the
most errors because of the use of a fictitious negative magnetization.
3.4.4 Binary diffusion of magnetic species
Starting from eq. (3.134), the diffusion of magnetic species 1 in a nonmagnetic
continuum 2 is given by
(3.154)
C 2
=-- WW2I 2 d (3.155)
Neglecting inertial effects (low Reynolds number or unidirectional flow) and viscous
dissipation relative to magnetic and gravitational forces, a momentum balance gives us
Vp= pg +,uoMVH. (3.156)
For an ideal system, we therefore have
CRTd = CRTV +( -w)(pg +u, MVH)- CCWI(M 1, M VH . (3.157)
Eq. (3.157) can be simplified to give
CRTd, = CRTVxl +(0 - w) pg - o1u (M 1- M )VH. (3.158)
Since M = AM,, the above expression can be written in terms of the magnetization of
species 1 as
CRTd = CRTVx +(1 - wl)pg-#o0u (11 -i )MVH . (3.159)
Substituting back into eq. (3.155) gives
J- 12=- W + 12 CWW2 i(w -)pg+ 0 (l-)u IM 1VH] , (3.160)
pRT
Eq. (3.160) is very similar in form to the flux of a nonmagnetic species in a magnetic
fluid, but with the opposite sign on the forced-diffusion term.
3.5 Summary
In this chapter, we introduced the governing equations for the MQS system of
interest. The analytical solution for the magnetic field generated by permanent magnets,
obtained using this set of equations, was then presented.
To understand the origin of the magnetophoresis of nonmagnetic species
immersed in magnetic fluids, the Navier-Stokes equations for magnetic fluids were used
to derive the force of magnetic origin acting on these nonmagnetic species. The resulting
force balance was used to derive an expression for the flux of nonmagnetic particles
immersed in magnetic nanofluids. Using a more generalized thermodynamic approach,
the equations governing the diffusive flux of a multicomponent magnetic system were
derived. These equations were applied to the simple case of binary diffusion to assure
that they reduce to the expected results.
There have been various publications concerning multicomponent diffusion in
different applications. A good summary is given by Bird [20]. To our knowledge, there
has only been one previous attempt in the literature to derive multicomponent diffusion
expressions, that of Blums et al. [21]. In their work, they derive expressions for the
driving forces present in electromagnetic systems, although these are never expressed in
the form of eq. (3.131) or related to the multicomponent fluxes in a form similar to eq.
(3.130). Also, since the form of the Gibbs equation used in their work is only valid for
constant-density systems, their expression for the magnetic driving force is incomplete.
The total moment they use, mM, would only be a total moment if the magnetization were
given on a per-mass basis, which it is not by definition. Their results are only valid for
constant density systems, where
( aMV aM
mi Tap,H i T(pH
In the above expression, M is the specific magnetization used in their work.
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Chapter 4
4. Magnetophoretic Focusing
In order to understand how nonmagnetic species can be trapped and separated
based on size in a magnetic fluid continuum, it is necessary to first understand how they
focus and interact with the fluid in the absence of flow. In a quiescent fluid, we would
expect the nonmagnetic species to migrate in the direction of decreasing magnetic-field
intensity until they reach a region of zero magnetophoretic force. They will continue to
concentrate, or focus, in such regions until diffusion and particle-particle interactions
prevent further focusing. This behavior was studied experimentally using fluorescence
imaging and numerically using continuum modeling. A previous attempt at
understanding the focusing of nonmagnetic species in magnetic fluids can be found in
Fateen [1], who was able to model his results qualitatively. In this work, the goal is to
achieve good qualitative and quantitative agreement between theory and experiments for
the focusing of nonmagnetic particles immersed in magnetic nanofluids.
4.1 Focusing experiments
The focusing of nonmagnetic, submicron particles in a magnetic nanofluid was
studied experimentally by monitoring the concentration profiles of fluorescently tagged
latex beads. Laser-induced fluorescence imaging (LIFI) was used to measure the
temporal and spatial variations in their concentration profiles as they migrated within a
capillary tube under nonuniform magnetic fields. Concentration profiles were obtained
from the intensity of the fluorescence emitted by the latex beads. Among other things,
we studied the effect of different magnetic-field profiles, magnetic fluid concentrations,
and particle size on the resulting concentration profiles.
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4. 1. 1 Materials
Fluorescent polystyrene beads (Spherotech, Inc, Libertyville, IL) were used as the
nonmagnetic species in the focusing experiments. These beads were synthesized by the
manufacturer using copolymerization of polystyrene and a fluorescent dye. The magnetic
nanofluid used to induce focusing was the 16/0 ferrofluid synthesized according to
Moeser [2]. Deionized water was used to dilute the concentration of the mixture to the
desired values. NaC1 (Mallinckrodt Baker, Inc, Phillipsburg, NJ) was used to control the
Debye length in the mixture and minimize long-range electrostatic repulsion between the
different species. Sucrose (C12H220 11, Mallinckrodt Baker, Inc, Phillipsburg, NJ) was
used to increase the specific gravity (SG) of the mixture to 1.05, matching that of the
latex beads. This prevents gravitational settling of the latex beads, which was significant
enough in the absence of sucrose to affect our fluorescence measurements.
0.8
- 0.4
0.2
0
Fluorescence wavelength, nm
Figure 4-1: Fluorescence spectra of "pink" and "purple" latex beads
The fluorescence spectra for the latex beads were provided by the manufacturers
and verified in-house using a spectro-fluoremeter (Photon Technology International,
Lawrenceville, NJ). Figure 4-1 shows the normalized fluorescence spectra for the two
types of fluorescent dyes (copolymerized with polystyrene) used in our experiments,
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called "purple" and "pink" by the manufacturer. The fluorescence spectra shown
correspond to an excitation wavelength of 514.5 nm, which is the wavelength used in our
focusing experiments.
The smaller and larger particles used in this study were advertised to have
diameters of 510 and 910 nm, respectively, by the manufacturer. Images obtained using
Scanning Electron Microscopy (SEM), taken with a JEOL JSM-5910 SEM instrument,
show that this value is accurate for the larger beads, but considerably off for the smaller
beads. The images show average diameters of 437 and 900 nm for the small and large
particles, respectively. Dynamic Light scattering (DLS) measurements were consistent
with the numbers obtained from the SEM images, giving average values of 435 and 910
nm, respectively. SEM images for the two sizes of latex beads used are shown in Figure
4-2.
Figure 4-2: SEM images of small and large fluorescently tagged latex-beads.
When suspended in water, each polystyrene bead attains a negative surface charge
due to sulfate groups scattered around its surface. These sulfate groups are present due to
trace amounts of unreacted initiators left behind in the polymerization reaction used to
make the latex beads. Due the randomness of the resulting charge distribution, there can
be regions on the bead surface that contain no charge, which at small Debye lengths
could allow smaller particles to bind to that region even if the latter are negatively
charged. Attachment of magnetic nanoparticles to the latex surfaces seemed to occur at
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high salt concentrations based on the obtained concentration profiles. This was most
likely due to this mechanism.
To overcome this binding, sodium dodecylsulfate (SDS) surfactants (Sigma-
Aldrich, Saint Louis, MO) were added to our mixtures in order to add negative charge to
the latex particle surfaces. The zeta potentials of the different colloidal species were then
measured using a ZetaPALS device (Brookhaven Instruments Corp., Holtsville, NY). As
expected, the potentials obtained were larger in magnitude that those reported by Fateen
[1] and Moeser [3] due to the adsorption of SDS to the particle surfaces. The different
zeta-potential values are listed in Table 4.1.
Table 4.1: Zeta potentials for the colloidal species used in the focusing experiments.
Species Zeta Potential - Zeta Potential Previously
no SDS with SDS Published Values
magnetic nanoparticles -20 mV -25 mV -20 mV
435 nm latex beads -40 mV -60 mV -42 mV
910 nm latex beads -45 mV -65 mV NA
4.1.2 Experimental Setup
A schematic of the experimental setup used in this work is shown in Figure 4-3.
At t = 0, a square capillary tube (Fiber Optic Center, New Bedford, MA) containing a
mixture of magnetic fluid and nonmagnetic, fluorescent beads was placed between two
opposing pairs of permanent magnets. Square capillaries were used instead of round ones
due to their superior optical properties. The magnetic field was generated by
Neodymium Iron Boron (NdFeB) magnets, obtained from MMC Magnetics and
discussed in Chapter 2. Each magnet had a length of 20 mm, a height of 10 mm, a
thickness of 6.35 mm, and was magnetized along its height. The magnet pairs were held
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in place 10 mm apart along the length of the capillary and 6 to 7 mm away from the
capillary tube. The 100 mm-long capillary tubes had an inner dimension of 0.4 mm and
an outer dimension of 0.8 mm.
The nonmagnetic aluminum fixture used to hold the magnets in place is depicted
in Figure 4-4. It was constructed at the MIT Central Machine shop and anodized with
aluminum oxide to minimize laser reflections from its surface. In the configuration
shown in Figure 4-3, the four magnets attract each other into position and their friction
with the walls was enough to hold them in place (i.e., keep them from falling due to their
own weight) during the experiments. Spacing between the magnets was varied by adding
1 mm aluminum spacers between the magnets and the fixture. The rectangular-shaped
opening in the middle of the fixture allowed for fluorescence measurements in the region
where the fluorescent particles focused.
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Figure 4-3: Schematic of the setup used for focusing experiments. The origin is at
the radial center of the capillary tube.
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Figure 4-4: Schematic of the aluminum fixture used the keep the magnets in
position and allow for fluorescence imaging from overhead.
4.1.3 Magnetic and force fields
The magnetic field profile generated by the permanent magnets was obtained
analytically using the analysis presented in Section 2.1. Since a dilute magnetic
nanofluid was used in this work, magnetic-field distortions due to the presence of the
magnetic fluid were negligible. The magnetic field was used to calculate the
magnetization profile of the fluid at t = 0 (in the absence of magnetic nanofluid
concentration gradients) using the Langevin functions discussed in Chapter 2. The
magnetic-field intensity profile and the x-component of the resulting force-density
f, = uo0M VH at t = 0 are shown in Figure 4-5.
As seen in the figure, the force density on the nonmagnetic beads is negative
between x= -8 mm and x = 0. The force on the nonmagnetic particles p is
Fp = -f Vp, (4.1)
meaning that the latex beads are pushed in the +x direction in this region. In the region
between x = 0 and x= 8 mm, the beads are pushed in the -x direction. As a result, the
nonmagnetic beads will focus over time near the point x = 0.
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Figure 4-5: Magnetic field and force-density profiles for the configuration depicted
in Figure 4-3.
Since the magnetic field profile is known analytically, we were also able to
calculate the y and z force densities over the cross-section of the tube. The y and z forces
are zero at y = 0 and z = 0, respectively, and would cancel out if averaged across the
entire cross-section of the capillary tube, but do not cancel out if averaged over half of
the tube cross-section. Figure 4-6 shows the cross-section averaged (half of the cross-
section) y and z forces as a function of x. As seen in the figure, the y force is negligible
with respect to the x force everywhere, but the z force is of the same order of magnitude
as the x force near the focusing region. This leads to focusing in the z direction to go
with the expected focusing in the x direction. Due to the small cross-section of the tube,
obtaining high resolution on the y and z force densities shown in the figure would be
difficult to do using numerically obtained magnetic field. The focusing simulation results
presented later on in this chapter are two-dimensional simulations in the x-z plane, with
the results averaged across the thickness of the capillary tube (i.e., across all z values).
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Figure 4-6: Force densities in the y and z directions.
4.1.4 Sample preparation
The samples were prepared in 2 mL plastic vials, with the typical sample volume
being 200 tL. Some common ainounts for each of the components used are listed in
Table 4.2. The volume percents given for the magnetic fluid correspond to the volume
percent of magnetite (i.e., without polymer shells) in the mixture. After preparation,
about 15 RpL of the mixture was loaded into a capillary tube using capillary action. The
ends of the tubes were sealed with glue to prevent flow.
Table 4.2: Typical sample volumes and concentrations
Component Amount (gL) Concentration in Mixture
2.3 wt % magnetic fluid 45 0.1 vol % magnetite
1 wt % latex beads 20 0.1 vol % beads
1.28 SG' sugar solution 31 15.5 vol % mixture
0.2 M salt solution 4.75 4.75 mM NaCL
3.5 mM SDS solution 14.25 0.25 mM SDS
DI water 85
total 200
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4.1.5 Fluorescence imaging
The concentration profiles of the latex beads were monitored using LIFI, as
illustrated schematically in Figure 4-7. Each of the fluorescent species used has a given
excitation curve, which corresponds to the wavelengths at which fluorescence can be
induced, and an emission curve, which corresponds to the wavelengths at which the
species emits fluorescence. A Coherent 1-90 Argon-Ion laser (Coherent, Inc, Santa Clara,
CA) was used to excite the fluorescent latex particles at 514.5 nm, which lies somewhere
near the peak of their excitation curve. An optical filter was then used to filter out the
laser light and only pass wavelengths corresponding to latex bead fluorescence. The
fluorescence-intensity distribution was then converted into concentration profiles using
calibration techniques discussed later in Section 4.2.
illuminate measure fluorescence intensity
Intensity
emission
curve
514 590 Wavelength (nm)
I I
Stokes Shift
Figure 4-7: Schematic illustrating the principle behind Laser-Induced Fluorescence
Imaging.
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4.1.6 Data acquisition
The setup used to monitor the concentration profile of the fluorescent beads is
depicted in Figure 4-8, with a photograph of the actual setup shown at the bottom of the
figure. The 514.5 nm wavelength beam exiting the laser was converted into a "sheet" of
light by expanding it in one direction using a cylindrical lens. This sheet of light was
used to excite the sample contained in a 0.4 mm ID square capillary tube. The
fluorescence-intensity profile was optically filtered out using a 10 nm bandpass optical
filter (Newport Corporation - Oriel Products, Stratford, CT) and captured by a charge
coupled device (CCD) digital camera (Orca ER C4742-95, Hamamatsu Corporation,
Japan) outfitted with a macro-photography lens (Micro-Nikkor 105/2.8, Nikon
Corporation, Japan). The fluorescence intensities captured by the camera were stored in
a computer (Computer 2 in the diagram).
The laser used in this work is a continuous laser, which could photobleach the
fluorescent particles unless the exposure times were kept at a minimum. A high-speed
shutter (Uniblitz, Vincent Associates, Rochester, NY) controlled by a triggering
computer (Computer 1 in the diagram) was used to allow laser light to shine on the
sample only when a measurement was being taken. Computer 1 was programmed using
LabVIEW to trigger the shutter and the CCD camera simultaneously, ensuring that the
camera captured the fluorescence-intensity profile as the sample was being illuminated.
This procedure kept photobleaching effects to a minimum in our experiments. Computer
2 was programmed using LabVIEW to record the images captured by the CCD camera.
In the photograph included in the figure, the 1" mirrors were used to guide the
laser beam from the laser to the sample. The beam stopper captured the laser beam
reflected off the shutter when the shutter was closed. The bottom 2" mirror was used to
steer the expanded beam toward the sample, while the top 2" mirror reflected the
fluorescence from the sample toward the CCD camera. The latter mirrors were on
different working planes and did not interact with each other. CCD Camera 2, Computer
3, and the Beam Splitter were not used in the focusing experiments discussed in this
chapter; their use is discussed in Chapter 5. The laser power used in the focusing
experiments was about 500 mW, with typical exposures being 250 ms every 5 minutes.
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The average experiment lasted 80 minutes after the sample was placed between the
permanent-magnet pairs.
Trigger pulses
-- --- -- --- -- --. . . . . . . . . . . -
V
Laser beam
excitation
(A =514.5 nm)
CCD
Camera
mIission
filter
Particle
fluorescence
ample
expansion
Figure 4-8: Data acquisition setup. The top image is a schematic for the actual
setup shown in the bottom image.
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4.2 Data processing
Before the start of each experiment, a background image was taken at the normal
operating conditions (i.e., laser power, exposure time, etc.). The sample used for this
image contained water and magnetic fluid, but did not contain the fluorescent latex beads.
This image was later used to subtract background noise from the experimental data.
Once the actual sample was loaded and placed in the magnetic field, the initial
image taken at t = 0 (minus the background) was used as the reference image for each
experiment. Since there were no concentration gradients present at the beginning of each
experiments, the initial image (minus the background) served as a measurement of the
laser intensity profile. Typical background and reference images are given in Figure 4-9,
where the axes correspond to actual pixels in the CCD camera and the colorbar is a
legend for the light intensity captured by each pixel. The capillary layed horizontally in
both images between pixels 15 and 27. In most cases, subtracting the background from
an image was equivalent to subtracting 200 from the intensity of each pixel. The
horizontal and vertical pixels are in the x and z axis, respectively, as defined in Figure 4-
3.
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Figure 4-9: Background image (left) and reference image (right) obtained for a
typical focusing experiment.
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After subtracting off the background, each image was divided by the reference
image in order to give normalized fluorescence-intensity profiles, which were
independent of the laser intensity distribution. The division was done on a pixel-by-pixel
basis and then averaged across the cross-section of the capillary tube. A two-
dimensional, normalized fluorescence-intensity plot is given in Figure 4-10 for a typical
focusing experiment. The figure also gives the corresponding cross-section averaged
fluorescence-intensity profile, with the point x = 0 corresponding to the mid-point
between the magnet pairs. All of the image-processing in this work was done using
Matlab.
One thing to notice in these figures is that there are more data available from the
left side of the focusing region than from the right. This is an artifact of the data-
acquisition setup, where the laser light illuminates the sample at an angle and part of the
sheet of light was blocked before it reached the sample. Since the data appeared to be
symmetric about the point x = 0, the setup was left unmodified.
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Figure 4-10: Normalized fluorescence-intensity profile at a given time t (left) and its
cross-section average (right).
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4.2.1 Fluorescence calibration
In order to convert from fluorescence intensities into concentration profiles for the
latex beads, calibration curves between latex-bead concentration and fluorescence
intensity were prepared. The total fluorescence was measured for samples at various
concentrations of fluorescent beads for a fixed magnetic fluid concentration (0.1 vol %
magnetite). The same type of capillaries used for the focusing experiments were used in
these calibration experiments.
(a)
I
Io
(b)
I
Figure 4-11: Calibration curves for fluorescent beads; a) 435 nm beads, b) 910 nm
beads, and c) 81 nm beads.
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Figure 4-11 shows calibration curves for fluorescence versus concentration for the
different-sized fluorescent beads used in the focusing experiments. Parts (a) and (b)
correspond to the smaller 435 nm beads and the larger 910 nm beads, respectively.
Figure 4-11(c) shows the calibration curve for 81 nm fluorescent beads, which were used
to estimate the concentration profile of the magnetic nanoparticles as a function of time.
This procedure is discussed in more detail in Section 4.2.2. In all three plots, a 0.001
volume fraction of fluorescent beads was used as the reference concentration, such that
S= 0.001 and Io = I( = 1). The functions listed in the plots are the empirical fits
that result in the solid curves.
In most cases, one would expect a linear relationship between the bead
concentration and total fluorescence at small volume fractions, which should then
saturate at larger volume fractions. For a mixture of fluorescent beads in a magnetic
nanofluid, we obtained the opposite effect, where instead of fluorescence saturation we
observe fluorescence enhancement at larger volume fractions. As seen from the fits
included with the plots, the fluorescence increases exponentially with increasing volume
fractions, with the larger beads having higher exponential dependence. The mechanism
behind this enhancement is believed to be multiple scattering [4], where one ray of laser
light is able to excite multiple fluorescent beads after being deflected by the bead
surfaces.
I
19
Figure 4-12: Calibration curve for the 910 nm beads, extended to include higher
concentrations.
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As discussed later in this chapter, the concentration of the 910 nm latex beads in
our focusing experiments went above the range presented in Figure 4-11. Using more
concentrated fluorescent-bead samples obtained from the manufacturer, the calibration
curve for the 910 nm beads was extended up to volume fractions of 0.03, as shown in
Figure 4-12. In this figure, the intensity is normalized by the bead concentration, such
that a line of zero slope corresponds to a linear relationship between fluorescence and
bead concentration. We see that for volume fractions somewhere between 0.015 and 0.03
the fluorescence enhancement becomes saturated, resulting in a linear relationship
between fluorescence and 910 nm bead concentration.
In summary, for smaller fluorescent beads that do not undergo large changes in
concentration, such as the 81 nm beads, we have that
K =jn 0 (4.2)
"0 81 nm
For the 435 nm beads, which undergo concentration changes where nonlinearity may be
important, we have
S = 9Op exp ~- . (4.3)
0 435 nm 25
For the larger 910 nm beads, the concentrations varies by over an order of magnitude in
some experiments, and the approximate calibration curve over the range of interest is
I = exp itanh (0. 12) 1 , (4.4)
l 1 21 tanh (0.12)
which reduces to
910nm exp j (4.5)I, 21
for the O, values shown in Figure 4-11 c. In all cases,
0 = Op (4.6)
P 0.001
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All of the calibration curves are purely empirical, but do provide adequate fits over the
concentration ranges of interest. In general, at constant magnetic fluid concentrations,
the fluorescence intensity is related to the to the nonmagnetic bead concentration as
I  
=OPG(dp,Op) (4.7)
where
1, dp =81 nm
exp dp = 435 nm
{1 tanh(0.120p)
exp tanh(0.12)-1 , dp =910 nm
21 tanh (0. 12)
(4.8)
An implicit assumption in the analysis presented here is that the concentration of
both the magnetic and nonmagnetic species does not vary with y. The intensity of the
excitation laser beam decreases as it penetrates the sample (in the y direction) due to
scattering and absorbance by the sample, so any variations in concentration in the y
direction would couple with the y-dependent laser-intensity profile. The focusing setup
was designed in such a way that magnetic field gradients in the y direction were
negligible, as verified in Figure 4-6, thus making this assumption valid.
4.2.2 Magnetic nanofluid absorption
The fluorescence signal given off by the sample is highly dependent on the
concentration of the magnetic nanofluid in the mixture. The nanofluid is very opaque,
blocking a large portion of the laser light and fluorescence emission. For the simulations
presented later in this chapter, where magnetic fluid concentration gradients need to be
taken into account, a calibration relationship between fluorescence and magnetic fluid
concentration was necessary.
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Figure 4-13 shows a plot of normalized fluorescence versus magnetic nanofluid
concentration for four different concentrations of 910 nm fluorescent, nonmagnetic beads
(volume percents of 0.05, 0.1, 0.25, and 0.5). The fluorescence intensities were
normalized with respect to their fluorescence at a ferrofluid concentration of 0.1 vol %.
The variable 0,, is a scaled magnetic fluid concentration, given by
S- Omag (4.9)
0.001
where Og is the volume fraction of magnetite in the mixture. The fluorescence
decreases exponentially with the ferrofluid concentration, which is consistent with a light
extinction (absorption + scattering) mechanism. The fit is accurate for various
fluorescent bead concentrations, meaning that at any bead concentration the expected
relationship between fluorescence and magnetic fluid concentration is approximately
given by
I =exp -1.35 . (4.10)
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Figure 4-13: Normalized fluorescence intensity at a given latex-bead concentration
as a function of magnetic fluid concentration.
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In order to relate the fluorescence intensity in a given focusing experiment to the
corresponding latex-bead concentration, both the nonlinearity effect presented in the
previous section and the magnetic fluid light-extinction effect presented in this section
must be considered. Using eqs. (4.7) and (4.10), the concentration of latex beads as a
function of fluorescence and magnetic fluid concentration is given by
-(r -1)P I M(4.11)
OpG(d,, ) I(- = - exp 1.35 (4.11)
(0 = ))
where O, and ,, are defined by eqs. (4.6) and (4.9), respectively, and Io corresponds to
the fluorescence signal when O, = 1. If initial volume fractions different than
Op = ma = 0.001 are used in the focusing experiments, eq. (4.11) needs to be adjusted
accordingly, as it is not linear in 0,, nor p,.
Eq. (4.11) does not allow for an explicit solution for the fluorescent-bead
concentration as a function of the measured fluorescence intensity unless G (p ) = 1.
When comparing the experimental and model-predicted results, we found it more
convenient to convert the concentrations obtained from the models into fluorescence-
intensity profiles, given by
fJ =OG(dp,,p)exp - . (4.12)
4.3 Experiments
Each of the focusing experiments performed lasted 80 minutes. This was not
enough time for the focusing process to reach a steady-state, but long enough to unveil
most of the short-term dynamics before most of the assumptions made in our continuum
models break down. In this section, we present the focusing results for 435 nm and 910
nm latex beads.
121
4.3.1 Focusing of 910 nm latex beads
Figure 4-14 shows the cross-section averaged fluorescence-intensity profile of
910 nm beads as a function of time. Two different experimental results are presented to
show reproducibility. These results were obtained using a magnetic nanofluid
concentration of 0.08 volume percent (volume of magnetite per total mixture volume), a
fluorescent bead concentration of 0.1 volume percent, and a magnet-capillary spacing of
7 mm (see Figure 4-1). The beads focus about the point x = 0, which is consistent with
the mechanism proposed in Section 4.1.3. The profiles given in the plots do not
differentiate between fluorescence changes due to the focusing of the beads and those due
to defocusing of the magnetic nanofluid. In order to translate these fluorescence profiles
into concentration profiles, magnetic-fluid concentration gradients and fluorescence
nonlinearities would have to be taken into account, as done in the analysis presented in
Section 4.5.3.
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Figure 4-14: Fluorescence intensity profiles for 910 nm fluorescent beads immersed
in a 0.08 vol% (0.41 wt%) magnetic nanofluid.
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The plots only show the region where the latex beads are drawn towards the
focusing point x = 0. In the regions to the left and right of the portion shown, the latex
beads are pushed away from the focusing region, as seen previously in Figure 4-10.
Again, the region missing on the right-hand-side of each image is due to the laser beam
being blocked.
4.3.2. Magnetic nanofluid defocusing
The fluorescence intensity plots shown in Figure 4-14 could be directly converted
into concentration profiles if the magnetic nanofluid concentration remained uniform
during the experiments. In order to measure concentration variations in the ferrofluid, a
similar experiment to the one shown in Figure 4-14 was repeated using 81 nm fluorescent
beads in place of the 910 nm beads. These beads experience negligible magnetic forces,
so any changes in fluorescence intensity are mostly due to changes in the magnetic fluid
concentration.
(a) Initial Fluorescence (b) More Fluorescence
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Figure 4-15: Schematic for the increase in fluorescence due to "defocusing" of
magnetic nanoparticles.
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The mechanism for fluorescence-intensity changes even when the concentration
of the fluorescent species remains uniform is depicted in Figure 4-15. When the
magnetic field profile shown in Figure 4-5 is applied to a sample containing magnetic
nanoparticles and 81 nm nonmagnetic, fluorescent beads, it will lead to a concentration
gradient in the magnetic nanoparticles (especially the larger magnetic nanoparticles), as
depicted in Figure 4-15(b). Since the magnetic nanoparticles absorb light, there will be
less absorption of laser and fluorescence light near x = 0, leading to a higher fluorescence
signal in that region. Conversely, there will be less fluorescence signal at a given
concentration of fluorescent beads in the regions where the magnetic nanoparticles
concentrate.
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Figure 4-16: Increase in fluorescence near x = 0 due to magnetic fluid "defocusing."
The fluorescence-intensity profile for the sample containing the 81 nm beads in a
0.1 vol % magnetic nanofluid is shown in Figure 4-16. Assuming negligible interactions
between the beads and the magnetic nanoparticles, the curves in Figure 4-16 give the
fraction of the fluorescence intensity that is due to magnetic fluid concentration gradients.
Thus, dividing the results given in Figure 4-14 by those given in Figure 4-16 eliminates
the fluorescence due to magnetic fluid concentration gradients.
124
4.3.3 Effect of magnetic fluid and field strength
The experiments given in Figure 4-14, which used a 0.08 vol % magnetic
nanofluid concentration, were repeated for various nanofluid concentrations while
keeping the initial 910 nm fluorescent bead concentration fixed at 0.1 vol %. Figure 4-17
shows the fluorescence intensity profiles (without accounting for magnetic fluid
concentration gradients) for initial magnetic-fluid concentrations of 0.1 and 0.2 vol %.
As expected, larger magnetic fluid concentrations lead to more focusing of the
fluorescent beads near x = 0.
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Figure 4-17: Focusing of 910 nm fluorescent, nonmagnetic beads in a magnetic
nanofluid; (a) 0.1 vol % magnetite concentration and (b) 0.2 vol % magnetite
concentration. The magnet spacing was 7 mm.
In Figure 4-17, the spacing between the magnets and the axis of the capillary tube
was 7 mm, as depicted in Figure 4-3. Experiments were also performed using a spacing
of 6 mm, as shown in Figure 4-18. The magnetic-fluid concentrations used in the plots
are 0.1 and 0.05 vol %, respectively. Again, we see that focusing increases super-linearly
with increasing magnetite concentrations. As expected, the higher field-gradients present
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when the magnet spacing is decreased result in an increase in focusing. Figure 4-17(a)
and Figure 4-18(a) use the same sample, but at different distances from the magnets.
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Figure 4-18: Focusing of 910 nm fluorescent, nonmagnetic beads in a magnetic
nanofluid at a stronger magnetic field; (a) 0.05 vol % magnetite concentration and
(b) 0.1 vol % magnetite concentration. The magnet spacing was 6 mm.
4.3.4 Effect of latex bead concentration
As discussed in Section 4.2.1, the relationship between latex bead concentration
and fluorescence at constant magnetic nanofluid concentrations is nonlinear. As such,
one would expect the normalized fluorescence-intensity profiles at a given magnetic-
nanofluid concentration to depend on the initial concentration of the fluorescent beads.
Such effect is presented in Figure 4-19, where three different nonmagnetic bead
concentrations were used. The difference in behavior near x = -8 in part (a) of the figure
is due to the low signal-to-noise ratio at such low bead concentrations.
One noticeable feature in these plots is that the normalized fluorescence-intensity
peak is higher for an initial bead concentration of 0.1 vol % than for both higher and
lower initial bead concentrations. This can be explained qualitatively using the
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calibration plots shown in Figure 4-10 and Figure 4-11. At small fluorescent-bead
concentrations, the relationship between fluorescence and concentration is approximately
linear. At higher bead concentrations, the fluorescence increases exponentially with bead
concentration, which explains the higher peak in Figure 4-19(b). At even higher bead
concentrations, however, the fluorescence saturates and becomes a linear function of
concentration again, giving the smaller peak observed in part (c) of the figure.
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Figure 4-19: Focusing of 910 nm fluorescent, nonmagnetic beads in a magnetic
nanofluid with different initial bead concentrations; (a) 0.02 vol %, (b) 0.1 vol %,
and (c) 0.5 vol %.
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4.3.5 Effect of particle size
Since the force of magnetic origin is proportional to the volume of the
nonmagnetic beads, focusing should be highly dependent on the size of the latex beads.
This is observed in Figure 4-20, where the focusing of 435 nm beads is compared to the
focusing of the 910 nm beads under the same conditions. A 0.1 vol % magnetic fluid was
used in both cases. The bead concentration used in both cases was 0.1 vol % and the
spacing between the capillary and the magnets was 6 mm. As expected, the amount of
focusing observed with the 910 nm beads was significantly higher than of the 435 nm
beads.
_- RO min
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- 60 min
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Figure 4-20: Focusing comparison of (a) 910 nm beads and (b) 435 nm beads in a 0.1
vol % magnetic nanofluid.
4.4 Continuum model
To understand the microphysics taking place in the experiments presented in
Section 4.3, continuum simulations were performed using the flux expressions obtained
in Chapter 3. When combined with the calibration curves presented in Section 4.2, the
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on m;n
simulations gave good quantitative agreement with the experimental data over a wide
range of latex-bead sizes and concentrations, magnetic fluid strengths, and magnetic field
profiles.
4.4.1 Governing equations and parameters
The governing equation for the concentration profile of the nonmagnetic beads is
given by
-c +V-(Cpv) =-VJ , (4.13)
at -
where J, is the molar flux of the polystyrene beads p relative to the mass-average
velocity v, C, is the molar concentration of the beads, and t is time. A mole of latex
beads is defined as 6.022 x 1023 beads. Since the latex beads are neutrally-buoyant
(sucrose used to raise the specific gravity of the mixture to 1.05) and the concentration
gradients in magnetic fluid are small, any density differences and the resulting convection
induced by the diffusive process can be neglected. Eq. (4.13) therefore reduces to
-p +V-J =0 . (4.14)
at -
For the magnetic nanoparticles m, the conservation equation is identical in form,
'Cm +V-J =0. (4.15)
at -
To simplify the analysis for the time being, we treat the different-sized magnetic
nanoparticles as one species. As discussed in Chapter 2, we will eventually treat the
magnetic nanofluid as a mixture of three different-sized magnetic species suspended in
water.
The flux of species i in a solvent s in a pseudo-binary binary system is given by
[5]
C2
_1- WW,,js,,dj , (4.16)
P
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where s stands for solvent. The above expression and the definition of each term are
given in Chapter 3. For the system studied in this work, we are interested in two pseudo-
binary diffusive processes occurring at different length scales. At the magnetic
nanoparticle level, the pseudo-binary process is the forced diffusion of the nanoparticles
in a water (plus sugar, salts, etc.) continuum. For this pseudo-binary assumption to hold,
the interaction between the nanoparticles and the larger latex beads should be negligible.
At the polystyrene bead level, the pseudo-binary process is the diffusion of the beads in a
magnetic nanofluid continuum. For this assumption to hold, the suspension of magnetic
nanoparticles in water must act as a continuum, meaning that the interaction between the
beads and individual solvent "molecules" (whether water, ions, magnetic nanoparticles,
etc.) are not considered. Only interactions between the beads and the solvent as a whole
are considered.
From eq. (3.160), adjusting for the difference between the mass and molar fluxes,
we have
Jnm= - AwP V w  -  'CWw [(w. - )pgY+4 (1-m)p°MnH , (4.17)
W,,, - + pRT
where the subscripts m and w denote magnetic nanoparticles and water, respectively.
Due to the strong magnetic moment of the nanoparticles, the gravitational buoyancy term
can be neglected with respect to the magnetic term. The flux thus reduces to
SnP CW(
J - Vw_ + -Wr W , (l- ) oM,,, VH] . (4.18)
" W,, - pRT
For the latex beads p, we have from eq. (3.137) that
p f P Vw - fCWf [ -w pg+ f o0MVH] (4.19)
S WP - P pRT
where the subscriptf denotes the magnetic nanofluid continuum. Since the beads are
approximately neutrally-buoyant, the above relationship reduces to
pfP _, CWJp P Vw - p C [0,puoMVH . (4.20)
WP - pRT
Eqs. (4.18) and (4.20) describe the molar fluxes relative to the mass-average
velocity for the magnetic nanoparticles and the latex beads, respectively, in the absence
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of any nonidealities. In Section 3.5.2, the main nonidealities that can affect the form of
eqs. (4.18) and (4.20) are considered.
4.4.2 Ideal pseudo-binary system
Since the conservation equations are given in terms of molar concentrations, it is
more convenient to express the fluxes in terms of concentrations as opposed to weight or
mole fractions. The first simplification made is that the bulk density is assumed to be
approximately constant, as was done in the species conservation equation. Combined
with the equality
,= , (4.21)
we have that the diffusive part of the flux can be approximated as
SVw. -. VCi , (4.22)
as is generally the case in liquid mixtures.
For the case of magnetic nanoparticle diffusion, the total concentration of the
mixture can be expressed as
C i 1-, (4.23)
I V
since the molar volumes of the latex beads and the magnetic nanoparticles are much
larger than that of water and Op << ,, (see Table 4.4). We therefore have that
CW pCW (1,,) l o (1-on,,) ,(4.24)
p p
since the density of the water continuum is less than 1% smaller than that of the mixture.
Substitution of eqs. (4.22) and (4.24) into (4.18) gives
D v12 (1 -va, C,, ) 2J-m = - VR ,, + 0 [CmuoM,,, VH ] . (4.25)m RT
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In the above expression we made use of the relationship , = C,v, for mixtures with no
excess volume of mixing. The term in parenthesis is negligible for the magnetophoresis
of dilute magnetic species, but neglecting it for the volume fractions used in this work
would lead to errors of about 15% in the forced-diffusion flux.
For the latex beads diffusing in a magnetic nanofluid continuum, we have that
CW P . (4.26)
P P
since the bead volume fraction is much less than unity. The molar flux therefore
becomes
J = - pfVC RT CpoMVH . (4.27)
The magnetization of the mixture is related to that of the magnetic nanoparticles as
M = VCrM,,, (4.28)
so there is some coupling between the diffusion of the latex beads and the local
concentration of the magnetic nanoparticles.
Since the magnetic nanoparticles are diffusing through water, their diffusion
coefficient as given by the Stokes-Einstein relationship is
kT
S=w (4.29)
6mryam7a
For the latex beads, the diffusion coefficient is given by
kT
D p = (4.30)
where
77f = 7l7 , 5, 1+ v-cv,,,C.) (4.31)
The expressions presented here are valid for the case where the excess chemical
potentials of the diffusing species are negligible. The accuracy of this assumption is
examined in the next section.
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4.4.3 Excess chemical potentials
Excess properties or variables are used in thermodynamics to describe deviations
from ideal behavior in a system. The definition of an excess property is the difference
between the actual and the ideal value for that property,
Qex = Q - Qjd . (4.32)
For example, for an ideal mixture of two components, the total volume is the sum of the
two individual component volumes. In a thermodynamic sense, any deviation from this
expected volume is considered an excess volume of mixing.
For the case of diffusing species, the thermodynamic driving forces are chemical
potential gradients, meaning that nonidealities enter the analysis in the form of excess
chemical potentials. These excess chemical potentials are usually given in terms of
activity coefficients, defined by the relationship
ex = RTln(y) , (4.33)
where y7 is the activity coefficient of species i in the mixture. From eq. (4.32), the
excess chemical potential of species i in a mixture is defined as
i = -id, (4.34)
where the ideal chemical potential is given by
id = ~ (T, p, H) + RT In xi . (4.35)
Here o(T, p, H) is the pure component chemical potential of species i.
Up this point, all of the derivations presented for the diffusive fluxes assume that
the mixture behaves ideally. Since diffusion is driven by external forces and chemical
potential gradients, nonidealities can be neglected if
<<1 . (4.36)Yi~
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4.4.3.1 Statistical mechanics
According to the statistical-mechanical solution theory of McMillan and Mayer,
the activity coefficient of species i may be written as [6]
In 
. 
= Zb,1 CJ + ~bijkCjCk +... , (4.37)
i j,k
where the interaction (or virial) coefficients bij, bijk, ... are calculated using the potential
of mean force between 2 species, 3 species, and higher moments. For an orientation-
independent potential, the two-body interaction coefficient is given by [7]
bj = 4fNAf [1- g()]] dr, , (4.38)
where rij is the distance between particles i and j in a solvent s, NA is Avogadro's number,
and g(rij) is the radial distribution function, which describes the probability of a particlej
being a distance rij away from particle i. For dilute two-body interactions [8],
g (r)= exp W(r)] (4.39)
where W4j (ij) is the potential of mean force between species i andj in a solvent s.
The potential of mean force for n colloids is related to the force potential between
the colloids and the infinite solvent molecules m by [9]
exp = 1z0 Jexp r" (4.40)
kT ,,n-O m. kT
where
zo- (4.41)
In the above expressions, u is the force potential between the colloids without any solvent
effects (such as interactions with ions in the solvent) and 4o is the chemical potential of
the solvent. When the solvent does not contribute to the interaction between two
colloids, u and W are equal.
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For some simple force-potential distributions such as volume exclusion, where the
potential is infinite when the colloids overlap each other and zero otherwise, the higher
moments in eq. (4.37) can be obtained without too much difficulty for equally-sized
particles. For more complex interactions, such as magnetic moment and electrostatic
interactions, we are usually limited to using two-body interactions to approximate the
activity coefficients. In our analysis, only two-body interactions are considered in
obtaining expressions for the excess chemical potentials, meaning that only the first term
of the summation in eq. (4.37) is used.
Table 4.3: Values for the universal constants used in this chapter
Constant Description Value Units
fl0 magnetic permeability of free space 4rx 10- 7  Hm (NA2)
Eo  electric permittivity of free space 8.854x10-2 Fm 2N.m2)
e elementary charge 1.062x 10-1' C
k Boltzmann constant 1.381x10 23  J//K
4.4.3.2 Volume exclusion
If the only nonideality in the mixture is the excluded-volume effect of the
colloids, the potential is described by [10]
Uij = W. = oo rij <_ ai + aj ,
= 0 r > ai +aj .
This gives
(4.42)
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g(rj)= 0 r< <ai+a, , (4.43)
=1 r > ai +aj ,
which results in
bij = 4r (ai +aj) N A . (4.44)
For a single colloidal species in a fluid with no excess volume of mixing, this reduces to
the classic two-body result
In y = bi C, = 80, . (4.45)
For a mixture, the excess chemical potential of species i due to exclude-volume effects is
3
aiin y= 0 1 + (4.46)
Higher moments for excluded volume effects are summarized by Minton [9] for particles
of the same size.
For the magnetic nanoparticles, we have that
3
Ve = V RTln( 8)0O +  1+ a'  (4.47)
ap
Unless the gradients in latex bead concentrations are two orders of magnitude larger than
the gradients in magnetic nanoparticle concentrations, the second term in eq. (4.47) can
be neglected. From eq. (4.36), the effects of volume exclusion for the magnetic
nanoparticles can be neglected if
8x,, V¢, <<1 . (4.48)
Vx1
For 0(1) changes in nanoparticle concentration, this inequality in not satisfied, so
volume-exclusion effects cannot be neglected for the diffusion of magnetic nanoparticles.
For the diffusion of latex beads in a ferrofluid continuum, we have that
VYex= RTVln (y) = 8V p , (4.49)
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meaning that volume-exclusion effects can be neglected if
8x, V6p << 1 .
Vx
-P
(4.50)
For the initial conditions used in most experiments, volume-exclusion effects become
important if focusing increases the concentration of the latex beads by an order-of-
magnitude, which is the case in some of the experiments for the larger 910 nm beads.
Volume-exclusion effects are not important for the smaller 435 nm particles over the time
scales considered in this work.
Table 4.4: Values for the parameters used to calculate excluded-volume effects
Parameter Description Value Units
T Temperature 298 K
dM_0 volume-average diameter of magnetite cores 7.5 nm
dM  volume-average diameter of magnetic nanoparticles 31.5 nm
Pmag density of magnetite cores 5.17 g/cm 3
Pm density of magnetite nanoparticles 1.1 g/cm 3
Omag volume fraction of magnetite cores 0.001
Om volume fraction of magnetic nanoparticles 0.074
910 volume fraction of "large" 910 nm latex beads 0.001
0435 volume fraction of "small" 535 nm latex beads 0.001
One important approximation made here is that the volume fraction and
equivalent hard-sphere diameter of the magnetic nanoparticles are calculated using their
volume-averaged hydrodynamic diameter. In general, calculating accurate values for
excluded-volume interactions between two magnetic nanoparticles, and between a
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magnetic nanoparticle and a polystyrene bead, can be very difficult. This is due to the
complex interactions between flexible, highly polydisperse polymer shells attached to
solid cores with both each other as well as with latex-bead surfaces. Treating the
magnetic nanoparticles as hard spheres of equivalent hydrodynamic volumes only
provides an approximation for excluded-volume effects.
4.4.3.3 Electrostatic repulsion
When colloidal species are suspended in water, they generally acquire a net
surface charge, which depends on the chemical nature of their surface. A colloidal
mixture will only be kinetically stable if the charge on all the colloids has the same sign
(all the colloids are positively charged or all are negatively charged). In this work, all of
the polystyrene beads and magnetic nanoparticles are negatively charged and the
mixtures are stable in a kinetic sense. Electrostatic effects are not sufficient to make a
system thermodynamically stable, as they cannot fully counteract van der Waals forces at
very short particle separations, but they do slow down aggregation significantly during
the time scales of interest to us. The magnetic nanoparticles themselves are even more
stable than the latex beads due to steric effects from the polymer shells attached to their
surface.
Electrostatic repulsion takes place in regions where the volume-exclusion
potential is zero (outside the particle surfaces), meaning that the two potentials are
independent and the net potential of mean force is simply the sum of the two. To
calculate the electrostatic potential of mean force, one would generally have to consider
the repulsion between the species as well as their interaction with the nearby ions.
Several authors have performed molecular dynamics and Monte Carlo simulations, which
are necessary for more complex systems in which things like the size of the ions and
solvation effects are important [11]. In our case, we limit our analysis to the simple case
where the interactions can be approximated by a DLVO-type model (Derjaguin, Landau,
Verwey, and Overbeek theory [12]), which uses a mean-field approach that treats the ions
as point charges occupying no volume. For such case, the electrostatic potential of mean
force is given by [12]
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W (rj) = 41xoE,.Ti T a exp-r(v -a-aa ,] (4.51)
where rij is the center-to-center distance between the colloids, E, is the electric
permittivity of free space, er the dielectric constant of the solvent, Ti a function used to
describe the electric potential at the particle surface, and 1/ Kthe Debye length, given by
1/2
(4.52)
In the last expression, e is the charge of an electron, zi is the valance of ionic species i,
and Cj is its molar concentration far away from the colloid surface. For the 1:1 salt
used in this work (NaCl), the effective potential Yi is given by [12]
8kT tanh " ie
-i = e 4kT 1/2 ,(4.53)
1+ 1-[(2cai, +1)/(Ka i +1)2 tanh2 e 4k)
where Ti is the theta potential of the species and e is the charge of an electron. The
effective potential T; is approximately equal to the Zeta potential of species i for
potentials less than 25 mV (millivolts) in magnitude. For Zeta potential magnitudes of
about -60 mV, which are typical for the polystyrene beads used in our study, the effective
potential Ti is about 10% lower in magnitude than the Zeta potential. Eqs. (4.51) and
(4.53) neglect the thickness of the Stern layer, which should be much less than I nm.
If electrostatic and volume-exclusion effects are taken as the main sources of
excess chemical potential, the overall potential of mean force is given by
W(= 00, < a, +aj ,
4 -EoErT i f j exp -(tr -ai -a)] , j > a +a (4.54)
Because of the complex form of eq. (4.54), the resulting expressions for the activity
coefficients must be evaluated numerically. In order to compare the magnitude of
electrostatic effects relative to volume-exclusion effects, it is convenient to model the
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K-1 =
electrostatic repulsion as an effective excluded shell of thickness abij ', where
the a (= rji ) values for the different interactions are calculated from numerical
integration of eq. (4.38), (4.39), and (4.54). This results in an effective excluded radius
for each colloid equal to ai + aij 1 ', which leads to
j + ai + ajK; (4.55)
Values for aij, which are given in Table 4.6, are of 0(1) for interactions involving
polystyrene beads, but much less than unity for magnetic nanoparticle interactions. The
reason for the latter is because the surface charge of the magnetic nanoparticles was
assumed to be near the magnetic core, such that most of the electric double layer is within
the region occupied by the polymer shell. This may under-predict electrostatic effects,
but it does provide a better estimate than assigning the surface potential to be at the
hydrodynamic radius of the magnetic nanoparticles.
Table 4.5: Values for the parameters used to calculate electrostatic effects
Parameter Descrintion Value Units
Cr  dielectric constant of water 78.4
Vrn zeta potential of magnetic nanoparticles -25 mV
z435 eta potential of 435 nm latex beads -60 mV
V910 zeta potential of 910 nm latex beads -65 mV
C, bulk concentration of electrolyte (NaC1) 4.75 mM
IZI valance of NaCl ions 1
k1 Debye length 4.4 nm
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For two polystyrene beads of similar size, the increase in excess potential is
proportional to a(zPPr~ , which is much smaller than unity in our system.
Electrostatic repulsion between two polystyrene beads is therefore negligible with respect
to their physically excluded volume. For the interaction of magnetic nanoparticles with
polystyrene beads, electrostatic interactions are of the same order as volume exclusion,
both of which are negligible. Finally, since am,,,,,, << 1, electrostatic repulsion between the
magnetic nanoparticles is also negligible with respect to volume exclusion effects.
Table 4.6: Electrostatic interaction coefficients (dimensionless)
Species i Speciesj ai
magnetic nanoparticle magnetic nanoparticle 0.0032
magnetic nanoparticle 435 nm polystyrene 0.60
magnetic nanoparticle 910 nm polystyrene 0.64
435 nm polystyrene 435 nm polystyrene 7.0
435 nm polystyrene 910 nm polystyrene 7.4
910 nm polystyrene 910 nm polystyrene 7.9
4.4.3.4 Depletion forces
An effect which can be important in some cases is the depletion force between the
larger polystyrene beads due to the presence of the small magnetic nanoparticles
surrounding them [13,14]. When two polystyrene beads come in close contact with each
other, they exclude the magnetic nanoparticles from the region between them, which
leads to osmotic-type forces trying to bring the latex beads even closer together. For the
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case of small volume fractions and negligible electrostatic effects, the resulting depletion
potential is given by [15]
Wr t)3 __(a a16 a, +a
()= 0kT
= 0
2
a)' £ 
2 am
t > 2a,n
(4.56)
In the above expression, £ is the distance between the latex beads, Q0 the volume
fraction of magnetic nanoparticles in the bulk, am the radius of the magnetic
nanoparticles, and al and a2 denote the radii of the two polystyrene beads approaching
each other.
Table 4.7: Depletion interaction coefficients
Species i Speciesj
435 nm polystyrene 435 nm polystyrene 0.18
435 nm polystyrene 910 nm polystyrene 0.25
910 nm polystyrene 910 nm polystyrene 0.38
The value of the activity coefficients resulting from eq. (4.56) are obtained
numerically as before, and can be expressed in the form
bdep = -P12 4 + a2 3 (4.57)
where 12 are O(1) quantities, given in Table 4.7. Depletion forces are attractive, thus
resulting in negative virial contributions. Comparing eqs. (4.57) and (4.44), we see that
bdep 
12 1,
bexc
(4.58)
meaning that depletion effects between latex beads are of the same order-of-magnitude as
their excluded-volume effects. Thus, in regions where the latex bead concentration
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becomes larger than about 1% by volume, both volume exclusion and depletion effects
need to be taken into account.
4.4.3.5 Magnetic dipole-dipole interactions
Each magnetic nanoparticle carries a permanent magnetic moment, which results
in dipole-dipole interactions described by the potential [27]
(rij) 4/ I0  I j ri 54.9
Since the nanoparticles are sterically stabilized by a polymer layer, the radius of closest
contact is larger than the magnetic diameter, which results in significantly less magnetic
interaction between the nanoparticles used in this work as compared to uncoated
nanoparticles. The ratio of the largest magnetic potential to the solvent kT energy is
obtained by setting 4 = 2a,,, or the closest distance possible between the nanoparticles.
This gives
.-2
Um x  m (4.60)
kT 161luokTa, 3 '
which motivates the definition of a magnetic coupling parameter
^2
m1= (4.61)
16rt okTa,3
For the magnetic nanoparticles used in this work, the parameter value in Table 4.8 tell us
that 2ij << 1.
In the absence of applied fields, where the magnetic moments are randomly
distributed, the contribution of magnetic dipole-dipole interactions to the excess potential
is [16]
128 ~2
In 7 1- ,,, ,,, (4.62)
3
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which from the magnitude of I,, and eq. (4.45) we know is negligible with respect to
excluded volume effects (less than 0.1%).
When a magnetic field is applied, the analysis becomes more complicated due to
the bias created in the direction of the field. For a magnetically saturated fluid, the
magnetic nanoparticles will attract each other in the direction of the field and repel each
other in the directions perpendicular to the field, which leads to cylindrical rather than
spherical symmetry in their interactions. This in turn leads to anisotropic excess
potentials, which are not consistent with the rest of the analysis presented in this work.
Fortunately, since A, << 1 for the nanoparticles of interest, these asymmetries can be
neglected to leading order and the activity coefficient is approximately described by eq.
(4.62).
Table 4.8: Magnetic interaction coefficients
Species i Speciesj Aij
magnetic nanoparticle magnetic nanoparticle 0.0097
435 nm polystyrene 435 nm polystyrene 0.12
435 nm polystyrene 910 nm polystyrene 0.3
910 nm polystyrene 910 nm polystyrene 1.1
The magnetic nanoparticles are not the only species that interact "magnetically"
in the mixture. Due to the large size-difference between the polystyrene beads and the
magnetic nanoparticles, the latex beads act as magnetic holes [17] in a ferrofluid
continuum, causing the magnetic field lines to bend around them. The latex beads end up
behaving as negative magnetic moments of magnitude equal to that of an equivalent
volume of ferrofluid. Just like the magnetic nanoparticles, the latex beads attract each
other in the direction of the applied field and repel each other in the directions
perpendicular to the field. Since these "negative moments" are induced by the average
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magnetic moment of the fluid at that position, they always point in the opposite direction
of the field even when the fluid is not saturated.
The parameter A can be defined for the nonmagnetic colloids using the above-
mentioned negative magnetic moments, resulting in
iZ = u (4.63)
9kT(ai + a) 3
In the above expression, Mf = 330 A/m is the saturation magnetization of the fluid at a
magnetite volume fraction of 0.001. This value is 74% of the true magnetite
magnetization at a volume 0.001 due to the dead shell volume discussed in Chapter 2.
For the smaller 435 nm nonmagnetic beads used in this work, the maximum value of 2 is
0.12, corresponding to a saturated ferrofluid (for nonmagnetic particles A = 0 when
H = 0). Eq. (4.62) tells us that the magnitude of the "magnetic" interaction between
these beads is about 8% of the value for volume exclusion. Since the excluded volume
between the smaller polystyrene beads is negligible, the magnetic interaction between the
435 nm beads can also be neglected.
For the larger 915 nm beads, the interaction parameter corresponding to a
saturated ferrofluid is A = 1.1 , meaning that the assumptions made in deriving eq. (4.62)
are no longer valid. To obtain some bounds on the activity coefficient for these larger
beads, the asymptotic limit of the activity coefficient for 2 >> 1 is given by [18]
8 exp pp)Iny = 3- -OP 2 (4.64)
Assuming that the magnitude of the activity coefficient always increases with 2,
asymptotic matching of eqs. (4.62) and (4.64) for A = 1.1 results in In y, - -500 , which
is within an order of magnitude of the volume-exclusion effects (In y, = 80b).
Because of the asymmetries involved, magnetic-type interactions between the
latex beads were not taken into account in our models. However, since the beads focus in
regions where the magnetic field is a minimum, the magnetic interaction parameter
should be much smaller than the maximum value in the regions where Op becomes large.
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As such, neglecting these magnetic-type interactions between the latex beads is not
expected to introduce much error into our analysis.
Note that if we were dealing with larger nonmagnetic particles or more
concentrated ferrofluids, as is the case in the work done by Skjeltorp [19, 20] on
"magnetic holes," the activity coefficient as given by eq. (4.64) would increase
exponentially. At such conditions, the magnetic beads form chains in the direction of the
applied field, and their forced-diffusion under applied magnetic field gradients would be
much more difficult to describe.
4.4.3.6 Excess chemical potential summary
In this section we considered the main sources of nonidealities in our system of
interest. The interactions considered were excluded volume, electrostatic repulsion,
depletion effects, and magnetic dipole interactions. By comparing the magnitude of each
of the interaction terms, we concluded that the only important interaction for the diffusion
of magnetic nanoparticles is their excluded volume. For the 435 nm latex beads, all of
the nonidealities appear to be negligible. Finally, for the larger 910 nm beads, volume
exclusion, depletion, and induced magnetic-dipole interactions can all be important in
regions where the volume fractions of the beads reach values of 0.01 or above.
Magnetic-dipole interactions are anisotropic and are not accounted for in our analysis.
Since the beads focus on regions where the magnetic field is a minimum, the error
introduced by neglecting these interactions is not expected to be appreciable.
For the magnetic nanoparticles, we therefore have that
In r,, = 80,,,, (4.65)
while for the latex beads, we have
Iny, =8[ 1- (ap,a,,,,),,,) Op. (4.66)
The value of the depletion parameter/5 is given in Table 4.7 for the magnetic
nanoparticle volume fraction listed in Table 4.4.
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One thing to note is that Van der Waals interactions are not considered in this
analysis. In general, these forces decay very rapidly away from particle surfaces
(potentials decay as r -6) and will not have an effect unless the particles are able to
somehow overcome the large steric and electrostatic potentials as they are approaching
each other. If the species do come close enough together to within distances where Van
der Waals forces dominate, they will aggregate irreversibly and we would need to treat
this as a chemical reaction between two species, forming a larger species. For the
conditions of interest, the electrostatic and steric "barriers" are large enough that
aggregation can be neglected within the time scale of our experiments.
4.4.4 Nonideal pseudo-binary diffusion
The molar fluxes derived in Section 4.4.2, given by eqs. (4.25) and (4.27), do not
account for the nondidealities introduced in Section 4.4.3. Incorporating the results
summarized in the previous section, after some algebra we obtain
9, Vn (1- v,,C, )
Ji = -0,, [1 + 8v, C,] C,,, + V (V n [,,oMmV VH]. (4.67)RT
The extra term in the brackets accounts for the volume exclusion between magnetic
nanoparticles. Similarly, the flux of the latex beads becomes
p p +8(1 )v C CP ;fP [CPYoM VH , (4.68)
- RT 
where the extra term in brackets accounts for volume exclusion and depletion effects.
This term is negligible for the smaller 435 nm beads at the concentrations used in this
work, but can be appreciable for the larger concentration peaks obtained with the 910 nm
beads.
The conservation equations and diffusion coefficients are the same as the ones
obtained in Section 4.4.1, namely
"C + V-JJ =0 (4.69)
andt
and
147
P3 + V. J = 0. (4.70)
at
The diffusion coefficients also remain the same, given by
kT
mw = 6 (4.71)67rrwarn
and
O ,, =kT (4.72)
67fwr, 1+5 v m Cm ap
Whereas the conservation equation of the magnetic nanoparticles is decoupled, the
conservation equation for the latex beads is coupled to the concentration of the
nanoparticles through the diffusion coefficient, the magnetization of the mixture, and the
parameter 6.
4.5 Comparison with experimental data
4.5.1 Analytical approximations
To obtain some physical insight into the focusing dynamics of nonmagnetic
species immersed in magnetic fluids, several simplifications were made in order to obtain
analytical results valid at either very short or very long times. The results give estimates
of the behavior at short times, at steady state, and the time necessary to reach steady state.
4.5.1.1 Dynamics at short time scales
At very short times, before diffusion effects come into play and changes in the
magnetic fluid profile become important, the one-dimensional governing equation for the
latex beads can be approximated as
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act a (,c,)
at ax
where
fp = ,uMVH
is the magnetic force density and the constant (at short times) (p is given by
Ds Vpf RT
RT
(4.73)
(4.74)
(4.75)
Since f, is not a function of time at the time scales of interest, eq. (4.73) can be written as
(fp) fp (f ) 0, (4.76)
at ax
so that fpC is a constant along the characteristics of eq. (4.76), which are given by
dxc = -(p . (4.77)
dt
If the force density is linearized about x = O0, such that
fp = fox,
the characteristic equation has the solution
Xc,o
Since fpC is a constant along the characteristics, we have that
f oxcCP = foxc,oC,o ,
which gives
CP = exp((fot) 
.Cp,o
(4.78)
(4.79)
(4.80)
(4.81)
Eq. (4.81) tells us that near the region where eq. (4.78) is valid, the concentration of latex
beads grows exponentially in time. From eq. (4.79), the characteristics all decay
exponentially to xc = 0 to allow for this exponential growth.
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From the experimental results presented earlier in this chapter, we see more of a
linear increase in the concentration profile of the latex beads. The main reason for this is
that the linearized form of the force density is valid only over a very small region and
over-predicts the force density everywhere else. However, eqs. (4.79) and (4.81) do
provide a qualitative description of the focusing process, where material is coming from
both directions and focusing at x = 0.
4.5.1.2 Focusing at steady state
At very long times, the concentration of beads in the peaks becomes large enough
that Brownian diffusion becomes negligible with respect to volume exclusion and other
nonidealities. At steady state, assuming that the term resulting from the excess chemical
potential is still valid, the net flux is zero and we have
0= Df [8 1-) VC, jVC] - ' [CV uMVH , (4.82)
or
VC = . (4.83)
8RT(1- )
Using the previous linearization of the magnetic force density, the concentration profile
in the x-direction is given by
dC__ = _ o x . (4.84)
dx 8RT(1-, )
Solving this equation subject to the constraints of mass conservation between the magnet
pairs (say -L to L) and non-negative concentration values, we obtain
Cp = CpoL fo (3x2 _2), -<0< , (4.85)
t 48RT(1-fi)
where
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(4.86)
and the concentration is 0 elsewhere between -L and L.
The concentration curve predicted by eq. (4.85) is qualitatively consistent with the
concentration profiles obtained in our experiments, where the concentration evolves from
the initial uniform profile into a parabolic profile. For the initial bead concentration
(Op = 0.001) and experimental conditions used in this work, eqs. (4.85) and (4.86) predict
C
steady-state peaks of thickness £ - 10-um and normalized concentrations of " - 1000,Cpo
which essentially means that the beads will continue to accumulate until they reach their
maximum packing volume fraction. Based on the focusing rates observed in our
experiments, our systems would require about one week to reach steady state.
4.5.2 Magnetic nanofluid defocusing
As depicted in Figure 4-15 and demonstrated in Figure 4-16, the magnetic
nanoparticles tend to defocus from the region near x = 0, leading to an increase in
fluorescence in that region in addition to a smaller magnetic buoyancy force on the
nonmagnetic beads. To calculate the concentration profile of the magnetic particles, eq.
(4.69) was solved using Comsol Multiphysics, treating the nanoparticles as having an
effective magnetic diameter of 6.6 nm and a hydrodynamic diameter of 21.5 nm. The
results of the two-dimensional (x-z plane) simulation were then combined with eq. (4.12)
to convert the concentration profiles into fluorescence-intensity profiles. The resulting
cross-section averaged fluorescence-intensity profiles are shown in Figure 4-21.
As seen in the simulation results, treating the magnetic nanoparticles using only
their volume-average magnetic size leads to significant under-prediction of the amount of
defocusing near x = 0. To account for the polydispersity in magnetic nanoparticle size
and get a better estimate for their concentration as a function of time, the magnetic fluid
was modeled as a 3-component mixture in a water continuum, as discussed in Chapter 2.
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3RT(1- -Co CL
The magnetic diameters and relative mole and volume fractions for each of the
components are given in Table 2.1. The M-H relationships for the three magnetic species
given in Figure 2-10 were used to calculate their magnetic force densities. The three
corresponding hydrodynamic diameters were used as fitting parameters, with the
requirement that eq. (2.7) is satisfied for a number-average hydrodynamic diameter of
21.5 nm (obtained from DLS data).
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Figure 4-21: Comparison between experimental and model-predicted fluorescence-
intensity profiles due to magnetic fluid defocusing. The simulation results treat the
magnetic nanoparticles as monodisperse.
For simplicity, the diffusion of each of the three magnetic species was modeled
using a pseudo-binary approach. For the model to be valid, the cross-interaction between
each of the three species should be negligible, so that each species only "sees" the solvent
and itself. The approximate set of equations for the magnetic species is
aC + V-Ji = 0 (4.87)
with
J= - C, [1+8v,2C,]+ RT [CioMVH]. (4.88)
J-i - iwV i l' vii -- RT
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In the above expressions, vi is the molar volume of magnetic species i and Ci is its molar
concentration, given by
Ci = x., C,
where xm,, are the fraction of the magnetic particles having size i. At t = 0, the values for
the x,,, are given in Table 2.1. The total magnetic nanoparticle concentration at any time
t is given by
3
Cm = C i . (4.89)
i=l
Relating the concentration of magnetic nanoparticles to the change in
fluorescence (at constant fluorescent bead concentration) is not as straight-forward as
before, since the amount of light attenuation depends on the concentration as well as the
size-distribution of the magnetic nanoparticles. The calibration shown in Figure 4-16
assumes that the particle-size distribution is uniform throughout the sample, which of
course is not the case in at t > 0. For particles much larger than the wavelength of light in
the sample, the total amount of light extinction (absorption plus scattered light) is roughly
proportional to the projected area of the particles. For colloidal particles much smaller
than the wavelength of light, light-extinction effects are more complex. In the limit of
small particle diameters with respect to the wavelength of light, the extinction is given by
[21]
2 4 fCma3E3/2L e, ((, a)
E (AE2, a) A-n= 2 (4.90)A-1n(10) (Cr (A, a) + 2c w  + (2, a)
where 2 is the wavelength of light (from laser light and fluorescence), L is the depth at
which the extinction is measured, e, is the dielectric constant of the medium (water),
and er and ei are the real and imaginary dielectric constants of the magnetite nanoparticles
with radius a. Since most of the light extinction is due to the magnetic cores, the
extinction was assumed to be a function of the magnetic core size, not the overall
(hydrodynamic) size of the nanoparticles.
In the limit where the dielectric constants vary negligibly with particle size at a
given wavelength, eq. (4.90) predicts that light extinction varies with the volume of the
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magnetite nanoparticles. Experimentally, the variations in the dielectric constants result
in a dependence of am, where m is somewhere between 2 and 4 for particles in the size-
range of interest to us [22-25]. For simplicity, light extinction was assumed to be
proportional to the volume fraction of magnetic material, or m = 3. Using the definition of
Om given in eq. (4.9), for a 0.1 vol % magnetic fluid we therefore have
3
CVmag,i
O .i= 1 , (4.91)0.001
where Vma,,i is the magnetic molar volume of species i. This is different from the molar
volume used in eq. (4.88), which is based on the total volume of species i (i.e., calculated
using its hydrodynamic diameter as opposed to its magnetic diameter)
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Figure 4-22: Comparison between experimental and model-predicted fluorescence-
intensity profiles due to magnetic-fluid defocusing. The simulation results treat the
magnetic nanoparticles as a mixture of three different-sized species.
Figure 4-22 shows a comparison between the experimental and the predicted
three-component fluorescence-intensity profiles, obtained using the results from eqs.
(4.87) and (4.91) in eq. (4.12). The three hydrodynamic diameters used were 21 nm, 30
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nm, and 40 nm for the small, medium, and large magnetic nanoparticles, respectively.
These three hydrodynamic diameters satisfy eq. (2.7) for a number-average
hydrodynamic diameter of 21.5 nm and match the experimental data very well, as can be
seen from the dashed line included in the figure. The only part of the profile that cannot
be predicted is the sharp drop-off in fluorescence intensity where the magnetic field is a
maximum. This is most likely due to errors arising from the approximation used to
calculate the magnetic field analytically. Other potential sources of error are that the
model only captures three moments of the particle-size distribution, neglects interaction
between the different-sized species, and neglects magnetic dipole-dipole interactions,
which may be significant for large magnetic nanoparticles at high magnetic-field
strengths.
4.5.3 Nonmagnetic species focusing
After having obtained a solution for the magnetic nanoparticle concentration, eq.
(4.70) was solved numerically to obtain concentration profiles for the nonmagnetic beads.
The first results presented are for a mixture of 910 nm beads in a magnetic nanofluid, at
volume fractions of 0.001 for both the beads and magnetite, with 6 mm spacing between
the capillary tube and the magnets. The corresponding experimental fluorescence-
intensity results were previously shown in Figure 4-18(a). If the magnetic nanoparticles
are treated using only one equivalent magnetic diameter, the fluorescence-intensity
results presented in Figure 4-23 are obtained.
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Figure 4-23: Comparison between experimental fluorescence-intensity profiles and
the profiles predicted by the 1-component (plus solvent) magnetic-fluid model.
As seen in the figure, the fluorescence intensity in the focusing region is under-
predicted at short times and over-predicted at longer times. The reason for the under-
prediction at short times is the lack of predicted defocusing of the magnetic nanoparticles
near x = 0. In the actual experiments, the defocusing of the magnetic nanoparticles in this
region led to higher fluorescence intensities for a given latex-bead concentration. At
longer times, since the magnetic nanoparticle concentration and average nanoparticle
diameter are both over-predicted near the focusing region in this simple model, the force
of magnetic origin on the latex bead is higher than it should be. This led to an over-
prediction of the amount of latex-bead focusing.
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Figure 4-24: Comparison between experimental fluorescence-intensity profiles and
the profiles predicted by the 3-component (plus solvent) magnetic-fluid model.
Figure 4-24 shows the results for the same experimental conditions, but using the
three-magnetic-size model discussed in the previous section. Since this model does a
better job of capturing the amount of magnetic nanoparticle defocusing, it gives better
estimates for the fluorescence intensity at short times. At longer times, since it accounts
for the lower magnetic fluid concentration and smaller magnetic nanoparticles sizes near
the focusing region, the model does not over-predict the amount of latex-bead focusing.
Again, as was the case for the magnetic nanoparticle profile, the simulations are off in the
regions where the magnetic field strength is a maximum. The difference may be due to
approximations made in obtaining the magnetic field profile, magnetic-dipole interaction
between the larger magnetic nanoparticles, or the failure to include higher magnetic
moments in our simulations.
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Figure 4-25: Comparison between fluorescence-intensity and latex-bead
concentration profiles, as predicted by our model.
A comparison between the simulated fluorescence-intensity and concentration
profiles is shown in Figure 4-25. We see that for t = 80 min, the fluorescence intensity is
about 35% higher than the actual concentration. From Figure 4-22, we know that about
15% of the difference is due to the magnetic fluid concentration decreasing in that region.
The other 20% difference comes from the nonlinearity of the fluorescence-intensity vs
concentration relationship, as given by eq. (4.4). This nonlinearity is somewhat amplified
by the two-dimmensional nature of the concentration profile, as shown in Figure 4-26.
This figure provides a contour plot of the bead concentration at t = 80 min. Due to the
force in the z direction pushing the nonmagnetic beads towards the center region of the
capillary tube, the maximum concentration at x = 0 is about 5 times larger than the cross-
section average given in Figure 4-25.
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in this chapter. The first of these comparisons was for the effect of magnetic fluid
strength at the same 6 mm spacing used in Figure 4-24. For a 0.05 vol % magnetico " '-- / ,i -. . - --5 o - mm0.15nanofluid, using the same conditions as before (0.1 vol % of 9510 nm beads, 6 mm
spacing, etc.), we obtained the results shown in Figure 4-27. The experimental data are
the same as the data shown in Figure 4-18(b). Using no adjustable parameters, thez (mm)
Figure 4-26: Contour plot of the m del-predic ed conceresults again match the experimental data quanaton profile for the 910nm beads at t = 80 min. The z-direction is along the thickness of the capillary.
region4.5.3.1 Effect of magnetic fluid and field strength
Figur model was test dhow  a compgainst the other xp rimental conditions pr sented e rli r
predin this chapter. The first of these comparisons was for the effect of magnetic fluid, but a wider spacing b ween the
strmagnets (7 mm). Part (b) compares ng he results using the same 7 mm spacingFigure 4-24. For a0.05 vol % mag etic a
nanofslightly lower magnetic fluidsame conceditions as before (0.08 vol % of, as previously shown in Figure 4-mm
14). spacinallyg, etc.), wepart (c) obtained the results shown in Figure 4-27.compares the experimental and model-predicted results
forthe samoe concas the dntated fluid (0.2 vol %, as shown in Figure 4-17(8(b). Using no adjustable paramet rs, themodel-predicted results again match the experimental data quantitatively except for the
region of high magnetic field strengths.
Figure 4-28(a) shows a comparison between the experimental data and the model-
predicted results using a .1 vol % magnetic fluid, but a wider spacing between the
magnets (7 mm). Part (b) compares the results using the same 7 mm spacing, but at a
slightly lower magnetic fluid concentration (0.08 vol %, as previously shown in Figure 4-
14). Finally, part (c) of the figure compares the experimental and model-predicted results
for a more concentrated fluid (0.2 vol %, as shown in Figure 4-17(b)). In each case, the
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model is able to correctly predict the effects of changes in magnetic-fluid and magnetic-
field strength, except for the region where the magnetic field strength is the highest.
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Figure 4-27: Comparison between experimental and model-predicted fluorescence-
intensity profiles for a lower magnetic fluid concentration (0.05 vol % magnetite).
The accuracy of the results in Figure 4-28(c) are rather surprising, since many of
the assumptions made in the model are no longer valid at such high magnetic fluid and
latex-bead concentrations. The interaction between the latex beads and the magnetic
nanoparticles, which is neglected in the model, is not negligible at such high latex bead
concentrations. Magnetic dipole-dipole interactions between the beads are more
important at higher magnetic-fluid concentrations, which may explain the difference in
the peak thickness between the experimental and model-predicted results. These effects,
however, do not appear to have a significant effect on the focusing peak heights over the
80 minute time-span considered.
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4.5.3.2 Effect of initial latex bead concentration
As previously discussed, the latex-bead fluorescence intensity is not a linear
function of the bead concentration, meaning that the normalized fluorescence-intensity
profiles should depend on the reference (initial) concentration. This was shown
experimentally in Figure 4-19, where three different intensity profiles were obtained
using three different initial concentrations for the beads, even though each plot was
normalized by the initial fluorescence profile at that concentration.
(b)
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Figure 4-29: Comparison between experimental and model-predicted fluorescence-
intensity profiles for 7 mm spacing between the magnet and the capillary at
different initial latex-bead concentrations; (a) 0.02, (b) 0.1, and (c) 0.5 vol%.
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Figure 4-29 shows the simulation results obtained using the same three initial
concentrations presented in Figure 4-19. The model again captures the correct trends
observed experimentally, where the highest focusing peak was obtained using an initial
latex-bead volume-fraction of 0.001. At higher latex bead concentrations, a combination
of fluorescence saturation and excluded-volume effects results in smaller fluorescence-
intensity peaks.
4.5.3.3 Effect of latex bead size
In Figure 4-20, we showed the experimental effect of decreasing the latex bead
size from 910 to 435 nm. Figure 4-30 shows a comparison between the experimental and
model-predicted results for the smaller 435 nm beads at a magnetic fluid concentration of
0.1 vol %, a fluorescent bead concentration of 0.1 vol%, and 6 mm spacing between the
magnets and the capillary. Our model is able to quantitatively account for the effect of
latex-bead size on their focusing dynamics.
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Figure 4-30: Comparison between experimental and model-predicted fluorescence-
intensity profiles for 435 nm fluorescent beads.
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4.5.4 Focusing under different magnet configuration
As seen in Figure 4-26, our simulation results show that the latex beads were
focused in both the x and z directions. This was expected, since the focusing force was
found to be of the same order of magnitude in both directions near the focusing region.
Unfortunately, due to the lack of resolution at the large working distance used in these
experiments (distance between the camera and the sample), we were not able to
experimentally verify the amount of focusing in the z-direction predicted in Figure 4-26.
The results obtained from the model do, however, suggest that if the capillary tube were
lying along the z-axis (see Figure 4-3), the focusing peaks should be of the same order-of-
magnitude as the ones obtained with the original configuration, albeit at different
locations. This idea was tested using the magnet configuration shown in Figure 4-31,
where the magnets are oriented with their magnetic moments along the axis of the
capillary tube (now the z-axis).
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Figure 4-31: Schematic of the experimental setup with a different magnet
configuration.
The experimental fluorescence-intensity profiles obtained using this setup are
presented in Figure 4-32. Volume fractions of 0.001 of both magnetite and fluorescent
beads were used for both of the results shown. The results on the left plot were obtained
using 910 nm beads and the results on the right were obtained using 435 nm beads.
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Figure 4-32: Experimental fluorescence-intensity profiles for the flipped magnet
configuration; (a) 910 nm beads and (b) 435 nm beads.
Using the approach presented in Chapter 2, the magnetic field and force-density
profiles were obtained for this "flipped" magnet configuration. The concentration and
equivalent fluorescence-intensity profiles were numerically computed as before, and are
given in Figure 4-33. With no adjustable parameters, the model was able to accurately
predict the results except in the region where the magnetic field had its highest intensity.
The experimental data do not have the third peak at the right because this region was not
illuminated with the laser beam. Due to symmetry, we would expect the peaks at the far
left and far right to be mirror images of each other, as predicted by the model.
80 min 8n n
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Figure 4-33: Model-predicted fluorescence-intensity profiles for the flipped magnet
configuration; a) 910 nm beads and b) 435 nm beads.
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4.5.5 Sensitivity studies
As discussed in Chapter 2, the shape of the M-H curve for the magnetic nanofluid
is highly sensitive to the size distribution of the magnetic cores. As a consequence, the
focusing force density is also sensitive to this size distribution, and simply changing the
fluid batch used can yield very different results. The focusing force density is also highly
sensitive to the magnetic field profile, as any small changes in the field can lead to
appreciable changes in its gradient. In this section, we study the sensitivity of our model-
predicted results to changes in M and H.
4.5.5.1 Magnetic field resolution
Figure 4-34 shows a comparison between the analytical solution used so far for
the magnetic-field profile and a numerical solution obtained using the Maxwell 3D
software. The field-intensity profiles are for the original magnet configuration shown in
Figure 4-3, averaged across the capillary tube cross-section, for 7 mm spacing between
the magnets and the capillary. In terms of the magnetic field itself, the difference is
negligible over most of the range except for the regions closest to the magnets, where the
numerical result may actually be more accurate, since it uses the correct value ofU r (see
eq. (3.9)).
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Figure 4-34: Comparison between analytic and numerical magnetic-field intensity
profiles for the original magnet configuration depicted in Figure 4-3.
A comparison between the results obtained using the numerical and analytic
magnetic fields is shown in Figure 4-35. These results are for a 0.0005 volume fraction
of magnetite and a 0.001 volume fraction of 910 nm latex beads, with spacing of 7 mm
between the magnets and the capillary tube. Even after a substantial amount of
smoothing of both the magnetic field and its gradient, the numerical results still yield
fluorescence-intensity profiles which show the effects of noise in the magnetic field
profile. With further smoothing, we run the risk of over-smoothing the regions
containing large magnetic-field gradients and under-predicting the amount of focusing.
One interesting thing to notice about the experimental results is that small changes in the
predicted magnetic field arising from numerical noise are enough to give the sharp "dip"
in fluorescence intensity found in the experimental data at the regions where the magnetic
field is a maximum.
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Figure 4-35: Comparison between fluorescence intensity results using numerical and
analytic magnetic-field intensity profiles.
4.5.5.2 M-H curves
A simpler way to describe the M-H relationship of a magnetic nanofluid is to use
the empirical relationship
M = sat H, (4.92)
H, +H
where Msat is the saturation magnetization of the fluid and Ht is the value of H at which M
= Msat/ 2. This simple relationship captures the linear behavior of the M-H relationship
at low fields and the saturation effect at large fields. This relationship has been used
previously to study the magnetophoretic focusing of nonmagnetic species in magnetic
nanofluids [25].
Figure 4-36 shows a plot of the experimental M-H data for a 1 wt % magnetic
fluid (-0.2 vol %) fitted by eq. (4.92). As seen in the plot, the empirical model predicts
magnetization values accurately at high fields, but under-predicts them at low field
strengths. Since the focusing of nonmagnetic species occurs in regions where the field is
a minimum, such under-prediction will have a significant effect on the resulting
concentration profiles. Also, since the magnetization does not have the correct
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Analytic magnetic field
dependency on the magnetic particle-size distribution, it also fails to account for the
changes in magnetization as the magnetic fluid defocuses from the region where the
nonmagnetic particles focus.
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Figure 4-36: Fit to experimental M-H data using eq. (4.92).
Figure 4-37 provides a comparison between the results obtained using eq. (4.92)
and a Langevin expression for the fluid magnetization. Since eq. (4.92) does not account
for different-sized magnetic nanoparticles, the predictions using this empirical
relationship were compared to the one-component (plus water) model described in
Section 4.5.2. The parameters used in both simulations were 0.1 vol % of both magnetite
and 910 nm fluorescent beads and a spacing of 6 mm between the magnets and the
capillary tube. The results using a Langevin model were presented previously in Figure
4-23.
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Figure 4-37: Comparison between fluorescence intensity results using numerical and
analytic magnetic-field intensity profiles.
4.5.6 Experimental artifacts
There were several experimental artifacts encountered that were initially
interpreted incorrectly. The main artifacts are discussed in this section, as these will
probably present themselves during future experimental work in this area.
4.5.6.1 Latex bead settling
The fluorescent beads obtained from the manufacturer have a specific gravity of
1.05. In the absence of concentration gradients, the density of the magnetic nanofluid
continuum is about 1.004, which means that the latex beads will settle over time. This
slow settling was initially believed to be negligible, but when coupled with the small
penetration depth of laser light into the sample (the intensity of the laser beam drops to
37% of its original value at about 1/4 of the way into the channel, or 100 [Im), the effect
of settling on fluorescence intensity can be appreciable.
For the 910 nm beads, a force balance between their weight, the gravitational
buoyancy force from the fluid, and viscous drag results in a settling velocity of
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0.12 m/min, which equates to a settling distance of 9.6 pm over the 80 min duration of
the focusing experiments. At this distance, the fluorescence intensity from a latex bead
originally near the top surface of the capillary tube is 83% of its original value. This loss
of fluorescence intensity is consistent with the values observed experimentally, where
there would be 15-25 loss in fluorescence over a time period of 80 minutes.
Initially, this loss in fluorescence was attributed to photobleaching, which is the
permanent loss of fluorescence catalyzed by high-intensity light. Fluorescence studies in
the absence of magnetic nanoparticles eventually dismissed this hypothesis. The loss of
fluorescence from the mixture of latex beads suspended in a magnetic nanofluid was
eliminated by increasing the density of the magnetic nanofluid to match that of the latex
beads using sucrose.
4.5.6.2 Fluorescence enhancement from non-fluorescent beads
In Figure 4-16, we approximated the increase in fluorescence due to magnetic
nanofluid defocusing by measuring the increase in fluorescence from a mixture of
magnetic fluid and 81 nm fluorescent, nonmagnetic beads. This would have been the
same increase in fluorescence during a focusing experiment if the magnetic nanoparticles
did not interact with the focusing species. In an attempt to measure possible interactions
between the focusing latex beads and the magnetic nanoparticles, the experiment
presented in Figure 4-16 was repeated, but with the addition of 910 nm nonmagnetic,
non-fluorescent beads at a concentration of 0.1 vol%. The idea was that these non-
fluorescent beads would affect the fluorescence-intensity profile only if there were any
interactions (such as volume exclusion) between the beads and the magnetic
nanoparticles.
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Figure 4-38: Increase in fluorescence due
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to the focusing of non-fluorescent beads.
Figure 4-38 shows a normalized fluorescence-intensity plot for a focusing
experiment using a mixture of 81 nm fluorescent beads and 910 nm non-fluorescent
beads. This profile is compared to the one obtained in the absence of the 910 non-
fluorescent beads, as shown previously in Figure 4-16. As seen in Figure 4-38, there is
an increase in fluorescence intensity near x = 0 when the non-fluorescent beads are
added, which was initially attributed to exclusion of the magnetic nanoparticles by the
focusing 910 nm beads.
0.1 vol % magnetite, 0.05 vol % fluorescent beads
3.5
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Figure 4-39: Increase in fluorescence due to an increase of non-fluorescent bead
concentration.
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In reality, this fluorescence enhancement was due to multiple scattering arising
from of the presence of the 910 nm beads. Figure 4-39 shows a plot of fluorescence
intensity as a function of non-fluorescent bead concentration at a constant concentration
of fluorescent beads. As seen in the image, increasing the concentration of latex beads
increases the fluorescence intensity even if the number of fluorescent beads is kept
constant. The effect is especially pronounced when the size ratio of non-fluorescent to
fluorescent beads is large, as observed for the mixture of 81 nm and 910 nm beads. The
increase in fluorescence observed in Figure 4-38 is not due to displacement of the
magnetic nanoparticles, but to the increase in latex bead concentration in the focusing
region. A similar phenomena was observed in the calibration curves presented in Figure
4-11 and Figure 4-12, where increasing the concentration of fluorescent beads resulted in
a super-linear increase in fluorescence. In fact, the profile observed in Figure 4-12
greatly resembles the lower curve in Figure 4-39.
4.5.6.2 Species aggregation
The results presented in this chapter are for the case of negligible aggregation
between the latex beads and between the beads and the magnetic nanoparticles. In
general, the latex beads had to be used within three months of receipt from Spherotech or
there would be some noticeable aggregation present. Focusing experiments performed
using older samples would have concentration peaks much higher than the ones presented
in this work due to the larger average-particle size.
Another type of aggregation encountered was the aggregation between the latex
beads and the magnetic nanoparticles. Over time, the magnetic nanoparticles would stick
to the latex beads and give them a positive magnetic moment. The use of SDS
significantly reduced this rate of aggregation, but aggregation was still an issue for older
samples. For the experimental results presented in this chapter, the samples were used
within 24 hours of preparation to minimize this effect.
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4.6 Conclusions
In this chapter, we investigated the different parameters affecting the focusing of
submicron, nonmagnetic particles immersed in magnetic nanofluids. Focusing was
monitored experimentally using fluorescence imaging. The results were modeled using
continuum species-conservation equations with the forced diffusion driving forces
presented in the previous chapter. Excess chemical potentials were introduced to account
for nonidealities such as volume exclusion, electrostatic repulsion, depletion effects, and
magnetic dipole interactions. Only volume exclusion and depletion effects were
incorporated in the model.
Our model, which contains no adjustable parameters, was able to predict the
experimentally-obtained concentration profiles of nonmagnetic particles both
qualitatively and quantitatively over a wide range of experimental conditions. As
expected, focusing was found to increase with magnetic fluid and magnetic field strength
as well as nonmagnetic particle size. The model was highly sensitive to the accuracy and
smoothness of the magnetic field data as well as with the magnetization dependence on
the magnetic field strength.
Our studies unveiled that as the nonmagnetic particles are focusing in the region
of minimum field strength, the larger magnetic nanoparticles are defocusing from that
region, leading to a decrease in magnetophoretic focusing-force over time. Our model
would not be able to capture the correct focusing dynamics if the polydispersity of the
magnetic nanofluid were neglected. In order to obtain accurate results, three moments of
the magnetic size distribution were used in our model.
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Chapter 5
5. Magnetophoretic Trapping
In the previous chapter, the dynamics of nonmagnetic species immersed in
magnetic nanofluids under applied magnetic fields were studied for systems with
negligible flow. In this chapter, we study the coupling between negative
magnetophoresis and flow-induced drag as applied to the size-based trapping of
nonmagnetic species.
The concept behind the size-based trapping technique used in this work was
introduced conceptually in Chapter 1 and is illustrated again in Figure 5-1. A mixture of
relatively small (red) and large (blue) particles is suspended in a ferrofluid and convected
in the + z direction of a flow channel. A magnetic field is generated in such a way that its
gradient is small in the entrance region and increases in magnitude further downstream.
These gradients generate a trapping force density that increases in magnitude as the
particles flow down the channel. As per eq. (1.5), smaller force densities are sufficient to
trap larger particles, so these are expected to be trapped against flow near the entrance of
the channel. The smaller red particles require higher stopping force densities, so they
should be trapped further downstream.
fs
flow
".,.vvA
z
Figure 5-1: Schematic of the technique used to size-selectively trap nonmagnetic
particles immersed in a magnetic nanofluid.
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There are two reasons for the oscillating nature of the trapping force density
depicted in Figure 5-1. The first is that high magnetic field gradients are needed to
achieve the required stopping (or trapping) force densities, and the most effective way to
achieve this is to have local peaks in the magnetic field profile. This automatically
results in an oscillating trapping force density. The second reason is that we are
interesting in focusing and concentrating the nonmagnetic particles as they are trapped.
Size-based trapping using this procedure was achieved using a micro-fabricated
device (chip). The design and fabrication of such chips and the experimental results
obtained using the chips in the presence of an external magnetic field have been
published elsewhere [1]. This chapter is concerned with the modeling of these
experimental results as well as with the design and implementation of macroscopic
devices designed to improve on the shortcomings of the micro-chip.
5.1 Micro-chip trapping experiments
The trapping of nonmagnetic, submicron particles immersed in a magnetic
nanofluid was studied experimentally by monitoring the concentration profiles of
fluorescently-tagged latex beads. As in the focusing experiments, LFI was used to
measure the temporal and spatial variations in their concentration profiles as they flowed
in a micro-chip in the presence of an externally applied magnetic field. Concentration
profiles were approximated from the fluorescence intensity emitted by the latex beads.
The experimental results have been published elsewhere [1] and are briefly summarized
in this chapter.
5.1.1 Materials
The fluorescent beads used for trapping were also obtained from Spherotech. In
the work published by Park [1], the small and large fluorescent polystyrene beads were
described as having diameters of 510 nm and 840 nm, respectively. SEM images and
Dynamic Light Scattering (DLS) data have since revealed that the diameters were
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actually 435 nm and 865 nm, respectively. With the exception of the SDS surfactant and
NaCl, the materials used to prepare the samples were the same as the ones discussed in
Section 4.1.1.
5.1.2 Experimental Setup
A schematic of the experimental setup used is shown in Figure 5-2. A syringe
pump (Model M365, Sage Instruments-Thermo Electron, Waltham, MA) was used to
pump a mixture of magnetic nanofluid and fluorescent, nonmagnetic beads into a flow
channel inside the chip using a 25 pL precision syringe. Unlike the focusing experiments,
the feed mixture contained both the small and the large nonmagnetic beads
simultaneously. Two permanent magnets were used to generate a magnetic field which
was modified into the desired profile by magnetic cores in the chip. A schematic and a
photograph of the micro-chip are included in Figure 5-3.
Magnets0.1 vol % pink PS, 435 nm
0.1 vol % purple PS, 865 nr
0.1 vol % MF
1.05 SG using sugar
pump 1Em1- --..- Tube
Syringe T
Flow
Figure 5-2: Schematic of the experimental setup used for the micro-chip trapping
experiments.
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Figure 5-3: Schematic (left) and photograph (right) of the micro-chip used for the
trapping experiments.
5.1.3 Magnetic and force fields
The magnetic field within the channel region was computed numerically using the
software Maxwell 3D. The field intensity and resulting force density in the flow
direction for a 0.1 vol % magnetic nanofluid, averaged across the flow-channel cross-
section, are shown in Figure 5-4. The force density resembles the schematic profile
depicted in Figure 5-1. More details on the design and computation of the magnetic and
force-density profiles are given by Park [1].
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Figure 5-4: Magnetic field intensity (left) and force density in the z direction for a
0.1 vol % magnetic nanofluid (right) averaged across the flow-channel cross-section.
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Since the height of the cores is approximately the same as the channel height, end
effects (i.e., fringing fields) were appreciable and the magnetic field varied considerably
in all three spatial directions. Figure 5-5 shows an intensity plot of the magnetic field in a
cross section of the channel between two magnetic cores. In this figure, the flow field is
in the z direction, the magnetic cores oppose each other in the x direction, and the y
direction is the viewing direction, where the laser beam penetrates the sample and
fluorescence intensity is measured. As seen in the figure, the magnetic field strength is
highest near the cores and weakest at the top and bottom of the channel. As a result,
there are force densities pushing the particles in the x direction towards the center of the
channel and in the y direction towards the top and bottom of the channel. Cross-section
averages of these force densities (in the square region between x = y = 0 and x = y = 50
gim) are given in Figure 5-6. As seen in this figure, the transverse (perpendicular to the
flow direction) magnetic force-densities are of the same order-of-magnitude as the force
density in the direction of flow. In the latter figure, the curves in blue were obtained
using the magnetic field data generated using Maxwell 3D and the red curves are
empirical fits, discussed later on in this chapter.
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Figure 5-5: Magnetic field intensity over a cross-section of the flow channel.
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Figure 5-6: Force densities in the x and y directions for a 0.1 vol % magnetic
nanofluid averaged over the cross-section of the flow channel.
The local force densities within the channel are not uniform over the entire cross-
section of the channel. The x-force density varies approximately linearly with x, with the
force density being zero at the center of the channel and f, (0, y) = -f, (Lx, y), where Lx
is the width of the channel. Similarly, the y-force density varies approximately linearly
with y, with the force density being zero at the center of the channel and
fy (x,0) =-fy (x,Ly), where Ly is the height of the channel. The dependence offx on y
and the dependence off, on x are more complex. In general, the magnitude off, is
smaller near the center of the channel than near the side walls, and the magnitude offx is
higher near the center of the channel than near the top and bottom walls.
5.1.4 Sample preparation
The samples were prepared in 2 mL plastic vials, with the typical sample volume
being 200 L. Some common amounts for each of the components are listed in Table 5.1.
The quantities are very similar to the ones presented in Table 4.2, but without salt and
SDS. For the flow experiments, we were not as concerned with controlling the extent of
electrostatic interactions, so no efforts were made to control the Debye length via the
addition of salt.
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Table 5.1: Common sample volumes and concentrations
experiments
used in the flow-chip
Component Amount (gL) Concentration in Mixture
2.3 wt % magnetic fluid 45 0.1 vol %
1 wt % 435 nm latex beads 20 0.1 vol %
1 wt % 865 nm latex beads 20 0.1 vol %
1.28 SG sugar solution 31 15.5 vol %
DI water 84
total 200
5.1.5 Fluorescence imaging
The concentration of the different-sized latex beads were monitored using LIFI.
For multiple species, the concept used is illustrated in Figure 5-7, where one wavelength
of light was used to excite two species with overlapping excitation curves. Different
optical filters were used to differentiate between the fluorescence being emitted by each
species.
illuminate
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Intensity
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Intensity
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514
measurement 1
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measurement 2
Figure 5-7: Schematic of LIFI for multiple species.
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5.1.6 Data acquisition
The setup used to monitor the concentration profile of the fluorescent beads was
similar to the one depicted earlier in Figure 4-8, but with the incorporation of the extra
components shown in the photograph at the bottom of the figure. A schematic of this
setup is given in Figure 5-8. A beam-splitter was used to split the fluorescence signal and
send half of it to CCD Camera 2. Emission filter 1 was designed to pass the fluorescence
signal from one of the species and Emission filter 2 to pass the fluorescence from the
other species. More details about this setup are given by Park [1].
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Figure 5-8: Schematic of the data-acquisition setup for multiple species.
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5.2 Data processing
Before the start of each experiment, a background image was taken at the normal
operating conditions (i.e., laser power, exposure time, etc.) with a 0.1 vol % ferrofluid in
the channel. As before, this image was used to subtract out background noise. After
emptying the channel, the full mixture containing the 435 nm and 865 nm beads was
injected into the channel and a reference image was recorded.
Ideally, the fluorescence signal from each species could be isolated by each
optical filter, resulting in no coupling between the signals of the two different-sized
beads. Unfortunately, to obtain similar fluorescence intensities from both species at the
same excitation wavelength (514.5 nm), the emission curves of the two dyes used
("purple" and "pink") had some overlap. Figure 5-9 shows the normalized fluorescence
spectra of the two species used, 435 nm "pink" particles and 865 nm "purple" particles.
As seen within the shaded regions corresponding to the bandwidths of the optical filters
used, there was some overlap between the two fluorescent signals, and the signals
captured by each camera contained data from both species.
Emission filter 1 Emission filter 2
(Camera 1) (Camera 2)
I I
1
0.8
" 0.6
- 0.4
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Fluorescence wavelength, nm
Figure 5-9: Normalized fluorescence spectra of pink and purple beads.
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After performing some calibration experiments, the signal recorded by each CCD
camera was related to the fluorescence of each species by the approximate relationships
S, = 0.891pi, +0.11 purpie, (5.1)
S2 = 0.25I,in +0.75Ip1ie. (5.2)
In the above equations, S, and S2 are the fluorescence signals (minus background)
recorded by CCD cameras 1 and 2 and Ipurple and Ipink are the fluorescence intensities
emitted by the corresponding species. Solving for these fluorescence intensities gives
Ipink = 1.17S 1 -0.17S 2 , (5.3)
Ipurple = 1.39S2 -0.39S . (5.4)
In Chapter 4, some empirical relationships were developed to account for the
nonlinearity of the fluorescence-concentration relationship and for fluorescence changes
due to magnetic-fluid concentration gradients. These relationships were useful because
there was only one scattering species (latex beads) and because the force density pushing
the magnetic and nonmagnetic species in the y direction was negligible. Whatever
concentrations were present near the top surface of the capillary tube at a point xi, yl, zl
were the same concentrations present at other points xj, y2, zl. For the flow-chip
experiments considered here, there are two scattering species, and an increase in the
concentration of the 435 nm particles in a region can enhance the fluorescence of the 910
nm particles in that region (and vice-versa). Furthermore, there are gradients in
concentration in the y direction for both the magnetic and nonmagnetic species, so the
fluorescence signals measured near the top surface of the channel are no longer
representative of the concentration deeper into the channel.
As a first approximation, the concentration of each fluorescent species was treated
as being linearly proportional to its fluorescence intensity. Because of this simplification,
the experimental fluorescence-intensity profiles presented in this chapter only provide a
qualitative description of the true concentration profiles.
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5.3 Micro-chip experiments
A summary of the experimental results obtained using the micro-chips is given by
Park [1]. Due to problems with clogging, all of the chips were eventually lost and only
two experiments provided meaningful results. The most accurate of these experiments is
summarized in Figure 5-10, with the mixture being injected into the channel at a velocity
of 15 pm/s. In this figure, t = 0 sec is defined as the time when the leading edge of the
mixture enters the region where the magnetic cores are present (active region). The three
plots correspond to the profiles when the leading edge of the mixture reached halfway
down the active region, when the edge made it all the way across the active region, and
when 75% more volume was injected into the channel.
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Figure 5-10: Experimental results for size-based trapping of latex beads.
As seen in the last plot, there is size-based trapping in the flow channel, with the
larger particles being trapped further upstream. The sets of peaks are not completely
separated from each other due to the continuous feeding of both species, resulting in an
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overlap of the trapped 865 nm particles and the 435 nm particles being fed. Comparing
the last two plots, we see that the 865 nm beads present near the end of the trapping
region reached that location during the initial filling of the channel. Once the leading
edge made it further downstream and the velocity reached an equilibrium profile, the 865
nm beads appear to be completely trapped before reaching z = 12 mm. The 435 nm
particles, on the other hand, were never completely trapped.
If the force density in the y direction were negligible, the trapping force in the z
direction would have to be an order of magnitude higher than the values given in Figure
5-4 to achieve trapping at a fluid velocity of 15 gm/s. The reason we were able to achieve
trapping in this experiment was because the x and y force densities forced the latex beads
towards the top and bottom walls of the channel, as these are the regions where the
magnetic field strength is the lowest (see Figure 5-5). Near the walls, the fluid velocity is
much smaller than its mean value, and trapping can be achieved using smaller trapping
force densities. Unfortunately, this transverse migration also led to more dispersion, as is
apparent by the broad trapping regions observed in Figure 5-10.
5.4 Continuum and Brownian modeling
As attempt to model the microphysics taking place in the trapping experiments
was initially made using the continuum models developed in Chapter 4. Due to sharp
concentration gradients near the walls, which resulted in singularities near the regions
where the latex beads accumulated, Brownian dynamics-type models were used instead
to approximate the concentration profiles of the beads. These simulations were able to
capture the experimental trends qualitatively, but could not predict them quantitatively
due to the numerous simplifications made in the model and in converting the
experimental fluorescence-intensity profiles into concentration profiles.
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5.4.1 Governing continuum equations
For negligible changes in density, the governing equation for the concentration of
the latex beads is given by
S+ v. VC = -V Jp. (5.5)
at
The velocity of the fluid at equilibrium is the expression for steady-state flow in a
rectangular channel,
v iK n-1
v = vK 3 (-1) 2
nl=1,3... n
coshn 1nzy
- cos-
cosh n7L, j
(2Lx
(5.6)
nLxi
In the above expression, Lx and L, are the width and height of the channel, respectively,
v is the mean velocity of the mixture, i, is a unit vector in the z direction, and the
constant K is given by
,n=1,3,...
(5.7)
tanh (2m)
M )
L L L L
Eq. (5.6) is valid over the range -_L < x < L and < y <
2 2 2 2
A plot of this velocity profile is given in Figure 5-11, with the mean velocity
being 15 gm/s and L, and L, being 100 gm and 110 gm, respectively. In our model, both
L, and L, were taken to be 100 gm, as accounting for the small differences in their actual
values did not have noticeable effects on the results. As before, the diffusive flux is
given by
P = -OPf VCP 1+ 8 - )vC) -D 4 pVH (5.8)
with all the terms in the expression defined in the previous chapter. The magnetic
nanoparticles obey the analogous equations,
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The above set of equations is valid as long as the concentration of the species is
not too large (the excess potential term is only valid up to first order in volume fraction)
and the concentration gradients occur over length scales much larger than the species
sizes (continuum assumption). For numerical purposes, the gradients in concentration
must also take place over length scales not much smaller than the thickness of the
channel.
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Figure 5-11: Velocity profile in a rectangular channel.
The boundary conditions require that there is no flux normal to any of the four
channel walls. Since there is a non-zero force density in the y direction at the top and
bottom walls, there must be a concentration gradient at the wall to balance this force. For
the latex beads, this gradient is given by
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where
OHfN =#oM (5.12)
ay
At short times, before the concentration becomes large near the walls, eq. (5.11) reduces
to
= a - Cp, p (5.13)
ay RT
The characteristic length scale over which the latex bead concentration changes is thus
given by
RT
P (5.14)
For the magnetic nanoparticles, the force density of interest is in the x direction,
pulling the magnetic nanoparticles towards the magnetic cores. Again, this force does
not vanish at the walls, and a similar analysis yields
£ RTC, (5.15)
where
fX =POM H (5.16)
ax
In order for the continuum approximation to be valid, we need to have
m,,, >> 1tm and £, >> 1 lm, since the diameter of the latex beads is on the order of a
micron. Since the half-width of the channel LH is 50pm, a different way to express this
requirement is that both ' and / H must be O(1) or greater everywhere in the
channel.
The above requirements were tested using the peaks in the force densities given in
Figure 5-6. The results are summarized in Figure 5-12, where the color-bar on the right
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serves as a legend for the ratios or ' As seen in the figure, the continuum
assumption is valid for the 435 nm beads only over the first 12 cores (out of 30). For the
865 nm beads, the continuum assumption fails everywhere in the active region of the
channel, meaning that the concentration gradients would occur over length scales
comparable to or smaller than the size of the beads. In both cases, the sharp gradients in
concentration at the top and bottom walls of the channel are too large for continuum
models to be applicable. These sharp gradients indeed led to singularities and unphysical
values in the concentration profiles when continuum simulations were attempted.
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Figure 5-12: Test of the validity of continuum models for the flow-chip experiments
as a function of the distance down the channel (z).
In Figure 5-12, the magnetic nanofluid was treated as a mixture of 3 different-
sized magnetic species dispersed in water, as discussed in Chapter 2 and applied
previously in Chapter 4. For the magnetic nanofluid, the analysis indicates that the
continuum approximation should be valid everywhere except near the last core.
Continuum simulations for the concentration profile of the magnetic nanoparticles were
successful and no unphysical values were obtained, as expected from the results given in
the figure.
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Based on the analysis presented in Figure 5-12, the concentration profile for the
magnetic nanofluid was obtained by solving the continuum eqs. (5.9) and (5.10). For the
latex beads, the sharp concentration gradients near the top and bottom walls made the
continuum model invalid, and their concentration profile was instead obtained using
Brownian dynamics.
5.4.2 Brownian dynamics
The governing equation for Brownian dynamics comes from a force balance on
the latex beads [3],
dv
m dv, = FH+FB +F , (5.17)
P dt
where mp is the mass of a bead, vp its velocity, FH is the hydrodynamic drag from the
fluid continuum, FB is the random Brownian force from fluid molecules, and Fp are all
the surface and body forces resulting from external fields and interactions with other
beads. For time scales much longer than the relaxation time for the beads to reach
terminal velocities, the inertial term can be neglected. Eq. (5.17) thus becomes
6rmlqfa p  -f = F, +F, (r,t) , (5.18)K dt )
where r is a position vector for the location of the bead and the velocity of the carrier
fluid vf is approximately given by eq. (5.6). To leading order,
Fpr + Ar, t + At) F (r,t) , (5.19)
so the position of a bead is described by
r(t+At)-r(t)= vfAt+ - At+X . (5.20)
6rcrq a,
In the above expression, the vector quantity X accounts for random displacements due to
Brownian motion. It can be approximated by normally distributed random
displacements, with a standard deviation of [3]
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FB = (5.21)
6(rry ap) 3 777f ap,
where At is the time step taken in the simulations.
5.4.2.1 Particle-particle interactions
The force expression Fp includes both magnetic forces and interactions of the
particle of interest with other particles. Starting from a configuration of randomly
distributed nonmagnetic beads, simulations using FORTRAN codes, which accounted for
excluded volume and electrostatic interactions of each bead with all the other beads
present in the mixture, were performed. Unfortunately, these simulations were very time-
consuming (lasting 3 days each) and could not be performed at the volume fractions used
in the experiments (the volume fractions used were 30 times smaller than the
experimental volume fractions due to computer memory constraints). Because of the
small concentrations used, the results were no different than the results obtained using no
interaction between the beads. As a first approximation, inter-particle interactions were
neglected in the simulations presented in this work.
5.4.3 Magnetic force-density fitting
As seen in Figure 5-6, the magnetic force densities, particularly in the x and y
directions, have significant amounts of numerical noise. In order to reduce the noise
input into the models, empirical relationships were created to fit the data using analytical
functions. Figure 5-13 shows empirical fits to the cross-section averaged forces using
analytic functions. These fits (shown in red) appear to be accurate for the larger z values,
but their accuracy cannot be determined for smaller z values due to numerical noise in the
data. The fits used in the figure were
fx =[-1000-1900exp(0.355z)]I1-exp(0.0lz)+sin2[2(z - 0.25)} , (5.22)
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fy = [1000+800exp(0.39z)] -1 +exp(0.0lz)+ sin 2 [2(z-0.25)]} ,
f = [1000 + 410exp(0.398z)] sin (4) z) ,
where the unit for z is mm and f are in N/m3
fxx 10-
(N/m 3)
(5.23)
(5.24)
z (mm) z (mm)
fzx 10-5
(N/m3)
z (mm)
Figure 5-13: Empirical fits to the cross-sectional averaged magnetic force densities.
The force density in the z direction has a weak dependence on x and y, so the fit
given by eq. (5.24) is applicable everywhere in the active region of the channel.
However, as previously discussed in Section 5.1.3, the force densities in x and y
directions vary considerable in all spatial directions. The force density in the x direction
varies linearly with x, but has a more complex variation with y. Conversely, the force
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density in the y direction varies linearly with y, but has a more complex variation with x.
To improve the accuracy of the model, force densities of the form
f = [C1 +c2 exp(c 3z)l-exp(.Olz) + sin 2 [2(z -0.25)]} ~ (5.25)
as suggested by the form of eq. (5.22) and the approximately linear dependence of the
force density on x, were fitted at different y values. The values of these force densities at
arbitrary y values were then obtained using linear interpolation. Similarly, force densities
of the form
fY = c +c 2 exp(c 3z){-l+exp (0.01z)+sin2 [2(z -0.25)]} (5.26)
as suggested by the form of eq. (5.23) and the approximately linear dependence of the
force density on y, were fitted at different x values. The value of each force density at
arbitrary x values was then obtained using linear interpolation. In both of the above
expressions, the origin (x = 0, y = 0) was taken to be at the center of the channel cross-
section.
5.5 Model-predicted results
5.5.1 Magnetic nanoparticles
The concentration profiles for the different-sized magnetic nanoparticles were
obtained using continuum simulations. The equations solved were eqs. (5.9) and (5.10),
with the velocity profile given by eq. (5.6). After adding the individual concentrations
and averaging the results over the cross section of the channel, we obtained the
concentration profile given in Figure 5-14 at t = 1740 sec. As seen in the figure, there is
negligible magnetic nanoparticle trapping over the first 10 mm of the channel, but the
local concentration of magnetic nanoparticles more than doubles near the end of the
active region. The magnetic force in this region is strong enough to trap (at least
temporarily) some of the larger magnetic nanoparticles.
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Figure 5-14: Normalized, cross-section averaged concentration of magnetic
nanoparticles.
At first glance, it would appear that trapping of magnetic nanoparticles would
increase the force density on the nonmagnetic beads near the end of the active region of
the channel. Figure 5-15 shows cross section plots at z = 14.5 mm, near the end of the
active trapping region, for the smallest and largest of the three magnetic nanoparticle
sizes. In these plots, only a quarter of the channel cross-section is shown because of
symmetry. The point x = 0.05 mm, y = 0 mm corresponds to the highest magnetic-field
strength within the cross section, whereas the point x = 0 mm, y = 0.05 mm corresponds
to the lowest magnetic-field strength within the same cross section. As seen in the figure,
the magnetic nanoparticles, especially the larger ones, accumulated in regions where the
local magnetic field was a maximum. Therefore, although the normalized concentration
of magnetic nanoparticles increased over time over this cross-section, its value was less
than unity in the region where the latex beads accumulated. Overall, trapping of
magnetic nanoparticles within the active region of the channel reduced the effective
trapping force-density on the latex beads.
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Figure 5-15: Normalized concentration of magnetic nanoparticles at the cross-
section corresponding to z = 14.5 mm.
5.5.2 Latex beads
The concentration profiles obtained for the magnetic nanoparticles were recorded
at discrete times and positions. This information was used to calculate the magnetic force
on the latex beads as a function of time and space, as this force depends on the local
concentration of the magnetic nanoparticles. Starting from a random orientation, the
trajectories of individual 435 nm and 865 nm beads were calculated using the expression
2a2MVH
r (t + At)-r(t)= v At - - At+X , (5.27)
which was obtained from eq. (5.20) after neglecting particle-particle interactions. A new
vector X was generated at every time step for each latex bead using normally-distributed
random-numbers, with a mean of zero and a standard deviation given by eq. (5.21). The
force density was calculated from the expression
MVH = (r,t) (fi x + ix + fi) . (5.28)
The particles were confined to stay within the channel walls, but no attempt was made to
keep them from overlapping. Volume exclusion effects would only be meaningful if the
total number of particles used in the simulations were similar to the number of particles
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used in the experiments. The time steps used were larger than the acceleration
relaxation-times for the beads, but small enough such that (X) << Lx , L.
The results of the simulation at t = 1740 sec. are compared to the experimental
results in Figure 5-16. As seen in the figure, there is good qualitative agreement between
the data and the simulations, both showing almost complete capture of the 865 nm beads,
but incomplete capture of the smaller 435 nm beads. The height of the peaks is
noticeably different, particularly for the 865 nm beads, but some of the difference may be
due to the linear relationship between fluorescence and bead concentration used for the
experimental results. Also, unlike the case for the pink 435 nm fluorescent beads, the
purple 865 nm beads did exhibit some photobleaching during the experiments, and their
fluorescence signal was weaker at the end of the experiments. This artifact was not
known at the time the experiments were conducted.
Experiment Simulations
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Figure 5-16: Comparison between experimental and model-predicted results for the
size-based trapping of latex beads.
In the experiments, the parabolic-like velocity profile shown in Figure 5-11 was
not fully developed near the leading front of the fluid as the channel was being filled. In
this region of thickness L, = Lx for low Reynolds numbers [2], the velocity profile was
three-dimensional and there was convective mixing of the latex beads. This may have
resulted in some of the 865 nm beads being convected completely across the active
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region of the channel, as seen in the second plot in Figure 5-10. There were also large
fluctuations in velocity due to pressure buildups between the syringe and the channel.
Neither of these artifacts was taken into account in the simulations.
The simulation results cannot be expected to be more quantitatively accurate due
to the numerous simplifications made in the model. Numerical noise led to the use of
empirical fitting functions to approximate the actual force densities. As discussed in
Chapter 4, the magnetophoresis of latex beads in a magnetic nanofluid is highly sensitive
to the resolution of the magnetic-field profile and the accuracy of the M-H relationship
for the fluid, both of which were affected by the fitting process. Finally, the simulations
neglect particle-particle interactions and hydrodynamic effects, both of which become
important in the regions where the beads are trapped. Better quantitative agreement with
the experimental data would require much more complexity in the model.
5.5.2.1 Effect of magnetic-field resolution
In Figure 5-13, empirical fits are presented for the force densities in all three
directions, averaged across the channel cross-section. Figure 5-17 shows a comparison
between the simulation presented in the previous section with a simulation performed
using the cross-section averaged force densities. As seen in the figure, neglecting the
variations in force density over the cross-section of the channel leads to more trapping of
the 435 nm beads.
The reason for the large difference in the amount of 435 nm particle trapping
between the two simulations is mainly due to the variation offi with x for larger values of
z. Near z = 0 mm, when the opposing magnetic cores are further away from each other, fy
does not vary much with x. Near z = 15 mm, however, the opposing magnetic cores are
much closer together, and the force densityf, is almost an order of magnitude higher near
the side walls than near the center of the channel. Since the 435 nm beads are mostly
near the center of the channel (i.e., near x = 0) at this point due to the force densityf,, the
effective force densityf, pushing the beads towards the top and bottom walls is
considerably smaller near z = 15 mm than the average value given in Figure 5-13. This is
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not the case for the region where the 865 nm beads were trapped, so their trapping is not
affected as much by using averaged force densities.
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Figure 5-17: Effect of neglecting variations in
cross-section.
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5.5.3 Micro-chip simulation summary
As previously reported by Park [1], size-based trapping of a mixture of
nonmagnetic particles was achieved using the concept illustrated in Figure 5-1. The
larger 865 nm latex beads were trapped upstream and the smaller 435 nm beads were
trapped further downstream within the active region of the flow channel. The amount of
trapping was greatly enhanced by transverse migration of the latex beads towards the top
and bottom surfaces of the channel, where the fluid velocity approaches zero.
Brownian dynamic simulations were used to model the experimental results.
When variations in the force density are properly taken into account, the simulations were
able to predict the experimental results semi-quantitatively. As expected, based on the
sensitivity analysis performed in Chapter 4, the predicted results are highly sensitive to
the magnetic force profiles used.
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5.6 Plug-flow device
Although the micro-chip was successful in trapping nonmagnetic particles based
on size, the resolution of the process was affected by the coupling between the 3-
dimensional magnetic forces and the non-uniform velocity profile. In an attempt to
eliminate such dispersion effects, a new setup was designed to allow for the flow channel
to move at a constant velocity, as opposed to having the fluid flow within the channel. A
schematic of this "plug flow" device is depicted in Figure 5-18. Instead of having
pressure-driven flow through a capillary tube, a translation stage was used to move the
capillary tube past a fixed magnetic-field profile. This resulted in a plug-flow profile for
the velocity of the mixture with respect to the magnetic field.
translating
capillary tube
tl
magnets
-
-
-
gnetic cores
Figure 5-18: Schematic of "plug flow" device.
The magnetic fixture and capillary-tube holder used were fabricated in the MIT
Central Machine Shop. Photographs of these components are shown in Figure 5-19. The
main frame of the magnetic fixture was made out of iron, with a coating of black iron
oxide to minimize the amount of reflected light. The closed loop (except for the small
gap in the active trapping region) ensured that the magnetic flux was contained within the
fixture. The same magnets previously used for the focusing experiments were used to
generate the magnetic fields in this setup. A gap was needed between the magnets and
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the iron core to yield the desired force-density profiles. A guiding channel grooved into
an aluminum plate was used to keep the capillary tube as straight as possible (with
respect to the magnetic fixture) as it travelled from left to right across the gap. The
magnetic fixture was attached to an aluminum plate, which was used to mount the fixture
onto an optical table.
Active region
Smm-
4/ U.O 111111
- Groove
30 mm 1
30 mm
Aluminum plate
Iron core
Groove
Clamps
Figure 5-19: Magnetic fixture and tube holder used for the plug-flow experiments.
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The tube holder shown at the bottom of Figure 5-19 was used to secure and guide the
capillary tube through the gap in the magnetic fixture. The tube itself (Fiber Optic
Center, New Bedford, MA) was 1 foot long and had a square cross-section, with an ID of
0.3 mm and an OD of 0.6 mm. The tube holder was attached to a translating stage
(Parker Daedal MX80 miniature linear motor stage, Axis New England, Woburn, MA),
which was externally controlled and was capable of travelling at velocities as low as 1
jm/s.
5.6.1 Magnetic and force fields
The magnetic field in the active region was calculated numerically using Maxwell
3D. The field intensity and resulting force density in the flow direction for a 0.3 vol %
magnetic nanofluid, averaged across the capillary-tube cross-section, are shown in Figure
5-20. As before, the force density resembles the schematic profile depicted in Figure 5-1.
The gap present between the magnets and the magnetic core prevented large spikes in
magnetic-field gradients near the edge of the magnet and resulted in force-density peaks
that grew monotonically with z.
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Figure 5-20:
nanofluid.
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Magnetic field and force-density distributions for a 0.3 vol % magnetic
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Since the fluid velocity was uniform everywhere, smaller force densities such as
the ones generated by the micro-chip would no longer result in trapping of the smaller
435 nm latex beads. Also, the dimensions of the gap were limited by the thickness of the
capillary tube used, which had an OD much larger than the width of the micro-chip flow-
channel. In order to trap 435 nm beads in a fluid moving at 5 jtm/s, a magnetic fluid
three times as concentrated as the one used in the micro-chip experiments was required.
The use of thinner capillary tubes was not feasible due to alignment and image-
registration issues. The plug-flow experiments required the capillary tube to travel
distances of 45 mm in the z direction while keeping its axis on the plane x = 0. Any
deviations in the x direction greater than 10% of the capillary-tube thickness would lead
to time-dependent magnetic forces as well as errors in image registration and data
processing. The 0.6 mm OD capillary tubes, with the use of the guiding groove
photographed in Figure 5-19, proved to be the thinnest tubes that could remain near x = 0,
+/- 10% of the tube thickness, while traveling a distance of 45 mm in the z direction.
5.6.2 Sample preparation
As before, the samples were prepared in 2 mL plastic vials, with the typical
sample volume being 200 pL. Some common amounts for each of the components used
are summarized in Table 5.2. For this set of experiments, only one fluorescent species
was used at a time to avoid the overlap in fluorescence spectra.
Table 5.2: Common sample volumes and concentrations used in the plug-flow
experiments
Component Amount (gL) Concentration in Mixture
2.3 wt % magnetic fluid 135 0.3 vol %
1 wt % latex beads 20 0.1 vol %
1.28 SG sugar solution 21 10.4 vol %
3.5 mM SDS 14.25 0.25 mM
0.2 M NaC1 solution 4.75 4.75 mM
DI water 5
total 200
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5.6.3 Data acquisition
Since only one fluorescent species was used in each experiment, the data-
acquisition setup used was the same one depicted earlier in Figure 4-8. The only
difference was that Computer 1 was also used to control the movement of the translation
stage using a modified triggering code. The camera was stationary with respect to the
magnetic fixture, so the mixture appeared to be flowing at a uniform velocity with respect
to the camera.
5.6.4 Data processing
In each of the trapping experiments, a half-filled capillary tube traveled a distance
of 45 mm through the active region of the magnetic core at a velocity of 5 pm/s. This
distance is 1.5 times the length of the active region (30 mm) so that the amount of fluid
passed by the active region was approximately the same as in the micro-chip
experiments. A total of 31 images (including the one taken at t = 0 sec, corresponding to
the time when the fluorescent beads first entered the active region) were taken at five-
minute intervals.
Before the start of each experiment, a set of 31 background images was taken at
the normal operating conditions using a capillary tube filled with a 0.3 vol % magnetic
nanofluid. These images of the portion of the tube passing through the active region were
taken at 1.5-second intervals while the capillary tube was traveling at I mm/s. The
images corresponded to the location where the tube would be present in the actual
experiments. The high velocity used during these background measurements did not
allow for any magnetic fluid concentration gradients to develop. Taking 31 background
images instead of one allowed for more accurate data processing, since the tube position
in the x direction did vary slightly as the tube was traveling. The same procedure was
repeated for a capillary tube filled with the full mixture in order to obtain the reference
images. The rest of the data processing was performed as described previously in Section
4.2.
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5.6.5 Experiments
5.6.5.1 Focusing
Due to the small dimensions of the gap in the magnetic fixture, no direct
magnetic-field measurements could be made. To ensure that the magnetic-field profile
agreed at least qualitatively with the numerical results presented in Figure 5-20, focusing
experiments were performed with two different mixtures, one containing the larger 910
nm fluorescent beads and the other containing the smaller 435 nm beads. The samples
were loaded into the capillary tubes by capillary action, and the ends of the tubes were
sealed with glue. Since the predicted force-density profile had peaks which increased in
magnitude with increasing values of z, the heights of the focusing peaks were expected to
exhibit a similar behavior.
As seen in Figure 5-21, the height of the focusing peaks increased with increasing
values of z in both experiments, implying that the force density shown in Figure 5-20 is at
least qualitatively valid. In Figure 5-21, a 0.1 vol % magnetic nanofluid was used, and
the images were taken at t = 2 (black), 4 (blue), 6 (green), and 8 seconds (red).
435 nm particle 910 nm particle
I/I0 ///o
z (mm) z (mm)
Figure 5-21: Fluorescence-intensity profiles for 435 nm (left) and 910 nm (right)
fluorescent beads immersed in a 0.1 vol % magnetic nanofluid. The fluid velocity
was zero in these experiments.
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5.6.5.2 Size-based trapping
The initial set of trapping experiments attempted was analogous to the flow-chip
experiments discussed in Chapter 4. The capillary tube was filled half-way with the
mixture, with the ends of the tube sealed with glue, and placed on the tube holder with
the edge of the mixture aligned with the point at z = 0. The capillary tube was then
moved past the magnetic fixture at a velocity of 5 pm/s over a distance of 45 mm.
Unfortunately, due to the larger magnetic forces and the much larger capillary-tube cross-
section, the leading edge of the sample kept breaking apart and generating small air
bubbles as the tube was moving past the fixture. These air bubbles acted as nonmagnetic
bodies immersed in the ferrofluid and were trapped in the different trapping regions of
the fixture. The bubbles affected the fluorescence signal enough that none of the trapping
experiments yielded any meaningful results.
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Figure 5-22: Fluorescence-intensity profiles for 435 nm (left) and 910 nm (right)
fluorescent beads immersed in a 0.3 vol % magnetic nanofluid, with the capillary
tube traveling at 5 pm/s.
A new set of experiments was conducted by filling 3/4 of the capillary tube with
DI water and the rest with the mixture of interest. Due to mixing during the loading
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process and additional diffusion before the start of each experiment, some of the mixture
was present as far as half way down the tube. At t = 0, the capillary tube was placed in
the holder with the midpoint of the tube at z = 0. As before, the capillary tube was moved
past the magnetic fixture at a velocity of 5 RIm/s over a distance of 45 mm. The results
obtained for both 435 nm and 910 nm beads are shown in Figure 5-22.
As seen in the plots, the normalized fluorescence-intensity (and the corresponding
concentration) of the latex beads was less than unity at the entrance of the active trapping
region (z = 0). This was due to the dilution with the water occupying the other 3/4 of the
tube. We observe size-based trapping in the figure, with the 910 nm particles being
trapped further upstream, but again there appears to be a significant amount of dispersion.
Previously performed Brownian simulations predicted that most of the 435 nm particles
should have been trapped at z = 22 mm and the 910 nm particles at z = 14 mm, with
minimum amounts of overlap.
The reason for the dispersion is believed to be related to dilution effects. Since
the first few latex beads passing through the active region were suspended in a more
dilute magnetic nanofluid (due to mixing with water), they required larger magnetic-field
gradients in order to be trapped. The magnetic nanofluid concentration increased as more
of the mixture entered the active region, and trapping of the latex beads was attained with
lower magnetic-field gradients. It is believed that the time-dependent force density
artificially introduced into the experiments yielded most of the dispersion effects
observed in Figure 5-22.
5.6.6 Discussion
The device discussed in this section was able to produce the required plug-flow
profile designed to reduce the amount of dispersion present in the micro-chip
experiments. However, the experiments performed with this device again yielded broad
concentration-peak distributions, although this time apparently due to experimental
artifacts. Perhaps the most effective way to minimize dispersion was to use a 0.3 vol %
magnetic nanofluid to fill 3/4 of the tube instead of using water. This way, any mixing
between the mixture and the filler fluid would not result in a decrease in the trapping-
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force density. Due to time constraints, such experiments could not be completed and no
definitive results are available.
5.7 Summary and conclusions
As previously reported by Park [1], the micro-chip experiments proved that size-
based trapping can be achieved using a balance between magnetophoretic forces and
flow-induced drag. The amount of trapping was greatly enhanced by transverse
migration of the latex beads towards the top and bottom walls of the channel. This
enhanced trapping came at the expense of reduced resolution due to flow-induced
dispersion. Continuum simulations were used to model the concentration profile of the
magnetic nanoparticles in the active region of the flow-chip channel. Due to the large
concentration gradients present near the channel walls, continuum approaches could not
be used for the latex beads. Instead, Brownian simulations, which neglected all particle-
particle interactions, were able to provide semi-quantitative results for the concentration
profiles of the latex beads.
The enhancement in trapping due to transverse migration of the beads was
negated by a loss of resolution due to dispersion. In an attempt to improve on the
resolution of the trapping results obtained using the micro-chip, a "plug flow" device was
fabricated to reduce the amount of dispersion associated with nonuniform velocity
profiles. Instead of flowing the mixture through a channel, the entire channel was moved
with respect to a stationary magnetic field, resulting in a uniform velocity profile. Due to
artifacts introduced during the experiments, the plug-flow device was not able to improve
on the results obtained using the micro-chip.
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Chapter 6
6. Concluding Discussion
The goal of this thesis was to investigate the magnetophoretic focusing and
trapping of submicron, nonmagnetic species immersed in magnetic nanofluids in the
presence of nonuniform magnetic fields. Focusing was achieved using two pairs of
permanent magnets, which forced fluorescently-tagged polystyrene beads to focus in the
region between the two magnet pairs. Size-based trapping was achieved using a
microchip and a "plug flow" device that produced spatially increasing magnetic field
gradients that trapped flowing polystyrene beads at different locations, depending on their
relative sizes. A potential application of this work is size based separation and focusing
of species such as DNA, viruses, cell fragments, inclusion bodies, and other biological
species in the submicron range. Since our techniques do not involve any binding of
magnetic nanoparticles, they are equally applicable to the trapping and separation of
synthetic species as well.
6.1 Principal contributions
The first contribution of this work is the development of the governing equations
for multi-component diffusion in the presence of nonuniform magnetic fields. This set of
equations reduces to the classic results given in the literature when electromagnetic fields
are not present [1]. In the absence of nonidealities arising from the presence of the
applied fields, this set of governing equations reduces to the classic results obtained by
treating the magnetic field effects as externally applied body forces. The only work
previously done in this area was that of Blums [2], valid for constant density systems.
Another contribution of this work is the fundamental understanding of the
mechanisms involved in the focusing of nonmagnetic species in magnetic nanofluids.
The continuum model developed was able to predict the experimental results
quantitatively over the range of particle sizes, magnetic fluid concentrations, and
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magnetic field profiles studied. So far, most of the work published in the literature
involves the trapping of individual nonmagnetic species, with the only previous study on
focusing being the work published by Fateen [3].
The last major contribution of this work is the understanding of the mechanisms
involved in the size-based trapping of nonmagnetic species immersed in magnetic
nanofluids. Our model was able to semi-quantitatively predict the experimental results
previously published by Park [4]. The model served as a guide for the design of other
devices intended to minimize the amount of flow-induced dispersion present in the
micro-chip experiments published by Park.
6.2 Limitations
6.2.1 Multicomponent diffusion
The multicomponent equations derived in this work are of course not useful for
processes where continuum descriptions are not valid. These equations were useful in
studying the focusing of nonmagnetic species in the absence of flow, but could not be
applied to the flow experiments. Another limitation is that, in the form presented in
Chapter 3, the equations cannot account for anisotropies in the activity coefficients.
Finally, the set of equations is only valid for the case where M and H are parallel and
there are no electrical currents in the fluid. Free currents and non-equilibrium values of
M (i.e., M and H are not parallel) are both sources of entropy that are not accounted for in
this work [5].
6.2.2 Focusing model
Besides the short-comings already described in Section 6.2.1, the focusing model
developed in this work is only valid up to leading order in the volume fraction of the
magnetic nanoparticles and nonmagnetic particles. At higher concentrations, the two-
body approximations used to derive the excess chemical potentials are no longer valid.
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The nonmagnetic particles must also be much larger than the magnetic nanoparticles for
the pseudo-binary approximation used to be applicable. A large size ratio is also required
for the force-density used on the nonmagnetic particles to be valid. Finally, since our
model only uses the first three moments of the magnetic nanoparticle size distribution,
the predictions are expected to be less accurate at long times, especially for highly
polydisperse nanofluids.
6.2.3 Trapping devices
Although the micro-chip was able to achieve size-based trapping of nonmagnetic
particles, the trapping regions for the two species overlapped to do dispersion effects.
The plug-flow device presented in this work could potentially improve on the resolution
of the trapping regions, but the low velocities needed (in the order of 5 ptm/s) lead to very
low throughputs. As such, the devices discussed in this work are limited to analytical
applications, where smaller sample volumes are required.
6.3 Recommendations for future work
The trapping devices presented in this work require low fluid velocities, thus
hindering their applicability for higher throughput processes. One way to overcome the
velocity limitations is to have multi-stage processes, where instead of trapping species
against flow one could simply divert their paths numerous times and achieve spatial or
temporal separations at higher throughputs. Although the trapping devices presented here
provide a better framework for studying negative magnetophoresis in the presence of
flow, they are not adequate for higher throughput applications.
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