As a type of expansive soil, black cotton soil swells when absorbing water and shrinks when dehydrated, and the cycle of swellingshrinking movements can readily occur repeatedly. These characteristics result in serious consequences both to land surfaces and to surface buildings such as ground fracturing, building settling, and road buckling and cracking, having extreme adverse effects on the quality and safety of road transportation. With Kitui, Kenya as the research area and a GF-1 remote sensing image as the vector, this study focuses on in-depth exploration of the application of a deep belief network to identify and classify black cotton soil based on the characteristics of the local black cotton soil in the remote sensing image. The results indicate that given the sample database available to this study, when the network depth was 3, the number of nodes in each hidden layer was 60, the learning rate was 0.01, the number of iterations was 20, and the number of samples was 2,000,000. The best classification result could be achieved with a precision of about 90% per the evaluation criteria proposed in this study, indicating a significant advantage of the deep belief network in remote sensing identification of black cotton soil.
Introduction
Deep learning (DL) simulates the multi-layer structure of the human brain and extracts data features sequentially from low layers to high layers to search for the spatial and temporal patterns of the features and to further achieve classified identification [1] . Deep Belief Networks (DBNs) are a type of DL model, and the earliest concept was proposed in 2006 by Hinton [2] . The basic working principle of DBNs is that the weight of each neuron in each layer of a neural network is adjusted so that the trained network is allowed to label each test datum with a classification label according to probabilities, thereby achieving data identification and classification. Recently, DL technologies have seen increasingly wider applications and have achieved many positive outcomes in a variety of fields [3] . For example, Pierre Sermanet [4] [5] applied CNN to the identification of traffic signals; Mnih [6] applied a DBN model to the detection of roads in airborne remote sensing images; Sun [7] , Lu [8] , Qin [9] , and Pan [10] proposed a layered DL model to establish object semanticsand context-constrained characterization, achieving high-precision detection of the objects; Shen [11] , Li [12] [13] , and Wang [14] employed a DBN model to realize the classification of remote sensing images.
To date, only a limited number of studies have reported the applications of DL algorithms to the identification of black cotton soil. Given the low efficiency and poor performance in thematic information of remote sensing images as well as the tediousness of artificially designing characteristic expressions, the authors analyzed the advantages and characters of various DL neural networks in this study, employed a remote sensing image of the GF-1 satellite to identify black cotton soil by using its spectral features, and proposed an improved DL algorithm to enhance the identification rate for the distribution of black cotton soil.
DBNs
A DBN model is a neural network structure that is constructed by stacking multiple restricted Boltzmann machines (RBMs) according to certain criteria. When learning the structure of imported data, a DBN model is trained in two steps: a step for pre-training and a step for weight adjustment [15] . When a DBN model is used to solve nonconvex optimization problems, each layer is trained, from bottom to top, as an RBM, followed by the adjustment of network weight [16] . Figure 1 illustrates a DBN model. 
Experiment and Analysis
Kitui, Kenya was selected as the research area in this study to explore the research topic "remote sensing identification of black cotton soil based on deep learning". This area belongs to a subtropical monsoon climate with a dry season and a rainy season. The black clay in this area is largely distributed in flood plains. The research content of this study fell in the category of the monitoring and early warning of road geological disasters based on multi-dimensional networks. Black cotton soil swells when absorbing water and shrinks when dehydrated. These processes are likely to be repeated many times, resulting in serious consequences to land surfaces and surface buildings such as ground fracturing, building settling, and road buckling and cracking, causing serious adverse effects on the quality and safety of road transportation, as depicted in Figure 2 . 
Preprocessing of Experimental Data
The data used in this study were a 1:250,000 remote sensing image from the GF-1 satellite. Given the data quality and experimental needs, the data were preprocessed before the experiment, including geometric correction and integration of the image as well as optimization of band combinations. Figure 3 (a) depicts an image displayed in true colors after geometric correction and image integration of a GF-1 panchromatic image (of 2-m resolution) and a multispectral image (of 8-m resolution). Figure 3 (b) shows a magnification of the area in the red frame.
Preparation of a Sample Database
A pixel was considered an identification unit in the experiment and therefore the preparation of a sample database was conducted with pixels as the identification units, meaning that a pixel was a training sample. A processed remote sensing image was a three-band image with a size of 20,80620,915. With image pixels as the identification units, there was a total of 435,157,490 samples. Give that there would be a large amount of data if a full image was subject to processing, ENVI was employed to select a 4,0004,000 image that covered both the regions in the presence of black cotton soil and those in its absence so that the difference in the positive and negative labels of training samples would not be too large. Given that the spatial distribution of black cotton soil had been obtained via manual interpretation of the remote sensing image of the research area, it was possible to use a program to read both the original remote sensing image file and the interpreted file so as to bind the values of three bands (red, green, and blue or RGB) of a pixel to the class label information, thereby allowing the values of RGB bands of a pixel corresponding to the class label of the pixel in a subsequent transformation process to avoid potential confusion. The procedure is elaborated as follows:
(a) (b) Figure 3 . (a) GF-1 panchromatic image; (b) The magnification of the area in the red frame ① Reading a 4,0004,000 three-band image file to obtain a 4,0004,0003 matrix, which was then converted to a 16,000,0003 matrix referred to as Img, where each line represented a pixel.
② Reading a 4,0004,000 calibration data to obtain a 4,0004,000 matrix, which corresponds to a pixel in the image file. Each matrix only contained elements 1s (black cotton soil) and 2s (other than black cotton soil) and was transformed to a 16,000,0002 new matrix referred to as Labels, in which each line corresponds to a pixel, with the values in the first column representing black cotton soil and the second column representing other types of soil.
③ Combining matrices Img and Labels to form a new 16,000,0005 matrix referred to as Comb, in which each line corresponds to a pixel, with the first three columns representing the values of three bands of the pixel and the last two columns containing only 0s and 1s to indicate whether or not it was black cotton soil.
④ Randomly permutating the rows of matrix Comb and dividing the matrix into a positive-sample matrix P and a negative-sample matrix N according to whether or not a sample was black cotton soil. Given that the number of negative samples was much higher than that of positive samples, it was necessary to delete some negative samples. However, given the permutation of rows, only the first few of the negative samples were maintained and referred to as N1. This allows the positive and negative samples to have the same size, after which the positive samples were combined with the remaining negative samples N1 to form Comb1, which was again subject to permutation of rows.
⑤ Splitting the training sample Comb1 according to pixels and class labels into a pixel-attribute matrix referred to as train_x (with a size of n3) and a class-label matrix referred to as train_y (with a size of n2) to generate labeled training samples.
The above was a basic procedure of preparing training samples in this study. Figure 4 is the image selected by the training sample. In order to test whether the trained network model would be able to identify black cotton soil, it was necessary to prepare test data. The method for preparing test data was similar to that for the training data except for the permutation. The presence of permutation could only help generate an identification rate but was unable to help recover the image data, meaning that it would be impossible to visually discern the identification performance. Therefore, the test data would be better if it originated from an integrated image. The final test data were divided into two parts, namely test_x and test_y. The abovementioned train_x, train_y, test_x, and test_y were all stored in a file called mnist_uint8.mat for later use.
Experimental Design
Given the characteristics of DBN models and remote sensing image data, the authors designed relevant parameter settings for DBN models in this section by taking into consideration related research data. Moreover, according to the general evaluation index for classified identification of remote sensing images, an evaluation index suited for the identification performance of this experiment is proposed. In the following experiment, the applications of DBNs to remote sensing identification of black cotton soil are primarily explored by engineering the following factors: number of network layers, number of neurons in each network layer, learning rate, number of iterations, and sample size. The effects of different parameter settings on the classification performance was compared by conducting variable control.
Focusing on the effects of different parameter settings in a DBN model on the identification results, the experiments were to explore the identification performance of the DBN model for black cotton soil. The parameters adjusted in the experiment consisted of the number of DL network layers, the number of neurons in hidden layers, the learning rate, the number of iterations, and the number of samples. The classification performance after parameter adjustment was evaluated from three aspects: overall precision, confusion matrix, and kappa coefficient. The details are as follows:
Network Depth. As DBNs are a type of DL model, the network depth will inevitably impact the classification performance. Although a network setting with a greater number of layers can help extract more abstract features, it may lead to overfitting. The change in overall classification precision, confusion matrix, and kappa coefficient was investigated in this experiment when the network was set to consist of one to ten layers (excluding the input and output layers). The number of neurons in the hidden layers was set to 50, the learning rate was 0.01, the number of iterations was 3, and the number of samples was 2,000,000. The experimental results are depicted in Figures 5 and 6 .
As shown in Figure 5 , the model could accurately identify black cotton soil at a network depth of 1-5, with the highest classification precision of 0.982 and kappa coefficient of 0.9545 at a network depth of 3. Moreover, when there were more than 5 hidden layers, the classification precision remained at 0.7382 while the kappa coefficient was 0, indicating that the positive samples (black cotton soil) in the test data accounted for 73.82% of all the samples. In contrast, after training, the DBN judged all the test samples to be black cotton soil, and this classification error was due to the too-large number of hidden layers, which caused overfitting and thereby prevented ideal classification performance. Figure 6 depicts the confusion matrix at a network depth of 3 explored in this experiment. Figure 5 . Change in overall precision and kappa coefficient by network depth Number of Neurons. As shown in (1), the overall classification performance was adequate when the number of hidden layers was 3 in the experiment. Therefore, the number of hidden layers was fixed at 3 in the following test, and each of the hidden layers had the same number of neurons ranging from 10 to 120 in order to compare the overall classification precision, confusion matrix, and kappa coefficient. The learning rate in the experiment was maintained at 0.01, the number of iterations was 3, and the number of samples was 2,000,000. The experimental results are shown in Figure 7 .
Overall precision
Kappa coefficient Figure 6 . Change in training time by network depth (left) and the corresponding confusion matrix (right)
As shown in Figure 7 , when each hidden layer contained 40 ~ 90 neurons, the classification performance was adequate. Therefore, the number of neurons in each hidden layer was set to 60 in the following experiment. For this experiment, the confusion matrix at 60 neurons is shown in Figure 8 . (1) and (2), adequate classification performance was obtained when the number of hidden layers was set to 3 and each hidden layer was set to contain 60 neurons. With other parameters kept unchanged, (the number of iterations was 3 and the number of samples was 2,000,000), the learning rate was allowed to vary from 0.000001 to 0.5 and the resulting classification performance is depicted in Figures 9 and 10. As shown in the above figure, when the learning rate was allowed to vary in the range of 0.000001 to 0.1, the overall classification precision tended to improve gradually, but when the learning rate was 0.3, the overall classification precision was 0.7382. This, as explained above in (1), was attributed to overfitting of the neural network as a result of over-fast learning. In contrast, the training time fluctuated before the onset of overfitting, without showing significant increase or decrease, but upon overfitting the training time tended to decrease with an increase in the learning rate. Analysis indicated that a greater learning rate of a neural network was not always preferred over a lower rate, while the rate when adjusted to one or more appropriate values would give better classification performance. In order to obtain accurate classification while avoiding time-consuming training, the learning rate was set to 0.01 in the following experiment. The confusion matrix at the learning rate of 0.01 in the experiment is illustrated in Figure 10 . Number of Iterations. The number of iterations significantly impacted the classification performance. The number of iterations was set from 1 to 20 in the experiment, and the analyses in the above (1) ~ (3) suggested that the classification performance was best when the number of hidden layers was 3, the number of neurons in each hidden layer was 60, and the learning rate was 0.01. Other parameters were kept unchanged, namely a fixed sample size of 2,000,000. The classification performance was experimented and is shown in Figure 11 .
As shown in Figure 11 , when other parameters were fixed, different numbers of iterations would lead to some differences in the classification performance, but the overall precision and kappa coefficient did not monotonically increase or decrease while the training time increased significantly with the increasing number of iterations. The maximum number of iterations was set to 20 in the experiment, but the overall classification precision and kappa coefficient did not show significant change. In short, when the number of iterations was 2, the classification performance had already been fair while the training time was still not excessive. The confusion matrix when the number of iterations was 2 is shown in the right panel of Figure 12 . Number of Samples. In probabilities, a higher number of samples would give a more comprehensive presentation of the features of ground objects and allow the learned network to more accurately identify the ground objects. However, a toolarge number of samples would inevitably require excessive time for data training. In this experiment, the number of Number of iterations samples was varied from 10,000 to 6,000,000 while the other parameters were fixed as above, and the classification performance was measured as shown in Figure 13 .
As shown in Figure 13 , when the number of samples was small (less than 200,000), the overall precision was below 0.8, and when the number of samples was large (more than 200,000), the overall precision was high and tended to be stable, all above 0.9. The kappa coefficient was all above 0.8, while the training time increased significantly with the number of samples. In this experiment, the confusion matrix in the presence of 2,000,000 samples was obtained and is shown in Figure  14 . 
Conclusions
With Kitui, Kenya as the research area and a GF-1 remote sensing image as the vector, this study focused on exploring the application of a DBN model to identify and classify black cotton soil based on the features of remote sensing images of the local areas already classified as black cotton soil. Comparative analysis of the experimental results revealed that given the sample database available to this study, when the network depth was 3, the number of nodes in each hidden layer was 60, the learning rate was 0.01, the number of iterations was 20, and the number of samples was 2,000,000. The optimal classification performance was achieved with classification precision of about 90% according to the evaluation criteria proposed in this study, indicating a significant advantage of the DBN model.
