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RANK ONE AND FINITE RANK PERTURBATIONS
CONSTANZE LIAW
Abstract. We survey the relationships of rank one self-adjoint and unitary pertur-
bations as well as finite rank unitary perturbations with various branches of analysis
and mathematical physics. We include the case of non-inner characteristic opera-
tor functions. For rank one perturbations and non-inner characteristic functions, we
prove a representation formula for the adjoint of the Clark operator. Throughout we
mention many open problems at varying levels of difficulty.
1. Introduction
In general, perturbation theory is concerned with the following question: Given
an operator A what can we say about the properties of an operator A + B? The
statements vary, depending on which operator class B is taken from. In this survey we
take the perturbation B from very restricted operator classes: Rank one or finite rank
operators. Although all of classical perturbation theory (e.g. Weyl–von Neumann and
Kato–Rosenblum) can be applied, rank one perturbations gave rise to a surprisingly
rich theory with the major difficulty being the instability of the singular part.
Self-adjoint rank one perturbations occurred naturally in mathematical physics [46].
The study of rank one unitary perturbations was initiated by Clark [9], and many deep
results were proved by Aleksandrov (see [37] and the references within). Their interest
in the subject likely originated from the invariant subspace problem.
Within analysis many fruitful connections with holomorphic composition operators,
rigid functions and the Nehari interpolation problem have been discovered and stud-
ied, see for example, [37]. Further the problem is connected to the invariant subspace
problem, see for example, page 192ff of [7]. Recently, Jury [26] computed the asymp-
totic symbols of a certain class of weakly asymptotic Toeplitz operators in terms of the
Aleksandrov–Clark measures which occur in the context of rank one perturbations.
In mathematical physics, rank one and finite rank perturbations are of interest for
several reasons. First of all, rank one perturbations are used in some results on or-
thogonal polynomials, and they are related to free probability. Further, a change in
the boundary condition of a limit-point half-line Schro¨dinger operator from Dirichlet
to Neumann, or to mixed conditions, can be reformulated as adding a rank one per-
turbation (see for example [42]). They, moreover, have connections with Anderson
models. They are related to the famous conjecture about Anderson localization [3].
While many specializations of this conjecture were studied in literature and the field
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is still very active (see e.g. [2, 14, 19, 20, 21], also see [31, 47] for a recent account of
parts of the field), one can roughly summarize the conjecture as follows: Arbitrarily
small random impurities in a crystal will cause spatial localization of electrons.
Rank one unitary perturbations were generalized to higher rank unitary perturba-
tions (for example, in [4, 29]), which describe the situation when the perturbed oper-
ator is not cyclic. While rank one perturbations occur when considering the change
in boundary condition for the discrete Schro¨dinger operator on l2(N), a mathemati-
cal physics interpretation of rank n perturbations can be interpreted as a change in
boundary conditions for a discrete Schro¨dinger operator on l2(Nn).
It is worth mentioning that thinking of a rank two perturbation as a rank one
perturbation of a rank one perturbation is usually not insightful beyond the realms
of classical perturbation theory, the reason being that we do not know enough about
the spectral measure of the first rank one perturbation.
Here finite rank perturbations are investigated in three settings: (a) In formulating
the problem on an abstract Hilbert space, we can apply classical perturbation theory.
(b) The subtleties of this very restrictive perturbation problem can be captured conve-
niently in its spectral representation, making the spectral measure the main object of
interest. (c) The third perspective to finite rank unitary perturbations involves model
and dilation theory, providing a rather geometric point of view. We mostly restrict the
model theoretic part of this survey to the model theory of Sz.-Nagy and Foias¸.
In Section 2 we introduce self-adjoint rank one perturbations and describe some
preliminary results often referred to as Aronszajn–Donoghue theory. In Section 3
we provide a glimpse at some of the many examples of “mixed” spectral measures.
We then (Section 4) briefly explain the Simon–Wolff criterion and other connections
with Anderson models. In Section 5 we introduce the relationship between Sz.-Nagy
and Foias¸ model theory and finite rank unitary perturbations of a completely non-
unitary contraction. A generalization of Clark’s construction to the case of non-inner
characteristic functions is described in Section 6. Further, we introduce the normalized
Cauchy transform, a key object of Aleksandrov–Clark theory, and explain what is
known about its role in the case of this more general construction. A representation
of the adjoint of the Clark operator in the case of non-inner characteristic function is
given in Theorem 6.1 (and proved in the appendix, Section 9). The focus of Section
7 lies on pseudocontinuation. We describe a way to generalize the result of Douglas–
Shapiro–Shields to non-inner characteristic functions [28] and the problems that arise
when considering operator-valued characteristic functions [29]. In Section 8 we mention
some other model theoretic approaches to rank one perturbations.
This survey does not include all the material related to the theory of rank one
perturbations. For example, many interesting connections were covered in [7, 37, 42].
Acknowledgement. I would like to thank R. G. Douglas for the many fruitful
discussions about the model theory and for proof-reading parts of this paper.
2. Self-adjoint rank one perturbations
Let A be a self-adjoint (possibly unbounded) cyclic operator on a Hilbert space H,
and let ϕ be a cyclic vector for A. Consider the family of rank-one perturbations
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formally given by
Aα = A+ α( · , ϕ)ϕ.(2.1)
Remark. Here, if the operator A is bounded, then ϕ is a vector inH. For unbounded A,
we consider the wider class of “singular form-bounded” perturbations where we assume
ϕ ∈ H−1(A) ⊃ H, whereH−r(A) := closH, r > 0, with respect to the norm ‖·‖H−r(A)
=
‖(I + |A|)−r/2 · ‖
H
. In particular, the perturbation α( · , ϕ)ϕ can be unbounded (see
[32, 33] and the references within for further details). For r ≥ 2, however, the formal
expression (2.1) does not uniquely determined a self-adjoint operator: For fixed α there
is a family of self-adjoint operators corresponding to (2.1).
The vector ϕ is cyclic for Aα, since it is cyclic for A. Let µα denote the spectral
measure of the operator Aα with respect to ϕ.
The Weyl–von Neumann Theorem asserts the invariance of the essential spectrum
under compact perturbations (see, for example, [30]). Therefore, we have σess(Aα) =
σess(Aβ). Further, the Kato–Rosenblum Theorem states that the absolutely continuous
part of the spectral measure remains invariant up to equivalence under trace class
perturbations (see, for example, [30, 42]). It is worth mentioning that Carey and
Pincus [6] provide a complete characterization in terms of the operators’ spectrum of
when two operators are unitarily equivalent up to a trace class perturbation.
It was a surprise when Donoghue [15] discovered an example of a rank one per-
turbation under which the spectral type was unstable. The subject developed into
Aronszajn–Donoghue theory (see e.g. [42]). A complete characterization of the abso-
lutely continuous and the pure point parts of the perturbed operators’ spectral measure
in terms of that of the unperturbed operator. Namely, we have
(dµα)ac(x) = π
−1 lim
ε↓0
[
Im(F (x+ iε))
|1 + αF (x+ iε)|2
]
,
where F (x + iε) =
∫
R
dµ(t)
t−(x+iε)
and Im(z) refers to the imaginary part of z ∈ C. It is
not hard to see that (µα)ac and (µβ)ac, α, β ∈ R, are equivalent measures (i.e. they
are mutually absolutely continuous in the sense of Radon–Nikodym). The operator
Aα has an eigenvalue at x if and only if the two conditions lim
ε↓0
F (x+ iε) = −α−1 and
G(x) <∞, G(x) :=
∫
R
dµ(t)
(t−x)2
, are satisfied. In fact, we have
(dµα)pp(x) =
∑
xn is eigenvalue
δ(x− xn)
α2G(xn)
.
Further, it is not hard to see that the singular parts (µα)s and (µβ)s, α, β ∈ R are
mutually singular for α 6= β.
The behavior of the singular continuous spectrum has proved more difficult to cap-
ture. Open problem: Characterize the singular continuous part of the perturbed
operator’s spectral measure in terms of the unperturbed operator.
Several sufficient conditions for the absence of singular continuous spectrum are
known (see, for example, [7, 33, 42]). Based on a relationship between rank one per-
turbations and the two weight problem for the Hilbert transform (which arises when
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considering the spectral representation of the perturbed operator Aα) one of the suf-
ficient conditions [33] for the absence of the singular spectrum says: Operators Aα,
α 6= 0 have a pure absolutely continuous spectrum on a closed interval I, if∫ ε
0
x−2w∗Idx =∞.(2.2)
Here dµ = wdx + dµs, w ∈ L
1(dx), and w∗I denotes the increasing rearrangement of
w on I. The paper includes a construction of unperturbed operators A with arbitrary
embedded singular spectrum and for which all of the perturbed operators Aα, α 6= 0
have no embedded singular spectrum. This construction is one of many examples.
3. Instability of the singular spectrum
Since the example of Donoghue showed that the type of the singular spectrum can
change under rank one perturbations, the question was: To which extent may the
spectral properties of the measures µα vary as we change α. Much work has been done
and many interesting examples were discovered, several are included in [42].
First of all notice that the theory of rank one perturbations for pure point and the
singular continuous spectrum is quite different in nature. Indeed, it is possible for Aα
to have purely singular continuous spectrum on the interval [0, 1] for all α. But the
same behavior is not possible for pure point spectrum. In fact, the perturbations Aα
are pure point for all α if and only if the spectrum is countable.
Another question concerns the type of parameter sets that allow dense singular em-
bedded (in absolutely continuous) spectrum. For several years, all examples exhibited
dense singular embedded spectrum only for a Lebesgue measure zero set of parameters
α. It came as a surprise when Del Rio, Fuentes and Poltoratski [12] proved the exis-
tence of a family of rank one perturbations with dense absolutely continuous spectrum
and dense singular spectrum for almost every parameter α in an arbitrary (previously
given) set B ⊂ R and with purely absolutely continuous spectrum for almost every
α ∈ R\B. Their proof uses Clark theory. Via a complicated construction they show
the existence of a characteristic function for which the corresponding family of rank
one unitary perturbations has the desired properties. In fact, it possible to produce
most any type of singular spectrum in this setting, see [13]. Open question (see [13]):
Fix an interval I ⊂ R and subset B ⊂ R. Can one find a family of measures µβ so that
(µβ)s(J) > 0 if and only if β ∈ B and (µβ)ac(J) > 0 for all β ∈ R and for every subset
J ⊂ I?
Another class of examples is concerned with the question of how unstable the spectral
type may be, if we do not have absolutely continuous part. A result of Del Rio, Makarov
and Simon [14] which was independently proved by Gordon [22] states the following.
Consider I ⊂ supp µ closed and not a singleton. If µα|I is singular, then the set of α’s
for which µα is purely singular continuous is a dense Gδ set.
A converse to this statement was proved by C. Sundberg (private communication):
For any closed subinterval I which is not a singleton and any Gδ subset of R, there
exists a family of measures corresponding to a family of rank one perturbations such
that supp µ ⊂ I, µα is purely singular continuous for α ∈ G and µα is pure point for
α ∈ R\G. In the proof, Sundberg applies Clark theory. He constructs the characteristic
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function by defining a function on a Riemann surface R over the disk D, and then
applies the projection from R to D.
4. Self-adjoint rank one perturbations and Anderson-type
Hamiltonians
Anderson localization concerns an infinitely large crystal with “small” impurities.
These impurities are expressed in terms of an “on-site potential” and associated with
random variables with distribution given by a probability measure P on R∞. The
Anderson localization conjecture states that electrons of arbitrary energy will remain
within a bounded region in space for all times (almost surely with respect to P).
Anderson localization has developed into a rich subject within mathematical physics.
Many related operators are investigated and many notions of the term “localization”
were and are being studied. Vague open problem: Many conjectures of Anderson
localization are unsolved for dimension two and higher.
Let us introduce probably the simplest and most important operator, the discrete
random Schro¨dinger operator. Consider the vectors δn ∈ l
2(Zd) with δj = 0 if j 6= n
and 1 if j = n (where j, n ∈ Zd). Let ω = (ω1, ω2, . . .) where the ωi’s are independent,
identically distributed random variables with distribution dp = fdx, f ∈ L1. Let
P = Πndp. The discrete random Schro¨dinger operator is given by
(△ω)u(j) = −
∑
|n|=1
(u(j + n)− u(j)) + ωju(j)
consisting of the Laplacian plus the random on-site potential. The discrete Schro¨dinger
operator describes the situation where the atoms of the crystal are located at the
integer lattice points of Zd. Adding the random part can be interpreted as having the
atoms being not perfectly on the lattice points, but randomly displaced according to
the probability distribution P. More concise open problems: If d ≥ 2, does the
discrete random Schro¨dinger operator with P = Π((2c)−1χ[−c,c]dx) have purely singular
spectrum for all c > 0. This statement is known for c above a certain threshold (which
is dependent on the dimension). The same question is open if ωj = ±1 with equal
probability.
Simon and Wolff [43] found a relationship between rank one perturbations and dis-
crete random Schro¨dinger operators. They used the theory of rank one perturbations
in order to prove an important case of the, at the time, almost 50-year-old conjecture
of Anderson localization in the case of one dimension. Moreover, the following three
results are based on this discovery by Simon and Wolff.
Simon [45] proved that all δn are cyclic for △ω restricted to an interval I = [a, b] for
almost all ω ∈ P, if we assume that almost surely (wrt ω ∈ P) I ⊂ σ(△ω) and for the
pure point spectrum we have σpp(△ω) ∩ I = I almost surely.
Jaksic and Last [24, 25] extended the ideas of Simon and Wolff to determine most
of what is known about the spectral structure of Anderson-type Hamiltonians:
Hω = A +
∑
n
ωn( · , ϕn)ϕn,
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where A is a self-adjoint operator on a separable Hilbert space, the ϕn form an or-
thonormal basis and the ω = (ω1, ω2, . . .) are the random variables. Anderson-type
Hamiltonians are a generalization of the discrete random Schro¨dinger operator. Jaksic
and Last proved, for example, that the singular part (Hω)s is simple almost surely by
showing that certain (complicated) vectors are cyclic.
As refinement of the work by Jaksic and Last it was shown [1] that if there exists
a vector that is cyclic for Hω almost surely, then any non-zero vector is cyclic for Hω
almost surely. In particular, it follows that any non-zero vector is cyclic for (Hω)s
almost surely.
Another relationship between rank one perturbations and Anderson-type Hamilto-
nians was discovered, see [34]. In some sense and under certain conditions, rank one
perturbations are as difficult as Anderson-type Hamiltonians. More precisely, under
some assumptions, two realizations Hω and Hη are almost surely ω×η ∈ P×P unitarily
equivalent modulo a rank one perturbations, that is, for almost all (ω, η) there exists a
unitary operator U and a vector ϕ ∈ H such that UHωU
−1 = Hη + ( · , ϕ)ϕ. The proof
relies on refining a method by Poltoratski [39, 40] which involves the Krein–Lifshitz
spectral shift function.
Vague direction: Results of the above types are related to the Anderson local-
ization conjecture. But even if one does not prove the full conjecture, it would be of
interest to find out more about the (almost sure) spectral properties of Anderson-type
Hamiltonians via studying rank one and finite rank perturbations; or vice versa.
5. Sz.-Nagy–Foias¸ model theory and rank n unitary perturbations
Let us introduce the relationship between the spectral theory of finite rank pertur-
bations and Sz.-Nagy–Foias¸ model theory. We closely follow [16] and the references
therein. Much of this section can be generalized to infinite rank perturbations, if we
assume defect operators of trace class.
The main objective is to study the spectral properties of the finite rank perturba-
tions given by (5.3) below via the function theoretic properties of the corresponding
characteristic operator function Θ.
Consider Hilbert spaces E and E∗ with dim(E) = dim(E∗) = n < ∞. Let Θ ∈
H∞(E → E∗) with operator norm ‖Θ(z)‖E→E∗ ≤ 1 for all z ∈ D. Without loss of
generality, we assume Θ(0) is the zero operator. Then the non-tangential boundary
limits of Θ exist in the operator norm topology a.e. Lebesgue m. We denote this limit
also by Θ. An operator-valued function Θ is said to be inner, if Θ(ξ) is a unitary
operator for ξ ∈ T a.e. m.
Let IE denote the identity operator on E . Define △ = (IE −ΘΘ
∗)1/2. The Sz.-Nagy–
Foias¸ model space is given by
KΘ =
(
H2(E∗)
clos△L2(E)
)
⊖
(
Θ
△
)
H2(E).(5.1)
Let PΘ denote the orthogonal projection from
(
H2(E∗)
clos△L2(E)
)
onto KΘ. Further,
consider the operators Tz andM
△
ξ acting as multiplication by the independent variables
RANK ONE AND FINITE RANK PERTURBATIONS 7
z ∈ D and ξ ∈ T, respectively. A completely nonunitary (cnu) contraction is an
operator X that satisfies ‖X‖ ≤ 1 and is not unitary on any of its invariant subspaces.
One can show that the following contraction is cnu:
TΘ = PΘ
(
Tz O
O M
△
ξ
)
on KΘ.(5.2)
Let us explain briefly how Sz.-Nagy–Foias¸ model theory allows the study of all cnu
contractions on a separable Hilbert space. Consider a contraction UO on a separable
Hilbert space H with deficiency indices (n, n) and defect spaces D and D∗.
It is well-known that for any given cnu contraction UO with deficiency indices (n, n)
on a separable Hilbert space H, there exists an operator-valued function Θ ∈ H∞(D →
D∗) such that the operators (UO on H) and (TΘ on KΘ) are unitarily equivalent (see
for example, page 253 of [44]).
The function Θ is called the characteristic operator function of the cnu contractions
UO and TΘ.
Let us outline the relationship of finite rank perturbations with model theory. With
a rank n unitary operator A : D → D∗, Fuhrmann [18] constructed a unitary operator
UA on H by setting
UA : H⊖D −→ H⊖D∗ with UAf = UOf for f ∈ H ⊖D and
⊕ ⊕
UA : D −→ D∗ by UAf = Af for f ∈ D.
(5.3)
Similarly, we can view UA as rank n perturbations of UO on H as follows. Define the
operators P and P∗ to be the orthogonal projections of H onto D and D∗, respectively.
Further, we use the notation P⊥ = I − P and P⊥∗ = I − P∗. Consider the family of
perturbations of UO given by
UA = P
⊥
∗ UOP
⊥ ⊕ AP A : D → D∗ with unitary A.
It is not hard to see that D∗ is a cyclic subspace for UA for each unitary A.
Using that Θ(z) = −UO + zD∗(I − zU
∗
O
)−1D with the defect operators D and D∗,
a formula for the characteristic operator function Θ was first obtained in [5, 18]. Al-
though, the operator function S(z) that occurs on the right hand side of their formula
is related to the operator-valued characteristic function ΘA(z) via a unitary change of
basis, the formula was used to prove some interesting spectral properties of UA and the
higher rank unitary perturbations in terms of Θ. A more explicit formula for Θ was
derived in Theorem 4.1 of [16].
Let µA denote the scalar-valued spectral measure; that is, we have the direct integral
H = ⊕
∫
T
H(ξ)dµA(ξ) with UA = ⊕
∫
T
ξ IH(ξ)dµA(ξ),(5.4)
where IH(ξ) denotes the identity operator on the Hilbert space H(ξ). Since D∗ is a
cyclic subspace for UA of minimal dimension, we have max dimH(ξ) = n.
We re-write this perturbation as a problem on KΘ =
(
H2(D∗)
clos△L2(D)
)
⊖
(
Θ
△
)
H2(D),
where Θ is the characteristic operator function that corresponds to UO.
The following four statements are equivalent:
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1) The operators (U∗
O
)n converge to the zero operator in the strong operator topol-
ogy as n→∞.
2) The model space reduces to KΘ = H
2(D)⊖ΘH2(D); that is, the second com-
ponent collapses to {0}.
3) The characteristic operator function Θ is inner.
4) The finite rank unitary perturbations UA all have purely singular spectrum,
i.e. (µA)ac ≡ 0 for all unitary A.
The equivalency of statements 1) and 3) can be found in [5], see also Proposition
3.5 of [44]. The fact that 2) ⇔ 3) is trivial by virtue of the definition (5.1) of KΘ.
The equivalency of parts 3) and 4) for general n ∈ N is the main result of [16]. In
the case n = 1, the latter equivalence is implied by equation (6.4) below. However, a
generalization of the “classical” proof of this equivalence from n = 1 to n > 1 does
not seem to be straightforward. Open problem: It would be useful to extend the
original proof to higher rank perturbations, since such an extension could yield the
explicit density functions for the absolutely continuous part in the case of finite rank
perturbations.
The equivalency of the above four statements explains why the case of purely singular
spectrum is much simpler.
It is worth mentioning that the inner-outer factorization of operator-valued inner
functions has proved to be involved. Concerning finite rank perturbations, this may
mean that the situation for n > 1 is significantly more difficult than n = 1.
Open direction: In the case of higher rank perturbations, we certainly cannot hope
that the singular parts of two perturbed operators’ spectral measures are mutually sin-
gular. However, it would be interesting to see how much of Aronszajn–Donoghue theory
can still be true with appropriate changes in the statements. For example, instead of
the scalar spectral measure, one would need to consider vector-valued measures.
6. Aleksandrov–Clark Theory: Rank one unitary perturbations
We generalize Clark’s setup to the case of non-inner characteristic functions which
is often referred to as Aleksandrov–Clark theory. Rather than repeating the very
accessible expositions [7, 37] of the substantial progress made by many mathematicians,
we choose a slightly different, equivalent approach (see [16] for further details) in order
to highlight some of the differences between Clark and Aleksandrov–Clark theory.
When studying the relationship between the above setup for n = 1 and the normal-
ized Cauchy transform (below), we will mention another reason for this simplification.
Take θ ∈ H∞(D) with ‖θ‖
H∞
≤ 1 and θ(0) = 0.
Recall the definition of the Sz.-Nagy–Foias¸ model space Kθ and of the cnu contraction
Tθ. All rank one unitary perturbations of Tθ are given by
U˜γ = Tθ + γ
(
· ,
(
z−1θ
z−1△
))
Kθ
(
1z
0
)
on Kθ for |γ| = 1,
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where
(
· ,
(
z−1θ
z−1△
))
Kθ
(
1z
0
)
denotes the rank one operator defined by
(
f
g
)
7→
([
(f, z−1θ)
H2
+ (g, z−1△)
L2
]
1z
0
)
.
The defect spaces of Tθ are
〈(
z−1θ
z−1△
)〉
and
〈(
1z
0
)〉
.
Let µγ denote the spectral measure of U˜γ with respect to the cyclic vector
(
1z
0
)
.
The Clark operator Φγ : Kθ → L
2(µγ) for γ ∈ T intertwines Tθ and U0 and it maps
the defect spaces D
Tθ
,D
T ∗
θ
⊂ Kθ of Tθ to those of U0. Here U0 = Mξ − ( · , ξ¯)1 on
L2(µγ) was defined in Section 5 (for a general Hilbert space). The identification of the
defect spaces is proved in Lemma 9.1 below.
There is a one-to-one correspondence between the spectral families that arise from
rank one unitary perturbations and the corresponding θ ∈ H∞(D) with ‖θ‖
H∞
≤ 1.
For z ∈ C\T we have by a Herglotz argument that
γ + θ(z)
γ − θ(z)
=
∫
T
ξ + z
ξ − z
dµγ(ξ),
see for example, [7]. It is not hard to see that µγ is a probability measure. In fact, the
latter condition is equivalent to our assumption that θ(0) = 0.
For a complex-valued measure τ , the Cauchy transform K of the measure fτ is given
by
K(fτ)(z) =
∫
T
f(ξ)dτ(ξ)
1− ξ¯z
, z ∈ C\T, f ∈ L1(|τ |).(6.1)
The normalized Cauchy transform
(6.2) Cfτ (z) =
K(fτ)
Kτ
(z) , z ∈ C\T, f ∈ L1(|τ |),
is an analytic function on C\T. It is one of the central objects in the theory of rank
one perturbations.
Poltoratski’s theorem says that for a complex Borel measure τ on T and any f ∈
L1(|τ |), the non-tangential limit of Cfτ exists and is equal to f(ξ) with respect to the
singular part a.e. |τ |s (see, for example, Poltoratski [38], also see [23]).
Remark. Given a function f ∈ H∞(D) with ‖f‖
H∞
≤ 1 and f(0) = 0, one can use
Poltoratski’s theorem to show the existence (and obtain the value) of the non-tangential
boundary value at some ζ ∈ T. Indeed, this can be done for some |γ| = 1 by finding
a corresponding Aleksandrov–Clark measure µγ that has a point mass at ζ . One can
then proceed in a similar way using the singular continuous part of µγ.
The role of the normalized Cauchy transform central object behind several important
results in Clark theory. If θ is inner, we have Φ∗γf = Cfµγ for all f ∈ L
2(µγ). For inner
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θ, the latter formula plus Poltoratski’s theorem, is the key to several results in Clark
theory.
If θ is not inner, then Φ∗γf ∈ Kθ implies that it is two-valued. The situation is much
more difficult. The author, in collaboration with S. Treil, proved the following new
(until now unpublished) representation in the case γ = 1. We included the proof in
the appendix, Section 9.
Let Pθ be the orthogonal projection of
(
H2
△L2
)
onto Kθ.
Theorem 6.1. Under the above assumptions, we have
Φ∗1f(z) = Pθ
[
f(z) +
∫
ξ(f(ξ)− f(z))
ξ − z
dµ(ξ)
](
1z − θ
−△
)
(6.3)
for f ∈ C1(T).
Remarks. (a) Let us briefly mention that formula (6.3) contains a slight abuse of no-
tation (for a more precise explanation confer the remark below in the proof of this
result): We take scalar multiplication of the vector with the function in square brack-
ets, by taking its non-tangential boundary values into the second component (the first
component is a function on the unit disc while the second one is on the unit circle).
Projection Pθ is then applied to the resulting vector.
(b) Formula (6.3) is not an easy object of study. Taking the projection of a vector val-
ued function containing singular integrals. One can think of the formula as applying
two singular integral operators consecutively. Open problem: Find an interpretation
for this formula. In particular, find a reasonable expression for Φ∗1f that does not
involve Pθ. The importance of the normalized Cauchy transform in the case of inner
functions indicates that such a simplified representation will be very useful.
Consider the Lebesgue decomposition dµγ = d(µγ)ac+d(µγ)s, where d(µγ)ac = wγdm,
wγ ∈ L
1(m). Using analytic methods, one can express the density of the absolutely
continuous part of the spectral measure µγ is given by
wγ(ξ) =
1− |θ(ξ)|2
|γ − θ(ξ)|2
for ξ ∈ T a.e. m,(6.4)
see for example, [7], Proposition 9.1.14.
In [1] the authors proved a certain Aronszajn–Krein type formula which, when trans-
lated to the case of rank one unitary perturbations, states that the normalized Cauchy
transform of (Vγf)µγ, f ∈ L
2(µ), is independent of γ where Vγ is the unitary operator
Vγ : L
2(µ) → L2(µγ) such that VγUγ = MζVγ and Vγ1ξ = 1ζ and the operator Mζ
acts as multiplication by the independent variable in L2(µγ). More precisely, we have
C(Vγf)µγ = Cfµ for f ∈ L
2(µ).
In [16] the authors obtained a very simple representation of the characteristic func-
tion of U0, namely, θ(z) = zCξ¯µ(z) = γzCξ¯µγ (z) for z ∈ D, |γ| = 1.
For f ∈ L2(µγ), the normalized Cauchy transform Cfµγ is analytic in the open unit
disc D. It follows from the latter representation of the characteristic function that, if
we take f(ξ) = ξ¯, then Cξ¯µγ is also uniformly bounded on D.
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Further, the formula for θ was used to explicitly express the non-tangential jump
behavior of the normalized Cauchy transform of the measure ξ¯µ across the unit circle.
Let us briefly explain this result. It follows from Poltoratski’s theorem that the non-
tangential boundary values of the normalized Cauchy transform from the inside and
outside, respectively, coincide a.e. (µγ)s. However, Poltoratski’s theorem does not
provide any information about the boundary values on the absolutely continuous part
(µγ)ac. On that part of T, the difference of the non-tangential boundary values of
the normalized Cauchy transform (from the inside and outside, respectively) is some
non-zero function, since Cfµ is an analytic function on C\T. In [16], the authors found
a simple explicit expression for this jump for non-tangential boundary limits of Cξ¯µγ .
Open problems: Is it possible to control the jump of the normalized Cauchy
transform of fµγ, f ∈ L
2(µγ)? This may be useful for generalizing the connection to
pseudocontinuation, see Section 7 below. Further relationships between the boundary
values of θ and the spectral behavior of Uγ would be of interest.
7. Generalization of pseudocontinuation
In the case where n = 1 and the characteristic function θ is inner, a famous re-
sult by Douglas–Shapiro–Shields [17] relates the existence of a pseudocontinuation of
a function to the question whether the function is an element of the model space Kθ.
Pseudocontinuable functions have interesting connections in operator and function the-
ory, especially concerning the cyclicity of functions (see, for example, [8, 36]).
If we do not assume that the characteristic function is inner, then the corresponding
Nikolski–Vasyunin coordinate free model space consists of pairs of functions, and so
does the Sz.-Nagy–Foias¸ transcription (5.1). In this case, Kapustin [27, 28] provided a
unitarily equivalent formulation of rank one unitary perturbations of a cnu contraction
via a model space consisting of pairs of functions, the first of which is meromorphic
inside the unit disc and the second of which is meromorphic outside the unit disc, and
the boundary values of which satisfy a certain jump condition.
Although Kapustin’s main goal was to construct a model operator that is unitarily
equivalent to a given operator, his result can be thought of as a generalization of
pseudocontinuation by allowing a certain controlled jump behavior at the boundary. It
involves the existence of two functions from H2 in terms of which the jump condition
of the pair of meromorphic functions is formulated. His approach relies heavily on the
coordinate free model space by Nikolski and Vasyunin.
Many open questions: What do the different choices of H2 functions have in
common? Can we express these conditions in terms of the spectral properties of the
class of rank one unitary perturbations of the related non-unitary operator? Is there a
canonical way of choosing theH2 functions? What does Kapustin’s result mean in some
transcription of the coordinate free model theory? Does Kapustin’s approach extend
to rank n unitary perturbations where n > 1 (certain generalizations of the boundary
convergence of pseudocontinuable functions were proved to the vector-valued case, see
[29])? Finally, how are the two meromorphic functions connected to the well-studied
objects from Aleksandrov–Clark theory, for example, the normalized Cauchy transform.
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More precisely, can we relate the pair of functions to the non-tangential jump behavior
of the normalized Cauchy transform Cξ¯µ?
8. Certain other models
Apart from Sz.-Nagy–Foias¸ theory, there are several other model theoretic approaches
to finite rank perturbations, for example, via the de Branges–Rovnyak space (see
[10, 11], also see [41]). Recently, Kapustin [28] introduced another interesting ap-
proach to rank one perturbations. Let us explain the larger framework between the
latter three approaches in the case of rank one perturbations.
Consider a cnu contraction U0 on a separable Hilbert space with deficiency indices
(1, 1). Via model theory, such an operator has a characteristic function θ which is an
analytic self-map of the unit disk. The idea is to study the operator theoretic properties
of the rank one unitary perturbations of U0 via the function theoretic properties of θ.
Consider △(ξ) =
√
1− |θ(ξ)|2 for ξ ∈ T (which is defined Lebesgue a.e.).
If θ is inner (i.e. |θ(z)| = 1 for z ∈ T Lebesgue a.e.), then △ ≡ 0 and
∫
log△ = −∞.
This case is studied in Clark theory. In Clark theory the map from the model space
to the Hardy space H2 is one-to-one. Aleskandrov–Clark theory uses many similar
methods but does not assume the characteristic function to be inner. As a result
the map from the model space to the Hardy space H2 is not one-to-one and many
complications occur. The full (two-valued) version of the Sz.-Nagy–Foias¸ model space
must be studied.
The approaches of de Branges–Rovnyak and Kapustin also do not assume that θ
is inner. Kapustin’s restriction is equivalent to the condition
∫
log |θ| > −∞. Open
question: Does this condition have an interpretation in terms of the spectrum?
When using de Branges–Rovnyak spaces, there are two cases. If
∫
log△ = −∞,
then the model simplifies, as the map from the model space to △L2 is one-to-one.
This case happens if and only if θ is extreme. The latter is moreover equivalent to the
polynomials being dense in the set of square integrable functions with respect to the
spectral measure all of the perturbed operators. However, if
∫
log△ > −∞, then the
corresponding map is not one-to-one and the situation becomes more complicated. It
is worth mentioning that in this case we have △ > 0 and |θ| < 1 Lebesgue a.e., and by
equation (6.4), it follows that σac = T.
9. Appendix: Proof of Theorem 6.1
Let operators U˜1, Tθ, Kθ, Φ
∗
1 and the spectral measure µ be defined as in Section 6.
In order to simplify notation let V = Φ∗1. Recall that V : L
2(µ)→ Kθ.
It suffices to prove two separate formulas for monomials in ξ and in ξ¯, namely
V ξn = Pθ
[
zn +
∫
ξ(ξn − zn)
ξ − z
dµ(ξ)
]
x(z), n ∈ N ∪ {0},(9.1)
V ξ¯n = Pθ
[
z¯nx(z)−
∫
ξ(ξ¯n − z¯n)
ξ − z
dµ(ξ)z−1y(z)
]
, n ∈ N,(9.2)
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where
x(z) = V 1ξ =
(
1z
0
)
∈ Kθ, y(z) = V ξ¯ =
(
z−1θ
z−1△
)
∈ Kθ.(9.3)
Indeed, to see the sufficiency of (9.1) and (9.2) note that
(
θ
△
)
∈
(
θ
△
)
H2 and
z−1 ∈ H2−. So, in Kθ, we have
x(z) =
(
1z − θ
−△
)
and y(z) =
(
z−1θ − z−1
z−1△
)
,
which implies that x(z) = −zy(z) in Kθ. The representation theorem 6.1 follows for
monomials f(ξ) = ξk, k ∈ Z, and by linearity for polynomials.
Let us extend this formula to C1(T). Take arbitrary f ∈ C1(T). Take a sequence
of polynomials {pk} such that pk → f , p
′
k → f
′ uniformly on T. In particular we have
pk → f in L
2(µ) and |p′k| ≤ C (with constant C independent of k). We substitute the
polynomials pk into (6.3) and take the limit as k → ∞. Recall that V : L
2(µ) → Kθ
is a unitary operator. So on the left hand side we get V pk → V f in Kθ. By the mean
value theorem and Lebesgue dominated convergence we have∫
ξ(pk(ξ)− pk(z))
ξ − z
dµ(ξ) −→
∫
ξ(f(ξ)− f(z))
ξ − z
dµ(ξ) for all z ∈ T.
Taking a subsequence pkn such that pkn → f Lebesgue a.e., and V pkn → V f Lebesgue
a.e. (in both components) we get Theorem 6.1.
Therefore, it remains to prove equations (9.1), (9.2) and (9.3).
Let us begin by proving (9.1) (minus the identities (9.3) which are proven below in
Lemma 9.1). Recall that V : L2(µ) → Kθ such that TθV = V U0 is the adjoint of the
Clark operator. Taking into account that U0 =Mξ − ( · , ξ¯)1, we obtain
TθV = V
[
Mξ − ( · , ξ¯)L2(µ)1z
]
.(9.4)
Let us proceed by induction, using
VMξ = TθV + ( · , ξ¯)L2(µ)x(z), x(z) = V 1ξ(9.5)
for n = 1 and making the assumption
VMnξ = T
n
θ V +
n−1∑
k=0
( · , ξ¯k+1)
L2(µ)
T n−k−1θ x(z).(9.6)
We finish the induction with the computation
VMn+1ξ = (VMξ)M
n
ξ = Tθ(VM
n
ξ ) + (M
n
ξ · , ξ¯)L2(µ)x(z)
= T n+1θ V +
n−1∑
k=0
( · , ξ¯k+1)
L2(µ)
T n−kθ x(z) + ( · , ξ¯
n+1)
L2(µ)
x(z)
= T n+1θ V +
n∑
k=0
( · , ξ¯k+1)
L2(µ)
T n−kθ x(z)
where we applied (9.5) and (9.6).
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It is not hard to see that T nθ = Pθ
(
T nz 0
0 (M△
eit
)n
)
.
Remark. Since this matrix is diagonal, it essentially behaves like a scalar. Slightly
abusing notation, and WLOG, we write T nθ ·z = PθM
n
z ·z = Pθz
n·z. This explains the
notation in Theorem 6.1.
If we can show that
n−1∑
k=0
ξk+1Pθz
n−k−1x(z) = Pθ
ξ(ξn − zn)
ξ − z
x(z),(9.7)
then (9.1) is proven.
Let us prove formula (9.7). By telescoping sums we obtain
Pθ(ξ
n − zn) ·z = (ξ
n − Pθz
n) ·z = (I− Pθzξ¯)
n−1∑
k=0
ξk+1Pθz
n−k−1 ·z
= Pθ(1− zξ¯)
n−1∑
k=0
ξk+1Pθz
n−k−1 ·z = Pθ(1− zξ¯)
n−1∑
k=0
ξk+1zn−k−1 ·z
=
n−1∑
k=0
ξk+1Pθz
n−k−1(1− zξ¯) ·z =
n−1∑
k=0
ξk+1Pθz
n−k−1ξ¯(ξ − z) ·z,
and identity (9.7) follows immediately.
Formula (9.2) (minus (9.3)) is proven in analogy by using the adjoint of TθV = V U0.
In the proof of Theorem 6.1, it remains to show (9.3).
Lemma 9.1. The defects of Tθ are given by V ξ¯ =
(
z−1θ
z−1△
)
and V 1ξ =
(
1z
0
)
.
Proof of Lemma 9.1. Let us use the notation bb∗ = b( · , b) for b ∈ L2(µ). Observe that
I − U0U
∗
0 = 1ξ1
∗
ξ , I − U
∗
0U0 = ξ¯(ξ¯)
∗ on L2(µ).(9.8)
Indeed, by definition of U0 we obtain
U0 =Mξ − 1ξ(ξ¯)
∗ = (I − 1ξ1
∗
ξ)Mξ and U
∗
0 = Mξ¯(I − 1ξ1
∗
ξ).
Let us show that TθV ξ¯ = ~0. Recall that V : L
2(µ)→ Kθ is a unitary operator such
that TθV = V U0. Since we assumed that ‖ξ¯‖L2(µ) = µ(T) = 1, we have ‖V ξ¯‖Kθ
= 1.
So the second identity of (9.8) implies that
(I − T ∗θ Tθ)V ξ¯ = V ξ¯.
Hence V ξ¯ is the kernel of T ∗θ Tθ. Because (T
∗
θ TθV ξ¯, V ξ¯) = ‖TθV ξ¯‖
2 we have TθV ξ¯ = ~0.
In analogy, it follows that T ∗θ V 1ξ = ~0.
Note that the kernels of Tθ and T
∗
θ are one dimensional, since the definciency indicees
of U0 were (1, 1).
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Let us show that V 1ξ = c1
(
1z
0
)
, c1 ∈ R. Take ~h =
(
f
g
)
∈ Kθ such that T
∗
θ
~h = ~0.
Notice that T ∗θ = z
−1
(
f − f(0)
g
)
where the second component is zero only if z−1g ∈
△H2. It follows that g ∈ △H2. On the other hand, since ~h ∈ Kθ, we have g ⊥ △H
2.
So we must have g ≡ 0. In the first component, we obtain f − f(0) ∈ θH2 while
f ⊥ θH2. From (f−f(0), f) = 0, it easily follows that f = f(0) is a constant function.
The vector ~h =
(
1z
0
)
is the only vector such that T ∗θ
~h = ~0 and must hence be in Kθ.
With the definition of Kθ it is easy to see that V ξ¯ = c2
(
z−1θ
z−1△
)
, c2 ∈ R. Indeed,
if Tθ
(
f
g
)
= ~0, then we must have zf ∈ θH2 while f ⊥ θH2, and similarly for the
second component. Because θ(0) = 0, it follows that vector
(
z−1θ
z−1△
)
∈ Kθ satisfies
these conditions.
It remains to observe that
∥∥∥∥(1z0
)∥∥∥∥
Kθ
=
∥∥∥∥( z−1θz−1△
)∥∥∥∥
Kθ
= 1, so that c1 = c2 = 1. 
The representation theorem, Theorem 6.1, is proved. 
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