Neural networks have proved to be versatile and robust for particle separation in many experiments related to particle astrophysics. We apply these techniques to separate gamma rays from hadrons for the MAGICČerenkov Telescope. Two types of neural network architectures have been used for the classification task: one is the MultiLayer Perceptron (MLP) based on supervised learning, and the other is the Self-Organising Tree Algorithm (SOTA), which is based on unsupervised learning. We propose a new architecture by combining these two neural networks types to yield better and faster classification results for our classification problem.
Introduction
Many gamma ray experiments have to deal with the problem of separating gammas from hadrons. The experiments usually generate large data sets with many attributes in them. This multi-dimensional data classification problem offers a daunting challenge of extracting small number of interesting events (gammas) from an overwhelming sea of background (hadrons). Many techniques are in active re-search for addressing this problem. The list includes classical statistical multivariate techniques to more sophisticated techniques like neural networks, classification trees and kernel functions.
The class of neural networks provides an automated technique for the classification of the data set into given number of classes [3] . It is in active research in both artificial intelligence and machine learning communities. Several neural network models have been developed to address the classification problem. Usually, one makes the distinction between supervised and unsupervised classifiers: the former are trained with data for which the classification is known and then used to classify raw data, while the latter attempt to find the best-fitting class structure in the input data by using some measure of merit (usually an euclidean metric is used [6] ). From a mathematical perspective, a neural network is simply a mapping from R n → R m , where R n is the input data set dimension and R m is the output dimension of the neural network. The network is typically divided into various layers; each layer has a set of neurons also called nodes or information units, connected together by the links. The artificial neural networks are able to classify data by learning how to discriminate patterns in features (or parameters) associated with the data. The neural network learns from the data set when each data vector from the input set is subjected to it. The learning or information gain is stored in the links associated with the neurons. The output structure of the network is dependent on both the problem and the network type. For a gamma/hadron separation problem the network maps each input vector onto the [0,1] interval in supervised networks, whereas in unsupervised networks the nodes are adapted to the input vector in such a way that the output of the network represents the natural groups that exist in the data set. The output of the unsupervised network is generally stored in an ASCII file. A visualization technique is then used to view the groups by processing the output file generated by the network.
Section 2 describes the data sets used for the classification. Section 3 deals with the MultiLayer Perceptron network and its classification results. Section 4 deals with the Self-Organizing Tree Algorithm and its variant along with their classification results. Conclusions and future perspectives are discussed in the section 5.
Data set description
The data sets are generated by a MonteCarlo simulation program, CORSIKA [2]. They contain 12332 gammas, 7356 ON events (mixture of gammas and hadrons), and 6688 hadron or OFF events. These events are stored in different files. The files contain event parameters in ASCII format, each line of 10 numbers being one event [5] with the parameters defined below.
