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This paper presents a Bayesian image segmentation model based on Potts prior and
loopy belief propagation. The proposed Bayesian model involves several terms, including
the pairwise interactions of Potts models, and the average vectors and covariant matrices
of Gauss distributions in color image modeling. These terms are often referred to as
hyperparameters in statistical machine learning theory. In order to determine these
hyperparameters, we propose a new scheme for hyperparameter estimation based on
conditional maximization of entropy in the Potts prior. The algorithm is given based
on loopy belief propagation. In addition, we compare our conditional maximum entropy
framework with the conventional maximum likelihood framework, and also clarify how
the first order phase transitions in loopy belief propagations for Potts models influence
our hyperparameter estimation procedures.
KEYWORDS: Bayesian statistics, statistical-mechanical informatics, maximum likelihood estimation, prob-
abilistic image processing, Markov random fields, Potts model, belief propagation, advanced
mean-field methods, first-order phase transition
1. Introduction
Bayesian image modeling based on Markov random fields (MRF) and loopy belief
propagations (LBP) is one of the interesting research topics in statistical-mechanical
informatics2–6). Its advantages are two fold. First, Bayesian analysis provides useful
statistical models for probabilistic information processing to treat massive and realistic
∗E-mail: kazu@smapip.is.tohoku.ac.jp
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datasets. Second, statistical-mechanical informatics provides powerful algorithms based
on the advanced mean field methods, including the LBP, which is equivalent to the
Bethe approximation in statistical mechanics6–11).
Because MRF’s usually include some hyperparameters which correspond to the
temperature and interactions in classical spin systems, one can determine these hy-
perparameters by maximizing marginal likelihoods in Bayesian modeling. The marginal
likelihoods are constructed from probabilities of observed data with given hyperparam-
eters and are expressed by free energies of prior and posterior probabilities. Practical
algorithms can often be constructed based on the expectation-maximization (EM) algo-
rithm12). From the statistical-mechanical stand-point, EM algorithms used in Bayesian
image analysis have been investigated by applying LBP to some classical spin sys-
tems13,14). We have to mention that, in the EM algorithm, the differentiability of
marginal likelihood with respect to hyperparameters is very important. The classical
spin systems in Refs.13,14) have only second order phase transitions and the marginal
likelihoods are always differentiable with respect to hyperparameters.
Image segmentation, as one of the primary but challenging topics in image pro-
cessing, corresponds to the labeling of pixels in term of the three chromatic values at
each pixel in the observed image. Because image segmentation is usually defined on a
finite square lattice of pixels, the MRF’s can be formulated as having a high probability
when the number of neighbouring pairs of pixels with the same labeling state is large15).
Such MRF modeling can be realized by considering ferromagnetic Potts models on the
square lattice in the statistical mechanics. The state at each pixel corresponds to the
label in clustering the observed data. Bayesian modeling for image segmentations typi-
cally provides a posterior probabilistic model of labeling when a natural image is given.
It is often reduced to a q-state Potts model (q = 2, 3, 4, · · ·) with spatially non-uniform
external fields and uniform nearest-neighbour interactions.
Various useful probabilistic inference algorithms for image segmentations have been
proposed16–25) by means of the maximum likelihood framework for MRF’s. Particularly,
inference algorithms in Refs.17,20–25) are based on advanced mean field methods, in-
cluding the LBP; and MRF’s for image segmentations are using q-state Potts models
as prior probabilities. Carlucci and Inoue adopted q-state Potts models with infinite-
range interactions as prior probability distributions, and they investigated statistical
performance in Bayesian image modeling by using the replica method in the spin glass
theory26). As shown in Fig.1, it is known that, for q-state Potts model with q≥3, the
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approximate free energies of the advanced mean field methods are continuous functions
but have non-differentiable points with respect to the temperature27). Such singulari-
ties are often referred to as the first order phase transitions in the statistical mechanics.
Applications of LBP often leads to phase transitions for systems that include cycles in
their graphical representations, even if they are finite-size systems28). In Bayesian image
restoration, the approximate marginal likelihood in LBP for three-state Potts prior has
been computed for some artificial images and the above singularities have been shown
to appear in the approximate marginal likelihood29). Recently, an efficient iterative in-
ference algorithm has been proposed to realize the hyperparameter estimation in the
standpoint of a conditional maximization of entropy for Bayesian image restoration by
means of generalized sparse MRF prior and LBP.30) The scheme works well for prior
probability with the first order phase transition. In addition, this scheme is equivalent
to the EM algorithm for maximization of marginal likelihood when the differentiate of
marginal likelihood with respect to hyperparameters is always a continuous function,
and the prior probability has the second order phase transitions or no phase transitions.
In the present paper, we will explain, for Bayesian image segmentation, how the first
order phase transitions in LBP’s for q-state Potts models influence EM algorithms in the
maximum likelihood framework and how the inference algorithm in Ref.30) works from
the standpoint of statistical-mechanical informatics. In §2, we construct a Potts prior
probability distribution for Bayesian image segmentation modeling from the standpoint
of the constrained maximization of entropy. In §3, we propose a novel inference scheme,
which is based on a conditional maximum likelihood framework, for estimating hyperpa-
rameters from an observed natural color image in terms of our Potts prior distribution
and the LBP. In §4, we survey the inference procedure for estimating hyperparameters
using the conventional maximum likelihood framework and give numerical experiments
in the frameworks with the LBP. We will also clarify how the first order phase transi-
tion appears in the conventional scheme with the LBP. In §5, we give some concluding
remarks.
2. Potts Prior for Probabilistic Image Segmentation
We consider an image as defined on a set of pixels arranged on a square grid graph
(V , E), where V is the set of all the pixels and is defined by V≡{i|i = 1, 2, · · ·, |V|}.
There is a link {i, j} between every nearest-neighbour pair of pixels i and j, and E
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Fig. 1. Free energy f(K) = − 1|V| lnY(K) and the differentiate df(K)dK for various values of the inverse
temperature K(> 0). They are obtained by applying the loopy belief propagation to q-state Potts
models (49) on the square lattice with periodic boundary conditions along x- and y-directions. (a)
f(K) for q = 5. (b) f(K) for q = 8. (c) df(K)dK for q = 5. (b)
df(K)
dK for q = 8. Here Y(K) is the partition
function of the q-state Potts model in eq.(49), V ≡ {1, 2, · · ·, |V|} is the set of all the pixels and E is the
set of all the nearest neighbour pairs of pixels on the square lattice. The first order transition points
KC of the Potts model in the loopy belief propagation are 2.1972 and 2.5871 for q = 5 and q = 8,
respectively.
denotes the set of all the nearest-neighbour pairs of pixels {i, j}. The total numbers of
elements in the sets V and E are denoted by |V| and |E|, respectively. The goal of image
segmentation is to classify the pixels into several regions. Each pixel will be assigned
one of the integers Q≡{0, 1, 2, · · ·, q − 1} as its region label. In the present section, we
give the prior probability distribution of labeled configurations on the square grid graph
(V ,G).
The label at each pixel i is regarded as a random variable, denoted by Ai. Then
the random field of labels is represented by A≡(A1, A2, · · ·, A|V|)T, and every labeled
configuration is denoted by a = (a1, a2, · · ·, a|V|)T. The prior probability of a labeled
configuration a is assumed to be specified by a constant u as
Pr{A = a|u} = argmax
P(a)
{
−
∑
z
P(z)lnP(z)
∣∣∣
1
|E|
∑
{i,j}∈E
∑
z
(
1− δzi,zj
)P(z) = u,∑
z
P(z) = 1
}
, (1)
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where z = (z1, z2, · · ·, z|V|)T and
∑
z
≡
∑
z1∈Q
∑
z2∈Q
· · ·
∑
z|V|∈Q
. By introducing the Lagrange
multipliers for the constraints, we reduce the prior probability Pr{A = a|u} to
Pr{A = a|u} = 1Z(u)
∏
{i,j}∈E
exp
(1
2
α(u)δai,aj
)
, (2)
where Z(u) is a normalization constant. The interaction α(u) is a function of u and
should be determined to satisfy the following constraint condition
1
|E|
∑
{i,j}∈E
∑
z
(
1− δzi,zj
)
Pr{A = z|u} = u. (3)
In order to calculate the estimate of the hyperparameter α(u), we have to solve the
following equation:
1
|E|
∑
{i,j}∈E
∑
ζ∈Q
∑
ζ′∈Q
(
1− δζ,ζ′
)
Pr{Ai = ζ, Aj = ζ ′|u} = u, (4)
where
Pr{Ai = ai, Aj = aj|u} ≡
∑
z
δzi,aiδzj ,ajPr{A = z|u}. (5)
In the above mathematical framework, as shown in the deterministic equation (4) to-
gether with eqs.(2) and (5), computation of the two terms
∑
{i,j}∈E
∑
z
(
1−δzi,zj
)
Pr{A =
z|u} and Z(u) is critical to α(u). In LBP9–11,30), the marginal prior probability distri-
butions Pr{Ai = ai, Aj = aj|u} in eq.(5) and Pr{Ai = ai|u} ≡
∑
zδzi,aiPr{A = z|u}
can be approximately reduced to
Pr{Ai = ai, Aj = aj|u} ' 1Z{i,j}(u)
( ∏
k∈∂i\{j}
λk→i(ai)
)
exp
(1
2
α(u)δai,aj
)
×
( ∏
k∈∂j\{i}
λk→j(aj)
)
({i, j}∈E), (6)
Pr{Ai = ai|u} ' 1Zi(u)
∏
k∈∂i
λk→i(ai) (i∈V), (7)
where ∂i denotes the set of neighbouring pixels of pixel i. The quantities Z{i,j}(u)
and Zi(u) in eqs.(6) and (7) correspond to normalization constants of approximate
representations of marginal probabilities in LBP. Here {λj→i(ξ)|i∈V , j∈∂i, ξ∈Q} are
messages in the LBP30) for the prior probability Pr{A = a|u} in eq.(2), and the free
energy f(u) per pixel in the Potts prior (2) is also approximately expressed as
f(u) ≡ − 1|V| lnZ(u)
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Fig. 2. α(u) and f(u) = − 1|V| lnZ(u) for various values of u obtained by using the loopy belief
propagation of Potts models for the cases of q = 5 and q = 8.
' 1|V|
(
−
∑
{i,j}∈E
lnZ{i,j}(u)−
∑
i∈V
(1− |∂i|)lnZi(u)
)
. (8)
The messages λj→i(ξ) (ξ∈Q, j∈∂i, i∈V) are determined so as to satisfy the following
simultaneous equations:
λj→i(ξ) =
∑
ζ∈Q
exp
(
1
2
α(u)δξ,ζ
) ∏
k∈∂j\{i}
λk→j(ζ)∑
ζ∈Q
∑
ζ′∈Q
exp
(
1
2
α(u)δζ′,ζ
) ∏
k∈∂j\{i}
λk→j(ζ)
(i∈V , j∈∂i, ξ∈Q). (9)
In Fig.2, we show the curves of α(u) and f(u) along various values of u for q = 5
and q = 8. For each fixed value of u, α(u) is determined so as to satisfy the constraint
condition (4). The left-hand side of the constraint condition (4) is computed by using
eq.(6) together with eq.(9) in LBP.
3. Segmentation Algorithm for Potts Posterior and Loopy Belief Propaga-
tion
In this section, we provide a posterior probability and a hyperparameter estimation
scheme in terms of the Potts prior constructed in the previous section. We combine the
conditional maximization of entropy with Bayesian modeling to derive simultaneous
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deterministic equations for estimating hyperparameters from the given data.
The intensities of red, green, and blue channels at pixel i in the observed image are
regarded as random variables denoted by DRi , D
G
i and D
B
i , respectively. The random
fields of red, green and blue intensities in the observed color image are then represented
by the 3|V|-dimensional vector D≡(D1,D2, · · ·,D|V|)T, where Di ≡ (DRi , DGi , DBi )T.
The actual color image is denoted by d = (d1,d2, · · ·,d|V|)T, where di = (dRi , dGi , dBi )T.
The random variables DRi , D
G
i and D
B
i at each pixel i can take any real numbers in the
interval (−∞,+∞). The generative process of natural color images d is assumed to be
the following conditional probability:
Pr{D = d|A = a,Θ} =
∏
i∈V
g(di|ai,Θ), (10)
where
Θ ≡
{
m(ξ) =

mR(ξ)
mG(ξ)
mB(ξ)
 ,C(ξ) =

CRR(ξ) CGR(ξ) CBR(ξ)
CRG(ξ) CGG(ξ) CBG(ξ)
CRB(ξ) CGB(ξ) CBB(ξ)

∣∣∣∣∣ξ∈Q
}
(11)
and
g(di|ai,Θ) ≡
√
1
det(2piC(ai))
exp
(
− 1
2
(di −m(ai))TC−1(ai)(di −m(ai))
)
. (12)
By substituting eqs.(2) and (10) into the Bayes formula, we derive the posterior
probability distribution as follows:
Pr{A = a|D = d, u,Θ} = 1Z(d, u,Θ)
(∏
i∈V
g(di|ai,Θ)
)( ∏
{i,j}∈E
exp
(1
2
Kδai,aj
))
, (13)
where
Z(d, u,Θ) ≡
∑
z
(∏
i∈V
g(di|ai,Θ)
)( ∏
{i,j}∈E
exp
(1
2
Kδai,aj
))
. (14)
Another way of defining the posterior probability of a labeling a can be introduced
through the following definition:
Pr{A = a|D = d, u,Θ} =
(∏
i∈V
√
1
det(2piC(ai))
)
P̂(a)∑
z
(∏
i∈V
√
1
det(2piC(zi))
)
P̂(z)
(15)
P̂(a) = argmax
P(a)
{
−
∑
z
P(z)lnP(z)
∣∣∣∑
z
P(z) = 1,
∑
{i,j}∈E
∑
z
(
1− δzi,zj
)P(z) = u,
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∑
i∈V
di
∑
z
δzi,ξP(z) =
∑
i∈V
m(ξ)
∑
z
δzi,ξP(z) (ξ∈Q),∑
i∈V
did
T
i
∑
z
δzi,ξP(z) =
∑
i∈V
(
C(ξ) +m(ξ)mT(ξ)
)∑
z
δzi,ξP(z) (ξ∈Q)
}
. (16)
By introducing Lagrange multipliers Λ0, Λ1, Λ2(ξ) =

ΛR2 (ξ)
ΛG2 (ξ)
ΛB2 (ξ)
 (ξ∈Q) and Λ3(ξ) =

ΛRR3 (ξ) Λ
GR
3 (ξ) Λ
BR
3 (ξ)
ΛRG3 (ξ) Λ
GG
3 (ξ) Λ
BG
3 (ξ)
ΛRB3 (ξ) Λ
GB
3 (ξ) Λ
BB
3 (ξ)
 (ξ∈Q) for the constraints and by considering the ex-
tremum condition with respect to P(a), the right-hand side of eq.(16) is reduced to the
following expression:
P(a) ∝
( ∏
{i,j}∈E
exp
(− Λ1(1− δai,aj)))
×
(∏
i∈V
exp
(
− dTi Λ3(ai)di −
1
2
dTi Λ2(ai)−
1
2
ΛT2 (ai)d
T
i
)
×exp
(
mT(ai)Λ3(ai)m(ai) +
1
2
ΛT2 (ai)m(ai) +
1
2
mT(ai)Λ2(ai)
)
×exp
( ∑
κ∈{R,G,B}
∑
κ′∈{R,G,B}
Cκ,κ′(ai)Λ
κ,κ′
3 (ai)
))
, (17)
up to the normalization constant including Λ0. The Lagrange multipliers Λ1, Λ3(ξ)
(ξ∈Q) and Λ2(ξ) (ξ∈Q) are determined so as to satisfy the constraint conditions:
1
|E|
∑
{i,j}∈E
∑
z
(
1− δzi,zj
)P(z) = u, (18)
∑
i∈V
di
∑
z
δzi,ξP(z)∑
i∈V
∑
z
δzi,ξP(z)
= m(ξ) (ξ∈Q), (19)
∑
i∈V
(
di −m(ξ)
)(
di −m(ξ)
)T∑
z
δzi,ξP(z)∑
i∈V
∑
z
δzi,ξP(z)
= C(ξ) (ξ∈Q). (20)
Moreover, in order to ensure eq.(17) as an identity with respect to every label configu-
ration of a, we have to impose the following equalities:
Λ1 =
1
2
α(u), (ξ∈Q), (21)
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Λ2(ξ) = −C−1(ξ)m(ξ) (ξ∈Q), (22)
Λ3(ξ) =
1
2
C−1(ξ) (ξ∈Q), (23)
as sufficient conditions for eq.(15) with respect to the right-hand sides of equa-
tions (13) and (17). Because C(ξ) (ξ∈Q) are symmetric matrices, we can show that∑
κ∈{R,G,B}
∑
κ′∈{R,G,B}
Cκ,κ′(ξ)Λ
κ,κ′
3 (ξ) =
3
2
(ξ∈Q) in eq.(17) by using eq.(23). By com-
bining the above arguments (13), (17), (18)-(20), and (21)-(22) with the ones in
eq.(2) and eq.(3), the simultaneous deterministic equations of estimates û(d) and
Θ̂(d) = {m̂(ξ,d), Ĉ(ξ,d)|ξ∈Q} of u and Θ should then be reduced to the following
constraints:
1
|E|
∑
{i,j}∈E
∑
ζ∈Q
∑
ζ′∈Q
(
1− δζ,ζ′
)
Pr{Ai = ζ, Aj = ζ ′|D = d, û(d), Θ̂(d)}
=
1
|E|
∑
{i,j}∈E
∑
ζ∈Q
∑
ζ′∈Q
(
1− δζ,ζ′
)
Pr{Ai = ζ, Aj = ζ ′|û(d)}, (24)
∑
i∈V
diPr{Ai = ξ|D = d, û(d), Θ̂(d)}∑
i∈V
Pr{Ai = ξ|D = d, û(d), Θ̂(d)}
= m̂(ξ,d) (ξ∈Q), (25)
∑
i∈V
(
di − m̂(ξ,d)
)(
di − m̂(ξ,d)
)T
Pr{Ai = ξ|D = d, û(d), Θ̂(d)}∑
i∈V
Pr{Ai = ξ|D = d, û(d), Θ̂(d)}
= Ĉ(ξ,d) (ξ∈Q), (26)
where
Pr{Ai = ai, Aj = aj|D = d, u,Θ} ≡
∑
z
δzi,aiδzj ,ajPr{A = z|D = d, u,Θ}, (27)
Pr{Ai = ai|D = d, u,Θ} ≡
∑
z
δzi,aiPr{A = z|D = d, u,Θ}. (28)
Given the estimates û and Θ̂, the estimate of labeling â(d) = (â1(d), â2(d), · · ·, â|V|(d))T
is determined by
âi(d) ≡ max
ζ∈Q
Pr{Ai = ζ|D = d, û(d), Θ̂(d)} (i∈V). (29)
The above method of producing the labeling is called maximum posterior marginal
(MPM) estimation.
9/24
In LBP, the marginal probability distributions Pr{Ai = ai, Aj = aj|D = d, u,Θ}
and Pr{Ai = ai|D = d, u,Θ} can be approximately reduced to
Pr{Ai = ai, Aj = aj|D = d, u,Θ} ' 1Z{i,j}(d, u,Θ)
( ∏
k∈∂i\{j}
µk→i(ai)
)
×g(di|ai,Θ)exp
(1
2
α(u)δai,aj
)
g(dj|aj,Θ)
( ∏
k∈∂j\{i}
µk→j(aj)
)
({i, j}∈E), (30)
Pr{Ai = ai|D = d, u,Θ} ' 1Zi(d, u,Θ)g(di|ai,Θ)
(∏
k∈∂i
µk→i(ai)
)
(i∈V). (31)
The quantities Z{i,j}(d, u,Θ) and Zi(d, u,Θ) in eqs.(30) and (31) correspond to nor-
malization constants of approximate representation to marginal probabilities in LBP.
Here {µj→i(ξ)|i∈V , j∈∂i, ξ∈Q} are messages in the LBP30) for the posterior proba-
bilities Pr{A = a|D = d, u,Θ} in eq.(13). They are determined so as to satisfy the
following simultaneous fixed-point equations:
µj→i(ξ) =
∑
ζ∈Q
exp
(
1
2
α(u)δξ,ζ
)
g(dj|ζ,Θ)
∏
k∈∂j\{i}
µk→j(ζ)∑
ζ∈Q
∑
ζ′∈Q
exp
(
1
2
α(u)δζ′,ζ
)
g(dj|ζ,Θ)
∏
k∈∂j\{i}
µk→j(ζ)
(i∈V , j∈∂i, ξ∈Q). (32)
Here ∂i denotes the pixels that are neighbours of pixel i. The left-hand sides in eqs.(24),
(25) and (26) can be computed by means of eqs.(30), (31), and (32).
The practical segmentation algorithm for an observed image d is summarized as
follows:
Inference Algorithm for û(d), α
(
û(d)
)
and Θ̂(d)
Step 1 Input the data d. Set initial values for u, K, Θ≡{m(ζ),C(ζ)|ζ∈Q} and
{µ̂j→i(ξ)|i∈V , j∈∂i, ξ∈Q}, and t← 0.
Step 2 Set initial values for {λ̂j→i(ξ)|i∈V , j∈∂i, ξ∈Q} and repeat the following
update rules until K and {λ̂j→i(ξ)|i∈V , j∈∂i, ξ∈Q} converge:
λj→i(ξ) ←
∑
ζ∈Q
exp
(
1
2
Kδξ,ζ
) ∏
k∈∂j\{i}
λ̂k→j(ζ)∑
ζ∈Q
∑
ζ′∈Q
exp
(
1
2
Kδζ′,ζ
) ∏
k∈∂j\{i}
λ̂k→j(ζ)
(ξ∈Q, i∈V , j∈∂i), (33)
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Ai ←
∑
ζ∈Q
∏
k∈∂i
λk→i(ζ) (i∈V), (34)
A{i,j} ←
∑
ζ∈Q
∑
ζ′∈Q
( ∏
k∈∂i\{j}
λk→i(ζ)
)
exp
(1
2
Kδζ,ζ′
)
×
( ∏
k∈∂j\{i}
λk→j(ζ ′)
)
({i, j}∈E), (35)
K ← K×
(
1
u|E|
∑
{i,j}∈E
1
A{i,j}
∑
ζ∈Q
∑
ζ′∈Q
(
1− δζ,ζ′
)
×
( ∏
k∈∂i\{j}
λk→i(ζ)
)
exp
(1
2
Kδζ,ζ′
)( ∏
k∈∂j\{i}
λk→j(ζ ′)
))1/4
. (36)
λ̂j→i(ξ) ← λj→i(ξ) (ξ∈Q, i∈V , j∈∂i). (37)
Step 3 Update Θ, {µj→i(ξ)|ξ∈Q, i∈V , j∈∂i} and u according to the following rules:
µj→i(ξ) ←
∑
ζ∈Q
exp
(
1
2
α(u)δξ,ζ
)
g(dj|ζ,Θ)
∏
k∈∂j\{i}
µ̂k→j(ζ)∑
ζ∈Q
∑
ζ′∈Q
exp
(
1
2
α(u)δζ′,ζ
)
g(dj|ζ,Θ)
∏
k∈∂j\{i}
µ̂k→j(ζ)
(ξ∈Q, i∈V , j∈∂i), (38)
Bi ←
∑
ζ∈Q
g(di|ζ,Θ)
∏
k∈∂i
µk→i(ζ) (i∈V), (39)
B{i,j} ←
∑
ζ∈Q
∑
ζ′∈Q
( ∏
k∈∂i\{j}
µk→i(ζ)
)
g(di|ζ,Θ)exp
(1
2
α(u)δζ,ζ′
)
×g(dj|ζ ′,Θ)
( ∏
k∈∂j\{i}
µk→j(ζ ′)
)
({i, j}∈E), (40)
m(ξ) ←
∑
i∈V
1
Bidig(di|ξ,Θ)
(∏
k∈∂i
µk→i(ξ)
)
∑
i∈V
1
Bi g(di|ξ,Θ)
(∏
k∈∂i
µk→i(ξ)
) , (41)
C(ξ) ←
∑
i∈V
1
Bi
(
di −m(ξ)
)(
di −m(ξ)
)T
g(di|ξ,Θ)
(∏
k∈∂i
µk→i(ξ)
)
∑
i∈V
1
Bi g(di|ξ,Θ)
(∏
k∈∂i
µk→i(ξ)
) , (42)
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Θ ← {m(ξ),C(ξ)|ξ∈Q}, (43)
u ← 1|E|
∑
{i,j}∈E
(
1
B{i,j}
∑
ζ∈Q
∑
ζ′∈Q
(
1− δζ,ζ′
)( ∏
k∈∂i\{j}
µk→i(ζ)
)
×g(di|ζ,Θ)exp
(1
2
α(u)δζ,ζ′
)
g(dj|ζ ′,Θ)
( ∏
k∈∂j\{i}
µk→j(ζ ′)
))
. (44)
µ̂j→i(ξ) ← µj→i(ξ) (ξ∈Q, i∈V , j∈∂i). (45)
Step 4 Output the following quantities:
t← t+ 1, û(d)←u, α(û(d))←K, (46)
Θ̂(d) ≡ {m̂(ξ,d), Ĉ(ξ,d)|ξ∈Q} ← Θ, (47)
âi(d)← argmax
ζ∈Q
g(di|ζ,Θ)
∏
k∈∂i
µk→i(ζ) (i∈V), (48)
and stop if û(d) and Θ̂(d) converge. Go to Step 2 otherwise.
We use six test images, as shown in Figs.3(a)-(f), where three images are from
the Berkeley Segmentation Data Set 500 (BSDS500)31,32) and the other three images
are from the image database of Signal and Image Processing Institute, University of
Southern California (SPIP-USC)33) to demonstrate the effectiveness of our method. The
processes of the proposed hyperparameter estimation for the images in Fig.3(a)-(f) are
plotted in Figs.4(a)-(f) and 5(a)-(f) under q = 5 and q = 8, respectively. The solid circles
in Figs.4 and 5 correspond to (α(û(d)), û(d)) in Step 4, and the solid lines are α(u) for
various values of u and are also given in Fig.2. In Table I, we show the estimates û(d)
and α(û(d)) in the cases of q = 5 and q = 8 for the images d in Fig.3. The segmentation
results for the test images d in Fig.3 are shown in Figs.6 and 7 for q = 5 and q = 8,
where the results are represented as color images
(
m̂
(
â1(d),d
)
, · · ·, m̂(â|V|(d),d))T in
terms of the average vectors m(ξ,d) (ξ∈Q) and the estimate of labeling â(d).
4. Comparison with Conventional Maximum Likelihood Framework
In this section, we describe the conventional scheme for hyperparameter estimation
in the maximum likelihood framework and compare it with our proposed scheme. The
conventional scheme estimates the hyperparameters by maximizing a marginal like-
lihood. Marginal likelihoods are defined by regarding “the probability of data when
hyperparameters are given” as a likelihood function of hyperparameters when data are
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(a) (b)
(c) (d)
(e) (f)
Fig. 3. (a)-(c) Three test images in the Berkeley Segmentation Data Set 500 (BSDS500)31,32). (d)-(f)
Three test images from the database of Signal and Image Processing Institute, University of Southern
California (SPIP-USC)33). Each color image is represented by d = (d1,d2, · · ·,d|V|)T, where di =
(dRi , d
G
i , d
B
i )
T
given. It is computed by marginalizing a joint probability of parameters and observed
data with respect to parameters when hyperparameters are given and is expressed in
terms of the partition functions of our assumed posterior and prior probabilities. How-
ever, in our present problem for image segmentation, our prior probabilistic model is
assumed to be the Potts model and often has the first order phase transition at a tran-
sition point. In such situation, we explain how hyperparameters are estimated in the
conventional maximum likelihood framework with LBP’s.
Instead of eq.(2), the prior probability of a labeling a is assumed to be
Pr{A = a|K} = 1Y(K)
∏
{i,j}∈E
exp
(1
2
Kδai,aj
)
(49)
where Y(K) is a normalization constant and corresponds to the partition function of
our prior probabilistic model. By substituting eqs.(49) and (10) into the Bayes formula,
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Fig. 4. Hyperparameter estimation process by using our proposed inference algorithm of §3 for
q = 5. The solid circles in (a)-(f) are (α(û(d)), û(d)) at t = 1, 2, 3, · · · in Step 4 for the images d in
Fig.3(a)-(f), respectively. Our estimation process in the proposed inference algorithm almost converges
within t ≥ 30 for each d. The solid lines are α(u) for various values of u and are also given in Fig.2(a).
Fig. 5. Hyperparameter estimation process by using our proposed inference algorithm in §3 for
q = 8. The solid circles in (a)-(f) are (α(û(d)), û(d)) at t = 1, 2, 3, · · · in Step 4 for the images d in
Fig.3(a)-(f), respectively. Our estimation process in the proposed inference algorithm almost converges
within t ≥ 30 for each d. The solid lines are α(u) for various values of u and are also given in Fig.2(b).
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(a) (b)
(c) (d)
(e) (f)
Fig. 6. Segmentation â(d) =
(
â1(d), â2(d), · · ·, â|V|(d)
)T
by using the proposed algorithm based on
our conditional maximum entropy framework and the loopy belief propagation of §3 in the case of
q = 5. The results in (a)-(f) are shown with the color m̂
(
âi(d),d
)
at each pixel i for the observed
images d in Fig.3.
we derive the posterior probability distribution
Pr{A = a|D = d, K,Θ} = 1Y(d, K,Θ)
(∏
i∈V
g(di|ai,Θ)
)( ∏
{i,j}∈E
exp
(1
2
Kδai,aj
))
, (50)
where Y(K,d,Θ) is a normalization constant and corresponds to the partition function
of our posterior probabilistic model.
In the conventional maximum likelihood frameworks, estimation of hyperparame-
ters K̂(d) and Θ̂(d) ≡ {m̂(ξ,d), Ĉ(ξ,d)|ξ∈Q}, for K and Θ ≡ {m(ξ),C(ξ)} are
determined by maximizing the marginal likelihood Pr
{
D = d
∣∣K,Θ} as follows:(
K̂(d), Θ̂(d)
)
= argmax
(K,Θ)
Pr
{
D = d
∣∣K,Θ}, (51)
where
Pr
{
D = d
∣∣K,Θ} ≡∑
z
Pr
{
D = d
∣∣A = z,Θ}Pr{A = z∣∣K}. (52)
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(a) (b)
(c) (d)
(e) (f)
Fig. 7. Segmentation â(d) =
(
â1(d), â2(d), · · ·, â|V|(d)
)T
by using the proposed algorithm based on
our conditional maximum entropy framework and the loopy belief propagation of §3 in the case of
q = 8. The results in (a)-(f) are shown for the observed images d in Fig.3.
Maximization of marginal likelihood in eq.(51) can be rewritten as
K̂(d) = argmax
K
Pr
{
D = d
∣∣K,Θ(K,d)}, (53)
Θ̂(d) = Θ(d, K̂(d)), (54)
where the set of hyperparameters Θ(K,d) ≡ {m(ξ,K,d),C(ξ,K,d)|ξ∈Q} is deter-
mined so as to satisfy the following simultaneous fixed point equations:∑
i∈V
diPr{Ai = ξ|D = d, K,Θ(K,d)}∑
i∈V
Pr{Ai = ξ|D = d, K,Θ(K,d)}
= m(ξ,K,d) (ξ∈Q), (55)
∑
i∈V
(
di −m(ξ,K,d)
)(
di −m(ξ,K,d)
)T
Pr{Ai = ξ|D = d, K,Θ(K,d)}∑
i∈V
Pr{Ai = ξ|D = d, K,Θ(K,d)}
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Table I. Estimates of hyperparameters û(d) and α(û(d)) by using the proposed algorithm described
in section 3 for each observed image d. (a) q = 5. (b) q = 8. Here KC’s are the first order transition
points of the q-state Potts model in the loopy belief propagation and are 2.1972 and 2.5871 for q = 5
and q = 8, respectively.
(a)
d Fig.3(a) Fig.3(b) Fig.3(c)
û(d) 0.0155 0.0382 0.0631
α
(
û(d)
)
3.2218(> KC) 2.8367(> KC) 2.6397(> KC)
d Fig.3(d) Fig.3(e) Fig.3(f)
û(d) 0.2775 0.1440 0.1496
α
(
û(d)
)
2.1932(< KC) 2.3559(> KC) 2.3444(> KC)
(b)
d Fig.3(a) Fig.3(b) Fig.3(c)
û(d) 0.0278 0.0510 0.1166
α
(
û(d)
)
3.2480(> KC) 3.0055(> KC) 2.7186(> KC)
d Fig.3(d) Fig.3(e) Fig.3(f)
û(d) 0.3371 0.1767 0.1949
α
(
û(d)
)
2.5050(< KC) 2.6050(> KC) 2.5826(< KC)
= C(ξ,K,d) (ξ∈Q), (56)
for various values of K. Equations (55) and (56) are derived by considering the ex-
tremum conditions of lnPr
{
D = d
∣∣K,Θ} with respect to m(ξ) and C(ξ). For each
value of K(> 0), we compute Θ(K,d) by solving the simultaneous fixed point equa-
tions (55) and (56) by means of the iterative numerical method. Then we determine
the estimates K̂ so as to maximize Pr
{
D = d
∣∣K,Θ(K,d)} with respect to K. The
estimate â(d) =
(
â1(d), â2(d), · · ·â|V|(d)
)T
is determined by maximizing the marginal
posterior probability distribution for each pixel i(∈V) as follows:
âi(d) = argmax
ai∈Q
Pr{Ai = ai|D = d, K,Θ} (i∈V), (57)
Pr{Ai = ai|D = d, K,Θ} ≡
∑
z
δai,ziPr{A = z|D = d, K,Θ} (i∈V). (58)
The left-hand sides of eqs.(55) and (56), the marginal posterior probability distribu-
tion Pr{Ai = ai|D = d, K,Θ} in eq.(58), and the marginal likelihood Pr
{
D = d
∣∣K,Θ}
in eq.(52) can be approximately computed by using the LBP for each set (K,Θ).
In the case of q = 8, Fig.8 shows the logarithm of marginal likelihood per pixel,
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1
|V| lnPr
{
D = d
∣∣K,Θ(K,d)}, in eqs.(53)-(54) for the observed images d in Figs.3(c)
and (d). K̂(d) for Fig.3(c) is equal to α(û) obtained by our proposed scheme in §3 and
is larger than the first order transition point KC of the 8-state Potts model in the LBP.
On the other hand, K̂(d) for Fig.3(d) is larger than α(û) obtained by our proposed
scheme in §3 and is equal to KC. These are typical cases of estimates obtained by
our proposed scheme and the conventional maximum likelihood framework. In Fig.9,
1
|E|
∑
{i,j}∈E
∑
a
(1 − δai,aj)Pr
{
A = a
∣∣D = d, K,Θ(K,d)} is also shown for each observed
image d in Figs.3(c) and (d). We see that the derivative of the logarithm of marginal
likelihood with respect to K is equal to zero at the point satisfying∑
{i,j}∈E
∑
ζ∈Q
∑
ζ′∈Q
(
1− δζ,ζ′
)
Pr{Ai = ζ, Aj = ζ ′|D = d, K̂(d), Θ̂(d)}
=
∑
{i,j}∈E
∑
ζ∈Q
∑
ζ′∈Q
(
1− δζ,ζ′
)
Pr{Ai = ζ, Aj = ζ ′|K̂(d)}. (59)
and it corresponds to the intersection between the black and the red solid line in
Fig.9(a). The intersection corresponds also to the estimate of (α(û), û) based on eq.(24)
in our proposed scheme. In Figs.8(a) and 9(a), the derivative of the logarithm of
marginal likelihood with respect to K is equal to zero at the maximum point of the
marginal likelihood; and it means that the estimate of hyperparameter in our proposed
scheme based on eq.(24) is equivalent to the one in the conventional maximum likeli-
hood estimation. However, in Fig.8(b), we see that the logarithm of marginal likelihood
is not differentiable at K̂(d) = KC for the observed image d of Fig.3(d) and eq.(59)
does not satisfies at this point, although the estimate of α(û) in our proposed scheme
corresponds to the intersection between the black and the red solid line in Fig.9(b),
This is one of the major differences between our proposed scheme and the conventional
maximum likelihood framework.
5. Concluding Remarks
In the present paper, we proposed a Bayesian image segmentation model based
on Potts prior. Under the segmentation model, we then proposed a hyperparameter
estimation scheme based on conditional maximization for entropy of the prior, and
gave the practical inference algorithm based on LBP.
The conventional maximum likelihood framework, which is based on the maximiza-
tion of marginal likelihood, is constructed from the free energies of the prior and the
posterior probabilities. In the present paper, the prior probability is assumed to be the
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Fig. 8. (a) and (b) are the logarithm of marginal likelihood 1|V| lnPr
{
D = d
∣∣K,Θ(K,d)} for the
observed images d in Fig.3(c) and Fig.3(d) in the case of q = 8, which are shown as black solid curves.
KC is the first order transition point of the q-state Potts model in the loopy belief propagation and is
2.5871 for q = 8, respectively.
Fig. 9. (a) and (b) are 1|E|
∑
{i,j}∈E
∑
a
(1 − δai,aj )Pr
{
A = a
∣∣D = d,K,Θ(K,d)} for the observed
images d in Fig.3(c) and Fig.3(d) in the case of q = 8, which are shown as black solid curves. The red
solid curves are (α(u), u) by using the loopy belief propagation in eqs.(2) and (3). KC is the first order
transition point of the q-state Potts model in the loopy belief propagation and is 2.5871 for q = 8,
respectively.
Potts model and it has the first order phase transition on computing some statistical
quantities by means of the LBP. Because the derivative of free energy has discontinu-
ity in the first order phase transition point, it is very difficult to search the maximum
point via the extremum condition of the marginal likelihood with respect to some of the
hyperparameters. Actually, lnPr{D = d|u,G} is given in terms of the normalization
constants Y(d, K,Θ) and Y(K) in eqs.(49) and (50) as follows:
ln
(
Pr{D = d|K,Θ}) = ln(Y(d, K,Θ))− ln(Y(K)). (60)
The logarithms −lnY(K) and −lnY(d, K,Θ) correspond to the free energies of the pos-
terior and the prior probabilistic models in eqs.(49) and (50), respectively. As shown
in Fig.1, the LBP of the q-state Potts prior (49) for q≥3 with no external fields have
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the first order phase transition. In addition, the free energy f(K) = − 1|V| lnY(K) per
pixel has at least one singular point K = KC at which the derivative
d
dK
f(K) is dis-
continuous with respect to K. Although one of the useful procedures for realizing the
maximization of marginal likelihood is the EM algorithm12), it is based on the analysis
for hyperparameters and is hard to be adopted in the conventional maximum likelihood
framework.
Our proposed algorithm in §3 is based on the constrained maximization of the
entropies in eqs.(1) and (16) without using the maximization of marginal likelihood
Pr
{
D = d
∣∣K,Θ} in eqs.(52) and (60). Particularly, with the q-state Potts model in
eqs.(2) and (3), the interaction parameter α(u) of the q-state Potts model (2) is a one-
valued function of u which corresponds to the internal energy −1
2
∑
{i,j}∈E
∑
z
δzi,zjPr{A =
z|u}, when α(u) is regarded as the inverse temperature of the system. It is the key to
the success of our iterative inference algorithm (in §3) on estimating the average vectors
m(ξ), covariance matrices C(ξ) (ξ∈Q), u, and α(u) in eqs.(13)-(14), as shown in Figs.4
and 5 and Table I.
In §4, we have conducted the maximization of marginal likelihood Pr{D = d∣∣K,Θ}
in eqs.(52) and (60) and compare it with our proposed algorithm. The extremum condi-
tions for average vectors m(ξ) and covariance matrices C(ξ) (ξ∈Q) have been given by
eqs. (55) and (56). They are basically equivalent to the constraints (25) and (26) in our
constrained maximization of entropies in eqs.(1) and (16) in §2 and §3. However, their
difference is in eq.(53). As mentioned above, Pr
{
D = d
∣∣K,Θ} is not differentiable at
K = KC, and therefore the extremum condition of Pr
{
D = d
∣∣K,Θ} with respect to K
cannot be considered as its maximization when K̂(d) is equal to KC. On the other hand,
if K̂(d) is equal to KC, we can consider the extremum condition of Pr
{
D = d
∣∣K,Θ}
and reduce the deterministic equation of K̂(d) to eq.(59). Equation (59) is equivalent
to eq.(24). In this case, the conventional maximum likelihood framework in §4 is equiv-
alent to the constrained maximum entropy framework in §2 and §3. The segmentation
result for Fig.3(c) in the case of q = 8 is one of the typical examples, where we obtain
α
(
û(d)
)
= K̂(d) > KC; and the estimates Θ̂(d) by using our proposed algorithm are
equal to each other, as shown in Table I.
However, in order to know if K̂(d) is equal to KC in the conventional maximum
likelihood framework, we have to compute Pr
{
D = d
∣∣K,Θ(K,d)} to satisfy the simul-
taneous fixed point equations (55) and (56) with respect to Θ(K,d) for various values of
20/24
K, as shown in Fig.8(b). This is the main difficulty for achieving the conventional max-
imization of marginal likelihood Pr
{
D = d
∣∣K,Θ} in eqs.(52) and (60), although our
proposed algorithm is constructed from just iterative procedures with respect to û(d),
α
(
û(d)
)
and Θ̂(d), as shown in “Inference Algorithm for û(d), α
(
û(d)
)
and Θ̂(d)” of
§3.
Finally, we discuss the relationship between the proposed framework and the graph
cut method. One may consider using a graph cut method to achieve the image seg-
mentations by means of the MRF. The graph cut methods can derive the exact global
maximum configuration a∗ of the posterior probabilistic distribution Pr{A = z|D =
d, K,Θ}:
a∗ = argmax
z
Pr{A = z|D = d, K,Θ}, (61)
at least for q = 234), and recently it has been extended to an approximate graph cut
method which can be applied also to the case of q≥335). However, the graph cut method
cannot give the estimates of hyperparameters K and Θ from one single observed image
d. Instead, the hyperparameter K of the Potts prior is usually estimated by using super-
vised learning from many labeled pairs (a(1),d(1)), (a(2),d(2)), · · ·, (a(N),d(N)), where the
labeled image a(n) is the ground truth for each observed image d(n) for n = 1, 2, · · ·, N .
When the supervised learning approaches are included in the graph cut method for
image segmentation, the following maximum likelihood estimation is often used for
hyperparameter estimation:
(K∗,Θ∗) = argmax
(K,Θ)
N∑
n=1
ln
(
Pr{A = a(n),D = d(n)|K,Θ}). (62)
To sum up, we have clarified the theoretical relationship between the LBP and the
graph cut method and have proposed novel statistical methods for probabilistic image
segmentations by means of the MRF.
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