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Abstract
On September 14th, 2015, the remnants of two massive stars collided, producing grav-
itational waves that rung out accross the universe. It has been discovered that this is
fairly common. Einstein’s Theory of General Relativity, first predicted gravitational
waves. After a century of scientific discovery, engineering marvels, and the proliferation
of technology, scientists ultimately built an instrument which can detect them. The
Laser Interferometer Gravitational-Wave Observatory (LIGO) detected this event, and
many more in LIGO’s first and second observational runs.
Scientists model the signals that have been detected in order to study the properties
of these systems. These parameters, e.g. the mass and spin of each black hole, will
in turn yield parts of the recipe for the universe. They may one day grant us insight
on the Hubble Constant and the stellar Initial Mass Function. Before these events can
be useful in that way, scientists need to apply astrophysical and statistical models to
estimate those parameters.
This thesis has three goals: (i) To summarize the Bayesian approach adopted by the
Rochester Institute of Technology (RIT) parameter estimation group. (ii) To discuss
the application of the Kolmogorov-Smirnov test as a goodness of fit test, in order to
reduce computational waste and validate parameter estimation results. (iii) To apply
parameter estimation techniques, combined with this test, in order to quantify the
needs of the algorithm used by the RIT group, as well as justify its methodology. In
the pursuit of these goals, I will apply Bayesian statistical theory, test the limits of our
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In this chapter, I will outline a broad overview of the iterative parameter estimation
process which this research is built upon. I build up a definition and understanding
of parameter estimation by introducing the fundamental principles that it concerns,
and describe its application to gravitational wave astrophysics. First, I’ll introduce
Bayes’ Theorem, and describe Gaussian random variables and noise. Then, I’ll provide
an example of the gravitational wave signals and parameters which we are estimating.
Finally, I’ll overview the methodology I use to perform gravitational wave analysis,
including the RIFT algorithm developed at RIT.
1.1 Background for Bayesian Inference with Nor-
mal Random Variables
Bayesian probability theory is geared towards finding the probability of a hypothesis,
rather than the probability of an observation. These quantities are related by Bayes’
Theorem[15]. In order to explore the application of Bayes’ Theorem, it’s useful to define
a few quantities. Let H be the hypothesis we are interested in finding the probability
for, let D be the data describing some observation, and let I be a set of assumptions.
Then, P (D|H, I) is called the likelihood function, P (H|D, I) is called the posterior
probability, and P (H) is called the prior. P (D) is called the evidence, and is usually
reduced to a normalization constant. Bayes’ Theorem asserts that
P (H|D, I) = P (D|H, I)× P (H|I)
P (D|I)
. (1.1)
In order to use Bayes’ Theorem to predict the values of parameters in an experiment,
we need to introduce a set of hypotheses which use our model, and predict some set
of values for the parameters we’re interested in. In demonstrating this, it’s useful to
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define a set of hypotheses which depend on some variable, x, which belongs to the
set X . In the discrete case, where X has a finite number of members, it’s useful
to describe the absolute probability of some state, xi ∈ X . On the other hand, if
X is a continuous space then the model, H(x ∈ X ) (which is a set of hypotheses)
must describe a probability density such that the finite integral of that density has an
absolute probability. Therefore, it must have a Probability Density Function (PDF)
which describes that density, and a Cumulative Distribution Function (CDF), which
describes the integral of that density in a way described below. If a distribution is first
described by its PDF, f(x), then the probability that a random sample drawn from
f(x) has a value between a and b is:




The CDF corresponding to f(x) would then be:




The aim of Bayesian inference is to use Bayes’ theorem to describe the PDF or CDF
for the set of hypotheses, H(x ∈ X ), using a set, X, of random samples, xi, drawn from
f(x)
1.1.1 Normal Random Variables
“Whenever a random variable can be assumed to be the result of a large number of small
effects, the distribution is approximately normal[15].”
This fundamental theorem of statistics is called the Central Limit Theorem. It’s the
unsung hero, next to Bayes’ theorem. It’s not surprising that the Central Limit Theorem
tells us that any collection of random variables will have a mean, µ, or that there’s a
quantity, σ, which describes how noisy said collection is. The power of this theorem is
that it tells us that the PDF (see eq. (1.2)) for a random sample of observations will
take the following functional form as the number of observations grows large:










This is the Gaussian distribution, also known as the normal distribution, N (µ, σ2),
where µ and σ2 are the parameters.
Normal random variables also have several of useful properties. For example, the
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Figure 1.1: Above: The Probability Density Function (PDF) for the standard normal dis-
tribution. Below: The Cumulative Distribution Function (CDF) for the standard normal
distribution.
addition of a constant
N (µ, σ2) + C = N (µ+ C, σ2), (1.5)
the multiplication by a constant
kN (µ, σ2) = N (kµ, (kσ)2), (1.6)
and the addition of two normal random variables
N (µ1, σ21) +N (µ2, σ22) = N (µ1 + µ2, σ21 + σ22), (1.7)
are all well understood properties of a normal random variable. In the case where µ = 0
and σ2 = 1, this is known as the standard normal distribution, N (0, 1). Using (1.5) and
(1.6), any normal distribution can be scaled to take the form of the standard normal
distribution,




The PDF of the standard normal distribution goes as









The functional form of the CDF for the standard normal distribution is known, and
represented by Φ(x).(figure 1.1)
In the process of performing an experiment or making an observation, noise can
generally be assumed to be the result of a large number of small effects. Therefore,
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noisy data can often be fit to a Gaussian distribution for some µ and σ2, where µ
describes the most probable value for the measured quantity, and σ2 is the variance,
which quantifies uncertainty in the measurement. For a classical physical system, with
some observable constant, ω, we can say that the system has only one true value, ω0,
and for our set of hypotheses, H(ω), the posterior in ω should be a delta function
centered at ω = ω0. Uncertainty makes it impossible to model that probability density
as a delta function. However, it is generally possible to measure that probability density
as a Gaussian, where σ2 describes uncertainty in the measurement. This is done by
drawing samples from the likelihood function, L(ω) = P (ω = ω|H, I) for a measured
value, ω. One can assume a prior and estimate the posterior, P (H(ω)|ω, I) using Bayes’
theorem.
Normal random variables can also describe functions that change with respect to
some variable, t, as per N (µ(t), σ2(t)). Note that t does not need to be time. This is
essential, because for some signal, h(t), with some noise, σ2(t), we can extract h(t) by
sampling the likelihood for N (h(t), σ2(t)).
1.1.2 Estimating Parameters
Parameters are attributes of these hypotheses which determine the shape of probability
distributions, P (H(x), parameters|data). By comparison, a statistic is a function which
describes a set of samples drawn from the distribution. For example, consider a set of
N independent random samples drawn from some distribution, X , we can construct a





xi, xi ∈ X . (1.10)
Experiments cannot yield the value of a parameter. They can yield a sample, which
can be used to generate statistics which estimate parameters. For example, as N
increases, X̄ becomes a better estimator of µ.
Alternatively, if one can estimate the PDF or CDF, then fitting that function to
a model with some parameters will also yield estimates for those parameters. This
method is more effective in cases where the posterior is not simple, as generating the
posterior before assigning the parameters reduces bias towards a particular model. The
quality of the fit can be determined by many different tests, such as the χ2 test and KS
test (Discussed in the next chapter).
Another advantage in using the PDF or CDF to estimate parameters is that it can
be used to describe multivariate distributions. If two parameters are independent, a
multivariate distribution can be generated by multiplying the PDFs, i.e. f(x, y) =
f(x)f(y). When the distributions are not independent, the multivariate distribution
can be extracted by sampling the likelihood as a function of the two parameters.
Now, we can define Parameter Estimation, i.e. predicting the posterior probability
for a set of hypotheses which use parameters to describe a model of the source for
14
Figure 1.2: The strain induced on the detectors in Hanford and Livingston, for the first
gravitational wave detection [3]. The two shaded regions in the upper plots represent 90%
intervals for separate models. The bottom row shows a time-frequency representation of the
signal, demonstrating the ’chirp’ attributed to gravitational wave signals.
some experimental data, in order to refine that model and describe the properties of a
physical system.
1.2 Parameter Estimation for Gravitational Wave
Signals
On September 14th, 2015, the first gravitational waves from a pair of merging binary
black holes was detected [3]. The instrument used for this detection is the Laser Interfer-
ometer Gravitational-Wave Observatory (LIGO), and the LIGO Scientific Collaboration
(LSC) are responsible for this discovery, and the 9 other binary black hole mergers [2]
and single binary neutron star merger [5] detected in the first and second observational
runs of the detectors. The strain on the interferometer is measured, and the waveform
is analyzed to infer the properties of the compact binary system [4]. (figure 1.2) The
properties of interest include the mass and spin of each companion.
In studying these properties, it is useful to use a few different parameterizations
(some can be calculated with less uncertainty, and are easier to model). For mass,
these coordinates include the mass of each companion, m1 and m2, the total mass
15








In a compact binary, each companion has some angular momentum, ~J . Here, we are
more interested in the dimensionless spin parameter, ~χ = J
M2
. This requires three






because χeff can be modeled with higher accuracy than m1 and m2
The first “rapid parallel parameter estimation” architecture for gravitational wave
signals was developed by Pankow et al. [23]. The Rapid parameter inference on gravi-
tational wave sources via Iterative FiTing (RIFT) algorithm developed by Dr. Richard
O’Shaughnessy and his students furthers that work [19, 20]. The goal of rapid parame-
ter estimation is ultimately to reduce the computational cost and runtime of parameter
estimation, so that gravitational wave detections can be analyzed as they happen.
1.2.1 Methods of Pankow et al. (2015)
Here, I summarize the methods of Pankow et al. [23] (see also [33]). which describes
methods previous to Pankow et al. Let dk(t) be the data collected by the k-th gravita-
tional wave detector. Then,
dk(t) = hk(t) + nk(t), (1.14)
where hk(t) is the gravitational wave signal and nk(t) is the noise. It turns out to be a
pretty good assumption that nk(t) is wide-sense stationary Gaussian noise. The power
spectrum of that noise, Sk(f) can be found using n̄k(f), the Fourier transform of the




Sk(|f |)δ(f − f ′). (1.15)










Next, one can take advantage of the fact that a waveform can be translated in time,
using h̄(t′k; f) = h̄(tk; f) exp{−2πif(t′k − tk)}. This can be made to yield the overlap







This is nothing but the Fourier transform of our weighted inner-product, which allows
us to compute the overlap for all possible time shifts with a single Fourier transform.
This allows for a more efficient evaluation of the likelihood function, because many
parts of the integrand are constant.
Because of the assumption that nk(t) is Gaussian, the probability of a particular










for the null hypothesis (no signal). Given a signal, h(~µ), with some parameters, ~µ, the



















It turns out that the likelihood ratio is often more useful than the likelihood for H1





























A marginal posterior can be calculated, to find the posterior in a subset of the






Let the parameters, ~µ for a gravitational wave model, be divided into two subsets:
the extrinsic parameters, ~θ, including four spacetime coordinates and three Euler angles,
and the intrinsic parameters, ~λ, which specify the properties of the compact binary
which produced the waveform. [19] The likelihood function, L(~µ|{d}) can then be




The result is a likelihood function in ~λ, which can be calculated much more rapidly than
L(~µ) The log marginal likelihood (lnL), which will be discussed throughout this research
is the natural log of that quantity. The process of evaluating L(~λ) will henceforth be
known as Integrate Likelihood Extrinsic (ILE).
The workflow begins with a grid of the intrinsic parameters, ~λ, labeled ~λα. When
this grid is evaluated at each point, α, the result is lnLα, which will now be referenced
as: {lnLα|~λα} This process can easily be parallelized, as each evaluation of L(~λ) is
independent. Those points are interpolated and explored by an adaptive Monte Carlo
method, which samples the posterior in the ~λ. That algorithm is called Construct
Intrinsic Posterior (CIP).
The parameter estimation architecture provided by Pankow et al. [23] can therefore
be summarized as follows: Generate a grid of ILE samples for the intrinsic parameters:
{lnLα|~λα} Then, the posterior is sampled via CIP, yielding p(~λα,H1|{d}). Reduced to
a single equation, this can be written as such:
{lnLα|~λα} → p(~λα,H1|{d}) (1.27)
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Figure 1.3: The workflow of the RIFT algorithm. At each iteration, i, a grid of ILE jobs are
run, to evaluate {lnLα|~λα}i The ILE samples from each iteration are appended to a list of all
points with known likelihood, which is stored in an outputfile calle “all.net”. That full list of
points with known likelihood is then passed to a CIP job, which interpolates the likelihood
function and estimates a posterior, pi(~λα,H1|{d}). (1.28) CIP outputs posterior samples, as
well as a new grid, which can be used in the next iteration.
19
Figure 1.4: The 90% confidence intervals in the posterior for the parameters of GW150914
for different models (taken from [19]). This choice of coordinates includes two coordinates for
mass (Mtot and q), and one for spin (χeff).
1.2.2 The RIFT Algorithm
The work done by Pankow et al. has been extended by groups such as RIT, and is in
continuous development. The Rapid parameter inference on gravitational wave sources
via Iterative FiTing (RIFT) algorithm developed by J. Lange, R. O’Shaughnessy, and
M. Rizzo[19] introduced an iterative approach. Pankow’s method required a large grid of
ILE samples (sometimes hundreds of samples) to obtain precise values for the quantities
of interest, likeMc and η. To make matters worse, the number of points required scales
exponentially with the number of parameters fit, making this method unsuitable for
analyzing events with spin. RIFT solves that problem by using an iterative approach,
and drawing ILE samples randomly from regions of interest in intermediate posterior
estimates. This allows RIFT to explore additional dimensions of parameter space with
less ILE samples than a single, organized grid, as seen in figure 1.3.
RIFT begins with a sparsely sampled initial grid (figure 1.5), {lnLα|~λα}0, which
is used to generate the first posterior estimate via CIP, p1(~λα,H1|{d}). RIFT uses
gaussian proccess regression as an interpolator for the ILE samples, while constructing
a posterior. [28, 24, 32, 21, 14] The first posterior estimate is uses to generate a new
grid of ILE samples to explore in the next iteration. Each subsequent posterior estimate
20
Figure 1.5: An example of a RIFT initial grid. The samples in this grid are uniformly
distributed, between minimum and maximum values, which demonstrates a uniform prior.
ILE is run on these points, and the posterior generated by interpolating the ILE samples is
used as the prior to draw samples for the next iteration. This grid is much denser than a
typical production grid, for illustration purposes.
is sampled using the union of the ILE samples from each iteration.
i=j⋃
i
{lnLα|~λα}i → pj+1(~λα,H1|{d}) (1.28)
Each set of posterior samples is guaranteed to be a better estimate than those before
it.
1.2.3 The Puff Algorithm
In the RIFT paper[19], a method of using a dither to inflate the covariance matrix while
drawing ILE samples was discussed. The algorithm was previously named “Puffball,”
or “Puff” for short. The application of this method splits the ILE samples into two
sets; one set is dithered, and one is not. In all the examples included in this report,
the ratio of Puff ILE samples to ordinary ILE samples is 1:1 while Puff is active.
The dithering is implemented by adding random offsets to covariance of the previous
posterior distribution, multiplied by the square of a “Puff factor”. This process begins
in the third iteration (iteration 2), with the first (iteration 0) being the evaluation of
initial grid, and the second (iteration 1) being an ordinary set of ILE samples.
As seen in figure 1.6, the effect of Puff is to widen the search area for interesting
features of the likelihood function. Again, the region of interest in the posterior is
21
Figure 1.6: ILE samples from two RIFT tests for the two dimensional Gaussian for the first
two iterations after the evaluation of the initial grid. On the left is an example without Puff.
There are 20 points in each iteration, with a narrow spread. On the right is an example with
Puff. There are 20 points in the first iteration, which has the same narrow spread. The second
iteration has 40 points, 20 of them being Puff samples with a considerably wider spread.
where there can be found a higher probability density than the noise. Without this
feature, RIFT can get stuck by finding a region with an elevated probability density,
but approximating it as a sharp peak, when it is not a peak, and is aside from the
region of parameter space with the highest probability density. There are two known
ways to prevent this situation. The first is to have a dense initial grid, and the second
is to have a high Puff factor, i.e. Order unity. Both are implemented for real events.
Some of the tests described in later chapters will explore this exact problem.
Puffball has greatly improved RIFT by allowing RIFT to get unstuck. It also can
improve the rate of convergence for the iterative process. This is discussed in greater




In the first chapter, RIFT’s iterative approach was shown to sample a posterior, using a
set of points where the likelihood function for the model has been evaluated.(1.28) The
posteriors drawn from each of those likelihood density estimates have an associated
Empirical CDF(1.3). In each iteration after the first, the Empirical CDF will more
closely resemble the CDF for the posterior of the model. This is shown in figure 2.1 for
a two dimensional Gaussian example, with µMc = 30.0 and µη = 0.24. In this example,
9 iterations are fit after the evaluation of the initial grid, for a total of 10 Empirical CDF
curves. One can see that after just a few iterations, it becomes difficult to tell the CDFs
for each iteration apart visually. Were 9 such iterations really necessary? We require a
quantitative method to answer the question: Has the posterior converged? There are
many well documented approaches to answering that question. In this chapter, I will
introduce the Kolmogorov-Smirnov test, explain why it applies to the problem I am
solving, and apply it to the controlled Gaussian example just described.
2.1 Introduction to the Kolmogorov-Smirnov Test
The Kolmogorov-Smirnov Test (KS test) is a goodness of fit test for a distribution
with a known CDF, which substantiates an Empirical CDF (EDF) from a sample
of n independent, identically distributed random variables [25]. The KS statistic is
calculated by finding the supremum of the CDF-EDF residual [18].
KSn = sup|CDF(x)− EDF(x)| (2.1)
The KS test quantifies the difference between the measured cdf of a sample with a known
probability distribution. If the sample was drawn from the investigated distribution,
then as n increases, the KS statistic will approach zero. Therefore, this test provides a
way to select a model, by taking the KS statistic of a measured random sample for a
selection of models with known CDFs.
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Figure 2.1: The Empirical CDF for posterior samples drawn at each iteration will cross
the mean of the likelihood function (indicated by the dotted line), at the fit converges (as
P (x > x) → 0.5). In this example, a Gaussian likelihood function is fit in two parameters,
Mc and η (µMc = 30.0, µη = 0.24), via RIFT.
Figure 2.2: A sample of 15 standard normal variables has been drawn alongside its
known CDF (upper). The absolute value of the residual is also displayed (lower). The
KS statistic has been drawn on each plot, to clearly indicate the meaning of the statistic.
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2.1.1 The 2-Sample KS Test
The KS test can also be used to determine if two random samples with unknown CDFs
were drawn from the same distribution. The 2-sample KS test has the advantage that
it is sensitive to all types of differences which may exist between two distributions [12].
Consider the case of two random samples with n and m identically distributed
random variables respectively. We define Fn and Fm as the distribution that sample n
and sample m are drawn from respectively. Our objective is to find if Fn and Fm are
the same function, to some sensitivity value, D. The value of the KS statistic would be
determined by finding the maximum value of the residual of the two EDFs.
KSn,m = sup|EDFn(x)− EDFm(x)| (2.2)
If KSn,m < D, then Fn and Fm are the same, otherwise they are different.
2.1.2 Performing the Test
In statistics, no non-trivial result is 100% certain. We may define some value α as a
confidence limit, and consider a test successful if it can be trusted to a 1−α probability.
For example, if α is calculated for the KS test between sample n and sample m, such
that α = 0.05, then we can say with 95% certainty that Fn and Fm are the same. In
practice, this is backwards. The KS test is pass/fail. First, a desired confidence level
α is set. Then the sensitivity, D(α), is set such that if KS = D(α), there is a 95%
probability that Fn and Fm are the same. If the KS value is D(α)− ε, then the KS test
reports a pass. Likewise, if the KS value is D(α) + ε, the KS test reports a failure.































2.1.3 Advantages of the KS Test
Due to the nature of EDFs, the KS test will be most sensitive in regions of parameter
space where the underlying CDF changes most rapidly; in regions where the PDF is
highest. This is useful in parameter estimation, because the regions where the PDF is
highest are the most interesting. The many statistics we wish to construct (e.g. sample
mean) are most sensitive in those regions.
Additionally, the KS test is wholly nonparametric, as it depends on only the CDF.
Therefore, it will still be useful in cases where little is known about the functional form
of the sampling distribution. This is useful for parameter estimation because the KS
test will succeed before the distribution has been categorized (e.g. Before a gravitational
wave event has been labeled BH-BH or NS-NS, etc...), as it is model independent.
Possible alternatives include the χ2 test. χ2 tests can be used with any distribution
which can be described using a sample mean, and sample variance. (I.e. Any distribu-
tion composed of Gaussian random variables). If a distribution has more complicated
features, like a double peak, then the χ2 test is doomed. The KS test has no trouble
with complicated distributions like this; either the distributions are the same, and will
have the matching EDFs, or the KS statistic will be greater than our threshold.
2.2 Evaluating the KS Statistic
Before deploying the KS test as a convergence diagnostic in production LIGO parameter
estimation, it needs to be tested thoroughly. The simplest test we can perform is a
one dimensional Gaussian fit. The functional form of both the PDF and CDF of the
Gaussian distribution is known. This allows us to test the convergence of the model,
and compare the Empirical CDFs with one for a Gaussian with the given parameters.
By testing RIFT, the process for which is described by figure 1.3, on a one dimensional
Gaussian likelihood function in η, with µη = 0.24, we can see that the fit converges in
4 iterations. This is shown in figure 2.3. Normally, RIFT would converge much more
quickly in one dimension, but few points were used, in order to visually demonstrate
the convergence of the Empirical CDFs.
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Figure 2.3: This is a plot demonstrating the convergence of RIFT, with a one dimen-
sional KS test, for a gaussian likelihood in η. The KS statistic decreases below the
convergence threshold at iteration 4 (below). This indicates an α probability that the
the posterior for iteration 4 is meaningfully different from the posterior for iteration 3.
Here, α = 0.05. We can then say, “this fit has converged in iteration 4.”
2.2.1 A Multidimensional KS Test
The KS test is a one dimensional test, so some work must be done carefully to construct
a test which can be applied to a distribution with multiple dimensions. We want this
method to be as simple as possible. The method established here generates the KS
statistic for each dimension by constructing a marginalized Empirical CDF in each






























where Mc and η are the two coordinates used by RIFT to describe the masses of a
gravitational wave event.
2.3 Limitations of our Implementation
For the remainder of this chapter and the next, the model with a two dimensional
Gaussian likelihood function will be used as an example for the KS test for convergence.
In this section, the failures of this pipeline will be explored, while optimization will be
the focus of the following chapter. There are two major issues that can arise: false
positives and false negatives. In the former, the fit can get stuck in the wrong spot,
while in the latter, there is an artificially high KS value for a run which has already
converged. Here, I will describe these issues and explain how to avoid them.
2.3.1 False positives
One possible hypothesis is that even with a sparse initial grid, a run should converge
given enough ILE samples and iterations. This turns out to be false. The KS test
will declare convergence when the CDF between two iterations are nearly identical. A
“false positive” result does not mean that the KS test has failed; rather that RIFT is
stuck, and the fit isn’t improving with additional iterations. With too sparse an initial
grid, RIFT’s Monte Carlo method will never explore enough of parameter space to find
the region of interest, where the maximum likelihood lies. Puff doesn’t fix this, likely
because Puff isn’t activated until iteration 3, by which point RIFT is quite certain it
has found the region of interest. In this case, Puff doesn’t create a wide enough spread
of samples to escape from where RIFT gets stuck. For the time being, the only way to
detect this is to observe the Empirical CDFs.
This is extremely dangerous for the parameter estimation pipeline, because with real
data, one can’t check the model to determine if the final CDF lines up with any sort
of “true” likelihood function (because the parameters are unknown). Fortunately, this
problem only occurs if ngrid < 20 for the two dimensional Gaussian example. Future
tests with additional dimensions and synthetic waveforms should be able to tell what
the minimum ngrid should be for production, real-data LIGO runs. This can happen if
the initial grid is too small, or if there aren’t enough ILE samples for each iteration.
RIFT automatically generates an initial grid using an algorithm which creates a
rectangular set of ILE samples on the initial grid. Only certain integer values will be
used for ngrid, and if an invalid integer value if given, RIFT will round to a nearby
integer from that subset which is used for rectangular grids. My findings for this issue
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Figure 2.4: From top to bottom: The one dimensional Empirical CDF in Mc and η, the
value of the KS statistic, and the cumulative variety of ILE samples drawn from the likelihood
function. This is a successful example of the fit converging in 5 iterations, with an initial grid
having 20 points, and 10 ILE samples per iteration. The term “total cost” refers to the
number of ILE evaluations.
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Figure 2.5: It is clearly visible that the KS statistic has flattened to a value below the
threshold. However, the CDF does not cross the mean value in Mc and η at the value 0.5
in any iteration. This indicates more than half of the posterior samples were drawn on one
side of the Gaussian probability distribution. The Gaussian is a symmetric distribution, and
therefore the fit has failed to capture the correct posterior. Additionally, the center of the
fit migrates closer to the mean of the Gaussian in each iteration. Therefore, the model is
changing in each iteration, and will eventually converge, so slowly that the change is not
detected by the KS test. This is what is meant by “false positive” In this extreme case, only
6 points were used for the initial grid. This plot can be read the same way as (figure 2.4).
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Figure 2.6: The number of posterior samples included determines the precision of the KS
test. If the distribution from one iteration is off from another by less than the threshold KS
value, it is undetectable.(2.3) For emphasis, this has been evaluated on a log scale
are that for an initial grid with 6 points, the fit will never converge, and will report a
false positive. For an initial grid with 12 points, the fit will have a false positive result,
but otherwise has undefined behavior, and may or may not have a reasonable CDF by
iteration 20. For an initial grid with 20 points, there will be no false positive result,
and the fit will converge as intended.
2.3.2 False negatives
As discussed earlier, if the KS statistic exceeds a certain value, that would indicate
a negative; two sets of posterior samples were drawn from different posteriors. Even
without introducing additional noise, the random sampling of the posterior generates
some statistical anomalies in the Empirical CDF generated while fitting the ILE sam-
ples. From the definition of the KS test, there is a probability, α, that this random
error would exceed threshold value (2.7) (figure 2.6), even if the posteriors were fit
identically. Therefore when a fit has converged, there is a chance, α, of the KS test
declaring otherwise, and letting RIFT run for an additional iteration before reporting
that it has converged. The only way to change the likelihood of a false negative is to
use a different α, which reduces the sensitivity of the test.
This is markedly less dangerous than a false positive because in production, a run
will be stopped after convergence is declared. Therefore in the case of the false positive,
it will converge too early, while in this case (the case of a false negative), the algorithm
will run for one extra iteration. As the number of posterior samples increases, the
chance of a false negative remains the same, as the threshold KS value scales accord-
ingly.(2.3) However, the smaller the KS threshold value becomes, the more sensitive
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Figure 2.7: It is clear that the fit converged rather early. You can see in iteration 9, that the
KS test is failed. This is part of the random nature of drawing posterior samples and using a
95% confidence interval. This plot can be read the same way as (figure 2.4).
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the KS test becomes. This way, as the number of posterior samples drawn at each
iteration increases, the KS test becomes more sensitive. nCIP = 1000 is too few points
to detect the change presented in the example given for the false positive. A value of






In the previous chapter, I showed that the KS test can be used as a convergence test
for RIFT. This chapter will attempt to ascertain the best way to use RIFT, in avoiding
waste and converging rapidly. Specifically, we want to know if using a minimal initial
grid, and expanding the Puff factor is a valid way to reduce the computational cost of
running RIFT. This total cost will be measured in ILE samples. However, if RIFT can
be run with the same number of ILE samples, but with fewer iterations, that would be
preferred, as running CIP at each iteration has a cost as well.
I described the risk of false negatives for the KS test as a matter of the desired
sensitivity for the test. I found that 10,000 posterior samples per iteration produces
a KS sensitivity of about 0.024, which is sufficiently different from noise as to fail the
KS test. I also explored the problem of false positives, and explained the two ways of
dealing with that problem; by increasing the initial grid and inflating the Puff factor.
This chapter will also hope to answer the question as to which of those is preferred. We
can recall that the method of Pankow et al.[23] was simply to use a large initial grid.
Previously, convergence would be determined by comparing the posteriors. The
use of the KS test will lead us to a quantitative answer about when convergence has
occurred, and therefore offer a good diagnostic for efficiency tests. In order to avoid
waste, the KS test is used to cut off RIFT when continuing to sample the likelihood is
no longer helpful.
With the implementation of this test, it becomes possible to say: “with given set-
tings, RIFT will take nit iterations to achieve convergence.” Being able to predict the
rate of convergence will allow parameter estimation to be better planned, and will allow
fits to be better optimized and converge more quickly. The settings we can change in-
clude the size of the initial grid (ngrid), the number of ILE samples drawn each iteration
(nILE), the number of posterior samples used to draw Empirical CDFs (nCIP), and also
the factor by which Puff will dither the noise added to Puff ILE samples. For testing,
we will focus on the affect of changing ngrid, and the Puff factor.
The tests performed in this chapter will be 2-D Gaussian models like those in the
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Figure 3.1: The number of iterations required for RIFT to converge on the 2-D Gaussian,
as a function of the Puff factor. The red dots indicate the required number of iterations for
specific runs. A small horizontal scatter has been added to make the data points more visible.
The blue line represents the mean, calculated at a given Puff factor. 20 ordinary and 20 PUFF
ILE samples are drawn at each iteration. 10, 000 Posterior samples are used to construct the
KS statistic. For an initial grid with 20 points, a Puff factor of 5 ± 1 seems to minimize the
number of iterations required to converge. For an initial grid with 120 points, a high Puff
factor doesn’t help because RIFT converges near iteration 1.
previous chapter, and without noise. For synthetic or real LIGO waveforms, many of
the numbers will likely be different, but the patterns and trends discovered here will be
useful for identifying how to optimize RIFT for real events as well. Varying amounts
of noise could also change some of these results. The KS test, by definition, can not be
more sensitive than the noise floor. I will refer to the process of using RIFT to fit some
data (LIGO or synthetic) for a single model as a “run” of RIFT.
3.1 Inflated Puff Factor
The goal of the first optimization test is to determine what value the Puff factor should
take, and if inflating the Puff factor can reduce the cost of computation for a two-
dimensional fit. The role of the Puff factor explained at the end of chapter 1. To
summarize: artificial noise is added while determining coordinates for new ILE points
belonging to the Puff. This noise is a dithering effect, which is scaled by the covariance
matrix of an existing fit and a constant dubbed the square of a constant called the “Puff
factor”. If the Puff factor is zero, the dithering becomes zero, and we simply have twice
as many ILE samples, one half being labeled as Puff samples. If the Puff factor has a
value of one, then the spread of the Puff samples should be twice that of the ordinary
samples in each dimension. If the Puff factor is too large, it will sample outside of the
region of high lnL.
In the tests represented here, the initial grid is fit in iteration 0, without any random
ILE samples. In iteration 1, Puff has not be turned on yet, and all of the ILE samples
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are ordinary random ILE samples. Beyond iteration 1, half of the ILE samples are Puff
samples, and the other half are not.
The half of the samples which are not Puff samples allow us to investigate the
area which RIFT indicates is of the greatest interest without regard to the Puff factor.
Considering this, it becomes clear that even with an arbitrarily high Puff factor, the
region of greatest lnLwill be fit anyway, if only by half of the ILE samples. However,
this proves to be wasteful in two dimensions, as a dense initial grid solves the need for
exploring parameter space by means of Puff samples.
With a minimal grid of 20 ILE samples, it takes five or six iterations to achieve
convergence with this model. That is 20 points in iteration 0 (i.e. the initial grid),
20 points in iteration 1 (i.e. without Puff), and 40 points in each iteration following
(viz. 20 ordinary and 20 Puff). The lowest number of iterations any run took was a
point with a Puff factor of 5.0, which took until iteration 4. That is 160 ILE samples.
Conversely, the runs with 120 points in the initial grid converge much faster. With a
grid of 120 points, the fit usually converges in iteration 1 (140 samples), regardless of
the Puff factor. In the cases where additional iterations are necessary, data suggests
that a Puff factor of 1.0 is optimal for a grid of 120 points.
Therefore, in two dimensions, a larger initial grid offers a lower total cost for conver-
gence. In two dimensions, the purpose of the Puffball algorithm is limited to sufficient
exploring around the center of the fit to keep RIFT from getting stuck in a local
minimum or shallow slope, which would trigger a false positive KS result. As the di-
mensionality of a fit increases beyond two, it is expected that Puff will become more
useful.
3.2 The Effect of the Initial Grid Size
The goal of this optimization test is to determine the ideal initial grid size for low and
high Puff factors. Grids of different sizes are tested in order to shed light on the optimal
cost. (figure 3.2) A few trends are observable, but first there must be a discussion about
how to interpret the results.
As declared previously, Puff is not included in a run until after the first iteration. If
a run converges in that iteration, the Puff factor did not affect the result whatsoever.
Therefore, if a different trend was present for RIFT with a high Puff factor than with
a low Puff factor, it would only be possible to observe this by looking at runs which
don’t converge in the first iteration.
The plot on the right in figure 3.2, most runs with less than 120 points in the initial
grid do not converge in the first iteration. However, it’s difficult to observe this trend
in the case where the Puff factor is 1. Having less than 5 runs with a matching grid
size and Puff factor, it’s not useful to attempt asking about the chance of converging
in the first iteration.
Even so, this data does show a few useful trends: in two dimensions, there is a clear
benefit to using a grid with more than 20 points; and that an initial grid with 120
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Figure 3.2: The number of iterations required for RIFT to converge on the 2-D Gaussian,
as a function of the initial grid size. 20 ordinary and 20 PUFF ILE samples are drawn at
each iteration. 10, 000 Posterior samples are used to construct the KS statistic. For a Puff
factor of 1.0, the fit converges almost instantly if there are more than 20 initial grid points.
The instantaneous convergence of the grids with 40 and 60 points with a Puff factor of 1.0 is
certainly a statistical anomaly caused by sample size, as the same trend is not observed for
a Puff factor of 10.0, and Puff is not activated until iteration 2. However, it seems that 120
initial grid points will achieve the fastest convergence. More data is needed.
points will outperform an initial grid with 20 points at any Puff factor. As more data
becomes available, this study will become more useful.
3.3 Results
One of the questions addressed in the introduction to this chapter is if the total cost
of RIFT can be reduced by taking a smaller initial grid and inflating the Puff factor.
My findings are that in two dimensions, inflating the Puff factor cannot reduce the
total cost of convergence, as seen in figure 3.1. Instead, it increases the total cost of
convergence.
Thus far we have constrained our examples to two dimensional fits. We’ve seen
how in two dimensions, it cost less to have a dense initial grid than to have multiple
iterations, for which RIFT was created. This will no longer be true in higher dimensions,
and that’s where RIFT comes into focus as one of the best options.
As the number of dimensions increases, The initial grid will need to be larger, to
cover additional dimensions of parameter space. For two dimensions, a square initial
grid requires m2 points, where m is the number of points explored along a particular
dimension. To achieve the same resolution in n dimensions, mn samples are required on
the initial grid. So, if using a 11× 11 grid (121 points) would be sufficient resolution in
two dimensions, then 113 = 1331 points would be required for a three dimensional grid.
Parameter estimation for LIGO events requires eight dimensions to describe the spins
of companions in a compact binary. More than 200 million ILE samples on the initial
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grid would be required to achieve the same resolution as our immediately converging
2-D example.
The computational cost of using a grid that dense is even worse. Beyond the initial
grid, a higher dimensional grid will also require more ILE samples per iteration. Finally,
the cost of the CIP algorithm goes as n3ILE, and it already takes hours to run with
several thousand ILE samples. The iterative exploration of parameter space using
Monte Carlo methods to choose new ILE samples prevents the catastrophe of resolving
spin parameters with only an initial grid. Exploring parameter space using Puff can
also be useful for real events if it’s not clear where to put the initial grid.
As far as RIFT is concerned, there is no essential difference between a synthetic
waveform and a real LIGO event. However, there are many reasons why LIGO events
are more interesting to study than even the most realistic synthetic waveforms. Any
synthetic waveform has known parameters, which can be checked against the resulting
waveform. For real events, we must put our trust into models developed by theorists,
and trust our values when the fit converges. For synthetic events, we can also introduce
as much or little noise as fits our problem. Real events can be hard to distinguish from
noise because sometimes there’s just not enough signal to say with certainty if an event
is real. In the next chapter, I will explore waveform models for synthetic and real LIGO





In the previous chapter, the KS test was applied to a two dimensional Gaussian example,
in order to gather data for optimization. We learned that for a two dimensional example,
exploring parameter space by an inflated puff factor is more wasteful than using a
dense initial grid. However, as I mentioned in the first chapter, we are interested
in real gravitational wave signals, with up to eight dimensions. Two dimensions are
required to explore the mass distribution, which can either be m1 and m2 or Mc and
η. Six dimensions are required to fully describe a precessing waveform, for three vector
components of each companion’s spin. Intermediately, we can consider the case of
aligned spin, with χx1 = χx2 = χy1 = χy2 = 0. This leaves two dimensions of spin for
a four dimensional model. A parameter called χeff(1.13) can be used to summarize χz1
and χz2, which leads to a three dimensional model.
In this chapter, I will explore the application of the methods discussed previously
by applying the KS test to a variety of models for synthetic and real gravitational wave
sources. First, I will explore a few examples of synthetic waveforms in two dimen-
sions, where sources with a variety of masses are simulated, and their waveforms match
expected physical waveforms. Afterwards, I will apply the KS test to a real LIGO
waveform, previously fit by RIFT in four and eight dimensions.
4.1 Synthetic Waveform
In nature, a compact binary will have some true values for the parameters governing the
mass and spin of each of its companions. The waveforms produced during a collision
are obscured by noisy measurements and large distances. From these waveforms which
don’t resemble Gaussians, parameters can be extracted with the application of a phys-
ical model. The Central Limit Theorem requires that if the extracted parameters are
obscured by noise which is truly random, the probability density for those parameters
will resemble a Gaussian. Unfortunately, the noise which is random in the waveform is
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Figure 4.1: (left) An example of RIFT successfully converging on a synthetic waveform. For
this run 10,000 posterior samples were taken at each iteration, the initial grid held 120 points,
and 20 ILE samples were drawn in each iteration, without Puff. Note that the function form
of the CDF for η is not like that of a Gaussian, but has still converged, as the CDF for one
iteration is not sufficiently different from the next to fail the KS test. (right) A corner plot
shows the probability density function (PDF) in m1 and m2. These coordinates are better
for display, as they are more Gaussian, and are easier to understand because they describe
physical properties of the companions.
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Figure 4.2: This figure represents 200 runs previously completed by Dr. O’Shaughnessy and
Jacob Lange with different initial parameters and noise. Each example is a two dimensional
example. The number of iterations which they took to converge is shown as a histogram. As
seen in chapter 3, most fits in two dimensions require only a small number of iterations to
converge.
not transformed uniformly when parameters are extracted, which is among the reasons
why the PDF in η is often hard to interpret.
These waveforms can be produced artificially by simulations. I have generated such
a waveform, and demonstrated that the KS test is just as valuable for this example as
it is for the Gaussian. Mc and η are shown in this example. η becomes a less useful
coordinate after this point, and I will switch to describing a fit with m1 and m2. To
put at ease any doubts that the KS test works in the case where an Empirical CDF
does not resemble a Gaussian, I have used the KS test on the η coordinate for the first
example in this section.
Figure 4.1 displays the only fit in this chapter which I have run myself. The re-
mainder are runs which were previously completed by O’Shaughnessy and Lange, but
which I reanalyzed afterwards. Hundreds of previously run examples are available, and
it would be wasteful to do them all again, when I can simply apply the KS test to the
posterior samples from these.
In figure 4.2, a survey of 200 previously run fits for synthetic waveforms in two
dimensions is analyzed. The trend described in the previous chapter, where one iteration
is usually sufficient for convergence with a dense initial grid is continued even for real
data. If this were not the case, the histogram would have a local maximum apart
from the first iteration. Therefore, fitting a gravitational wave signal is not inherently
different from fitting a multivariate Gaussian; at least in the sense that the same trends
are observable in those examples explored here.
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4.2 Fitting a Real LIGO Event in Higher Dimen-
sions
I will analyze a run for the event GW170823, with has been published in the O2 catalog
[1], with m1 = 39.6
10.0
−6.5M∗ and m2 = 29.4
6.3
−7.1M∗, and with χeff = 0.08
0.22
−0.20, and with
redshift of 0.340.13−0.14. The RIFT runs in this section were performed by Dr. Richard
O’Shaughnessy and Jacob Lange. The results in this section were generated by re-
analyzing the posterior samples from this run.
The published mass values have been transformed from frame of reference of the
detector to that of the source, using the estimated redshift. The examples I use in
this chapter have not been transformed, so we must transform the expected values
given by the catalog back to the detector frame for comparison. It is known that
Mdetector = (1 + z)×Msource. Therefore:
E[m1,detector] = (1 + 0.34)× 39.6 = 53.1
E[m2,detector] = (1 + 0.34)× 29.4 = 39.4
The transformation of the posterior distribution is more involved, but is unnecessary
for this study.
The likelihood function for Gravitational wave signals is estimated by comparing
filtered data with various physical models. Each model may have a different likelihood
for a given set of mass and spin parameters. In the RIFT paper [19], three kinds of
models were analyzed. There are Effective One Body (EOB) models, phenomological
models, and Numerical Relativity (NR) models. For this section, I will perform the KS
convergence test on an EOB model and an NR model.
4.2.1 Analysis for Real LIGO Event in four Dimensions
The first example in this section uses a surrogate numerical relativity model for aligned
spin. Numerical relativity is a very precise model, as it uses Einstein’s equations for
general relativity directly to solve for the likelihood [34, 17, 26, 6, 16, 8, 10, 9]. Solving
Einstein’s equations in full is computationally expensive. The surrogate model is a more
efficient way of obtaining the numerical relativity likelihood. This model simplifies
Einstein’s equations to the specific problem of solving the likelihood with no loss of
information [11]. Aligned spin refers to angular momentum in the plane of the inspiral.
This means that there are two components of spin to account for; χz1 and χz2. For
this example, I will describe the masses in terms of m1 and m2 for consistency with the
literature. Together with two parameters describing mass, that presents 4 parameters
in need of fitting.
In the example presented in figure 4.3, the LIGO data is fit in two stages. For the
first three iterations (it 0, 1, and 2), χeff (not shown in plot) is fit along with two mass
44
Figure 4.3: RIFT has converged with a 4-D model, NRHybSur3dq8. The vertical dashed
lines in m1 and m2 show the expected value of the detector-frame masses, consistent with the
catalog [1]. In iterations 0-2, two parameters are fit for mass (in solar mass), and one for spin.
In iterations 3-6, all four parameters are fit. The KS test shows that the model converges in
the three parameters fit by iteration 2. The fit diverges again with the introduction of the 4th
parameter. This is not be surprising, as the fourth parameter adds a whole new dimension of
parameter space to explore.
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Figure 4.4: The four dimensional, aligned spin, probability density function for the detector
frame parameters for the binary black hole merger, GW170823, using the NRHybSur3dq8
numerical relativity model.
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parameters. In practice, beginning with this three dimensional model, and adding more
parameters later has been handled well by RIFT. At the end of this step, the KS test
indicates that the fit has converged in those parameters. In the second stage, the fit
converges in all four parameters concurrently, which is the desired end of the run. This
method reduces the burden on RIFT, as fitting in four dimensions simultaneously is
expensive.
Looking at the CDF for m1 and m2, it is apparent that they are not 39.6M and
29.4M, as recorded in the catalog. The detector-frame mass used by RIFT has been
redshifted. This explains the placement of the dotted lines in figure 4.3.
4.2.2 Analysis for Real LIGO Event in Eight Dimensions
The final example presented in this thesis is of an Effective One Body (EOB) model
which fits the event, GW170823 in eight dimensions. As before, two parameters are used
to model the mass. Now six parameters are used to model spin, including spin which
lies outside of the inspiral plane. The additional parameters of spin allow the model to
account for precession, which is why this type of model is called a “precessing” model,
rather than an aligned model [7, 27]. EOB models solve the system of a compact binary
merger by constructing the spacetime metric for a Kerr black hole, and by treating its
companion as a pertubation of that Kerr metric [13, 31, 30, 22]. I do not plan to
introduce that topic here, as pertubation theory for the Kerr metric is beyond the
scope of this thesis, as is numerical relativity.
In the example explored by figure 4.5, iterations 0 through 4 mimic the exploration
of the 4-D parameter space from the numerical relativity model. This helps to keep
RIFT from using an eight dimensional grid to begin with, and from trying to explore
the entire eight dimensional window of parameter space all at once. The KS test shows
that the model doesn’t converge at each set of parameters, although it narrows its range
considerably. It does converge in iteration 6, with all eight parameters, but diverges
with the change of internal coordinate system in the last iteration. This shows that
the process of fitting this waveform was cut off prematurely. Had the KS test been
implimented at this time, the fit would have continued until it had converged.
Figure 4.7 demonstrates that that the posterior for the model and fit explored in
this section, does not match the published example in the O2 catalog [1]. This shows
the absolute necessity of a convergence test. The posteriors generated at the end of
this fit look promising (figure 4.6). However, the samples failed the convergence test,
and the posterior is visually different than the published results for this event, using
the same physical model.
For this example, a total of 17,933 ILE samples were drawn, while 5,792 were drawn
for the numerical relativity example, but even this was insufficient. There was no way
to know this without a convergence test. It’s straightforward to point out that the
computational cost of modeling in eight dimensions is a limiting factor. In the future,
when the KS test is implimented as a check for convergence, the fit will continue in
each set of coordinates, and not increase in complexity until the KS test has passed at
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Figure 4.5: RIFT has converged with an 8-D model, SEOBNRv3. In iterations 0-2, two
parameters are fit for mass (in solar mass), and one for spin, same as for the 4-D model
discussed previously. In iterations 3-4, two parameters are fit for mass, and two for aligned
spin, which are the four parameters fit by the 4-D model. In iterations 5-6, a total of eight
parameters are fit, including two for mass and six for spin. Finally, in iteration 7, eight
parameters are fit again, but using a different coordinate system.
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Figure 4.6: The eight dimensional, fully precessing, probability density function for the
detector frame parameters for the binary black hole merger, GW170823, using the SEOBNRv3
model.
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Figure 4.7: The two sample KS test is used here to indicate if the SEOBNRv3 results from the
O2 catalog match the SEOBNRv3 results used in this example. Only the Empirical CDFs for
the mass of each companion are required to indicate the result of this test. The KS threshold
for these posteriors (calculated by number of samples) is 0.0412. Clearly, this shows a failure,
as the KS value is twice that threshold, and the Empirical CDFs are visually offset from each
other.





In the beginning of this thesis, I introduced Bayes’ Theorem and the Central Limit
Theorem. Working forward from those fundamental principles, I showed how to use a set
of likelihood samples to predict the probability density function for a set of parameters
belonging to a model, which is the foundation of parameter estimation. I described
the iterative algorithm, RIFT, which after estimating the posterior function for a set
of likelihood samples, uses that posterior to draw additional samples more intelligently.
parameters such as the masses of companions for a compact binary.
Here I propose the two sample KS test as a method to test the convergence of an
iterative fitting algorithm like RIFT. The two sample KS test finds the supremum of
the residual between two Empirical CDFs in order to determine to some sensitivity if
the two samples are drawn from the same distribution. The KS test can be expanded
to test multivariate posteriors by constructing a marginalized Empirical CDF for each
variable, and by finding the magnitude of the KS statistic for each variable. It can
be applied just as easily to a multivariate Gaussian “toy model” as a synthetic or real
compact binary merger waveform.
By using a convergence test such as the KS test, we can reduce computational waste
and prepare parameter estimation fits with more care and strategy. This convergence
diagnostic can reveal the ideal settings for fitting data as efficiently and accurately as
possible by comparing the number of iterations required to converge with any particular
set of settings. After a variety of two dimensional tests, the ideal settings for similar
tests have been found.
Gravitational wave sources have 8 intrinsic parameters, which need to be modeled
concurrently. This would be impossible without the iterative approach adopted by RIT.
As groups like RIT continue to develop parameter estimation algorithms for compact
binary mergers, it will become more important to do so efficiently. With foreknowledge
of the computational cost for constructing an accurate fit to a LIGO waveform, it
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will be possible to handle the volume of sources expected by the end of LIGO’s third
observational run.
5.2 Future Work
5.2.1 Optimization in Higher Dimensions
Although I’ve shown that the KS test applies in higher dimensions, I have only given
two examples of fits which use more than two dimensions. The next step to move
forward is to identify the most efficient way for higher dimensional examples to con-
verge. Thoroughly testing how to make RIFT converge effectively and efficiently will
be conducted in several ways:
For the runs which gradually build up to eight dimensions, RIFT will wait for the KS
test to report a convergence before switching coordinate systems or adding dimensions.
This will replace the current system, where the number of iterations at each stage is
fixed by the configuration of the initial setup. With that implimented, varying the puff
factor and the number of ILE samples per iteration, as well as the number of stages
to change coordinates at may drastically change the number of iterations required for
convergence in eight dimensions, as well as the total cost, in terms of ILE samples.
Additional strategies which might be considered at a later date include varying the
puff factor in each iteration, or turning puff on and off every couple of iterations (which
is essentially a subset of the former). We may also find that going beyond a simple
puff factor, and changing the process by which the Monte Carlo method selects new
ILE samples will have a tremendous effect on the number of ILE samples required to
fit in eight dimensions. The value of these strategies may not be determined until after
thorough testing, which will continue into my PhD studies.
5.2.2 The KS Test
Although the KS test is of great value in nonparametric statistics, it is a rather simple
test. In the time after Kolmogorov and Smirnov developed the KS test in the 1930s,
an entire family of similar tests with refinements have been developed. Examining the
benefits and drawbacks of the such tests is a topic for ongoing research.
An alternative to this method, which we have considered is to calculate the probabil-
ity of convergence P (KS|posteriorsamples). For the two sample KS test this quantity
would be the probability that two sets of posterior samples are drawn from the same dis-
tribution. This would possibly offer a more reliable test for higher dimension samples,
as the product of the P values for the convergence of each parameter is a straightfor-
ward way to calculate the probabilty that each posterior as a whole was drawn from an
identical distribution.
P (KS, n) = PMc(KS, n)× Pη(KS, n) (5.1)
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The disadvantage to using these probabilities is that they are unreliable unless nCIP
is very high. The P values themselves do not directly reference the sensitivity of the
KS test by offering a threshold, which is the advantage of the current system.
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