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Abstract
We catalogue all Marcinkiewicz function and sequence spaces with the Banach–Saks property and
present necessary and sufficient conditions for a wide subclass of spaces to possess the p-Banach–Saks
property, 1 <p < ∞. We apply our results to several open problems.
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1. Introduction
We recall that a Banach space X has the Banach–Saks property (respectively p-Banach–
Saks property, 1 < p < ∞) if every weakly null sequence (xn)∞n=1 in X has a Banach–Saks
(respectively p-Banach–Saks) subsequence (xnk )∞k=1, i.e.
lim
m→∞m
−1
∥∥∥∥∥
m∑
k=1
xnk
∥∥∥∥∥ = 0;
respectively
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m→∞
m−1/p
∥∥∥∥∥
m∑
k=1
xnk
∥∥∥∥∥ < ∞.
For example, if 1 < p < ∞, Lp(0,1) (respectively lp) has the inf{p,2} (respectively p)
Banach–Saks property [6] and L1(0,1) has the Banach–Saks property [31] and this is sharp.
More generally, for a Banach space, Rademacher type p > 1 implies p-Banach–Saks prop-
erty [26] (see also [18,25]). However, the study of Banach–Saks properties in Banach spaces
with no (nontrivial) Rademacher type is far from being easy. Among rearrangement invariant
function and sequence spaces (which are generalizations of Lp(0,1) and lp-spaces), the most
important class of spaces, which do not have type p for any p > 1 is given by (separable)
Marcinkiewicz spaces M0(ψ) and m0(ψ) associated with an arbitrary concave increasing func-
tion ψ : [0,∞) → [0,∞), ψ(0) = 0. The main objective of the present paper is to completely
characterize Marcinkiewicz spaces M0(ψ) and m0(ψ) with Banach–Saks properties in terms
of the function ψ . This characterization is given in terms of dilation indices of the function ψ
(see e.g. [20] or next section). It may be also restated in terms of (so-called) Boyd indices of
Marcinkiewicz spaces and from this viewpoint our investigation complements and extends re-
cent results of [4] and [28]. An interesting feature of our results is a substantial difference in
Banach–Saks properties between function and sequence Marcinkiewicz spaces. Exploiting this
difference, we are able to contribute to the description of isomorphic types of such spaces and (in
many cases) to show that a (function) Marcinkiewicz space M0(ψ) does not isomorphically em-
bed into (Marcinkiewicz) ideal Cm0(ψ) of compact operators. These results complement earlier
results of [2] that Lp(0,1) does not embed into the Schatten von Neumann ideal Cp , 1 p < ∞.
Another application of our study is related to the theory of vector-valued rearrangement invariant
spaces and spaces with mixed norm. A.V. Bukhvalov [8] asked for which rearrangement invari-
ant spaces E = E[0,1] there exists an isomorphism E ≈ E(E) or E ≈ E[E]. It is of interest
to note that a similar question, in the setting of symmetric sequence spaces, was also studied by
C. Read [27]. In [8], A.V. Bukhvalov announced the result that such an isomorphism (obviously)
holds for E = Lp , but fails for E = Lp,q when 1 <p = q < ∞, p = 2. Our contribution to this
problem consists in showing that such an isomorphism does not exist in the case when q = ∞,
i.e. for separable parts of the “weak”-Lp-spaces, Lp,∞, 1 < p < ∞. In particular, we also show
that the separable parts of function and sequence “weak”-Lp-spaces are not isomorphic. This
latter result is in sharp contrast with the result from [21] asserting that the nonseparable “weak”-
Lp-spaces Lp,∞(0,1) and lp,∞ are isomorphic.
Another interesting feature of our technique in this paper is the active usage of so-called sym-
metric functionals on Marcinkiewicz spaces [11–13]. The latter are a “commutative” counterpart
of Dixmier traces appeared in noncommutative geometry (see e.g. [9] and references therein)
and their application to the study of Banach–Saks property in (separable) Marcinkiewicz spaces
is novel and may be of independent interest.
Finally, we are compelled to compare our results to earlier publications in this area. The
theme of Banach–Saks properties in Marcinkiewicz spaces was discussed in [30] (no proofs
were given), where it were announced that every function Marcinkiewicz space M0(ψ)(0,1)
and every sequence Marcinkiewicz space m0(ψ) have the Banach–Saks property. These claims
were supported by references to the earlier paper [29]. However, they are demonstrably false
as is shown by our present results: (1) the space M0(ψ)(0,1) has the Banach–Saks property
if and only if either Boyd indices of M0(ψ)(0,1) are nontrivial or M0(ψ)(0,1) = L1(0,1);
(2) the space m0(ψ) has the Banach–Saks property if and only if either the lower Boyd index of
m0(ψ) is greater than 1 or m0(ψ) = l1.
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Marcinkiewicz space M0(ψ) which is simultaneously (the separable part of) an Orlicz space
fails the Banach–Saks property.
We treat the cases of Marcinkiewicz spaces on (0,1), (0,∞) and N in Sections 3 and 4 below.
The following section is reserved for definitions and auxiliary results. Applications are presented
in the final section.
2. Preliminaries: Marcinkiewicz spaces
Consider a Banach space (X,‖ · ‖X) of real-valued Lebesgue measurable functions (with
identification a.e.) on the interval J = (0,∞), or else on J = (0,1), or on J = N. Let x∗ denote
the nonincreasing, right-continuous rearrangement of |x| given by
x∗(t) = inf{s  0: λ({|x| > s}) t} (t > 0)
where λ denotes Lebesgue measure. Then X will be called rearrangement invariant (or r.i., for
brevity) space if
(i) X is an ideal lattice, that is if y ∈ X, and x is any measurable function on J with
0 |x| |y|, then x ∈ X and ‖x‖X  ‖y‖X;
(ii) if y ∈ X and if x is any measurable function on J with x∗ = y∗, then x ∈ X and ‖x‖X =
‖y‖X .
In the case J = N, it is convenient to identify x∗ with the rearrangement of the sequence |x| =
(|xn|)∞n=1 in the decreasing order. For basic properties of r.i. spaces we refer to the monographs
[20,23,24]. We note that for any r.i. space X = X(J ) the following continuous embeddings hold
(L1 ∩L∞)(J ) ⊆ X ⊆ (L1 +L∞)(J ).
We will denote by L0(0,∞) the closure of (L1 ∩L∞)(0,∞) in (L1 +L∞)(0,∞). It is easy to
show that x ∈ L0(0,∞) if and only if limt→∞ x∗(t) = 0. An r.i. space X has the Fatou property if
X = X××, where X×× is the second Köthe dual of E [20,24], i.e. if it follows from (xn)n1 ⊂ X,
xn → x a.e. and supn ‖xn‖X < ∞ that x ∈ X and ‖x‖ lim inf‖xn‖X.
The r.i. space X is said to be fully symmetric Banach space if it has the additional property
that if y ∈ X and (L1 +L∞)(J )  x ≺≺ y, then x ∈ X and ‖x‖X  ‖y‖X . Here, x ≺≺ y denotes
submajorization in the sense of Hardy–Littlewood–Pólya:
t∫
0
x∗(s) ds 
t∫
0
y∗(s) ds, ∀t > 0.
A classical example of nonseparable fully symmetric function and sequence spaces X(J ) is
given by Marcinkiewicz spaces.
2.1. Marcinkiewicz function and sequence spaces
Let Ψ denote the set of all concave increasing functions ψ : [0,∞) → [0,∞) with ψ(0) = 0
and
lim+
t = 0. (2.1)t→0 ψ(t)
1234 S.V. Astashkin, F.A. Sukochev / J. Math. Anal. Appl. 336 (2007) 1231–1258Let Ω denote the set of all ψ ∈ Ψ such that limt→0+ ψ(t) = 0 and limt→∞ ψ(t) = ∞. Important
functions belonging to Ω include the functions t → tα, (log(1 + t))α for 0 < α < 1. Let ψ ∈ Ψ .
Define the weighted mean function
a(x, t) = 1
ψ(t)
t∫
0
x∗(s) ds, t > 0,
and denote by M(ψ)(0,∞) (respectively M(ψ)(0,1)) the Marcinkiewicz space of measurable
functions x on (0,∞) (respectively (0,1)) such that
‖x‖M(ψ) := sup
t>0
a(x, t) < ∞
(
respectively ‖x‖M(ψ) := sup
0<t1
a(x, t) < ∞
)
. (2.2)
The definition of the Marcinkiewicz sequence space (m(ψ),‖x‖m(ψ)) is similar,
m(ψ) =
{
x = (xn)∞n=1: ‖x‖m(ψ) := sup
N1
1
ψ(N)
N∑
n=1
x∗n < ∞
}
.
The largest separable r.i. subspace of M(ψ)(0,∞) (respectively of M(ψ)(0,1), m(ψ))
is denoted by M0(ψ)(0,∞) (respectively M0(ψ)(0,1), m0(ψ)). Note that if ψ(t) = t , then
M(ψ)(0,1) = L∞, Mψ(0,∞) = L∞ and M0(ψ)(0,1) = M0(ψ)(0,∞) = {0}. To exclude this
trivial case, we require that the condition (2.1) holds for ψ ∈ Ψ . Then M0(ψ)(0,∞) (respectively
M0(ψ)(0,1), m0(ψ)) coincides with the norm closure of L∞(0,∞) ∩ L1(0,∞) (respectively
of L∞(0,1), 1 = 1(N)) in M(ψ)(0,∞) (respectively in M(ψ)(0,1), m(ψ)). An important
difference between classes of Marcinkiewicz spaces M(ψ) defined by ψ ∈ Ω and ψ ∈ Ψ , re-
spectively, is that the latter class contains L1-spaces. Indeed, if ψ(t) = 1 for t > 0 and ψ(0) = 0,
then M(ψ) = M0(ψ) = L1.
For brevity, when the discussion does not depend on whether J = (0,∞) or J = (0,1), we
shall write simply M0(ψ). We shall also frequently write ‖ · ‖ to denote the norm ‖ · ‖M(ψ).
Finally, we shall also use Marcinkiewicz spaces M(ψ) (respectively M0(ψ)) of all measurable
functions f on (0,1) × (0,1) such that f ∗ ∈ M(ψ)(0,1) (respectively f ∗ ∈ M0(ψ)(0,1)) with
the norm ‖f ‖M(ψ) := ‖f ∗‖M(ψ). Here, the decreasing rearrangement f ∗ computed with respect
to the product measure on (0,1) × (0,1). Clearly, the spaces M(ψ) (respectively M0(ψ)) and
M(ψ)(0,1) (respectively M0(ψ)(0,1)) are isometric.
It is sometimes convenient to identify the space M0(ψ)(0,1) (respectively m0(ψ)) with
a subspace of M0(ψ)(0,∞) spanned by the functions supported on (0,1) (respectively by the
functions taking constant values on intervals [n− 1, n], n 1).
2.2. c0-Copies in Marcinkiewicz spaces M0(ψ)
Recall that a sequence of elements (xn)∞n=1 of a Banach space (X,‖ · ‖X) is said to be semi-
normalized if there exist constants 0 < a,b < ∞ such that a  ‖xn‖ b, n 1. Concerning the
following assertion see also [29, Lemma 2 and Proposition 1].
Proposition 2.1. Every semi-normalized sequence (xn)∞n=1 ⊆ M0(ψ), ψ ∈ Ω , converging to 0
in measure contains a basic subsequence (xnk )∞k=1 equivalent to the standard unit vector basis
(ek)
∞ in c0.k=1
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‖x + xn‖ (1 + )max
{‖x‖,‖xn‖} (2.3)
holds for all sufficiently large n. Indeed, since x ∈ M0(ψ) then by [20, Lemma 2.5.4] there exist
0 < h1 < h2 < ∞ such that
1
ψ(h)
h∫
0
x∗(s) ds  ‖x‖, ∀h ∈ [0, h1] ∪ [h2,∞).
Therefore, for every h ∈ [0, h1] ∪ [h2,∞) and n 1, we have
1
ψ(h)
h∫
0
(
x∗ + x∗n
)
(s) ds  ‖x‖ + ‖xn‖. (2.4)
Since xn → 0 in measure, ψ ∈ Ω , and h1, h2 are fixed, we may select 0 < h0 < h1 satisfying
ψ(h0)
ψ(h1)
 
2
(2.5)
and such that for all sufficiently large n 1, we have
1
ψ(h1)
h2∫
h0
x∗n(s) ds 

2
‖xn‖. (2.6)
Combining (2.5) and (2.6), we see that for any h ∈ (h1, h2) we have
1
ψ(h)
h∫
0
(
x∗ + x∗n
)
(s) ds  ‖x‖ + 1
ψ(h0)
h0∫
0
x∗n(s) ds ·
ψ(h0)
ψ(h1)
+ 1
ψ(h1)
h2∫
h0
x∗n(s) ds
 ‖x‖ + ‖xn‖. (2.7)
Inequality (2.3) follows from (2.4) and (2.7), if we observe that
‖x + xn‖
∥∥x∗ + x∗n∥∥ = sup
0<h<∞
1
ψ(h)
h∫
0
(
x∗ + x∗n
)
(s) ds.
A similar argument yields that for all sufficiently large n, we have
(1 − )max{‖x‖,‖xn‖} ‖x + xn‖. (2.8)
Combining (2.3) and (2.8), we can now select a subsequence (xnk ) ⊆ (xn) such that for every
N  1 and scalars (an)Nk=1
N∏
k=1
(
1 − k) max
k
{|ak|} · min
k
{‖xnk‖}
∥∥∥∥∥
N∑
k=1
akxnk
∥∥∥∥∥

N∏
k=1
(
1 + k) max
k
{|ak|} · max
k
{‖xnk‖}. 
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For every ψ ∈ Ψ , we set
Mψ(t) := sup
0<s<∞
ψ(st)
ψ(s)
, M0ψ(t) = sup
0<smin{1,1/t}
ψ(st)
ψ(s)
,
M∞ψ (t) := sup
smax{1,1/t}
ψ(st)
ψ(s)
, t > 0,
and define lower and upper dilation indices for ψ (see [20, Section II.1]) by setting
γψ = lim
t→0+
lnMψ(t)
ln t
, δψ = lim
t→∞
lnMψ(t)
ln t
.
Replacing Mψ in the definitions above with M0ψ (respectively M∞ψ ), we obtain definitions of
γ 0ψ and δ
0
ψ (respectively γ∞ψ and δ∞ψ ). We have
0 γψ min
(
γ 0ψ,γ
∞
ψ
)
max
(
δ0ψ, δ
∞
ψ
)
 δψ  1,
0 γ 0ψ  δ0ψ  1, 0 γ∞ψ  δ∞ψ  1.
Next, we will need the following assertion.
Proposition 2.2. For every ψ ∈ Ψ we have
δψ = max
(
δ0ψ, δ
∞
ψ
)
and γψ = min
(
γ 0ψ,γ
∞
ψ
)
.
Proof. We prove only the first equality, the proof of the second is similar. It is enough to check
that
lim sup
t→∞
ln(sups∈(1/t,1)
ψ(ts)
ψ(s)
)
ln t
max
(
δ0ψ, δ
∞
ψ
)
. (2.9)
For every t > 1 choose s(t) ∈ [1/t,1] such that
sup
s∈[1/t,1]
ψ(ts)
ψ(s)
= ψ(ts(t))
ψ(s(t))
.
Then s(t) = t−θ(t) for some θ(t) ∈ [0,1]. It is not hard to verify that
ln(ψ(ts(t))
ψ(s(t))
)
ln t
= (1 − θ(t)) ln(ψ(t
1−θ(t))
ψ(1) )
ln(t1−θ(t))
+ θ(t)
ln(ψ(t
θ(t)t−θ(t))
ψ(t−θ(t)) )
ln(tθ(t))
. (2.10)
Now, suppose first that there exists a sequence tn → ∞ as n → ∞ such that tθ(tn)n → ∞ and
t
1−θ(tn)
n → ∞. Then, we may assume that θ(tn) → θ0 ∈ [0,1] and by (2.10)
lim sup
t→∞
ln(ψ(ts(t))
ψ(s(t))
)
ln t
 (1 − θ0) lim
n→∞
ln(M∞ψ (t1−θ(tn)n ))
ln(t1−θ(tn)n )
+ θ0 lim
n→∞
ln(M0ψ(tθ(tn)n ))
ln(tθ(tn)n )
 (1 − θ0)δ∞ψ + θ0δ0ψ max
(
δ0ψ, δ
∞
ψ
)
.
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(2.10) implies
lim sup
t→∞
ln(ψ(ts(t))
ψ(s(t))
)
ln t
 lim
t→∞
ln(M∞ψ (t1−θ(t)))
ln(t1−θ(t))
+ lim
t→∞
ln(M0ψ(C))
ln t
 δ∞ψ .
Similarly, in the case when t1−θ(t)  C (t > 1) we have limt→∞ θ(t) = 1 and
lim sup
t→∞
ln(ψ(ts(t))
ψ(s(t))
)
ln t
 lim
t→∞
ln(M∞ψ (C))
ln t
+ lim
t→∞
ln(M0ψ(tθ(tn)n ))
ln(tθ(tn)n )
 δ0ψ.
Thus, (2.9) is proved and the proof is completed. 
Recall (see [24, p. 130]) that for every s > 0 the dilation operator Ds on M(ψ)(0,∞) (re-
spectively M(ψ)(0,1)) is given by
(Dsf )(t) = f
(
t
s
)
, f ∈ M(ψ)(0,∞);
respectively
(Dsf )(t) =
{
f
(
t
s
)
, t min{1, s},
0, s < t  1 (s < 1),
f ∈ M(ψ)(0,1).
In the case of sequence spaces m(ψ), the operators Ds are defined only if s is an integer or the
reciprocal of an integer. If f = (aj )∞j=1 ∈ m(ψ), then
Dnf := (
n times︷ ︸︸ ︷
a1, a1, . . . , a1,
n times︷ ︸︸ ︷
a2, a2, . . . , a3, . . .)
D 1
n
f := n−1
(
n∑
j=1
aj ,
2n∑
j=n+1
aj , . . .
)
.
The Boyd indices pX and qX of an r.i. space X are defined by (see [7,24])
1 pX = lim
s→∞
log s
log‖Ds‖X→X  qX = lims→0+
log s
log‖Ds‖X→X ∞.
It is well known that the Boyd indices of the spaces M(ψ) and M0(ψ) coincide and that (see
e.g. [20, Section II.4]) for X = M(ψ)(0,∞) (respectively M(ψ)(0,1); m(ψ)) we have
pX = 11 − γψ =
1
δφX
, qX = 11 − δψ =
1
γφX
;
respectively
pX = 11 − γ 0ψ
= 1
δ0φX
, qX = 11 − δ0ψ
= 1
γ 0φX
;
pX = 11 − γ∞ψ
= 1
δ∞φX
, qX = 11 − δ∞ψ
= 1
γ∞φX
.
Here, φX(t) := tψ(t) , t > 0, is the fundamental function for X, i.e. for every measurable set
A ⊆ (0,∞) (respectively A ⊆ (0,1); A ⊆ N), we have
φX
(
mes(A)
) = ‖χA‖X,
where throughout by χA we will denote the characteristic function of a set A.
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m0(ψ)) and ψ ∈ Ψ , then the conditions (i)–(iv) and (i′)–(iv′) below are equivalent
(i) pX = 1;
(ii) δφX = 1 (respectively δ0φX = 1; δ∞ψX = 1);
(iii) γψ = 0 (respectively γ 0ψ = 0; γ∞ψ = 0);
(iv) ∀t ∈ (0,1)
∃(sn)n1 ⊆ (0,∞): lim
n→∞
ψ(tsn)
ψ(sn)
= 1(
respectively ∃(sn)n1 ⊆ (0,1): lim
n→∞
ψ(tsn)
ψ(sn)
= 1;
∃(sn)n1 ⊆ N: lim
n→∞
ψ(tsn)
ψ(sn)
= 1
)
and
(i′) qX = ∞;
(ii′) γφX = 0 (respectively γ 0φX = 0; γ∞φX = 0);
(iii′) δψ = 1 (respectively δ0ψ = 1; δ∞ψ = 1);
(iv′) ∀τ  1
∃(sn)n1 ⊆ (0,∞): lim
n→∞
ψ(snτ)
ψ(sn)
= τ(
respectively ∃(sn)n1 ⊆ (0,1): lim
n→∞
ψ(snτ)
ψ(sn)
= τ ;
∃(sn)n1 ⊆ N: lim
n→∞
ψ(snτ)
ψ(sn)
= τ
)
.
2.4. A variant of subsequence splitting principle
If E has the Fatou property, the following result follows, in fact, from the first part of the proof
of [15, Proposition 3.3]. In the general case the proof follows along the same lines (see also [4,
Lemma 3.6]) and is therefore omitted.
Proposition 2.4. Let E = E(0,∞) be a separable r.i. space and let (xn)n1 be a sequence in
E such that ‖xn‖  1, n  1. Then there exist a subsequence (yn)n1 ⊆ (xn)n1, sequences
(un)n1, (vn)n1 in E and an element u ∈ E××, with ‖u‖E××  2, such that
yn = un + vn, n 1,
where u∗n  u∗ (n  1) and (vn)n1 is a bounded sequence which tends to 0 in measure on
(0,∞).
If, in addition, the sequence (yn)n1 is weakly null and E× ⊆ L0(0,∞), then the sequences
(un)n1, (vn)n1 may be chosen to be weakly null as well.
If E has the Fatou property, the sequence (un)n1 may be chosen equimeasurable.
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Definition 3.1. Let X be a Banach space and 1 < p < ∞. A weakly null sequence (xj )∞j=1 ⊆ X
is a p-Banach–Saks sequence (respectively a Banach–Saks sequence) if
lim sup
n→∞
n−1/p
∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥ < ∞
(
respectively lim
n→∞n
−1
∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥ = 0
)
.
We note that X has the p-Banach–Saks property (respectively Banach–Saks property) if and
only if every weakly null sequence in X contains a p-Banach–Saks subsequence (respec-
tively Banach–Saks subsequence). We write X ∈ (pBS) (respectively X ∈ (BS)) if X has the
p-Banach–Saks property (respectively the Banach–Saks property).
3.1. The Marcinkiewicz spaces M0(ψ), ψ ∈ Ω
The following theorem completely characterizes Marcinkiewicz function spaces M0(ψ),
ψ ∈ Ω , which have the Banach–Saks property.
Theorem 3.2. Let X be M0(ψ)(0,∞) or M0(ψ)(0,1), where ψ ∈ Ω . The space X ∈ (BS) if and
only if 1 <pX  qX < ∞.
For convenience, we split the proof into a number of ingredients some of which are of in-
dependent interest. The following proposition significantly strengthens [15, Theorem 5.9]. For
convenience, we use similar notations.
Proposition 3.3. If ψ is a function from Ψ satisfying ψ(+0) = 0 and γ 0ψ = 0, then the space
X = M0(ψ)(0,1) does not have the Banach–Saks property. Furthermore, there exist a constant
α > 0 and a weakly null sequence of independent functions (xn)n1 ⊂ X, with
∫ 1
0 xn(t) dt = 0,
n 1, satisfying∥∥∥∥∥∑
k∈B
xk
∥∥∥∥∥ αn
for every subset B ⊆ N, card(B) = n, n 1.
Proof. Since γ 0ψ = 0, we have by Proposition 2.3 that for every t ∈ (0,1) there exists a sequence
(sn)n1 ⊆ (0,1) satisfying limn→∞ ψ(tsn)ψ(sn) = 1. Passing to a subsequence, if necessary, we may
assume that sn → s0 = s0(t) ∈ [0,1] as n → ∞. By the assumption, the function ψ is absolutely
continuous (see [20, Lemma II.1.1]). Therefore, if it were that s0 > 0, then ψ(ts0) = ψ(s0)
which is a contradiction with the assumption that ψ is increasing. Thus, s0 = 0 and without loss
of generality, we may (and shall) assume that for every t ∈ (0,1), we have
lim sup
s→0+
ψ(ts)
ψ(s)
= 1. (3.1)
For an arbitrary η ∈ (0,1), we set
qn :=
[
n(1 − η)], n 1,
where [z] stands for the integral part of z.
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1 − qn
n
√η, n 1, (3.2)
and it follows from (3.1) that there exists a sequence (tn)n1 ⊆ (0,1), tn ↓ 0, such that
tn
tn+1
 1
1 − √η , n 1, (3.3)
and
ψ
(
tqn
n
)
√ηψ(tqn), n 1. (3.4)
Now, we set
yn(s) :=
nψ( tn
n
)
tn
χ[0, tn
n
](s)+ψ ′(s)χ( tn
n
,1](s), n 1, s ∈ (0,1). (3.5)
Since ψ ′(s)  ψ(s)
s
, the function yn, n 1, is a nonnegative decreasing bounded function such
that
‖yn‖ = 1,
t∫
0
yn(s) ds = ψ(t), ∀t ∈
[
tn
n
,1
]
. (3.6)
Let (y˜n)n1 be an arbitrary sequence of positive independent functions on [0,1] such that
(y˜n)
∗ = yn, n 1. We set
zn(u, v) := y˜n(u)rn(v), (u, v) ∈ (0,1)× (0,1),
where (rn)n1 denotes the sequence of Rademacher functions, rn(t) := sign sin(2πt), t ∈ (0,1).
Clearly, the system (zn)n1 ⊂ M0(ψ) is a system of independent functions satisfying the equality∫ 1
0
∫ 1
0 zn(u, v) dudv = 0, n 1. By [19, Theorem 1, inequality (3)], there exists a constant β > 0
such that for every B ⊆ N,∥∥∥∥∑
i∈B
zi
∥∥∥∥
M0(ψ)
 β
∥∥∥∥∑
i∈B
z¯i
∥∥∥∥
Z2
M0(ψ)
. (3.7)
Here, the sequence (z¯n)n1 consists of pairwise disjointly supported functions on (0,∞) such
that (z¯n)∗ = z∗n, n 1, and Z2M0(ψ) is the space of all measurable functions z on (0,∞) for which
the (quasi)-norm
‖z‖Z2
M0(ψ)
= ‖z∗χ(0,1)‖M0(ψ)(0,1) + ‖z∗χ[1,∞)‖L2(1,∞)
is finite. We claim that for every n 1∥∥∥∥∥
n∑
k=1
z¯k
∥∥∥∥∥
Z2
M0(ψ)
 nη. (3.8)
Indeed, from the definition of the quasi-norm in Z2M0(ψ) above, we have∥∥∥∥∥
n∑
k=1
z¯k
∥∥∥∥∥
Z2

∥∥∥∥∥
n∑
k=qn
z¯k
∥∥∥∥∥
Z2

∥∥∥∥∥
(
n∑
k=qn
z¯k
)∗
χ(0,1)
∥∥∥∥∥
M0(ψ)(0,1)
.M0(ψ) M0(ψ)
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we have
∥∥∥∥∥
(
n∑
k=qn
z¯k
)∗
χ(0,1)
∥∥∥∥∥
M0(ψ)(0,1)

∫ (n−qn+1)· tqnn
0 (
∑n
k=qn z¯k)
∗(s) ds
ψ((n− qn + 1) tqnn )

∑n
k=qn
∫ tqn
n
0 (z¯k)
∗(s) ds
ψ((n− qn + 1) tqnn )
=
∑n
k=qn
∫ tqn
n
0 yk(s) ds
ψ((n− qn + 1) tqnn )
.
Since tn ↓ 0, it follows from (3.3) that for every k such that qn + 1 k  n, we have
tk
k
 tqn+1
qn + 1 
tqn+1
tqn(1 − √η)
· tqn
n
 tqn
n
,
whence
tqn
n∫
0
yk(s) ds = ψ
(
tqn
n
)
(see (3.6)). Therefore, using (3.2) and (3.4), we conclude
∑n
k=qn
∫ tqn
n
0 yk(s) ds
ψ((n− qn + 1) tqnn )

(n− qn)ψ( tqnn )
ψ(tqn)
= n
(
1 − qn
n
)
ψ(
tqn
n
)
ψ(tqn)
(3.2),(3.4)
 nη.
This yields (3.8).
Now, we observe that the space Z2M0(ψ) admits an r.i. norm ‖ · ‖′Z2
M0(ψ)
equivalent to the quasi-
norm ‖ · ‖Z2
M0(ψ)
(see e.g. [24, Theorem 2.f.1] or [5, Section 6]) such that (Z2M0(ψ),‖ · ‖′Z2
M0(ψ)
) is
a separable r.i. function space on (0,∞). Combining this fact with [20, Theorem II.4.3], we infer
that there exists a constant γ > 0 such that for every f ≺≺ g, g ∈ Z2M0(ψ), f ∈ L1 +L∞(0,∞),
it follows that f ∈ Z2M0(ψ) and γ · ‖f ‖Z2M0(ψ)  ‖g‖Z2M0(ψ) .
Note that it follows from the definition of the sequence (yn)n1 above that yp ≺≺ yq , p < q .
Therefore, for any t > 0 and every B ⊂ N, cardB = n, we have
t∫
0
(
n∑
k=1
z¯k
)∗
(s) ds =
t∫
0
(
n∑
k=1
yk(s − k + 1)χ(k−1,k](s)
)∗
ds

t∫
0
( ∑
k∈B
yk(s − k + 1)χ(k−1,k](s)
)∗
ds =
t∫
0
( ∑
k∈B
z¯k
)∗
(s) ds,
in other words,
∑n
k=1 z¯k ≺≺
∑
k∈B z¯k . This guarantees that
γ
∥∥∥∥∥
n∑
k=1
z¯k
∥∥∥∥∥
Z2

∥∥∥∥∑
k∈B
z¯k
∥∥∥∥
Z2
M0(ψ)
.M0(ψ)
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k∈B
zk
∥∥∥∥
M0(ψ)
 αn.
Fixing an arbitrary measure preserving transformation ω : (0,1) → (0,1)× (0,1) and setting
xk(u) := zk
(
ω(u)
)
, k  1, u ∈ (0,1),
we rewrite the inequality above as∥∥∥∥∑
k∈B
xk
∥∥∥∥ αn, ∀B ⊂ N, card(B) = n.
Since (xk)k1 ⊆ M0(ψ) is a sequence of independent random variables on (0,1) such that∫ 1
0 xk(s) ds = 0, it remains only to show that (xn)n1 is weakly null, or, equivalently, that
(zn)n1 is weakly null in M0(ψ). Since the sequence (zn)n1 is uniformly bounded in M0(ψ),
it is sufficient to verify that
〈zn, y〉 → 0, n → ∞,
for all y from a dense subset of the space (M0(ψ))∗, which may be identified with the Lorentz
space Λψ((0,1)× (0,1)) (see [20, Lemma II.5.4 and Theorem II.5.4]). The latter space is a sepa-
rable r.i. space and it is easy to see that the linear span of the set W = {w(s, t) = u(s)v(t): u,v ∈
L∞(0,1)} is dense in Λψ((0,1)× (0,1)). For every w ∈ W , we have
1∫
0
1∫
0
zk(s, t)w(s, t) ds dt =
1∫
0
u(s)y˜k(s) ds
1∫
0
v(t)rk(t) dt → 0, k → ∞,
since ∣∣∣∣∣
1∫
0
u(s)y˜k(s) ds
∣∣∣∣∣ ‖u‖∞ · ‖y˜k‖1  ‖u‖∞ · ‖y˜k‖ = ‖u‖∞
and since limk→∞
∫ 1
0 v(t)rk(t) dt = 0 for every v ∈ L1(0,1). This completes the verification that
the sequence (xn)n1 ⊆ M0(ψ)(0,1) is weakly null and the proof of Proposition 3.3. 
To treat the situation when γ∞ψ = 0, we recall the concept of symmetric functionals on
Marcinkiewicz spaces M(ψ)(0,∞) introduced in [13].
Definition 3.4. (See [13, Definition 2.1].) A positive linear functional f on M(ψ)(0,∞) (re-
spectively on m(ψ)) is said to be symmetric if f (x)  f (y) for all 0  x, y ∈ M(ψ)(0,∞)
such that x ≺≺ y. Such a functional is said to be supported at infinity if f (x∗χ[0,s]) = 0 for all
x ∈ M(ψ)(0,∞) and every s > 0.
The following theorem completely characterizes Marcinkiewicz spaces admitting nontrivial
symmetric functionals supported at infinity.
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M(ψ)(0,∞) (respectively m(ψ)) supported at infinity exists if and only if
lim inf
t→∞
ψ(2t)
ψ(t)
= 1. (3.9)
For more information on symmetric functionals (and their prototype, so-called “Dixmier
traces” used in noncommutative geometry) we refer to [9] and references therein.
Proposition 3.6. If ψ(∞) = ∞ and γ∞ψ = 0, then m0(ψ) /∈ (BS).
Proof. If γ∞ψ = 0, then (see Proposition 2.3) condition (3.9) holds, and therefore there exists
a nonzero symmetric functional f ∈ m(ψ)∗. Fix a positive element x ∈ m(ψ), ‖x‖ = 1 such that
f (x) = α, 0 < α  1 (without loss of generality, we assume that ‖f ‖m(ψ)∗  1). Let (xj )∞j=1 ⊂
m(ψ) be a sequence of pairwise disjoint positive elements such that x∗j = x∗, j  1. For any
subsequence (xjk )∞k=1 ⊆ (xj )∞j=1, we have∥∥∥∥∥
N∑
k=1
xjk
∥∥∥∥∥ f
(
N∑
k=1
xjk
)
= Nα, N  1. (3.10)
We are going to construct a weakly null semi-normalized sequence (yj )∞j=1 ⊂ m0(ψ) such that
0  yj  xj , j  1, which is not a BS-sequence. First of all, observe that if z is an arbitrary
element from Lorentz sequence space λ(ψ) = m0(ψ)∗ (see e.g. [20,23]), then 〈|z|, xn〉 |〈z, yn〉|
and 〈|z|, xn〉 → 0 as n → ∞. Thus, the fact that any sequence (yj )∞j=1 ⊂ m0(ψ) satisfying the
condition yj  xj , j  1, is weakly null is immediate. We shall select yj , j  1, to be finitely
supported (the latter guarantees yj ∈ m0(ψ), j  1) and such that∥∥∥∥∥
N∑
j=1
yj
∥∥∥∥∥ Nα4 , ∀N  1. (3.11)
To see that such a selection is possible, recall first that any Marcinkiewicz space M(ψ),
ψ ∈ Ψ (and, hence, every m(ψ)), possesses a Fatou norm. Fix n  1 and consider the ele-
ment
∑2n−1
j=2n−1 xj . We select yj , 2
n−1  j  2n −1, to be equimeasurable, finitely supported and
satisfying the inequality∥∥∥∥∥
2n−1∑
j=2n−1
yj
∥∥∥∥∥
∥∥∥∥∥
2n−1∑
j=2n−1
xj
∥∥∥∥∥ − α4 , n 1. (3.12)
We also require that for every m n 1
y∗p  y∗q , for all 2n−1  p  2n − 1, 2m−1  q  2m − 1. (3.13)
Now fix an arbitrary N ∈ N and let n ∈ N satisfy 2n−1 N  2n − 1, n 1. Combining (3.12)
and (3.10), we arrive at (3.11). Note that if (y˜j )∞j=1 is a subsequence of (yj )∞j=1 then condi-
tion (3.13) guarantees that∥∥∥∥∥
N∑
y˜j
∥∥∥∥∥
∥∥∥∥∥
N∑
yj
∥∥∥∥∥, ∀N  1.
j=1 j=1
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a BS-sequence and completes the proof of Proposition 3.6. 
The next important ingredient of the proof of Theorem 3.2 treating the case of Marcinkiewicz
spaces M0(ψ)(0,1) with δ0ψ = 1 is contained in Proposition 3.9 below. The following lemma
provides technical information concerning the behavior of dilation operators in such spaces.
Lemma 3.7. Let (αk)k1 ↓ 0. If δ0ψ = 1 (respectively δ∞ψ = 1), then there exists a pairwise dis-
joint sequence (xk)k1 ⊆ M0(ψ)(0,1) (respectively M0(ψ)(0,∞)) which is equivalent to the
standard unit vector basis of the space c0 and which satisfies the condition
1
2
 ‖Dαnxn‖ ‖xn‖ 1, n 1. (3.14)
Proof. Assume that δ0ψ = 1. Arguing as in the proof of Proposition 3.3 and referring to Proposi-
tion 2.3, we infer from the assumption on ψ that
lim sup
s→0+
ψ(sτ)
ψ(s)
= τ, ∀τ  1. (3.15)
Fix α ∈ (0,1). We claim that there exists β ∈ (0,1) such that for x := χ[0,β] · ψ(β)β , we have
1
2
 ‖Dαx‖ ‖x‖ = 1.
Indeed, noting that Dαx = χ[0,αβ] · ψ(β)β , we see that
‖Dαx‖ = ψ(β)
β
· αβ
ψ(αβ)
= α · ψ(β)
ψ(αβ)
.
It follows from (3.15) that there exists s ∈ (0, α) such that
ψ(s · 1
α
)
ψ(s)
 1
2α
.
Setting β := s · 1
α
, we see that β ∈ (0,1) and
‖Dαx‖ = α · ψ(s ·
1
α
)
ψ(s)
 1
2
.
Thus, the sequence (xn)n1 satisfying (3.14) may be chosen as a sequence of (normalized) scalar
multiples of indicator functions of pairwise disjoint intervals en ⊆ (0,1) with m(en) = βn, n 1,
where βn’s are determined by αn’s as above. The condition δ0ψ = 1 implies ψ(+0) = 0. There-
fore, in view of (3.15) we may assume that βn ↓ 0 and ψ(βn+1) 12ψ(βn) (n 1). If now n ∈ N
and for some 1 i  n we have
∑n
j=i+1 βj  t <
∑n
j=i βj , then
t∫
0
(
n∑
j=1
xj
)∗
(s) ds =
n∑
j=i+1
ψ(βj )+
(
t −
n∑
j=i+1
βj
)
ψ(βi)
βi
 2ψ(βi+1)+ψ
(
t −
n∑
βj
)
 3ψ(t).j=i+1
S.V. Astashkin, F.A. Sukochev / J. Math. Anal. Appl. 336 (2007) 1231–1258 1245It follows that ‖∑nj=1 xj‖ 3, for all n ∈ N. Thus, since xn are disjoint functions and ‖xn‖ = 1,
we obtain
max
1jn
|cj |
∥∥∥∥∥
n∑
j=1
cj xj
∥∥∥∥∥ max1jn |cj | ·
∥∥∥∥∥
n∑
j=1
xj
∥∥∥∥∥ 3 max1jn |cj |.
Now, assume that δ∞ψ = 1. If limt→∞ ψ(t)t = 0, then replacing (3.15) with
lim sup
s→∞
ψ(sτ)
ψ(s)
= τ, τ  1
(see Proposition 2.3) and repeating the argument above we can build a sequence (xn)∞n=1,
xn = χen ψ(βn)βn , with m(en) = βn, en ∩ em = ∅, n = m with βn ↑ ∞, n → ∞, which still satis-
fies (3.14). Since δ∞ψ = 1, we have ψ(∞) = ∞. Now, the assertion may be established repeating
the argument from the first part of the proof.
Finally, suppose that limt→∞ ψ(t)t = c > 0. This guarantees that L∞(0,∞) ⊆ M(ψ)(0,∞)
and the assertion of Lemma 3.7 follows immediately. 
The next lemma contains a simple (and probably known) property of the Rademacher system
(rk)k1. We provide the proof for a lack of suitable reference.
Lemma 3.8. If β > 0 and a finite set Q ⊂ N satisfies card(Q) β , then
λ
{
t ∈ (0,1):
∣∣∣∣∑
k∈Q
rk(t)
∣∣∣∣ β2
}
 1
8
· 2−β/2. (3.16)
Proof. Setting d := cardQ, we firstly show that
λ
{
t ∈ (0,1):
∣∣∣∣∑
k∈Q
rk(t)
∣∣∣∣ d2
}
 1
2
· 2−d/2. (3.17)
Indeed, denoting l := [ d4 ] and counting the number of dyadic intervals where rk(·), k ∈ Q take at
least 3[ d4 ] + 1 positive values, we have
λ
{
t ∈ (0,1):
∣∣∣∣∑
k∈Q
rk(t)
∣∣∣∣ d2
}
= 1
2
λ
{
t ∈ (0,1):
∑
k∈Q
rk(t)
d
2
}
 2−d+1
l∑
k=0
(
k
d
)
 2−d+1
(
l
d
)
= 2−d+1 d!
l!(d − l)! = −2
−d+1
l∏
j=1
(
1 + d − l
j
)
 2−d+1
(
d
l
)l
 2−d+1 · 4d/4−1 = 1
2
· 2−d/2.
Let now m be the least integer such that m β and let Q′ ⊆ Q satisfy card(Q′) = m. It follows
from (3.17) that
λ
{
t ∈ (0,1):
∣∣∣∣ ∑
′
rk(t)
∣∣∣∣ β2
}
 1
2
· 2−m/2  1
4
· 2−β/2. (3.18)k∈Q
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for k ∈ Q \Q′, we have{
t ∈ (0,1):
∣∣∣∣ ∑
k∈Q′
rk(t)
∣∣∣∣ β2
}
=
{
t ∈ (0,1): 1
2
∣∣∣∣∑
k∈Q
rk(t)+
∑
kıQ
Θkrk(t)
∣∣∣∣ β2
}
⊆
{
t ∈ (0,1):
∣∣∣∣∑
k∈Q
rk(t)
∣∣∣∣ β2
}
∪
{
t ∈ (0,1):
∣∣∣∣∑
k∈Q
rk(t)
∣∣∣∣ β2
}
.
Since the functions |∑k∈Q rk| and |∑k∈QΘkrk| are equidistributed, we obtain
λ
{
t ∈ (0,1):
∣∣∣∣ ∑
k∈Q′
rk(t)
∣∣∣∣ β2
}
 2λ
{
t ∈ (0,1):
∣∣∣∣∑
k∈Q
rk(t)
∣∣∣∣ β2
}
,
which together with (3.18) yields (3.16). 
Proposition 3.9. If ψ ∈ Ψ and δ0ψ = 1 (respectively δ∞ψ = 1), then the space X = M0(ψ)(0,1)
(respectively M0(ψ)(0,∞)) does not have the Banach–Saks property.
Proof. Assume first that δ0ψ = 1. Let (xn)n1 be a sequence of pairwise disjoint elements from
X satisfying the assertion of Lemma 3.7 with αn = n−4, n 1. As in [15] and [4], we set
yn(s, t) :=
2n∑
i=1
r2n+i (t)xi(s), n 1.
For every positive integer m, we have
m∑
n=1
yn(s, t) =
m∑
n=1
2n∑
i=1
r2n+i (t)xi(s) =
2m∑
i=1
( ∑
n∈Qi
rn(t)
)
xi(s),
where Qi ⊆ {1,2, . . . ,2m+1}, Qi ∩Qj = ∅, i = j , and card(Qi)m for all i = 1,2, . . . ,2m. It
is also important to note that card(Qi) m2 , as soon as i  2m/2. Therefore, by Lemma 3.8, we
have
λ
{
t ∈ (0,1):
∣∣∣∣ ∑
n∈Qi
rn(t)
∣∣∣∣ m4
}
 1
8
· 2−m/4, 1 i  2m/2.
Since the system (|∑n∈Qi rn|)2m/2i=1 consists of independent random variables, we have for suffi-
ciently large m
λ
{
t ∈ (0,1): max
2m/4i2m/2
{∣∣∣∣ ∑
n∈Qi
rn(t)
∣∣∣∣
}
<
m
4
}
=
2m/2∏
m/4
λ
{
t ∈ (0,1):
∣∣∣∣ ∑ rn(t)
∣∣∣∣ < m4
}
i=2 n∈Qi
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2m/2∏
i=2m/4
(
1 − λ
{
t ∈ (0,1):
∣∣∣∣ ∑
n∈Qi
rn(t)
∣∣∣∣ m4
})

(
1 − 1
8
· 2−m/4
)2m/4
 e−1/8.
Equivalently, for such m’s, we have
λ
{
t ∈ (0,1): max
2m/4i2m/2
{∣∣∣∣ ∑
n∈Qi
rn(t)
∣∣∣∣
}
 m
4
}
 1 − e−1/8. (3.19)
Setting
Ei :=
{
t ∈ (0,1):
∣∣∣∣ ∑
n∈Qi
rn(t)
∣∣∣∣ m4
}
, i = 1,2, . . . ,2m,
we see that (3.19) guarantees that∑
2m/4i2m/2
λ(Ei) 1 − e−1/8,
and therefore for every sufficiently large m  1, there exists i0 ∈ N such that 2m/4  i0  2m/2
and
λ(Ei0) 2−m/2
(
1 − e−1/8) 2−m.
Since i0  2m/4, we have αi0 = i−40  2−m, i.e. λ(Ei0) αi0 . Using the definition of the set Ei0
and applying (3.14), we obtain∥∥∥∥ m∑
n=1
yn
∥∥∥∥
M0(ψ)

∥∥∥∥
( ∑
n∈Qi0
rn(t)
)
xi0(s)
∥∥∥∥
M0(ψ)
 m
4
∥∥χEi0 (t)xi0(s)∥∥M0(ψ)
 m
4
∥∥Dαi0 xi0(s)∥∥M0(ψ)  m8 .
Furthermore, if (ynk )k1 is an arbitrary subsequence of (yn)n1, then it is easy to see that the es-
timate (3.19) holds, and (since αi ↓ 0) so does the estimate above. Thus, ‖∑mk=1 ynk‖M0(ψ)  m8
for sufficiently large m’s and every subsequence (ynk )k1 ⊆ (yn)n1. Since (xn)n1 ⊆ X is
equivalent to the standard basis in c0 and since X is a separable r.i. space failing the Fatou prop-
erty, [15, Lemma 5.2] now guarantees that (yn)n1 is weakly null in M0(ψ). An application of
the same argument as in the proof of Proposition 3.3 completes the proof of the case δ0ψ = 1.
The proof of the case δ∞ψ = 1 follows along the same lines (using second part of Lemma 3.7
and replacing M0(ψ) with the Marcinkiewicz space M0(ψ) on the measure space (0,1) ×
(0,∞)). 
The last remaining component needed for the proof of Theorem 3.2 is contained in the fol-
lowing proposition, which strengthens and extends the result of [4, Corollary 4.9].
Proposition 3.10. If X = M0(ψ)(0,∞) (ψ ∈ Ψ ) is an interpolation space for a couple
(Lp(0,∞),Lq(0,∞)), 1 <p = q < ∞, then X has min{p,q,2}-Banach–Saks property.
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tion 2.4, we may assume that
fn = an + bn, n 1, (3.20)
where (bn)n1 is a bounded sequence which tends to 0 in measure and (an)n1 is a
weakly null sequence from X such that a∗n  f , n  1, for some element f ∈ M(ψ)(0,∞),
‖f ‖M(ψ)(0,∞)  2. From Proposition 2.1 it follows that either ‖bn‖ → 0 or there is a subse-
quence of (bn)n1 which is equivalent to the standard basis of c0. Thus, to prove the assertion of
Proposition 3.10, we need only to show that for some subsequence (ank )k1 we have∥∥∥∥∥
N∑
k=1
ank
∥∥∥∥∥ const ·Nmax{1/p,1/q,1/2}, ∀N  1. (3.21)
Let us consider an arbitrary sequence (Pn)n1 of uniformly bounded projections acting simul-
taneously in the spaces Lp = Lp(0,∞) and Lq = Lq(0,∞) such that PnPm = 0 (n < m) and
the sequence of subspaces (PnLp)n1 and (PnLq)n1 form unconditional finite dimensional
decompositions (see [23, Section 1.g]) of the spaces Lp and Lq , respectively. It follows immedi-
ately from the assumptions that the sequence (‖Pn‖X→X)n1 is uniformly bounded and that the
sequence (PnX)n1 is an unconditional finite dimensional decomposition of X. Since (an)n1
is weakly null, we may assume without loss of generality (passing to a further subsequence and
adjusting the sequence (cn)n1 if necessary) that in the decomposition (3.20), we have, in addi-
tion,
an =
jn+1−1∑
k=jn+1
Pkan, n 1,
where (jn)n1 is an increasing sequence of positive integers.
Let us set for brevity Qn := ∑jn+1−1k=jn Pk , n  1, and observe that the sequences
(‖Qn‖Lp→Lp)n1, (‖Qn‖Lq→Lq )n1 and (‖Qn‖X→X)n1 are uniformly bounded and the
bounds do not depend on the choice of (jn)n1. Now, fix N  1 and consider a linear oper-
ator TN given by
TN(f ) =
N∑
j=1
Qj(ujfωj ),
where uj ∈ L∞(0,∞), |uj (s)|  1, s > 0, and ωj : (0,∞) → (0,∞) is a measure preserv-
ing transformation, and fωj (s) := f (ωj (s)), s ∈ (0,∞), j  1. To estimate ‖TN‖X→X 
const · max{‖TN‖Lp→Lp ,‖TN‖Lq→Lq }, we recall that Lp , 1 < p < ∞, has the (Rademacher)
type min{p,2} and therefore for any f ∈ Lp , we have
∥∥TN(f )∥∥Lp→Lp ∼=
∥∥∥∥∥
N∑
j=1
ujQjfωj rj (·)
∥∥∥∥∥
Lp((0,1),Lp)
 const ·
(
N∑
j=1
‖Qjfωj ‖min{p,2}Lp
)1/min{p,2}
 const ·Nmax{1/p,1/2} · ‖f ‖Lp .
S.V. Astashkin, F.A. Sukochev / J. Math. Anal. Appl. 336 (2007) 1231–1258 1249Since X is an interpolation space for the couple (Lp,Lq), we infer from the above estimate
that ‖TN‖X→X  const ·Nmax{1/p,1/q,1/2} where the constant does not depend on N . Note, that
the assumption on X also guarantees that the space M(ψ)(0,∞) is also an interpolation space
for the couple (Lp,Lq) and therefore the same argument yields that ‖TN‖Mψ(0,∞)→Mψ(0,∞) 
const ·Nmax{1/p,1/q,1/2}. These estimates are sufficient to show that (3.21) holds for N  1
with nk = k, k  1. Indeed, recall that since in (3.20) f ∈ M(ψ)(0,∞) and a∗j  f it fol-
lows from [20, Theorem 2.2.1] that for every aj there exist a measure preserving transformation
ωj : (0,∞) → (0,∞) and functions uj ∈ L∞(0,∞) and vj ∈ L1 ∩L∞ such that ‖uj‖L∞  1,
‖vj‖L1∩L∞  2−j and aj = ujfωj + vj (j  1). Therefore,∥∥∥∥∥
N∑
j=1
aj
∥∥∥∥∥ = ∥∥TN(f )∥∥Mψ(0,∞)  ‖f ‖Mψ(0,∞) · const ·Nmax{1/p,1/q,1/2} + supj1‖Qj‖X→X
and this gives (3.21). 
Proof of Theorem 3.2. If 0 < γψ  δψ < 1, then by [24, Theorem 2.b.11] M0(ψ)(0,∞) is an
interpolation space for the couple (Lp,Lq) if 0 < 1p  γψ  δψ <
1
q
< 1. Therefore, Proposi-
tion 3.10 yields that M0(ψ)(0,∞) has the Banach–Saks property. Otherwise, Proposition 2.2
implies that either min(γ 0ψ,γ
∞
ψ ) = 0 or max(δ0ψ, δ∞ψ ) = 1. If γ 0ψ = 0 (respectively δ0ψ = 1), then
by Proposition 3.3 (respectively Proposition 3.9), we have M0(ψ)(0,1) /∈ (BS) and obviously,
M0(ψ)(0,∞) /∈ (BS). If δ∞ψ = 1, then M0(ψ)(0,∞) /∈ (BS) by the second part of Proposi-
tion 3.9. If γ∞ψ = 0, then by Proposition 3.6, m0(ψ) /∈ (BS) and so M0(ψ)(0,∞) /∈ (BS). 
3.2. The Marcinkiewicz spaces M0(ψ), ψ ∈ Ψ
We now allow into consideration concave functions ψ which may have a jump at 0 and which
may be bounded at infinity.
Case 1. If ψ ∈ Ψ has a jump at 0, then M0(ψ)(0,1) = L1(0,1). If, in addition,
ψ(∞) (:= limt→∞ ψ(t)) < ∞, then M0(ψ)(0,∞) = L1(0,∞). It is well known (see e.g. [31],
[15] and references therein) that L1-spaces have the (BS)-property.
Case 2. If ψ ∈ Ψ has a jump at 0 and 0 < γ∞ψ  δ∞ψ < 1 (in particular, ψ(∞) = ∞), then
M0(ψ)(0,∞) ∈ (BS).
Proof. Let (xn)n1 be a weakly null sequence in M0(ψ). Fix an arbitrary φ ∈ Ω , such that
0 < γφ  δφ < 1 and ψ(t) = φ(t), t  1. It is easy to see that
M0(ψ) = L1(0,∞)+M0(φ)(0,∞) = L1 +M0(φ),
in particular, every element x ∈ M0(ψ) can be (uniquely) written as x = y + z, with y ∈ L1,
z ∈ M0(φ) such that
x∗χ[0,1] = y∗, (x∗χ[1,∞))∗ = z∗.
Consider such a decomposition
xn = yn + zn, n 1, (3.22)
and observe that by the weak compactness criterion from [16], the sets (yn)n1, (zn)n1 are
relatively weakly compact, in particular, without loss of generality we may assume that
yn → y, zn → −y in σ
(
M0(ψ),M0(ψ)
∗). (3.23)
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max
(‖yn‖1,‖zn‖M(φ))max(1,ψ(1))‖xn‖M(ψ)  C, n 1. (3.24)
Noting that M0(ψ)∗ can be identified with the (Lorentz) space Λ(φ)∩L∞ (see [20, Section 5.2]),
we see that yn → y in σ(L1(0,∞),L∞(0, a))-topology for every a < ∞. This implies (in par-
ticular) that
lim
n→∞ supm1
‖ymχAn ‖1 = 0 (3.25)
for all sequences (An)n1 of measurable subsets of (0,∞) for which An ↓n 0 and λ(A1) < ∞.
By Proposition 2.4, there exists a subsequence (ynk )k1 of (yn)n1 ⊆ L1(0,∞) such that
ynk = uk + vk, k  1,
where (uk)∗ = (u1)∗ (k  1) and vk → 0 in measure. Since for any measurable subset
A ⊂ (0,∞)
‖vkχA‖1  ‖ynkχA‖1 +
∥∥(u1)∗χ(0,λ(A))∥∥1,
then (3.25) implies that
lim
n→∞ supm1
‖vmχAn ‖1 = 0, (3.26)
for all sequences (An)n1 of measurable subsets of (0,∞) for which An ↓n 0 and λ(A1) < ∞.
Next, we can select subsequence (vmk ) ⊂ (vm)m1 such that λ{|vmi | > 2−i} 2−i (i  1). Then
from (3.26) it follows that ‖vmiχ{|vmi |>2−i }‖1 → 0. Therefore, since (vm)∗(s) = (vm)∗(s)χ(0,1)(s),
we have ‖vmk‖1 → 0. In other words, we may assume that in (3.22)
y∗n = y∗1 , n 1. (3.27)
By [15, Proposition 4.3] we may further assume that there exists x ∈ L1(0,∞)+L∞(0,∞) such
that for any subsequence (y˜n) of (yn), we have 1N
∑N
n=1 y˜n → x in L1 + L∞. Combining this
with (3.23), we see that x = y, i.e. for every t > 0,
dN(t) :=
t∫
0
(
1
N
N∑
n=1
y˜n − y
)∗
(s) ds → 0 as N → ∞. (3.28)
So, by (3.27),
t∫
0
y∗(s) ds  dN(t)+
t∫
0
(
1
N
N∑
n=1
y˜n
)∗
(s) ds  dN(t)+
t∫
0
y∗1 (s) ds, N = 1,2, . . . ,
and we get that y ∈ L1(0,∞) and y ≺≺ y1. It follows from (3.24) that ‖zn‖L∞  x∗n(1) ‖yn‖1  C and it is easy to see that the second convergence in (3.23) guarantees (−y) ∈
L∞(0,∞). Thus, y ∈ L1 ∩ L∞(0,∞) ⊆ M0(φ). Since Λ(φ) ∩ L∞ is dense in M0(φ)∗ = Λ(φ)
[20, Section 2.5], then again in view of (3.24) (zn + y)n1 ⊂ M0(φ) is a weakly null sequence
in M0(φ). Applying now Theorem 3.2 we infer that this sequence contains a Banach–Saks sub-
sequence in M0(φ) and hence in M0(ψ). It remains to verify that (y˜n − y)n1 ⊂ M0(ψ) is
a Banach–Saks subsequence, for every subsequence (y˜n)n1 ⊆ (yn)n1. To this end, it is suffi-
cient to show that∥∥∥∥∥
(
1
N
N∑
y˜n − y
)∗
χ[0,1]
∥∥∥∥∥ ,
∥∥∥∥∥
(
1
N
N∑
y˜n − y
)∗
χ[1,∞)
∥∥∥∥∥ → 0, as N → ∞. (3.29)
n=1 1 n=1 M0(φ)
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denote fN = ( 1N
∑N
n=1 y˜n − y)∗χ[1,∞). Clearly,
∫ t
0 f
∗
N(s) ds  2
∫ t
0 y
∗
1 (s) ds (t > 0) and since
y1 ∈ L1 and limt→∞ φ(t) = ∞, then for every  > 0 there is M > 0 such that
sup
tM
1
φ(t)
t∫
0
f ∗N(s) ds  .
Moreover, by (3.28)
sup
0<tM
1
φ(t)
t∫
0
f ∗N(s) ds 
(
1
N
N∑
n=1
y˜n − y
)∗
(1)
M
φ(M)

1∫
0
(
1
N
N∑
n=1
y˜n − y
)∗
(s) ds
M
φ(M)
 ,
for large enough N . This completes the proof of (3.29). 
Case 3. If ψ ∈ Ψ has a jump at 0 and either ψ(∞) = ∞ and γ∞ψ = 0 or δ∞ψ = 1, then
M0(ψ)(0,∞) /∈ (BS).
Proof. If ψ(∞) = ∞ and γ∞ψ = 0, then M0(ψ)(0,∞) /∈ (BS) by Proposition 3.6. If δ∞ψ = 1,
then the assertion follows from Proposition 3.9. 
Case 4. If ψ(∞) < ∞ and 0 < γ 0ψ  δ0ψ < 1, then M0(ψ)(0,∞) ∈ (BS).
Proof. Let ψ(1) = 1 and set
φ(t) :=
{
ψ(t), 0 < t  1,
tθ , t > 1,
where θ ∈ [γ 0ψ, δ0ψ ]. It is easy to see that quasi-concave function φ satisfies 0 < γφ = γ 0ψ  δφ =
δ0ψ < 1 and so M0(φ) = M0(φ)(0,∞) ∈ (BS) by Proposition 3.10. It is also straightforward that
(up to a norm equivalence)
M0(ψ) = M0(ψ)(0,∞) = M0(φ)∩L1.
If (xn)n1 ⊆ M0(ψ) is weakly null, then for every y ∈ M0(ψ)∗ = Λ(ψ) = Λ(φ)+L∞
〈y, xn〉 =
∞∫
0
y(t)xn(t) dt → 0, n → ∞.
Since (xn)n1 is simultaneously weakly null in M0(φ) and L1 and since M0(φ) ∈ (BS),
L1 ∈ (BS), then there is a Banach–Saks sequence (xnk ) ⊂ (xn) in both spaces. Therefore,
1
n
∥∥∥∥∥
n∑
xnk
∥∥∥∥∥  1n
∥∥∥∥∥
n∑
xnk
∥∥∥∥∥ + 1n
∥∥∥∥∥
n∑
xnk
∥∥∥∥∥ → 0. 
k=1 M0(ψ) k=1 M0(φ) k=1 1
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(BS).
Proof. Since M0(ψ)(0,1) may be identified with subspace of all functions from M0(ψ)(0,∞)
supported at (0,1), then the assertion follows from Propositions 3.3 and 3.9. 
We have proved the following result, which complements and extends Theorem 3.2.
Theorem 3.11. If ψ ∈ Ψ , then M0(ψ)(0,∞) ∈ (BS) if and only if one of the following conditions
is satisfied:
(i) 0 < γψ  δψ < 1;
(ii) limt→0 ψ(t) > 0 and 0 < γ∞ψ  δ∞ψ < 1;
(iii) limt→∞ ψ(t) < ∞ and 0 < γ 0ψ  δ0ψ < 1;
(iv) limt→0 ψ(t) > 0 and limt→∞ ψ(t) < ∞ (i.e. M(ψ)(0,∞) = M0(ψ)(0,∞) = L1).
4. BS and pBS properties in Marcinkiewicz sequence spaces m0(ψ)
For technical reasons we shall also consider the following property:
Definition 4.1. We say that an r.i. space X = X(J ) has a disjoint p-Banach–Saks prop-
erty (respectively disjoint Banach–Saks property) and write X ∈ disjoint (pBS) (respectively
X ∈ disjoint (BS)) if every weakly null disjointly supported sequence in X has a p-Banach–Saks
subsequence (respectively a Banach–Saks subsequence).
We begin our discussion here by a simple remark that m0(ψ) ∈ (BS) (respectively m0(ψ) ∈
(pBS)) if and only if m0(ψ) ∈ disjoint (BS) (respectively m0(ψ) ∈ disjoint (pBS)). Indeed, from
a weakly null sequence (xj )∞j=1 in m0(ψ) one can extract a subsequence (yj )∞j=1 such that
‖yj − zj‖ 2−j , j  1, for some disjointly supported sequence (zj )∞j=1 ⊂ m0(ψ).
As before, (ej )∞j=1 is the standard unit vector basis in m0(ψ). We fix b = (bj )∞j=1 =∑∞
i=1(ψ(i) − ψ(i − 1))ei and denote by (bk)∞k=1 a disjointly supported sequence of elements
equimeasurable with the element b.
Lemma 4.2. If (xk)∞k=1, ‖xk‖ 1, k  1, is a disjointly supported sequence of elements in m(ψ),
ψ ∈ Ω , then∥∥∥∥∥
n∑
k=1
xk
∥∥∥∥∥ 2n ·M∞ψ
(
1
n
)
, ∀n 1. (4.1)
Proof. Using [10, Lemma 2.3], it is easy to see that for every n 1, we have
n∑
k=1
xk ≺≺
n∑
k=1
bk
and therefore by [20, 2.5.2] we have∥∥∥∥∥
n∑
xk
∥∥∥∥∥
∥∥∥∥∥
n∑
bk
∥∥∥∥∥. (4.2)
k=1 k=1
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m∑
i=1
c∗i = nψ(j − 1)+ (m− (j − 1)n)
(
ψ(j)−ψ(j − 1))
= (jn−m)ψ(j − 1)+ (m− (j − 1)n)ψ(j) (4.3)
for every (j − 1)n + 1  m  jn, j  1. If j = 1, i.e. 1  m  n, then (4.3) implies that∑m
i=1 c∗i = mψ(1), whence
1
ψ(m)
m∑
i=1
c∗i =
mψ(1)
ψ(m)
 nψ(1)
ψ(n)
.
In the case when j  2 we have, by (4.3), ∑mi=1 c∗i  nψ(j) and therefore
1
ψ(m)
m∑
i=1
c∗i  n
ψ(j)
ψ((j − 1)n)  n
ψ(j)
ψ(jn/2)
 2n ψ(j)
ψ(jn)
.
So, ∥∥∥∥∥
n∑
k=1
bk
∥∥∥∥∥ 2n supj1 ψ(j)ψ(jn)  2n ·M∞ψ
(
1
n
)
, ∀n 1. 
Lemma 4.3. For all n 1, we have∥∥∥∥∥
n∑
k=1
bk
∥∥∥∥∥ n2M∞ψ
(
1
n
)
. (4.4)
Proof. Using the notation from the proof of Lemma 4.2 and (4.3), we have∥∥∥∥∥
n∑
k=1
bk
∥∥∥∥∥ supj∈N 1ψ(nj)
nj∑
i=1
c∗i  n · sup
j∈N
ψ(j)
ψ(jn)
. (4.5)
For every s  n there exists j ∈ N such that nj  s < n(j + 1). Since ψ is concave, we have
ψ(s/n)
ψ(s)
 ψ(j + 1)
ψ(nj)
 ψ(2j)
ψ(nj)
 2 ψ(j)
ψ(nj)
,
which, in combination with (4.5), yields∥∥∥∥∥
n∑
k=1
bk
∥∥∥∥∥ n2 supsn ψ(s/n)ψ(s) = n2M∞ψ
(
1
n
)
. 
The main result of this section is
Theorem 4.4. If ψ ∈ Ω , then for all 1 p < ∞,
(i) m0(ψ) ∈ (BS) ⇔ γ∞ψ > 0;
(ii) m0(ψ) ∈ (pBS) ⇔ supn∈N n1−1/pM∞ψ ( 1n ) < ∞;
(iii) if 1 <p < 11−γ∞ , then m0(ψ) ∈ (pBS). If p > 11−γ∞ , then m0(ψ) /∈ (pBS).ψ ψ
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Mψ
(
1
n
)
C · n−γ∞ψ , n 1,
for some C > 0 and every  > 0. So, parts (ii) and (iii) follow from Lemmas 4.2, 4.3 and the
remark at the beginning of this section. If γ∞ψ > 0, then by (iii) m0(ψ) ∈ (pBS) for all 1 < p <
1
1−γ∞ψ , and hence m0(ψ) ∈ (BS). At last, if m0(ψ) ∈ (BS), then γ
∞
ψ > 0 by Proposition 3.6. 
Remark 4.5. The result of Theorem 4.4 is in sharp contrast with that of Theorem 3.2. It shows
(in particular) that m0(ψ) ∈ (BS) does not necessarily imply M0(ψ) ∈ (BS). This fact plays a role
in the following section.
Remark 4.6. It follows from Theorem 4.4 that if m0(ψ) ∈ (BS), then m0(ψ) ∈ (pBS) for some
p > 1. Such an implication fails in the class of all Banach spaces.
Remark 4.7. The restriction limt→∞ ψ(t) = ∞, which is entailed by the assumption ψ ∈ Ω ,
excludes from consideration the one (trivial) case l1. Indeed, if limt→∞ ψ(t) < ∞, then
m0(ψ) = l1 and it is obvious that l1 ∈ (pBS) for every p > 1.
5. Applications
It this section, we consider several applications of our results, which are all based on the clas-
sical observation that a Banach space X /∈ (pBS) does not isomorphically embed into a Banach
space Y ∈ (pBS).
5.1. Isomorphic types of Marcinkiewicz spaces
We begin with a counterpart to an interesting result of [21], that the space Lp,∞(J ) :=
M(t1−1/p) (J = (0,1) or (0,∞)) is isomorphic to the space lp,∞ := m(t1−1/p), 1 <p < ∞.
Proposition 5.1. If γ∞ψ > 12 , then r.i. space M0(ψ)(J ) (J = (0,1) or (0,∞)) does not embed
isomorphically into m0(ψ). In particular, if 1 < p < 2, the space M0(t1−1/p) does not embed
isomorphically into m0(t1−1/p).
Proof. For any r.i. space X(J ) the statement X ∈ (pBS) implies p  2 [28, Lemma 4.1]. Since
γ∞ψ >
1
2 , then by Theorem 4.4, we have m0(ψ) ∈ (pBS), where p ∈ (1,2 + ) for sufficiently
small  > 0. 
The case γ∞ψ = 12 is treated in the following proposition.
Proposition 5.2. If supn∈N n1/2M∞ψ ( 1n ) < ∞ and the space M0(φ)(0,1) is not a subset of
L2(0,1), then M0(φ) does not embed isomorphically into m0(ψ).
Proof. It follows from Theorem 4.4(ii) that m0(ψ) ∈ (2BS). On the other hand, by [28, Theo-
rem 4.8] the assumption M0(φ)(0,1) ⊂ L2(0,1) guarantees that M0(φ)(0,1) /∈ (2BS). 
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assertion that γ∞ψ  12 . Note also that the assumption M0(φ)(0,1) ⊂ L2(0,1) relates only to the
behavior of φ at zero and in many cases may be verified directly. For example, let φ1, φ2 ∈ Ω be
given (for sufficiently small t’s) by
φ1(t) = t1/2, φ2(t) = t1/2 ln
(
e
t
)
.
It is obvious that M0(φ2)(0,1)  M0(φ1)(0,1) and it is well known (see e.g. [20, Theo-
rem II.5.7]) that L2(0,1)  M0(φ1)(0,1). Thus, M0(φ1) and M0(φ2) do not embed isomor-
phically into m0(t1/2).
We mention also a “noncommutative” extension of Proposition 5.2.
Let E be a separable r.i. sequence space and CE be (associated with E) separable ideal of
compact operators on l2 (see e.g. [17]). Recall, that a compact operator x on l2 belongs to CE if
and only if the sequence of s-numbers s(x) = (sn(x))n1 (counted with multiplicities) belongs
to E and that ‖x‖CE = ‖s(x)‖E .
Proposition 5.3. If ψ ∈ Ω and φ ∈ Ω satisfy the assumptions of Proposition 5.2, then
M0(φ)(0,1) does not embed isomorphically into ideal Cm0(ψ).
Proof. It follows from Theorem 4.4(ii) combined with [3, Theorem 2.4] that Cm0(ψ) ∈
(2BS). 
In particular, M0(t1/2) and M0(t1/2 ln( 1t )) do not embed isomorphically into Cm0(t1/2).
These results complement those in [25] and [14] (see also [2, Theorem 6], where it is estab-
lished that Lp(0,1), 1 p = 2 < ∞, does not embed isomorphically into Clp ).
5.2. Marcinkiewicz spaces with mixed norm
Now, we shall present an application of our results to the problem (suggested by A.V. Bukhva-
lov [8]) whether an (separable) r.i. space E, a vector-valued space
E(E) := E([0,1],E) = {f : [0,1] → E,f is strongly measurable
and ‖f ‖E(E) :=
∥∥t →∥∥f (t)∥∥
E
∥∥
E
< ∞},
and the space E[E] with mixed norm are pairwise isomorphic. To recall the definition of spaces
with mixed norm, fix (for simplicity) separable Banach function spaces E and F on σ -finite
measure spaces (T1,1,μ1) and (T2,2,μ2), respectively, and let (T ,,μ) be the product
measure space. The set E[F ] consisting of all functions K = K(s, t) : T → S(T ,,μ) (= the
set of all -measurable μ-a.e. finite functions on T ) such that the function t → ‖K(·, t)‖F,s ∈ E
and
‖K‖E[F ] :=
∥∥∥∥K(s, t)∥∥
F,s
∥∥
E,t
< ∞.
Our main contribution to the problem of comparison of the spaces E, E(E) and E[E] is that
if E = M0(ψ), 0 < γψ  δψ  1, then E does not isomorphically embed into E(E) and E[E].
In particular, the spaces L0p,∞ := M0(t1−1/p) and L0p,∞(L0p,∞) are not isomorphic. This com-
plements Bukhvalov’s result (announced in [8]) that the spaces Lp,q and Lp,q(Lp,q) are not
isomorphic for 1 < p = q < ∞, p = 2. We begin with the following remark complementing
corresponding results in [1], [15, Theorem 5.1].
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Proof. We denote the standard unit vector basis in c0 by (ei)i1 and set
xk := xk(t) =
2k∑
i=1
r2k+i (t)ei , k  1.
Fix y = (yk(t))∞k=1 ∈ (X[c0])∗ = X∗[l1]. We have
〈
xk, y
〉 = 2k∑
i=1
1∫
0
r2k+i (t)yi(t) dt. (5.1)
Due to the assumption y ∈ X∗[l1], for every  > 0 there exists N  1 such that
∞∑
i=N+1
1∫
0
∣∣yi(t)∣∣dt < 
2
.
Combining this inequality with (5.1), we have for all k  log2 N
∣∣〈xk, y〉∣∣ N∑
i=1
∣∣∣∣∣
1∫
0
r2k+i (t)yi(t) dt
∣∣∣∣∣ + 2 .
Since for the Rademacher system (rk)∞k=1 we obviously have
∫ 1
0 rk(t)y(t) dt → 0 for every
y ∈ L1(0,1), we infer that xk → 0 weakly.
Using the same arguments as in the proof of Proposition 3.9, we see that for every m 1
m∑
n=1
xn(t) =
m∑
n=1
2n∑
i=1
r2n+i (t)ei =
2m∑
i=1
( ∑
n∈Qi
rn(t)
)
ei,
where Qi ⊂ {1,2, . . . ,2m+1}, Qi ∩ Qj = ∅ (i = j ), and card(Qi)m for all i = 1,2, . . . ,2m.
Furthermore, if 1  i  2m/2, then card(Qi)  m2 . As in the proof of Proposition 3.9, using
Lemma 3.8, we have (see inequality (3.19)) that
λ
{
t : max
1i2m/2
∣∣∣∣ ∑
n∈Qi
rn(t)
∣∣∣∣ m4
}
 1 − e−1/8. (5.2)
This immediately implies that for every m 1∥∥∥∥∥
m∑
n=1
xn
∥∥∥∥∥
X[c0]

∥∥∥∥∥
m∑
n=1
xn
∥∥∥∥∥
L1[c0]
 m
4
· λ
{
t : max
1i2m/2
∣∣∣∣ ∑
n∈Qi
rn(t)
∣∣∣∣ m4
}
 m
4
(
1 − e−1/8). (5.3)
Since (5.2) also holds for an arbitrary subsequence of (xk)k1, we now see that (5.3) implies
that the weakly null sequence (xk)k1 ∈ X[c0] is not a (BS)-sequence. 
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ple 5.6.8]) asserting that Lp(c0) = Lp([0,1], c0) /∈ (BS). Repeating the proof of that theorem,
one can easily show that M0(ψ)(c0) = M0(ψ)([0,1], c0) /∈ (BS).
Theorem 5.6. For any concave increasing function ψ on [0,1] such that ψ(+0) = 0 we have
M0(ψ)[M0(ψ)] /∈ (BS).
Proof. Take a subspace in M0(ψ) spanned by a sequence of normalized pairwise disjoint ele-
ments which is isomorphic to c0 (see Proposition 2.1). It is easy to see that we may now identify
the mixed norm space M0(ψ)[c0] with a subspace in M0(ψ)[M0(ψ)]. Theorem 5.6 now follows
from Proposition 5.4. 
Corollary 5.7. If ψ is a concave increasing function on [0,1] such that 0 < γψ  δψ < 1, then
(i) the spaces M0(ψ) and M0(ψ)[M0(ψ)] are not isomorphic;
(ii) the spaces M0(ψ) and M0(ψ)(M0(ψ)) are not isomorphic.
Proof. Part (i) follows from Theorem 5.6 and Proposition 3.10. To show (ii) it is suffi-
cient to prove that M0(ψ)(M0(ψ)) /∈ (BS). To this end it suffices to note that the vector-
valued space M0(ψ)([0,1], c0) may be identified with a subspace of M0(ψ)(M0(ψ)) and that
M0(ψ)([0,1], c0) /∈ (BS). The latter assertion follows from Remark 5.5. 
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