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The global available and freely accessible in situ measurements of hydrological cycles is unsat-
isfactory, limited and has been on the decline, lately. This together with large modeling error
for hydrological cycles, support the efforts to seek for alternative measuring techniques.
In the recent past, satellite altimetry has been used to measure non-ocean water level variations
for hydrological purposes. Due to the effect of topography and heterogeneity of reflecting sur-
face and atmospheric propagation, the expected echo shape for altimeter returns over land
differs from that over ocean surfaces. As a result, altimetry measurements over inland waters
are erroneous and include missing data. In the present study, we have developed an algorithm
to improve the quality of water level time series over non-ocean surfaces. This algorithm con-
tains an outlier identification and elimination process, an algorithm for excluding the noisy
waveforms, an unsupervised classification of the satellite waveforms and finally a retracking
procedure.
The two preliminary steps of outlier identification and noisy waveforms exclusion allow to
achieve better results for further classification and retracking steps. We have employed data
snooping algorithm to identify and eliminate outliers in the water level time series. Further,
an algorithm based on comparing each waveform with fitted waveform from 5β algorithm is
developed to identify the noisy waveforms. An unsupervised classification algorithm is imple-
mented to classify the waveforms into consistent groups, for which the appropriate retracking
algorithms are performed. The classification algorithm is based on computing the heterogene-
ity of data sets, which is computed through the difference between median and modal wave-
forms.
We have employed the algorithm to improve the water level time series in Balaton (Hungary)
and Urmia (Iran) lakes. After then, we validated the results of proposed algorithm against the
available in situ measurements.
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1Chapter 1
Introduction
Satellite altimetry is a technique for measuring height by estimating the time taken by a radar
pulse to travel from the satellite antenna to the surface and back to the satellite receiver. These
measurements are combined with precise satellite location data yield surface water heights (Fu
and Cazenave, 2001).
Over the past two decades, satellite altimetry has been used as a monitoring tools for non-ocean
water resources. Although it was initially designed for oceanography, four decades of altime-
try missions have made an opportunity for hydrological studies as well (Calmant and Seyler,
2006). The time series of stages and river altitude profile can be derived from satellite altimetery
within certain uncertainties. These uncertainties over river surface have been reported at best
∼10 cm and are more typically ∼50 cm (Alsdorf et al., 2002). The application of satellite radar
altimeter over the inland water has been mainly explored after the TOPEX/Poseidon (TP) and
ERS-1/ENVISAT began to operate. It has been reported by Birkett (1995) that TP could measure
the Great lakes with 4 cm RMS error. Cazenave et al. (1997) investigated TP data over Caspian
Sea from January 1993 to July 1995 and reported a water level rise of 18.9± 0.5 cm/yr . Peneva
and Mercier (2004) detected a decreasing water level in the Aral Sea at the rate of 0.6 m/yr.
All of aforementioned researches were devoted to decrease the uncertainty by post-processing
procedures like waveform retracking on satellite altimetry’s sensor data (Anzenhofer et al.,
2000). These procedures are attempted to extract the geophysical parameters from the wave-
form data using empirical, semi-empirical or physically based algorithms (Deng, 2003; Quartly
et al., 2001).
In this chapter the principle of satellite altimetry waveform is presented and the necessity of
this study is motivated.
1.1 Satellite Radar Altimeter Waveform
Satellite altimetry waveform is a temporal profile which is produced by the pulse-limited al-
timeters (Marth et al., 1993; Quartly et al., 2001). The waveform contains information about the
range to the at-nadir, reflectivity and the largescale roughness of the scattering (Deng, 2003).
Figure 1.1 shows the interaction of pulse-limited radar altimeter with an assumed horizontal
and planar sea surface, which corresponds to constructing a waveform. Within the 0 < t < t0,
on-satellite altimeter antenna emits a pulse of electromagnetic energy, that is propagated in a
spherical wavefront. The wavefront faces and illuminates the nearest surface directly under
the satellite around nadir at t = t0. This, leads to return of reflected signal to the altimeter.
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The area of interaction between pulse and surface grows through the reaching the wavefront
at surfaces further from nadir, thus illuminated area extends to form a disc (for flat surfaces).
During t0 < t < t1, backscattered power reaches to the altimeter from illuminated area within
the disc. The arrived powers to the altimeter make an ascent part (leading edge) of altimeter
waveform. As the trailing edge of the pulse reaches to the surface, the illuminated area forms
an annular ring of increasing diameter and narrowing width. The maximum power on the
waveform occurs at the time of transition to an annular ring (t = t1). Thereafter t > t1, due to
limitation of antenna beam width and fewer proper reflected facets, the backscattered power
begins to decline. Over the pulse duration, the received powers are recorded and a waveform
with a rapidly rising leading edge and long decay of the trailing edge is constructed accord-
ingly (Deng, 2003).
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Figure 1.1: Interaction of a pulse and scattering surface, and the procedure of constructing the returned waveform
The constructed waveform contains noises belong to the received power. In order to reduce the
noise level in waveform, the received power from pulses are averaged and a mean waveform is
constructed (Quartly et al., 2001). This averaged returned waveform is a time series of the mean
returned power recorded by a satellite altimeter which consists mainly of three parts (Brown,
1977; Hayne et al., 1994; Chelton et al., 2001)(figure 1.2):
• The thermal noise: The altimeter sometimes generates the noise power before the first
return of a signal from the scattering surfaces. It imposes a constant power level to the
return waveform.
• The leading edge: This part is the main part of waveform which contains the maxi-
mum return power from the scattering surfaces. The information about the Surface Wave
Height (SWH) and range between the satellite altimeter and the mean sea surface at the
nadir can be extracted from the leading edge.
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• The trailing edge: As the return power from the scattering surface is decaying the trailing
edge of waveform is constructed. It can be approximated by a straight line whose slope
depends on the altimeter antenna pattern and the off-nadir angle (Chelton et al., 2001).
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Figure 1.2: Schematic altimeter mean return waveform over ocean surface
The average altimeter returned waveform can be explained based on physical optic theory, by
assuming the incoherent surface scattering as a set of specular facets with given height and
slope probability density distribution. The time-series of the mean returned power waveform
measured by a satellite altimeter P(t) , can be expressed as a convolution of three terms in the
time domain (Brown, 1977):
P(t) = Pfs(t)× qs(t)× PPTR(t) (1.1.1)
where t is the satellite receiver’s time, Pfs(t) is the average impulse response from a flat surface,
qs(t) is the surface elevation probability density function (PDF) of specular points within the
altimeter footprint, and PPTR(t) is the radar system point target response (PTR) (Deng, 2003;
Brown, 1977).
An analytical representation of the above convolution will be obtained by considering the pri-
mary assumptions in the convolutional model, which were presented by Brown (1977). These
assumptions are almost common to all satellite radar altimeter systems:
1. The scattering surface may be considered to comprise a sufficiently large number of ran-
dom independent scattering elements
2. The surface height statistics are assumed to be constant over the total area illuminated by
the radar during construction of the mean return
3. The scattering is a scalar process with no polarization effects
4. The variation of the scattering process with angle of incidence (relative to the normal
to the mean surface) is only dependent upon the backscattering cross section per unit
scattering area, and the antenna pattern
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5. The total Doppler frequency spread due to a radial velocity between the radar and any
scattering element on the illuminated surface is small relative to the frequency spread of
the envelope of the transmitted pulse (2/T, where T is the width of the transmitted pulse)
Over the ocean surface, all of the above assumptions are generally valid (Brown, 1977). In con-
trast, they are not generally true over non-ocean surfaces where areas of land can be simulta-
neously measured together with water. In fact, contamination of altimetry by land increase the
noise level in the waveforms. As altiemter’s on-board extracts the range from the waveforms,
noisy waveform will lead to erroneous range by altimetry. Therefore, for study of inland water
bodies using altimetry, the process of altimetry to derive the range measurements should be
controlled. This needs a through investigation on the methods of constructing the waveforms
in different altimeters and investigation on the procedure of dealing with noisy waveforms.
1.2 Constructing the waveform in different on-board altimeters
Altimeters from different missions follow different strategies to end up with the average al-
timeter returned waveform. In this study, the average altimeter returned waveforms from TP’s
altimeters are targeted to investigate and post-process.
TP carries the first dual frequency (Ku and C band) radar altimeter space mission designed to
accurately measure global ocean topography. TP satellite was launched on august 10, 1992, on a
near circular orbit repeating every 9.915 days (Fu et al., 1994). The orbit inclination is 66 degree
that enables the observation of the ocean within 66 degree latitude bounds (Zieger et al., 1991a).
TP’s successor mission, Jason-1, was launched in 2001 to continue the on-going measurements
of sea surface topography. In that time, TP and Jason-1 were placed in the same orbit forming a
so called tandem phase where they are separated by only about 70 seconds. The tandem phase
lasted about 7 months and TP was moved to the orbit with the ground tracks in between its old
ones on august 2002 (Haines et al., 2010).
TP is a high performance instrument with a high pulse repetition frequency (PRF) (Table 1.1). In
order to enable better corrections for the ionospheric path delay, the operating at both Ku band
and C band was provided (Quartly et al., 2001). The pulses are cleverly interleaved so that
the antenna is emitting Ku band pulses while receiving C band pulses and vice versa (Zieger
et al., 1991b). Conventional technology (travelling wave tube) is used for the amplification at
the Ku band, but solid-state amplifiers are used at C band (Quartly et al., 2001). The other
altimeter on the platform is Poseidon with a single frequency (Ku band) device that amplifies
using the solid-state amplification (Raizonville et al., 1991). TOPEX and Poseidon cannot be
operated simultaneously because they use the common antenna; Poseidon is on for 10% of
the time, with TOPEX on for the rest (Quartly et al., 2001). A burst of 228 Ku band pulses is
emitted by TOPEX in each 53 ms interval (Table 1.1). The echoes are received in 128 bins of
width 3.125 ns. Meanwhile, the on-board tracker attempting to position the half-power point
at bin 32.5 (Quartly et al., 2001). This on-board 128 bins waveform is averaged in multiples of
1, 2 and 4 to form the 64 bins waveform with the effective tracker point at 24.5 (Hayne et al.,
1994). Table 1.2 summarizes the forming the 64bins telemetered waveforms.
For TOPEX C band design characteristics are very similar to TOPEX Ku but every 53 ms TOPEX
emits a burst of 60 C band pulses. The results from four bursts combined to give a mean wave-
form every 0.2 s (Table 1.1). The averaging procedure of 128 received bins to build 64 teleme-
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Table 1.2: TOPEX telemetry sample to waveform sample relationship (Hayne et al., 1994)
128 bins waveform 64 bins waveform method sampling rate
1-16 1-8 averaged by two 6.25 nsec
17-48 9-40 transcribe 3.125 nsec
49-64 41-48 averaged by two 6.25 nsec
65-128 49-64 averaged by four 12.5 nsec
tered bins is the same as for TOPEX Ku, however, the nominal tracker point is in 27.5 (Quartly
et al., 2001).
Poseidon altimeter emits 1700 pulses per second and averages them in groups of 86 pulses
every 53 ms(see Table 1.1). The waveform is sampled in 64 bins of width 3.125 ns, with the
tracker point at bin 31.5 (Quartly et al., 2001).
In this study, TP Geophysical Data Records (GDR) and Sensor Data Records (SDR) over inland
water have been merged and used. The TP GDRs and SDRs are available from the NASA/JPL
Physical Oceanography Distributed Active Archive Center (PO.DAAC).
The distance between successive track in TP is in the order of 315 km at the equator, which
means an sparse spatial sampling of TP over the continents. This delineates the scope of hydro-
logical application using satellite altimetry, where many of hydrological objects are not mea-
sured by TP. Figure 1.3 shows the Balaton Lake in Hungary with TP’s ground-track footprint.
In each cycle, at most two footprints lie on body of lake. The small number of foorptints over
the inland water bodies highlights the concerns of inland water studies using altimetry. The
main concerns can be nominated as altimetr’s footprint, size and location. The location of foot-
print is more important to investigate when the instrumental error arises from mis-pointing of
the altimeter antenna. The size of footprint is necessary to scrutinize when satellite passes over
water body with rough neighboring topography. Moreover, the connection of footprint’s phys-
ical behaviour and its corresponding waveform should be discussed before any investigation
on the waveform.
1.3 Footprint size
As mentioned before, waveforms are averaged out to reduce the noise of individual wave-
forms. In oceanographical application the altimeter data further averaged over time period of
about 1 sec (Chelton et al., 2001). Given the speed of satellite 5.9 and 6.6 km/s for orbit heights
of 1336 and 785 km, respectively, the 1 Hz waveform belongs to an oval footprint shown in
figure 1.4. The centre of the oval footprint has been defined as the subsatellite point along the
ground track (Figure 1.4). Figure 1.5 shows schematically the oval footprint and subsatellite
points of TOPEX’s ground track (cycle 25) over Balaton Lake. SDR data provides 10 waveforms
(10 Hz waveforms) for each footprint which belong to the whole oval footprint. This is dis-
tinguishable by looking at the 10 Hz waveform corresponds to a footprint in Lake Balaton
(figure 1.6). The first 5 waveforms show sharp peak shape which is the typical pattern of wave-
form over deep and calm waters (Berry et al., 2000). As the satellite approaches to the coast
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Figure 1.3: TP’s footprint over Balaton Lake, cycle 25
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Figure 1.4: The oval footprint characteristics
the waveforms become more noisy (figure 1.6). Practically, there is no direct mathematical rela-
tionship between the shape of the waveforms and location of subsatellite point. In fact, various
shape of waveforms occur due to the effect of topography, vegetation and water availability.
Figure 1.7 shows the 10 Hz waveform over land area close the Lake Balaton. It emphasize the
inability of the TP for the land altimetry as the waveforms are quite noisy and unpredictable.
1.4 Footprint location and the off-nadir effect
As satellite altimetry is a nadir measuring technique, the location of a footprint is supposed
to be at nadir of satellite. However, over inland waters the mis-pointing of satellite’s antenna
seems to happen very often. This phenomenon is quite usual specially in ERS and Envisat mea-
surements (da Silva et al., 2010). It could occur over all kinds of water bodies, e.g. lakes, very
large and narrow river segments. Figure 1.8 shows the principle of the off-nadir geometrical
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Figure 1.5: Schematic oval footprint and sub-satellite point
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Figure 1.6: 10 Hz waveforms over Balaton lake in cycle 25, TP
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Figure 1.7: 10 Hz waveforms near Balaton Lake over land area in cycle 25, TP
distortion, schematically. Over the narrow water bodies, the echo bounced back by the water
body before and after passing right over it, which leads to a quadratic form of water height.
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Figure 1.8: As depicted in (da Silva et al., 2010), the diagram of the off-nadir effect in along track height profiles.
Where ai, di and a
′′
i are the satellite altitudes and ρi,ρ
′
i and ρ”i are the off-nadir ranges at the succes-
sive times ti, t
′
i and t”i , respectively. a0 is the satellite altitude and ρ0 is the equivalent nadir range
at the time of passing at the zenith of the water body. H0 is the true ellipsoidal height of the water
body. hi, h
′
i and h”i are the heights of the water body obtained by subtracting the off-nadir ranges
from the satellite altitudes at successive times ti, t
′
i and t”i , respectively
This effect is illustrated in the figure 1.9, where the altimetry profile is affected by off-nadir mea-
surement at a crossing with the Don River. As the antenna locks over the water body before
and after the nadir, the estimated water height can be corrected and used for making the water
level time series. da Silva et al. (2010) proposed an analytical algorithm to correct the off-nadir
effect over small water bodies, which is based on fitting a quadratic curve on the along-track
profile and eliminating the effect of off-nadir.
Over large lakes and rivers, the off-nadir effect occurs conversely. In this case, the off-nadir
effect is a distortion that can be a major drawback for wide surfaces. The effect occurs in the
middle of the water body, where the combination of two successive off-nadir series form V-
shaped profiles (figure 1.10(b)). The scrutiny of happening two successive off-nadir in the
middle of the water body is complicated and it is not explainable by figure 1.8, anymore.
Figures 1.10(a) shows the HongZe Lake in China and the crossing TP’s ground track. Latitudi-
nal along track profiles for different cycles in figure 1.10(a) illustrate that the water level time
series form V-shaped at the middle of the Lake.
In gerneral, as mentioned above the center of the oval footprint has been always defined as the
location of the footprint, but this is not necessarily the location of measured footprint. In other
words, the nominal location is match with the real measured location when off-nadir angle of
satellite is zero. Therefore, the off-nadir effect of satellite altimetry has to be investigated and
corrected in inland water studies.
Employing the satellite altimetry for inland water application seems to be cumbersome as the
waveforms behave noisy and unexpected (figure 1.6). The noisy waveforms lead to erroneous
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Figure 1.9: Example of the altimetry profile affected by off-nadir effect at a crossing with the Don River. The red
dots represent the measured 20 Hz Envisat data within the range of virtual station’s radius
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Figure 1.10: (a) HongZe Lake in China and ground track of TP, the marked place in the middle of the lake shows
the position of happening of the two successive off-nadir (b) Latitudinal along track profile for
different cycles of TP
measurements of altimetry over inland waters. As an example, Table 1.3 shows the satellite’s
observed Lake Level Height (LLH) and the flags value over Balaton Lake from cycle 3 to 364.
The time series have been generated based on a virtual station at the middle of the Lake. In GDR
data, the calculated LLH is reliable when it is flaged as 0. According to the Table 1.3, reliable
1.4 Footprint location and the off-nadir effect 11
Table 1.3: Time series over Balaton Lake
Cycle Date LLH LLH’s flag
3 16/10/1992 148.429 2
4 26/10/1992 1493.552 3
5 05/11/1992 708.999 3
6 15/11/1992 149.523 1
7 25/11/1992 149.331 3
8 05/12/1992 146.256 19
10 25/12/1992 149.247 2
13 23/01/1993 150.181 18
14 02/02/1993 149.66 19
16 22/02/1993 170.202 19
18 14/03/1993 150.122 19
19 24/03/1993 144.1 19
. . . .
. . . .
. . . .
106 03/08/1995 149.77 1
107 13/08/1995 148.259 3
108 23/08/1995 150.115 0
109 02/09/1995 1814.657 3
. . . .
. . . .
. . . .
356 17/05/2002 148.623 195
357 27/05/2002 149.547 192
358 06/06/2002 149.197 195
359 16/06/2002 150.132 195
362 16/07/2002 148.607 195
363 26/07/2002 129.87 195
364 05/08/2002 145.538 195
values are referred to cycles 34, 82, 89, 96, 108, which are only five values in the time series.
The comparison of water level time series from satellite altimetry and in situ measurements
reveals a huge difference between both time series. Figure 1.11 shows the water level time
seies obtained from TP after a rough outlier correction and in situ measurement over Balaton
Lake. This huge difference together with unreliable flages from the onboard tracker prove the
problematic situation of satellite altimetry over inland waters. Given mentioned problems of
satellite altimetry for inland water studies, the use of it for hydrological purposes provides
technical and scientific difficulties. Therefore the reason for using satellite altimetry for inland
water studies should be targeted to discuss.
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Figure 1.11: Lake level height from Topex and in situ measurement
1.5 Why satellite altimetry for hydrological purposes?
Fresh water supply is crucial to human life. Surprisingly, human knowledge of the spatial
and temporal dynamics of the surface fresh water variations and discharges is limited (Als-
dorf et al., 2002). Measuring the hydrological cycle is the starting point of fresh water supply
studies. By analyzing the statistical properties of hydrologic records and specially level varia-
tion of basins, future hydrologic phenomena can be estimated, assuming the characteristics of
the processes remain unchanged. These estimates are important for future fresh water supply
systems. However, from the hydrological cycle only few of the major components are mea-
sured. The groundwater fluxes are poorly known, and evapotranspiration is rarely measured
in dense sampling over large regions (Shiklomanov et al., 2006). Precipitation is measured
more regularly, but it is well known that it has large systematic and random errors, often with
large uncertainties arising from the use of imperfect gauging techniques (Goodison et al., 1998).
Within current hydrological studies, these few measurements are considered to have sufficient
accuracy to model the hydrological interactions. Comparison between different models and
gauged observation reveals a large modeling error, sometimes greater than 100% (Alsdorf and
Lettenmaier, 2003). A large difference between the models underlines the necessity of in situ
measurements for improving and validating the models. However, this became problematic as
the worldwide number of gauging stations has been decreasing since the 1970s (Milzow et al.,
2011; Fekete and Vörösmarty, 2007). This emphasizes the demand of independent sensors like
satellite altimetry to observe the hydrological cycle.
This study, following previous studies, seeks to find a concrete algorithm to improve the qual-
ity of water level time series over non-ocean surfaces. The proposed algorithm in this study is
based on the retracking the waveforms. In Chapter 2 different waveform retracking algorithms
will be discussed. As each algorithm has its own advantage and disadvantage, the study is
directed to use a classification algorithm to classify the waveforms and performing the appro-
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priate waveform retracking to each class. Hence, in chapter 3 an unsupervised classification
algorithm will be described. The result of employing different retracking algorithm on differ-
ent classes of waveforms will be presented in chapter 4. Finally, a summary and conclusion
will be discussed in chapter 5.
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Chapter 2
Waveform Retracking
Retracking is a procedure of waveform data post-processing to improve parameter estimates
over those given by GDRs (Lee, 2008). The main outcome of this post-processing procedure is
correction of estimated range by on-board tracker. The reason for error in the estimated range
can be listed as:
1. The estimation algorithm
2. The limited computational time on-board the satellite
3. Surface topography effects
In fact, by post-processing retracking we can carefully deal with each of the above mentioned
reason. In other words, different estimation algorithm are post-processed over the waveforms
received from different surface topography. This careful investigation leads to various objec-
tives, which are different for different applications (Hayne, 1980; Hayne et al., 1994; Hayne and
Hancock, 1990; Rodriguez and Martin, 1994).
Over ocean surfaces, waveform retracking algorithms mainly try to decrease short and long-
wavelength random noise caused by SWH and the altimeter antenna mis-pointing angle (Hayne
and Hancock, 1990). On the other hand, over non-ocean surfaces, the on-board satellite al-
timeter tracker has poor capability to track the high change of the surface topography (i.e.,
land/ice). This leads to the offset between the mid-point of the leading edge of the waveform
and the pre-designed, known, fixed, instrument-independent position on the leading edge of
the waveform altimeter retracking gate (figure 2.1). In altimeter, this offset represent the error
in the range measurements and waveform retracking stands for determination of the offset by
certain algorithm (figure 2.1).
In general the existing waveform retracking algorithms can be categorized into:
• Ocean waveform retracking
• Ice-sheet waveform retracking
• Inland water waveform retracking
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Figure 2.1: The concept of the observed waveform retracking
2.1 Ocean waveform retracking
As stated, the on-board tracker consider the classical waveform shape (figure 1.2) proposed by
Brown (1977) to estimate the range. As mentioned in the 1.1, this classical waveform shape is
the convolution of the surface elevation PDF of sepcular points within the altimetry footprint,
which is an unknown function, and two known functions (Pfs(t) and PPTR(t)). Priester and
Miller (1979); Lipa and Barrick (1979); Rodriguez and Chapman (1989) performed different
deconvolution methods to obtain the specular PDF and extract the contained parameters. These
methods followed the idea of taking the Fourier transform of waveform data and dividing that
by the Fourier transform of the convolutions of known functions. The resulting PDF contains
the:
1. The ocean surface standard deviation
2. Ocean surface skewness
3. Shift of the altimeter tracking gate with respect to the mean electromagnetic surface mea-
sure by an altimeter
This shift is assumed to be the desired offset retracker. The so-called Ice-2 retracker in the
Envisat GDR data is optimized for ocean-like waveforms from continental ice sheet interior and
it is a Brown-based model retracking algorithm.
On the other hand, ocean waveform retracking is also done by fitting a model to the measured
waveform. The fitting model can be a covolution model of the waveform or a return power
model which is used to retrack the Envisat ocean waveforms. Fitting procedure is often per-
formed using an iterative (weighted) least squares fitting (Hayne and Hancock, 1990; Hayne,
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1980) or a maximum liklihood estimation algorithm (Rodriguez and Martin, 1994). Following
parameters is estimated after fitting:
1. Waveform amplitude
2. The time shift of the range-tracker-positioned waveform tracking gate relative to the true
tracking gate of the waveform (offset retracker)
3. SWH
4. Thermal noise
5. Skewness of the radar-observed surface elevation PDF
6. Off-nadir pointing angle
The Ocean retracker in the Envisat GDR data is optimized for ocean surfaces and it is based on
a modification of the Hayne model.
2.2 Ice-sheet waveform retracking
Over ice-sheets the altimeter lose signal lock due to heterogeneous altitude changes and small-
scale slopes. Hence, the result in the returned waveform is unpredictable and the nominal
tracking gate differs than the mid-amplitude gate. Therefore, on-board range measurements in
altimeter records do not always correspond to the reflecting surface at nadir. Several non-linear
range estimation algorithms have been developed over ice-sheet since 1983, such as the β pa-
rameter retracking algorithm (Martin et al., 1983), the threshold method (Wingham et al., 1986)
and the surface/volume scattering-retracking algorithm (Davis, 1993). Basically, the retracking
algorithms over ice-sheet can be categorized into four classes:
1. Fitting algorithm:β-parameter retracking
2. The Off Centre Of Gravity (OCOG) technique
3. Threshold retracking
4. Surface/volume scattering retracking
2.2.1 Fitting algorithm β-parameter retracking
Fitting algorithm is the first retracking algorithm for processing altimeter waveforms over con-
tinental ice sheets which was developed by Martin et al. (1983). He used the algorithm to
retrack all SEASAT radar altimeter waveforms to obtain corrected surface elevation estimates.
Basically, a 5 or 9 parameters function can be developed from the fitting algorithm. This algo-
rithm tries to fit a function to the waveform and extract the geophysical parameters from the
fitted function. The 5 parameter function is used to fit single-ramp returns (Figure 2.2), while
the 9 parameter function is used to fit double-ramp returns (the effect of the penetration of the
surface by the radar pulses) (Martin et al., 1983). This retracking algorithm is also known as
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β-parameter retracking or the NASA algorithm (e.g., Davis, 1995). The general function fitting
of the radar waveform is given as (Martin et al., 1983; Zwally, 1996):
y(t) = β1 +
n
∑
i=0
β2i(1+ β5iQi)P(
t− β3i
β4i
) (2.2.1)
Qi =
{
0 for t < β3i + 0.5β4i
t− (β3i + 0.5β4i) for t > β3i + 0.5β4i (2.2.2)
p(x) =
∫ x
−∞
1√
2pi
exp(
−q2
2
)dq (2.2.3)
where n in equation (2.2.1) can be 1 or 2, is the number of the ramp in the waveform range
window (bins 9-40 for TP 64 bins waveform)(Figures 2.2). In fact, double ramps indicates two
distinct, nearly equidistant surfaces, which are observed by the altimeter (Deng, 2003). This can
occur mainly due to the penetration of the surface (e.g. snow) by radar pulses. The unknown
parameters are as follows:
• β1: The thermal noise level of the return waveform
• β2: Return signal amplitude
• β3: The mid-point on the leading edge of the waveform.
• β4: The return waveform rise time
• β5: The slope of the trailing edge
For the both single and double ramp fitting algorithm, the trailing edge can be replaced
by exponential decay term which is used to fit the waveform with fast decaying trailing
edge (Zwally, 1996). So the equation (2.2.1) can be rewritten as:
y(t) = β1 +
n
∑
i=0
β2i exp(−β5iQi)P( t− β3i
β4i
) (2.2.4)
Qi =
{
0 for t < β3i + 0.5β4i
t− (β3i + 0.5β4i) for t > β3i + 0.5β4i (2.2.5)
The β-parameter is fitted on the waveforms using least squares method and the β1 − β5 are
estimated. The range correction is obtained by the difference between the estimated mid-point
of the leading edge, β3, and the on-board tracking gate (24.5 for TP and 32.5 for ERS 1/2 and
Envisat) multiplied by the distance which is related to a dingle gate such as:
∆R = (β3 − tracking gate)× τ × c2 (2.2.6)
where the τ is the sampling rate of the corresponding bin from β3 (Table 1.2: for TP it is
3.125 nsec ) and c is speed of light.
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Figure 2.2: 5β parameter model fitting algorithm, where β1 is the thermal noise level of the return waveform, β2
is the return signal amplitude, β3 is the mid-point on the leading edge of the waveform, β4 is the
return waveform rise time and β5 is slope of the trailing edge
2.2.2 The off center of gravity (OCOG) retracker
An empirical technique to produce ice sheet data products from ERS-1/2 radar altimetry was
developed by Wingham et al. (1986), which is called OCOG retracking. It calculates the center
of gravity (COG) of a rectangular box. The twice the height of the center of gravity is called
amplitude A and determines the length of the box. The width (W) of the box determines the
retracking gate (figure 2.3). The squares of the sample values are used to reduce the effect of
low amplitude samples in front of the leading edge. COG, A and W are given by:
COG =
64−na
∑
i=1+na
iP2(i)
/
64−na
∑
i=1+na
P2(i) (2.2.7)
A =
√√√√ 64−na∑
i=1+na
P4(i)
/√√√√ 64−na∑
i=1+na
P2(i) (2.2.8)
W =
√√√√( 64−na∑
i=1+na
P2(i)
)2/√√√√ 64−na∑
i=1+na
P4(i) (2.2.9)
where P(i) is the waveform sample value at the ith bin, and na is the number of aliased sam-
ple (Lee, 2008) that for TP is 4. In addition, the waveform samples 45–50 are excluded to avoid
the leakage effects of TP waveforms (Hayne et al., 1994). The mid-point Leading Edge Position
(LEP) is given by:
LEP = COG− w
2
(2.2.10)
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Figure 2.3: Schematic description of the OCOG retracker, where W is the width of the box, A is the length of the
box that represents the amplitude of waveform and COG is the center of gravity of the box
Finally, the range is estimated using the equation(2.2.6) by substituting of β3 by LEP.
This algorithm is an statistical algorithm that is simple to implement but it is sensitive to the
shape of the waveform as it uses the full sample in waveform bins. A waveform shape af-
fected by surface undulations and small slope in leading edge causes an erroneous estimate
of LEP (Deng, 2003). Davis (1995) developed an empirical method of threshold retracking to
improve the estimation which was used by European Space Agancy (ESA) to process the ERS
satellite mission.
The Ice-1 retracker which has been implemented in the Envisat GDR data is optimised for gen-
eral continental ice sheets and it is based on OCOG retracking method.
2.2.3 Threshold retracker
In the threshold retracking, the position on the leading edge of the return waveform is sought
by locating the first range bin to exceed a percentage of the maximum waveform ampli-
tude (Davis, 1997). This method could be complicated by the fact that a thermal noise (or DC
bias)exists in the range bins preceding the location of the actual return waveform(figure 2.4).
The pre-leading edge DC bias is different for the two satellites and is also known to vary with
location and time in a given satellite dataset. The DC level is computed by averaging the
waveform sample 5 to 7. The samples from 1 to 4, 45 to 50 and 61 to 64 are excluded for TOPEX
Ku band waveform (Lee, 2008). Davis (1997) suggests the 50% threshold for surface-scattering
dominated waveforms, and 10% or 20% threshold level for volume-scattering surface (See
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Figure 2.4: A sample waveform includes DC bias level
section 2.2.4). Again, the range is estimated using the equation(2.2.6) by substituting the β3 by
TL.
Amax = max (P(i))
DC =
1
3
7
∑
i=5
P(i)
TL = DC+ Tcoff(Amax −DC)
(2.2.11)
Amax: Maximum waveform amplitude
DC: Thermal noise or DC level
Tcoeff: Threshold
TL: Retracked gate
The already implemented Sea-Ice retracker (LAXON, 1994) in the Envisat GDR data is opti-
mized for specular returns from sea-ice which is a threshold retracking scheme for peaky wave-
forms.
2.2.4 Surface/volume scattering retracking
In most of the case, altimeter return waveforms from the ice sheets are influenced by subsur-
face volume scattering (Ridley and Partington, 1988). Ridley and Partington (1988) developed
a model based upon the numerical evaluation of an integral to describe the volume scattered
altimeter waveforms. Partington et al. (1991) applied their model to averaged altimeter wave-
forms which makes this conclusion that the shape of the altimeter waveforms from Greenland
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corresponds roughly to surface scattering in the low latitudes and volume scattering in the
higher latitudes. Thousands of altimeter return waveforms were averaged together to prove
the model because most of the individual waveforms from SEASAT and GEOSAT did not con-
form to their model’s shape.
The combined surface and volume-scattering model are derived from the Gaussian approxima-
tions for the altimeter’s antenna pattern and transmitted pulse shape (Davis, 1993) as below:
SV(n) = DC+
Am
S2
[S(n) +
K
S1
V(n)] (2.2.12)
Where DC is the thermal noise, Am is the maximum amplitude of the model waveform, and is
an adjusted form of the Brown model given by:
S(n) =
1
2
[1+ erf(
t− t0√
2σ
)] exp[
−4c
γh
(t− t0)] (2.2.13)
The volume-scattering model,V(n), is given by
V(n) = exp[
c2β2τ
4h2β4c
− c(t− t0)
hβ4c
]− exp(β2τk2e C2s − 2keCs(t− t0)) (2.2.14)
S1 and S2 are two values which are called normalizing factors that ensure the quantities V(n)
and S(n) +V(n) range from zero to one, k represents the correct proportion of volume scatter-
ing, Cs is the speed of light in snow, βc is a constant related to the antenna beamwidth, βτ is a
constant that determines the 3 dB width of the transmitted pulse, and ke is the extinction coeffi-
cient of snow (Davis, 1993). This is a fitting function, and there are six unknown parameters in
the model. This algorithm can be combined with other retracking method to apply over inland
waters covered with snow.
2.3 Inland water waveform retracking
Any of the aforementioned algorithm can be used for retracking of the waveforms over the
inland water bodies. Many researches were devoted to perform different retracking algorithm
over different inland water bodies. However, as described in chapter 1, over inland water the
waveform is complicated and normally contaminated by the slope, roughness and vegetation
cover within the footprint. Waveforms from large Lakes and wetlands are the typical high
powered spikes which is similar to signal returns over oceans (Birkett, 1995). As the water
body become smaller, waveforms become broader and more noisy. In other words, the result-
ing waveforms over the inland water bodeis do not show similar patterns. Berry et al. (2005)
reported the proportions of different waveforms over different water surfaces obtianed from
ERS 1. Figure 2.5 shows the resulting distribution of the different waveforms obtianed from ERS
1 which can be expected to be simillar for the case of other missions too. As indicated by Berry
et al. (2005) by decreasing the size of the water body, the number of Brown model wavefoms
(figure 2.6a) decreases and quasi specular waveforms (figure 2.6c) more appear. The maximum
proportion of the waveforms are allocated by the flat patch waveforms (figure 2.6b) for the case
of small water bodies. This illustrates again the fact that, the shape of the waveforms are totally
different within one inland water body.
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Figure 2.5: Proportions of the different waveforms over different water surfaces (Berry et al., 2005)
On the other hand, as it can be understood from the algorithm of different retracking methods,
each method has its highest performance on a specified shape of waveform. For instance, fitting
algorithm is an appropriate methods for quasi-Brown model waveforms. This algorithm is not
applicable on a quasi specular wavefom as the least squares procedure does not converge.
However, OCOG and threshold retrackings seem to be applicable for any kind of non-noisy
waveforms as they seek for a percentage of maximum occurred power in the leading edge.
Therefore, before starting the waveform retracking, a careful classification of the waveforms is
needed which will be discussed in the next chapter.
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Figure 2.6: Examples of (a) Brown model, (b) flat patch, (c) specular and (d) complex Envisat RA2 waveforms
over inland water (Berry et al., 2005)
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Chapter 3
Waveform Classification
The aim of the waveform classification procedure is splitting or classifying automatically each
data set into different consistent groups. This basically can be done in the setting of supervised
classification, corresponding to situations when the different groups of waveforms are identi-
fied before the beginning of the classification. However, as waveforms show totally different
patterns over different inland water bodies (figure 3.1), identifying the groups of waveforms
might leads to neglecting a group of unexpected waveforms. In fact, an unsupervised clas-
sification with good performance should extract any of existing consistent waveforms as a
separate group. The unsupervised classification is also named cluster analysis and has been
widely studied in the statistical literature for finite-dimensional data e. g. (Anderberg, 1973;
Hartigan, 1975). In finite-dimensional settings, nonparametric density estimates and/or modal
considerations have been often used for cluster analysis purposes (Anderberg, 1973; Harti-
gan, 1975). Dabo-Niang et al. (2007) introduced the heterogeneity index based on the notion
of modal considerations to provide an efficient tool for classifying the altimetry waveforms.
Here, we present an unsupervised classification algorithm based on the proposed method by
Dabo-Niang et al. (2007) with some modifications.
3.1 Definitions
In order to model the behaviour of waveforms statistically, each waveform should be assumed
as a sample of independent realization {X1, X2, ..., Xn} of some functional variable distributed
like X. The statistical model of waveforms’ behaviour is based on the statistical values in the
infinite dimensional space (E, d), where d is measure of proximity between Xis. The mean
waveform as one of these statistical values can be defined as:
∀t ∈ {1, ..., 64}, Xmean = 1n
n
∑
i=1
Xi(t) (3.1.1)
and the median waveform is defined as:
Xmedian = arg min
m∈{X1,...,Xn}
n
∑
i=1
d(Xi, m) (3.1.2)
which extracts the waveform that is most similar to m using the computed proximity values
between waveforms. The modal waveform can be defined as the waveform with the maximum
local probability. This definition can be translated mathematically as follow:
Xmodal = arg max
m∈{X1,...,Xn}
n
∑
i=1
1B(m,h)(Xi) (3.1.3)
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Figure 3.1: 48 randomly selected waveforms over Lake Balaton, which show different shape of waveforms like
quasi-Brown, quasi-specular and noisy waveforms
where B(m, h) = {χ ∈ E, d(m,χ) < h} is a ball with radius h centered at m. This means that
B(Xmodal, h) determines an area of E where the sample of waveforms is the most dense. In other
words, B(Xmodal, h) contains the largest number of waveforms among all the balls of radius h.
Besides that, all the Xis lying to B(m, h) should play the same role for computing the modal
waveform, so the indicator function 1B(m,h) is implemented in the equation (3.1.3). However,
with such an indicator function there is a huge border effect, where the values are assigned to
0 or 1. In order to reduce this border effect, Dabo-Niang et al. (2007) proposed using a kernel
smoothing function. The indicator has been replaced with an asymmetrical kernel function K,
which is a positive decreasing function on the positive real line [0,∞]. Therefore, for a sample
of waveform equation (3.1.3) can be replaced by:
Xmodal = arg max
m∈{X1,...,Xn}
n
∑
i=1
K(
d(m, Xi)
h
) (3.1.4)
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In fact, K is a smoothing function that acts as a weight function, which can be assumed as
follow:
K(u) =
3
2
(1− u2)1(0,1)(u) (3.1.5)
The indicator function 1(0,1) is 1, if u ∈ (0, 1) otherwise it is assigned as 0, which leads to
K(u) = 0. The shape of K ∈ (0, 1) has been shown in figure 3.2:
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Figure 3.2: Smoothing Kernel function K, proposed by Dabo-Niang et al. (2007) for satellite altimetry waveforms
According to equation (3.1.4) the proximity function d plays a great role for defining the ap-
propriate modal waveform. In fact, proximity function is a tool to describe the measure of
similarity between waveforms. Practically, some of the waveforms are similar to each other
but there is a clear horizontal shift in the bins of occurring the leading edge (figure 3.1). These
waveforms should be classified in a same group and retracked with the same method as they
indicate similar behaviour. Therefore, a good proximity function has to be invariant under
translation. Dabo-Niang et al. (2007) proposed the following function d to use as a proximity
measure between two waveforms χ and χ′ from a sample of waveforms S:
d(χ,χ′) = minα∈(−α0,+α0)
1
b− a− 2 | α |
∫ b−|α|
a+|α|
(χ(t + α)− χ′(t− α))2dt (3.1.6)
where (a, b) = (1, 64) is the range of each waveform, and practically we consider α to be 14.
The parameter α helps to shift the waveforms and compute the proximity value. Among the
computed proximity values, the minimum value is defined as proximity value of two wave-
forms.
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Accordingly, by extending the previous definitions to any sample of waveforms S, we have:
Xmean,S(.) =
1
Card(S) ∑
χ∈S
χ(.)
Xmedian,S(.) = arg min
m∈S ∑
χ∈S
d(m,χ)
Xmodal,S(.) = arg max
m∈S ∑χ∈S
K(
d(m,χ)
h
)
(3.1.7)
where Card(S) is the cardinal number of S that refers to the number of waveforms in S. In case
of homogeneous data both the mean and the median waveform are useful to achieve centrality
for the data, but the modal waveform is applicable for detecting any structural differences
between data sets. Dabo-Niang et al. (2007) used this idea for classification purpose and found
some differences between modal waveform Xmodal,S and Xmedian,S or Xmean,S. The heterogeneity
index was defined to measure the heterogeneity of a sample S of waveforms as below:
HI(S) =
d(Xmodal,S, Xmedian,S)
d(Xmedian,S, 0) + d(Xmodal,S, 0)
(3.1.8)
where Xmedian,S has been chosen rather than Xmean,S because of existence of horizontal shift
in the waveforms. An unsupervised classification procedure should be able to construct a
possible splitting of S into G appropriate fixed subgroups S1, ..., SG. The accuracy of of splitting
is addressed by comparing the heterogeneity index of the initial sample S and each S1, ..., SG:
SHI(S; S1, ..., SG) =
1
Card(S)
G
∑
k=1
Card(Sk)HI(Sk) (3.1.9)
The estimated heterogeneity index of each group SHI is then used to compute the splitting
score:
SC = SC(S; S1, ..., SG) =
HI(S)− SHI(S; S1, ..., SG)
HI(S)
(3.1.10)
for splitting purpose a threshold value for splitting score is defined to accept or reject the pro-
cess of classifying S into S1, ..., SG.
In order to achieve a good behaviour of the procedure of classifying the data set into S1, ..., SG,
smoothing factor plays a crucial point. Moreover, the value for smoothing factor more depends
on the bandwidth parameter h, which should be defined carefully. Dabo-Niang et al. (2007) de-
fined small ball probabilities, P(X ∈ B(x, h)), which play a key role in the theoretical properties
of mode estimate. These probabilities could be estimated in a classical fashion by:
Pˆχ(h) =
1
Card(S) ∑
χ∈S
1B(χ,h)(χ
′) (3.1.11)
where for each fixed value of h, Card(S) small ball concentration curves {Pˆχ(.)}{χ∈S} are de-
fined which make a set of independent realizations of the same real random variable with
density function dS,h. This density function can be estimated through the one-dimensional
smoothing technique. In this study, the density estimate dˆS,h has been obtained by Gaussian
kernel density estimation.
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Among all h values, we are looking for the hˆ that is most accurate for discovering heterogeneity
in the set of waveforms S. Dabo-Niang et al. (2007) suggested to use entropy as a useful index
for measuring the homogeneity of each density estimate dˆS,h. The hˆ is computed as follow:
hˆS = arg min
h
∫
dˆS,h(t) log dˆS,h(t)dt (3.1.12)
The most accurate bandwidth for detecting difference structures in the waveforms S is the small
ball probability density estimate with h = hˆS. The corresponding density estimate is dˆS,hˆS(.)
hereafter dˆS(.).
After defining the optimal bandwidth, the next step is the splitting S into subgroups. The num-
ber of groups is determined by the number G of peaks of dˆS(.). To classify of S into subgroups
the following equation can be considered:
S =
k=G⋃
k=1
Sk where Sk = {χ ∈ S, pk−1,S < pˆχ(hˆS) < pk,S} (3.1.13)
where p0,S = 0 and pG,S = 1.
3.2 The algorithm for unsupervised waveform classification
Based on the defined terms and method, an unsupervised classification algorithm for the satel-
lite altimetry waveforms is described:
Step 1: Initial step
• Putting the targeted waveforms for classification in the S, S = X1, ..., Xn
• Computing the proximity measure d(χ,χ′) for each χ and χ′ using equation (3.1.6)
• Computing the concentration curve Pˆχ(h) for each χ ∈ S and for a range of h
Step 2: Heterogeneity of S
• Computing the Xmedian,S
• Computing the Xmodal,S as below steps:
Computing the density estimate dˆS,h(.) from the value of Pˆχ(h)
Computing the optimal bandwidth hˆS by entropy criterion
Computing the Xmodal,S by using the optimal bandwidth hˆS
• Computing the heterogeneity index SHI(S)
Step 3: Splitting of S
• Defining the location of the local minima p1,S < ... < pG−1,S
• if G = 1, stop the procedure; if G > 1, build the subset S1, ..., SG
• Computing the splitting score SC(S; S1, ..., SG)
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Step 4: Reject or accept the groups
• If SC(S; S1, ..., SG) < τ:
Rejecting the splitting of S into S1, ..., SG
Stop the procedure
• If SC(S; S1, ..., SG) >= τ :
Split S into S1, ..., SG
For each k = 1, ..., G, go back to step 2 with S = Sk
3.3 Employing of the classification algorithm
3.3.1 Data
The unsupervised classification procedure is performed over the 10 Hz waveforms of TP belong
to virtual station in the middle of Balaton Lake at ϕ = 46.86◦,λ = 17.80◦ and a virtual station of
Urmia Lake at ϕ = 37.29◦,λ = 45.49◦. The 10 Hz TPGDR data has been merged with 10 Hz SDR
data for these two virtual stations. The total number of waveforms over the virtual stations of
Balaton Lake and Urmia Lake from cycle 1 to 367 are 3260 and 3280 waveforms, respectively.
However, the water level time series from the corresponding waveforms of both virtual stations
indicate existence of outliers. Figure 3.3 shows the corresponding Lake Level Height (LLH) time
series from the 3260 waveforms of VS over Lake Balaton, which is contaminated by outlier.
Therefore, an essential step before starting the procedure of classification of waveforms for
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Figure 3.3: LLH time series from all the waveforms belong to a virtual station at ϕ = 46.86◦,λ = 17.80◦ in Lake
Balaton
retracking is outlier identification and elimination.
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3.3.2 Outlier identification process
In order to identify the outliers, the data snooping outlier identification algorithm is performed
on the LLH time series. Data snooping can be defined as searching for the observation in which
a gross error has been made during measurement (Baarda, 1968). In fact, the data snooping
procedure does not just look for large values, but for values that are large in comparison to
their own standard deviations. Thus, the normalized value is used rather than the value itself.
Supposing the statistical distribution of the normalized value to be known, statistical hypothe-
sis testing with a specific probability level can be used to detect the outliers. Since distribution
of residual is known as normal, data snooping procedure is done on residual of water level. The
residual of water level is computed by subtracting the mean water level value from the water
level time series. By defining a suitable confidence level (α), the appropriate critical value (kα/2)
is attained under the null hypothesis of no outlier exists in the time series. So it will be accepted
if:
− kα/2 <
ei,j
σ
< kα/2 , (3.3.1)
where the σ is the standard deviation of the computed residual. By rejecting or accepting
null hypothesis, outliers are identified, iteratively. So that, if null hypothesis is rejected, the
detected outlier is removed and a new σ is computed and snooping procedure will be iterated.
In fact, removing the outliers is essential before the classification but as by retracking of the
waveforms some of the LLHs might be corrected, the criterion kα for finding out the outliers
must be carefully selected. Therefore, we have defined two different criteria 1.96 and 2.17
corresponding to the 95% and 97% confidence level to produce two different data sets for each
virtual station. Figures 3.4 shows the LLH time series of Balaton Lake from remaining 1049 and
1422 waveforms after outlier correction and figures 3.5 shows the LLH time series of Urmia
Lake from remaining 939 and 1381 waveforms after outlier correction. Hereafter, the obtained
data sets out of data snooping procedure with Kα = 1.96 and Kα = 2.17 are called data set 1
and 2 for both lakes, respectively.
As discussed in Section 3.2 the classification algorithm uses the notion of modal waveform to
compute the heterogeneity. This means that the modal waveform is a key element to assess
the amount of heterogeneity of data set which leads to classifying the waveforms. A non-
represented modal waveform of dataset leads to an erroneous classification. Therefore, the
waveforms should be checked for being free of noisy waveforms which deteriorate the clas-
sification procedure. Figure 3.6 shows 25 randomly selected waveforms belong to the data
set 2 over Balaton Lake which illustrates some noisy waveforms within this 25 waveforms.
Therefore, another preliminary step before classifying the waveforms is excluding the noisy
waveforms from the data sets.
3.3.3 Excluding noisy waveforms
In order to exclude the noisy waveforms we have developed an algorithm based on the fitting
the 5β parameters algorithm on the waveforms. In this algorithm we assess the noise level of
each algorithm by computing a similarity value between the waveform and 5β fitted waveform.
Therefore, it is very important to define the parameters of 5β algorithm accurately. Here, we
propose an empirical procedure to define the parameters.
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Figure 3.4: Obtained LLH time series for virtual station at ϕ = 46.86◦,λ = 17.80◦ in Lake Balaton after outlier
correction with confidence level of (top) %95 and (bottom) %97
As discussed in 2.2.1, β1 is the thermal noise level of the return waveform which can be esti-
mated using the averaging the power of initial bins of waveform. However, for some wave-
forms this should be supposed 0 as highly noisy thermal noises spoil the average value.
β2 is the return signal amplitude and most challenging parameter to define. As the waveforms
over the inland waters show noisy behaviour, defining the signal amplitude should be done
carefully. First, a moving average using three bins for the waveform is computed. From the
corresponding derivative is computed from the moving averaged waveform. In fact, a bin can
be assumed as a maximum value when its derivative shows change in the sign from bin before
to bin after . So an array of extrema are made based on the criterion of changing the sign
at the derivative from positive to negative. Then the extremum value with maximum power
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Figure 3.5: Obtained LLH time series for virtual station in Urmia Lake at ϕ = 37.29◦,λ = 45.49◦ after outlier
correction with confidence levels of (top) %95 and (bottom) %97
in the original waveform is introduced as the bin where the maximum power β2 is occurred
(figure 3.7).
β3 is arbitrary defined as the bin where the power is maximum minus 3. The common practical
value of 1.3 is assumed for β4 and β5 is defined via computing the slope of trailing edge. The
slope is computed between the maximum power and 64th bin’s power.
After defining the β parameters, a fitted waveform using the 5β algorithm is constructed. The
fitted waveform is then compared with the original waveform to assess the noise level. How-
ever, before that we have computed the cross correlation of two data sets, which helps to find
out the lag with maximum correlation between data set. By shifting the fitted waveform to the
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Figure 3.6: 25 randomly selected waveforms from the data set 2 over Balaton Lake. Noisy waveforms in the data
set exist which deteriorate the classification procedure
original waveform at the lag with maximum correlation (-1 in figure 3.8) we will expect to fit
the data sets with minimum possible error (red curve in figure 3.8).
Afterwards, in order to assess the noise level of a waveform a function is defined to computed
the dissimilarity between the leading edge of the original and fitted waveform:
diss = ∑
N
i=1(Wi −Yi)2
r(W1,2..,N , Y1,2..,N)
(3.3.2)
where Wi is the original waveform, Yi is the fitted waveform using the 5β algorithm, N is the
number of bins in the leading edge and r(W1,2..,N , Y1,2..,N) is the correlation of original and fitted
waveform within the leading edge. The more the value, the more dissimilar the leading edge
of the original and fitted waveforms. This value indicates the level of noise in the leading edge
of waveform which helps us to exclude the noisy waveforms. Figure 3.9 shows the waveforms
depicted in the figure 3.6 with the computed dissimilarity for each waveform which the noisy
waveforms reveal high dissimilarity.
Further, we computed the diss values for all the waveforms in four data sets over Balaton and
Urmia lakes. By a practical assessment on the shape of waveforms and their dissimilarity val-
ues, diss = 60 is defined as a threshold for detecting the noisy waveforms. All the waveforms
3.3 Employing of the classification algorithm 35
0 30 64
−50
0
50
100
150
Waveform
Moving averaged waveform
Derivative of moving avrgaed 
Determined maximum power
Figure 3.7: A sample waveform belongs to cycle 32 at ϕ = 46.84◦,λ = 17.82◦ over Lake Balaton with its moving
average and derivative
with dissimilarity value greater than 60 are assumed to be noisy and removed from the data
set. The obtained data sets after removing the outlier and noisy waveforms can be employed
for unsupervised classification. Number of noisy waveforms over Urmia Lake is greater than
number of detected noisy waveforms over Balaton Lake for both data set (figure 3.10). This can
be explained by decreasing the level of water in Urmia Lake after 1996 which induces noisy
power from the water surface. Figure 3.11 summarizes the developed algorithm to detect the
noisy waveform as a diagram.
3.3.4 Unsupervised classification
Based on the proposed algorithm in 3.2, the unsupervised classification starts with computing
the proximity value between the waveforms in each data set. The corresponding proximities
for each data set are computed using the equation (3.1.6) that is invariant under translation.
Figure 3.12 shows the histograms of computed proximities for two data sets in Balaton and
Urmia lakes.
On the way to achieve an automatic classification based on the heterogeneity of data sets, the
estimated proximities are the inputs for computing the concentration curves Pˆχ(h). Therefore,
we have computed the Pˆχ(h) for each of the waveforms through the equation (3.1.11) for a
range of h = 1 to h = 1000. These values allow to estimate the optimal bandwidth for modal
waveform that leads to the heterogeneity of data sets. In order to estimate the heterogeneity
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Figure 3.8: Left) corss correlation of fitted waveform using 5β parameter algorithm and the original waveform,
which shows its maximum value at lag=-1 Right) A sample of original waveform together with the
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of data sets median waveform Xmedian,S of each data set should be computed using the equa-
tion (3.1.7). Figure 3.13 shows the median waveform Xmedian,S and the Xmean,S of each data
set.
According to the equations (3.1.6) and (3.1.7) the median waveform is considered to be the
nearest waveform to other waveforms in the data set. The resulting Xmean,S and Xmedian,S for
four data sets represent a meaningful difference between the mean and the median of each data
set. The resulting median waveform for Balaton Lake show more complex waveform than the
median waveform from the Urmia Lake (figure 3.13).
In order to compute the heterogeneity of the data sets, the modal waveform of each data set
has to be also estimated (equation (3.1.8)). Before that, the optimal band width h for each data
set has to be quantified. As explained in Section 3.1, the most accurate bandwidth for detecting
different structures in the waveforms is the one which brings the minimum entropy from the
density function dˆS,h(.). Therefore, the entropy of density estimate dˆS,h(.) of data concentration
curves has been computed for the range of the ball’s radius from h = 1 to h = 1000. Figure 3.14
shows the computed entropy for the data sets of both lakes. The minimum obtained entropy
corresponds to the optimal bandwidth for data sets of Urmia and Balaton lakes are shown in
figure 3.14 and Table 3.1. Table 3.1 summarizes the computed optimal bandwidth and num-
ber of waveforms for each data set. The computed density estimate obtained with optimal
bandwidth dˆS(.) (figures 3.15) can then be directly used for computing the modal waveform.
The modal waveform Xmodal,S is computable after estimating the optimal bandwidth hˆS. As
both of the density functions for Balaton Lake depict the mutual maximum probability, it is
expected to obtain same modal waveform for both data sets. This will be justified as the esti-
mated modal waveform from both data sets is the same and its belong to cycle 13 (figure 3.16).
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Figure 3.9: 25 randomly selected waveforms from the data set 2 over Balaton Lake. The estimated dissimilarity
between the leading edge of original and fitted waveforms reveals the level of noise in each waveform
Table 3.1: Optimal bandwidth of data sets hˆS
Dataset Number of waveforms Optimal bandwidth
Balaton
1 902 333
2 1206 349
Urmia
1 754 242
2 1124 273
On the other hand, the density functions for data sets of Urmia Lake show slightly different
maximum probability in their density function, which brings two different modal waveform
for each data set.
Afterward, the heterogeneity index is estimated via the equation (3.1.8). From the common
modal and median waveforms for data sets 1 and 2 of Balaton Lake HI = 0.76 is computed
as the heterogeneity index. HI = 1.0486 and HI = 1.0482 are computed for data sets of 1 and
2 of Urmia Lake, respectively. Although data sets 1 and 2 of Urmia Lake have same median
waveforms and different modal waveforms, the computed heterogeneity indexes show similar
heterogeneity of data sets.
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Figure 3.10: Histograms of computed dissimilarity values for waveforms in the data sets of Balaton and Urmia
lakes
The data sets are ready to split by looking at the probability density estimate, obtained from
the optimal bandwidth which is done using equation (3.1.13). So, the waveforms are classi-
fied by computing all the minima on the estimated probability density function. Figure 3.17
shows the computed minima on the dˆS1(.) of different data sets. According to equation (3.1.13)
the waveforms with corresponding probability between two minima should be categorized in
one group. However, as depicted in the figure some of the determined minima are not really
represent a specific category on the probability density function. Therefore, we have defined a
criterion to determine the minima, so that the value is nominated as minimum if the backward
and forward differences are below and above the criterion, respectively. This criterion is also
tuned due to the resulting splitting score SC(S; S1, ..., SG). For Balaton Lake the criterion value
of 0.6 data set 1 leads to two major groups with SC(S; S1, ..., SG) = 0.69 which is a acceptable
splitting score as the pre-defined threshold for splitting score is τ = 0.05. This criterion seems
to be valid also for data set 2 of Balaton Lake where two groups obtained from the data set 2
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Table 3.2: Results of performing unsupervised classification over data sets of Balaton Lake
Lake Group criterion Number of waveforms / heterogeneity index
Data set 1 Data set 2
Balaton
Group 1 0.6 814 / 0.24 1074 / 0.29
Group 2 0.6 88 / 0.09 132 / 0.11
Urmia
Group 1 0.23 647 / 0.17 1060 / 0.16
Group 2 0.3 107 / 1.16 64 / 0.19
with the splitting score of SC(S; S1, ..., SG) = 0.63. The criterion value of 0.23 is chosen for data
set 1 of Urmia Lake which classifies the data set into two groups with SC(S; S1, ..., SG) of 0.69.
This criterion leads to three groups for data set 2, therefore we have chosen the criterion value
of 0.3 to achieve two groups with SC(S; S1, ..., SG) of 0.83 (figure 3.17).
For Balaton Lake in both data sets, the group 1 contains the quasi-brown model and flat patch
waveforms, and group 2 contains quasi-specular waveforms (figure 3.18). For each group, the
corresponding modal waveform gives clearly a good idea of centrality. In particular, it sum-
marizes the shape of waveforms in each group. The difference between modal and median
waveforms represent the heterogeneity of each group, equation (3.1.8). The computed hetero-
geneity index of group 1 of data set 1 and 2 are 0.24 and 0.29, respectively. The heterogeneity
indexes of 0.09 and 0.11 are obtained for group 2 of data sets 1 and 2, respectively. The low
value for the heterogeneity index expresses, that the achieved groups contain homogeneous
waveforms (figure 3.19).
The waveforms in the data sets of 1 and 2 belong to Urmia Lake are also classified into two
groups. The modal and median waveforms for group 1 reveal that the group 1 mainly con-
tains the quasi-Brown model and flat patch waveforms which is also depicted in figure 3.20.
The computed heterogeneity indexes for group 1 of data sets 1 and 2 of Urmia Lake express
classifying homogeneous waveforms in group 1. On the other hand, the group 2 of both data
sets show quasi-specular waveforms (figure 3.20). However, modal and median waveforms of
group 2 belong to data set 1 show different behaviour, which leads to a high value for hetero-
geneity index. This is not the case for data set 2, where the heterogeneity index is computed as
0.19 (figure 3.19). Table 3.2 summarizes the result of classification over data sets of Balaton and
Urmia lakes.
The higher the heterogeneity index, the more dissimilarity between the modal and median
waveforms, which is depicted in the figure 3.19. This means that some of the waveforms in
group 2 from data set 1 over Lake Urmia represent dissimilar behaviour with quasi-specular
modal waveform.
The performed unsupervised algorithm classifies the waveforms into a group containing quasi-
brown and flat patch waveforms and a group with quasi-specular waveform. Also, the noisy
waveforms have been detected and excluded from the data set by applying an algorithm based
on fitting the 5β fitting algorithm. Afterwards, an appropriate retracking method should be
performed for each of class to achieve water level time series with minimum possible error.
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Figure 3.11: Diagram of detecting the noisy waveforms in the data sets using the defined dissimilarity function of
original and fitted waveform within the leading edge
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Figure 3.12: Histograms of estimated proximity values between the waveforms of data sets in Balaton and Urmia
lakes
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Figure 3.13: Top) left: mean waveforms in data sets of Balaton Lake. Right: median waveforms in data sets 1 and
2 of Balaton Lake, which belongs to cycle 52 at ϕ = 46.88◦ and λ = 17.79◦. Bottom) left: mean
waveforms in data sets of Urmia Lake. Right: median waveforms in data sets 1 and 2 of Urmia
Lake, which belongs to cycle 83 at ϕ = 37.1◦ and λ = 45.41◦
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Figure 3.14: The estimated entropy for a range of bandwidth (300–1000) for Balaton Lake’s data sets (left) and
for a range of bandwidth (200–1000) for Urmia Lake’s data sets (right). The obtained optimal
bandwidths for data set 1 and 2 of Balaton Lake are 333 and 349, respectively. The obtained
optimal bandwidths for data set 1 and 2 of Urmia Lake are 242 and 273, respectively.
−0.1 0 0.1 0.2 0.3 0.4
0
10
20
30
40
50
60
70
80
X
P
ro
b
a
b
ili
ty
 d
e
n
s
it
y
data1
data2
Balaton Lake
−0.05 0 0.05 0.1 0.15 0.2
0
10
20
30
40
50
60
70
80
X
P
ro
b
a
b
ili
ty
 d
e
n
s
it
y
data set 1
data set 2
Urmia Lake
Figure 3.15: The optimal density functions dˆS(.) for data set 1 and 2 of Balaton and Urmia lakes.
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Figure 3.16: Left) Modal waveform for data sets of Balaton Lake belongs to the cycle 13 ϕ = 46.84◦ and λ =
17.82◦. Middle) Modal waveform for data set 1 of Urmia Lake belongs to the cycle 139 ϕ = 37.22◦
and λ = 45.43◦. Right) Modal waveform for data set 2 of Urmia Lake belongs to the cycle 188
ϕ = 37.20◦ and λ = 45.42◦.
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Figure 3.17: The optimal density functions dˆS(.) for data set 1 and 2 of Balaton and Urmia lakes and defined
minima for each
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(a) Balaton Lake, data set 1, Group 1 (b) Balaton Lake, data set 1, Group 2
(c) Balaton Lake, data set 2, Group 1 (d) Balaton Lake, data set 2, Group 2
Figure 3.18: Result of unsupervised classification over data sets 1 and 2 of Balaton Lake. The group 1 of both data
sets show quasi-Brown waveforms and group2 contains mostly quasi-specular waveform
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Figure 3.19: Modal and median waveforms in the data sets of Balaton and Urmia lakes. The difference between the
modal and median waveforms represent the heterogeneity of data set. The computed Heterogeneity
indexes for different data sets correspond to the difference between waveforms. A high heterogene-
ity index of 1.16 for data set 1 of Urmia Lake expresses a large difference between its modal and
median waveforms.
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(a) Urmia Lake, data set 1, Group 1 (b) Urmia Lake, data set 1, Group 2
(c) Urmia Lake, data set 2, Group 1 (d) Urmia Lake, data set 2, Group 2
Figure 3.20: Result of unsupervised classification over data sets 1 and 2 of Urmia Lake. The group 1 of both
data sets show quasi-Brown waveforms and group 2 of data set 2contains mostly quasi-specular
waveform, while for data set 1 also mixed with quasi-Brown waveforms
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Results
After classifying the waveforms, the discussed retracking algorithms in chapter 2 can be em-
ployed on the waveforms. As mentioned before, each method is compatible with specific shape
of waveforms, where for the quasi-Brown model waveforms fitting algorithm are suitable and
for quasi-specular waveforms, the threshold or OCOG retracking seems to be more relevant. In
this chapter, we discuss about the result of employing different retracking algorithms over dif-
ferent shape of waveforms to achieve the LLH time series. LLH value for each cycle is computed
by averaging the LLH values derived from the retracking of 10 Hz waveforms. The obtained
LLH time series are then compared with in situ measurements to scrutinize the error and per-
formance of each retracking method. Here, the result of retracking over the classified data sets
of Balaton and Urmia lakes are discussed.
4.1 Balaton Lake
Over Lake Balaton, each of data sets 1 and 2 have been classified into two major groups. We
have followed different scenarios to retrack the waveforms using combination of different re-
tracking methods with different criteria and thresholds. The first scenario is based on our
assumption that for retracking of a quasi brown waveform a fitting retracking algorithm is
more appropriate and for a quasi-specular waveform a threshold or OCOG method is more
suitable. Therefore, our first scenario for retracking is assumed to retrack the waveforms in
group 1 with 5β fitting algorithm and retrack the waveforms in group 2 using the threshold
retracking method. Figure 4.1 shows the result of retracking by employing the scenario 1 over
data sets 1 and 2 of Balaton Lake with threshold of 50%. For data set 1, both the time series
before and after retracking show highly varying behaviour which do not correlate with the in
situ measurements. By subtracting the in situ measurements from the both time series before
and after retracking the residual values are obtained. The mean and RMS values of residual
represent the bias and level of noise for time series. The computed RMS value for residual of
LLH before retracking 0.54 shows lower value than the RMS of residual LLH after retracking
0.57. Meanwhile, computed mean values 0.17 and 0.11, for residual of LLH before and after
retracking imply on reduction of LLH bias after retracking. For data set 2 of Balaton Lake, the
RMS values of residuals are higher in comparison to dat set 1, which is expectable as the data
set contains more noisy waveforms. However, the computed mean and RMS values reveals
that the retracking procedure does not provide better LLH as both the bias and RMS of residual
increase after retracking.
The second scenario is using the threshold retracking method for all the waveforms in both
groups. In this case, the computed RMS and mean values for both data sets reveal that the
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error increases by performing the scenario 2. This emphasizes the necessity of classification of
the waveforms before reatracking. Figure 4.1 shows th results of retracking by employing two
mentioned scenario for both data sets over Balaton Lake.
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LLH before retracking, RMS of residual=0.54, mean of residual=0.17
Scenario 1: LLH after retracking, RMS of residual=0.57, mean of residual=0.11
Scenario 2: LLH after retracking, RMS of residual=0.64, mean of residual=−0.37
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In situ measurement
LLH before retracking, RMS of residual=0.90, mean of residual=−0.18
Scenario 1: LLH after retracking, RMS of residual=0.93, mean of residual=−0.24
Scenario 1: LLH after retracking, RMS of residual=0.95, mean of residual=−0.74
Figure 4.1: Water level time series over Balaton Lake for data sets 1 (top) and 2 (bottom) before and after retracking,
and their comparison with in situ measurements
By using the OCOG retracking method instead of threshold retracking and changing the thresh-
old to 20%, 30%, 40% and 50% different types of scenarios can be followed. The third scenario
is performing the OCOG retracking method for waveforms in group 2 and 5β retracking algo-
rithm for waveforms in group 1. Finally, the fourth scenario is retracking all the waveforms
using only the OCOG retracking method. Table 4.1 summarized the result of performing differ-
ent scenarios over data sets of Balaton Lake. The results express that the retracking procedure
is not successful to reduce the error of time series. This might be due to erroneous measure-
ments and noisy waveforms in the data set that even after post-processing considerations, the
improvement is failed. However, the comparison between the results of retracking by differ-
ent methods, reveals that the scenario 1 provides minimum error after retracking. This proves
the idea of classifying the waveforms and then retracking them. Figure 4.2 also highlight the
performance of each retracking method over two sample waveforms over Balton Lake. As
depicted in the figure, for the waveform with quasi-Brown model 5β retracking shows better
result in comparion with OCOG and threshold retracking. Due to the noisy trailing edge of
waveform the COG, width and amolitude computed by OCOG retracking method are deterio-
rated. As the amplitude for threshold retracking is derived from OCOG method, the result of
threshold retracking method is also not satisfactory. On the other hand, for a quasi-specular
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waveform, both the threshold and OCOG retracking methods show same result while the 5β
retracking is failed.
Table 4.1: Results of retracking of waveforms in data sets 1 and 2 of Balaton Lake using different scenarios
After retracking, scenario
1 2 3 4
Data set Before retracking 20% 30% 40% 50% 20% 30% 40% 50%
1
RMS 0.54 0.57 0.57 0.57 0.57 0.66 0.66 0.62 0.64 0.57 0.57
Mean 0.17 0.10 0.11 0.11 0.11 -0.25 -0.33 -0.33 -0.37 0.11 0.12
2
RMS 0.90 0.93 0.93 0.93 0.93 0.98 0.96 0.93 0.95 0.93 0.95
Mean -0.18 -0.24 -0.24 -0.24 -0.24 -0.62 -0.69 -0.70 -0.74 -0.24 -0.30
Tracking gate defined by 5β retracking method
Tracking gate defined by OCOG method
Tracking gate defined by threshold retracking method
Figure 4.2: Two sample waveform from group 1 and 2 of Balaton Lake and the defined tracing gate from different
retracking methods. For the waveform with quasi-Brown shape, the 5β retracking method leads to a
tracking gate at the leading edge, while it is not the case for OCOG and threshold retracking method.
4.2 Urmia Lake
Over Lake Urmia, each of data sets 1 and 2 have been also classified into two major groups.
Similar to the Balaton Lake, for the retracking of waveforms in different data sets and different
groups of Urmia Lake, we have performed same scenarios.
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In situ measurement
LLH before retracking, RMS of residual=0.81, mean of residual=0.04
Scenario 1: LLH after retracking, RMS of residual=0.72, mean of residual=0
Scenario 2: LLH after retracking, RMS of residual=0.88, mean of residual=−0.48
Figure 4.3: Water level time series over Urmia Lake for data sets 1 (top) and 2 (bottom) before and after retracking,
and their comparison with in situ measurements. Peforming the retracking procedure of scenario 1
leads to reducing the error of time series for both data sets
The residual of original LLH time series of data set 1 over Urmia Lake have a RMS value of
0.63 m and mean value of 0.13 m. By performing the scenario 1 which is the performing the 5β
retracking for waveforms in group 1 and threshold retracking for waveforms in group 2, the
RMS and mean values decreased to 0.57 m and 0.07 m, respectively (figure 4.3). This means that
the retracking procedure successfully decrease the error level of LLH time series. However, by
using threshold retracking for all the waveforms in both groups (scenario 2) the error level of
LLH time series increases 0.73 m, which again emphasizes the importance of primary step of
classification before retracking. Scenario 3 and 4 cause a huge increase in the error of LLH time
series of 2.03 m and 2.85 m, respectively. This occurs due to the noisy trailing edge of wave-
forms , which spoil the employed OCOG retracking method for scenario 3 and 4 (Table 4.2).
The retracking over the data set 2 reveals also similar results that the scenario 1 is successful to
decrease the error and on the other hand following the scenario 2, 3 and 4 cause to increase the
error. However, for scenario 2 the thresholds of 20% and 30% also lead to decrease the error,
which is also the case for data set 1. This expresses that the threshold of 50% is not always the
best threshold for retracking and can be tuned for different objects. Table 4.2 summarized the
result of performing different scenarios over data sets of Urmia Lake.
The comparison between the result of data set 1 and 2 and in situ measurement over Urmia
Lake also highlights the importance of choosing an appropriate criterion for data snooping.
For data set 1 and 2 the confidence level of 95% and 97% have been chosen, respectively, which
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leads to criteria of 1.96 and 2.17. Although the RMS of residual of LLH for data set 1 0.63 m is
lower than for data set 2 0.81 m, a clear missing of measurements occurs over data set 1 after
year 1999.
The decrease of measurements quality after 1999 can be also explained by the fact that Urmia
Lake is drying out by the time and the water level in defined virtual station (virtual station 1) of
Urmia Lake is decreasing. The less the water level, the more effect of neighboring topography,
which certainly influences on the quality of measurements.
Table 4.2: Results of retracking of waveforms in data sets 1 and 2 of Urmia Lake using different scenarios
After retracking, scenario
1 2 3 4
Data set Before retracking 20% 30% 40% 50% 20% 30% 40% 50%
1
RMS 0.63 0.57 0.57 0.57 0.57 0.61 0.61 0.65 0.73 2.03 2.85
Mean 0.13 0.08 0.08 0.07 0.07 -0.04 -0.14 -0.24 -0.39 0.54 -0.13
2
RMS 0.81 0.72 0.72 0.72 0.72 0.76 0.78 0.83 0.88 1.69 3.27
Mean 0.04 0 0 0 0 -0.13 -0.22 -0.33 -0.48 0.43 0.09
In order to validate our algorithm against more data sets, we have employed our algorithm for
two more virtual stations in Urmia Lake, virtual station 2: ϕ = 37.296◦ and λ = 45.4891◦ and
virtual station 3: ϕ = 37.5144◦ and λ = 45.6231◦ (figure 4.4). This also helps us to investigate
the ability of satellite altimetry for monitoring the water level variations over different parts of
the lake with different neighboring topography.
The data sets over virtual stations 2 and 3 have been generated and the outliers have been
removed with confidence level of 97%. The corresponding waveforms in the data set have been
classified after excluding the noisy waveforms. Finally, waveforms have been retracked using
the scenario 1. Figure 4.5 and 4.6 show the result of retracking for LLH belong to the virtual
stations 2 and 3, respectively. For both virtual stations, the RMS of residual of LLH decrease
after performing our algorithm. For virtual station 2, the RMS value of residual decrease from
0.52 m to 0.47 m and the mean value of the residual also changes from 0.06 m to 0.04 m. The
RMS value of residual for original LLH time series belong to the virtual station 3 0.63 m is higher
than the RMS value for residual of LLH belong to the virtual station 2 0.52 m. However, the LLH
time series of virtual station 3 contain more measurements and show more consistency with
in situ measurements even after year 1999. For this virtual station the RMS value of residual
reaches to 0.59 m after retracking and the mean value of residual is obtained as −0.12 m. This
emphasizes the importance of choosing an appropriate location for virtual station, where the
effect of neighboring topography is minimum.
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s
Figure 4.4: Urmia Lake in Iran with depicted three virtual stations, which are defined to validate the proposed
algorithm
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LLH before retracking, RMS of residual=0.52, mean of residual=0.06
LLH after retracking, RMS of residual=0.47, mean of residual=0.04
Figure 4.5: Water level time series of Urmia Lake at virtual station 2 with ϕ = 37.296◦ and λ = 45.4891◦, before
and after retracking
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LLH before retracking, RMS of residual=0.63, mean of residual=−0.14
LLH after retracking, RMS of residual=0.59, mean of residual=−0.12
Figure 4.6: Water level time series of Urmia Lake at virtual station 3 with ϕ = 37.5144◦ and λ = 45.6231◦,
before and after retracking
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Summary and conclusion
Inspired by the lack of enough in situ measurements and large modeling error for hydrological
cycles, satellite altimetry is targeted to investigate the possibility of being an independent space
sensor. The application of satellite radar altimeter over the inland water has been explored and
proven by many research studies. Following previous studies, we have investigated to develop
a concrete algorithm to improve the quality of water level time series over non-ocean surfaces.
Similar to the previous studies, we have used the altimetry waveform retracking algorithms
to improve the quality of satellite altimetry for in land water studies. However, we proposed
to perform an unsupervised classification procedure on the waveforms to achieve different
groups with different possible shape of waveforms. This unsupervised classification is based
on finding the modal and median waveforms in each data set and computing the amount of
heterogeneity by comparing the modal and median waveforms. However, assessing on the
case studies of this study reveals that existing noisy waveforms deteriorate the compuatation
of heterogeneity index of data sets.
Therefore, we have developed an automatic algorithm to find the noisy waveforms and exclude
them from the data sets. The classifying of the waveforms helps us to choose and employ an
appropriate retracking algorithm for each group. By employing the appropriate retracking
algorithm over the waveforms, a modified, retracked LLH time series is achieved. For some
hydrological objects, due to the effect of neighboring topography and poor quality of altime-
try measurements, LLH time series before retracking are contaminated by outliers. Therefore,
outlier identification and elimination is a preliminary step before starting the classifying and
retracking procedures. All in all, the developed algorithm in this study can be summarized in
the below list:
1. Outlier identification and elimination on the LLH time series
2. Excluding noisy waveforms from the data sets
3. Unsupervised classification of waveforms
4. Retracking the waveforms using appropriate algorithm
We have employed the developed algorithm for one virtual station in Balaton Lake and three
virtual stations in Urmia Lake. The LLH time series after retracking is then validated against
the in situ measurements.
In Balaton Lake the error of LLH time series has increased after retracking. This was almost the
case for all kind of performed scenarios for retracking. In fact, by performing the 5β retracking
for quasi-Brown model waveforms and employing the threshold or OCOG retracking method
for quasi-specular waveforms, showed the minimum error in comparison with other scenarios.
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Although improving the LLH time series was failed, the developed algorithm in this study has
proven the idea of classifying the waveforms and then retracking them.
Unlike Balaton Lake, the errors of LLH time series for virtual stations in Urmia Lake have de-
creased after employing our algorithm. For different data sets over virtual stations of Urmia
Lake RMS error of 0.47–0.57 m is achieved for LLH time series, which imply on ∼ 10% im-
proving in accuracy of time series. For all the data sets in the three virtual stations of Urmia
Lake, the results of retracking after classifying reveal lower errors than obtained errors from
retracking approaches without classification. This again proves and emphasizes the necessity
of performing a classification procedure before retracking the waveforms.
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