Abstract. We study the existence and stability/ instability properties of standing waves for a nonlinear Schrödinger equation arising in dipolar Bose-Einstein condensate in the unstable regime. Two cases are studied: the first when the system is free, the second when gradually a trapping potential is add. In both cases this leads to the search of critical points of a constrained functional which is unbounded from below on the constraint. In the first case we prove the existence and instability of ground states by showing that the constrained functional has a so-called mountain pass geometry. In the second case we prove that, if the trapping potential is small, two different kind of standing waves appears: one corresponds to a local minima of the constrained energy functional, the other is again of mountain pass type. Despite the problem is mass supercritical and the functional unbounded from below the standing waves associated to the local minima are orbitally stable. Eventually we show that the addition of the trapping potential, however small, create a "gap" in the ground state energy level of the system.
Introduction
In the recent years the so-called dipolar Bose-Einstein condensate, i.e a condensate made out of particles possessing a permanent electric or magnetic dipole moment, have attracted much attention, see e.g. [4, 14, 18, 22, 23, 24] . At temperature much smaller than the critical temperature it is well described by the wave function ψ(x, t) whose evolution is governed by the three-dimensional (3D) Gross-Pitaevskii equation (GPE), see e.g. [4, 24, 27, 28] ,
where t is time, x = (x 1 , x 2 , x 3 ) T ∈ R 3 is the Cartesian coordinates, h is the Planck constant, m is the mass of a dipolar particle and W (x) is an external trapping potential. In this paper we shall consider an harmonic potential
where a is the trapping frequency. U 0 = 4πh 2 a s /m describes the local interaction between dipoles in the condensate with a s the s−wave scattering length (positive for repulsive interaction and negative for attractive interaction).
The long-range dipolar interaction potential between two dipoles is given by
where µ 0 is the vacuum magnetic permeability, µ dip is the permanent magnetic dipole moment and θ is the angle between the dipole axis and the vector x. For simplicity we fix the dipole This aim of this paper is to study the existence of stationary states for (1.1) satisfying (1.3) and their stability properties. In order to simplify the mathematical analysis we rescale (1.1) into the following dimensionless GPE, (1.4) i ∂ψ(x, t) ∂t = − 1 2 ∇ 2 ψ + a 2 2 |x| 2 ψ + λ 1 |ψ| 2 ψ + λ 2 (K |ψ| 2 )ψ, x ∈ R 3 , t > 0.
The dimensionless long-range dipolar interaction potential K(x) is given by
The corresponding normalization is now (1.5) N (ψ(·, t)) := ||ψ(·, t)||
|ψ(x, 0)| 2 dx = 1 and the physical parameters (λ 1 , λ 2 ), which describes the strengh of the two nonlinearities, are given in (2.2) . Note that the existence and uniqueness of solutions to (1.4) has been proved in [8] .
From now on we deal with (1.4) under the condition (1.5) and we focus on the case when λ 1 and λ 2 fulfills the following conditions To find stationary states we make the ansatz (1. 7) ψ(x, t) = e −iµt u(x), x ∈ R 3 where µ ∈ R is the chemical potential and u(x) is a time-independent function. Plugging (1.7) into (1.4) we obtain the stationary equation
and the corresponding constraint (1.9) S(1) = {u ∈ H 1 (R 3 , C), ||u|| 2 2 = 1}. In a first part of the paper we consider the situation where the trapping potential is not active, namely when a = 0. The corresponding stationary equation is just (1.10) − 1 2 ∆u + λ 1 |u| 2 u + λ 2 (K u 2 )u + µu = 0.
We recall that the energy functional associated with (1.10) is given by ( Any solution of (1.10) satisfying (1.9) corresponds to a critical point of E(u) constrained to S(1). The parameter µ being then found as the Lagrange multiplier.
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As we shall prove, under assumption (1.6) the functional E(u) is unbounded from below on S(1). This assumption being also necessary for this property. Actually when (1.6) is not satisfied then E(u) is bounded from below on S(1) and coercive.
The problem of finding solutions to (1.10) was first considered in [3] . In [3, Theorem 1.1], assuming (1.6), Antonelli and Sparber obtain, for any µ > 0, the existence of a real positive solution of (1.10), along with some symmetry, regularity and decay properties. To overcome the fact that E(u) is unbounded from below on S(1) they developped an approach in the spirit of Weinstein [26] . Namely their solutions are obtained as minimizers of the following scaling invariant functional
In [3] it is also shown that (1.6) are necessary and sufficient conditions to obtain a solution of (1.10).
In this paper we propose an alternative approach. We directly work with E(u) restricted to S(1). We obtain our solution as a mountain pass critical point. In addition we show that it is a ground state, in the sense that it is a minimal energy solution to (1.8) satisfying (1.9). We also show that the associated standing wave is orbitally unstable.
Denoting the Fourier transform of u(x) by F(u) := R 3 u(x)e −ix·ξ dx we notice that the
π, 8 3 π]. Then, thanks to the Plancherel identity, one gets (1.13)
Thus we can rewrite E(u) as (1.14)
In order to simplify the notation we define
We also set
Despite the fact that we are primarily interested in solutions satisfying (1.9), for the mathematical treatment of the problem it is convenient to consider E(u) on the set of constraints S(c) = u ∈ H s.t. ||u|| 2 2 = c . Here c > 0 and the case c = 1 corresponds to the normalization (1.9). Definition 1.1 (Mountain Pass Geometry). Given c > 0 we say that E(u) has a mountain pass geometry on S(c) if there exists a k c > 0 such that
where
It it standard, see [2] , that the mountain pass geometry induces the existence of a PalaisSmale sequence at the level γ(c). Namely a sequence (u n ) ⊂ S(c) such that
If one can show in addition the compactness of (u n ), namely that up to a subsequence, u n → u in H, then a critical point is found at the level γ(c). This is exactly what happen under the assumptions of [3] . Theorem 1.1. Let c > 0 and assume that (1.6) holds. Then E(u) has a mountain pass geometry on S(c) and there exists a couple (u c , µ c ) ∈ H×R + solution of (1.10) with ||u c || 2 2 = c and E(u c ) = γ(c). In addition u c is a ground state in the sense that
Remark 1.1. To prove that a Palais-Smale sequence converges a first step is to show that it is bounded and this is not given for free for E(u). Note also that, due to the dipolar term, our functional is not invariant by rotations. This lack of symmetry also make delicate to prove the compactness of the sequences. To overcome both difficulties we shall prove the existence of one specific Palais-Smale sequence that fulfill Q(u n ) = o(1). This localization property which follows the original ideas of [12] provide first a direct proof of the H boundeness of the sequence and also, after some work, its compactness.
To prove Theorem 1.1 we shall establish that
As we shall see V (c) contains all the critical points of E(u) restricted to S(c). Actually we also have
Let us denote the set of minimizers of E(u) on V (c) as
(ii) Any minimizer u c ∈ M c has the form e iθ |u c | for some θ ∈ S 1 and |u c (x)| > 0 a.e. on R 3 .
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In view of Lemma 1.2 each elements of M c is a real positive function multiply by a constant complex factor. Also, as we shall see in Remark 4.1, at least one element u of M c is radially symmetric in the (x 1 , x 2 ) plane and axially symmetric with respect to the x 3 axis, i.e.
Our next result connect the solutions found in [3] with the ones of Theorem 1.1. Then setting c = ||v|| 2 2 we have that E(v) = γ(c). Remark 1.2. Since we do not know if nonnegative solutions of (1.10) are, up to translations, unique it is not possible to directly identify the solutions of [3] with the ones at the mountain pass level.
Concerning the dynamics under (1.6) the global well posedness for (1.4) is not guaranteed. The problem is L 2 super-critical and energy estimates do not control the H norm. Conditions for blow-up has been discussed in [8] . For this reason our assumptions are often referred to as the unstable regime. However we are able to prove the following global existence result in an open nonempty set of H.
then the solution of (1.4) with initial condition u 0 exists globally in times.
We now prove that the standing waves associated to elements in M c are unstable in the following sense. In a second part of the paper we analyse what happens to the system when one add, gradually, a confining potential. We are particularly interested in the existence of ground states and their stability but we shall also obtain the existence of an excited state.
When a > 0 the functional associated to (1.8) becomes
This functional being now defined on the space
The associated norm being ||u||
It is standard, see [7, 8] , that E a (u) is of class C 1 on Σ. Note that Σ has strong compactness properties which will be essential in our analysis. In particular the embedding Σ → L p (R 3 ) is compact for p ∈ [2, 6). This fact, that is well known and easy to prove, is shown in the Appendix for reader's convenience.
For simplicity we keep the notation S(c) for the constraint which is now given by
The following result holds. Theorem 1.5. Let c > 0 and assume that (λ 1 , λ 2 ) satisfies (1.6). Then there exists a a 0 = a 0 (λ 1 , λ 2 ) such that for any a ∈]0, a 0 ] the functional E a (u) restricted to S(c) admits two critical points. One, denoted u 1 a , is a local minimizer and the second one u 2 a corresponds to a mountain pass critical level. In addition (1) u 1 a and u 2 a are real, non negative, radially symmetric in the (x 1 , x 2 ) plane and axially symmetric with respect to the x 3 axis.
, where γ(c) is the least energy level of E, the functional without the trapping potential.
We underline that the change of geometry of the constrained energy functional is primary due to the Heisenberg uncertainty principle, see e.g. [20] ,
Using (1.18) the energy functional E a (u), thanks to Gagliardo-Nirenberg inequality, fulfills for some constant C > 0. The fact that E a (u) admits a local minima is closely related to the previous inequality that implies in particular that
A qualitative picture is given by Figure (1) . (2) we see that the ground state is given by the local minimizer and from Theorem 1.5 (3) that there is a discontinuity at a = 0 in the energy level of the ground state (which for a = 0 corresponds to γ(c) > 0). Thus the addition of a trapping potential, however small, create a gap in the ground state energy level of the system.
As final result we prove the following stability result. Theorem 1.6. The standing wave corresponding to the local minimum u 1 a is orbitally stable. To prove Theorem 1.6 we use the classical arguments of Cazenave-Lions [10] after having shown that it is possible to restrict the stability analysis to a proper subset of S(c). Note however that the energy E a (u) is unbounded from below on S(c) for any a ≥ 0. It is somehow surprising that in the unstable regime there exists orbitally stable standing waves. Figure 1 . Qualitative behavior of E(u) (left) and E a (u) (right). In figure (b) the three curves mimic the behavior E a (u) for three different values of a.
We have choosen not to consider in this paper the question of stability of the standing waves corresponding to u 2 a . We conjecture that it is strongly unstable. Note however that, due to the fact that the geometry of E a (u) on S(c) is more complex than the one of E(u), in particular the analogue of Lemma 3.3 does not hold, the treatment of this question probably requires new ideas. We end our paper by an Appendix in which we prove a technical result concerning the Palais-Smale sequences associated to E a (u). Just before we make a remark on how Theorem 1.5 relates to the results of [4, 7] where another dimensionless GPE is retained.
In the sequel we mainly consider the first case of (1.6), namely λ 2 > 0, λ 1 − 4 3 πλ 2 < 0, the second case follows by a similar treatment.
Acknowledgements. The second author thanks P. Antonelli and C. Sparber for a discussion on the interest of showing that the solutions of [3] are orbitally unstable.
Derivation of our dimensionless GPE
In order to obtain a dimensionless GPE from (1.1) we introduce the new variables
Plugging (2.1) into (1.1), dividing by h √ N γ 3/2 and then removing all˜we obtain the dimensionless GPE
under the normalization
4πh 2 γ and the dimensionless long-range dipolar interaction potential K(x) is given by
3. Proof of Theorem 1.1
First we show that any constrained critical point belongs to V (c) and that the associated Lagrange multiplier is strictly positive.
Lemma 3.1. If v is a weak solution of
Proof. The proof is essentially contained in [3] . It follows from Pohozaev identity that
Moreover, multiplying the equation by u and integrating one obtains
The two equalities imply that
To understand the geometry of E(u) on S(c) we introduce the scaling
) the energy rescales as
Proof. Using (3.2) and since it always holds that
we get (1) and (3) . Now thanks to Gagliardo-Nirenberg inequality and Plancherel identity there exists a constant C > 0 such that
and this proves (2).
Our next lemma is inspired by [9, Lemma 8.2.5].
Lemma 3.3. Let u ∈ S(c) be such that
, for any t > 0 and t = t ; (7)
Proof. Since
Now we denote
and observe that Q(u t ) = t · y(t). After direct calculations, we see that:
From the expression of y (t) and the assumption B(u) < 0 we know that y (t) has a unique zero that we denote t 0 > 0 such that t 0 is the unique maximum point of y(t). Thus in particular the function y(t) satisfies: (i) y(t 0 ) = max t>0 y(t); (ii) lim t→+∞ y(t) = −∞; (iii) y(t) decreases strictly in [t 0 , +∞) and increases strictly in (0, t 0 ].
By the continuity of y(t), we deduce that y(t) has a unique zero t > 0. Then Q(u t * ) = 0 and point (1) follows. Points (2) (3) and (5) are also easy consequences of (i)-(iii). Since
∂t 2 E(u t )| t=t = y (t * ) < 0 and t is unique we get (4) and (6) .
Then there is a sequence (µ n ) ⊂ R, such that, up to a subsequence:
Proof. The proof of Proposition 3.1 is standard and we refer to [5, Proposition 4.1] for a proof in a similar context.
Proof of Theorem 1.1. The proof requires several steps.
Step 1: E(u) has a Mountain-Pass Geometry on S(c), a MPG for short.
First let us show that letting
it is possible to choose k c > 0 such that
Indeed observe that by Gagliardo-Nirenberg inequality and Plancherel identity, for some constants
The proof of (3.4) follows directly for these two estimates taking k c > 0 small enough. Now for an arbitrary v ∈ S(c) consider the scaling given by
, t > 0. We have v t ∈ S(c) for all t > 0 and the energy rescales as
This expression of E(v t ) follows observing that
) and by a change of variable. Now under (1.6) we have that
which implies that lim t→∞ E(v t ) = −∞ thanks to Lebesgue's theorem. Just note that in the second case in (1.6), λ 2 < 0, λ 1 +
Step 2: γ(c) = inf
Let us argue by contradiction assuming that there exists a v ∈ V (c) such that E(v) < γ(c).
Since v ∈ V (c), B(v) < 0 and considering the scaling v t (x) = t 3 2 v(tx), t > 0 we deduce from (3.2) that there exists a t 1 << 1 and a t 2 >> 1 such that v
we obtain a path in Γ(c). By the definition of γ(c)
On the other hand any path g(t) in Γ(c) by continuity and Lemma 3.2 crosses V (c). This shows that max
Step 3: Existence of a localized bounded Palais-Smale sequence (u n ) ⊂ S(c) at the level γ(c).
As stated in the introduction the MPG implies the existence of a sequence (u
By using an argument due to [12] we can strenghten this information and select a specific sequence localized around V (c), namely such that dist(u n , V (c)) = o(1). To be more precise taking F as V (c) in [12, Theorem 4.1] we obtain the existence of a sequence (u n ) ⊂ S(c) such that
The fact that taking F = V (c) is possible follows from Steps 1 and 2. Now, for any fixed c > 0, it follows directly from (3.3) that the set
is bounded. On the other hand ||dQ(·)|| H −1 is bounded on any bounded set of H and thus in particular in a neighborhood of L. Now, for any n ∈ N and any w ∈ V (c) we can write
where a ∈ [0, 1]. Thus choosing (w m ) ⊂ V (c) such that
. At this point, using again (3.3), we deduce that E(u n ) = 1 6 ||∇u n || 2 2 + o(1) which proves the boundedness of (u n ) ⊂ S(c).
Step 4: For all c 1 ∈ (0, c) γ(c 1 ) > γ(c).
We shall use here the following characterization
To show (3.8) let us denote the right hand side by γ 1 (c). On one hand by Lemma 3.3 it is clear that for any u ∈ S(c) such that max t>0 E(u t ) < ∞ there exists a unique t 0 > 0 such that u t 0 ∈ V (c) and max t>0 E(u t ) = E(u t 0 ). Now E(u t 0 ) ≥ γ(c) by
Step 2 and we thus get that γ 1 (c) ≥ γ(c). On the other hand, for any u ∈ V (c), max t>0 E(u t ) = F (u) and this readily implies that γ 1 (c) ≤ γ(c). Now, recording (3.2), we get after a simple calculation, that Thus taking θ 2 = c c 1 we obtain that u θ ∈ S(c) and it follows from (3.8) that
Step 5: Convergence of the Palais-Smale sequence (u n ) ⊂ S(c).
From
Step 3 we know that there exists a bounded Palais-Smale sequence (u n ) ⊂ S(c) such that E(u n ) → γ(c) and Q(u n ) = o(1). Proposition 3.1 then implies that u n ū withū a solution of (1.10). Let us first show that we can assumeū = 0. Notice that
This implies by Plancherel identity that ||u n || 4 ≥ C > 0. At this point since ||u n || 2 2 = c, ||u n || 6 ≤ CA(u n ) 1 2 < C, the classical pqr-Lemma [11] implies that there exists a η > 0, such that Here | · | denote the Lebesgue measure. This fact, together with Lieb Translation lemma [19] , assures the existence of a sequence (x n ) ⊂ R 3 such that a subsequence of u n (· + x n ) has a weak limitū ≡ 0 in H. Now let us prove the strong convergence. Sinceū is non trivial and is a solution of (1.10) we can assume by Lemma 3.1 thatū ∈ V (c 1 ) for some 0 < c 1 ≤ c. We recall that
For a proof of the splitting property for B(u) we refer to [3] . Since E(u n ) → γ(c) the splittings give
and we also have
Sinceū ∈ V (c 1 ) we have by Step 2 that E(ū) ≥ γ(c 1 ) and we deduce from (3.12) that (3.14)
At this point from (4.4), (3.14) and using the fact that
we deduce that necessarily γ(c 1 ) = γ(c) and A(u n −ū) = o(1). By Step 4, γ(c 1 ) = γ(c) implies that c 1 = c and we can conclude to the strong convergence of (u n ) ⊂ S(c) in H.
Step 5: Conclusion
Since (u n ) ⊂ S(c) converges we deduce from Proposition 3.1 the existence of a couple (u c , µ c ) ∈ H × R which satisfies (1.10) and such that E(u c ) = γ(c). By Lemma 3.1 we see that µ c > 0. Still from Lemma 3.1 and using Step 2 we deduce that u c is a ground state.
Proof of Lemma 1.1 and Lemma 1.2
In this section we show that V (c) acts as a natural constraint and derive some properties of the set of ground states of E(u) on S(c).
Proof of Lemma 1.1. The fact that V (c) is C 1 manifold is standard. Let u be a critical point of E | V (c) , then there exist µ 1 and µ 2 such that
We need to show that µ 1 = 0. Notice that u fulfills the following equation
Multiplying (4.1) by u and integrating we get 
Thus if u c ∈ H is a minimizer of E(u) on V (c) we have
which implies that t 0 = 1 since t 0 ∈ (0, 1]. Then Q(|u c |) = 0 and we conclude that
Thus point (i) follows. Now since |u c | is a minimizer of F (u) on V (c) we know by Lemmas 1.1 and 3.1 that it satisfies (1.10) for some µ c > 0. By elliptic regularity theory and the maximum principle it follows that |u c | ∈ C 1 (R 3 , R) and |u c | > 0. At this point, using that ∇|u c | 2 = ∇u c 2 the rest of the proof of point (ii) is exactly the same as in the proof of Theorem 4.1 of [15] .
Remark 4.1. Let u * be, for u ∈ H, a Steiner symetrization of u around a plane in R 3 . Assuming that K * = K where K * is the Steiner symmetrization of K we have that E(u * ) ≤ E(u) and Q(u * ) ≤ Q(u). We refer to [25, Theorem 3] for a proof and also to [1] for general properties of Steiner symmetrization. Following exactly the proof of Lemma 1.2 we deduce that if u ∈ V (c) is such that E(u) = γ(c) then u * ∈ V (c) and E(u * ) = γ(c). This means that we can find a ground state which has the same symmetries as K, hence radially symmetric in the (x 1 , x 2 ) plane and axially symmetric with respect to the x 3 -axis.
Proof of Theorem 1.2
The aim of this section is to prove that the solutions obtained by [3] coincide with minimizers of E(u) on V (c). In [3, Theorem 1.1] the solutions of (1.10) are obtained as minimizer of the functional
.
Let us call u the minimizer of J(v) that solves for µ > 0
and set ||u|| 2 2 = c. Our aim is to show that E(u) = γ(c). Note that scaling properties of J(u) allows to find a solution for any µ > 0.
Since u satisfies (5.1) then, by Lemma 3.1, Q(u) = 0 and this implies that
It then follows by a direct calculation that
Now assume that u is not a minimizer of E(u) on V (c). Then denoting by u 0 ∈ V (c) a minimizer of E(u) on V (c) (we know that it exists by Theorem 1.1) we have that E(u 0 ) < E(u). Since u 0 ∈ V (c) we also have that
Comparing (5.2) and (5.3) we derive that J(u 0 ) < J(u) which provides a contradiction with the fact that u minimizes J(v).
Proof of Theorem 1.3
Let u(x, t) be the solution of (1.4) with u(x, 0) = u 0 and T max ∈ (0, ∞] its maximal time of existence. Then classically we have either
T max < +∞ and lim
and E(u(x, t)) = E(u 0 ) for all t < T max , if (6.1) happens then, we get
Since Q(u(x, 0)) > 0, by continuity it exists t 0 ∈ (0, T max ) such that Q(u(x, t 0 )) = 0 with E(u(x, t 0 )) = E(u 0 ) < γ(c). This contradicts the definition γ(c) = inf u∈V (c) E(u).
Proof of Theorem 1.4
The proof of Theorem 1.4 is standard and follows the original approach by Glassey [13] and Berestycki-Cazenave [6] . We recall the virial identity, see [8] and [21] for the computation,
and the fact that all real positive solutions of (1.10) belongs to Σ as given in (1.17) . This follow from the decay estimates obtained in [3] , see also [9] .
For any c > 0, we define the set , and E(v(t)) = E(v 0 ) < E(u c ). Thus it is enough to verify Q(v(t)) < 0. But Q(v(t)) = 0 for any t ∈ (0, T ). Otherwise, by the definition of γ(c), we would get for a t 0 ∈ (0, T ) that E(v(t 0 )) ≥ E(u c ) in contradiction with E(v(t)) < E(u c ). Now by continuity of Q we get that Q(v(t)) < 0 and thus that v(t) ∈ Θ for all t ∈ [0, T ). Now we claim that there exists δ > 0, such that
Let t ∈ [0, T ) be arbitrary but fixed and set v = v(t). Since Q(v) < 0 we know by Lemma 3.3 that λ (v) < 1 and that λ −→ E(v λ ) is concave on [λ , 1). Hence
Thus, since Q(v(t)) < 0, we have
It follows from E(v) = E(v 0 ) and v λ ∈ V (c) that
and this proves the claim. Now from the virial identity (7.1) we deduce that v(t) must blow-up in finite time. Recording that v 0 has been taken arbitrarily close to u c , this ends the proof of the theorem.
Proof of Theorem 1.5
This section is devoted to the proof of Theorem 1.5. Under the scaling given by (3.1) we now have
where we have set
The proof of Theorem 1.5 requires several steps.
Step 1:
There exist a a 0 > 0 such that, for any a ∈ (0, a 0 ], E a (u) has a Local Minima/Mountain-Pass geometry on S(c).
We recall, see (3.4) , that there exists a k c > 0 such that
Also by Theorem 1.1 we know that there exists a u c ∈ V (c) such that E(u) = γ(c). We consider the path
2 u c (tx), t > 0. First we fix a t 1 << 1 such that v t 1 ∈ A kc . Then, taking a > 0 sufficiently small so that
we obtain that
Thus in view of (1.19) it is reasonable to search for a minima of E a (u) inside the set A 2kc . Now, since D(v t ) → 0 as t → +∞, we still have that E a (v t ) → −∞ as t → +∞. We fix a t 2 >> 1 such that E a (v t 2 ) < 0 and define
Clearly Γ a (c) = ∅ and from (8.4) it holds that
Namely E a (u) has a mountain pass geometry on S(c).
Step 2: Existence of a local minimizer Let us prove that there exists a u 1 a ∈ A 2kc which satisfies
Because of (8.2) we see that necessarily u 1 a / ∈ C 2kc and thus u 1 a will a local minimizer for E a (u) on S(c).
Let (u n ) ⊂ A 2kc be an arbitrary minimizing sequence associated to
This sequence, being in A 2kc , is bounded and we can assume that it converges weakly to some u 1 a . To prove the strong convergence, we use the compactness of the embedding Σ → L p (R 3 ) for p ∈ [2, 6) . This gives directly that u 1 a ∈ S(c). Also since, for some C > 0, (8.5 )
a is a minimizer of I a (c). Note that since I a (|u|) ≤ I a (u), ∀u ∈ S(c) we can assume without restriction that u 1 a is real. More generally a description of the set of local minimizer as in Lemma 1.2 is available in a standard way, see for example [7] .
Step 3: Existence of a mountain-pass critical point.
Let we suppose for a moment the existence of a bounded PS sequence such that E a (u n ) → γ a (c). The proof of such claim requires some technicalities. We posponed it until the Appendix. The fact that such sequence is strongly converging then follows from the equivalent of Proposition 3.1.
Proposition 8.1. Let (u n ) ⊂ S(c) be a bounded Palais-Smale for E a (u) restricted to S(c) such that E a (u n ) → γ a (c). Then there is a sequence (µ n ) ⊂ R, such that, up to a subsequence:
Indeed, multiplying (4) and (5) by u n and integrating by parts we get
Thus by substraction and using the splittings (3.11) we get that
Thus from (8.5) we deduce that A(u n −u
Step 4: When a → 0 then E a (u To prove that E a (u 1 a ) → 0 we just need to observe that k c > 0 in (8.2) can be taken arbitrarily small and that, from (3.5) we readily have that inf u∈C 2kc E(u) → 0 as k c → 0. Then the conclusion follows from (8.
To show that E a (u 
This completes the proof of Theorem 1.5.
Proof of Theorem 1.6
In this section we prove Theorem 1.6 following the ideas of [10] . First of all we recall the definition of orbital stability. We define
Notice that here we are considering only the set of local minimizer. We say that S a is orbitally stable if for every ε > 0 there exists δ > 0 such that for any ψ 0 ∈ Σ with inf v∈Sa v−ψ 0 Σ < δ we have
where ψ(t, .) is the solution of (1.4) with initial datum ψ 0 . In order to prove Theorem 1.6 we argue by contradiction, i.e we assume that there exists a ε > 0 and a sequence of initial data (ψ n,0 ) ⊂ Σ and (t n ) ⊂ R such that the maximal solution ψ n with ψ n (0, .) = ψ n,0 satisfies
Without restriction we can assume that ψ n,0 ∈ S(c) such that (ψ n,0 ) is a minimizing sequence for E a (u) inside A 2kc . Also since A(ψ n,0 ) ≤ 2k c and (9.1) E a (ψ n (., t n )) = E a (ψ n,0 ), also (ψ n (., t n )) is a minimizing sequence for E a (u) inside A 2kc . Indeed since
by continuity we have that ψ n (., t n ) lies inside A 2kc . This proves in particular that ψ n is global for n ∈ N large enough. Now since we have proved, in Step 2 of the proof of Theorem 1.5, that every minimizing sequence in A 2kc has a subsequence converging in Σ to a local minimum on A 2kc we got contradiction.
A remark on the choice of the dimensionless GPE
In [4] , see also [7] , the authors derive from (1.1) the dimensionless equation Note that in [4, 7] the authors consider the case where (1.6) do not holds. Then the associated functional is bounded from below on S(c). When (1.6) holds, as a consequence of Theorem 1.5, the following result can be proved.
Theorem 10.1. Let c > 0 and assume that (λ 1 ,λ 2 ) satisfies the assumptions (1.6). Then there exists a ρ > 0 such that if max{|λ 1 |, |λ 2 |} < ρ then I(u) has two critical points on S(c).
One of then u 1 is a local minimizer and the other one u 2 is a mountain pass critical point. In addition we have Here m > 0 is the infimum on S(c) of the functional 
Appendix
In Step 3 of the proof of Theorem 1.5 we have assumed that E a (u) constrained to S(c) possesses a bounded Palais-Smale sequence at the level γ a (c). We now prove that it is indeed the case and we also derive additional properties of this sequence.
As in Remark 4.1 we consider Steiner symmetrizations of u such that K * = K.
Lemma 11.1. For any fixed c > 0 and any a ∈ (0, a 0 ] there exists a sequence (u n ) ⊂ S(c) and a sequence (v n ) ⊂ Σ of Steiner symmetric functions, such that (11.1)
as n → ∞. Here Σ −1 denotes the dual space of Σ and
From the definition of E a (u) and Q a (u) we get that
and thus we immediately deduce that the Palais-Smale sequence given by Lemma 11.1 is bounded. Note also that since ||u n − v n || Σ → 0, if we manage to show that u n → u strongly in Σ then the limit u ∈ S(c) will be a real, non negative, Steiner symmetric function.
Roughly speaking what Lemma 11.1 says is that it is possible to incorporate into the variational problem the information that any critical point must satisfy the constraint Q a (u) = 0. For previous works in that direction we refer to [16, 17] . Clearly it is possible to prove Step 3 of Theorem 1.1 by this approach, but here we have choosen to use the approach of [12] for its simplicity. The proof of the lemma is inspired from [17, Lemma 3.5] . Before proving Lemma 11.1 we need to introduce some notations and to prove some preliminary results. For any fixed µ > 0, we introduce the auxiliary functional
where H(u, s)(x) := e N 2 s u(e s x), and the set of paths
