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1. INTRODUCTION 
La theorie des automates et, plus prCcisCment, le theoreme de Kleene ont 
montre que la notion de rationalite’ Ctait susceptible d’interpretations non 
commutatives au delh du cadre classique de la theorie des fonctions. Nous 
faisons reference au volume A du Trait6 de S.E. Eilenberg [l] pour un expose 
definitif des methodes et des resultats et leur historique. Le present travail 
s’insere dans cette perspective et son resultat principal est une variante du 
theoreme de Hankel relative a l’etude des relations fonctionnelles (= application 
partielles) d’un mono‘ide libre A* dans un autre, B*(cf. [l], chap. IX et XI). 
Rappelons que sous sa forme classique le theoreme de Hankel caracterise une 
serie rationnelle r(x) = C r,xn par la condition que la fW x Wmatrice H telle 
que H(n, 4 = r,,,, , identiquement, ait un rang fini. Ceci revient a definir la 
rationalite de la serie formelle C r,xn par l’existence d’une relation de recurrence 
lineaire constante entre les coefficients r, , c’est-a-dire encore par la possibilitt 
d’exprimer ceux-ci par la projection sur l’anneau des coefficients des puissances 
(xp)” d’une matrice xp de dimension finie; il est commode de prendre par 
projecteur le produit de (x~)~ par deux vecteurs fixes w et a’ et l’on a alors 
formellement: 
r(x) = c Y,X” = c w * (xp)” * 2)’ * xn = w * (1 - xp . x)-i . U’. 
De facon Cquivalente, introduisant les vecteurs x”X = ZI . (+)” et x”p = 
(-w)” . v’, on voit que chaque entree H(n, m) de la matrice de Hankel H est 
&gale au produit scalaire xnX . xmp = r,,,, . 
Cette definition de la rationalite r(x) conduit immediatement a une double 
generalisation: 
(a) d’une part on peut prendre les entrees de la matrice xp et des vecteurs 21 
et v’, done des vecteurs xnX, x”p et les coefficients r, eux-m&me, dans un semi- 
anneau quelconque S; 
(b) d’autre part, on peut remplacer la variable unique x et ses puissances 
successives zn par un ensemble (fini) A et les mots du monoi’de libre A* qu’il 
engendre. 
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Les coefficients r, deviennent alors une fonction a de A* dam S et 
l’on wnsidere la drie formellec {ua * ~1: a E A*}. En wnformitC avec le cas d’une 
variable unique, cette strie sera dite rationelle (sur S) ssi il existe un morphisme p 
de A* dans un monoide de matrices de dimension$nie a entrees dans S et deux 
vecteurs fixes v et v’ tels que aa = v * up . v’ pour chaque mot a de A*; le triple 
01, v, v’) est appele un transdwttw pour a par M. Nivat(3); wmme ci-dessus on a 
C{aa*U}=V*(l-Jf)-l* v’ oh 1M = C&L . a : a E A}. Cette presentation 
n’est d’ailleurs qu’un cas particulier d’une construction abstraite plus genCrale 
developpee par Elgot et Mezei (2). Elle a pour nous l’avantage de s’interpreter 
directement du point de vue de Hankel. En effet, on peut associer a l’application 
a de A* dans S la A* x A*-matrice H dont chaque entree H(u, a’) est Cgale au 
coefficient (uu’) 01 = v * (ua’) p * v’ du mot a et, introduisant comme precedem- 
ment les vecteurs ah = v * up et a’p = a’p . v’ de meme dimension3ti d que TV, 
on a identiquement H(u, a’) = ah * a’p. Par consequent la matrice de Hankel H 
est de rang fini puisqu’elle est le produit Hh’ . H,’ de la A* x d-matrice H,’ dont 
les lignes sont les vecteurs ah par la d x A*-matrice H,’ dont les colonnes sont 
les up. De facon plus rapide, on vient done de montrer que quand l’application ol 
est d&inie par un transducteur, elle admet ce que nous appelerons une factorisa- 
tion c’est-a-dire une paire de fonctions vectorielles (h, p) de dimension finie 
satisfaisant l’identite: 
(1) (aa’) ti = ah . a’p pour tous les mots a, a’ de A*; 
qui permet l’existence de la matrice de Hankel. 
11 est clair que la condition essentielle est la finitude de la dimension puisque 
l’on peut toujours (trivialement) associer i n’importe quel a une paire d’applica- 
tions(h, p) dans les A*-vecteurs satisfaisant l’identite (1). 
Ceci constitue la partie directe du theoreme de Hankel pour a et elle n’est done 
ici que la simple consequence de la d&&ion adopt&e pour la rationalitt de la 
s&e formelle C ua * a. Reste la partie reciproque qui consisterait a etablir que a 
est definie par un transducteur quand a: A* -+ S est une application don& 
admettant une factorisation. Nous donnons une reponse positive dans le cas tres 
particulier oh a est une relation fonctionnelle entre A* et un autre mono$de libre 
B*; le semi-anneau S &ant alors le semi-anneau booleen des parties de B* et a 
une application de A* dans S telle que, pour chaque mot a de A*, aa est soit un 
mot de la base B* de S, soit la partie vide, qui est le zero, 0, de S. Ce cas cor- 
respond a celui des bimuchines de S. Eilenberg ([I, chap. XI, sect. 7). Les 
methodes lin6aires du cas classique (qui sont exclues par le caracdre booleen 
de S) sont remplacees par les methodes de [l, Proposition 12.3, chap. III, et 
Theoreme 4.2, chap. XII] dont l’usage est rendu possible par l’hypothese 
initiale que a est une fonction (= application partielle) de A* dans B*. Cette 
m&me hypothese permet de supposer que tous les vecteurs ah et up de la factorisa- 
tion (h, p) de a ont leurs coordonneea non nulles dans B*; de fait on supposera 
m&me seulement (par wmmodite) que ces wordonnees sont des elements du 
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groupe libre I?(*) engendre par le m&me ensemble B que le mondide B*. L’hypo- 
these que A* est finiment engendre ne sera pas utilide. Le r&.ultat principal de 
ce travail est done la: 
PROPRIBT~ Soit a: A* + B* me fonction. Une condition sufisante (et 
necessaire) pour quelle soit d@nie par un transducteur est qu’elle admette une 
factorisation (h, p) dont les vecteurs ont leurs coordonnees non nulles dans le groupe 
libre Bc *). 
2. VERIFICATION DE LA PROPRIBTB 
On considere une application partielle de rang finie a: A* -+ B* fixe et une 
de ses factorisations (h, p) de dimension n. On commence par verifier que I’on 
peut imposer a (A, p) des conditions supplementaires (0), (2), (3), (4) en montrant 
pour chacune de celles-ci que si elle n’etait pas remplie par (h, p) on pourrait 
trouver une autre factorization (h’, p’) qui la satisfasse ainsi que les conditions 
preddentes. 
Pour chaque indice iEI = {1,2,..., n} on note hi (resp., pi) l’application 
envoyant chaque mot a de A* sur la valeur de la i-&me coordonnee du vecteur 
aX (resp., ap); Li = (a E A* : a& # 0} et Ri = {a E A*: ap, # O}. 
Comme d’usage, le support d’un vecteur v( =ah ou ap, a E A*) est l’ensemble 
note v# des indices de ses coordonnees non nulles. 
Venons en B la premiere condition supplementaire. 
(0) PourchaqueiEIonaLi # o etR, # D. 
Preuve. Soit I’ = {ie I : Li # ia et Ri # a}. Pour chaque iE I\I’ et 
a, a’ E A* le terme ah, . a’pi du produit scalaire ah . ap est nul puisque aXi = 0 
ou a’pi = 0. Done la paire (X’, p’) oh h’ et p’ sont les restrictions a I’ de h et de p 
est encore une factorisation de 01 et satisfait (0). Q.E.D. 
(2). Pour tout a, a’ E A* (resp., i, j E I) les supports ap# et a’p# (resp., Zes parties 
R, et Rj de A*) sont egaux ou disjoints. 
Preuve. L’equivalence des deux conditions Cnoncees est Claire. En effet, 
chacune d’elles signifie que pour tout a, a’ E A*; i, j E I les relations aXi # 0, 
ahi # 0, a’& # 0 impliquent a’& # 0. 
Supposons qu’elles ne sont pas satisfaites et soit I’ l’ensemble des paires de la 
forme (i, q) ou i E I et oh q est une partie de I contenant i telle que q = ap# pour 
au moins un mot a. 
On definit deux applications x’ et p’ de A* dans les I’-vecteurs en posant pour 
chaqueaEA*eti’=(i,q)~I’: 
ahif = ahi ; 
api, = ap, si ap# = q; = 0 sinon 
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11 est clair que I’ est fini et que (A’, p’) satisfait (0) et (2). Soient a, a’ E A*. 
Les termes non nuls du produit scalaire ah’ * a’p’ sont ceux de la forme a& * a’p;. 
oh i’ = (i, a’p#) avec, par definition, i E a’p#, c’est-g-dire a’pi # 0. 11s sont 
done en correspondance biunivoque avec les termes non nuls de aX * a’p. Comme 
a& * a’p:, = a& * a’pi par d&inition pour i’ et i comme ci-dessous, on a identi- 
quement ax’ * a’p’ = ah * a’p ce qui montre que (h’, p’) est une factorisation de a. 
Q.E.D. 
(3). Pour ckaque paire f, f’ d e mats de A* il existe au plus un indice i E I tel que 
fxi ‘f’fJi # 0. 
Preuve. Supposons au contraire que les termes x, = fAj *  f’pj et xk = 
fhk *f ‘pk soient non nuls pour deux indices distincts j et k. Comme xj et xk 
figurent dans le produit scalaire fA . f ‘h = (ff’)a qui d’aprb (1) est un mot b 
de B*, on doit avoir b = x1 = xk ce qui entraine I’existence d’un Clement c 
du groupe B(*) pour lequel fA, = fAj . c et f ‘pk = c-l . f ‘pi . 
On a j, k E f ‘p# et d’aprb (2) I’ensemble F = {a E A* : ap# = f ‘p#} contient 
tous les mots dont le support du vecteur p rencontre { j, k}. De plus si a’ E F il 
existe un b’ E B* tel que b’ = (fa’) a = fA . a’p = fAi . a’p, = fhk . a’p* ce qui 
implique que a’pk = c-l . a’pj avec le m&me c que plus haut. Autrement dit, 
l’ensemble {apj * (up&l : a E Rj = Rk} est un element unique, c E B(*). Nous 
utiliserons dkorrnais exclusivement cette condition sur les indices j et k et nous 
notons qu’elle implique que si a E A* et ah, # 0 on a ah, * a’pl, = a& * c * a’pt 
pour chaque a’ E Rj = R, . 
Soient maintenant p’ la restriction de p B I’ = I\k et h’ l’application de A* 
dans les I’-vecteurs telle que pour chaque a E A* et i E I’ on ait a&’ = a& * c 
si i = j et aXk # 0 et u&’ = u& dans tous les autres cas. Les remarques precb- 
dentes montrent que (h’, p’) est une factorisation de a et on vkifie facilement 
qu’elle remplit les conditions (0) et (2). Le r&what en decoule par induction sur 
Card I. Q.E.D. 
(4) Si j et k sent dewc indices distincts pour lesquels Rj = R, , l’ensemhle Gjk = 
(apj * (ap$l E B(*) : a E Rg = Rk} est in$ni. 
Preuve. Notons MO\, p) I’ensemble des paires d’indices distincts j, k pour 
lesquels G,k est fini, M,(A, p) le nombre de celles pour lesquelles G,k est un 
singolet et M,(X, p) = Card M(h, p) - M,(h, p). On verifie facilement que 
quand Card G,* = 1 la transformation (h, p) + (X’, p’) par restriction & I\k 
decrite dans la preuve preddente a la propriCt6 que M,(x’, p’) < M,(h, p) et 
M,(h’, P’) < %(A P>. 
II suffit done, par induction, de construire une autre transformation (h, p) + 
(X, p’)(entre factorisations de u) pour laquelle M,(h’, p’) est strictement moindre 
que M,(X, p)(au prix d’un accroissement eventuel de Ml). C’est ce que nous 
faisons maintenant en supposant que M,(h, p) = 0 ainsi qu’il est loisible d’aprb 
ce qui prtdde. 
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Soit (jr , K,) une paire fixe dans M(h, p). Par hypothbe Rj, = R,,( =R) 
et il existe done une partie K de I contenant ces deux indices telle que R = 
(aEA*:ap#=K}. 
Notons E l’union de la restriction a K de la relation binaire M(X, p) sur I et de 
la diagonale de K, c’est-a-dire de ((k, k): k E K). Comme Card(Gik) < Card 
(Gi,) x Card(Gjk) pour tout i, j, K E K, la relation E est une equivalence sur R 
et nous pouvons en choisir une section KC K. 
Pour chaque a de R soit ay le K-vecteur tel que pour chaque j E K, sa coor- 
don&e ayj soit Cgale a l’element apj . up;’ de B’*) oh k = Kj est l’unique Clement 
de la section K qui appartienne a la m&me classe de E que j. 
L’ensemble C = {ar : a E R} est fini, par definition, puisque E est une Cquiva- 
lence. 
Soit maintenant I’ l’union des ensembles I\K et K x C. Pour chaque mot a 
de A*, on definit les I’-vecteurs aX’ et up’ par les conditions suivantes: 
ahi, = a/\,, et api, = api’ si i’E I\K; et pour i’ = (k, c) E K x C: ahi, = aX, ; 
api, = up, si ay = c et = 0 sinon. 
La verification que (A’, p’) est encore une factorisation de ol satisfaisant (0), (2) 
et (3) est immediate et peut Ctre omise. La contribution a M,(h’, p’) des paires 
j’, k’ E I\K est la mCme que pour (h, p) et, par construction, celle des paires dans 
K x C est nulle. Done Ma@‘, p’) est strictement moindre que n/r@, p). Q.E.D. 
(5). I1 existe un morphisme p de A* duns un monoide de I x I-matrices ci entries 
dam B( *) v  0 tel que ah = 1 X . up pour chaque mot a. 
Preuve. Soit Q l’ensemble des supports des vecteurs ah(a E A*). D’apres (0) 
et (2) on peut choisir une partie minimale fixe S de A* telle que {sp# : s E S> 
forme une partition de I. 
(5.1.). Soit maintenant a E A* don&. Nous montrons d’abord qu’il 
existe une application partielle 4 -+ 4 . a de Q dans lui-m&me telle que (fa) /\# = 
q . a pour chaque q E Q et f E F, = (f ’ E A*: f ‘X# = q}. Soient done q E Q, 
f  E F, et supposons pour commencer que (fa) X# contient un indice j. 
D’apres (0) on peut prendre un mot g E S n Rj et l’on a (fag) a! = 
(fa) Xj gp, = b pour un certain mot b de B*. Comme (X, p) est une factorisation 
de 01 on a aussi b = fh . (ag)p done d’aprb (3) b = fhi . (ag) pi pour un indice 
unique i. 
Prenons un autre mot f’ E F, . L’indice i appartient a q et l’on a done f  ‘hi . 
(ag) pi = b’ E B*. Appliquant de nouveau (3) on obtient un indice unique k 
tel que b’ = (f ‘ag) 01 = (f ‘a) & * gp, . 
Les equations qui viennent d’&tre &rites donnent: 
gpj = (fa) XT1 -f& * (ag) pi (# 0); 
gp, = (f ‘a) XL1 * f  ‘h . (ag) pi (f 0). 
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Par consequent gp* + gp-l est 6gal au produit: 
pi = (fu) x,-l *f& *f’&l * (f’a) A,. 
De plus j, k Egp# ce qui implique Rj = Ri, d’aprks (2). 
Gardant f et f I, soit g’ un autre mot de Rj . Le m&me raisonnement que ci- 
dessus donne un indice i’ et une equation: 
fb ’ (ug’) pi’ = (fU) Aj ’ g’pj # 0. 
Comme k (resp. i’) appartient d’apres (2) au support commun de gp et g’p 
(resp.fh et f ‘A) on a aussi l’bquation: 
f ‘hi, . (ug’) pi’ = (f ‘a) A, * g’pk # 0. 
On en deduit que g’pt . g’p;’ est Cgal au produit pr* obtenu en remplacant par 
i’ l’indice i dans l’expression de pi . 
Done l’ensemble Gjk = {g”pj * g”pi’ : g” E Ri = Rh} contient au plus Card I 
ClCments. Comme I est fini, la condition (4) montre que l’on doit avoir j = k. 
Ceci etablit l’assertion annoncke. 
(5.2.). Revenant aux calculs precedents, on voit que (S &ant IixCe) l’indice 
i ne depend que de a, j et 4. L’equation b = (fu) A, * gp, = fhi . (ug) pi montre 
que, de m&me, le rapport: 
f&l . (fu) A, = (ug) pi . gp;l (= Xji) 
est independant du choix de f dans F, . On peut done definir une q x q * u- 
matrice not&e am, ayant une et une seule entree non nulle (= xii) dans chaque 
colonne qui satisfasse identiquement (fu) h = fA . am, pour chaque f E F, . 
(5.3.). Posons I’ = Q x I et pour chaque mot a definissons la I’ x I 
matrice up par la condition que pour tout q, q’ E Q son bloc (q, q’) soit la matrice 
nulle si q’ # qu et sinon qu’il soit la matrice am, qui vient d’&tre kite. Par 
construction toutes les entrees non nulles de ut.~ sont dans B(*) et on v&&e 
directement que (au’) p = up * a’~ pour tout a, a’ E A*. On v6rifie de meme que 
l’on a identiquement ah’ = lx’ . up ou ah’ est le I’-vecteur tel que ah;,,+, = a& 
ou 0 selon que q = uA# ou non. 
Enfin, d’apres (3) il correspond a chaque q E Q un indice unique i = i, pour 
lequel fhi . lpi # 0 quand f EFP. On definit les I’-vecteurs up’ par up’ = up * 
IP@ E A*\11 et ~P;~,o = lpi ou = 0 selon que i = i, ou non. 
On a done identiquement: 
(uu’) ol = (uu’) x . Ip = (uu’) A’ lp’ = IA’ . (au’) /.L * Ip’ 
= lh’ . up, . a’p . lp’ = ax’ . a’p’ 
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ce qui montre que (A’, p’) est une factorisation de 01. 11 suffit de la substituer a 
(A, p) pour satisfaire (5). Q.E.D. 
La construction precedente ne conserve que les conditions (0) et (3). Nous 
supposerons done desormais que (A, p) satisfait (0), (3) et (5), et nous faisons 
enfin jouer l’hypothese que l’image de 01 appartient au sous-monoide B* du 
groupe B(*). 
(6). Pour chaque indice i de I l’ensemble L,X,( ={a& : a E Li}) est contenue duns B* 
et ses mots n’ont pas de facteur droit commun non trivial (c’est-&dire duns BB*). 
Preuve. Par induction sur le nombre des indices pour lesquels (6) n’est pas 
remplie en remplacant la factorisation (A, p) par une factorisation (AS, S-rp) oh 
6 est une certain .Z x I matrice diagonale dont les entrees non nulles sont dans 
B(*) et au plus une de ces dernieres est differente de 1. 11 est clair qu’une telle 
transformation preserve (0), (3) et (5). Soit done i E I fixe. 
Prenons un mot g E Ri quelconque et soit d le plus long facteur droit commun 
(dans B*) des mots de (L,g)ol. On definit la matrice S par Sii = (g&l d et on 
effectue la transformation correspondante. Ceci permet de supposer desormais 
gp, = d. On a (ag) 01 = a/\, . d E B* pour tout a EL, . Done, d’apres le choix 
fait de d, tous les aX, sont des mots de B* et ils n’ont pas de facteur droit commun 
dans BB* = B*\l. Q.E.D. 
FIN DE LA VERIFICATION DE LA PROPRIBTB 
11 reste seulement a montrer que si a E A*, i, j E I et ap(i, j) = c E B(*), on a 
bien c E B*. Soit done f E Li . On a f& . c = (fa) hi oh fhi et (cfa) Aj sont des mots 
de B* d’apres la premiere partie de (6). La seconde partie de cette m&me con- 
dition montre que, ou bien L,& est un mot unique qui est ntcessairement 1, 
auquel cas c = (fa) Aj E B*, ou bien il existe un autre mot f  ‘ E Li tel que 
fAi = b et f  ‘Ai = b’ ne se terminent pas par la m&me lettre de B. Dans ce second 
cas, supposant c Ccrit sous forme reduite, l’un au moins des deux produits 
fhi . c et f  ‘Ai . c est aussi sous forme reduite. Comme ces produits sont Cgaux 
respectivement aux mots (fa) hj et (f 'a) Ai de B* ceci implique que c E B* et 
acheve la preuve de la prop&t& Q.E.D. 
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