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We present a theory of the spin Hall magnetoresistance of metals in contact with magnetic in-
sulators. We express the spin mixing conductances, which govern the phenomenology of the effect,
in terms of the microscopic parameters of the interface and the spin-spin correlation functions of
the local moments on the surface of the magnetic insulator. The magnetic-field and temperature
dependence of the spin mixing conductances leads to a rich behaviour of the resistance due to an in-
terplay between the Hanle effect and spin mixing at the interface. Our theory provides a useful tool
for understanding the experiments on heavy metals in contact with magnetic insulators of different
kinds, and it predicts striking behaviours of the magnetoresistance.
Introduction- The spin-orbit coupling (SOC) in metals
and semiconductors leads to a conversion between the
charge and spin currents, which results in the spin Hall
effect (SHE) and its inverse effect [1–13]. A manifestation
of the SHE in a normal metal (NM) is a modulation of
the magnetoresistance (MR) with respect to the direction
of the applied magnetic field when the metal is in contact
with a magnetic insulator (MI) in NM/MI structures [14–
16]. This effect, called the spin Hall magnetoresistance
(SMR), has been observed in several experiments [17–21].
The origin of the SMR is the spin-dependent scattering
at the NM/MI interface which depends on the angle be-
tween the polarization of spin Hall current and the mag-
netization of the MI [18, 22]. The latter can be controlled
by magnetic fields.
Although the theory of SMR [18, 22] is well estab-
lished and provides a qualitative description of the effect,
it does not describe the dependence of the resistivity on
the strength of the applied magnetic field B, nor on the
temperature T . The spin mixing conductances, which
are at the heart of the SMR effect, have traditionally
been regarded as phenomenological parameters in every
experiment, because their computation was thought to
be a formidable task which could only be carried out by
ab initio methods [23–27]. Recent experiments [28–30]
show, however, that the SMR effect depends both on
B [29] and on T [28–30], and that the magnetic state of
the MI plays an important role for SMR. Furthermore,
the magnetic field alone leads to the Hanle magnetore-
sistance (HMR) [31, 32], which has an identical angular
dependence to SMR [32], but is not requiring an MI.
Despite the fact that SMR and HMR have different ori-
gins, they cannot always be easily separated in experi-
ments, which adds onto the uncertainties of interpreting
the experimental data. It is, therefore, desirable to have
a theory of SMR which has predictive power about the
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dependence of the spin mixing conductances on B and
T and is able to cover a wide range of magnetic system,
from classical to quantum magnets.
In this letter, we present a general theory of the elec-
tronic transport in NM/MI structures. We describe the
spin-dependent scattering at the NM/MI interface via a
microscopic model based on the sd coupling between lo-
cal moments on the MI surface and itinerant electrons in
the NM. The temperature and magnetic-field dependence
of the interfacial scattering coefficients is obtained by
expressing them in terms of spin-spin correlations func-
tions. The latter are determined by the magnetic behav-
ior of the MI layer. As examples, we study the MR of a
metallic film adjacent to either a paramagnet (PM) or a
Weiss ferromagnet (FM). At low temperatures, we find a
striking non-monotonic behavior of the MR as a function
of B, which we explain in terms of an interplay between
the SMR and HMR effects. Our model provides a tool
to reveal, by MR measurements, magnetic properties of
NM/MI interfaces.
Model and Method - We consider an NM in contact with
an MI, as shown in Figure 1. We assume both layers to
be homogeneous in the (x, y) plane and the NM/MI in-
terface to be located at z = 0. The system Hamiltonian
reads H = HNM+HMI+Vsd, where HNM is the Hamilto-
nian of a disordered metal with SOC and Zeeman field,
HMI is the Heisenberg Hamiltonian in a magnetic field,
and Vsd describes the coupling at the NM/MI interface.
We model the interface by an exchange interaction be-
tween local moments and itinerant electrons
Vsd = −Jsd
∑
i
Si · s(ri), (1)
where Si is the spin operator of the local moment, s(ri)
is the operator of the itinerant spin density at position
ri, and Jsd is the sd -coupling constant at the NM/MI in-
terface. We assume that the metal is strongly disordered,
such that the mean-free path l is much smaller than both
the thin-film thickness dN and the spin-relaxation length
λs. For such a diffusive motion of the electron in the thin
ar
X
iv
:1
90
3.
10
55
8v
3 
 [c
on
d-
ma
t.m
es
-h
all
]  
20
 Ju
n 2
01
9
2FIG. 1. Sketch of a Hall bar fabricated from a thin metallic
film (blue) deposited on the surface of a magnetic insulator
(brown). The longitudinal (VL) and Hall (VH) voltages are
sensitive to variations of the charge current occurring under
the influence of the spin-dependent scattering at the inter-
face. The inset shows the basic process responsible for SMR:
an electron with charge −e and Fermi velocity vF moving
randomly in the metal scatters off the surface of the magnetic
insulator and interacts with a local moment Si. The SMR
corrections are expressed in terms of the interfacial exchange
field, the spin-flip rate, and the spin dephasing rate, which all
depend on the magnetic state of the local moments, and thus,
can be controlled by magnetic fields and temperature.
film, the events of interaction with the local moments lo-
cated on the surface of the MI appear as spikes of short
duration, randomly distributed along the semiclassical
trajectory of the electron. The precise positions of the
spikes on the trajectory is clearly unimportant, because
the trajectory is sufficiently random. In this diffusive
limit, we may allow ourselves to displace the local mo-
ments in a random fashion on the scale of l without any
consequence for the disorder-averaged quantities, as long
as we are interested in the dependence of those quantities
on a larger scale, set by λs. Thus, we arrive at consid-
ering a fictitious layer of thickness b in which both the
itinerant electrons and the local moments coexist, with
the latter being randomly distributed but maintaining
their spin-spin coupling. We apply the Born-Markov ap-
proximation to H in this b-layer, with Vsd in Eq. (1) as
perturbation. Although the thickness b should be kept
small (b ∼ l), we obtain physically meaningful results by
sending first l→ 0 in the diffusive limit, and only in a sec-
ond step b→ 0, going thus through an intermediate stage
of the calculation in which l  b  λs. This order of
taking the limits represents a significant simplification in
the derivation, because powerful disorder-averaging tech-
niques devised for homogeneously distributed impurities
in the metal can be applied here to calculate the spin-
relaxation tensor inside the b-layer in a local continuum
approximation [33].
To simplify the magnetic problem, we employ the
Weiss mean-field theory for HMI. In this approximation,
the state of the magnetic system is a product state of
individual local moments, yielding
〈Siα(t)Sjγ〉 = δij〈Siα(t)Siγ〉+ (1− δij)〈Siα〉〈Sjγ〉. (2)
The equilibrium properties of the local moments are de-
termined by the spin expectations 〈Sα〉 and 〈S2α〉 (α =
x, y, z), which depend on T and B. We do not consider
here the feedback effect of the itinerant electrons on the
local moments; the latter act merely as a spin bath on
the itinerant electrons.
In this approach, we arrive at the usual continuity
equation for the non-equilibrium spin bias µs in the metal
(including the b-layer) following a standard derivation
µ˙αs −
1
eνF
∂iJ
α
s,i − ωLαγκnγµκs = −Γακµκs , (3)
where superscript Greek indices denote spin projections
(α = {x, y, z}) and subscript Latin indices denote cur-
rent directions (i = {x, y, z}), n = B/B is the unit vec-
tor of the B-field, e is the elementary charge (e > 0),
νF is the density of states per spin species at the Fermi
level, αβγ is the antisymmetric tensor, and repeated in-
dices are implicitly summed over. The spin current Jαs,i
has units of electrical current, with −Jαs,i/2e giving the
amount of spin with polarization α transported in direc-
tion i through a unit cross section and per unit of time.
Both the Larmor precession frequency, ωL, and the spin
relaxation tensor, Γακ are inhomogeneous in space due
to the b-layer insertion. Specifically, for the geometry in
Figure 1, we have
ωL(z) = ωB −
n2DimpJsd
~
〈Sˆ‖〉δb(z), (4)
where ωB = gµBB/~, with g ≈ 2 being the electron g-
factor and µB the Bohr magneton, n
2D
imp is the number
of local moments per unit area at the MI/NM interface,
Sˆ‖ = Sˆ · n is the longitudinal spin operator, and δb(z)
equals to 1/b in the b-region and zero elsewhere. In the
limit b → 0, δb(z) tends to the Dirac δ-function. The
second term on the right-hand side in Eq. (4) describes
the interfacial exchange field. For instance, this field is
particularly well pronounced in Al/EuS, leading to a di-
rectly measurable splitting of the density of states in the
superconducting regime [34, 35].
The spin relaxation tensor in Eq. (3) reads
Γακ(z) =
δακ
τs
+
[
δακ
τ⊥
+
(
1
τ‖
− 1
τ⊥
)
nαnκ
]
δb(z), (5)
where τs is the spin relaxation time in the NM. We as-
sume the spin relaxation in the NM to remain isotropic
for the experimentally relevant magnetic fields, B .
10 T. Indeed, the Pauli paramagnetism has a weak effect
on the SOC-induced spin relaxation at the Fermi level,
because the density of states is almost spin-independent,
ν↑F ≈ ν↓F ≡ νF , owing to the large Fermi energy of the
NM. In Eq. (5), τ‖ and τ⊥ denote, respectively, the lon-
gitudinal and transverse spin relaxation times per unit
3length for the itinerant electron in the b-region. In our
notations, T1 = bτ‖ is the relaxation time of the longi-
tudinal spin component S‖ = S · n, and T2 = bτ⊥ is
the decoherence time of the transverse spin components
S⊥ = n × (S × n). Within the Born-Markov approxi-
mation [36], we obtain
1
τ‖
=
2pi
kBT
n2DimpνFJ
2
sdωmnB (ωm) [1 + nB (ωm)] |〈Sˆ‖〉|,(6)
1
τ⊥
=
1
2τ‖
+
pi
~
n2DimpνFJ
2
sd〈Sˆ2‖〉, (7)
where nB(ω) = 1/(e
~ω/kBT − 1) is the Bose-Einstein dis-
tribution function and ωm = ωB − 〈Sˆ‖〉
∑
j Jij/~, with
Jij being the coupling constant of the Heisenberg ferro-
magnet. In deriving Eqs. (6) and (7), we assumed that
the correlator 〈Sα(t)Sβ〉 for a spin on the MI surface can
be approximated by the corresponding correlator for a
spin deep in the bulk of the MI. The difference between
1/τ‖ and 1/τ⊥ is entirely due to the ordered magnetic
state of the local moments at the interface.
To derive the boundary condition for the NM/MI in-
terface, we integrate Eq. (3) over z in the b-layer (−b <
z < 0), assuming that µs is almost constant and inde-
pendent of time,
− 1
eνF
Jυs,z
∣∣z=0
z=−b = bωLυγκnγµ
κ
s −
(
b
τs
+
1
τ⊥
)
µυs
−
(
1
τ‖
− 1
τ⊥
)
nυ(n · µs). (8)
Next we take the limit b → 0 and write the boundary
condition in a customary way [21, 37]
− eJs,z(0) = Gsµs +Grn× (n× µs) +Gin× µs, (9)
where we set Js,z = 0 at z = −b, because, by construc-
tion, the electron does not penetrate into the MI beyond
the b-layer. The spin dependent conductances read
Gs = −e2νF 1
τ‖
, (10)
Gr = e
2νF
(
1
τ⊥
− 1
τ‖
)
, (11)
Gi = −e
2
~
n2DimpνFJsd〈Sˆ‖〉. (12)
It is customary to call the complex quantity G↑↓ = Gr +
iGi spin-mixing conductance [37], whereas Gs is some-
times called spin-sink conductance [21]. We note that Gs
originates entirely from spin-flip processes and can, there-
fore, be unambiguously associated with magnon emission
and absorption. In contrast, Gr does not have a physical
meaning on its own. However, the combination Gr −Gs
is proportional to the spin decoherence rate (1/τ⊥) of
the itinerant electron at the NM/MI interface. It follows
from Eq. (7) that a part of Gr − Gs is due to spin-flip
processes (1/2τ‖), and hence is identical in nature to Gs,
whereas the other part is due to spin dephasing. The
purely dephasing contribution is Gr − 12Gs and it origi-
nates from almost elastic spin-scattering processes, which
do not involve a spin exchange with the MI. Thus, Gs and
Gr − 12Gs correspond to different physical processes and
have, therefore, distinct dependences on B and T . Fi-
nally, Gi is a measure of the interfacial exchange field
and it is proportional to the MI magnetization.
Results and Discussion- We plot the quantities Gi,
Gr − 12Gs, and − 12Gs as functions of B for a PM in Fig-
ure 2a and as functions of T for a FM in Figure 2b. In the
isotropic regime (τ‖ = τ⊥), we have Gr = Gi = 0, and
Gs = − 23G0S(S + 1). In the strongly magnetized regime
(τ‖  τ⊥), we have Gr = G0S2, Gi = G0S/(piνFJsd),
and Gs ≈ 0. Here, G0 = pi~n2Dimp(eνFJsd)2 is a charac-
teristic scale of the spin-dependent conductances. We
estimate a value of G0 ≈ 3.8× 1013Ω−1m−2 for a typical
n2Dimp = 5 × 1018m−2 and νFJsd = 0.1. This estimate
is compatible with values of spin mixing conductances
reported in experiments [21, 30, 39].
Next we consider a ferrimagnet consisting of two
species of local moments (Sa and Sb). In the mean-field
approximation, no interference terms occur between dif-
ferent species and our results above are modified only
by selectively weighting each species by its concentration
on the surface (n2Da and n
2D
b ) and taking into account
its possibly different coupling strength (Jasd and J
b
sd). It
is possible to obtain a situation in which the interfacial
exchange fields of the two local-moment species closely
compensate each other, resulting in Gi  Gr —a condi-
tion which is believed to hold for Pt thin films deposited
on Y3Fe5O12 (YIG) [39] and which would otherwise not
be possible in a simple ferromagnet, because Gi is the
largest spin mixing conductance for νFJsd  1. The
Gi-compensation condition for a ferrimagnet, thus, reads
n2Da J
a
sdS
a − n2Db JbsdSb = 0, which differs from the mag-
netization compensation condition, n3Da S
a − n3Db Sb = 0,
and allows for the possibility of having a finite magneti-
zation even when Gi = 0. And vice versa, the Ne´el order
parameter of an antiferromagnet can manifest itself as an
interfacial exchange field, provided the Gi-compensation
condition is not fulfilled. We remark that, for YIG, we
have Sa = Sb = 5/2 and n3Da /n
3D
b = 3/2. And for
the Pt/YIG-[001] interface, we have n2Da = n
2D
b and
Jasd ≈ Jbsd. A small difference between Jasd and Jbsd may
originate from different crystal fields for the Fe3+ cation
on the tetrahedral (a) and octahedral (b) sublattice of
the garnet.
Despite the fact that YIG has been the material of
choice in most experimental studies of SMR, recent ex-
periments started studying also other MIs [14, 29, 40–
43]. Here, we would like to draw attention to an effect
due to Gi which, to the best of our knowledge, has been
overlooked theoretically and which could appear rather
puzzling when observed experimentally. This effect con-
sists in a negative, linear-in-B magnetoresistance, which
arises from an interplay between SMR and HMR featur-
ing a non-local Hanle effect. And despite the fact that
4FIG. 2. The spin dependent conductances Gx (x = s, r, i) arranged in combinations of − 12Gs, Gr − Gs, and Gi to describe,
respectively, the spin flips (magnon emission), the spin dephasing (no spin transfer to MI), and the interfacial exchange field. (a)
The dependence on B for a PM insulator at T = 1 K. (b) The dependence on T for an FM insulator with a Curie temperature
of TC = 100 K. The conductnaces are measured in units of G0 =
pi
~n
2D
imp(eνFJsd)
2. The sd-coupling constant is Jsda
−3
c = 0.2
eV [38], which is parameterized by the lattice constant of the NM, ac = 0.4 nm. Other parameters: S = 2, νFJsd ' 0.08, and
n2Dimpa
2
c = 0.5.
the novel effect is primarily due to Gi, we keep Gr and
Gs in the expressions below for completeness.
We make use of the boundary condition in Eq. (9) and
follow closely the derivation of the SMR and HMR ef-
fects [18, 22, 29, 32], obtaining the corrections to the
longitudinal (ρL) and transverse (ρT ) resistivity of the
Hall-bar setup in Figure 1
ρL ' ρD + ∆ρ0 + ∆ρ1
(
1− n2y
)
,
ρT ' −ρDωcτnz + ∆ρ1nxny + ∆ρ2nz, (13)
where ρD is the Drude resistivity and ωcτ is the Hall an-
gle, with ωc = eB/mc being the cyclotron frequency and
τ being the momentum relaxation time. The combined
SMR+HMR resistivity corrections read [29]
∆ρ0 = θ
2
SHρD[2−R(Gs, λs)],
∆ρ1 = θ
2
SHρD {R(Gs, λs)− Re [R(Gs −G↑↓,Λ)]} ,
∆ρ2 = θ
2
SHρDIm [R(Gs −G↑↓,Λ)] , (14)
where θSH is the spin Hall angle, λs =
√Dτs, with
D = 1/2e2νF ρD being the diffusion constant, G↑↓ =
Gr + iGi is the complex spin mixing conductance, 1/Λ =√
1/λ2s + iωB/D, and the auxiliary function R(G, `) is
defined as
R(G, `) = 2`
dN
tanh
(
dN
2`
)
1− ρDG` coth
(
dN
2`
)
1− 2ρDG` coth
(
dN
`
) . (15)
For Λ = λs, we recover the SMR corrections [18, 22],
whereas for Gs = Gr = Gi = 0, we recover the HMR
corrections [31, 32]. We remark that, in general, it is
important to take into account Gs [21, 29], which is not
negligible in the paramagnetic regime, see Figure 2. The
corrections in Eq. (14) were used in Ref. 29 to explain
the unusual behavior of SMR in Pt/LaCoO3 in the high-
temperature limit.
For a PM or FM at sufficiently low temperatures, the
scale to reach saturation represents only a relatively small
portion of the experimentally accessible B-field range.
The SMR effect develops quickly with increasing B and
saturates as shown by the blue solid line in Figure 3a.
The SMR effect is dominated by Gi for
Gr −Gs  G2iλsρD coth (dN/λs), (16)
which requires that n2Dimp  (~/e2ρDλs) tanh (dN/λs).
At the same time, the HMR effect develops gradually
and becomes relevant only for large B as shown by the
red solid line in Figure 3a. In experiment, the HMR ef-
fect is well pronounced at relatively large magnetic fields,
B . 10 T [32]. In the region of intermediate B, denoted
as “interference region” in Figure 3a, the interplay be-
tween the SMR and HMR effects can lead to negative
differential MR (∂ρL/∂B < 0). This behavior would not
be so surprising if it occurred solely when Gi and ωB
had opposite signs. Indeed, Gi is a measure of the inter-
facial exchange field, which is a singular field created at
the NM/MI interface by the sd coupling in Eq. (1). The
signs of Gi and ωB are equal to each other for Jsd > 0 and
opposite for Jsd < 0. For electrons diffusing over a char-
acteristic length scale ` ∼ min(dN , λs), the interfacial
exchange field can be smeared near the interface over `
and superimposed onto ωB , obtaining an average Larmor
frequency ωL = ωB + Gi/e
2νF `. One could na¨ıvely ex-
pect that the HMR effect, which is proportional to ω2B for
all experimentally relevant B-field values, to become pro-
portional to ω2L =
(
ωB +Gi/e
2νF `
)2
, generating, thus,
after squaring a cross term proportional to ωBGi. For
5(d)< 0Jsd
Jsd > 0
FIG. 3. (a) Interplay between SMR and HMR effects for Jsd > 0 and MI in the paramagnetic regime. The blue and red solid
lines show, respectively, the SMR and HMR effects in the absence of one another. Between the SMR regime (small B) and the
HMR regime (large B) an intermediate “interference” region occurs, where anomalous behavior, marked by the straight black
line, is possible due to a non-local Hanle effect and its interplay with SMR. The dashed line À shows the qualitative behavior
of ∆ρ1(B) for the non-local interference, whereas line Á shows it for the local interference. (b) Same as in (a), but for Jsd < 0
and with lines Â and Ã corresponding, respectively, to the non-local and local regimes of interference. (c) Separation of the
parameter space (dN , Gi) into different regimes of interference. The red dashed line shows the critical value of Gi in Eq. (17)
as a function of dN . The regions À-Ã correspond to the four kinds of behavior shown in (a) and (b). The color code shows
the sign of ∂ρL/∂ωB at constant Gi and ωB → 0. (d) Sketch of the spin accumulation at the thin-film interfaces as created
by the SHE and altered by the SMR effect. The SMR effect suppresses the spin density at NM/MI interface and rotates it
by a finite angle, θSMR, about the magnetization direction. In the absence of overlap between the two spin accumulations
(orange and green), the Hanle effect acts locally at each interface and alters the spin accumulation in an expected manner,
quite similarly to the SMR effect, see text. The overlap between the two spin accumulations makes it possible for the Hanle
effect from the NM/vacuum interface to affect significantly the spin accumulation at the NM/MI interface, especially when the
latter is strongly suppressed due to SMR. With applying a B field, the component µys(z = 0) can exhibit an increase instead
of the decrease which one could na¨ıvely expect from the local Hanle effect.
Jsd < 0, this term would then naturally lead to a nega-
tive MR. Quite surprisingly, we find a negative MR even
for Jsd > 0, provided Gi exceeds a certain critical value.
To investigate the origin of the anomalous behavior of
the MR, we expand ∆ρ1 in Eq. (14) in powers of ωB at
constant Gi and set, for simplicity, Gr = Gs = 0. The
coefficient in front of the linear-in-ωB term changes sign
at the critical value of Gi given by
G2i,c =
sinh2(dN/2λs)
2λ2sρ
2
D cosh(dN/λs)
[
λs
dN
sinh
(
dN
λs
)
− 1
]
. (17)
We find several qualitatively different behaviors of the
MR, illustrated by the dashed lines in Figure 3a-b. The
lines À–Ã correspond to the regions in the parameter
space (dN , Gi) shown in Figure 3c, obtained by plot-
ting the magnitude of the linear-in-ωB term. The critical
value in Eq. (17) as a function of dN is shown in Figure 3c
by the red dashed line. Thus, for Jsd > 0, the anomalous
behavior manifests itself in a segment of negative MR on
line À, marked by the black straight line in Figure 3a.
The dependence shown by line Á is consistent with the
physical picture given above, in which the Zeeman and
exchange fields can be superimposed locally with one an-
other, giving rise to a shifted-to-the-left parabolic B-field
dependence for ∆ρ1(B), on top of the fully developed
SMR gap. The dependence shown by line À cannot be
understood in terms of a local interplay between the SMR
and HMR effects occurring at the NM/MI interface. We
remark that no anomalous behavior occurs in a semi-
infinite space, at one interface. Therefore, it is essential
to involve in the explanation the NM/vacuum interface,
which has a spin accumulation oriented predominantly
6opposite to, but not strictly anti-aligned with the spin
accumulation at the NM/MI interface.
We illustrate the spin accumulations occurring in the
SMR effect at both interfaces in Figure 3d. Since the
SMR effect suppresses significantly the spin accumula-
tion µs(0) at the NM/MI interface, the Hanle effect
occurring near that interface induces a rather small
change of spin accumulation, which represents mainly
a rotation about the B-field axis, such as δµs(0) ∝
ωB [n× µs(0)]. In contrast, the Hanle effect occurring
near the NM/vacuum interface induces, in the same
fashion, a relatively larger change of spin accumulation,
δµs(dN ) ∝ ωB [n× µs(dN )]. By means of diffusion or, in
other words, when the film is so thin that the spin accu-
mulations of both interfaces overlap with each other (see
orange and green parts of µys in Figure 3d), a non-local
interplay between SMR and HMR effects takes place.
In particular, for a magnetic field along z as shown in
Figure 3d, the Hanle effect at the NM/vacuum interface
brings in a µxs component generated from a µ
y
s compo-
nent of opposite sign (green part of µys). After diffus-
ing across the thin film thickness, the µxs component is
converted back into a µys component at the NM/MI in-
terface, due to the interfacial exchange field. The longi-
tudinal resistivity correction is governed by the change
in the y-component of the spin bias across the sam-
ple [22, 32], ∆ρL ∝ µys(dN ) − µys(0). A negative MR
is obtained when the difference µys(0) − µys(dN ) grows
with applying a magnetic field, i.e. when the spin bias
across the sample increases with B. This usual behav-
ior is obtained also for the quantity µys(0) alone, al-
though we find that the difference µys(0) − µys(dN ) be-
gins to increase with B at a smaller critical Gi than
the value at which µys(0) begins to increase. Neverthe-
less, the physical picture leading to such a striking ef-
fect is common to both quantities: The µxs component
generated from a large negative spin accumulation at
the NM/vacuum interface is converted into a µys com-
ponent at the NM/MI interface due to Gi, obtaining a
non-local contribution δµys(0) ∝ −ωBGie−dN/λsµys(dN ).
This non-local contribution competes with the one gener-
ated locally by the Hanle effect at the NM/MI interface,
δµys(0) ∝ ωBµxs (0). Notably, µxs (0) is suppressed for large
Gi as ∝ 1/Gi, which makes the correction generated lo-
cally small. From the balance of the local and non-local
corrections to µys(0), we recover the exponential depen-
dence of the critical Gi in Eq. (17) for large dN  λs,
namely Gi,c ∝ e−dN/2λs . Thus, we conclude that the
transition from positive to negative MR for Jsd > 0
occurs when the non-local interplay between HMR and
SMR dominates over the local one.
In the case of Jsd < 0, see Figure 3b, a negative MR is
not unusual, since the Zeeman and exchange fields have
opposite signs and can, thus, compensate each other to
some extent. In this case, one would expect a shifted-to-
the-right parabolic B-field dependence for ∆ρ1(B), on
top of the fully developed SMR gap. This expectation
is, indeed, met when the magnitude of Gi is smaller than
the critical value in Eq. (17), see line Ã in Figure 3b.
As for line Â, which corresponds to a large negative Gi
(Gi < Gi,c < 0), its behavior resembles qualitatively that
of line Ã, and can not be reliably identified in the absence
of the reference curves showing the pure SMR and pure
HMR separately. Nevertheless, the anomalous behavior
originating from the non-local interplay between SMR
and HMR consists here in having a positive slope in the
beginning of the interference region, as marked by the
straight black line in Figure 3b.
With the help of our theoretical model we explore fur-
ther several examples that illustrate the non-monotonic
behavior of the MR in a realistic system and show how
it evolves with temperature. Specifically, we assume that
the MI can be described as a Weiss ferromagnetic in-
sulator. It exhibits a spontaneous finite average mag-
netization, 〈Sˆ‖〉, at temperatures below the Curie-Weiss
temperature Tc. The B- and T - dependence of 〈Sˆ‖〉 is
obtained by solving the transcendental equation,
〈Sˆ‖〉 = −SBS
[
S(~ωB − 6〈Sˆ‖〉Jm)/T
]
, (18)
where BS(X) is Brillouin function and Jm is the coupling
constant between nearest neighbours in the Heisenberg
model. This expression also describes a PM insulator
after setting Jm = 0.
We compute the longitudinal resistivity from Eqs. (13-
15). The spin-dependent conductances, Eqs. (10-12),
are determined from the relaxation times in Eqs. (6-7),
which can be obtained after substitution of magnetiza-
tion 〈Sˆ‖〉 from Eq. (18) and spin-spin correlation func-
tion 〈S2‖〉 from relation 〈S2‖〉 = S(S + 1) + coth[(~ωB −
6〈Sˆ‖〉Jm)/2T ]
〈
S‖
〉
. Figure 4 summarizes our results for
a PM and a FM insulators. The dashed lines in Figure
4a-d correspond to a field applied in y-direction, whereas
the solid lines to a field in z-direction. It is in the latter
situation that the predicted anomalous behavior becomes
evident.
As one might anticipate, the non-monotonic behavior
is best pronounced at low temperatures for which the
spin-dependent conductances Gs, Gr, and Gi saturate
after applying a relatively small magnetic field. We have
chosen the parameters such that the solid curves in Fig-
ure 4a-d correspond to the predicted anomalous behav-
iors À and Â in Figure 3a-b. In the PM case, Figure
4a-b, the anomalous differential MR starts at finite fields
when Gi is sufficiently large, cf. Figure 2a. In contrast,
in the FM case, Gi is large enough even at small fields
due to the spontaneous magnetization, and the anoma-
lous behaviors are already seen for B → 0 and over a
larger range of temperatures below Tc, see Figure 4c-d.
In the FM case one also obtains the SMR gap, defined as
∆G := ρL(B ≡ Bz → 0)− ρL(B ≡ By → 0).
In Figure 4e-f, we show ρL(B) in the FM case for a
field in z-direction and different values of the NM thick-
ness, dN . In accordance to Eq. 17, by changing dN one
tunes the critical value of Gi and hence the behavior of
the MR changes. For the chosen parameters in Figure
7FIG. 4. (a-d) Relative longitudinal resistivity, [ρL(Bi)− ρL(By → 0)]/ρD, as a function of magnetic field B applied along main
directions (B ≡ Bi with i = x, y, z). Solid lines show the case B ≡ Bz (or B ≡ Bx, which is equivalent), whereas dashed
lines shows the case B ≡ By. Panels (a,b) correspond to a PM insulator, whereas panels (c,d) to a FM insulator with a Curie
temperature of TC = 100 K. Panels (a,c) and (b,d) correspond, respectively, to positive and negative sd-coupling constant,
Jsda
−3
c = ±0.1 eV [38, 44], respectively. The NM thickness is chosen as dN = 2 nm and the different curves correspond to
different temperatures. (e-f) Different to above, relative longitudinal resistivity, [ρL(Bz) − ρL(Bz → 0)]/ρD, as a function of
magnetic field B applied in z-direction, for a FM insulator which couples to NM with a coupling constant: (e) Jsda
−3
c = +0.1 eV
and (f) Jsda
−3
c = −0.1 eV. The temperature is chosen as T = 10 K and the different curves correspond to different thickness. In
all panels we have chosen the following values of other parameters: θSH = 0.1, λs = 3.0 nm, ρD = 1.0×10−6 Ωm, n2Dimpa2c = 0.5,
S = 2, |νFJsd| ' 0.04, and ac = 0.4 nm.
4e-f, the thickest film exhibits the normal behavior, see
red solid lines in Figure 4e-f, whereas thinner films show
the anomaly in the MR, blue and green dashed lines.
Thus, our modelling shows that the anomalous behavior
is expected to be observed in MIs with sufficiently large
values of Gi. This can be achieved for example in insu-
lating FMs with large local moments, as for example in
EuS or EuO [35, 45, 46].
Conclusions- We have presented a theory of the SMR
effect from a microscopic perspective, in which SMR re-
lates to the microscopic processes of spin relaxation at the
NM/MI interface. Our theory covers a wide range of MIs
and can be used to investigate the effect of a magnetic
field and temperature on MR in NM/MI Hall-bar setups
and beyond. We found a non-local interplay between
SMR and HMR which gives rise to a negative linear-in-
magnetic-field MR. Our theory provides a useful tool for
understanding present and future experiments and it has
the potential to evolve into a full-fledged technique to
measure the magnetic properties of the NM/MI inter-
faces, focusing exclusively on probing the very surface of
the MI.
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