Quadrature-based moment methods for polydisperse multiphase flow modeling by Yuan, Cansheng
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2013
Quadrature-based moment methods for
polydisperse multiphase flow modeling
Cansheng Yuan
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Chemical Engineering Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Yuan, Cansheng, "Quadrature-based moment methods for polydisperse multiphase flow modeling" (2013). Graduate Theses and
Dissertations. 13540.
https://lib.dr.iastate.edu/etd/13540
Quadrature-based moment methods for polydisperse multiphase flow modeling
by
Cansheng Yuan
A dissertation submitted to the graduate faculty
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
Major: Chemical Engineering
Program of Study Committee:
Rodney O. Fox, Major Professor
Z.J. Wang
Dennis R. Vigil
James C. Hill
Hailiang Liu
Iowa State University
Ames, Iowa
2013
Copyright c© Cansheng Yuan, 2013. All rights reserved.
ii
DEDICATION
I would like to dedicate this thesis to my wife Yue Hou and to my parents without whose
support I would not have been able to complete this work. I would also like to thank my friends
for their loving guidance during the writing of this work.
iii
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
CHAPTER 1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Polydisperse Multiphase Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Modelling Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Mesoscopic Modeling Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Quadrature-Based Moment Method(QBMM) . . . . . . . . . . . . . . . . . . . 5
1.5 Report Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
CHAPTER 2. Conditional Quadrature Method of Moments for Kinetic
Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Moment Methods for Kinetic Equations . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1 Kinetic equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2 Moment transport equations . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.3 Quadrature-based moment methods . . . . . . . . . . . . . . . . . . . . 15
2.3 Conditional Quadrature Method of Moments(CQMOM) . . . . . . . . . . . . . 16
2.3.1 Theoretical foundation of CQMOM . . . . . . . . . . . . . . . . . . . . 17
2.3.2 Exact quadrature of an N -point distribution . . . . . . . . . . . . . . . 22
2.3.3 Adaptive quadrature of continuous distributions . . . . . . . . . . . . . 23
2.4 Realizable Moment Transport with CQMOM . . . . . . . . . . . . . . . . . . . 28
iv
2.4.1 Spatial fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.2 Acceleration terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.3 Collisions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.5 Numerical Examples and Discussion . . . . . . . . . . . . . . . . . . . . . . . . 34
2.5.1 Application to N -point distributions . . . . . . . . . . . . . . . . . . . . 34
2.5.2 Application to particle trajectory crossing . . . . . . . . . . . . . . . . . 36
2.5.3 Application to the Riemann shock problem . . . . . . . . . . . . . . . . 43
2.5.4 Application to non-isothermal granular flow . . . . . . . . . . . . . . . . 45
2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
CHAPTER 3. Extended quadrature method of moments on population bal-
ance equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2 Moment Methods for Population Balance Equations . . . . . . . . . . . . . . . 54
3.2.1 Population balance equation . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2.2 Moment equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3 Extended Quadrature Method of Moments(EQMOM) . . . . . . . . . . . . . . 56
3.3.1 A non-negative approximation for the NDF . . . . . . . . . . . . . . . . 57
3.3.2 The moment-inversion problem . . . . . . . . . . . . . . . . . . . . . . . 57
3.3.3 Gamma EQMOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3.4 Beta EQMOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.3.5 The EQMOM moment-inversion algorithm . . . . . . . . . . . . . . . . 61
3.4 Moment Closure with EQMOM . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4.1 Choice of kernel density function . . . . . . . . . . . . . . . . . . . . . . 63
3.4.2 EQMOM approximation of integrals . . . . . . . . . . . . . . . . . . . . 64
3.4.3 EQMOM approximation of hyperbolic terms . . . . . . . . . . . . . . . 65
3.4.4 EQMOM approximation of the moment equations . . . . . . . . . . . . 66
3.5 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.5.1 Evaporation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.5.2 Condensation problems . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
v3.5.3 Breakage problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.5.4 Aggregation/coalescence problems . . . . . . . . . . . . . . . . . . . . . 80
3.5.5 Coupled phenomena . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
CHAPTER 4. Multiphase flow application: Bubbly Flows . . . . . . . . . . . 86
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2 Governing Equations of Bubbly flows . . . . . . . . . . . . . . . . . . . . . . . . 87
4.3 Numerical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.3.1 Reconstruction of joint velocity-mass NDF . . . . . . . . . . . . . . . . 89
4.3.2 Closure of moment transport equations for bubble phase . . . . . . . . . 92
4.3.3 Closure for coupling term . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.3.4 Fluid solver in OpenFOAM . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.4 Overview of Delft Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.5.1 Narrow distribution case . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.5.2 Continuous distribution cases . . . . . . . . . . . . . . . . . . . . . . . . 107
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
APPENDIX A. CQMOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
A.1 Adaptive 1-D Quadrature Algorithm . . . . . . . . . . . . . . . . . . . . . . . . 114
A.2 Conditional Quadrature Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 119
A.2.1 2-D continuous distributions . . . . . . . . . . . . . . . . . . . . . . . . 120
A.2.2 3-D continuous distributions . . . . . . . . . . . . . . . . . . . . . . . . 122
A.3 Finite-Volume Quadrature Errors . . . . . . . . . . . . . . . . . . . . . . . . . . 127
A.3.1 Volume-averaging error . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
A.3.2 Flux error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
APPENDIX B. EQMOM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
B.1 Comparison of EQMOM with EM method . . . . . . . . . . . . . . . . . . . . . 129
B.2 Realizability for beta and gamma EQMOM . . . . . . . . . . . . . . . . . . . . 129
vi
B.2.1 Canonical moments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
B.2.2 Treatment of realizability with EQMOM . . . . . . . . . . . . . . . . . . 131
vii
LIST OF TABLES
2.1 2-D optimal moment set with γ > 7 needed for 16-node quadrature
(total 48). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 3-D optimal moment set with γ > 7 needed for 64-node quadrature
(total 256, permutations not shown). . . . . . . . . . . . . . . . . . . . 24
2.3 Weight ratios for 1-D quadrature of a Gaussian distribution. . . . . . . 27
2.4 Third-order moments used (X) in six permutations of 8-node quadrature. 29
2.5 Eight permutation combinations used in a 3-D, energy-conserving, flux-
splitting algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.6 Abscissas used to construct moments for 8-point quadrature. . . . . . . 35
3.1 Relative moment errors at t = 3 for Case 9. . . . . . . . . . . . . . . . 81
4.1 Boundary conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.2 Bubble and liquid properties. . . . . . . . . . . . . . . . . . . . . . . . 99
4.3 Bubble distribution for narrow distribution case. . . . . . . . . . . . . 100
4.4 Bubble size distribution for continuous distribution case. . . . . . . . . 110
viii
LIST OF FIGURES
1.1 Polydisperse multiphase flows in practical situations. . . . . . . . . . . 2
1.2 Range of validity of Euler-Euler models based on the dispersed-phase
Knudsen number. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Particle trajectory crossing for (a) Euler-Euler models (b) Mesoscopic
models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 QBMM scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5 Road map of report. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Four examples of 8-point quadrature. (a) Exact quadrature with the
u1 abscissas sufficiently well separated (1 = 0.3, 2 = 0). (b) Exact
quadrature with two u1 abscissas separated by 1 = 6 × 10−4 (2 = 0).
(c) Adaptive quadrature using (2,3,1) permutation (1 = 2 = 0). (d)
Adaptive quadrature using (2,3,1) permutation with two u3 abscissas
separated by 2 = 0.1 (1 = 0). . . . . . . . . . . . . . . . . . . . . . . . 37
2.2 1-D crossing jets at four different times using 8-node adaptive quadra-
ture. The weights and abscissas for only one permutation are shown
and unused abscissas with zero weight are set to zero by the adaptive
algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.3 Particle density and mean velocity of 2-D crossing jets at two different
angles using 8-node adaptive quadrature at t = 10. . . . . . . . . . . . 40
2.4 2-D Taylor-Green flow with fluid drag (St = 0.32). . . . . . . . . . . . 42
2.5 2-D crossing jets with elastic collisions using 8-node adaptive quadra-
ture. The number density for the inlet jets is ρ = 1× 10−3. . . . . . . . 43
ix
2.6 Riemann shock problem with 8-node adaptive quadrature. The weights
and abscissas for the (1,2,3) permutation are shown. . . . . . . . . . . 44
2.7 Riemann temperature shock problem with 8-node adaptive quadrature.
The weights and abscissas for the (1,2,3) permutation are shown. . . . 45
2.8 Grid refinement study of Riemann temperature shock problem with τ =
∞. The weights and abscissas for the (1,2,3) permutation are shown. . 45
2.9 Non-isothermal granular flow problem with 8-node adaptive quadrature.
The weights and abscissas for the (1,2,3) permutation are shown. The
molecular dynamics (MD) data (symbols) are from Galvin et al. (2007). 47
3.1 Beta EQMOM results for the time evolution of the NDF in Case 1 at
selected times t with n = 4. Symbols: beta EQMOM. Lines: exact NDF. 68
3.2 Beta EQMOM results for the relative moment errors mk,error in Case 1
with n = 4 and different Nα. . . . . . . . . . . . . . . . . . . . . . . . . 69
3.3 Beta EQMOM results for the relative moment errors mk,error in Case 1
for different n and Nα = 80. . . . . . . . . . . . . . . . . . . . . . . . . 70
3.4 Beta EQMOM results for the NDF in Case 2 at t = 1 with n = 4.
Symbols: beta EQMOM. Lines: exact NDF. . . . . . . . . . . . . . . . 71
3.5 Beta EQMOM results for the relative moment errors mk,error in Case 2
with n = 4 and different Nα. . . . . . . . . . . . . . . . . . . . . . . . . 72
3.6 Beta EQMOM results for the time evolution of the NDF in Case 3 at
selected times t with n = 4 and N1 = N2 = 80, N3 = N4 = 5. Symbols:
beta EQMOM. Line: exact NDF. . . . . . . . . . . . . . . . . . . . . . 73
3.7 Beta EQMOM results for the relative moment errors mk,error in Case 3
with different n and Nα. . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.8 Gamma EQMOM results for the NDF in Case 4 at t = 10 with n = 4
and Nα = 5. Symbols: gamma EQMOM. Line: exact NDF. . . . . . . 75
3.9 Beta EQMOM results for the NDF in Case 5 at t = 20 with n = 3 and
Nα = 5. Beta EQMOM (symbols). Exact NDF (line). . . . . . . . . . 76
x3.10 EQMOM results at t = 10 for Case 6 with n = 2 and Nα = 4. . . . . . 77
3.11 Reconstructed NDF at t = 10 for Case 7 with n = 1 and different N1.
Symbols: beta EQMOM. Line: exact NDF. . . . . . . . . . . . . . . . 78
3.12 Time evolution of m0,error for Case 7 with n = 1 and Nα = 100 (solid),
500 (dashed), 2000 (dash-dot). . . . . . . . . . . . . . . . . . . . . . . . 79
3.13 Reconstructed NDF for Case 8 at t = 10. Symbols: gamma EQMOM.
Line: exact NDF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.14 Time evolution of relative moment errors for Case 8 with n = 3 and
Nα = 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.15 Reconstructed NDF at t = 3 for Case 9. Symbols: gamma EQMOM
with n = 4 and Nα = 5. Line: exact NDF. . . . . . . . . . . . . . . . . 81
3.16 Relative moment errors for Case 10 found using gamma EQMOM with
n = 1 and N1 = 2. m0: solid. m2: dashed. . . . . . . . . . . . . . . . . 82
3.17 Gamma EQMOM predictions with n = 4 for Case 11. Line: gamma
EQMOM at t = 1000. Symbols: self-preserving NDF from Vemury and
Pratsinis (1995). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.18 Gamma EQMOM predictions with n = 1 for Case 12 at selected times.
Symbols: gamma EQMOM. Lines: exact NDF. . . . . . . . . . . . . . 84
3.19 Gamma EQMOM predictions for Case 13 with n = 3 and selected values
of kc and ke at t = 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.1 Setting of bubble column. Left: size of bubble column. Right: seven
aeration patterns of inlet B1 . . . . . . . . . . . . . . . . . . . . . . . . 99
4.2 Volume fraction comparison for pattern 1. Left: time average result of
QBMM simulation. Right: experimental result . . . . . . . . . . . . . . 101
4.3 Comparison of simulated time-average bubble volume fraction and ex-
perimental data for pattern 1 at z = 0.70m. . . . . . . . . . . . . . . . 101
xi
4.4 Comparison of simulated time-average liquid axial velocity and experi-
mental data for pattern 1 at different location. Left: time average result
of QBMM simulation. Right: experimental result (solid line), two-fluid
model simulation in . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.5 Volume fraction comparison for pattern 2. Left: time average result of
QBMM simulation. Right: experimental result . . . . . . . . . . . . . . 103
4.6 Comparison of simulated time-average liquid axial velocity and experi-
mental data for case 2 at z = 0.05m and z = 0.70m. Left: time average
result of QBMM simulation. Right: experimental result (solid line) ,
two-fluid model simulation (dash line) . . . . . . . . . . . . . . . . . . 104
4.7 Volume fraction comparison for pattern 3. Left: time average result of
QBMM simulation. Right: experimental result . . . . . . . . . . . . . . 104
4.8 Comparison of simulated time-average liquid axial velocity and experi-
mental data for case 3 at z = 0.05m and z = 0.70m. Left: time average
result of QBMM simulation. Right: experimental result (solid line) ,
two-fluid model simulation (dash line) . . . . . . . . . . . . . . . . . . 105
4.9 Volume fraction comparison for pattern 4. Left: time average result of
QBMM simulation. Right: experimental result . . . . . . . . . . . . . . 105
4.10 Comparison of simulated time-average liquid axial velocity and experi-
mental data for case 4 at z = 0.05m and z = 0.70m. Left: time average
result of QBMM simulation. Right: experimental result (solid line) ,
two-fluid model simulation (dash line) . . . . . . . . . . . . . . . . . . 106
4.11 Volume fraction comparison for pattern 5. Left: time average result of
QBMM simulation. Right: experimental result . . . . . . . . . . . . . . 107
4.12 Comparison of simulated time-average liquid axial velocity and experi-
mental data for case 5 at z = 0.05m and z = 0.70m. Left: time average
result of QBMM simulation. Right: experimental result (solid line) ,
two-fluid model simulation (dash line) . . . . . . . . . . . . . . . . . . 108
xii
4.13 Comparison of simulated time-average bubble volume fraction and ex-
perimental data for pattern 5 at different location. Left: time average
result of QBMM simulation. Right: experimental result (solid line) ,
two-fluid model simulation (dash line) . . . . . . . . . . . . . . . . . . 109
4.14 Bubble mass distribution for continuous distribution case. . . . . . . . 110
4.15 Instantaneous mean bubble diameter (m) and σ from EQMOM for con-
tinuous distribution simulationsat t=10s. . . . . . . . . . . . . . . . . . 111
4.16 Instantaneous weight profile of sixth node for continuous distribution
simulations. From left to right: t=3s, 6s, 8s, 10s. . . . . . . . . . . . . 112
B.1 Beta EQMOM and EM reconstructed distribution functions for n = 2
and selected sets of canonical moments. . . . . . . . . . . . . . . . . . . 130
xiii
ACKNOWLEDGEMENTS
I would like to take this opportunity to express my thanks to those who helped me with
various aspects of conducting research and the writing of this thesis. First and foremost,
Dr. Rodney O. Fox for his guidance, patience and support throughout this five years. Every
discussion with him will generate some nice ideas or solutions to my problem. His optimistic
and encouraging words have always inspired me and guide my for completing my research.
I would also like to thank my committee member for their efforts and contributions to this
work: Dr. Z.J. Wang, Dr. Dennis R. Vigil, Dr. Hailiang Liu and Dr. James C. Hill. I would
additionally like to thank colleague Alberto and Varun for their help throughout the initial
stages of my graduate career.
xiv
ABSTRACT
Polydisperse multiphase flows arise in many applications, and thus there has been consider-
able interest in the development of numerical methods to find solutions to the kinetic equations
used to model such flows. However, the direct numerical solution of the kinetic equations is
intractable for most applications due to the large number of independent variables. A use-
ful alternative is to reformulate the problem in terms of the moments of the number density
function (NDF), yet the resulting moment transport equations are not closed for flows away
from the equilibrium limit. To attain closure, Quadrature-based moment methods (QBMM) is
proposed. QBMM reconstruct NDF from a set of moments, which is the key step and named
moment-inversion algorithm, then use NDF to close the moment transport equations.
By different function approximation, two types of moment-inversion algorithm can be de-
termined. The first type is approximate NDF by Dirac delta function. Quadrature method
of moments (QMOM) has been proposed to handle three-dimensional problem for this type
of approximation. However, the positivity of NDF cannot be guaranteed by QMOM. There-
fore, a novel moment-inversion algorithm, based on 1-D adaptive quadrature of conditional
velocity moments, is introduced and shown to yield NDF which is always promise positivity.
This conditional quadrature method of moments (CQMOM) can be used to compute exact
N-point quadratures for multi-valued solutions, and provides optimal approximations of con-
tinuous distributions. In order to control numerical errors arising in volume averaging and
spatial transport, an adaptive 1-D quadrature algorithm is formulated for use with CQMOM.
The use of adaptive CQMOM in the context of QBMM for the solution of kinetic equations is
illustrated by applying it to problems involving particle trajectory crossing, Riemann problem,
and granular flow.
The drawback of Dirac delta function approximation has two fold, one is when large num-
bers of nodes are required to achieve the desired accuracy, the moment-inversion problem can
xv
become ill-conditioned. Another is value of NDF cannot be provided in QMOM or CQMOM
when it is necessary in some applications. To conquer these disadvantages, a new generation
of quadrature algorithm is introduced that uses an explicit form for the distribution function.
This extended quadrature method of moments (EQMOM) approximates the distribution func-
tion by a sum of classical weight functions, which allow unclosed source terms to be computed
with great accuracy by increasing the number of quadrature nodes independent of the num-
ber of transported moments. EQMOM is used to solve a population balance equations with
evaporation, aggregation and breakage terms and compare the results with analytical solutions.
This novel quadrature methods EQMOM is then applied to simulate bubbly flow. Bubble-
column reactors are widely used in the biological, chemical and petrochemical industries. The
accurate design of these reactors depends largely on the complex fluid dynamics of gas-liquid
two-phase flows that still remains inadequately understood. Modeling of the fluid dynamics of
gas-liquid bubble columns is therefore a challenging task. The Euler-Euler method is widely
used in industry to simulate bubble columns. However, accurately predicting polydisperse
bubbly flow is a nontrivial task due to the complexity of the bubble number density function,
which can involve up to four internal coordinates including size and velocity. To describe
polydisperse bubbles, a joint velocity-mass NDF f(t,x,v, ξ) for bubbles is adopted. QBMM
is applied to solve the kinetic equation of the joint velocity-mass NDF using EQMOM. It
is coupled with an incompressible Navier-Stokes solver for the liquid phase. In this model,
transport equations for the joint velocity-mass moments are derived from a kinetic equation for
the NDF and closure is attained using a monokinetic NDF: f(t,x,v, ξ) = δ (v −U(ξ))n(ξ),
which is valid in the limit of small bubble Stokes number. The pure moments of mass are used
to reconstruct n(ξ) with EQMOM, while the joint moments determine the conditional velocity
U(ξ). Forces including buoyancy, drag, virtual-mass and lift are accounted for. The injection
with a narrow bubble size distribution cases are used to validate the model with experimental
data from the literature. Other cases with a continuous size distribution injection show the
ability of new model to handle polydisperse bubbles. Results demonstrate that the onset of
segregation is sensitive to the bubble size distribution and, thus, an accurate solution for the
size-dependent fluxes is required when simulating polydisperse bubbly flows.
1CHAPTER 1. Introduction
1.1 Polydisperse Multiphase Flows
Polydisperse multiphase flows arise in many types of industrial equipment used in chem-
ical engineering. This includes, for example, bubble columns (Fig. 1.1(a)), fluidized beds
(Fig. 1.1(b)), flame reactors, and equipmet for liquid-liquid extraction. Understanding and
prediction of multiphase flows are critical in efficiently designing, optimizing and scaling up
such industrial systems. Polydisperse multiphase flows are also common in other area, such
as spray combustion (Fig. 1.1(c)), particulate transport in the atmosphere (Fig. 1.1(d)), he-
licopter brownout (Fig. 1.1(e)), and volcanic eruptions (Fig. 1.1(f)). One important common
character of polydisperse multiphase flows is that it is possible to identify a continuous phase
and a dispersed phase. In the context of multiphase flows, disperse means that one or more
of the phases is composed of clearly identifiable discrete entities such as solid particles, drops
or bubbles and polydisperse means that properties of the dispersed-phase entities can vary for
each entity, e.g., particles might have different sizes, densities, compositions.
1.2 Modelling Approach
With advancements in computational power and techniques of computational fluid dynamics
(CFD), there has been considerable interest in developing tractable computational models for
predicting polydisperse multiphase flows. This is not, however, a trivial task. The modeling
challenges lie in dealing with a wide range of scales, such as a wide range of volume fractions,
inertial particles with a wide range of Stokes numbers, collision-dominated to collision-less
regimes, and both very small and very large granular temperature. All these variations in
physical phenomena may be involved in the same flow (Passalacqua et al. , 2010).
2(a) Bubble column (b) Fluidized Bed
(c) Spray combustion (d) Particulate transport in the atmosphere
(e) Helicopter brownout (f) Volcanic eruptions
Figure 1.1 Polydisperse multiphase flows in practical situations.
3Figure 1.2 Range of validity of Euler-Euler models based on the dispersed-phase Knudsen
number.
The most accurate and detailed simulation is using microscopic models. These models use
direct numerical simulation (DNS) to solve the governing equations with sufficiently fine grids so
that not only continuous phase are fully resolved, but the dispersed phase is also resolved to the
particle shape level. However, the computational cost of microscopic simulation is unaffordable
for the thousands or even million of particles appearing in industrial scale equipments. Thus,
microscopic models are used to simulate only a few particles to provide closure for mesoscopic
and macroscopic models.
Motivated by the need for simulating large scale equipments, macroscopic models, derived
by volume or ensemble averaging of microscopic models, have been proposed; these are usually
referred to as Euler-Euler models. The advantage of macroscopic models is the relatively small
computational cost making it possible to simulate industrial processes. However, macroscopic
models are not applicable for large particle Knudsen number flow (Fig. 1.2), which is far
from equilibrium state. The most obvious example that can be used to demonstrate non-
equilibrium behavior is particle trajectory crossing (PTC), governed by collisionless boltzmann
equations. If the particle Knudsen number is sufficiently small, few collisions happen when two
jets of particles cross each other; the expected trajectories are shown in Fig. 1.3(b), which is
simulated with mesoscopic models. However, due to specifying only one value of velocity for
particles in macroscopic models, even without collision, two jets will generate a mean velocity
flow after crossing, as shown in Fig. 1.3(a). The reason mesoscopic models can capture the
4(a) Euler-Euler models (b) Mesoscopic models
Figure 1.3 Particle trajectory crossing for (a) Euler-Euler models (b) Mesoscopic models.
correct physical phenomenon is that it is based on kinetic description of particles that allows
for multiple velocities at each location, so that it can handle PTC very naturally and easily.
Therefore, mesoscopic models can be used for simulation of multiphase flows while at the same
time achieving affordable cost and satisfactory accuracy.
1.3 Mesoscopic Modeling Approach
In the formulation of Mesoscopic models, the number density function (NDF) plays a key
role. The NDF is defined as the number of particles per unit volume with a given set of
values for the mesoscopic variables. In Chapter 2, the mesoscopic variables are velocities
governed by kinetic equations, while in Chapter 3, the variable is particle size and we deal with
population balance equations (PBE). The basic properties of NDF include non-negative and
physical realizability of NDF (e.g. size of particles can not be negative) and these will constrain
the moment-inversion algorithm in Sec. 1.4.
At present, there are two classes of methods that can be used to find accurate solutions
to the kinetic equation: (i) direct solvers that discretize velocity phase space (Beylich , 2000;
Broadwell , 1964; Gatignol , 1975; Nicodin & Gatignol , 2006; Ogata et al. , 2007) and (ii)
Lagrangian methods (Bird , 1994). However, the computational cost of using either of these
methods is prohibitive in many applications due to high dimensionality of phase spaces (e.g.
7 for kinetic equations). For Lagrangian methods, the coupling error will occur when the
5Figure 1.4 QBMM scheme.
continuous phase is involved. Moreover, in most applications we are not interested in knowing
the exact form of the velocity distribution function; knowledge of its lower-order moments
is sufficient (Struchtrup , 2005). Therefore, an Eulerian model based on kinetic equations is
derived, referred to moment methods.
The general idea of moment methods is to increase the number of transported moments
(more than the Euler-Euler models) so that it is applicable to all Knudsen number and Stokes
numbers. As will be shown in next chapter, the moment transport equations derived from
kinetic equations are often not closed. To attain closure, quadrature-based moment methods
is proposed.
1.4 Quadrature-Based Moment Method(QBMM)
The basic idea of QBMM is to use the known transported moments to reconstruct the
unknown number density function (f∗) and then to compute the unclosed terms in the moment
transport equations with NDF, As can be seen in Fig. 1.4. The key technical challenge with
QBMM is development of efficient moment-inversion algorithms for multi-dimensional phase
spaces (Fox , 2008) that can be extended to reconstruct the NDF using higher-order moments,
a problem that is closely related to the classical problem of moments (Dette and Studden, 1997;
Fialkow , 2008; Fialkow & Nie , 2010; Fialkow & Petrovic , 2005; Favard , 1935; Shohat and
Tamarkin, 1943; Stroud , 1971).
Considering the properties of NDF, accuracy requirement and computational cost, three
necessary requirements of the moment-inversion algorithm should be satisfied:
(i) Positivity: By definition, the NDF is nonnegative. Thus, the reconstructed NDF should
be nonnegative for all values of its independent variables.
(ii) Realizability: The mesoscopic variables may take on physically realizable values in a
finite subset of phase space. For example, the particle size is always positive and the particle
6surface area has a lower bound. The reconstructed NDF should be nonzero only for physically
realizable values of the mesoscopic variables.
(iii) Extendible to arbitrary order: In order to increase the accuracy of the moment closure,
it is often necessary to increase the order of the moment set used for reconstruction. Thus, the
moment-inversion algorithm should be able to systematically increase the order of the moments
in such a way that f∗ converges to the exact f as the order of the moments goes to innity.
In mathematics, for the moment-inversion algorithm, what people do is to assume that NDF
can be approximated by some kernel function with finite parameters, then to use the known
moments to construct system equations to solve for those parameters and obtain NDF. Accord-
ing to the form of the kernel function, there are two types of moment-inversion algorithms. The
first is based on the Dirac delta function; the second is based on certain continuous functions.
Both these methods already appear in the literature, however, those three necessary properties
of an ideal moment-inversion algorithm are difficult to obtain with existing algorithm. For
example, methods that extend to arbitrary order and are guaranteed to be positive almost
always require an iterative solver (e.g. entropy minimization methods). The existing methods
will be further reviewed in Chapter 2 and Chapter 3. These provide the motivation to develop
a quadrature-based moments method with a novel moments-inversion algorithm to satisfy all
these requirements.
1.5 Report Outline
The rest of the report is organized as follows:
1. Based on an approximation of the Dirac delta function, a positivity-defined, realizable,
non-iterative conditional quadrature methods of moment (CQMOM) algorithm is derived
and it is applied to solve kinetic equations for the solutions of particle trajectory crossing,
granular flow, and Riemann problem in Chapter 2.
2. Based on approximation by continuous kernel density function, a positivity-defined, real-
izable, and with iterative extended quadrature methods of moment (EQMOM) algorithm
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Figure 1.5 Road map of report.
is derived and it is applied to solve population balance equations involving aggregation,
breakage, condensation, and evaporation in Chapter 3.
3. Bubbly flow is modeled with quadrature-based moment methods. QBMM is applied to
solve the bubble phase in terms of a joint velocity mass NDF using the EQMOM. This
code was coupled with the liquid phase SIMPLE solver into OpenFOAM to simulate
bubbly flow. A 2-D bubble column is simulated with this new model. This will be
introduced in Chapter 4.
Fig. 1.5 shows the road map to this report.
8CHAPTER 2. Conditional Quadrature Method of Moments for Kinetic
Equations
2.1 Introduction
The kinetic equation for the velocity distribution function is used in many applications
(Beylich , 2000; Cercignani , 1988, 2000; Chapman & Cowling , 1970; Chu , 1965; Carrillo et al.
, 2007; Engquist & Runborg , 1996; Frisch et al. , 1987; Gosse et al. , 2003; Galvin et al. ,
2007; Goldhirsch , 2003; Hadjiconstantinou , 2006; Hrenya et al. , 2008; Jenkins & Savage ,
1983; Ogata et al. , 2007; Runborg , 2000, 2007; Struchtrup , 2005; Torrilhon & Struchtrup
, 2004; Williams , 1958), and thus there have been many computational methods developed
to find numerical solutions. At present, there are two classes of methods that can be used to
find accurate solutions to the kinetic equation: (i) direct solvers that discretize velocity phase
space (Beylich , 2000; Broadwell , 1964; Gatignol , 1975; Nicodin & Gatignol , 2006; Ogata
et al. , 2007) and (ii) Lagrangian methods (Bird , 1994). However, the computational cost of
using either of these methods in many applications is prohibitive. Moreover, in most appli-
cations we are not interested in knowing the exact form of the velocity distribution function,
rather knowledge of its lower-order moments is sufficient (Struchtrup , 2005). For these reasons,
there is considerable motivation to develop predictive moment closures whose accuracy can be
improved in a rational manner (Levermore , 1996; Torrilhon & Struchtrup , 2004; Torrilhon ,
2010). Quadrature-based moment methods (QBMM) (Desjardins et al., 2008; Fox , 2003, 2008)
fall into this category because, in principle, the accuracy of these closures can be improved by
increasing the number of quadrature nodes (Gordon , 1968). Nevertheless, a key technical chal-
lenge with quadrature-based moment closures is the development of efficient moment-inversion
algorithms for three-dimensional velocity moments (Fox , 2008) that can be extended to recon-
9struct the velocity distribution function using higher-order moments, a problem that is closely
related to the classical problem of moments (Fialkow , 2008; Fialkow & Nie , 2010; Fialkow &
Petrovic , 2005; Favard , 1935; Stroud , 1971).
Because the weights are non-negative and the velocity abscissas are located in velocity
phase space, QBMM provide a realizable, Galilean invariant discretization of velocity phase
space that is consistent with the underlying moments (Dette and Studden, 1997). Moreover,
if integer moments up to order γ are used in the moment-inversion algorithm, the quadrature-
based estimation of the moment of order γ + 1 is optimal in the sense that it is closest to the
true value and has the smallest possible error (Gordon , 1968; Wheeler , 1974). Compared
to direct solvers, QBMM discretization of velocity phase space is very sparse (equal to the
number of quadrature nodes). An important open question is thus to determine the range of
accuracy that can be achieved using QBMM in comparison to direct solvers. Generally, in
order to improve the accuracy for finite Knudsen numbers, the number of quadrature nodes
(and hence the number of transported velocity moments) must be increased. In (Fox , 2008)
the moment-inversion algorithm was limited to 8-node quadrature and 14 velocity moments
up to third order. In (Fox , 2009) the problem of finding a moment-inversion algorithm for
higher-order velocity moments was addressed. The proposed algorithm computes an n3-node
quadrature using (n2 + 3)n velocity moments, where n is the number of quadrature nodes in
each direction. However, because the quadrature weights are found by solving a linear system,
for n ≥ 3 non-negative weights are not guaranteed unless the order of the quadrature is reduced
to n = 2 (Fox , 2008). For example, in granular systems with sufficiently inelastic collisions
(Passalacqua et al. , 2010) some of the weights are negative, thereby limiting the range of
applicability of the moment-inversion algorithm to nearly elastic systems. Therefore, in order
to expand the range of applicability of QMBB, one of the principal objectives of the present
work is to develop a higher-order quadrature with strictly non-negative weights.
In principle, an optimal moment-inversion algorithm could be based on the iterative solution
of (1 + d)n3 nonlinear equations for the same number of velocity moments. However, the
nonlinear system is poorly conditioned and convergence is never guaranteed. Another opinion
is to solve directly the transport equations for the quadrature weights and abscissas using the
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direct quadrature method of moments (DQMOM) (Fox , 2003; Marchisio and Fox , 2005; Fox ,
2006) and a set of so-called ‘optimal moments’ (Fox, 2008). Indeed, in some sense, the weights
and abscissas can be considered as the ‘primitive variables’, and the moments as the ‘conserved
variables’. Therefore, since conservation errors seriously degrade the accuracy of the flow solver,
QBMM are usually preferred to DQMOM for solving kinetic equations. Other challenges to
using DQMOM for hyperbolic systems are that the abscissas need not be continuous in space
(Fox et al., 2008), and that the number of abscissas can change due to particle trajectory
crossings leading to multi-valued solutions (Benamou , 1996; Brenier & Corrias , 1998; Gosse
, 2002; Desjardins et al., 2008; Jin & Li , 2003; Jin et al. , 2005; Li et al. , 2004; Liu et al. ,
2006; Wo¨hlbier et al. , 2005). Thus, in summary, our goal is to develop a moment-inversion
algorithm for QBMM that (i) ensures realizable weights for any set of realizable moments, (ii)
avoids iterative solution of the moment constraints, and (iii) utilizes the maximum number of
the (1 + d)n3 optimal moments. Ideally, the moment-inversion algorithm would also generate
exact quadratures for systems defined by an N -point distribution1 (i.e., the truncated K-
moment problem in several variables (Curto & Fialkow , 2005)). The algorithm presented in
Sec. 2.3, based on conditional moments, achieves all of these goals.
Another difficulty with existing moment-inversion algorithms (Fox , 2008, 2009; Kah et al.,
2010) is that they, in fact, define an infinite number of different quadratures, one for each
angle of the rotation matrix used to diagonalize the velocity covariance matrix. Moreover,
none of these quadratures is guaranteed to reproduce an N -point distribution, resulting in a
quadrature error that depends on the rotation angle. For continuous distributions, the principal
inconvenience of using the existing moment-inversion algorithms is the number of moments
that must be transported for higher-order quadrature due to the rotation (Fox , 2009) (i.e.,
many more than are actually controlled by the moment-inversion algorithm). The conditional
moment-inversion algorithm proposed in this work also has multiple quadratures (i.e., one for
each permutation of the conditioning variables), but because all permutations exactly reproduce
an N -point distribution, we show that they can be treated as multiple non-random samples
1An N -point distribution is composed of N delta functions located at distinct points in d-dimensional phase
space.
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of the distribution function without introducing a quadrature error. Furthermore, the set of
transported moments used in this work is fixed (i.e., the optimal moment set used in DQMOM)
and much smaller than the moment sets used in the high-order moment-inversion algorithms
derived in (Fox , 2009).
The remainder of this chapter is organized as follows. In Sec. 2.2 we provide a brief overview
of the kinetic equation and the corresponding moment equations, as well as a short discussion
of QBMM. Readers interested in more details can consult our earlier works (Desjardins et al.,
2008; Fox , 2008, 2009; Fox & Vedula , 2008; Passalacqua et al. , 2010). In Sec. 2.3 a detailed
derivation of the conditional moment-inversion algorithm is provided, along with sample codes
in A.1 and A.2 to illustrate the numerical implementation of the theory. In Sec. 2.4 we describe
how the new moment-inversion algorithm, combined with finite-volume methods, can be used to
solve the moment transport equations, while ensuring that the moment set is always realizable.
In A.3 we discuss two types of quadrature errors associated with finite-volume methods. Exam-
ple applications of kinetic equations solved using QBMM and the proposed moment-inversion
algorithm are provided in Sec. 2.5. Finally, conclusions are drawn in Sec. 2.6.
2.2 Moment Methods for Kinetic Equations
QBMM and the moment-inversion algorithm introduced in Sec. 2.3 should be applicable
to any closed kinetic equation.2 For clarity, in this work we will consider the kinetic equation
for fluid-particle flows with terms for free transport, acceleration forces, and particle-particle
collisions. Note that most moment methods are designed to work for systems near equilibrium
where the collisions are dominant (Grad, 1949; Levermore , 1996; Torrilhon , 2010; Struchtrup ,
2005) (i.e. small Knudsen numbers). In contrast, QBMM can be applied for arbitrary Knudsen
numbers, including multi-valued solutions found in collision-less systems (Benamou , 1996;
Brenier & Corrias , 1998; Gosse , 2002; Desjardins et al., 2008; Jin & Li , 2003; Jin et al. ,
2005; Li et al. , 2004; Liu et al. , 2006; Wo¨hlbier et al. , 2005), for which other moment
methods fail (Desjardins et al., 2008).
2A closed kinetic equation contains only the one-particle distribution function. Terms involving multi-particle
physics (e.g. collisions) must therefore be modeled in terms of the one-particle distribution function in order to
close the kinetic equation.
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2.2.1 Kinetic equation
Consider the following kinetic equation for the velocity distribution function f(t,x,v) of
dilute monodisperse particles:
∂tf + v · ∂xf + ∂v · (gf) = C, (2.1)
where v = (v1, v2, v3) is the particle velocity vector, C is the particle-particle collision term,
and g = (g1, g2, g3) is acceleration due to a body force. For fluid-particle flows, a velocity-
dependent acceleration term, which is inversely proportional to the Stokes number, is added
to g (Fox , 2008; Passalacqua et al. , 2010; Passalacqua & Fox , 2011). For elastic collisions,
we will assume that the collision term can be closed using the Bhatnagar-Gross-Krook (BGK)
approximation (Bhatnagar et al. , 1954):
C =
1
τ
(feq − f) (2.2)
where τ is a collision time constant and feq is the Maxwellian distribution. In 3-D phase space,
feq is given by
feq(v) =
ρ
(2piσeq)
3/2
exp
(
−|v −U|
2
2σeq
)
(2.3)
where ρ =
∫
f dv is the particle number density (zero-order moment), and U and σeq are the
mean particle velocity and equilibrium variance, respectively. For elastic collisions, σeq is a
conserved quantity. Note that the Knudsen number is proportional to the collision time τ , so
that the velocity distribution function is equal to feq when Kn = 0. In the opposite limit, the
particles are collision-less and the velocity distribution function will be determined by the terms
on the left-hand side of Eq. (2.1). The advantage of using the BGK approximation is that the
moment equations derived from the collision term are closed (Struchtrup , 2005). However,
this is not a requirement and QBMM could also be used to close the collision term, including
inelastic collisions and finite-size-particle effects in moderately dense gas-particle flows (Fox &
Vedula , 2008).
For inelastic hard-sphere collisions, a kinetic model can be used to approximate the Boltz-
mann collision integral in terms of a closed set of lower-order moments (Cercignani , 2000;
Struchtrup , 2005). In (Passalacqua et al. , 2010) two types of kinetic models are introduced,
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and it is shown that when the collisions are sufficiently inelastic the moment-inversion algo-
rithm proposed in (Fox , 2009) yields negative weights. The first type of kinetic model is the
‘linearized’ Boltzmann model wherein the collision cross-section is simplified to remove its ex-
plicit dependence on the instantaneous velocity difference. This simplification, first proposed
by Maxwell (Maxwell, 1879) for elastic collisions, is particularly interesting for inelastic col-
lisions because it retains the exact dependence on the restitution coefficient (e) through the
parameter ω = (1 + e)/2. In the second type of kinetic model, the collision term for particles
with diameter dp is approximated as a linear function of the velocity distribution:
C =
1
τ
(f∗ − f) , (2.4)
where τ = ζ
√
pidp/(12g0ρ
√
T ) is the characteristic collision time and f∗ is an equilibrium
velocity distribution defined by
f∗ =
ρ
[det (2piλ)]1/2
exp
(
−1
2
(vi − Ui)(λ−1)ij(vj − Uj)
)
(2.5)
where repeated Latin indices imply summation. In this expression, λ is a second-order tensor
defined by
λ = ζω2T I +
(
ζω2 − 2ζω + 1)σ, (2.6)
in which σ is the velocity covariance tensor, T is the granular temperature (equal to one third
the trace of σ), and ζ is a parameter whose value must be between 0 and 3/2 to ensure that
λ is positive definite. It can be shown that, for e = 1, ζ is related to the Prandtl number Pr
by ζ = 1/Pr (Struchtrup , 2005), and thus ζ can be chosen to fix Pr. The radial distribution
function on contact g0, appearing in the collision time, is a function of solids volume fraction
(ρ) and accounts for finite-size effects in the dense limit.
In the elastic limit (ω = 1), setting ζ = 1 in Eq. (2.6) recovers the BGK collision model
(Bhatnagar et al. , 1954). The BGK model does not provide the correct value of Pr, which
should be 2/3 for a mono-atomic gas (Struchtrup , 2005). The problem of achieving the correct
Prandtl number was addressed by (Holway, 1966), who proposed the ellipsoidal statistical
BGK (ES-BGK) model, given by Eqs. (2.4) and (2.6) with ω = 1 and ζ = 3/2. For simplicity,
hereinafter we refer to inelastic cases with ζ = 1 as the inelastic BGK model. (See (Fox , 2008)
for a discussion of the relationship between LBM and QBMM.)
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2.2.2 Moment transport equations
Let Mγi,j,k denote the velocity moment of order γ = i+j+k, where the non-negative integers
i, j, k denote the orders for each velocity component (Fox , 2009):
Mγi,j,k(t,x) ≡
∫
vi1v
j
2v
k
3f(t,x,v) dv. (2.7)
Likewise, let
∆γi,j,k(t,x) ≡
∫
vi1v
j
2v
k
3feq(t,x,v) dv (2.8)
denote the moments of the equilibrium distribution. The transport equations for the moments
can be found starting from Eq. (2.1) (Struchtrup , 2005):
∂tM
γ
i,j,k + ∂x1M
γ+1
i+1,j,k + ∂x2M
γ+1
i,j+1,k + ∂x3M
γ+1
i,j,k+1 =
ig1M
γ−1
i−1,j,k + jg2M
γ−1
i,j−1,k + kg3M
γ−1
i,j,k−1 +
1
τ
(
∆γi,j,k −Mγi,j,k
)
. (2.9)
By convention, the moments with negative subscripts resulting from the acceleration term are
null. The acceleration terms due to fluid drag can be found in (Fox , 2008). Note that for a
given order γ this equation is not closed due to flux terms of order γ + 1 involving Mγ+1i+1,j,k,
Mγ+1i,j+1,k and M
γ+1
i,j,k+1. On the other hand, the terms due to gravity and collisions are closed.
As noted above, the particle density (ρ) corresponds to the moment of order zero. The three
components of the mean velocity vector U are defined in terms of the first-order moments:
M11,0,0 ≡ ρU1, M10,1,0 ≡ ρU2, M10,0,1 ≡ ρU3. (2.10)
The second-order moments are used to define the velocity covariance matrix (Fox , 2008),
denoted here by σU = [σα,β]. The trace of σU is proportional to the granular temperature, and
we define σeq ≡ (σ1,1 +σ2,2 +σ3,3)/3. Conservation of mass, momentum and energy (for e = 1)
during collisions yield
∆00,0,0 = ρ, ∆
1
1,0,0 = ρU1, ∆
1
0,1,0 = ρU2, ∆
1
0,0,1 = ρU3,
∆2i,j,k = ρ(σeq + U
2
1 )δi,2 + ρ(σeq + U
2
2 )δj,2 + ρ(σeq + U
2
3 )δk,2 + ρ(U1U2δi,j + U1U3δi,k + U2U3δj,k)
(2.11)
where δi,j is the Kronecker delta. For higher-order moments and inelastic collisions (0 ≤ e < 1),
∆γi,j,k can be found from Eq. (2.5) and depends uniquely on ρ, U and λ.
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2.2.3 Quadrature-based moment methods
In QBMM the velocity distribution function is represented by a set of point measures:3
f(v) =
N∑
α=1
ραδ (v −Uα) , (2.12)
where the weights ρα and velocity abscissas Uα are uniquely determined from a finite set of
moments (Dette and Studden, 1997; McGraw, 1997). In terms of the quadrature weights ρα
and abscissas Uα = (u1;α, u2;α, u3;α), the moments can be expressed as
Mγi,j,k =
N∑
α=1
ραu
i
1;αu
j
2;αu
k
3;α. (2.13)
Note that for moments in the moment set used to construct the quadrature, this expression
is exact. For all other moments, Eq. (2.13) is the quadrature approximation for Mγi,j,k. Also,
we can note that the central moments can be computed from the quadrature by simply sub-
tracting the mean velocity from each abscissa (Fox , 2008). Likewise, the moment-inversion
algorithm can be applied to the central moments to find the abscissas centered around the
mean velocity. Thus, one is free to work with either the pure moments or the central moments
when constructing a QBMM (i.e. they are Galilean invariant).
The spatial fluxes appearing in Eq. (2.9) are represented by a kinetic description (Bouchut
et al. , 2003; Perthame , 1990). First, the components of the flux vector for moment Mγi,j,k are
decomposed into two contributions:
Mγ+1i+1,j,k = Q
−
1;i,j,k +Q
+
1;i,j,k,
Mγ+1i,j+1,k = Q
−
2;i,j,k +Q
+
2;i,j,k,
Mγ+1i,j,k+1 = Q
−
3;i,j,k +Q
+
3;i,j,k,
(2.14)
where the nth component of each contribution is defined in terms of the velocity distribution
function:
Q−n;i,j,k ≡
∫
min(vn, 0)v
i
1v
j
2v
k
3f(v) dv,
Q+n;i,j,k ≡
∫
max(vn, 0)v
i
1v
j
2v
k
3f(v) dv.
(2.15)
3Strictly speaking, other representations for the reconstructed distribution function are possible. However,
when more complex forms are used, one must ensure that the distribution function is always non-negative and
that an moment-inversion algorithm exists for any realizable moment set, including cases where the moments
come from an N -point distribution.
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and vn = n · v with n being the outward-facing unit surface-normal vector. Using Eq. (2.12)
the flux vectors can then be written as
Q−n;i,j,k =
N∑
α=1
ρα min(un;α, 0)u
i
1;αu
j
2;αu
k
3;α,
Q+n;,i,j,k =
N∑
α=1
ρα max(un;α, 0)u
i
1;αu
j
2;αu
k
3;α.
(2.16)
Since the weights and abscissas can be computed from the moments using quadrature, these
expressions for the fluxes close the transport terms in the moment transport equation, and can
be treated used finite-volume (FV) methods for hyperbolic systems (Leveque , 2002). Note
that it is straightforward to rewrite Eq. (2.16) in terms of a quadrature found from the central
moments by simply adding the mean velocity to each abscissa.
By construction, the kinetic fluxes in Eq. (2.16) ensure that the transport equations used in
QBMM are (weakly) hyperbolic (Chalons et al., 2010) and the distribution function is always
non-negative. Moreover, by increasing the number of quadrature nodes, the discrete distribu-
tion function in Eq. (2.12) can be forced to agree with an arbitrary number of moments of any
continuous distribution (e.g. a Maxwellian distribution). Thus, even though a discontinuous
distribution function might be seen as a shortcoming (Torrilhon , 2010), it is unlikely that
continuity is a necessary condition for adequately representing the spatial fluxes. For example,
the lattice Boltzmann method (LBM) uses a discrete representation to reproduce solutions to
the Navier-Stokes equation with good accuracy (Lallemand & Luo , 2003). In fact, one could
argue that the ability to treat exactly multi-valued solutions in collision-less systems as well
as providing a good approximation of continuous distributions makes QBMM an attractive
alternative to moment methods based on fitting a predefined continuous distribution, which
cannot be applied to multi-valued problems.
2.3 Conditional Quadrature Method of Moments(CQMOM)
In this section we describe a moment-inversion algorithm based on conditional moments,
which we refer to as the conditional quadrature method of moments (CQMOM). In (Cheng &
Fox , 2010; Cheng et al., 2010) a bivariate version of CQMOM was introduced and validated for
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passive scalars in a population balance equation. Here, we extend CQMOM to kinetic equations
with active variables (i.e. velocity) in higher-dimensional phase space. The conditional moments
are computed from the pure moments4 (Mγi,j,k) by solving a linear system. Using the conditional
moments, an adaptive version (see A.1) of the 1-D moment-inversion algorithm (Gordon ,
1968; Wheeler , 1974; McGraw, 1997) is applied to find the conditional weights and abscissas.
Unlike with our previous moment-inversion algorithms based on rotated central moments and
tensor-product abscissas (Fox , 2008, 2009), this last step ensures that the weights are always
non-negative. In addition, it will be seen that because the rotation step is eliminated, the set
of moments that must be transported is much smaller.
The remainder of this section is organized as follows. First, we provide the conceptual
framework for conditional density functions and conditional moments, and describe how the
linear system for computing conditional moments is constructed in CQMOM. Next, we show
that for a particular choice of conditional moments an exact multi-variable quadrature can be
constructed for point distributions (i.e., distribution functions for which Eq. (2.12) is exact)
using CQMOM. Finally, we extend the CQMOM approach to continuous distribution functions
using higher-order conditional moments and adaptive 1-D quadrature to control the quality of
the quadrature approximation even when the moments are contaminated by numerical error
(see A.3).
2.3.1 Theoretical foundation of CQMOM
2.3.1.1 Conditional density functions and conditional moments
In order to describe the algorithm used in CQMOM, it is convenient to introduce the
conditional density functions f(v3|v1, v2) and f(v2|v1), which correspond, respectively, to the
conditional density function for v3 given fixed values of v1 and v2, and the conditional density
function of v2 given a fixed value of v1. By permuting the variables, analogous density functions
can be constructed for other variables (e.g. f(v1|v3)). Recall that the issue of selecting a partic-
ular permutation arose in our previous work through the choice of the Cholesky decomposition
4Although the pure moments can be replaced by the central moments, for clarity we will describe the algorithm
in terms of the pure moments.
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(Fox , 2008, 2009) or the rotation matrix (Kah et al., 2010). In Sec. 2.4 we discuss how all
CQMOM permutations are used to solve the kinetic equation. Thus, for clarity, we will only
use the CQMOM permutation based on f(v3|v1, v2) and f(v2|v1) in the following discussion.
However, it is straightforward to modify the formula to obtain any other permutation.
The conditional density functions are related to the velocity distribution function by the
expressions
f(v) = f(v3|v1, v2)f(v1, v2) = f(v3|v1, v2)f(v2|v1)f(v1) (2.17)
where we have made use of the identity f(X,Y ) = f(Y |X)f(X). Without loss of generality,
we will assume that the conditional density functions are normalized to unity, and thus the
zero-order moment of f(v1) is M
0
0,0,0.
The conditional moments found from the conditional density functions are defined by
〈vj2〉(v1) ≡
∫
vj2f(v2|v1) dv2 (2.18)
and
〈vk3 〉(v1, v2) ≡
∫
vk3f(v3|v1, v2) dv3. (2.19)
Then, using the definition of the pure moments, it is straightforward to show that
M i+ji,j,0 =
∫ ∫
vi1v
j
2f(v1, v2) dv2dv1 =
∫
vi1〈vj2〉(v1)f(v1) dv1 (2.20)
and
Mγi,j,k =
∫
vi1v
j
2〈vk3 〉(v1, v2)f(v1, v2) dv1 dv2. (2.21)
As shown next, these last two expressions can be used with 1-D quadrature for M ii,0,0 to
construct linear systems to find the conditional moments 〈vj2〉(v1) and 〈vk3 〉(v1, v2).
2.3.1.2 Linear systems for conditional moments
Using 1-D quadrature (Gordon , 1968; Wheeler , 1974; McGraw, 1997), the pure moments
M ii,0,0 with i = 0, . . . , 2N1 − 1 can be used to find an N1-point distribution representation of
f(v1):
f(v1) =
N1∑
α1=1
ρα1δ (v1 − u1;α1) . (2.22)
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Using this result in Eq. (2.20) yields
M i+ji,j,0 =
N1∑
α1=1
ρα1u
i
1;α1〈vj2〉(u1;α1). (2.23)
For simplicity, we will let 〈vj2〉α1 ≡ 〈vj2〉(u1;α1) denote the N1 unknown jth-order conditional
moments.
Assuming that the pure moments M i+ji,j,0 are known, Eq. (2.23) generates a linear system of
the Vandermonde form:
V1R1

〈v2〉1 〈v22〉1 . . . 〈v2N2−12 〉1
〈v2〉2 〈v22〉2 . . . 〈v2N2−12 〉2
...
...
...
〈v2〉N1 〈v22〉N1 . . . 〈v2N2−12 〉N1

=

M10,1,0 M
2
0,2,0 . . . M
2N2−1
0,2N2−1,0
M21,1,0 M
3
1,2,0 . . . M
2N2
1,2N2−1,0
...
...
...
MN1N1−1,1,0 M
N1+1
N1−1,2,0 . . . M
N1+2N2−2
N1−1,2N2−1,0

(2.24)
where N2 is the maximum number of quadrature nodes needed to reconstruct f(v2|v1). In
addition to the 2N1 pure moments in direction v1, the N1(2N2−1) moments on the right-hand
side of Eq. (2.24) are controlled in the 2-D conditional quadrature (i.e., a total of N1(2N2 + 1)
moments). The coefficient matrices are defined by
V1 ≡

1 . . . 1
u1;1 . . . u1;N1
...
...
(u1;1)
N1−1 . . . (u1;N1)N1−1

and R1 ≡

ρ1
. . .
ρN1
 . (2.25)
Note that because the quadrature for f(v1) generates distinct abscissas u1;α1 with positive
weights ρα1 , the Vandermonde matrix V1 is nonsingular and the linear system in Eq. (2.24)
can be solved using the algorithm proposed by G. B. Rybicki (Press et al., 1992). However,
we should also note that the solution to Eq. (2.24) does not guarantee that the conditional
moments of order greater than one are realizable.
As will be described in Secs. 2.3.2 and 2.3.3, the conditional moments 〈vj2〉α1 can be used
to construct a quadrature representation of f(v1, v2) of the form
f(v1, v2) =
N1∑
α1=1
N2∑
α2=1
ρα1ρα1,α2δ (v1 − u1;α1) δ (v2 − u2;α1,α2) , (2.26)
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where the conditional weights ρα1,α2 and conditional abscissas u2;α1,α2 are found using adaptive
1-D quadrature for each value of α1. Applying the quadrature representation in Eq. (2.26) to
Eq. (2.21) yields
Mγi,j,k =
N1∑
α1=1
N2∑
α2=1
ρα1ρα1,α2u
i
1;α1u
j
2;α1,α2
〈vk3 〉α1,α2 (2.27)
where the N1 × N2 unknown kth-order conditional moments of f(v3|v1, v2) are denoted by
〈vk3 〉α1,α2 . If we now introduce a new set of variables defined by
Y j+1,kα1 ≡
N2∑
α2=1
ρα1,α2u
j
2;α1,α2
〈vk3 〉α1,α2 , (2.28)
we can rewrite Eq. (2.27) as
Mγi,j−1,k =
N1∑
α1=1
ρα1u
i
1;α1Y
j,k
α1 . (2.29)
Assuming the pure moments Mγi,j,k are known, this expression generates a linear system for
each j = 1, . . . , N2:
V1R1

Y j,11 Y
j,2
1 . . . Y
j,2N3−1
1
...
...
...
Y j,1N1 Y
j,2
N1
. . . Y j,2N3−1N1
 =

M j0,j−1,1 M
j+1
0,j−1,2 . . . M
j+2N3−2
0,j−1,2N3−1
...
...
...
M j+N1−1N1−1,j−1,1 M
j+N1
N1−1,j−1,2 . . . M
j+N1+2N3−3
N1−1,j−1,2N3−1

(2.30)
where N3 is the maximum number of quadrature nodes needed to reconstruct f(v3|v1, v2). Note
that this system has the same coefficient matrices as Eq. (2.24), and thus we are guaranteed
to find a solution for Y j,kα1 . The additional N1N2(2N3 − 1) moments used to construct the
right-hand sides of Eq. (2.30) are controlled in 3-D conditional quadrature (i.e., a total of
N1(2N2N3 +N2 + 1) moments).
For each value of α1, the final step is to solve the linear system for the conditional moments
generated by Eq. (2.28):
V2,α1R2,α1

〈v3〉α1,1 〈v23〉α1,1 . . . 〈v2N3−13 〉α1,1
...
...
...
〈v3〉α1,N2 〈v23〉α1,N2 . . . 〈v2N3−13 〉α1,N2
 =

Y 1,1α1 Y
1,2
α1 . . . Y
1,2N3−1
α1
...
...
...
Y N2,1α1 Y
N2,2
α1 . . . Y
N2,2N3−1
α1

(2.31)
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where the coefficient matrices are defined by
V2,α1 ≡

1 . . . 1
u2;α1,1 . . . u2;α1,N2
...
...
(u2;α1,1)
N2−1 . . . (u2;α1,N2)N2−1

and R2,α1 ≡

ρα1,1
. . .
ρα1,N2
 . (2.32)
The linear system in Eq. (2.31) is again a Vandermonde system, and thus is well defined
since the abscissas u2;α1,α2 are distinct for given values of α1 and α2. The latter is again true
because these abscissas are found using the adaptive 1-D quadrature algorithm. However, again
we should note that the solution to Eq. (2.31) does not guarantee that the conditional moments
of order greater than one are realizable.
Solving the linear systems in Eq. (2.31) using the Rybicki algorithm (Press et al., 1992), the
conditional moments 〈vk3 〉α1,α2 of f(v3|v1, v2) will be known. As discussed below, these moments
can then be used with the adaptive 1-D quadrature algorithm to find the conditional weights
ρα1,α2,α3 and the conditional abscissas u3;α1,α2,α3 appearing in the CQMOM reconstruction of
f(v):
f(v) =
N1∑
α1=1
N2∑
α2=1
N3∑
α3=1
ρα1ρα1,α2ρα1,α2,α3δ (v1 − u1;α1) δ (v2 − u2;α1,α2) δ (v3 − u3;α1,α2,α3) .
(2.33)
Note that the parameters N1, N2, and N3 determine which moments are needed in the multi-
variable quadrature, and we will discuss how their values are determined below. However, it
is worth noting here that the choice of N2 (and N3) can be made dependent on α1 (and α2)
(i.e., a different number of quadrature nodes could be used for each conditional distribution)
so that N2(α1) and N3(α1, α3).
Finally, note that there are six permutations of the conditioning variables possible in 3-D
problems and, as discussed in Sec. 2.4, all permutations will be used to solve the kinetic equa-
tion. Thus, it will be necessary to transport all of the moments needed for all six permutations
(i.e., a total of 4N1N2N3 moments), which corresponds to the optimal moment set used in
DQMOM (Fox, 2008). Hereafter, we will therefore refer to the set of moments needed for all
permutations of CQMOM as the optimal moment set.
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2.3.2 Exact quadrature of an N-point distribution
The formulas derived in Sec. 2.3.1 can be applied to the special case where the velocity
distribution is exactly described by Eq. (2.12). We should note that moment matrix methods
(Curto & Fialkow , 2005; Fialkow , 2008; Fialkow & Nie , 2010; Fialkow & Petrovic , 2005) can
be used to determine whether a set of multi-variable moments are exactly consistent with an
N -point distribution function. However, it is also important to recognize that moments found
from the numerical solution of a kinetic equation will contain numerical errors (see A.3 for
examples), and for such cases the moment matrices might predict that N is infinite even when
the exact solution has finite N . An example of the latter occurs at particle trajectory crossings
(Desjardins et al., 2008) without collisions. Thus, in practical applications it will be necessary
to develop a method for determining when the moments are ‘close’ to an N -point distribution.
(See Sec. 2.3.3 and A.1 for details.)
For clarity, we will assume in this section that the moments are exact, and that the moment
matrices show that they result from an N -point distribution function. Furthermore, we will
assume that the coordinates of the N points in phase space have no special structure (e.g.,
they do not correspond to Cartesian grid points) such that the N1 = N abscissas u1;α1 are
distinct. The latter condition can be verified by constructing the 1-D moment matrices (Dette
and Studden, 1997) and checking whether they support an N -point distribution for f(v1).
Note that if this were not the case, one could check f(v2) and f(v3). If none of the univariate
distributions satisfies the N -point condition, then it is likely that a simple rotation in phase
space (Fox, 2008) will yield at least one univariateN -point distribution. In Sec. 2.3.3 we propose
an alternative approach for finding a complete set of abscissas using adaptive quadrature.
Given the assumptions above, N2 = N3 = 1 and the N -point distribution can be written
as in Eq. (2.12). Note that when N2 = N3 = 1, the conditional weights are unity by definition:
ρα,1 = ρα,1,1 = 1. The abscissas u1;α are found using 1-D quadrature with the moments M
i
i,0,0
for i = 0, . . . , 2N − 1. The abscissas u2;α and u3;α are equal to 〈v2〉α1 and 〈v3〉α1,1, respectively,
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and are found by solving
V1R1

u2;1 u3;1
u2;2 u3;2
...
...
u2;N u3;N

=

M10,1,0 M
1
0,0,1
M21,1,0 M
2
1,0,1
...
...
MNN−1,1,0 M
N
N−1,0,1

. (2.34)
Note that for this case, the abscissas found from Eq. (2.34) are guaranteed to be realizable when
the moments on the right-hand side are realizable. The exact N -point quadrature can thus
be found from 4N moments by solving one 1-D quadrature and a linear system. In practice,
this method should be more efficient than alternatives based on the moment matrices (Curto
& Fialkow , 2005; Fialkow , 2008; Fialkow & Nie , 2010; Fialkow & Petrovic , 2005), which
rely on finding the underlying algebraic dependencies of the columns of the moment matrices.
Finally, we also observe that the method described above for a 3-D phase space can be extended
to arbitrary dimensions in a straightforward manner by modifying Eq. (2.34). This fact will
be useful for solving size-dependent kinetic equations (Williams , 1958) where the velocity
moments are conditioned on the particle volume (Fox et al., 2008).
2.3.3 Adaptive quadrature of continuous distributions
In the previous section, we introduced an exact quadrature for N -point distribution func-
tions that can result from kinetic equations in the absence of collisions. When collisions are
present, the velocity distribution will have an infinite number of independent moments. In
such cases, the distribution will be continuous in v and QBMM will provide an approximate
N -point distribution that has the same values as the continuous distribution for a selected set
of lower-order moments. For a d-dimensional phase space with n nodes in each direction, the
maximum number of moments that can be controlled is (1 + d)nd, which corresponds to the
nd weights and nd abscissas, each with d components. A corresponding optimal moment set
(Fox, 2008) can be identified for nd-point quadrature; however, currently no robust numerical
method exists to rapidly compute such quadratures.
In previous work (Fox , 2008, 2009), we have developed moment-inversion algorithms using
a subset of optimal moments. To ensure computational efficiency, the abscissas are computed
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Table 2.1 2-D optimal moment set with γ > 7 needed for 16-node quadrature (total 48).
# 37 38 39 40 41 42 43 44 45 46 47 48
γ 8 8 8 8 8 8 9 9 9 9 10 10
i 7 6 5 3 2 1 7 6 3 2 7 3
j 1 2 3 5 6 7 2 3 6 7 3 7
Table 2.2 3-D optimal moment set with γ > 7 needed for 64-node quadrature (total 256,
permutations not shown).
# 121 127 133 136 142 148 154 157
γ 8 8 8 8 8 8 8 8
i 7 6 6 5 5 4 4 3
j 1 2 1 3 2 3 2 3
k 0 0 1 0 1 1 2 2
# 160 166 169 175 181 187 190 196
γ 9 9 9 9 9 9 9 9
i 7 7 6 6 5 5 4 3
j 2 1 3 2 3 2 3 3
k 0 1 0 1 1 2 2 3
# 197 203 209 215 218 224
γ 10 10 10 10 10 10
i 7 7 6 6 5 4
j 3 2 3 2 3 3
k 0 1 1 2 2 3
# 227 233 236 242 245 251 254
γ 11 11 11 11 12 12 13
i 7 7 6 5 7 6 7
j 3 2 3 3 3 3 3
k 1 2 2 3 2 3 3
using tensor products in phase space. While tensor-product abscissas perform well for con-
tinuous distributions that are not too far from the equilibrium limit (feq), they can generate
negative weights for distributions far from equilibrium (Passalacqua et al. , 2010) (i.e., the
quadrature will not be realizable). In contrast, the CQMOM moment-inversion algorithm in-
troduced in Sec. 2.3.1 will never have negative weights since the weights are computed using
adaptive 1-D quadrature.
Each CQMOM permutation defines the linear systems needed for moment inversion. Thus,
while one CQMOM permutation controls considerably more moments than the algorithm based
on tensor-product abscissas, it does not control all of the optimal moments. For example, in 2-D
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phase space with n = 4, CQMOM controls 36 of the 48 optimal moments up to tenth order (see
Table 2.1). In comparison, the tensor-product algorithm controls only 24 moments. Likewise, in
3-D phase space with n = 4, CQMOM controls 168 of the 256 optimal moments up to thirteenth
order (see Table 2.2), while the tensor-product algorithm controls only 76 moments. Another
important difference between CQMOM and the tensor-product algorithm is the number of
moment transport equations that must be solved. In CQMOM, because all permutations are
needed, the optimal moment set is transported. In the tensor-product algorithm, in order
to reduce the occurrence of negative weights, the moment-inversion algorithm employs the
rotated central moments (Fox , 2009), which are computed using all moments of the same
order. Thus, since for n = 4 the 3-D tensor-product algorithm uses M93,3,3, all 220 moments up
to ninth order must be computed, even though only 76 linear combinations of these moments
are controlled. Because CQMOM uses the pure moments5 Mγi,j,k, only the optimal moment set
need be computed for a given n.
As mentioned above, it will be necessary to determine whether a particular set of 1-D
(conditional) moments is realizable in order to apply the quadrature algorithm. Note that
these moments may be pure moments (e.g. M ii,0,0) that are computed directly by the kinetic
solver, or they may be conditional moments (e.g. 〈vj2〉α1) found by solving a linear system
as described in Sec. 2.3.1. For pure moments, the kinetic-based fluxes used in the transport
algorithm (Fox , 2008, 2009; Vikas et al. , 2010; Vikas et al., 2011) will ensure that the
1-D moments are realizable. Thus, the adaptive 1-D quadrature algorithm need only check
how many abscissas are required to represent the moments. For the conditional moments,
realizability may be an issue since they are found by solving a linear system, and so the
adaptive 1-D quadrature algorithm must determine the number of nodes to correspond to the
number of realizable moments. As mentioned earlier, the first-order conditional moments will
be realizable so that at least one node can always be used. In the following sections, we discuss
the adaptive implementation of the CQMOM approach to 1-D, 2-D and 3-D distributions.
5As noted earlier, the set of pure moments can be replaced by the same set of central moments without
changing the number of moments required for the quadrature. Only the procedure of rotating the moments
increases the number of transported moments.
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2.3.3.1 1-D distributions
For 1-D distributions, only the first 2N pure moments are required to construct a quadrature
with a maximum of N node. For this purpose, we will use a variation of the Wheeler algorithm
(Wheeler , 1974) adapted from (Press et al., 1992) (orthog). The adaptive 1-D quadrature
algorithm, given in A.1, first uses the diagonal elements of the recurrence matrix (sig(k,k)) to
determine how many distinct nodes (n ≤ N) can be constructed from the moment set. Next,
the algorithm checks whether any two nodes are closer in phase space than a user-defined limit
(eabs) or whether the ratio of the smallest to largest weights is too small. The former ensures
that the Vandermonde matrix used to compute the conditional moments is well defined. The
latter controls for highly skewed abscissas that are associated with very small weights, which
may result for numerical errors in the moment transport algorithm (see A.3).
The minimum values of the weight ratios (rmin) will be problem dependent. On the one
hand, numerical errors in the transport algorithm will tend to cause the distribution to ‘spread’,
so that even a point distribution could become continuous with time.6 Thus, allowing the
algorithm to produce more nodes may not be desirable since it simply provides a quadrature
representation of the error. On the other hand, if the control on the number of nodes is too
conservative, the appearance of multi-velocity distributions due to transport may be suppressed
when it should not be. In Sec. 2.5, we give recommendations for the values of rmin and eabs
for specific examples. For reference, the ratios of the smallest to largest weights for 1-D n-node
quadrature of a Gaussian distribution are given in Table 2.3. These values can be considered
as the upper limit for rmin(n) since a larger value would reduce the number of nodes used to
represent a Gaussian (equilibrium) distribution. Finally, note that as long as 0 < M00,0,0, the
algorithm in A.1 will return at least one abscissa. The case where Mγi,j,k = 0 is the vacuum
state (Chen & Liu , 2003; De Chaisemartin et al., 2009; Kah et al., 2010), for which the weights
are null.
6Moment space is convex and the moments of a point distribution lie on the boundary of moment space (Dette
and Studden, 1997). Numerical errors will normally cause the moments to move to the interior of moment space.
For example, a first-order finite-volume scheme (Desjardins et al., 2008) uses a (positive) linear combination of
the moments in neighboring cells, which could result in updated moments in the interior of moment space.
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Table 2.3 Weight ratios for 1-D quadrature of a Gaussian distribution.
n 2 3 4 5 6
min(w)/max(w) 1 0.25 0.101 2.11× 10−2 6.25× 10−3
2.3.3.2 2-D distributions
The adaptive 2-D quadrature algorithm follows the steps outlined in Sec. 2.3.1. (See A.2.1
for an example code.) Considering the (v1, v2) or (1,2) permutation, first the adaptive 1-D
quadrature algorithm is applied with M ii,0 to find ρα1 and u1;α1 . By construction, the abscissas
u1;α1 are distinct and thus the Vandermonde matrix V1 is well defined. Next, the moments
M i+ji,j with i = 0, . . . , N1− 1 are used in Eq. (2.24) to solve for the conditional moments 〈vj2〉α1
with j = 1, . . . , 2N2 − 1. For each α1, the set of moments
Mα1 =
[
1 〈v2〉α1 . . . 〈v2N2−12 〉α1
]
is used in the adaptive 1-D quadrature algorithm to find ρα1,α2 and u2;α1,α2 corresponding to
the number of realizable conditional moments (i.e., the actual value of N2 ≥ 1 for each α1 is an
output from the algorithm). The adaptive 2-D quadrature algorithm for the (2,1) permutation
has an analogous form.
The algorithm described above for 2-D continuous distributions can also be applied to exact
quadrature of 2-D N -point distributions for cases where N1, N2 ≥ N (i.e., the particle trajectory
crossing problem discussed in Sec. 2.5.2). Such cases will occur, for example, when two abscissas
have a common component (e.g., u1;1 = u1;2). Indeed, the adaptive 1-D quadrature algorithm
will be able to determine when two (or more) abscissas have common components, and it will
return precisely the exact number of independent abscissas needed for N -point quadrature
(assuming that all required moments are available). Another important point is that both
CQMOM permutations in 2-D phase space will return exactly the same quadrature for an
N -point distribution (when N1, N2 ≥ N). Thus, no quadrature error occurs for 2-D N -point
distributions (which is not the case for tensor-product quadratures!). Analogous remarks apply
for N -point distributions in higher-order phase space.
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2.3.3.3 3-D distributions
The adaptive 3-D quadrature algorithm follows the same logic as the 2-D algorithm, except
an additional step is needed to compute the conditional moments 〈vk3 〉α1,α2 using the linear
systems described in Sec. 2.3.1. A sample algorithm for the (2,3,1) permutation and N1 =
N2 = N3 = 2 (i.e. 8-node quadrature) is given in A.2.2, and can easily be modified to handle
the other five CQMOM permutations. In the next section, we describe how the six CQMOM
permutations in 3-D phase space are used to solve the moment transport equations while
guaranteeing realizable moment sets.
2.4 Realizable Moment Transport with CQMOM
As discussed in Sec. 2.2.3, the moment transport equations are solved using a kinetic-based
FV method as described in detail elsewhere (Desjardins et al., 2008; Vikas et al., 2011). Because
different quadratures are generated for each of the permutations of CQMOM, the solution
algorithm must be modified to account for all permutations. However, it is imperative that
the resulting algorithm be guaranteed to produce a realizable moment set, especially when
high-order spatial fluxes are employed. Here, we briefly discuss the extension of the quasi-
high-order schemes developed in (Vikas et al. , 2010; Vikas et al., 2011) to CQMOM with P
permutations (P = 2 in 2-D phase space, P = 6 in 3-D phase space). The moment transport
equations are solved using operator splitting and, hence, it suffices to show that each operator
generates a realizable moment set. The global time step δt is fixed at each time iteration as
described in (Vikas et al., 2011) based on the CFL number. For the uniform grids used in this
work, applying the CFL condition reduces to finding the minimum time step using the velocity
abscissas in each direction (Desjardins et al., 2008).
An important property of CQMOM that allows us to use all P permutations is that if
the distribution function is an N -point distribution, all permutations will yield exactly the
same quadrature (provided that at least N nodes are employed in each direction of phase
space). Thus, no quadrature error will be incurred by computing all P permutations and using
each separately to evaluate the terms in the moment transport equations. As noted in the
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Table 2.4 Third-order moments used (X) in six permutations of 8-node quadrature.
# 11 12 13 14 15 16 17 18 19 20
i 3 2 2 1 1 1 0 0 0 0
j 0 1 0 2 1 0 3 2 1 0
k 0 0 1 0 1 2 0 1 2 3
(1,2,3) X - - X X X X - X X
(1,3,2) X - - X X X X X - X
(2,1,3) X X - - X X X - X X
(2,3,1) X X X - X - X - X X
(3,1,2) X - X X X - X X - X
(3,2,1) X X X - X - X X - X
Introduction, our previous multivariate moment-inversion algorithms (Fox , 2008, 2009) are
not guaranteed to reproduce an N -point distribution and, hence, each of their permutations
(i.e., each different rotation of the covariance matrix) would yield a different quadrature. Using
all of the permutations would then lead to uncontrolled quadrature errors, which is not the
case with CQMOM.
Another important property of CQMOM is that for a continuous distribution function each
permutation represents a realizable non-random sample of ‘particles’ that agrees exactly with
a large subset of the optimal moment set. In addition, all optimal moments are included in
at least one of the CQMOM permutations. In comparison, a Monte-Carlo method generates
a random sample that only agrees with the moments up to a statistical error. By using all
of the CQMOM permutations, we treat each as a sample and compute an updated moment
set for each sample. The updated optimal moment set is then found from the average over
all CQMOM permutations. As mentioned above, for an N -point distribution this procedure
introduces no quadrature errors because all CQMOM permutations are identical.
2.4.1 Spatial fluxes
An important consideration when computing the spatial fluxes is the error induced using a
particular CQMOM permutation. As an example, we will consider 8-node quadrature in 3-D
phase space. In Table 2.4 we show which of the ten third-order moments are exactly controlled
by each CQMOM permutation (i.e., the seven moments marked with an X). In the moment
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Table 2.5 Eight permutation combinations used in a 3-D, energy-conserving, flux-splitting
algorithm.
k 1 2 3 4 5 6 7 8
x1 (1,2,3) (1,2,3) (1,2,3) (1,2,3) (1,3,2) (1,3,2) (1,3,2) (1,3,2)
x2 (2,1,3) (2,1,3) (2,3,1) (2,3,1) (2,1,3) (2,1,3) (2,3,1) (2,3,1)
x3 (3,1,2) (3,2,1) (3,1,2) (3,2,1) (3,1,2) (3,2,1) (3,1,2) (3,2,1)
transport equations, the third-order moments are used to compute the spatial fluxes for the
second-order moments and, in particular, the kinetic energy components (i.e., the diagonal
components of the second-order moments). We can note from Table 2.4 that only two of the
six permutations control all of the moments for a particular component of the energy flux. For
example, the x1 component of the energy flux depends on the three moments numbered 11,
14 and 16 in Table 2.4, and only permutations (1,2,3) and (1,3,2) control all three of these
moments. Analogously, only permutations (2,1,3) and (2,3,1) control the x2 component of
the energy flux, and only (3,1,2) and (3,2,1) control the x3 component. Thus, as described
next, to avoid quadrature errors in computing the energy flux, only two of the six CQMOM
permutations are used to compute each spatial flux component. We will refer to algorithms
that do not introduce errors in the energy flux as energy conserving.
In order to implement the spatial fluxes using quadrature, we use a flux-splitting algorithm
wherein the moments are updated in each direction separately:
Mn
x1 direction−−−−−−−→M∗1 x2 direction−−−−−−−→M∗2 x3 direction−−−−−−−→M∗3
where M∗3 is the updated moment set for one of the eight combinations of energy-conserving
CQMOM permutations in 3-D real space. In Table 2.5, we list the eight combinations of the
six permutations that yield the correct 3-D energy flux. Note that in a 2-D real space, there
are four energy-conserving permutation combinations, and in a 1-D real space there are only
two. In the following, we let K denote the number of combinations used to compute the spatial
fluxes.
For each of the K combinations, the spatial fluxes are evaluated using the realizable, quasi-
high-order FV scheme derived in (Vikas et al., 2011). Starting from the optimal moment set
at time step n, Mn, application of the FV advection scheme for the spatial fluxes to find the
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updated optimal moment set Mn+1 can be expressed as follows:
where {N,U, V,W}ik denotes the weights and velocity abscissas for the kth combination of
CQMOM in the xi direction (see Table 2.5). The (realizable) moment sets M
1
k and M
2
k are
intermediate results found by applying the spatial flux algorithm (described below) is only one
direction. An important point to recognize is that {N,U, V,W}2k is computed from M1k using
the CQMOM permutation in the x2 direction given in Table 2.5 (and likewise for {N,U, V,W}3k
and M2k ). Assuming that each of the moment sets Mk is realizable (as will be shown below),
the updated optimal moment set is then given by
Mn+1 =
1
K
(M1 + · · ·+MK) . (2.35)
Since Mn+1 is the convex sum of realizable moment sets, the updated optimal moment set is
guaranteed to be realizable.
It remains to show that M1k , M
2
k , and Mk are realizable moment sets. Without loss of
generality, we need only show this forM1k since the advection schemes in the other two directions
are exactly the same. Using a FV solver to update the moment set due to advection in the x1
direction, we have
M1k = M
∗
k −
∆t
∆x
[
G+x
(
{N,U, V,W}1k
)
−G−x
(
{N,U, V,W}1k
)]
. (2.36)
The flux functions G+x and G
−
x for kinetic-based solvers are defined in (Vikas et al., 2011),
along with algorithms for quasi-high-order FV schemes and a realizable Runge-Kutta scheme
(RK2SSP) for second-order time integration. Note that in order to use a second- or higher-order
spatial reconstruction for the fluxes, the quadratures in neighboring cells must be identical.
For this purpose, we introduce a unique index for each quadrature (i.e., ndx in A.2). If the
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quadrature indices in neighboring cells are not the same, then a first-order reconstruction is
employed to evaluate the fluxes (which is consistent with the treatment of shocks in FV solvers).
For the present discussion, the most important point, which is a necessary condition to
ensure that the moment set M1k in Eq. (2.36) is realizable, is the definition of M
∗
k . Indeed,
for Theorem 1 in (Vikas et al., 2011) to hold, M∗k must be equal to the optimal moment set
reconstructed (or projected (Fox , 2008)) from the current set of weights and abscissas (i.e.,
using Eq. (2.13)): {N,U, V,W}1k
projection−−−−−−→M∗k . (The same is true for M2k and Mk, but with the
set of weights and abscissas used to compute the flux functions.) Note that M∗k 6= Mn because
only a subset of the optimal moment set is controlled by the kth quadrature. Theorem 1 in
(Vikas et al., 2011) guarantees that the M1k found from Eq. (2.36) is a realizable moment set
whenever ∆t satisfies the CFL condition described in (Vikas et al., 2011). In practice, ∆t is
chosen such that it satisfies the CFL condition for all CQMOM permutations. In summary,
by applying Eq. (2.36) with the proper definition of M∗k , we are guaranteed that M
1
k , M
2
k , and
Mk are all realizable moment sets as claimed above.
To complete the discussion of the spatial fluxes, we remind the reader that for N -point dis-
tributions all CQMOM permutations yield identical quadratures and thus all Mk are identical.
Likewise, when real space is less than 3-D, some of the permutations may be identical due to
symmetry and, hence, a subset of the K combinations in Table 2.5 would suffice. It is also
possible to use all P CQMOM permutations to define all components of the fluxes, however,
although the moment set would be realizable, it would not be an energy-conserving algorithm
as defined above. Since kinetic energy transport can be important, we recommend that only
energy-conserving algorithms be used for the spatial fluxes.
2.4.2 Acceleration terms
The acceleration terms (i.e., gravity and fluid drag) are evaluated for each of the CQ-
MOM permutations separately using a semi-analytical approximation. The following steps are
followed to construct the updated optimal moment set:
1. The optimal moment set Mn at time step n is used to find the weights and abscissas for
33
the P CQMOM permutations:
Mn
CQMOM, p = 1, . . . , P−−−−−−−−−−−−−−→

{N,U, V,W}1 ,
...
{N,U, V,W}P .
2. For each CQMOM permutation, the velocity abscissas are updated as follows:
U∗p = β
n
pUp +
(
1− βnp
) (
uf + τ
n
p g1
)
V ∗p = β
n
p Vp +
(
1− βnp
) (
vf + τ
n
p g2
)
W ∗p = β
n
pWp +
(
1− βnp
) (
wf + τ
n
p g3
) for p = 1, . . . , P ; (2.37)
where (uf, vf, wf) is the fluid velocity vector, β
n
p = e
−∆t/τnp , and τnp is the drag time eval-
uated at time step n for the pth permutation. The updated moments for each CQMOM
permutation are then computed using a projection onto the optimal moment set:
{N,U∗, V ∗,W ∗}1
projection−−−−−−→M1,
...
{N,U∗, V ∗,W ∗}P
projection−−−−−−→MP .
Note that the (non-negative) weights N for each CQMOM permutation do not change in
Eq. (2.37), and hence all moment sets Mp, p = 1, . . . , P are realizable.
3. The updated optimal moment set Mn+1 is then found using Eq. (2.35) (with P instead
of K) and is guaranteed to be realizable.
This procedure utilizing all of the CQMOM permutations would be used to evaluate any other
unclosed source term in the moment transport equations.
2.4.3 Collisions
The BGK collision term involves the moments directly, so the quadrature is not needed. A
semi-analytical approximation is used to evaluate the updated optimal moment set:
Mn+1 = κnMn + (1− κn) ∆n (2.38)
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where Mn and ∆n are the optimal moment set and the corresponding equilibrium moment
set (i.e., Eq. (2.8)), respectively, at time step n, and κn = e−∆t/τn , where τn is the collision
time evaluated at time step n. Since 0 ≤ κn ≤ 1, the updated optimal moment set Mn+1
is guaranteed to be realizable. Note that if a more complicated collision term were employed
that required quadrature (Fox & Vedula , 2008), the optimal moments could be updated as
described above for the drag term.
It is worth reiterating the importance of demonstrating analytically that the numerical
approximation for each term in the kinetic equation guarantees a realizable moment set. If this
were not the case, the moment-inversion algorithm would eventually fail because it is designed
to work only with realizable moment sets. One could argue that the adaptive 1-D quadrature
overcomes this problem if the kinetic solver conserves mass and mean momentum (i.e., moments
up to first order); however, since much of the complex physics that we wish to capture using
a kinetic description is contained in the higher-order moments, this is not sufficient. Indeed,
to ensure that the higher-order moments are meaningful, it is imperative to show that the
numerical algorithm will yield realizable moment sets under exactly specified conditions. On
the other hand, realizability does not imply that the numerical algorithm will generate accurate
solutions to the kinetic equation as errors can result from quadrature, spatial discretization,
etc. Nevertheless, for QBMM only realizable solvers can provide robust simulation tools.
2.5 Numerical Examples and Discussion
2.5.1 Application to N-point distributions
In order to demonstrate the conditional moment method for exact quadrature described
in Sec. 2.3.2, we construct moment sets using the eight abscissas given in Table 2.6. The two
parameters 1 and 2 are used to break the symmetry of the abscissas. For example, when 1 = 0
two of the u1 abscissas will be the same, so the exact quadrature formulas with N1 = 8 will no
longer hold. Likewise, when 2 = 0 an adaptive quadrature with the (2,3,1) permutation and
N1 = N2 = N3 = 2 will yield the exact solution. Note that this is a rather special case since the
u2 and u3 abscissas have a specific structure that can be captured exactly with N2 = N3 = 2.
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Table 2.6 Abscissas used to construct moments for 8-point quadrature.
1 2 3 4 5 6 7 8
u1 0 1.25 1 0.6 0.9 1.2 1.8 2.3
u2 1 1 1 1 2 2 2 2
u3 0.5 + 2 0.5 1.5 1.5 2 2 2.5 2.5
The ‘preferred’ procedure for exact quadrature would be to choose the permutation in the order
of decreasing N , which would be N1, N3, N2 for this case. For example, when 1 6= 0 so that the
u1 abscissas are unique, the moments M
i
i,0,0 with i = 0, . . . , 15 will generate N1 = 8 abscissas
from the 1-D quadrature algorithm. However, when 1 = 0, the adaptive 1-D quadrature
algorithm will return N1 = 7. In order to find the ‘missing’ abscissa
7 the conditional moments
in the u3 direction can be computed, and the adaptive 1-D quadrature applied for each α1. In
general, such an approach should be able to locate all distinct abscissas.
Example results using the moments constructed from Table 2.6 with arbitrary sets of pos-
itive weights8 are shown in Fig. 2.1. In all of these examples, we set the adaptive control
parameters to rmin = 0 and eabs = 0. For Fig. 2.1(a) the eight abscissas are distinct (1 = 0.3,
2 = 0) and the exact 8-point quadrature algorithm returns the input values of the weights
and abscissas. For Fig. 2.1(b) two abscissas nearly coincide at u1 = 0 (1 = 6× 10−4, 2 = 0),
resulting in a small quadrature error. When 1 is further reduced, one of the two abscissas will
move towards infinity and its weight towards zero, while the other abscissa will move to the
‘average’ value of the two exact abscissas. This behavior is typical as one approaches a singular
point where N1 decreases. For Fig. 2.1(c), the adaptive quadrature algorithm (A.2.2) with the
(2,3,1) permutation (1 = 2 = 0) returns the exact weights and abscissas. For Fig. 2.1(d) the
specific structure of the abscissas is perturbed by setting 2 = 0.1 (1 = 0) and it can be seen
that the four abscissas with u2 = 1 are all slightly displaced from their exact values. For this
example, none of the weights becomes too small and the error is spread nearly evenly across
the four abscissas. Here, the adaptive CQMOM algorithm is able to provide a well-behaved
7It is assumed that N = 8 is known, e.g. from the moment matrices. In practice, it may be difficult to
distinguish two abscissas that are very close to each other by using only the moment matrices.
8For exact quadrature, the values of the weights are not important (as long as they are positive).
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approximation to the exact quadrature, whereas the exact 8-point quadrature fails since N1 = 7
for this example.
In summary, the CQMOM approach can provide N -point quadratures for cases where the
moments are known exactly. In the examples shown above, the largest errors in the moments
(i.e. the norm of the difference between the input and output moments) depend on the accuracy
of the 1-D quadrature algorithm. In general, the latter is more accurate for smaller N . With
N1 = 8, the moment error is on the order of 10
−9, with the largest error occurring for M1515,0,0.
Thus, in order to use exact quadrature for large N , one would need to improve the accuracy
of the Wheeler algorithm. Fortunately, for most cases of practical interest, the solution to the
kinetic equation will not require high-order 1-D quadrature.
2.5.2 Application to particle trajectory crossing
Kinetic equations without the collision term are known to yield multi-valued solutions due
to transport (Benamou , 1996; Brenier & Corrias , 1998; Gosse , 2002; Desjardins et al., 2008;
Jin & Li , 2003; Jin et al. , 2005; Li et al. , 2004; Liu et al. , 2006; Wo¨hlbier et al. , 2005).
In gas-particle flows, this behavior is known as particle trajectory crossing (Desjardins et al.,
2008). Here, we apply the CQMOM approach to two cases: 1-D in space and 2-D in space.
For the first case, the kinetic equation reduces to
∂tf + v1∂x1f = 0, (2.39)
and for the second case to
∂tf + v1∂x1f + v2∂x2f = 0. (2.40)
For both cases, we use a full 3-D phase space for v in order to test the ability of the adaptive
algorithm to control the number of quadrature points for all six CQMOM permutations. At
time zero, we set f = 0 in the flow domain, except in the 1-D problem where f > 0 on two
finite intervals as discussed below. We will limit our consideration to simple crossing so that
N1 = N2 = N3 = 2 is adequate for capturing the exact solution. The optimal moment set with
32 moments is solved using the method described in Sec. 2.4.
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(a) Exact N1 = 8, N2 = N3 = 1 (b) Exact N1 = 8, N2 = N3 = 1
(c) Adaptive N1 = N2 = N3 = 2 (d) Adaptive N1 = N2 = N3 = 2
Figure 2.1 Four examples of 8-point quadrature. (a) Exact quadrature with the u1 abscissas
sufficiently well separated (1 = 0.3, 2 = 0). (b) Exact quadrature with two u1
abscissas separated by 1 = 6×10−4 (2 = 0). (c) Adaptive quadrature using (2,3,1)
permutation (1 = 2 = 0). (d) Adaptive quadrature using (2,3,1) permutation
with two u3 abscissas separated by 2 = 0.1 (1 = 0).
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The moment transport equations derived from Eqs. (2.39) and (2.40):
∂tM
γ
i,j,k + ∂x1M
γ+1
i+1,j,k = 0 (2.41)
and
∂tM
γ
i,j,k + ∂x1M
γ+1
i+1,j,k + ∂x2M
γ+1
i,j+1,k = 0, (2.42)
are solved using the quasi-second-order kinetic scheme described in (Vikas et al., 2011). For
the 1-D case, 100 grid cells are used for the interval 0 ≤ x ≤ 1 with a CFL number of 0.99. For
the 2-D case, a 101 × 101 grid is used with a CFL number of 0.99. Unless stated otherwise,
the parameters in the adaptive 1-D quadrature are set to rmin(1) = 0, rmin(2) = 10−4, and
eabs = 10−4. Note that for these examples the velocity abscissas are constant (when the
weights are nonzero) and, hence, the FV errors discussed in A.3 do not occur (i.e., because the
slope u1 = 0).
Sample results for the 1-D jets are shown in Fig. 2.2. At the first time, shown in Fig. 2.2(a),
the zero-order moment (ρ) is non-zero only on the intervals where the mean velocity U is
defined. Elsewhere, the density is null (i.e. a vacuum state) and the mean velocity is not
plotted. Note that on the left-hand side the mean U -velocity is positive, while it is negative on
the right-hand side. The adaptive quadrature algorithm uses only one abscissa to describe the
moments in Fig. 2.2(a), all other abscissas are plotted with zero weight and zero velocity. For
this case without collisions, all six CQMOM permutation generate the exact same quadrature.
(Recall that the total number of nodes is eight for each permutation.) At the second time shown
in Fig. 2.2(b), the jets have partially crossed, and two abscissas are used in the center of the
domain. At the third time shown in Fig. 2.2(c), the jets nearly overlap and two abscissas are
used almost everywhere. Note that at the third time, the mean U -velocity profile becomes S-
shaped due to particle trajectory crossing. At the fourth time shown in Fig. 2.2(d), the jets have
almost completely passed through each other, and two abscissas are again only needed in the
center of the domain. Note that on the trailing edge of the jets, the adaptive algorithm is able
to switch automatically from two to one abscissa. Note also that the algorithm automatically
sets the V and W (not shown) abscissas to zero, consistent with the moments for a collision-
less system. Also, due to the absence of collisions, the abscissas (when defined) are always
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(a) t = 0.10 (b) t = 0.33
(c) t = 0.46 (d) t = 0.67
Figure 2.2 1-D crossing jets at four different times using 8-node adaptive quadrature. The
weights and abscissas for only one permutation are shown and unused abscissas
with zero weight are set to zero by the adaptive algorithm.
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(a) (u1, u2, u3) = (1, 1, 0) and (−1, 1, 0) (b) (u1, u2, u3) = (1, 1, 0) and (−0.5, 1.5, 0)
Figure 2.3 Particle density and mean velocity of 2-D crossing jets at two different angles using
8-node adaptive quadrature at t = 10.
equal to the values appearing in the initial conditions. In other words, the numerical diffusion
only affects the weights and not the values of the abscissas. Overall, this example shows that
CQMOM with six permutations can handle discontinuous changes in the number of abscissas
in a robust manner, as well as dealing with vacuum states (i.e. when the local density is null)
and mono-kinetic flows (i.e. when the local granular temperature is null).
Sample results for the 2-D crossing jets with two different injection angles are shown
in Fig. 2.3. In Fig. 2.3(a), both jets are injected at 45o angles with the same speed: left
(u1, u2, u3) = (1, 1, 0), right (u1, u2, u3) = (−1, 1, 0). In Fig. 2.3(b), the two jets are injected
at different angles: left (u1, u2, u3) = (1, 1, 0), right (u1, u2, u3) = (−0.5, 1.5, 0). Note that this
case is particularly interesting in view of the fact the moment-inversion algorithms in (Des-
jardins et al., 2008) and (Fox , 2008) do not compute exact quadratures for certain jet angles
due to the underlying assumptions in their formulations. Here, we see that CQMOM can treat
all angles without any particular difficulty or specific changes to the basic adaptive moment-
inversion algorithm. The same is true for fully 3-D jets. Furthermore, from the mean velocity
vectors shown in Fig. 2.3 it can be observed that certain regions of the domain (e.g. lower
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corners) have vacuum states and, once again,
CQMOM has no difficulty dealing with them. Also, as in the 1-D case, the abscissas (when
defined) are always equal to the values appearing in the boundary conditions, and therefore
the quasi-second-order advection scheme exhibits very low numerical diffusion. Moreover, even
in 2-D (or 3-D) the numerical diffusion in the kinetic-based fluxes does not generate ‘spurious’
velocity abscissas when coupled with CQMOM, and all of the transport error resides in the
weights. Also, it is worth reiterating that all six CQMOM permutations generate exactly the
same quadrature for this case since the underlying distribution function is an exact 2-point
distribution.
Examples of 2-D fluid-particle flows with additional physics (i.e., fluid drag and elastic
collisions) are shown in Figs. 2.4 and 2.5. (See (Vikas et al., 2011) for details on the Taylor-
Green flow setup.) In these examples, 8-node CQMOM is used with a fully 3-D phase space and
the adaptive control parameters are set to rmin(1) = 0, rmin(2) = 5× 10−3, and eabs= 10−4.
As above, these results were found with the quasi-second-order kinetic scheme described in
(Vikas et al., 2011) using a 101 × 101 grid with a CFL number of 0.99. For Fig. 2.5, the
collisions time in Eq. 2.4 is set to τ =
√
pidp/(12ρ
√
T ) with dp = 0.001 so that partial particle
trajectory crossing is observed. For the case in Fig. 2.5(a), the fluid velocity is set to (0, 0.5, 0)
with a Stokes number of 0.32 (Fox et al., 2008) so that by the top of the domain all abscissas
have nearly relaxed to the mean fluid velocity.
For the Taylor-Green flow in Fig. 2.4, the CQMOM result is compared to the Lagrangian
particle tracking result from (Le Lostec et al., 2008). Results for the Taylor-Green flow using
an 8-node tensor-product quadrature can be found in (Vikas et al., 2011) and are similar to
the CQMOM result. For the Taylor-Green flow the initial particle velocities are set to zero and
particle trajectory crossings begin to occur around t = 0.1. However, the FV quadrature errors
(leading to multiple particle velocities) discussed in A.3 begin much earlier as the fluid drag
generates gradients in the mean particle velocity. By t = 4, multiple trajectory crossings have
occurred in the Lagrangian simulation, but these cannot be captured exactly by the 8-node
quadrature. Instead, the quadrature error generates local delta-shocks at points with more
than two trajectory crossings. Nevertheless, the qualitative agreement with the Lagrangian
42
(a) CQMOM (t = 4) (b) Lagrangian simulation (t = 4)
Figure 2.4 2-D Taylor-Green flow with fluid drag (St = 0.32).
simulation is satisfactory and could be improved by going to higher-order quadrature.
For the cases with collisions in Fig. 2.5, it is evident that the collision term has a strong
impact on the particle trajectories, causing the 8-node quadrature to use all available velocity
abscissas to model the particle flow. In our previous work with collisional granular systems
(Passalacqua et al. , 2010), we observed that eight quadrature nodes are insufficient to ac-
curately capture the 3-D velocity distribution (and hence the spatial fluxes) after collisions.9
Moreover, the BGK model is a poor approximation for collisions between the two incoming
particle streams with zero granular temperature (i.e., far from equilibrium). For these reasons,
the results in Fig. 2.5 are at best qualitative, but are sufficient to confirm the robustness of
the moment-inversion algorithm used in CQMOM. For example, note that the number den-
sity distribution and the mean particle velocity in Fig. 2.5(a) are exactly symmetric about the
centerline. This result can only happen when the algorithms for moment inversion and for the
spatial fluxes exactly preserve the symmetry of the underlying moment transport equations.
9In 3-D phase space, 27- and 64-node tensor-product quadratures are compared in (Passalacqua et al. , 2010).
In comparison to 8-node quadrature, the 27-node quadrature yields much better predictions for the spatial fluxes,
which greatly improves the predictions for the number density and granular temperature distributions.
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(a) Collisions (t = 13) (b) Collisions and fluid drag (t = 14)
Figure 2.5 2-D crossing jets with elastic collisions using 8-node adaptive quadrature. The
number density for the inlet jets is ρ = 1× 10−3.
The result shown in Fig. 2.5(b) compares favorably with the Lagrangian simulation reported
in (Fre´ret et al., 2008).
2.5.3 Application to the Riemann shock problem
In (Fox , 2009) higher-order quadrature was applied to the Riemann shock problem. There
it was shown that increasing the number of abscissas improves the predictions for large Knudsen
numbers because the kinetic fluxes are better represented with more nodes. With CQMOM,
the results for the Riemann shock problem are nearly equivalent to the results in (Fox , 2009)
with the only difference being the CQMOM permutations. For the Riemann shock problem,
the V and W directions are statistically equivalent so the 1-D spatial fluxes are computed with
the (1,2,3) and (1,3,2) permutations. The numerical results in this section are found using the
quasi-second-order kinetic scheme with 100 grid cells and a CFL of 0.99. In Fig. 2.6 results
are presented for τ = 0.004 (Fig. 2.6(a)) and 0.04 (Fig. 2.6(b)) found using 8-node adaptive
quadrature with rmin(1) = 0, rmin(2) = 10−6, and eabs= 10−6. For τ = 0.04, the right- and
left-moving U abscissas exhibit small delta-shocks due to the weakly hyperbolic nature of the
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(a) τ = 0.004 (b) τ = 0.04
Figure 2.6 Riemann shock problem with 8-node adaptive quadrature. The weights and ab-
scissas for the (1,2,3) permutation are shown.
uncoupled system (Chalons et al., 2010). For τ = 0.004, the delta-shocks are smoothed out
due to collisions. The affect of collisions is also clearly evident in the temperature profiles.
The temperature shock problem introduced in (Fox , 2009) was found to yield negative
weights for sufficiently large Knudsen numbers with the tensor-product quadrature algorithms.
In this problem, the initial density is uniform but the initial temperature is different on each
half of the domain. The negative weights are a result of the mismatch between the tensor-
product abscissas and the actual shape of the distribution function. Here, the top (positive)
half in U -V phase space has a larger ‘variance’, due to the higher temperature, than the
bottom (negative) half. With CQMOM the temperature shock problem can be simulated for
any Knudsen number without negative weights. In Fig. 2.7 results are presented for collision
times τ =∞ (Fig. 2.7(a)) and 0.04 (Fig. 2.7(b)) found using 8-node adaptive quadrature with
rmin(1) = 0, rmin(2) = 10−6, and eabs= 10−6. The quasi-second-order kinetic scheme with
100 grid cells and a CFL of 0.99 are again used to produce these figures. For τ = ∞, the
right-moving U abscissas exhibit a delta-shock, while the left-moving abscissas form a local
vacuum state. For τ = 0.04, the delta-shock and vacuum states are nearly smoothed out due
to collisions. The affect of collisions is also clearly evident in the temperature profiles.
In Fig. 2.8 results are presented for collision time τ =∞ on finer grids: 200 cells (Fig. 2.8(a))
and 400 cells (Fig. 2.8(b)). Comparing Figs. 2.7(a) and 2.8(b), it is evident that the mass
accumulation near x = 0.7 is indeed a delta-shock that becomes sharper as the grid is refined.
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(a) τ =∞ (b) τ = 0.04
Figure 2.7 Riemann temperature shock problem with 8-node adaptive quadrature. The
weights and abscissas for the (1,2,3) permutation are shown.
(a) 200 grid cells (b) 400 grid cells
Figure 2.8 Grid refinement study of Riemann temperature shock problem with τ = ∞. The
weights and abscissas for the (1,2,3) permutation are shown.
Likewise, the vacuum state near x = 0.3 is better captured on the finer grid. However, it
is noteworthy that neither CQMOM nor the quasi-second-order kinetic-based solver have any
difficulty to capture these features of the flow.
2.5.4 Application to non-isothermal granular flow
Dilute granular flows can be treated by adding the inelastic collision term to Eq. (2.39).
In the non-isothermal granular flow investigated in (Passalacqua et al. , 2010), it was seen
that the tensor-product moment-inversion algorithm gives negative weights if the coefficient of
restitution (e) for particle-particle collisions is less than approximately 0.9. In this 1-D problem,
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the mean velocity is null and the wall boundary conditions are Maxwellian with fixed granular
temperatures (left wall TL, right wall TL) (see (Passalacqua et al. , 2010) for details). In the
interior of the domain, collisions result in a reduction of the granular temperature. Thus, the
steady-state temperature profile is determined by a balance between the energy flux from the
walls and the dissipation due to collisions. Note that because the temperature components
are non-zero everywhere in the flow, the adaptive part of the quadrature algorithm is not
required to solve this problem. Nonetheless, with CQMOM the weights are guaranteed to be
non-negative, so that any value of e can be simulated (including e = 0).
The spatial fluxes for this 1-D case are computed using the (1,2,3) and (1,3,2) permutations.
Consistent with (Passalacqua et al. , 2010), the uniform computational gird uses 60 cells. The
boundary conditions at the walls are Maxwellian, so that outgoing velocity abscissas have fixed
values at the walls and the weights are set using the zero-mass-flux condition described in
(Passalacqua et al. , 2010). Starting from a uniform initial condition, the moments evolve to
a steady state where the energy flux from the walls is balanced by dissipation due to particle-
particle collisions.
Example steady-state results are shown in Fig. 2.9 and compared to the molecular dynamics
(MD) simulations reported in (Galvin et al. , 2007). In Fig. 2.9(a) the walls are set to
TL = TR = 2/3, the mean density is 0.025, and e = 0.9. In Fig. 2.9(b) the walls are set
to TL = 1, TR = 2, the mean density is 0.05 and e = 0.99. At steady state, it can seen
that the density profile ρ is non-uniform due to the nonlinear granular temperature profile
T . Note that due to the Knudsen layers at the walls (Galvin et al. , 2007), the granular
temperature next to the wall is not equal to the wall temperature. This so-called ‘temperature
slip’ follows directly from solving the kinetic equation and results from the balance between
the incoming and outgoing U velocity abscissas. The differences between the MD simulations
and the kinetic equation with BGK collisions are discussed in (Passalacqua et al. , 2010), and
are largely responsible for the differences in the predictions seen in Fig. 2.9. In particular, the
collisional fluxes in this flow are large enough for ρ = 0.05 that they should not be neglected
in the collision term (i.e., the Enskog terms discussed in (Fox & Vedula , 2008) are required).
The energy flux q1 is in the direction of (but not proportional to) the temperature gradient.
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(a) TL = TR = 2/3, e = 0.9 (b) TL = 1, TR = 2, e = 0.99
Figure 2.9 Non-isothermal granular flow problem with 8-node adaptive quadrature. The
weights and abscissas for the (1,2,3) permutation are shown. The molecular dy-
namics (MD) data (symbols) are from Galvin et al. (2007).
For the (1,2,3) permutation, the V velocity abscissas are conditioned on the U velocity abscissas,
and it can be seen that together they form a trapezoid in phase space. Only at x1 = 0.5 in
Fig. 2.9(a) do the abscissas correspond to a tensor product, with the largest deviation near
the walls. In (Passalacqua et al. , 2010) it was found that the negative weights occurred first
near the walls. The results in Fig. 2.9 confirm that the negative weights in the tensor-product
algorithm come about by forcing the trapezoid into a square and adjusting the weights to agree
with the moments. With CQMOM this problem is completely avoided.
Finally, we should note that low Mach-number10 applications such as this one are perhaps
the least difficult to handle for the moment-inversion algorithm because the velocity distribution
function is always continuous with the granular temperature components in all directions being
non-zero. Going to higher-order quadrature is straightforward by adding more abscissas in each
direction (albeit at the cost of solving for a larger set of optimal moments). Thus, CQMOM can
also be used to handle other classical low-Mach problems such as Couette and Poiseuille flow,
as well as flows with unity (or higher) Mach number. Indeed, even at the lowest order (i.e.,
8-node quadrature), QBMM include all the moments needed to conserve mass, momentum and
10The Mach number here is proportional to the ratio of the mean velocity magnitude and the square root of
the granular temperature.
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energy.
2.6 Conclusions
A novel moment-inversion algorithm (CQMOM) has been introduced for use with quadrature-
based moment methods for solving kinetic equations. By construction, CQMOM guarantees
that the quadrature weights are always non-negative when the moments are realizable. The
robustness of the method has been demonstrated for both collisional and collision-less sys-
tems with up to 3-D phase space. However, because it is based on 1-D quadrature and linear
systems involving well-defined Vandermonde matrices, the moment-inversion algorithm can be
extended to higher-dimensional phase spaces in a straightforward manner. In comparison to
previous moment-inversion algorithms using the central, rotated moments (Fox , 2008, 2009),
CQMOM controls a larger set of velocity moments but requires a much smaller set of trans-
ported moments for the same order of accuracy. In addition, CQMOM allows for the treatment
of vacuum states and mono-kinetic distributions without any modifications to the basic algo-
rithm. In comparison to DQMOM (Fox, 2008), CQMOM controls (in most cases) a slightly
smaller set of moments (i.e. a subset of the optimal moments), but is guaranteed to provide
a quadrature without iterations (which is not always the case with DQMOM). In summary,
CQMOM offers a robust moment-inversion algorithm that is exact for point distributions and
provides good approximations of continuous distributions at reasonable computational cost.
One apparent disadvantage of CQMOM (as well as other multi-variate moment-inversion
algorithms (Fox , 2008, 2009)) over DQMOM is the existence of multiple permutations (i.e.,
the order of conditioning). However, it is important to note that for point distributions, all
CQMOM permutations will yield exactly the same quadrature (which is not the case with our
previous algorithms (Fox , 2008, 2009) based on rotations). Thus, any of CQMOM permuta-
tions can be chosen without changing the computational results. For continuous distributions,
each CQMOM permutation yields a statistically consistent quadrature that agrees exactly with
a subset of the optimal moments. Each CQMOM permutation can therefore be treated as a
non-random sample of the underlying distribution function (similar to the random samples
used in Monte-Carlo methods), and be employed to estimate the unclosed terms in the mo-
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ment transport equations. Moreover, we have shown that the procedure of using all CQMOM
permutations can be implemented in a manner that guarantees realizability of the moment set
at every time step. We can therefore conclude that CQMOM provides a computationally ro-
bust moment-inversion scheme for coupling with quasi-high-order finite-volume methods (Vikas
et al. , 2010; Vikas et al., 2011) for the numerical solution of a wide variety of kinetic equations
using quadrature-based moment methods.
In the context multi-dimensional quadrature, there are a number of interesting open ques-
tions concerning CQMOM. For example, in this work we have considered distribution func-
tions whose support is unbounded (e.g., R3); however, in other applications the support will
be bounded (Fox , 2003). Thus, in order for the quadrature to be realizable, the abscissas
found from the conditional moments must lie in the support of the distribution function. For
1-D distribution functions with compact supports, it can be shown that this will always be
the case (Dette and Studden, 1997). However, it remains to be shown under what conditions
boundedness will hold for the abscissas found from CQMOM for a 2-D (or higher) distribu-
tion function with compact support. For certain applications (e.g. turbulent reacting flows)
guaranteed boundedness is critical because the source terms are only defined on the support
of the distribution function. Another open question is whether or not further improvements in
the moment-inversion algorithm are possible to increase the number of optimal moments con-
trolled, perhaps up to the maximum number of degrees of freedom determined by the number
of quadrature nodes.
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CHAPTER 3. Extended quadrature method of moments on population
balance equations
3.1 Introduction
Populations of discrete particles in a carrier fluid can be described by a population balance
equation (PBE) (Ramkrishna, 2000). Technologically important examples include the general
dynamic equation (Friedlander, 2000) used in aerosol reactor (Pratsinis, 1988) and atmospheric
models (Seinfeld and Pandis, 2006), and the spray equation (Sirignano, 2010) used to describe
the evolution of fuel droplets in spray combustion devices. In the simplest case where the mean
particle velocity is the same as the fluid, the PBE describes the evolution of a number density
function (NDF) for the number of particles with given set of internal coordinates (e.g., volume,
chemical composition, etc.) whose values lie in a high-dimensional phase space. The NDF
depends on time t, spatial location x, and the values of the internal coordinates ξ. A typical
PBE contains terms for spatial transport (e.g., advection and diffusion), source terms for the
formation of new particles from the surrounding fluid, loss terms due to evaporation, growth
terms on individual particles, and aggregation and breakage (Vigil et al., 2006) terms involving
multiple particles. The mathematical form of the PBE is therefore quite complex with both
hyperbolic (e.g., growth) and integral (e.g., aggregation) terms in phase space, in addition to
the differential terms for advection and diffusion in real space. The complexity of the PBE, and
the high-dimensional phase space, make the direct solution of the PBE intractable for use in
time-dependent transport codes seeking to model the spatial dependence of the NDF, such as
those used in climate (Seinfeld and Pandis, 2006) and aerosol reactor (Pratsinis, 1988; Mehta
et al., 2010; Sung et al., 2011) modeling.
In order to reduce the dimensionality of the PBE, a number of different strategies have been
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proposed. In classical moment methods (Barrett and Webb , 1998), the PBE is multiplied by
test functions (e.g., integers powers of the internal coordinates) and integrated over phase
space. Because the resulting moment transport equations are not closed in terms of a finite set
of moments, this approach leads to a moment closure problem. Broadly speaking, there are two
ways to achieve closure: (i) provide a functional dependence of the unknown moments using
the transported moment set (e.g., an interpolative closure such as MOMIC (Frenklach and
Harris, 1987)), or (ii) reconstruct the NDF from the transported moments (i.e., the truncated
Hausdorff moment problem (Hausdorff, 1923)) from which the unclosed terms can be evaluated.
In either case, a very important consideration for problems involving spatial transport is the
realizability of the moment set (Wright, 2007). In other words, even if a suitable closure
can be found for the moment transport equation, numerical advection and diffusion schemes
can lead to moment sets that do not correspond to a realizable NDF (i.e., the NDF must be
non-negative on the support of the internal coordinates). An ad hoc approach to ensuring
realizability can be formulated in terms of a moment correction algorithm using, for example,
the Hankel-Hadamard determinants (Shohat and Tamarkin, 1943). However, such approaches
are difficult to apply to multivariate moment sets, and are generally unsatisfactory because
they attempt to correct errors introduced during the numerical approximation of the moment
transport equation that do not exist at the level of the PBE. In recent works (Vikas et al., 2011;
Kah et al., 2012), promising alternative approaches that guarantee realizable moments have
been introduced and make use of the reconstructed NDF to ensure realizability for high-order
finite-volume reconstruction schemes on unstructured grids.
In light of realizability, in this work we restrict our attention to moment closures that
reconstruct the NDF from the moments. The simplest moment-inversion algorithms use a pa-
rameterized NDF where the unknown parameters are found from a few lower-order moments
(e.g., a log-normal distribution). However, such methods do not provide enough flexibility to
describe a complex multi-modal NDF. A more flexible formulation, introduce by Grad (Grad,
1949) in kinetic theory, consists of expanding the NDF in a family of known orthogonal poly-
nomials in terms of the internal coordinates. For a univariate PBE with size or volume as the
internal coordinate, the Legendre polynomials can be employed (e.g., FCMOM (Strumendo
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and Arastoopour, 2008)), or any other family defined on a subset of the real line (e.g., DuQ-
MoGeM (Lage, 2011)). The principal shortcoming of the Grad approach is that because the
number of polynomials that can be determined from a finite set of moments is finite, the re-
constructed NDF will almost always be negative for some values of the internal coordinate.
Thus, while small negative values can be tolerated for approximating the integral terms in
the PBE, they can lead to instabilities in the spatial transport terms and, almost inevitably
(Wright, 2007; Vikas et al., 2011; Kah et al., 2012), will yield unrealizable moments. For this
reason, only moment-inversion methods that guarantee a nonnegative NDF are acceptable for
approximating solutions to the PBE in the context of spatially inhomogeneous systems.
In aerosol science, a now widely used closure for the moment transport equation is the
quadrature method of moments (QMOM) (McGraw, 1997). Strictly speaking, QMOM does not
reconstruct the NDF. However, given the one-to-one relationship between the QMOM moment
closure and point distribution function (Dette and Studden, 1997), it is natural to interpret
QMOM with n nodes to be an n-point distribution function (i.e., the sum of n weighted Dirac
delta functions). Indeed, from the theory of moments (Shohat and Tamarkin, 1943; Dette and
Studden, 1997), the QMOM closure for the moment m2n is the smallest value possible given
the moment set (m0, . . . ,m2n−1). In other words, the QMOM reconstructed NDF has moments
of order higher than 2n that lie on the boundary of moment space, and all other possible NDF
with the same moments (m0, . . . ,m2n−1) lie in the interior of moment space. Thus, QMOM
uniquely chooses one of an infinite number of NDF from the transported moment set.
The representation of the NDF as an n-point distribution is exploited in the direct quadra-
ture method of moments (DQMOM) (Marchisio and Fox , 2005) to formulate transport equa-
tions for the weights and abscissas. Theoretically, an exact solution to the DQMOM equations
should be identical to the solution of the moment transport equations. However, since the mo-
ments are the natural “conserved” quantities needed to represent the PBE, and the relationship
between the moments and the abscissas is nonlinear, conservative finite-volume schemes applied
to the weights and abscissas cannot guarantee conservation of the moments. A even more seri-
ous shortcoming associated with the n-point NDF arises in the treatment of evaporation terms
(Fox et al., 2008). The key problem here is that evaporation leads to a zero-order moment
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equation containing a term corresponding to the loss of particles of zero size. In order to evalu-
ate this term, the value of the NDF at ξ = 0 is required, but not available in QMOM. A partial
(but impractical) solution would be to increase n to a large enough value (e.g., n > 100) so
that phase space is adequately “discretized”. However, the moment-inversion algorithm used in
QMOM is not accurate for n larger than about ten (Wheeler , 1974; McGraw, 1997; Gautschi,
2004). Thus, the only feasible alternative to capture accurately the effect of evaporation is to
reconstruct a continuous NDF that can be evaluated at ξ = 0 as done in (Massot et al., 2010).
As mentioned above, there exists an infinite number of continuous NDF with moments in
the interior of moment space. Thus, an additional criteria is needed to choose one of them to
represent the NDF. For example, the entropy maximization (EM) (Mead and Papanicolaou,
1984; Tagliani, 1999) method chooses the NDF that minimizes a functional subject to moment
constraints. In practice, the numerical implementation of the EM method requires the solution
of a constrained multi-variate minimization problem whose dimension depends on the number
of transported moments. An obvious advantage of EM over the Grad method is that the NDF
is guaranteed to be non-negative. However, the extension of EM to the boundaries of moment
space is ill-conditioned (Massot et al., 2010), and the treatment of multiple internal coordinates
increases the numerical difficulties considerably. Another promising method for reconstructing
a realizable NDF is the kernel density element method (KDEM) (Athanassoulis and Gavril-
iadis , 2002), which uses a weighted sum of known kernel density functions to represent the
NDF. As in the EM method, KDEM fixes the unknown parameters by solving a constrained
minimization problem wherein only a few of the lowest-order moments are exactly reproduced
by the reconstructed NDF. Thus, in comparison to QMOM and EM where all 2n moments are
exactly reproduced, KDEM introduces a quadrature error into the moment closures.
In this work we develop an alternative moment-inversion algorithm that combines the most
desirable properties of QMOM and KDEM, while eliminating their weaknesses. The basic idea
(first proposed in (Chalons et al., 2010)) behind the extended quadrature method of moments
(EQMOM) is to choose a kernel density function, depending on a single parameter σ, for
which the QMOM moment-inversion algorithm can be applied directly to find the weights
and abscissas. The parameter σ is then determined by forcing one additional transported
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moment (i.e., m2n) to agree with the reconstructed NDF. Thus, in place of a multi-variate
minimization algorithm, σ is determined using a one-dimensional root-finding method with
modest computational cost. Moreover, in the limit σ → 0, EQMOM reduces to QMOM in a
well-conditioned manner, making it possible to easily reconstruct the NDF all the way to the
boundary of moment space. (See B.1 for a comparison of EQMOM with EM methods.) As we
shall show in Sec. 3.4, another important advantage of EQMOM is the ability to construct a
second Gaussian quadrature (Gautschi, 2004) with respect to the kernel density function that is
independent of the number of transported moments. Thus, as with DuQMoGeM (Lage, 2011),
the accuracy of the moment closures used for integral terms can be greatly increased as very
low computational cost.
The focus of this paper is on the formulation and validation of EQMOM in the context of
univariate NDF for an internal coordinate (such as particle volume or size) defined on either
a semi-finite or finite subset of the real line. In Sec. 3.2 we briefly describe the PBE and the
moment transport equation for a spatially homogeneous system. In Sec. 3.3 we introduce the
mathematical formulation of EQMOM and describe the numerically robust moment-inversion
algorithm (referred to hereinafter as the first quadrature) used in later sections. Then, in
Sec. 3.4, we describe how moment closures are constructed using the second Gaussian quadra-
ture. Next, in Sec. 3.5, EQMOM is applied to 13 test cases, many of which have analytical
solutions, in order to investigate the accuracy of the moment closures and to illustrate how
the EQMOM predictions depend on the parameters used in the first and second quadratures.
Finally, in Sec. 3.6 we summarize the principal conclusions and briefly mention how EQMOM
can be generalized to multiple internal coordinates and spatially inhomogeneous systems.
3.2 Moment Methods for Population Balance Equations
In this work we consider a PBE with growth (i.e., evaporation and condensation), aggrega-
tion, breakage and source terms. For clarity, we consider only spatially homogeneous systems.
However, the methods developed here can be applied to a spatially inhomogeneous PBE using
the realizable finite-volume schemes described in (Vikas et al., 2011). In order to guarantee
realizability of the moments sets, such schemes make use of the underlying connection between
55
the PBE and the moment equations. The same is true for the moment method developed in
this work.
3.2.1 Population balance equation
Consider the following PBE for the spatially homogeneous, univariate NDF f(t, ξ):
∂f(t, ξ)
∂t
+
∂
∂ξ
[g(t, ξ)f(t, ξ)] = Bagg(t, ξ)−Dagg(t, ξ)+Bbr(t, ξ)−Dbr(t, ξ)+Q(t, ξ)f(t, ξ) (3.1)
where ξ ∈ [0, ξmax] depends on what physical processes are investigated (e.g, size, surface area,
or volume of particles) and Q(t, ξ) is a source term used in this work to obtain a known form
for f(t, ξ). The aggregation terms are given by
Bagg(t, ξ) =
1
2
∫ ξ
0
a(t, ξ − ξ′, ξ′)f(t, ξ − ξ′)f(t, ξ′) dξ′ (3.2)
and
Dagg(t, ξ) =
∫ ξmax
0
a(t, ξ, ξ′)f(t, ξ)f(t, ξ′) dξ′ (3.3)
where a(t, ξ, ξ′) is the aggregation kernel. The breakage terms can be expressed as
Bbr(t, ξ) =
∫ ξmax
ξ
ϑ(t, ξ′)b(t, ξ′)P (t, ξ|ξ′)f(t, ξ′) dξ′ (3.4)
and
Dbr(t, ξ) = b(t, ξ)f(t, ξ) (3.5)
where ϑ(t, ξ′) is the average number of particles formed by breakage of a particle of type ξ′
at time t, P (t, ξ|ξ′) is probability density function for particle type ξ′ at time t to produce a
daughter particle with type ξ, and b(t, ξ) is the breakage kernel. In the examples in Sec. 3.5, the
source term is used to force the exact solution of the PBE to have a chosen form for the NDF.
The accuracy of the proposed moment method can then be evaluated against the moments of
the known NDF.
3.2.2 Moment equations
The integer moments of f(t, ξ) are defined by
mk(t) ≡
∫ ξmax
0
ξkf(t, ξ) dξ. (3.6)
56
The integro-differential equation for the moments can be found starting from Eq. (3.1):
dmk
dt
= − g(t, ξ)f(t, ξ)ξk
∣∣∣ξmax
0
+
∫ ξmax
0
kξk−1g(t, ξ)f(t, ξ) dξ
+
∫ ξmax
0
ξk [Bagg(t, ξ)−Dagg(t, ξ)] dξ +
∫ ξmax
0
ξk [Bbr(t, ξ)−Dbr(t, ξ)] dξ
+
∫ ξmax
0
ξkQ(t, ξ)f(t, ξ) dξ. (3.7)
In general, this system of moment equations is not closed in terms of a finite set of mo-
ments due to the nonlinear dependencies of the growth, aggregation, and breakage terms on ξ,
which introduce higher-order (and non-integer) moments. In order to attain closure, a novel
quadrature-based moment method (QBMM) is introduced in Sec. 3.3. However, we should
note that the mathematical forms of the unclosed terms in Eq. (3.7) can make closure very
challenging.
For example, the growth terms in Eq. (3.1) are hyperbolic in nature (i.e., solutions evolve
along characteristics in ξ-phase space), while the aggregation and breakage terms lend them-
selves to QBMM. In particular, when the growth term g(t, ξ) is negative (i.e., evaporation (Fox
et al., 2008; Massot et al., 2010) and fines dissolution (Grosch et al., 2007)), the zero-order mo-
ment m0 requires a closure for the boundary flux term g(t, 0)f(t, 0), i.e., a pointwise value of
the NDF. In standard QMOM (McGraw, 1997), pointwise values of the NDF are not available,
and thus an important property of our proposed extension of QMOM is the ability to accurately
evaluate the functional form of f(t, ξ) at a discrete point ξ. A related class of problems for
which QMOM performs poorly is a PBE with selective removal of particles in a small interval
of size space (Grosch et al., 2007) (e.g., fines removal or separation of large particles). For such
problems, one needs a good estimate of the integral of f(t, ξ) over a finite interval ξ1 ≤ ξ ≤ ξ2,
which – for reasonable accuracy – requires knowledge of f(t, ξ) at several points in the interval.
3.3 Extended Quadrature Method of Moments(EQMOM)
EQMOM is conceptually equivalent to the bi-Gaussian quadrature introduced in (Chalons
et al., 2010), and shares many similarities (but important differences) with the KDEM proposed
in (Athanassoulis and Gavriliadis , 2002).
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3.3.1 A non-negative approximation for the NDF
The starting point of EQMOM is to represent the distribution function by a weighted sum
of non-negative functions:
pn(ξ) =
n∑
α=1
wαδσ(ξ; ξα) (3.8)
where wα are non-negative weights, ξα the corresponding abscissas, and δσ(ξ; ξα) is a kernel
density function with a finite (or infinite) support determined by the parameter σ. Recall that
in QMOM, the NDF is represented as
pn(ξ) =
n∑
α=1
wαδ(ξ − ξα). (3.9)
Thus, for consistency, we require that δσ(ξ; ξα) be chosen to satisfy the following condition:
lim
σ→0
δσ(ξ; ξα) = δ(ξ − ξα), (3.10)
which is not difficult to obtain for positive kernel density functions (Athanassoulis and Gavril-
iadis , 2002). Notice that the same σ is shared for all α ∈ 1, . . . , n in Eq. (3.8).
The reader interested in the mathematical properties of Eq. (3.8) as an approximation of
f(t, ξ) can consult (Athanassoulis and Gavriliadis , 2002). In particular, there it is shown that
Eq. (3.8) can approximate any continuous density function as closely as desired with some finite
n.
3.3.2 The moment-inversion problem
For the EQMOM approximation, 2n + 1 moments are employed to compute the 2n + 1
unknowns: wα, ξα for α = 1, . . . , n, and σ. In fact, the key improvement of EQMOM as
compared to KDEM is the ability to compute these unknowns exactly from the moment set
M2n = {m0,m1, . . . ,m2n}
using a robust moment-inversion algorithm based on the adaptive Wheeler algorithm presented
in (Yuan and Fox, 2011). The reader should note that in the limit σ = 0, the moment set
M2n−1 = {m0,m1, . . . ,m2n−1}
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can be used to construct the QMOM representation of the NDF in Eq. (3.9). Thus, in essence,
the moment m2n is used to determine the value of σ in Eq. (3.8).
The authors in (Athanassoulis and Gavriliadis , 2002) provide a detailed discussion of the
numerical issues faced when trying to invert Eq. (3.8) directly to yield a prescribed set of mo-
ments (i.e., the Hausdorff truncated moment problem (Hausdorff, 1923)). In the present work,
the adaptive Wheeler algorithm (Wheeler , 1974; Yuan and Fox, 2011) (see also (McGraw, 1997;
Dette and Studden, 1997)) is used for moment inversion in order to minimize the numerical
difficulties as much as possible (i.e., the recursion coefficients are computed from the moments
directly instead of solving a minimization problem as done in (Athanassoulis and Gavriliadis ,
2002)). Even so, the maximum value of n that can be used with reasonable numerical accuracy
is on the order of five to ten, and hence our main focus is on accurately predicting the moments
up to order 2n+ 1, as opposed to predicting the (unknown) exact NDF.
For a Gaussian kernel density function defined for ξ ∈ (−∞,+∞), the moment-inversion
method used in EQMOM is described in (Chalons et al., 2010) for n = 2. For this kernel
density function, the abscissas ξα correspond to the mean and σ to the standard deviation of
the Gaussian. In this work, we consider kernel density functions that are appropriate for cases
where ξ ∈ [0,∞) and ξ ∈ [0, 1]. In these cases, the abscissas and σ no longer correspond to
the mean and standard deviation of the kernel density function and, in fact, we shall see that
their definitions are critical for defining a well-posed moment-inversion algorithm. Note that
by a linear change of variables, any semi-infinite interval [a,∞) or finite interval [a, b] can be
transformed to [0,∞) and [0, 1], respectively. Thus, the EQMOM algorithms developed in this
work can be applied to any semi-infinite or finite interval used to define the range of ξ.
3.3.3 Gamma EQMOM
For ξ ∈ [0,∞), a gamma distribution is a good choice for δσ(ξ; ξα):
δσ(ξ; ξα) =
ξλα−1e−ξ/σ
Γ(λα)σλα
, (3.11)
where λα = ξα/σ. Then f(t, ξ) can be approximated by
pn(t, ξ) =
n∑
α=1
wα
ξλα−1e−ξ/σ
Γ(λα)σλα
. (3.12)
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It remains to show how the moments are related to the parameters λα and σ.
The first step is to compute the integer moments of δσ(ξ; ξα) with respect to ξ analytically.
For the gamma EQMOM, these integer moments are
m
(α)
k =
Γ(λα + k)
Γ(λα)
(
ξα
λα
)k
, (3.13)
and thus
mk =
n∑
α=1
wα
Γ(λα + k)
Γ(λα)
σk =
n∑
α=1
wαGk(ξα, σ) (3.14)
where
Gk(ξα, σ) =

1 if k = 0,∏k−1
i=0 (ξα + iσ) if k ≥ 1.
(3.15)
Noting that Gk can be written as
Gk(ξα, σ) = ξ
k
α + Pk−1(ξα, σ) (3.16)
where Pk−1(x, y) is a homogeneous polynomial of order k − 1 in x and y, we can rewrite the
integer moments as
mk = m
∗
k +
n∑
α=1
wαPk−1(ξα, σ) (3.17)
where
m∗k =
n∑
α=1
wαξ
k
α. (3.18)
The right-hand side of Eq. (3.17) can therefore be expressed in terms of σ and the moments
m∗0, . . . ,m∗k. In other words, Eq. (3.17) forms a lower-triangular linear system that can be
inverted using forward substitutions.
As an example, up to k = 4 (which corresponds to n = 2), we have
m0 = m
∗
0,
m1 = m
∗
1,
m2 = m
∗
2 + σm
∗
1,
m3 = m
∗
3 + 3σm
∗
2 + 2σm
∗
1,
m4 = m
∗
4 + 6σm
∗
3 + 11σm
∗
2 + 6σm
∗
1.
(3.19)
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These equations can be recast in matrix form:
m = A(σ)m∗. (3.20)
This system of equations can be solved iteratively to find σ using the methods described in
Sec. 3.3.5 below.
It is worth mentioning that only by choosing λα as in Eq. (3.11) will A(σ) be a closed
lower-triangular matrix. This is a key technical point because, for a given σ, it allows us to
find the moment set (m∗0, . . . ,m∗2n−1) from (m0, . . . ,m2n−1), and thus to find the weights wα
and abscissas ξα using the adaptive Wheeler algorithm (Yuan and Fox, 2011). In this manner,
the moments set (m0, . . . ,m2n−1) is exactly recovered for any value of σ, and we are free to fix
the value of σ to agree with moment m2n. This is accomplished using the scalar function
Jn(σ) = m2n −m∗2n −
n∑
α=1
wαP2n−1(ξα, σ) (3.21)
by finding the smallest σ for which Jn(σ) = 0.
3.3.4 Beta EQMOM
If ξ is in the bounded interval [0, 1], δσ(ξ; ξα) can be set to a beta distribution. The NDF
for ξ ∈ [0, 1] is then approximated by
pn(ξ) =
n∑
α=1
wα
ξλα−1(1− ξ)µα−1
B(λα, µα)
(3.22)
where the two parameters are defined by λα = ξα/σ and µα = (1 − ξα)/σ. For the beta
distribution, the integer moments of δσ(ξ; ξα) can be found from a recursion formula:
m
(α)
k =
ξα + (k − 1)σ
1 + (k − 1)σ m
(α)
k−1 for k > 0, (3.23)
and m
(α)
0 = 1. We can thus express the integer moments of the distribution function in Eq (3.22)
as
mk =
n∑
α=1
wαGk(ξα, σ) (3.24)
where
Gk(ξα, σ) =

1 if k = 0,∏k−1
i=0 (
ξα+iσ
1+iσ ) if k ≥ 1,
(3.25)
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which is very similar to Eq. (3.15).
Because ξα appears only in the numerator in Eq. (3.25), the product will yield polynomials
in ξα of order k. Thus, we can express the integer moments of the distribution function in
Eq. (3.22) as
mk = γkm
∗
k + γk−1m
∗
k−1 + · · ·+ γ1m∗1 (3.26)
where the non-negative coefficients γk depend only on σ.
For example, up to k = 4, we have
m0 = m
∗
0,
m1 = m
∗
1,
m2 =
1
1 + σ
(m∗2 + σm
∗
1),
m3 =
1
(1 + 2σ)(1 + σ)
(m∗3 + 3σm
∗
2 + 2σ
2m∗1),
m4 =
1
(1 + 3σ)(1 + 2σ)(1 + σ)
(m∗4 + 6σm
∗
3 + 11σ
2m∗2 + 6σ
3m∗1),
(3.27)
where m∗k has the same definition as in gamma EQMOM. Again, the system of equations in
Eq. (3.26) can be written as m = A(σ)m∗ where A(σ) is a lower triangular matrix. For beta
EQMOM, the scalar function is
Jn(σ) = m2n − γ2nm∗2n − γ2n−1m∗2n−1 − · · · − γ1m∗1, (3.28)
and we again find the smallest σ for which Jn(σ) = 0. The system of moment equations is
solved iteratively to find σ using the algorithm described next.
3.3.5 The EQMOM moment-inversion algorithm
To solve a system of equations such as Eq. (3.19) or Eq. (3.27), we propose the following
algorithm. Given the 2n+ 1 realizable moments m = M2n,
1. guess σ, and compute the 2n moments m∗k for k = 0, . . . , 2n− 1 from m∗ = A(σ)−1m;
2. use the adaptive Wheeler algorithm with m∗k for k = 0, . . . , 2n − 1 to find n weights wα
and n abscissas ξα;
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3. compute m∗2n using wα and ξα;
4. compute Jn(σ) from m
∗ and σ;
5. if Jn(σ) 6= 0, compute a new guess for σ and iterate until convergence.
In this algorithm, the adaptive Wheeler algorithm introduced in (Yuan and Fox, 2011) is applied
so that n is chosen adaptively based on the moment error. Because of the highly nonlinear
dependence of Jn on σ, it is not convenient to find an analytical expression for the derivative
J ′n. Thus, we have successfully employed both a bounded secant method and the Ridder’s
method (Press et al., 1992) to update σ. For completeness, we should note that for a Gaussian
kernel with n > 2, the same algorithm is applied with Jn(σ) defined in terms of the Gaussian
moments (Chalons et al., 2010).
From the theory of moments (Dette and Studden, 1997), we know that m2n ≥ m∗2n, with
equality implying that the NDF is exactly represented by the sum of at most n weighted delta
functions. The scalar function has the properties Jn(0) ≥ 0 and J ′n(0) < 0. Thus, when
Jn(0) > 0, we wish to find the smallest value of σ for which (i) Jn(σ) = 0 and (ii) the moment
set (m∗0, . . . ,m∗2n−1) is realizable (i.e., all wα > 0 and ξα ∈ [0,∞) for gamma EQMOM or
ξα ∈ [0, 1] for beta EQMOM). In practice, we find that the smallest value of σ for which
J(σ) = 0 can sometimes yield an abscissa out of range. In such cases, we choose σ to be the
largest value for which all abscissas are realizable, and redefine Jn accordingly in the iteration
algorithm. (See B.2 for details.) Another possible case is that Jn(σ) = 0 but one (or more)
wα = 0. When this occurs, it implies that less than n kernel density functions are needed to
exactly capture the first 2n moments (e.g., f(t, ξ) is exactly a gamma/beta distribution so that
n = 1 suffices to reproduce it). A final possible case is that the moment set (m∗0, . . . ,m∗2n−1) is
unrealizable but Jn(σ) > 0, which implies that we cannot reproduce all 2n+ 1 moments for a
given n. In such cases, we reduce n by one and repeat the search process using less moments.
In (Athanassoulis and Gavriliadis , 2002), the NDF is approximated by a kernel density
function whose coefficients are computed by solving a constrained, non-negative, least-squares
problem. In this manner, usually only one or two constraints are applied, which means that only
one or two moments are exact and the rest are approximate. In comparison, with the EQMOM
63
moment-inversion algorithm the moment set M2n−1 is almost always exactly reproduced and
moment m2n is as accurate as possible. Furthermore, the iterative scheme described above
is one-dimensional since only the value of σ is unknown. We are thus guaranteed to quickly
converge to an optimal solution with relatively little computational cost, which is an important
requirement for solving spatially inhomogeneous problems (Yuan and Fox, 2011; Vikas et al.,
2011).
3.4 Moment Closure with EQMOM
In this section, we assume that the parameters defining pn(ξ) have been successfully com-
puted using the algorithm in Sec. 3.3.5, and address the question of how to compute the moment
closures in Eq. (3.7). For this purpose, we follow the idea introduced in (Lage, 2011) of using
a second Gaussian quadrature with respect to the kernel density function.
3.4.1 Choice of kernel density function
As done above, a convenient choice for univariate EQMOM is to define the kernel density
function in terms of the weight function w(t) for a known family of orthogonal polynomials.
For example, on the interval [−1, 1] the associated Jacobi polynomials have the weight function
w(t) = (1− t)a(1 + t)b, (3.29)
where the parameters −1 < a,−1 < b defines a particular family of Jacobi polynomials
(Gautschi, 2004). As we can see, the beta distribution can be easily expressed in terms of
this weight function by the change of variable ξ = (t + 1)/2. Likewise, for gamma EQMOM
the corresponding weight function is
w(t) = tae−t, (3.30)
which is used with the associated Laguerre polynomials (Gautschi, 2004), while for the Gaus-
sian EQMOM the weight function corresponds to the Hermite polynomials. In principle, an
EQMOM could be defined for any weight function with a corresponding set of orthogonal poly-
nomials. As discussed in B.2, for fixed n the classical weight functions do not cover all of
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moment space. Nevertheless, as shown next, they allow us to accurately approximated integral
terms at very low computational expense.
3.4.2 EQMOM approximation of integrals
The principal advantage of using the weight function for a known family of orthogonal
polynomials is that the recursion coefficients are known in advance (i.e., we do not need to
compute them from the moments m
(α)
k of the kernel density function). Thus, the Jacobi matrix,
which is used to find the N weights and N abscissas of the second quadrature (Gautschi, 2004),
can be computed with good accuracy for large values of N . In contrast, if the moments m
(α)
k
were used with the Wheeler algorithm to find the second quadrature, the maximum value of
N that could be employed with good accuracy would be on the order of ten.
As an example of the second quadrature, consider the beta kernel density function, which
leads to the following quadrature formula for an arbitrary function g(ξ):∫ 1
0
g(ξ)δα(ξ; ξα, σ) dξ =
1
B(λα, µα)
∫ 1
0
g(ξ)ξλα−1(1− ξ)µα−1 dξ
=
(
1
2
)λα+µα−1 1
B(λα, µα)
∫ 1
−1
g
(
t+ 1
2
)
(1− t)µα−1(1 + t)λα−1 dt
≈
Nα∑
β=1
wαβg
(
tαβ + 1
2
)
.
(3.31)
In the second line, we see the weight function in Eq. (3.29) with aα = µα − 1 and bα = λα − 1.
In the last line, {wαβ, tαβ} are the Nα weights1 and Nα abscissas computed from the Jacobi
polynomial recursion coefficients for a given set of parameters {aα, bα} using the algorithm
described in (Gautschi, 2004).
Using Eq. (3.31), we can see that the EQMOM closure defined by Eq. (3.8) approximates
integrals with respect to the f(t, ξ) as∫ ξ1
ξ0
g(ξ)pn(ξ) dξ =
∫ ξ1
ξ0
g(ξ)
n∑
α=1
wαδσ(ξ; ξα) dξ =
n∑
α=1
Nα∑
β=1
ραβg(ξαβ)I[ξ0,ξ1] (ξαβ) (3.32)
where I[a,b](x) is the indicator function for the interval [a, b], and ραβ = wαwαβ. The n weights
wα, n abscissas ξα and σ are found from the first 2n + 1 integer moments of f(t, ξ) using
1The weights wαβ are normalized such that
∑
β wαβ = 1.
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EQMOM (which we refer to as the first quadrature).
Here, it is important to recognize that Nα in Eq. (3.32) can be chosen independently from
the value of n. Therefore, we can choose Nα  n to improve the accuracy of Eq. (3.32). As
for any Gaussian quadrature (Gautschi, 2004), the formula in Eq. (3.31) is exact if g(ξ) is a
polynomial of order 2Nα or smaller. Thus, if g(ξ) is a polynomial, the value of Nα should be
chosen so that Eq. (3.31) is exact. Otherwise, Nα is chosen large enough to reduce the error in
the second quadrature to a level that is smaller than the error in the first quadrature, which
depends on n.
3.4.3 EQMOM approximation of hyperbolic terms
The approximation in Eq. (3.32) can be used to close the integral terms in Eq. (3.7).
However, in order to close the hyperbolic terms (i.e., growth), we introduce an equivalent point
representation of pn(ξ):
pn(ξ) =
n∑
α=1
Nα∑
β=1
ραβδ(ξ − ξαβ). (3.33)
When this representation is substituted into the PBE, the hyperbolic terms on the left-hand
side of Eq. (3.1) are described exactly by the ordinary differential equations (ODE) for the
characteristics:
dραβ
dt
= 0 and
dξαβ
dt
= g (ξαβ) . (3.34)
Thus, it is quite natural to employ a time-splitting method to solve the moment equations
wherein the growth terms are updated using the method of characteristics (i.e., by solving
Eq. (3.34) over each time step). Because Nα can be chosen arbitrarily large, the number of
characteristics can be made large enough to attain a specified numerical error in the evaluation
of the growth terms. Moreover, because ραβ is constant along a characteristic, the updated
moments are guaranteed to be realizable. Finally, note that for evaporation with g(0) < 0,
characteristics can leave the realizable domain (ξ ∈ [0,∞)). When this occurs during a time
step, the corresponding weights are simply set to zero. In this manner, the flux of m0 at ξ = 0
is captured in a numerically robust manner and can be computed with any desired accuracy
by increasing Nα.
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3.4.4 EQMOM approximation of the moment equations
In summary, the 2n + 1 moments M2n are updated by solving Eq. (3.7) in the following
manner:
1. Given M2n at time t, use EQMOM to find the first quadrature: wα, ξα and σ.
2. Given the first quadrature, find the second quadrature for each α: ραβ and ξαβ.
3. For a given ∆t, update M2n due to growth by solving Eq. (3.34). For evaporation
problems, the time step is fixed such that the two abscissas closest to the origin at time t
(i.e., ξ1(t) and ξ2(t)) exactly straddle the origin at t+ ∆t (i.e., −ξ1(t+ ∆t) = ξ2(t+ ∆t)).
4. Given the updated M2n due to growth, recompute the first and second quadratures.
5. For the same ∆t, update M2n by solving
dmk
dt
=
1
2
n∑
α1=1
Nα1∑
β1=1
n∑
α2=1
Nα2∑
β2=1
ρα1β1ρα2β2
[
(ξα1β1 + ξα2β2)
k − ξkα1β1 − ξkα2β2
]
a (t, ξα1β1 , ξα2β2)
+
n∑
α=1
Nα∑
β=1
ραβb(t, ξαβ)
[
ξkαβ − ϑ(t, ξαβ)
]
MkP (t, ξαβ) +
n∑
α=1
Nα∑
β=1
ραβQ(t, ξαβ) (3.35)
where MkP (t, ξ) =
∫ ξ
0 ξ
′kP (t, ξ|ξ′) dξ′ can usually be found analytically. Note that the
right-hand side of Eq. (3.35) was evaluated assuming the ξ is the particle volume.
For cases without growth, only Eq. (3.35) is solved using a realizable ODE solver (Vikas et al.,
2011).
In Sec. 3.5, we use a suite of test problems to assess the accuracy of the predicted moments
as a function of the quadrature parameters. The reader should note that when functions such
as a(t, ξ, ξ′) and b(t, ξ) appearing in Eq. (3.35) are polynomials in ξ, the value of Nα can be
chosen large enough to make the summations over β exact. We will return to this point in the
specific examples given below.
3.5 Results and Discussion
In this section, we apply the EQMOM to a series of test cases taken from the literature
(Ernst et al., 1984; Strumendo and Arastoopour, 2008; Massot et al., 2010; Lage, 2011). These
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test cases were chosen either because they have analytical solutions or because they are known
to be challenging to standard QMOM.
3.5.1 Evaporation
As mentioned earlier, problems with evaporation are particularly difficult to treat accurately
with standard QMOM due to the lack of information concerning the pointwise flux (Fox et al.,
2008). Thus, in our opinion, any successful extension of QMOM must be able to accurately
reproduce the behavior of the zero-order moment (m0) for arbitrary functional forms for g(t, ξ).
In pure evaporation problems, ξ is usually chosen to be the droplet surface area, and then,
assuming that the evaporation rate is proportional to the droplet surface area (i.e., the d2-
evaporation law (Massot et al., 2010)), g(t, ξ) is a negative constant. More general evaporation
expressions have a dependence on ξ, but have g(t, 0) < 0, which implies that m0 will decrease
due to the loss of droplets at ξ = 0.
In this section, the following evaporation test cases, taken from (Massot et al., 2010; Lage,
2011)2, are analyzed:
• Case 1: g(t, ξ) = −1/2 with initial condition f(0, ξ) = 60ξ2(1− ξ)3 for ξ ∈ [0, 1].
• Case 2: g(t, ξ) = −1/2 with initial condition f(0, ξ) = 1 for ξ ∈ [0, 1].
• Case 3: g(t, ξ) = −(ξ + 1/2) with f(0, ξ) = (1 + 8ξ)(1 − ξ)2 exp
[
0.001
(
1− 1
(1−ξ)2
)]
as
initial condition for ξ ∈ [0, 1].
For the two cases with constant g, the analytical solution simply shifts the initial NDF to the
left. For example, the analytical solution in Case 1 is f(t, ξ) = max[60(ξ+t/2)2[1−(ξ+t/2)]3, 0].
The evaporation test cases are simulated using beta EQMOM on the interval [0, b(t)], where
b(t) is found by solving the ODE
db
dt
= g(t, b) with b(0) = 1.
The quadrature parameters n and Nα are varied to investigate the dependence of the moment
errors on the quadrature reconstruction. Recall from Sec. 3.4.4 that the time step is determined
2In (Lage, 2011) a case with initial conditions given by the sum of two delta functions is also considered.
With EQMOM, this case is trivial since it can be solved exactly with n = 2.
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Figure 3.1 Beta EQMOM results for the time evolution of the NDF in Case 1 at selected
times t with n = 4. Symbols: beta EQMOM. Lines: exact NDF.
by the value of Nα, as this parameter fixes the location of the two abscissas closest to the origin.
Hence, by increasing Nα, the accuracy of the evaporative flux prediction should improve. Unless
stated otherwise, the relative moment errors are defined by
mk,error(t) =
|mk,EQMOM(t)−mk,exact(t)|
mk,exact(t)
for k = 0, . . . , 2n+ 1
where mk,EQMOM is the kth-order moment predicted by EQMOM and mk,exact is the corre-
sponding exact moment.
Case 1 For this case, the NDF predicted using beta EQMOM with n = 4 at different
times is shown in Fig. 3.1. In Fig. 3.1(a), it can be seen that the EQMOM results found with
n = 4 and Nα = 8 match quite well with the exact NDF. However, there are small deviations
from the exact NDF close to the lower boundary at t = 0.4 and t = 0.8. The reason for
these deviations is that N1 and N2 are too small, which leads to a relatively large time step.
Therefore, in Fig. 3.1(b), N1 and N2 are increased to 50 while leaving N3 and N4 set to 5. It
can be observed that the resulting NDF falls almost exactly on the exact NDF. The reason
why N3 and N4 can be set to 5 without incurring any errors is that as long as Nα ≥ n+ 1, the
second quadrature will not affect the accuracy of the moment predictions.
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Figure 3.2 Beta EQMOM results for the relative moment errors mk,error in Case 1 with n = 4
and different Nα.
The relative errors in the moments for Case 1 are shown in Fig. 3.2 for n = 4. From
Fig. 3.2(a), the higher-order moment errors (k = 5, 6, 7, 8) start with smaller values as compared
to m0, but gradually increase with time. However, at t = 1.2, they surpass m0,error. This
occurs mainly because for large times, the NDF tends to zero, leading to very small values of
the higher-order moments mk,exact. Thus, the absolute moment errors remain very small as
t → 2 (i.e., complete evaporation). Similar to the NDF, the relative moment errors improve
by increasing N1 and N2. Moreover, if we compare the moment errors in Fig. 3.2 with those
in Fig. 3(a) in (Lage, 2011), we can observe that for the same n and Nα, beta EQMOM gives
better predictions of the moments than DuQMoGeM by about one-half order of magnitude.
Finally, the effect of n on the relative moment errors is shown in Fig. 3.3. Figure 3.3(a) for
n = 1 shows abnormal behavior compared with larger values of n. Indeed, the relative moment
error reaches unity at about t = 1.3 for n = 1. The reason is that only one beta function does
not approximate the NDF well enough, and leads to faster evaporation than expected. This
example shows that using a simple NDF may not be a good choice to simulate evaporation.
Comparing the other three figures, we observe that all relative moment errors decrease by about
one order of magnitude by increasing the node number from 2 to 3. Increasing n from 3 to 4,
the relative moment errors show about one-half order of magnitude improvement. As expected,
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Figure 3.3 Beta EQMOM results for the relative moment errors mk,error in Case 1 for different
n and Nα = 80.
these comparisons show that the error in the first quadrature dominates when n is small, but
with three or four nodes the beta EQMOM can capture accurately the moments of the NDF
for evaporation.
Case 2 Figure 3.4 compares the predicted to the exact NDF at t = 1 for Case 2 with
n = 4 and different values of Nα. We should note that for Case 2, the exact NDF corresponds
to a beta EQMOM with n = 1 (σ = ξ1), and thus our focus here is on the errors incurred by
choosing n > 1. As can be seen from Fig. 3.4, a significant improvement in the predicted NDF
is obtained by increasing N1 and N2 from 8 to 80. As in Case 1, N3 and N4 can be set as
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Figure 3.4 Beta EQMOM results for the NDF in Case 2 at t = 1 with n = 4. Symbols: beta
EQMOM. Lines: exact NDF.
small as 5 without changing the accuracy of the predicted moments. If we compare Fig. 4(b)
in (Lage, 2011) to Fig. 3.4, we can clearly see that DuQMoGeM yields a negative NDF in the
interval [0.5, 1] at t = 1, which is due to the polynomial approximation used in DuQMoGeM.
In comparison, EQMOM always yields a realizable NDF. For this reason, the relative moment
errors with DuQMoGeM are significantly larger than with EQMOM, as is obvious by comparing
Fig. 3.5 with Fig. 4(a) in (Lage, 2011). For example, EQMOM with the same parameters (i.e.
Fig. 3.5(a)) as DuQMoGeM gives one order of magnitude smaller error for m0, and more than
two orders of magnitude smaller errors for the higher-order moments. Comparing Fig. 3.5(a)
to Fig. 3.5(b), it is interesting to note that the errors in the predicted NDF in Fig. 3.4 do not
cause large relative moment errors.
Case 2 was also considered in (Massot et al., 2010) using the EM method to reconstruct
f(t, ξ). Although the EM method always guarantees positivity of the NDF, from Fig. 6 (t = 0.5)
in (Massot et al., 2010), it can be seen that the predicted NDF does not agree very well with the
exact NDF. For this reason, the relative moment errors found with EM methods are significantly
larger than with EQMOM.
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(b) N1 = N2 = 80, N3 = N4 = 5
Figure 3.5 Beta EQMOM results for the relative moment errors mk,error in Case 2 with n = 4
and different Nα.
Case 3 Figure 3.6 presents results for the NDF predicted using beta EQMOM with n = 4.
In this case, the larger surface area droplets evaporate faster than smaller droplets, which yields
the higher values of f(t, 0) at intermediate times as compared to the NDF found with constant
g. From Fig. 3.6, it can be observed that the EQMOM solution matches very well with the
exact NDF until very few droplets remain, such as at time t = 1 in Fig. 3.6. Nevertheless, the
predicted NDF always remains realizable as t→∞.
Figure 3.7 presents the relative moment errors for Case 3. However, in order to compare
with Fig. 4(left) in (Massot et al., 2010), the relative moment errors in Fig. 3.7 are defined as
mk,error =
|mk,EQMOM −mk,exact|
mk(0)
for k = 0, . . . , 2n+ 1; (3.36)
where mk(0) are the initial moments. From Fig. 3.7(a) we can observe that, using the same
number of nodes as in (Massot et al., 2010), the relative moment errors found with EQMOM
are one order of magnitude smaller than with the EM method before t = 0.6. For larger t,
the higher-order moments become very small, and a beta kernel density function may not be
the optimal choice for approximating the NDF (see Fig. 3.6). Nevertheless, beta EQMOM
still achieves the same order of accuracy as the EM method. By using four nodes, as shown in
Fig. 3.7(b), beta EQMOM achieves more than one and half orders of magnitude better accuracy
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Figure 3.6 Beta EQMOM results for the time evolution of the NDF in Case 3 at selected
times t with n = 4 and N1 = N2 = 80, N3 = N4 = 5. Symbols: beta EQMOM.
Line: exact NDF.
as compared with the EM results in (Massot et al., 2010) for all t.
In summary, the results for Cases 1–3 with pure evaporation clearly illustrate the favorable
properties of EQMOM to handle purely hyperbolic problems with negative flux terms at the
boundary of phase space. Not only is the predicted NDF guaranteed to be realizable for all
choices of the quadrature parameters, but we have also seen that by suitably choosing n and Nα
the errors due to the first and second quadratures can be reduced to levels that ensure accurate
predictions for the moments of the NDF. In fact, in comparison to Lagrangian droplet tracking
methods that treat evaporation by simulating an ensemble of droplets, EQMOM should be
able to attain equivalent or better accuracy simply by increasing N1 and N2 (which represent
“notional droplets” in the discretized NDF given in Eq. (3.33)).
3.5.2 Condensation problems
For condensation (positive g(t, ξ)), the phase-space variable ξ is chosen to be particle vol-
ume. As in (Strumendo and Arastoopour, 2008; Lage, 2011), we consider the following two
cases with known analytical solutions.
• Case 4: g(t, ξ) = ξ/2 with initial condition f(0, ξ) = 6ξ3e−ξ for ξ ∈ [0,∞) (Lage, 2011).
• Case 5: g(t, ξ) = K/ξ with initial condition f(0, ξ) = (2p/7q) (ξ − 1)q (15− ξ)q for ξ ∈
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(b) n = 4, N1,2 = 80, N3,4 = 5
Figure 3.7 Beta EQMOM results for the relative moment errors mk,error in Case 3 with dif-
ferent n and Nα.
[1, 15] where p = 2, q = 8, and K = 0.78 (Strumendo and Arastoopour, 2008).
For Case 4, gamma EQMOM is used to approximate the NDF, while beta EQMOM is used
for the bounded interval in Case 5. As with pure evaporation, the boundaries of the interval
[a(t), b(t)] are found using the ODEs a′ = g(t, a) and b′ = g(t, b). The reader can note that
the initial NDF in Case 4 can be exactly represented by gamma EQMOM with n = 1 (σ = 1
and ξ1 = 4). Likewise, in Case 5, the initial NDF is a transformed beta distribution with
parameters λ = µ = p− 1.
Case 4 The exact NDF for Case 4 (Lage, 2011) is
f(t, ξ) =
(ξe−t/2)3e−ξe−t/2
6et/2
,
which again can be represented exactly using gamma EQMOM with n = 1, σ = et/2, and
λα = 4. For this case, the second quadrature requires Nα ≥ n + 1, so we fix Nα = n + 1. We
then fix n = 4, and set the quadrature parameters in the adaptive Wheeler algorithm (Yuan
and Fox, 2011) to rmax(1) = 0, rmax(2) = 10−6, rmax(3) = 10−5, and rmax(4) = 10−4.
Thus, only one quadrature node will be used if the NDF approximate is exact. As shown in
Fig. 3.8 for t = 10, the gamma EQMOM algorithm correctly reduces to n = 1 and sets wα = 0
for α = 2, 3, 4. In fact, for Case 4, gamma EQMOM yields the exact NDF for all times.
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Figure 3.8 Gamma EQMOM results for the NDF in Case 4 at t = 10 with n = 4 and Nα = 5.
Symbols: gamma EQMOM. Line: exact NDF.
Case 5 For Case 5, the growth rate corresponds to diffusion-controlled growth (Strumendo
and Arastoopour, 2008) and the exact NDF is
f(t, ξ) = f
(
0,
√
ξ2 − 2Kt
) ξ√
ξ2 − 2Kt.
Note that the boundaries on the exact NDF are a(t) =
√
1 + 2Kt and b(t) =
√
152 + 2Kt.
Figure 3.9 shows the predicted NDF using beta EQMOM with 7 moments (n = 3) as compared
with the exact solution at t = 20. The agreement is excellent and the two solutions coincide
within machine precision with each other. Next, we can compare the beta EQMOM result with
Fig. 1 in (Strumendo and Arastoopour, 2008), which uses the FCMOM method to reconstruct
the NDF. With almost the same number of moments controlled (7 in EQMOM, 8 in FCMOM),
beta EQMOM predicts the NDF much better. In fact, since FCMOM is just a special case
of DuQMoGeM, unavoidably, it gives negative values in the tail of the NDF. In contrast, the
NDF reconstructed with EQMOM is always nonnegative.
In summary, for pure growth problems EQMOM provides a very accurate closure for the
NDF. In fact, since the growth is hyperbolic in phase space, the EQMOM solution method
using characteristics is essentially exact. Thus, the error in the NDF is associated mainly with
the first quadrature representation in terms of n kernel density functions. Obviously, for very
complex shapes, larger values of n will be needed to accurately capture the NDF. Nevertheless,
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Figure 3.9 Beta EQMOM results for the NDF in Case 5 at t = 20 with n = 3 and Nα = 5.
Beta EQMOM (symbols). Exact NDF (line).
the EQMOM algorithm provides an accurate and robust method for advancing the moments
in time for hyperbolic problems with complex growth rates.
3.5.3 Breakage problems
For pure breakage problems, by convention, the phase variable is chosen to be the particle
volume. The moments evolve according to Eq. (3.35), which is solved numerically using the
second-order Runge-Kutta method with fixed time step ∆t = 0.001. For convenience, we
assume that the NDF is nonzero for ξ ∈ [0, 1] and use beta EQMOM to reconstruct the NDF.
The following three cases with analytical solutions (Ziff and McGrady, 1985; Lage, 2011) are
analyzed:
• Case 6: ϑ(t, ξ) = 2 (binary breakage), P (t, ξ|ξ′) = H(ξ′− ξ)/ξ′ where H is the Heavyside
function, b(t, ξ) = ξ2 and Q(t, ξ) = [2ξ2(2−e−t)−2(1−e−t)]/f(t, ξ) with initial condition
f(0, ξ) = 6ξ3e−ξ.
• Case 7: ϑ(t, ξ) = 2, P (t, ξ|ξ′) = H(ξ′ − ξ)/ξ′, b(t, ξ) = ξ1/3 and Q(t, ξ) = [7e−t − 12 +
7(2− e−t)ξ1/3]/f(t, ξ) with initial condition f(0, ξ) = 6ξ3e−ξ.
• Case 8: ϑ(t, ξ) = 2, P (t, ξ|ξ′) = H(ξ′ − ξ)/ξ′, b(t, ξ) = ξ2 and Q(t, ξ) = 0 with initial
condition f(0, ξ) = δ(ξ − 1).
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Figure 3.10 EQMOM results at t = 10 for Case 6 with n = 2 and Nα = 4.
Note that the source term Q(t, ξ) in Cases 6 and 7 is chosen to yield a known form for f(t, ξ),
and thus Q(t, ξ) is a known function of t and ξ.
Case 6 For this case, the analytical solution (Lage, 2011) is f(t, ξ) = 2 − e−t, which is
constant for ξ ∈ [0, 1]. Here, the breakage kernel involves only integer powers of ξ and the
highest-order moment is 2n + 2. Therefore, Nα must satisfy 2Nα ≥ 2n + 3, and we set n = 2
and Nα = 4. Sample results for Case 6 are shown in Fig. 3.10. In Fig. 3.10(a), the reconstructed
NDF is on top of the exact NDF. As shown in (Lage, 2011), the abscissas must be constant
for all time, but standard QMOM cannot preserve this property, even though the moments
are predicted quite well. As can be seen from Fig. 3.10(b), having constant abscissas is not a
problem for EQMOM.
Case 7 For this case, the analytical solution (Lage, 2011) is f(t, ξ) = 2 − e−t, which is
constant for ξ ∈ [0, 1]. Here, the breakage kernel b(ξ) = ξ1/3 cannot be represented by integer
moments, so larger Nα has to be used to reduce the second quadrature error. Figure 3.11
shows the effect of Nα on the reconstructed NDF, and it can be observed that a much better
prediction is obtained by increasing Nα from 25 to 100. The same dependence on Nα is found
for the relative moment errors. From Fig. 3.12, we can see that the first-order moment error
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Figure 3.11 Reconstructed NDF at t = 10 for Case 7 with n = 1 and different N1. Symbols:
beta EQMOM. Line: exact NDF.
decreases as Nα becomes larger. Comparing this figure with Fig. 12(a) in (Lage, 2011) for the
same values of n and Nα, we observe that EQMOM gives more then one and a half order of
magnitude smaller moment errors as compared to DuQMoGeM.
Case 8 For this case, the analytical solution (Ziff and McGrady, 1985) is f(t, ξ) =
e−tξ2 [δ(ξ − 1) + 2tH(1 − ξ)] for ξ ∈ [0, 1]. The principal difference with Case 6 is the ini-
tial condition, so Nα is again set to n + 2. Figure 3.13(a) shows the reconstructed NDF at
t = 10 for n = 3. The overall agreement between EQMOM and the exact NDF is very good
for n = 3, except near the lower bound. By increasing n to 4 (Fig. 3.13(b)), EQMOM yields a
much better NDF as compared to the exact solution. The relative moment errors for n = 3 are
plotted in Fig. 3.14. Comparing this result with the DuQMoGeM result in Fig. 14(a) in (Lage,
2011), it is clear that EQMOM gives much better predictions for the higher-order moments in
Case 8.
In summary, the results for pure breakage confirm the excellent predictive capability of EQ-
MOM for solving moment equations with linear integro-differential terms. When the breakage
kernel is a polynomial of finite order, Nα can be chosen large enough to exactly evaluate the
second quadrature. Otherwise, Nα can be used as a parameter to reduce the error in the second
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Figure 3.12 Time evolution of m0,error for Case 7 with n = 1 and Nα = 100 (solid), 500
(dashed), 2000 (dash-dot).
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Figure 3.13 Reconstructed NDF for Case 8 at t = 10. Symbols: gamma EQMOM. Line:
exact NDF.
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Figure 3.14 Time evolution of relative moment errors for Case 8 with n = 3 and Nα = 5.
quadrature to a level that is smaller than the error in the first quadrature (which is controlled
by n).
3.5.4 Aggregation/coalescence problems
For aggregation and coalescence problems, the size variable is volume. The following three
cases are analyzed (Lage, 2011; Gelbard and Seinfeld, 1978; Ernst et al., 1984; Vemury and
Pratsinis, 1995):
• Case 9: a(t, ξ, ξ′) = ξ + ξ′ (sum kernel) with initial condition f(0, ξ) = e−ξ.
• Case 10: a(t, ξ, ξ′) = ξξ′ (product kernel) with initial condition f(0, ξ) = 4e−2ξ.
• Case 11: a(t, ξ, ξ′) = (ξ1/3 + ξ′1/3) (1/ξ1/3 + 1/ξ′1/3) (Brownian kernel) with initial con-
dition f(0, ξ) = e−ξ.
Gamma EQMOM is employed to solve Eq. (3.35).
Case 9 The analytical solution (Gelbard and Seinfeld, 1978) for this case is
f(t, ξ) =
e−t−2ξ+ξe−t
ξ
√
1− e−t I1
(
2ξ
√
1− e−t
)
where I1 is a modified Bessel function. For Case 9, Nα is chosen such that Nα ≥ n + 1. The
distribution profile at t = 3 is shown in Fig. 3.15 and EQMOM gives a reasonable approximation
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Figure 3.15 Reconstructed NDF at t = 3 for Case 9. Symbols: gamma EQMOM with n = 4
and Nα = 5. Line: exact NDF.
Table 3.1 Relative moment errors at t = 3 for Case 9.
k 0 2 3 4 5 6 7 8
mk,error 5× 10−7 4× 10−6 2× 10−5 3× 10−5 6× 10−5 9× 10−5 1× 10−5 2× 10−5
of this complex distribution function. Table 3.1 shows the relative moment errors at t = 3. For
aggregation, the first-order moment is constant, and m1,error is zero to machine precision. The
relative moment errors of the higher-order moments are slightly larger than for the lower-order
ones, but all moment errors are quite small (≈ 10−5).
Case 10 For this case, to our knowledge, no analytical solution for the NDF exists, but
an analytical solution can be found for the first three moments (Ernst et al., 1984):
m0,exact(t) = m0(0)− t/2, m1,exact(t) = 1, m2,exact(t) = m2(0)
1−m2(0)t ,
where mk(0) is kth-order initial moment. For the initial condition f(0, ξ) = 4e
−2ξ, m2(0) = 1,
and the critical time is t = 1. Therefore, the simulation time is set as t = 0.99. Due to
conservation of the first-order moment, the error for m1(t) is zero. For this reason, only two
moment errors are plotted in Fig. 3.16. It can be seen that EQMOM gives very accurate
predictions for the product kernel up to very close to the critical time, where m2 reaches
infinity.
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Figure 3.16 Relative moment errors for Case 10 found using gamma EQMOM with n = 1 and
N1 = 2. m0: solid. m2: dashed.
Case 11 For the Brownian aggregation kernel, no analytical solution for the NDF exists,
but a self-preserving solution is found for large t. In order to get this solution, a dimensionless
volume η and a dimensionless NDF φ are defined as
η =
m0
m1
ξ, φ =
m1
m20
f.
Figure 3.17 shows the EQMOM result compared with the self-preserving solution from (Vemury
and Pratsinis, 1995). It can be observed that the EQMOM result matches very well with the
literature solution.
3.5.5 Coupled phenomena
The last cases involve either simultaneous breakage and aggregation (McCoy and Madras,
2003; Lage, 2011), or simultaneous evaporation and coalescence:
• Case 12: Breakage and aggregation with υ(t, ξ) = 2, P (t, ξ|ξ′) = H(ξ′ − ξ)/ξ′, b(t, ξ) =
Φ2(∞)ξ/2, a(t, ξ, ξ′) = 1, Q(t, ξ) = 0 and Φ(∞) = 2 with initial condition f(0, ξ) = e−ξ.
• Case 13: Evaporation and coalescence with
g(t, ξ) = −keξ1/3, a(t, ξ, ξ′) = kc
(
ξ1/3 + ξ′1/3
) (
1/ξ1/3 + 1/ξ′1/3
)
with initial condition f(0, ξ) = ξ2e−ξ.
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Figure 3.17 Gamma EQMOM predictions with n = 4 for Case 11. Line: gamma EQMOM at
t = 1000. Symbols: self-preserving NDF from Vemury and Pratsinis (1995).
Gamma EQMOM with Nα ≥ n+ 1 can be used to simulate these cases with ξ equal to particle
volume.
Case 12 The analytical solution (McCoy and Madras, 2003) for this case is f(t, ξ) =
Φ2(t)e−Φ(t)ξ where
Φ(t) = Φ(∞)1 + Φ(∞) tanh(Φ(∞)t/2)
Φ(∞) + tanh(Φ(∞)t/2) .
This solution is just a gamma distribution with the parameter depending on t. Thus, it can be
expected that one-node gamma EQMOM suffices to capture the exact NDF, and therefore we
use n = 1 and N1 = 2. The EQMOM results for this case are shown in Fig. 3.18. As we can
see, the first quadrature finds the correct parameters (i.e., ξα, wα and σ) so that the EQMOM
solution is almost on top of the exact NDF for all t.
Case 13 In the final case, a simultaneous evaporation and coalescence case is used to
illustrate that EQMOM also works well with strongly coupled phenomena. To our knowledge,
no analytical solution exists for this case. The parameter for the second quadrature is set
to N1,2 = 200 in order to get a relatively small time step for evaporation using the methods
introduced in Sec. 3.4.4. The same time step is adopted for the coalescence term. Figure 3.19
shows how evaporation and coalescence affect the NDF at t = 10. It can be observed that the
NDF for kc = 0.05 and ke = 1 lies mostly on the left-hand side of the initial NDF because
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Figure 3.18 Gamma EQMOM predictions with n = 1 for Case 12 at selected times. Symbols:
gamma EQMOM. Lines: exact NDF.
evaporation is stronger than coalescence. Increasing kc to 0.25, the coalescence dominates and
moves the NDF toward the pure coalescence NDF. Overall, the coupling between growth and
coalescence poses no particular problems for EQMOM.
3.6 Conclusions
The extended quadrature method of moments (EQMOM) presented in this work represents
a significant improvement over existing methods for solving population balances equations
(PBE) in the context of moment methods. The proposed NDF reconstruction algorithm is
robust, computationally efficient, and results in a continuous, non-negative NDF that always
reproduces 2n moments, and in many cases 2n+1. By choosing a kernel density function that is
equivalent to the weight function of a known family of orthogonal polynomials, we have demon-
strated that EQMOM leads to a second Gaussian quadrature that can be employed to greatly
improve the accuracy with which the source terms in the PBE can be estimated. Furthermore,
by using operator splitting, the second quadrature can be used as a point-particle representa-
tion to efficiently and accurately solve hyperbolic terms in the PBE (such as evaporation and
condensation). Using thirteen test cases, we demonstrate unequivocally the applicability and
accuracy of EQMOM for approximating the moments of the PBE for cases of interest in aerosol
sciences, as well as its relative strengths and shortcomings vis-a-vis other methods.
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Figure 3.19 Gamma EQMOM predictions for Case 13 with n = 3 and selected values of kc
and ke at t = 10.
Our current research is aimed at generalizing EQMOM in two directions: (i) a multi-
variate version of EQMOM based on an extension of the CQMOM algorithm described in
(Yuan and Fox, 2011), and (ii) the application of EQMOM to evaluate the spatial fluxes (i.e.,
advection and diffusion) for cases where the advection velocity and diffusion coefficient depend
on the internal coordinates (ξ). For the latter, the realizable high-order finite-volume schemes
described in (Vikas et al., 2011) can be applied with the point-particle representation from
EQMOM to guarantee that the transported moment set is always realizable.
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CHAPTER 4. Multiphase flow application: Bubbly Flows
4.1 Introduction
Bubble-column reactors are widely used in the biological, chemical and petrochemical in-
dustries. The accurate design of these reactors depends largely on the complex fluid dynamics
of gas-liquid two-phase flows that still remains inadequately understood. Modeling of the fluid
dynamics of gas-liquid bubble columns is therefore a challenging task.
The Euler-Euler (EE) method is widely used in industry to simulate bubble columns. How-
ever, accurately predicting polydisperse bubbly flow is a nontrivial task due to the complexity
of the bubble number density function (NDF), which can involve up to four internal coordinates
including size and velocity (Marchisio and Fox , 2013). To reduce the dimensionality of the
NDF, the simplest EE models (Lapin and Lubbert, 1994) assume bubbles are of a single size,
the flow is in the limit of small bubble Stokes number and the bubble-phase Knudsen num-
ber is close to zero, which allows bubbles to be described as one phase governed by mass and
momentum balance equations. Unfortunately, most bubbly flows encountered in practice have
a wide bubble size distribution and thus must be treated as polydisperse. Moreover, physical
phenomenon such as bubble coalescence and breakup cannot be implemented into this simple
model in a straightforward and accurate manner.
In previous work (Vikas et al., 2011), a fully two-way coupled flow solver was developed that
solves the incompressible Navier-Stokes equation for the liquid phase and moment transport
equations for the disperse bubble phase. The moment transport equations are solved using
a kinetic theory approach with quadrature-based moment methods (QBMM) (Marchisio and
Fox , 2013). In this simulation, however, bubbles are set as monodisperse size. As described in
(Guet and Ooms, 2006), the size distribution of bubbles affects the radial distribution of void
87
fraction, flow regime changes and system stability of a bubble column. Moreover, coalescence
and breakage of bubbles leads to strongly polydisperse flows that cannot be treated with the
monodisperse solver described in (Vikas et al., 2011).
In order to eliminate all these deficits, a joint velocity-mass NDF for kinetic equations is
used to describe the dispersed phase. Here, we adopt the bubble mass as an independent vari-
able in the NDF, since the bubble mass is a conserved variable from which we can compute
a characteristic bubble diameter. QBMM is applied to solve the kinetic equation of the joint
velocity-mass NDF using the newly developed extended quadrature method of moments (EQ-
MOM) (Yuan et al. , 2012). It is coupled with an incompressible Navier-Stokes solver for the
liquid phase to solve bubbly flows.
4.2 Governing Equations of Bubbly flows
The behavior of the liquid phase in bubbly flows can be described by the classical continuity
and momentum equations solved in multi-fluid models (Drew, 1971):
∂
∂t
(εlρl) +∇ · (εlρlUl) = 0, (4.1)
and
∂
∂t
(εlρlUl) +∇ · (εlρlUlUl) = ∇ · (εlτl)−∇p+ εlρlg + Mlb, (4.2)
where εl, ρl, Ul, p are, respectively, the liquid-phase volume fraction, density, velocity and
pressure, and Mlb is the momentum-exchange term between the liquid and bubble phases
(which includes the liquid-pressure force on the bubbles equal to (1− εl)∇p). In this work, the
liquid phase is treated as an incompressible fluid and hence ρl is a constant. Also, the liquid
phase is assumed to be Newtonian, and its stress tensor τl is given by
τl = µl,eff
[(
∇Ul + (∇Ul)T
)
− 2
3
(∇ ·Ul) I
]
, (4.3)
where g is the gravitational acceleration vector, I is the unit tensor and µl,eff is the effective
viscosity including liquid-phase dynamic viscosity and a bubble-induced turbulent (BIT) vis-
cosity, or µl,eff = µl + µBIT , where µBIT = CBITρldbεb|Ul − Ub|, and CBIT is 0.6 for an
isolated rising bubble (Sato et al. , 1981), Ub is the mean bubble velocity.
88
The reader should note that Eq. 4.1 is coupled to the bubble-phase governing equations
through the constraint εl+εb = 1, where εb is the bubble-phase volume fraction, and momentum
exchange term Mlb, in which the models for the force terms appearing will be discussed next.
The bubble-phase governing equation is represented by a kinetic equation for the joint
velocity-mass bubble NDF f (t,x,v, ξ), defined so that fdxdξdv is the average number of
bubbles with velocity between v and v + dv, mass between ξ and ξ + dξ and position between
x and x + dx, at time t. The general form of the kinetic equation is:
∂f
∂t
+ v · ∂f
∂x
+
∂
∂v
· (f(A + g)) = S, (4.4)
where S represents all the possible source terms, such as collision, coalescence, break up of
bubbles and it will be neglected at the beginning of our simulations for dilute flow. A is the
accelaration due to the forces acting on each bubble, as will be described in detail below. With
QBMM the kinetic equation is solved by tracking moments of NDF instead of NDF itself.
Neglecting the source terms, the moment transport equation can be written as
∂mp,i,j,k
∂t
+
∂mp,i+1,j,k
∂x
+
∂mp,i,j+1,k
∂y
+
∂mp,i,j,k+1
∂z
= Fp,i,j,k (4.5)
where:
Fp,i,j,k =
∫
f (v, ξ) ξpU ixU
j
yU
k
z
[
iU−1x (gx +Ax) + jU
−1
y (gy +Ay) + kU
−1
z (gz +Az)
]
dξdv
(4.6)
and joint moments are defined as following
mp,i,j,k =
∫ ∞
0
ξpUx(ξ)
iUy(ξ)
jUy(ξ)
kf(v, ξ)dvdξ. (4.7)
Note higher order moments in flux term is not closed, QBMM is introduced to attain closure.
QBMM reconstruct the NDF by inverting a set of transported moments of NDF, then use the
reconstructed NDF to close the unclosed terms in moment transport equations. However, it is
nontrivial to reconstruct joint velocity-mass NDF from moments due to its high dimensionality,
so simplicification under reasonable physical assumptions is necessary for us to continue.
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4.3 Numerical methods
4.3.1 Reconstruction of joint velocity-mass NDF
For bubbly flow, the fluid drag falls into the low Stokes-number regime, and thus the crossing
of bubble trajectories will not happen (Marchisio and Fox , 2013). This means at a specific
location only one velocity exists for a specific bubble size (Laurent et al., 2004). Therefore, the
joint velocity-mass NDF can be written as
f(v, ξ) = δ(v −U(ξ))n(ξ) (4.8)
where n(ξ) is the bubble mass NDF and U(ξ) is the bubble velocity conditioned on mass.
Traditional E-E two-fluid models with a population balance equation for the mass distribution
also employ this assumption, but the bubble velocity in the model is computed from the average
bubble momentum equation, which is the same for all sizes at the same location. In contrast,
a model with bubble velocity conditioned on mass has better physical meaning than a simple
two-fluid model.
In this work, n(ξ) is reconstructed using the EQMOM introduced in Chapter 3. EQMOM
can degenerate to QMOM under some circumstances, e.g., when size segregation leads to regions
with only large bubbles. This phenomenon will always happen due to different characteristic
velocities for different size. Therefore, we first describe how the joint velocity-mass NDF is
constructed using QMOM.
With QMOM, the reconstructed mass NDF has the form n(ξ) =
∑N
α=0wαδ(ξ − ξα), and
for each mass ξα there is a corresponding conditional velocity Uα. Thus,
f(v, ξ) =
N∑
α=1
wαδ(v −Uα(ξ))δ(ξ − ξα). (4.9)
This form match the form of N by 1 nodes CQMOM representation of multi-NDF in Chapter
2, so CQMOM is used to reconstruct joint NDF. First, 2N pure mass moments including
{m0,0,0,0,m1,0,0,0, · · · ,m2N−1,0,0,0} are utilized to do quadrature on mass dimension such that
wα, ξα are obtained. Note adaptive wheeler algorithm is used due to some of region of bubbly
flow may has less than N classes bubble. Next, N joint moments including mp,1,0,0, mp,0,1,0 and
mp,0,0,1 with p = 0, 1, · · · , N−1 are employed to compute N conditional velocities for each space
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direction. Take x direction as an example, plug in Eq. 4.9 into definition of joint moments Eq.
4.7, mp,1,0,0 can be computed from weights, mass abscissas and conditional velocity abscissas
by this equation,
mp,1,0,0 =
N∑
α=1
wαξ
p
αUx,α. (4.10)
As demonstrated in Chapter 2, this system equation can be recast into matrix form:
1 . . . 1
ξ1 . . . ξN
...
...
(ξ1)
N−1 . . . (ξN )N−1


w1
. . .
wN


Ux;1
Ux;2
...
Ux;N

=

m0,1,0,0
m1,1,0,0
...
mN−1,1,0,0

. (4.11)
Where the matrix of ξα on the left hand side is Vandermonde matrix, which is nonsingular
if the abscissas are distinct. Then Ux;α can be computed after simple matrix inverse. The
conditional velocities in y and z directions can be computed in the same way.
In sum, using QMOM, NDF can be written as
f(v, ξ) =
N∑
α=1
wαδ(v −U(ξα))δ(ξ − ξα). (4.12)
such that a joint moment can be computed as
mp,i,j,k =
∫ ∞
−∞
∫ ∞
0
ξpU ixU
j
yU
k
z dξdv =
N∑
α=1
wαξ
p
αU
i
x,αU
j
y,αU
k
z,α. (4.13)
In practice, the bubble distribution is more likely to be continuous instead of discrete and
EQMOM can accurately reconstruct the continuous NDF by transporting one more moments
then QMOM (Yuan et al. , 2012). For example, if 2-node EQMOM is used to reconstruct the
mass NDF, the joint velocity-mass NDF can be written as:
f(v, ξ) =
2∑
α=1
wαδ(v −Uα(ξ))δσ(ξ, ξα) (4.14)
after a second quadrature to discretize the kernel density function, f(v, ξ) can be represented
by a dual-quadrature form:
f(v, ξ) =
2∑
α=1
M∑
β=1
wαβδ(v −Uαβ(ξ))δ(ξ − ξαβ) (4.15)
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where the parameters σ, wαβ, and ξαβ are computed using EQMOM algorithm from moments
set {m0,0,0,0,m1,0,0,0,m2,0,0,0,m3,0,0,0,m4,0,0,0}. (i.e., the pure mass moments up to fourth or-
der). The parameter M in Eq. 4.15 must be chosen larger than 2 and is used to control the
accuracy of the second quadrature. Note that if σ = 0, EQMOM will degenerate to QMOM,
and in this case we can solve a matrix system to obtain the exact value of conditional velocity.
However, if σ > 0 an alternative method is needed to find the conditional velocity (Marchisio
and Fox , 2013). As first proposed in (Marchisio and Fox , 2013), the conditional velocity is
modeled as a third-order polynomial in mass:
Ux(ξ) =
3∑
n=0
ux,nξ
n, (4.16)
Uy(ξ) =
3∑
n=0
uy,nξ
n. (4.17)
and
Uz(ξ) =
3∑
n=0
uz,nξ
n. (4.18)
The computaion of coefficients (ux,0, ux,1, ux,2, ux,3), (uy,0, uy,1, uy,2, uy,3) and (uz,0, uz,1, uz,2, uz,3)
uses four joint velocity-mass moments in each direction. These joint moments are mp,1,0,0,
mp,0,1,0 and mp,0,0,1 with p = 0, 1, 2, 3. Plugging in f(v, ξ) in Eq. 4.15 into Eq. 4.7, the joint
moments can be written as:
mp,1,0,0 =
3∑
n=0
ux,nG
n+p, (4.19)
where
Gn+p =
2∑
α=1
wα
∫ ∞
0
ξn+pδσ(ξ, ξα)dξ =
2∑
α=1
M∑
β=1
wαβ(ξαβ)
n+p (4.20)
A linear system can be constructed to compute velocity parameters is:
G0+0 G1+0 G2+0 G3+0
G0+1 G1+1 G2+1 G3+1
G0+2 G1+2 G2+2 G3+2
G0+3 G1+3 G2+3 G3+3


ux,0
ux,1
ux,2
ux,3

=

m0,1,0,0
m1,1,0,0
m2,1,0,0
m3,1,0,0

(4.21)
ux,n can be computed if left hand side matrix G is invertible, which can be determined by
checking the rank of G matrix. In practice, to compute the velocity coefficients in a stable
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manner, we check the rank of matrix G, decrease the dimension until it is full rank, which
means the number of parameters are depend on flow condition. uy,n and uz,n are computed in
the same manner.
In sum, the joint velocity-mass NDF with form (Eq. 4.8) is computed by EQMOM and
solving the matrix system(Eq. 4.21) from these moments set:
m0,0,0,0,m1,0,0,0,m2,0,0,0,m3,0,0,0,m4,0,0,0
m0,1,0,0,m1,1,0,0,m2,1,0,0,m3,1,0,0
m0,0,1,0,m1,0,1,0,m2,0,1,0,m3,0,1,0
m0,0,0,1,m1,0,0,1,m2,0,0,1,m3,0,0,1
The final form we adopted is delta form, which makes integration easily:
f(v, ξ) =
2∑
α=1
M∑
β=1
wαβδ(v −U(ξαβ))δ(ξ − ξαβ). (4.22)
with a joint moment can be derived as
mp,i,j,k =
∫ ∞
−∞
∫ ∞
0
ξpU ixU
j
yU
k
z dξdv =
2∑
α=1
M∑
β=1
wαβξ
p
αβU
i
x,αβU
j
y,αβU
k
z,αβ . (4.23)
4.3.2 Closure of moment transport equations for bubble phase
With the closure of QBMM, the moment transport equations are solved using operator
splitting methods. The moment transport equations can be rewriten as this form
∂mp,i,j,k
∂t
+∇ · Fluxp,i,j,k = Fp,i,j,k. (4.24)
The flux at cell face is computed using the kinetic formulation, which decomposes the flux into
positive flux and negative flux:
Fluxp,i,j,k =
2∑
α=1
N∑
β=1
{Wαβ,lmax(Uαβ,l · n, 0)ξpαβ,lU ix,αβ,lU jy,αβ,lUkz,αβ,l
+Wαβ,rmin(Uαβ,r · n, 0)ξpαβ,rU ix,αβ,rU jy,αβ,rUkz,αβ,r} (4.25)
The face values are reconstructed using the first order method.
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After updating the flux term, methods of characteristic is applied to update force term,
because force only effect the velocity abscissas but not weights. Thus, instead of solving:
dmp,i,j,k,p
dt
= Fp,i,j,k (4.26)
each velocity abscissas is updated with this equation
ξαβ
dUb,αβ
dt
= Fαβ (4.27)
where Fαβ is all the forces acting on bubbles, including gravity, buoyancy, drag, virtual-mass,
lift forces, wall forces and bubble pressure forces. Noting the virtual-mass forces are written as
FVMαβ = −CVMρlVαβ
(
dUb,αβ
dt
− DlUl
Dt
)
, (4.28)
collecting term
dUb,αβ
dt into left hand side and defined ρeff = (ρb + CVMρl), we can obtain
equation for velocity abscissas
dUb,αβ
dt
=
1
ρeffVαβ
(
FGαβ + F
B
αβ + F
D
αβ + CVMρlVαβ
DlUl
Dt
+ FLαβ + F
W
αβ + F
Bp
αβ
)
(4.29)
Drag is the most important force in bubbly flow, and it can be written as
FDαβ = KDrag,αβ (Ul −Ub,αβ) . (4.30)
where
KDrag,αβ =
3CD,αβεlVαβρl |Ul −Ub,αβ|
4db,αβ
(4.31)
Noting all the parameters to compute forces are also defined for each bubble ensemble. To
make the scheme stable, the drag force term is updated in implicit way. Solve first order ODE
for Eq. 4.29 and Eq. 4.30, the abscissas can be updated as following equation
Ut+∆tb,αβ =
(
1− e
−KDrag,αβ∆t
ρeff
)(
Ul +
FGαβ + F
B
αβ + CVMρlVαβ
DlUl
Dt + F
L
αβ + F
W
αβ + F
Bp
αβ
KDrag,αβ
)
+ Utb,αβe
−KDrag,αβ∆t
ρeff . (4.32)
The drag coefficient CD,αβ are from (Tomiyama et al., 1998) model:
CD,αβ = max
[
24
Reb,αβ
(1 + 0.15Re0.687b,αβ ),
8
3
Eoαβ
Eoαβ + 4
]
(4.33)
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where
Reb,αβ =
ρldb,αβ |Ul −Ub,αβ|
µl
(4.34)
Eoαβ =
(ρl − ρb)gd2b,αβ
γ
(4.35)
The remaining forces are computed by following equations (Auton, 1987) .
FGαβ = −ξαβg (4.36)
FBαβ = −Vαβ∇p (4.37)
FLαβ = CL,αβρlVαβ (Ul −Ub,αβ)× (∇×Ul) (4.38)
The virtual-mass coefficient is set as 0.5 and the coefficients of lift force is computed as(Tomiyama
et al., 2002):
CL,αβ =

min[0.288tanh(0.121Reb,αβ), f(Eod,αβ)] Eod,αβ < 4,
f(Eod,αβ) 4 ≤ Eod,αβ ≤ 10.7,
−0.27 Eod,αβ > 10.7.
(4.39)
with
f(Eod,αβ) = 0.00105Eod,αβ
3 − 0.0159Eod,αβ2 − 0.0204Eod,αβ + 0.474,
where Eod,αβ is the Eo¨tvo¨s number defined by using the maximum horizontal dimension of a
bubble:
Eod,αβ =
(ρl − ρb)gd2h,αβ
γ
(4.40)
The maximum horizontal diameter(dh,αβ) of the bubble is obtained from the bubble aspect
ratio E (Wellek et al., 1966):
dh,αβ = db,αβ(1 + 0.163Eoαβ
0.757)1/3 (4.41)
The wall force can be computed as (Hosokawa et al. , 2002):
FWαβ = 0.0217
2
db,αβ
Eoαβ
(
db,αβ
2Υ
)2
ρlVαβ |Ul −Ub,αβ|2 y (4.42)
where Υ is the closest distance to the wall and y is the unit normal perpendicular to the wall
pointing into the fluid.
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The last force is bubble pressure forces. The bubble pressure model can prevent bubbles
build up. This model is applied only in the bubble phase and the bubble pressure is defined
(Biesheuvel and Gorissen , 1990) by:
pBp = ρlCBPεb (Ul −Ub) · (Ul −Ub)H(εb) (4.43)
where H(εb) =
εb
ε∗b
(1 − εbε∗b ) and ε
∗
b is the packing limit and Ub is volume fraction based mean
velocity, defined as
Ub =
∑2
α=1
∑M
β=1wαβUαβ∑2
α=1
∑M
β=1wαβ
. (4.44)
With the field of bubble pressure, the forces are defined as:
FBpαβ = −Vαβ∇pBp (4.45)
4.3.3 Closure for coupling term
Using the expression for the joint velocity-mass NDF, the coupling term is easily computed.
The volume of a bubble is required to compute the bubble volume fraction and it can be
calculated by two methods.
The first one is more realistic using the Laplace pressure equation and the ideal gas state
equation:
pb = p+
2γ
lb
rαβ
(4.46)
and
pbVαβ =
ξαβ
MIG
RT (4.47)
A equation for rαβ is obtained:
c1r3αβ + c2r
2
αβ + c3 = 0 (4.48)
where, c1 = p43pi, c2 = 2γ
4
3pi and c3 = −
ξαβ
MIG
RT . After computing with matlab symbolic tool:
rαβ =
((
(
c3
2c1
+
c23
27c13
)2 − c2
6
729c16
)1/2
− c3
2c1
− c2
3
27c13
)1/3
− c2
3c1
+
c22
9c12
((
( c32c1 +
c23
27c13
)2 − c26
729c16
)1/2 − c32c1 − c2327c13)1/3
, (4.49)
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then Vαβ(bubble volume of αβ), pb and ρb can be computed.
Another simple method is to assume constant density of the gas in the bubble phase, so
Vαβ =
ξαβ
ρg
. After comparing, for the bubble column that will be simulated later with height
0.76m, the difference is around 3%, therefore, for simplicity, the constant gas density is adopted
here. Then the bubble volume fraction is calculated as follows:
εb =
∫
Vbf(v, ξ)dξdv =
2∑
α=1
M∑
β=1
wαβVαβ. (4.50)
The second coupling term is momentum exchange term. For the fluid phase momentum
equations
∂
∂t
(εlρlUl) +∇ · (εlρlUlUl) = ∇ · (εlτl)−∇p+ εlρlg + Mlb, (4.51)
the momentum exchange term can be written in terms of the forces for each abscissas as
Mlb = −
2∑
α=1
M∑
β=1
wαβ
Vαβ
Flb,αβ, (4.52)
where, Flb is all forces acting on each bubble from fluid, including the buoyancy, drag, virtual-
mass, and lift forces. Therefore,
Flb,αβ = FB,αβ + FD,αβ + FVM,αβ + FL,αβ. (4.53)
All these forces are introduced in previous section. Next, let’s see how the momentum exchange
term is treated in OpenFOAM.
4.3.4 Fluid solver in OpenFOAM
Since the buoyancy force can be included into pressure term in momentum equation of fluid
solver, the momentum exchange term becomes
Mlb = −
2∑
α=1
M∑
β=1
wαβ
Vαβ
(FD,αβ + FVM,αβ + FL,αβ). (4.54)
Writing out terms explicitly
Mlb = −
2∑
α=1
M∑
β=1
wαβ
Vαβ
(
KDrag,αβ (Ul −Ub,αβ)− CVMρlVαβ
(
dUb,αβ
dt
− DlUl
Dt
)
+ FL,αβ
)
.
(4.55)
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To solve the momentum equation of fluid solver in a stable manner, the term involve fluid
velocity in drag force and virtual-mass force will be treated implicitly. The terms have bubble
abscissas in virtual-mass force and all the lift force term are computed explicitly with the most
current value, while the drag force with the bubble part will be treated in pressure equation of
fluid solver. The gravity and pressure term will be also solved in pressure equation. Therefore,
the U equations solved in OpenFOAM will be:
∂
∂t
(εlρlUl) +∇ · (εlρlUlUl)−∇ · (εlτl) +
2∑
α=1
M∑
β=1
wαβ
Vαβ
KDrag,αβUl
+
2∑
α=1
M∑
β=1
wαβCVMρl
(
dUl
dt
+∇ · (UlUl)− (∇ ·Ul)Ul
)
=
2∑
α=1
M∑
β=1
wαβ
Vαβ
(
CVMρlVαβ
dUb,αβ
dt
− FL,αβ
)
(4.56)
All the terms in the left hand side will be treated implicitly, while the right hand side treated
explicitly. The semi-discrete form of U equation is
AUl = H. (4.57)
The pressure equation can be derived from continuity equation. After adding the term of
pressure, gravity and part of drag force, the liquid velocity flux at cell faces can be computed
as
ϕl =
(
H
A
)
f
·S−
(εl
A
)
f
|S|∇⊥p+
(εlρl
A
)
f
g ·S +
(∑2
α=1
∑M
β=1(wαβ/Vαβ)KDrag,αβUb,αβ · S
A
)
f
(4.58)
where S is the surface normal vector and f denotes face value. Then the continuity condition
is satisfied by solving
∂εl
∂t
+∇ · (εlϕl) = 0, (4.59)
the pressure equation solved by OpenFOAM can be obtained as
∇ ·
((
ε2l
A
)
f
|S|∇⊥p
)
=
∂εl
∂t
+
∇ ·
(εlH
A
)
f
· S +
(
ε2l ρl
A
)
f
g · S +
(
εl
∑2
α=1
∑M
β=1(wαβ/Vαβ)KDrag,αβUb,αβ · S
A
)
f
 .
(4.60)
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Once the pressure gradient is computed from Eq. 4.60, liquid velocity is corrected as
Ul =
H
A
− εl∇p
A
+
εlρl
A
+
∑2
α=1
∑M
β=1(wαβ/Vαβ)KDrag,αβUb,αβ
A
(4.61)
4.4 Overview of Delft Experiments
The simulation results shown in next section will be compared to experimental results of
(Harteveld, 2005) at the Delft University of Technology. In order to supply validation data for
the simulation model, a pseudo-2D bubble column was studied using the techniques of particle
image velocimetry (PIV) and particle tracking velocimetry (PTV). The column employed was
0.243m wide, 0.99m high, and 0.041m deep. The initial water level was 0.7m. Bubbles with
a superficial velocity of 0.02m/s was injected from the bottom of the bubble column. Seven
aeration patterns were used to investigate the effect of the inlet pattern on the flow structure,
as shown in the right side of Fig. 4.1. The aeration system was built with needle injectors
to generate a narrow bubble size distribution ranging from 3.5mm to 4.5mm in diameter.
The different aeration areas at the bottom determined whether the flow was homogeneous or
nonhomogeneous. Data obtained for cases 1 through 5 will be used to validate our QBMM
model in the next section. Experimental results showed homogeneous flow was only generated
for the pattern 1, which is uniform aeration. For aeration patterns 2 through 4, corresponding to
small non-aerated sections near the column walls, either large-scale structure was not observed
or a large-scale structure appeared but remained at a fixed position. Pattern 5 finally showed
dynamic large-scale structure with a total non-aeration section increasing to 30%. A Detailed
description of equipment used and results obtained in this experiment can be found in the work
of (Harteveld, 2005).
4.5 Results
The 2-D domain used for simulations is shown at the left side of Fig. 4.1. The width and
height of the domain are 0.243m and 0.76m, respectively. A uniform Cartesian mesh with a
2.5mm grid, the same as the two-fluid model simulation in (Monahan and Fox , 2009), is used.
The first five cases in the right side of Fig. 4.1 are simulated for validation of the OpenFOAM
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BC Bubbles Liquid u Liquid p
B1 inlet fixedValue fixedValue zeroGradient
B2 wall reflective fixedValue zeroGradient
B3 outlet zeroGradient zeroGradient fixedValue
Table 4.1 Boundary conditions.
Property Value
Bubble injection velocity 0.02 m s−1
Bubble density 1.2 kg m−3
Liquid density 1000 kg m−3
Liquid dynamic viscosity 0.001 kg m−1 s−1
Table 4.2 Bubble and liquid properties.
code. The boundary conditions are given in table 4.1. The properties of the bubble and liquid
phases are shown in table 4.2.
Figure 4.1 Setting of bubble column. Left: size of bubble column. Right: seven aeration
patterns of inlet B1
4.5.1 Narrow distribution case
In Delft’s experiment, since bubbles could be controlled in size between 3.5mm and 4.5mm,
for the first set of OpenFOAM simulations, injection with very narrow mass distribution of
bubbles is adopted to represent the experimental bubble distribution. Three classes of bubbles
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Size 3.85 mm 4.0mm 4.18mm
Distribution 0.33 0.34 0.33
Table 4.3 Bubble distribution for narrow distribution case.
with similar size, as shown in table 4.3, are employed to generate a narrow distribution with a
mean bubble diameter of 4mm. For this narrow distribution, QMOM is applied to reconstruct
the distribution.
For case 1, in which the whole bottom is aerated, a stable uniform bubbly flow can be
obtained. The left side of Figure 4.2 shows the time average volume fraction for the time interval
t = 0s to t = 100s. This interval will be used throughout all the simulations for time-average
value. Agreement between simulation and experiment is very good. Figure 4.3 compares the
simulated time-average bubble volume fraction at location z=0.7m with experimental results.
Results computed from a two-fluid model are shown in the same figure.(Monahan and Fox ,
2009) The volume fraction predicted by QBMM is closer to the experimental results than for
the two-fluid model; the reason for this may be due to the fact that a better drag model is
applied in the QBMM model. Since the flow is almost uniform, the axial liquid velocity is
close to zero; it is compared to experimental data in Fig. 4.4. The experimentally determined
velocity profile shows a magnitude around 0.02. The reason for the small difference may due
to a narrow region near the walls where the bubble holdup decreases,(Harteveld, 2005) or to
experimental error.
For case 2, the time-average results from the QBMM simulation, as shown in Fig. 4.5, show
a small vortex at the left corner of the column, while the experimental result doesn’t have this
structure. The reason for this difference may be due to the fact that the simulation is 2-D
and the small vortex may appear because the damping effect of front and back walls is not
present. This small structure in the simulation forces the fluid at the lower part of the column
to go through the right side of the domain, and this results in the average liquid axial velocity
profile of z = 0.05m in upper left side of Fig. 4.6. Figure 4.6 shows that the peak liquid axial
velocity of QBMM simulation appears in the right region of column, while the peak is located
at center from experimental data shown by green solid line. However, the peak values from the
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Figure 4.2 Volume fraction comparison for pattern 1. Left: time average result of QBMM
simulation. Right: experimental result
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Figure 4.3 Comparison of simulated time-average bubble volume fraction and experimental
data for pattern 1 at z = 0.70m.
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Figure 4.4 Comparison of simulated time-average liquid axial velocity and experimental data
for pattern 1 at different location. Left: time average result of QBMM simulation.
Right: experimental result (solid line), two-fluid model simulation in
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Figure 4.5 Volume fraction comparison for pattern 2. Left: time average result of QBMM
simulation. Right: experimental result
experiment and the QBMM simulation are in the same range, about 0.05m/s.
For case 3, the vortex structure at the left corner of the column becomes larger compared to
that of case 2 due to a decrease in aeration area, as shown in Fig. 4.7. This causes the peak of
upward axial liquid velocity to increase to around 0.1m/s, shown in Fig. 4.8. In the experiment,
Figure 4.7 shows the right no bubble region is much larger the than left one, resulting in the
peak of axial liquid velocity appearing at the left of the column but with a range similar to that
of the QBMM simulation. The vortex structure in the simulation even affects the downstream
(i.e., z = 0.70m), as shown in Fig. 4.8, where the similar liquid profile is found as z = 0.05m
but with smaller magnitude.
To further decrease the aeration area, pattern 4 is employed, and the vortex at the left
corner become larger and larger as shown in Fig. 4.9. Thus, the magnitude of axial velocity
also increases at z = 0.05m, which is consistent with the experimental data shown in Fig.
4.10. With similar shape to that found in case 3, the magnitude of axial velocity at z = 0.70m
increases as well.
For case 5, a large vortex captures more than half the column (Fig. 4.11). Therefore, the
bubble can only pass from the bottom right of the column, and this causes the peak in axial
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Figure 4.6 Comparison of simulated time-average liquid axial velocity and experimental data
for case 2 at z = 0.05m and z = 0.70m. Left: time average result of QBMM
simulation. Right: experimental result (solid line) , two-fluid model simulation
(dash line)
Figure 4.7 Volume fraction comparison for pattern 3. Left: time average result of QBMM
simulation. Right: experimental result
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Figure 4.8 Comparison of simulated time-average liquid axial velocity and experimental data
for case 3 at z = 0.05m and z = 0.70m. Left: time average result of QBMM
simulation. Right: experimental result (solid line) , two-fluid model simulation
(dash line)
Figure 4.9 Volume fraction comparison for pattern 4. Left: time average result of QBMM
simulation. Right: experimental result
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Figure 4.10 Comparison of simulated time-average liquid axial velocity and experimental data
for case 4 at z = 0.05m and z = 0.70m. Left: time average result of QBMM
simulation. Right: experimental result (solid line) , two-fluid model simulation
(dash line)
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Figure 4.11 Volume fraction comparison for pattern 5. Left: time average result of QBMM
simulation. Right: experimental result
mean fluid velocity at the right side same as simulations of case 2 through 4, while the peak
in experimental results still locate at center (Fig. 4.12). This strong structure also generates
the peak in bubble volume fraction at z = 0.05m and z = 0.10m on the right side (Fig. 4.13);
however, the bubbles quickly distribute to the whole column section downstream of the flow,
as shown at z = 0.50m and z = 0.70m of Fig. 4.13.
In summary, for the narrow distribution cases, the comparison between simulation and
experiment agrees quite well, and further improvement can probably be made by performing a
fully 3D simulation to add the effects of front and back walls.
4.5.2 Continuous distribution cases
The second set of cases corresponds to a continuous distribution of bubble mass. Figure 4.14
shows the mass distribution of bubbles injected from the bottom of the column. In this figure,
the red line shows the NDF of distribution, computed as the summation of NDF corresponding
to the first quadrature. The second quadrature nodes can be obtained from the Gaussian
quadrature on the first nodes, shown in the circle. The size distribution of the second quadrature
nodes can be computed using the mass distribution of bubbles and this is shown in table 4.4.
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Figure 4.12 Comparison of simulated time-average liquid axial velocity and experimental data
for case 5 at z = 0.05m and z = 0.70m. Left: time average result of QBMM
simulation. Right: experimental result (solid line) , two-fluid model simulation
(dash line)
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Figure 4.13 Comparison of simulated time-average bubble volume fraction and experimental
data for pattern 5 at different location. Left: time average result of QBMM
simulation. Right: experimental result (solid line) , two-fluid model simulation
(dash line)
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Figure 4.14 Bubble mass distribution for continuous distribution case.
Size 4.49 mm 5.59mm 6.37mm 5.21mm 6.13mm 6.71mm
Distribution 0.10 0.30 0.10 0.05 0.28 0.17
Table 4.4 Bubble size distribution for continuous distribution case.
The mean bubble diameter is 5.87mm. The dual-quadrature form in Eq. 4.15 is used to
approximate NDF with M = 3.
As frequently pointed out in the literature, Lucaset al. (2011); Pang and Wei (2011)
polydisperse bubbly flow can cause segregation of groups of small and large bubbles if bubbles
both smaller and larger than a critical size are present. For Tomiyama’s lift model, the critical
size is 5.8mm. With the size distribution setup of Table 4.4, the segregation is observed and
it is shown in Fig. 4.15. The left plot shows the mean diameter field of bubbles for case 2
at t = 10s, with the bubble injection mass distribution of Fig. 4.14. This shows that many
larger bubbles accumulate at the center of the column due to the negative lift force, resulting
in a mean bubble diameter close to 6.2mm. With the accumulation of large bubbles, the right
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Figure 4.15 Instantaneous mean bubble diameter (m) and σ from EQMOM for continuous
distribution simulationsat t=10s.
plot shows that the σ value, computed from the first quadrature of EQMOM, becomes smaller
than its initial value 0.1 at the top center of column, meaning the distribution in that region
becomes more narrow. The segregation can easily be observed by tracking only one bubble
node. Figure 4.16 shows the weight evolution of the largest size bubble class over time. As we
can see, at t = 3s, bubbles accumulate in a region near the walls due to the wall force. As time
advances to 6s, some bubbles start to gather at the center of the column due to the negative
lift force. At t = 8s, the bubbles at the center become the highest volume fraction region,
and some bubbles near the wall are pulled to the center as well. At t = 10s, the bubbles at
the center stay at a high level. With this segregation of different size bubbles, therefore, an
accurate solution for the size-dependent fluxes is required when simulating polydisperse bubbly
flows.
4.6 Conclusions
We have presented a novel approach to model bubble columns with quadrature-based mo-
ment methods. QBMM is applied to solve the bubble phase in terms of a joint velocity mass
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Figure 4.16 Instantaneous weight profile of sixth node for continuous distribution simulations.
From left to right: t=3s, 6s, 8s, 10s.
NDF using the extended quadrature method of moments (EQMOM). This code was coupled
with the liquid phase SIMPLE solver to simulate bubbly flow in OpenFOAM.
A 2-D bubble column with five injection patterns with narrow size distribution bubbles in-
jection is simulated with this new model. The results show that a homogeneous flow is observed
when the entire bottom of bubble column is uniform aerated, consistent with experimental re-
sults. As the no aeration region increases from 7% to 30%, a vortex appears at the left corner
becomes stronger and stronger and this may result in a bit of inconsistency in bubble volume
fraction and mean liquid axial velocity when compared with experimental results. However,
further improvement can be expected by performing fully 3D simulation to add the damping
effect of front and back walls.
The main advantage of the solver is that it includes the bubble size distribution into the
NDF of the bubble mass, which allows simulating effects of polydispersity. Most importantly,
each bubble size has its own characteristic velocity, which contributions to the definition of
the spatial fluxes of the moments in the definition of Fluxp,i,j,k. One case with continuous
distribution of bubbles is simulated and it shows that larger bubbles likely stay at the center of
column, which is consistent with experimental results. The results demonstrate that the onset
of segregation is sensitive to the bubble size distribution and, thus, an accurate solution for the
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size-dependent fluxes is required when simulating polydisperse bubbly flows.
After the flow solver has been validated with experimental data, it will be ready to im-
plement a coalescence and breakage model to fully describe bubbly flow. With QBMM, the
inclusion of such models is relatively straightforward (Marchisio and Fox , 2013).
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APPENDIX A. CQMOM
A.1 Adaptive 1-D Quadrature Algorithm
The 1-D quadrature algorithms (Gordon , 1968; Wheeler , 1974; McGraw, 1997; Press et al.,
1992) are very efficient for realizable moment sets. However, for an unrealizable moment set
these algorithms will fail. In most cases with realizable moment sets, the 1-D quadrature
algorithm will be able to generate a complete set of weights and abscissas; however, one or
more of the weights may be very small with the magnitude of the corresponding abscissa being
very large. In kinetic solvers, this situation is very problematic since the time step is based on
the magnitude of the velocity abscissas (Fox , 2009). Thus, it is important to check the relative
magnitude of the weights when treating velocity moments.
Another problem that frequently arises in kinetic solvers for collision-less systems with
body forces (e.g. fluid drag) is that numerical ‘errors’ can change an N -point distribution into
a continuous distribution (see A.3). Thus, instead of computing exactly N abscissas (where
the value of N may be unknown before computing the quadrature), the algorithm will compute
the maximum allowable number of quadrature points, albeit with the ‘extra’ abscissas having
relatively small weights or with two (or more) abscissas very close to one another in phase
space. Note that since the distance between the abscissas will strongly influence the condition
number of the Vandermonde matrices used in multi-variable quadrature, it will be important
to impose a minimum distance to ensure that the 2-D and 3-D quadratures can be accurately
constructed.
In order to overcome the practical difficulties described above, an adaptive 1-D algorithm
has been developed based on the routine orthog (Press et al., 1992) with the following at-
tributes:
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1. determines the maximum value of N for which weights and abscissas are well defined
(i.e., for which the moments are realizable),
2. checks the ratio between the minimum and maximum weights, and decreases N if the
ratio is too small,
3. checks whether the distance between abscissas is large enough, and decreases N if the
distance is too small.
Note that in the limit where M00,0,0  1 (i.e., near a ‘vacuum’ state), the quadrature may
become inaccurate due to round-off errors in the kinetic solver. In such cases, the algorithm
uses N = 1. Likewise, unless M00,0,0 < 0 (i.e. an unrealizable number density), the algorithm
will return at least one abscissa.
A Matlab code for implementing the adaptive 1-D quadrature is as follows:
function [w,x,nout,werror] = Wheeler_moments_adaptive(mom,n,rmin,eabs)
% nout-node quadrature using Wheeler algorithm (adaptive)
% Orthogonal polynomial basis is monomials
%
% INPUT:
% n = maximum number of nodes
% mom = moments from 0 to 2n-1 [mom(1), ..., mom(2n)]
% rmin = minimum ratio wmin/wmax
% rmin(1) = ’vacuum’ state
% rmin(n1) = minimum ratio for n1 nodes: n1=2, ..., n
% eabs = minimum distance between distinct abscissas
%
% OUTPUT:
% nout = number of nodes (with positive weight)
% x = abscissas
% w = weights
% werror > 0 when algorithm fails
%
cutoff = 0 ;
werror = 0 ;
if mom(1) < 0
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display(’negative number density in 1-D quadrature!’)
werror = 1 ;
return
elseif mom(1) == 0
w = 0 ;
x = 0 ;
nout = 1 ;
return
end
if n == 1 || mom(1) < rmin(1)
w = mom(1) ;
x = mom(2)/mom(1) ;
nout = 1 ;
return
end
% Compute modified moments equal to moments
nu = mom ;
% Construct recurrence matrix
ind = n ;
a = zeros(ind,1) ;
b = zeros(ind,1) ;
sig = zeros(2*ind+1,2*ind+1) ;
for i = 2:(2*ind+1)
sig(2,i) = nu(i-1) ;
end
a(1) = nu(2)/nu(1) ;
b(1) = 0 ;
for k = 3:(ind+1)
for l = k:(2*ind-k+3)
sig(k,l) = sig(k-1,l+1)-a(k-2)*sig(k-1,l)-b(k-2)*sig(k-2,l);
end
a(k-1) = sig(k,k+1)/sig(k,k)-sig(k-1,k)/sig(k-1,k-1) ;
b(k-1) = sig(k,k)/sig(k-1,k-1) ;
end
% determine maximum n using diag elements of sig
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for k = (ind+1):-1:3
if sig(k,k) <= cutoff
n = k-2 ;
if n == 1
w = mom(1);
x = mom(2)/mom(1);
nout = 1 ;
return
end
end
end
% compute quadrature using maximum n
a = zeros(n,1) ;
b = zeros(n,1) ;
w = zeros(n,1) ;
x = zeros(n,1) ;
sig = zeros(2*n+1,2*n+1) ;
for i = 2:(2*n+1)
sig(2,i) = nu(i-1) ;
end
a(1) = nu(2)/nu(1) ;
b(1) = 0 ;
for k = 3:(n+1)
for l = k:(2*n-k+3)
sig(k,l) = sig(k-1,l+1)-a(k-2)*sig(k-1,l)-b(k-2)*sig(k-2,l) ;
end
a(k-1) = sig(k,k+1)/sig(k,k)-sig(k-1,k)/sig(k-1,k-1) ;
b(k-1) = sig(k,k)/sig(k-1,k-1) ;
end
% Check if moments are not realizable (should never happen)
bmin = min(b) ;
if ( bmin < 0 )
display(’Moments in Wheeler_moments are not realizable!’)
werror = 1 ;
return
118
end
% Setup Jacobi matrix for n-point quadrature, adapt n using rmax and eabs
for n1 = n:-1:1
if n1 == 1
w = mom(1) ;
x = mom(2)/mom(1) ;
nout = 1 ;
return
end
z = zeros(n1,n1) ;
for i = 1:(n1-1)
z(i,i) = a(i) ;
z(i,i+1) = sqrt(b(i+1)) ;
z(i+1,i) = z(i,i+1) ;
end
z(n1,n1) = a(n1) ;
% Compute weights and abscissas
[eigenvector,eigenvalue] = eig(z) ;
w = zeros(n1,1) ;
x = zeros(n1,1) ;
dab = zeros(n1,1) ;
mab = zeros(n1,1) ;
for i = 1:n1
w(i) = mom(1)*eigenvector(1,i)^2 ;
x(i) = eigenvalue(i,i) ;
end
for i = n1:-1:2
dab(i) = min(abs(x(i)-x(1:i-1))) ;
mab(i) = max(abs(x(i)-x(1:i-1))) ;
end
mindab = min(dab(2:n1)) ;
maxmab = max(mab(2:n1)) ;
if n1 == 2
maxmab = 1 ;
end
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% check conditions that weights and abscissas must both satisfy
if min(w)/max(w) > rmin(n1) && mindab/maxmab > eabs
nout = n1 ;
return
end
end
end
The input parameters rmin and eabs are problem dependent. Generally, the optimal values
for rmin depend on how accurately the moments mom are reproduced by the finite-volume
spatial fluxes (see A.3 for details), with less accurate moments requiring larger values. (Note
that setting rmin(n) = 1 will eliminate the possibility of having n nodes.) In most problems,
rmin(1) (which controls the ‘vacuum’ state) can be set very small. The parameter rmin(2),
which controls the switch from one- to two-node quadrature, can be relatively small since lower-
order moments are typically more accurate. In contrast, rmin(n)≥ 0 for n ≥ 3 should be set
more conservatively. The parameter eabs controls the condition number of the Vandermonde
matrices V1 and V2,α1 . Values for eabs around 10
−3 usually provide acceptable accuracy for
multi-variable quadrature.
A.2 Conditional Quadrature Algorithm
The CQMOM algorithm, derived in Sec. 2.3, involves multiple 1-D quadratures and linear
system solves to construct the weights and abscissas. The purpose of this appendix is to
discuss implementation issues related to the algorithm for 2-D and 3-D quadrature. Note that
the CQMOM implementation described here uses the adaptive 1-D quadrature in A.1 and the
Vandermonde matrix solver (vander) described in (Press et al., 1992), which we have renamed
as vanderls. Also, in order to eliminate round-off errors in the Vandermonde solver, we use
the iterative improvement to linear equations discussed in (Press et al., 1992). Finally, for
clarity, we consider continuous distributions with N1, N2, N3 ≤ 4; however, adapting the code
for larger values should be relatively straightforward.
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A.2.1 2-D continuous distributions
As an example of 2-D quadrature, we consider a case with a maximum of 16 nodes, which re-
quires 48 moments. A Matlab code for adaptive 2-D quadrature with 36 moments, conditioning
in direction 1, is as follows:
function [n,u1,u2,ndx] = cqmom_2D_16node_12(mom,rmin,eabs,nodex,nodey)
% given 48 moments in 2D find 16 weights and abscissas using CQMOM
%
% permutation (1,2) using 36 of the 48 optimal moments:
% * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
% {1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8} ;
% [0 1 0 2 1 0 3 2 1 0 4 3 2 1 0 5 4 3 2 1 0 6 5 4 3 2 1 0 7 6 5 4 3 2 1 0 7 6 5 3 2 1 7 6 3 2 7 3] ;
% [0 0 1 0 1 2 0 1 2 3 0 1 2 3 4 0 1 2 3 4 5 0 1 2 3 4 5 6 0 1 2 3 4 5 6 7 1 2 3 5 6 7 2 3 6 7 3 7] ;
% * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
%
ndx = 12 ;
if nodex == 0 || nodey == 0
error(’Cannot use 0 nodes!’)
end
n = zeros(nodex*nodey,1) ;
u1 = zeros(nodex*nodey,1) ;
u2 = zeros(nodex*nodey,1) ;
small = 10*eps(’double’) ; % find smallest real
if mom(1) <= 0
return
elseif mom(1) < rmin(1)
n(1) = mom(1) ;
u1(1) = mom(2)/mom(1) ;
u2(1) = mom(3)/mom(1) ;
ndx = 120101 ;
return
elseif mom(1) < small*100
nodex = min(2,nodex) ;
nodey = min(2,nodey) ;
end
% 1D quadrature in v_1 direction
121
m = [mom(1) mom(2) mom(4) mom(7) mom(11) mom(16) mom(22) mom(29)] ;
[w,x,nout1,werror] = Wheeler_moments_adaptive(m,nodex,rmin,eabs) ;
ndx = ndx*100 + nout1 ;
if werror > 0
error(’1D quadrature failed on first step 1!’)
end
% condition on direction v_1
A = zeros(nout1,nout1) ;
for i = 1:nout1
for j =1:nout1
A(i,j) = x(j)^(i-1);
end
end
Nall = diag(w) ;
momcall = [mom(3) mom(6) mom(10) mom(15) mom(21) mom(28) mom(36);...
mom(5) mom(9) mom(14) mom(20) mom(27) mom(35) mom(42);...
mom(8) mom(13) mom(19) mom(26) mom(34) mom(41) mom(46);...
mom(12) mom(18) mom(25) mom(33) mom(40) mom(45) mom(48)] ;
momc = momcall(1:nout1,:) ;
momc1 = momc ;
x1 = x(1:nout1) ;
for i = 1:7
q = momc(:,i) ;
momc1(:,i) = vanderls(x1,q,nout1) ;
err = A*momc1(:,i) - q ;
momc1(:,i) = momc1(:,i) - vanderls(x1,err,nout1) ;
err = A*momc1(:,i) - q ;
maxerror = max(abs(err)) ;
if maxerror > small
display(maxerror)
end
end
diagN = Nall(1:nout1,1:nout1) ;
mc = diagN\momc1 ;
nodeuv = 0 ;
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for i = 1:nout1
m = mom(1)*[1 mc(i,:)] ;
[w1,x1,nout2,werror] = Wheeler_moments_adaptive(m,nodey,rmin,eabs) ;
ndx = ndx*100 + nout2 ;
if werror > 0
error(’1D quadrature failed on second step!’)
end
for j=1:nout2
n (nodeuv+j) = w(i)*w1(j)/mom(1) ;
u1(nodeuv+j) = x(i) ;
u2(nodeuv+j) = x1(j) ;
end
nodeuv = nodeuv + nout2 ;
end
end
The integer index ndx uniquely identifies the quadrature, and can be used to develop con-
sistent high-order reconstructions for the spatial fluxes.
A.2.2 3-D continuous distributions
As an example of 3-D quadrature, we consider a case with a maximum of 8 nodes, which re-
quires 32 moments. A Matlab code for adaptive 3-D quadrature with 22 moments, conditioning
sequentially in the directions 2, 3 and 1, is as follows:
function [N,U,V,W,ndx] = cqmom_3D_8node_231(mom,rmin,eabs,nodex,nodey,nodez)
% given 32 optimal moments in 3D find 8 weights and abscissas using CQMOM
%
% permutation (2,3,1) using 22 of the 32 optimal moments:
% * * * * * * * * * * * * * * * * * * * * * *
% 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
%k1 = [0 1 0 0 2 1 1 0 0 0 3 2 2 1 1 1 0 0 0 0 3 3 1 1 0 0 2 1 1 3 1 1] ;
%k2 = [0 0 1 0 0 1 0 2 1 0 0 1 0 2 1 0 3 2 1 0 0 1 3 0 3 1 1 2 1 1 3 1] ;
%k3 = [0 0 0 1 0 0 1 0 1 2 0 0 1 0 1 2 0 1 2 3 1 0 0 3 1 3 1 1 2 1 1 3] ;
% * * * * * * * * * * * * * * * * * * * * * *
%
ndx = 231 ;
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if nodex == 0 || nodey == 0 || nodez == 0
error(’Cannot use 0 nodes!’)
end
N = zeros(nodex*nodey*nodez,1) ;
U = zeros(nodex*nodey*nodez,1) ;
V = zeros(nodex*nodey*nodez,1) ;
W = zeros(nodex*nodey*nodez,1) ;
%
small = 10*eps(’double’) ; % find smallest real
if mom(1) <= 0
return
elseif mom(1) < rmin(1)
N(1) = mom(1) ;
U(1) = mom(2)/mom(1) ;
V(1) = mom(3)/mom(1) ;
W(1) = mom(4)/mom(1) ;
ndx = 231010101 ;
return
elseif mom(1) < small*100
nodex = min(2,nodex) ;
nodey = min(2,nodey) ;
nodez = min(2,nodez) ;
end
%
% 1D quadrature in v_2 direction
m = [mom(1),mom(3),mom(8),mom(17)] ;
[w,x,nout1,werror] = Wheeler_moments_adaptive(m,nodey,rmin,eabs) ;
ndx = ndx*100 + nout1 ;
if werror > 0
error(’1D quadrature failed on first step!’)
end
% condition on direction v_2
V1 = zeros(nout1,nout1) ;
for i = 1:nout1
for j =1:nout1
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V1(i,j) = x(j)^(i-1) ;
end
end
Nall = diag(w) ;
momcall = [mom(4) mom(10) mom(20) ; ...
mom(9) mom(19) mom(26)] ;
momc = momcall(1:nout1,:) ;
momc1 = momc ;
x1 = x(1:nout1) ;
for i = 1:3
q = momc(:,i) ;
momc1(:,i) = vanderls(x1,q,nout1) ;
err = V1*momc1(:,i) - q ;
momc1(:,i) = momc1(:,i) - vanderls(x1,err,nout1) ;
err = V1*momc1(:,i) - q ;
maxerror = max(abs(err)) ;
if maxerror > small
display(maxerror)
end
end
R1 = Nall(1:nout1,1:nout1) ;
mc = R1\momc1 ;
w12 = zeros(nodey,nodez) ;
x12 = zeros(nodey,nodez) ;
for i = 1:nout1
m = mom(1)*[1 mc(i,:)] ;
[ww,xx,nout2(i),werror] = Wheeler_moments_adaptive(m,nodez,rmin,eabs) ;
ndx = ndx*100 + nout2(i) ;
if werror > 0
error(’1D quadrature failed on second step!’)
end
w12(i,1:nout2(i)) = ww/mom(1) ;
x12(i,1:nout2(i)) = xx ;
end
% condition on directions v_2 and v_3
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%
% solve linear system with V_1 R_1
momcall = [mom(2) mom(5) mom(11) mom(7) mom(13) mom(21) ; ...
mom(6) mom(12) mom(22) mom(15) mom(27) mom(30) ] ;
momc = momcall(1:nout1,:) ;
momc1 = momc ;
x1 = x(1:nout1) ;
for i = 1:6
q = momc(:,i) ;
momc1(:,i) = vanderls(x1,q,nout1) ;
err = V1*momc1(:,i) - q ;
momc1(:,i) = momc1(:,i) - vanderls(x1,err,nout1) ;
err = V1*momc1(:,i) - q ;
maxerror = max(abs(err)) ;
if maxerror > small
display(maxerror)
end
end
R1 = Nall(1:nout1,1:nout1) ;
Y = R1\momc1 ;
for i=1:nout1
Y01(i) = Y(i,1) ;
Y02(i) = Y(i,2) ;
Y03(i) = Y(i,3) ;
Y11(i) = Y(i,4) ;
Y12(i) = Y(i,5) ;
Y13(i) = Y(i,6) ;
end
% solve linear system with V_2 R_2
nodeuvw = 0 ;
for i=1:nout1
V2 = zeros(nout2(i),nout2(i)) ;
for k = 1:nout2(i)
for l = 1:nout2(i)
V2(k,l) = x12(i,l)^(k-1) ;
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end
end
R2 = diag(w12(i,1:nout2(i))) ;
YY = [Y01(i) Y02(i) Y03(i) ;...
Y11(i) Y12(i) Y13(i) ] ;
momc = YY(1:nout2(i),:) ;
momc1 = momc ;
x1 = x12(i,1:nout2(i)) ;
for j = 1:3
q = momc(:,j) ;
momc1(:,j) = vanderls(x1,q,nout2(i)) ;
err = V2*momc1(:,j) - q ;
momc1(:,j) = momc1(:,j) - vanderls(x1,err,nout2(i)) ;
err = V2*momc1(:,j) - q ;
maxerror = max(abs(err)) ;
if maxerror > small
display(maxerror)
end
end
v3k = R2\momc1(1:nout2(i),:) ;
for j=1:nout2(i)
m = mom(1)*[1 v3k(j,:)] ;
[w123,x123,nout3,werror] = Wheeler_moments_adaptive(m,nodex,rmin,eabs) ;
ndx = ndx*100 + nout3 ;
if werror > 0
error(’1D quadrature failed on third step!’)
end
for p = 1:nout3
nodeuvw = nodeuvw + 1 ;
N(nodeuvw) = w(i)*w12(i,j)*w123(p)/mom(1) ;
U(nodeuvw) = x123(p) ;
V(nodeuvw) = x(i) ;
W(nodeuvw) = x12(i,j) ;
end
end
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end
end
The integer index ndx uniquely identifies the quadrature, and can be used to develop con-
sistent high-order reconstructions for the spatial fluxes.
A.3 Finite-Volume Quadrature Errors
The purpose of this Appendix is to illustrate two types of quadrature ‘errors’, dependent on
the gird spacing ∆x, that arise when using finite-volume (FV) methods to solve the moment
transport equations.
A.3.1 Volume-averaging error
In a FV method, the moments are averaged over a gird cell. On a 1-D uniform grid, a mono-
kinetic distribution, defined by f(u) = ρ(x)δ (u− u(x)) with moments mk(x) = ρ(x)u(x)k, has
volume-average moments
mk∆x =
1
∆x
∫ ∆x/2
−∆x/2
ρ(x)u(x)k dx.
Considering the case where ρ(x) = ρ0 +ρ1x and u(x) = u0 +u1x, a straightforward integration
leads to
m0∆x = ρ0,
m1∆x = ρ0u0 +
1
12
ρ1u1 (∆x)
2 ,
m2∆x = ρ0u
2
0 +
1
12
u1 (ρ0u1 + 2ρ1u0) (∆x)
2 ,
m3∆x = ρ0u
3
0 +
1
4
u0u1 (ρ0u1 + ρ1u0) (∆x)
2 +
1
80
ρ1u
3
1 (∆x)
4 .
(A.1)
Thus, the variance found from the volume-average moments is
σ2∆x =
1
12
(u1∆x)
2
(
1− ρ1∆x√
12ρ0
)2
.
Unless the slope u1 = 0, this variance is finite and a two-point quadrature of the volume-
average moments will yield two nonzero weights with two abscissas separated by approximately
u1∆x/
√
3. Moreover, if N quadrature nodes are used, they will all be distinct with nonzero
weights and separated by approximately 2u1∆x/(N
√
3).
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Formally, the N -point quadrature found for a mono-kinetic distribution is not a true error
since it simply follows from the definition of the volume-average moments. However, if one
takes the point of view that only particle trajectory crossings should lead to multiple abscissas,
then the volume-averaging error would be the terms in Eq. (A.1) that depend on ∆x.
A.3.2 Flux error
Even if the moments at time n yield a one-point quadrature, at least a two-point quadrature
will be generated by the spatial fluxes at time n + 1. Consider the simple 1-D case where at
time n the one weight and one abscissa at grid point i are given by ρni = 1 and u
n
i = u0 + u1xi
with 0 ≤ u0, u1 and ∆x = xi − xi−1 constant. Note that since the slope u1 ≥ 0, the exact
solution for a mono-kinetic distribution would be mono-kinetic for all time. Thus, if we neglect
the volume-averaging error discussed above, the moments at time n are Mn0,i = 1, M
n
1,i = u
n
i ,
Mn2,i = (u
n
i )
2 and Mn3,i = (u
n
i )
3.
Using a first-order FV scheme, the moments at time n+ 1 are then given by
Mn+10,i = 1− αuni + αuni−1,
Mn+11,i = (1− αuni )uni + α
(
uni−1
)2
,
Mn+12,i = (1− αuni ) (uni )2 + α
(
uni−1
)3
,
Mn+13,i = (1− αuni ) (uni )3 + α
(
uni−1
)4
,
(A.2)
where α = ∆t/∆x. From the CFL condition, 0 < αuni−1 < αu
n
i < 1. Thus, from Eq. (A.2) it
follows that the two weights and two abscissas at time n+ 1 are
ρn+11,i = 1− αuni ,
ρn+12,i = αu
n
i−1,
un+11,i = u
n
i ,
un+12,i = u
n
i−1.
Unless the slope u1 = 0 (so that u
n
i = u
n
i−1), these two abscissas are distinct and separated by
u1∆x. Furthermore, employing a higher-order flux formula would not eliminate this flux error.
Note that since the flux error results from using a CFL number less than one, it is related to
the ‘numerical diffusion’ of the velocity abscissas in the FV flux algorithm.
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APPENDIX B. EQMOM
B.1 Comparison of EQMOM with EM method
Unlike EQMOM, the entropy maximization (EM) method (Mead and Papanicolaou, 1984)
can reconstruct the NDF using the entire moment set (m0,m1, . . . ,m2n). In Fig. B.1 we
compare two example NDF reconstructed with beta EQMOM and EM, and it is evident that
both methods generate similar shapes. In terms of computational efficiency, our reconstruction
algorithm for EQMOM is approximately 100 times faster than EM for the same value of n.
However, even if the computational times for both methods were similar, the evaluation of
integrals using the second quadrature with EQMOM will be many times faster and more
accurate than attempting to construct a Gaussian quadrature from the NDF found using EM.
B.2 Realizability for beta and gamma EQMOM
For fixed n, the moment set (m0,m1, . . . ,m2n) is used by EQMOM to reconstruct the
NDF. In this appendix, we briefly describe how the moment-inversion algorithm in EQMOM
treats cases for which the chosen kernel density function can not recover the highest-order
moment m2n by varying σ with fixed n. By construction, all moments up to m2n−1 are always
reproduced by EQMOM and thus the ability to capture m2n depends on the shape of the kernel
density function. This is most easily understood by considering the canonical moments.
B.2.1 Canonical moments
Consider the set of moments (m0,m1, . . . ,m4) found from a realizable NDF on the interval
[0, 1]. The 4-dimensional moment space associated with this moment set is convex, but its
boundaries are not easily expressed in terms of the moments. However, a set of canonical
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Figure B.1 Beta EQMOM and EM reconstructed distribution functions for n = 2 and selected
sets of canonical moments.
moments (p1, . . . , p4) can be defined (Dette and Studden, 1997) to map the moment space
into the 4-dimensional hypercube [0, 1]4. Thus, every point in the hypercube corresponds to a
realizable NDF.
With beta EQMOM, the moments (m∗0,m∗1, . . . ,m∗3) depend on σ and can be expressed in
terms of the canonical moments:
p∗1(σ) = p1,
p∗2(σ) = p2 − (1− p2)σ,
p∗3(σ) =
p2p3 + (2p2p3 − p2 − p1 + p1p2)σ
p2 − (1− p2)σ .
(B.1)
Using the bounds of the canonical moments, the expression for p∗2 places an upper bound on
σ: σ ≤ σmax = p2/(1− p2). Likewise, the bounds on p∗3 introduce additional constraints:
σmax =

p2(1−p3)
1−p1−2p2+p1p2+2p2p3 , if p3 >
p1+p2−p1p2
1+p2
,
p2
1−p2 , if p3 =
p1+p2−p1p2
1+p2
,
p2p3
p1+p2−p1p2−2p2p3 , if p3 <
p1+p2−p1p2
1+p2
.
(B.2)
Note that as the value of n in EQMOM is increased, the upper bound on σ becomes tighter.
By definition (Dette and Studden, 1997), the QMOM reconstruction has p∗2n = 0. Thus,
the EQMOM reconstruction attempts to increase σ until p2n(σ) equals the value of the 2n
th
canonical moment found with the true m2n, which we denote by p2n. Theoretically, any value
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0 ≤ p2n ≤ 1 corresponds to a realizable NDF. However, maxσ∈[0,σmax] p2n(σ) is often less
than unity, implying that there exists realizable moment sets for which beta EQMOM can not
be made to match m2n (even though all lower-order moments are exactly reproduced). One
possible remedy to this problem would be to use a more general kernel density function for
which 0 ≤ p2n(σ) ≤ 1. However, it would then be necessary to find explicit formulas for the
family of orthogonal polynomials corresponding to this new weight function, and it is likely
that the computational cost would be dramatically increased. Alternatively, we can simply
adapt the moment-inversion algorithm to minimize the difference between p2n and p2n(σ), and
increase n when more moments are needed to improve the accuracy of the reconstructed NDF.
B.2.2 Treatment of realizability with EQMOM
From the discussion above, it is inevitable that some values of σ will generate unrealizable
moments. Indeed, when we implement the EQMOM moment-inversion algorithm described in
Sec. 3.3.5, we find that the smallest σ for which Jn(σ) = 0 can sometimes yield an abscissa out
of range. In such cases, we choose σ to be the largest value for which the Hankel determinants
(defined below) of the moment set (m∗0, . . . ,m∗2n−1) are nonnegative (Dette and Studden, 1997;
Wright, 2007). In this manner, the moment set (m∗0, . . . ,m∗2n−1) is always realizable (i.e., all
wα > 0 and ξα ∈ [0, 1] (beta) or ξα ∈ [0,∞) (gamma)).
Hankel determinants for beta EQMOM The Hankel determinants for beta EQMOM
are defined by
H2i =
∣∣∣∣∣∣∣∣∣∣
m∗0 . . . m∗i
...
...
m∗i . . . m
∗
2i
∣∣∣∣∣∣∣∣∣∣
, H2i+1 =
∣∣∣∣∣∣∣∣∣∣
m∗0 −m∗1 . . . m∗i −m∗i+1
...
...
m∗i −m∗i+1 . . . m∗2i −m∗2i+1
∣∣∣∣∣∣∣∣∣∣
,
H2i+1 =
∣∣∣∣∣∣∣∣∣∣
m∗1 . . . m∗i+1
...
...
m∗i+1 . . . m
∗
2i+1
∣∣∣∣∣∣∣∣∣∣
, H2i =
∣∣∣∣∣∣∣∣∣∣
m∗1 − i∗2 . . . m∗i −m∗i+1
...
...
m∗i −m∗i+1 . . . m∗2i−1 −m∗2i
∣∣∣∣∣∣∣∣∣∣
.
(B.3)
In practice, H and H are computed for i = 0, . . . , n − 1; and Jn(σ) is equal to the smallest
Hankel determinant. We then choose σ to be the largest value for which Jn(σ) = 0.
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Hankel determinants for gamma EQMOM The Hankel determinants for gamma
EQMOM are defined (Wright, 2007) by
∆i,j =
∣∣∣∣∣∣∣∣∣∣∣∣∣
m∗i m
∗
i+1 . . . m
∗
i+j
m∗i+1 m
∗
i+2 . . . m
∗
i+j+1
...
...
...
...
m∗i+j m
∗
i+j+1 . . . m
∗
i+2j
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (B.4)
In practice, the ∆i,j are computed for i = 0, 1 and j = 0, . . . , n− 1; and Jn(σ) is equal to the
smallest Hankel determinant.
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