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ABSTRACT 
Ab Initio Structure Determination and Property Characterization of High-Pressure Ca-O 
Compounds and Li2(OH)Br Crystals 
By 
Christopher A. Higgins 
Dr. Changfeng Chen, Examination Committee Chair 
Professor of Physics 
University of Nevada, Las Vegas 
Theoretical modeling and computational simulations play an important role in materials research. 
In this thesis, we report on the study of two material systems using various computational 
methods. The first material system studied here are Cax-Oy compounds under high pressure. 
Calcium and oxygen are amongst the most abundant elements on Earth, and they form the 
compound calcium oxide (CaO) that is widely used and very stable at ambient pressures. 
Although the crystal structure and chemical composition of CaO seems to be simple and well 
understood, metastable or stable Ca-O compounds with unconventional stoichiometry may exist 
at high pressures. In this work, first-principles density functional theory calculations and ab 
initio evolutionary simulations have been used to predict high pressure Ca-O structures. We 
show that under increasing pressure, the stability of the Ca-O system changes and new materials 
emerge with different stable or metastable structures. In addition to CaO, we systematically 
examined structures for Ca, Ca2O, Ca2O3, Ca3O, Ca3O2, Ca7O, CaO2, CaO3, CaO7, and O at high 
pressures. The high-pressure phase diagram for these compounds is determined along with the 
electronic density of states and stoichiometry plots. Our energetic analysis identified three new 
iv 
 
stable Ca-O compounds, namely Ca2O3 and CaO2 that are thermodynamically stable above 40 
GPa, and CaO3 becomes thermodynamically stable at 150 GPa.  
The second material system studied in this work is the compound Li2(OH)Br. This compound 
has been shown by experiment to be a promising solid electrolyte for advanced solid state ionic 
battery applications.  However, the crystal structure of this compound is highly complex and has 
not been determined accurately. This has impeded its further investigation and potential 
applications.  We modelled the structure effectively using the density functional theory via 
VASP software. Having successfully determined the correct structure within our model and 
confirming it by comparison to experimental XRD results, we then performed other calculations 
to ascertain the characteristics of this compound. The electronic density of states was 
determined, along with the phonon density of states and the volume vs pressure curve. From the 
information found within the volume vs pressure plot we then determined the bulk modulus of 
the material.   
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CHAPTER 1 
INTRODUCTION 
Calcium and oxygen are the fifth and first most abundant elements on Earth, respectively. They 
form the well-known compound calcium oxide (CaO) that has been proven to be a stable 
compound with very little in the way of polymorphic attributes having only one stable phase at 
ambient pressures and a second high pressure phase which results in a body centered cubic 
(BCC) structure observed through experiments [1]. In chapter 2 of this thesis, crystal structures 
such as BCC are explained in greater detail. Another reason of particular interest is CaO's simple 
NaCl structure. The Earth's lower mantle can reach pressures up to 140 GPa, resulting in some 
very interesting high pressure interactions. Recent studies have shown these new interactions to 
be a keen insight in understanding how the lower mantle may function. Thus, for the purposes of 
these calculations we have focused on the simulations that run up to 150 GPa. The specific 
software used for the computational simulations is explained further in Chapter 2. One would 
suppose that with CaO's simple structure and how thoroughly it has been studied, and that we 
would have discovered all there is to know about this particular compound. However with new 
theoretical techniques showing promising results, we may be learning that we do not know as 
much as previously thought about simple structures. In fact, in a recent paper [2], it was shown 
that two new stoichiometry's were found to be thermodynamically stable at high pressures within 
the compound system of Mg-O. In another well-known compound system of NaCl, using the 
same theoretical methods, many stable structures were discovered at high pressures, further 
validating this method and motivating it's use in our simulations [3]. Sodium has only one 
valence electron, whereas chlorine has 7 valence electrons, however, at high pressures the inner 
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electrons become available for bonding, which enables the formation of compounds at lower 
energies. At high pressures, sodium has been observed to possess one other stable phase which 
leads to the transparency of the element [4]. Calcium has 2 valence electrons which commonly 
combine in the Earth's mantle with oxygen which has 6 valence electrons. Analyzing such 
properties as the chemical bonding, and electronic properties, we can begin to understand the 
particular importance to planetary geology and chemical implications. Calcium has been shown 
to have multiple high pressure phases in both simulations and experiments; this leads us to 
believe that this fact will have a profound change on the Ca-O compound system at high 
pressures [5-14]. With calcium's complex electronic structure, we believe that more high 
pressure structures will become energetically available for the Ca-O system when it is put under 
high pressure. Oxygen is also an interesting and well-studied element. It has been observed to 
have 3 phases below 10 GPa experimentally, and a fourth phase above 96 GPa at which it 
metallizes [15,16]. With the abundance of oxygen within the Earth's mantle the occurrence of 
calcium interacting with oxygen should be quite frequent, which adds to the validity of this 
forming a proper model. In this paper we predict three new thermodynamically stable structures 
with the compounds CaO2, CaO3, and Ca2O3 at high pressures. Within the pressure ranges of 40 
GPa, 90 GPa and 150 GPa, certain trends were observed that result in varying the band gap 
width and led to structures changing between insulating and semi-conducting properties of the 
structures. We performed extensive first principal calculations combined with an automated 
structure search method. Using the new evolutionary algorithm Universal Structure Predictor: 
Evolutionary Xtallography (USPEX) for our structure search method, we have fully constructed 
a phase diagram from 0 GPa to 225 GPa for the Ca-O system. We determined that three 
compounds are stable at higher pressures by calculating their formation energies. We used a first 
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principles method using the augmented plane wave method (PAW) [17], which makes no 
approximations other than the local density approximation (LDA) [18]. This allows us to 
calculate such properties as the electronic structures, phase transitions and equations of state. 
In this thesis, we also present the results of our Li2(OH)Br study. This particular compound has 
been under investigation experimentally and has been shown to have possible properties 
particularly desirable for advanced battery applications. The compound was successfully 
modeled in accordance with an accompanying x-ray diffraction (XRD) pattern that was acquired 
experimentally. The density of states was also calculated and showed promising results when 
compared with another well studied compound Li3OBr. A pressure vs. volume curve was created 
and accompanied with a bulk modulus that agreed well with the known compound of Li3OBr. 
Finally, a phonon partial density of states plot was created which can be a benefit in revealing 
more information about this particular compound in the future. 
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CHAPTER 2 
Theory 
In order to begin understanding quantitative ab-initio calculations and solid state properties, we 
must first begin by understanding the many body Schrödinger equation. If we first examine the 
Hamiltonian, (which contains the kinetic energy of all the particles) in a particular problem we 
can start to peruse a material of choice and examine how energies interact with each other. The 
next important step is to evaluate the two types of electrons: core electrons and valence electrons. 
In chemical bonding, valence electrons contribute to chemical bonds; whereas core electrons 
strongly bind themselves within the closed shells of lattice ions. This in turn has a smaller 
contribution in terms of solid state properties. If we continue to follow this line of thinking, we 
can study a particular material and view it as a compound with two individual components, the 
lattice ions and the valence electrons. This of course can only be a first approximation. We will 
begin by establishing some units, where (
𝑒2
4𝜋𝜖0
= 𝑚𝑒 = ℏ = 1). 
The Hamiltonian for this type of system will look like the following: 
𝐻 = 𝐻𝑒𝑙 + 𝐻𝑖𝑜𝑛 + 𝐻𝑒𝑙,𝑖𝑜𝑛 + 𝐻𝑒𝑥𝑡 
Within this equation exists the entire kinetic energy of the valence electrons and the ions, as well 
as the interaction between these particles and any probably interactions that exist within external 
fields. The external field portion is something that can obviously be left out in certain cases 
where no such field exists. We can then begin by examining the other terms. 
For the electron portion: 
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𝐻𝑒𝑙 = 𝐻𝑒𝑙
𝑘𝑖𝑛 + 𝐻𝑒𝑙,𝑒𝑙 = ∑
𝑝𝑘
2
2
+
1
2
 
𝑘
∑
1
|𝑟𝑘 − 𝑟𝑘′|
 
𝑘𝑘′,𝑘≠𝑘′
 
We can see that this equation consists of the Coulomb interaction between all the electrons and 
their kinetic energies. The summations include all indices except for when k equals itself. We 
also include the momentum 𝑝𝑘⃑⃑⃑⃑  and the position 𝑟𝑘⃑⃑  ⃑ for all possible k electrons.  
For the ionic portion: 
𝐻𝑒𝑙 = ∑𝑉𝑒𝑙,𝑖𝑜𝑛(𝑟𝑘 − 𝑅𝑖)
 
𝑘,𝑖
 
For this portion, we construct the equation based on the ion-ion interaction. This interaction is 
the sum of a two particle interaction between both ions and electrons and is dependent only on 
this distance to one another.  
These equations complete the picture we are trying to construct when trying to understand 
quantum mechanically the aspects of materials. We must now transition from the Hamiltonian 
function to the Hamiltonian operator. We can use the electron and ionic coordinates in 
conjunction with the coordinate representation of the Hamiltonian operator to determine the 
wave function which is a function of all of the corresponding coordinates. Within the 
Hamiltonian are parts that we can solve very precisely for, however there are other parts in 
which we must make approximations. One such approximation involves partially ignoring or 
even completely ignoring certain parts of the equation, and then making up for their removal by 
using lattice symmetry to further reduce the simplification. When we ignore individual 
interactions between the terms of the Hamiltonian we create problems because of the Coulomb 
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interactions. In order to have a valid approximation, we must at least compensate for the negative 
electron charge.  
We begin by looking at a first approximation. The jellium or uniform electron gas model is ideal 
because it includes the average charge of the ions and does so by defining a uniform space 
charge 𝑝+ which the electrons interact with it. We will represent this in our equation by 𝐻+ and 
this can be seen as: 
𝐻𝑒𝑙 = ∑
∇𝑘
2
2
+
1
2
 
𝑘
∑
1
|𝑟𝑘 − 𝑟𝑘′|
 
𝑘𝑘′,𝑘≠𝑘′
+ 𝐻+ 
By doing this, lattice symmetry no longer plays a role and we can see the electron-electron 
interaction. By defining which ions are fixed at their equilibrium positions in conjunction with 
the constant space charge, we can also define the ionic lattice which allows us to further refine 
our equation. By making this adjustment, our Hamiltonian becomes more complicated, which 
requires us to make further approximations. If we use the same methodology in order to 
represent the ions, we can view them as moving in a negative space charge 𝑝−. Once again 
applying this to our equation: 
𝐻𝑖𝑜𝑛 = −∑
∇𝑖
2
2
+
1
2
∑ 𝑉𝑖𝑜𝑛(𝑅𝑖 − 𝑅𝑖′) + 𝐻−
 
𝑖𝑖′,𝑖≠𝑖′
 
𝑖
 
We can now split up our second term into an equilibrium part, and a phonon part. This enables a 
starting point for studying lattice dynamics. Thus far we have delineated our problem into two 
portions. In the first portion, we consider the electrons movement in a stationary lattice;  for the 
second portion, we consider the movement of ions among a uniformly spaced charge of 
electrons. What we have just set up is called the adiabatic approximation; this essentially is too 
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determine whether or not the faster electrons will respond adiabatically to a change in positions 
in conjunction with the heavy ions. Comparatively, the ions will only make changes in positions 
very slowly within the electron system. If we are interested in seeing the electronic motion we 
need to look at the instantaneous positions of the ions. This will now let us alter the Schrödinger 
equation so that it looks like: 
(𝐻𝑒𝑙 + 𝐻𝑒𝑙−𝑖𝑜𝑛)𝜓 = 𝐸𝑒𝑙𝜓 
𝜓(𝑟1𝜎1 …𝑟𝑁𝜎𝑁; 𝑅1 …𝑅𝑁′) 
This represents our many body wave equation with fixed ionic positions which is a function of 
all electron positions and spins. The ionic positions are then set within the parameters. 
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CRYSTAL STRUCTURES 
A good way to differentiate materials is by looking at their crystal structures. One of the main 
ideas in crystallogrophy is to find a structure represented by an elementary unit cell and then to 
repeat it infinitely in all directions until it represents the material a person would be trying to 
model.  Fundamentally, the Bravais lattice can describe how this elementary unit cell can be 
arranged periodically to represent a real material. Within this unit cell, various building blocks 
can be used, such as molecules, atoms, ions or other particles. In order to be a Bravais lattice, it 
must consist of an infinite array of discrete points, and this infinite array must see exactly the 
same within it’s orientation and arrangement no matter what point the viewer is observing from. 
If we project a three-dimensional Bravais lattice, we can represent it with a position vector 𝑅 in 
the form of:  
𝑅 = 𝑛1𝑎1 + 𝑛2𝑎2 + 𝑛3𝑎3 
In the equation, 𝑛𝑖 represents the integers, while 𝑎𝑖 represents the primitive vectors. The 
primitive vectors are the fundamental vectors that make up the primitive cell, which in turn 
represents the minimum volume the correct cell will have. The number of atoms that constitute a 
primitive cell are always the same, however, there are many possible primitive cells within a 
lattice. Taking a lattice point, and then adding an  identical basis of atoms to every lattice point, 
this would form a crystal structure. 
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Figure 1: A simple cubic structure represented by a unit cell 
 
In a three dimensional Bravais lattice, the simple cubic (sc) lattice is the most well known 
because of its basic cubic shape. This lattice is generated by three primitive vectors which are all 
perpendicular to one another, but of equal length as indicated by the red lines in figure 1. An 
elemental example of this structure would be polonium. 
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Figure 2: A unit cell of a body centered cubic lattice. 
 
Another very commonly observed example is the body-centered cubic (bcc) Bravais lattice. We 
can see how this lattice is constructed in terms of primitive vectors by the following: 
𝑎1 = 𝑎?̂?, 𝑎2 = 𝑎?̂?, 𝑎3 =
𝑎
2
(?̂? + ?̂? + ?̂?) 
We can rewrite a more symmetric version: 
𝑎1 =
𝑎
2
(?̂? + ?̂? − ?̂?), 𝑎2 =
𝑎
2
(?̂? + ?̂? − ?̂?), 𝑎3 =
𝑎
2
(?̂? + ?̂? − ?̂?)  
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Figure 3: A body centered cubic crystal lattice. Lattice points are extended beyond a single unit cell to show how 
additional unit cells are included. 
A bcc crystal lattice has been constructed as an example in Figure 2 and it is evident how the 
third lattice vector has led to an atom position at the center of the lattice. To continue the crystal 
lattice in order get a more complete picture of how the lattice becomes a larger material, we can 
look at Figure 3 to ascertain how the atoms extend to form adjacent unit cells. This is a very 
common crystal structure in metals with some examples of lithium and iron. 
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Figure 4: A unit cell of a face centered cubic structure. 
 
One of the primary compounds studied in this work is calcium oxide. The structure of this 
compound is fairly well-known and is our next example, face centered cubic (fcc) Bravais lattice. 
It can be constructed by taking a simple cubic lattice and adding an atom at the center of all the 
faces. We can see a symmetric set of primitive vectors is comprised of: 
𝑎1 =
𝑎
2
(?̂? + ?̂?), 𝑎2 =
𝑎
2
(?̂? + ?̂?), 𝑎3 =
𝑎
2
(?̂? + ?̂?)  
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LATTICE PLANES 
If we look at a Bravais lattice from three different atomic positions that are non-collinear, we can 
define a lattice plane. We can then see that every lattice plane consists of infinitely many lattice 
points which are in translational symmetry. 
 
Figure 5: Lattice planes showing on a simple cubic structure. 
 
Now we can discuss a family of lattice planes which is a set of parallel and equally spaced planes 
that contain all of the Bravais points of the three dimensional lattice. 
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MILLER INDICES 
To classify all possible lattice plane families, we simply need to look at the reciprocal lattice. 
The theorem of interest says that for any family of lattice planes, there is a reciprocal lattice 
vector separated by those planes and separated by a distance d. The shortest length can be found 
from 
2𝜋
𝑑
. From this we can also see that if we have a reciprocal lattice vector K, then there is a 
family of lattice planes a distance d away that is perpendicular. Once again, the way to find the 
shortest reciprocal lattice vector which is parallel to K is by the formula 
2𝜋
𝑑
. These coordinates 
that are based of the shortest vector parallel to K are known as the Miller indices. 
A plane that has the Miller indices h,k,l can be said to be perpendicular to the reciprocal lattice 
vector ℎ𝑏1 + 𝑘𝑏2 + 𝑙𝑏3. In order to identify a certain lattice plane, the Miller indices can be used 
for this purpose. In our case of calcium oxide we begin with the low index surfaces (100), (110) 
and (111) of the fcc Bravais lattice. The indices describe the vectors that are within the direct 
lattice. We can define a vector by using the [hkl] system: ℎ𝑎1 + 𝑘𝑎2 + 𝑙𝑎3. In order to make this 
vector perpendicular to the (hkl) plane it needs to be in a cubic lattice. So we have created an 
instance where the lattice and the reciprocal vectors are orthogonal and the (hkl) and [hkl] are 
both denoting normal planes that are within normal directions in Cartesian coordinates. If we 
look at the simpler primitive lattice vectors for fcc and bcc we can see that they are not 
orthogonal. The Miller indices for these specific lattices can be defined relative to the lattice 
vectors of a cubic supercell, which will once again lead us to Cartesian directions. 
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DENSITY FUNCTIONAL THEORY 
When we examine at the modeling of a particular material, we begin with its most elementary 
constituents. One important particle that we study very closely is the electron; which largely 
interacts via the electrostatic Coulomb interaction. Frequently the goal is to describe the 
electrons quantum mechanically, but in some cases it is more beneficial to treat them classically. 
For the circumstances we are investigating, we examined the valence electrons for the atomic 
elements in question. Because the elements in question are of a lighter nature and moving much 
slower than the speed of light, this justifies treating the valence electrons using the non-
relativistic Schrödinger equation. This simplification solves some possible issues, but there is 
still the problem that the many body Schrödinger equation cannot be solved for a system with 
approximately 10
23
 electrons. This is where density functional theory (DFT) provides a solution 
to this problem. DFT effectively handles this problem by computing the total electron density of 
the system. 
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KOHN-SHAM THEOREMS 
As stated previously, there are a few approximations when modeling elements and compounds 
computationally, DFT is based around two mathematical theorems that were produced by 
Hohenberg and Kohn [19], and then of course the set of equations that were produced by Kohn 
and Sham[20]. The first theorem states: “The ground-state energy of a system of interacting 
electrons as described by the Schrödinger equation is a unique functional of the total electron 
density.” [21] From this statement, it is evident that there is actually a one-to-one mapping 
between the ground state electron density and the many body ground state wave-function.  One 
of the other benefits that this theorem provides is the fact that it determines uniquely all of the 
properties in the ground state, such as the wave-function and energy. The problem with this 
theorem is that it only shows the existence of the functional and not what it actually represents. 
In order to get more information about it we need to use the second theorem, the Hohenberg-
Kohn theorem, which states: “The electron density that minimizes the energy of the overall 
functional is the true electron density corresponding to the full solution of the Schrödinger 
equation.” [22] If we can minimize this functional effectively, that should give us its true value 
and in turn show us the corresponding electron density. This is in fact the variational principle 
that is used in practice within computational theory groups that uses approximated forms of the 
functional. A summary of the Kohn-Sham spin-density functional method has been published 
before [23], which is the most widely used in modern computational simulations. It also 
addresses a common need to calculate the ground-state energy E along with the spin densities 
𝑛↑(𝑟), 𝑛↓(𝑟) for a system of N electrons that are exposed to some external potential 𝑣(𝑟) which 
is very frequently caused by the nuclei. We can do this by solving the one-electron equations 
which are also known as the Kohn-Sham equations. 
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The Kohn-Sham equations look like the following: 
                          (−
1
2
∇2 + 𝑣(𝑟) + 𝑢([𝑛]; 𝑟) + 𝑣𝑋𝐶
𝜎([𝑛↑𝑛↓]; 𝑟))𝜓𝛼𝜎(𝑟) = 𝜖𝛼𝜎(𝑟)                    (1)                                                                          
and 
𝑛𝜎(𝑟) = ∑Θ
𝛼
(𝜇 − 𝜖𝛼𝜎)|𝜓𝛼𝜎(𝑟)|
2, 𝑛(𝑟) = 𝑛↑(𝑟) + 𝑛↓(𝑟) 
In the equation 𝜎 represents the z component of the spin and 𝛼 represents the remaining quantum 
numbers. Θ(𝜇 − 𝜖𝛼𝜎) Represents a Heaviside function and it ensures that all of the occupied spin 
orbitals are occupied by a single electron and that all of the other orbitals remain empty when 
𝜖𝛼𝜎 > 𝜇. Then we consider at the chemical potential: 
∫𝑑3𝑟𝑛(𝑟) = 𝑁 
Additionally, we can peruse the external potential portion represented by 𝑣(𝑟) and then evaluate 
equation (1) to determine the effective potential and how it contains the classical Hartree 
potential: 
𝑢([𝑛]; 𝑟) = ∫𝑑3𝑟′
𝑛(𝑟′)
|𝑟 − 𝑟′|
 
In addition, there is also a spin dependent exchange-correlation potential 𝑣𝑋𝐶
𝜎([𝑛↑, 𝑛↓]; 𝑟) which 
is a functional of the spin densities. If considering the two Kohn-Sham equations, it is evident 
that they are intertwined within the spin density 𝑛𝜎(𝑟). Because of this it can also be seen that 
this is only solvable via self-consistent iteration. We will now investigate at the total electron 
energy which is given by: 
𝐸 = 𝑇𝑠[𝑛↑, 𝑛↓] + ∫𝑑
3𝑟𝑛(𝑟)𝑣(𝑟) + 𝑈[𝑛] + 𝐸𝑋𝐶[𝑛↑, 𝑛↓]                                                               (2) 
And with,  
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𝑇𝑠[𝑛↑, 𝑛↓] = ∑Θ
𝜎𝛼
(𝜇 − 𝜖𝛼𝜎) 〈𝜓𝛼𝜎| −
1
2
∇2|𝜓𝛼𝜎〉 
And so we use the notation: 
〈𝜓𝛼𝜎|?̂?|𝜓𝛼𝜎〉 = ∫𝑑
3𝑟𝜓𝛼𝜎
∗(𝑟)?̂?𝜓𝛼𝜎(𝑟) 
Here, 𝑇𝑠 is the non-interacting kinetic energy, which it can also be seen that it is a functional of 
spin densities. This is because the external potential 𝑣(𝑟) is a functional of spin densities, this 
leads us to the conclusion that the Kohn-Sham orbitals are also spin density functionals. We note 
that the second term in equation (2) is the electron nuclei interaction. The third term, 𝑈[𝑛], is the 
electrostatic Hartree term and includes the self-repulsion of the electron density. 
𝑈[𝑛] =
1
2
∫𝑑3𝑟𝑑3𝑟′
𝑛(𝑟)𝑛(𝑟′)
|𝑟 − 𝑟′|
 
For the final term we consider the exchange correlation energy, 𝐸𝑋𝐶, where the derivative of this 
energy is taken, we will obtain the exchange correlation potential. 
𝑣𝑋𝐶
𝜎([𝑛↑𝑛↓]; 𝑟) =
𝛿𝐸𝑋𝐶
𝛿𝑛𝜎(𝑟)
 
If we sought to obtain the total energy, then, using equation (2) which is a beginning in the 
description of the total electronic energy. But in order to complete the picture, we must include 
the electrostatic repulsion of the atomic nuclei, which, by the definition is included in the term 
𝐸𝑋𝐶. For everyday computational use, the term 𝐸𝑋𝐶[𝑛↑𝑛↓] must be approximated. 
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LDA 
One approximation that has been both valuable and popular uses the local density to define the 
exchange correlation functional and is named after how it functions, local density approximation 
(LDA). The LDA method can be defined by: 
𝐸𝑋𝐶
𝐿𝐷𝐴[𝑛(𝑟)] = ∫𝑑3𝑟𝑛(𝑟)𝑒𝑋𝐶
𝑢𝑛𝑖𝑓(𝑛(𝑟)) 
𝑒𝑋𝐶
𝑢𝑛𝑖𝑓 = 𝑒𝑋
𝑢𝑛𝑖𝑓 + 𝑒𝐶
𝑢𝑛𝑖𝑓
 has been derived as a known exchange correlation energy per particle 
based on a gas of uniform electron density. It can be divided into correlation and exchange 
components 𝑒𝐶
𝑢𝑛𝑖𝑓
 and 𝑒𝑋
𝑢𝑛𝑖𝑓
[24,25]. Within the homogenous electron gas, the solution is known 
for the exchange energy density 𝑒𝑋
𝑢𝑛𝑖𝑓
, with that piece solved we can use LDA to approximate 
the exchange energy of a system that has a non-homogenous density by using the homogenous 
solution, point-by-point, in a system which results in: 
𝐸𝑋
𝐿𝐷𝐴[𝑛(𝑟)]α∫𝑑3𝑟𝑛(𝑟)
4
3 
As has been observed in experimental studies, the correlation energy density 𝑒𝐶
𝑢𝑛𝑖𝑓
 has an 
analytical solution of the homogenous system, but is only valid for the low and high density 
limits [26]. However, it has been recently shown that Monte Carlo simulations have successfully 
obtained accurate values in the intermediate density range [27]. In today’s use of the LDA 
method, it is common to extract the key components that came from these simulations and 
reproduce similar results in other applications.  
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GGA 
Another very popular functional is the generalized gradient approximation (GGA). GGA, like 
LDA, is still a local approximation, but it takes into account the gradient of the density at the 
same position. It has been shown that the use of the GGA functional provides very good results 
for ground state energies and molecular geometries [28-31].  There are some differences between 
LDA and GGA that make one method more favorable than the other in certain situations. GGA 
is considered to be good at improving total energies, atomization energies, energetic barriers, and 
structural differences when compared to other exchange correlation functionals [32].  On the 
other hand, GGA is known to expand and soften bonds, which has an effect of over correction. It 
has also been noted that a semi-empirical GGA can be very accurate for small molecules, but 
fails when trying to approximate a delocalized set of electrons in a uniform gas, and this failure 
transfers to simple metals. Within this thesis we studied the element oxygen in its solid form and 
within this form at low pressures that include the alpha and delta phases, oxygen possesses a 
magnetic moment. This magnetic moment is very unusual and can be problematic when trying to 
model such a structure. The LDA method does not deal with this magnet moment very well and 
GGA would be better suited to handle it. However, our area of interest in dealing with CaO lies 
at higher pressures which includes other solid oxygen phases, the epsilon phase and the zeta 
phase. It has been seen that the magnet moment is destroyed upon the phase transition between 
the delta phase and the epsilon phase at approximately 10 GPa. Because the magnetic moment is 
destroyed, LDA becomes a better choice when choosing exchange correlation functionals. Thus 
LDA has been used in this thesis to explore all high pressure phases 
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VASP 
The Vienna Ab initio Simulation Package (VASP) is a software program that utilizes DFT, and 
is used for ab-initio quantum-mechanical molecular dynamics simulations. It accomplishes this 
task by using pseudopotentials or the projector-augmented wave (PAW) method involves a plane 
wave basis set [33-35]. This is accomplished by using the finite temperature LDA functional 
with the free energy as the variational quantity. Using molecular dynamics, the instantaneous 
electronic ground state is assessed at each calculated step within the molecular dynamic 
simulation. In the original Car-Parinello method, a simultaneous integration of the equations of 
motion for the ions and electrons are described. This technique however, had its own inherent 
problems that had to be overcome. The issue was handled by the efficient use of matrix 
diagonalization and also the use of efficient Pulay/Broyden mixing to accurately calculate the 
charge density used by VASP. The interactions can be described from this by the use of ultra-
soft Vanderbuilt pseudopotentials (US-PP) or within the PAW method [36,37]. For transition 
metals and first row elements, both of these approaches are good at reducing the number of plane 
waves per atom by a significant amount. Some of the goals that VASP can achieve are quite 
useful; chief amongst them is to allow one to calculate the forces and the full stress tensor which 
in the end can be used for the relaxation of atoms into their instantaneous ground states. 
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ALGORITHMS USED IN VASP 
VASP essentially uses two loops within its program. First, there is an outer loop, this loop 
optimizes the charge density and the second loop works on optimizing the wavefunctions. The 
algorithms that VASP uses are described as an iterative matrix-diagonalization scheme. These 
algorithms are actually based on the conjugate gradient scheme [38,39], the residual 
minimization scheme-direct inversion of the iterative subspace (RMM-DIIS) [40,41] or the 
Block Davidson scheme [42,43]. In order to get an efficient charge density mix, the 
Broyden/Pulay mixing scheme must also be efficient [44-46]. In Figure 6 a flow chart of how 
VASP uses its algorithms is displayed. It can be seen that within the Hamiltonian there are 
several self-consistency loops that are related by the charge density and the wavefunction, and 
they are optimized iteratively so that they can get closer and closer to the exact wavefunction of 
a particular Hamiltonian. From these loops an optimized wavefunction is created and from this it 
is then used to calculate a new charge density. This density is then mixed with the old charge 
density in order to evolve correctly. 
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Figure 6: Flow chart of how VASP works. Shown is a calculation of the KS-ground-state 
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PROJECTOR AUGMENTED WAVE (PAW)  
The projector augmented wave (PAW) method is a solution to the problem of having rapid 
oscillations of the wavefunction located at the core region because of high kinetic energy of the 
electrons and in turn the reverse situation where the bonding region requires a large complete 
basis set for the smoother parts of the wave function [47]. To counteract this problem, the use of 
the pseudopotential method and augmented wave method are best suited. This is where the PAW 
method becomes helpful as it extends these methods and combines them in order to create a 
unified electron structure method. 
The foundation of the PAW method lies in what is known as transformation theory which is 
essentially where one maps a true wavefunction |ψ𝑛⟩ is mapped onto an auxiliary wavefunction 
|ψ̃𝑛⟩ while still retaining the complete nodal structure of the true wavefunction. The index n is 
what labels the one particle states along with a band index, k-point and spin index. The goal of 
this method is to obtain smooth auxiliary wavefunctions which will be expanded into plane 
waves with fast convergence. We can denote Τ to represent the transformation from the auxiliary 
wavefunctions to the physical wavefunctions. 
                                                                |ψ𝑛⟩ = Τ|ψ̃𝑛⟩                                                                (3) 
Equation 3 is defined as our transformation operator and can be described in the following 
fashion; the goal is to get to the correct nodal structure with the resulting wavefunctions Τ which 
has to change the auxiliary wavefunctions in each atomic region. We can then define: 
Τ = 1 + ∑𝑆𝑅
𝑅
 
This is the sum over atomic sites R and accounts for the differences between the wavefunctions. 
𝑆𝑅 Represents the operators, which are local terms and defined as solutions |𝜙𝑖⟩ for the isolated 
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atoms. These partial waves represented by |𝜙𝑖⟩ are used as a basis set to express the 
corresponding valence wavefunctions.  
𝜓(𝑟) = ∑ 𝜙𝑖(𝑟)𝑐𝑖𝑖𝜖𝑅  for |𝑟 − 𝑅𝑅| < 𝑟𝑐,𝑅 
𝑐𝑖 represents the coefficients that are still unknown. For the other notations, the index i covers 
the site index R, and then the angular momentum indices (l,m) along with a partial wave index 
for differentiation the partial waves with the aforementioned quantum numbers (l,m) at the same 
site R. The partial waves are not always bound states, for this reason they are not normalizable. 
Because of this, they need to be truncated at a central radius 𝑟𝑐,𝑅. The way the PAW method has 
been designed is to make sure that the final results are also independent of the cutoff location 
unless the user chooses it to be close to the nucleus. The core wavefunctions are contained within 
the core regions and do not spread out to their neighboring atoms, so they will be treated 
differently. In this instance, we are using the frozen-core-approximation, thus, the energies and 
densities of the core electrons are identical to those of the isolated atoms.  Τ𝑅 must produce 
wavefunctions that are orthogonal in order to be useable to the core states. When we treat the 
core states seperately, they will be treated differently. Now, for every partial wave, we must pick 
an auxiliary wave |𝜙𝑖⟩. We examine at the following equations: 
|𝜙𝑖⟩ = (1 + 𝑆𝑅)|?̃?𝑖⟩𝑓𝑜𝑟 𝑖 𝜖 𝑅 
𝑆𝑅|?̃?𝑖⟩ = |𝜙𝑖⟩ − |?̃?𝑖⟩ 
These equations define the local contribution, 𝑆𝑅. We state that 1 + 𝑆𝑅 will change so that the 
wavefunction will only change locally and it is required that the partial waves |𝜙𝑖⟩ and the 
corresponding auxiliary waves |?̃?𝑖⟩ will match each per pair of corresponding points beyond the 
cutoff radius 𝑟𝑐: 
𝜙𝑖(𝑟) = ?̃?𝑖(𝑟)𝑓𝑜𝑟 𝑖 𝜖 𝑅 𝑎𝑛𝑑 |𝑟 − 𝑅𝑅| < 𝑟𝑐,𝑅 
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From this, it is evident that there is only one way that we can use this transformation vector with 
any auxiliary wavefunction, we must expand the auxiliary wavefunctions locally into the 
auxiliary partial waves. 
?̃?(𝑟) = ∑?̃?𝑖(𝑟)
𝑖𝜖𝑅
⟨𝑝𝑖|?̃?⟩ 𝑓𝑜𝑟 |𝑟 − 𝑅𝑅| < 𝑟𝑐,𝑅 
The projector functions |?̃?𝑖⟩ can be defined as the probe of the local character of the auxiliary 
wavefunction in the atomic region. If we look closer at 𝑟𝑐 we have ∑ |?̃?𝑖⟩ ⟨𝑝𝑖|𝑖 = 1. It is also 
apparent via insertion that the equation holds for any auxiliary wavefunction if: 
⟨𝑝𝑖|?̃?𝑗⟩ = 𝛿𝑖𝑗  𝑓𝑜𝑟 𝑖, 𝑗 𝜖 𝑅 
We must also note that the projector functions and the partial waves do not need to be 
orthogonal. Now we can combine these equations and apply 𝑆𝑅 for any auxiliary wavefunction: 
𝑆𝑅|?̃?⟩ = ∑𝑆𝑅(|?̃?𝑖⟩⟨𝑝𝑖|?̃?⟩) = ∑(|𝜙𝑖⟩ − |?̃?𝑖⟩)⟨𝑝𝑖|?̃?⟩
𝑖𝜖𝑅𝑖𝜖𝑅
 
This then leads us to the transformation operator: 
Τ = 1 + ∑(|𝜙𝑖⟩ − |?̃?𝑖⟩⟨𝑝𝑖|)
𝑖
 
Examining the i index, we note that it covers all partial waves of atoms. If we use the definition 
of the projection operator Τ̂. 
|𝜓⟩ = |?̃?⟩ + ∑(|𝜙𝑖⟩ − |?̃?𝑖⟩)⟨𝑝𝑖|?̃?⟩ = ?̃?𝑛⟩ + ∑(|𝜓𝑅
1 ⟩ − |?̃?𝑅
1 ⟩)
𝑅𝑖
 
Then we have two one-center expansions… 
|𝜓𝑅
1 ⟩ = ∑|𝜙𝑖⟩⟨𝑝𝑖|?̃?⟩
𝑖𝜖𝑅
 
|?̃?𝑅
1 ⟩ = ∑|?̃?𝑖⟩⟨𝑝𝑖|?̃?⟩
𝑖𝜖𝑅
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We need to decide at this point if this auxiliary function provides the true wavefunction. We can 
think of the transformation as a change of representation, somewhat like a coordinate 
transformation. In order to get the correct wavefunction, the transformation of the total energy 
functional must be calculated consistently which will result in a minimum and ensure the correct 
wavefunction as a result. If we look at the different regions in space we can better understand the 
equation being used and its influence over the true wavefunction. It is evident that when the 
atoms are very far from the partial waves, the auxiliary wavefunction is then equal to the true 
wavefunction 𝜓(𝑟) = ?̃?(𝑟). If we look at the opposite case when the atoms are very close we 
see 𝜓(𝑟) = 𝜓𝑅
1(𝑟). For this case, the wavefunction will be constructed from the partial waves 
that have the correct nodal structure. For use in simulations, we must truncate this infinite set of 
waves in order to complete the calculation, this means that equation 4 isn’t used exactly as it is 
shown. In turn this means that the atomic region of the plane wave will contribute to the true 
wavefunction. The reason for doing this is that it allows for fast convergence of the partial wave 
expansion which is because of the missing pieces, but these are compensated for because of the 
plane waves. 
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K-POINTS 
One of the important parameters in DFT calculations is calculating the averages for the states 
that are within the Fermi surface which in turn, relates to evaluating integrals of the charge 
density by the following: 
?̅? =
𝑉𝑐𝑒𝑙𝑙
(2𝜋)3
∫ 𝑔(𝑘)𝑑𝑘
 
𝐵𝑍
 
In order to solve this type of integral numerically, VASP efficiently uses a generating scheme for 
the k-point grid which was developed by Monkhorst and Pack [48]. If we use the package 
developed by Monkhorst and Pack, all we have to do is to specify the number of k-points in each 
direction of the reciprocal lattice, e.g. 𝑁 × 𝑀 × 𝐾. If there is not a sufficient number of k-points, 
then the results will not converge well, which implies that before you begin it is a good idea to 
perform a convergence study. For the simulations run in this thesis, multiple trials were run at 
variations of increasing k-points and the results were then analyzed in order to see when the 
increased k-points began to give diminishing returns. If k-points that are too high are selected, 
the calculation time grows exponentially and it becomes very inefficient to run. 
Something else of note that pertains to metals and convergence; there is a discontinuity of the 
integrands at the Fermi surface, which then divides the BZ in an occupied and unoccupied 
section. This essentially implies that in order to have good convergence, one needs a sufficient 
amount of k-points. There are two well regarded methods used in practice, the tetrahedron 
method and the smearing method, which are both taken advantage of within VASP.  The general 
idea for the tetrahedron method is to use what is known as a k-grid; this k-grid defines a set of 
tetrahedral that are filling out the reciprocal space. The function of this method must be 
integrated and then defined for every point by linear interpolation, which is the simplest case. 
Without the interpolation of the function, integrating the original space occupied by the set of k-
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points; but with interpolation we can integrate the entire space. For everyday use it has been 
determined that more elaborate interpolation methods have been needed, but the most common 
method has been developed by Blöchl [49]. 
In the second method, also known as the smearing method, the discontinuities are “smeared” so 
that they can be integrated. One example of this smearing is the Fermi-Dirac function. 
𝑓 (
𝑘 − 𝑘0
𝜎
) = [𝑒(
𝑘−𝑘0
𝜎 ) + 1]
−1
 
We can replace any step function with a smearing function and evaluate its integral with standard 
methods. One of the most common methods which is implemented in VASP is the Methfessel 
and Paxton smearing method [50], which, as it turns out, is more complicated than the Fermi-
Dirac function, but conveniently is still characterized by a single variable 𝜎 
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EVOLUTIONARY ALGORITHM USPEX 
Universal Structure Predictor: Evolutionary Xtallography (USPEX) is a method designed around 
an evolutionary algorithm for structure searches designed by the Oganov group beginning in 
2004. USPEX can be used for several different applications such as finding low-energy 
metastable phases, desired physical/mechanical/electronic properties, stable structures of 
nanoparticles, surface reconstructions, and molecular packings for organic crystals. The code of 
USPEX is based on an evolutionary algorithm developed by the Oganov group and has the 
ability to use alternative methods such as random sampling, meta-dynamics, and corrected PSO 
algorithms. USPEX has the ability to interface directly with several DFT codes such as VASP, 
SIESTA, GULP, Quantum Espresso, CP2K, CASTEP, LAMMPS etc.  
 
Figure 7: A projection of the reduced landscape of Au8Pd4. It shows clustering amongst low-energy structures in one 
region. 
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In Figure 7, an energy landscape has been produced in order to show how USPEX functions. 
USPEX can scan a landscape from a global perspective finding all energy minimums which can 
be seen in the visualization. Within the code, USPEX will work in conjunction with VASP to 
calculate the energies and then determine its hierarchy when compared to the energy of other 
structures. By this method USPEX can not only find the lowest energy local minimum but also 
the lowest energy global minimum. Both stable structures and meta-stable structures can also be 
found by USPEX which the differences can later be resolved with a program like VASP.
 
Figure 8: The method in which the evolutionary algorithm alters a parent structure to find the lowest energy 
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Figure 8 shows the generation method of structures within the evolutionary algorithm. The 
method begins with a random initial population, and from this population, structures are then 
energetically relaxed and evaluated to determine the structure with the lowest energy. This 
lowest energy structure is then taken as the new parent structure and mutated in such a way to 
allow all possible variations of lattice constants and the beta angle. The energy is then 
determined from all possible variation structures and this completes one generation cycle within 
the USPEX system. 
 
Figure 9:A flow chart of the workings of USPEX 
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Figure 9 demonstrates how USPEX flows in its variations and the parameters used to determine 
when the code moves forward. Within the flow chart certain parameters must be determined such 
as number of generations before completion. In this thesis, the number of generations was 
determined by testing multiple trials to see when the lowest energy structure had been found 
repeatedly. 
 
Figure 10: 30 generations showing the enthalpy reduction between each generation. 
In figure 10 a particular structure has been selected and is altered over a total of 30 generations. 
It can be seen that between the 5
th
 and 6
th
 generation there is a large reduction in the total 
enthalpy. The structure having a much lower enthalpy appears to be a good selection as the final 
structure. From this point, it is best to continue searching for new structures using this as the 
parent structure. We can see over the course of 6 more generations it continues to be the structure 
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with the lowest energy. However at the 7
th
 generation of the algorithm, a new lowest enthalpy 
has been found. To ensure that the lowest enthalpy structure has been found, it was determined 
that the generations be carried out 17 more times to a total of 30 generations. For the simulations 
run for this thesis, 30 generations were also run and successfully found the lowest enthalpy 
structure well before 20 generations. Thus, for efficiency, all structure searches were run for 20 
generations. 
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CHAPTER 3 
STRUCTURAL MODEL AND METHODS OF CALCULATIONS 
For the searches of stable compounds and structures, the evolutionary algorithm USPEX [50-53]  
was used. Ab initio structure relaxations were used in conjunction with the USPEX evolutionary 
algorithm and based on density functional theory (DFT) using the local density approximation 
method to find the exchange correlation functionals and implemented within the program VASP 
[54]. For our simulations we ran the USPEX structure search for 30 generations; we then tested 
the same simulations at 20 generations and consistently came up with the same results. We 
determined that 20 generations was sufficient to confidently find the lowest energy state. We 
used increments of 50 GPa from 0-300 GPa in our structure searches using USPEX. As we 
decided to only analyze the energies up to 150 GPa, we found our highest phase change of 
calcium at 112 GPa. The electron projector-augmented wave (PAW) method was used for 
structural relaxation with a plane wave basis set using a kinetic energy cutoff point at 700 eV 
which gave good convergence of stress tensors. We performed simulations upwards of 900 eV 
with approximately the same results, but the simulations took a great deal more time to calculate. 
For the Brillouin zone, which was sampled by the Monkhorst-Pack meshes, we used a k-mesh of 
888 which gave a similar description of the previous experimental and theoretical work done on 
elemental calcium, oxygen and the compound calcium oxide (Ca, O, and CaO respectively). 
Again, we ran our simulations up to 12 × 12 × 12 but our results ended at a similar level as the 
results given by the 8 × 8 × 8 simulations. The calculations were checked upon completion to 
make sure that a force convergence criteria of 10
-2
 meV and that the energy convergence criteria 
was also 10
-2
 meV. Our composition space was described by [Cax+Oy], which provided USPEX 
a way to search over a wide range of possible compositions. Any composition not included in 
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this study was left out because it was found to not be predicted by USPEX or not be 
thermodynamically stable. This also gave us a method of searching a desired composition if it 
was of particular interest. For the correlation and exchange functionals we used the local-density 
approximation method (LDA) [55] which gave us the most accurate results compared to a 
laboratory environment. 
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CHAPTER 4 
RESULTS AND DISCUSSION 
In order to determine the various characteristics of Ca-O compounds, we first needed to 
determine the properties of its constituents, calcium and oxygen. Our goals included creating a 
stoichiometry graph and calculating the formation energy of various Ca-O compounds; in order 
to do this, we would first need to determine the phase boundaries of calcium and oxygen. Also, 
because calcium is so well studied, we can use the results from this element as a benchmark of 
the system we are using in order to determine the accuracy of our results. We began with 
discovering the phase boundaries of calcium using the LDA DFT method and the use of VASP. 
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Figure 12: We found 7 stable phases up to 150 GPa which can be seen in Figure 12.A. In Figure 12.B. it can be seen at 
what pressure the phase changes occur which is indicated by the open circles. 
In Figure 12.A we can see the 7 phases of calcium that were found from our simulations and the 
corresponding pressures which match with Figure 12 B. In Figure 12 B we show the approximate 
pressure in which a phase change occurs. The phase transition of Ca-I to Ca-II is the Fcc to Bcc 
phase; we found this transition to happen at 4.7 GPa. This agrees with other theoretical 
simulations which resulted in the phase transition occurring at 3.5 GPa [9]; experimental results 
have found results in the area of 20 GPa [56]. From Ca-II to Ca-III is the Bcc to Cmcm phase 
which transitions at 28 GPa. Comparing to other theoretical simulations of 32 GPa it is again 
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reasonably close [9]; experimental values agree well, as they too find the transition pressure to be 
32 GPa [56]. Ca-III to Ca-IV is the Cmcm to P4 transition and happens at 66 GPa. Comparing 
once again to other theoretical simulations we determined the pressure of the transition phase to 
be at 74 GPa [9]. Experiments found this transition at slightly higher pressures of 113 GPa [56] 
and 119 GPa [10]. From Ca-IV to Ca-V we see the P4 structure and the Cmca structure transition 
at 94 GPa. Similar theoretical simulations found this transition pressure to be at 109 GPa [9] and 
experimental results once again have a higher transition pressure of 143 GPa [10]. The p[hase 
transition from Ca-V to Ca-VI commenced with the Cmca structure and transitioned to the Pnma 
structure at 111 GPa. In other theoretical works, the transition was determined to take place at 
117 GPa [9] and experimentally, the transition has been observed to take place at 172 GPa [57] 
And finally we found Ca-VII, I4 very close with Ca-VI at 112 GPa; which again comparing to 
other theoretical work of 135 GPa [9]. Experimentally however we find this transition pressure 
to be higher occurring at 210 GPa [57].  
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Compound Pressure
(GPa) 
a (Å) b (Å) c (Å) α Β Γ Space 
Group 
Ca2O3 40 7.01 5.63 6.07 90.00 127.92 90.00 C2/c 
CaO2 40 4.66 4.19 5.47 90.00 90.00 90.00 Pnma 
Ca2O3 90 3.64 3.83 6.29 90.00 115.39 90.00 C2/m 
CaO2 90 3.94 3.97 5.46 90.23 82.35 89.88 P21c 
Ca2O3 150 2.54 2.54 6.08 106.92 106.92 93.14 I4/mmm 
CaO2 150 3.90 3.90 3.90 117.36 125.63 87.59 P21c 
CaO3 150 4.42 4.45 2.67 90.13 90.09 90.01 P-421 
CaO low phase 40 4.42 4.42 4.42 90.00 90.00 90.00 Fm-3m 
CaO high phase 90 2.56 2.56 2.56 90.00 90.00 90.00 Pm-3m 
CaO high phase 150 2.47 2.47 2.47 90.00 90.00 90.00 Pm-3m 
Table I: A table of the particular compound, pressure, lattice constant, lattice angle, and space group run in simulations. 
Table 1 displays a list of compounds with a particular structure that are energetically stable. 
Within this table, the lattice constants for that particular compound and structure are listed along 
with the transition pressure it was achieved at. Simulations for elemental oxygen were conducted 
from 0-150 GPa. The evolutionary algorithm USPEX was used to find the various phases of 
oxygen and resulted in 4 predicted phases, alpha, delta, epsilon and zeta. Again, 30 generations 
were run as a test and then reduced to 20 generations in USPEX for efficiency. VASP was then 
used for structure relaxations, the determination of phase boundaries, and total enthalpy. Oxygen 
required the use of higher energy cutoffs in order to be certain of its accuracy. 16 atoms were 
used per calculation at an 800 eV cutoff and an 8x8x8 k-mesh. It has recently been shown that 
solid oxygen takes on the form of an O8 molecular lattice [58], and thus, our model was created 
with this idea in mind. This model focuses on the association of four O2 molecules formed into a 
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rhombohedral molecular unit and hence the total of 8 oxygen atoms. The bonds that hold this 
structure together are attributed to be chemically weak in nature. The epsilon phase has been 
shown experimentally to transition into the zeta phase at 96 GPa and to metallize at this pressure 
[59-61]. Our simulations predicted the epsilon-zeta transition to occur at 97 GPa, which is in 
good agreement with the experimentally determined transition pressure. We have observed a 
phase transition from the alpha phase to the delta phase at 5.76 GPa. It has also been shown 
experimentally that there is a volume collapse before the delta phase, our simulations confirm 
this volume collapse [62].The phase transition from the delta phase to the epsilon phase has been 
difficult to determine due to the enthalpy difference being very small and the limiting accuracy 
of the LDA DFT method. In another theoretical simulation, it has been shown that the 
generalized gradient approximation (GGA) has given reasonable results when compared to 
experiment at lower pressures [63], but the method still has trouble distinguishing the enthalpy 
differences at various other pressures. Of all the diatomic molecules, currently the only one 
known to have a magnetic moment is oxygen. Within the solid oxygen molecule, it is this 
inherent magnetic moment that affects the accuracy of the LDA method. This magnetic effect 
becomes minimal as pressure increases and seems to all but dissipate as the epsilon phase begins. 
The magnetic order was observed to be destroyed with the formation of the epsilon phase [64]. 
By 17 GPa, this effect is no longer an issue and the accuracy of the LDA method begins to agree 
well with experiment. At lower pressures within the epsilon phase, our simulations showed 
excellent agreement with experiment. In one experiment, the pressure of 17.6 GPa was studied 
thoroughly [58], and reported the shortest O-O bond lengths at 1.21 Å and the longest O-O bond 
length to be 2.19 Å. Our simulations for comparison were run at 17.6 GPa and showed the 
shortest bond length to also be at 1.21 Å. The longest O-O bond length within our simulation 
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measured 2.05 Å. In Figure 13, a visualization has been created to show the two bond lengths 
within the O8 oxygen structure. Using the lattice parameters given within the experimental work, 
a simulation was performed comparing enthalpies of the relaxed structures. Using the 
experimental parameters resulted in a calculated enthalpy of -4.64026 eV per atom compared to 
our modeled simulation enthalpy of - 4.63981 eV per atom. For the remaining pressures, 
enthalpies were calculated in the same manner using VASP calculations. 
 
Figure 13: An O8 oxygen structure scheme was adopted for our modeling. The O-O bond distance has been labeled for 
comparison against experimental work 
We used the evolutionary algorithm USPEX for our structure search. We tested within the 
program from 0 GPa to 300 GPa in 50 GPa increments. In Figure 14 we see a pressure-
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composition phase diagram compiled from the results of our structure search. The diagram was 
constructed by calculating the enthalpies (i.e., the zero temperature free energy (E + PV ) of the 
elements and finding the phase boundaries. In these calculations we simply found the phase 
boundaries, but another calculation is needed in order to determine whether or not the structure is 
stable or meta-stable. In our structure search we performed calculations up to 300 GPa, however 
the structures remained the same above 200 GPa within the confines of our simulations. All 
structures were fully relaxed by finding a local minimum in the structure search. Our calculations 
for CaO find the transition from B1 to B2 at 58 GPa, which is in good agreement with not only 
experimental results, but also other high pressure, zero temperature simulations [2,65,66,67]. For 
the composition CaO7, we predict 3 phases of which the two phase transitions occur at 47 GPa 
and 102 GPa. Our next composition was CaO3, in which we found 3 phases. The phase 
transitions for CaO3 occur at 22 GPa and 51 GPa. CaO2 was our third composition in which we 
found 3 phases, each of which have phase transitions at 28 GPa and 91 GPa. Our next studied 
composition was Ca2O3 in which we found 4 phases. The phase transitions for this chemical 
composition were found at 10 GPa, 70 GPa and 118 GPa. Ca2O was found to have 3 phases and 
2 phase transitions at 28 GPa and 93 GPa. The composition of Ca3O was observed to have 4 
phases with phase transitions at 25 GPa, 70 GPa and 195 GPa. Our last tested chemical 
composition was Ca7O which we see to have 3 phases of which had phase transition pressures of 
22 GPa and 55 GPa.  
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Figure 14: A pressure-composition phase diagram of calcium, oxygen and its various chemical compositions up to 225 
GPa. Our structure search ran up to 300 GPa, however, we found no new changes above 200 GPa. 
In order to figure out whether or not a structure was stable or meta-stable we needed to first 
calculate the formation enthalpy of both calcium and oxygen. Once the constituent pieces of our 
initial focus, CaO, had been calculated, we then calculated the formation enthalpy for the 
compound CaO itself. Determining the path that the enthalpy would most likely take in order to 
get to the lowest energy state, we could then introduce our newly calculated formation of 
enthalpies in order to find out if the new structures were more stable than the formation of CaO 
itself. Although calcium itself has only 2 valence electrons, at higher pressures the inner core 
electrons will become available and at certain pressures more preferable. This phenomenon can 
result in the formation of compounds that are not in a 1:1 ratio. Via our calculations, we did find 
many meta-stable structures and 3 new stable structures as shown in figure 15. For the purposes 
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of this study, all calculations were made at zero kelvin temperatures, which may account for 
some, if not all of the discrepancies between our results and experimental results.  
 
Figure 15: A Stoichiometry plot showing the latest stable compounds in their lower energy states. The rst stable 
compounds can be seen at 40 GPa and are represented by circles. These compounds remain stable at 90 GPa and 150 GPa 
with an additional new compound appearing at 150 GPa. Metastable compounds are represented by plus symbols. The 
black line represents the line of stability where CaO can be found, the red line is the calculated formation energy of the 
compounds tested. 
In Figure 15, we present a stoichiometry plot showing the new stable structures under high 
pressure. Each high pressure phase was calculated using the corresponding phase of calcium in 
conjunction with the calculated elemental oxygen. The first appearance of a newly stable 
structure occurs at 40 GPa with the compounds Ca2O3 and CaO2. The compounds remain stable 
up to 150 GPa which is the maximum pressure that was tested. At 150 GPa we also found a new 
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stable structure for the first time, CaO3 . At 40 GPa, Ca2O3 can be found at -3.45 eV, CaO can be 
found at -3.42 eV at the same pressure with a difference of 30 meV. Making the approximation 
that 1 eV is 11,600 kelvin through the equation E=KBT; this places the difference at about 300 
kelvin. CaO2 at the same pressure of 40 GPa can be observed at -2.96 eV with the stable 
compound of CaO at -2.91 eV and a difference of 50.0 meV. Again making a temperature 
approximation, this places the difference at about 500 kelvin. At 90 GPa we have the same two 
stable compounds, Ca2O3 at -3.68 eV and its normally stable counterpart CaO at -3.66 eV with a 
difference of 20.0 meV, which approximates the temperature to be about 200 kelvin. CaO2 we 
calculated to be at -3.20 eV and CaO at -3.11 eV put under the same pressure with a difference 
of 90.0 meV. This places our temperature estimate at 900 kelvin. At 150 GPa we found our new 
stable compound of CaO3 at -2.50 GPa and CaO at -2.31 eV with a difference of 190 meV. This 
was our largest difference and equates to the highest temperature which is approximately 1900 
kelvin. CaO2 at 150 GPa was found to have and energy of -3.20 eV and CaO at -3.14 eV with a 
difference of 60 meV. Finally we have Ca2O3 at 150 GPa with an energy of -3.71 eV and CaO 
with an energy of -3.69 eV and a difference of 20 meV and finally a temperature approximation 
of 200 kelvin. The phases for CaO itself that were found are very high symmetry phases and 
match what we naturally see occurring in nature. As for the other compositions, they are in fact 
lower symmetry, but they do have order within the systems that make up the space groups.  
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Figure 16: Density of states plots for new stable compounds at 40 GPa. An energy gap can be seen indicating an insulating 
structure. The red line indicates the oxygen contribution, the green line represents the calcium contribution and the black 
line represents the calcium contribution and the black line represents the total for all orbitals. 
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Figure 17: Density of states plots for new stable compounds at 90 GPa. An energy gap can be seen indicating an insulating 
structure. The red line indicates the oxygen contribution, the green line represents the calcium contribution and the black 
line represents the calcium contribution and the black line represents the total for all orbitals. 
We present the density of states plots for the new stable structures, Ca2O3 and CaO2 that appear 
at 90 GPa. In Figure 17, the black line is the combination of the oxygen contribution and the 
calcium contribution for each compound; the red lines represent oxygen and the green lines 
calcium. It can be seen that a gap above the Fermi level clearly indicates that the compounds 
have remained insulators at 90 GPa. At both ends of the gap that the oxygen contribution 
dominates.  
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Figure 18: The density of states plots for newly found stable compounds at 150 GPa. An energy gap can be seen in all 3 
compounds indicating an insulating structure. The red line indicates the oxygen contribution; the green line represents 
the calcium contribution and the black line represents the total for all orbitals. 
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In Figure 18 we display the density of states plots for newly stable structures at 150 GPa. Both 
CaO2 and Ca2O3 remain stable with a new addition of CaO3. However, a trend can be noted in 
the reduction of the band gap; at 90 GPa Ca2O3 has a gap of 3.75 eV and has a significant 
reduction down to 1.71 eV. CaO2 is also observed to be at 3.28 eV and is reduced to 1.21 eV 
moving closer to becoming a semi-conductor. We can see that for CaO3 that the oxygen 
contribution dominates both sides of the gap, which may or may not change as pressure 
increases. For our CaO2 however, we can see that above the Fermi level the oxygen contribution 
is no longer the dominating contribution; calcium and oxygen seem to be equal contributors. For 
Ca2O3 a similar trend as CaO2 is observed, however, in this case not only has the calcium 
contribution increased, it is now dominating the oxygen contribution. 
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Figure 19: Crystal structures of the new stable compounds under high pressures. Calcium molecules are represented by 
red spheres and oxygen molecules are represented by blue spheres. 
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Li2(OH)Br 
INTRODUCTION 
In this work, we also explore the crystal structure of 𝐿𝑖2(𝑂𝐻)𝐵𝑟 which has shown promise for an 
application as a solid electrolyte material in Li-ion batteries [68]. The initial goal of this project 
entailed properly modeling the crystal structure in order to largely understand ionic transport 
properties and any additional properties the compound may have. Upon finding adequate crystal 
structure candidates, we then simulated the x-ray diffraction patterns by way of the program 
Mercury® using copper K-alpha radiation in order to simulate the conditions that were used in 
the experimental procedure [69]. We then investigated the pressure-volume equation of state, 
electronic density of states, and phonon density of states to further characterize these key 
properties that are vital to understanding the ionic transport properties, which are crucial to the 
battery applications. 
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STRUCTURAL MODEL AND METHODS OF CALCULATION 
 
Figure 20. Various candidate crystal structures. A, B: Two variations of the primitive unit cell. C. A structure with 
fractional occupation originally proposed based on experimental results. D. A supercell model built to accommodate the 
unique lithium vacancy (VLi) structure proposed in the present work. 
In Figure 20 we propose 4 crystal structure candidates with various atoms labeled by color and 
size. If we begin by looking at figure 20, a crystal structure that was originally proposed based 
off Rietveld refinement from experimental x-ray diffraction (XRD) data taken from the first time 
the compound was analyzed [68]. This model proposed that there was an ionic spatial occupancy 
for the lithium sites that resulted in them filling the sites fractionally by 
2
3
 of the time. The 
hydrogen atoms were determined to not significantly influence the structure so they were 
excluded from this particular model. The model fits the experimental data quite well and there is 
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little disagreement that it is correct at this time. When attempting to recreate this model within 
the confines of DFT calculations using the VASP software, a challenge became apparent when 
trying to model the ionic spatial occupancies because thus far, VASP has not been designed to 
carry out this task [70]. An initial attempt was made, as seen in figure 20.A using the crystal 
database file based on the experimental model. The LDA method was used with a K-mesh of 
8x8x8 was used along with a plane wave cutoff energy of 900 eV for the parameters in VASP for 
the structural relaxation. The calculations were checked upon completion to make sure that a 
force convergence criterion of 10
-2
 meV was met and that the energy convergence criterion was 
also 10
-2
 meV. The actual compound is known to be a cubic structure; however, the energetic 
relaxation calculation resulted in a tetragonal structure which, in the end was too much of a 
difference when comparing XRD patterns from this structure to the realistic one found by 
experimentalists. A second attempt was made by trying to find the actual experimental space 
group of 221, which is Pm-3m. This attempt can is shown in figure 20.B in which the appropriate 
atoms were placed into the structure and then forced into the space group 221 in order to see how 
the configuration must end up to fulfill this requirement. The structure resulted in some 
interesting aspects such as the placement of the hydrogen atoms directly on top of the oxygen 
atoms, simulating something close to what was proposed in the model based off of experimental 
results. It could clearly be seen though that the structure was not correct at the very least because 
of the lithium atom placement. Thus, a new method had to come about in order to properly 
model this compound. The method I have worked out involves creating a supercell large enough 
that vacancies could be introduced by removing lithium atoms from particular spaces. A 40 atom 
cell was initially created with the appropriate amounts of each atom in order to reproduce the 
correct unit cell. From there, 8 lithium atoms were removed in order to recreate an ionic vacancy 
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scheme that represented the approximate 66% lithium occupancy in the experimental model. The 
lithium vacancy sites were chosen specifically to reproduce a real world approximation; each 
lithium vacancy site was not placed within a nearest neighbor range or adjacent too another 
lithium vacancy site. There are actually two different variations of this that can occur; both were 
created and the model with the lowest energy state was then chosen as the more appropriate 
structure.  
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RESULTS 
 
Figure 21. Comparison of simulated x-ray diffraction patterns of the supercell model (Fig. 5D) compared to the 
experimental x-ray diffraction spectra of Li2(OH)Br. 
 
In Figure 21, an experimental XRD measurement was carried out in the lab at UNLV and is 
represented by the black line [71]. The red line was created by taking the newly created 40 atom 
supercell and subjecting it to an XRD simulation within the program Mercury. The simulated 
XRD used the parameters that mimic the copper K-alpha radiation that was used to obtain the 
experimental results. Within these results it can be seen that the comparison is very close with a 
slight shift in the position angle. There are several reasons that could possibly account for this 
shift; the first involves the fact that LDA generally underestimates the cell volume which would 
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certainly skew the results in a certain direction. This direction, however, would displace the plot 
to the right. The second possible reason is the fact that these simulations are run at zero kelvin, 
which would also underestimate the cell dimensions and again displace the cell to the right. A 
third problem that could account for this shift is the fact that the supercell is simply too small too 
properly simulate the correct experimental model. If the sample size of the lithium vacancy sites 
were greater, this would replicate real world results in a more accurate manner. It can still be 
determined that the modeling method has reproduced a pretty accurate crystal structure that 
resembles the original experimental model. In the future, the unit cell may be expanded to 
greater size requiring a great deal more computational power and time, but at the time of writing 
this thesis, this next step has yet to be carried out. 
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Figure 22. Calculated total electronic density of states of the supercell model of 𝐿𝑖2(𝑂𝐻)𝐵𝑟 (dark blue lines) and partial 
density of states from each element as indicated by the colored lines. 
In Figure 22, we present an electronic density of states plot that also includes the partial density 
of states of each atomic contribution. From this plot, the band gap can be measured to 
approximately 4 eV. A similar material can be used for comparison, Li3OBr which should make 
for a good approximation since it is also a cubic structure that has lithium as a metal within it 
[72]. So when comparing Li3OBr with Li2(OH)Br we can note that their respective band gaps are 
4.8 eV and approximately 4.0 eV. 
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Figure 23. Calculated pressure-volume equation of state of 𝐿𝑖2(𝑂𝐻)𝐵𝑟, producing a bulk modulus of 49.6 Gpa via a fit. 
In Figure 23, we present a volume-pressure curve from 0 to 200 GPa. The curve was produced 
by again using DFT calculations via VASP. For these calculations, a K-mesh of 4x4x4 was used 
for efficiency with a higher plane wave cutoff energy of 900 eV. The LDA method was again 
used for this portion of the project. From these calculations we were also able to calculate the 
bulk modulus via the Birch-Murnaghan equation of state. Where the equation is based off the 
pressure P, the reference volume Vo, the deformed volume V, and the bulk modulus represented 
by Bo which in turn appears as: 
𝑃(𝑉) =
3𝐵𝑜
2
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In Equation 4 the bulk modulus can be determined. The bulk modulus can be defined as the 
measure of a substance’s resistance to uniform compression. As the compound in question has 
never been measured experimentally at high pressure, the best we can do is once again compare 
it to another cubic structure with a lithium metal, Li3OBr. The bulk modulus of Li3OBr has been 
seen experimentally to be 32 GPa [72], while in this calculated simulation Li2(OH)Br is found to 
be 49.6 GPa. This number seems reasonable and would most likely change as a larger sample 
structure was used giving higher accuracy. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
61 
 
 
Figure 24. Calculated phonon partial density of states of the 40-atom supercell model using the Phonopy code with a 
2x2x2 k-point sampling 
In Figure 24 we present a partial phonon density of states plot. Different atomic contributions are 
delineated in the key. The software Phonopy® was used to calculate this particular density of 
states [73]. The K-point sampling was reduced to 2x2x2 for efficiency while still retaining 
accuracy. 
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CHAPTER 5 
CONCLUSION 
In this work, we created an accurate phase diagram of the high pressure calcium system using 
first-principles density functional theory calculations and ab intio evolutionary simulations to 
predict high pressure calcium structures. This led us to also finding the enthalpy of oxygen and 
corresponding structures that were accurate enough for our calculations in the formation of CaO 
and its various chemical compositions. Once the calcium and oxygen systems were found to be 
in good agreement with other experimental and theoretical work, we used the same DFT and 
USPEX methods in order to find the various structures of CaO and its various chemical 
compositions. Based on these findings, we then created a pressure/phase composition diagram 
for the Ca-O system. We then set out to determine whether or not the structures that had been 
found were either stable or meta-stable by determining the formation of enthalpies for each 
structure and comparing it to the naturally occurring CaO system by way of a stoichiometry plot. 
From our stoichiometry plot, we discovered that two compositions, Ca2O3 and CaO2 are both 
stable at approximately 40 GPa. Ca2O3 has the C2/c space group at 40 GPa and CaO2 has the 
Pnma space group both compounds remained stable at 90 GPa but transferred into the C2/m and 
P21c space groups respectively. When we began determining what happens at even higher 
pressures, we discovered that a third composition, CaO3 becomes stable at 150 GPa with the 
space group P-421. Ca2O3 and CaO2 continue to remain stable at 150 GPa with space groups of 
I4/mmm and P21c. Visualizations were then made in order to see the crystal structures of each 
new stable structure. In order to get a better understanding of the properties of the new stable 
structures, we created density of states plots. We determined that all the new structures were in 
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fact insulators at all pressures, although a trend can be seen with the gap rapidly closing towards 
semi-conductors as pressures increase. 
In our studies of the compound Li2(OH)Br we successfully modeled the structure within the 
limiting confines of the DFT program VASP. A supercell was used to create a successful model 
and was verified by comparing simulated XRD results against experimental XRD results. Once 
we successfully modeled the correct structure, we were then able to perform various structural 
analysis calculations to determine the properties of the compound. The electronic density of 
states was found and revealed information about the band gap, which turned out to be in good 
agreement with related experiments at a measurement of 4.0 eV. We were able to run 
simulations and gather results related to the pressure and volume behavior of the compound. 
From this information we then determined that the bulk modulus is 49.6 GPa, which is in good 
agreement with associated compounds. Finally the phonon density of states was completed 
which included the partial density of states from each corresponding atom. 
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