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Rogue wave patterns in the nonlinear Schro¨dinger (NLS) equation and the derivative NLS equa-
tion are analytically studied. It is shown that when the free parameters in the analytical expressions
of these rogue waves are large, these waves would exhibit the same patterns, comprising fundamental
rogue waves forming clear geometric structures such as triangle, pentagon, heptagon and nonagon,
with a possible lower-order rogue wave at its center. These rogue patterns are analytically deter-
mined by the root structures of the Yablonskii-Vorob’ev polynomial hierarchy, and their orientations
are controlled by the phase of the large free parameter. This connection of rogue wave patterns to the
root structures of the Yablonskii-Vorob’ev polynomial hierarchy goes beyond the NLS and derivative
NLS equations, and it gives rise to universal rogue wave patterns in integrable systems.
PACS numbers: 05.45.Yv, 42.65.-k
Rogue waves are large and spontaneous nonlinear wave
excitations that “appear from nowhere and disappear
with no trace” [1]. They are a threat to ships in the ocean
and cause various extreme events in optical systems, and
have thus received intensive studies in recent years (see
[2–5] for reviews). So far, analytical expressions of rogue
waves have been derived in a wide array of integrable
physical models, such as the nonlinear Schro¨dinger (NLS)
equation for wave-packet propagation in the ocean and
optical systems [6–12], the derivative NLS equation for
circularly polarized nonlinear Alfve´n waves in plasmas
[13–17], and the Manakov equations for light transmis-
sion in randomly birefringent fibers [18, 19]. Some of the
predicted rogue wave solutions have also been observed
in both water-wave and optics experiments [20–23].
The study of rogue wave patterns is important as it
allows for the prediction of later rogue wave events from
earlier wave forms. Although rogue wave solutions have
been obtained in many physical integrable equations, and
low-order rogue wave graphs in those systems have been
plotted, systematic studies of rogue wave patterns, espe-
cially the richer patterns arising from high-order rogue
wave solutions, is still very limited. For the NLS equa-
tion, preliminary investigations on rogue patterns were
reported in [10, 24, 25] through Darboux transformation
and numerical simulations. It was observed in [10] that if
a N -th order rogue wave exhibits a ring structure, then
the center of the ring is a (N − 2)-th order rogue wave.
This observation was explained analytically in [24]. In
[25], it was observed that NLS rogue patterns could be
classified according to the order of the rogue waves and
the parameter shifts applied to the Akhmediev breathers
in the rogue-wave limit. This latter observation allowed
the authors to extrapolate the shapes of rogue waves be-
yond order six. Despite these investigations, analytical
and quantitative predictions of NLS rogue patterns at
arbitrary orders are still nonexistent. It is also unclear if
there is any connection between rogue wave patterns in
the NLS equation and those in other integrable systems.
In this article, we reveal the deep connection be-
tween rogue wave patterns and root structures of the
Yablonskii-Vorob’ev polynomial hierarchy. We show that
when the free parameters in the analytical expressions of
these rogue waves are large, these waves would exhibit
clear geometric patterns, which are formed by funda-
mental rogue waves arranged in shapes such as triangle,
pentagon, heptagon and nonagon, with a possible lower-
order rogue wave at its center. The geometric shapes
of these rogue patterns are analytically predicted by the
root structures of the Yablonskii-Vorob’ev polynomial hi-
erarchy, and their orientations are controlled by the phase
of the large free parameter. Although these results are
explicitly derived only for the NLS and derivative NLS
equations, they are valid for other integrable equations as
well. Thus, universality of rogue wave patterns through
root structures of the Yablonskii-Vorob’ev polynomial hi-
erarchy is established. These universal rogue patterns
deepen our understanding of rogue wave phenomenon,
and make prediction of sophisticated rogue events possi-
ble in relevant physical systems.
First, we consider rogue patterns in the NLS equation
iut +
1
2
uxx + |u|2u = 0. (1)
Analytical expressions for general rogue waves in this
equation have been derived in [9, 11, 12] by various meth-
ods. However, those expressions are not the best for so-
lution analysis. Here, we present a simpler expression for
these solutions, which can be readily derived by incor-
porating a new parameterization [17] into bilinear rogue
waves in [12]. These simpler expressions, for rogue waves
with unit-amplitude boundary conditions of u(x, t)→ eit
as x, t→ ±∞, are
uN (x, t) =
σ1
σ0
eit, (2)
where the positive integer N represents the order of the
rogue wave, σn is a N ×N Gram determinant
σn = det
1≤i,j≤N
(
m
(n)
2i−1,2j−1
)
, (3)
the matrix elements in σn are defined by
m
(n)
i,j =
min(i,j)∑
ν=0
1
4ν
Si−ν(x+(n) + νs)Sj−ν(x−(n) + νs),
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2vectors x±(n) =
(
x±1 , x
±
2 , · · ·
)
are defined by
x±1 = x± it± n, x±2k = 0,
x+2k+1 =
x+ 22k(it)
(2k + 1)!
+ a2k+1,
x−2k+1 =
x− 22k(it)
(2k + 1)!
+ a∗2k+1,
with the asterisk * representing complex conjugation,
s = (s1, s2, · · · ) are coefficients from the expansion
∞∑
r=1
srλ
r = ln
[
2
λ
tanh
(
λ
2
)]
,
the Schur polynomials Sk(x), with x = (x1, x2, . . .), are
defined by
∞∑
k=0
Sk(x)
k = exp
( ∞∑
k=1
xk
k
)
, (4)
and a2k+1 (k = 0, 1, · · · , N − 1) are free complex con-
stants. Of these N free complex constants, we will nor-
malize a1 = 0 by a shift of the x and t axis. Thus, the
above general rogue waves have N − 1 free irreducible
complex parameters a3, a5, · · · , a2N−1.
Clear and recognizable rogue wave patterns will emerge
when some of these N − 1 free parameters get large. In
this article, we will analytically determine these rogue
patterns when only one of these free parameters is large,
while the other parameters remain O(1). It turns out
that the resulting rogue patterns are completely deter-
mined by the Yablonskii-Vorob’ev polynomial hierarchy,
and this polynomial hierarchy will be introduced first.
Yablonskii-Vorob’ev polynomials arose in rational so-
lutions of the second Painleve´ equation [26, 27], and their
determinant expressions were derived in [28]. Let pk(z)
be the special Schur polynomial defined by
∞∑
k=0
pk(z)
k = exp
(
z− 4
3
3
)
.
Then, Yablonskii-Vorob’ev polynomials QN (z) are given
by a N ×N determinant [28, 29]
QN (z) = γN
∣∣∣∣∣∣∣∣∣
pN (z) pN+1(z) · · · p2N−1(z)
pN−2(z) pN−1(z) · · · p2N−3(z)
...
...
...
...
p−N+2(z) p−N+3(z) · · · p1(z)
∣∣∣∣∣∣∣∣∣ ,
where γN =
∏N
j=1(2j − 1)!!, and pk(z) = 0 if k < 0. To
define the Yablonskii-Vorob’ev polynomial hierarchy, we
let p
[m]
k (z) be the generalized Schur polynomial defined
by
∞∑
k=0
p
[m]
k (z)
k = exp
(
z− 2
2m
2m+ 1
2m+1
)
, (5)
where m is a positive integer. Then, the Yablonskii-
Vorob’ev hierarchy Q
[m]
N (z) are given by the N × N de-
terminant
Q
[m]
N (z) = γN
∣∣∣∣∣∣∣∣∣∣
p
[m]
N (z) p
[m]
N+1(z) · · · p[m]2N−1(z)
p
[m]
N−2(z) p
[m]
N−1(z) · · · p[m]2N−3(z)
...
...
...
...
p
[m]
−N+2(z) p
[m]
−N+3(z) · · · p[m]1 (z)
∣∣∣∣∣∣∣∣∣∣
,
where p
[m]
k (z) = 0 if k < 0. When m = 1, Q
[1]
N (z) are the
original Yablonskii-Vorob’ev polynomials QN (z). When
m > 1, Q
[m]
N (z) give higher members of this polynomial
hierarchy. Root structures of the Yablonskii-Vorob’ev
polynomial hierarchy have been studied in [29].
Through this Yablonskii-Vorob’ev polynomial hierar-
chy, the pattern of the N -th order NLS rogue wave (2) for
large a2m+1 and the other parameters O(1) are asymp-
totically described as follows.
Far away from the origin, with
√
x2 + t2 =
O
(|a2m+1|1/(2m+1)), there are Np fundamental (Pere-
grine) rogue waves, where
Np = [N(N + 1)−N0(N0 + 1)] /2, (6)
and N0(N0 + 1)/2 is the multiplicity of the root zero in
the polynomial Q
[m]
N (z). This N0 value is given explicitly
by the equation
N ≡ N0 mod (2m+ 1), or (7)
N ≡ −N0 − 1 mod (2m+ 1), (8)
under the restriction of 0 ≤ N0 ≤ m. These Peregrine
waves are u1(x− xˆ(k)0 , t− tˆ (k)0 ), where
u1(x, t) =
(
1− 4(1 + 2it)
1 + 4x2 + 4t2
)
eit, (9)
and their positions (xˆ
(k)
0 , tˆ
(k)
0 ) are given asymptotically
by
xˆ
(k)
0 + i tˆ
(k)
0 = zˆk, (10)
zˆk = zk
(
−2m+ 1
22m
a2m+1
) 1
2m+1
, (11)
with zk being any non-zero root of Q
[m]
N (z). Thus, the
rogue wave pattern formed by these Peregrine compo-
nents has the same geometric shape as the root structure
of the polynomial Q
[m]
N (z), except for a dilation and ro-
tation due to the multiplication factor on the right side
of Eq. (11). In particular, the rotation-induced orienta-
tion of the rogue pattern is controlled by the phase of the
complex parameter a2m+1.
In the neighborhood of the origin, where
√
x2 + t2 =
O(1), lies a N0-th order rogue wave uN0(x, t). This is a
lower-order rogue wave given by Eq. (2), with its internal
parameters a3, a5, · · · , a2N0−1 the same as those in the
3original rogue wave. If N0 = 0, then there will not be
such a lower-order rogue wave at the origin.
Before proving these analytical results, let us com-
pare these analytical predictions with true rogue wave
patterns. For this purpose, we first show in Fig. 1
true rogue wave solutions (2) from the 3rd to 5th or-
der, with large a3, a5, a7 and a9 in the first to fourth
columns respectively. The specific large-parameter val-
ues in Fig. 1 are a3 = (−60i,−40i,−30i) in the first
column, a5 = (−600i,−400i,−300i) in the second col-
umn, a7 = (−1500i,−2000i) in the third column, and
a9 = −3000i in the last column, with the other param-
eters in each solution set as zero. It is seen that these
rogue waves comprise a number of Peregrine waves form-
ing triangular patterns for large a3, pentagon patterns
for large a5, heptagon patterns for large a7, and nonagon
patterns for large a9. In addition, some of these rogue
waves contain a lower-order rogue wave at their centers.
These rogue patterns resemble those plotted in [25] from
Akhmediev breathers in the rogue-wave limit.
FIG. 1: NLS rogue wave patterns |uN (x, t)| of 3rd to 5th
orders from true solutions (2) when one of the solution pa-
rameters is large and the other parameters set as zero.
Now, we compare these true rogue patterns with our
analytical predictions. Our predicted solution |u(p)N (x, t)|
can be assembled into a simple formula,∣∣∣u(p)N (x, t)∣∣∣ = |uN0(x, t)|+ Np∑
k=1
(∣∣∣u1(x− xˆ(k)0 , t− tˆ (k)0 )∣∣∣− 1) ,
(12)
where u1(x, t) is the Peregrine wave given in (9), and
uN0(x, t) is the lower-order rogue wave (2) with its in-
ternal parameters all zero, as inherited from the original
rogue waves in Fig. 1. For the 5th order rogue waves, our
predicted solutions for the same parameters of Fig. 1 are
displayed in Fig. 2. These predicted patterns are strik-
ingly similar to the true ones. We have also compared
the predicted rogue waves of the 3rd and 4th orders to
the true ones in Fig. 1, and the predictions are visually
almost identical to the true solutions as well.
FIG. 2: Analytical predictions (12) for the 5-th order rogue
waves in Fig. 1. The x and t intervals here are identical to
those in Fig. 1, bottom row (for 5-th order).
It is illuminating to compare rogue patterns in Figs. 1
and 2 to root structures of the Yablonskii-Vorob’ev hier-
archy Q
[m]
N (z) reported in [29]. Their geometric shapes
are clearly the same, except for a rotation and dilation
caused by the multiplication factor in our formula (11).
This connection between rogue patterns and Yablonskii-
Vorob’ev polynomials was never realized before to our
best knowledge.
Now, we sketch the proof of our analytical results on
rogue patterns. Our proof is based on an asymptotic
analysis of the rogue wave solution (2), or equivalently,
the determinant σn in Eq. (3), in the large a2m+1 limit,
with the other parameters being O(1).
At large (x, t) where
√
x2 + t2 = O
(|a2m+1|1/(2m+1)),
the leading order term of Sk(x
+(n)+νs) is Sk(v), where
v = (x + it, 0, · · · , 0, a2m+1, 0, · · · ). From the definition
of Schur polynomials (4), Sk(v) is given by
∞∑
k=0
Sk(v)
k = exp
[
(x+ it)+ a2m+1
2m+1
]
.
Thus, it is related to the polynomial p
[m]
k (z) in (5) as
Sk(v) = A
k/(2m+1)p
[m]
k (z),
where
A = −2m+ 1
22m
a2m+1, z = A
−1/(2m+1)(x+ it). (13)
Using these formulae, we find that
det
[
S2i−j(x+(n) + js)
] ∼ γ−1N A N(N+1)2(2m+1)Q[m]N (z).
Similarly,
det
[
S2i−j(x−(n) + js)
] ∼ γ−1N (A∗) N(N+1)2(2m+1) Q[m]N (z∗).
Here, Sk = 0 when k < 0.
To proceed further, we use determinant identities and
the Laplace expansion to rewrite σn in Eq. (3) as [12]
σn =
∑
det
1≤i,j≤N
[
1
2νj
S2i−1−νj (x
+(n) + νjs)
]
× det
1≤i,j≤N
[
1
2νj
S2i−1−νj (x
−(n) + νjs)
]
,
4where the summation is over all possible integers of 0 ≤
ν1 < ν2 < · · · < νN ≤ 2N − 1. Since the highest order
term of a2m+1 in this σn comes from the index choices of
νj = j − 1, then
σn ∼ α|a2m+1|
N(N+1)
2m+1
∣∣∣Q[m]N (z)∣∣∣2 ,
where α is a (m,N)-related non-zero constant. This
equation shows that σ1/σ0 ∼ 1, i.e., the solution u(x, t)
is on the unit background, except at or near (x, t) loca-
tions
(
xˆ0, tˆ0
)
where z is a root of the polynomial Q
[m]
N (z),
and such
(
xˆ0, tˆ0
)
locations are given by Eq. (10) in view
of Eq. (13). Performing further asymptotic analysis,
we can show that in the neighborhood of each of these(
xˆ0, tˆ0
)
locations, the solution u(x, t) is asymptotically a
Peregrine soliton (9) centered at
(
xˆ0, tˆ0
)
.
Next, we analyze the solution u(x, t) in the neigh-
borhood of the origin, where
√
x2 + t2 = O(1), when
a2m+1 is large and the other parameters being O(1). In
this case, we first rewrite the σn determinant (3) into a
3N × 3N determinant [12]
σn =
∣∣∣∣ ON×N ΦN×2N−Ψ2N×N I2N×2N
∣∣∣∣ , (14)
where Φi,j = 2
−(j−1)S2i−j [x+(n) + (j − 1)s], and
Ψi,j = 2
−(i−1)S2j−i [x−(n) + (i− 1)s]. Defining y±
to be the vector x± without the a2m+1 term, i.e., let
x± = y± + (0, · · · , 0, a2m+1, 0, · · · ), we find that the
Schur polynomials of x± are related to those of y± as
Sj(x
± + νs) =
[ j2m+1 ]∑
i=0
ai2m+1
i!
Sj−(2m+1)i(y± + νs),
where [a] represents the largest integer less than or equal
to a. Using this relation, we express matrix elements of Φ
and Ψ in Eq. (14) through Schur polynomials Sk(y
± +
νs) and powers of a2m+1. Then, we perform a series
of row operations to the Φ matrix so that certain high-
power terms of a2m+1 are eliminated. Afterwards, we
keep only the highest power terms of a2m+1 in each row of
the remaining matrix. Similar column operations are also
performed on the matrix Ψ. With these manipulations,
we find that σn is asymptotically reduced to
σn ∼ β
∣∣∣∣ ON0×N0 Φ̂N0×2N0−Ψ̂2N0×N0 I2N0×2N0
∣∣∣∣ , (15)
where β is a (m,N)-dependent constant,
Φ̂i,j = 2
−(j−1)S2i−j
[
y+(n) + (j − 1 + ν0)s
]
,
Ψ̂i,j = 2
−(i−1)S2j−i
[
y−(n) + (i− 1 + ν0)s
]
,
and ν0 is a certain integer. Finally, we notice that
Sj [y
± + (ν + ν0)s] is related to Sj (y± + νs) through
Sj
[
y± + (ν + ν0)s
]
=
[j/2]∑
i=0
S2i(ν0s)Sj−2i(y± + νs).
Using this relation, σn’s determinant (15) can be reduced
to one with ν0 = 0 in the above Φ̂ and Ψ̂ matrices. Such
σn then gives a N0-th order rogue wave, whose internal
parameters aj are identical to those in the original N -th
order rogue wave in (2).
As a small application of our analytical results, we ex-
plain the numerical observations in [10]. Under our bilin-
ear rogue solution (2), a N -th order rogue wave exhibits
a ring structure when a2N−1 is large (see Fig. 1). In
this case, m = N − 1, and N0 = N − 2 according to the
formula (8). Then, our theory predicts that the center of
this N -th order rogue wave is a (N − 2)-the order rogue
wave, surrounded by Np = 2N −1 Peregrine rogue waves
on the ring. This is precisely what was observed in [10].
Remarkably, this connection of rogue patterns to
the root structures of the Yablonskii-Vorob’ev hierarchy
holds for other integrable equations as well. To demon-
strate, we consider the derivative NLS (DNLS) equation
iut +
1
2
uxx + i(|u|2u)x = 0, (16)
which arises in very different physical situations from the
NLS equation [13, 14]. Bilinear forms of rogue waves
in this equation have been presented in [17] under the
boundary conditions of u(x, t) → e−i(1+α)x−i(α2−1)t/2 as
x, t→∞, where α is a background wavenumber parame-
ter. This bilinear rogue wave of N -th order also has free
complex parameters a1, a3, . . . , a2N−1, and we will nor-
malize a1 = 0 through shifts of x and t as for the NLS
equation. Then, when one of these complex parameters,
a2m+1, is large, we find that far away from the origin,
the rogue pattern also comprises Np fundamental DNLS
rogue waves located at (x, t) =
(
xˆ
(k)
0 , tˆ
(k)
0
)
, where
xˆ
(k)
0 =
1√
α
Re (zˆk)− α− 1
α
Im (zˆk) , tˆ
(k)
0 =
1
α
Im (zˆk) ,
zˆk is as given in Eq. (11), and “Re, Im” represent the
real and imaginary parts of a complex number. When
α = 1, these locations are identical to those in (10) for the
NLS equation, which means that the DNLS rogue pattern
formed by these fundamental DNLS rogue waves would
be identical to those shown in Fig. 1 for the NLS equa-
tion. When α 6= 1, the above
(
xˆ
(k)
0 , tˆ
(k)
0
)
locations are
related to the root structure of the polynomial Q
[m]
N (z)
through a stretching (shear), in addition to dilation and
rotation. In the neighborhood of the origin, the N -th
order DNLS rogue wave also reduces to a lower N0-th
order DNLS rogue wave, with N0 as given in Eqs. (7)-
(8). To verify these predictions, we set α = 1 and plot in
Fig. 3 true DNLS rogue waves from the 3rd to 5th or-
der, with one of the parameters large and the others set
as zero. It is seen that these rogue patterns are indeed
identical to those in Fig. 1 for the NLS equation. The
only difference is the local shapes of DNLS fundamen-
tal rogue waves away from the origin and local shapes
of lower-order DNLS rogue wave at the origin. We have
5also compared these true DNLS rogue patterns with our
analytical predictions (shown in Fig. 4). It is seen that
the predictions closely match true DNLS rogue patterns.
FIG. 3: True DNLS rogue patterns |uN (x, t)| of 3rd to 5th
orders when one of the solution parameters is large and the
other parameters set as zero.
We have also explored rogue patterns in other equa-
tions such as the Manakov equations and the Boussi-
nesq equation, and found that those patterns under large
parameters are described by the root structures of the
Yablonskii-Vorob’ev polynomial hierarchy as well. Thus,
rogue waves in different equations develop universal pat-
terns.
FIG. 4: Analytical predictions for 5-th order DNLS rogue
waves of Fig. 3.
In summary, we have shown that universal rogue wave
patterns appear in different physical systems, and these
rogue patterns are analytically predicted by the root
structures of the Yablonskii-Vorob’ev polynomial hier-
archy. These results significantly improve our analytical
understanding of rogue patterns, and they can be useful
for the quantitative prediction of physical rogue events.
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