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あらまし データセンタ内や地理的に分散配置されたデータセンタ間で, 大容量のファイルやソフトウェアの共有, 複
製, または移動によるトラヒック量の急激な増加に対応するために, 高速かつ高効率な一対多ファイル転送の重要性が
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Abstract Fast and efficient one-to-many file transfers are increasingly essential to deal with the rapid increase
in traffic due to the sharing, replication, or movement of large-sized files and software within the data center
and between geographically distributed data centers. Therefore, we proposed a one-to-many transfer using Cod-
ed-MPMC (Multipath Multicast with Sender coding) to complete the file retrieval in the theoretical minimum
time by fully utilizing the max-flow value from the sender to each recipient over a fully-controlled network with
full-duplex links. The Coded-MPMC transfer is implemented using the OpenFlow protocol, and we confirmed that
each recipient could retrieve the file in the time close to its theoretical lower-bound time. However, when packet loss
occurs, the retransmission process between the sender and the recipient slows down the retrieval completion time,
and the performance of the Coded-MPMC transfer deteriorates. To solve this problem, using the P4 language which
can program the data plane, we implemented the efficient retransmission method that the switch itself responds to
retransmission requests using cached data instead of the sender. In this paper, we introduce the developed switch to
the Coded-MPMC transfer, and show that the new retransmission allows to shorten the retrieval completion time
of each recipient and save the network resources used for the retransmission when packet loss occurs.
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1. は じ め に

















るために提案されたMPMC (Multipath Multicast) 転送 [4]
に基づき, 送信者符号化を導入した Coded-MPMC 転送 [5]
を提案した. Coded-MPMC 転送は MPMC 転送とは異なり,
数多くの大規模ネットワークトポロジ上でのシミュレーション
評価を通して, 各受信者の取得完了時間を最小化できることが


















クを持つネットワーク上で, 受信者 RX が送信者 S からの最大
フロー量MX を完全に利用したファイル取得により, 各受信者
の取得完了時間を最小化することを目的としている. この手法
では, 送信者はリード・ソロモン (RS)符号を用いて, ファイル
分割によって作られた N 個のブロック (オリジナルブロック)




























































































































































図 1に中継ノード間のリンク容量が 1, 中継ノードと送信者/
受信者間のリンク容量が十分に大きい値に設定された全二重
ネットワーク上での, 送信者 S から最大フロー量が 3 である
受信者 RC , 最大フロー量が 2である受信者 RA, RB , RD への
Coded-MPMCによる一対多ファイル転送の例を示す.
図 1(a)で示すように, S は全最大フロー量の最小公倍数 (こ
の例では 6)個のオリジナルブロックから, RS符号を用いて 1
個の符号化ブロックを生成する. そして, ブロック集合 {0, 1},
{2, 3}, {4, 5}をフロー量が 1の 3つのマルチキャストフロー
を用いて配信する. このとき, 各受信者 RX がMX 個のマルチ
キャストフローを用いてブロックを受信している (MX を完全
に利用している) ため, 1 フェーズ目の Coded-MPMC 転送は
































































図 2 P4 言語と bmv2 の関係
受信が完了していないため, 2フェーズ目に移行する.
2フェーズ目では, 図 1(b)で示すように, ブロック集合 {6},
{4}, {2}をフロー量が 1の 3つのマルチキャストフローを用い






イムチャートを表しており, 各受信者 RX がサイズ Lのファイ
ルを理論最小値 L/MX で取得できていることが分かる.










チェックサムの検証を行う Checksum Verification, マッチ条件
に合うアクションの適用やパケットの書き換えといった処理
を行う Ingress Pipeline, Egress Pipeline, チェックサムの更新
を行う Checksum Update, 処理されたパケットの再構築を行
う Deparser といったステージから成り, 各ステージの処理機
能を P4言語で定義できる. また各 Pipelineで利用されるマッ
チ条件とそれに対応するアクションが定義されたテーブルは,
P4Runtime と呼ばれる API から設定することが可能であり,





ワークの状態を監視する INT (In-band Network Telemetory)


















































































































送信者/受信者間に位置するスイッチ A, B, Cは中継できた全
てのパケットのペイロードデータをキャッシュする.








3⃝ 再送要求パケットを受信したスイッチ B は, 12 番のパ
ケットが転送するデータをキャッシュしていたため, 再送要求パ
ケットを 1つクローンする. そして, クローンされたパケット
を 12番のデータを転送する再送応答パケットに変更し受信者
に送信する. まだ全ての番号への再送応答が完了していないた
め, スイッチ Bは 12番の再送応答を行ったことを上流のスイッ
チに知らせるために印をつけ, 再送要求パケットを転送する.
4⃝ 再送要求パケットを受信したスイッチ Cは, 印が付加さ
れていない 3 番と 19 番のパケットが転送するデータをキャッ
シュしていたため, 再送要求パケットを 2つクローンする. そ
して, クローンされた 2 つのパケットをそれぞれ 3 番と 19 番
のデータを転送する再送応答パケットに変更し受信者に送信す







ト番号が 3000 番に設定されている. ペイロード 1472[Bytes]
にはロスしたブロックデータの識別子 4[Bytes] とブロック番
号 1[Byte]が 5[Bytes]単位で, ロスしたパケットの数個分詰め
込まれる. ここで, オリジナルブロック, 生成した符号化ブロッ






























































































図 7 Egress Pipeline での論理的処理
表 1 Ingress Pipeline に設置されているテーブル
Coded-MPMC 転送用のテーブル 再送要求/再送応答用のテーブル
マッチ条件 アクション マッチ条件 アクション
· 入力ポート





· 送信元 MAC アドレス





また, 図 5 は再送応答パケットのフォーマットを表してお
り, 宛先ポート番号は 3100 番に設定されている. ペイロード
1472[Bytes]の先頭 4[Bytes]にブロックデータの識別子が格納





4.2 節で述べた再送処理法を実装するために, P4 言語で各
ステージの処理をどのように定義したかを説明する. なお,
Checksum Verification, Checksum Update, Deparser ステー
ジでは, 3 節で述べた標準的な処理しか行っていないため説明
を省略する.
Parser ステージでは, 入力パケットが下位レイヤー (L2) か
ら順々に解析され, Ethernet, IPv4, UDPの各フィールドの情
報が抽出される. その後, Coded-MPMC転送パケット, 再送要
求パケット, 再送応答パケットの宛先ポート番号は, それぞれ
5000番台, 3100番, 3000番であるため, その情報を基にどのパ
ケットが入力されたかを識別しペイロード部分の解析を行う.




MPMC 転送パケットや再送応答パケットは Ingress Pipeline
でマッチ条件に合うアクションが適用され, スイッチ内にブロッ
クデータが識別子と紐付けてキャッシュされる. これらのパケッ








頭以降 (i > 1) の識別子を確認するために, 再送要求パケット
をクローンし Egress Pipelineへと移動させスイッチ内部に留






た場合, 5 バイト目に 0xff を印として付加する. そして, 次の
5[Bytes]に格納されているであろう識別子に対して再送応答が
可能であるかを調査するために, i(= 1) の値を 1 つプラスし
Inputへ移動させる. これにより, 今度は再送要求パケットの 2
番目の識別子が確認され, 2番目の識別子に対する再送応答が









なお, 本検証で P4 言語のコンパイル先として利用してい






Coded-MPMC 転送モデルは OpenFlow プロトコルを用い
て実装されているが [5], bmv2 では標準で OpenFlow プロト
コルをサポートしていないため, Packet-In や Packet-Out と
いったスイッチ, コントローラ間のパケットの移動を, gRPCと
Python 言語で作成したコントローラを用いて実現し, 図 8 で
表す手順で Coded-MPMC転送を実行する. また [5]とは異な
り, 送信者は全受信者からのファイル取得完了通知を受信した
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図 9 Mininet 上にビルドするネットワークトポロジと伝搬遅延






延とパケットロス率 0.3%が設定されている. スイッチ S⃝には送
信者ホストが接続されており, サイズ 1[MB]のファイルをCBR
が 100[kbps] であるマルチキャストフローを用いて, スイッチ
C⃝に接続された最大フロー量が 300[kbps]の受信者 RC , スイッ
チ A⃝に接続された最大フロー量が 200[kbps] の受信者 RA, ス
イッチ F⃝, G⃝に接続された最大フロー量が 100[kbps]の受信者





各受信者への最短経路を利用する. そのため RA は経路 S⃝⇔ A⃝,
RC は経路 S⃝⇔ A⃝⇔ C⃝, RF は経路 S⃝⇔ A⃝⇔ C⃝⇔ E⃝⇔ F⃝, RG
は経路 S⃝⇔ A⃝⇔ C⃝⇔ E⃝⇔ F⃝⇔ G⃝を用いて再送処理を行う. 各
受信者の再送経路は S から RG への再送経路に重なっているた
め, スイッチは再送応答に他のスイッチからの再送応答パケッ
トのキャッシュも利用できる. つまり, 後から再送処理を行う受










































































































































送応答パケットがスイッチ S⃝と A⃝を通過するため, スイッチ S⃝
と A⃝から出力されるパケットの総バイト数が最も大きい値と
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