












Abstract: Estimating  the  remaining useful  life  (RUL) of components  is a crucial  task  to enhance 
reliability, safety, productivity, and to reduce maintenance cost. In general, predicting the RUL of a 
component  includes  constructing  a  health  indicator  (𝐻𝐼 )  to  infer  the  current  condition  of  the 
















Performance  degradation, which  is  almost  inevitable  for mechanical  equipment,  results  in 
machinery  damage,  severe  financial  losses  due  to  replacement  or  repair  work  and  machine 
downtimes, or even personnel injury. Thus, prognostics and health management (PHM) has emerged 
as an engineering discipline to improve availability, reliability, and safety of equipment. As a crucial 







a digital  twin model  for  rotating machinery  to diagnose  the unbalance  faults, on  the basis of  the 
dynamic behavior of the rotor system and vibrational status monitoring. Fei et al. [4] proposed a new 
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approach  for  PHM,  driven  by  digital  twin  for  complex  equipment.  In  this  approach,  a  five‐
dimensional digital  twin model  is  constructed  to  identify  the  health  conditions  of wind  turbine 
gearboxes. Dinardo et al. [7] proposed a prognostic approach to detect the incipient faults of rotating 
machines by means of their vibrational status monitoring. Yan et al. [8] presented a two‐phase digital 
twin  to diagnose  the  fault using  a deep  transfer  learning method.  In  this  approach,  the  trained 
knowledge of the deep neural network is transferred from the virtual space to the physical space for 
real‐time monitoring and predictive maintenance. 
Traditionally,  a  digital  twin  uses  physical‐based  simulation  tools  to  describe  the  current 














looseness, structural resonance, wear, and shaft bow.  [14]. Developing each  failure mode  leads  to 
varying  system  dynamic  behavior,  resulting  in  significant  deviation  in  vibration  patterns  [15]. 






essentially an  integral over  time,  it fails to do so  for non‐stationary data, which could result  from 
intermittent defect or evolutionary faults [18]. To address the FFT limitation, time‐frequency signal‐




work,  the wavelet  transform was  selected  for  signal  processing  to  detect  changes  in  vibration 
signatures that are caused by the faulty components. 
Once  the  raw  signal  is  acquired  and  processed,  feature  extraction  techniques  should  be 
employed to extract the representative features that are used for 𝐻𝐼  construction. Feature extraction 
methods  could  be  roughly  classified  into model‐based methods  and  data‐driven methods  [24]. 
Rodney  et  al.  [12]  obtained  a  bearing  𝐻𝐼   by  fusion  of vibrational  signal  variance  from  the  time 
domain and Choi–Williams distribution from the time–frequency domain. Yaguo et al. [25] presented 













feature  from  the  collected  signals  [30,31].  Different  deep  learning  architecture,  including 
convolutional neural network (CNN) [29,32], recurrent neural network (RNN) [33], autoencoder [27], 











order  to  address  the  aforementioned  restrictions,  developing  a  single  framework  that  can 











model.  In  the  second  step,  a  convolutional autoencoder  (CAE) model  is developed  that  is  solely 
trained by the healthy data. Lastly, during online monitoring, in each assessment interval, throughout 
the entire lifetime of the equipment, the CWT image of the vibrational signal is fed to the trained CAE 
model.  Similar  to  the  training  data,  the  trained  autoencoder  can  reconstruct  images with  small 








techniques,  vibration  monitoring  has  proved  to  be  a  reliable  and  effective  technique  for  fault 
detection in bearings [28]. Therefore, the vibrational analysis technique is selected in this work, and 
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(2) The values of the bottleneck nodes of the CAE model are used as extracted features. Using these 
values  reduces  any  dependencies  on  the  prior  knowledge,  and  thus  the  𝐻𝐼   is  constructed 
automatically.   
The  further  course  of  the  paper  is  organized  as  follows:  Section  2  briefly  introduces  the 







transform  is widely used  to process non‐stationary  signals over many different  frequencies. The 




in how wavelet  transforms  are used,  the CWT  and  the discrete wavelet  transform. Both Fourier 
transform and CWT use inner products to measure the similarity between a signal and an analytic 
function. In the Fourier transform, the analytic function is complex exponentials (𝑒 ) and in the 
CWT, the analytic function is a mother wavelet function, 𝜓 𝑡 . The mother wavelet, 𝜓 ∈ 𝐿 𝑅 ,  is a 













obtained two continuous variables,  𝑎  and  𝑏;  𝑎  is the dilation and  𝑏  is the translational parameter 
variable. For the given signal,  𝑓 𝑡 , wavelet coefficient 𝜔 𝑎, 𝑏   can be represented as 








Since  selecting  of  a mother wavelet  function  is  application‐dependent,  the  selection  of  the 
appropriate function is the first and most important step in the wavelet analysis. As a rule of thumb, 
the most appropriate mother wavelet is a function that has more similarity with the signal. Although 
there  is  no  standard  or  general method  to  select mother wavelet,  the  shape matching  by  visual 
inspection is commonly used to select the appropriate mother wavelet function for the signal. For 
this study, on  the basis of  the visual  inspection and  the result of  the previous studies  [32,38], we 
selected Morlet wavelet in order to extract image features from the raw vibration signal. The Morlet 
function is a Gaussian function modulated by complex exponential, defined as 
𝜓 𝑡 𝑒 ⁄ 𝑒   (3)
where 𝜔   depends on the sampling frequency and usually is taken as 5 [39]. For wavelet transform 
of a real signal, the real part of the Morlet function is employed as the mother wavelet: 
𝜓 𝑡 𝑒 ⁄ cos 5𝑡   (4)
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2.2. Convolutional Networks 








  𝑥 𝑓 𝑥
∈
∗ 𝑘 𝑏   (5)
where   𝑥   is the  𝑖th input feature map,  ∗ stands for the convolutional operator, 𝐾 denotes a 𝑤 𝑤 
convolutional filter,  𝑏   is an additive bias, 𝑀   is a set of input feature map,  𝑙  is the  𝑙th layer in the 




self‐normalizing properties, makes  learning highly  robust and allows  training of networks which 
have many layers. SELU, ReLU, and sigmoid activation functions are defined as 
𝑆𝐸𝐿𝑈 𝑥  𝜆
𝑥,          𝑖𝑓  𝑥 0
𝛼𝑒 𝛼, 𝑖𝑓  𝑥 0 (6)





For  standard  scale  inputs  (zero mean  and  standard  deviation),  the  selected  values  for  the 
parameters are  𝛼 1.6732 and λ 1.0507  [40]. 
The  pooling  layer  usually  follows  the  convolutional  layer  and  is  used  to  reduce  the 
computational load by reducing the size of the features map. Two common pooling methods are max 
pooling  and  average  pooling, which  perform  local max  and  average  operations  over  the  input 
features, respectively. The calculation process of the pooling layer is given as [29] 
 𝑋 𝑓 𝛽 ∙ 𝑑𝑜𝑤𝑛 𝑋 𝑏   (9)






𝑂 𝑓 𝑥 𝛽 𝑏   (10)
where 𝑂   is the output value;  𝑥   is  the  𝑗th neuron  in the fully connected  layer;  𝛽   and  𝑏   are the 
weight and  the additive biases corresponding  to 𝑂  and  𝑥 , respectively; and  𝑓 ∙   is an activation 
function. 
  































In practical  application,  a  component  is  evolved  from  the  normal  stage  to  the  failure  stage 
gradually  (excluding  sudden  and unexpected  failures)  through  a  series  of degradation  states.  In 
addition,  there  are  high  uncertainties  about  the  ambient  conditions  and  component  properties. 
Therefore, defining a fixed failure threshold that clearly separates the normal stage from the failure 
stage is not feasible. To address this issue, in this paper, we introduced an adaptive failure threshold 
approach,  as  depicted  in  Figure  3. According  to  the  theory  of  statistical  process  control  (SPC), 
measured vibration signals under the normal operation follow a normal distribution (with the mean 
μ and the variance σ) [41]. With the transfer from the normal operation to the failure operation, the 
distribution  pattern  of  the  vibration  signals might  vary  from  normal  distribution  to  unknown 
distribution and, consequently, the mean and variance change. 
 
Figure  3. The  flowchart of defining  a  failure  threshold  and  establishing  a healthy dataset. The P 
variable is used to count the abnormal consecutive assessment intervals. 
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In this paper, the Pauta criterion [42] was employed to determine the failure threshold. If the 
mean  of  the  acquired  vibrational  signal  amplitude  for  each  assessment  interval  is  within 
the 𝜇 3𝜎, 𝜇 3𝜎   range, the stage is recognized as a normal stage. Otherwise, the measured data 
are recognized as abnormal. In order to obtain an adaptive failure threshold, we established a healthy 
dataset  𝑋 ?̅? , ?̅? , … , ?̅?   by  collecting  the mean  amplitude of  the vibrational data points  in  the 
normal stage. Then, a  reference  range  𝜇 3𝜎, 𝜇 3𝜎   is computed by using  the  𝑛  data. When a 
new datum  ?̅?   is observed, the Pauta criterion is used to determine whether the new data belongs 
to  the healthy dataset.  If  the  ?̅?   falls within  the  𝜇 3𝜎,𝜇 3𝜎   range,  it  is added  to  the healthy 
dataset,  i.e.,  𝑋 ?̅? , ?̅? , … , ?̅? , ?̅? ,  and  the  reference  range  is  updated. Otherwise,  the  datum  is 
recognized as an abnormal one and the original healthy dataset remains unchanged. If for more than, 





through  the  feature  extraction,  and  thus  the  extracted  features  represent  the  conditions of  every 
moment of the ball bearing. Among the developed deep learning models, the CAE was selected in 
this study. CAE is a type of autoencoder (AE) neural network that is used to extract hidden features 
from unlabeled  images. CAE  is  characterized  by  having  identical  input  and  output  sizes  and  is 









image  to  extract  hierarchical  features.  Then,  all  units  in  the  last  convolutional  layer  have  been 
flattened to form a vector followed by a fully connected layer(s). The bottleneck layer usually has 2 
neurons. Accordingly, the input 2D image (for this study, the input image was 60 × 60 RGB pixels) is 
transformed  into a  two‐dimensional vector  space  (ℝ → ℝ ). To  train  the CAE model  in an 
unsupervised manner, we used the mirror architecture of the encoder in the decoder section. Thus, 
fully  connected  layer(s)  followed  by  some  deconvolutional  and  upsampling  layers  are  used  to 




make  the  output  of  the decoder  as  equivalent  as  possible  to  the  input,  the  binary_crossentropy 
function is employed as the standard CAE loss function, and the Adam optimizer is used to optimize 
the loss function [43].   









in  the  failure  stage,  damage  evolution  of  bearing  leads  to  a more  turbulent  vibration  pattern. 
Consequently, with the development of the degradation, high energies appear in the low‐frequency 
bands and produce a different wavelet power  spectrum  image  from  the normal stage. When  the 









a different distribution  from  the  rest of  the data, and MD has an excellent ability  to  identify  this 
deviation [44]. The MD is defined as 
  𝑀𝐷  𝐴 𝜇  𝑐 𝐴 𝜇   (11)
where A = (𝑎 , 𝑎 ,𝑎 , . . , 𝑎   gives the values of the bottleneck nodes in each assessment interval,  𝜇












































Load (lbs)  6000  6000  6000  6000 
Speed (rpm)  2000  2000  2000  2000 
Defect type  Inner race  Roller element  Outer race  Outer race 
Endurance duration  34 days 12 h  34 days 12 h  6 days 20 h  45 days 9 h 
Number of healthy 
samples 
61,069  43,381 19,146  200,474 
Failure threshold  27 days 20 h  19 days 20 h  3 days 21 h  41 days 2 h 
Number of faulty 
samples 








signals. For normal operations, most of  the energy  is  concentrated  in high  frequencies, but  for a 
failure stage, due to the evolution of defects, the burst of energy is observed in a broader range. 
























with the filter size of 3 3.   
To  attain  better  visual  conformity,  after  several  trials, we  chose  the  SELU  as  the  activation 
function for the convolutional and deconvolutional layers, ReLU for the autoencoder layers, and the 
sigmoid for the last layer. To illustrate the influence of the learning rate on training the model, we 
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show the reconstruction error under various learning rates in. If the learning rate was too low, the 
convergence was  too  slow  or  overfitting;  if  the  learning  rate was  too  high,  it would  hinder  the 
convergence. Therefore, the learning rate was set to 0.005 for this study. As illustrated in Figure 8, the 
reconstruction  error  did  not  significantly  decrease  after  30  cycles;  therefore,  30  iterations were 


















The preliminary designed 𝐻𝐼  almost always exhibits  local random  fluctuations. To reveal an 
underlying long‐term trend in the designed 𝐻𝐼, we should smooth local spurious fluctuation in the 
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𝐻𝐼  curve.  In this study, an exponential function was used to remove any sharp changes in the 𝐻𝐼 
curve and to improve the monotonicity of the designed 𝐻𝐼  [48]. This function was given by 
𝑀𝐻𝐼 𝑒𝑥𝑝 ∑ /       1 𝑖 𝑁  (12)
where  𝐻𝐼   denotes  the  historical measured  𝐻𝐼 ,  𝑁   is  the  total  number  of  𝐻𝐼   values,  and  𝑀𝐻𝐼  
represents the modified value of the current 𝐻𝐼 . In Equation (12), the mean value of the historical 
measurement  from  the  first value 𝐻𝐼   to  the current  𝑖th value 𝐻𝐼   is used  to calculate  the   𝑀𝐻𝐼 . 
Therefore,  if  the  𝐻𝐼   curve  exhibits  a  significant  oscillation  at  𝐻𝐼   point,  it  will  be  weakened. 
Furthermore,  the  exponential  function  is a monotonically  increasing  function and  it  can  reveal a 
monotonically increasing trend in the 𝐻𝐼  curve. 
4.5. 𝐻𝐼 Results 







of  highly  inaccurate  and  unreliable  data.  Therefore,  the  smoothness  and  monotonicity  of  the 















































𝑥   is the vibrational signal series;  ?̅?  and  𝜎  are the mean value and the variance of the series, 
respectively. 











(2)  In  the  second  group,  the  empirical mode decomposition  (EMD)  process was  applied  to 






curve had a smoothly  increasing  trend. However, after about  50 10  s, unpredictable stochastic 
fluctuations were obvious. 
 
Figure  11.  Constructed  𝐻𝐼   in  various  methods:  (a)  root  mean  square  (RMS),  (b)  variance,  (c) 
approximate entropy (ApEn), (d) kurtosis, (e) skewness, and (f) EMS‐SVD‐K‐medoids. 
To evaluate the performance of 𝐻𝐼  as defined in different methods, we employed three metrics, 

















   1 𝑖 𝑁  (13)
where  𝑑𝑓 is the difference in the values of any two adjacent points in 𝐻𝐼  curve and 𝑁  is the total 
number of 𝐻𝐼  values.   









where 𝐻𝐼   is the mean trend value of the 𝐻𝐼.   
Similarly,  𝐶𝑜𝑟𝑟  measures  the  degree  of  linear  correlation  between  the  𝐻𝐼   and  time.  It  is 
expected that a good 𝐻𝐼  gradually increases by time. In a strong positive correlation, the  𝐶𝑜𝑟𝑟  value 
is close to 1 and vice versa.  𝐶𝑜𝑟𝑟  is defined as 
𝐶𝑜𝑟𝑟  
∑ 𝐻𝐼 𝐻𝐼  𝑖 ∑ 𝑖 𝑁
∑ 𝐻𝐼 𝐻𝐼 ∑ 𝑖 ∑ 𝑖 𝑁
        1 𝑖 𝑁  (15)
Here, 𝐻𝐼  is the mean value of all the 𝐻𝐼  values. Table 2 presents 𝑀𝑜𝑛, 𝑅𝑜𝑏, and  𝐶𝑜𝑟𝑟  values 
for the proposed 𝐻𝐼  and the traditional health indicators mentioned earlier. The results in Table 2 
show that all 𝑀𝑜𝑛,  𝑅𝑜𝑏, and  𝐶𝑜𝑟𝑟  of the current model are higher than those in other models. The 
obtained results demonstrate that the proposed model  is superior to other models, and it yields a 
better 𝐻𝐼. 





RMS  Variance  ApEn  Kurtosis  Skewness 
EMD‐SVD‐ K‐
Medoids 
Mon  0.7587  0.0113  0.0140  0.0051  0.0063  0.0016  0.0229 
Rob  0.9484  0.8411  0.7565  0.8790  0.8875  0.4427  0.6971 







of mechanical  signal  processing methods,  these methods  are  widely  used  in  industries.  These 
methods also have an acceptable performance to detect early bearing defects and abnormal bearing 
health  conditions.  However,  it  has  been  experimentally  shown  that  the  indicator  performance 
decreases in the presence of transient conditions caused by bearing’s defects [1]. Compared to these 




training phase. Therefore,  the method proposed  in  this work  is  limited  to  those  faults  that  cause 
particular vibration patterns. In the case of any sudden failure or extremely slow degradation, this 
method is not able to construct the 𝐻𝐼.   
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In contrast to the time or frequency techniques, which only represent the information in time or 
frequency domain,  time–frequency  techniques provide more  information  in both domains.  In  the 
present work, the CWT technique was used to pre‐process the vibrational signals. The CWT method 
is a joint time–frequency analysis method that can decompose a time series into time and frequency 
spaces  simultaneously.  Therefore,  the  outputs  of  the  CWT  analysis  are  images  that  contain 
information on both time and frequency domains. When a defect appears in the bearing, it generates 








powerful capability of  learning complex nonlinear relationships, which  is able  to extract  the best‐
suited  features automatically. Moreover, using  the exponential  function  improves the smoothness 
and monotonicity of the preliminary designed 𝐻𝐼, which leads to better RUL estimation.   
6. Conclusions 
A  new  data‐driven  approach  to  construct  the  𝐻𝐼   is  presented.  This  𝐻𝐼   represents  every 
moment conditions of the bearing and can be considered as a digital twin of the bearing during its 
failure stage. Furthermore,  this 𝐻𝐼  can be used  for RUL estimation. First,  the Pauta criterion was 
employed  to determine  the  failure  threshold and a normal dataset. Since  the CWT  is suitable  for 
analyzing  the  non‐stationary  signals,  it  was  used  to  convert  raw  vibrational  signals  into  two‐
dimensional feature  images. The wavelet power spectrum  image clearly revealed  the degradation 
process of the bearing and included information in both time and frequency domains. Subsequently, 
the CAE model was used  for dimensionality reduction  through  the  feature extraction, and  it was 
trained by  the normal operation dataset. The values of  the bottleneck nodes of  the  trained CAE 
represented the conditions of every moment of the ball bearing life; they were used to construct 𝐻𝐼. 
Finally,  the wavelet power  spectrum  image of  the  failure  stage was  fed  to  the  trained CAE. The 
distance between the values of bottleneck nodes in normal and failure stages was measured by MD 










Future research directions are  to use  the proposed method  for other mechanical components 
such as ball screws, gears, and cutting tools. 
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