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Algorithm
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Abstract—In this paper, we address a class of distributed
optimization problems in the presence of inter-agent communi-
cation delays based on passivity. We first focus on unconstrained
distributed optimization and provide a passivity-based perspec-
tive for distributed optimization algorithms. This perspective
allows us to handle communication delays while using scattering
transformation. Moreover, we extend the results to constrained
distributed optimization, where it is shown that the problem is
solved by just adding one more feedback loop of a passive system
to the solution of the unconstrained ones. We also show that
delays can be incorporated in the same way as the unconstrained
problems. Finally, the algorithm is applied to a visual human
localization problem using a pedestrian detection algorithm.
Index Terms—Distributed optimization, Passivity, PI consen-
sus, Communication delays, Scattering transformation
I. INTRODUCTION
Passivity has been extensively studied for analysis and
design of both linear and nonlinear systems with broad ap-
plications in physical systems [1]. In the last decade, passivity
has also been actively studied in control of network systems
[2], [3], where inherent passivity preservation and energy
dissipative property allow one to systematically analyze the
network properties and design cooperative controllers. The
passivity-based approach is also employed in more advanced
research fields including transportation networks [4], building
control [5], power grids [6], cyber-security [7], cyber-physical
systems [8] and human-swarm interactions [9].
Recently, passivity has been also used in optimization and
related application fields [10]–[16]. Wen and Arcak [10]
address Internet congestion control, and present a unifying
passivity-based design framework for network utility max-
imization problems. The framework is applied to CDMA
power control in [11]. Yamamoto and Tsumura [14] apply a
distributed algorithm called Uzawa’s algorithm to smart grid
T. Hatanaka (corresponding author) and T. Ishizaki are with School of
Engineering, Tokyo Institute of Technology, 2-12-1 S5-16 (Hatanaka)/W8-1
(Ishizaki), Ookayama, Meguro-ku, Tokyo 152-8550, JAPAN. Tel: +81-3-5734-
3316 (Hatanaka), +81-3-5734-2646, ishizaki@mei.titech.ac.jp (Ishizaki).
Email: hatanaka@ctrl.titech.ac.jp (Hatanaka), ishizaki@mei.titech.ac.jp
(Ishizaki) N. Chopra is with Department of Mechanical Engineering, Uni-
versity of Maryland, College Park, MD 20742, USA. Tel: +1-301-405-7011.
Email: nchopra@umd.edu. N. Li is with Electrical Engineering and Applied
Mathematics of the School of Engineering and Applied Sciences, Harvard
University, 33 Oxford St, Cambridge, MA 02138, USA. Tel: +1-617-496-
1441. Email: nali@seas.harvard.edu.
The results of this paper are partially presented in the authors’ antecessor
[34], but communication delays are not addressed there.
control based on passivity. Relations between passivity-based
cooperative control and network flow optimization are also dis-
cussed in [12]. Bu¨rger and Persis [13] present a passivity-based
solution to distributed optimization with dynamic elements.
Ishizaki et al. [15] prove equivalence between convex gradients
and incrementally passive systems. Bravo [16] presents a fully
distributed algorithm, which does not require a subject to
gather information from all agents.
All of the above papers address so-called resource allocation
problems [17] or its variations. In this paper, we deal with
another type of distributed optimization studied in [18]–[27].
Nedic´ and Ozdaglar [18] present a distributed algorithm which
combines consensus algorithms and subgradient methods. The
results are extended to constrained problems in [19], where
a variation of the algorithm in [18] is shown to ensure
exact convergence to the optimal solution using a diminishing
step size. A solution to the problem with globally defined
inequality and equality constraints is presented by Zhu and
Martinez [20]. The results of [20] are further extended to
problems with partial knowledge on the global constraints
in [21]. The proposed solution, termed primal-dual perturbed
subgradient method, is shown to outperform [20] in terms of
the convergence speed. Acceleration of the convergence speed
is also addressed in [22]. Extensions to random networks and
a stochastic subgradient method are found in [23], [24].
While the above works present discrete-time recursive pro-
cesses to compute the solution, Wang and Elia [25], [26] take
a continuous-time algorithm and provide a control theoretic
perspective for the distributed optimization algorithms, which
are the most closely related to this paper. The solution in [25],
[26] is further extended to dynamic topologies by Droge and
Egerstedt [27].
All of the solutions in [18]–[27] rely on the inter-agent
information exchanges, which is typically implemented using
communication technology. However, the problems caused
by the communication have not been fully explored in the
literature. Among many of such problems, this paper treats
communication delays inherent in communication, which may
slow down the convergence to wait for the arrivals of messages
or even destabilize the solution processes in the worst case.
To address the issue, we employ the notion of passivity.
We start with presenting a passivity-based perspective for
the algorithms based on the consensus algorithm and so-
called PI (Proportional-Integral) consensus algorithm [28],
[29]. In particular, it is revealed that the PI consensus-based
solution is regarded as a feedback connection of passive
systems. Passivity-based formalism presented above allows
one to utilize rich knowledge established in the history of
passivity-based control.
We next treat communication delays using our passivity-
based perspective of the distributed algorithm. Specifically, we
show that the delays are successfully integrated with the above
solution by using the techniques in [30] together with the
scattering transformation [3]. Exact convergence to the optimal
solution is then proved based on passivity.
The above results are then extended to a constrained op-
timization problem. In this part, we start with a delay free
case, and show that the problem is solvable by just adding one
more feedback loop of a passive system originating from the
gradient-based update of the Lagrange multiplier. Note that the
resulting architecture is similar to the one presented in [26].
However, [26] achieves only convergence to an approximate
solution in the presence of the nonlinear inequality constraints,
due to the use of barrier functions. In contrast, our solution en-
sures exact convergence to the optimal solution while avoiding
the gain tuning of the barrier functions. The results are also
extended to the case with communication delays by following
the same procedure as the unconstrained problem.
Finally, the present algorithm is applied to a visual human
localization problem using a pedestrian detection algorithm.
The contribution of this paper is summarized as below: The
primary contribution is to present a distributed algorithm with
robustness against communication delays. The issue, delays
in distributed optimization, is addressed in [31]–[33]. Fair
comparison with these articles is difficult due to considerably
different problem settings, but in general they do not prove
exact convergence to the optimal solution whereas we do. The
secondary contribution is to reveal that the problem in [18]–
[27] can be treated within the passivity paradigm. Thirdly,
we handle general convex inequality constraints in this paper,
while the other passivity-based approaches [10]–[16] take only
linear and/or scalar constraints.
II. PRELIMINARY
In this section, we introduce some terminologies used in
this paper.
We first introduce passivity. Consider a system with a state-
space representation
x˙ = φ(x, u), y = ϕ(x, u), (1)
where x(t) ∈ RN is the state, u(t) ∈ Rp is the input and
y(t) ∈ Rp is the output. Then, passivity is defined as below.
Definition 1 The system (1) is said to be passive if there exists
a positive semi-definite function S : RN → R+ := [0,∞),
called storage function, such that
S(x(t)) − S(x(0)) ≤
∫ t
0
yT (τ)u(τ)dτ (2)
holds for all inputs u : [0, t] → Rp, all initial states x(0) ∈
R
N and all t ∈ R+. In the case of the static system y = ϕ(u),
it is passive if yTu = ϕT (u)u ≥ 0 for all u ∈ Rp.
As widely known, if S is differentiable, (2) can be replaced
by
S˙(x(t)) ≤ yT (t)u(t). (3)
Passivity is known to be preserved for feedback intercon-
nections of passive systems, and closed-loop stability is also
ensured under additional assumptions on strict energy dissipa-
tion and observability. Please refer to [1]–[3] or other seminal
books cited therein for more details on passivity.
We next introduce another notion closely related to passiv-
ity, namely incremental passivity. In the context of this paper, it
is sufficient to define incremental passivity for a static system.
Definition 2 A static system y = ϕ(u) is said to be incremen-
tally passive if the function ϕ satisfies
(ϕ(u1)− ϕ(u2))T (u1 − u2) ≥ 0
for all u1 ∈ Rp and u2 ∈ Rp.
We also use the following fundamental tool in convex
optimization.
Definition 3 A function f : RN → R is said to be convex if
the following inequality holds for any x, y ∈ RN .
(∇f(x))T (y − x) ≤ f(y)− f(x) (4)
The function is said to be strictly convex if the inequality (4)
strictly holds whenever x 6= y.
The following well known result links the convex functions
and passivity theory.
Lemma 1 [17] Consider a convex function f : RN → R.
Then, its gradient ∇f : RN → RN is incrementally passive,
i.e., the following inequality holds for any x, y ∈ RN .
(∇f(x) −∇f(y))T (x− y) ≥ 0
If f is strictly convex, the inequality strictly holds as long as
x 6= y.
III. PASSIVITY-BASED PERSPECTIVE FOR
UNCONSTRAINED DISTRIBUTED OPTIMIZATION
In this section, we consider the following distributed opti-
mization problem investigated in [18].
min
z∈RN
f(z) :=
n∑
i=1
fi(z) (5)
The function fi : RN → R (i = 1, 2, . . . , n) is the private
cost function of agent i, which is assumed to be unaccessible
from agents other than i. The subsequent discussions rely on
the following assumption.
Assumption 1 The functions f1, f2, . . . , fn are convex, con-
tinuously differentiable, and their gradients denoted by φi :=
∇fi (i = 1, 2, . . . , n) are locally Lipschitz, i.e., . for every
point x0 ∈ RN , there exists its neighborhood X0 such that
Fig. 1. Block diagram of the consensus-based distributed optimization
algorithm for unconstrained optimization. The system enclosed by the dashed
line is passive from u to x, and the bottom block φ is incrementally passive
(Lemma 1).
‖φi(x) − φi(y)‖ ≤ L0(x0)‖x − y‖ holds for all x, y ∈ X0
with some constant L0(x0).
Throughout this paper, we assume that the set of the optimal
solutions is not empty, and the corresponding minimal value of
f is finite. An optimal solution to (5) is denoted by z∗ ∈ RN .
Since f is also continuously differentiable and convex under
Assumption 1, a vector z∗ ∈ RN is an optimal solution to the
problem (5) if and only if the following equation holds [17].
∇f(z∗) =
n∑
i=1
φi(z
∗) = 0 (6)
A. Consensus-Based Distributed Optimization
Suppose that each agent i has an estimate of the optimal
solution z∗, denoted by xi ∈ RN , and that xi is updated
so that it converges to the set of optimal solutions. The
agents are assumed to be able to exchange information with
neighboring agents through a network modeled by a graph
G := ({1, 2, . . . , n}, E) satisfying the following assumption.
Assumption 2 The graph G is undirected and connected.
The set of all neighbors of agent i is denoted by Ni.
Nedic´ and Ozdaglar [18] present an update rule of xi com-
bining consensus algorithms and gradient descent algorithms
whose continuous-time representation is given as
x˙i = −αφi(xi) +
∑
j∈Ni
aij(xj − xi),
where α is a positive scalar and aij is the (i, j)-element of
an adjacency matrix for G, where aij > 0 if (i, j) ∈ E and
aij = 0 otherwise, and aij = aji ∀i, j. The graph Laplacian
associated with the adjacency matrix with elements aij is
denoted by LP. The matrix LP is symmetric and positive
semidefinite with a simple zero eigenvalue corresponding to
the eigenvector 1N , where 1N is the N dimensional real vector
whose elements all equal to 1.
Collecting estimates xi as x := [xT1 xT2 · · · xTn ]T , the
evolution of x is described by
x˙ = −αφ(x) − L¯Px, (7)
where φ(x) := [φT1 (x1) · · · φTn (xn)]T , L¯P := LP ⊗ IN ,
the symbol ⊗ describes the Kronecker product, and IN is the
N -by-N identity matrix. The block diagram of the system is
illustrated in Fig. 1.
Fig. 2. Block diagram of the PI consensus-based distributed optimization
algorithm for unconstrained optimization. The system enclosed by the dashed
line is passive from u˜ = u − u∗ to x˜ = x − x∗ with u∗ := −αφ(x∗) as
confirmed in (17). The bottom block φ is incrementally passive (Lemma 1),
and hence passive from x− x∗ to φ(x) − φ(x∗).
Let us now consider the system enclosed by the dashed line
in Fig. 1 whose input is denoted by u. The dynamics of the
system is described by
x˙ = −L¯Px+ u. (8)
Take a storage function SP := 12‖x‖2. The time derivative of
S along the trajectories of (8) is then given as
S˙P = −xT L¯Px+ xTu ≤ xTu. (9)
We see from (3) that the system is passive. Lemma 1 also
ensures that the bottom block φ in Fig. 1 is incrementally
passive. Thus, Fig. 1 is a feedback connection of a passive
system and an incrementally passive system. However, because
of the mismatch of the input-output pairs, the trajectories of
xi do not converge to the solution as confirmed below. The
goal state is now formulated as x = x∗ for x∗ := 1n ⊗ z∗. If
x = x∗, the right-hand side of (7) is equal to
− αφ(x∗)− (LP1n)⊗ z∗ = −αφ(x∗).
Although the sum of the elements φ1(z∗), φ2(z∗), . . . , φn(z∗),
of φ(x∗) is zero from (6), each element is not always zero,
which implies that x = x∗ is not an equilibrium of (7). Thus,
the state trajectories do not converge to the goal state x∗.
B. PI Consensus-Based Distributed Optimization
In this subsection, we focus on a distributed algorithm based
on a PI consensus algorithm [28], formulated as
x˙i =
∑
j∈Ni
aij(xj − xi)−
∑
j∈Ni
bij(ξj − ξi) + ui, (10)
ξ˙i =
∑
j∈Ni
bij(xj − xi), (11)
where ui ∈ RN is an external input, ξi ∈ RN is an additional
variable which generates the integral of the consensus input∑
j∈Ni bij(xj − xi), and bij is the (i, j)-element of an adja-
cency matrix for G. The graph Laplacian associated with the
adjacency matrix with elements bij is denoted by LI.
Defining ξ := [ξT1 ξT2 · · · ξTn ]T and u := [uT1 uT2 · · · uTn ]T ,
the total system is described as[
x˙
ξ˙
]
= −
[
L¯P −L¯I
L¯I 0
] [
x
ξ
]
+
[
InN
0
]
u, (12)
where L¯I := LI ⊗ IN . We can prove the following lemma by
making use of the skew symmetry of the non-diagonal blocks
of
[
L¯P −L¯I
L¯I 0
]
.
Lemma 2 The system (12) is passive from u to x with respect
to the storage function S = 12‖x‖2 + 12‖ξ‖2.
Proof: The time derivative of S along the system trajec-
tories is given by
S˙ = −
[
x
ξ
]T [
L¯P −L¯I
L¯I 0
] [
x
ξ
]
+
[
x
ξ
]T [
InN
0
]
u
= −xT L¯Px+ xTu ≤ xTu.
This completes the proof.
We close the loop of u by the gradient-based feedback law
u = −αφ(x). Then, the closed-loop system is formulated as[
x˙
ξ˙
]
= −
[
L¯P −L¯I
L¯I 0
] [
x
ξ
]
− α
[
InN
0
]
φ(x), (13)
whose block diagram is illustrated in Fig. 2.
C. Equilibrium/Convergence Analysis: Unconstrained Case
Regarding the equilibrium of (13), we have the following
lemma.
Lemma 3 Under Assumptions 1 and 2, there exists ξ∗ such
that [(x∗)T (ξ∗)T ]T is an equilibrium of (13).
Proof: See [25].
Lemma 3 means that, if we define u∗ := −αφ(x∗), the
following equation holds.
(0 =)
[
x˙∗
ξ˙∗
]
= −
[
L¯P −L¯I
L¯I 0
] [
x∗
ξ∗
]
+
[
InN
0
]
u∗ (14)
Define x˜ := x − x∗, ξ˜ := ξ − ξ∗ and u˜ := u − u∗. Then,
subtracting (14) from (12) yields[
˙˜x
˙˜
ξ
]
= −
[
L¯P −L¯I
L¯I 0
] [
x˜
ξ˜
]
+
[
InN
0
]
u˜. (15)
Since the system matrices of (15) are the same as those of (12),
passivity of the system (15) from u˜ to x˜ can be immediately
proved by modifying the storage function as
S˜ :=
1
2
‖x˜‖2 + 1
2
‖ξ˜‖2. (16)
More precisely, the following inequality holds.
˙˜S = −x˜T L¯Px˜+ x˜T u˜ ≤ x˜T u˜. (17)
Remark that, differently from (9), the input and output are
defined by the increments x˜ := x− x∗ and u˜ = u− u∗.
We are now ready to use the passivity interpretation of the
system (12) and gradient of convex functions to prove the
following convergence result.
Theorem 1 Consider the system (13). If Assumptions 1 and
2 hold, then xi asymptotically converges to the set of optimal
solutions to (5) for all i = 1, 2, . . . , n.
Proof: From u = −αφ(x) and u∗ = −αφ(x∗), (17) is
rewritten as
˙˜S = −(x− x∗)T L¯P(x − x∗)− α(x − x∗)T (φ(x) − φ(x∗)).
Since L¯Px∗ = 0, this is further rewritten as
˙˜S = −xT L¯Px− α
n∑
i=1
(xi − z∗)T (φi(xi)− φi(z∗))
Using Lemma 1 and L¯P ≥ 0, we can prove ˙˜S ≤ 0.
Since the function S˜ is radially unbounded and positive
definite, any level set of the function is positively invariant.
Hence LaSalle’s principle is applicable. Consider the state
trajectories such that ˙˜S ≡ 0, i.e., both of xT L¯Px = 0 and
n∑
i=1
(xi − z∗)T (φi(xi)− φi(z∗)) = 0 (18)
identically hold. The former equation means consensus of
the variable xi, namely there exists c(·) such that xi(t) =
c(t) ∀i, t. In this case, (18) is rewritten as
0 = (c(t) − z∗)T
n∑
i=1
(φi(c(t))− φi(z∗))
= (c(t) − z∗)T
n∑
i=1
φi(c(t)) = (c(t)− z∗)T∇f(c(t)), (19)
where the third equation holds from the optimality condition
(6). Using (4), (19) is further rewritten as
0 = (∇f(c(t)))T (c(t)− z∗) ≥ f(c(t))− f(z∗) ≥ 0,
which implies that f(c(t)) = f(z∗) holds for all t, namely
the trajectories of c must be contained in the set of optimal
solutions to (5). Thus, LaSalle’s invariance principle proves
the theorem.
Remark 1 The above algorithm together with the conver-
gence result compatible with ours was already presented in
[25]. The contribution of this section is not to prove conver-
gence itself but to provide a passivity-based perspective that
(13) is regarded as feedback connection of two passive systems
with incremental inputs and outputs. It will be shown in
the subsequent sections that this perspective provides fruitful
design concepts.
IV. UNCONSTRAINED DISTRIBUTED OPTIMIZATION WITH
COMMUNICATION DELAY
In this section, we suppose that the inter-agent communi-
cation suffers from delays which are assumed to be constant
but heterogeneous. The delay from agent i to j is denoted by
Tij for any pair (i, j) ∈ E .
We start with the following restrictive assumption in order
to enhance readability, and then it will be relaxed.
Assumption 3 The functions f1, f2, . . . , fn are strictly con-
vex, continuously differentiable, and their gradients are locally
Lipschitz.
Under the assumption together with the existence of the
optimal solution, the solution z∗ is uniquely determined [17].
Fig. 3. Block diagram of agent i’s dynamics for unconstrained optimization
in the presence of communication delays. The system enclosed by the dashed
line is passive from v¯i to [x¯Ti ξ¯Ti ]T (Lemma 4), where v¯i, x¯i and ξ¯i are
defined in (24) and (25).
A. Individual Dynamics as A Feedback System with Passive
Dynamics and A Collection of Passive Controllers
Consider the PI consensus algorithm (10) and (11) with
ui = −αφi(xi), where xj and ξj are sent by agent j ∈ Ni
through communication. Since these information are not di-
rectly available in the presence of delays, we replace these
variables by new notations rxij and r
ξ
ij as
x˙i =
∑
j∈Ni
aij(r
x
ij − xi)−
∑
j∈Ni
bij(r
ξ
ij − ξi)− αφi(xi), (20)
ξ˙i =
∑
j∈Ni
bij(r
x
ij − xi), (21)
where rxij stands for the signal received by agent i that is sent
by agent j regarding the value of xj . The block diagram of the
system is illustrated in Fig. 3, which is regarded as a feedback
system with the agent dynamics[
x˙i
ξ˙i
]
= vi − α
[
φi(xi)
0
]
(22)
and the controller
vi =
∑
j∈Ni
vij , vij :=
[
vxij
vξij
]
= Eij
[
rxij − xi
rξij − ξi
]
, (23)
Eij =
[
aijIN −bijIN
bijIN 0
]
j ∈ Ni.
It is easy to confirm that Eij is a passive map.
Let us cut the loop of Fig. 3 and focus on the open-loop
system (22) with input vi enclosed by the dashed line in Fig.
3. Then, we have the following lemma.
Lemma 4 Suppose that Assumption 3 holds. Then, the system
(22) is passive from v¯i to [x¯Ti ξ¯Ti ]T with respect to the storage
function S¯i := 12‖x¯i‖2 + 12‖ξ¯i‖2, where
x¯i := xi − z∗, ξ¯i := ξi − 2ξ∗i , (24)
v¯i := vi −
∑
j∈Ni
v∗ij , v
∗
ij := bij
[
ξ∗i − ξ∗j
0
]
. (25)
The notation ξ∗i ∈ RN is a vector such that the stack vector
[(ξ∗1 )
T · · · (ξ∗n)T ]T is equal to ξ∗ in Lemma 3.
Proof: From (14), it follows that
x˙∗i =
∑
j∈Ni
aij(z
∗ − z∗)−
∑
j∈Ni
bij(ξ
∗
j − ξ∗i )− αφi(z∗)
=
∑
j∈Ni
bij(ξ
∗
i − ξ∗j )− αφi(z∗), (26)
ξ˙∗i =
∑
j∈Ni
bij(z
∗ − z∗) = 0. (27)
Subtracting (26) and (27) from (22) yields[
˙¯xi
˙¯ξi
]
= v¯i − α
[
φi(xi)− φi(z∗)
0
]
. (28)
because of the definition of v¯i in (25). The time derivative of
S¯i along the trajectories of (28) is then given by
˙¯Si =
[
x¯i
ξ¯i
]T
v¯i − α(xi − z∗)T (φi(xi)− φi(z∗)). (29)
Lemma 1 and Assumption 3 prove the lemma.
Let us now close the loop between (22) and the controller
(23). Define
r¯ij :=
[
r¯xij
r¯ξij
]
=
[
rxij
rξij
]
− r∗ij , r∗ij :=
[
z∗
ξ∗i + ξ
∗
j
]
. (30)
and v¯ij := vij − v∗ij . Then, from (23), (24) and (25), we have
v¯ij = Eij
[
rxij − xi
rξij − ξi
]
− bij
[
ξ∗i − ξ∗j
0
]
= Eij
[
rxij − xi
rξij − ξi + (ξ∗i − ξ∗j )
]
= Eij
[
(rxij − z∗)− (xi − z∗)
(rξij − (ξ∗i + ξ∗j ))− (ξi − 2ξ∗i )
]
= Eij
[
r¯xij − x¯i
r¯ξij − ξ¯i
]
.
Substituting this together with v¯i =
∑
j∈Ni v¯ij into (29)
proves the following passivity-like property of the closed-loop
system.
˙¯Si =
∑
j∈Ni
[
x¯i
ξ¯i
]T [
aij(r¯
x
ij − x¯i) + bij(ξ¯i − r¯ξij)
bij(r¯
x
ij − x¯i)
]
−α(xi − z∗)T (φi(xi)− φi(z∗))
=
∑
j∈Ni
{aij(x¯Ti r¯xij − ‖x¯i‖2) + bij(−x¯Ti r¯ξij + ξ¯Ti r¯xij)}
−α(xi − z∗)T (φi(xi)− φi(z∗))
=
∑
j∈Ni
r¯Tij v¯ij −
∑
j∈Ni
aij‖x¯i − r¯xij‖2
−α(xi − z∗)T (φi(xi)− φi(z∗)) ≤
∑
j∈Ni
r¯Tij v¯ij . (31)
Remark that, from (25) and (30), the following equations
hold, which plays an important role in deriving the subsequent
theoretical results in the section.
v∗ji = −v∗ij , r∗ji = r∗ij . (32)
  
Controller
 
Dynamics
Scattering 
Transform.
Scattering 
Transform.
Fig. 4. Block diagram of agent i’s dynamics including the scattering
transformation and communication delays. The system enclosed by the dash-
dotted line is passive from −[v¯Tij v¯ji]T to [r¯Tij r¯Tji]T (Lemma 5), where v¯ij
and r¯ij are defined in (25) and (30).
B. Scattering Transformation
Our problem is now regarded as a synchronization problem
of the variable xi (i = 1, 2, . . . , n) to the optimal solution
z∗. In the field of output synchronization, communication
delays have been investigated by many publications (See [3]
and references therein). Among them, this paper focuses on
the approach of [30], where the authors present a passivity-
based control architecture with a form similar to that in the
previous subsection. To be concrete, a closed-loop system is
firstly formed with a passive dynamics, (22) in the present
case, and a collection of passive controllers, (23) in the
present case. Then, based on the passivity-like property (31),
the controller output is exchanged with neighboring agents
through scattering transformation, introduced below, and then
synchronization is proved. This inspires us to exchange the
controller outputs v¯ij instead of xi and ξi. However, in the
case of the present problem, v¯ij ensuring the passivity-like
property (31) includes ξ∗i and ξ∗j in the definitions of ξ¯i and
r¯ξij which are not available for agent i. Thus, we instead let
agent i send vij by eliminating such unavailable terms.
Following [30], the message vij is sent to neighbors j ∈ Ni
through the scattering transformation, which is well-known to
passify the communication block including the delays [3]. In
the present case, the transformation is defined as
s→ij =
1√
2η
(−vij + ηrij), s←ij =
1√
2η
(−vij − ηrij), (33)
s←ji =
1√
2η
(vji + ηrji), s
→
ji =
1√
2η
(vji − ηrji), (34)
where rij := [(rxij)T (r
ξ
ij)
T ]T and η > 0. Then, as illustrated
in Fig. 4, agent i sends s→ij instead of vij and it is received by
agent j as s←ji after the delay Tij . On the other hand, agent j
sends s→ji and it is received by agent i as s←ij after the delay
Tji. Namely, these signals satisfy the following relations.
s←ji (t) = s
→
ij (t− Tij), s←ij (t) = s→ji (t− Tji). (35)
Once agent i receives s←ij , it computes rij from the second
equation of (33) and adds the resulting rij to the controller
(23). Note that the operation of agent i differs from that of
agent j, and hence any pair (i, j) ∈ E has to share which
Algorithm 1 Algorithmic Description of in Agent i’s Opera-
tion in Scattering Transformation
for j ∈ Ni do
if j < i then
Set s→ij ← 1√2η (−vij + ηrij) and send it to j.
else if j > i then
Set s→ij ← 1√2η (vij − ηrij) and send it to j.
end if
end for
Receive Messages s←ij from all neighbors j ∈ Ni
for j ∈ Ni do
if j < i then
rij ← −(I2N − (1/η)Eij)−1(
√
2√
η
s←ij +
1
η
Eij [x
T
i ξ
T
i ]
T )
else if j > i then
rij ← (I2N + (1/η)Eij)−1(
√
2√
η
s←ij +
1
η
Eij [x
T
i ξ
T
i ]
T )
end if
end for
Set vi ←
∑
j∈Ni Eij(rij − [xTi ξTi ]T ) and input vi to its
own dynamics
operation to be executed, which can be done by using IDs i =
1, 2, . . . , n. An algorithmic description of agent i’s operation
is shown in Algorithm 1.
The system with the scattering transformation (33) and
(34) and the delay blocks (35) is known to be passive from
−[vTij vji]T to [rTij rTji]T [3]. The following lemma proves that
the system is also passive from the input to output with the
biases v∗ij , v∗ji, r∗ij and r∗ji. For simplicity, we suppose that
s→ij (t) = s
→
ji (t) = 0 ∀t < 0 throughout this paper.
Lemma 5 The system consisting of the scattering transforma-
tion (33) and (34) and the delay blocks (35) is passive from
−[v¯Tij v¯ji]T to [r¯Tij r¯Tji]T .
Proof: Define
Vij :=
1
2
∫ t
0
(
‖s→ij +
1√
2η
(v∗ij − ηr∗ij)‖2
−‖s←ji +
1√
2η
(v∗ij − ηr∗ij)‖2
+‖s→ji +
1√
2η
(v∗ij + ηr
∗
ij)‖2
−‖s←ij +
1√
2η
(v∗ij + ηr
∗
ij)‖2
)
dτ
+
Tij
4η
‖v∗ij − ηr∗ij‖2 +
Tji
4η
‖v∗ij + ηr∗ij‖2. (36)
Since v∗ij and r∗ij are both constant, (36) is rewritten as
Vij =
1
2
∫ t
t−Tij
‖s→ij +
1√
2η
(v∗ij − ηr∗ij)‖2dτ
+
1
2
∫ t
t−Tji
‖s→ji +
1√
2η
(v∗ij + ηr
∗
ij)‖2dτ ≥ 0.
Using (33) and (34), the time derivative of Vij is given by
V˙ij =
1
4η
(∥∥(−vij + v∗ij) + η(rij − r∗ij)∥∥2
− ∥∥(vji + v∗ij) + η(rji − r∗ij)∥∥2
+
∥∥(vji + v∗ij)− η(rji − r∗ij)∥∥2
− ∥∥(−vij + v∗ij)− η(rij − r∗ij)∥∥2 ).
From (25), (30) and (32), we also have
V˙ij =
1
4η
(
‖−v¯ij + ηr¯ij‖2 − ‖v¯ji + ηr¯ji‖2
+ ‖v¯ji − ηr¯ji‖2 − ‖−v¯ij − ηr¯ij‖2
)
= −v¯Tij r¯ij − v¯Tjir¯ji. (37)
This completes the proof.
C. Convergence Analysis
We are now ready to prove the convergence result.
Lemma 6 Consider the system (20) and (21) for all i, and the
scattering transformation (33) and (34) and the delays (35) for
all j ∈ Ni and all i. If Assumptions 2 and 3 hold, then xi
asymptotically converges to the optimal solution z∗ to (5) for
all i = 1, 2, . . . , n.
Proof: Define
V :=
n∑
i=1
S¯i +
∑
(i,j)∈E
Vij .
Then, combining (31) and (37), we obtain
V˙ = −
n∑
i=1
∑
j∈Ni
aij‖x¯i − r¯xij‖2
−α
n∑
i=1
(xi − z∗)T (φi(xi)− φi(z∗)) ≤ 0. (38)
Now, define X := [xT ξT ]T and Xt such that Xt(θ) =
X(t + θ) for θ ∈ [−maxi,j Tij , 0]. Then, the extension
of the LaSalle’s principle for time delay systems [35] is
applicable and any solution Xt to the system converges to
the largest invariant set in the set of trajectories satisfying
V˙ ≡ 0. Under Assumption 3, the gradient φi satisfies
(xi − z∗)T (φi(xi) − φi(z∗)) > 0 whenever xi 6= z∗. Thus,
V˙ = 0 means xi ≡ z∗ for all i, and hence we can conclude
xi → z∗ ∀i = 1, 2, . . . , n.
The above proof, in particular (38), means that the commu-
nication delay blocks are successfully integrated with the dis-
tributed optimization algorithm as interconnections of passive
systems. However, Assumption 3 requires that fi is strictly
convex on all elements of z, which is fairly strong and may
limit applications. The assumption can be relaxed as below.
Suppose now that fi depends only on (zl)l∈Zi for a subset
Zi ⊆ {1, 2, . . . , N}, where zl is the l-th element of z. Then,
we assume the following.
Assumption 4 The functions f1, f2, . . . , fn are continuously
differentiable and their gradients are locally Lipschitz. Every
fi (i = 1, 2, . . . , n) is strictly convex in (zl)l∈Zi , where Zi ⊆
{1, 2, . . . , N}. Also, ∪Ni=1Zi = {1, 2, . . . , N} holds.
Remark that Zi can be empty for some i.
Under Assumption 4 instead of 3, we have the following
theorem.
Theorem 2 Consider the same system as Lemma 6. If As-
sumptions 2 and 4 hold, then xi asymptotically converges to
the optimal solution z∗ to (5) for all i = 1, 2, . . . , n.
Proof: Suppose that l ∈ Zi. It is then sufficient to prove
that the l-th element of xj converges to z∗l for all j, where
z∗l ∈ R is the l-th element of z∗. Similarly to Lemma 6,
LaSalle’s principle for time delay systems [35] is applicable
and hence we consider the set of solutions satisfying V˙ ≡ 0.
In the set, ‖x¯i− r¯xij‖ = 0 ∀j ∈ Ni holds, which means ξ˙ = 0.
Thus, LaSalle’s principle implies, under Assumption 4 and
l ∈ Zi, that
(i) lim
t→∞(xi − r
x
ij) = 0 ∀j ∈ Ni, ∀i = 1, 2, . . . , n (39)
(ii) the l-th element of xi converges to z∗l , and (iii) ξi has a
limit limt→∞ ξi. From (23) and (33)–(35), we obtain
rxij = r
x
ji(t− Tji) + (1/η){−aijdij + bij(rξij − ξi)
+bij(r
ξ
ji(t− Tji)− ξj(t− Tji))}, (40)
rxji = r
x
ij(t− Tij) + (1/η){−aijdji + bij(rξji − ξj)
+bij(r
ξ
ij(t− Tij)− ξi(t− Tij))}, (41)
rξij = r
ξ
ji(t− Tji)− (bij/η)dij , (42)
rξji = r
ξ
ij(t− Tij)− (bij/η)dji, (43)
with
dij(t) := (r
x
ij − xi) + (rxji(t− Tji)− xj(t− Tji)),
dji(t) := (r
x
ji − xj) + (rxij(t− Tij)− xi(t− Tij)).
Summing (43) at time t− Tji and (42) yields
rξij − rξij(t− T¯ij) = −(bij/η)(dij + dji(t− Tji)), (44)
where T¯ij := Tij + Tji. From (39),
lim
t→∞ dij = 0 and limt→∞ dji(t− Tji) = 0 (45)
hold. Thus, taking the limit of (44), it follows
lim
t→∞(r
ξ
ij − rξij(t− T¯ij)) = 0. (46)
Subtracting (41) at time t− Tji from (40) yields
rxij + r
x
ij(t− T¯ij)− 2rxji(t− Tji)
= (1/η){−aijdij + aijdji(t− Tji) + bij(rξij − ξi)
−bij(rξij(t− T¯ij)− ξi(t− T¯ij))}. (47)
Since ξi converges to a constant from (iii), we obtain
lim
t→∞(ξi − ξi(t− T¯ij)) = 0. (48)
Taking the limit of (47) and using (45), (46), and (48), we
have
lim
t→∞(r
x
ij + r
x
ij(t− T¯ij)− 2rxji(t− Tji)) = 0. (49)
It is confirmed from (ii) and (39) that the l-th element of
limt→∞(rxij + r
x
ij(t − T¯ij)) in (49) is equal to 2z∗l , which
implies that the l-th element of rxji converges to z∗l . This and
(39) also mean that the l-th element of xj converges to z∗l .
Following the same procedure for a neighbor k of i or j, the
l-th element of xk is proved to converge to z∗l . Repeating
the same process, we can prove that the l-th element of xj
converges to z∗l for all j = 1, 2, . . . , n because of Assumption
2. Convergence of the other elements is also proved in the
same way.
V. EXTENSION TO CONSTRAINED DISTRIBUTED
OPTIMIZATION
In this section, we consider the following constrained opti-
mization problem.
min
z∈RN
f(z) subject to gi(z) ≤ 0 ∀i = 1, 2, . . . , n, (50)
where f is defined in the same way as (5). The functions
fi and gi : RN → Rmi (i = 1, 2, . . . , n) are assumed to be
private information of agent i and the other agents do not have
access to these functions. In this section, we also assume that
the optimal solution exists and the minimal value of f is finite.
Denoting the l-th element of gi by gil(l = 1, 2, . . . ,mi) :
R
N → R, we assume the following assumptions.
Assumption 5 The functions fi (i = 1, 2, . . . , n) are
convex and twice differentiable. The functions gil (l =
1, 2, . . . ,mi, i = 1, 2, . . . , n) are convex and continuously
differentiable and their gradients, denoted by Γi := ∇gi ∈
R
N×mi (i = 1, 2, . . . , n), are locally Lipschitz. In addition,
there exists z such that gi(z) < 0 ∀i = 1, 2, . . . , n.
Assumption 6 The function f is strictly convex.
Note that, if Assumptions 5 and 6 are satisfied, the optimal
solution z∗ to (50) is uniquely determined [17]. It is well-
known that, under these assumptions, z∗ is the optimal solution
to (50) if and only if there exist λ∗i ∈ Rmi (i = 1, 2, . . . , n)
satisfying the KKT condition [17]:
∇f(z∗) +
n∑
i=1
Γi(z
∗)λ∗i = 0, (51)
λ∗i ≥ 0, gi(z∗) ≤ 0 ∀i = 1, 2, . . . , n, (52)
λ∗ilgil(z
∗) = 0 ∀l = 1, 2, . . . ,mi, ∀i = 1, 2, . . . , n, (53)
where λ∗il is the l-th element of λ∗i . We finally define the
Lagrangian H for the problem (50) as
H(z, λ) :=
n∑
i=1
Hi(z, λi), (54)
Hi(z, λi) := fi(z) + λ
T
i gi(z).
A. PI Consensus-Based Distributed Optimization for Con-
strained Problem
Let us now define the dual function minzH(z, λ) and
g(z) := [gT1 (z) · · · gTn (z)]T ∈ Rm (m :=
∑n
i=1mi). Then,
inspired by the dual ascent method, we consider the following
dynamical system formulated based on [11].
ρ˙ = ψ(ρ, g(zˆ∗(ρ))), ρ(0) ≥ 0, (55)
where ρ ∈ Rm, and
zˆ∗(ρ) := argmin
z
H(z, ρ). (56)
Given vectors g = [gT1 · · · gTn ]T ∈ Rm, ρ = [ρT1 · · · ρTn ]T ∈
R
m
, gi = [gi1 · · · gimi ]T ∈ Rmi , and ρi = [ρi1 · · · ρimi ]T
(i = 1, 2, . . . , n), the functions ψ : Rm × Rm → Rm, ψi :
R
mi × Rmi → Rmi and ψil : R× R→ R are defined as
ψ(ρ, g) :=


ψ1(ρ1, g1)
.
.
.
ψn(ρn, gn)

 , ψi(ρi, gi) :=


ψi1(ρi1, gi1)
.
.
.
ψimi(ρimi , gimi)


ψil(ρil, gil) :=
{
0, if ρil = 0 & gil < 0
gil, otherwise
. (57)
Extracting the dynamics of ρi from (55) yields
ρ˙i = ψi(ρi, gi(zˆ
∗(ρ))), ρi(0) ≥ 0, (58)
which does not depend on the information of other gj (j 6= i).
Thus, once zˆ∗(ρ) is given, the dynamics (58) can be run by
agent i using only the private constraint function gi.
Let us next consider the calculation of (56). We see from
(54) and (56) that, once ρ is fixed, the problem (56) to be
solved here takes the same form as (5) except for the definition
of the cost functions. Inspired by the fact, we let each agent
i run the PI consensus algorithm (10) and (11) with
ui = −α∇zHi(xi, ρi) = −αφi(xi)− α(Γi(xi))ρi. (59)
Remark that (59) relies only on the private functions fi and
gi, and local variables ρi and xi. Since xi is regarded as
an estimate of zˆ∗(ρ), we replace zˆ∗(ρ) in (58) by xi and
reformulate the dynamics as
ρ˙i = ψi(ρi, gi(xi)), ρi(0) ≥ 0, (60)
which also consists only of the local variables. Note that
the right-hand side of (60) includes discontinuity due to the
definition of ψil in (57), but we let each agent run the dynamics
so that the trajectories of ρi are continuous, in other words,
jumps of ρi are not artificially generated. It is then immediately
confirmed that if ρi(0) ≥ 0 then ρi(t) ≥ 0 for all subsequent
time t regardless of the trajectory of gi(xi).
The collective dynamics of all agents is given by[
x˙
ξ˙
]
= −
[
L¯P −L¯I
L¯I 0
] [
x
ξ
]
− α
[
φ(x) + Γ(x)ρ
0
]
, (61)
ρ˙ = ψ(ρ, g¯(x)), (62)
where Γ(x) is the block diagonal matrix with diagonal blocks
Γ1(x1), . . . ,Γn(xn), and g¯(x) := [gT1 (x1) · · · gTn (xn)]T .
The block diagram of the system is illustrated in Fig. 5.
Notice that an outer feedback path is added to the solution
of unconstrained problems in Fig. 2.
Fig. 5. Block diagram of the PI consensus-based distributed optimization
algorithm for constrained optimization. The system colored by light gray is
passive from µ˜ = µ − µ∗ to x˜ = x − x∗ with µ∗ := Γ(x∗)λ∗ (Lemma
8). The system colored by dark gray is also passive from x˜ = x − x∗ to
ν˜ = ν − ν∗ with ν∗ := Γ(x∗)λ∗ (Lemma 9).
B. Equilibrium/Convergence Analysis: Constrained Case
We consider Fig. 5 and cut the loop at the left of the block
Γ(x) and focus on the systems encircled by light and dark gray,
where the input of the former is denoted by µ and output of
the latter is by ν. Then, these systems are formulated as[
x˙
ξ˙
]
= −
[
L¯P −L¯I
L¯I 0
] [
x
ξ
]
− α
[
φ(x)
0
]
+ α
[
µ
0
]
(63)
with output x and
ρ˙ = ψ(ρ, g¯(x)), ν = Γ(x)ρ (64)
respectively. Now, we obtain the following lemma.
Lemma 7 Suppose that Assumptions 2, 5 and 6 hold. Denote
the unique solution to (51)–(53) by (z∗, λ∗), where λ∗ :=
[(λ∗1)
T · · · (λ∗n)T ]T ∈ Rm. Then, there exists ξ∗ such that
the pair of x∗ = (1n ⊗ z∗) and ξ∗ is an equilibrium of (63)
for the equilibrium input µ∗ := Γ(x∗)λ∗.
Proof: Consider the right-hand side of (63). Substituting
x = x∗ yields L¯Ix∗ = (LI1N ) ⊗ z∗ = 0 and hence ξ˙ = 0.
Replacing µ by µ∗, we obtain
x˙∗ = L¯Iξ − α(φ(x∗) + Γ(x∗)λ∗). (65)
It is thus sufficient to prove that there exists ξ such that the
right-hand side of (65) is zero. In other words, we have only
to prove that α(φ(x∗) + Γ(x∗)λ∗) is included in the image
of the matrix L¯I, which is equivalent to (1n⊗ IN )T (φ(x∗) +
Γ(x∗)λ∗) = 0. This equation is immediately proved from (51).
Using the above lemma, we can prove the following result.
Lemma 8 Suppose that Assumptions 2, 5 and 6 hold. Then,
the system (63) is passive from µ˜ := µ − µ∗ to x˜ := ξ − ξ∗
with respect to the storage function 1
α
S˜, where S˜ is defined
in (16).
Proof: Define ξ˜ := ξ− ξ∗ for a fixed ξ∗. Then, it follows
from (63) and Lemma 7 that[
˙˜x
˙˜
ξ
]
= −
[
L¯P −L¯I
L¯I 0
][
x˜
ξ˜
]
− α
[
φ(x) − φ(x∗)
0
]
+ α
[
µ˜
0
]
. (66)
Now, following the same procedure as Lemma 2, we can
immediately prove
1
α
˙˜S = − 1
α
x˜T L¯Px˜− (x− x∗)T (φ(x) − φ(x∗)) + µ˜T x˜ (67)
≤ µ˜T x˜. (68)
This completes the proof.
Let us next consider (64). Extracting l-th row of (60) yields
ρ˙il = ψil(ρil, gil(xi)), ρil(0) ≥ 0, (69)
whose right-hand side can be discontinuous at the states such
that ρil = 0 and gil(xi) < 0. For convenience, the mode
satisfying the upper condition in (57) is called mode 1 and
the other is mode 2. Then, the following lemma holds.
Lemma 9 Suppose that Assumptions 5 and 6 hold. Then, the
system (64) with ρ(0) ≥ 0 is passive from x˜ to ν˜ := ν − ν∗
with ν∗ := Γ(x∗)λ∗ for the storage function ∑ni=1 Ui, where
Ui :=
1
2‖ρi − λ∗i ‖2.
Proof: We first consider the time when no mode switch
occurs. The time derivative of Ui along the system trajectories
is then given by
U˙i =
mi∑
l=1
(ρil − λ∗il)ψil(ρil, gil(xi)).
If mode 2 is active, ψil(ρil, gil(xi)) = gil(xi) and hence
(ρil − λ∗il)ψil(ρil, gil(xi)) = (ρil − λ∗il)gil(xi) (70)
holds. If mode 1 is active, ρil = 0 and ψil(ρil, gil(xi)) = 0
hold, and hence we have
(ρil − λ∗il)ψil(ρil, gil(xi)) = 0 = ρilgil(xi)
= (ρil − λ∗il)gil(xi) + λ∗ilgil(xi).
Since λ∗il ≥ 0 from (52) and gil(xi) < 0 from (57), the term
λ∗ilgil(xi) is non-positive and hence we obtain
(ρil − λ∗il)ψil(ρil, gil(xi)) ≤ (ρil − λ∗il)gil(xi). (71)
Let us next consider the time when a mode switch happens
in (60) for some i and l. In this case, Uil(t) := 12‖ρil(t)−λ∗il‖2
can be indifferentiable in the standard sense. We thus introduce
the upper Dini derivative1 denoted by D+Uil. Then, it is given
by either of (ρil − λ∗il)0 = 0 or (ρil − λ∗il)gil(xi) depending
on the sign of (ρil−λ∗il). Thus, following the same procedure
as above, we can confirm that
D+Ui ≤
mi∑
l=1
(ρil − λ∗il)gil(xi). (72)
From (70) and (71), the inequality (72) holds for all time
t ∈ R+. This is rewritten as
D+Ui ≤ (ρi − λ∗i )T {gi(xi)− gi(z∗)} + (ρi − λ∗i )T gi(z∗). (73)
1The upper Dini derivative D+U(t) of a scalar function U is defined as
D+U(t) = limsuph→0+
U(t+h)−U(t)
h
Noticing that ρi ≥ 0 and gi(z∗) ≤ 0 from (52), the inequality
ρTi gi(z
∗) ≤ 0 holds. In addition, (λ∗i )T gi(z∗) = 0 is true from
(53). Thus, (73) is further rewritten as
D+Ui ≤ (ρi − λ∗i )T {gi(xi)− gi(z∗)}
=
mi∑
l=1
[ρil{gil(xi)− gil(z∗)} − λ∗il{gil(xi)− gil(z∗)}] .
Because of the convexity of gil, the following inequalities
hold.
gil(xi)− gil(z∗) ≥ (∇gil(z∗))(xi − z∗),
gil(xi)− gil(z∗) ≤ (∇gil(xi))(xi − z∗).
Using these together with ρi ≥ 0 and λ∗i ≥ 0, we can prove
D+Ui ≤
{
mi∑
l=1
((∇gil(xi))ρil − (∇gil(z∗))λ∗il)
}T
(xi − z∗)
= {(Γi(xi))ρi − (Γi(z∗))λ∗i }T (xi − z∗).
Thus, we have
D+
(
n∑
i=1
Ui
)
≤ {(Γ(x))ρ − (Γ(x∗))λ∗}T (x− x∗)
= ν˜T x˜. (74)
Integrating (74) in time proves the original definition (2).
Namely, the closed-loop system (61) and (62) is regarded as
a feedback interconnection of two passive systems.
We are now ready to state the following convergence result.
Theorem 3 Consider the system (61) and (62). If Assumptions
2, 5 and 6 hold, then xi asymptotically converges to the
optimal solution z∗ to (50) for all i = 1, 2, . . . , n.
Proof: Define U := 1
α
S˜ +
∑n
i=1 Ui. From (67) and (74),
D+U =
1
α
˙˜S +D+
(
n∑
i=1
Ui
)
≤ − 1
α
xT L¯Px− (x− x∗)T (φ(x) − φ(x∗)) ≤ 0
holds. Integrating this in time, we have∫ ∞
0
( 1
α
xT L¯Px+ (x− x∗)T (φ(x) − φ(x∗)
)
dt <∞. (75)
We also see x, ξ, ρ ∈ L∞ since U is positive definite.
Thus, from (61), x˙ ∈ L∞ also holds. The time derivative
of 1
α
xT L¯Px+ (x− x∗)T (φ(x) − φ(x∗)) is given as
2
α
xT L¯Px˙+ (φ(x) − φ(x∗))T x˙+ (x− x∗)T (∇φ(x))x˙,
which is also bounded. Thus, invoking Barbalat’s lemma, we
can prove limt→∞ xT L¯Px = 0 and limt→∞(x−x∗)T (φ(x)−
φ(x∗)) = 0. The first equation means that there exists a
trajectory c(·) such that limt→∞(xi − c) = 0 for all i. The
second equation is then rewritten as
n∑
i=1
lim
t→∞(xi − z
∗)T (φi(xi)− φi(z∗))
=
n∑
i=1
lim
t→∞((c− z
∗)T (φi(c)− φi(z∗)) + σ(xi)− σ(c)) = 0,
 
Controller
Fig. 6. Block diagram of agent i’s dynamics for constrained optimization in
the presence of communication delays. The system enclosed by the dashed
line is passive from v¯i to [x¯Ti ξ¯Ti ]T (Lemma 10), where v¯i, x¯i and ξ¯i are
defined in (24) and (25).
where σ(xi) := xTi φi(xi) − xTi φi(z∗) − (z∗)Tφi(xi). Since
σ is continuous and limt→∞(xi − c) = 0, we have
limt→∞(σ(xi) − σ(c)) = 0 and hence
∑n
i=1 limt→∞(c −
z∗)T (φi(c) − φi(z∗)) = 0. From this equation, we can also
prove c → z∗ in the same way as asymptotic stability in
Lyapunov theorem. It is thus concluded that xi → z∗ hold
for all i.
The present results can be easily extended to the problem
with equality constraints using techniques e.g. in [14], but
we omit including the result to reduce complexity of the
paper. Inequality constraints for another class of distributed
optimization are also addressed in [36] using another energy
functions, where the authors employ LaSalle’s principle for
hybrid systems [37]. The completed version of the proof of
the result in [36] is presented in [38]. Besides the difference of
the problem formulation, a more explicit contribution relative
to [36], [38] is presented in the next subsection.
C. Constrained Distributed Optimization with Delay
In this subsection, we extend the results in Section IV to
the constrained problem (50).
Let us revisit the agent i’s dynamics (10), (11), (59) and
(60). Similarly to Section IV, xj and ξj are not directly
received from agent j ∈ Ni in the presence of delays and
we again denote the received information as rxij and r
ξ
ij ,
respectively. Then, the system is formulated as
x˙i =
∑
j∈Ni
aij(r
x
ij − xi)−
∑
j∈Ni
bij(r
ξ
ij − ξi)
−α(φi(xi) + (Γi(xi))ρi), (76)
ξ˙i =
∑
j∈Ni
bij(r
x
ij − xi), (77)
ρ˙i = ψi(ρi, gi(xi)), ρi(0) ≥ 0, (78)
whose block diagram is illustrated in Fig. 6.
Now, we focus on the blocks encircled by the dashed line
in Fig. 6 whose system formulation is given by[
x˙i
ξ˙i
]
= vi − α
[
φi(xi) + Γi(xi)ρi
0
]
. (79)
Then, we have the following lemma.
Lemma 10 Suppose that Assumptions 2, 4, and 5 hold. Then,
the system (79) is passive from v¯i to [x¯Ti ξ¯Ti ]T with respect
to the storage function Wi := S¯i+αUi, where S¯i and Ui are
defined in Lemmas 4 and 9, respectively, and x¯i, ξ¯i and v¯i are
defined in the same way as (24) and (25).
Proof: From Lemma 7 and (79), we have[
˙¯xi
˙¯ξi
]
= v¯i − α
[
φi(xi)− φi(z∗) + Γi(xi)ρi − Γi(z∗)λ∗i
0
]
(80)
Similarly to the proof of Lemma 4, it follows
˙¯Si =
[
x¯i
ξ¯i
]T
v¯i − α(xi − z∗)T {φi(xi)− φi(z∗)
+(Γi(xi))ρi − (Γi(z∗))λ∗i }. (81)
We also see from Lemma 9 that
αD+U˙i ≤ α(xi − z∗)T {(Γi(xi))ρi − (Γi(z∗))λ∗i }. (82)
Combining (81) and (82), we obtain
D+Wi ≤
[
x¯i
ξ¯i
]T
v¯i − α(xi − z∗)T (φi(xi)− φi(z∗)). (83)
Integrating this in time proves the lemma.
The above lemma means that the agent’s passive dynamics
in Fig. 3 is just replaced by another passive dynamics with
the same input-output pair. Thus, we take the same inter-agent
communication strategy as Section IV. Then, (37) again holds
true and hence we have the following result.
Theorem 4 Consider the system (76), (77) and (78) for all i
with the scattering transformation (33) and (34) and delays
(35) for all j ∈ Ni and all i. If Assumptions 2, 3 and 5 hold,
then xi asymptotically converges to the optimal solution z∗ to
(50) for all i = 1, 2, . . . , n.
Proof: Define the energy function
W :=
n∑
i=1
Wi +
∑
(i,j)∈E
Vij .
Then, combining (83) and (37), we obtain
D+W ≤ −
n∑
i=1
∑
j∈Ni
aij‖x¯i − r¯xij‖2
−α
n∑
i=1
(xi − z∗)T (φi(xi)− φi(z∗)) ≤ 0, (84)
which implies that xi, ξi ∈ L∞ ∀i.
Using (23), (33), (34), and (35), we can derive
rij(t) = E¯
2
ijrij(t− Tij − Tji) + βij(t) (85)
rji(t) = E¯
2
ijrji(t− Tij − Tji) + βji(t) (86)
by calculation, where E¯ij := (Eij + ηI2N )−1(Eij − ηI2N ),
and βij and βji are linear functions of the states [xTi ξi]T and
[xTj ξj ]
T at times t, t−Tij , t−Tji and t−Tij −Tji. Remark
that βij and βji are both bounded since xi, ξi ∈ L∞ ∀i. It is
also confirmed by calculation that all the eigenvalues of E¯2ij
lie within the unit circle for any η > 0, aij and bij . Thus, both
of (85) and (86) are stable difference equations with bounded
inputs and hence rij , rji ∈ L∞. Therefore, x˙i ∈ L∞ ∀i.
Integrating both sides of (38) proves that∫ ∞
0
(xi − z∗)T (φi(xi)− φi(z∗)) <∞
The derivative of (xi − z∗)(φi(xi)− φi(z∗)) is given as
(φi(xi)− φi(z∗))T x˙i + (xi − z∗)T∇2fi(xi)x˙i,
which is bounded. Thus, using Barbalat’s lemma, we can prove
lim
t→∞(xi − z
∗)T (φi(xi)− φi(z∗)) = 0 ∀i = 1, . . . , n. (87)
Under Assumption 3 and 5, it is equivalent to xi → z∗.
Assumption 3 can be relaxed to 4 if we add the follow-
ing stronger assumption on the communication. To state the
assumption, we define a new graph G′ = ({1, 2, . . . , n}, E ′)
such that (j, k) ∈ E ′ iff there exists i satisfying j ∈ Ni and
k ∈ Ni. Then, we assume the following.
Assumption 7 The delays are homogeneous, namely Tij =
T ∀i, j for some T . In addition, the graph G′ is connected.
Theorem 5 Consider the same system as Theorem 4. If As-
sumptions 4, 5 and 7 hold and bij is common, i.e., bij = b ∀j ∈
Ni, ∀i holds for some b, then xi asymptotically converges to
the optimal solution z∗ to (50) for all i = 1, 2, . . . , n.
Proof: The inequality (84) means that (xi − rxij) ∈ L2
for all j ∈ Ni and i = 1, 2, . . . , n. As proved in Theorem
4, x˙i ∈ L∞ ∀i, and we can prove ξ˙i ∈ L∞ ∀i in the same
way. Solving (85), rij(t) is given by a convolution sum of the
input βij whose time derivative is bounded. Thus, we have
r˙ij ∈ L∞ ∀i for all j ∈ Ni and i = 1, 2, . . . , n. Invoking
Barbalat’s lemma, we obtain
lim
t→∞(xi − r
x
ij) = 0 ∀j ∈ Ni and ∀i = 1, 2, . . . , n. (88)
Under Assumption 7, there exists i such that |Ni| ≥ 2. Take
two neighbors j, k ∈ Ni of such i. Then, (88) implies that
lim
t→∞(r
x
ij − rxik) = 0. (89)
Following the same procedure as Theorem 2, the equations
(46) and (47) hold. From (88), we can also prove (45). Remark
that (48) is not proved here. Taking the limit of (47) with
Tij = Tji = T and bij = b and using (45) and (46) yield
lim
t→∞{r
x
ij + r
x
ij(t− 2T )− 2rxji(t− T )
+(b/η)(ξi − ξi(t− 2T ))} = 0 (90)
under Assumption 7. The same equation holds for k as
lim
t→∞{r
x
ik + r
x
ik(t− 2T )− 2rxki(t− T )
+(b/η)(ξi − ξi(t− 2T ))} = 0. (91)
Subtracting (91) from (90) and using (89), we have
lim
t→∞(r
x
ji − rxki) = 0. (92)
From (88), (92) means that limt→∞(xj − xk) = 0, which
holds for any pair such that (j, k) ∈ E ′. Under Assumption 7,
we can conclude that there exists a trajectory c(·) such that
limt→∞(xi − c) = 0 for all i. The remaining of the proof is
the same as Theorem 3.
Fig. 7. Intended scenario of 3-D visual human localization. Each camera
acquires a rectangle enclosing the human (yellow boxes in the small windows)
using a pedestrian detection algorithm. The transparent colored ellipsoids in
the small windows are final estimates generated by the algorithm presented
in Subsection V-C, and all of them are also shown in the large window.
VI. APPLICATION TO HUMAN LOCALIZATION USING
PEDESTRIAN DETECTION ALGORITHM
We finally apply the proposed algorithms to the visual hu-
man localization problem investigated in [34]. Here, multiple
networked cameras are assumed to be distributed over the 3-
D Euclidean space to monitor a human as shown in Fig. 7.
Each camera acquires 2-D rectangles on its own image plane in
which the human lives, as shown in the small windows of Fig.
7, by executing a pedestrian detection algorithm e.g. in [39].
Then, if camera i detects the human, then it knows that the
human must be inside of a cone Hi defined by connecting the
focal center and the vertices of the rectangle. In this paper, we
suppose that all of the five cameras detect the human. Please
refer to [34] for the case where some cameras do not detect.
If the human is modeled as an ellipsoid Ω(q,Q) = {p ∈
R
3| (p−q)TQ−2(p−q) ≤ 1}, the decision variable z consists
of the elements of q ∈ R3 and Q ∈ S3×3. Note that the
symmetric matrices are parametrized by 6 variables. Then, [34]
formulates the local cost function
fi(z) = − log det(Q) + wmin
p∈Ci
‖p− q‖2,
where Ci is the line segment connecting the focal center and
the center of the rectangle on the image. The scalar w >
0 is a weighting coefficient, and it is set to w = 1 in this
simulation. The local constraints are given by Ω(q,Q) ⊆ Hi
and Q > 0, which are reduced to the form of gi(z) ≤ 0.
See [34] for more details on the problem formulation. Note
that the problem satisfies Assumptions 5 and 6 in a realistic
situation, but does not Assumption 4. It is actually confirmed
that the present algorithm works for the problem, but, to ensure
preciseness, we add a term 10−5‖q‖2 to fi.
We first run the algorithm presented in Subsection V-A
without adding communication delays. The communication
network is set to a ring graph, where aij and bij are selected
as aij = 1 and bij = 3 for all (i, j) ∈ E . The initial values of
the estimates of q are randomly selected within [0 1] and those
Fig. 8. Trajectories of x1, . . . , x5 without communication delays (left: vector
variable q, right: matrix variable Q).
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Fig. 9. Trajectories of x1, . . . , x5 with communication delays and without
the scattering transformation (left: vector variable q, right: matrix variable Q).
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Fig. 10. Trajectories of x1, . . . , x5 with communication delays and scattering
transformation (left: vector variable q, right: matrix variable Q).
for Q are set to a diagonal matrix with elements 1, 1, and 2
for all i2. The initial values of ρi are also randomly selected
within [0 1], and ξi(0) = [1 2 3 1 1 2 0 0 0]T for all i. The
gain α is set to α = 2. Then, the trajectories of the estimates
x1, x2, . . . , x5 are illustrated in Fig. 8, where the dashed line
describes the actual optimal solution. We see that the estimates
converge to the solution.
Let us next add communication delays, where each Tij
is selected randomly within [0 1]. Then, we run the above
algorithm under the same setting. In the presence of delays,
the trajectories of x1, x2, . . . , x5 are changed to Fig. 9, namely
they diverge and the simulation stops with errors.
We finally implement the algorithm presented in Subsection
V-C. Then, the resulting trajectories x1, x2, . . . , x5 are shown
in Fig. 10. We see that the system is stabilized by the scattering
transformation, and they successfully converge the optimal
solution. The final estimates of the ellipsoid are illustrated in
Fig. 7, where we see that every camera successfully computes
an ellipsoid tightly enclosing the human.
The problem of slow convergence is left as a future work.
Application of the technique in [40] can be an option.
2We can prove that if the initial estimate of Q is positive definite, they
remain positive definite, over which the optimization problem is ensured to
be convex, for all subsequent time. See Lemma 5 in [34] for more details.
VII. CONCLUSION
In this paper, we have addressed a class of distributed
optimization problems in the presence of the inter-agent com-
munication delays. To this end, we first have focused on
unconstrained distributed optimization problem, and presented
a passivity-based perspective for the PI consensus-based dis-
tributed optimization algorithm. We then have proved that
the inter-agent communication delays can be integrated while
ensuring the convergence property using scattering transfor-
mation. Moreover, we have extended the results to distributed
optimization with local inequality constraints, and presented a
passivity-based solution both in the absence and presence of
delays. Finally, the present algorithm has been applied to a
visual human localization problem.
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