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Abstract
The existing results in membrane computing refer mainly to the P systems characterization of
Turing computability, and to some polynomial solutions to NP-complete problems by using an
exponential workspace created in a “biological way”. In this paper we deﬁne an operational se-
mantics of these P systems, and give a translation of the operational semantics into rewriting logic.
We present some results regarding this translation, including an operational correspondence, and
discuss why such a translation is relevant in order to take advantage of good features of both
structural operational semantics and rewriting logic.
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1 Membrane Systems
Membrane systems represent a new abstract model of parallel and distributed
computing inspired by cell compartments and molecular membranes [7]. A
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cell is divided in various compartments, each compartment with a diﬀerent
task, and all of them working simultaneously to accomplish a more general
task of the whole system. The membranes of a P system determine regions
where objects and evolution rules can be placed. The objects evolve according
to the rules associated with each region, and the regions cooperate in order
to maintain the proper behaviour of the whole system. P systems provide a
nice abstraction for parallel systems, and a suitable framework for distributed
and parallel algorithms [4]. It is desirable to ﬁnd more connections with
various ﬁelds of computer science, including implementations and executable
speciﬁcations. From the programming point of view, a programming language
inspired of the membrane systems does not exist yet. There exist some simula-
tors, both sequential and parallel. A ﬂexible Web-based simulator is available
at http://psystems.ieat.ro. It does not require any previous knowledge of
P systems, or expertise in computers.
A detailed description of the P systems can be found in [7]. A P system
consists of several membranes that do not intersect, and a skin membrane,
surrounding them all. The membranes delimit regions, and contain multisets
of objects, as well as evolution rules. Only rules in a region delimited by
a membrane act on the objects in that region. Moreover, the rules must
contain target indications, specifying the membrane where objects are sent
after applying the rule. The objects can pass through membranes, in two
directions: they can be sent out of the membrane which delimits a region
from outside, or can be sent in one of the membranes which delimit a region
from inside, precisely identiﬁed by its label. The membranes can be dissolved;
this action is important when discussing about adaptive executions. When
such an action takes place, all the objects of the dissolved membrane remain
free in the membrane placed immediately outside, but the evolution rules of
the dissolved membranes are lost. The skin membrane is never dissolved. The
application of evolution rules is done in parallel, and it is eventually regulated
by priority relationships between rules.
A P system has a certain structure represented by a tree (with the skin as
its root), or by a string of correctly matching parentheses, placed in a unique
pair of matching parentheses; each pair of matching parentheses corresponds
to a membrane. Graphically, a membrane structure is represented by a Venn
diagram in which two sets can be either disjoint, or one the subset of the other.
The membranes are labelled in a one-to-one manner. A membrane without
any other membrane inside is said to be elementary. The space outside the
skin membrane is called the outer region.
Formally, a P system is a structure Π = (O, μ, w1, . . . , wm, (R1, ρ1),. . . ,
(Rm, ρm), io), where:
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(i) O is an alphabet of objects;
(ii) μ is a membrane structure;
(iii) wi are the initial multisets over O associated with the regions deﬁned by μ;
(iv) Ri are ﬁnite sets of evolution rules over O associated with the membranes,
of typical form u → v, with u a multiset over O and v a multiset containing
paired symbols of the form (c, here), (c, inj), (c, out) and the dissolving
symbol δ;
(v) ρi is a partial order relation over Ri, specifying a priority relation among
the rules: (r1, r2) ∈ ρi iﬀ r1 > r2 (i.e., r1 has a higher priority than r2);
(vi) i0 is either a number between 1 and m specifying the output membrane of
Π, or it is equal to 0 indicating that the output is the outer region.
Since the skin is not allowed to be dissolved, we consider that the rules of
the skin do not involve δ. These are the general P systems, or transition P
systems; many other variants and classes were introduced [7].
The membrane structure and the multisets in Π determine the initial con-
ﬁguration of the system. We can pass from a conﬁguration to another one by
using the evolution rules. This is done in parallel: all objects, from all mem-
branes, which can be the subject of local evolution rules, as prescribed by the
priority relation, should evolve simultaneously. However, an object introduced
by a rule cannot evolve at the same step by means of another rule. The use
of a rule u → v in a region with a multiset w means to subtract the multiset
identiﬁed by u from w, and then adding the objects of v according to the form
of the rule. If an object appears in v in the form (c, here), then it remains in
the same region. If we have (c, inj), then a copy of c is introduced in the child
membrane with the label j; if a child membrane with the label j does not
exist, then the rule cannot be applied. If we have (c, out), then a copy of the
object c is introduced in the membrane placed immediately outside the region
of the rule u → v. If the special symbol δ appears in v, then the membrane
which delimits the region is dissolved; in this way, all the objects in this region
become elements of the region placed immediately outside, while the rules of
the dissolved membrane are removed.
Example 1.1 We consider an example of a P system with dissolving and
priorities ingredients; it is taken from [7], page 71. This P system Π2 is
generating values of the form n2 for n ≥ 1.
Π2 = (O, μ, w1, w2, w3, (R1, ρ1), (R2, ρ2), (R3, ρ3), 1), (1)
O = {a, b, d, e, f}, μ = [1[2[3 ]3 ]2 ]1, (2)
w1 = λ,R1 = ∅, ρ1 = ∅, w2 = λ, ρ2 = {(r1, r2)}, (3)
R2 = {b → (d, here), d → (de, here), r1 : ff → (f, here), r2 : f → δ}, (4)
w3 = af, R3 = {a → (ab, here), a → (b, here)δ, f → (ff, here)}, ρ3 = ∅ (5)
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a→ (ab, here)
a→ (b, here)δ
f → (ff, here)
b→ (d, here)
d→ (de, here)
(ff → (f, here)) > (f → δ)
Fig. 1. The initial conﬁguration of a P system generating n2
The initial conﬁguration is given in Figure 1.
Since no object is free in membranes 1 and 2, the only possibility to start
is by using the rules of membrane 3 together with its free objects a and f .
Using the rules a → (ab, here) and f → (ff, here) in parallel for the available
occurrences of a and f , after n ≥ 1 steps we get n occurrences of b and
2n occurrences of f . At any moment we can use a → (b, here)δ instead of
a → (ab, here), and consequently we get n + 1 occurrences of b and 2n+1
occurrences of f , followed by the process of dissolving membrane 3. Region 3
disappears, its rules are lost, and its objects move to region 2. The obtained
conﬁguration is [
1
[
2
bn+1f 2
n+1
, b → (d, here), d → (de, here), r1 : ff →
(f, here), r2 : f → δ, r1 > r2, ]2 ]1. According to the priority relation, the
rule ff → f is used as much as possible. In one step bn+1 are transformed in
dn+1, while the number of f occurrences is divided by two. Then, in the next
step, n + 1 occurrences of e are produced, and the number of f occurrences
is divided again by two. At each step, further n + 1 occurrences of e are
produced. Finally, after n + 1 steps (n steps when the rule ff → (f, here)
is used, and one when using the rule f → δ), membrane 2 is dissolved, its
rules are removed, and its objects move to the skin region. The number of the
objects e is the square of the number of d. Consequently, Π2 generates values
of the form n2, for n ≥ 1.
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The existing results regarding the P systems refer mainly to their expressive
power and complexity, namely to their characterization of Turing computabil-
ity (universality is obtained even with a small number of membranes, and with
rather simple rules ), and the polynomial solutions to NP-complete problems
by using an exponential workspace created in a “biological way” (membrane
division, string replication, etc.). Other types of formal results are given by
normal forms, hierarchies, connections with various formalisms.
In this paper we refer to an operational semantics of the P systems, dis-
cussing an encoding of P systems in rewriting logic, and proving some results
regarding this encoding. The structure of the paper is as follows. Section 2
presents the inductive deﬁnition of the membrane structure, the sets of the
conﬁgurations for a P system, and the transition steps between the conﬁgu-
rations. Section 3 presents an operational semantics of P systems considering
each of the transition steps: maximal parallel rewriting, parallel communica-
tion, and parallel dissolving. Rewriting Logic and Maude are shortly described
in Section 4, and then we translate the operational semantics of P systems into
Maude. The relationship between the operational semantics of P systems and
Maude rewriting is given in Section 5 by operational correspondence results.
Conclusion and references end the paper.
2 Conﬁgurations and Transitions
An alphabet is a ﬁnite non-empty set of symbols. Let O be an alphabet of
objects. Then we denote by O∗ the free monoid generated by O with the con-
catenation operation (denoted by .) obeying the axioms of associativity and
identity element (let this be empty). Moreover we consider the free commuta-
tive monoid generated by O denoted by O∗c with the elements called multisets.
Objects are enclosed in messages together with a target indication. There-
fore there are here messages of typical form (w, here), out messages (w, out),
and in messages (w, inL). For the sake of simplicity, hereinafter we consider
that the messages with the same target indication merge into one message:∏
i∈I(vi, here) = (w, here),
∏
i∈I(vi, inL) = (w, inL),
∏
i∈I(vi, out) = (w, out),
with w =
∏
i∈I vi, I a non-empty set, and (vi)i∈I a family of multisets over O.
Let M+, N+ range over non-empty sets of sibling membranes, Mi over
membranes, and L over labels. The membranes preserve the initial labelling,
evolution rules and priority relation among them in all subsequent conﬁgura-
tions. Therefore in order to describe a membrane we consider its label and
the current multiset of objects together with its structure. We use the map-
pings rules and priority to associate to a membrane label the set of evolution
rules and the priority relation : rules(Li) = Ri, priority(Li) = ρi, and the
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projections L and w which return from a membrane its label and its current
multiset, respectively.
The set M(Π) of membranes for a P system Π, and the membrane struc-
tures are inductively deﬁned as follows:
• if L is a label, and w is a multiset over O∪(O×{here})∪(O×{out})∪{δ},
then 〈 L |w 〉 ∈ M(Π); 〈L |w 〉 is called simple (or elementary) membrane,
and it has the structure 〈〉;
• if L is a label, w is a multiset over O∪(O×{here})∪(O×{inL(Mj )|j ∈ [n]})∪
(O × {out}) ∪ {δ}, M1, . . . ,Mn ∈ M(Π), n ≥ 1, where each membrane Mi
has the structure μi, then 〈L|w ; M1, . . . ,Mn 〉 ∈ M(Π); 〈L|w ; M1, . . . ,Mn 〉
is called a composite membrane, and it has the structure 〈μ1, . . . , μn〉.
Let M∗(Π) be the free commutative monoid generated by M(Π) with the
operation (, ) and the identity element empty. We deﬁne M+(Π) as the set
of elements from M∗(Π) excluding the identity element. An element from
M+(Π) is either a membrane, or a set of sibling membranes.
A conﬁguration for a P system Π is a skin membrane which has no messages
and no dissolving symbol δ, i.e., the multisets of all regions are elements in
O∗c . We denote by C(Π) the set of conﬁgurations for Π.
An intermediate conﬁguration is an arbitrary skin membrane in which we
may ﬁnd messages or the dissolving symbol δ. We denote by C#(Π) the set of
intermediate conﬁgurations.
Each P system has an initial conﬁguration which is characterized by the
initial multiset of objects for each membrane and the initial membrane struc-
ture of the system. For two conﬁgurations C1 and C2 of Π, we say that there
is a transition from C1 to C2, and write C1 ⇒ C2, if the following steps are
executed in the given order:
(i) maximal parallel rewriting step, consisting of non-deterministically as-
signing objects to evolution rules in every membrane and executing them
in a maximal parallel manner;
(ii) parallel communication of objects through membranes, consisting in send-
ing existing messages;
(iii) parallel membrane dissolving, consisting in dissolving the membranes con-
taining δ.
The last two steps take place only if there are messages or δ symbols resulted
from the ﬁrst step, respectively. If the ﬁrst step is not possible, consequently
neither the other two steps, then we say that the system has reached a halting
conﬁguration. We present shortly an operational semantics of the P systems,
considering each of the three steps. More details are presented in [2].
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3 Operational Semantics
3.1 Maximal Parallel Rewriting Step
We denote by
mpr
=⇒ the maximal parallel rewriting on membranes, and by
mpr
=⇒L the maximal parallel rewriting for a multiset of objects of the membrane
labelled by L (we omit the label whenever it is clear from the context).
Deﬁnition 3.1 The irreducibility property w.r.t. the maximal parallel rewrit-
ing relation for multisets of objects, membranes, and for sets of sibling mem-
branes is deﬁned as follows:
• a multiset of messages and dissolving symbol δ is L-irreducible;
• a multiset of objects w is L-irreducible iﬀ there are no rules in rules(L)
applicable to w w.r.t. the priority relation priority(L);
• a simple membrane 〈 L | w 〉 is mpr-irreducible iﬀ w is L-irreducible;
• a non-empty set of sibling membranes M1, . . . ,Mn is mpr-irreducible iﬀ
Mi is mpr-irreducible for every i ∈ [n];
• a composite membrane 〈L|w;M1, . . . ,Mn〉, with n ≥ 1, is mpr-irreducible
iﬀ w is L-irreducible, and the set of sibling membranes M1, . . . ,Mn is mpr-
irreducible.
Deﬁnition 3.2 Let M be a membrane labelled by L, and w a multiset of
objects. A non-empty multiset R = (u1 → v1, . . . , un → vn) of evolution rules
is (L,w)-consistent if:
- R ⊆ rules(L),
- w = u1 . . . unz, so each rule r ∈ R is applicable on w,
- (∀r ∈ R, ∀r′ ∈ rules(L)) r′ applicable on w implies (r′, r) /∈ priority(L),
- (∀r′, r′′ ∈ R) (r′, r′′) /∈ priority(L),
- the dissolving symbol δ has at most one occurrence in the multiset v1 . . . vn.
Maximal parallel rewriting relation
mpr
=⇒ is deﬁned by the following infer-
ence rules:
For each w = u1 . . . unz ∈ O
+
c such that z is L-irreducible, and (L,w)-
consistent rules (u1 → v1, . . . , un → vn),
(R1)
u1 . . . unz
mpr
=⇒L v1 . . . vnz
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For each w ∈ O+c , w
′ ∈ (O ∪Msg(O) ∪ {δ})+c , and labels L,
(R2)
w
mpr
=⇒L w
′
〈 L | w 〉
mpr
=⇒ 〈 L | w′ 〉
For each w ∈ O+c , w
′ ∈ (O ∪Msg(O) ∪ {δ})+c , M+,M
′
+ ∈M
+(Π),
(R3)
w
mpr
=⇒L w
′,M+
mpr
=⇒ M ′+
〈 L | w ; M+ 〉
mpr
=⇒ 〈 L | w′ ; M ′+ 〉
For each w ∈ O+c , w
′ ∈ (O ∪ Msg(O) ∪ {δ})+c , and mpr-irreducible M+ ∈
M+(Π),
(R4)
w
mpr
=⇒L w
′
〈 L | w ; M+ 〉
mpr
=⇒ 〈 L | w′ ; M+ 〉
For each L-irreducible w ∈ O∗c , and M+,M
′
+ ∈M
+(Π),
(R5)
M+
mpr
=⇒ M ′+
〈 L | w ; M+ 〉
mpr
=⇒ 〈 L | w ; M ′+ 〉
For each M,M ′ ∈M(Π), and M+,M
′
+ ∈M
+(Π),
(R6)
M
mpr
=⇒ M ′,M+
mpr
=⇒ M ′+
M,M+
mpr
=⇒ M ′,M ′+
For each M,M ′ ∈M(Π), and mpr-irreducible M+ ∈M
+(Π),
(R7)
M
mpr
=⇒ M ′
M,M+
mpr
=⇒ M ′,M+
Proposition 3.3 Let Π be a P system. If C ∈ C(Π) and C ′ ∈ C#(Π) such
that C
mpr
=⇒ C ′, then C ′ is mpr-irreducible.
3.2 Parallel Communication of Objects
We say that a multiset w is here-free/inL-free/out-free if it does not contain
any here/inL/out messages, respectively. For w a multiset of objects and
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messages, we introduce the operations obj, here, out, and inL as follows:
obj(w) is obtained from w by removing all messages,
here(w) =
⎧⎨
⎩
empty , if w is here-free
w′′ , if w = w′(w′′, here) ∧ w′ is here-free
out(w) =
⎧⎨
⎩
empty , if w is out-free
w′′ , if w = w′(w′′, out) ∧ w′ is out-free
inL(w) =
⎧⎨
⎩
empty , if w is inL-free
w′′ , if w = w′(w′′, inL) ∧ w
′ is inL-free
We recall the messages with the same target merge in one message.
Deﬁnition 3.4 The tar-irreducibility property for membranes and for sets
of sibling membranes is deﬁned as follows:
• a simple membrane 〈 L | w 〉 is tar-irreducible iﬀ L = Skin ∨ (L=Skin ∧
w out-free);
• a non-empty set of sibling membranes M1, . . . ,Mn is tar-irreducible iﬀ Mi
is tar-irreducible for every i ∈ [n];
• a composite membrane 〈 L | w ; M1, . . . ,Mn 〉, n ≥ 1, is tar-irreducible
iﬀ: L = Skin ∨ (L = Skin ∧ w is out-free), w is inL(Mi)-free for every
i ∈ [n], w(Mi) is out-free for all i ∈ [n], and the set of sibling membranes
M1, . . . ,Mn is tar-irreducible.
Parallel communication relation
tar
=⇒ is deﬁned by the following inference
rules:
For each tar-irreducible M1, . . . ,Mn ∈ M
+(Π) and multiset w such that
here(w) = empty, or L = Skin ∧ out(w) = empty, or it exists i ∈ [n] with
inL(Mi)(w)out(w(Mi)) = empty or here(w(Mi)) = empty,
(C1)
〈 L | w ; M1, . . . ,Mn 〉
tar
=⇒ 〈 L | w′ ; M ′1, . . . ,M
′
n 〉
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where
w′ =
⎧⎨
⎩
obj(w) out(w(M1)) . . . out(w(Mn)) , if L = Skin
obj(w) (out(w), out) out(w(M1)) . . . out(w(Mn)) , otherwise
and
w(M ′i) = obj(w(M
′
i)) inL(Mi)(w), for all i ∈ [n]
For each M1, . . . ,Mn,M
′
1, . . . ,M
′
n ∈M
+(Π), and multiset w,
(C2)
M1, . . . ,Mn
tar
=⇒ M ′1, . . . ,M
′
n
〈 L | w ; M1, . . . ,Mn 〉
tar
=⇒ 〈 L | w′′ ; M ′′1 , . . . ,M
′′
n 〉
where
w′′ =
⎧⎨
⎩
obj(w) out(w(M ′1)) . . . out(w(M
′
n)) if L = Skin,
obj(w) (out(w), out) out(w(M ′1)) . . . out(w(M
′
n)) otherwise,
and each M ′′i is obtained from M
′
i by replacing its resources by
w(M ′′i ) = obj(w(M
′
i)) inL(M ′i)(w), for all i ∈ [n]
For each multiset w such that here(w) out(w) = empty,
(C3)
〈 Skin | w 〉
tar
=⇒ 〈 Skin | obj(w) 〉
For each M,M ′ ∈M(Π), and tar-irreducible M+ ∈M
+(Π),
(C4)
M
tar
=⇒ M ′
M,M+
tar
=⇒ M ′,M+
For each M ∈M(Π), M+ ∈ M
+(Π),
(C5)
M
tar
=⇒ M ′,M+
tar
=⇒ M ′+
M,M+
tar
=⇒ M ′,M ′+
Proposition 3.5 Let Π be a P system. If C ∈ C#(Π) with messages and
C
tar
=⇒ C ′, then C ′ is tar-irreducible.
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3.3 Parallel Membrane Dissolving
If the special symbol δ occurs in the multiset of objects of a membrane labelled
by L, the membrane is dissolved, its evolution rules and the associated priority
relation are lost, and its contents (objects and membranes) is added to the
contents of the immediately larger region. We consider the extension of the
operator w (previously deﬁned over membranes) to non-empty sets of sibling
membranes by setting w(M1, . . . ,Mn) = w(M1) . . . w(Mn). We say that a
multiset w is δ-free if it does not contain the special symbol δ.
Deﬁnition 3.6 The δ-irreducibility property for membranes and for sets of
sibling membranes is deﬁned as follows:
• a simple membrane is δ-irreducible;
• a non-empty set of sibling membranes M1, . . . ,Mn is δ-irreducible iﬀ every
membrane Mi is δ-irreducible, for 1 ≤ i ≤ n;
• a composite membrane 〈L |w ; M+ 〉 is δ-irreducible iﬀ M+ is δ-irreducible,
and w(M+) is δ-free.
Parallel dissolving relation
δ
=⇒ is deﬁned by the following inference rules:
For each two multisets of objects w1, w2, and labels L1, L2,
(D1)
〈 L1 | w1 ; 〈 L2 | w2δ 〉 〉
δ
=⇒ 〈 L1 | w1w2 〉
For each M+ ∈M
+(Π), δ-irreducible 〈 L2 | w2δ ; M+ 〉, and label L1,
(D2)
〈 L1 | w1 ; 〈 L2 | w2δ ; M+ 〉 〉
δ
=⇒ 〈 L1 | w1w2 ; M+ 〉
For each M+ ∈M
+(Π), δ-free multiset w2, and labels L1, L2,
(D3)
〈 L2 | w2 ; M+ 〉
δ
=⇒ 〈 L2 | w
′
2 〉
〈 L1 | w1 ; 〈 L2 | w2 ; M+ 〉 〉
δ
=⇒ 〈 L1 | w1 ; 〈 L2 | w′2 〉 〉
For each M+,M
′
+ ∈ M
+(Π), δ-free multiset w2, multisets w1, w
′
2, and labels
L1, L2
(D4)
〈 L2 | w2 ; M+ 〉
δ
=⇒ 〈 L2 | w
′
2 ; M
′
+ 〉
〈 L1 | w1 ; 〈 L2 | w2 ; M+ 〉 〉
δ
=⇒ 〈 L1 | w1 ; 〈 L2 | w′2 ; M
′
+ 〉 〉
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For each M+ ∈M
+(Π), multisets w1, w2, w
′
2, and labels L1, L2
(D5)
〈 L2 | w2δ ; M+ 〉
δ
=⇒ 〈 L2 | w
′
2δ 〉
〈 L1 | w1 ; 〈 L2 | w2δ ; M+ 〉 〉
δ
=⇒ 〈 L1 | w1w′2 〉
For each M+ ∈M
+(Π), multisets w1, w2, w
′
2, and labels L1, L2
(D6)
〈 L2 | w2δ ; M+ 〉
δ
=⇒ 〈 L2 | w
′
2δ ; M
′
+ 〉
〈 L1 | w1 ; 〈 L2 | w2δ ; M+ 〉 〉
δ
=⇒ 〈 L1 | w1w′2 ; M
′
+ 〉
For each M+, N+ ∈M
+(Π), δ-irreducible 〈 L | w ; N+ 〉, and multisets w
′,
(D7)
〈 L | w ; M+ 〉
δ
=⇒ 〈 L | w′ 〉
〈 L | w ; M+, N+ 〉
δ
=⇒ 〈 L | w′ ; N+ 〉
For each M+,M
′
+, N
′
+ ∈ M
+(Π), δ-irreducible 〈 L | w ; N+ 〉, and multisets
w′, w′′,
(D8)
〈 L | w ; M+ 〉
δ
=⇒ 〈 L | w′ ; M ′+ 〉
〈 L | w ; M+, N+ 〉
δ
=⇒ 〈 L | w′ ; M ′+, N+ 〉
(D9)
〈 L | w ; M+ 〉
δ
=⇒ 〈 L | ww′ 〉 〈 L | w ; N+ 〉
δ
=⇒ 〈 L | ww′′ 〉
〈 L | w ; M+, N+ 〉
δ
=⇒ 〈 L | ww′w′′ 〉
(D10)
〈 L | w ; M+ 〉
δ
=⇒ 〈 L | ww′ 〉 〈 L | w ; N+ 〉
δ
=⇒ 〈 L | ww′′ ; N ′+ 〉
〈 L | w ; M+, N+ 〉
δ
=⇒ 〈 L | ww′w′′ ; N ′+ 〉
(D11)
〈 L | w ; M+ 〉
δ
=⇒ 〈 L | ww′ ; M ′+ 〉 〈 L | w ; N+ 〉
δ
=⇒ 〈 L | ww′′ ; N ′+ 〉
〈 L | w ; M+, N+ 〉
δ
=⇒ 〈 L | ww′w′′ ; M ′+, N
′
+ 〉
Proposition 3.7 Let Π be a P system. If C ∈ C#(Π) is mpr- and tar-
irreducible and C
δ
=⇒ C ′, then C ′ is δ-irreducible.
It is easy to see that C ∈ C(Π) iﬀ C is mpr-irreducible, tar-irreducible,
and δ-irreducible.
Formally, a transition step between two conﬁgurations C,C ′ ∈ C(Π) is given
by: C ⇒ C ′ iﬀ C and C ′ are related by one of the following relations:
either C
mpr
=⇒;
tar
=⇒ C ′, or C
mpr
=⇒;
δ
=⇒ C ′, or C
mpr
=⇒;
tar
=⇒;
δ
=⇒ C ′.
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Proposition 3.8 The relation ⇒ is well-deﬁned over the set C(Π) of conﬁg-
urations.
Examples of inference trees, as well as the proofs of the results are presented
in [2]. We have shortly presented the operational semantics just to give sense
to the following translation of P systems in rewriting logic.
4 Translating P Systems into Rewriting Logic
We refer to Rewriting Logic by using Maude [5]. Maude is essentially a mathe-
matical language. Maude is also a software system supporting rewriting logic.
A Maude program can be seen as a logical theory, and a Maude computa-
tion as a logical deduction using the axioms speciﬁed in the program. The
foundations of Maude is given by membership equational logic and rewriting
logic. A functional module speciﬁes a theory in membership equational logic.
Mathematically, we can view such a theory as a pair (Σ, E ∪ A), where Σ is
the signature and speciﬁes the type structure, E is the collection of equations
and memberships declared in the functional module, and A is the collection
of equational attributes (e.g., assoc, comm) declared for diﬀerent operators.
A signature in rewriting logic is an equational theory (Σ, E), where Σ is an
equational signature and E is a set of Σ-equations and it describes a particular
structure for the state of a system (for instance, for string rewriting systems E
consists of the associativity axiom, for multiset rewriting systems E consists
of the associativity and commutativity axioms, and for term rewriting systems
E is empty). A rewriting theory R is a 4-tuple R=(Σ, E, L,R) where (Σ, E)
is a rewriting logic signature, L is a set whose elements are called labels, and
R is a set of labelled rewriting rules (sentences) written as r : [u]E → [v]E . In
Maude, a rewriting theory is speciﬁed by a system module.
We consider the sorts Obj, Soup, Membrane, Configuration for object
names, multisets of ingredients, membranes and conﬁgurations, respectively.
Their deﬁnitions and the relations between them are introduced by the fol-
lowing (simpliﬁed) functional module:
(mod PSCONFIGURATION is
pr QID .
sort Label . subsort Label < Qid .
sorts Obj Soup EmptyMembraneSet Membrane MembraneSet Configuration .
subsort Obj < Soup .
subsort EmptyMembraneSet Membrane < MembraneSet .
op empty : -> Soup .
op __ : Soup Soup -> Soup [assoc comm id: empty] .
op empty : -> EmptyMembraneSet .
op <_|_> : Label Soup -> Membrane .
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op _‘,_ : MembraneSet MembraneSet -> MembraneSet [assoc comm id: empty] .
op <_|_;_> : Label Soup MembraneSet -> Membrane .
op ‘{_‘} : Membrane -> Configuration .
endm)
The sort Soup represents the multiset type with two constructors: empty
and . The second constructor is required to satisfy the structural laws
of associativity, commutativity, and it has the identity empty. The subsort
relation Obj < Soup says that each object deﬁnes a particular multiset. The
sort Membrane has two constructors for the two types of membranes, ele-
mentary and composite ones. The operation ‘, on a set of membranes
is required to satisfy the structural laws of associativity, commutativity and
identity because the order of sibling membranes is irrelevant; what matters is
the relationship between membranes, if one is inside another one. An expres-
sion of the form 〈L | W 〉 corresponds to a state of an elementary membrane
labelled by L and having the multiset of objects given by W , while an expres-
sion of the form 〈L | W ; M1, . . . ,Mn〉 corresponds to a composite membrane
labelled by L with the current multiset of objects described by W and the
state of the i-th component given by Mi. The sort Configuration corre-
sponds to a P system conﬁguration; it has no subsorts and its constructor
{ } : Membrane → Configuration has as the only argument the skin mem-
brane. The intended meaning consists in starting our maximal parallel rewrit-
ing strategy only from the skin membrane in order to ensure the processing
of all membranes of the P system during a transition step.
For the communications of objects through membranes, we deﬁne a sort
Target together with two operations for sending objects out of the membrane
or in a speciﬁed membrane, such that a pair composed of a multiset of objects
and a target represents an element of sort Message.
In order to deal with the membrane dissolving, we add a sort Dissolve,
and a constant operation corresponding to the dissolving element δ.
For the evolution rules we introduce a sort MRule together with two oper-
ations corresponding to rules with or without priorities:
op _:_->_ : Priority Soup Soup -> MRule .
op _->_ : Soup Soup -> MRule .
where Priority is a subsort of Qid, and therefore is an identiﬁer. We add
a supersort of MRule, namely MRuleSet, used for giving the evolution rules
associated to a membrane, with a concatenation operation ‘, which is as-
sociative, commutative, and has an identity element none. For example a set
of rules is given through the operator rules as follows:
eq rules(M3) = (r1 : a -> (a b, here)) ,
(r2 : a -> (b, here) delta) ,
(r3 : f -> (f f, here)) .
We deﬁne 3 operators, prty, lhs, and rhs, to extract the components of a
rule description. The partial order relation over rule priorities in a membrane
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is given by the operator rho through set of pairs of related priorities. For
example the following equation describes the priority relation in a membrane
identiﬁed by the label M1:
eq rho(M1) = (r1 > r3) , (r2 > r3) .
We make intensive use of the order sorted equation logic implemented by
Maude. Therefore we consider sort Soup (for multisets of objects) to be a
subsort of DissSoup (for multisets of objects and δ’s) and of OutSoup (for
multisets of objects and out messages), DissSoup and OutSoup are subsorts
of OutDissSoup, which in turn is a subsort of MsgDissSoup (for multisets of
objects, messages, and δ’s). All these three sorts are subsorts of sort Soup?.
We also deﬁne new membrane sorts DMembrane, Membrane+ and Membrane?,
corresponding to the three new sorts DissSoup, MsgDissSoup, and Soup?,
respectively, as well as their corresponding sorts for non-empty membrane sets.
Moreover, we deﬁne a sort Configuration? for intermediate conﬁgurations.
4.1 Maude Evolution Rules
As we already emphasized, a speciﬁc feature of a P system is that it has a
tree like structure with the skin as its root, the composite membranes as its
internal nodes and the elementary membranes as its leaves. The order of the
children of a node is not important due to the associativity and commutativity
properties of the concatenation operation for membranes ‘, .
We consider two colors (operators) blue and green in order to deﬁne the
semantics of a P system in Maude:
op blue : Membrane -> Membrane? .
op blue : MembraneSet -> MembraneSet? .
op blue : Label Soup Bool -> Soup? .
op blue : Label MRuleSet Soup Bool -> Soup?.
op green : Membrane+ -> Membrane? .
op green : MembraneSet+ -> MembraneSet? .
op green : MsgDissSoup -> Soup? .
The following rule marks the commitment of the maximal parallel rewriting
step:
rl [1] : { M } => { blue(M) } .
starting with a term M of sort Configuration.
The operator blue traverses in a top-down manner the tree according to
its structure, ﬁring the maximal parallel rewriting process in every membrane
through the blue operator on Soup terms. The Boolean argument is used to
show if a dissolving rule was chosen during the current maximal parallel step
in a membrane with dissolving rules. We need this ﬂag because at most one
δ symbol is allowed in a membrane.
crl [3] : blue(< L | S ; neM >) => if PS == noprty
O. Andrei et al. / Electronic Notes in Theoretical Computer Science 156 (2006) 57–78 71
then
(if (freeDeltaRules(L) == none)
then < L | blue(L, S) ; blue(neM) >
else < L | blue(L, S, false) ; blue(neM) >
fi)
else
(if (freeDeltaRules(L) == none)
then < L | blue(L, PS, S) ; blue(neM) >
else < L | blue(L, PS, S, false) ; blue(neM) >
fi)
fi
if PS := priorities(rules(L)) .
crl [4] : blue(< L | S >) => if PS == noprty
then
(if (freeDeltaRules(L) == none)
then < L | blue(L, S) >
else < L | blue(L, S, false) >
fi)
else
(if (freeDeltaRules(L) == none)
then < L | blue(L, PS, S) >
else < L | blue(L, PS, S, false) >
fi)
fi
if PS := priorities(rules(L)) .
crl [5] : blue(neM) => blue(neM1), blue(neM2)
if neM1, neM2 := neM .
where the operator freeDeltaRules provides the non-dissolving evolution
rules of a membrane.
The multiset of objects is divided into two parts during the maximal par-
allel rewriting process: blue represents the objects available to be “consumed”
via evolution rules, while the green represents the objects resulted from ap-
plying evolution rules over the available objects (therefore the green objects
are not available). When no more rule can be applied, the blue part becomes
directly green.
crl [6] : blue(L, S) =>
green(rhs(R)) blue(L, S1)
if R, RS := rules(L) /\ S2 := lhs(R) /\ S2 S1 := S .
crl [7] : blue(L, S) => green(S)
if irreducible(L, S, rules(L)) .
The predicate irreducible returns true iﬀ the left-hand side of each evolution
rule from the membrane with the label L does not match the given soup of
objects.
For evolution rules with priorities we have adopted a stronger version: if
a rule with a higher priority is used, then no rule of a lower priority can be
used, even if the two rules do not compete for objects. First we introduce two
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more operators:
• rmLower - given a rule Rl and a set of rules RlS from a membrane, it removes
from RlS the rules with a lower priority than of Rl’s;
• allowed - a matching rule can be applied if either it does not have a priority,
or it has a maximal priority, or it has a priority and any rule with a higher
priority does not match the current soup of objects.
crl [8] : blue(L, PS, S) =>
green(rhs(R)) blue(L, rmLower(L, prty(R), PS), S1)
if R, RS1 := rules(L) /\ S2 := lhs(R)
/\ S2 S1 := S /\ allowed(L, S, R, RS1, PS) .
crl [9] : blue(L, PS, S) => green(S)
if irreducible(L, PS, S, rules(L)) .
There are four more labelled rules 6’-9’ (corresponding to rules 6-9 above) for
the case when the membrane where the rewriting takes place has at least a
dissolving rule. We consider this case because we do not allow two or more
dissolving symbols δ to appear in a membrane.
The operator green traverses the tree in a bottom-up manner as follows:
- green multisets from (O ∪Msg(O) ∪ {δ})∗C merge into one green multiset;
- a leaf becomes green if its multiset is green;
- a set of sibling subtrees (with the roots sibling nodes) becomes green is each
subtree is green;
- a subtree becomes entirely green if:
(i) the multiset of the root is green;
(ii) the subtrees determined by the children of the root form a green set of
sibling subtrees;
(iii) there are no messages to be exchanged between the root node and its
children;
(iv) the multisets corresponding to the children of the root do not contain δ.
vars Smd Smd1 : MsgDissSoup . var Sd : DissSoup .
var Sod : OutDissSoup . var So : OutSoup . var S’ : Soup? .
var neM’ : NeMembraneSet? . vars neM1+ neM2+ : NeMembraneSet+ .
rl [10] : < L | green(Smd) >, neM’ => green(< L | Smd >), neM’ .
rl [11] : < L1 | S’ ; < L | green(Smd) > > =>
< L1 | S’ ; green(< L | Smd >) > .
rl [12] : { < L | green(S) > } => { green(< L | S >) } .
rl [13] : < L | green(Sod) ; green(neM) > => green(< L | Sod ; neM >) .
rl [14] : green(Smd) green(Smd1) => green(Smd Smd1) .
rl [15] : green(neM1+), green(neM2+) => green((neM1+, neM2+)) .
In the communication stage of a green subtree, a node can send a message
only to its parent or to one of its children. The rules for each direction of com-
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munication (out and in) vary on the structure of the destination membrane.
The rules for in messages are the following:
crl [16] : < L | green(Smd) ; green(neM+) > =>
< L | green(Smd2) ; green(< L1 | Smd1 S >, M2+) >
if Smd2 (S, in(L1)) := Smd /\ < L1 | Smd1 >, M2+ := neM+ .
crl [17] : < L | green(Smd) ; green(neM+) > =>
< L | green(Smd2) ; green(< L1 | Smd1 S ; neM1+ >, M2+) >
if Smd2 (S, in(L1)) := Smd /\ < L1 | Smd1 ; neM1+ >, M2+ := neM+ .
An object sent out of the skin membrane is lost. We allow this operation
to be executed only if the skin membrane and its internal membranes are
green; in this way we follow the same communication policy as for the rest of
the membranes. Therefore for out messages we have two additional rules for
sending messages out of the skin membrane:
crl [18] : < L | green(Smd) ; green(neM+) > =>
< L | green(Smd S) ; green(< L1 | Smd1 >, M2+) >
if < L1 | Smd1 (S, out) >, M2+ := neM+ .
crl [19] : < L | green(Smd) ; green(neM+) > =>
< L | green(Smd S) ; green(< L1 | Smd1 ; neM1+ >, M2+) >
if < L1 | Smd1 (S, out) ; neM1+ >, M2+ := neM+ .
rl [20] : {< L | green(So (S, out)) >} => {< L | green(So) >} .
rl [21] : {< L | green(Smd (S, out)) ; green(neM+) >} =>
{< L | green(Smd) ; green(neM+) >} .
In a P system the dissolving process occurs after the end of the communi-
cation process. To fulﬁll this condition we allow dissolving only if there are no
messages to be sent (we use only variables of sort DissSoup and DMembrane).
By dissolving a node, all of its resources are transferred to its parent, the
rules are lost, and all of its children become children of its parent if it was an
internal node. The skin membrane is not allowed to be dissolved. The rules
for dissolving are:
crl [22] : < L | green(Sd) ; green(neDM) > =>
< L | green(Sd S1) ; green(neDM1) >
if < L1 | S1 delta >, neDM1 := neDM .
crl [23] : < L | green(Sd) ; green(neDM) > =>
< L | green(Sd S1) >
if < L1 | S1 delta > := neDM .
crl [24] : < L | green(Sd) ; green(neDM) > =>
< L | green(Sd S1) ; green((neDM1, DM2)) >
if < L1 | S1 delta ; neDM1 >, DM2 := neDM .
When the whole tree becomes green, there are no more messages or nodes
to be dissolved, and the following accomplishing rule is applied:
rl [2] : { green(M) } => { M } .
The resulting term corresponds to a conﬁguration of the P system reachable
in one transition step from the given conﬁguration.
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5 Operational Correspondence
In this section we show how the dynamics of the P systems and their corre-
sponding translation into Maude are related. Such a relationship between P
systems operational semantics and Maude rewriting relation is given by an
operational correspondence result.
Let Π be a P system Π = (O, μ, w1, . . . , wn, (R1, ρ1), . . . , (Rn, ρn), i0) hav-
ing the initial conﬁguration 〈L1 |w1 ; Mi1 , . . . ,Min 〉, {i1, . . . , in} ⊆ {2, . . . , n},
with rules(Lj) = Rj, priority(Lj) = ρj , for all membrane labels Lj , and⇒ the
transition relation between two conﬁgurations. We associate to Π a rewriting
theory R(Π) = (Σ, E, L,R) in the way we presented in the previous section.
Σ is the equational signature deﬁning sorts and operation symbols, E is the
set of Σ-equations that includes also the appropriate axioms for the associa-
tivity, commutativity and identity attributes of operators, L is the set of rule
labels, and R is the set of rewriting rules. For two diﬀerent P systems, their
associated rewriting theories diﬀer only in their signatures, more precisely in
the operators that describe the initial conﬁguration of the system: object and
priority names, membrane labels, initial multisets of objects, sets of rules and
priority relations on them.
Considering −→R(Π) the rewriting relation, we denote by −→
+
R(Π) the tran-
sitive closure of −→R(Π), and by −→
∗
R(Π) the reﬂexive and transitive closure.
We deﬁne an encoding function Im : M(Π)→ (TΣ,E)Membrane, from the set of
membranes to the ground terms of sort Membrane from the associated rewrit-
ing theory, as follows:
• if M = 〈 L | w 〉, then Im(M) = < L | w >
• if M = 〈 L | w ; M1, . . . ,Mn 〉, then Im(M) = < L | w ; Im(M1) ,...,
Im(Mn) >
where L is a constant of sort Label, and w is a term of sort Soup. We extend
the encoding function Im over non-empty sets of sibling membranes by
Im(M1, . . . ,Mk) = Im(M1), . . . , Im(Mk), k ≥ 2
Restricting the domain of Im to C(Π), we obtain an encoding function
I : C(Π) → (TΣ,E)Configuration from the set of conﬁgurations to the ground
terms of sort Configuration such that I(C) = {Im(C)}, for every C ∈ C(Π).
Deﬁnition 5.1 Given two terms t, t′ ∈ (TΣ,E)Configuration, t C-rewrites to t
′,
written as t ⇒R(Π) t
′, if t →+
R(Π) t
′, and any intermediate term has the least
sort Configuration?.
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We present here some technical results, mentioning also their proof tech-
niques.
Proposition 5.2 If M+
mpr
=⇒ M ′+
tar
=⇒ M ′′+ and M
′′
+ is δ-irreducible, then
blue(Im(M+)) −→
+ green(Im(M
′′
+)).
The inference of M+
mpr
=⇒ M ′+
tar
=⇒ M ′′+ can be represented as a tree. We
prove blue(Im(M+)) −→
+ green(Im(M
′′
+)) by induction on the depth of this
inference tree.
Corollary 5.3 If M+
mpr
=⇒ M ′+
tar
=⇒ M ′′+ and M
′′
+ is δ-irreducible, then
blue(Im(M+)) −→
+ green(Im(M
′′
+)), and it does not exist M
0
+, M
0
+ = M
′′
+
such that blue(M+) −→
+ green(M0+) −→
+ green(M ′′+).
Proposition 5.4 If M+
mpr
=⇒ M ′+
δ
=⇒ M ′′+, then blue(Im(M+)) −→
+
green(Im(M
′′
+)).
We prove blue(Im(M+)) −→
+ green(Im(M
′′
+)) by induction on the depth
of the inference M+
mpr
=⇒ M ′+
δ
=⇒ M ′′+.
Corollary 5.5 If M+
mpr
=⇒ M ′+
δ
=⇒ M ′′+, then blue(Im(M+)) −→
+
green(Im(M
′′
+)), and it does not exist M
0
+, M
0
+ = M
′′
+ such that blue(M+) −→
+
green(M0+) −→
+ green(M ′′+).
Proposition 5.6 If M+
mpr
=⇒ M ′+
tar
=⇒ M ′′+
δ
=⇒ M ′′′+ , then blue(Im(M+)) −→
+
green (Im(M
′′′
+ )).
Proof is by induction on the depth of the inference tree.
Corollary 5.7 If M+
mpr
=⇒ M ′+
tar
=⇒ M ′′+
δ
=⇒ M ′′′+ , then blue(Im(M+)) −→
+
green (Im(M
′′′
+ )), and it does not exist M
0
+, M
0
+ = M
′′′′
+ such that
blue(M+) −→
+ green(M0+) −→
+ green(M ′′′+ ).
The following results describe the relationship between P systems opera-
tional semantics and Maude rewriting relation.
Theorem 5.8 [Operational Correspondence]
Let Π be a P system, and C,C ′ ∈ C(Π).
If C =⇒ C ′, then there exists a C-rewriting such that I(C) −→+
R(Π) I(C
′).
Proof: We have to consider three cases for C =⇒ C ′:
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(i) C
mpr
=⇒;
tar
=⇒ C ′. Then the following is a rewriting in R(Π):
I(C) = {Im(C)}
1
−→ {blue(Im(C))}
Cor.5.3
−−−−→
{green(Im(C
′))}
2
−→ {Im(C
′)} = I(C ′)
(ii) C
mpr
=⇒;
δ
=⇒ C ′. Then the following is a rewriting in R(Π):
I(C) = {Im(C)}
1
−→ {blue(Im(C))}
Cor.5.5
−−−−→
{green(Im(C
′))}
2
−→ {Im(C
′)} = I(C ′)
(iii) C
mpr
=⇒;
tar
=⇒;
δ
=⇒ C ′. Then the following is a rewriting in R(Π):
I(C) = {Im(C)}
1
−→ {blue(Im(C))}
Cor.5.7
−−−−→
{green(Im(C
′))}
2
−→ {Im(C
′)} = I(C ′)
Theorem 5.9 Let Π be a P system, and C an arbitrary conﬁguration. If
I(C) −→+
R(Π) t is a C-rewriting in R(Π) with t ∈ (TΣ,E)Configuration, and if
this C-rewriting contains at least one of the Maude rules 6, 6’, 8, or 8’, then
there is a conﬁguration C ′ such that C =⇒ C ′ and t =E I(C
′).
Remark 5.10 The condition that the given C-rewrite contains at least one
of the Maude rules 6, 6’, 8, or 8’, is necessary because each of these rules
applies an evolution rule in a membrane. This way we are sure that indeed C
“evolved”.
6 Conclusion
In [6] the authors provide good reasons why a basis of powerful software anal-
ysis tools consists in a formal semantic deﬁnition of concurrent languages
speciﬁed in a framework supporting both equations and rules (such tools are
obtained by them even for large languages like Java [6]). Rewriting logic is
able to unify in a rigorous way both the equations, and the rules of structural
operational semantics [9]. By using an eﬃcient implementation of rewriting
logic as Maude, a formal speciﬁcation can be automatically transformed into
an interpreter. Moreover, Maude provides a useful search command, a semi-
decision procedure for ﬁnding failures of safety properties, and also a model
checker.
In the framework of a recent bio-inspired computation model, we try to
take advantage of good features of both structural operational semantics and
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rewriting logic. In this way we use structural operational semantics to provide
a detailed step-by-step modelling of P systems computation. Operational
semantics has a simple proof-theoretic semantics, and it is well suited to model
parallel/concurrent computations; it allows mathematical reasoning and proof,
by reasoning inductively or co-inductively about the inference steps [8].
The usual meaning of “structural” in SOS refers to the control of com-
putation. For P systems, “structural” refers to both control and conﬁgura-
tion, emphasizing their strong relationship. New interesting features for SOS
approach is given by a richer notion of conﬁguration. In P systems, a con-
ﬁguration involves objects, messages, dissolving symbols, and evolution rules,
and the conﬁgurations evolves according to these ingredients. Regarding the
small-step and big-step semantics, it is worth to mention that P systems are
described in big-step style, and this is due to the parallel nature of this model.
However, each operational step of a P system is based on the contributions of
its components. Translating the natural semantics of P systems into rewriting
logic, we get a certain reﬁnement of the operational description similar to the
small-step style.
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