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Abstract
The shared-medium multi-hop nature of wireless ad hoc networks poses fundamental challenges to the design of
effective resource allocation algorithms that are optimal with respect to resource utilization and fair across different
network flows. None of the existing resource allocation algorithms in wireless ad hoc networks have realistically
considered end-to-end flows spanning multiple hops. Moreover, strategies proposed in wireline networks are not
applicable in the context of wireless ad hoc networks, due to its unique characteristics of location-dependent
contention.
In this paper, we propose a new price-based resource allocation framework in wireless ad hoc networks
to achieve optimal resource utilization and fairness among competing end-to-end flows. We build our pricing
framework on the notion of maximal cliques in wireless ad hoc networks, as compared to individual links in
traditional wide-area wireline networks. Based on such a price-based theoretical framework, we present a two-tier
iterative algorithm. Distributed across wireless nodes, the algorithm converges to a global network optimum with
respect to resource allocations. We further improve the algorithm towards asynchronous network settings, and prove
its convergence. Extensive simulations under a variety of network environments have been conducted to validate
our theoretical claims.
Index Terms
C.2.1.k Wireless communication, C.2.8.a Algorithm/protocol design and analysis, G.1.6.h Nonlinear program-
ming
I. INTRODUCTION
A wireless ad hoc network consists of a collection of wireless nodes without a fixed infrastructure.
Each node in the network forwards packets for its peer nodes, and each end-to-end flow traverses multiple
hops of wireless links from a source to a destination. Compared with wireline networks where flows
only contend at the router that performs flow scheduling (contention in the time domain), the unique
characteristics of multi-hop wireless networks show that flows also compete for shared channel if they are
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2within the interference ranges of each other (contention in the spatial domain). This presents the problem
of designing a topology-aware resource allocation algorithm that is both optimal with respect to resource
utilization and fair across contending multi-hop flows.
In previous work, fair packet scheduling mechanisms have been proposed [1], [2], [3] and shown to
perform effectively in providing fair shares among single-hop flows in wireless ad hoc networks, and
in balancing the trade-off between fairness and resource utilization. However, none of the previously
proposed algorithms has considered end-to-end flows spanning multiple hops, which reflect the reality
in wireless ad hoc networks. While these mechanisms may be sufficient for maintaining basic fairness
properties among localized flows, they do not coordinate intra-flow resource allocations between upstream
and downstream hops of an end-to-end flow, and thus will not be able to achieve global optimum with
respect to resource utilization and fairness.
Due to the complexities of such intra-flow coordinations, we are naturally led to a price-based strategy,
where prices are computed as signals to reflect relations between resource demands and supplies, and are
used to coordinate the resource allocations at multiple hops. Previous research in wireline network pricing
(e.g., [4], [5], [6]) has shown that pricing is effective as a means to arbitrate resource allocation. In these
research results, a shadow price is associated with a wireline link to reflect relations between the traffic
load of the link and its bandwidth capacity. A utility is associated with an end-to-end flow to reflect its
resource requirement. Transmission rates are chosen to respond to the aggregated price signals along end-
to-end flows such that the net benefits (the difference between utility and cost) of flows are maximized. It
has been shown that [4], [5] at equilibrium, such a price-based strategy of resource allocation may achieve
global optimum, where resource is optimally utilized. Moreover, by choosing appropriate utilities, various
fairness models can be achieved.
Unfortunately, there exist fundamental differences between multi-hop wireless ad hoc networks and
traditional wireline networks, preventing verbatim applications of the existing pricing theories. In multi-
hop wireless networks, flows that traverse the same geographical vicinity contend for the same wireless
channel capacity. This is in sharp contrast with wireline networks, where only flows that traverse the same
link contend for its capacity. When it comes to pricing, we may conveniently associate shadow prices
with individual links in wireline networks to reflect their resource demand and supply. This is not feasible
in wireless networks with the presence of location dependent contention. Due to the decentralized and
3self-organizing nature of ad hoc networks, the quest for a fully distributed and adaptive algorithm further
exacerbates the problem.
In this paper, we address these unique characteristics of wireless ad hoc networks, and follow a price-
based strategy to allocate channel bandwidth to competing multi-hop flows. The fundamental question
we seek to answer is: how much bandwidth should we allocate to each of the end-to-end flows, so that
scarce resources in a wireless network may be optimally and fairly utilized? Towards this goal, our original
contributions are two-fold. First, we build a pricing framework specifically tailored to the contention model
of wireless networks, and establish shadow prices based on the notion of maximal cliques in wireless link
contention graphs, rather than individual links as in wireline networks. In such a price-based theoretical
framework, the price of an end-to-end multi-hop flow is the aggregate of prices of all its subflows, while
the price of each of the subflows is the sum of shadow prices of all maximal cliques that it belongs to.
With our new pricing framework, by choosing the appropriate utility functions, the optimality of resource
allocations — in terms of both fairness and utilization — may be achieved by maximizing the aggregated
utility across all flows. Second, we present a two-tier distributed algorithm to compute the bandwidth
allocation for each of the end-to-end flows based on our price-based theoretical framework. The first tier
of the algorithm constitutes an iterative algorithm that determines per-clique shadow prices and end-to-
end flow resource allocations. We show that this algorithm converges to the unique equilibrium where
the aggregated utility is maximized. The second tier of the algorithm constructs the maximal cliques in a
distributed manner. To facilitate its deployment in practical network environments, the algorithm is further
improved to accommodate asynchronous communications. We have performed extensive simulations under
a variety of network settings and showed that our solution is practical for multi-hop wireless networks.
The remainder of this paper is organized as follows. We first present our price-based theoretical
framework in wireless ad hoc networks (Sec. II and Sec. III). We then proceed to design a two-tier
decentralized algorithm in Sec. IV, which is further refined to accommodate asynchrony in Sec. V. Finally,
we evaluate the performance of our algorithm in a simulation-based study (Sec. VI), discuss related work
(Sec. VII) and conclude the paper (Sec. VIII).
II. RESOURCE CONSTRAINTS IN WIRELESS AD HOC NETWORKS
In this paper, we consider a wireless ad hoc network that consists of a set of nodes V . Each node
i ∈ V has a transmission range dtx and an interference range dint, which can be larger than dtx. Packet
4transmission in such a network is subject to location-dependent contention. There exist two models for
packet transmission in wireless networks in the literature [7], generally referred to as the protocol model
and the physical model. In the case of a single wireless channel, these two models are presented as follows.
1) The Protocol Model: In the protocol model, the transmission from node i to j, (i, j ∈ V ) is successful
if (1) the distance between these two nodes dij satisfies dij < dtx; (2) any node k ∈ V , which is
within the interference range of the receiving node j, dkj ≤ dint is not transmitting. This model can
be further refined towards the case of IEEE 802.11-style MAC protocols, where the sending node
i is also required to be free of interference as it needs to receive the link layer acknowledgment
from the receiving node j. Specifically, any node k ∈ V , which is within the interference range of
the nodes i or j (i.e., dkj ≤ dint or dki ≤ dint), is not transmitting.
2) The Physical Model: This model is directly related to the physical layer characteristics. The trans-
mission from node i to j is successful if the signal-to-noise ratio at the node j, SNRij , is not
smaller than a minimum threshold: SNRij ≥ SNRthresh.
In this paper, we focus our attention on solving problems of resource allocation based on the protocol
model, with particular interest in IEEE 802.11-style MAC protocols due to their popular deployment in
realistic wireless systems. The problems of resource allocation under the physical model is beyond the
scope of this paper, and left as a future research direction. Under the protocol model, a wireless ad hoc
network can be regarded as a bidirectional graph G = (V,E). E ⊆ 2V denotes the set of wireless links,
which are formed by nodes that are within the transmission range of each other. A wireless link e ∈ E
is represented by its end nodes i and j, i.e., e = {i, j}.
In such a network, there exists a set of end-to-end flows, denoted as F . Each flow f ∈ F goes through
multiple hops in the network, passing a set of wireless links E(f). A single-hop data transmission in the
flow f along a particular wireless link is referred to as a subflow of f . Obviously, there may exist multiple
subflows along the same wireless link. We use the notation S(S ⊆ E) to represent a set of wireless links
in G, such that each of the wireless links in S carries at least one subflow, i.e., the wireless link is not
idle.
Based on the protocol model, flows in a wireless ad hoc network contend for shared resources in a
location-dependent manner: two subflows contend with each other if either the source or destination of
one subflow is within the interference range (dint) of the source or destination of the other. Among a set
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rate of all subflows in such a set may not exceed the channel capacity. Formally, we consider a wireless
link contention graph [3] Gc = (Vc, Ec), in which vertices correspond to the wireless links (i.e., Vc = S),
and there exists an edge between two vertices if the subflows along these two wireless links contend with
each other.
In a graph, a complete subgraph is referred to as a clique. A maximal clique is defined as a clique
that is not contained in any other cliques. In a wireless link contention graph, the vertices in a maximal
clique represent a maximal set of mutually contending wireless links, along which at most one subflow
may transmit at any given time.
We proceed to consider the problem of allocating rates to wireless links. We claim that a rate allocation
y = (ys, s ∈ S) is feasible, if there exists a collision-free transmission schedule that allocates ys to s.
Formally, if a rate allocation y = (ys, s ∈ S) is feasible, then the following condition is satisfied [2]:
∀q ∈ Q,
∑
s∈V (q)
ys ≤ C (1)
where Q is the set of all maximal cliques in Gc, and C is the channel capacity. For a clique q in the
wireless link contention graph Gc, V (q) ⊆ S is the set of its vertices.
Eq. (1) gives an upper bound on the rate allocations to the wireless links. In practice, however, such
a bound may not be tight, especially with carrier-sensing-multiple-access-based wireless networks (such
as IEEE 802.11). In this case, we introduce Cq, the achievable channel capacity at a clique q. More
formally, if
∑
s∈V (q) ys ≤ Cq then y = (ys, s ∈ S) is feasible. To this end, we observe that each maximal
clique may be regarded as an independent channel resource unit with capacity Cq. It motivates the use
of a maximal clique as a basic resource unit for pricing in wireless ad hoc networks, as compared to the
notion of a link in wireline networks.
We now proceed to consider resource constraints on rate allocations among flows. To facilitate discus-
sions, we define a clique-flow matrix R = {Rqf}, where Rqf = |V (q) ∩ E(f)| represents the number of
subflows that flow f has in the clique q. If we treat a maximal clique as an independent resource, then the
clique-flow matrix R represents the “resource usage pattern” of each flow. Let the vector C = (Cq, q ∈ Q)
be the vector of achievable channel capacities in each of the cliques. In a wireless ad hoc network
G = (V,E) with a set of flows F , there exists a feasible rate allocation x = (xf , f ∈ F ), if and only if
6Rx ≤ C. This observation gives the constraints with respect to rate allocations to end-to-end flows in
wireless ad hoc networks.
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Fig. 1. Resource constraints in wireless ad hoc networks: an example.
We present an example to illustrate the concepts and notations defined so far. Fig. 1(a) shows the
topology of the network, as well as its ongoing flows. The corresponding wireless link contention graph
is shown in Fig. 1(b), where the interference range is the same as transmission range (dint = dtx), and
in Fig. 1(c), where the interference range is twice as large as the transmission range (dint = 2 · dtx).
In this example, there are 4 end-to-end flows f1 = {{1, 2}, {2, 3}, {3, 4}, {4, 5}}, f2 = {{7, 6}, {6, 3}},
f3 = {{6, 3}, {3, 2}, {2, 1}} and f4 = {{5, 4}}. As such, in Fig. 1(b) there are three maximal cliques
in the contention graph: q1 = {{1, 2}, {3, 2}, {3, 4}, {3, 6}}, q2 = {{3, 2}, {3, 4}, {4, 5}, {3, 6}} and q3 =
{{3, 2}, {3, 4}, {3, 6}, {6, 7}}; in Fig. 1(c), where dint = 2 · dtx, there is only one maximal clique q1 =
{{1, 2}, {3, 2}, {3, 4}, {3, 6}, {4, 5}, {6, 7}}.
We use yij to denote the aggregated rate of all subflows along wireless link {i, j}. For example,
y12 = x1 + x3, y36 = x2 + x3. In each clique, the aggregated rate may not exceed the corresponding
channel capacity. In particular, when dint = dtx, y12 + y32 + y34 + y36 ≤ C1, y32 + y34 + y45 + y36 ≤ C2,
y32 + y34 + y36 + y67 ≤ C3. When dint = 2 · dtx, y12 + y32 + y34 + y36 + y45 + y67 ≤ C ′1.
When it comes to end-to-end flow rate allocation, the resource constraint imposed by shared wireless
channels is as follows. When dint = dtx,⎛
⎜⎜⎜⎜⎝
3 1 3 0
3 1 2 1
2 2 2 0
⎞
⎟⎟⎟⎟⎠
x ≤ C.
And when dint = 2 · dtx, (
4 2 3 1
)
x ≤ C ′.
7In summary, the unique characteristics of location-dependent contention in wireless ad hoc networks
imply a fundamentally different resource model compared to the case of wireline networks. In wireline
networks, the capacity of a link represents the constraint on flows contending for its bandwidth, which is
independent from other links. However, in the case of wireless ad hoc networks, the capacity of a wireless
link is interrelated with other wireless links in its vicinity. Such a fundamental difference calls for a new
treatment with respect to the models of resource constraints and allocations in wireless networks. Our
original contribution towards this direction is one of the highlights of this paper.
III. PRICE-BASED THEORETICAL FRAMEWORK IN WIRELESS AD HOC NETWORKS
We now formally present our new pricing framework based on previous observations with respect to
resource constraints in wireless ad hoc networks.
A. Primal problem: optimal resource allocation
We associate each end-to-end flow f ∈ F with a utility function Uf (xf ) : R+ → R+, which represents
the degree of satisfaction of its corresponding end user. Moreover, we make the following assumptions
about Uf .
– A1. On the interval If = [mf ,Mf ], the utility function Uf is increasing, strictly concave and twice
continuously differentiable.
– A2. The curvature of Uf is bounded away from zero on If : −U ′′f (xf ) ≥ 1/κf > 0.
– A3. Uf is additive so that the aggregated utility of rate allocation x = (xf , f ∈ F ) is
∑
f∈F Uf (xf ).
We investigate the problem of optimal rate allocation in the sense of maximizing the aggregated utility
function, which is also referred to as the social welfare in the literature. Such an objective achieves Pareto
optimality with respect to the resource utilization, and also realizes different fairness models — including
proportional and max-min fairness [6] — when appropriate utility functions are specified. We argue that,
the problem of optimal resource allocation in wireless ad hoc networks may be formulated as the following
non-linear optimization problem (primal problem):
P : maximize
∑
f∈F
Uf (xf ) (2)
subject to Rx ≤ C (3)
over xf ∈ If (4)
8The objective function in Eq. (2) of the optimization problem maximizes the aggregated utility of all
flows. The constraint of the optimization problem (Inequality (3)) is the resource constraint from the
shared wireless channel as discussed in Sec. II. By optimizing towards such an objective, both optimal
resource utilization and fair resource allocations may be achieved among end-to-end flows spanning
multiple hops.
B. Dual problem: clique-based pricing framework
We proceed to study how the solution to the problem P may be derived, so that optimal resource
allocation in terms of both utilization and fairness may be achieved. By the assumption A1, the objective
function of P in Eq. (2) is differentiable and strictly concave. In addition, the feasible region of the
optimization problem in Inequality (3) and (4) is convex and compact. By non-linear optimization theory,
there exists a maximizing value of argument x for the above optimization problem. Let us consider the
Lagrangian form of the optimization problem P:
L(x;µ) =
∑
f∈F
(Uf (xf )− xf
∑
q∈Q
µqRqf ) +
∑
q∈Q
µqCq (5)
where µ = (µq, q ∈ Q) is a vector of Lagrange multipliers.
Now we seek a decentralized solution where knowledge of utility functions of all flows is not needed.
The key to decentralization is to investigate its dual problem, and to decompose the problem via pricing.
Let us first consider the dual problem D of the primal problem P as follows.
D : min
µ≥0
D(µ) (6)
where
D(µ) = max
xf∈If
L(x;µ) (7)
=
∑
f∈F
max
xf∈If
(Uf (xf )− xf
∑
q:E(f)∩V (q) =∅
µqRqf ) +
∑
q∈Q
µqCq
Let us also define
λf =
∑
q:E(f)∩V (q) =∅
µqRqf (8)
In this equation, the Lagrange multipliers µq may be interpreted as the implied cost of a unit flow
9accessing the channel in the maximal clique q. More straightforwardly, µq is the shadow price of the
clique q. λf , on the other hand, may be interpreted as the shadow price of the flow f . From Eq. (8), we
may observe that flow f needs to pay for all the maximal cliques that it traverses. For each clique, the
price to pay is the product of the number of wireless links that f traverses in this clique and the shadow
price of the clique. Alternatively, since
λf =
∑
q:E(f)∩V (q) =∅
µqRqf =
∑
s:s∈E(f)
∑
q:s∈V (q)
µq (9)
the shadow price of a flow is also the aggregated price of all its subflows. For each subflow, its price is
the aggregated price of all the maximal cliques that it belongs to.
We illustrate these observations with an example, shown in Fig. 2. The wireline network shown in
Fig. 2(a) has a chain topology consisting of four links, associated with prices µ1, µ2, µ3, µ4. In this case,
the price of the flow f is λf =
∑4
l=1 µl. In comparison, though the wireless ad hoc network in Fig. 2(b)
(in this example dint = dtx) has the same topology, its maximal cliques q1 = {{1, 2}, {2, 3}, {3, 4}} and
q2 = {{2, 3}, {3, 4}, {4, 5}} are, in effect, its units for resource allocations. Let the shadow prices of these
two cliques be µ1 and µ2. The price of flow f that traverses these two cliques is given by λf = 3µ1+3µ2,
which is the sum of the product of the number of subflows of f in each clique and the shadow price of
this clique. Alternatively, the price can also be written as λf = µ1 + (µ1 +µ2) + (µ1 +µ2) +µ2, which is
the sum of the prices of its subflows. The price of each subflow is the aggregated price of all the maximal
cliques that it belongs to.
1 2 3 4 5 f
µ1 µ2
1 2 3 4 5 f
µ1 µ2 µ3 µ4
(b) Wireless ad hoc network(a) Wireline network
Fig. 2. Price-based framework: a comparison.
IV. TWO-TIER PRICE-BASED ALGORITHM FOR RESOURCE ALLOCATIONS
With an objective of promoting theory to practice, we proceed to present a decentralized two-tier
algorithm based on the clique-based theoretical pricing framework that we have presented. The objective
of the algorithm is to achieve optimal resource allocation in wireless ad hoc networks. In the first tier, we
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design an iterative algorithm that determines per-clique prices and flow rate allocations. In the second tier,
we present a decentralized algorithm to construct maximal cliques. Finally, we discuss the implementation
choices to integrate these two tiers.
A. First tier: per-clique price calculation
Treating cliques as units of resource allocation, we first present an iterative algorithm that solves the
problem P. The iterative algorithm we propose applies the gradient projection method to the dual problem
D.
Let
φf (xf ) = Uf (xf )− λfxf (10)
As λf is the shadow price of the flow f , φf (xf ) may be considered as the net benefit of the flow f ,
which is the difference between its utility and its cost. By assumption A1, φf (xf ) is strictly concave and
twice continuously differentiable. Therefore, a unique maximizer of φf (xf ) exists when
dφf (xf )
dxf
= U
′
f (xf )− λf = 0 (11)
We define such a maximizer as follows:
xf (λf ) = arg max
xf∈If
{φf (xf )} (12)
Obviously, xf (λf ) = [U ′−1f (λf )]
Mf
mf . Here xf (λf ) is generally referred to as the demand function, which
reflects the optimal rate for flow f , where its net benefit is maximized with a flow price of λf .
Now we solve the dual problem D using the gradient projection method [8]. In this method, µ is
adjusted in the opposite direction to the gradient ∇D(µ):
µq(t + 1) = [µq(t)− γ ∂D(µ(t))
∂µq
]+ (13)
where γ is the step size. D(µ) is continuously differentiable since Uf is strictly concave [8]. Thus, based
on Eq. (7), the q-dimension of the gradient is given as follows.
∂D(µ)
∂µq
= Cq −
∑
f :E(f)∩V (q) =∅
xf (λf )Rqf (14)
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Eq. (14) gives the difference between the resource capacity Cq and its load demand
∑
f :E(f)∩V (q) =∅ xf (λf )Rqf ,
which are the rates of all flows that pass this clique multiplied by the number of subflows they have in
this clique. Substituting Eq. (14) into (13), we have
µq(t + 1) = [µq(t)− γ(Cq −
∑
f :E(f)∩V (q) =∅
xf (λf (t))Rqf )]
+ (15)
Eq. (15) reflects the law of supply and demand. If the demand for bandwidth at clique q exceeds its supply
Cq, the resource constraint is violated. Thus, the clique price µq is increased. Otherwise, µq is reduced.
We summarize the first-tier iterative algorithm in Table I, where clique q and flow f are considered as
abstract entities capable of computing and communicating. In the second tier of the algorithm, details of
such entities will be presented.
Clique Price Update (by clique q): At times t = 1, 2, . . .
1 Receive rates xf (t) from all flows f where E(f) ∩ V (q) 	= ∅
2 Update price
µq(t + 1) = [µq(t)− γ(Cq −
∑
f :E(f)∩V (q) =∅ xf (t)Rqf )]
+
3 Send µq(t + 1) to all flows f where E(f) ∩ V (q) 	= ∅
Rate Update (by flow f ): At times t = 1, 2, . . .
4 Receive channel prices µq(t) from all cliques q where E(f) ∩ V (q) 	= ∅
5 Calculate
λf (t) =
∑
q:E(f)∩V (q) =∅ µq(t)Rqf
6 Adjust rate
xf (t + 1) = xf (λf (t))
7 Send xf (t + 1) to all cliques q where E(f) ∩ V (q) 	= ∅.
TABLE I
FIRST TIER: THE ITERATIVE ALGORITHM
We are now in a position to show the properties of this iterative algorithm. Let us define Y (f) =
∑
q∈Q Rqf , which leads to the definition of Y¯ = maxf∈F Y (f) as, intuitively speaking, the “length” of
the “longest” path. We further define Z(q) =
∑
f∈F Rqf , leading to the definition of Z¯ = maxq∈Q Z(q)
as the number of subflows at the most “congested” clique. Let κ¯ = maxf∈F κf , where κf is the bound
on the curvature of Uf (·) (see assumption A2).
Theorem 1. Assume that 0 < γ < 2/κ¯Y¯ Z¯, starting from any initial rates x(0)(xf ∈ If ) and prices
µ(0) ≥ 0, every limit point (x∗,µ∗) of the sequence (x(t),µ(t)) generated by the algorithm in Table I
is primal-dual optimal.
Proof: The reader is referred to Appendix B for a detailed proof. unionsq
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B. Second tier: decentralized clique construction
The first tier of the algorithm treats maximal cliques as entities that are able to perform the com-
munication and computation tasks. Obviously, these tasks need to be performed by the network nodes
that constitute the maximal clique. As a starting point, a decentralized algorithm to construct maximal
cliques is required. Since the existing maximal clique construction algorithms are centralized in nature [9],
they can not be directly applied here. Nevertheless, the unique graphical properties of the wireless link
contention graph may have the potential to facilitate efficient clique construction. Hereafter, we present
a decentralized maximal clique construction algorithm that explores the characteristics of wireless link
contention graphs. In this algorithm, the network topology is decomposed into overlapping subgraphs, and
maximal cliques are constructed based only on local topological information within each of the subgraphs.
Since only wireless links that are geographically close to each other will form an edge in the wireless
link contention graph, the communication and computational overhead is significantly reduced.
We first show the implication of topological characteristics of wireless link contention graphs when it
comes to constructing maximal cliques. Let us denote the maximal clique that contains wireless link s ∈ S
as q(s) (i.e., s ∈ V (q)), and the set of all maximal cliques that contain the wireless link s as Q(s) = {q(s)}.
We now give the subgraph of G on which Q(s) can be constructed. To facilitate discussions, we introduce
the following terms.
Definition 1 (neighbor sets). The wireless link neighbor set LN(e) of a wireless link e ∈ E is defined
as LN(e) = {e′|e ∩ e′ 	= ∅, e′ ∈ E}. Similarly, the wireless link k-neighbor set LNk(e) of e is defined by
induction: (1) LN1(e) = LN(e); and (2) LNk(e) = LN(LNk−1(e)) for k > 1. For s ∈ S ⊆ E, we further
define SNk(s) = LNk(s) ∩ S.
Theorem 2. Let graph Gc[Vc(s)] be an induced subgraph of Gc with Vc(s) = SN2(s) ⊆ Vc. Then
Gc[Vc(s)] contains sufficient and necessary topological information to construct Q(s), when dint = dtx.
And Gc[Vc(s)] contains necessary topological information to construct Q(s), when dint > dtx. Let graph
G(s) be G(s) = (V (s), E(s)) with E(s) = LS3(s) and V (s) = {i|∃s such that i ∈ s and s ∈ SN2(s)}.
G(s) is a subgraph G, and G(s) contains sufficient and necessary topological information to construct
Gc[Vc(s)].
Proof: When dint = dtx by the definitions of the wireless link contention graph and clique, it is obvious
that ∪q∈Q(s)V (q) = SN2(s). This shows that Gc[Vc(s)] contains sufficient and necessary topological
13
information to construct Q(s). Also, for any pair of s′′, s′ ∈ SN2(s), we need to know whether they contend
with each other to determine whether they are connected in Gc[Vc(s)]. Apparently, LN3(s) contains all
the topological information to construct Gc[Vc(s)]. When dint > dtx, there may exist wireless links which
interfere with each other, yet not connected by any other wireless links in the network topology. Thus
Gc[Vc(s)] only contains necessary topological information. unionsq
For wireless link s ∈ S, one of its vertices will be selected as its delegation node, denoted as v(s).
The delegation node v(s) constructs all maximal cliques q ∈ Q(s) by applying the Bierstone algorithm
[9] on graph Gc[Vc(s)].
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Fig. 3. Example of decentralized clique construction
We consider an example shown in Fig. 3. When dint = dtx, the set of wireless links SN2({1, 2}) ={{8, 3},
{3, 1}, {1, 2}, {2, 5}, {5, 14}, {6, 11}, {6, 12}} represents all the vertices that appear in Gc[Vc({1, 2})]. To
construct all the maximal cliques Q({1, 2}), the algorithm also needs to determine which wireless links
in SN2({1, 2}) contend with each other. For example, in Fig. 3, whether subflow {5, 14} contends with
{6, 12} needs to be known to determine whether they are within the same clique. This implies that the
knowledge of the wireless link {12, 14} needs to be known by the algorithm for correct clique construction.
Thus LN3({1, 2}) = SN2({1, 2}) ∪ {12, 14} needs to be known. When dint > dtx, the network topology
graph does not have sufficient information to infer all the interferences among wireless links. In this case,
the clique construction algorithm only provides an approximation solution. For practical deployment, it
will work with the measurement-based bandwidth estimation technique presented in Sec. VI, which takes
into account the interferences among wireless communications.
C. Two-tier algorithm: integration choices
In the first tier of the algorithm, maximal clique q is considered as an entity that is able to perform the
following tasks:
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1) obtain the aggregated rate ∑f :E(f)∩V (q) =∅ xfRqf within it;
2) compute the clique-based shadow price µq;
3) communicate the price µq to the flows that traverse through.
After presenting the decentralized clique construction algorithm, we now proceed to discuss how these
tasks are distributed to the network nodes that constitute the maximal clique. There are two implementation
choices.
In implementation I, one delegation node in clique q serves as a master that performs the task of price
calculation, denoted as v(q). At time t, each delegation node v(s) collects the rate of flow f which passes
it (i.e., s ∈ E(f)), computes rate ys at wireless link s according to ys(t) =
∑
f :s∈E(f) xf (t) and sends it
to the master nodes v(q) of all cliques q which s belongs to (i.e., s ∈ V (q)). The master node v(q) then
computes the new price µq(t + 1) of clique q according to
µq(t + 1) = [µq(t)− γ(Cq −
∑
s:s∈V (q)
ys(t))]
+ (16)
and distributes it to the other delegation nodes v(s) within clique q (i.e., s ∈ V (q)). After obtaining
the updated clique price µq(t + 1), v(s) computes a per hop price λs(t + 1) according to λs(t + 1) =
∑
q:s∈V (q) µq(t + 1) for each flow f that satisfies s ∈ E(f), then sends λs(t + 1) to the source of f .
For flow f , its source node performs the task of rate update. When the source node receives the per
hop prices λs(t), it computes the flow price λf (t) according to λf (t) =
∑
s:s∈E(f) λs(t) and adjusts the
rate xf according to xf (t + 1) = xf (λf (t)). It then notifies v(s) (s ∈ E(f)) of xf (t + 1).
In implementation II, every delegation node in a clique performs price calculation. In particular, it differs
from implementation I in the following aspects. At time t each delegation node v(s) broadcasts the rate
information ys to the other delegation nodes v(s′) that satisfy s′ ∈ SN2(s). As such, each delegation node
v(s) can compute the price of clique q (s ∈ V (q)) independently. Let us denote the price of clique q at
node v(s) as µq(v(s)). µq(v(s)) is calculated as follows:
µq(v(s))(t + 1) = [µq(v(s))(t)− γ(Cq −
∑
s:s∈V (q)
ys(t))]
+ (17)
Node v(s) then directly computes and communicates λs(t+1) to the source of f which satisfies s ∈ E(f).
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V. TOWARDS ASYNCHRONY: IMPROVING THE TWO-TIER ALGORITHM
Our two-tier algorithm assumes that updates at the sources and the relaying nodes are synchronized to
occur at times t = 1, 2, . . .. In realistic ad hoc network environments, however, such synchronization is
difficult to achieve. In this section, we improve the algorithm to an asynchronous setting, where sending
rates and clique prices are updated at different times at different nodes.
First, we briefly introduce the asynchronous model that will be used for our algorithm in the context
of implementation I. Let T = {0, 1, 2, ...} be the set of time instances at which either rates or prices are
updated. In particular, we define
1) Tq ⊆ T — the set of time instances at which master node v(q) updates µq;
2) T λs ⊆ T — the set of time instances at which delegation node v(s) updates λs;
3) Tf ⊆ T — the set of time instances at which the source of flow f updates xf ;
4) T ys ⊆ T — the set of time instances at which delegation node v(s) updates ys.
The asynchronous model further makes the following assumption.
– A4. (Partial Asynchronism) There exists a positive integer B such that:
1) For every flow f , clique q and wireless link s, the time between consecutive updates is bounded
by B for both price and rate updates.
2) One-way communication delay between any two nodes is at most B time units.
This partial asynchronism model is first discussed in [10] and is then adopted by Low et al. in the
context of wireline networks [5]. Now we improve our two-tier resource allocation algorithm and analyze
its convergence under this asynchronous model.
In the asynchronous environment, node v(q), which updates the price µq(t) at time t ∈ Tq, may not
have the knowledge of rate information ys(t). Instead, it only knows a sequence of recent rate updates
ys((τ
q
s )
1), ys((τ
q
s )
2), . . ., that satisfy1:
t−B ≤ (τ qs )1 ≤ (τ qs )2 ≤ ... ≤ t (18)
Thus, node v(q) estimates the rate yˆqs(t) by using a weighted average of recent values as follows:
yˆqs(t) =
t∑
t′=t−B
αqs(t
′, t)ys(t′) with
t∑
t′=t−B
αqs(t
′, t) = 1 (19)
1Note that such τqs exists under assumption A4.
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Further, node v(q) computes the price of clique q according to the following, which is essentially Eq. (15)
with the load
∑
f :E(f)∩V (q) =∅ xf (λf (t))Rqf replaced by its estimation yˆqs(t).
µq(t + 1) = [µq(t)− γ(Cq −
∑
s:s∈V (q)
yˆqs(t))]
+
, ∀t ∈ Tq (20)
At all times t /∈ Tq, µq is unchanged, i.e., µq(t + 1) = µq(t).
Similarly, to compute the per hop price λs(t) at time t ∈ T λs , node v(s) estimates the clique price µˆsq(t)
according to
µˆsq(t) =
t∑
t′=t−B
αsq(t
′, t)µq(t′) with
t∑
t′=t−B
αsq(t
′, t) = 1 (21)
and calculates per hop price according to
λs(t + 1) =
∑
q:s∈V (q)
µˆsq(t) , ∀t ∈ T λs (22)
At time t /∈ T λs , λs is unchanged, i.e., λs(t + 1) = λs(t).
At time t ∈ Tf , the source of f estimates its flow price according to
λˆf (t) =
∑
s:s∈E(f)
λˆfs (t) (23)
where
λˆfs (t) =
t∑
t′=t−B
αfs (t
′, t)λs(t′) with
t∑
t′=t−B
αfs (t
′, t) = 1 (24)
and computes its rate according to
xf (t + 1) = xf (λˆf (t)) , ∀t ∈ Tf (25)
At time t /∈ Tf , xf is unchanged, i.e., xf (t + 1) = xf (t).
At time t ∈ T ys , node v(s) calculates ys as follows.
ys(t + 1) =
∑
f :s∈E(f)
xˆsf (t) (26)
where
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xˆsf (t) =
t∑
t′=t−B
αsf (t
′, t)xf (t′) with
t∑
t′=t−B
αsf (t
′, t) = 1 (27)
At time t /∈ T ys , ys(t + 1) = ys(t).
In this algorithm, the elements of T can be viewed as the indices of the sequence of physical times
at which updates to either prices or rates occur. The sets Tf , Tq, T fs , T qs as well as the physical times
they represent need not be known to any other nodes, since their knowledge is not required in the price
and rate computation. Thus, there is no requirement for synchronizing the local clocks at different nodes.
We are able to show that, under assumption A4 our resource allocation algorithm converges to global
optimality even in asynchronous environments. Our main result is formally presented in the following
theorem.
Theorem 4. Assume that the step size γ is sufficiently small, then starting from any initial rate
x(0)(xf ∈ If ) and prices µ(0) ≥ 0, every limit point (x∗,µ∗) of the sequence (x(t),µ(t)) generated by
the asynchronous price-based resource allocation algorithm is primal-dual optimal.
Proof: The reader is referred to Appendix C for a detailed proof. unionsq
The improvements on implementation II towards asynchrony is similar to implementation I. The only
difference is that it does not need the communication between delegation nodes and master node of a
clique for its price update, as the clique prices are computed independently at delegation nodes. We
show via simulation that the asynchronous algorithm under implementation II closely matches the global
optimum at equilibrium, if the step size γ is sufficiently small, and the initial prices µq(v(s))(0) at different
delegation nodes v(s) are the same for a clique q.
VI. EMPIRICAL STUDIES
In this section, we present deployment issues of our price-based resource allocation algorithm in realistic
wireless networking environments, and evaluate its performance in an empirical study involving a set of
simulation environments.
A. Simulation Environments
We study the price-based resource allocation algorithm in three different simulation environments.
The first environment, referred to as synsim for convenience, assumes bounded communication delay and
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synchronized message updates. The second environment, referred to as asynsim for convenience, considers
the asynchronous environments in wireless ad hoc networks. In both environments, we assume that the
transmission range is the same as the interference range, both of which are 250m. We further assume
that the MAC layer scheduling is ideal in the sense that it can achieve the wireless channel capacity of
2Mbps, and the routing algorithm selects the shortest path. The third environment, referred to as realsim,
considers realistic wireless networking environments. Realsim, implemented using the ns-2 simulator,
adopts the two-ray ground reflection model as the radio propagation model and uses IEEE 802.11 DCF
as the MAC protocol. The transmission range in realsim is smaller than the interference range, which are
250m and 550m, respectively. The data transmission rate in realsim is 1Mbps. With respect to routing,
the AODV routing protocol [11] is used in realsim. In all simulation environments, the utility function
Uf (xf ) = ln(xf ) is used, which enforces proportional fairness.
B. Deployment Issues in Realistic Wireless Environments
Realistic physical and MAC layers in wireless ad hoc networks — that are reflected in realsim —
presents several challenges to deploy our price-based resource allocation algorithm. First, the achievable
channel capacity varies at different contention regions (cliques) depending on the MAC protocol. It
is usually much smaller than the ideal channel capacity and can not be known a priori. Dynamically
estimating the achievable channel capacity at different contention regions is a critical problem to deploy
our algorithm in realistic wireless environments. Second, the two-tier decentralized clique construction
and price calculation algorithm requires communication among nodes, which may introduce additional
overhead to the network. Designing an efficient communication protocol that still ensures appropriate algo-
rithm convergence is also a challenging problem. To address these challenges, we present two deployment
techniques: measurement-based bandwidth estimation and lightweight communication protocol.
1) Measurement-based bandwidth estimation: The measurement-based bandwidth estimation is based
on the approach presented in [12]. It measures the achievable bandwidth of each wireless link based on
its historical data transmission results.
As shown in Fig. 4, under the IEEE 802.11 MAC protocol, at time tr, when a packet from a particular
wireless link becomes the head-of-line packet (i.e., the first packet waiting to be transmitted), we claim
that the packet is ready. At time td, when the link layer acknowledgment is received, the packet departs.
The transmission delay of this packet is then given as td − tr, which includes a contention period. The
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Fig. 4. Measurement-based bandwidth estimation.
contention period indicates the channel bandwidth used by packet transmissions of other wireless links
within the contention region. The achievable bandwidth observed by this wireless link is then calculated
as z
td−tr , where z is the size of the packet. To achieve more accurate measurement results, we use a
window of w packets to conduct the bandwidth estimation, i.e., the bandwidth is estimated as w·z∑w
i=1 t
i
d−tir
.
The measurement-based bandwidth estimation takes into account the effect of physical layer interference
and the inefficiency of MAC protocols, as it is based on the scheduling results of packet transmissions.
2) Lightweight communication protocol: To calculate the price of each clique, only its gradient (i.e., the
difference between achievable capacity and traffic demand) needs to be known. Based on this observation,
each wireless link calculates its local gradient by monitoring its achievable bandwidth and its traffic load.
Instead of communicating both load and bandwidth information, only the gradient information is sent
along with the connectivity information to construct cliques and compute their prices. To achieve low
overhead communication, the information is sent via piggybacking. First, the local gradient information
of each wireless link is piggybacked onto the data packets of the flows passing by to notify the downstream
nodes. Second, working with the AODV routing protocol, the connectivity and local gradient information
is also piggybacked onto HELLO packets and sent at a certain time interval. Based on Theorem 2, end
nodes of subflow s cache the information within LS3(s) and transmit information within LS2(s) to their
neighboring nodes. The prices are also piggybacked onto data packets so that the destination of a flow can
notify its source via FEEDBACK packets. Such protocol provides an asynchronous information update
for price calculation and communication. As we have shown in Theorem 3, the price-based algorithm
converges to the global optimum even in such asynchronous environments.
Using the above deployment techniques, we have implemented realsim in ns-2. As shown in Fig. 5(a), the
price-based resource allocation algorithm is implemented as several components at different levels in ns-2.
At the MAC level, the bandwidth estimator measures the local achievable bandwidth to each neighboring
node. At the interface queue level, the monitor observes the backlogged traffic to each neighboring node.
Working with the bandwidth estimator, the monitor generates the local gradient for each wireless link to
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its neighbors. At the routing level, HELLO messages of the AODV routing protocol communicate the
gradient information to its neighbors. The local gradient information, together with the gradient information
received from HELLO messages, is maintained in a gradient cache table. The changes at the gradient
cache table trigger the price update component, which reads the gradient information and calculates the
clique prices. These clique prices are maintained at a price cache table. The price aggregation component
receives data packets from the routing layer. Depending on the data packet’s next hop, the price aggregation
component calculates the per hop price, and adds it to the aggregated price from the upstream hops. At
the end nodes, the receiving component retrieves the aggregated price information from the data packets
and sends back FEEDBACK packets if it observes a price change. Upon receiving FEEDBACK packets,
the sending component adjusts its sending rate based on the new price via the rate update algorithm, as
shown in Fig. 5(b).
priceAggregate
recvHello sendHello
priceUpdate
monitor
gradient
   table
price
table
Routing Agent
    (AODV)
Price Agent
IFQ Agent
forward
   MAC Agent
      (802.11)bw estimator
queueManage
scheduler
Sender Agent
  
recvFeedback sendMsg
Receiver Agent
  
sendFeedback recvMsg
... ...
data packet feedback packet signals
(a) implementation of price calculation components at relay nodes (b) implementation of price-based rate adjustment components at end nodes
Fig. 5. Implementation in ns-2 simulator.
C. Convergence
We first study the convergence behavior of our price-based resource allocation algorithm under different
simulation environments and identify the factors that affect this procedure.
1 2 3 4 5 f1
f2 f3 f4 f5
(0,0) (250,0) (500,0) (750,0) (1000,0)
Fig. 6. 4-hop chain topology
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topology (hops) 4 5 6 7 8 9 10
step size (γ) 1 0.8 0.75 0.62 0.6 0.6 0.5
number of iterations to converge 18 23 42 46 55 96 102
TABLE II
NUMBER OF ITERATIONS TOWARDS CONVERGENCE
1) Convergence speed: With appropriately tuned step sizes, we first evaluate how rapidly our algorithm
converges to the global optimum. We simulate the algorithm on chain topologies from 4 hops to 10 hops
in synsim. As an example, the 4-hop chain topology and its traffic pattern is shown in Fig. 6. In all the
experiments, the initial values of sending rates are 2 Mbps and the initial prices are 2. The results are
shown in Table II along with their corresponding step sizes, which are tuned to ensure the most efficient
convergence2. From these results, we observe that the best step sizes and the convergence time apparently
correspond to the scale of the network. In particular, the larger number of cliques through which the
longest flow passes (i.e., Y¯ ), the smaller step sizes and the more iterations are required for convergence.
We have also carried out this experiment with different initial settings of prices and rates. We observe
that the algorithm always converges regardless of the initial settings. In particular, the sending rates always
converge to a unique optimum regardless of the initial rates, and the prices may converge to different
values — all of which are dual optimal — if different initial prices are used. This is because that, at
equilibrium, only the flow price λ∗f is constrained by U ′f (x∗f ) = λ∗f , and different price vectors µ∗ may
lead to the same value of λ∗f .
2) Convergence in asynchronous environments: With asynsim, we evaluate the convergence behavior of
our algorithm in asynchronous environments. We first show the convergence behavior of implementation
I. Recall that in asynchronous models, recent updates are averaged to accommodate delayed and out-of-
order messages. In the simulation, we adopt a moving average method to specify the weight parameters.
In particular, let 0 ≤ (τ)1 ≤ (τ)2 ≤, ...,≤ (τ)m be the time instances of the received updates, then αqs is
specified as
αqs(t
′, t) = 1 if m = 1, t′ = (τ)1 (28)
αqs(t
′, t) = (1− α)m−j · α if m > 1, t′ = (τ)j, j = 1, 2, ...,m (29)
αfs , α
s
f , and αsq are defined in the same way. α is a unified parameter that represents the weight of the
2The termination criteria in synsim are |xf (t)− x∗f | ≤ ε for all f ∈ F and |µq(t)− µ∗q | ≤ ε for all q ∈ Q with ε = 10−4.
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history in estimation. When α = 0, only the most recently received update is used for estimation. We
evaluate the impact of α and step size γ on the convergence. We conduct the experiments on a 4-hop
chain topology (Fig. 6) using different values of γ and α. The experimental results are shown in Fig. 7
and Fig. 8, respectively. From the results, we have the following observations. First, at equilibrium, with
sufficient small step size (γ ≤ 0.05), independent of the choices of α, rate allocation in asynchronous
environments achieves the global optimum as in synchronous settings. This validates the theoretical claim
in Theorem 3. Second, the value of the step size that ensures the convergence and optimal rate allocation
is much smaller than the synchronous case. For example, as shown in Fig. 7, the resource allocation does
not converge to the optimum when the step size γ = 0.5, while in synchronous settings, the algorithm
converges to optimum when γ = 1. Further, the value of α affects the convergence speed, with a larger α
leading to a longer convergence time. This means that in implementation I, α = 0 can ensure the fastest
convergence to the global optimum.
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(c)   γ = 0.5
Fig. 7. Asynchronous experiments of implementation I with different step sizes γ (α = 0).
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(a)  α = 0.1
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(b)  α = 0.4
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(c)  α = 0.6
Fig. 8. Asynchronous experiments of implementation I with different weights α (γ = 0.05).
We now repeat these experiments using implementation II, with step size γ = 0.05. The results are
shown in Fig. 9. From these results, we have the following observations. First, the equilibrium rate
allocation closely matches the optimal values. Second, the value of α affects the convergence speed and
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how close the equilibrium rate allocation matches the optimum. The reason behind this observation can
be intuitively explained as follows. In implementation II, different delegation nodes have different rate
estimations for clique price calculation, depending on the value of α. Although the clique price changes
will converge to zero at each individual node, the difference between clique prices at these nodes does
not. Such difference may vary with the value of α. Yet, no matter what value α is set to, the equilibrium
rate allocation always closely matches the optimum in the simulations. This is because nodes within a
clique have relative small communication delays, hence small rate estimation differences.
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(a) α =  0.1 (b)  α = 0.4 (c)  α = 0.6
Fig. 9. Asynchronous experiments with implementation II.
3) Impact of measurement window size on convergence: Now we study the convergence behavior of
our algorithm with bandwidth estimation and evaluate the impact of measurement parameters in realsim.
We experiment with different measurement window sizes w on the 4-hop chain topology (Fig. 6). The
results are shown in Fig. 10. From the results we have the following observation. The algorithm converges
faster in the case of w = 5 than the case of w = 20, because a smaller measurement window gives faster
feedback on the channel condition. On the other hand, too small w results in imprecise measurement. This
leads to slight fluctuations at the equilibrium as shown in Fig. 10 in the case of w = 5. In what follows,
we use w = 20 as the default measurement window size, because it gives stable and precise measurement
results with acceptable convergence speed.
4) Impact of HELLO interval on convergence: We experiment with different lengths of HELLO
intervals and evaluate its impact on convergence. As shown in Fig. 11, large HELLO intervals (e.g.
interval = 20 seconds) increase the convergence time and may cause small fluctuations. The results also
show that in a static environment, a HELLO interval of less than 10 seconds can ensure convergence
with satisfactory speed and can achieve stability at equilibrium. Obviously, different lengths of HELLO
intervals also affect the overhead. Long HELLO intervals can significantly reduce the overhead. In the
24
 0
 100
 200
 300
 400
 500
 600
 0  50  100  150  200
ra
te
 (K
bp
s)
time(sec)
flow 1
flow 2
flow 3
flow 4
flow 5
 0
 100
 200
 300
 400
 500
 600
 0  50  100  150  200
ra
te
 (K
bp
s)
time(sec)
flow 1
flow 2
flow 3
flow 4
flow 5
(a) w = 5 (b) w = 20
Fig. 10. Convergence with bandwidth estimation.
following simulations, we use 1 second as the default length of the HELLO interval.
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Fig. 11. Convergence under the piggyback-based lightweight communication protocol.
5) Convergence in random networks: Now we study the convergence behavior of our algorithm with
respect to both transmission rate and throughput in a randomly generated wireless network as shown in
Fig. 12(a). This network consists of 30 nodes deployed over a 600× 600 m2 region. In the experiment,
5 flows are established between 5 different pairs of nodes to start at different time instants. Fig. 12(b)
and (c) plot the instantaneous transmission rate and throughput of each flow respectively. From these
results, we have the following observations: (1) our algorithm converges with satisfactory speed even in
relatively large scale networks (e.g., 30 node over 600× 600 region); (2) our algorithm converges when
traffic dynamically joins the network.
D. Impact of Realistic Wireless Interference
In the next set of experiments, we are interested in studying the impact of realistic wireless interference
on our algorithm.
1) Special scenarios: First, using realsim, we perform our experiments in a set of special network
topologies: the hidden terminal scenario, the exposed terminal scenario, and the race condition scenario.
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Fig. 12. Convergence in random networks.
• Hidden terminal. Fig. 13 shows one example of the hidden terminal scenario, as well as experimental
results on the convergence of the transmission rate and the throughput of our algorithm. From the
results, we observe that the algorithm performs as expected: at equilibrium, two flows share the
resource fairly. The result is obvious because the sending nodes of both flows are able to obtain
the information from each other, thus correctly constructing the clique and calculating its price. In
contrast, we also show the performance of our algorithm over a different hidden terminal scenario as
shown in Fig. 14. In this scenario, the sending nodes of the two flows are unable to communicate,
though their transmissions still interfere with each other. Thus, each wireless link treats itself as the
only link within the clique, though the correct clique construction should consist of both wireless
links. In this case, the price of a clique relies on the gradient of one wireless link, which is in turn
calculated based on the bandwidth estimation at either node 2 or node 3. Node 2 can sense the
interference from node 3, when it sends FEEDBACK packets to node 1. Similarly, node 3 can sense
the interference from node 2, when it sends the data packets. But due to their asymmetric traffic
loads, their bandwidth estimation results are different. As a result, the rate allocation of these two
flows is not fair at equilibrium.
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Fig. 13. Convergence in the hidden terminal scenario I.
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Fig. 14. Convergence in the hidden terminal scenario II.
• Exposed terminal. Due to the coordination of RTS/CTS at the MAC layer, the sending nodes are
able to communicate with each other to exchange necessary load and topology information. Fig. 15
shows that the algorithm performs correctly in the exposed terminal scenario.
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Fig. 15. Convergence in the exposed terminal scenario.
• Race condition. The result under the race condition is shown in Fig. 16. We observe that the
performance of our algorithm under the race condition is different from the hidden terminal scenario
in its delayed convergence. This is because flow f1 is unable to capture the wireless channel at the
beginning due to the unawareness of the RTS/CTS signals from the transmission of the other flow
and the unfair backoff of IEEE 802.11. Once it gets the chance to transmit, the load change will
be detected by flow f2 via bandwidth estimation, which in turn leads to the price increase of this
contention region and the rate decrease of flow f2. Via the communication between their receiving
nodes, these two flows share the same view of the network condition and the price, thus converge to an
equilibrium, where their transmission rates are the same. Although they have approximately the same
throughput at equilibrium, slight difference and fluctuation can still be observed on their instantaneous
throughput, especially compared with the results in the hidden terminal scenario in Fig. 13. This is
caused by the imprecise measurement under the race condition: IEEE 802.11 has short-term unfairness
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in its scheduling even when both flows send at the same rate, which is achievable. This problem is
rooted at the MAC protocol, and can not be resolved by our algorithm. However, as we may observe
from the results, the long term fairness can be guaranteed at the equilibrium via our price-based
algorithm.
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Fig. 16. Convergence in the race condition scenario.
2) Comparison studies: To further illustrate the meaning of contention region and the impact of
interference, we compare the equilibrium resource allocations of an ad hoc network with a wireline
network of the same topology and two ad hoc networks with different interference ranges.
First, the rate allocation and the equilibrium prices of the wireline network and the wireless ad hoc
network with a 4-hop chain topology are compared under synsim. The cliques of the ad hoc network
under synsim are the same as in Fig. 2. The results are listed in Table III. From these results we have the
following observations. First, the rate allocated to each flow in the ad hoc network is less than the rate
allocated to the corresponding flow in wireline networks. The difference lies in their different definitions
of contention regions. In the wireline network, a wireline link represents a contention region, whose
capacity is the link bandwidth. In the ad hoc network, a wireless link is no longer a contention region.
Instead, the set of wireless links, formally represented by a clique, constitutes the contention region, and
shares the channel capacity. Thus, with the same capacity of the wireless channel and the wireline link,
the throughput of the ad hoc network is lower than that of the wireline network. Second, in the wireline
network, the rates of all single-hop flows are the same. In the ad hoc network, the rates of these flows
are different. The reason is that, in the wireline network, flows f2 through f5 enjoy the same amount of
resources; while in the ad hoc network, due to location-dependent contention, f3 suffers higher contention
than f2. This is also reflected through the prices that f2 and f3 need to pay. For f2, the price is λ2 = µ1,
which equals to 1.25 at equilibrium, while the price for f3 is λ3 = µ1 + µ2, which equals to 2.5. Third,
28
x1 x2 x3 x4 x5 µ1 µ2 µ3 µ4
wireline network 0.4 1.6 1.6 1.6 1.6 0.625 0.625 0.625 0.625
ad hoc network 0.133 0.8 0.4 0.4 0.8 1.25 1.25 N/A N/A
TABLE III
RATE ALLOCATIONS AND EQUILIBRIUM PRICES IN DIFFERENT NETWORKS
in both networks, the equilibrium rate allocations for flows with different lengths are different. This is
actually the result of proportional fairness. In particular, the longer the flow, the less the rate allocated.
This observation is natural from the perspective of maximizing the aggregated utility. When the utility
functions of all flows are the same, long flows consume more resources for an unit of utility increase.
Hence, the short flows are favored.
To further illustrate the impact of interference, we compare the resource allocation on two ad hoc
networks with different interference ranges. The results are shown in Fig. 17(b) and (c). We observe that
the resource allocations are different for two networks. The reason behind this observation is that different
interference ranges lead to different contention regions as shown in Fig. 17(a). When the interference range
is 550m, the network only consists of one contention region. On the other hand, when interference range
is 250m, there are two overlapping contention regions in the network.
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Fig. 17. Comparison of different interference ranges.
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E. Overhead
Now we evaluate the overhead of our algorithm under different mobility degrees. In the simulation, 30
mobile nodes are randomly deployed on a 600 × 600 m2 network. They move according to the random
waypoint mobility model with an average node speed of 20m/s. The pause time interval is varied in the
experiment. For each simulation, the results are averaged over 10 randomly generated mobile scenarios
with the same pause time interval.
(a) normalized overall packet overhead (b) normalized FEEDBACK packet overhead
(c) HELLO packet overhead in bits per second (d) overall overhead in bits per second
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Fig. 18. Overhead.
Fig. 18(a) plots the normalized overall packet overhead, which is the ratio between the number of non-
data packets and the data packets delivered at each hop. The overall overhead includes the FEEDBACK
packets sent by the receiver of each flow, and the AODV routing packets, which include HELLO packets
that carry the price calculation information. We compare the overhead of our algorithm with the overhead
of the TCP protocol3 running over AODV. From the results, we observe that our algorithm has lower packet
overhead than TCP. This is mainly because our price-based resource allocation algorithm generates fewer
FEEDBACK packets than the ACK packets of TCP. Fig. 18(b) plots the ratio between the number of
3TCP is also considered as a form of resource allocation for end-to-end flows in existing literature [4].
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FEEDBACK packets sent at the receivers of the flows and the data packets that they receive. We observe
that fewer FEEDBACK packets are generated with lower mobility. This is because at the equilibrium
where the price is unchanged, no FEEDBACK packet needs to be sent. Moreover, because the lightweight
communication protocol uses packet piggybacking as its information delivery method, it does not introduce
many additional control packets (AODV packets) at the routing layer into the network.
We proceed to study the overhead of our algorithm in bits per second. From Fig. 18(d), we observe
that the overhead of our algorithm in bits per second is also comparable to TCP over AODV, although
our algorithm uses larger AODV HELLO packets.
To further reduce the overhead, we introduce a set of k-hop heuristic algorithms. In these heuristics,
end nodes of subflow s cache the information within LSk(s) (k ≤ 3) and transmit information within
LS
k′(s) (k′ = k − 1) to their neighbor nodes. Based on such partial knowledge of the network topology
and load, cliques are constructed, and their prices are computed approximately.
The result in Fig. 18(c) shows the overhead in bits per second incurred by HELLO packets when
heuristics with different information propagation ranges are used. Fig. 18(d) compares the overall overhead
in bits per second of the original price-based resource allocation algorithm with its heuristics. From the
results, we observe that the 2-hop heuristic has similar overhead as TCP over AODV, while 1-hop heuristic
has even smaller overhead in bits per second than TCP.
We further study the performance of these heuristics in terms of rate allocation. First we study the
aggregated utilities achieved by different heuristics and compare them with the original algorithm and
TCP. In the experiment, we consider wireless ad hoc networks at two scales. At the smaller scale, the
networks have 20 nodes deployed over a 500× 500 m2. At the larger scale, the networks have 30 nodes
deployed over a 600×600 m2 region. For each network scale, 10 topologies are randomly generated. The
original algorithm and its heuristics are simulated and compared with TCP over the same topology. The
results are shown in Fig. 19(a) and Fig. 19(b) respectively, corresponding to each network scale.
From these results, we have the following observations. First, the price-based resource allocation
algorithm and its heuristics all outperform TCP in terms of aggregated utility. In networks with a
smaller scale, the performance of the heuristics closely matches the original algorithm. This observation
is because in networks with smaller scales, the hop counts between any two nodes are small. Thus
heuristics with smaller information propagation ranges are sufficient to communicate the information for
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clique construction and price calculation. In some topologies, 1-hop heuristic can provide even better
performance than the original algorithm due to its lower overhead. In networks with larger scales, the
2-hop heuristic and the original algorithm give better performance than the 1-hop heuristic owing to more
precise clique construction. Moreover, 2-hop heuristic can sometimes outperform the original algorithm
due to its lower communication overhead.
Larger aggregated utility indicates more fair resource allocation and better resource utilization. To
further understand the results in terms of aggregated utility in Fig. 19, we plot in Fig. 20 the throughput
of each flow from the simulation result of one randomly generated 600 × 600 m2 network. The result
clearly reflects the fairness improvement achieved by our price-based resource allocation algorithms in
comparison with TCP.
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Fig. 19. Comparison of price-based resource algorithms and TCP over randomly generated networks.
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Fig. 20. Throughput comparison over a randomly generated network with 30 node deployed over a 600× 600 m2 region.
F. Impact of Mobility
In this section, we study the behavior of our algorithm over mobile ad hoc networks. In particular, we
seek to find the threshold of mobility where the convergence speed of the algorithm is not fast enough
to ensure a sufficient portion of time at equilibrium. We experiment on a specially designed mobile
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scenario as shown in Fig. 21(a). In this mobile scenario, nodes 1 is moving between location (150, 1000)
and (150, 500) observing the random waypoint model, and node 2 is moving between (150, 500) and
(150, 0). During the simulation, these two nodes will serve as the relaying nodes for flow f1 in an
interwoven fashion. The convergence behavior and the throughput under different node speeds and pause
time intervals are plotted in Fig. 21. From the figure, we can observe that the new convergence occurs after
broken routes are re-established. The results show that the algorithm converges and stays at equilibrium
for a large portion of time when the node moves at 10m/s without pause. When the node speed increases
to 20m/s, the flow spends approximately the same amount of time during the convergence and at the
equilibrium. Further increasing the node speed under this scenario may result in insufficient amount of
equilibrium time where resource is optimally allocated. Obviously, if the pause time interval is increased,
the algorithm can support higher node speeds. This is illustrated in the figure, when node speeds are
50m/s with the pause time interval as 20 seconds.
To study the impact of mobility on our algorithm over random networks, we organized the simulated
network scenarios into mobility patterns. Each mobility pattern, generated randomly, specifies a sequence
of movements. Within each mobility pattern, the mobility index specifies the average node speed and
pause time of each mobile scenario. For example, under one mobility pattern, if with index 1 a node
takes time t to move from location a to location b, then with index 2, this node will take 2× t to traverse
this distance. Our experiment ranges from mobility index 1, which corresponds to an average node speed
of 100m/s and pause time interval of 10 seconds, to mobility index 6, which corresponds to an average
node speed of 16.67m/s and pause time interval of 60 seconds. Fig. 22(a) plots the aggregated utility
of our algorithm with varied mobility indices under 4 different mobility patterns. To better understand
the performance indicated by the aggregated utility, Fig. 22(b) plots the throughput of each flow under
pattern 1 with varied mobility indices. From these results, we observe that the difference from mobility
index 4, which corresponds to an average node speed of 25m/s and pause time interval of 40 seconds, to
mobility index 6 is quite small. Moreover, even in highly mobile environments such as the ones indicated
by mobility indices smaller than 3, the performance of our algorithm still degrades reasonably with the
increased mobility.
VII. RELATED WORK
We evaluate and highlight our original contributions in light of previous related work.
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Fig. 21. Impact of node mobility.
The problem of optimal and fair resource allocation has been extensively studied in the context of
wireline networks. Among these works, pricing has been shown to be an effective approach to achieve
distributed solution for rate allocation (e.g., [4], [5], [13]). The role of price in our work is similar to [4],
[5], which reflects the relation of the demand and the supply of resources. Nevertheless, the fundamental
differences in contention models between ad hoc and wireline networks deserve a fresh treatment to this
topic. As we have emphasized, these resource allocation strategies employed in the wireline network may
not be applied directly in the context of ad hoc networks due to the unique characteristics of the shared
wireless channel.
A collection of papers have studied the use of pricing in the context of wireless networks (e.g., [14],
[15]). In these works, pricing has been used as a mechanism for optimal distributed power control. In
comparison, our work is towards different objectives and in different wireless environments. For example,
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Fig. 22. Impact of node mobility.
we study rate allocation in multi-hop wireless networks with time-slotted MAC, while most of the work
in this group study base-station-based single-hop wireless networks with CDMA. In addition, Liao et al.
[16] use price as an incentive for service class allocation in wireless LAN. Their solution, however, is
applicable in scenarios where centralized management is readily available.
There also exists work to use pricing as incentives to encourage packet relays in wireless ad hoc networks
(e.g., [17], [18]). Our work is fundamentally different from these results in the following aspects. First, in
[17] a simplified wireless ad hoc network model is used, where each node i in the network has a capacity
of Ci, which is independent from other nodes. We have shown that such a network model is not able
to correctly characterize the unique characteristics of location dependent contention in ad hoc networks.
Second, in [17], [18] a user is assumed to have limited transmission resources, and the role of pricing is
to provide adequate user incentives to forward packets for other users. The goal of optimal price setting at
each node is to maximize its net benefit. In contrast, the role of pricing in our work is to regulate channel
access and to provide globally optimal resource allocation in the sense of maximizing aggregated utility.
Resource allocation, using MAC-layer fair scheduling for single-hop MAC layer flows, has also been
studied in wireless ad hoc networks [1], [2], [3]. In comparison, we address end-to-end multi-hop flows.
It can be shown that fair resource allocation among single-hop flows may not be optimal for multi-hop
flows, due to the unawareness of bottlenecks and lack of coordination among upstream and downstream
hops. Moreover, global optimal resource allocation among multi-hop flows can not be completely reached
only by MAC-layer scheduling, which is only based on local information. Price is needed as a signal
to coordinate the global resource allocation. Finally we argue that our proposed solution for end-to-end
flows is complementary to any MAC-layer solutions, and can be implemented based on them.
35
VIII. CONCLUDING REMARKS
In this paper, we have presented a novel price-based resource allocation algorithm based on an analytical
pricing model that is specifically designed for the unique characteristics of multi-hop wireless ad hoc
networks. The original contribution incorporated in the pricing model is the association of shadow prices
with the maximal cliques in the contention graph model, rather than with individual links as in wireline
networks. Based on insights brought forth by such strategies, the algorithms proposed are fully distributed,
and arbitrate the contention among end-to-end multi-hop flows with respect to fair resource allocation.
The validity of our claims is supported by both theoretical studies and extensive simulation results. To the
best of our knowledge, there does not exist any previous work that addresses the problem of enforcing
fairness among multi-hop flows in wireless ad hoc networks, especially when a price-based approach is
utilized to design fully distributed algorithms to achieve this goal.
APPENDIX A: NOMENCLATURE
In this Appendix, we summarize important mathematical notations introduced throughout the paper.
i, j ∈ V : node i and j in network node set V
e ∈ E: wireless link e in wireless link set E
f ∈ F : flow f in multi-hop end-to-end flow set F
s ∈ S ⊆ E: wireless link s that carries traffic
E(f): set of wireless links that the flow f traverses
G = (V,E): network topology in the form of a graph
Gc = (Vc, Ec): subflow contention graph
q ∈ Q: maximal clique q in the subflow contention graph
V (q) ⊆ S: set of vertices in Gc that the clique q contains
x = (xf , f ∈ F ): vector of rate allocations for flows f ∈ F
C = (Cq, q ∈ Q): vector of achievable channel capacities for cliques q ∈ Q
R = {Rqf}, where Rqf = |V (q) ∩ E(f)|, q ∈ Q, f ∈ F : flow-clique matrix
Uf (xf ), f ∈ F : utility function for flow f
κf : curvature bound of Uf (xf ); κ¯ = maxf∈F κf
µ = (µq, q ∈ Q): vector of clique prices
λf , f ∈ F : price of flow f
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xf (λf ), f ∈ F : demand function of flow f
Y (f) =
∑
q∈Q Rqf , Y¯ = maxf∈F Y (f)
Z(q) =
∑
f∈F Rqf , Z¯ = maxq∈Q Z(q)
q(s): maximal clique that contains wireless link s ∈ S
APPENDIX B: PROOF OF THEOREM 2
Proof: First, under assumption A1 the dual objective function D(µ) is convex, lower bounded, and
continuously differentiable. For any price vector µ define ψf (µ) as
ψf (µ) =
⎧⎪⎨
⎪⎩
1
−U ′′f ((xf (µ)))
if U ′f (Mf ) ≤ λf ≤ U ′f (mf )
0 otherwise
(30)
where λf is defined as in Eq. (8), and xf (µ) = xf (λf ) = xf (
∑
q:E(f)∩V (q) =∅ µqRqf ) is defined as in
Eq. (12). By assumption A2, we have 0 ≤ ψf (µ) ≤ κf . Now we define H(µ) = diag(ψf (µ), f ∈ F ) be
a |F | × |F | diagonal matrix with diagonal elements ψf (µ). From Eq. (11) and Eq. (14) we further have
that the Hessian of D exists and is given by
∇2D(µ) = RH(µ)RT (31)
Now we show that ∇D is Lipschitz with
||∇D(ν)−∇D(µ)||2 ≤ κ¯Y¯ Z¯||ν − µ||2 (32)
for all ν,µ ≥ 0. Given any ν,µ ≥ 0, we have for some ω
∇D(ν)−∇D(µ) ≤ ∇2D(ω)(ν − µ) = RH(ω)RT (ν − µ) (33)
Hence,
||∇D(ν)−∇D(µ)||2 ≤ ||RH(ω)RT ||2 · ||ν − µ||2 (34)
As RH(ω)RT is symmetric, Y¯ = maxf∈F
∑
q∈ Q Rqf , and Z¯ = maxq∈Q
∑
f∈F Rqf , we have that
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||RH(ω)RT ||2 ≤ ||RH(ω)RT ||∞
= max
q
∑
q′
[RH(ω)RT ]qq′
= max
q
∑
q′
∑
f
ψf (ω)RqfRq′f
≤ κ¯Y¯ Z¯ (35)
Thus, the dual objective function D is lower bounded and ∇D is Lipschitz. Then, limit point µ∗ of
the sequence {µ(t)} generated by the gradient projection algorithm for the dual problem is dual optimal.
Provided 0 < γ < 2/κ¯Y¯ Z¯, let {µ(t)} be a subsequence converging to µ∗. Note that U ′f (xf ) is
defined on a compact set [mf ,Mf ], it is continuous and one-to-one. Thus, its inverse is continuous and
xf (µ) is continuous. Therefore, the subsequence {x(t) = x(µ(t))} converges to the primal optimal rate
x∗ = x(µ∗). This establishes the result of Theorem 2. unionsq
APPENDIX C: PROOF OF THEOREM 4
The proof of of Theorem 4 follows similar approach as in [10] (Section 7.5) and [5]. The key to
the proof is to show that the price adjustment remains in the descent direction. The proof of our case
is more complicated, because our two-tier algorithm has two-tier asynchrony: inter-clique asynchrony,
where clique price and flow rate updates are asynchronous, and intra-clique asynchrony, where different
delegation nodes have different estimations of a clique price.
Define vector π(t) as π(t) = µ(t + 1)− µ(t). We first show that the error in rate calculation of flow
f is bounded by the successive price change π.
Lemma C.1
1) For all t
|U ′−1f (λˆf (t))− U
′−1
f (λf (t))| ≤ κf
t−1∑
t′′=t−2B
∑
q∈Q
|πq(t′′)|Rqf (36)
2) For all t
|U ′−1f (λf (t))− U
′−1
f (λf (τ))| ≤ κf
t−1∑
t′=τ
∑
q∈Q
|πq(t′)|Rqf (37)
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Proof: First let us define µq(t) = (µq(t′′), t′′ ∈ [t − 2B, t])4 as a sequence of clique q’s price at time
instances t − 2B, t − 2B + 1, ..., t. Further we denote vector µ(t) as µ(t) = (µq(t), q ∈ Q). Now let us
define xf (;µ(t)) as
xf (;µ(t)) = U
′−1
f (
∑
s:s∈E(f)
∑
q:s∈V (q)
t∑
t′′=t−2B

qt′′µq(t
′′)) (38)
By assumption A2, we have that
0 ≤ |∂xf (;µ(t))
∂
qt′′
| ≤ κfµq(t′′)Rqf (39)
where it exists.
Let us define 1(t) = (1qt′′(t), q ∈ Q, t′′ ∈ [t− 2B, t]) as
1qt′′(t) =
⎧⎨
⎩
1, if V (q) ∩ E(f) 	= ∅, t′′ = t
0, otherwise
and (t) = (
qt′′(t), q ∈ Q, t′′ ∈ [t− 2B, t]) as

qt′′(t) =
⎧⎨
⎩
αsq(t
′′, t) ·∑min{t′′+B,t}t′=t′′ αfs (t′, t) , if s ∈ V (q) and s ∈ E(f)
0, otherwise
Note that
t∑
t′=t−B
αfs (t
′) ·
t′∑
t′′=t′−B
αsq(t
′′)µq(t′′) =
∑
t′′=t−2B
αsq(t
′′) · µq(t′′)
min{t′′+B,t}∑
t′=t′′
αfs (t
′) (40)
and
t∑
t′=t−B
αfs (t
′)
t′∑
t′′=t′−B
αsq(t
′′) = 1 (41)
Thus U ′−1f (λˆf (t)) = xf (
(t);µ(t)) and U
′−1
f (λf (t)) = xf (1(t);µ(t)), where xf (·,µ(t)) is defined in
(38). By the mean value theorem, we have for some 
˜,
|U ′−1f (λˆf (t))− U
′−1
f (λf (t))|
=
∣∣∣
∑
q∈Q,t′′∈[t−2B,t])
∂xf (
˜;µ(t))
∂
qt′′
(1qt′′(t)− 
qt′′(t))
∣∣∣
≤ κf
∣∣∣
∑
q∈Q,t′′∈[t−2B,t])
Rqfµqt′′(t)(1qt′′(t)− 
qt′′(t))
∣∣∣
4As a convention, we use t′ to represent the time instance between [t−B, t]; t′′ to represent time instance between [t− 2B, t]; and t′′′
to represent time instance between [t− 4B, t].
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≤ κf
∑
q∈Q
Rqf max
t−2B≤t′′≤t
|µq(t)− µq(t′′)|
≤ κf
t−1∑
t′′=t−2B
∑
q∈Q
Rqf |πq(t′′)|
Further, by the mean value theorem we have that
|U ′−1f (λf (t))− U
′−1
f (λf (τ))|
≤ κf
∑
q∈Q
Rqf |µq(t)− µq(τ)|
≤ κf
∑
q∈Q
Rqf
t−1∑
t′=τ
|πq(t′)|
which completes the proof of Lemma C.1 unionsq
The gradient estimation used in our asynchronous algorithm is calculated as
ξq(t) = Cq −
∑
s:s∈V (q)
yˆqs(t) (42)
where yˆqs(t) is as in Eq. (19). We further denote vector ξ(t) as ξ(t) = (ξq(t), q ∈ Q). Next we give the
bound of error in gradient estimation in terms of the successive price change π(t).
Lemma C.2: There exists a constant K1 > 0 such that
‖∇D(µ(t))− ξ(t)‖ ≤ K1
t−1∑
t′′′=t−4B
‖π(t′′′)‖ (43)
Proof: First
[∇D(µ(t)− ξ(t)]q
=
∑
s:s∈V (q)
( t∑
t′=t−B
αqs(t
′, t)
∑
f :s∈E(f)
t′∑
t′′=t′−B
αsf (t
′′, t′)xf (t′′)−
∑
f :s∈E(f)
xf (t)
)
where xf (t) is the rate of flow f if its source knows the exact flow price λf (t). Hence by [10] (Proposition
A.2), for some constant K ′1 > 0 we have
‖∇D(µ(t))− ξ(t)‖
≤ K ′1 max
q∈Q
∑
s:s∈V (q)
∣∣∣
t∑
t′=t−B
αqs(t
′, t)
∑
f :s∈E(f)
t′∑
t′′=t′−B
αsf (t
′′, t′)xf (t′′)−
∑
f :s∈E(f)
xf (t)
∣∣∣
≤ K ′1 max
q∈Q
∑
s:s∈V (q)
∑
f :s∈E(f)
max
t−2B≤t′′≤t
∣∣∣xf (t′′)− xf (t)
∣∣∣
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≤ K ′1 max
q∈Q
∑
f :E(f)∩V (q) =∅
Rqf max
t−2B≤t′′≤t
∣∣∣U ′−1f (λˆf (t′′))− U ′−1f (λf (t))
∣∣∣
Applying Lemma C.1, we have
‖∇D(p(t))− ξ(t)‖
≤ K ′1 max
q∈Q
∑
f :E(f)∩V (q) =∅
Rqf max
t−2B≤t′′≤t
|U ′−1f (λf (t))− U
′−1
f (λf (t
′′))|+ |U ′−1f (λf (t′′))− U
′−1
f (λˆf (t
′′))|
≤ K ′1 max
q∈Q
∑
f :E(f)∩V (q) =∅
Rqf max
t−2B≤t′′≤t
κf
{ t−1∑
τ=t′′
∑
q′∈Q
|πq′(τ)|Rq′f +
t′′−1∑
τ=t′′−2B
∑
q′∈Q
|πq′(τ)|Rq′f
}
= K ′1 max
q∈Q
∑
f :E(f)∩V (q) =∅
Rqfκf max
t−2B≤t′′≤t
t−1∑
τ=t′′−2B
∑
q′∈Q
|πq′(τ)|Rq′f
≤ K ′1κ¯Z¯Y¯
t−1∑
τ=t−4B
‖π(τ)‖1
Note that all norms are equivalent in finite dimensional vector space [10] (Proposition A.9). Let K1 =
K ′1κ¯Z¯Y¯ , then we complete the proof of Lemma C.2. unionsq
Now we show that ‖π(t)‖ converges to zero in the following lemma.
Lemma C.3: Provided γ is sufficiently small we have ‖π(t)‖ → 0 as t →∞.
Proof: First, by Lemma 5.1 in [10] (Section 7.5), we have that for all t, ξT (t)π(t) ≤ −(1/γ)‖π(t)‖2.
By the descent lemma [10] (Proposition A.32) and Eq. (32), we have that there exists K2 such that
D(µ(t + 1))
≤ D(µ(t)) + ‖∇D(µ(t))− ξ‖ · ‖π(t)‖ −
(1
γ
−K2
)
‖π(t)‖2
Applying Lemma C.2, we have
D(µ(t + 1))
≤ D(µ(t))−
(1
γ
−K2
)
‖π(t)‖2 + K1
t−1∑
t′′′=t−4B
‖π(t)‖2 (44)
Summing (44) over all t, we have
D(µ(t + 1))
≤ D(µ(0))−
(1
γ
−K2 − (4B + 1)K1
)
·
t∑
τ=0
‖π(τ)‖2 (45)
Choose γ sufficiently small such that 1
γ
− K2 − (4B + 1)K1 > 0. Since D(µ(t)) is lower bounded,
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letting t →∞, we must have ∑∞t=0 ‖π(t)‖2 < ∞, and hence
‖π(t)‖ → 0 as t →∞ (46)
Summarizing above results, we establish Theorem 4. unionsq
Proof of Theorem 4:
We first prove that the various errors due to asynchronism all converge to zero. First
|λˆf (t)− λf (t)| = |
∑
s:s∈E(f)
t∑
t′=t−B
αfs (t
′, t)
∑
q:s∈V (q)
t′∑
t′′=t′−B
µq(t
′′)−
∑
s:s∈E(f)
∑
q:s∈V (q)
µq(t)|
≤ max
t′′∈[t−2B,t]
∑
q:q∈Q
Rqf |µq(t′′)− µq(t)|
≤ Y (f)
t∑
t′′=t−2B
‖π(t′′)‖1
which by (46) converges to zero as t →∞. Because xf (t) and xf (t) are projections of U ′−1f onto [mf ,Mf ]
and projection is nonexpansive [8] (Proposition 2.1.3), we have
|xf (t)− xf (t)| ≤ |U ′−1f (λˆf (t))− U
′−1
f (λf (t))|
≤ Y (f)κf
t−1∑
t′′=t−2B
‖π(t′′)‖1
Hence, by Eq. (46), |xf (t)− xf (t)| → 0 for all f .
We now show that every limit point of the sequence {µ(t)} generated by the asynchronous algorithm
minimizes the dual problem. Let µ∗ be a limit point of {µ(t)}. At least one exists, as it is constrained
to lie in a compact set, provided γ is sufficiently small. Moreover, since the interval between consecutive
updates is bounded (assumption A4), it follows that there exists a sequence of elements of T along which
µ converges. Let {tk} be a subsequence such that {µ(tk)} converges to µ∗. By Lemma C.2, we have
lim
k
ξ(tk) = lim
k
∇D(µ(tk)) = ∇D(µ∗)
Hence
[µ∗ − γ∇D(µ∗)]+ − µ∗ = lim
k
[µ(tk)− γξ(tk)]+ − µ(tk) = lim
k
π(tk) = 0
Then by the projection theorem [8] (Proposition 2.1.3) and [10] (Proposition 3.3 in Section 3.3), we
have that µ∗ minimizes D over µ ≥ 0. By duality x∗ = x(µ∗) is the unique primal optimal rate. We
now show that it is a limit point of {x(t)} generated by asynchronous algorithm. Consider a subsequence
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{x(tm)} of {x(tk)} such that {x(tm)} converges. Since ‖x(t)− x(t)‖ → 0, we have
lim
m
x(tm) = lim
m
x(tm) = lim
m
x(µ(tm)) = x(µ
∗)
This completes the proof. unionsq
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