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Abstract
There is a bijection between the class A(R, S) of (0, 1)-matrices with row sum vector R and column sum vector S and pairs
of Young tableaux of conjugate shapes  and ∗ with SR∗. In this bijection, the tableau of shape , the insertion tableau,
has content S and the tableau of shape ∗, the recording tableau, has content R. Using a Ryser-like algorithm, we give canonical
constructions for matrices inA(R, S) whose insertion tableaux have shape = S and R∗, respectively.
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1. Introduction
Let R = (r1, r2, . . . , rm) and S = (s1, s2, . . . , sn) be positive integral vectors satisfying
r1 + r2 + · · · + rm = s1 + s2 + · · · + sn.
We assume also that R and S are nonincreasing in that
r1r2 · · · rm and s1s2 · · · sn.
We let A(R, S) denote the class of all (0, 1)-matrices for which the row sum vector equals R and the column sum
vector equals S. Such a class may be empty without further restrictions on R and S. Assume that r1n and let the
conjugate of R be the vector R∗ = (r∗1 , r∗2 , . . . , r∗n) where
r∗j = |{i : 1 im, rij}.
LetA(R; n) denote the perfectly nested m by n (0, 1)-matrix with row sum vectorRwith the property that the 1’s in each
row occur in the initial positions. ThenR∗ is the column sumvector ofA(R; n), and r1+r2+· · ·+rm=r∗1 +r∗2 +· · ·+r∗n .
Note that R∗ is a nonincreasing, nonnegative integral vector, and this property holds even without the assumption that
R is nonincreasing. The classA(R,R∗) is always nonempty, and indeed A(R; n) is the unique matrix in this class.
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According to the Gale–Ryser theorem (see [1,2]), the classA(R, S) is nonempty if and only if S is majorized by
R∗, that is, SR∗ which means that
s1 + s2 + · · · + sj r∗1 + r∗2 + · · · + r∗j (j = 1, 2, . . . , n),
with equality if j =n. (This partial order is also called the dominance order.)All the matrices inA(R, S) can be gotten
from A(R; n) by shifting 1’s in rows in any way that achieves the column sum vector S.
As an example, let R = (4, 3, 2, 2) and S = (3, 3, 2, 2, 1). Then R∗ = (4, 4, 2, 1, 0), and
A(R; 5) =
⎡⎢⎣
1 1 1 1 0
1 1 1 0 0
1 1 0 0 0
1 1 0 0 0
⎤⎥⎦ .
The matrix
A =
⎡⎢⎣
0 1 1 1 1
1 1 1 0 0
1 0 0 1 0
1 1 0 0 0
⎤⎥⎦
can be gotten from A(R; 5) by shifting the four 1’s in row 1 to the right one column and the second 1 in row 3 to the
right two columns.
We brieﬂy review Ryser’s algorithm for constructing a matrix in the classA(R, S). In applying this algorithm it is
not necessary to assume thatA(R, S) = ∅ as failure to carry out the algorithm to completion implies thatA(R, S)=∅.
Ryser’s algorithm is a recursive algorithm which begins with A(R; n) and shifts 1’s to the right in order to attain the
correct column sums sn, sn−1, . . . , s1 in this order:
(1) Shift sn of the last 1’s in sn rows of A(R; n) to column n, choosing those 1’s in the rows with the largest sums but,
in the case of ties, giving preference to the lower rows.1
(2) The matrix left in columns 1, 2, . . . , n− 1 of A(R; n) is a matrix A(R′; n− 1) with row sum vector R′ determined
by R and the 1’s chosen to be shifted. We now repeat with A(R′; n − 1) in place of A(R; n) and sn−1 in place of
sn. We continue like this until we arrive at a matrix inA(R, S). Ryser proved that if SR∗, then this algorithm
results in a matrix A˜ inA(R, S).
The matrix A˜ constructed by Ryser’s algorithm is sometimes referred to as the canonical matrix inA(R, S). The
matrix A˜ has the property that for each integer q with 1qm, the row sums of the m by q submatrix formed by the
ﬁrst q columns of A˜ are nonincreasing [1,2].
Example 1. Applying this algorithm to R = (4, 3, 2, 2) and S = (3, 3, 2, 2, 1) results in⎡⎢⎣
1 1 1 1 0
1 1 1 0 0
1 1 0 0 0
1 1 0 0 0
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
4
3
2
2
⎤⎥⎦ →
⎡⎢⎣
1 1 1 0
1 1 1 0
1 1 0 0
1 1 0 0
∣∣∣∣∣∣∣
1
0
0
0
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
3
3
2
2
⎤⎥⎦
→
⎡⎢⎣
1 1 0
1 1 0
1 1 0
1 1 0
∣∣∣∣∣∣∣
1 1
1 0
0 0
0 0
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
2
2
2
⎤⎥⎦ →
⎡⎢⎣
1 1
1 1
1 0
1 0
∣∣∣∣∣∣∣
0 1 1
0 1 0
1 0 0
1 0 0
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
2
1
1
⎤⎥⎦
→
⎡⎢⎣
1
1
1
0
∣∣∣∣∣∣∣
1 0 1 1
1 0 1 0
0 1 0 0
1 1 0 0
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
1
1
1
0
⎤⎥⎦ →
⎡⎢⎣
∣∣∣∣∣∣∣
1 1 0 1 1
1 1 0 1 0
1 0 1 0 0
0 1 1 0 0
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
0
0
0
0
⎤⎥⎦ .
1 Of course, if the 1 to be shifted is already contained in column n, then it stays where it is.
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Here thematrix in-between the vertical line and the double vertical lines represents the part of thematrix A˜ constructed
at that point, and the column vector to the right of the double vertical lines represents the row sum vector of that part
of A˜ yet to be constructed by the algorithm. Thus, the matrix constructed by the algorithm is
A˜ =
⎡⎢⎣
1 1 0 1 1
1 1 0 1 0
1 0 1 0 0
0 1 1 0 0
⎤⎥⎦ .
The number of matrices inA(R, S) can be evaluated in terms of the Kostka numbers associated withYoung tableaux.
In the next section we brieﬂy review this relationship, which suggests some algorithmic questions. Then in the fol-
lowing section we discuss two algorithms for constructing a matrix in A(R, S) and their connection with Ryser’s
algorithm.
2. Cardinality of A(R, S) and Kostka numbers
Let  = (1, 2, . . . , p) and  = (1, 2, . . . , q) be two partitions of the same integer . A Young diagram of
shape  is an arrangement of  boxes in p rows where there are i boxes in row i, (i = 1, 2, . . . , p) and these boxes
are left justiﬁed. A Young tableau of shape  and content  is obtained from a Young diagram of shape  by insert-
ing in each box one of the integers 1, 2, . . . , q in such a way that (i) the elements in each row are nondecreasing,
(ii) the elements in each column are strictly increasing, and (iii) the integer j occurs j times, (j = 1, 2, . . . , q).
For example,
1 1 1 2
2 2 3
3 4
4 5
is a Young tableau of shape  = (4, 3, 2, 2) and content  = (3, 3, 2, 2, 1) The Kostka number K, is the number of
Young tableaux of shape  and content . It is easy to verify that K, = 0 if and only if .
Now let R = (r1, r2, . . . , sm) and S = (s1, s2, . . . , sn) be two nonincreasing, positive integral vectors with
= r1 + r2 + · · · + rm = s1 + s2 + · · · + sn.
Thus, R and S are partitions of the integer . Let (R, S) denote the number of matrices inA(R, S). Then
(R, S) =
∑

K,RK∗,S , (1)
equivalently
(R, S) =
∑

K∗,RK,S , (2)
where the summations extend over all partitions  of  (see [3,2]). We have
K∗,RK,S = 0 if and only if R∗ and S,
if and only if R∗ and S,
if and only if SR∗.
Thus
(R, S) =
∑
SR∗
K∗,RK,S . (3)
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Eqs. (1), (2), and (3) are consequences of the Knuth correspondence [5], which is a bijection between m by n
(0, 1)-matrices and ordered pairs ofYoung tableaux of conjugate shape.When restricted toA(R, S) it gives a bijection
between matrices inA(R, S) and ordered pairs (P,Q) ofYoung tableaux, whereP is aYoung tableau of some shape
 and content S and Q is aYoung tableau of shape ∗ and content R.
The Knuth correspondence is based on an operation called column-bumping which we illustrate by an example. Let
A =
[1 0 1
1 1 0
1 0 0
]
∈A(R, S),
where R = (2, 2, 1) and S = (3, 1, 1). First describe A by a generalized permutation array in lexicographic
order:
A =
(
1 1 2 2 3
1 3 1 2 1
)
=
(
ik
jk
)
(k = 1, . . . , 5), (4)
where the ordered pairs (ik, jk) are the positions of A occupied by the 1’s of A.
Start withP and Q as empty tableaux (corresponding to the unique (empty) partition of 0). We recursively construct
P and Q simultaneously by inserting inP the element jk of the second row ofA by column-bumping, working from
bottom to top and left to right, to maintain strict increasing in columns, and then inserting in Q the elements ik in the
“conjugate square of the new square created.” In the example given, this produces
1 → 13 →
1 1
3 →
1 1
2 3 →
1 1 1
2 3 ,
1 → 1 1 → 1 12 →
1 1
2 2 →
1 1
2 2
3
.
Thus, our matrix A corresponds to the pair (P,Q) ofYoung tableaux of conjugate shape and content S = (3, 1, 1) and
R = (2, 2, 1), where
P= 1 1 12 3 and Q=
1 1
2 2
3
,
P is the insertion tableau, and Q is the recording tableau.
The insertion tableau has an important property which we shall make use of (see [4,3]). Consider the second row
j1, j2, . . . , jp (5)
of column indices in the generalized permutation array (4). The number of integers (occupied boxes) in the ﬁrst column
of the insertion array P is the maximal number of terms in a strictly increasing subsequence of (5). In general, the
number of integers (occupied boxes) in the ﬁrst k columns of the insertion arrayP equals the maximal number of terms
in a subsequence of (5) which is the union of k strictly increasing subsequences, (k = 1, 2, . . .).
We use the Knuth correspondence to deﬁne a partial order on a class A(R, S). Let A and B be matrices in
A(R, S) whose insertion tableaux in the Knuth correspondence have shapes A and B , respectively. Thenk we
deﬁne
AKB if and only if AB .
We refer to K as the Knuth partial order onA(R, S). If in deﬁning the Knuth partial order we use the shape of the
recording tableau in place of the shape of the insertion tableau, then the dual partial order results.
The Knuth correspondence is a bijection. Hence, given a pair (P,Q) of Young tableaux of conjugate shapes 
and ∗, respectively, where P has content S and Q has content R, we can invert the correspondence (by inverting the
bumping operation; see [3,2]) and obtain a matrixA inA(R, S)whose insertion tableau has shape . Given a partition 
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with SR∗, we seek a direct algorithm which constructs a matrix A inA(R, S) whose insertion tableau has shape
. In the next section we construct such a matrix A in the two extreme cases where  = S and R∗, and relate these
algorithms to Ryser’s algorithm for constructing a matrix inA(R, S).
3. Two algorithms
Once again let R = (r1, r2, . . . , rm) and S = (s1, s2, . . . , sn) be two nondecreasing, positive integral vectors which
are both partitions of the same integer . Assume that SR∗ so thatA(R, S) is nonempty. We ﬁrst give an algorithm
which constructs a matrix in A(R, S) whose insertion tableau has shape  = R∗. It turns out that a modiﬁcation of
Ryser’s algorithm, but not Ryser’s algorithm itself, works in this case.
Algorithm I. = R∗
(0) Begin with the m by n matrix A(R; n) with row sum vector R and column sum vector R∗.
(1) Shift sn of the last 1’s in sn rows of A(R; n) to column n, choosing those 1’s in the rows with the largest sums but,
in the case of ties, giving preference to the topmost rows.
(2) The matrix left in columns 1, 2, . . . , n−1 of A(R; n) is a matrix A(R′′; n−1) with row sum vector R′′ determined
by R and the 1’s chosen to be shifted. (In general, unlike the vector R′ in Ryser’s algorithm, the vector R′′ will not
be nondecreasing.)We now repeat with A(R′′; n− 1) in place of A(R; n) and sn−1 in place of sn. We continue like
this until we arrive at a matrix A˜′ inA(R, S).
Algorithm I must terminate with a matrix inA(R, S). This is because, for instance, there is a permutation matrix P
such that matrix PA(R′′; n − 1) is the matrix A(R′, n − 1) in Ryser’s algorithm.
Before we prove that this algorithm constructs a matrix whose insertion tableau has shape R∗, we illustrate it with
an example.
Example 2. Let R = (4, 4, 3, 3, 2) and S = (4, 3, 3, 3, 3), and let  = R∗ = (5, 5, 4, 2). We use the same notation as
in Example 1, and the construction yields⎡⎢⎢⎢⎣
1 1 1 1 0
1 1 1 1 0
1 1 1 0 0
1 1 1 0 0
1 1 0 0 0
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
4
4
3
3
2
⎤⎥⎥⎥⎦ →
⎡⎢⎢⎢⎣
1 1 1 0
1 1 1 0
1 1 0 0
1 1 1 0
1 1 0 0
∣∣∣∣∣∣∣∣∣
1
1
1
0
0
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
3
3
2
3
2
⎤⎥⎥⎥⎦
→
⎡⎢⎢⎢⎣
1 1 0
1 1 0
1 1 0
1 1 0
1 1 0
∣∣∣∣∣∣∣∣∣
1 1
1 1
0 1
1 0
0 0
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
2
2
2
2
2
⎤⎥⎥⎥⎦ →
⎡⎢⎢⎢⎣
1 0
1 0
1 0
1 1
1 1
∣∣∣∣∣∣∣∣∣
1 1 1
1 1 1
1 0 1
0 1 0
0 0 0
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
1
1
1
2
2
⎤⎥⎥⎥⎦
→
⎡⎢⎢⎢⎣
0
1
1
1
1
∣∣∣∣∣∣∣∣∣
1 1 1 1
0 1 1 1
0 1 0 1
1 0 1 0
1 0 0 0
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
0
1
1
1
1
⎤⎥⎥⎥⎦ →
⎡⎢⎢⎢⎣
∣∣∣∣∣∣∣∣∣
0 1 1 1 1
1 0 1 1 1
1 0 1 0 1
1 1 0 1 0
1 1 0 0 0
∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
0
0
0
0
0
⎤⎥⎥⎥⎦ .
Thus, the matrix constructed by this algorithm is
A˜′ =
⎡⎢⎢⎢⎣
0 1 1 1 1
1 0 1 1 1
1 0 1 0 1
1 1 0 1 0
1 1 0 0 0
⎤⎥⎥⎥⎦ ,
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and its corresponding generalized permutation array is(1 1 1 1 2 2 2 2 3 3 3 4 4 4 5 5
2 3 4 5 1 3 4 5 1 3 5 1 2 4 1 2
)
.
The corresponding insertion tableau P (we only show the results of inserting the ﬁve sets of column indices corre-
sponding to the 1’s in each row) is
2
3
4
5
→
1 2
3 3
4 4
5 5
→
1 1 2
3 3 3
4 4 5
5 5
→
1 1 1 2
2 3 3 3
4 4 4 5
5 5
→
1 1 1 1 2
2 2 3 3 3
4 4 4 5
5 5
which has shape R∗ = (5, 5, 4, 2). The recording tableau Q, having shape R∗∗ = R and content R, must be of
the form
1 1 1 1
2 2 2 2
3 3 3
4 4 4
5 5
.
The matrix A˜′ has an important property.
Lemma 3.1. Let q be an integer with 1qn. Let A˜′q be the m by n − q + 1 submatrix of A˜′ formed by columns
q, q + 1, . . . , n. Then the row sums of A˜′q are nonincreasing.
Proof. Let p be an integer with 2pm. The lemma claims that the number of 1’s in row p − 1 of A˜′ beginning with
column q is at least as large as the number of 1’s in row p beginning with column q. Suppose the claim does not hold,
and let lq be the largest index such that beginning with column l, row p contains strictly more 1’s than row p − 1.
Then there is a 0 in position (p − 1, l), a 1 in position (p, l), and rows p − 1 and p are identical starting with column
l + 1. Let rows p − 1 and p contain e 1’s starting with column l + 1. Then since rp−1rp, we have rp−1 − erp − e
and we contradict our rules for construction of A˜′ which would have us put a 1 in column l of row p − 1 before putting
a 1 in column l of row p. This contradiction veriﬁes the claim. 
The property of A˜′ given in Lemma 3.1 is in contrast to the property of A˜ that for each q the row sums of the m by q
submatrix of A˜ formed by its ﬁrst q columns are nonincreasing.
Theorem 3.2. Algorithm I constructs a matrix A˜′ inA(R, S) whose corresponding insertion tableau has shape R∗.
Proof. Consider the generalized permutation array
A˜′ =
(
i1 i2 · · · i
j1 j2 · · · j
)
corresponding to A˜′. In order for the insertion tableau to have shape R∗, the maximal number of terms in a subsequence
of the sequence of column indices j1, j2, . . . , j which is the disjoint union of k strictly increasing subsequences must
equal r1 + r2 + · · · + rk , (k = 1, 2, . . . , m). In fact, we shall show that a much stronger property holds: the maximal
number of terms in a subsequence of the sequence of column indices which is the disjoint union of k strictly increasing
subsequences is attained by the initial subsequence of j1, j2, . . . , j consisting of the r1 + r2 +· · ·+ rk column indices
of the 1’s in the ﬁrst k rows, (k = 1, 2, . . . , m).
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First consider the case k = 1. We want to show that a longest strictly increasing subsequence of j1, j2, . . . , j
is given by the column indices of the 1’s in row 1 of A˜′. A strictly increasing subsequence  of j1, j2, . . . , j
corresponds to a collection of 1’s in A˜′ with the property that the column index of the last 1 in row i is strictly
less than the column index of the ﬁrst 1 in row i + 1, (i = 1, 2, . . . , m − 1). We refer to these 1’s
as 1’s of . Let the largest row index containing a 1 of  be p > 1 and let the ﬁrst 1 of  in row p be in
column q.
By Lemma 3.1 the number of 1’s in row p − 1 of A˜′ beginning with column q is at least as large as the
number of 1’s in row p beginning with column q. We may now replace the 1’s of  in row p with the 1’s of
A˜′ in row p − 1 beginning with column q. This shows that there is a longest strictly subsequence of j1,
j2, . . . , j contained in rows 1, 2, . . . , p − 1. Arguing inductively, we conclude that there is a longest strictly
increasing subsequence corresponding to 1’s in row 1. Hence, the longest strictly increasing subsequence has
length r1.
The above argument can be generalized to the case where k > 1. We show how a subsequence  of the sequence
of column indices which is the disjoint union of k strictly increasing subsequences 1, 2, . . . , k can be transformed
to a subsequence of the same or greater length, but taken from the ﬁrst k rows of A˜′. This implies that the longest
such  has length r1 + r2 + · · · + rk . Let p be the largest row index containing a 1 of . The sequence i is a union
of sequences i1, 
i
2, . . . , 
i
p, where ij is a (possibly empty) sequence of column indices corresponding to 1’s in row
i of A˜′, (i = 1, 2, . . . , k; j = 1, 2, . . . , p). We may assume that each ij contains all the 1’s in row i of A˜′ that lie
between the ﬁrst and last 1 of ij . We may choose our notation so that 1 = 11, 12, . . . , 1p, that is, the 1’s of 1j are to
the left of the 1’s of 1j+1, (j = 1, 2, . . . , p − 1). We claim that we may assume that this property holds for each i ,
that is,
i = i1, i2, . . . , ip (i = 1, 2, . . . , k),
so that the 1’s of each ij are to the left of the 1’s of 
i
j+1, (i = 1, 2, . . . , k; j = 1, 2, . . . , p − 1). This is because if, for
instance, 2 = 2j1 , 2j2 , . . . , 2jp , where j1, j2, . . . , jp is a permutation of {1, 2, . . . , p}, then we may replace 1t with
1jt without changing the size of  nor the property that  is the disjoint union of k strictly increasing subsequences.
We may now repeatedly use Lemma 3.1 as in the case of k = 1 above to transform  into a new sequence ′ such that
the size of ′ is at least that of  and ′ is the disjoint union of k strictly increasing subsequences, with the ﬁrst from
row 1, the second from row 2, . . . , and the last from row k. 
We now give an algorithm which constructs a matrix inA(R, S) whose insertion tableau has shape  = S. It turns
out that Ryser’s algorithm with the rows and columns interchanged works in this case. This algorithm starts with the
m by n (0, 1)-matrix A′(S;m) with column sum vector S and row sum vector S∗ whose 1’s are in the initial (topmost)
positions in each column.
Algorithm II. = S
(0) Begin with the m by n matrix A′(S;m) with row sum vector S∗ and column sum vector S.
(1) Shift rm of the last 1’s in rm columns of A′(S;m) to row m, choosing those 1’s in the columns with the largest
sums but, in the case of ties, giving preference to the rightmost columns.
(2) Thematrix left in rows 1, 2, . . . , m−1 ofA′(S;m) is amatrixA′(S′′;m−1)with column sum vector S′′ determined
by S and the 1’s chosen to be shifted. (By choice of 1’s to be shifted, the vector S′′ is nondecreasing.) We now
repeat with A′(S′′;m − 1) in place of A′(S;m) and rm−1 in place of rm. We continue like this until we arrive at a
matrix A˜′′ inA(R, S).
Algorithm II must terminate with a matrix inA(R, S) since it is just the ‘transpose’ of Ryser’s algorithm.
Before showing that this algorithm constructs a matrix whose insertion tableau has shape S, we illustrate it with an
example.
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Example 3. As in Example 2, let R= (4, 4, 3, 3, 2) and S = (4, 3, 3, 3, 3).We have S∗ = (5, 5, 5, 1, 0). Using notation
similar to that used in Examples 1 and 2, we get
Thus, the matrix constructed by this algorithm is
A˜′′ =
⎡⎢⎢⎢⎣
1 1 1 1 0
1 1 1 0 1
1 0 0 1 1
0 1 1 1 0
1 0 0 0 1
⎤⎥⎥⎥⎦ ,
and its corresponding generalized permutation array is(1 1 1 1 2 2 2 2 3 3 3 4 4 4 5 5
1 2 3 4 1 2 3 5 1 4 5 2 3 4 1 5
)
.
The corresponding insertion tableauP (as before we only show the results of inserting the ﬁve sets of column indices
corresponding to the 1’s in each row) is
1
2
3
4
→
1 1
2 2
3 3
4
5
→
1 1 1
2 2
3 3
4 4
5 5
→
1 1 1
2 2 2
3 3 3
4 4 4
5 5
→
1 1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
,
which has shape and content equal to S = (4, 3, 3, 3, 3). The recording tableau equals
1 1 1 1 2
2 2 2 3 3
3 4 4 4 5
5
and has shape S∗ = (5, 5, 5, 1).
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As in the example, if a matrix inA(R, S) has insertion tableau P of shape  = S, then since the content of P is S
and since the columns are strictly increasing, the insertion tableau must have s1 1’s in row 1, s2 2’s in row 2, s3 3’s in
row 3, and so on.
Theorem 3.3. Algorithm II constructs a matrix A˜′′ inA(R, S) whose corresponding insertion tableau has shape S.
Proof. Let A be a matrix inA(R, S) with corresponding generalized permutation array A. In column-bumping, an
integer k is inserted in column 1 in a row numbered j1k, the element k1 bumped is inserted in column 2 in a row
numbered j2j1 (since the rows are nondecreasing), and so on. The so-called insertion path moves strictly to the
right and never down. In order that the insertion tableau have shape and content S, the sequence of column indices
j1, j2, . . . , j from the second row of A must have the property: where ti is the number of integer i’s in any initial
segment j1, j2, . . . , jp, (i = 1, 2, . . . , n), we have t1 t2 · · ·  tn. In terms of the matrix A this property is equivalent
to the column sums of each p by n submatrix of A are nonincreasing, (p = 1, 2, . . . , m). Since the matrix A˜ has the
property that the row sums of each m by q initial submatrix are nonincreasing, and since algorithm “ = S” produces
a matrix A˜′′ like A˜ but with rows and columns interchanged, it follows that the column sums of each q by n initial
submatrix of A˜′′are nonincreasing. Hence the insertion tableau of A˜′′ has shape = S. 
The canonical matrices A˜′ and A˜′′ inA(R, S) whose insertion tableaux have shapes =R∗ and S, respectively, are
not the only matrices with these insertion tableaux. For example, let R = S = (3, 2, 1, 1). Then the matrices
A˜′′ =
⎡⎢⎢⎢⎣
1 1 1 0
1 0 0 1
0 1 0 0
1 0 0 0
⎤⎥⎥⎥⎦ and A =
⎡⎢⎢⎢⎣
1 1 1 0
1 1 0 0
0 0 0 1
1 0 0 0
⎤⎥⎥⎥⎦
both have insertion tableau
1 1 1
2 2
3
4
of shape = S. The matrix A˜′′ has recording tableau
1 1 1 2
2 3
4
and the matrix A has recording tableau
1 1 1 3
2 2
4
.
In this paper we have given canonical constructions for matrices in A(R, S) with insertion tableaux of the two
extreme shapes = S and R∗. It would be of interest to have similar canonical constructions for matrices inA(R, S)
with insertion tableaux of shapes  for each  with SR∗, but at the moment this seems more difﬁcult.
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