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Abstract 
Schiermeyer, I., Computation of the O-dual closure for hamiltonian graphs, Discrete Mathematics 
111 (1993) 455-464. 
The well-known closure concept of Bondy and Chvbtal (1976) is based on degree sums of pairs of 
nonadjacent vertices. It generalizes six earlier sufficient degree conditions for hamiltonian graphs 
Ainouche and Christofides (1987) introduced a more general concept which is called the O-dual 
closure. We prove that this concept generalizes five sufficient conditions for hamiltonian graphs 
which are not generalized by the concept of Bondy and Chvatal(1976). 
1. Introduction 
We use [4] for terminology and notation not defined here and consider simple 
graphs only. 
Let G be a graph on ~13 3 vertices. If G has a Hamilton cycle (a cycle containing 
every vertex of G), then G is called hamiltonian. The set of vertices adjacent to a vertex 
v of G is denoted by N(v); d(v):= IN(v)1 is the degree of the vertex v and 
d, d d2 < ... <d, denotes the degree sequence of the vertices of G. For a pair {u, v> of 
nonadjacent vertices of G, we define AuV:= IN(u)nN(v)l. The distance of u and v is 
denoted by &(u,v). Let NC,:=min { (N(u)uN(v)( ( {u, v> be a pair of nonadjacent 
vertices of G}. By CI and K we denote the independence and the vertex-connectivity 




i$I d(vi)l {VI, . . ..vk} 
be an independent set of vertices in G} if CI 3 k, and (TV = cc otherwise (k B 2). 
Pk will be the path on k vertices, Ck the cycle on k vertices and kG the graph 
consisting of k disjoint copies of G. Let w(G) denote the number of components of 
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a graph G. A graph G is called l-tough if, for every nonempty proper subset S of V(G), 
we have o(G-S)<lSI. 
The closure concept of Bondy and Chv6tal [3] is based on the following result of 
Ore [ll]. 
Theorem 1.1 (Ore [l 11). Let u and v be two nonadjacent vertices of a graph G of order 
n such that d(u)+d(v)>n. Then G is hamiltonian if and only if G+uv is hamiltonian. 
By successively joining pairs of nonadjacent vertices having degree sum at least n as 
long as this is possible (in the new graph (s)), the unique so-called n-closure C,(G) is 
obtained. Using Theorem 1.1 it is easy to prove the following result. 
Theorem 1.2 (Bondy and Chvital [3]). Let G be a graph of order n. Then G is 
hamiltonian if and only if C,,(G) is hamiltonian. 
Corollary 1.3 (Bondy and Chvatal [3]). Let G be a graph of order n 2 3. If C,(G) is 
complete (C,(G)= K,), then G is hamiltonian. 
It is well known that Corollary 1.3 generalizes six earlier sufficient degree condi- 
tions for hamiltonicity (cf. [3]). Ainouche and Christofides [l] established the follow- 
ing generalization of Theorem 1.1. 
Theorem 1.4 (Ainouche and Christofides Cl]). Let u and v be two nonadjacent vertices 
of a 2-connected graph G, let T:= {WE V(G)-(u, v} 1 u, v$N(w)}, t := 1 TI and let 
dr <d,T d ... < df be the degree sequence of the vertices of T (in G). If 
d,at+2 for all i with max (l,&,,-l)gi<t, 
then G is hamiltonian if and only if G + uv is hamiltonian. 
(1) 
In [l], the corresponding (unique) closure of G is called the O-dual closure C;(G). 
Since Theorem 1.4 is more general than Theorem 1.1 (cf. [l] ), G c C,(G) E C$ (G). The 
counterpart of Corollary 1.3 is Corollary 1.5. 
Corollary 1.5 (Ainouche and Christofides Cl]). Let G be a 2-connected graph. If C;(G) 
is complete, then G is hamiltonian. 
2. Results 
In this paper we prove that Corollary 1.5 generalizes four sufficient conditions for 
hamiltonian graphs which are not generalized by Corollary 1.3. We also show that 
Theorem 1.4 generalizes a recent result of Deng et al. In what follows, we present our 
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results (Theorems 2.3, 2.7, 2.9, 2.11 and Proposition 2.13), which are proved in 
Section 3. 
Theorem 2.1 (Dirac [S]). Let G be a graph of order n> 3 and with the following 
properties: 
(4 d132, 
(b) for each integer with 2 < i < n/2 - 1, di < i implies d, _ i+ 1 2 n-i, 
(4 d,, + 7~2 3 (n + 1)/2, 
(d) G$8’, where & denotes the class of graphs G with n>5 such that either 
GZKjV(K,-,j+jKl), with 2bjdn/2-1, 





GcK~,-5),2V(2K3+((n-7)/2)K,) for n37. 
Then G is hamiltonian. 
Theorem 2.1 generalizes the following result of Chvatal, which is also generalized by 
Corollary 1.3. 
Corollary 2.2 (Chvatal [6]). Let G be a graph with n>3 such that, for each integer i, 
with 1 <i<(n- 1)/2, 
di<i implies d,_i>n-i; (2) 
then G is hamiltonian. 
Computing the O-dual closure we obtain the following result. 
Theorem 2.3. Let G be a graph of order n 3 3 satisfying the hypothesis of Theorem 2.1. 
Then C:(G) is complete. 
In the proof of Theorem 2.3 we make use of the following result of Broersma [S]. 
Theorem 2.4 (Broersma [S]). Let G be a graph of order n 3 3 satisfying the hypothesis of 
Theorem 2.1. Then either C,,(G) is complete or C,,(G)E(C~}U~~U~~, where 
~~={K,-1V(ilP1+i2P2)Ir~3, n=2r+l, iI,i2>0, 
iI+2iz=r+2, i,+i2<r-11) 
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i ( 
*+3 r+3 
92= K,_2V 1 ikPk+ C jkCk Ir33,n=2r+t, 
k=l k=3 1 
ikaofor 1dkdr+3,jk>Ofor 36kdr+3, 
rc3 r+3 r+3 *+3 
1 kik+ c kjk=r+3, c ik+ 1 jkbr-2, 
k=l k=3 k=l k=3 
*+3 
iI+ 1 2ik<r-2 . 
k=2 I 
The following result (Corollary 2.6) of Ore, which is generalized by Corollary 1.3, 
has been generalized independently by several people (e.g. Hayes and Schmeichel 
[lo]) in the following way. 
Theorem 2.5 (Hayes and Schmeichel [lo]). Let G be a l-tough graph oforder n 2 3, with 
o2 2 n - 2. Then G is hamiltonian. 
Corollary 2.6 (Ore [ll]). Let G be a graph of order n3 3, with ~7~ > n. Then G is 
hamiltonian. 
Computing the O-dual closure, we obtain the following result. 
Theorem 2.7. Let G be a 1 -tough graph of order n 3 3, with c2 3 n - 2. Then C$ (G) is 
complete. 
Faudree et al. [9] proved the following sufficient condition for hamiltonian graphs 
based on neighborhood unions. 
Theorem 2.8 (Faudree et al. [9]). Let 
NC2 2 (2n - 1)/3, then G is hamiltonian. 
Computing the O-dual closure we 
improvement (NC, >/(2n - 2)/3). 
G be a 2-connected graph of order n3 3. If 
obtain the following result with a slight 
Theorem 2.9. Let G be a graph of order n> 3. If NC2 >(2n-2)/3, then CO*(G) is 
complete. 
The following result using both degree sums and connectivity is due to Bauer 
et al. [2]. 
Theorem 2.10 (Bauer et al. [2]). Let G be a 2-connected graph of order n, with 
q3 > n + K. Then G is hamiltonian. 
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Computing the O-dual closure we obtain the following result. 
Theorem 2.11. Let G be a 2-connected graph of order n, with o3 > n -t- IC. Then C;(G) is 
complete. 
Recently, Deng et al. [7] obtained the following closure operation. 
Theorem 2.12 (Deng et al. [7]). Let u and v be two nonadjacent vertices of a graph G of 
order n with k = n - d(u) - d(v) and 
T’:={wETld(w)>t+max(2,k)}, t’=(T’I. 
If d(u)+d(v)>n- t’, then G is hamiltonian if and only ifG+uv is hamiltonian. 
We close this section with our following observation. 
Proposition 2.13. Theorem 1.4 generalizes Theorem 2.12. 
3. Proofs 
Our first observation is that (1) can be restated in terms of degree sums of 
independent triples. 
Proposition 3.1. Statement (1) is equivalent to 
d(u) + d(v) + d(w) 2 n + AU0 for at least, min(t, t + 2 -A,,) vertices WET 
(where n = 1 V(G)l). (3) 
Proof. Statement (1) can be restated as follows: d(w)>:+2 for at least 
min (t, t + 2 -A,,) vertices WET. Substituting t=n-2-d(u)-d(v)+&,, we 
obtain (3). I7 
For a graph G, let H := C;(G). If there are two nonadjacent vertices U, UE V(H) then 
the following holds: 
dH(u)+dH(v)<n- 1 since Gc C,(G)c C:(G), 
dT<df<<+l, where m:=max(l,&,-1) and mgt because of (4). 
(4) 
(5) 
Proof of Theorem 2.3. The basic idea is to show that, by Theorem 1.4, some edges can 
be added to G to obtain a graph G’ which satisfies (2). Then, by Corollary 1.3, we have 
C,(G’)=K,=CJ(G’) and, thus, C:(G) is complete. Without loss of generality, let 
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G=C,(G). By Theorem 2.4, if GE{C~,K,,), then C,*(G) is complete. Now let GEAR. 
Then 
di=r-1 for l<idil, 
di=r for i,+l<i<r+2, 
di=n-l for r+3<i<n, 
and i2 3 3, iI d r - 4 by the definition of gl. Considering pairs of nonadjacent vertices 
u, v which belong to two distinct paths P’ and P2 of length 2, we have &v=r- 1, 
m = r - 2 and d, = r = t + 2 since i2 2 3. Adding the four edges between the two paths 
P’ and P2, we obtain a graph G’, with G c G’ and 
di=r-1 for l<i<i,, 
di=r for i1+19idr-2, 
di=r+2 for r-l<i<r+2, 
di=n-1 for r+3<i<n. 
G’ satisfies (2). 
Now let GE??~. Then 
di=r-2 for l<i<il, 
r+3 




for iI+ c 2ik+l<iir++, 
k=2 
di=ti-1 for r+4<i<n. 
We now consider G- Kr_2 and distinguish three cases. 
(I) There are two cycles C 1 and C2 in G - K,_ 2. 
By the definition of Y2, there exists k 3 2 such that ik > 0 or there exists k B 4 such 
that jk > 0 or xi:“, jk 3 3. Then for all pairs of nonadjacent vertices U, v with UE V(C ‘) 
and VEV(C’) we have lzuu=r-2, m=r-3, t+2=r-1, and d,>r-1. Adding all 
edges (at least nine) between the two cycles we obtain a graph G’, with G c G’ and 
di&r+3 for i>n-(r-2)-6+ 1 =r-2. G’ satisfies (2) (recall that dI>r-2). 
(II) There is (exactly) one cycle C in G - K,_ 2. 
(11.1) jk= 1 for some k>6. 
Foreachpairu,v~Y(C),withdc(u,v)=2,wehave~”,,=r-l,m=r-2,t+2=rand 
d,=r. Adding all these edges (at least six), we obtain a graph G’, with Gc G’ and 
diar+2 for i>n-(r-2)-6+l=r-2. G’ satisfies (2) (recall that dIar-2). 
(11.2) j, = 1, i.e. C = C5. 
If there is some k>, 3 such that ik >O, we then proceed as in (11.1). This time we 
obtaindi3r+2fori~n-(r-2)-5+1=r-1andd,_2=rSinCeik>O.Hence,wemay 
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assume ik = 0 for k 3 3. Then iI + 2iz = r - 2 and iI d Y - 3, iz > 1 by the definition of 9?z. 
Consider a pair of vertices u,u such that UEV(C~) and v belongs to a P2. Then 
A,,, = r - 2, m = r - 3, t + 2 = r and d, = r. Adding all ten edges between the C5 and the 
P,,weobtainagraphG’, withGcG’anddi3r+2fori>n-(r-2)-7+1=r-3. G’ 
satisfies (2). 
(11.3) j, = 1, i.e. C = Cd. 
By the definition of gz, there exists some k > 3 such that ik > 0. For each pair U, v, 
with UE V(C,), VE V(P,), such that d,(v) = r, we have A,,, = r - 2, m = r - 3, t + 2 = r - 1 
and d, = r. Adding all these edges (at least four), we obtain a graph G’, with G c G’ and 
diar+l for i3n-(r-2)-5+1=r-1, diar-1 for ian-(r-2)-7+1=r-3 for 
i=r-2 or i=r-3. G’ satisfies (2). 
(11.4) j, = 1, i.e. C = C3. 
By the definition of Yz, either there exists some k 24 such that ik >0 or ik =0 
for k34 and i, 22. Now consider UE V(C,) and two vertices vi, v2 which belong 
to a Pk for k>4 or to two distinct paths of length 3 such that dG(vi)=r, i= 1,2. 
We then proceed as in (11.3). Adding all these edges (at least six), we obtain a 
graph G’, with GcG’ and di>r+2 for ian-(r-2)-5+1=r-1, di>r-1 for 
i>n-(r-2)-7+1=r-3. G’ satisfies (2). 
(III) There are no cycles in G - K,_2. 
By the definiton of Yz, we have C;Z: (k-2)&25. 
(111.1) CiZi i&3. 
Then there are at least min{3(1+ l)+ 1,2.2+ 1.(2+2),2.(1+ 1+ 1)+3, lo} =7 
pairs of vertices U, v such that d,(u)=d,(u)=r and U, u belong to distinct paths. Then 
A,,, = r - 2, m = r - 3, t + 2 = r - 1 and d, B r - 1. Adding all these edges (at least seven), 
we obtain a graph G’, with GcG’ and di>r+2 for i>n-(r-2)-5+1=r-1, 
di>r-1 for ian-(r-2)-ll+l=r-7. G’satisfies (2). 
(111.2) C;f=i ik = 2. 
Then there are at least four pairs of vertices U, v such that dG(u)=dG(u)=r and U, v 
belong to distinct paths. We proceed as in (111.1). Adding all these edges (at least four), 
we obtain a graph G’, with GcG’ and di>r+l for i>n-(r-2)-5+1=r-1, 
di>r-1 for i>n-(r-2)-9+1 =r-5. G’ satisfies (2). 
(111.3) 1;:: ik= 1, 
Then there exists some k 3 7 such that ik = 1. Furthermore, there are at least three 
pairs of vertices u,v~b’(P,) with d,(u)=d,(v)=r and dpk(u,u)>3. Then &“=r-2, 
m=r-3, t+2=r- 1 and d,>r- 1. Adding all these edges (at least three), we obtain 
a graph G’, with Gc G’ and 
di>r+ 1 for i>n-(r-2)-4+ l=r, 
di 3 r for i>n-(r-2)-5+1 =r- 1, 
di>r-1 for i> 1. 
G’ satisfies (2). 0 
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Proof of Theorem 2.7. Suppose there exists a graph G with c2 2 rz - 2 such that C:(G) 
is not complete. Without loss of generality, we may assume G = C:(G) = C,(G). It has 
been shown in [ 121 that C:(G) is complete for every hamiltonian graph on 3 < rz < 7 
vertices except when G is C,. Hence, we may also assume n > 8. We now distinguish 
two cases. 
(I) There exists uv$E(G), with d(u)+d(u)=n- 1. 
(1.1) n is even. 
If d(u) 3 (n + 2)/2, then d(u) < (n - 4)/2 and d(w) B n/2, implying d(u) + d(w) b n + 1 for 
all WE T, contradicting (4). Hence, we may assume d(u) = n/2 and d(u) = (n - 2)/2. Then 
t +2<n/2 and d(w)a(n-2)/2 for all WET. Since dl <(n-2)/2 by (5), we must have 
t = (n - 4)/2 and A,, = (n - 2)/2. Then m = (n - 4)/2 and, therefore, d(w) = (n - 2)/2 for 
all WE T. Considering a vertex WE T instead of u, as above, we conclude that 
(N(T)uN(u))cN(u). Let x be the vertex of N(u)\N(u). Then T(u,x)c T(u,u). 
Since d(u)=(n-2)/2, we must have d(w)>(n-2)/2 for all w~T(u,x). Hence, 
1 T(u, x) 13 (n - 4)/2 by (5) and, thus, T(u, x) = T(u, u) since t = (n - 4)/2. Then, however, 
G-N(u) consists of (n + 4)/2 isolated vertices, contradicting that G is l-tough. 
(1.2) n is odd. 
If d(u) 3 (n + 1)/2, then d(u) d (n - 3)/2 and d(w) b (n - 1)/2, implying d(u) + d(w) $ n 
for all WET, contradicting (4). Hence, we may assume d(u) =d(u)=(n - 1)/2. Then 
d(w)>(n-3)/2 for all WET and (n-1)/2dt+2d(n+ 1)/2 by (5). If t=(n-5)/2, then 
A,, = (n - 3)/2 and m = (n - 5)/2. Then d(w) = (n - 3)/2 for all WE T and G [ T] = K,,, _ 5J,2 
since (TV an-2. Let x be the vertex of N(u)\N(u). Then T(u, w)c {u, x} for all WET. 
Since n 2 8, we have d(u) 2 4; thus, by (5) we conclude that T(u, w) = {u, x} for all WE T. 
By symmetry, we conclude that T(u, w) = {u, y} for all WET, where y is the vertex of 
N(u)\N(u). Then d(x)=d(y)=(n-1)/2 since x,y$T and d(w)=(n-3)/2 for all WET. 
Then, however, u and every vertex WET satisfy (l), a contradiction. 
If t =(n - 3)/2, then A,, =(n- 1)/2, m =(n- 3)/2, G [T] #((n- 3)/2). ICI; otherwise, 
G - (N(u)uN(u)) has (n + 1)/2 components, contradicting that G is l-tough. Let x, YE T 
with x~EE(G). Then t(u,x)=(n-5)/2 by (5) since d(w)>(n-3)/2 for all WET. If 
d(x) =(n- 1)/2 then we proceed as above with d(u) = d(x) = (n - 1)/2 and 
t(u, x) = (n - 5)/2. If d(x) = (n - 3)/2, then d(w) = (n - 1)/2 for all WE T(u, x), contradicting 
(5) (recall that t(u, v) >, 3 since n > 9). 
(II) d(u)+d(u)=n-2 for all uu$E(G). 
(11.1) n is even. 
If d(u)>n/2, then d(u)<(n-4)/2 implying d(w)>n/2 and d(u)+d(w)>,n for all WET, 
contradicting (4). Hence, we may assume d(u) = d(u) = (n - 2)/2 for all uu+E(G). Then 
(n-4)/2<t<(n-2)/2. If t=(n-2)/2 for all uu$E(G), then N(u)=N(u)=N(w) for all 
WE T. Then, however, G-N(u) consists of (n + 2)/2 isolated vertices, contradicting that 
G is l-tough. 
If there exists uu$E (G) such that t = (n - 4)/2, then I,, = (n - 4)/2. Let x be the vertex 
in N(u)\N(u) and y the vertex in N(u)\N(u). Since d(w)=(n-2)/2 for all WET, we may 
assume w.1.o.g. that xweE(G) for a vertex WET. Then, however, t(u,x)<(n-6)/2, 
contradicting (5). 
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(11.2) n is odd, 
If d(u) 3 (n + 1)/2, then d(u) d (n - 5)/2, implying d(w) > (n + 1)/2 and d(u) + d(w) > 
n + 1 for all WET, contradicting (4). Hence, we may assume d(u) =(n- 1)/2, 
d(u)=(n-3)/2 for some uu$E(G). Then d(w)=(n- 1)/2 for all vertices WET and we 
follow (1.1) with u and WET. q 
Proof of Theorem 2.9. Suppose there exists a graph G satisfying 
NC, 2 (2n - 2)/3 (6) 
such that C,*(G) is not complete. Without loss of generality, C:(G)= G. Let uo$E(G) 
such that d(u) 3 d(v) 3 2 and d(u) = ol. By (6), we have t + 2 <(n - 2 - (2n - 2)/3) + 2 = 
(n + 2)/3. Hence, if o1 > (n + 2)/3, then d(w) 3 t + 2 for all vertices WET, contradicting 
(5). Therefore, we may assume 2 d d(v) = c1 <(PI + 2)/3 and we distinguish three cases. 
(I) n=O (3). 
Then d(u)<n/3 and, by (6), d(w)>n/3 3t+2 for all WET, contradicting (5). 
(II) n= 1 (3). 
If d(u) = c1 d (n - 4)/2 then, by (6), d(w) 2 (n + 2)/3 3 t + 2 for all WE T, contradicting 
(5). Hence, we may assume d(u) = g1 = (n - 1)/3. By (5), we have dT d t + 1 d (n - 1)/3. 
Therefore, there exist U, UE V(G) such that t&E(G) and d(u)=d(u)=(n- 1)/3 (recall 
that o1 = (n - 1)/3). Then again we have dr = (n - 1)/3. Thus, there exists a vertex WET 
such that d(w)=d(u)=d(u)=(n- 1)/3. By (6), we conclude that A,,=&,=&,=O. 
Then, however, d(w) < n - 3 - 2. (n - 1)/3 = (n - 7)/3 <(n - 1)/3, a contradiction. 
(III) nz2 (3). 
If d(u)=a,<(n-2)/3 then, by (6), d(w)>(n+1)/33t+2 for all WET, and if 
d(u) = o1 = (n + 1)/3 then again d(w) 2 (n + 1)/3 3 t + 2 for all WET, contradict- 
ing (5). 0 
Proof of Theorem 2.11. Suppose there exists a hamiltonian graph G satisfying 
c3 3n +K such that H= C:(G) is not complete. If uu$E(H) for some vertices 
U, UE V(H), then 
&“3K+ 1, (7) 
since, otherwise, d(u) + d(u) + d(w) 2 n + K 3 n + A,, for all WET, contradicting (5). We 
may also assume 
2du<n/2, (8) 
since, otherwise, or > K 2 n/2 implies that C,,(G) = C;(G) is complete, a contradiction. 
Now let S be a cut set with /S I= K and let Si , S2, . . . , Sk, k 3 2, be the components of 
G-S with Si := 1 Sij, 1 d i < k. Then, by (7), we have 
uueE(H) for all pairs of vertices u, u such that UE V(Si), UE V(Sj) 
for some i, j, with 1~ i <j < k. (9) 
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Next we show that 
H [Si] is complete for 1~ i < k. (10) 
Suppose there exists U, VCSi for some i, 1 d i 6 k, with uu$E(H). Then there exists 
j#i and a vertex WEV(S~) such that uw,uw#E(G). NOW d,(w)<K+(sj-1) * 
dG(U)+dc(v)~n+Ic-(Ic+sj-l)=n-sj+ 1. Then, by (9), we have dH(u)+dH(ti)a 
n-sj+1+2(n-Ic-si)Zn-sj+1+2sj=n+sj+l>n, contradicting(4). 
Now, dH(o)>n- K- 1 for all vertices IJE V(G)-S and dH(u)> K+ 1 for all vertices 
UES by (7). Hence, by (4) we have 
UIJEE(H) for all UES and for all VEV(G)-S. (11) 
Now, dH(w)>n-K for all WES, implying dH(u)+dH(u)a2(n-~)>n for all U,ES by 
(8). Hence, by (4) we have 
UUEE(H) for all pairs u,u~S. (12) 
Then, however, H is complete by (9)-(12), a contradiction. 0 
Proof of Proposition 2.13. With k = n - d(u) - d(u), condition (3) can be restated as 
d(w)> t + 2 for at least min(t, k) = k vertices, WET, (13) 
Now d(u)+d(u)>n-t’ implies t’>k and d(w)>,t+2 for all vertices WET’. 0 
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