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Abstract. We show that the outer automorphism groups of graph products of
finitely generated abelian groups satisfy the Tits alternative, are residually finite,
their so-called Torelli subgroups are finitely generated, and they satisfy a dichotomy
between being virtually nilpotent and containing a non-abelian free subgroup that is
determined by a graphical condition on the underlying labelled graph.
Graph products of finitely generated abelian groups simultaneously generalize
right-angled Artin groups (RAAGs) and right-angled Coxter groups (RACGs), pro-
viding a common framework for studying these groups. Our results extend a number
of known results for the outer automorphism groups of RAAGs and/or RACGs by
a variety of authors, including Caprace, Charney, Day, Ferov, Guirardel, Horbez,
Minasyan, Vogtmann, Wade, and the current authors.
A graph product is a group construction introduced by Green [Gre90] that generalizes
free products and direct products. Given a simplicial graph Γ with vertex set V , and a
collection of groups {Gv}v∈V , referred to as the vertex groups, we can form the graph
product of these groups over Γ by taking the group generated by all vertex groups and
declaring that every element of Gv commutes with every element of Gw if and only
if v and w are adjacent in Γ. Graph products of finitely generated abelian groups
generalize the classes of right-angled Artin and Coxeter groups (RAAGs and RACGs
respectively), and many properties of of RAAGs and RACGs are shared by every group
in this class. Recall that a RAAG is a graph product where Gv ∼= Z for all v ∈ V , and
a RACG is a graph product where Gv ∼= Z2 for all v ∈ V .
Recently, there has been a significant amount of research into the (outer) auto-
morphism groups of RAAGs, for example in [CCV07, CV09, CV11, Day09b, Day11,
DW17, DR12, GS18, Min12, Wad12]. Some attention has been paid to the struc-
ture of outer automorphism groups of general graph products of abelian groups, fo-
cusing mainly on the case when all vertex groups have finite order (see for example
[CG12, CRSV10, GPR12, SS17]). In this paper, we extend the techniques and results
of many of these papers to the general framework of automorphisms of graph products
of finitely generated abelian groups. When vertex groups are not abelian, Genevois
and Martin have found a finite generating set for some outer automorphism groups of
graph products, and studied other geometric properties (e.g. acylindrical hyperbolicity)
[GM18], while Ferov has investigated Grossman’s Property (A) and residual properties
[Fer16b].
One of the properties we investigate is whether our outer automorphism groups
satisfy the Tits Alternative. Recall that a group G is said to satisfy the Tits Alternative
if for every subgroup H of G either H contains a non-abelian free subgroup, or H is
virtually solvable.
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The Tits Alternative holds for linear groups [Tit72], for hyperbolic groups [Gro87,
GdlH90], for mapping class groups [Iva84, McC85], for many groups acting on CAT(0)
cube complexes [SW05], and for Out(Fn) [BFH00]. Except for linear groups, in each of
the above, solvable subgroups are in fact virtually abelian and for hyperbolic groups,
even virtually cyclic. The Tits Alternative is closed under taking graph products
[AM15], and so any graph product of finitely generated abelian groups also satisfies it.
The Tits Alternative is known to hold for outer automorphism groups of RAAGs.
This was initiated by Charney and Vogtmann [CV11] and completed by Horbez [Hor],
who showed in particular that the Tits Alternative holds for outer automorphism groups
of free products (quoted below as Theorem 4.1).
Here we extend these results to all graph products of finitely generated abelian
groups.
Theorem 1. Let G be a graph product of finitely generated abelian groups.
Then Out(G) satisfies the Tits Alternative.
A special case of Theorem 1 is the following new result.
Corollary 2. The outer automorphism group of a right-angled Coxeter group satisfies
the Tits Alternative.
We remark that we show a stronger version of the Tits alternative for Theorem 1,
where the virtually solvable subgroups are virtually polycyclic (see Corollary 4.4).
In the study of the Tits Alternative for the outer automorphism group of a RAAG,
Horbez’ result for free products allows us in particular to reduce to the case when Γ
is connected. Charney and Vogtmann used a pre-order on the vertices of Γ, which
was introduced by Servatius [Ser89] and is sometimes called domination, to apply an
inductive method to prove the Tits Alternative for certain graphs Γ. When paired with
Horbez’ theorem, Charney and Vogtmann’s inductive method produces the result for
all RAAGs.
To prove Theorem 1 we generalize the method of Charney and Vogtmann. One part
of this is extending the definition of the domination relation of Servatius. In particular,
we define two pre-orders, inspired by domination and which we denote ≤ and ≤∞. The
first of these is used for the induction process, while the latter is used for other results
in the paper.
The next property we look at concerns the finite quotients of the graph product.
Recall that a group G is said to be residually finite if for every g ∈ G there is a finite
group F and a homomorphism ϕ : G → F so that ϕ(g) 6= 1. While Baumslag proved
that Aut(G) is residually finite whenever G is [Bau63], this result does not extend
immediately to Out(G). Using the techniques developed to prove Theorem 1 we obtain
the following, previously proven by Ferov in a more general setting [Fer16b] using very
different techniques.
Theorem 3. Let G be a graph product of finitely generated abelian groups.
Then Out(G) is residually finite.
This generalizes results of Charney and Vogtmann [CV11] and Minasyan [Min12] for
RAAGs, and Carprace and Minasyan [CM13] for RACGs (which was generalized by
Carette to all Coxeter groups [Car15]).
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For a graph product G of finitely generated abelian groups, we also study the struc-
ture of the subgroup of the (outer) automorphism group which acts as the identity
on the abelianization of G, denoted IAG . This is sometimes called the Torelli sub-
group, after the corresponding subgroup of the mapping class group. For mapping
class groups, this group is known to be finitely generated by results of Birman and
Powell [Bir71, Pow78], while for Out(Fn) this is a classic result of Magnus [Mag35].
Day extended the result of Magnus to outer automorphism groups of RAAGs [Day09b]
(later proved independently by Wade [Wad12]). We extend the result further, proving
the following theorem. An explicit generating set is given in Theorem 5.1.
Theorem 4. Let G be a graph product of finitely generated abelian groups.
Then the Torelli subgroup IAG is finitely generated.
Our proof generally follows the structure of both Day and Wade’s arguments, which
in turn follow Magnus. In the case where the graph product G has a vertex with fi-
nite order elements, complications arise from certain finite order automorphisms. We
introduce a new finite index subgroup of Aut(G), which does not contains these auto-
morphisms, and show that IAG is contained in this subgroup.
We then use this Theorem to prove a broad structural result for Out(G), extending
a theorem of Day for RAAGs [Day11] and the authors in the case of graph products of
finite abelian groups [SS17]. In general such a graph product is uniquely determined
by a labeled graph (Γ, o), where o is a function that assigns to each vertex of Γ a power
of a prime number or ∞. The group G(Γ, o) is generated by taking the vertex group
Gv to be either Z if o(v) = ∞, or Zo(v) otherwise. Definitions of the other relevant
terms appear in Sections 1.3 and 1.4.
Theorem 5. Let (Γ, o) be a finite labeled graph and G = G(Γ, o). Then Out(G) contains
a nonabelian free subgroup if and only if (Γ, o) contains either
• a ≤∞–equivalence class of size at least 2;
• a non-Coxeter SIL;
• a STIL;
• an FSIL.
Otherwise, Out(G) contains a finite index subgroup that is nilpotent.
We note that the nilpotency class is also determined. See Theorem 6.2.
In light of Theorem 5 we like to think of the condition that (Γ, o) has no non-Coxeter
SIL, no STIL, and no FSIL as describing a situation where the labeled graph has “no
free SIL.” To prove this theorem, we show that the structure of a group with “no
free SIL” is very rigid, providing a short-exact sequence for a finite-index subgroup of
Out(G), generalizing [GS18, Theorem 2 (2)].
Theorem 6. Let (Γ, o) be a finite labeled graph and G = G(Γ, o). There is a finite-index
subgroup O of Out(G) such that if (Γ, o) does not contain either
• a non-Coxeter SIL,
• a STIL,
• an FSIL,
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then there is a short exact sequence
1→ P → O →
k∏
i=1
SL(ni,Z)→ 1
where P is finitely generated and virtually nilpotent, and n1, . . . , nk are the sizes of the
≤∞–equivalence classes containing more than one element.
Once again, the nilpotency class of a finite-index subgroup of P is determined, given
in Theorem 6.3 below.
In particular, we immediately deduce the following.
Corollary 7. Suppose (Γ, o) does not contain either
• a non-Coxeter SIL,
• a STIL,
• an FSIL.
Then Out(G) is large if and only if (Γ, o) contains a ≤∞–equivalence class of size
precisely 2.
This paper is structured as follows. In Section 1 we will provide background on graph
products and their automorphism groups and define of the key concepts which we will
use throughout the remainder of the paper, specifically our notions of domination and
equivalence of vertices and restriction and factor maps. In Section 2 we describe several
subgroups of Out(G), and prove that each is finite index. In Sections 3 and 4 we prove
Theorems 1 and 3 on the Tits alternative and residual finiteness. In Section 5 we prove
Theorem 4 and use that theorem in Section 6 to prove Theorem 5.
Acknowledgements: The authors wish to thank Michal Ferov and Ashot Minasyan
for bringing to our attention past results on residual finiteness.
1. Preliminaries
1.1. Graphs. Given two graphs Γ1 and Γ2, their join, is the graph Γ1 ? Γ2 obtained
from the disjoint union of Γ1 and Γ2 by adding an edge between every vertex of Γ1 and
every vertex of Γ2.
We say that Λ is an induced subgraph of Γ if whenever v, w are vertices of Λ, they
are adjacent in Λ if and only if they are adjacent in Γ.
Given a subset X of vertices of Γ, the link of X is the subgraph lkΓX induced by
the vertices v that are adjacent to every vertex in X.
The star of X, denoted stΓX, is the join X ? lkΓX (which is, by definition of link,
an induced subgraph of Γ).
When there is no ambiguity over what is the underlying graph Γ, we will omit Γ
from the notations and write lkX and stX instead.
1.2. Graph products. Let Γ be a simplicial graph with vertex set V . Let {Gv}v∈V
be a set of groups indexed by V . The graph product G(Γ, {Gv}) is the quotient of the
free product of the groups Gv by the relations obtained by saying Gv and Gu commute
when v and u are adjacent in Γ.
OUTER AUTOMORPHISM GROUPS OF GRAPH PRODUCTS 5
Suppose each Gv is finitely generated abelian. Then G(Γ, {Gv}) is isomorphic to a
graph product G(Λ, {Hv}) where each vertex group Hv is either infinite cyclic, or finite
cyclic of prime-power order. Thus we may assume G(Γ, {Gv}) is already given by such
a presentation.
Definition 1.1. Let Γ be a graph with vertex set V , and let o : V → P ∪ {∞} be
a map, where P ⊂ N is the set of prime powers. Define G(Γ, o) to be the group with
generating set V and relators as follows: two generators u, v commute whenever they
are adjacent; the order of a generator v is o(v). Except where we need to be explicit,
we omit the graph and its labelling from the notation, writing G instead of G(Γ, o). It
has presentation
G = G(Γ, o) = 〈V | [u, v] = 1 if u, v adjacent in Γ; wo(w) = 1 ∀w ∈ V, o(w) <∞〉.
If o(v) is the order of Gv (which is still assumed to be cyclic), then G(Γ, o) is isomor-
phic to G(Γ, {Gv}).
Finally, we describe a natural family of subgroups of G.
Definition 1.2. Given an induced subgraph Λ in Γ, we define GΛ to be the special
subgroup generated by vertices in Λ. Note that GΛ is isomorphic to G(Λ, o|Λ), where
o|Λ denotes the restriction of the order map to the vertex set of Λ.
1.3. Automorphisms. Corredor and Gutierrez generalized the Laurence–Servatius
generators for the RAAG case to describe a finite generating set for Out(G) [CG12].
Their set consists of four types of automorphism.
Labeled graph automorphisms. Any automorphism of Γ that preserves the labeling o
gives rise to an automorphism of G.
Factor automorphisms. Any automorphism of a vertex group can be extended by
the identity on all other vertex groups to give an automorphism of G.
Transvections. Let u, v ∈ V . Suppose that either:
(1) lk(u) ⊆ st(v) and o(u) =∞; or
(2) st(u) ⊆ st(v) and o(v) divides o(u).
Then we can define automorphisms of G called transvections by Rvku : u 7→ uvk and
Lv
k
u : u 7→ vku (fixing all other vertices), where k = 1 if o(u) = ∞ and if o(u) = pi,
o(v) = pj , then k = max{pj−i, 1}. When we refer to a transvection Rvku we will, without
saying, take k to be the value above, unless otherwise specified.
Partial conjugations. Fix a vertex v and C a union of connected components of
Γ \ st(v). Define the partial conjugation pivC by sending each z ∈ C to zv = vzv−1, and
fixing all other vertices.
Given a transvection Rx
k
y or a partial conjugation pi
x
C , we call x the multiplier of the
automorphism and y or C the support.
Theorem 1.3 (Corredor–Gutierrez [CG12]). The set of all labeled graph automor-
phisms, factor automorphisms, transvections Rv
k
u for u, v that satisfy either (1) or (2)
above, and partial conjugations is a finite generating set for Aut(G).
We will consider several finite index subgroups of Aut(G) in Section 2, generated by
subsets of the above automorphisms. We will be interested mainly in transvections and
partial conjugations.
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Definition 1.4. Let Aut1(G) be the subgroup of Aut(G) generated by the set of all
transvections and all partial conjugations.
Let Aut0(G) be the subgroup of Aut(G) generated by Aut1(G) and all factor auto-
morphisms.
Let Out1(G) and Out0(G) be the images of Aut1(G) and Aut0(G) in Out(G), respec-
tively.
Below, Proposition 2.1 shows that Aut1(G) and Aut0(G) have finite index in Aut(G).
Studying Aut1(G), the following relations will be useful, verification is left to the reader.
Lemma 1.5. Let x, y, z, w be distinct vertices in Γ. When the transvections (or their
powers) exist, we get the following relations:
(1) Rx
k
y R
yj
z = R
yj
z R
xkj
z R
xk
y ,
(2) Rx
k
y R
xj
z = R
xj
z R
xk
y ,
(3) Rx
k
y R
wj
z = R
wj
z R
xk
y .
The notion of a SIL was introducted in [GPR12], and extended to the notion of
a STIL and an FSIL in [SS17]. These graphical characteristics have been useful in
understanding the structure of Out(G) (see e.g. [Day11, GPR12, GS18, SS17]).
Definition 1.6. Let (Γ, o) be a graph with GΓ the corresponding graph product, and
let x, y, z, w be vertices. We say:
• (x, y |w) is a SIL (Separating Intersection of Links) if x and y are not adjacent
and w is contained in a component of Γ\ (lk(x) ∩ lk(y)) which does not contain
x, y;
• (x, y |w) is a non-Coxeter SIL if (x, y |w) is a SIL and either o(x) 6= 2 or
o(y) 6= 2;
• (x, y, z |w) is a STIL (Separating Triple Intersection of Links) if 〈x, y, z〉 ≤ GΓ is
not virtually abelian and w is contained in a component of Γ\(lk(x) ∩ lk(y) ∩ lk(z))
which contains none of the vertices x, y, z;
• {x, y, z} is an FSIL (Flexible SIL) if (x, y | z), (y, z |x), and (z, x | y) are all SILs.
The following is proved in [GPR12, Section 4] and describes precisely when partial
conjugations do not commute.
Lemma 1.7. Suppose x, y are distinct vertices. Two partial conjugations pixC , pi
y
D in
Out(G) do not commute if and only if there is a SIL (x, y | z) and either
• z ∈ C = D,
• x ∈ D and z ∈ C,
• y ∈ C and z ∈ D,
• x ∈ D and y ∈ C.
The authors introduced STILs, FSILs, and non-Coxeter SILs in [SS17] to extend the
result of [GPR12] to give a precise description of when Out(G) is virtually abelian in
case that G is a graph product of finite abelian groups.
The following describes how SILs can overlap to give a STIL.
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Lemma 1.8 ([SS17, Lemma 1.7]). Suppose x, y, z, w are distinct vertices and (x, y |w)
and (y, z |w) are SILs. Then (x, y, z |w) is a STIL.
1.4. Pre-orders on the vertices of Γ. In the study of RAAGs, the pre-order on the
vertices of Γ given by u ≤ v if and only if lk(u) ⊆ st(v) is invaluable. It determines
precisely when the transvection Rvu is an automorphism. We extend this definition to
graph products of abelian groups, and define a second one that will be useful when we
study finite index subgroups of Aut(G).
Definition 1.9. For vertices u, v of Γ, say u ≤ v if and only if Rvku ∈ Aut(G) for some
positive integer k. If also o(u) =∞, then write u ≤∞ v.
Equivalence classes of the pre-orders ≤ and ≤∞ are denoted [v] and [v]∞ respectively.
We will refer to them as either ≤–equivalence classes, or ≤∞–equivalence classes. The
phrase “equivalence class” on its own will also be used to mean a ≤–equivalence class.
We will consider further subgroups of Aut(G), by restricting the types of transvec-
tions in our generating set.
Definition 1.10. Let Aut1∞(G) be the subgroup of Aut(G) generated by partial con-
jugations and transvections Rvu with u ≤∞ v.
Further, let Aut0∞(G) but the subgroup generated by Aut1∞(G) and all factor auto-
morphisms.
Let Out1∞(G) and Out0∞(G) be the corresponding subgroups of Out(G).
Since lk(u) ⊆ st(v) is required for either u ≤ v or u ≤∞ v, many properties of ≤ that
are familiar from the RAAG situation carry through to our situation, and also hold for
≤∞. The following Lemmas record these similarities (c.f. [CV09, CV11] for the RAAG
case).
Lemma 1.11. Let X be a ≤–equivalence class. Then the special subgroup GX is iso-
morphic to either a non-abelian free group, a free abelian group, or a finite abelian
p–group for some prime p.
Proof. If X contains only one vertex, the result is obvious. So suppose X contains at
least two vertices, u and v. If o(u) = ∞, since v ≤ u, the transvection Ruv must exist.
However, this is only possible if v is also of infinite order. Hence either every vertex of
X is of infinite order, or every vertex has finite order. If all vertices have finite order,
then existence of transvections Ru
k
v imply that there is a prime p such that each vertex
in the equivalence class has order that is a power of p.
Now, if u, v are adjacent, and w is a third vertex in X, then v ∈ lk(u) ⊆ st(w).
Thus, X is either a clique or has no edges. Thus, GX is either abelian or a free product.
Further, if v ∈ X with o(v) < ∞, then for all w ∈ X, o(w) < ∞ and st(v) = st(w).
Thus, when GX consists of finite order vertices, then GX is abelian, and is a finite
abelian p–group. The statement of the lemma follows. 
In view of Lemma 1.11, we can define the notion of an abelian equivalence class,
when it generates an abelian special subgroup, or a free equivalence class otherwise.
We can also distinguish between infinite and finite equiavlance classes, depending on
whether the vertices in the equivalence class are infinite or finite order, respectively.
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Lemma 1.12. Suppose Γ is connected and is not equal to the star of a vertex.
(1) Every vertex v in Γ contains a maximal equivalence class in its link.
(2) If u, v are non-adjacent vertices in Γ such that lk(u)∩ lk(v) is non-empty, then
lk(u) ∩ lk(v) contains a maximal vertex.
Proof. Note that it is enough to prove the second statement of the lemma. Fix a vertex
v. Since Γ is connected and not equal to the star of v there is some vertex u that is
distance 2 from v. Let w ∈ lk(u) ∩ lk(v) be maximal in this set, and suppose z ≥ w.
Then u, v ∈ lk(w) ⊆ st(z). Since u, v are not adjacent, z is distinct from both and
hence z ∈ lk(u) ∩ lk(v). Now, by our choice of w, it must be equivalent to z. Thus, w
is maximal in Γ. 
Lemma 1.13. Let X be a ≤–maximal equivalence class or a ≤∞–maximal equivalence
class.
Then for every v ∈ Γ \ X, either X ⊆ st(v), or X is contained in one connected
component of Γ \ st(v).
Proof. First suppose X is an equivalence class whose link is empty. This is possible
only if X is either a complete subgraph which is also a connected component of Γ,
or X consists of more than one isolated vertex of infinite order. In the first case, the
statement of the Lemma is obvious. So, assume that X is a set of at least two isolated,
infinite order, vertices. If X = Γ then the Lemma is vacuous, so we may assume there
is a vertex y that is not in X. We will then have x ≤ y for x ∈ X, since lk(x) is empty,
a contradiction.
Hence a ≤–maximal, or ≤∞–maximal equivalence class of Γ is either equal to Γ,
equal to a component of Γ, or has nonempty link, with the first two cases resolved.
So suppose that lkX 6= ∅. We show that if X ∩ st(v) is non-empty, then X ⊆ st(v).
Indeed, if x ∈ X ∩ st(v) and y ∈ X, then since x 6= v it follows that v ∈ lk(x) ⊆ st(y).
Thus, y ∈ st(v) as well.
Now, assume X ∩ st(v) is empty. If X is abelian, then it is immediate that it is
contained in one connected component of Γ \ st(v). Otherwise, X is a free equivalence
class, and thus by Lemma 1.11, o(x) = ∞ for all x ∈ X. Thus, since X is maximal,
we cannot have lkX ⊆ st(v). Since we may assume the link of X is nonempty, there
is some y ∈ lkX that is not in st(v), and this gives a path between any two vertices in
X that avoids st(v). 
Lemma 1.14. Let X be a ≤–maximal equivalence class (respectively a ≤∞–maximal
equivalence class), and let Φ ∈ Out0(G) (respectively Φ ∈ Out0∞(G)).
Then there exists a representative ϕ of Φ so that ϕ(〈X〉) = 〈X〉 and ϕ(〈stX〉) =
〈stX〉.
Proof. Let Φ ∈ Out0(G). It is enough to prove the statement when Φ is either a partial
conjugation or a transvection Rv
k
u with u ≤ v, since the statement is clear for factor
automorphisms.
We first consider X, a ≤–equivalence class.
Suppose first that pi = pivC is a partial conjugation. If v 6∈ stX, then by Lemma 1.13,
X is contained in a single connected component, call it C ′, of Γ \ st(v). Thus, there
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exists a representative of pi which acts trivially on 〈X〉. Now, since d(X, v) ≥ 2, stX
is contained in C ′ ∪ st(v). Thus, this same representative acts trivially on 〈stX〉
If instead v ∈ lkX, then for any representative ϕ of Φ with ϕ(v) = v, we have that
ϕ preserves 〈st(X)〉.
Suppose now that Φ = Rv
k
u , for some vertex u ∈ stX. If u ∈ X, then since u ≤ v,
and X is maximal, we must have that v ∈ X as well. In this case, Φ has a representative
that acts preserves 〈X〉 and trivially on 〈lkX〉.
If u ∈ lkX, then since X ⊆ lk(u) ⊆ st(v), we must have that v ∈ stX as well. Thus,
Φ has a representative which acts trivially on 〈X〉 and preserves 〈lkX〉, and we reach
the conclusion.
The same argument holds if X is a ≤∞–equivalence class and Φ ∈ Out0∞(G).

1.5. Restriction and factor maps. In order to prove results for graph products, a
standard strategy is to induct the number of vertices of the underlying graph. We
record here a family of homomorphisms to smaller graphs that we appeal to. For more
detail on these maps, consult [CV09, DW17]
We begin with restriction maps. Given a special subgroup GΛ of G, generated by an
induced subgraph Λ of Γ, we may try to restrict automorphisms of G to GΛ. Whenever
we have an outer automorphism that preserves GΛ up to conjugacy, we can compose
the restriction with an inner automorphism of G to obtain an automorphism of GΛ.
This allows us to define the restriction map
Res: Out(G;GΛ)→ Out(GΛ)
where Out(G;GΛ) denotes the subgroup consisting of all outer automorphisms that
preserve GΛ up to conjugacy. Well-definedness of this map follows from the structure
of the normalizer of special subgroups of graph products.
It helps to make a sensible choice of Λ, so that the domain for Res can be taken to
be Out1(G), Out0(G), or one of the other finite-index subgroups. A common choice to
achieve this is a maximal equivalence class, or the star of a maximal equivalence class,
considering Lemma 1.14.
A factor map, also known as a projection map, is defined using the epimorphism
κ : G → GΛ which kills all vertices outside of Λ. If the kernel K of κ (which is normally
generated by GΓ\Λ) is preserved by ϕ, then we may define an automorphism of GΛ by
sending κ(h), for any h ∈ G, to κ(ϕ(h)). This allows us to define a factor map
Fact : Out(G;K)→ Out(GΛ).
Again, we want to make the right choice of Λ so that Out(G;K) is as large as possible.
For example, let X be an equivalence class in Γ, and define:
≤X = {v ∈ Γ | v ≤ x for some x ∈ X}.
Then 〈〈Γ \ ≤X〉〉 is preserved by all transvections and partial conjugations. In partic-
ular, we may define:
Fact : Out1(G)→ Out1(G≤X).
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This can then be composed with the restriction map to X (since X is the unique
maximal equivalence class in ≤ X), yielding
Res ◦Fact : Out1(G)→ Out1(GX).
It is not hard to see this composition is in fact surjective. This map was exploited in
[GS18], and as there, allows us to deduce some properties concerning the quotients of
finite index subgroups of Out(G).
Recall that a group G is said to have all finite groups involved if for every finite group
H there is a finite index subgroup of G that admits H as a quotient. It is SQ-universal
if for every countable group C there is a quotient of G that admits C as a subgroup.
Also recall that G is boundedly generated if there exist g1, . . . , gk ∈ G such that every
element in G can be written as gn11 · · · gnkk for some integers n1, . . . , nk.
Proposition 1.15. If (Γ, o) contains an equivalence class X such that GX is not
abelian, then Out(G) is SQ-universal, has all finite groups involved, and is not bound-
edly generated.
Proof. By using the map Res ◦Fact above, we have a homomorphism onto Out1(Fn),
where Fn = GX by Lemma 1.11. Each of these properties hold for Out1(Fn) and are
inherited from quotients and finite index subgroups, so they pass to Out(G). See [GS18,
Section 1.2] for more details and references. 
1.6. The standard representation. The standard representation of Aut(G) is ob-
tained by acting on the abelianization G¯ of G. Denote it by:
ρ : Aut(G)→ Aut(G¯).
Note that ρ factors through Out(G).
The abelianization has the form G¯ ∼= Zn×T , for some n ≥ 0 and T is a finite group.
Lemma 1.16. Aut(G¯) ∼= Tn o (GL(n,Z)×Aut(T )).
Proof. View G¯ as a graph product of abelian groups in the form G¯ = G(Γ¯, o), where Γ¯
is obtained from Γ by adding all absent edges to the graph to make it complete. We
may define a factor map Fact from Aut(G¯) = Out(G¯) to GL(n,Z) by killing all vertices
of finite order (i.e. by killing T ). We may also define a restriction map from Aut(G¯) to
Aut(T ). Combining these, we get a homomorphism
Aut(G¯)→ GL(n,Z)×Aut(T ).
The kernel is generated by the transvections Rvu were o(u) = ∞ and o(v) < ∞, which
generate a subgroup isomorphic to Tn. Meanwhile, it is surjective, which we can see by
looking at the image of the transvections not in the kernel. Further, since G¯ ∼= Zn × T
there is a natural map GL(n,Z) × Aut(T ) → Aut(G¯) which shows the short exact
sequence we get is split. 
The kernel of ρ is denoted IAG , and is sometimes referred to as the Torelli subgroup.
In Section 5 below we give a finite generating set for it when G is a graph product of
finitely generated abelian groups. When the vertex groups are finite, it is not so hard
to find a generating set, and in fact it follows from results of Gutierrez–Piggott–Ruane
[GPR12].
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Proposition 1.17. Suppose G is a graph product of finite abelian groups (i.e. o(v) <∞
for all v ∈ Γ). Then IAG = Aut1∞(G), and is generated by the set of partial conjugations
of G.
Furthermore, the restriction of the standard representation to the subgroup generated
by graph symmetries, transvections and factor automorphisms is injective.
Proof. We appeal to [GPR12, Theorem 3.1], stating that Aut(G) is isomorphic to the
semidirect product Aut1∞(G) o Aut2(G), where Aut2(G) is the subgroup consisting
of automorphisms which map each maximal special finite subgroup of G to a maximal
special finite subgroup1.
We claim that ρ restricted to Aut2(G) is an isomorphism. To see this, we use that
any automorphism ϕ in Aut2(G) restricts to an isomorphism between maximal special
finite subgroups. First note that if K is a maximal special finite subgroup of G, then
K is abelian and maps isomorphically to G. Thus, if K,K ′ are maximal special finite
subgroups of G and ϕ ∈ IAG restricts to an isomorphism between K and K ′, we must
have that K = K ′. Hence ϕ restricts to the identity on K = K ′. This implies ρ is
injective on Aut2(G). To see it is surjective, notice that Aut2(G) contains all graph
symmetries, factor automorphisms, and transvections. As partial conjugations are
trivial under ρ, surjectivity follows.
Finally, the semidirect product structure of Aut(G) above, together with this iso-
morphism, gives us that IAG = Aut1∞(G). 
2. Finite index subgroups
In the study of RAAGs, it is not hard to see that the transvections and partial
conjugations generate a finite index subgroup of Aut(AΓ). For RACGs, the picture is
transformed because the transvections can, up to finite index, be ignored: the partial
conjugations alone generate a finite-index subgroup of Aut(WΓ). For more general
graph products, there are a range of subgoups we can consider, which were defined
in Section 1.2. We recall the definition and notation in the following proposition, the
proof of which is the subject of this section.
Proposition 2.1. The following subgroups have finite index in Aut(G).
(1) Autfin(G): the subgroup of all automorphisms that preserve maximal finite spe-
cial subgroups of G up to conjugacy.
(2) Aut1(G): the subgroup generated by all partial conjugations and all transvec-
tions.
(3) Aut1∞(G): the subgroup generated by all partial conjugations and all transvec-
tions Rvu such that u ≤∞ v.
(4) Aut0(G): the subgroup generated by Aut1(G) and all factor automorphisms.
(5) Aut0∞(G): the subgroup generated by Aut1∞(G) and all factor automorphisms.
We begin by proving the first part.
Proposition 2.2. The subgroup Autfin(G) has finite index in Aut(G).
1In [GPR12], they use Aut1(W ) to denote this group, and Aut0(W ) to denote what we refer to here
as Aut1∞(G).
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Proof. Any element of Aut(G) must permute the finite subgroups of G. However, every
finite subgroup is conjugate into a finite special subgroup, and thus every maximal
finite subgroup is conjugate to a maximal finite special subgroup. Since there are only
finitely many such special subgroups of G, it follows that there are only finitely many
such conjugacy classes. Now, Aut(G) acts on the set of conjugacy classes of maximal
finite subgroups, and Autfin(G) is the kernel of this action. Thus, it is finite index in
Aut(G). 
In the next two subsections, we prove parts (4) and (3) (Corollaries 2.6 and 2.8
respectively) showing that Aut0(G) and Aut1∞(G) have finite index in Aut(G). The
two corollaries together prove the remaining parts of Proposition 2.1. The particular
methods employed will be useful in what follows, so we prove these two corollaries in
separate subsections.
2.1. Detecting Graph Symmetries. Duncan and Remeslennikov showed that for a
RAAG, Aut(AΓ) is the semidirect product Aut
0(AΓ) o A, where A is a subgroup of
the group of graph symmetries of the “compressed graph”—obtained by fusing each
equivalence class into one vertex [DR12, Proposition 33]. We also refer the reader to
the work of Day and Wade [DW17, Section 3.1], who explicitly describe the quotient
map in language and notation that is more consistent with that found here.
We apply this construction when Γ has finite order vertices to detect when an au-
tomorphism can be written as products of generators not involving graph symmetries.
The steps in constructing the map are the same as for the RAAG case described by
Day and Wade. We give an outline of the proof, focusing on issues that arise due to
the introduction of finite order vertices. We refer the reader to [DW17, Section 3.1] for
details that we do not include.
We can partition the vertices of Γ into equivalence classes for the partial order ≤.
First define a new graph Γ≤ to have vertex set equal to the set of equivalence classes
for ≤, and define two vertices to be adjacent in Γ≤ if and only if the corresponding
equivalence classes in Γ contain adjacent vertices.
We will define a map
Σ: Aut(G)→ Aut(Γ≤).
This is done in a similar way to [DW17], however care has to be taken with regards to
the order of vertices.
Let X be an equivalence class. We consider the subgroups G≥X and G>X generated
respectively by those vertices v such that v ≥ x for x ∈ X, excluding those v ∈ X in
the latter subgroup (so that the quotient G≥X/〈〈G>X〉〉 is isomorphic to GX).
Lemma 2.3 (c.f. [DR12, Proposition 31], [DW17, Proposition 3.1]). Let ϕ ∈ Aut(G).
There is an automorphism σ of Γ≤ such that for each equivalence class X we have that
• ϕ(G≥X) is conjugate to G≥σX ,
• ϕ(〈〈G>X〉〉) = 〈〈G>σX〉〉.
We refer the reader to [DW17, Proposition 3.1] for the proof in the RAAG case, which
carries through to our situation. Essentially, one has to verify that the properties given
in the lemma are preserved by taking a product of automorphisms. Thus it is enough
to verify the properties hold for generators, which is straight-forward to do.
OUTER AUTOMORPHISM GROUPS OF GRAPH PRODUCTS 13
Recall from Lemma 1.11 that each equivalence class generates either a free group, a
free abelian group, or a finite abelian p–group, for some prime p. In Lemma 2.3, if X
is free (resp. free abelian), then so is σX, and if X generates a finite abelian p–group,
then so does σX (for the same p).
Define Σ(ϕ)(X) = (σX), for ϕ, σ as in Lemma 2.3.
Lemma 2.4. The function Σ(ϕ) is an automorphism of the graph Γ≤.
Proposition 2.5 (c.f. [DW17, Proposition 3.3]). The map Σ is a well-defined homo-
morphism with kernel Aut0(G).
Proof. The proof is nearly identical to the RAAG case [DW17, Proposition 3.3] however
there is one key point where the orders of vertices come in. Seeing that ker Σ contains
Aut0(G) follows by looking at the generators of Aut0(G) and verifying they preserve the
subgroup G≥X up to conjugacy, and the normal subgroup 〈〈G>X〉〉, for each equivalence
class X. For the reverse inclusion, as in [DW17, Proposition 3.3], conjugating a factor
automorphism, a transvection, or a partial conjugation by a labeled graph symmetry
gives a generator of the same type. Hence, given ϕ ∈ ker Σ as a word on the generating
set of Theorem 1.3, the graph symmetries can be shuffled to the end and we may write
ϕ = σϕ′, with ϕ′ ∈ Aut0(G) and σ a graph symmetry. Then 1 = Σ(ϕ) = Σ(σ). So σ
is an automorphism of the labeled graph that preserves the equivalence classes. Given
vertices v, w, it is noted in [DW17, Proposition 3.3] that
ιvR
w−1
v ιvιwR
v
wR
w−1
v ,
where ιv is the inversion of the vertex v, is the automorphism swapping v and w and
fixing all other vertices. Thus to see σ ∈ Aut0(G), we need the elements in the above
product. However, since automorphisms are order preserving, σ not just preserves
the equivalence classes but also preserves orders of vertices. Since for two equivalent
vertices v, w, both Rvw and R
w
v exist (with k = 1) if and only if o(w) = o(v), we
have the required transvections. Meanwhile, the inversions are special cases of factor
automorphisms, with the exception being when a vertex has order 2, in which case we
replace the inversions with the identity. 
Since Aut(Γ≤) is a finite group, this immediately leads to the following corollary.
Corollary 2.6. The subgroup Aut0(G) ≤ Aut(G) has finite index.
2.2. The Homomorphism D. The homomorphism D is an amalgamation of maps.
First fix an equivalence class X in Γ that contains vertices of infinite order. We will
define a homomorphism DX as a composition of maps. The first map to take is the
quotient map from Aut0(G) to Out0(G). We can define the factor map Out0(G) →
Out0(G≤X), and compose this with the restriction to X, giving a homomorphism
Out0(G)→ Out0(GX). Indeed, this is the map Res ◦Fact defined in Section 1.5, and so
it is onto. From Out0(GX), take the standard representation of this by acting on the
abelianization G¯X . Using Lemma 1.11, the image of this representation is isomorphic
to GL(NX ,Z), for some integer NX . From here we can use the determinant map onto
Z2. In summary, we have a homomorphism
DX : Aut
0(G)→ Z2.
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We bundle all these maps together, along with the following map. Let G¯ ∼= Zn × T
be the abelianization of G. Then the image of the standard representation is, up to
isomorphism, a subgroup of Tn o (GL(n,Z) × Aut(T )) by Lemma 1.16. We define a
map D0 to be the composition of the standard representation, the inclusion into the
semidirect product, and the quotient map onto Aut(T ), giving
D0 : Aut
0(G)→ Aut(T ).
Bundling all these maps together, and letting E denote the set of all equivalence classes
in Γ containing infinite order vertices, we get
(4) D := D0 ×
∏
X∈E
DX : Aut
0(G)→ Aut(T )×
∏
X∈E
Z2.
Since Γ and T are finite, the image of D is a finite group. The following therefore
implies that Aut1∞(G) has finite index in Aut0(G), and hence in Aut(G).
Proposition 2.7. The kernel of D is equal to Aut1∞(G).
Proof. To see that Aut1∞(G) ⊆ kerD, we note that each generator of Aut1∞(G) lies
in the kernel. Indeed, since partial conjugations act trivially on the abelianization,
they are all in kerD. Meanwhile, consider u, v such that u ≤∞ v. If o(v) < ∞,
then the image of Rvu under the standard representation lies in the subgroup T
n of
Tn o (GL(n,Z) × Aut(T )). If o(v) = ∞, then it lies in GL(n,Z). In particular,
in either case, it maps to the identity under D0. Now consider an equivalence class
X ∈ E . If at least one of u or v is not in X the the transvection Rvu is killed by the
composition of the factor and restriction maps to Aut0(GX). Otherwise, if u, v ∈ X,
then o(v) = ∞, and Rvu is sent to an elementary matrix with determinant one under
the standard representation of Aut0(GX), and hence is killed by DX .
We are left to show that kerD ⊆ Aut1∞(G). Let ϕ ∈ kerD. Write ϕ as a product of
generators for Aut0(G), namely ϕ = γ1 · · · γr, where γi is either a factor automorphism,
a (power of a) transvection, or a partial conjugation. As verified above, any generator
in Aut1∞(G) is in kerD, so we get D(ϕ) = D(ϕ′), where ϕ′ is obtained from γ1 · · · γr
by deleting partial conjugations and transvections in Aut1∞(G). Hence it is enough to
assume each γi is a factor automorphism or a transvection R
vk
u with o(u) <∞.
Let f be a factor automorphism acting on the vertex v, and let Rv
k
u be a transvection.
Since the order of f(vk) equals that of vk, the automorphism R
f(vk)
u is well-defined,
and manual computation verifies the relation
fRv
k
u = R
f(vk)
u f.
Thus we may assume there is 0 ≤ s ≤ r such that γ1, . . . , γs are factor automorphisms
of distinct vertices (if s = 0 this list is empty), while γs+1, . . . , γr are transvections
with finite order support (if s = r this list is empty). Suppose γi and γj are factor
automorphisms of infinite order vertices u and v, respectively, belonging to the same
equivalence class. As in the proof of [Wad12, Proposition 4.9] we may write
γj = γiR
v
uR
u−1
v γiR
v−1
u γiR
v
uγiR
u
vR
v−1
u γi.
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Using this, we may replace each occurrence of γj with γ
5
i = γi, after deleting the
transvections, which are all in Aut1∞(G). Thus we may assume that the factor auto-
morphisms γ1, . . . , γs act on at most one infinite order vertex from each equivalence
class. Then, similar to Wade’s proof, by mapping onto the product of groups Z2, one
copy for each equivalence class containing infinite order vertices, we can realise that in
order for ϕ to be in kerD, none of the factor automorphisms γ1, . . . , γs can act on an
infinite order vertex of Γ.
Now we focus on D0, which comes about from compositions:
Aut0(G)→ Aut0(G¯) ↪→ Tn o (GL(n,Z)×Aut(T ))→ Aut(T ).
Consider the subgroup H of Aut0(G) consisting of all automorphisms that preserve
the special subgroup Gf generated by the set of all finite-order vertices in Γ and fix all
infinite-order vertices. Then H can be viewed as a subgroup of Aut0(Gf ). The abelian-
ization of Gf is T , so the standard representation for Aut(Gf ) has image in Aut(T ).
In particular, D0 restricted to H is the same map as the standard representation on
Aut(Gf ) restricted to H. By Proposition 1.17, the subgroup of Aut(Gf ) generated by
graph symmetries, factor automorphisms, and transvections embeds into Aut(T ). In
particular, as we have just shown, ϕ′ is such an element. Thus, ϕ′ can be in the kernel
of D0, and hence of D, only if ϕ
′ = 1. Thus, ϕ ∈ Aut1∞(G), as desired. 
To conclude, we have the following.
Corollary 2.8. The subgroup Aut1∞(G) is finite index in Aut(G).
3. The amalgamated projection
Throughout this section, we assume that Γ is connected and is not the star of a
vertex. Equivalently, G is freely indecomposable and has trivial center.
3.1. The amalgamated restriction and projection maps. Given a ≤–maximal
vertex v ∈ Γ, we can define the restriction map
Rv : Out
1(G)→ Out(Gst[v]).
By choice of v, this is a homomorphism.
We bundle these maps together to get the amalgamated restriction map
R : Out1(G)→
∏
[v] maximal
Out(Gst[v]).
Since automorphisms will preserve [v] up to conjugacy (as v is maximal), the restric-
tion map Rv defined above may be composed with a factor map to lk[v]. This gives
homomorphisms
Pv : Out
1(G)→ Out(Glk[v]).
As with the restriction maps, we can combine these to a single map.
P : Out1(G)→
∏
[v] maximal
Out(Glk[v]).
We call P the amalgamated projection map. The aim of this section is to show this
has finite-rank abelian kernel.
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As per [CV09], we make the following definition.
Definition 3.1. A leaf-like transvection is a transvection Rv
k
u ∈ Out(G) where v is a
maximal vertex and [v] is the only maximal equivalence class contained in lk(u).
In this situation, we say u is a leaf-like vertex, and use the same adjective for the
equivalence class containing u.
We note that it follows from this definition that if Rv
k
u is leaf-like, then u and v
cannot be in the same ≤–equivalence class.
Lemma 3.2. If Rv
k
u is a leaf-like transvection then [v] is an abelian equivalence class.
Proof. If v′ ∈ [v], then v′ ∈ lk(u) ⊆ st(v). 
Our next definition comes from [CV11], where it was called a “vˆ–component.”
Definition 3.3. An induced subgraph C of Γ is said to be a bridged v–component if C
is a minimal union of connected components of Γ \ st(v) such that for every u ∈ C if γ
is an edge path in Γ starting at u, containing no edges in st(v) (but possibly including
vertices from it), and ending at a vertex w, then w is also in C.
3.2. The extended graph. Define Γˆ as follows (compare with the relative cone graph
of [DW17, Section 3.2]). First add two vertices v1, v2 whose links are equal to Γ. For
each maximal equivalence class X in Γ, and each non-empty subset S ⊆ lkX, add a
vertex XS , whose link is X ∪S. We extend o to oˆ on Γˆ by defining oˆ(vi) and oˆ(XS), to
be distinct primes that do not divide o(v) for any v ∈ Γ.
We will denote G(Γ, o) by G and G(Γˆ, oˆ) by Gˆ. We also denote stars by stΓˆ or stΓ,
depending on which graph we are working in, and similarly for links.
We claim the restriction map
Rˆ : Out1(Gˆ)→ Out(G)
is well-defined and has image equal to ker(P ).
Lemma 3.4. The restriction map Rˆ is well-defined.
Proof. We first show that the restriction Rˆ is well-defined by checking that each gen-
erator of Out1(Gˆ) preserves G.
First consider a transvection Rv
k
u . If u, v ∈ Γ, or u /∈ Γ, then G is preserved. The
other case, with u ∈ Γ and v /∈ Γ, is not possible. Indeed, for u ∈ Γ, we will have
v1, v2 ∈ lk(u), but vi /∈ st(v) unless v = vi. Thus all transvections preserve G.
Now consider a partial conjugation pivC . If v ∈ Γ, then G is preserved. So assume
v /∈ Γ. We claim either C ∩ Γ = ∅, or Γ ⊆ st(v) ∪ C. Indeed, if x ∈ C ∩ Γ, and
y ∈ Γ\ st(v), then x is connected to y via v1 and via v2, at least one of which is outside
st(v). So y ∈ C also. Thus partial conjugations preserve G. 
We now analyze how the partial order on Γ differs to that on Γˆ. The main con-
sequence is that only leaf-like transvections remain in the automorphism group for
the extended graph. In particular, we also see that the equivalence classes in Γ are
dismantled to give equivalence classes in Γˆ that consist of only a single vertex.
For mathematical, if not aesthetic, clarity, we denote the partial orders ≤ and ≤∞
on Γˆ by ≤ˆ and ≤ˆ∞.
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Lemma 3.5. Suppose Γ is connected and is not the star of a vertex. Let u, v be vertices
in Γ. Then u ≤ˆ v if and only if there exists k ∈ N such that Rvku is leaf-like.
Proof. It is clear that a necessary condition for u ≤ˆ v is u ≤ v. Suppose u ≤ v but Rvku
is not leaf-like. This implies that either u and v are non-adjacent, v is not a maximal
vertex, u and v are equivalent, or u is adjacent to a maximal equivalence class X 63 v.
We will see that in each case, as is immediate in the last case, there is an equivalence
class X in lkΓˆ(u) that does not contain v. Then the vertex X{u} witnesses u ˆ6≤ v.
Firstly, if v is not adjacent to u, then by Lemma 1.12 (2) there is a maximal equiv-
alence class X in lkΓ(u) ∩ lkΓ(v). Next, if v is adjacent to u, but it is not maximal,
then any maximal equivalence class X dominating v must also be in the star of u. If
v and u are adjacent, and both maximal, then they must be in the same equivalence
class, since v dominates u. By Lemma 1.12 (1), there is a maximal equivalence class
X in lkΓ([u]).
On the other hand, suppose Rv
k
u is leaf-like. We want to check that any new vertex
in Γˆ that is adjacent to u is also adjacent to v. This is certainly true for v1 and v2. So
suppose that XS is a new vertex and u ∈ lkΓˆ(XS). By the definition of leaf-like, we
cannot have u ∈ X. Thus, X is contained in lkΓ(u), and since Rvku is leaf-like, we must
have v ∈ X. Hence v is also in lkΓˆ(XS). 
Remark 3.6. Suppose that x1, x2 ∈ Γ with x1, x2 in the same ≤–equivalence class, X.
Then there exists a maximal ≤–equivalence class, Y in lkΓ(X) by Lemma 1.12. Thus,
in Γˆ, Y{x1} ∈ lkΓˆ(x1) \ lkΓˆ(x2) and Y{x2} ∈ lkΓˆ(x2) \ lkΓˆ(x1). Thus, x1 and x2 are not
equivalent under ≤ˆ.
We now complete our look at ≤ˆ by considering vertices not in Γ.
Lemma 3.7. Suppose Γ is connected and is not the star of a vertex. Let v 6∈ Γ. Then
v does not dominate any vertex in Γ. That is, there is no vertex u ∈ Γ such that u ≤ˆ v.
Proof. First suppose that v ∈ {v1, v2}. For any u ∈ Γ, v1, v2 ∈ st(u), but vi 6∈ st(vj)
for i 6= j. Hence, v does not dominate u. Now suppose that v 6∈ {v1, v2}∪Γ. Let u ∈ Γ
be such that u ≤ˆ v. Then lkΓˆ(u) ⊆ stΓˆ(v). Let X be a ≤–maximal equivalence class
in lkΓ(u), then X is in the star of v, and further v = YS for some maximal equivalence
class Y in Γ and {u} ∪X ⊆ Y ∪ S = lkΓ(v). However, X{u} ∈ lkΓˆ(u), and thus since
X{u} is not adjacent to any vertex in Γˆ \ Γ, we must have that X = Y and S = {u}.
Further, if {u} ( S′ ⊆ lkΓ(Y ), then X{u} and XS′ are non-adjacent. But u ∈ S′ and so
XS′ ∈ lkΓˆ(u) ⊆ stΓˆ(v). Thus, lkΓ(X) = {u} and Γ = X ? {u}. This is a contradiction,
since Γ is connected and not the star of a single vertex. 
Lemma 3.8. Suppose Γ is connected and is not the star of a vertex. Every ≤ˆ–
equivalence class in Γˆ contains a single vertex.
Proof. Let X be an equivalence class in Γˆ. By Remark 3.6, X can contain at most one
element from Γ. By Lemma 3.7, if X contains a vertex from Γ then it cannot contain
vertex not in Γ. So if X ∩ Γ 6= ∅, then X is a singleton.
On the other hand, if X consists only of new vertices, then by the choice of oˆ(v) as
distinct primes for vertices v ∈ Γˆ \ Γ, X must once again be a singleton. 
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We now study partial conjugations in Out1(Gˆ). The following result shows that
all such partial conjugations restrict to G to give partial conjugations with a bridged
component as its support.
Lemma 3.9. Suppose Γ is connected and is not the star of a vertex. Let v ∈ Γˆ and C
be a subset of Γ. Then C is a bridged v–component in Γ if and only if C = Γ ∩ Cˆ for
some connected component Cˆ of Γˆ \ stΓˆ(v).
Proof. We first show that C = Γ ∩ Cˆ must be a bridged v–component. Suppose that
a, b ∈ C. There must be a path in Γˆ from a to b which avoids stΓˆ(v). Let p be such
a path, and let a = p0, p1, . . . , pk = b be the sequence of vertices along this path. If
pi ∈ Γ for all i, then a, b are in the same component of Γ \ stΓ(v), and are thus in
the same bridged v–component. So, without loss of generality, let j be an index so
that pj 6∈ Γ. Then pj = XS for some maximal equivalence class X of Γ and some
subset S ⊆ lkΓX, and further pj−1, pj+1 ∈ X ∪ S. If both are in X, we must have
that pj−1 and pj+1 are in the same component of Γ \ stΓ(v) by Lemma 1.13. Thus,
we can replace this subpath with a path in Γ that avoids stΓ(v). If one is in X and
the other in S, then pj−1, pj+1 are actually adjacent in Γ, so we can remove the vertex
pj creating a subpath that remains in Γ. If both are in S, we can replace pj with a
vertex x ∈ X, creating a subpath that stays in Γ, but may enter stΓ(v), if X ⊆ stΓ(v).
However, pj−1, pj+1 6∈ stΓ(v), so the new subpath contains no edge in stΓ(v). Thus, we
can replace p with a path in Γ that connects a and b and contains no edge in stΓ(v),
implying a and b are in the same bridged v–component.
Now we show that every bridged v–component C in Γ arises this way. Define Cˆ to be
the union of all connected components of Γˆ \ stΓˆ(v) that intersect C. The claim is that
only one connected component is required. Suppose a, b ∈ C. There is a path from a to
b in Γ that contains no edges in stΓ(v). Choose such a path p of minimal length, label
the vertices of p by a = p0, p1, . . . , pk = b. If it contains no vertices in stΓ(v) then a, b
are in the same connected component of Γˆ \ stΓˆ(v). So we may assume that there is at
least one vertex pi in stΓ(v). However, we know that both vertices adjacent to pi in p
are not in stΓ(v), and we can assume that they are not adjacent. By Lemma 1.12 (2),
we may assume that pi is maximal in Γ. Then we can construct a new path from a
to b in Γˆ that avoids stΓˆ(v) by replacing any such pi with Y{pi−1,pi+1}, where Y is the
equivalence class of pi. 
Lemma 3.10. Suppose Γ is connected and is not the star of a vertex. The image of
Rˆ is contained in the kernel of P .
Proof. The domain Out1(Gˆ) is generated by transvections and partial conjugations.
First check the transvections. By Lemma 3.5, the only transvection that could appear
in the image are leaf-like transvections. It is immediate from the definition of leaf-like
that any leaf-like transvection is in the kernel of P .
Now consider a partial conjugation pivC in the domain of Rˆ. If v /∈ Γ, then Rˆ(pivC) is
trivial. So we may assume v ∈ Γ. We want to show that for each maximal equivalence
class X in Γ either stΓX ⊆ C ∪ stΓ(v), or stΓX ∩ C = ∅.
Suppose that u ∈ stΓX ∩ C, and let w be any other vertex of stΓX. First assume
that v ∈ X. Since u ∈ C we must have that X is free and u ∈ X. Then either
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w ∈ lkΓX and hence in stΓ(v), or w ∈ X. As Γ is connected, there must be a vertex
y in lkΓX, and then the path u, y, w has no edge in stΓ(v), so u,w are in the same
bridged v–component. By Lemma 3.9 this bridged v–component is C ∩ Γ.
Now assume v /∈ X. If either u or w is not in X, then in Γˆ we have a two-edge path
u,XS , w, where S consists of u and w, minus either if it is in X. This path is outside
of stΓˆ(v), so w ∈ C.
Consider the case where u and w are both in X. If X is an abelian equivalence class,
then w ∈ C ∪ stΓ(v). Thus, suppose that u and w are non-adjacent. As Γ is connected,
lkΓX is nonempty. If v ∈ lkΓX then w ∈ stΓ(v) and we are done. So we may assume
in particular that there is some vertex y in lkΓX that is distinct from v. Then we have
a two-edge path u,X{y}, w whose edges and middle vertex lie outside stΓˆ(v), implying
w ∈ C ∪ stΓ(v). 
It remains to show that the kernel of P is contained in the image of Rˆ. Given an
outer automorphism in kerP , we construct an element of its pre-image under Rˆ. In
doing this,we need to prove that our constructed automorphism is in Aut1(Gˆ). For this,
we use Proposition 2.5, paired with the following.
Lemma 3.11. Suppose Γ is connected and is not the star of a vertex. Let x be a vertex
in Γ, and Φ ∈ kerP . Either
(1) if x is not leaf-like, then Φ preserves G{x};
(2) if x is leaf-like, with dominating adjacent maximal equivalence class Y , then Φ
preserves G{x}∪Y .
Proof. By Lemma 1.12 (1), there is at least one maximal equivalence class Y in lkΓ(x).
By Lemma 1.14, there is a representative ϕ of Φ such that x is mapped to a word on
stΓ Y , which we can write as yw, with y ∈ 〈Y 〉 and w ∈ 〈lkΓ Y 〉, since Y commutes
with lkΓ Y . Since Φ ∈ kerP , we must have w = x.
If there are two distinct maximal equivalence classes in lkΓ(x), then the above shows
that each x ∈ X is fixed by ϕ. In particular, G{x} is preserved.
Otherwise x is leaf-like, with Y a maximal equivalence class. Then ϕ(x) = yx ∈
G{x}∪Y . Meanwhile, Lemma 1.14 also tells us that GY is preserved by ϕ, and so G{x}∪Y
is preserved by ϕ. 
Lemma 3.12. Suppose Γ is connected and is not the star of a vertex. The kernel of
P is contained in the image of Rˆ.
Proof. Let Φ be in the kernel of P . Take ϕ to be a representative of Φ. By Lemma 1.14,
for each maximal equivalence class X, there exists gX ∈ G such that ϕ(〈X〉) =
gX〈X〉g−1X and ϕ(〈stX〉) = gX〈stX〉g−1X . Define ϕˆ on Gˆ, by acting on the vertices
of Γˆ as follows:
ϕˆ(v) =

ϕ(v) if v is a vertex of Γ,
gXvg
−1
X if v = XS , for a maximal equivalence class X, and S ⊆ lkΓX,
v if v ∈ {v1, v2}.
We first show that ϕˆ is a homomorphism by verifying each defining relation is preserved.
Indeed, each order relation on generators is preserved by the definition of ϕˆ. Also, all
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commutator relations between vertices in Γ are preserved, and it is immediate that
the image of vi commutes with the image of any vertex of Γ, for i = 1, 2. The only
relation left to check is [XS , u] = 1 for u ∈ X ∪S, for any maximal equivalence class X,
and S ⊆ lkΓX. First assume u ∈ S. Since 〈X〉 commutes with 〈lkΓX〉, we can write
ϕ(u) = gXywg
−1
X , for y ∈ 〈X〉, and w ∈ 〈lkΓX〉. Since Φ is in the kernel of P , we have
w = u. This gives
[ϕ(XS), ϕ(u)] = [gXXSg
−1
X , gXyug
−1
X ] = gX [XS , yu]g
−1
X = 1
since yu commutes with XS as X ∪{u} is in the link of XS . Now assume u ∈ X. Then
ϕ(u) = gXyg
−1
X for some y ∈ 〈X〉. But X ⊂ lkΓˆ(XS), so ϕˆ(XS) = gXXSg−1X commutes
with gXyg
−1
X as required.
To verify that ϕˆ is an automorphism, we note that its inverse can be constructed in
a similar way using ϕ−1 instead of ϕ, and g−1X in place of gX .
We will use ϕˆ to show that there is an automorphism ϕ1 in Aut
1(Gˆ) with Rˆ(ϕ1) = ϕ
(we’re abusing notation here of course by applying Rˆ to an automorphism). We first
apply Proposition 2.5 to see that ϕˆ is in Aut0(Gˆ). Let X be an equivalence class in
Γˆ. Then by Lemma 3.8, X = {x} for some x ∈ Γˆ. We claim ϕˆ preserves Gˆ≥ˆX up to
conjugacy, and so, by Proposition 2.5, ϕˆ is in Aut0(Gˆ).
To prove the claim, first suppose x ∈ Γ. By Lemmas 3.5 and 3.7, if x is not leaf-like,
then the set ≥ˆX is equal to X. If on the other hand x ∈ Γ is leaf-like, then there
is a unique maximal equivalence class Y in stΓ(x). Again by Lemmas 3.5 and 3.7,
≥ˆX = X ∪ Y . In either case, Lemma 3.11 implies Gˆ≥ˆX is preserved, up to conjugacy,
by ϕˆ.
Now suppose x /∈ Γ. Using again the definition of oˆ on Γˆ \ Γ, no vertex in Γˆ can
dominate x. Further, again by choice of o(x), there is no vertex in Γ that dominates v.
Thus, ≥ˆX = X and it follows then from the definition of ϕˆ that Gˆ≥ˆX is also preserved,
up to conjugacy.
Manual computation verifies that the conjugate of any partial conjugation or transvec-
tion by a factor automorphism is again (a power of) a partial conjugation or transvec-
tion, respectively. Thus we can write ϕˆ as fϕ1, for ϕ1 ∈ Aut1(Gˆ), and f a product
of factor automorphisms. Since Rˆ(f) = Rˆ(ϕˆϕ−11 ) ∈ kerP by Lemma 3.10, we deduce
that f acts trivially on Γ (using Lemma 1.12 (1), that every vertex is in the link of
some maximal equivalence class), so Rˆ(f) = 1. Thus Rˆ(ϕ1) = Rˆ(f
−1ϕˆ) = ϕ and, up to
replacing ϕˆ with ϕ1, we obtain an automorphism in Aut
1(Gˆ) whose image is ϕ. (We
note that we have abused notation: technically we apply Rˆ to the outer automorphisms
containing f, ϕˆϕ−11 , ϕ1, f
−1ϕˆ above). 
We have now proved that Im Rˆ = kerP . To conclude this section, we use the
structure of Gˆ and its automorphism group to give us a precise description of the
kernel of P .
Theorem 3.13. Suppose Γ is connected and is not the star of a vertex. The kernel of
P is abelian, generated by the set of leaf-like transvections and partial conjugations pivC
where C is a bridged v–component.
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Proof. Lemmas 3.10 and 3.12 imply that the image of Rˆ is equal to kerP . By Lem-
mas 3.5 and 3.9, the image of Rˆ is generated by leaf-like transvections and partial
conjugations of the form pivC where C is a bridged v–component.
To see that it is abelian, we first claim that there is no SIL (u, v |w) in Γˆ with
u, v, w ∈ Γ, so all the partial conjugations in the image of Rˆ commute by Lemma 1.7.
Indeed, suppose that (u, v |w) were such a SIL. Firstly, observe that (u, v |w) also forms
a SIL in Γ. As Γ is connected we may assume that w is adjacent to lkΓ(u)∩ lkΓ(v) in Γ,
and in particular that lkΓ(u)∩lkΓ(w) is non-empty. By Lemma 1.12 (2), lkΓ(u)∩lkΓ(w)
contains a maximal ≤–equivalence class X. Since u and v are non-adjacent, by the
definition of a SIL, we have that v 6∈ X. Thus in Γˆ we get a two-edge path u,X{u,w}, w
from u to w avoiding lkΓˆ(u) ∩ lkΓˆ(v), a contradiction.
Now consider two leaf-like transvections Rv
k
u and R
yj
x . These will commute if u, v, x, y
are distinct. Suppose u = x. Then v and y are in the same equivalence class, by the
definition of being leaf-like. But then v and y commute, and hence the transvections
commute, by Lemma 3.2. Now suppose x = v. Since v is maximal, we must have that
v and y are equivalent. Then [y] is not contained in lkΓ(v), so R
yj
v is not leaf-like. If
v = y, it is easy to see the transvections commute. Hence all leaf-like transvections
pairwise commute.
Now we take a leaf-like transvection Rv
k
u and a partial conjugation pi
x
C with C a
bridged x–component. Since u and v are adjacent, up to multiplying by an inner
automorphism and replacing pixC with its inverse, we may assume u, v /∈ C. If x 6= u,
then they commute. So we may assume x = u. We claim there is only one bridged x–
component of Γ, so pixC is inner. Suppose there are two. Then there are vertices a, b such
that any path between them involves an edge from stΓ(x). Take such a path of minimal
length, and denote its vertices by a = p0, p1, . . . , pr = b. Let pi be the first vertex in
st(x). By Lemma 1.12 (2), there is a maximal equivalence class in lkΓ(x) ∩ lkΓ(pi−1).
Since Rv
k
x is leaf-like, this implies v ∈ lkΓ(x) ∩ lkΓ(pi−1). Similarly, let pj be the last
vertex in the path that is inside stΓ(x). Then we also have v ∈ lkΓ(x) ∩ lkΓ(pj+1). By
minimality of the length of the path, we must have i = j, else we could shorten the path
by going from pi−1 to v to pj+1. This implies that a, b are actually in the same bridged
x–component, a contradiction. So pixC is trivial in Out(G); the result follows. 
4. Applications of the Amalgamated Projection
We now turn to the proofs of Theorems 1 and 3, of the Tits Alternative and residual
finiteness.
4.1. The Tits Alternative. For the outer automorphism group of a RAAG, a sub-
stantial obstacle in proving the Tits Alternative holds was the case when the defining
graph is disconnected, i.e. when AΓ decomposes as a free product. Horbez dealt with
this situation in full generality [Hor], which we now briefly describe.
Recall that given a finitely generated group G, its Grushko decomposition is a split-
ting of G as a free product G = G1 ∗ . . . ∗Gn ∗ F such that each Gi is non-trivial, not
isomorphic to Z, and freely indecomposable, and F is a finite rank free group.
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Theorem 4.1 (Horbez [Hor]). Let G1 ∗ . . . ∗Gn ∗ F be the Grushko decomposition of
a group G.
If each of the groups Gi and Out(Gi) satisfy the Tits Alternative, then Out(G) does
too.
Since satisfying the Tits Alternative is stable under graph products [AM15], it is
enough for us to consider the case when Γ is a connected graph.
Throughout Section 3 we made the assumption that G has trivial center. This was
so we could apply Lemma 1.12. The proof of Theorem 1 has two stages. We first deal
with the special case when Γ is the star of a vertex, and later apply the machinery of
Section 3 to tackle the case of full generality.
4.1.1. When Γ is the star of a vertex. This is the special case in which we can write
Γ as a join Γ′ ∗ K, where K is a clique and Γ′ is not the star of any vertex. Then
G = GΓ′ × GK .
Every element of Out1(G) preserves GK , so we may define a restriction map
RK : Out
1(G)→ Out(GK)
and a projection map PK : Out
1(G) → Out(GΓ′), induced by taking the quotient of G
by GK . We combine these and consider the map
EK = PK ×RK : Out1(G)→ Out(GΓ′)×Out(GK).
Proposition 4.2. The kernel of EK is an abelian group generated by transvections
Rv
k
u , where v ∈ K and u ∈ Γ′.
Proof. Let {w1, . . . , wn} be the vertex set of K. Consider Φ ∈ ker(EK). Then Φ ∈
ker(RK) and, since GK is the center of G, for any representative ϕ of Φ, ϕ(wi) = wi for
all wi ∈ K. Furthermore, for each such ϕ and any u ∈ Γ′, we have that ϕ(u) = guhu,
where gu ∈ 〈Γ′〉 and hu ∈ 〈K〉. Since Φ ∈ ker(PK), we can choose a representative so
that gu = u for all u ∈ Γ′. Thus, ϕ(u) = uwr11 · · ·wrnn , with ri = ri(u) all integers.
Note that o(u) = o(ϕ(u)), so if o(u) = pi for some prime p, then we must have that
o(wr11 · · ·wrnn ) | pi. Thus, whenever o(wj) = ∞ or p - o(wj), we get rj = 0. Further,
if o(wj) = p
` with ` > i, we must have that p`−i | rj . In this case, set kj = p`−i and
tj = rjp
i−`, otherwise set kj = 1 and tj = rj .
Thus, we can see
ϕ =
∏
u∈Γ′
 n∏
j=1
(
R
w
kj
j
u
)tj .
The choice of each integer kj ensures each transvection in the product is an auto-
morphism. The order of the transvections is not important since they all commute,
implying also that the kernel is abelian. 
As a consequence of Proposition 4.2, the kernel of EK is isomorphic to a subgroup
of G|Γ′|K . In contrast to the RAAG case, see [CV09, Proposition 4.4], in general it may
not be the whole group since not every transvection is necessarily permissible — order
of elements must be considered.
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Proposition 4.3. There is an abelian subgroup Tr of Out1(G) such that
Out1(G) ∼= Tro(Out1(GΓ′)×Out1(GK)).
Proof. The semidirect product comes from the short exact sequence with quotient map
EK . The subgroup Tr is the kernel of EK , which is abelian by Proposition 4.2. We
now need to show that the image of EK is precisely Out
1(G)×Out1(GK).
First consider a transvection Rv
k
u . If v ∈ K and u ∈ Γ′, then EK(Rv
k
u ) = (1, 1). If
u, v ∈ K, then EK(Rvku ) = (1, Rv
k
u ). If v ∈ Γ′, then u ∈ Γ′ as well, and EK(Rv
k
u ) =
(Rv
k
u , 1).
Now consider a (non-inner) partial conjugation piuC . Then u ∈ Γ′, and so EK(piuC) =
(piuC , 1).
The image of EK is generated by these elements, making is clear that the image is
precisely Out1(GΓ′)×Out1(GK).
That the sequence is split is clear, since G ∼= GΓ′ × GK , and so any pair of auto-
morphisms ϕ1 ∈ Aut1(GΓ′), ϕ2 ∈ Aut1(GK) ∼= Out1(GK) lifts to an automorphism of
G. Further, such an automorphism is inner if and only if ϕ1 is inner and ϕ2 is the
identity (since GK is abelian and central). Thus, the sequence is split, and so Out1(G)
decomposes as a semi-direct product. 
4.1.2. The general case. We are now ready to prove Theorem 1. As in [CV11, Hor],
the proof is an induction on the size of Γ, using the set-up above.
Proof of Theorem 1. First note that satsifying the Tits’ alternative is stable under
subgroups, finite index supergroups, direct products, and extensions by abelian groups.
In particular, we can restrict our attention to Out1(GΓ).
We proceed by induction on the number of vertices in Γ. If Γ consists of a single
vertex, then the Tits Alternative holds.
If Γ has more than one vertex but is not connected, then G splits as a free product
with each free factor and its outer automorphism group satisfying the Tits alternative
by [AM15] and the inductive hypothesis respectively. Then by Horbez’ theorem for
free products, Theorem 4.1, Out(G) satisfies the Tits alternative.
Now suppose Γ is connected. First, if Γ is the star of a vertex, with Γ = Γ′ ? K,
then Proposition 4.3 and our inductive hypothesis implies that Out1(G) satisfies the
Tits alternative.
If Γ is connected and not a star, we apply the amalgamated projection map:
P : Out1(GΓ)→
∏
[v] maximal
Out(Glk[v]).
By induction, Out(Glk[v]) satisfies the Tits Alternative for all maximal equivalence
classes [v]. Further, by Theorem 3.13, the kernel of P is abelian. Thus, Out1(G) is an
extension of a subgroup of a product of groups which satisfy the Tits’ alternative by
an abelian group. Hence, Out1(G) satisfies the Tits Alternative. 
Indeed, [AM15, Theorem A], which implies that every subgroup of G is either virtu-
ally abelian (and hence virtually polycyclic) or contains F2. Using [Hor, Theorem 6.1],
and the argument above we obtain the following, stronger, statement.
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Corollary 4.4. Let G be a graph product of finitely generated abelian groups. Then
every subgroup of Out(G) either contains F2 or is virtually polycyclic.
This is frequently called satisfying the Tits Alternative with respect to the class of
virtually polycyclic groups. Furthermore, this implies that all abelian subgroups of
Out(G) are finitely generated.
4.2. Residual Finiteness. We now show that Out(GΓ) is residually finite. The proof
follows much of the same path as [CV11, Theorem 10], though we refrain from using
restriction maps, and instead use only the amalgamted projection homomorphism and
Theorem 3.13. An alternative proof of this fact is due to Ferov [Fer16b, Corollary 1.5].
Proof of Theorem 3. We proceed by induction on the number of vertices of Γ. If Γ has
a single vertex, then Out(GΓ) is finite, and hence residually finite.
Now suppose that Γ has more than one vertex.
Minasyan and Osin showed that the outer automorphism group of a residually finite
group with infinitely many ends is residually finite [MO10, Theorem 1.5]. Meanwhile,
Green and, by other means, Hsu and Wise, proved that the graph product of residually
finite groups is residually finite [Gre90, Corollary 5.4], [HW99, Theorem 3.7]. These
two results, and the fact that Out(Z2 ∗Z2) is finite, prove that when Γ is disconnected,
Out(GΓ) is residually finite.
If Γ is the star of a vertex, we use Proposition 4.3 and the fact that a semi-direct
product of residually finite groups is residually finite.
Finally, suppose Γ is connected and not a star. It is enough to show that Out1(G) is
residually finite. We consider the amalgamated projection homomorphism:
P : Out1(GΓ)→
∏
[v] maximal
Out1(Glk[v]).
By induction, for each maximal equivalence class [v], Out1(Glk[v]) is residually fi-
nite. Thus, if Φ ∈ Out1(GΓ) is such that P (Φ) 6= 1, then there is a finite quotient of
Out1(Glk[v]) for some maximal equivalence class [v] where Φ survives.
If P (Φ) = 1, then by Theorem 3.13 we can write Φ = R1 · · ·Rspi1 · · ·pik, where
R1, . . . , Rs are powers of leaf-like transvections and pi1, . . . , pik are (products of) partial
conjugations with distinct multipliers vi and whose supports are unions of bridged
vi–components. Take such a product with s+ k minimal.
If s 6= 0, then let R1 = Rvku be the first leaf transvection. Let [w] be a maximal
equivalence class in lk[v]. Then since u ≤ v and they are not equivalent, [w] 6= [u].
Consider the factor map:
E : Out1(GΓ)→ Out1(GΓ−[w]).
Note that such a homomorphism exists, by Lemma 1.14, since [w] is maximal. Given
the structure of Φ as the product of transvections and partial conjugations above, the
image of u under E(Φ) will be conjugate to an element of the form uy, where y ∈ 〈[v]〉
and is non-trivial. It follows therefore that E(Φ)(u) is not conjugate to u (see for
example [Fer16a, Lemma 3.12]). In particular E(Φ) is non-trivial, and, by induction,
Φ survives in some finite quotient.
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If s = 0, this can be dealt with as in [CV11, Theorem 10]. We have Φ = pi1 · · ·pik,
and since the kernel of P is abelian we can group the partial conjugations together so
Φ = p¯i1 · · · p¯ik′ where p¯ii is a product of partial conjugations with multipliers in [vi], and
[vi] 6= [vj ] for i 6= j. Take [w] a maximal equivalence class in lk[v1], and use the same
exclusion map E as above. Since the deleted vertices are adjacent to [v1], the image of
p¯i1 remains a (non-inner) product of partial conjugations. Let u be in the support of p¯i1,
such that p¯i1(u) = v
k
1xux
−1v−k1 , with k 6= 0 and x ∈ 〈[v1] \ {v1}〉. Then Φ(u) = gug−1
for some g in which the exponent sum of v1 is equal to k. It follows that E(Φ)(u) 6= u,
completing the proof. 
4.3. Other potential applications. In [CV09, CV11] Charney and Vogtmann also
used the inductive technique above to prove other results for RAAGs which we do not
extend here. For instance, we do not investigate the virtual cohomological dimension.
Since the kernel of the amalgamated projection homomorphism may have torsion, it is
not clear that it can be used to prove that Out(G) is virtually torsion-free. We note,
however, that following work of Carette [Car15] we can deduce that Out(G) is virtually
torsion-free whenever o(v) < ∞ for all vertices v. The unresolved case is when some
vertices have finite order and some have infinite order.
5. Generating the Torelli group
The standard representation of Aut(G) is obtained by acting on the abelianization
G¯ of G:
ρ : Aut(G)→ Aut(G¯).
The kernel of ρ is denoted by IAG , and is sometimes referred to as the Torelli subgroup of
Aut(G). The aim of this section is to prove the following result, which gives Theorem 4.
Theorem 5.1. Let G be the graph product of finitely generated abelian groups. Then the
Torelli subgroup IAG is generated by the set of all partial conjugations and commutator
transvections R
[v,w]
u = [Rvu, R
w
u ], when u ≤∞ v, w.
We note that Proposition 1.17 already proves Theorem 5.1 in the case when all vertex
groups are finite, since in this case there are no commutator transvections. However
this is a very special case, and, as we shall see, having infinite order vertices makes
things considerably more complicated.
As discussed in the introduction, Theorem 5.1 generalizes the result of Day for
RAAGs [Day09b] (see also Wade [Wad12]). In proving it we often appeal to both
sources for inspiration, particularly in finding necessary identities at certain steps of
the proof.
The first step is to show that we may restrict to one of our finite-index subgroups
without changing the kernel of the standard representation.
Proposition 5.2. The Torelli group IAG is a subgroup of Aut1∞(G).
Proof. We first show that IAG ≤ Aut0(G). Given ϕ ∈ Aut(G), we decompose ϕ = αϕ0,
where α is the identity or an automorphism induced by a graph symmetry which is
not in Aut0(G), and ϕ0 ∈ Aut0(G). If ϕ ∈ IAG then ρ(α) = ρ(ϕ−10 ). We appeal to
Proposition 2.5. If α 6= 1 then α 6∈ Aut0(G) and there is some equivalence class X
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such that G≥X 6= G≥αX . In particular, there is some x ∈ X such that α(x) is not in
≥X. However, ϕ−10 ∈ Aut0(G), so by Proposition 2.5, ϕ−10 (x) ∈ G≥X . This implies
that ρ(α)(x) 6= ρ(ϕ−10 )(x), a contradiction.
Now we show that IAG ≤ Aut1∞(G). To do this, we use the homomorphism D
from (4) in Section 2.2, whose kernel is Aut1∞(G) by Proposition 2.7. Recall that D is a
homomorphism constructed by bundling together homomorphisms DX , for equivalence
classes X containing infinite order elements, and D0:
D := D0 ×
∏
X∈E
DX : Aut
0(G)→ Aut(T )×
∏
X∈E
Z2.
The fact that IAG ⊆ kerD follows because each of the maps DX or D0 involves the
standard representation, or a restriction of it. 
We can write the abelianization of G as G¯ ∼= Zn × T , where T is a finite abelian
group. We denote the image of Rvu ∈ Aut1∞(G) under ρ by Evu. Let C1, . . . , Ck be the
list of all ≤∞–equivalence classes in Γ that contain infinite order vertices.
Lemma 5.3. The image of Aut1∞(G) under ρ is isomorphic to
E o (N o (SL(n1,Z)× · · · × SL(nk,Z)))
where N is a finitely generated nilpotent group, and E is a subgroup of Tn generated
by the image of transvections Evu, with o(v) < ∞, and ni = |Ci|, for i = 1, . . . k, are
the sizes of the infinte-order equivalence classes of Γ.
Furthermore, it has presentation with generators
{Evu : u ≤∞ v}
and relators
(1) [Evu, E
y
x] if v 6= x and u 6= y;
(2) [Ewv , E
v
u]E
w−1
u if u 6= w;
(3) (EvuE
u−1
v E
v
u)
4 if u, v ∈ Ci for some i;
(4) (EvuE
u−1
v E
v
u)
2(EvuE
u−1
v E
v
uE
u
v )
−3 if {u, v} = Ci for some i;
(5) (Evu)
o(v) if o(v) <∞.
Proof. Let n = n1 + · · · + nk. Seeing the image as the given semidirect product is
possible by using the factor map from Aut(G¯) to Aut(Zn), by ignoring all finite order
vertices. The kernel of this map is the subgroup generated by Evu for u ≤∞ v and
o(v) < ∞, which is isomorphic to a subgroup of Tn, which we denote E. The image
is the subgroup generated by those Evu for which u ≤∞ v and o(v) = ∞, giving the
subgroup of SL(n,Z). Each diagonal block SL(ni,Z) corresponds to the infinite order
vertices in the one equivalence class. The subgroup N is generated by those Evu for
which u and v are not in the same equivalence class. The fact that N is nilpotent is
immediate since it is isomorphic to a group of lower triangular unipotent matrices. It
is easy to see that this map is split.
To complete the proof of the Lemma we need to verify the given relators are sufficient.
Firstly, there are sufficient relators for E, using those of the first and fifth types. From
Day [Day09a, Proposition 3.10], these relators are sufficient to give a presentation for
N o (SL(n1,Z)× · · · × SL(nk,Z)) (c.f. the Steinberg relators). The semidirect product
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action of this group on E is encoded within the relators of the first and second types,
with o(y), o(w) <∞, by Lemma 1.5. 
Before we advance, we note the following simple criteria that helps determine when
certain automorphisms commute.
Lemma 5.4. Let α, β be partial conjugations or transvections with multipliers a, b and
supports and C,D respectively. Then α and β commute if either
• a = b and C ∩D = ∅;
• ({a} ∪ C) ∩ ({b} ∪D) = ∅;
• [a, b] = 1 and C = D.
Recall our conventions: pivC sends z ∈ C to vzv−1; and [a, b] = aba−1b−1. Further,
we denote global conjugation by v (sending each z ∈ Γ to vzv−1) as adv.
Lemma 5.5. Let K be the subgroup of Aut1∞(G) generated by the set of all partial
conjugations and all commutator transvections R
[x,y]
u = [Rxu, R
y
u] for u ≤∞ x, y. Then
K is normal in Aut1∞(G).
To prove this, we need to show that the conjugate of each generator by a transvection,
or its inverse, remains in K. We split the proof into two separate lemmas, for future
reference.
Lemma 5.6. Suppose v, x, y ∈ Γ with x ≤∞ y, and C is a connected component of
Γ \ st(v). Then either pivC and Ryx commute or Ry
∓1
x pivCR
y±1
x is equal to:
pivCR
[v,y∓1]
x if x ∈ C and y /∈ C ∪ st(v),(R1)
R[y
∓1,v]
x pi
v
C if x /∈ C ∪ st(v) and y ∈ C,(R2)
piy
∓1
C pi
x
C if v = x and y /∈ C,(R3)
pix
−1
C′ pi
y±1
C′ adx ad
∓1
y if v = x and y ∈ C,(R4)
where C ′ = Γ \ (st(x) ∪ C).
Proof. If v /∈ {x, y} and x, y /∈ C, then pivC and Ryx commute by Lemma 5.4. If v 6∈
{x, y}, but x, y ∈ C ∪ st(v), then direct calculation shows that Ryx and pivC commute.
Thus we may assume x and y are in different connected components of Γ \ st(v),
with one being in C. This implies x and y are not adjacent and since lk(x) ⊆ st(y),
we must have lk(x) ⊆ st(v), and hence x ≤∞ v. If x ∈ C, in particular C = {x} since
lk(x) ⊂ st(v), and manual computation verifies relation (R1) and (R2).
Suppose v = x. First assume y /∈ C. Since lk(x) ⊆ st(y), C is contained in the union
of a connected component of Γ \ st(y) and st(y). So, piyC is well-defined. Then manual
calculations give relation (R3).
Now assume y ∈ C. Define C ′ = Γ \ (st(x) ∪ C). Then R3 applies for pixC′ in place
of pixC . Furthermore, pi
x
C = pi
x−1
C′ adx, where adx is the inner automorphism by x, and
adxR
y−1
x = R
y−1
x adx ady (which can be verified by direct computation). Plugging this
(and the fact that ady commutes with R
y
x) into relation (R3) and rearranging gives
relation (R4).
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Suppose v = y. If x /∈ C, then Rvx and pivC commute by Lemma 5.4. If x ∈ C then
C = {x} and again Lemma 5.4 gives us that the automorphisms commute. 
Lemma 5.7. Suppose x, y, z, u, v ∈ Γ with x ≤∞ y, z, and u ≤∞ v. Then either R[y,z]x
and Rvu commute or R
v
uR
[y,z]
x Rv
−1
u is equal to:
piv
−1
{u}R
[y,z]
u pi
v
{u} if u = x;(R5)
piv
−1
{u}R
[z,y]
u pi
v
{u}R
[y,z]
v if x = v and u /∈ {y, z};(R6)
αR[u,z]v β if x = v and y = u;(R7)
γR[y,u]v δ if x = v and z = u;(R8)
piu
−1
{x}R
[v,z]
x pi
u
{x}R
[u,z]
x if y = u and [v, z] 6= 1;(R9)
R[y,u]x pi
u−1
{x}R
[y,v]
x pi
u
{x} if z = u and [v, y] 6= 1.(R10)
In (R7), α = pivZpiuZpiz{u}R
[z,v]
u piu{v}, β = pi
z−1
{v} pi
u−1
{v} pi
u−1
Z pi
v−1
Z , and Z is the connected
component of Γ \ st(u) and Γ \ st(v) that contains z.
In (R8), γ = pivY piuY piu{v}piy{v}, δ = piu
−1
{v} R
[v,y]
u pi
y−1
{u} pi
u−1
Y pi
v−1
Y , and Y is the connected
component of Γ \ st(u) and Γ \ st(v) that contains y.
Proof. If x, y, z, u, v are all distinct then Rvu and R
[y,z]
x commute by Lemma 5.4.
If x = u, then piv{u} exists, and we have relation (R5).
If x = v and u /∈ {y, z}, then u ≤∞ y, z. Direct calculations yield relations (R6).
Now assume x = v and u = y. Then [u]∞ = [v]∞ and u, v ≤∞ z, so partial
conjugations piz{u}, pi
z
{v}, pi
v
{u}, pi
u
{v} exist, and furthermore the connected component of
Γ \ st(u) containing z is equal to the corresponding component of Γ \ st(v), which we
denote by Z. The patient reader may verify that relation (R7) holds, and that equation
(R8) follows from (R7) by realizing that R[y,u]v is the inverse of R[u,z]v .
We are left with x /∈ {u, v}. If u /∈ {y, z} then Rvu and R[y,z]v commute by Lemma 5.4.
So assume u = y. If [v, z] = 1, then Rvu and R
[y,z]
x commute, else x ≤∞ u implies that
piu{x} exists and relation (R9) holds. Finally, relation (R10) follows from (R9) by using
that R
[z,y]
x is the inverse of R
[y,z]
x . 
Proof of Lemma 5.5. Lemma 5.6 shows that any partial conjugation in K, when con-
jugated by a transvection, remains in K.
Lemma 5.7 shows that conjugates of the form RvuR
[y,z]
x Rv
−1
u are in K. The other
conjugates, Rv
−1
u R
[y,z]
x Rvu, are as follows below. Cases (R5′) and (R6′) can be quickly
checked by direct computation. Cases (R7′)–(R10′) follow from (R7) and (R8) by
algebraic manipulation. Each of α, β, γ, δ are as in Lemma 5.7.
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piv{u}R
[y,z]
u pi
v−1
{u} if x = u;(R5′)
R[y,z]u R
[y,z]
v if x = v and u /∈ {y, z};(R6′)
Rv
−1
u α
−1Rvu R
[u,z]
v R
v−1
u β
−1Rvu if x = v and y = u;(R7′)
Rv
−1
u γ
−1Rvu R
[y,u]
v R
v−1
u δ
−1Rvu if x = v and z = u;(R8′)
Rv
−1
u pi
u−1
{x}R
[z,v]
x pi
u
{x}R
v
uR
[u,z]
x if y = u and [v, z] 6= 1;(R9′)
R[y,v]x R
v−1
u pi
u−1
{x}R
[v,y]
x pi
u
{x}R
v
u if z = u and [v, y] 6= 1.(R10′)
It is immediate that in cases (R5′) and (R6′) that Rv−1u R[y,z]x Rvu ∈ K. Cases (R7′) and
(R8′) follow from Lemma 5.6 and case (R5′). Cases (R9′) and (R10′) also follow from
Lemma 5.6 but also require that Rvu commutes with R
[z,v]
x and R
[v,y]
x by Lemma 5.7. 
We now prove Theorem 5.1 by showing that the normal subgroup K is equal to the
kernel of ρ.
Proof of Theorem 5.1. Let ρ1∞ : Aut
1
∞(G)→ Aut(G¯) be the restriction of the standard
representation. It is not hard to see that K is contained in ker ρ1∞. We claim that
K = ker ρ1∞, and hence is equal to IAG by Proposition 5.2. As K is normal in Aut
1
∞(G)
by Lemma 5.5, it is enough to verify that each of the relators for the image of ρ1∞ given
by Lemma 5.3 can be seen as the image of an element from K.
We use the obvious lift of Evu to R
v
u. Then the 5 relators in Lemma 5.3 lift to elements
of K as follows.
The relators [Evu, E
y
x], when v 6= x and u 6= y, lift to
[Rvu, R
y
x] =
{
R
[v,y]
x if u = x and [v, y] 6= 1,
1 otherwise.
The relators [Evu, E
w
v ]E
w−1
u , when u 6= w, lift to
[Rwv , R
v
u]R
w−1
u =
{
R
[v,w]
u if [v, w] 6= 1,
1 otherwise.
As in the RAAG case, [Wad12, Pg. 61], the relators (EvuE
u−1
v E
v
u)
4, when u, v ∈ Ci
for some i, lift to
(RvuR
u−1
v R
v
u)
4 =
{
piu{v}pi
v
{u}pi
u−1
{v} pi
v−1
{u} if [u, v] 6= 1
1 otherwise.
When {u, v} = Ci for some i, the relators (EvuEu
−1
v E
v
u)
2(EvuE
u−1
v E
v
uE
u
v )
−3 always lift
to the identity, whether u, v commute or not.
Finally, the relators (Evu)
o(v), when o(v) <∞, lift to (Rvu)o(v) = 1. 
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6. A short exact sequence when there is no free SIL
The aim of this section is to prove Theorem 5 (see Theorem 6.2), which generalizes
[Day11, Theorem 1.3, Proposition 2.11]. It gives conditions on (Γ, o) that determine
precisely when Out(G) contains a nonabelian free subgroup. When this criterion is
satisfied, we get two transvections or two or three partial conjugations that generate a
virtually free group. The transvections arise when there is a suitable ≤∞–equivalence
class, while the existence of the partial conjugations requires a sufficiently complex SIL
(a “free” SIL). To show the other half of the dichotomy, it is important to understand
the structure of Out(G) when there is no free SIL, and this can be described by the short
exact sequence of Theorem 6 (see Theorem 6.3), which generalizes [GS18, Theorem 2].
Proving Theorem 6.3 takes us most of the way to proving Theorem 6.2.
When Out(G) does not contain a nonabelian free subgroup we show it is nilpotent.
In order to understand the nilpotency class we make the following definition.
Definition 6.1. Let (Γ, o) be a finite labeled graph. Given a vertex v its ∞–depth is
the largest integer c such that either:
(D1) there is a set of vertices v1, . . . , vc in distinct ≤∞–equivalence classes of Γ such
that:
• v1 ≤∞ v2 ≤∞ · · · ≤∞ vc = v.
(D2) there is a set of vertices v1, . . . , vc−1 in distinct ≤∞–equivalence classes of Γ
such that:
• v1 ≤∞ v2 ≤∞ · · · ≤∞ vc−1 = v
• Γ \ st(v1) contains two components C1, C2 6⊆ st(v).
The ∞–depth of the labeled graph (Γ, o) is defined to be the largest ∞–depth of any
vertex in Γ whose order is not equal to 2. If every vertex has order 2, then (Γ, o) has
∞–depth equal to 1.
A complete statement of Theorem 5 is the following.
Theorem 6.2. Let (Γ, o) be a finite labeled graph and G = G(Γ, o). Then Out(G)
contains a nonabelian free subgroup if and only if (Γ, o) contains either
• a ≤∞–equivalence class of size at least 2;
• a non-Coxeter SIL;
• a STIL;
• an FSIL.
Otherwise, Out(G) contains a finite-index subgroup that is nilpotent of class equal to
the ∞–depth of (Γ, o).
One direction of Theorem 6.2 is not hard. The existence of the specified graphical
features naturally gives rise to a free subgroup.
Firstly, if u and v are distinct vertices in the same ≤∞–equivalence class, then they
are both infinite order, and (Ruv )
2 and (Rvu)
2 generate a subgroup isomorphic to F2.
If (x, y | z) forms a non-Coxeter SIL, and C is the component of Γ \ (lk(x) ∩ lk(y))
containing z, then
〈
pixC , pi
y
C
〉 ∼= Zo(x) ∗ Zo(y), where we interpret Z∞ = Z. This group is
virtually non-abelian free, since either o(x) ≥ 3 or o(y) ≥ 3, or at least one of x and y
has infinite order. Finally, if (Γ, o) contains a STIL or FSIL, the three relevant partial
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conjugations in either case generate a subgroup isomorphic to the free product of three
cyclic groups, which is virtually nonabelian free.
The converse, and indeed the “otherwise” statement, is a consequence of Theorem 6.
A version including the nilpotency class is given below.
Theorem 6.3. Suppose (Γ, o) does not contain either
• a non-Coxeter SIL,
• a STIL,
• an FSIL.
Then we have a short-exact sequence
1→ P → Out1∞(G)→
∏
SL(ni,Z)→ 1
where P is finitely generated and virtually nilpotent of class equal to the ∞–depth of
(Γ, o), and the values of ni are the sizes of the ≤∞–equivalence classes.
To construct the short-exact sequence we begin by taking the standard representation
ρ of Out1∞(G). The image is described by Lemma 5.3, and admits as a quotient a
product of special linear groups. We define µ to be the composition of the standard
representation with this quotient map, giving:
µ : Out1∞(G)→
∏
SL(ni,Z).
The values ni correspond to the sizes of the ≤∞–equivalence classes containing more
than one vertex.
Remark 6.4. It’s not hard to see that µ is a split surjection when (Γ, o) does not contain
a non-abelian equivalence class of size at least 3, though that is immaterial in the proof
of either Theorem 6.2 or 6.3.
The next lemma shows that the kernel of µ is generated by a subset of the standard
generating set for Out(G), whether (Γ, o) contains any of the free SIL structures or not.
Lemma 6.5. The kernel of µ is generated by the set consisting of:
• all partial conjugations,
• all commutator transvections R[x,y]u for u ≤∞ x, y,
• all transvections Rvu such that u ≤∞ v, and u 6∼ v.
Moreover, if (Γ, o) satisfies the conditions of Theorem 6.3 then we may remove com-
mutator transvections from the list of generators.
Proof of Lemma 6.5. The homomorphism µ is the composition of two maps, ρ (the
standard representation) and a projection map pi, defined explicitly below. We analyze
the kernels of ρ and pi separately.
As in Lemma 5.3, we denote Evu = ρ(R
v
u), and have
ρ
(
Out1∞(G)
) ∼= E o (N o (SL(n1,Z)× · · · × SL(nk,Z)))
≤ Tn o (N o (SL(n1,Z)× · · · × SL(nk,Z))) .
The subgroup E is generated by Evu, where u ≤∞ v and o(v) <∞, and N is generated
by Evu for u ≤∞ v, o(v) =∞ and u 6∼ v.
OUTER AUTOMORPHISM GROUPS OF GRAPH PRODUCTS 32
The homomorphism pi is the projection:
pi : Tn o (N o (SL(n1,Z)× · · · × SL(nk,Z)))→ (SL(n1,Z)× · · · × SL(nk,Z)) .
The kernel of pi in ρ(Out1∞(G)) is generated by Evu for u ≤∞ v, o(v) = ∞ and u 6∼ v.
Thus, combining this with the generating set for IAG = ker ρ given by Theorem 5.1,
kerµ is generated by the above transvections, all partial conjugations, and all commu-
tator transvections.
To prove the “moreover” statement, consider R
[u,v]
x ∈ kerµ. Since there is no free
SIL, if u ∼ x, and u, x are non-adjacent, then (u, x | v) is a non-Coxeter SIL. Thus,
u, x must be adjacent. In this case though, since lk(x) ⊆ st(v), we must have that
u, v commute, and so the commutator transvection would be trivial. Thus, if R
[u,v]
x
is nontrivial, then Rux, R
v
x ∈ kerµ, and the commutator transvections are products of
(simple) transvections in our generating set, and can therefore be removed. 
In the next proposition we (expand and) refine the generating set given by Lemma 6.5
to give a generating set for a finite-index subgroup of kerµ which we will later prove is
nilpotent.
Proposition 6.6. Let A be the subgroup of kerµ generated by the following elements:
(A1) all partial conjugations pivC with o(v) 6= 2,
(A2) all commutator partial conjugations pi[v,w]C with o(v) = o(w) = 2,
(A3) all transvections Ryx with x ≤∞ y, x 6∼ y, and o(y) 6= 2,
(A4) all commutator transvections R[y,z]x , with x ≤∞ y, z and o(y) = o(z) = 2.
If (Γ, o) does not contain a non-Coxeter SIL, a STIL, or an FSIL, then A has finite
index in kerµ.
Before proving the proposition, we investigate when automorphisms from this list
commute, and see some of the graphical consequences if they do not. First though, we
note that the list in Proposition 6.6 includes all possible commutator transvections in
the absence of a non-Coxeter SIL.
Note that in Lemmas 6.8, 6.9, and 6.10 there is no assumption on the orders of the
vertices. By restricting orders, certain cases can be excluded from consideration.
Lemma 6.7. Suppose R
[y,z]
x is a non-trivial commutator transvection in Out(G) (equiv-
alently suppose Ryx and Rzx do not commute).
Then (y, z |x) is a SIL and lk(x) ⊆ lk(y) ∩ lk(z).
Proof. Firstly, note that if we have a commutator transvection R
[y,z]
x then we require
lk(x) ⊆ st(y) ∩ st(z). We must have [y, z] 6= 1, so st(y) ∩ st(z) = lk(y) ∩ lk(z), and
furthermore if x ∈ lk(y) ∩ lk(z), then y ∈ lk(x) ⊆ lk(y), a contradiction. Thus {x} is a
connected component of Γ \ (lk(y) ∩ lk(z)), forming a SIL. 
Lemma 6.8. Suppose Ryx and pivC are outer automorphisms of G that do not commute.
Then either
• (v, y |x) is a SIL and lk(x) ⊆ lk(v) ∩ lk(y),
• v = x and [Ryx, pixC ] = piyC .
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Proof. Lemma 5.6 tells us what happens when Ryx and pivC do not commute, in the
case when C is connected. Relations (R1) and (R2) therein both imply there is a SIL
(v, y |x) and lk(x) ⊆ lk(v) ∩ lk(y) by Lemma 6.7. Meanwhile relations (R3) and (R4)
both lead to the given commutator in Out(G).
It is not hard to generalize this to the case when C is not a single connected com-
ponent. Proceeding by induction, if C is a disjoint union C1 ∪C2 with C2 a connected
component, then
[Ryx, pi
x
C1pi
x
C2 ] = [R
y
x, pi
x
C1 ]pi
x
C1 [R
y
x, pi
x
C2 ]pi
x
C2pi
x−1
C1 pi
x−1
C2 = pi
y
C1
pixC1pi
y
C2
pixC2pi
x−1
C1 pi
x−1
C2 .
Since C1 ∩C2 6= ∅, and pixC1 and pixC2 commute, by swapping C1 with C2 above, we can
assume that y 6∈ C1. Thus, [piyC1 , pixC2 ] = 1 by Lemma 5.4, and the above reduces to
piyC1pi
y
C2
as required. 
Lemma 6.9. Suppose R
[y,z]
x and pivC are outer automorphisms of G that do not com-
mute. Then either
• v, x, y, z are distinct and (v, y, z |x) is a STIL,
• v = x and {x, y, z} is an FSIL,
• v = y, C = {x} and [R[y,z]x , piyC ] = R[y,z]x R[y
−1,z]
x ,
• v = z, C = {x} and [R[y,z]x , pizC ] = R[y,z]x R[y,z
−1]
x .
Proof. First suppose that v, x, y, z are distinct vertices. By Lemma 6.7 we have a SIL
(y, z |x). Since pivC cannot commute with both Ryx and Rzx, Lemma 6.8 implies either
(v, y |x) or (v, z |x) is a SIL Thus Lemma 1.8 implies (v, y, z |x) is a STIL.
Now we assume v, x, y, z are not distinct. Suppose v = x. By Lemma 6.7, (y, z |x)
is a SIL and lk(x) ⊆ lk(y) ∩ lk(z). Suppose that st(x) separates y and z. Then
lk(x) = lk(y) ∩ lk(z), and there is no path from y to z, y to x, or x to z outside of
lk(x) = lk(y) ∩ lk(z). This implies that {x, y, z} is an FSIL.
Thus, if this is not an FSIL, then y and z must be in the same component of Γ\st(x).
Without loss of generality replacing x by x−1, we may thus assume neither is in C.
Direct calculation then shows that [R
[y,z]
x , pixC ] = 1.
When v = y or z, if C 6= {x} then by Lemma 5.4 piyC and pizC commute with R[y,z]x .
We can therefore assume C = {x}. Calculation then yields the given relations. 
Lemma 6.10. Suppose R
[y,z]
x and Rvu are outer automorphisms of G that do not com-
mute. Then either
• v, x, y, z are distinct and (v, y, z |x) is a STIL,
• u, x, y, z are distinct and (x, y, z |u) is a STIL,
• u = x, v = y and [R[y,z]x , Ryx] = [R[y,z]x , piy
−1
{x} ],
• u = x, v = z and [R[y,z]x , Rzx] = [R[y,z]x , piz
−1
{x} ],
• u = y or z, v = x and {x, y, z} is an FSIL,
Proof. First note that since R
[y,z]
x is non-trivial, (y, z |x) is a SIL and lk(x) ⊆ lk(y) ∩
lk(z). The proof proceeds in several cases.
Case 1. First suppose v, x, y, z are distinct vertices. Since the automorphisms do
not commute, by Lemma 1.5 we must have that u ∈ {x, y, z}.
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First suppose u = x. Since Rvx cannot commute with both R
y
x and Rzx, we must have
either a SIL (v, y |x) or (v, z |x). In either case Lemma 1.8 gives a STIL (v, y, z |x).
Hence (v, y, z |x) is a STIL.
If u = y then we have lk(x) ⊆ lk(y) ∩ lk(z) ⊆ st(v) since y ≤ v. Direct calculation
shows that R
[y,z]
x and Rvy commute whenever v commutes with both y and z. We
therefore again get a SIL (v, y |x) or (v, z |x) and hence a STIL by Lemma 1.8. When
u = z we similarly get a STIL.
Case 2. Now suppose u, x, y, z are distinct. As above, in order for the automor-
phisms to not commute, we need v ∈ {x, y, z}.
If v = x we have lk(u) ⊆ st(x) and lk(x) ⊆ lk(y) ∩ lk(z). So if u and x are not
adjacent we have lk(u) ⊆ lk(x) ∩ lk(y) ∩ lk(z), and since (y, z |x) forms a SIL—in
particular 〈x, y, z〉 is not virtually abelian–we have a STIL (x, y, z |u). So assume that
u ∈ lk(x). Then also u ∈ lk(y) ∩ lk(z). But then y, z ∈ lk(u) ⊂ st(x), contradicting
that fact that (y, z |x) is a SIL.
If v = y then Ryu commutes with both R
y
x and Rzx by Lemma 1.5, and hence R
[y,z]
x
and Ryx commute. They again commute when v = z.
Case 3. Finally, suppose that u, v ∈ {x, y, z}. Suppose u = y and v = x. Since
y ≤ x we have lk(y) = lk(x) ⊆ lk(z), implying that {x, y, z} is an FSIL. When u = z
instead, the argument is similar. The remaining cases follow from Lemma 5.7. 
The last combination we consider are commutators of commutator partial conjuga-
tions with either partial conjugations or another commutator partial conjugation. This
case was resolved in the authors’ previous paper [SS17], noting the proofs of the two
lemmas carry through to this more general situation.
Lemma 6.11 ([SS17, Lemmas 2.8 and 2.10]). Suppose Γ does not contain a STIL or
FSIL. Let u, v, w, x, y be vertices of Γ with o(v) = o(w) = o(x) = o(y) = 2. Let A be a
connected component of Γ \ st(u), B a shared component of Γ \ st(x) and Γ \ st(y), and
C a shared component of Γ \ st(v) and Γ \ st(w).
Then piuA and pi
[v,w]
C commute, and pi
[x,y]
B and pi
[v,w]
C commute.
We are now in a position to prove Proposition 6.6. We will use the relations above
to show that every element of kerµ can be written as a product so that all generators
whose multipliers have order 2 are pushed all the way to the right, and ultimately that
A has finite index.
Proof of Proposition 6.6. Start with an outer automorphism Φ in kerµ, and express it
as a word w = Φ1 · · ·Φk on the generating set from Lemma 6.5. Let H be the subgroup
of kerµ generated by all transvections and partial conjugations with multiplier of order
2. First we show that we can write Φ = αh so that α ∈ A and h ∈ H. To do this, we
shuffle letters Φi that are in H to the right of the given word for Φ.
Suppose Φi is the right-most letter with multiplier of order 2, and assume first that
it is a transvection Φi = R
y
x. We begin by moving R
y
x to the right past Φi+1. First
note that Ryx must commute with any transvection of the form Rzx with o(z) 6= 2
since by Lemma 6.7 we would otherwise get a non-Coxeter SIL (y, z |x). As for other
transvections, by Lemma 1.5 Ryx will commute with all except any with multiplier
x (note that transvections in Out1∞(G) have infinite order supporting vertex, which
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excludes the other possibility from Lemma 1.5). So, if Φi+1 = R
x±1
z , then:
(5) ΦiΦi+1 = Φi+1R
y
zΦi.
Hence in shuffling Ryx past Rxz we have a new word for Φ and in it we have introduced
a new letter Ryz that is in H.
Now we consider when Φi = R
y
x and Φi+1 = pi
v±1
C . By the choice of Φi we know
o(v) 6= 2. Hence, by Lemma 6.8, if Φi does not commute with Φi+1 then we must have
v = x and
(6) ΦiΦi+1 = pi
y
CΦi+1Φi = Φi+1pi
y
CΦi
since otherwise (v, y |x) or (v, y |C) would be a non-Coxeter SIL. As above, the letter
introduced in this process, namely piyC , is in H.
If, on the other hand, Φi = pi
v
C (now o(v) = 2), then it follows from Lemma 6.8 and
Lemma 1.7 that Φi commutes with Φi+1 6∈ H (recall that the domain of µ is Out1∞(G),
and no transvection in kerµ can act on v).
To see that we can shuffle all the letters from H to the end, group together strings
of letters in w according to whether they are in H or not. So we will have H–syllables
(maximal length subwords consisting of generators with multipliers of order 2) and
non-H–syllables (maximal length subwords consisting of of generators with multipliers
of order not 2). Write w = α1h1α2h2 · · ·αlhl, where αi are non-H–syllables and hi
are H–syllables. Then, using equations (5) and (6), shuffling hi past ai+1 will give
us a new word w′ = α1h1 · · ·αiαi+1h′αi+2 · · ·αlhl for some h′ ∈ H. The number of
non-H–syllables in w′ has decreased by one. Repeating the shuffling in this way we see
that ultimately we will have the form Φ = αh as required.
Let H1 ≤ H be the subgroup generated by automorphisms of type (A2) and (A4)
(i.e. those whose multiplier is a commutator). We claim that H1 = H
′, the commutator
subgroup of H and is thus finite index in H (since H/H ′ is finitely generated by torsion
elements and is abelian, hence is finite). This claim completes the proof, since then,
given T = {t1, . . . , tk}, a complete set of right-coset representatives for H1 ≤ H, any
Φ ∈ kerµ can be written as Φ = αα1ti for α ∈ A as above, α1 ∈ A ∩H1, and some i.
To prove the claim, that H1 = H
′, first note that H1 < H ′ since each generator of
H1 is a commutator of generators of H. To get the other inclusion, using the identity
[ab, c] = a[b, c]a−1[a, c], it is enough to show that H1 is normal in H and commutators
of generators of H are in H1.
We first show that H1 is normal in H. Consider conjugates of R = R
[y,z]
x , where
o(y) = o(z) = 2. First, conjugating R by a partial conjugation will keep us in H1
by Lemma 6.9. If we conjugate R by a transvection with order 2 multiplier, then the
result, by Lemma 6.10, is a product of commutator transvections (with commutators
[y, z] or its inverse) and conjugates of these by partial a conjugation in H.
Now consider conjugates of pi = pi
[v,w]
C , with o(v) = o(w) = 2. In particular, for pi
to be non-trivial we require a SIL (v, w | z) for some z ∈ C. Consider the conjugate
RyxpiR
y
x, where o(y) = 2 and o(x) =∞. Assuming Ryx and pi do not commute, without
loss of generality, we may assume Ryx and pivC do not commute. Lemma 6.8 then tells
us (v, y |x) is a SIL and lk(x) ⊆ lk(v) ∩ lk(y) (the other case is not possible since
o(v) 6= o(x)). Also, from Lemma 5.4, we must have x ∈ C. In particular we therefore
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have SILs (v, y |x) and (v, w |x). These are sufficient to imply that (v, w, y |x) is a
STIL by Lemma 1.8, a contradiction.
The case where pi
[v,w]
C is conjugated by a partial conjugation pi
y
D with o(y) = 2 is
resolved by Lemma 6.11.
Thus, H1 is normal in H.
By definition, any commutator of two transvections or two partial conjugations in
H is contained in H1. It is therefore enough to show that a commutator of the form
[Ryx, pivC ] lies in H1 for x ≤∞ y, o(y) = o(v) = 2. However, since x 6= v, by Lemma 6.8
either (v, y |x) is a SIL or the commutator is trivial. Without loss of generality, we can
assume that y 6∈ C. If x 6∈ C, the commutator is trivial. If x ∈ C, then x ≤∞ v since
lk(x) ⊆ lk(v)∩lk(y) by Lemma 6.8, and direct computation shows that [Ryx, pivC ] = R[y,v]x .
Thus, H1 = H
′. 
Before completing the proof of Theorem 6.3, we look at the relations between the
generators of A.
Proposition 6.12. Suppose that (Γ, o) satisfies the hypotheses for Theorem 6.3. Then,
all the generators of types (A1), (A2), (A3), (A4) commute with one-another, with the
following exceptions:
(C1) [Ryx, pixC ] = piyC ,
(C2) [Ryx, Rxw] = Ryw.
Proof. We consider [α, β], with α, β coming from automorphisms of types (A1), (A2),
(A3), (A4).
(A1) and (A1). These commute by Lemma 1.7 since Γ has no non-Coxeter SILs.
(A1) and (A2). These commute by Lemma 6.11.
(A1) and (A3). Consider [pivC , Ryx], with o(v), o(y) 6= 2. By Lemma 6.8, either the
commutator is the identity, or we get a non-Coxeter SIL (v, x | y) in Γ, a contradiction,
or we have [Ryx, pixC ] = pi
y
C , which is relation (C1).
(A1) and (A4). Consider [pivC , R[y,z]x ]. By Lemma 6.9, the lack of a STIL or FSIL
means this commutator is the identity else v ∈ {y, z}. But o(v) 6= 2 and o(y) = o(z) =
2, so the commutator is indeed the identity.
(A2) and (A2). These commute by Lemma 6.11.
(A2) and (A3). Consider [pi[v,w]C , Ryx], with o(y) 6= 2, and o(v) = o(w) = 2. By virtue
of their orders, the vertices v, w, x, y are distinct. Lemma 6.8 then implies that Ryx
commutes with both pivC and pi
w
C , since otherwise we will have a non-Coxeter SIL. Thus
[pi
[v,w]
C , R
y
x] = 1.
(A2) and (A4). Consider [pi[v,w]C , R[y,z]x ]. By Lemma 6.9, if the commutator is to be
non-trivial, since there is no STIL or FSIL, we have that C = {x} and {v, w}∩{y, z} 6=
∅. Without loss of generality, assume v = y. Then we have SILs (y, z |x) and (y, w |x).
If w 6= z, Lemma 1.8 implies (y, z, w |x) is a STIL. Hence we may assume v = y and
w = z, and direct calculations show that the automorphisms then commute.
(A3) and (A3). Lemma 1.5 resolves this case, in particular we get (C2).
(A3) and (A4). Consider [Rwv , R[y,z]x ], with o(w) 6= 2. On account of their orders,
w, y, z are distinct. Lemma 6.10 then tells us that the commutator is the identity.
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(A4) and (A4). Consider [R[v,w]u , R[y,z]x ]. If u 6= x then by Lemma 1.5 the commutator
transvections commute. Suppose u = x. If {v, w} ∩ {y, z} is empty, then Lemma 6.10
implies they again commute. If {v, w} = {y, z}, then the commutator transvections
are equal, up to taking inverses, so commute. So we may assume v = y and w 6= z.
We have two SILs, (v, w |u) and (v, z |u), so Lemma 1.8 implies that (v, w, z |u) is a
STIL. 
Proof of Theorem 6.3. By Proposition 6.6 the subgroup A has finite index in kerµ. To
complete the proof, we show that A is nilpotent, of the desired nilpotency class.
Let Si be the set consisting of all partial conjugations pi
v
C so that o(v) 6= 2 and v has
∞–depth at least i, and all transvections Rvu so that o(v) 6= 2 and the difference in ∞–
depths of u and v is at least i. To S1 we also add the commutator partial conjugations
and commutator transvections of types (A2) and (A4). Then 〈S1〉 = A. Let c be the
∞–depth of (Γ, o). Then Si is empty for every i > c.
Proposition 6.12 tells us that if α ∈ Si and β ∈ Sj then [α, β] ∈ 〈Si+j〉 (the empty
set generates the trivial group). This implies that A is nilpotent with nilpotency class
at most c.
To see that it has nilpotency class exactly c, first suppose c = 1. Then the relations
(C1) (C2) do not occur in A, so all generators commute and A is abelian.
Now suppose c > 1. Consider a vertex v of maximal ∞–depth c. Then either (D1)
holds, so there is a chain of vertices
v1 ≤∞ v2 ≤∞ · · · ≤∞ vc = v
or (D2) holds and there is a chain
v1 ≤∞ v2 ≤∞ · · · ≤∞ vc−1 = v
where Γ \ st(v1) contains two components C1, C2 6⊆ st(v). If (D1) holds we have[
· · ·
[[
Rvvc−1 , R
vc−1
vc−2
]
, Rvc−2vc−3
]
, · · ·Rv2v1
]
= Rvv1
while for (D2) we instead have[
Rvvc−2 , · · ·
[
Rv3v2 ,
[
Rv2v1 , pi
v1
C
]] · · · ] = pivC .
In both cases this is a non-trivial element in the center of A, giving the required lower
bound on its nilpotency class. 
Proof of Theorem 6.2. The existence of a free subgroup was described above, immedi-
ately after the statement of the theorem. So we assume (Γ, o) has none of the given
graphical features.
We consider the subgroup Out1∞(G), which is finite index in Out(G) by Proposi-
tion 2.7. Let c be the ∞–depth of (Γ, o).
Since (Γ, o) contains no non-Coxeter SILs, STILs or FSILs, then by Theorem 6.3
there is a short exact sequence:
1→ P → Out1∞(GΓ)→ SL(ni,Z)→ 1,
where P is finitely generated virtually nilpotent of nilpotency class c, and (n1, . . . nk)
are the sizes of the infinite–order ∞–equivalence classes of Γ.
OUTER AUTOMORPHISM GROUPS OF GRAPH PRODUCTS 38
By assumption, ni = 1 for all i, and hence P ∼= Out1∞(GΓ), and hence by Theo-
rem 6.3, Out1∞(GΓ) is virtually nilpotent of class c. 
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