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This paper is concerned with multivariate inhomogeneous reﬁnement equations
written in the form ϕx = ∑α∈s aαϕMx − α + gx x ∈ s , where ϕ is the
unknown function deﬁned on the s-dimentional Euclidean space s g is a given
compactly supported function on s , a is a ﬁnitely supported sequence on s , and
M is an s × s dilation matrix with m = detM. Let ϕ0 be an initial function in the
Sobolev space W k2 s. For n = 1 2     deﬁne ϕnx =
∑
α∈s aαϕn−1Mx−α+
gx x ∈ s . In this paper, we give a characterization for the strong convergence
in the Sobolev space W k2 sk ∈  of the cascade sequence ϕnn∈ for the case
in which M is isotropic. © 2001 Academic Press
Key Words: inhomogeneous reﬁnement equation; convergence of cascade
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1. INTRODUCTION
We are interested in functional equations of the form
ϕx = ∑
α∈s
aαϕMx− α + gx x ∈ s (1.1)
where ϕ is the unknown function deﬁned on the s-dimentional Euclidean
space s, g is a given compactly supported function on s, a is a ﬁnitely
supported sequence on s, and M is an s × s integer matrix such that
limn→∞M−n = 0. Equation (1.1) is called an inhomogeneous reﬁnement
equation,M is called a dilation matrix, and the sequence a is called a reﬁne-
ment mask. Any function satisfying a reﬁnement equation (1.1) is called a
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reﬁnable function. The reﬁnement equation plays an important role in com-
puter graphics and wavelet analysis. Associated with the inhomogeneous
reﬁnement equation (1.1) is the homogeneous reﬁnement equation
ϕx = ∑
α∈s
aαϕMx− α x ∈ s (1.2)
It is well known that the reﬁnement equations for the scaling functions
ϕ are the fundamental equations in wavelet theory.
The inhomogeneous reﬁnement equation appeared in construction of
multi-wavelets and construction of wavelets on a ﬁnite interval [13]. Strang
and Zhou [14] gave a systematic study of distributional solutions for the
case s = 1. In the multivariate case s > 1, Jia et al. [10] gave a study of
distributional solutions of the reﬁnement equation (1.1).
Choose an initial function ϕ0 ∈ W k2 s with compact support. Let
ϕnx =
∑
α∈s
aαϕn−1Mx− α + gx x ∈ s n ∈  (1.3)
The algorithm (1.3) is called the cascade algorithm with a g, dilation M ,
and ϕ0. If there exists a function ϕ ∈ W k2 s such that
lim
n→∞ϕn − ϕW k2 s = 0
then we say that the cascade algorithm associated with a g, dilation M ,
and ϕ0 is convergent in W
k
2 s. If this is the case, then the limit ϕ is a
solution of the inhomogeneous reﬁnement equation (1.1) in W k2 s.
The convergence of the cascade algorithms is fundamental to wavelet
theory and subdivision. It has been studied in connection with solutions of
reﬁnement equations and the description of curves and surfaces in com-
puter aided geometric design (see [1, 2, 5, 15, 16]). The L2-convergence
and Lp1 ≤ p ≤ ∞-convergence of cascade algorithms associated with
homogeneous reﬁnement equations were investigated in many papers such
as [4, 5, 11, 12, 15]. When s = 1 1 ≤ p ≤ ∞, with dilation 2, Strang and
Zhou [14] gave a complete characterization for Lp-convergence of the cas-
cade algorithm associated with inhomogeneous reﬁnement equations (1.1).
These results were further extended to the multivariate case for p = 2 8.
The purpose of this paper is to investigate the strong convergence in
Sobolev space W k2 s of cascade algorithms associated with inhomoge-
neous reﬁnement equations (1.1). In one dimension s = 1 with dila-
tion 2 and p = 2, characterization of weak and strong convergence in the
Sobolev space W k2 s of cascade algorithms associated with the homoge-
neous reﬁnement equation (1.2) has been studied in [3]. For the multi-
variate case, Jia et al. [7] investigated strong convergence in the Sobolev
space W k2 s of cascade algorithms associated with homogeneous reﬁne-
ment equations (1.2) when M is isotropic. Similar characterizations were
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established in [17] for strong convergence of the cascade algorithms (1.3)
in the Sobolev space W k2 s with dilation matrix M = 2I. Our main object
here is to give a characterization of strong convergence of the cascade algo-
rithms (1.3) in the sobolev space W k2 s for the case in which the dilation
matrixM is isotropic, i.e.,M is similar to a diagonal matrix diagσ1     σs
with σ1 = · · · σs.
2. CONVERGENCE OF THE CASCADE ALGORITHM IN
SOBOLEV SPACE W k2 s
Let Qa be the cascade operator deﬁned by
Qaϕx =
∑
α∈s
aαϕMx− α ϕ ∈ L2s (2.1)
As usual, we use L2s to denote the space of square integral functions
on s. The norm on Lps is given by
f 2 =
(∫
s
f 2ds
)1/2
 f ∈ L2s
The Fourier transform of an integrable function f on s is deﬁned to be
fˆ ξ =
∫
s
f xe−ixξdx ξ ∈ s
where x · ξ denotes the inner product of two vectors x and ξ in s.
Let 0s denote the linear space of all ﬁnitely supported sequences
on s. Furthermore, we denote by ∞s the linear space of all bounded
sequences. The norm on ∞s is given by
v∞ = supvα  α ∈ s v ∈ l∞s
We use r to denote the linear space of all r × 1 complex vectors. The
norm of a vector ξ = ξ1     ξrT ∈ r is deﬁned by ξ = 
∑r
j=1 ξj21/2.
For a positive integer k ∈ , we use W k2 s to denote the Sobolev
space that consists of all distributions f such that Dµf ∈ L2s for all
multi-indices µ = µ1     µs with µ ≤ k, equipped with the norm given
by
f W k2 s =
∑
µ≤k
Dµf 2 (2.2)
where µ = µ1     µs ∈ s0 µ = µ1 + · · · + µs, Dµ is the differential
operator Dµ11 · · ·Dµss , and Djf is the partial derivative of the differentiable
function f with respect to jth coordinate.
inhomogeneous reﬁnement equations 157
It is easily shown that the norm deﬁned by (2.2) is equivalent to the norm
given by
f ∗
W k2 s
= 12π s2
(∫
s
1+ ξ2kfˆ ξ2dξ
)1/2
 (2.3)
Given a ﬁnitely supported sequence c ∈ l0s, we use c˜z to denote its
symbol
c˜z = ∑
α∈s
cαzα
where zα = zα11 · · · zαss for z = z1     zs ∈ \0s, and α = α1    
αs ∈ s. The sequence c can be recovered from c˜ through the inversion
formula;
cα =
∫
0 1s
c˜ei2πξe−i2πα·ξ dξ α ∈ s (2.4)
For c d ∈ 0s, the discrete convolution of c and d, denoted c ∗ d, is
given by
c ∗ dα = ∑
β∈s
cα− βdβ α ∈ s
It is easily seen that
c˜ ∗ dz = c˜zd˜z z = z1     zs ∈ \0s (2.5)
For z ∈ , we use z˜ to denote the complex conjugate of z, and for a ∈
0s, we denote by a∗ the sequence given by a∗α = a−α α ∈ s. If
b = a ∗ a∗, then we have
b˜e−iξ = a˜e−iξa˜∗e−iξ = a˜e−iξ2 for ξ ∈ s (2.6)
Let a be an element in 0s. We deﬁne the transition operator Ta to
be the linear mapping from 0s to 0s given by
Tavα =
∑
β∈s
aMα− βvβ α ∈ s v ∈ 0s (2.7)
Following the ideas of [4, 9], it is easy to know that the minimal invariant
subspace W of Ta generated by each w ∈ 0s is ﬁnite dimensional. We
use ρTaW  to denote the spectral radius of TaW .
Let us investigate the cascade algorithm as given in (1.3). For n =
1 2   , by (2.1) and (1.3) we have
ϕn = g +Qag + · · · +Qn−1a g +Qnaϕ0
It follows that
ϕn+1 − ϕn = Qnag +Qn+1a ϕ0 −Qnaϕ0 = Qnag0 (2.8)
where g0 = g+Qaϕ0 −ϕ0. The following is the main theorem which gives
a characterization for the strong convergence of cascade algorithms given
by (1.3) in the Sobolev space W k2 s.
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Theorem. Suppose M is an s × s isotropic dilation matrix and m =
detM. Let k ∈  g, and ϕ0 be compactly supported functions in W k2 s,
and let b = a ∗ a∗/m. Then the cascade algorithm associated with a gM ,
and ϕ0 is convergent in the Sobolev space W
k
2 s if and only if
lim
n→∞m
2nk/sTnb w1∞ = 0
and
lim
n→∞T
n
b w2∞ = 0
where w1 w2 ∈ l0s are given respectively by
w˜1e−iξ =
s∑
j=1
∑
α∈s
ξj + 2παj2kgˆ0ξ + 2παgˆ0ξ + 2πα
and
w˜2e−iξ =
∑
α∈s
gˆ0ξ + 2παgˆ0ξ + 2πα
and g0 = g +Qaϕ0 − ϕ0, or, equivalently
ρTbW1 < m−2k/s (2.9)
and
ρTbW2 < 1 (2.10)
where W1 and W2 are the minimal invariant subspaces of Tb generated respec-
tively by w1 and w2 ξ = ξ1 ξ2     ξsT , and α = α1 α2     αs.
3. PROOF OF THE THEOREM
From (2.3) and (2.8) we have
ϕn+1 − ϕn∗2W k2 s =
1
2πs
∫
s
1+ ξ2kQ̂nag0ξ2dξ (3.1)
Let ann = 1 2    be the sequences deﬁned by a1 = a and
anα =
∑
β∈s
an−1βaα−Mβ α ∈ s n = 2 3     (3.2)
It can be easily seen by induction that
Qnag0 =
∑
α∈s
anαg0Mn · −α
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Taking the Fourier transform on both sides, we obtain
Q̂nag0ξ =
1
mn
a˜ne−iM
T −nξgˆ0MT −nξ ξ ∈ s
It follows that∫
s
1+ ξ2kQ̂nag0ξ2dξ
= 1
m2n
∫
s
1+ ξ2k∣∣a˜ne−iMT −nξgˆ0MT −nξ∣∣2dξ
= 1
mn
∫
s
1+ MT nξ2ka˜ne−iξgˆ0ξ2dξ
By periodization, this equals
1
mn
∫
02πs
∑
α∈s
1+ MT nξ + 2πα2ka˜ne−iξgˆ0ξ + 2πα2dξ
Since M is isotropic, there exists an invertible matrix A such that
M = A diagσ1     σsA−1
with σ1 = · · · σs = m1/s. Therefore, there exist two positive constants M1
and M2 independent of n such that
M1m
n/sξ + 2πα ≤ MT nξ + 2πα ≤M2mn/sξ + 2πα (3.3)
By deﬁnitions of w1 and w2 we have∑
α∈s
gˆ0ξ + 2παgˆ0ξ + 2πα = w˜2e−iξ
and
s∑
j=1
∑
α∈s
ξj + 2παj2kgˆ0ξ + 2παgˆ0ξ + 2πα = w˜1e−iξ
From [6], we know that for α ∈ s w2α =
∫
s g0xg0x+ αdx, and
w1α =
∑s
j=1
∫
s D
k
j g0xDkj g0x+ αdx. This shows that w1 w2 ∈ 0s.
Let bnn = 1 2    be the sequences deﬁned in a similar way to (3.2).
Then one can easily show that
Tnb vα =
∑
β∈s
bnMnα− βvβ (3.4)
From the deﬁnitions of bn and an, we can obtain
bn =
1
mn
an ∗ a∗n (3.5)
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In fact, we can prove (3.5) by induction on n. By the deﬁnitions of a1
and b1, (3.5) is true for n = 1. Suppose n > 1 and (3.5) has been veriﬁed
for n− 1. By the induction hypothesis, for α ∈ s we have
bnα =
∑
n∈s
bn−1ηbα−Mη
= m−n ∑
β∈s
∑
r∈s
∑
η∈s
an−1τan−1η+ τaβaα−Mη+ β
= m−n ∑
β∈s
∑
τ∈s
∑
η∈s
an−1τaβ−Mτan−1ηaα−Mη+ β
= m−n ∑
β∈s
anα+ βanβ
which implies that (3.5) is true for all n.
Following (2.5), (2.6), (3.3), and above discussions, we know that
1
2πs
∫
02πs
 ˜bn ∗w2e−iξ +M1m2nk/s ˜bn ∗w1e−iξdξ
≤ 12πs
∫
s
1+ ξ2kQ̂nag0ξ2dξ
≤ 12πs
∫
02πs
 ˜bn ∗w2e−iξ +M2m2nk/s ˜bn ∗w1e−iξdξ
By (2.4) and (3.4), it follows that
Tnb w20 +M1m2nk/sT nb w10 ≤
1
2π2
∫
s
1+ ξ2kQ̂nag0ξ2dξ
≤ Tnb w20 +M2m2nk/sT nb w10 (3.6)
If ρTbW1 < m−2k/s and ρTbW2 < 1, then we can ﬁnd η 0 < η < 1,
such that Tnb w11/n∞ < ηm−2k/s and Tnb w21/n∞ < η are valid for sufﬁciently
large n. Consequently, there exists a positive constant C independent of n,
such that for all n ∈ 
Tnb w1∞ ≤ Cm−2k/sηn
and
Tnb w2∞ ≤ Cηn
Therefore, we have
ϕn+1 − ϕn2W k2 s ≤ C1η
n
where C1 is a positive constant independent of n.
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Since the supports of ϕn are uniformly bounded, this shows that the
sequences ϕnn∈N converges to a function ϕ in W k2 s. The sufﬁciently
part of the theorem is proved.
Next, we establish the necessity part of the theorem.
If one of (2.9) and (2.10) does not hold, then we have
inf
n≥1
Tnb W11/n∞ = limn→∞T
n
b W11/n∞ ≥ m−2k/s
or
inf
n≥1
Tnb W21/n∞ = limn→∞T
n
b W21/n∞ ≥ 1
It follows that
Tnb W2∞ ≥ 1 n ∈ 
or
m2nk/sTnb W1∞ ≥ 1 n ∈ 
From the proof of Lemma 2.4 in [4], we see that there exists a positive
constant M3 independent of n such that
Tnb w2∞ ≥M3 n ∈ 
or
m2nk/sTnb w1∞ ≥M3 n ∈ 
In light of (2.4), (2.5), (2.6), and (3.4), we have
Tnb w1α = bn ∗w1Mnα
≤ 12πs
∣∣∣∣ ∫02πs ˜bn ∗w1e−iξe−iMT nα·ξdξ
∣∣∣∣
≤ 12πs
∫
02πs
˜bn ∗w1eiξdξ
= bn ∗w10
= Tnb w10
Similarly, we obtain Tnb w2α ≤ Tnb w20.
This in connection with (3.6) gives
ϕn+1 − ϕnW k2 s ≥M4 n ∈ 
where M4 is a positive constant independent of n. This contradicts the fact
that
lim
n→∞ϕn+1 − ϕnW k2 s = 0
The necessity part of the theorem is also proved.
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4. EXAMPLE
In this section we give a few examples to illustrate our theory.
Example 4.1. Consider the inhomogeneous multivariate reﬁnement
equation of the form
ϕx y = tϕ2x 2y + tϕ2x− 1 2y − 1 + gx y x y ∈ 2 (4.1)
where t is a nonzero complex number and g is a function in W k2 2 sup-
ported in 0 2 × 0 2. Let ϕ0 be a function in W k2 s supported in
0 2 × 0 2 and g0x y = gx y + tϕ02x 2y + tϕ02x− 1 2y − 1 −
ϕ0x y. The corresponding cascade algorithm is given by
ϕn+1x y = tϕn2x 2y + tϕn2x− 1 2y − 1 + gx y
n = 1 2    
In this case, a0 0 = t a1 1 = t, and aα = 0 for α ∈ 0 0 1 1.
We observe that g0 is a function in W
k
2 2 supported in 0 2 × 0 2.
Let b be the sequence given by b = a ∗ a∗/4. Then b0 0 = t2/2
b1 1 = t2/4 b−1−1 = t2/4, and bα = 0 for α ∈ −1−1
0 0 1 1. By the deﬁnitions of bn, it can be easily seen by induction
that
bn0 0 =
(
1
2
)n
t2n bn−1−1 =
[(
1
2
)n
−
(
1
2
)2n]
t2n
and
bn1 1 =
[(
1
2
)n
−
(
1
2
)2n]
t2n
By simple computation and the deﬁnitions of w1 and w2, we obtain
Tnb w20 =
∑
β∈2
bn−βw2β
=
[(
1
2
)n
−
(
1
2
)2n]
t2n
∫
2
g0x yg0x+ 1 y + 1dxdy
+
(
1
2
)n
t2n
∫
2
g0x y2dxdy +
[(
1
2
)n
−
(
1
2
)2n]
t2n
×
∫
2
g0x yg0x− 1 y − 1dxdy
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Similarly, we have
Tnb w10=
∑
β∈2
bn−βw1β
=
[(
1
2
)n
−
(
1
2
)2n]
t2n
∫
2
[(
∂
∂x
)k
g0xy
(
∂
∂x
)k
g0x+1y+1
+
(
∂
∂y
)k
g0xy
(
∂
∂y
)k
g0x+1y+1
]
dxdy
+
(
1
2
)n
t2n
∫
2
[∣∣∣∣
(
∂
∂x
)k
g0xy
∣∣∣∣
2
+
∣∣∣∣
(
∂
∂y
)k
g0xy
∣∣∣∣
2]
dxdy
+
[(
1
2
)n
−
(
1
2
)2n]
t2n
∫
2
[(
∂
∂x
)k
g0xy
(
∂
∂x
)k
g0x−1y−1
+
(
∂
∂y
)k
g0xy
(
∂
∂y
)k
g0x−1y−1
]
dxdy
By our theorem, we conclude that if t < 21/2−k, the cascade algorithm
associated with a g, and any ϕ0 is convergent in W
k
2 2; if 21/2−k ≤ t <
21−k, the cascade algorithm associated with a g, and ϕ0 is convergent in
W k2 2 if and only if∫
2
[(
∂
∂x
)k
g0x y
((
∂
∂x
)k
g0x+ 1 y + 1 +
(
∂
∂x
)k
g0x− 1 y − 1
)
+
∣∣∣∣
(
∂
∂x
)k
g0x y
∣∣∣∣
2
+
∣∣∣∣
(
∂
∂y
)k
g0x y
∣∣∣∣
2
+
(
∂
∂y
)k
g0x y
((
∂
∂y
)k
g0x+ 1 y + 1
+
(
∂
∂y
)k
g0x− 1 y − 1
)]
dxdy = 0
if t ≥ 21−k, the cascade algorithm associated with a g, and ϕ0 is conver-
gent in W k2 2 if and only if ϕ0 is a solution of Eq. (4.1).
Example 4.2. Consider the inhomogeneous multivariate reﬁnement
equation of the form
ϕx y = tϕx− y x+ y + gx y x y ∈ 2 (4.2)
where t is a nonzero complex number and g is a function in W k2 2
supported in 0 2 × 0 2. Let ϕ0 be a function in W k2 s supported
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in 0 2 × 0 2. The corresponding cascade algorithm is given by
ϕn+1x y = tϕnx− y x+ y + gx y n = 1 2    
We have a0 0 = t, and aα = 0 for α ∈ 2\0 0. Let b be the
sequences given by b = a ∗ a∗/2. Then b0 0 = t2/2 and bα = 0 for
α ∈ 2\0 0. Let g0x y = gx y + tϕ0x − y x + y − ϕ0x y. It
is easily seen that g0 is a function in W
k
2 2 with compact support. By
iteration relation (3.2) and (3.5) we can obtain
bn0 0 = t2/2n bnα = 0 for α ∈ 0 0
By the deﬁnitions of w1 and w2, we have
Tnb w20 = t2/2n
∫
2
g0x y2dxdy
and
Tnb w10 = t2/2n
∫
2

(
∂
∂x
)k
g0x y2 +
∣∣∣∣
(
∂
∂x
)k
g0x y
∣∣∣∣
2
dxdy
Then our theorem tells us that if t < 21/2−k/2, the cascade algorithm
associated with a g
(1 −1
1 1
)
, and any ϕ0 is convergent in W
k
2 2; if t ≥
21/2−k/2, the cascade algorithm associated with a g
(1 −1
1 1
)
, and ϕ0 is con-
vergent in W k2 2 if and only if ϕ0 is a solution of Eq. (4.2).
Example 4.3. Consider the inhomogeneous multivariate reﬁnement
equation of the form
ϕx y = tϕx− y x+ y + tϕx− y − 1 x+ y − 1
+ gx y x y ∈ 2 (4.3)
where t is a nonzero complex number and g is a function in W k2 2 sup-
ported in 0 1 × 0 1. Let ϕ0 be a function in W k2 s supported in
0 1 × 0 1 and g0x y = gx y+ tϕ0x− y x+ y+ tϕ0x− y − 1 x+
y − 1 − ϕ0x y. The corresponding cascade algorithm is given by
ϕn+1x y = tϕnx− y x+ y + tϕnx− y − 1 x+ y − 1 + gx y
n = 1 2    
In this case, a0 0 = t a1 1 = t and aα = 0 for α ∈ 0 0 1 1.
We observe that g0 is a function in W
k
2 2 supported in 0 2 × −1 1.
Let b be the sequence given by b = a ∗ a∗/2. By the deﬁnitions of bn, it
can be easily seen by induction that
bn0 0 = t2n bn−1−1 = bn1 1 = t2n/2
and
bn−1 1 = bn1−1 = 1/2 − 1/2nt2n
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By simple computation and the deﬁnitions of w1 and w2, we obtain
Tnb w20 =
∑
β∈2
bn−βw2β = t2n
∫
2
g0x y2dxdy
+ t2n/2
∫
2
g0x yg0x+ 1 y + 1 + g0x− 1 y − 1dxdy
+1/2 − 1/2nt2n
∫
2
g0x yg0x+ 1 y − 1
+ g0x− 1 y + 1dxdy
Similarly, we have
Tnb w10 =
∑
β∈2
bn−βw1β
= t2n
∫
2
(∣∣∣∣
(
∂
∂x
)k
g0x y
∣∣∣∣
2
+
∣∣∣∣
(
∂
∂y
)k
g0x y
∣∣∣∣
2)
dxdy
+ t2n/2
∫
2
(
∂
∂x
)k
g0x y
((
∂
∂x
)k
g0x+ 1 y + 1
+
(
∂
∂x
)k
g0x− 1 y − 1
)
dxdy
+ t2n/2
∫
2
(
∂
∂y
)k
g0x y
((
∂
∂y
)k
g0x+ 1 y + 1
+
(
∂
∂y
)k
g0x− 1 y − 1
)
dxdy
+1/2 − 1/2nt2n
∫
2
(
∂
∂x
)k
g0x y
((
∂
∂x
)k
g0x+ 1 y − 1
+
(
∂
∂x
)k
g0x− 1 y + 1
)
dxdy
+1/2 − 1/2nt2n
∫
2
(
∂
∂y
)k
g0x y
((
∂
∂y
)k
g0x− 1 y + 1
+
(
∂
∂y
)k
g0x+ 1 y − 1
)
dxdy
By our theorem, we conclude that if t < 2−k/2, the cascade algo-
rithm associated with a g
(1 −1
1 1
)
, and any ϕ0 is convergent in W
k
2 2;
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if 2−k/2 ≤ t < 21/2−k/2, the cascade algorithm associated with a g (1 −11 1),
and ϕ0 is convergent in W
k
2 2 if and only if∫
2
[(
∂
∂x
)k
g0xy/2
((
∂
∂x
)k
g0x+1y−1+
(
∂
∂x
)k
g0x−1y+1
)
+
∣∣∣∣
(
∂
∂x
)k
g0xy
∣∣∣∣
2
+
∣∣∣∣
(
∂
∂y
)k
g0xy
∣∣∣∣
2
+
(
∂
∂y
)k
g0xy/2
((
∂
∂y
)k
g0x+1y−1+
(
∂
∂y
)k
g0x−1y+1
)
+
(
∂
∂x
)k
g0xy/2
((
∂
∂x
)k
g0x+1y+1+
(
∂
∂x
)k
g0x−1y−1
)
+
(
∂
∂y
)k
g0xy/2
((
∂
∂y
)k
g0x+1y+1
+
(
∂
∂y
)k
g0x−1y−1
)]
dxdy=0
if 21/2−k/2 ≤ t < 1k > 1, the cascade algorithm associated with
a g
(1 −1
1 1
)
, and ϕ0 is convergent in W
k
2 2 if and only if∫
2
[(
∂
∂x
)k
g0x y/2
((
∂
∂x
)k
g0x+ 1 y + 1 +
(
∂
∂x
)k
g0x− 1 y − 1
)
+
∣∣∣∣
(
∂
∂x
)k
g0x y
∣∣∣∣
2
+
∣∣∣∣
(
∂
∂x
)k
g0x y
∣∣∣∣
2
+
(
∂
∂y
)k
g0x y/2
((
∂
∂y
)k
g0x+ 1 y + 1
+
(
∂
∂y
)k
g0x− 1 y − 1
)]
dxdy = 0
and∫
2
[(
∂
∂x
)k
g0x y
((
∂
∂x
)k
g0x+ 1 y − 1 +
(
∂
∂x
)k
g0x− 1 y + 1
)
+
(
∂
∂y
)k
g0x y
((
∂
∂y
)k
g0x+ 1 y − 1
+
(
∂
∂y
)k
g0x− 1 y + 1
)]
dxdy = 0
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if 1 ≤ t < 21/2, the cascade algorithm associated with a g (1 −11 1), and ϕ0 is
convergent in W k2 2 if and only if∫
2
[
g0x y2 + g0x y/2
(
g0x+ 1 y + 1 + g0x− 1 y − 1
)
+ g0x y/2
(
g0x+ 1 y − 1 + g0x− 1 y + 1
)]
dxdy = 0
∫
2
[(
∂
∂x
)k
g0x y/2
((
∂
∂x
)k
g0x+ 1 y + 1 +
(
∂
∂x
)k
g0x− 1 y − 1
)
+
∣∣∣∣
(
∂
∂x
)k
g0x y
∣∣∣∣
2
+
∣∣∣∣
(
∂
∂y
)k
g0x y
∣∣∣∣
2
+
(
∂
∂y
)k
g0x y/2
((
∂
∂y
)k
g0x+ 1 y + 1
+
(
∂
∂y
)k
g0x− 1 y − 1
)]
dxdy = 0
and
∫
2
[(
∂
∂x
)k
g0x y
((
∂
∂x
)k
g0x+ 1 y − 1 +
(
∂
∂x
)k
g0x− 1 y + 1
)
+
(
∂
∂y
)k
g0x y
((
∂
∂y
)k
g0x+ 1 y − 1
+
(
∂
∂y
)k
g0x− 1 y + 1
)]
dxdy = 0
if t ≥ 21/2, the cascade algorithm associated with a g (1 −11 1), and ϕ0 is
convergent in W k2 2 if and only if∫
2
(g0x y2 + g0x y/2(g0x+ 1 y + 1 + g0x− 1 y − 1)dxdy = 0∫
2
g0x y
(
g0x+ 1 y − 1 + g0x− 1 y + 1
)
dxdy = 0
∫
2
[(
∂
∂x
)k
g0x y/2
((
∂
∂x
)k
g0x+ 1 y + 1 +
(
∂
∂x
)k
g0x− 1 y − 1
)
+
∣∣∣∣
(
∂
∂x
)k
g0x y
∣∣∣∣
2
+
∣∣∣∣
(
∂
∂y
)k
g0x y
∣∣∣∣
2
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+
(
∂
∂y
)k
g0x y/2
((
∂
∂y
)k
g0x+ 1 y + 1
+
(
∂
∂y
)k
g0x− 1 y − 1
)]
dxdy = 0
and
∫
2
[(
∂
∂x
)k
g0x y/2
((
∂
∂x
)k
g0x+ 1 y − 1 +
(
∂
∂x
)k
g0x− 1 y + 1
)
+
(
∂
∂y
)k
g0x y/2
((
∂
∂y
)k
g0x+ 1 y − 1
+
(
∂
∂y
)k
g0x− 1 y + 1
)]
dxdy = 0
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