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Abstract. Given a differential graded (dg) symmetric Frobenius algebra A we con-
struct an unbounded complex D∗(A,A), called the Tate-Hochschild complex, which
arises as a totalization of a double complex having Hochschild chains as negative columns
and Hochschild cochains as non-negative columns. We prove that the complex D∗(A,A)
computes the singular Hochschild cohomology of A. We construct a cyclic (or Calabi-
Yau) A-infinity algebra structure, which extends the classical Hochschild cup and cap
products, and an L-infinity algebra structure extending the classical Gerstenhaber bracket,
on D∗(A,A). Moreover, we prove that the cohomology algebra H∗(D∗(A,A)) is a
Batalin-Vilkovisky (BV) algebra with BV operator extending Connes’ boundary op-
erator. Finally, we show that if two dg algebras are quasi-isomorphic then their singular
Hochschild cohomologies are isomorphic and we use this invariance result to relate the
Tate-Hochschild complex to string topology.
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1. Introduction
For any differential graded (dg) associative algebra A over a ring K such that A is
projective as a K-module, the Hochschild i-th cohomology group HHi(A,A) is defined
as the group of morphisms from A to siA in D(A ⊗K Aop), the derived category of dg
A-A-bimodules, where siA is the dg A-A-bimodule defined by (siA)j = Ai+j with left and
right actions induced by the multiplication of A. HH∗(A,A) is a graded algebra with the
Yoneda product. The singular Hochschild i-th cohomology group HHisg(A,A) is defined
as the group of morphisms from A to siA in the singularity category Dsg(A⊗KAop). The
singularity category Dsg(A ⊗K Aop) is the Verdier quotient (of triangulated categories)
of Db(A ⊗ Aop), the bounded derived category of finitely presented dg A-A-bimodules,
by the full sub-category Perf(A ⊗ Aop) of Db(A ⊗ Aop) whose objects are perfect dg A-
A-bimodules [KoSo]. The singularity category was defined by Buchweitz [Buc] and later
rediscovered by Orlov [Orl]. HH∗sg(A,A) is a graded algebra as well. In this article we
discuss how the algebraic structure of the singular Hochschild cohomology of a dg sym-
metric Frobenius algebra relates to algebraic operations on Hochschild complexes which
model constructions originated in string topology.
Let A be a dg associative algebra over a field K together with a symmetric Frobenius
pairing 〈·, ·〉 : A ⊗ A → K of degree k ≥ 0, meaning a symmetric pairing that induces a
degree k isomorphism A→ A∨ := HomK(A,K) of dg A-A-bimodules. For any such A we
may construct a cochain complex, called the Tate-Hochschild complex, whose cohomology
is isomorphic to the singular Hochschild cohomology of A. The Tate-Hochschild complex
of A is a totalization of an unbounded double cochain complex denoted by D∗,∗(A,A)
which may be constructed as follows: place the Hochschild chain complex of A on the
side of the columns with negative degree (i.e. Di,∗(A,A) := C−i−1,∗(A,A) for i < 0), the
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Hochschild cochain complex of A on the side of the columns with non-negative degree
(i.e. Di,∗(A,A) := Ci,∗(A,A) for i ≥ 0), and use the Frobenius structure on A to define
a linear map γ : D−1,∗(A,A) → D0,∗(A,A), connecting the Hochschild chain complex
and the Hochschild cochain complex, which extends the differentials defined on each side.
Here the C−m,p(A,A) denotes the K-module of Hochschild chains with monomial length
m and total (homological) degree p, similarly for Cm,p(A,A) for Hochschild cochains.
More precisely, the connecting map γ : D−1,∗(A,A) → D0,∗(A,A) is the degree −k map
given by the composition
(1) γ : A
∆−→ A⊗ A T−→ A⊗ A µ−→ A,
where µ : A⊗A→ A is the product of the algebra A, ∆ is the coproduct of A associated
to the Frobenius pairing, namely
∆ : A
∼=−→ A∨ µ∨−→ A∨ ⊗ A∨ ∼=−→ A⊗ A,
and T is the braiding isomorphism
T (x⊗ y) := (−1)|x||y|y ⊗ x.
In order to get a total differential on D∗(A,A) := Tot(D∗,∗(A,A)) of degree +1 we shift
each of the negative columns by 1 − k, where the totalization here means the direct
sum totalization in the Hochschild chains direction and direct product totalization in
the Hochschild cochains direction. A short calculation yields that D∗,∗(A,A) is in fact a
double complex.
We describe explicitly a chain level lift of the graded associative algebra structure of
HH∗sg(A,A) to an A∞-algebra structure on D∗(A,A). The m2 operation of this A∞-
algebra is a product ? : D∗(A,A)⊗D∗(A,A)→ D∗(A,A) which extends the Hochschild
cup product, defined for a pair of Hochschild cochains, and the Hochschild cap prod-
uct, defined for a Hochschild cochain and a Hochschild chain satisfying certain degree
constraints. We construct the A∞-algebra structure by first lifting the associative alge-
bra structure of HH∗sg(A,A) to a dg associative algebra on a chain complex C∗sg(A,A),
chain homotopy equivalent to D∗(A,A) through a homotopy retraction, and then trans-
ferring such structure to a quasi-isomorphic A∞-algebra structure on D∗(A,A). Further-
more, we show the resulting A∞-algebra structure is cyclically compatible with a pairing
on D∗,∗(A,A) induced by the Frobenius pairing of A. In other words, we construct a
cyclic (or Calabi-Yau) A∞-algebra structure on the totalization of the double complex
D∗,∗(A,A) = s1−kC∗,∗(A,A)⊕C∗,∗(A,A) which lifts the graded associative algebra struc-
ture of HH∗sg(A,A), where s
1−k denotes the degree shift by 1 − k. We also describe an
L∞-algebra structure on D∗,∗(A,A) extending the dg Lie algebra structure on Hochschild
cochains with the Gerstenhaber bracket. Moreover, we prove that the product ? on
HH∗sg(A,A) ∼= H∗(D∗(A,A)) is part of a BV-algebra structure. The BV operator may
be defined on D∗(A,A) and it extends Connes’ boundary operator B on C∗,∗(A,A). We
pose the following Deligne type conjecture: this BV-algebra can be lifted to an action of
a dg operad, weakly equivalent to chains on the framed little disks operad, on D∗(A,A).
In particular, the construction of such an action would extend the solution of the cyclic
Deligne conjecture described by Kaufmann [Kau] and independently by Tradler-Zeinalian
[TrZe].
It follows from a well known theorem of Jones that for any simply-connected space X
there is an isomorphism HH∗(C∗(X;Q), C∗(X;Q)) ∼= H∗(LX;Q) where LX is the free
loop space on X. Moreover, for a k-dimensional simply-connected closed manifold M
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we have an isomorphism of graded algebras HH∗(C∗(M ;Q), C∗(M ;Q)) ∼= skH∗(LM ;Q),
where the left hand side is the Hochschild cohomology of the rational singular cochains
on M with cup product and the right hand side is the singular homology of the free loop
space of M with rational coefficients (shifted by k) with the Chas-Sullivan loop product
[FeThVi]. The Chas-Sullivan loop product is an intersection type operation which com-
bines the intersection product of the manifold M and concatenation of loops. The loop
product led to the construction of more general string topology operations on chains of
loops in a manifold by using the Poincare´ duality of the underlying manifold and con-
catenating or deconcatenating loops according to different compatible patterns. String
topology operations have counterparts in the Hochschild chain complex of a dg symmetric
Frobenius algebra [TrZe, WaWe].
Since Hochschild homology is invariant under quasi-isomorphisms, it follows there is an
isomorphism of graded vector spaces HH∗(A,A) ∼= H∗(LM) for any differential graded
algebra A quasi-isomorphic to the rational singular cochains C∗(M ;Q). The singular
cohomology with rational coefficients H∗(M ;Q) is a graded symmetric Frobenius al-
gebra equipped with the Poincare´ duality pairing and the cup product, however, this
pairing does not give a Frobenius structure at the level of singular cochains C∗(M ;Q).
By the main result in [LaSt], for any simply-connected manifold M , one may con-
struct a commutative differential graded symmetric Frobenius algebra which is quasi-
isomorphic, as a dg associative algebra, to C∗(M ;Q) with the property that the induced
isomorphism H∗(A) ∼= H∗(C∗(M ;Q)) preserves the Frobenius algebra structures. Us-
ing a Frobenius structure on a differential graded algebra A one may construct opera-
tions on the Hochschild chain complex C∗,∗(A,A) analogue to string topology operations
[WaWe, TrZe, Abb]. One of the main points we would like to stress in this paper is the
following surprising observation: when the product ? : D∗(A,A)⊗D∗(A,A)→ D∗(A,A)
is applied to a pair of Hochschild chains we obtain an operation which was previously
described in [Abb] and [Kla], in the case when A is commutative, and is believed to be
intimately related to the Goresky-Hingston product on H∗(LM,M), a string topology
operation of degree k − 1 constructed on the cohomology of the free loop space of a k-
dimensional manifold relative to constant loops.
More precisely, for any symmetric Frobenius differential graded algebra A with pairing
of degree k, Abbaspour describes in [Abb] an associative product ∗ : C∗,∗(A,A)⊗2 →
C∗,∗(A,A) of degree k − 1 which arises as a chain homotopy between two chain maps
∗0, ∗1 : C∗,∗(A,A)⊗2 → C∗,∗(A,A) each of degree k. The operation ∗ is sometimes called
a secondary operation since it is a chain homotopy between two primary operations;
note, in particular, that ∗ is not a chain map. The construction of ∗ resembles a chain
level version of a geometric string topology product on C∗(LM ;Q) (described in [GoHi]
at the level of relative cohomology H∗(LM,M ;Q)) which is dual to an operation which,
at the level of chains, considers self intersections in a chain of loops and splits loops at
these intersection points. There are several ways of obtaining a chain map from ∗. In the
case A is commutative Abbaspour suggests taking a subcomplex of C∗,∗(A,A) and Klamt
suggests modifying the product ∗ in order to obtain a chain map. We do not assume com-
mutativity for A and propose extending the chain complex C∗,∗(A,A) by extending the
differential through the map γ defined in (1). We may keep extending the resulting com-
plex by the Hochschild cochains differential to obtain an unbounded double complex and
we may extend the product ∗ as well by Hochschild cup and cap products. The resulting
complex, after appropriate degree shifts, is precisely D∗,∗(A,A) and the new product is
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?. In conclusion, one may interpret ? : D∗,∗(A,A) ⊗ D∗,∗(A,A) → D∗,∗(A,A) as combi-
nation of the cup product in Hochschild cochains, which is an algebraic analogue of the
Chas-Sullivan loop product, and the ∗-product in Hochschild chains, an algebraic ana-
logue of the Goresky-Hingston product. We finish this article by describing the singular
Hochschild cohomology of the dga of singular cochains on a simply-connected manifold
M in terms of the homology and cohomology of LM . We do this by first proving an
invariance result for singular Hochschild cohomology under dga quasi-isomorphisms and
then using a dg symmetric Frobenius algebra model for M as provided by the main result
of [LaSt]. We use these results to calculate explicitly the singular Hochschild cohomology
and its BV-algebra structure for the differential graded algebra C∗(Sn,Q) of singular
cochains on spheres Sn for n > 1.
There is a close relationship between the singular Hochschild cohomology of the dga
of singular cochains on a closed simply-connected manifold M and the Rabinowitz-Floer
homology of the unit cotangent bundle of M with its canonical symplectic structure as
introduced in [CiFrOa]. The relationship comes from the isomorphism between the sym-
plectic (co)homology of the unit cotangent bundle of M and the singular (co)homology
of the free loop space of M . In fact, one should compare Theorem 1.10 in [CiFrOa] with
Theorem 7.1 of this article. Moreover, in [CiOa] an algebra structure on the Rabinowitz-
Floer side is constructed and we conjecture that such structure agrees with the algebra
structure of the singular Hochschild cohomology of the dga of singular cochains of M .
Based on the constructions of [CiOa], it is also evident that the singular Hochschild co-
homology is closely related to the symplectic homology of the boundary of a Liouville
domain. These topics will be explored in future research.
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2. Preliminaries
In this section we recall some basic notions regarding differential graded (dg) algebras.
For more details we refer the reader to [Abb, Kel1, Kel2]. We fix a commutative ring K
throughout this section.
2.1. Differential graded algebras.
Definition 2.1. Let K be a commutative ring. A differential graded (dg) algebra over K
is a cochain complex (A•, d•) of K-modules endowed with K-linear maps µ : An⊗KAm →
An+m, a ⊗K b 7→ ab := µ(a ⊗K b) such that dn+m(ab) = dn(a)b + (−1)nadm(b) and such
that
⊕
n∈ZA
n becomes an associative K-algebra with unit. Moreover, we say that a dg
algebra A is commutative if
xy = (−1)deg(x) deg(y)yx
for any homogeneous elements x, y ∈ A.
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Definition 2.2. Let (A, d) be a dg K-algebra. The opposite dg algebra is the dg K-algebra
(Aop, dop) where Aop := A as an K-module, dop = d, and multiplication is given by
a ·op b = (−1)deg(a) deg(b)ba
for homogeneous elements a, b ∈ A.
Definition 2.3. Let (A, d) and (B, d) be two dg K-algebras. The tensor product dif-
ferential graded algebra of A and B is the algebra A ⊗ B with multiplication defined
by
(a⊗ b)(a′ ⊗ b′) := (−1)deg(a′) deg(b)aa′ ⊗ bb′
endowed with differential dA⊗KB defined by the rule
dA⊗B(a⊗ b) = d(a)⊗ b+ (−1)deg(a)a⊗ d(b).
Definition 2.4. Let (A, d) be a dg K-algebra. A (left) differential graded module M over
A is a left A-module M which has a grading M =
⊕
n∈ZM
n and a differential d such
that AmMn ⊂Mm+n, such that d(Mn) ⊂Mn+1, and such that
d(am) = d(a)m+ (−1)deg(a)ad(m)
for any homogenous element a ∈ A.
Definition 2.5. Let (A, d) be a dg K-algebra. Let (M,d) and (N, d) be two differential
graded A-modules. We say that f : (M,d) → (N, d) is a (A, d)-module morphism of
degree n ∈ Z if the following two conditions are satisfied,
(1) f is a K-linear map such that f(Mk) ⊂ Nk+n for any k ∈ Z,
(2) f ◦ d = (−1)nd ◦ f and f(ax) = (−1)deg(a)naf(x), where a ∈ A is any homogenous
element and x ∈M .
Remark 2.6. We denote by (A, d)-Mod (or also by A-Mod, for short) the abelian cate-
gory whose objects are left differential graded A-modules and morphisms are the (A, d)-
module morphisms of degree zero. In particular, when A is an (ordinary) associative
algebra, the category (A, d)-Mod is equivalent to the category of cochain complexes of
A-modules. In the same manner, we may define the abelian category of right differential
graded (A, d)-modules. If (M,d) is a left (A, d)-module, then we may think of (M,d) as
a right (Aop, dop)-module with the action
m ·op a = (−1)deg(a) deg(m)am
for any homogenous elements a ∈ A and m ∈ M . For simplicity, a morphism of (A, d)-
modules of degree zero is called a morphism of (A, d)-modules.
For any differential graded K-module (M,dM), define a new differential graded K-
module (sM, dsM), as a graded K-module (sM)n := Mn+1 and the differential dsM :=
−dM . Thus we have a shift functor s : (A, d)-Mod→ (A, d)-Mod sending a dg A-module
M to sM . It is clear that the shift functor s is an equivalence and, moreover, it induces
the shift functor of the homotopy category K(A-Mod) and derived category D(A-Mod)
as triangulated categories (cf. [Kel1]).
Given two differential graded K-modules (M,d) and (N, d), we denote the braiding
morphism T : M ⊗K N → N ⊗KM by
T (x⊗K y) := (−1)deg(x) deg(y)y ⊗K x,
for any homogeneous elements x ∈M and y ∈ N .
Definition 2.7. Let K be a field. A differential graded (dg) Frobenius K-algebra of degree
k ≥ 0 is the data (A, d, µ,∆) where
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(1) (A, d, µ) is a dg K-algebra such that A is non-negatively graded (i.e., A<0 = 0);
(2) (A,∆) is a differential graded coassociative coalgebra of degree k. That is, ∆ :
A→ A⊗K A is a linear map of degree k such that
(a) (∆⊗ id)∆ = (id⊗∆)∆,
(b) ∆d = (d⊗ id + id⊗d)∆,
where the identities respect the Koszul sign rule;
(3) ∆ : A → A ⊗K A is a left and right differential graded A-module map (i.e. an
A-A-bimodule map).
We say (A, d, µ,∆) is counital if it is equipped with a map  : A → K of degree −k,
which is a counit for ∆ : A→ A⊗A, i.e. (id⊗)∆ = id = (⊗ id)∆. We say (A, d, µ,∆)
is commutative if (A, d, µ) is a commutative dg algebra and cocommutative if T∆ = ∆.
Let (A, d, µ,∆) be a dg Frobenius K-algebra of degree k. We say (A, d, µ,∆) is a dg
symmetric Frobenius K-algebra if it is counital and if T∆(1) = ∆(1). Note that a dg
symmetric Frobenius K-algebra is not necessarily commutative or cocommutative.
Remark 2.8. We give some facts and remarks on a dg symmetric Frobenius algebra
(A, d, µ,∆, ) of degree k (cf. [Abb]).
(1) We will use generalized Sweedler’s notation for the coproduct
∆(x) =
∑
(x)
x′ ⊗ x′′ =
∑
x′ ⊗ x′′.
Using this notation, a counit may be defined as a linear map  : A→ K satisfying
x =
∑
(−1)k deg(x′)x′(x′′) =
∑
(x′)x′′.
We will also write µ(xy) = xy for the product.
(2) If we write ∆(1) =
∑
i ei ⊗ fi, then deg(ei) + deg(fi) = k. Since ∆ is a A-A-
bimodule homomorphism, then
∆(x) :=
∑
x′ ⊗ x′′ =
∑
i
ei ⊗ fix =
∑
i
(−1)k deg(x)xei ⊗ fi.
(3) A counit  : A→ K defines a symmetric, invariant, non-degenerate inner product
〈·, ·〉 : A × A → k by the formula 〈x, y〉 := (xy). In particular, A is finite
dimensional as a K-vector space.
(4) A commutative dg symmetric Frobenius algebra is cocommutative.
Lemma 2.9. Let A be a dg symmetric Frobenius K-algebra of degree k ≥ 0. Then
A>k = 0.
Proof. By Remark 2.8 (3) above, there is an A-A-bimodule isomorphism of degree −k
between A and HomK(A,K), where the degree of HomK(Ai,K) is −i. Since A is finite
dimensional, we obtain that A>k = 0 and Ai ∼= HomK(Ak−i,K) for i = 0, · · · , k. 
2.2. Hochschild homology and cohomology. Let K be a commutative ring. Let
(A, d) be a differential graded K-algebra. Denote A := A/(K · 1). For any m ∈ Z≥0, we
define differential graded A-A-bimodules
Bar−m(A) := A⊗ (sA)⊗m ⊗ A.
For simplicity, we will drop the s indicating the shift writing an element a0⊗ sa1⊗ · · · ⊗
sam ⊗ am+1 ∈ A⊗ (sA)⊗m ⊗ A as a0 ⊗ a1 ⊗ · · · ⊗ am ⊗ am+1. Thus deg(a0 ⊗ a1 ⊗ · · · ⊗
am ⊗ am+1) =
∑m+1
i=0 deg(ai) −m. Hence, an element a should always be interpreted as
sa, namely, as the class in A represented by a ∈ A with a degree shift indicated by s.
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For each m > 0 we have a morphism (of degree one) of dg A-A-bimodules
(2) b−m : Bar−m(A)→ Bar−m+1(A)
defined by sending a0 ⊗ a1 ⊗ · · · ⊗ am+1 ∈ Bar−m(A) to
a0a1 ⊗ a2 ⊗ · · · ⊗ am ⊗ am+1+
m−1∑
i=1
(−1)ia0 ⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ ai+2 ⊗ · · · ⊗ am ⊗ am+1+
(−1)ma0 ⊗ a1 ⊗ · · · ⊗ am−1 ⊗ amam+1,
where i :=
∑i−1
j=0 deg(aj) − i; and we define b0 : Bar0(A) = A ⊗ A → A to be
the multiplication µ of A. As pointed above, we have dropped the shift functor s
and we have written a0 ⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ ai+2 ⊗ · · · ⊗ am ⊗ am+1 for the element
a0⊗ sa1⊗ · · · ⊗ sai−1⊗ s(aiai+1)⊗ sai+2⊗ · · · ⊗ sam⊗ am+1. We will use this convention
throughout the rest of the paper.
It is straightforward to verify that we obtain a well defined map b = b∗ : Bar∗(A) →
Bar∗+1(A) satisfying b ◦ b = 0. Note that s−mb−m : s−m Bar−m(A)→ s−m+1 Bar−m+1(A)
is a degree zero morphisms of dg A-A-bimodules, hence we obtain a complex of dg A-A-
bimodules:
(3) Bar∗(A) : · · · // s−m Bar−m(A)s
−mb−m// s−m+1 Bar−m+1(A) // · · · b0 // A // 0
Lemma 2.10. The complex Bar∗(A) is exact in the category of dg A-A-bimodules.
Proof. Define sm : s
−m Bar−m(A)→ s−m−1 Bar−m−1(A) to be the map which sends
a0 ⊗ a1 ⊗ · · · ⊗ am ⊗ am+1 ∈ Bar−m(A)
to
a0 ⊗ a1 ⊗ · · · ⊗ am+1 ⊗ 1 ∈ Bar−m−1(A).
We then have s ◦ b+ b ◦ s = idBar∗(A), as desired. 
Remark 2.11. Recall that the two-sided bar construction of a differential graded K-
algebra A is given by the differential graded A-A-bimodule B(A,A,A) := A⊗T (sA)⊗A
with the differential d = d0 + d1, where d0 is the internal differential defined by the
following rule:
d0(a0 ⊗ a1 ⊗ · · · ⊗ am ⊗ am+1) =d(a0)⊗ a1 ⊗ · · · ⊗ am ⊗ am+1−
m∑
i=1
(−1)ia0 ⊗ a1 ⊗ d(ai)⊗ ai+1 ⊗ · · · ⊗ am+1+
(−1)m+1a0 ⊗ a1 ⊗ · · · ⊗ d(am+1)
and the differential d1 is the external differential given by b defined in (2). In fact, the
two-sided bar construction B(A,A,A) above is initially constructed from the following
double complex Bar∗,∗(A) whose (m, p)-term is
Bar−m,p(A) := (A⊗ (sA)⊗m ⊗ A)p.
That is, a0 ⊗ a1 ⊗ · · · ⊗ am+1 ∈ Bar−m,p(A) if
m+1∑
i=0
deg(ai)−m = p.
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The vertical differential dv : Bar∗,p(A) → Bar∗,p+1(A) is exactly d0 defined above and
the horizontal differential dh : Bar−m,∗(sA) → Bar−m+1,∗(sA) is defined to be d1. From
Lemma 2.10, it follows that the canonical morphism pi : B(A,A,A) → A is a quasi-
isomorphism of dg A-A-bimodules, hence B(A,A,A) is a cofibrant resolution of A (cf.
[Kel2, Section 3.2]). In particular, if A is an (ordinary) associative K-algebra such that
A is projective as a K-module, then B(A,A,A) is a projective resolution of A as an
A-A-bimodule.
For any n ∈ Z, the Hochschild cohomology HHn(A,A) of degree n of a differential graded
algebra A is defined as the Hom-space HomD(A⊗Aop)(A, snA) in the derived category
D(A⊗Aop). Since B(A,A,A) is a cofibrant resolution of A as an A-A-bimodule, we have
that
HomD(A⊗Aop)(A, snA) ∼= HomK(A⊗Aop)(B(A,A,A), snA)
∼=Hn(RHomK(T (sA), A)).
Note that RHomK(T (sA), A) is the (product) total complex of the following double
complex C∗,∗(A,A) located in the right half plane,
(4)
...
...
...
0 // A1 //
OO
HomK(sA,A)
2 //
OO
HomK((sA)
⊗2, A)3 //
OO
· · ·
0 // A0
OO
// HomK(sA,A)
1
OO
// HomK((sA)
⊗2, A)2
OO
// · · ·
0 //
OO
HomK(sA,A)
0
OO
// HomK((sA)
⊗2, A)1
OO
// · · ·
...
OO
...
OO
where Cm,p(A,A) := HomK((sA)
⊗m, A)p is the set of morphisms f : (sA)⊗m → A of
degree p and the differentials are induced from the ones of Bar∗,∗(sA) (cf. Remark 2.11).
More precisely, the vertical differential δv : HomK((sA)
⊗m, A)p → HomK((sA)⊗m, A)p+1
is given by
δv(f)(a1 ⊗ · · · ⊗ am) :=df(a1 ⊗ · · · ⊗ am)+
m∑
i=1
(−1)if(a1 ⊗ · · · ⊗ dai ⊗ ai+1 ⊗ · · · ⊗ am),
where i := p+i−1+
∑i−1
j=1 deg(aj) and the horizontal differential δ
h : HomK((sA)
⊗m, A)p →
HomK((sA)
⊗m+1, A)p+1 is given by
δh(f)(a1 ⊗ · · · ⊗ am+1) :=(−1)deg(a1)pa1f(a2 ⊗ · · · ⊗ am+1)+
m∑
i=1
(−1)if(a1 ⊗ · · · ⊗ ai−1 ⊗ aiai+1 ⊗ ai ⊗ · · · ⊗ am+1)−
(−1)m+1f(a1 ⊗ · · · ⊗ am)am+1.
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Define (C∗(A,A), δ) = Tot
∏
(C∗,∗(A,A)), so Cn(A,A) =
∏
p∈Z≥0 C
p,n(A,A). We call
(C∗(A,A), δ) the Hochschild cochain complex of A. Clearly, Hn(C∗(A,A)) ∼= HHn(A,A)
for any n ∈ Z.
For any n ∈ Z, the Hochschild homology HHn(A,A) of degree n of a differential graded
algebra A is defined as the n-th homology group of the derived tensor product A⊗LA⊗AopA.
Using the fact that B(A,A,A) is a cofibrant resolution, we obtain that
HHn(A,A) ∼=Hn(B(A,A,A)⊗A⊗Aop A)
∼=Hn(T (sA))⊗K A)
Similarly, we note that T (sA)) ⊗K A is the (direct sum) total complex of the following
double complex C∗,∗(A,A) located in the left half plane,
(5)
...
...
...
...
· · · // ((sA)⊗3 ⊗ A)2 //
OO
((sA)⊗2 ⊗ A)3 //
OO
(sA⊗A)4 //
OO
A5 //
OO
0
· · · // ((sA)⊗3 ⊗ A)1 //
OO
((sA)⊗2 ⊗ A)2 //
OO
(sA⊗A)3 //
OO
A4
OO
// 0
· · · // ((sA)⊗3 ⊗ A)0 //
OO
((sA)⊗2 ⊗ A)1 //
OO
(sA⊗A)2 //
OO
A3
OO
// 0
...
OO
...
OO
...
OO
...
OO
where C−m,p(A,A) := ((sA)⊗m⊗A)p is the set of the elements of degree p in (sA)⊗m⊗A.
The vertical differential δv : ((sA)⊗m ⊗ A)p → ((sA)⊗m ⊗ A)p+1 is given by
δv(a1 ⊗ · · · ⊗ am ⊗ am+1) :=
m∑
i=1
(−1)ia1 ⊗ · · · ⊗ ai−1 ⊗ d(ai)⊗ ai+1 ⊗ · · · ⊗ am+1
+ (−1)ma1 ⊗ · · · ⊗ am ⊗ d(am+1)
where i := |a1| + ... + |ai| − i and the horizontal differential δh : (A ⊗ (sA)⊗m)p →
(A⊗ (sA)⊗m−1)p−1 is given by
δh(a1 ⊗ · · · ⊗ am ⊗ am+1) :=
m−1∑
i=1
(−1)ia1 ⊗ · · · ⊗ aiai+1 ⊗ ai+2 ⊗ · · · ⊗ am+1−
(−1)ma1 ⊗ · · · ⊗ am−1 ⊗ amam+1+
(−1)(|a2|+...+|am+1|−m+1)|a1|a2 ⊗ · · · ⊗ am ⊗ am+1a1.
Define (C∗(A,A), δ) := Tot
⊕
(C∗,∗(A,A)), so Cn(A,A) =
⊕
p∈Z≥0 C−p,n(A,A). We call
(C∗(A,A), δ) the Hochschild chain complex of A. Note that Cn(A,A) might be non zero
even for n a negative integer. Also note that in our convention deg δ = +1 even if we call
Cn(A,A) a chain complex. Clearly, Hn(C∗(A,A)) ∼= HHn(A,A) for any n ∈ Z.
Remark 2.12. For any dg A-A-bimodule M , the Hochschild cohomology HH∗(A,M)
and homology HH∗(A,M) can be defined in a similar way. They are computed by the
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Hochschild cochain complex (C∗(A,M), δ) and the Hochschild chain complex (C∗(A,M), δ)
with coefficients in M constructed similarily as above.
3. Singular Hochschild cohomology
In this section we define the singular Hochschild cohomology of a dg associative algebra
A. We continue by defining the Tate-Hochschild complex D∗(A,A) for a dg symmetric
Frobenius algebra A and show that D∗(A,A) computes the singular Hochschild cohomol-
ogy of A. Finally, for any dg associative algebra A we describe its singular Hochschild
complex C∗sg(A,A) and show that, if A is a dg symmetric Frobenius algebra, then C∗sg(A,A)
and D∗(A,A) are chain homotopy equivalent through a homotopy retraction.
3.1. The definition of singular Hochschild cohomology. Throughout this subsec-
tion we fix a field K and a dg K-algebra A concentrated on non-negative degrees.
Definition 3.1. The singularity category Dsg(A) of A is defined as the Verdier quotient
of triangulated categories Db(A-mod)/Perf(A), where Db(A-mod) is the bounded derived
category of finitely presented left dg A-modules and Perf(A) is the full sub-category of
Db(A-mod) whose objects are perfect dg A-modules ([KoSo]).
Definition 3.2. Let us denote A-Modinj the full sub-category of A-Mod consisting of the
objects whose underlying graded A†-modules are injective, where A† denotes the underly-
ing graded algebra of (A, d) obtained by forgetting the differential d. Let K(A-Modinj) be
the homotopy category of A-Modinj, Kac(A-Modinj) the full sub-category of K(A-Modinj)
consisting of objects C which are acyclic (i.e., H∗(C) = 0), and Kac(A-Modinj)c the full
sub-category of compact objects.
Theorem 3.3 (Corollary 5.4.[Kra], Corollary 2.2.2.[Bec]). Kac(A-Modinj)
c is equivalent
(up to direct summands) to the singularity category Dsg(A). That is, we have an equiva-
lence of triangulated categories
S : Dsg(A)
∼= // (Kac(A-Modinj))c.
where S is the stabilization functor (cf. [Kra, Corollary 5.4.]).
Proof. Recall from [Bec, Corollary 2.2.2.] that we have the following recollement of
triangulated categories.
Kac(A-Modinj)
I // K(A-Modinj)
Iρ
{{
Iλ
cc
Q // D(A)
Qρ
~~
Qλ
``
It follows from [Nee, Theorem 2.1.] that
Iρ : (K(A-Modinj))
c/(D(A))c → (Kac(A-Modinj))c
is fully-faithful and moreover the idempotent completion ((K(A-Modinj))
c/(D(A))c)ω is
equivalent to (Kac(A-Modinj))
c. On the other hand, we note that
(K(A-Modinj))
c ∼= Db(A-mod)
and
D(A)c ∼= Perf(A).
So Iρ : Dsg(A)→ Kac(A-Modinj))c is an equivalence (up to direct summands) of triangu-
lated categories. 
SINGULAR HOCHSCHILD COHOMOLOGY AND ALGEBRAIC STRING OPERATIONS 11
Definition 3.4. Let A be a dg K-algebra concentrated on non-negative degrees such
that H i(A) = 0 for i  0. Suppose that A is projective as a K-module. The singular
Hochschild cohomology group of degree i is defined as
HHisg(A,A) := HomDsg(A⊗Aop)(A, s
iA)
for any i ∈ Z.
Remark 3.5. From Theorem 3.3, it follows that for any i ∈ Z,
HHisg(A,A)
∼= Hom
Kac(A⊗ Aop-Modinj)c(S(A), s
iS(A)).
The rest of this section is devoted to constructing two different complexes the homolo-
gies of which are both isomorphic to the singular Hochschild cohomology HH∗sg(A,A) in
the case of a dg symmetric Frobenius K-algebra A of degree k ≥ 0.
3.2. The Tate-Hochschild complex of a dg symmetric Frobenius algebra. In
this subsection we fix a field K and a dg symmetric Frobenius K-algebra A of degree k.
Let (C, d,∆, ) be a counital dg coalgebra of degree zero. Denote C := Ker(). De-
fine the two-sided cobar construction Ω(C,C,C) of C to be C ⊗ T (s−1C) ⊗ C with the
differential d = d0 + d1, where d0 is the internal differential given by
d0(a0 ⊗ a1 ⊗ · · · ⊗ am ⊗ am+1) =d(a0)⊗ a1 ⊗ · · · ⊗ am ⊗ am+1−
m∑
i=1
(−1)ia0 ⊗ a1 ⊗ · · · ⊗ d(ai)⊗ · · · ⊗ am ⊗ am+1+
(−1)m+1a0 ⊗ a1 ⊗ · · · ⊗ am ⊗ d(am+1)
and the differential d1 is the external differential given by
d1(a0 ⊗ a1 ⊗ · · · ⊗ am+1) :=∆(a0)⊗ a1 ⊗ · · · ⊗ am ⊗ am+1+
m∑
i=1
(−1)i−1a0 ⊗ a1 ⊗ · · · ⊗∆(ai)⊗ · · · ⊗ am ⊗ am+1−
(−1)ma0 ⊗ a1 ⊗ · · · ⊗ am ⊗∆(am+1)
a where i :=
∑i
j=0 deg(ai) + i. Note that the range of ∆ is C ⊗ C, however, from
the following lemma it follows that d1 is well-defined as a map C ⊗ T (s−1C) ⊗ C →
C ⊗ T (s−1C)⊗ C.
Lemma 3.6. Let x := a0 ⊗ a1 ⊗ · · · ⊗ am+1 be an element in C ⊗ (s−1C)⊗m ⊗ C. Then
we have d1(x) ∈ C ⊗ (s−1C)⊗m+1 ⊗ C.
Proof. It is sufficient to show that (id⊗i⊗ ⊗ id⊗m+1−i)(d1(x)) = 0 for any 0 < i < m.
Indeed, we have
(id⊗i⊗⊗ id⊗m+1−i)(d1(x)) =(−1)i−1a0 ⊗ a1 ⊗ · · · ⊗ (⊗ id)∆(ai)⊗ · · · ⊗ am+1+
(−1)i−2a0 ⊗ a1 ⊗ · · · ⊗ (id⊗)∆(ai−1)⊗ · · · ⊗ am+1
=0,
where the first identity follows from the fact that (ai) = 0 for any i = 1, · · · ,m and the
second identity holds since (⊗ id)∆ = id = (id⊗)∆. 
Remark 3.7. Analogous to the two-sided bar construction, the two-sided cobar con-
struction Ω(C,C,C) is the total complex of the double complex whose (m, p)-term is
(C ⊗ (s−1C)⊗m ⊗ C)p with the horizontal differential d1 and the vertical differential d0.
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We have a morphism of dg K-modules ι : C → Ω(C,C,C) which is induced by the
coproduct ∆ : C → C ⊗ C.
Lemma 3.8. ι : C → Ω(C,C,C) is a quasi-isomorphism of dg K-modules.
Proof. It is sufficient to show that each row of the extended double complex is exact.
Namely, for each p ∈ Z, the following complex is exact.
0 // Cp
∆ // (C ⊗ C)p d1 // · · · // (C ⊗ (s−1C)⊗m ⊗ C)p+m // · · ·
Let us construct a homotopy sm : (C⊗(s−1C)⊗m⊗C)p+m → (C⊗(s−1C)⊗m−1⊗C)p+m−1
which sends a0 ⊗ a1 ⊗ · · · ⊗ am+1 to
(−1)ma0 ⊗ a1 ⊗ · · · ⊗ am(am+1) ∈ (C ⊗ (s−1C)⊗m−1 ⊗ C)p+m−1
where m :=
∑m
i=1 deg(ai) + m. It is straightforward to check that s ◦ d1 + d1 ◦ s = id.
Therefore the mapping cone cone(ι) is acyclic and thus ι is a quasi-isomorphism. 
Let us go back to the case where A is a dg symmetric Frobenius K-algebra of degree
k. Then (skA, sk∆, sk) is a counital dg coalgebra of degree zero, where
sk∆ : skA
sk∆ // s2k(A⊗ A) ∼= // skA⊗ skA
and
sk : skA
sk // sks−kK
∼= // K.
To simplify the notation, we denote (skA, sk∆, sk) by (C,∆, ). It follows from Lemma
3.8 and the fact that ∆ : C → C ⊗ C is a morphism of dg A-A-bimodules, that the
two-sided cobar construction Ω(C,C,C) is quasi-isomorphic to C as a dg A-A-bimodule.
We have a morphism of dg A-A-bimodules τ : B(A,A,A) → s−kΩ(C,C,C) which is,
by definition, the composition of the following morphisms
(6) τ : B(A,A,A)
pi // A
∼= // s−kC s
−kι // s−kΩ(C,C,C)
where pi is the composition B(A,A,A)  A ⊗ A µ−→ A and ι is the composition C ∆−→
C ⊗C ↪→ Ω(C,C,C). Since pi and ι are both quasi-isomorphisms, so is the morphism τ .
Thus the mapping cone cone(τ) is acyclic, so cone(τ) ∈ Kac(A⊗ Aop-Modinj).
Lemma 3.9. We have an isomorphism
S(A) ∼= cone(τ)
in Kac(A⊗ Aop-Modinj)c, where S is the stabilization functor from Dsg(A ⊗ Aop) to
Kac(A⊗ Aop-Modinj)c (cf. Theorem 3.3).
Remark 3.10. The mapping cone cone(τ) can be viewed as the total complex of the
double complex E(A,A,A) whose (p, q)-term is defined to be (s−k(C ⊗ (s−1C)⊗p−1 ⊗
C))p+q−1 when p > 0 and (A⊗(sA)⊗−p⊗A)p+q when p ≤ 0. Roughly speaking, the double
complex is obtained by connecting B(A,A,A) and s−kΩ(C,C,C) via the morphism ∆◦µ,
namely
· · · → A⊗(sA)⊗2⊗A→ A⊗sA⊗A→ A⊗A ∆◦µ−−→ s−1−k(C⊗C)→ s−1−k(C⊗s−1C ⊗C)→ · · ·
Let us consider the differential graded Hom-space
HomA⊗Aop(cone(τ), A) = HomA⊗Aop(E(A,A,A), A).
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By base change, we obtain a differential graded K-module D∗(A,A), where
Dn(A,A) :=
∏
p∈Z≥0
HomK((sA)
⊗p, A)n ⊕
⊕
p∈Z≥0
HomK((s
−1C)⊗p, A)n−k+1
with the differential δ := δ0 + δ1, where δ0 is the internal differential given by, for f ∈
HomK((sA)
⊗p, A)n or f ∈ HomK((s−1C)⊗p, A)n−k+1,
δ0(f)(a1 ⊗ · · · ap) = d(f(a1 ⊗ · · · ⊗ ap)) +
p∑
i=1
(−1)if(a1 ⊗ · · · ⊗ dai ⊗ · · · ⊗ ap).
δ1 is the external differential given by
(1) for f ∈ HomK((sA)⊗p, A)n
δ1(f)(a1 ⊗ · · · ⊗ ap+1) :=a1f(a2 ⊗ · · · ⊗ ap+1)+
p∑
i=1
(−1)if(a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ap+1)+
(−1)p+1f(a1 ⊗ · · · ⊗ ap)ap+1,
(2) for f ∈ HomK((s−1C)⊗p, A)n−k+1 and p > 0,
δ1(f)(a1 ⊗ · · · ⊗ ap−1) :=µ(id⊗f)(∆(1)⊗ a1 ⊗ · · · ⊗ ap−1)+
p−2∑
i=1
(−1)if(a1 ⊗ · · · ⊗∆(ai)⊗ · · · ⊗ ap−1)+
(−1)nµ(f ⊗ id)(a1 ⊗ · · · ⊗ ap−1 ⊗∆(1)),
(3) for f ∈ HomK((s−1C)⊗p, A)n−k+1 and p = 0,
δ1(f) = µ(∆(1)⊗ (f ⊗ 1)).
We call (D∗(A,A), δ) the Tate-Hochschild complex of A and define the Tate-Hochschild
cohomology group of degree n, denoted by THn(A,A), for any n ∈ Z, to be the cohomology
group Hn(D∗(A,A), δ)). More explicitly, (D∗(A,A), δ) is the totalization complex of the
double complex D∗,∗(A,A) given by
· · · → s1−kC−1,∗(A,A)→ s1−kC0,∗(A,A) γ−→ C0,∗(A,A)→ C1,∗(A,A)→ · · ·
where γ is the composition
s1−kC0,∗(A,A) ∼= s1−kA ∆−→ s(A⊗ A) T−→ s(A⊗ A) µ−→ sA s
−1−−→ A ∼= C0,∗(A,A),
and by totalization we mean the direct sum totalization in the Hochschild chains direction
and the direct product totalization in the Hochschild cochains direction.
Proposition 3.11. Let A be a dg symmetric Frobenius algebra over a field K. Then for
any i ∈ Z,
THi(A,A) ∼= HHisg(A,A).
Proof. From Remark 3.5 and Lemma 3.9, it follows that
HHisg(A,A)
∼= HomKac(A⊗ Aop-Modinj)(S(A), s
iS(A))
∼= HomKac(A⊗ Aop-Modinj)(cone(τ), s
icone(τ))
∼= HomA⊗Aop(cone(τ), siA)
∼= H i(D∗(A,A))
= THi(A,A).
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
3.3. The singular Hochschild complex of a differential graded algebra. In this
subsection we fix a commutative ring K and a differential graded K-algebra A (not nec-
essarily a dg symmetric Frobenius algebra).
Recall that we have defined a morphism of degree one of dg A-A-bimodules (cf. (2)),
b−m : Bar−m(A)→ Bar−m+1(A),
which induces a morphism of degree zero
sb−m : sBar−m(A)→ Bar−m+1(A).
Let us denote by Ωm+1(A) the kernel of sb−m. In particular, we denote by Ω1(A) the
kernel of sµ : s(A⊗A)→ sA where µ is the multiplication of A, and we write Ω0(A) := A.
Obviously, Ωm(A) is a dg A-A-bimodule for any m ∈ Z. Denote by b the differential of
Bar∗(A) and by pi : A sA the natural projection map of degree one.
Lemma 3.12. For each p ∈ Z≥0, there is an isomorphism of dg A-A-bimodules
α : Ωp(A)
∼=−→ (sA)⊗p ⊗ A,
where the left A-module structure in (sA)⊗p ⊗ A is given by
a I (x1 ⊗ · · · ⊗ xp ⊗ xp+1) := (pi ⊗ id⊗p)(b(a⊗ x1 ⊗ · · · ⊗ xp ⊗ xp+1)),
the right A-module structure is given by multiplication on the right A factor of (sA)⊗p⊗A,
and the differential on (sA)⊗p ⊗ A is given by
d(x1 ⊗ · · · ⊗ xp ⊗ xp+1) =
p+1∑
i=1
(−1)i−1x1 ⊗ · · · ⊗ d(xi)⊗ · · · ⊗ xp+1,
where i−1 =
∑i−1
j=1 deg(xj)− i+ 1.
Proof. It is easy to check that I defines a dg left A-module structure on (sA)⊗p ⊗ A,
namely, for any a1, a2 ∈ A,
a1 I (a2 I (x1 ⊗ · · · ⊗ xp ⊗ xp+1)) = (a1a2) I (x1 ⊗ · · · ⊗ xp ⊗ xp+1).
The morphism α is defined as the composition
Ωp(A) ↪→ s(A⊗ (sA)⊗p−1 ⊗ A) pi⊗id⊗p−−−−→ sA⊗(sA)⊗p−1 ⊗ A.
The inverse of α is given by the morphism β defined by the composition
β : (sA)⊗p ⊗ A→ A⊗ (sA)⊗p ⊗ A b−→ Ωp(A),
where the first morphism is given by
x1 ⊗ · · · ⊗ xp ⊗ xp+1 7→ 1⊗ x1 ⊗ · · · ⊗ xp ⊗ xp+1.

Remark 3.13. From now on, we identify Ωp(A) with (sA)⊗p ⊗ A via the isomorphism
α.
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Figure 1. Using the identification of Lemma 3.12, we may represent di-
agrammatically elements f ∈ Cm,∗(A,Ωp(A)) and g ∈ Cn,∗(A,Ωq(A)) as
corollas. For example f has m input legs at the top and p + 1 output
legs at the bottom. The rightmost output is colored blue, indicating that
such a leg represents an element of A, while black output legs should be
interpreted as elements in sA. Compositions of maps will be represented
by stacking trees, as usual.
Consider the Hochschild cochain complex C∗(A,Ωp(A)) with coefficients in the dg A-
A-bimodule Ωp(A). Let us define a morphism
θ˜p : C
∗(A,Ωp(A))→ C∗(A,Ωp+1(A))
which sends an element f ∈ C∗(A, (sA)⊗p⊗A) to θ˜m,p(f) given by the following formula,
(7) θ˜p(f)(x1 ⊗ · · · ⊗ xk+1) = (−1)deg(x1)deg(f)x1 ⊗ f(x2 ⊗ · · · ⊗ xk+1).
Lemma 3.14. θ˜p is a morphism of complexes (of degree zero) for each p ∈ Z≥0. Namely,
the following diagram commutes
C∗(A,Ωp(A))
θ˜p //
δ

C∗(A,Ωp+1(A))
δ

C∗+1(A,Ωp(A))
θ˜p // C∗+1(A,Ωp+1(A)).
Proof. This result can be proved by a straightforward computation, but we prove it using
the observation that the map θ˜p is given by cup product with the cocycle d : a 7→ a⊗ 1
in C1,∗(A,Ω1(A)) (cf. Remark 4.1). Thus to verify the commutative diagram above is
equivalent to verify the identity d ∪ δ(f) = δ(d ∪ f) for any f ∈ C∗(A,Ωp(A)). The
latter follows from the fact that d is a cocycle and the cup product is compatible with
the differential δ. So we prove this lemma. 
It follows that we have an inductive system of complexes
· · · // C∗(A,Ωp(A)) θ˜p // C∗(A,Ωp+1(A)) θ˜p+1 // C∗(A,Ωp+2(A)) // · · ·
and we denote the colimit by
C∗sg(A,A) := lim−→
p∈Z≥0
C∗(A,Ωp(A)).
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Since the θ˜p are compatible with the differentials we obtain a differential
δmsg : Cmsg(A,A)→ Cm+1sg (A,A).
We call the complex (C∗sg(A,A), δsg) the singular Hochschild cochain complex of A.
By Lemma 2.10, for any p ∈ Z≥0, we have the following exact sequence of dg A-A-
bimodules
0→ Ωp+1(A) ↪→ sBar−p(A)→ sΩp(A)→ 0.
Therefore, we may take the derived functor HH∗(A,−) in the derived categoryD(A⊗ Aop-Mod)
to obtain a long exact sequence
· · · // HHm(A, sBarp(A)) // HHm(A, sΩp(A))
θm,p // HHm+1(A,Ωp+1(A)) // · · ·
where θm,p denotes the connecting homomorphism. Since HH
m(A, sΩp(A)) ∼= HHm+1(A,Ωp(A)),
we get an inductive system for any m ∈ Z,
· · · // HHm+1(A,Ωp(A)) θp // HHm+1(A,Ωp+1(A)) θp+1 // HHm+1(A,Ωp+2(A)) // · · ·
and denote its colimit by lim−→
p∈Z≥0
HHm+1(A,Ωp(A)).
Lemma 3.15. For any p ∈ Z≥0 and m ∈ Z, we have that Hm(θ˜p) = θp. Namely, the
following diagram commutes
Hm(C∗(A,Ωp(A)))
∼=

Hm(θ˜p) // Hm(C∗(A,Ωp+1(A))
∼=

HHm(A,Ωp(A))
θp // HHm(A,Ωp+1(A)).
Proof. First let us recall the construction of the connecting homomorphism
θp : HH
m(A,Ωp(A))→ HHm(A,Ωp+1(A)).
Since the bar resolution B(A,A,A) is a projective resolution of A-A-bimodule A, we have
the following isomorphisms
HHm(A,Ωp(A)) ∼= HomD(A⊗Aop)(A, smΩp(A))
∼= HomK(A⊗Aop)(B(A,A,A), smΩp(A)).
Any f ∈ HomK(A⊗Aop)(B(A,A,A), smΩp(A)) may be lifted uniquely to θ(f) so that the
following diagram commutes
B(A,A,A)
1⊗f
''OO
OOO
OOO
OOO
OOO
OOO
OOO
OO
f // sm((sA)⊗p ⊗ A)
B(A,A,A)
d
OO
θ(f)
''
sm Bar−p(A)
OOOO
sm−1((sA)⊗p+1 ⊗ A)
OO
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where d : B(A,A,A) → B(A,A,A) is the differential of the two sided bar construction
of A, the vertical maps in the right column are the two middle maps in the short exact
sequence 0 → sm−1Ωp+1(A) ↪→ sm Bar−p(A) → smΩp(A) → 0, and f : T (sA) ⊗ A →
smΩp(A) is defined by
f(a1 ⊗ ..⊗ am+p+1 ⊗ am+p+1) = f(1⊗ a1 ⊗ · · · ⊗ am+1 ⊗ am+p+1).
The map θ is precisely the connection homomorphism in the long exact sequence. But
note if we place the mapH(θ˜) in the dotted morphism it also makes the diagram commute,
so by uniqueness it follows that H(θ˜) = θ. 
Proposition 3.16. For any m ∈ Z, we have a natural isomorphism
Hm(C∗sg(A,A)) ∼= lim−→
p∈Z≥0
HHm(A,Ωp(A)).
In particular, via such an isomorphism, the quotient functor Db(A⊗Aop)→ Dsg(A⊗Aop)
induces a natural morphism
χ : H∗(C∗sg(A,A))→ HH∗sg(A,A).
Proof. The first isomorphism follows from Lemma 3.15 and the fact that the homology
functor commutes with colimit. For all p ∈ Z≥0 we have a natural morphism
HH∗(A,Ωp(A))→ HH∗sg(A,A)
induced from the quotient functor Db(A ⊗ Aop) → Dsg(A ⊗ Aop) and the isomorphism
Ωp(A) ∼= A in Dsg(A ⊗ Aop) (since Ω1(A) ∼= A in Dsg(A ⊗ Aop)). These morphisms
are compatible with the structure maps θm,p and thus induce a natural morphism χ :
H∗(C∗sg(A,A))→ HH∗sg(A,A). 
Remark 3.17. It follows from [Wan1] that the morphism χ is an isomorphism in the
case when A is an ordinary associative algebra. To the best of our knowledge, it is
unknown whether it is an isomorphism for any dg associative algebra. Nevertheless, in
the following we will show that the χ is an isomorphism for any dg symmetric Frobenius
algebra, which is enough for the purposes of this paper.
3.4. A homotopy retract between D∗(A,A) and C∗sg(A,A). In this subsection we
assume that (A, d, µ,∆) is a dg symmetric Frobenius algebra of degree k (k > 0). We
will construct a (strong) homotopy retract (cf. [LoVa, Section 10]) of complexes,
(8) D∗(A,A)   ι // C∗sg(A,A)
Π
oooo
h
RR
namely,
Π ◦ ι = id
and
id−ι ◦ Π = δ ◦ h+ h ◦ δ.
First of all, let us construct an injection of dg K-modules
ι : D∗(A,A) ↪→ C∗sg(A,A).
Recall that for any n ∈ Z, we have
Dn(A,A) :=
∏
p∈Z≥0
HomK((sA)
⊗p, A)n ⊕
⊕
p∈Z≥0
HomK((s
−1C)⊗p, A)n−k+1,
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where C := skA and C is the kernel of the counit sk : C → k. Note that
HomK((s
−1C)⊗p, A) ∼= ((s−1C)⊗p)∨ ⊗ A ∼= ((s−1C)∨)⊗p ⊗ A ∼= (sA)⊗p ⊗ A
where the last isomorphism follows from the isomorphism sA ∼= (s−1C)∨. Thus we have
Dn(A,A) ∼=
∏
p∈Z≥0
HomK((sA)
⊗p, A)n ⊕
⊕
p∈Z≥0
((sA)⊗p ⊗ A)n−k+1
∼= Cn(A,A)⊕ Cn−k+1(A,A).
For any n ∈ Z, define ιn : Dn(A,A)→ Cnsg(A,A) as follows:
(1) If f ∈ Cn(A,A), then ιn(f) := f ∈ Cn(A,A) ⊂ Cnsg(A,A)
(2) If f ∈ Cn−k+1(A,A), write f := a1 ⊗ · · · ⊗ ap ⊗ ap+1 ∈ ((sA)⊗p ⊗ A)n−k+1. Then
define ιn(f) ∈ HomK(K, (sA)⊗p+1 ⊗ A)n by
ιn(f)(1) :=
∑
i
(−1)deg(fi)deg(f)ei ⊗ a1 ⊗ · · · ⊗ ap ⊗ ap+1fi.
where
∑
i ei⊗fi = ∆(1), as defined in Remark 2.8. It is clear that ι is indeed an injection
of dg K-modules.
We now construct the morphism Π : C∗sg(A,A)→ D∗(A,A). If m, p ∈ Z>0 define
pim,p : C
m,∗(A,Ωp(A))→ Cm−1,∗(A,Ωp−1(A))
as follows: for f ∈ Cm,∗(A, (sA)⊗p ⊗ A), that is, f : (sA)⊗m → (sA)⊗p ⊗ A,
pim,p(f)(x1 ⊗ · · · ⊗ xm−1)
:=
∑
i
(−1)deg(ei)(deg(f)+1−k)ei I (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ xm−1)))
=
∑
i
(−1)deg(ei)(deg(f)+1−k)(pi ⊗ id⊗p−1)b(ei ⊗ (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ xm−1))),
where we recall that  : A→ K is the counit and the I-action is defined in Lemma 3.12.
Define pim,0 = id : C
m,∗(A,A)→ Cm,∗(A,A) for m > 0 and for m = 0, p ∈ Z>0 define
pi0,p : C
0,∗(A,Ωp(A))→ C−(p−1),∗(A,A)
as follows: for any x := x1 ⊗ · · · ⊗ xp ⊗ xp+1 ∈ (sA)⊗p ⊗ A let
pi0,p(x) := ((x1)x2 ⊗ · · · ⊗ xp ⊗ xp+1).
Remark 3.18. Since (1) = 0, it follows that the counit induces a well-defined map
 : A→ k. In Figures 2 and 3 below we give a diagrammatic representation of the maps
ι : C−m,∗(A,A)→ C0(A, (sA)⊗m+1 ⊗ A)
and
pim,p : C
m,∗(A, (sA)⊗p ⊗ A)→ Cm−1,∗(A, (sA)⊗p−1 ⊗ A),
the latter in the case m, p ∈ Z>0. We represent an element of C−m,∗(A,A) as a corolla
with no inputs (this is what the solid black circle in the top leg means) and m+ 1 output
legs m which are colored black indicating these legs represent an element in (sA)⊗m
and one blue leg which represents an element of A. A blue circle with white interior
represents the unit 1 of the algebra A. We denote by ∆ : A → A ⊗ A the coproduct of
the dg symmetric Frobenius algebra A, by pi : A → sA the natural projection map, by
 : sA→ K the map induced by the counit, and by µ the product of A.
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Figure 2. ι : C−m,∗(A,A) → C0,∗(A, (sA)⊗m+1 ⊗ A) ∼=
HomK(K, (sA)⊗m+1 ⊗ A)
Figure 3. pim,p : C
m,∗(A, (sA)⊗p ⊗ A)→ Cm−1,∗(A, (sA)⊗p−1 ⊗ A)
Lemma 3.19. pi>0,∗ is compatible with the differentials.
Proof. First of all, let us check that pi>0,∗ is compatible with the external differentials.
Let f ∈ Cm+1,∗(A,Ωp(A)), (m > −1). Then we have for any x1 ⊗ · · · ⊗ xm+1 ∈ (sA)⊗m+1
pi∗,∗ ◦ δ1(f)(x1 ⊗ · · · ⊗ xm+1)
=
∑
i
±ei I (⊗ id⊗p)(δ1(f)(fi ⊗ x1 ⊗ · · · ⊗ xm+1))
=
∑
i
±ei I (⊗ id⊗p)(f(fix1 ⊗ · · · ⊗ xm+1))
+
m∑
j=1
∑
i
±ei I (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ xjxj+1 ⊗ · · · ⊗ xm+1))
+
∑
i
±ei I (⊗ id⊗p)(fi I f(x1 ⊗ · · · ⊗ xm+1))
+
∑
i
±ei I (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ xm)xm+1)
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On the other hand, we have
δ1 ◦ pi∗,∗(f)(x1 ⊗ · · · ⊗ xm+1)
=
m∑
j=1
±pi∗,∗(f)(x1 ⊗ · · · ⊗ xjx1+j ⊗ · · · ⊗ xm+1)
±x1 I (pi∗,∗(f)(x2 ⊗ · · · ⊗ xm+1))± (pi∗,∗(f)(x1 ⊗ · · · ⊗ xm))xm+1
=
m∑
j=1
∑
i
±ei I (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ xjxj+1 ⊗ · · · ⊗ xm+1))
+x1 I (
∑
i
±ei I (⊗ id⊗p)(f(fi ⊗ x2 ⊗ · · · ⊗ xm+1)))
+(
∑
i
±ei I (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ xm)))xm+1.
Thus, we may cancel terms to obtain:
(pi∗,∗ ◦ δ1 − δ1 ◦ pi∗,∗)(f)(x1 ⊗ · · · ⊗ xm+1)
=
∑
i
±ei I (⊗ id⊗p)(f(fix1 ⊗ · · · ⊗ xm+1))
+
∑
i
±ei I (⊗ id⊗p)(fi I f(x1 ⊗ · · · ⊗ xm+1))
+x1 I (
∑
i
±ei I (⊗ id⊗p)(f(fi ⊗ x2 ⊗ · · · ⊗ xm+1))).
From the fact that I defines a left action of A on Ωp(A), it follows that
x1 I (
∑
i
±ei I (⊗ id⊗p)(f(fi ⊗ x2 ⊗ · · · ⊗ xm+1)))
=
∑
i
±x1ei I (⊗ id⊗p)(f(fi ⊗ x2 ⊗ · · · ⊗ xm+1))),
thus the first sum cancels with the last sum since
∑
x1ei ⊗ fi =
∑
ei ⊗ fix1. Also, it
follows from
∑
i(−1)deg(ei)kei ⊗ (fi) =
∑
i(−1)deg(ei)kei(fi) = 0 that the second sum
vanishes, namely, we have∑
i
±ei I (⊗ id⊗p)(fi I f(x1 ⊗ · · · ⊗ xm+1)) = 0.
Therefore, (pi∗,∗ ◦ δ1 − δ1 ◦ pi∗,∗)(f)(x1 ⊗ · · · ⊗ xm+1) = 0. Similarly, we may check that
pi>0,∗ is compatible with the internal differentials. Let f ∈ Cm+1,∗(A,Ωp(A)) for m > −1,
then
pi∗,∗ ◦ δ0(f)(x1 ⊗ · · · ⊗ xm)
=
∑
i
±ei I (⊗ id⊗p)(df(fi ⊗ x1 ⊗ · · · ⊗ xm))
+
∑
i
±ei I (⊗ id⊗p)(f(d(fi)⊗ x1 ⊗ · · · ⊗ xm))
+
m∑
j=1
∑
i
±ei I (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ d(xi)⊗ · · · ⊗ xm))
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and
δ0 ◦ pi∗,∗(f)(x1 ⊗ · · · ⊗ xm)
= d(
∑
i
±ei I (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ xm)))
m∑
j=1
∑
i
±ei I (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ d(xi)⊗ · · · ⊗ xm)),
thus we may cancel terms to obtain
(pi∗,∗ ◦ δ0(f)− δ0 ◦ pi∗,∗)(x1 ⊗ · · · ⊗ xm)
=
∑
i
±ei I (⊗ id⊗p)(df(fi ⊗ x1 ⊗ · · · ⊗ xm))
+
∑
i
±ei I (⊗ id⊗p)(f(d(fi)⊗ x1 ⊗ · · · ⊗ xm))
+d(
∑
i
±ei I (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ xm))).
Using d(
∑
i ei ⊗ fi) = 0 we may conclude that the three sums in the above expression
vanish. Hence the maps pi>0,∗ are compatible with the internal differentials and thus
compatible with the differentials. 
Remark 3.20. By a similar computation, we have that pi0,∗ are compatible with the
internal differentials. Take an element x := x1 ⊗ · · · ⊗ xp ⊗ xp+1 ∈ (sA)⊗p ⊗ A, then
pi0,p ◦ d(x) =pi0,p(d(x1)⊗ x2 ⊗ · · · ⊗ xp ⊗ xp+1)
+ pi0,p(
p+1∑
i=2
±x1 ⊗ · · · ⊗ d(xi)⊗ · · · ⊗ xp+1)
=(d(x1))x2 ⊗ · · · ⊗ xp ⊗ xp+1
+
p+1∑
i=2
±(x1)x2 ⊗ · · · ⊗ d(xi)⊗ · · · ⊗ xp+1
=(x1)d(x2)⊗ x3 ⊗ · · · ⊗ xp ⊗ xp+1
+
p+1∑
i=3
±(x1)x2 ⊗ x3 ⊗ · · · ⊗ d(xi)⊗ · · · ⊗ xp+1
=d ◦ pi0,p(x).
Let us check that pi0,∗ are also compatible with the external differentials. Namely, that
the following diagram commutes for any p ∈ Z>0:
(9) C0,∗(A,Ωp(A))
δ1

pi0,p // C−(p−1),∗(A,A)
δ1
))SSS
SSS
SSS
SSS
SS
C1,∗(A,Ωp(A))
pi1,p // C0,∗(A,Ωp−1(A))
pi0,p−1 // C−(p−2),∗(A,A).
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The commutativity of diagram (9) follows since
pi0,p−1 ◦ pi1,p ◦ δ1(x1 ⊗ · · · ⊗ xp ⊗ xp+1)
=
∑
i
pi0,p−1((pi ⊗ id⊗p−1)(b(ei(x1)⊗ x2 ⊗ · · · xp ⊗ xp+1fi)))
=
∑
i
(eix2)(x1)⊗ x3 ⊗ · · · ⊗ xp ⊗ xp+1fi
±
∑
i
p−1∑
j=1
(ei)(x1)x2 ⊗ · · · ⊗ xj+1xj+2 ⊗ · · · ⊗ xp+1fi
=
∑
i
(x1)x3 ⊗ · · · ⊗ xp ⊗ xp+1x2
+
∑
i
p−1∑
j=1
(x1)x2 ⊗ · · · ⊗ xj+1xj+2 ⊗ · · · ⊗ xp+1fi
= δ1 ◦ pi0,p(x1 ⊗ · · · ⊗ xp ⊗ xp+1),
where the third identity follows from the facts
∑
i (ei)fi = 1 and
∑
i xei⊗fi =
∑
i ei⊗fix.
Lemma 3.21. For m, p ∈ Z>0 we have
pim,p ◦ θm−1,p−1 = id .
For m = 0, p ∈ Z≥0, we have
pi0,p ◦ ι = id .
Proof. Recall that for any f ∈ Cm−1,∗(A, (sA)⊗p−1 ⊗ A),
θm−1,p−1 : Cm−1,∗(A,Ωp−1(A))→ Cm,∗(A,Ωp(A))
is defined by
θm−1,p−1(f)(x1 ⊗ · · · ⊗ xm) := (−1)deg(x1)deg(f)x1 ⊗ f(x2 ⊗ · · · ⊗ xm).
Thus
pim,p ◦ θm−1,p−1(f)(x1 ⊗ · · · ⊗ xm−1)
=
∑
i
±ei I (⊗ id⊗p)(θm−1,p−1(f)(fi ⊗ x1 ⊗ · · · ⊗ xm−1)))
=
∑
i
±ei I ((fi)f(x1 ⊗ · · · ⊗ xm−1)))
= f(x1 ⊗ · · · ⊗ xm−1).
Similarly, let x1 ⊗ · · · ⊗ xp−1 ⊗ xp ∈ C−(p−1),∗(A,A), then we have
pi0,p ◦ ι(x1 ⊗ · · · ⊗ xp−1 ⊗ xp) =
∑
i
±pi0,p(ei ⊗ x1 ⊗ · · · ⊗ xp−1 ⊗ xpfi)
=
∑
i
±(ei)x1 ⊗ · · · xp−1 ⊗ xpfi
= x1 ⊗ · · · ⊗ xp−1 ⊗ xp.

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Figure 4. The above diagram represents the map hm,p :
Cm,∗(A,Ωp(A))→ Cm−1,∗(A,Ωp(A)).
Definition 3.22. We define Π : C∗sg(A,A) → D∗(A,A) as follows: For an element f ∈
C∗sg(A,A) represented by an element f ∈ Cm,∗(A,Ωp(A)), let
Π(f) :=
{
pim−p,0 ◦ pim−p+1,1 ◦ · · · ◦ pim,p(f) if m− p ≥ 0,
pi0,p−m ◦ pi1,m−p+1 ◦ · · · ◦ pim,p(f) if m− p < 0.
From Lemma 3.21, this is indeed well-defined, namely, Π does not depend on the rep-
resentative for f . Moreover, it follows from Lemma 3.19 and Lemma 3.21 that Π is a
morphism of (degree zero) chain complexes such that Π ◦ ι = id.
Finally, we construct the chain homotopy h : C∗sg(A,A) → s−1C∗sg(A,A). For m ∈
Z>0, p ∈ Z>0, we define a linear map
hm,p : C
m,∗(A,Ωp(A))→ Cm−1,∗(A,Ωp(A))
which sends f ∈ Cm,∗(A, (sA)⊗p ⊗ A) to
x1 ⊗ · · · ⊗ xm−1 7→
∑
i
(−1)deg(ei)(deg(f)+1−k)ei ⊗ (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ xm−1)).
We also define hm,p := 0 for mp = 0. Note that the total degree of the map hm,p is −1.
For m ∈ Z>0 and p ∈ Z≥0 define
Hm,p : C
m,∗(A,Ωp(A))→ Cm−1,∗(A,Ωp(A))
as the composition
Hm,p :=
min{p,m}∑
i=0
θm−2,p−1 ◦ · · · ◦ θm−i−1,p−i ◦ hm−i,p−i ◦ pim−i+1,p−i+1 ◦ · · · ◦ pim,p.
Otherwise, Hm,p := 0. See Figure 4.
Lemma-Definition 3.23. The following identity holds for m, p ∈ Z>0
Hm,p ◦ θm−1,p−1 = θm−2,p−1 ◦Hm−1,p−1.
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Namely the following diagram commutes
Cm−1,∗(A,Ωp−1(A))
Hm−1,p−1

θm−1,p−1// Cm,∗(A,Ωp(A))
Hm,p

Cm−2,∗(A,Ωp−1(A))
θm−2,p−1// Cm−1,∗(A,Ωp(A)).
As a consequence, H∗,∗ induces a well-defined morphism
h : C∗sg(A,A)→ s−1C∗sg(A,A).
Proof. We have that
Hm,p ◦ θm−1,p−1
=
min{p,m}∑
i=1
θm−2,p−1 ◦ · · · ◦ θm−i−1,p−i ◦ hm−i,p−i ◦ pim−i+1,p−i+1 ◦ · · · ◦ pim,p ◦ θm−1,p−1
=
min{p,m}∑
i=1
θm−2,p−1 ◦ · · · ◦ θm−i−1,p−i ◦ hm−i,p−i ◦ pim−i+1,p−i+1 ◦ · · · ◦ pim−1,p−1
= θm−2,p−1 ◦Hm−1,p−1
where the second identity follows from Lemma 3.21. 
Proposition 3.24. The map h is a chain homotopy between id and ι ◦ Π. Namely,
id−ι ◦ Π = δ ◦ h+ h ◦ δ.
Proof. Let us first prove the following identity for m ∈ Z≥0 and p ∈ Z>0
(10) id−θm−1,p−1 ◦ pim,p = δ ◦ hm,p + hm+1,p ◦ δ.
We observe that h∗,∗ are compatible with the internal differentials (but not with the
external differentials), so it is sufficient to prove that we have the following homotopy
diagram,
0 // C0,∗(A,Ωp(A)) //
id−ιpi

C1,∗(A,Ωp(A))
h1,p
vvlll
lll
lll
lll
l
id−θpi

// C2,∗A,Ωp(A)) //
h2,p
vvlll
lll
lll
lll
l
id−θpi

· · ·
0 // C0,∗(A,Ωp(A)) // C1,∗(A,Ωp(A)) // C2,∗(A,Ωp(A)) // · · ·
Take an element x := x1 ⊗ · · · ⊗ xp ⊗ xp+1 ∈ C0,∗(A, (sA)⊗p ⊗ A), then
(id−ι ◦ Π)(x) =x−
∑
i
±ei ⊗ (x1)x2 ⊗ · · · ⊗ xp ⊗ xp+1fi
and
h1,p ◦ δ(x) =
∑
i
±ei ⊗ (⊗ id⊗p)(δ(x)(fi))
=
∑
i
±ei ⊗ (⊗ id⊗p)(fi I (x)) + ei ⊗ (⊗ id⊗p)xfi
= x−
∑
i
±ei ⊗ (x1)x2 ⊗ · · · ⊗ xp ⊗ xp+1fi
= x− ι ◦ Π(x).
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Similarly, for m > 0 we have
(id−θm−1,p−1 ◦ pim,p)(f)(x1 ⊗ · · · ⊗ xm)
=f(x1 ⊗ · · · ⊗ xm)−
∑
i
±x1 ⊗ ei I (⊗ id)(f(fi ⊗ x2 ⊗ · · · ⊗ xm)).
On the other hand, we have
(δ ◦ hm,p + hm+1,p ◦ δ)(f)(x1 ⊗ · · · ⊗ xm)
=
∑
i
±x1 I (ei ⊗ (⊗ id⊗p)(f(fi ⊗ x2 ⊗ · · · ⊗ xm)))
+
∑
j
m−1∑
i=1
±ej ⊗ (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ xixi+1 ⊗ · · · ⊗ xm))
+
∑
i
±ei ⊗ (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ xm−1)xm)
+
∑
i
±ei ⊗ (⊗ id⊗p)(fi I f(x1 ⊗ · · · ⊗ xm))
+
∑
i
±ei ⊗ (⊗ id⊗p)(f(fix1 ⊗ x2 ⊗ · · · ⊗ xm))
+
m−1∑
j=1
∑
i
±ei ⊗ (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ xjxj+1 ⊗ · · · ⊗ xm))
+
∑
i
±ei ⊗ (⊗ id⊗p)(f(fi ⊗ x1 ⊗ · · · ⊗ xm−1)xm)
=
∑
i
±x1 I (ei ⊗ (⊗ id⊗p)(f(fi ⊗ x2 ⊗ · · · ⊗ xm)))
+
∑
i
±ei ⊗ (⊗ id⊗p)(fi I f(x1 ⊗ · · · ⊗ xm))
+
∑
i
±ei ⊗ (⊗ id⊗p)(f(fix1 ⊗ x2 ⊗ · · · ⊗ xm))
=f(x1 ⊗ · · · ⊗ xm)−
∑
i
±x1 ⊗ ei I (⊗ id⊗p)(f(fi ⊗ x2 ⊗ · · · ⊗ xm)
=(id−θm−1,p−1 ◦ pim,p)(f)(x1 ⊗ · · · ⊗ xm)
verifying identity (10). By induction we may conclude that id−ι ◦Π = δ ◦ h+ h ◦ δ. 
Corollary 3.25. Let A be a dg symmetric Frobenius algebra over a field K. Then the
morphism (cf. Proposition 3.16)
χ : H∗(C∗sg(A,A))→ HH∗sg(A,A)
is an isomorphism.
Proof. We claim that the following diagram commutes
(11) H∗(C∗sg(A,A))
χ // HH∗sg(A,A)
H∗(D∗(A,A))
∼=
χ′
66nnnnnnnnnnnnH∗(ι)
∼=
hhQQQQQQQQQQQQ
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where the isomorphism χ′ : H∗(D∗(A,A)) → HH∗sg(A,A) is given in Proposition 3.11.
Indeed, recall that for any m ∈ Z, χ′ can be written as the composition of the following
morphisms
Hm(D∗(A,A))→ HomKac(cone(τ), smcone(τ)) S
−1−−→ HomDsg(A⊗Aop)(A, smA)
where for simplicity Kac denotes Kac(A⊗ Aop-Modinj). If α ∈ Hm(D∗(A,A)) is any ho-
mogeneous element, then H∗(ι)(α) is represented by an element α′ ∈ HHm+p(A,Ωp(A))
for large enough p > 0. Denote by β the image of α′ via the following composition
HHm+p(A,Ωp(A))→ HomDsg(A⊗Aop)(A, sm+pΩp(A)) S−→ HomKac(S(A), sm+pS(Ωp(A))).
Note that for any i ∈ Z, Si(Ωp(A)) ∼= si−pS(A) ∼= si−pcone(τ) in Kac(A⊗ Aop-Modinj),
hence we have the following isomorphism
HomKac(S(A), s
m+pS(Ωp(A))) ∼= HomKac(cone(τ), smcone(τ)).
Let β′ ∈ HomKac(cone(τ), smcone(τ)) denote the image of β via the isomorphism above.
It is easy to check that β′ is also the image of α via the isomorphism S ◦χ′, so the triangle
diagram commutes. On the other hand, from the chain homotopy retraction described
above it follows that H∗(ι) is an isomorphism, thus χ is an isomorphism as well. 
4. DGA and DGLA structures on the Singular Hochschild complex
C∗sg(A,A)
In this section we recall briefly natural dga and dgla structures on the singular Hochschild
complex C∗sg(A,A) for a differential graded algebra A over a commutative ring K. All the
constructions for dg algebras in this section are the dg generalization of the ones for (or-
dinary) associative algebras in [Wan1]. For more details, we refer to [Wan1]. Throughout
this section, we assume that A is a differential graded associative algebra (not necessary
symmetric Frobenius) over a commutative ring K.
4.1. DGA structure on C∗sg(A,A). Let f ∈ Cm,∗(A,Ωp(A)) and g ∈ Cn,∗(A,Ωq(A)),
we define the cup product f ∪ g ∈ Cm+n,∗(A,Ωp+q(A)) by
f ∪ g := (id⊗p+q⊗µ)(id⊗q⊗f ⊗ id)(id⊗m⊗g);
where we identify Ωp(A) with sA
⊗p⊗A as in Lemma 3.12 and denote by µ : A⊗A→ A
the multiplication in the algebra A. Here the formulae respect the Koszul sign rule when
acting on elements. In particular, when p = q = 0 the cup product coincides with the
usual cup product on Hochschild cochain complex C∗(A,A).
Remark 4.1. We observe that the structure maps θ˜p : C
∗(A,Ωp(A))→ C∗(A,Ωp+1(A))
defined in the previous section are given by cup product with the cocycle (of degree zero)
d : a 7→ a⊗1 in C1,∗(A,Ω1(A)). That is, we have θ˜p = d∪−. Therefore the cup product ∪
is clearly compatible with the structure maps, and thus it induces a well-defined product
∪ : C∗sg(A,A)⊗ C∗sg(A,A)→ C∗sg(A,A).
Proposition 4.2. The cup product ∪ defined above gives a (unital) dg algebra structure
on the singular Hochschild complex C∗sg(A,A). Moreover, this cup product ∪ is compatible
with the Yoneda product of HH∗sg(A,A) via the canonical morphism χ : H
∗(C∗sg(A,A))→
HH∗sg(A,A) (cf. Proposition 3.16).
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Figure 5. The diagram above represents the cup product ∪ : C∗sg(A,A)⊗
C∗sg(A,A) → C∗sg(A,A). The blue edges denote elements in A while black
edges denote elements in sA. We have represented composition by stacking
corollas, where f and g are represented as corollas as in Figure 1.
Proof. It is straightforward to verify that the cup product is associative and compatible
with the differential. Note that since Ωp(A) is an A-A-bimodule for all p ∈ Z≥0 we have
the Yoneda product
∪′ : HHm(A,Ωp(A))⊗HHn(A,Ωq(A))→ HHm+n(A,Ωp(A)⊗AΩq(A)) ∼= HHm+n(A,Ωp+q(A))
defined through the classical Hochschild cup product construction. More precisely, take
elements f ∈ HHm(A,Ωp(A)) and g ∈ HHn(A,Ωq(A)), which are represented by f ∈
Cm
′,∗(A,Ωp(A)) and g ∈ Cn′,∗(A,Ωq(A)) respectively, then f ∪′ g is represented by
f ∪′ g(a1 ⊗ · · · ⊗ am′+n′) := f(a1 ⊗ · · · ⊗ am′)⊗A g(am′+1 ⊗ · · · ⊗ am′+n′).
From a direct computation, it follows that ∪ equals ∪′ up to homotopy, hence we have
∪′ = ∪ : HHm(A,Ωp(A))⊗ HHn(A,Ωq(A))→ HHm+n(A,Ωp+q(A))
for any m,n ∈ Z and p, q ∈ Z≥0. Therefore, the product ∪′ defines a product on the
colimit lim−→
p∈Z≥0
HH∗(A,Ωp(A)), which corresponds to the cup product ∪ on H∗(C∗sg(A,A))
under the canonical isomorphism
H∗(C∗sg(A,A)) ∼= lim−→
p∈Z≥0
HH∗(A,Ωp(A)).
On the other hand, it is clear that the Yoneda products are compatible with the morphism
χ : H∗(C∗sg(A,A))→ HH∗sg(A,A) since χ is induced from the triangulated functor Db(A⊗
Aop)→ Dsg(A⊗ Aop). 
A tree diagram for the cup product ∪ is given in Figure 5.
4.2. DGLA structure on C∗sg(A,A). Let f ∈ Cm,∗(A,Ωp(A)) and g ∈ Cn,∗(A,Ωq(A)),
we define a bracket {f, g} ∈ Cm+n−1,∗(A,Ωp+q(A)) as
{f, g} = f • g − (−1)(deg(f)+1)(deg(g)+1)g • f
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where we denote
f • g =
m∑
i=1
f •i g +
p∑
i=1
f •−i g
and f •i g is defined as
f •i g :=
{
(id⊗q⊗f)(idi−1⊗(id⊗q⊗pi)g ⊗ id⊗m−i) for i ≥ 1,
(id⊗p+i⊗(id⊗q⊗pi)g ⊗ id⊗−i)(id⊗n−1⊗f) for i ≤ −1,
where pi : A  sA is the natural projection map of degree −1, and we identify Ωp(A)
with (sA)⊗p⊗A as in Lemma 3.12. Here the formulae respect the Koszul sign rule when
acting on elements. In particular, when p = q = 0 we recover the classical Gerstenhaber
bracket on C∗(A,A). It follows from a direct calculation that the bracket is compatible
with the colimit construction, thus the bracket is well-defined on C∗sg(A,A).
Proposition 4.3. The singular Hochschild complex C∗sg(A,A), equipped with the Lie
bracket {·, ·} is a DGLA.
Proof. The proof is analogous to the one of [Wan1, Proposition 4.6]. 
Remark 4.4. The cup product ∪ on C∗sg(A,A) is graded commutative up to homotopy,
namely, for f ∈ Cmsg(A,A) and g ∈ Cnsg(A,A),
f ∪ g − (−1)mng ∪ f = δ(f) • g ± δ(f • g)± f • δ(g).
Hence, ∪ defines a graded commutative associative algebra structure on the cohomology
H∗(C∗sg(A,A)). Moreover, we have the following result.
Theorem 4.5. (H∗(C∗sg(A,A)),∪, {·, ·}) is a Gerstenhaber algebra.
Proof. The proof is analogous to the one of [Wan1, Proposition 4.9]. 
5. Products and BV operator on the Tate-Hochschild complex D∗(A,A)
We now give explicit formulae for three product structures, ?, •, and [·, ·], and an
operator ∆˜ on the Tate-Hochschild complex D∗(A,A). These operations extend some
of the algebraic string operations described in [Abb] and [TrZe]. In Section 6, we relate
these structures to the dga and dgla structures of C∗sg(A,A) defined in Section 4. Diagrams
representing the formulae defining ? may be found in the Appendix.
5.1. ?-product on D∗(A,A). We will define a product of degree zero
? : D∗(A,A)⊗D∗(A,A)→ D∗(A,A)
for a dg symmetric Frobenius algebra A. This ?-product extends the Hochschild cup prod-
uct ∪ in C∗(A,A), and the cap product ∩ between C∗(A,A) and C∗(A,A), to a product
on the chain complex (D∗(A,A), δ) which is compatible with δ, namely, δ is a derivation
of ?. Recall that we denote Homk((sA)
⊗m, A)m+p by Cm,p(A,A) and (A⊗ (sA)⊗m)−m+p
by C−m,p(A,A). Define the ?-product on D∗(A,A) by the following formulae.
(1) For any f ∈ Cm,∗(A,A) and g ∈ Cn,∗(A,A),
f ? g := f ∪ g ∈ Cm+n,∗(A,A)
where
f ∪ g(a1 ⊗ · · · ⊗ am+n) = (−1)deg(g)mf(a1 ⊗ · · · ⊗ am)g(am+1 ⊗ · · · ⊗ am+n),
and m =
∑m
i=1 deg(ai)−m. Namely, this is the usual cup product in C∗(A,A).
(2) For any f ∈ Cm,∗(A,A) and α = a1 ⊗ · · · ⊗ an ⊗ an+1 ∈ C−n,∗(A,A)
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(a) if m − n > 0, we define α ? f, f ? α ∈ Cm−n−1,∗(A,A) as follows: For any
b1 ⊗ · · · ⊗ bm−n−1 ∈ (sA)⊗m−n−1,
α ? f(b1 ⊗ · · · ⊗ bm−n−1) :=
∑
i
(−1)κieif(a1 ⊗ · · · ⊗ an ⊗ an+1fi ⊗ b1 ⊗ · · · ⊗ bm−n−1)
f ? α(b1 ⊗ · · · ⊗ bm−n−1) :=
∑
i
(−1)λif(b1 ⊗ · · · ⊗ bm−n−1 ⊗ ei ⊗ a1 ⊗ · · · ⊗ an)an+1fi,
where the signs are given by
κi = deg(fi)deg(α) + deg(ei) + deg(α)− deg(an+1) + (deg(α) + deg(fi)− 1)deg(f),
and
λi = deg(α)deg(fi) + (deg(α) + k − 1)(
m−n−1∑
j=1
deg(bj)−m+ n+ 1)
.
(b) if m− n ≤ 0 define α ? f, f ? α ∈ C−m−n,∗(A,A) by
α ? f := (−1)m(deg(α)−m+deg(f))am+1 ⊗ · · · ⊗ an ⊗ an+1f(a1 ⊗ · · · ⊗ am)
f ? α := (−1)n−mdeg(f)a1 ⊗ · · · ⊗ an−m ⊗ f(an−m+1 ⊗ · · · ⊗ an)an+1,
where l =
∑l
j=1 deg(aj)− l as before.
(3) For any α = a1 ⊗ · · · ⊗ an ⊗ an+1 ∈ C−n,∗(A,A) and β = b1 ⊗ · · · ⊗ bm ⊗ bm+1 ∈
C−m,∗(A,A) define β ? α ∈ C−m−n−1,∗(A,A) by
β ? α :=
∑
i
(−1)γia1 ⊗ · · · ⊗ an+1ei ⊗ b1 ⊗ · · · ⊗ bm ⊗ bm+1fi,
where γi = deg(β)deg(α)+(deg(α)+deg(β))deg(fi)+deg(α)deg(ei)+deg(α)−deg(an+1).
Remark 5.1. When A is commutative the formula given in (3) for β ?α may be written
as ∑
i
±a1 ⊗ · · · ⊗ an ⊗ (an+1bm+1)′ ⊗ b1 ⊗ · · · ⊗ bm ⊗ (an+1bm+1)′′,(12)
where we have written ∆ : A → A ⊗ A as ∆(x) = ∑x′ ⊗ x′′. Formula (12) agrees with
a product of degree k − 1 described in [Abb] and [Kla]. This operation does not define
a chain map on the Hochschild chain complex. In fact, this formula yields a chain map
between two products ∗0 and ∗1, as described in [Abb]. When A is commutative, the
product induces a chain map on the subcomplex
⊕∞
i≥1(sA)
⊗i⊗A of C∗,∗(A,A) as proposed
by [Abb]. Another way to obtain a chain map in the commutative case is to modify ? by
defining a new product α?˜β := (α−p(β))?(β−p(β)), where p : C∗,∗(A,A)→ K⊗A is the
natural projection map, as proposed by [Kla]. However, we do not assume commutativity
in our setting.
Remark 5.2. The associativity relation holds strictly for three elements in C∗,∗(A,A) or
three elements in C∗,∗(A,A). However, in general, for three mixed elements associativity
holds up to homotopy, as we will see later. Furthermore, we will show that there is an
A∞-algebra structure on D∗(A,A) extending the differential δ and the product ? (cf.
Theorem 6.3 below).
We have a non-degenerated pairing 〈·, ·〉 between Cm,∗(A,A) and C−m,∗(A,A) for any
m ∈ Z≥0. Note that when m = 0, it is exactly defined by the inner product of A. For
m > 0, α = a1 ⊗ · · · ⊗ am ⊗ am+1 ∈ C−m,∗(A,A) and f ∈ Cm,∗(A,A), define
〈f, α〉 := 〈f(a1 ⊗ · · · ⊗ am), am+1〉
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and
〈α, f〉 := (−1)m(deg(am+1)+deg(f))〈am+1, f(a1 ⊗ · · · ⊗ am)〉
where m =
∑m
i=1 deg(ai) − m. Note that with these definitions we have 〈f, α〉 =
(−1)deg(α) deg(f)〈α, f〉. We may extend this pairing to D∗(A,A) by defining 〈f, g〉 = 0 =
〈α, β〉 for any f, g ∈ C∗,∗(A,A) and α, β ∈ C∗,∗(A,A) and 〈α, h〉 = 0 = 〈h, α〉 for any
α ∈ C−m,∗(A,A) and h ∈ Cn,∗(A,A) with m 6= n.
Lemma 5.3. The pairing is compatible with the differential in D∗(A,A), namely, we
have 〈δx, y〉 = 〈x, δy〉 for any x, y ∈ D∗(A,A).
Proof. This is a straightforward computation. 
Lemma 5.4. The ?-product is compatible with the pairing 〈·, ·〉. Namely, for any x, y, z ∈
D∗(A,A) we have
〈x ? y, z〉 = 〈x, y ? z〉.
Proof. Let f ∈ Cm,∗(A,A), g ∈ Cn,∗(A,A) and α ∈ C−m−n,∗(A,A), then
〈α ? f, g〉 = ±〈am+1 ⊗ · · · ⊗ am+1+nf(a1 ⊗ · ⊗ am), g〉
= ±〈am+1+nf(a1 ⊗ · · · ⊗ am), g(am+1 ⊗ · · · ⊗ am+1)〉
= ±〈am+1+n, f(a1 ⊗ · · · ⊗ am)g(am+1 ⊗ · · · ⊗ am+1)〉
= ±〈am+1+n, f ? g(a1 ⊗ · · · ⊗ am+n〉
= 〈α, f ? g〉.
A similar calculation yields 〈f ? α, g〉 = 〈f, α ? g〉.
Now suppose α = a1 ⊗ · · · ⊗ am ⊗ am+1 ∈ C−m,∗(A,A), β = b1 ⊗ · · · ⊗ bn ⊗ bn+1 ∈
C−n,∗(A,A) and f ∈ Cm+n+1,∗(A,A). Then
〈f ? α, β〉 = 〈f ? α(b1 ⊗ · · · ⊗ bn), bn+1〉
=
∑
i
±〈f(b1 ⊗ · · · ⊗ bn ⊗ ei ⊗ a1 ⊗ · · · ⊗ am)am+1fi, bn+1〉
=
∑
i
±〈f(b1 ⊗ · · · ⊗ bn ⊗ ei ⊗ a1 ⊗ · · · ⊗ am), am+1fibn+1〉
=
∑
i
±〈f(b1 ⊗ · · · ⊗ bn ⊗ bn+1ei ⊗ a1 ⊗ · · · ⊗ am), am+1fi〉
= 〈f, α ? β〉.
A similar computation yields 〈α ? f, β〉 = 〈α, f ? β〉.

5.2. •-product and [·, ·]-bracket on D∗(A,A). We will define a product
• : D∗(A,A)⊗D∗(A,A)→ D∗(A,A)
of degree −1 for any dg symmetric Frobenius algebra A. This product generalizes the
Gerstenhaber ◦-product in C∗,∗(A,A) and an analogous product constructed in C∗,∗(A,A)
(cf. [Abb, Wan1]). We then define a bracket
[·, ·] : D∗(A,A)⊗D∗(A,A)→ D∗(A,A)
of degree −1 as the commutator of the •-product.
Define the •-product case by case:
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(1) For f ∈ Cm,∗(A,A), g ∈ Cn,∗(A,A), we define f • g ∈ Cm+n−1,∗(A,A) by
f • g(a1 ⊗ · · · ⊗ am+n−1)
=
m∑
i=1
(−1)(deg(g)+1)i−1+deg(f)f(a1 ⊗ · · · ⊗ ai−1 ⊗ g(ai ⊗ · · · ⊗ ai+n−1)⊗ ai+n ⊗ · · · ⊗ am+n−1),
where l =
∑l
i=1 deg(ai)− l. We will use the same definition for l below.
(2) For α = a1⊗· · ·⊗ar⊗ar+1 ∈ C−r,∗(A,A) and β = b1⊗· · ·⊗bs⊗bs+1 ∈ C−s,∗(A,A)
define α • β ∈ C−r−s−2,∗ ∗ (A,A) by
α • β =
∑
i
r+1∑
j=1
(−1)γija1 ⊗ · · · ⊗ aj−1 ⊗ ei ⊗ b1 ⊗ · · · ⊗ bs+1fi ⊗ aj ⊗ · · · ⊗ ar+1,
where γij = deg(β)(deg(α)− j−1) + (deg(fi)− 1)(j−1 + deg(β)) + j−1 deg(ei)−
1 + deg(β)− deg(bs+1).
(3) Let f ∈ Cm,∗(A,A) and α ∈ C−r,∗(A,A).
(a) If m ≥ r + 2, define f • α ∈ Cm−r−2,∗(A,A) by
f • α :=
∑
i,j
r∑
l=0
(−1)γijl〈f(a1 ⊗ · · · ⊗ al ⊗ ei ⊗ id⊗m−r−2⊗ej ⊗ al+1 ⊗ · · · ⊗ ar), ar+1〉fifj,
where γijl = k+(deg(f)+deg(α)) deg(fj)+(deg(ej)−1+deg(f)+deg(α)) deg(fi)+
(deg(f) + l)(deg(ei) + deg(ej) − 2) and we interpret the symbol id⊗m−r−2
denotes an empty slot where we plug in an element of (sA)⊗m−r−2. Similarly,
define
α • f :=
∑
i
m−r−1∑
j=1
(−1)ηif(id⊗j−1⊗ei ⊗ a1 ⊗ · · · ⊗ ar+1fi ⊗ id⊗m−r−j−1)
where ηi = deg(f)(k − 2 + deg(α)) + (deg(fi) − 1) deg(α) + deg(f) − 1 +
deg(α)− deg(ar+1).
(b) If m < r + 2, define f • α ∈ C−(r−m+1),∗(A,A) by
f • α :=
r−m∑
i=0
(−1)i(deg(f)+1)a1 ⊗ · · · ⊗ f(ai+1 ⊗ · · · ⊗ ai+m)⊗ ai+m+1 ⊗ · · · ⊗ ar ⊗ ar+1,
and similarly
α • f :=
∑
j
m∑
i=1
(−1)ρijai ⊗ · · · ⊗ ai+r−m ⊗ ej〈f(a1 ⊗ · · · ⊗ ai−1 ⊗ fj ⊗ ai+r−m+1 ⊗ · · · ⊗ ar), ar+1〉,
where ρij = deg(ej)+(
∑i+r−m
l=i deg(al)−r+m−1)i−1 +i+r−m(deg(fj)−1)+
(
∑i+r−m
l=i deg(al)− r+m− 1) deg(ej) + deg(f)(i−1 + deg(fi)− 1 + deg(α)−
i+r−n).
Lemma 5.5. For any α, β, γ ∈ D∗(A,A), we have
〈α • β, γ〉 = 〈α, β • γ〉.
Proof. This is clear by direct computation. In fact, the definitions of f • α in case (3a)
above and α • f in case (3b) above are determined by the definition of • in the other
cases, the non-degeneracy of the pairing, and the equation 〈α • β, γ〉 = 〈α, β • γ〉. This is
how the formula for • in these two cases was obtained. For the other cases the formula
is given canonically by generalizing the Gerstenhaber’s classical ◦-product. 
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Definition 5.6. The bracket of degree −1
[·, ·] : D∗(A,A)⊗D∗(A,A)→ D∗(A,A)
is defined as
[x, y] := x • y − (−1)(|x|−1)(|y|−1)y • x.
Thus it follows from Lemma 5.5 that
〈[x, y], z〉 = 〈x, [y, z]〉.
Lemma 5.7. The bracket [·, ·] is compatible with the differential δ in D∗(A,A). Namely,
we have
(13) δ([x, y]) = [δ(x), y] + (−1)|x|−1[x, δ(y)]
for any x, y ∈ D∗(A,A). As a consequence, the bracket [·, ·] is well-defined on H∗(D∗(A,A)).
Proof. This follows from Lemma 5.3 and the fact that Identity (13) holds for either
x, y ∈ C≥0,∗(A,A) or x, y ∈ C<0,∗(A,A). 
Remark 5.8. In general, the bracket [·, ·] onD∗(A,A) does not satisfy the Jacobi identity.
However, in Section 6 we will see that it does on cohomology H∗(D∗(A,A)).
5.3. BV operator ∆˜ on D∗(A,A). In this subsection we extend the Connes’ boundary
operator B in the Hochschild chain complex C∗(A,A) to the Tate-Hochschild complex
D∗(A,A). Recall that Connes’ boundary operator B : Cm,∗(A,A)→ Cm+1,∗(A,A) sends
a monomial element x := a1 ⊗ · · · ⊗ am ⊗ am+1 ∈ Cm,∗(A,A) to
B(x) :=
m+1∑
i=1
(−1)m+i−1 deg(α)ai ⊗ · · · ⊗ am ⊗ am+1 ⊗ a1 ⊗ · · · ⊗ ai−1 ⊗ 1,
where l =
∑l
i=1 deg ai − l. It is well-known that B ◦ B = 0 and B is compatible with
the differential of C∗(A,A) (cf. e.g. [Lod]). Thus B induces a differential in Hochschild
homology HH∗(A,A)
B : HH∗(A,A)→ HH∗+1(A,A).
The pairing 〈·, ·〉 of A induces a linear isomorphism Cm,∗(A,A)∨ ∼= Cm,∗(A,A) for each
m ∈ Z≥0, thus there is an isomorphism between C∗(A,A)∨. We may use this isomorphism,
to define
∆ : C∗(A,A)→ C∗−1(A,A)
by
〈∆(f), a1 ⊗ · · · ⊗ am−1 ⊗ am〉 := (−1)deg(f)〈f,B(a1 ⊗ · · · ⊗ am−1 ⊗ am)〉.
From B ◦B = 0 and B ◦ d+ d ◦B = 0, it follows that ∆ ◦∆ = 0 and ∆ ◦ δ+ δ ◦∆ = 0,
thus we have an induced map
∆ : HH∗(A,A)→ HH∗+1(A,A)
with ∆ ◦∆ = 0.
We may combine the Connes’ boundary operatorB and its dual ∆ to obtain an operator
∆˜ : D∗(A,A)→ D∗−1(A,A)
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defined by
∆˜(x) :=

∆(x) if x ∈ C>0,∗(A,A),
0 if x ∈ C0,∗(A,A),
B(x) if x ∈ C≤0,∗(A,A).
Remark 5.9. ∆˜ is compatible with the pairing 〈·, ·〉 on D∗(A,A), that is to say,
〈∆˜(x), y〉 = (−1)deg(x)〈x, ∆˜(y)〉
for any x, y ∈ D∗(A,A). It is clear that ∆˜ ◦ ∆˜ = 0 and ∆˜ ◦ δ + δ ◦ ∆˜ = 0, where δ
represents the differential of D∗(A,A). So ∆˜ induces a differential in the cohomology of
D∗(A,A)
∆˜ : H∗(D∗(A,A))→ H∗−1(D∗(A,A)).
Proposition 5.10. We have the following identity on H∗(D∗(A,A))
[x, y] = ∆˜(x) ? y ± x ? ∆˜(y)± ∆˜(x ? y),
for any x, y ∈ H∗(D∗(A,A)).
Proof. It is well-known that such an identity holds for [x], [y] ∈ H∗(D∗(A,A)), where [x]
and [y] are represented by elements x, y ∈ D≥0,∗(A,A); this follows from the fact that
HH∗(A,A) is a BV algebra proved in [Kau, Men, Tra]. The identity also holds for [x], [y] ∈
H∗(D∗,∗(A,A)) where [x] and [y] are represented by elements x, y ∈ D<0,∗(D∗(A,A)).
This follows from a computation in [Abb]. Note that Abbaspour’s proof of the fact that
the reduced (shifted by 1− k) Hochschild homology H˜H∗(A,A) is a BV-algebra uses the
assumption of graded commutativity of A. However, the homotopy term H(x, y) ([Abb,
Page 738]) also works here without the commutativity hypothesis if we switch a′0 and a
′′
0
in the formula of H(x, y). It remains to check the following cases.
(1) If x ∈ Cm,∗(A,A) and y ∈ Cn,∗(A,A) such that m + n ≥ 2, then, by definition,
[·, ·] is determined by the following identity
〈[x, y], z〉 = 〈x, [y, z]〉
for any z ∈ C∗,∗(A,A). From the previous argument, it follows that onH∗(D∗(A,A)),
[y, z] = ∆˜(x) ? y ± x ? ∆˜(y)± ∆˜(x ? y).
So we have that for any z ∈ C∗,∗(A,A),
〈[x, y], z〉 = 〈x, [y, z]〉
= 〈x, ∆˜(y) ? z ± y ? ∆˜(z)± ∆˜(y ? z)〉
= 〈x ? ∆˜(y)± ∆˜(x ? y)± ∆˜(x) ? y, z〉
where the third identity follows from the compatibility of ∆˜ with the pairing 〈·, ·〉
(cf. Remark 5.9). It follows that
[x, y] = ∆˜(x) ? y ± x ? ∆˜(y)± ∆˜(x ? y).
(2) For the remaining cases we may use the same argument as above to check the
desired identity.

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6. A∞-algebra and L∞-algebra structures on D∗(A,A)
6.1. Homotopy transfer theorem. We recall the Homotopy Transfer Theorem (cf.
Theorem 6.1) and use it to obtain A∞-algebra and L∞-algebra structures on D∗(A,A).
Then we compare these transferred structures on D∗(A,A) to the ? and [·, ·] operations
defined in Section 5 above.
Theorem 6.1 (Homotopy Transfer Theorem). Let (V, dV ) be a (strong) homotopy retract
of (W,dW ), namely we have
(14) (V, dV )
  ι // (W,dW )
Π
oooo
h
UU
such that
idW −ι ◦ Π = dWh+ hdW
and
Π ◦ ι = idV .
Let P be a Koszul operad. Then any P∞-algebra structure on W can be transferred into
a P∞-algebra structure on V such that ι extends to an ∞-quasi-isomorphism.
Remark 6.2. We denote the operad encoding associative algebras by Ass and the operad
encoding Lie algebras by Lie. It is well-known that these two operads are both Koszul
(cf. e.g. [GiKa, LoVa]). Recall that, in the case when W has a dga structure then the
transferred A∞-algebra structure on V consists of maps mk : V ⊗k → V for k = 1, 2, 3, · · ·
where each mk is given by the sum over all possible trivalent planar rooted trees with k
leaves and each tree is labeled by placing ι on the leaves, pi on the root, h on the internal
edges, and the product of W in the (internal) vertices. For more details on the Homotopy
Transfer Theorem, we refer to [Kad, LoVa].
Theorem 6.3. There is an A∞-algebra structure (m1,m2, · · · ) and an L∞-algebra struc-
ture (l1, l2, · · · ) on D∗(A,A) such that
(1) m1 = δ,m2 = ?, on D∗(A,A)
(2) l1 = δ, and l2 = [·, ·] on H∗(D∗(A,A))
Furthermore, (D∗(A,A),m1,m2, · · · ) and (D∗(A,A), l1, l2, · · · ) are A∞-quasi-isomorphic
and L∞-quasi-isomorphic to the dga and dgla structures on C∗sg(A,A), respectively.
Proof. It follows from the Homotopy Transfer Theorem that we may transfer the dga
structure on C∗sg(A,A), along the homotopy retract discussed in Subsection 3.4, to an
A∞-quasi-isomorphic A∞-algebra structure (δ,m2, · · · ) on D∗(A,A). Similarly, we may
transfer the dgla structure on C∗sg(A,A) to an L∞-quasi-isomorphic L∞-algebra structure
(δ, l2, · · · ) on D∗(A,A). We will verify that m2 = ? at the chain level and l2 = [·, ·] on
cohomology. We check this case by case.
(1) if f, g ∈ C∗,∗(A,A) then it is straightforward from the definitions that m2(f, g) =
Π(ι(f) ∪ ι(g)) = f ∪ g.
(2) Let α = a1⊗· · · am⊗am+1 ∈ C−m,∗(A,A) and β = b1⊗· · · bn⊗bn+1 ∈ C−n,∗(A,A),
where m,n ∈ Z≥0, then by the formulae for the transferred structure given in the
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proof of the Homotopy Transfer Theorem as recalled in Remark 6.2, we have that
m2(β, α) = Π(ι(β) ∪ ι(α))
= ±
∑
i,j
(⊗ id)(ei ⊗ a1 ⊗ · · · ⊗ am ⊗ ej ⊗ b1 ⊗ · · · ⊗ bn+1fjam+1fi)
= ±
∑
j
a1 ⊗ · · · ⊗ am ⊗ am+1ej ⊗ b1 ⊗ bn ⊗ bn+1fj
= β ? α.
(3) If α ∈ C−m,∗(A,A) and f ∈ Cn,∗(A,A) where m,n ∈ Z≥0, then
(a) if m < n, then we have that m2(α, f) ∈ Cn−m−1,∗(A,A), moreover
m2(α, f) = Π(ι(α) ∪ ι(f))
=
∑
i
±(pin−m−1,0 ◦ · · · ◦ pin,m+1)(ei ⊗ a1 ⊗ · · · ⊗ am+1fif(?))
=
∑
i
±(pin−m−1,0 ◦ · · · ◦ pin−1,m)(eia1 ⊗ a2 ⊗ · · · ⊗ am+1f(fi⊗?))
=
∑
i
±(pin−m−1,0 ◦ · · · ◦ pin−2,m−1)(eia2 ⊗ a3 ⊗ · · · ⊗ am+1f(a1 ⊗ fi⊗?))
= · · ·∑
i
±eif(a1 ⊗ · · · ⊗ am+1fi⊗?)
= α ? f
where we wrote α := a1 ⊗ · · · ⊗ am ⊗ am+1 and the question mark ? just
means a slot to plug in any monomial of length determined by the fact that
f ∈ Cn,∗(A,A). Similarly, we have
m2(f, α) = Π(ι(f) ∪ ι(α))
=
∑
i
±Π(f(?⊗ ei ⊗ a1 ⊗ · · · ⊗ am)am+1fi)
= f ? α
(b) if m ≥ n, then we have that m2(α, f) ∈ C−(m−n),∗(A,A), thus
m2(α, f) = Π(ι(α) ∪ ι(f))
=
∑
i
±(pi0,m−n+1 ◦ · · · ◦ pin,m+1)(ei ⊗ a1 ⊗ · · · ⊗ am+1fif(?))
=
∑
i
±(pi0,m−n+1 ◦ · · · ◦ pin−1,m)(eia1 ⊗ · · · ⊗ am+1f(fi⊗?))
=
∑
i
±(pi0,m−n+1 ◦ · · · ◦ pin−2,m−1)(eia2 ⊗ · · · ⊗ am+1f(a1 ⊗ fi⊗?))
= · · ·
=
∑
i
±pi0,m−n−1(eian ⊗ an+1 ⊗ · · · ⊗ am+1f(a1 ⊗ · · · ⊗ an−1 ⊗ fi))
= ±an+1 ⊗ · · · ⊗ am+1f(a1 ⊗ · · · ⊗ an)
= α ? f.
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Similarly, we have
m2(f, α) = Π(ι(f) ∪ ι(α))
=
∑
i
±(pi0,m−n+1 ◦ · · · ◦ pin,m+1)(ei ⊗ a1 ⊗ · · · ⊗ am+1fif(?))
= ±a1 ⊗ · · · ⊗ am−n ⊗ f(am−n+1 ⊗ · · · ⊗ am)am+1
= f ? α.
Therefore, we have verified that m2 = ?.
It remains to verify l2 = [·, ·] on H∗(D∗(A,A)). Again, it follows from the proof of
the Homotopy Transfer Theorem that we have the following formulae for l2.
(1) If either α, β ∈ C∗(A,A) or α, β ∈ C∗(A,A), then
l2(α, β) = [α, β].
(2) If α ∈ C−r,∗(A,A) and f ∈ Cm,∗(A,A) such that m ≥ r + 2, then
l2(α, f)(b1 ⊗ · · · ⊗ bn) =
r+1∑
i=1
±ejf(ai ⊗ · · · ⊗ ar+1 ⊗ a1 ⊗ · · · ⊗ ai−1 ⊗ fj ⊗ b1 ⊗ · · · ⊗ bn)+
n∑
i=1
±f(b1 ⊗ · · · ⊗ bi−1 ⊗ ej ⊗ a1 ⊗ · · · ⊗ ar+1fj ⊗ bi ⊗ · · · ⊗ bn)+
r+1∑
i=1
±〈f(ai ⊗ · · · ⊗ ar ⊗ ej ⊗ b1 ⊗ · · · ⊗ bn ⊗ ek ⊗ a1 ⊗ · · · ⊗ ai−1), 1〉fjar+1fk,
(15)
where n = m − r − 2 and we wrote α := a1 ⊗ · · · ⊗ ar ⊗ ar+1. Define H(α, f) ∈
Cm−r−2,∗(A,A) as follows,
H(α, f)(b1 ⊗ · · · ⊗ bm−r−3) =
r+1∑
i=1
i−1∑
j=0
∑
k,l
± 〈f(ai ⊗ · · · ⊗ ar+1 ⊗ · · · ⊗ aj ⊗ ek ⊗ b1 ⊗ · · · ⊗ bm−r−3 ⊗ el ⊗ aj+1 ⊗ · · · ⊗ ai−1), 1〉fkfl.
Then by direct computation, we have the following identity,
l2(α, f)− [α, f ] = δ ◦H +H ◦ δ,
thus, we have that on cohomology,
l2(α, f) = [α, f ].
(3) If α ∈ C−r,∗(A,A) and f ∈ Cm,∗(A,A) such that m < r + 2, then
l2(α, f) =
m∑
i=1
±〈f(ai ⊗ · · · ⊗ am−1 ⊗ ej ⊗ a1 ⊗ · · · ⊗ ai−1), 1〉am ⊗ · · · ⊗ ar+1fj+
r−m∑
i=0
±a1 ⊗ · · · ⊗ ai ⊗ f(ai+1 ⊗ · · · ⊗ ai+m)⊗ ai+m+1 ⊗ · · · ⊗ ar+1+
m∑
i=1
±ai ⊗ · · · ⊗ ar−m+i ⊗ f(ar−m+i+1 ⊗ · · · ⊗ ar+1 ⊗ · · · ⊗ ai−1).
(16)
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Define H ′(α, f) ∈ C−(r−m),∗(A,A) as follows,
H ′(α, f) =
m−1∑
i=1
i∑
j=1
∑
k
±
ai ⊗ · · · ⊗ ai+r−m+1 ⊗ ek〈f(aj ⊗ · · · ⊗ ai−1 ⊗ fk ⊗ ai+r−m+2 ⊗ · · · ⊗ ar+1 ⊗ a1 ⊗ · · · aj−1), 1〉.
Then by direct computation, we have
l2(α, f)− [α, f ] = δ ◦H ′ +H ′ ◦ δ,
thus we have that on cohomology
l2(α, f) = [α, f ].
Therefore, we have verified l2 = [·, ·] on H∗(D∗(A,A)).

Remark 6.4. The homotopy m3 for the associativity of ? = m2 is determined by the
following explicit formulae which may be obtained from the recipe for transferring a dga
structure along a a homotopy retraction.
(1) If f, g, h ∈ C∗,∗(A,A), then m3(f, g, h) = 0.
(2) If α, β, γ ∈ C∗,∗(A,A), then m3(α, β, γ) = 0.
(3) If α, β ∈ C∗,∗(A,A) and f ∈ C∗,∗(A,A), then m3(α, β, f) = 0 = m3(f, α, β).
(4) If α ∈ C∗,∗(A,A) and f, g ∈ C∗,∗(A,A), then m3(f, g, α) = 0 = m3(α, f, g).
(5) For f ∈ Cm,∗(A,A), g ∈ Cn,∗(A,A) and α = a1 ⊗ · · · ⊗ ar ⊗ ar+1 ∈ C−r,∗(A,A)
such that r ≤ m+ n, then m3(f, α, g) ∈ Cm−r+n,∗(A,A) is defined by
m3(f, α, g) =
∑
i
min{m,n,r}∑
j=1
(−1)κijf(id⊗m−r+j ⊗ei ⊗ aj ⊗ · · · ⊗ ar)ar+1g(a1 ⊗ · · · ⊗ aj−1 ⊗ fi ⊗ id⊗n−j),
where κij = deg(ei) + j−1(deg(α)− j−1) + deg(fi)(deg(α) + deg(g) + deg(f)) +
deg(f) deg(ei) + deg(g)j−1 for l =
∑l
k=1 deg(ak)− l.
(6) For α = a1 ⊗ · · · ⊗ ar ⊗ ar+1 ∈ C−r,∗(A,A), β = b1 ⊗ · · · ⊗ bs ⊗ bs+1 ∈ C−s,∗(A,A)
and f ∈ Cm,∗(A,A) such that m− 1 ≤ r + s, then
m3(α, f, β) =
∑
i
s∑
j=0
(−1)λij
b1 ⊗ · · · ⊗ bj ⊗ ei ⊗ aw+1 ⊗ · · · ⊗ ar ⊗ ar+1f(a1 ⊗ · · · ⊗ aw ⊗ fi ⊗ bj+1 ⊗ · · · ⊗ bs)bs+1
where the symbol w means m − s + j − 1 and λij = deg(ei) + (
∑j
l=1 deg(bl) −
j)(deg(α) + deg(f)) + deg(fi)(
∑j
l=1 deg(bl)− j + deg(α) + deg(f)) +
(
∑w
l=1 deg(al)− w) deg(α) + deg(ei)(
∑j
l=1 bl − j) + deg(f)(
∑w
l=1 deg(al)− w).
In case (5) if r > m + n then m3(f, α, g) = 0. Similarly, in case (6) if m− 1 > r + s we
have m3(α, f, β) = 0.
Proposition 6.5. (D∗(A,A), (m1,m2, · · · ), 〈·, ·〉) is a strictly unital (cf. [KoSo, Defini-
tion 4.1]) cyclic A∞-algebra with mk = 0 for k ≥ 4, namely,
〈mp(α0 ⊗ · · · ⊗ αp−1), αp〉 = (−1)deg(α0)(deg(α1)+···+deg(αp))〈mp(α1 ⊗ · · · ⊗ αp), α0〉
for any α0, · · · , αp ∈ D∗(A,A), where 〈·, ·〉 is the pairing on D∗(A,A) (defined in Section
5) induced by the pairing of the dg symmetric Frobenius algebra A.
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Proof. To prove that mk = 0 for k ≥ 4 we first prove the following claim.
Claim 6.6. We have that the following expressions vanish:
(1) If α1 ∈ C∗(A,A) then h(ι(α1) ∪ ι(α2)) = 0 for any α2 ∈ D∗(A,A).
(2) If α1, α2 ∈ C∗(A,A) then h(ι(α1) ∪ ι(α2)) = 0.
(3) For any α1, α2, α3 ∈ D∗(A,A) we have
h(h(ι(α1) ∪ ι(α2)) ∪ ι(α3)) = 0
and
h(ι(α1) ∪ h(ι(α2) ∪ ι(α3))) = 0.
Proof of Claim. Identities (1) and (2) are easy to check. Let us check the first identity in
(3), namely h(h(ι(α1) ∪ ι(α2)) ∪ ι(α3)) = 0. By (1) this identity holds if α1 ∈ C∗(A,A)
and by (2) it holds if α1, α2 ∈ C∗(A,A). It remains to check it holds when α1 ∈ C∗(A,A)
and α2 ∈ C∗(A,A). In this case,
h(ι(α1) ∪ ι(α2)) =
min{m,r}∑
i=1
∑
k1
· · ·
∑
ki
± (ek1x1) · · · (eki−1xi−1)eki ⊗ xi ⊗ · · · ⊗ xm+1α2(fk1 ⊗ · · · ⊗ fki ⊗ id⊗m−i)
(17)
where we wrote
α1 := x1 ⊗ · · · ⊗ xm ⊗ xm+1.
Then for any α3 ∈ D∗(A,A), we have that
h(h(ι(α1) ∪ ι(α2)) ∪ ι(α3))) = 0.
Indeed, we note that the left most tensor element in each monomial in the sum given by
h(ι(α1) ∪ ι(α2)) is eki , so h(ι(α1) ∪ ι(α2)) ∪ ι(α3) ∈ C∗sg(A,A) is a sum of terms each of
which either has eki as the first output (leg) or lies in ι(C∗(A,A)) otherwise. Note that
the action of h on those terms with eki as the first output is zero because of the fact
that
∑
(eki)fki = 0 in A, and the action of h on ι(C∗(A,A)) is zero as well because of
dimension reasons. Hence, h(h(ι(α1) ∪ ι(α2)) ∪ ι(α3))) = 0. The identity
h(h(ι(α1) ∪ ι(α2)) ∪ ι(α3))) = 0
for any αi ∈ D∗(A,A) (i = 1, 2, 3) follows from a similar argument. 
From Claim 6.6 above and the Homotopy Transfer Theorem, we have
m4(α1, α2, α3, α4) = ±Π(h(ι(α1) ∪ ι(α2)) ∪ h(ι(α3) ∪ ι(α4))).
The right hand side of the above equation also vanishes. Indeed, by Claim 6.6, we may
assume that α1, α3 ∈ C∗(A,A) and α2, α4 ∈ C∗(A,A). Then from the identity (17) above
it follows that h(ι(α1)∪ ι(α2))∪h(ι(α3)∪ ι(α4)) is the sum of terms with the first output
ei, where
∑
i ei ⊗ fi = ∆(1). Hence, Π(h(ι(α1) ∪ ι(α2)) ∪ h(ι(α3) ∪ ι(α4))) is a sum of
terms containing
∑
i (ei)fi = 0, and so m4(α1, α2, α3, α4) = 0.
In order to check mk = 0 for k > 4, because of Claim 6.6 it is sufficient to check the
following identity
h(h(ι(α1) ∪ ι(α2)) ∪ h(ι(α3) ∪ ι(α4))) = 0,
for any αi ∈ D∗(A,A) (i = 1, · · · , 5) and the proof of this identity is completely analogous
to the one of m4 = 0 above.
We now check the cyclic compatibilities (or Calabi-Yau conditions). The cyclic com-
patibility for m2 was verified in Lemma 5.4. We proceed to verify the identity
〈m3(α0, α1, α2), α3〉 = ±〈m3(α1, α2, α3), α0〉
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for any αi ∈ D∗(A,A) (i = 0, · · · , 3). Based on the formulae for m3 given in Remark
6.4, it is sufficient to check the case where α0 = a1 ⊗ · · · ⊗ ar ⊗ ar+1 ∈ C−r,∗(A,A), α2 =
b1 ⊗ · · · ⊗ bs ⊗ bs+1 ∈ C−s,∗(A,A) and α1 ∈ Cm,∗(A,A), α3 ∈ Cr+s−m+1,∗(A,A), and
r + s ≥ m. We have
〈m3(α0, α1, α2), α3〉 =
∑
i
min{m,n,s}∑
j=1
±
〈α3(b1 ⊗ · · · ⊗ bj−1 ⊗ ei ⊗ am−s+j+1 ⊗ · · · ⊗ ar), ar+1α1(a1 ⊗ · · · ⊗ fi ⊗ · · · ⊗ bs)bs+1〉.
Similarly, we also have
〈α0,m3(α1, α2, α3)〉 =
∑
i
min{m,n,s}∑
j=1
±
〈ar+1, α1(a1 ⊗ · · · ⊗ am−s+j ⊗ ei ⊗ bj ⊗ · · · ⊗ br)bs+1α3(b1 ⊗ · · · ⊗ bj−1 ⊗ fi ⊗ · · · ⊗ ar)〉.
Therefore, by the compatibility between the product and pairing of A and by the sym-
metry of the pairing, we have
〈m3(α0, α1, α2), α3〉 = ±〈α0,m3(α1, α2, α3)〉,
so the cyclic compatibilities hold. On the other hand, the strictly unital condition holds
since we have m3(α1, α2, α3) = 0 if one of the three elements α1, α2 and α3 is 1 ∈ C0(A,A).
Therefore we obtain a strictly unital cyclic A∞-algebra structure on D∗(A,A). 
Corollary 6.7. Let A be a dg symmetric Frobenius algebra then (HH∗sg(A,A),∪, {·, ·}, ∆˜)
is a BV-algebra, where ∆˜ is defined in Section 5.3 above.
Proof. From Theorem 4.5 it follows that (HH∗sg(A,A),∪, {·, ·}) is a Gerstenhaber algebra.
It remains to verify (18)
(18) {x, y} = ∆˜(x) ∪ y ± ∆˜(x ∪ y)± x ∪ ∆˜(y).
On the other hand, from Proposition 5.10 it follows that such an identity holds for the
Lie bracket [·, ·] on H∗(D∗(A,A)), namely,
[x, y] = ∆˜(x) ? y ± ∆˜(x ? y)± x ? ∆˜(y).
Under the canonical isomorphism H∗(D∗(A,A)) ∼= HH∗sg(A,A), we have that [·, ·] = {·, ·}
and ∪ = ? from Proposition 6.5, thus Identity (18) holds. 
Remark 6.8. This result was obtained in [EuSc] in the case where A is an ordinary
periodic (i.e. A ∼= Ωn(A) in Dsg(A⊗Aop) for some n ∈ Z>0) symmetric Frobenius algebra
and then was generalized to any (ordinary) symmetric Frobenius algebra in [Wan1].
7. An application to string topology
Let M be a simply-connected closed manifold of dimension k. Let C∗(M,K) be the
singular cochain complex over a field K, which is a differential graded associative K-
algebra. We also denote C∗(M,K) by C∗(M) for short, if the base field K is fixed. By
the main result in [LaSt], there is a cdga (A, d) and a zig-zag of quasi-isomorphisms
between (A, d) and C∗(M).
(A, d)
∼=←− · · · ∼=−→ C∗(M)
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such that (A, d) is a simply-connected commutative differential graded Frobenius algebra
of degree k and, moreover, the induced isomorphism H∗(A) ∼= H∗(M ;K) is an isomor-
phism of Frobenius algebras. We call such (A, d) a Frobenius cdga-model of M . Denote
by LM the free loop space of M , namely, LM := Map(S1,M). In this section we prove
an invariance result for singular Hochschild cohomology and apply it to compute the
singular Hochschild cohomology HH∗sg(C
∗(M), C∗(M)). More precisely, we will prove the
following.
Theorem 7.1. Let M be a simply-connected closed manifold of dimension k. Let K be
a field of characteristic zero. Then we have
(1) if the Euler characteristic χ(M) = 0, then
HHisg(C
∗(M), C∗(M)) =

Hk−i(LM) if i < k − 1,
H1(LM)⊕H0(LM) if i = k − 1,
H0(LM)⊕H1(LM) if i = k,
H i−k+1(LM) if i > k;
(2) if the Euler characteristic χ(M) 6= 0, then
HHisg(C
∗(M), C∗(M)) =
{
Hk−i(LM) if i ≤ k − 1,
H i−k+1(LM) if i ≥ k.
7.1. Pull-back and push-forward. Let (A, d1) and (B, d2) be two differential (non-
negatively) graded associative algebras over a field K. Let f : (A, d1) → (B, d2) be a
morphism of dg K-algebras. There is a pull-back functor
f ∗ : D(B-Mod)→ D(A-Mod)
induced from the forgetful functor (i.e. considering a left dg B-module as a left dg
A-module via f) and a push-forward functor
f∗ : D(A-Mod)→ D(B-Mod)
given by f∗(M) := B ⊗LAM .
Proposition 7.2. If f : (A, d1) → (B, d2) is a quasi-isomorphism of dg algebras, then
the functors f ∗ and f∗ are inverse quasi-equivalences between D(A-Mod) and D(B-Mod).
In particular, we obtain an equivalence
f ∗ : Dsg(B)
∼=−→ Dsg(A).
Proof. Note that for X ∈ D(A-Mod), we have
f ∗ ◦ f∗(X) ∼= B ⊗LA X,
∼= A⊗A B ⊗A X
∼= X.
Similarly, for Y ∈ D(B-Mod)
f∗ ◦ f ∗(Y ) ∼= B ⊗LA Y
∼= Y.
It follows that the functors f ∗ and f∗ are inverse quasi-equivalences. Thus f ∗ restricts
to an equivalence between the subcategories of compact objects and also induces an
equivalence between Db(A-mod) and Db(B-mod), the bounded derived category of finite
generated B-modules, so we have an induced equivalence of Verdier quotients
f ∗ : Dsg(B)
∼=−→ Dsg(A).
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
Remark 7.3. A morphism f : (A, d1) → (B, d2) of dg algebras induces a morphism of
dg algebras f ⊗ f : A ⊗ Aop → B ⊗ Bop. If f is a quasi-isomorphism, then so is f ⊗ f .
From Proposition 7.2 it follows that
(f ⊗ f)∗proj : Dsg(B ⊗Bop)→ Dsg(A⊗ Aop)
is an equivalence and sends B to A. Therefore, we have an isomorphism
(f ⊗ f)∗proj : HH∗sg(B,B)→ HH∗sg(A,A).
7.2. Quasi-isomorphisms between singular Hochschild cochain complexes. Let
f : (A, d1) → (B, d2) be a morphism of dg algebras. Recall that Ωp(A) and Ωp(B) are
the non-commutative p-differential forms of A and B, respectively. As before, we use the
identification provided by Lemma 3.12. Then f induces a morphism Ωp(f) : Ωp(A) →
Ωp(B) for p ∈ Z≥0 given by
Ωp(f)(a1 ⊗ · · · ⊗ ap ⊗ ap+1) := f(a1)⊗ · · · ⊗ f(ap)⊗ f(ap+1)
where we use Lemma 3.12 to identity Ωp(A) with (sA)⊗p ⊗A. It is clear that Ωp(f) is a
morphism of A-A-bimodules. Moreover, if f is a quasi-isomorphism, then so is Ωp(f).
Now let us construct a singular Hochschild cochain complex C∗sg(A,B) with coefficients
in B. Consider the Hochschild cochain complex C∗(A,Ωp(B)) with coefficients in the
A-A-bimodule Ωp(B). We define a morphism of cochain complexes
θpA,B : C
∗(A,Ωp(B))→ C∗(A,Ωp+1(B))
which sends α ∈ Cm,∗(A,Ωp(B)) to the element
a1 ⊗ · · · ⊗ am+1 ⊗ am+2 7→ f(a1)⊗ α(a2 ⊗ · · · am+1 ⊗ am+2).
Then we define the singular Hochschild cochain complex of A with coefficients in B as
C∗sg(A,B) := lim−→
p∈Z≥0
C∗(A,Ωp(B)).
with the induced differential.
Observe that, for each p ∈ Z≥0, there is a zig-zag of morphisms of cochain complexes
(19) C∗(A,Ωp(A))
C∗(A,Ωp(f))
// C∗(A,Ωp(B)) C∗(B,Ωp(B)).
C∗(f,Ωp(B))
oo
These zig-zags are compatible with the inductive systems, thus we obtain a zig-zag of
morphisms between singular Hochschild cochain complexes
C∗sg(A,A)
C∗sg(A,f) // C∗sg(A,B) C∗sg(B,B).
C∗sg(f,B)oo
Proposition 7.4. Let f : (A, d1)→ (B, d2) be a quasi-isomorphism of dg algebras. Then
C∗sg(A, f) and C∗sg(f,B) are both quasi-isomorphisms, namely, the zig-zag above is one of
quasi-isomorphisms.
Proof. Note that all three complexes in the zig-zag (19) have complete decreasing filtra-
tions with the associated quotients
Hom(A
⊗m
,Ωp(A)) // Hom(A
⊗m
,Ωp(B)) Hom(B
⊗m
,Ωp(B))oo
It is clear that these associated quotients are quasi-isomorphic, and thus by the usual
spectral sequence argument we may conclude that the morphisms in the zig-zag in (19)
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are quasi-isomorphisms for each p ∈ Z≥0. Therefore, it follows that the morphisms
C∗sg(A, f) and C∗sg(f,B) are quasi-isomorphisms. 
Remark 7.5. The zig-zag of chain complex quasi-isomorphisms
C∗sg(A,A)
C∗sg(A,f) // C∗sg(A,B) C∗sg(B,B).
C∗sg(f,B)oo
induces an isomorphism in cohomology
HH∗sg(f) : H
∗(C∗sg(A,A))
H∗(C∗sg(A,f))// H∗(C∗sg(A,B))
H∗(C∗sg(f,B))−1// H∗(C∗sg(B,B))
which are, in fact, isomorphisms of Gerstenhaber algebras. The algebra structure in the
middle object is induced by the composition
HHm(A,Ωp(B))⊗ HHn(A,Ωq(B))→ HHm+n(A,Ωp(B)⊗A Ωq(B))
∼= HHm+n(A,Ωp(A)⊗A Ωq(A)) ∼= HHm+n(A,Ωp+q(A)) ∼= HHm+n(A,Ωp+q(B))
where the first map is given by the classical Hochschild cup product construction using
the A-A-bimodule structure on Ωi(B) for i = p, q via f : A → B, and the first and last
isomorphisms are induced by the fact that f : A→ B is a quasi-isomorphism. The algebra
structure on H∗(C∗sg(A,A)) and H∗(C∗sg(B,B)) is the cup product ∪ defined in Section 4.1,
which agrees with the classical Yoneda product ∪′ as remarked in the proof of Proposition
4.2. On the other hand, it follows from [Wan2] that HH∗sg(f) is an isomorphism of Lie
algebras since the derived tensor functor B ⊗LA − induces an equivalence between D(A)
and D(B) as triangulated categories.
7.3. The Frobenius cdga-model. As we mentioned before, by a result of [LaSt], for any
simply-connected closed manifold M of dimension k there is a dg symmetric Frobenius
algebra (A, d) of degree k which is simply-connected (i.e. A0 = K and A1 = 0) (cf.
Definition 2.7) together with a zig-zag of dga quasi-isomorphisms
(20) (A, d)
∼=←− · · · ∼=−→ C∗(M)
such that the induced isomorphism H∗(A, d) ∼= H∗(M) is one of Forbenius algebras.
When A is simply-connected, the Tate-Hochschild complex D∗,∗(A,A) becomes quite
simple to analyze, and thus we may compute its cohomology in terms of the Hochschild
homology and cohomology of A.
Lemma 7.6. Let A be a simply-connected dg symmetric Frobenius algebra of degree k
over a field K. Then we have
(1) If the Euler characteristic χ(A) := µ ◦∆(1) = 0, then
HHisg(A,A) =

HHi(A,A) if i < k − 1,
HHk−1(A,A)⊕ HH0(A,A) if i = k − 1,
HH1(A,A)⊕ HHk(A,A) if i = k,
HHi−k+1(A,A) if i > k;
(2) if the Euler characteristic χ(A) 6= 0, then
HHisg(A,A) =
{
HHi(A,A) if i ≤ k − 1,
HHi−k+1(A,A) if i ≥ k.
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Proof. This is an immediate observation from the shape of the complex D∗,∗(A,A):
0
Ak //
OO
0
...
...
OO
...
OO
0 // A
2 ⊗ A0 //
OO
A2 //
OO
0
OO
0
OO
// A1
OO
// 0
OO
0 //
OO
A0
OO
χ // Ak
OO
// 0
0
OO
// Ak−1
OO
// 0
OO
0
OO
// Ak−2
OO
// Hom(A
2
, Ak)
OO
// 0
...
OO
...
OO
...
OO
We note that the non-zero terms (except Ak) ofD≥0,∗(A,A) are located below the diagonal
line (dotted line) and similarly the non-zero terms of D<0,∗(A,A) are located on or above
the diagonal line. The elements on the diagonal line have the total degree k. It is clear
from the diagram above that HHisg(A,A) is isomorphic to HH
i(A,A) for i < k − 1 and
isomorphic to HHi−k+1(A,A) for i > k. Let us compute HHisg(A,A) for i = k − 1, k in
the following two cases.
(1) If the map χ is an isomorphism (equivalently, the Euler characteristic χ(A) 6= 0)
then both A0 and Ak are killed in the cohomology, hence HHksg(A,A)
∼= HH1(A,A)
and HHk−1sg (A,A) ∼= HHk−1(A,A).
(2) If the map χ is not an isomorphism, then χ is zero since A0 and Ak are one dimen-
sional. Then we have HHksg(A,A)
∼= HH1(A,A)⊕HHk(A,A) and HHk−1sg (A,A) ∼=
HHk−1(A,A)⊕ HH0(A,A).

Remark 7.7. If A is a Frobenius cdga model for M , then χ(A) = χ(M). Indeed, the zig-
zag (20) of quasi-isomorphisms of dg algebras induces an isomorphism of graded algebras
between H∗(A) and H∗(M) and the pairings are compatible. Therefore χ(A) =
∑
i eifi =
χ(M).
Remark 7.8. From the zig-zag (20) it follows that
HH∗(A,A) ∼= HH∗(C∗(M), C∗(M))
and
HH∗(A,A) ∼= HH∗(C∗(M), C∗(M)).
Recall that as shown in [Jon], there exists linear isomorphisms
H∗(LM) ∼= HHk−∗(C∗(M), C∗(M))
and
H∗(LM) ∼= HH∗(C∗(M), C∗(M)).
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Now let us prove the main Theorem 7.1 of this section.
Proof of Theorem 7.1. From Remark 7.3, the zig-zag (20) above implies an isomorphism
HH∗sg(C
∗(M), C∗(M)) ∼= HH∗sg(A,A).
Then the result follows from Lemma 7.6, Remark 7.7 and 7.8. 
Remark 7.9. For a differential graded algebra (B, d), we do not know whether there
is an isomorphism between H∗(Csg(B,B)) and HH∗sg(B,B). But for C∗(M), it holds by
using the Frobenius cdga-model. Namely, we have the following result.
Proposition 7.10. If M is a simply-connected closed manifold, then
H∗(Csg(C∗(M), C∗(M)) ∼= HH∗sg(C∗(M), C∗(M)).
Proof. Let (A, d) be a Frobenius cdga-model for M . From Proposition 7.4 it follows that
H∗(C∗sg(C∗(M), C∗(M))) ∼= H∗(C∗sg(A,A)).
From Remark 7.3 we have HH∗sg(C
∗(M), C∗(M)) ∼= HH∗sg(A,A). So the isomorphism
H∗(C∗sg(C∗(M), C∗(M))) ∼= HH∗sg(C∗(M), C∗(M))
holds since HH∗sg(A,A) ∼= H∗(C∗sg(A,A)) from Corollary 3.25. 
Example 7.11. Let Sn be the n-dimensional sphere for n > 1. It is well-known that Sn
is a formal manifold (cf. [DGMS]), namely, the singular cochain complex C∗(Sn;K) and
the singular cohomology H∗(Sn;K) are quasi-isomorphic as dg algebras, where the latter
is equipped with the trivial differential and K is a field of characteristic zero. Therefore,
there is an isomorphism between HH∗sg(C
∗(Sn), C∗(Sn)) and HH∗sg(H
∗(Sn), H∗(Sn)) from
Remark 7.3. As a dg algebra, H∗(Sn) ∼= K[n]/(2n), the graded ring of dual numbers with
the generator n in degree n. It is clear that An := K[n]/(2n) is a dg symmetric Frobe-
nius algebra (with the trivial differential). Now let us compute the singular Hochschild
cohomology HH∗sg(An, An) via the Tate-Hochschild complex. We have the following two
cases.
Let n be odd. The double complex D∗,∗(An, An) associated to the Tate-Hochschild
complex is as follows:
3n-row: 0 // ⊗2n ⊗K // n ⊗ n // 0
2n-row: 0 // n ⊗K // n // 0
n-row: 0 // K
χ // n // 0
0-row: 0 // K // Hom(n, n) // 0
−n-row: 0 // Hom(n,K) // Hom(⊗2n , n) // 0,
where χ = 0 since the Euler characteristic χ(Sn) is zero. Notice that the vector space
in each position is of dimension 1. We claim that all the horizontal differentials vanish.
Indeed, for the positive row-degrees, the differentials are given by the Hochschild chains
differential. Thus we have
d(⊗pn ⊗ λ) = ⊗p−1n ⊗ nλ− (−1)(n−1)(n−1)(p−1)⊗p−1n ⊗ λn = 0.
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for d : ⊗pn ⊗K→ ⊗pn ⊗ n. Similarly, we have that the differentials for non-positive row
degrees vanish. Therefore, we have the isomorphism of graded algebras HH∗sg(An, An) ∼=
K[x, x−1]⊗ Λ[t], where |x| = 1− n and |t| = n. So we have that
HH∗sg(C
∗(Sn), C∗(Sn)) ∼= K[x, x−1]⊗ Λ[t]
where |x| = 1 − n, |x| = n − 1, |t| = n, and Λ[t] denotes the exterior algebra on the
generator t. Moreover, the BV-algebra structure is determined by
∆˜(xp ⊗ t) = p(xp−1 ⊗ 1),
∆˜(xp ⊗ 1) = 0.
Let n be even. We have the analogous double complex D∗,∗(An, An), but now χ is an
isomorphism since the Euler characteristic χ(Sn) = 2 is non-zero in K. We claim that
for the (2p+ 1)n-row (p ∈ Z), the (non-trivial) horizontal differential is an isomorphism.
Indeed, we have
d(2pn ⊗ λ) = ⊗2pn ⊗ nλ− (−1)(n−1)(n−1)(2p−1)⊗2pn ⊗ λn = 2⊗2pn ⊗ λn,
thus the (non-trivial) differential is an isomorphism for p > 0 and by the same argument
we have the analogous result for p < 0. Similarly, for the 2pn-row degree (p ∈ Z), the
horizontal differentials vanish. Therefore, we have the isomorphism of graded algebras
HH∗sg(An, An) ∼= K[x, x−1]⊗ Λ[t] with |x| = 2(n− 1) and |t| = 1. Therefore,
HH∗sg(C
∗(Sn), C∗(Sn)) ∼= K[x, x−1]⊗ Λ[t]
with |x| = 2(n− 1) and |t| = 1. The BV-algebra structure is determined by
∆˜(xp ⊗ t) = (2p+ 1)xp ⊗ 1,
∆˜(xp ⊗ 1) = 0.
Remark 7.12. Our computation of the BV-algebra
HH∗<nsg (C
∗(Sn), C∗(Sn)) ∼= Hn−∗(LSn)
agrees with the corresponding result [Men2] for n > 1. A BV-algebra structure was
constructed in [GoHi] on H∗(LM,M) for any closed manifold M . One should be able
to lift this BV-algebra structure to H>0(LM) and we conjecture that it coincides with
HH≥nsg (C
∗(M), C∗(M)) ∼= H>0(LM) in the case M is simply-connected.
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Appendix
The following diagrams describe the product ? : D∗(A,A)⊗D∗(A,A)→ D∗(A,A) for
all possible cases. Blue colored output legs always represent elements of A, while black
colored output legs represent elements of sA. The degree 0 product of A is denoted by
µ : A ⊗ A → A, while the degree k coproduct is denoted by ∆ : A → A ⊗ A. A blue
circle with white interior denotes the unit of the algebra A and the map pi : A → sA is
the natural projection. A solid black circle on the top of a single input leg in a corolla
means that such an input leg is “blocked”, namely, that it cannot received any elements
and thus may be ignored and the corolla may be interpreted as an element of (sA)⊗m⊗A
for some m.
Figure 6. For a pair of Hochschild cochains f, g ∈ C∗,∗(A,A) we have
that f ? g is defined to be the classical cup product f ∪ g. In the above
particular example of the above picture m = 4, n = 5, and f and g are each
represented by corollas with input legs colored black and with one output
leg colored blue indicating that these outputs are elements in A.
Figure 7. For a pair of Hochschild chains α, β ∈ C∗,∗(A,A) we have that
α ? β is defined by the diagram above. In the particular example of the
above picture m = 6, n = 3, and α ∈ (sA)⊗m ⊗ A and β ∈ (sA)⊗n ⊗ A
are represented by corollas with m + 1 and n + 1 output legs respectively
and no input legs. In the literature, Hochschild chains are also represented
by vertices in a circle and one of these vertices is marked; the marking
corresponds to the color blue in our diagram.
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Figure 8. For α ∈ C−m,∗(A,A) and f ∈ Cn,∗(A,A) such that m− n ≤ 0
we have that f ? α is defined to be f ∩ α, the classical cap product of a
Hochschild cochain and a Hochschild chain. The above diagram describes
such an operation. In the particular example of the above picture m = 6
and n = 3. The picture for α ? f is similar.
Figure 9. For α ∈ C−m,∗(A,A) and f ∈ Cn,∗(A,A) such that m− n > 0
we have that f ? α is defined by the diagram above. In the particular
example of the above picture m = 3 and n = 8. Notice that, in this case,
the product ? uses the coproduct ∆ : A → A ⊗ A of degree k while the
classical cap product does not use the data of the Frobenius structure of
A. The diagram for α ? f is similar.
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