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ABSTRACT
Terahertz (THz) frequencies comprise the portion of the electromagnetic spectrum more
energetic than microwaves, but less energetic than infrared light. The THz band presents
many opportunities for condensed matter physics and optics engineering. From the physics
perspective, advances in the generation and detection of THz radiation have opened the
door for spectroscopic studies of a range of solid-state phenomena that manifest at THz
frequencies. From an engineering perspective, THz frequencies are an under-used spectral
region, ripe for the development of new devices. In both cases, the challenge for researchers
is to overcome a lack of sources, detectors, and optics for THz light, termed the THz Gap.
Metamaterials (MMs), composite structures with engineered index of refraction, n, and
impedance, Z, provide one path towards realizing THz optics. MMs are an ideal platform
for the design of local EM field distributions, and far-field optical properties. This is espe-
cially true at THz frequencies, where fabrication of inclusions is easily accomplished with
photolithography. Historically, MM designs have been based around static configurations
of resonant inclusions that work only in a narrow frequency band, limiting applications.
Broadband and tunable MMs are needed to overcome this limit.
This dissertation focuses on creating tunable and controllable MM structures through
the manipulation of electromagnetic interactions between MM inclusions. We introduce
three novel MM systems. Each system is studied computationally with CST-Studio, and
experimentally via THz spectroscopy.
vii
First, we look at the tunable transmission spectrum of two coupled split ring resonators
(SRRs) with different resonant frequencies. We show that introducing a lateral displacement
between the two component resonators lowers the electromagnetic coupling between the
SRRs, activating a new resonance.
Second, we study an SRR array, coupled to a non-resonant closed ring array. We
show that lowering the interaction strength through lateral displacement changes the MM
oscillator strength by ∼ 40% and electric field enhancement by a factor of 4.
Finally, we show that interactions between a superconducting SRR array and a con-
ducting ground plane result in a temperature and field strength dependent MM absorption.
The peak absorption changes by ∼ 40% with increasing electric field and by ∼ 66% with
increasing temperature.
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Chapter 1
An Introduction to Metamaterials
1.1 Materials and Metamaterials
Metamaterials(MMs) were initially an abstract and specialized topic but are now a well
known idea among professional scientists and the educated public. For some time MMs
were associated closely with, and in a sense defined by, certain types of “unnatural” optical
behavior and “sci-fi” applications they were used to create. Negative refraction materials [1],
electromagnetic cloaking, [2] and the perfect lens [3] quickly come to mind.
Of course, these results are all great accomplishments of optical engineering. Yet, alone
they do not provide a complete definition of what MMs are, nor do they shed light on the
unique properties that separate MMs from other engineered electromagnetic structures, like
photonic crystals. A more general definition of metamaterials is needed if one is to get a true
sense of the importance of MM to the fields of materials science and optical engineering.
One example of a modern, generalized definition of a MM reads as follows: A meta-
material is an engineered composite structure whose optical behavior is determined by the
geometry and arrangement of the constituent components, rather than the chemistry or
atomic properties of the those components. This idea is best illustrated by briefly consid-
ering what is meant by the term “material” in this context.
1.1.1 Electromagnetic Materials
In the sense it is used within the term metamaterial, “material” is used to refer to what
is otherwise called a homogeneous medium. That is, a continuous body that interacts with
light as one unit. This interaction is described mathematically by the permittivity, , and
magnetic permeability, µ, in Maxwell’s equations:
1
2~∇ · ~E = ρ ~∇ · ~B = 0
~∇× ~E = −∂ ~B∂t ~∇× ~B = µ~J + µ∂
~E
∂t
(1.1)
Now, any good student of atomic theory will at this stage pipe in and remind us that
truly homogeneous media do not exist and that matter is composed of atoms interacting
with incident radiation as separate discrete entities. Of course, this is fundamentally correct,
but the important point missed is the question of scale. Consider for a moment how such
discrete matter classically interacts with light.
Low energy incident radiation with large wavelength (λ) compared to the size of the
atoms, will interact with many atoms at once. Qualitatively, the relatively large wavelength
light cannot resolve the smaller scale atomic structure. In this case, only the average effect
of the collection of atoms on the radiation need be considered. Small local effects are
negligible and can be ignored.
This qualitative idea can be formulated mathematically. The name for such an analysis
is called field averaging or homogenization and is a common component of most graduate
electromagnetism courses (e.g. Jackson Chapt. 6.6 [4]) and therefore won’t be discussed
in more detail here. Suffice it to say, the field averaging procedure shows the averaged
response of the medium to incident light is contained within  and µ, which are now to
be considered effective parameters, valid only at scales where the wavelength of radiation
is much larger than the atomic size. Or in other words, at large enough scales matter is
effectively homogeneous.
1.1.2 The Definition of a Metamaterial Revisited
That was a lot of words to arrive at a fairly commonsense result. If light were able to resolve
sub-wavelength objects, the majority of the famous 20th century physics experiments would
have been absolutely trivial to perform! However, this simple idea is critical if one wishes
3a b
c d
Figure 1.1: Different Types of Sub-Wavelength Inclusions for Metamaterial Designs. (a)
and (b) Gold patterning- plasmonic resonators and conducting “meanderlines,” respectively.
[5] (c)Semiconductor islands. (d)Air gaps inside a dielectric block. [6]
to understand what constitutes a MM.
The key idea is that there is no reason to assume that the subwavelength objects com-
posing our material must be atoms. Any array of structures sufficiently sub-wavelength
(characteristic size L ≤ λ/10) will do(See Fig. 1.1). Historically, many different types
of structures, from air gaps to plasmonic resonators have been used to create these meta-
atoms. In any case, the effective  and µ of this medium are primarily determined by
the arrangement and geometrical structure of these meta-atoms, rather than the atoms or
molecules that comprise the inclusions. Thus, this array of subwavelength inclusions forms
a metamaterial.
Both the above definition of a MM and the utility of the concept now come into full
focus. A metamaterial is different from a normal material only in the sense that the discrete
components that determine its optical response are not atoms, but instead larger, engineered
inclusions. To engineer, design,and control these inclusions is to engineer the atoms of the
MM, and thus, to control and engineer the MM’s optical response.
In a very real sense, MMs provide a general platform for the design and engineering
4of new optical materials. MMs have many potential applications in optics and materials
engineering, resulting in a new field of research centered around engineering novel optical
behavior through the creation of new MM structures. Any introduction to MMs would not
be complete without a short summary of these keynote experiments.
1.2 A Short History of Metamaterials
1.2.1 Initial Work
As mentioned at the beginning of this chapter, MMs first became known for the ability to
exhibit optical properties not found in nature. Theoretically, the idea of negative refractive
index and left handed media is decades old. [7] However, this chimerical notion only became
experimental reality in 1999, when Pendry et al. theorized negative µ in a composite
structure composed of conducting resonators. [8] As a result the first MM was created [9],
and a firestorm of subsequent research was ignited. The negative permeability MM was
quickly followed by MMs with negative permittivity [10] and negative index of refraction,
n. [1, 11]
Of course, this general platform for tailoring the index, n =
√
µ, and wave impedance,
Z =
√
µ
 of materials has many applications within optical materials engineering. Electro-
magnetic cloaking is probably the most famous application. [2, 6] Yet, MMs designs have
produced many other impressive results. Ultra-high refractive indices [12], perfect lens-
ing [1, 3, 13], sub-diffraction limit imaging [14], perfect absorption [15, 16], and memory
metamaterials [17] are only a few examples and many more results and MM-based devices
are sure to follow. [18, 19]
1.2.2 Metamaterials at Terahertz Frequencies
Terahertz(THz) radiation occupies the region of the electromagnetic spectrum between
microwaves on the low frequency end and near infrared light on the high end. Quantitatively
considered to comprise frequencies between 0.1-10Thz (or λ between 30um and 3000um),
this large region of the electromagnetic spectrum remained mostly unstudied and under
5Figure 1.2: Physics at terahertz frequencies
utilized until quite recently. This was not due to lack of fundamental scientific interest. As
shown in Fig. 1.2, a large collection of condensed matter phenomena manifest themselves at
THz frequencies. Additionally, a relatively large and unused portion of the electromagnetic
spectrum such as this is evidently important for applied optics and electrical engineering
purposes.
The reason for this long neglect of THz frequencies stems from the existence of the so-
called “THz Gap” [20], a term for the lack of natural emitters and detectors of THz light,
along with a dearth of optical devices, such as lenses and gratings, that operate at THz
frequencies. While THz light is extremely interesting for both fundamental and applied
science, generating and manipulating THz radiation in a laboratory environment was, until
recently, an exceedingly challenging process.
Now, one can confidently assert that the THz Gap no longer deserves its name. Scientific
and technological advances on multiple fronts have made THz accessible in the laboratory
and new THz sources, detectors, and optics appear regularly in the literature. [21–27]
After the discussion of the previous section, it should come as no surprise to the reader
6that MMs have played a role in the closing of the THz Gap. Though MMs originated
at gigahertz (GHz) frequencies, they quickly found application in other frequency bands.
Optical MMs [28, 29], radio frequency(RF) MMs [30], and even MMs designs for acoustic
waves [31] now exist. The THz spectrum, in particular, has benefited from MM-based
waveplates [5], detectors [32], artificial magnetism [33], phase modulators [34], and MM-
based electric field enhancement [35], to name just a few examples.
MMs at THz frequencies are thus of immense interest for the THz community. Research
into THz MMs; their design, applications, fundamental properties, and limitations, has
become a large subset of research within the THz community.
1.3 Scope of Thesis
The central focus of this dissertation will be MMs at THz frequencies; their fundamental
properties, design, experimental characterization, and applications. In particular, this thesis
focuses on the study of electromagnetic interactions between neighboring MM inclusions and
on the effects these interactions have on the optical response of the MM as a whole. As
we will see in the chapters that follow, the understanding of these near field interactions
between MM inclusions is not only of fundamental scientific interest, but also allows for
the design and fabrication of novel MM structures with dynamically tunable and nonlinear
behavior. Such behavior has historically been a rare find within MM systems. Thus, this
ability to engineer tunable and nonlinear material properties also opens a door to new
applications for MMs in the design of broad bandwidth optics and nonlinear electronic
devices.
We begin with an overview of the fundamentals of MMs at THz frequencies in Chapter
2. We review the properties of a fundamental MM system, namely, the split ring resonator
(SRR) MM. In the process of this review we will detail the properties of both MM systems
and discuss, in more depth, how the properties of MM inclusions give rise the effective
transmission, reflection, index, and electromagnetic impedance of the MM system. This
chapter will conclude with a brief discussion of the limitations of MM designs.
7In Chapter 3, we discuss electromagnetic interactions within MMs in the context of a
common MM inclusion, the broadside coupled split ring resonator (BCSRR). In particular,
we will focus our attention on how interactions between MM inclusions can give rise to
frequency tunability and nonlinearity in MM systems. This chapter will conclude with a
detailed literature review that outlines how the control of near field interactions within MMs
using micro electro-mechanical systems (MEMS) and complex materials has given rise to
tunable, dynamic, and nonlinear MM devices and technology across the electromagnetic
spectrum.
Chapter 4 concludes the background portion of the thesis with a review of the labora-
tory techniques, both computational and experimental, that are necessary for MM design,
fabrication and characterization. We will discuss numerical MM simulation techniques, fab-
rication processes, and methods of THz time domain spectroscopy (THz-TDS), the primary
experimental method through which the MMs discussed in this dissertation are character-
ized.
The remaining chapters present multiple experiments that highlight how near-field inter-
actions within MMs can produce tunable, dynamic, and nonlinear MM behavior. Initially,
the focus is on interactions between different metamaterial inclusions.
Chapter 5 presents a variant of the BC-SRR, the asymmetric BC-SRR (ABC-SRR),
where the component SRRs have different resonance frequencies. We will show that altering
the interaction strength between the two component SRRs via relative displacement allows
for the creation of a new, tunable resonance in the MM transmission spectrum.
Chapter 6 presents another variant of the BC-SRR, a simple SRR coupled to a non-
resonant conducting ring (CR). We will see that changing the interactions between the SRR
and the CR in the unit cell, again through lateral displacement, results in a 40% change to
the MMs oscillator strength and a change in the magnitude of the electric field enhancement
in the SRRs capacitive gap by a factor of 4.
Chapter 7 focuses on the combination of MM perfect absorbers and superconducting
MMs in order to create a THz saturable absorber. The MM consists of an array of split
8ring resonators (SRRs) etched from a 100nm YBaCu7O3 (YBCO) superconducting film
and placed above a gold ground plane, forming a MM perfect absorber. Changes to either
temperature or THz field strength alter the complex conductivity of the SRRs. This de-
creases impedance matching in the MM, reducing the peak absorption. The absorption is
optimized near 100 % at T=10K and decreases to 10% at T=80K, the approximate Tc for
the YBCO SRRs. For E=20kV/cm, the peak absorption is 86%. At E=200kV/cm, the
absorption saturates to 53%, a total modulation of 39%.
Chapter 8 concludes the dissertation with a discussion of future MM work in the context
of the results presented in the preceding chapters.
9Chapter 2
The Split Ring Resonator Metamaterial
As a first step into the world of Terahertz (THz) metamaterials (MMs), consider the
split ring resonator(SRR). SRRs are some of the most common MM inclusions, appearing
in many of the applications discussed in the previous chapter. In fact, SRRs are so common
in MM applications that the term “split ring resonator” is now nearly synonymous with the
term “metamaterial.” However, the SRR is neither a new concept in electromagnetism [36]
nor is it’s optical behavior difficult to understand.
The simplest version of an SRR consists of a conducting metallic loop with a gap cut
into one side of the ring, as shown in Fig.2.1b. This simple structure forms a resonator
that interacts with electromagnetic radiation according to classical radiation theory. The
resonant frequencies, or modes, of the SRR are determined by it’s geometry.
2.1 The Lowest Order Mode
Consider first the well-known, half-wavelength dipole resonator (HWD) of length, L.(Fig.2.1a)
The HWD’s length determines its resonance properties. The lowest order resonance mode
of the HWD falls at a wavelength, λ = 2L. Incident radiation with this wavelength excites
a resonant current density, ~j, in the HWD. For the lowest order mode, ~j has nodes only at
the ends of the HWD, and has a maximum near the center of HWD (see Fig.2.2a). Thus,
the mode has a cosine spatial distribution with wavelength λj = 2L along with the expected
oscillatory time dependence:
~j = jo cos (
piy
L
)e−iωtyˆ (2.1)
While ~j 6= 0, The continuity equation
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Figure 2.1: Schematics of two simple electromagnetic resonators and the orientation of
incident radiation. ~E taken to be along the y direction. (a)Dipole resonator with length,
L = λ2 . (b)Split Ring Resonator(SRR) with radius, R =
λ
pi , so that the circumference of the
SRR, C = L.
dQ
dt
= −~∇ ·~j (2.2)
requires that electric charge, Q, build up on the ends of the HWD. Applying Eq.(2.2) to
Eq.(2.1) and sensibly assuming that no static charge initially sits on the ends of the HWD
shows that:
Q = Qo sin (
piy
L
)ei(ωt−
pi
2
) (2.3)
Thus, the charge distribution at the ends of the HWD oscillates at the same frequency
as the resonant current, but pi2 out of phase. This results in a large, resonant electric field
(relative to the incident radiation) near the ends of the HWD that oscillates out of phase
with the current density. This is termed electric field enhancement (EFE). The EFE is
largest on the HWD resonance, and decreases quickly as the wavelength of the incident
radiation is moved off resonance. (Fig.2.2b)
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Figure 2.2: Fundamental resonant modes of the Dipole and SRR resonators. (a)and(b)
Simulated on-resonance current density in the resonators(arb. units) (c) Simulated electric
field magnitude near the top end of dipole resonator. (d) Simulated electric field magnitude
in the center of SRR capacitive gap.
As a first approximation, the SRR can be thought of as a HWD resonator, bent to form
a ring of circumference, C ≈ L. (Fig.2.1b) The SRR still has its lowest order mode at
λ = 2L = 2C, except now the effective size of the resonator compared to λ is now smaller.
The lowest order mode current density now follows a similar half-wave cosine pattern around
the circumference of the SRR (Fig.2.2c) The current density now hits the ~j = ~0 boundary
condition at the ends of the SRR gap, forcing a resonate electric charge distribution to build
up there, again oscillating out of phase with the current. As in the HWD, a resonant EFE
is formed within the SRR gap. (Fig.2.2d).
Of course, detailed comparison of the current densities and resonance plots in Fig.2.2
shows that modeling the SRR as a folded HWD is only a rough approximation. The current
pattern in the SRR, while only possessing two nodes at the ends of the SRR gap, does not
follow a true cosine distribution around the ring. The resonance plots of the HWD, and
SRR, while similar in peak frequency (∆fo ≈ 10%), are noticeably different in resonance
shape, line width, and low and high frequency behavior.
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Indeed, the SRR, has multiple unique properties that must be considered when using
SRRs as MM inclusions. The most important of these properties are outlined below.
2.1.1 LC Oscillator Model of the SRR
Unlike the HWD, the geometric description of the SRR’s lowest order mode can be ex-
pressed in the language of effective circuits. This approach provides a more qualitative
understanding of the properties of the SRR’s resonance behavior and their dependence on
the resonator geometry.
In essence, the SRR can be thought of as a simple LC resonator. The loop of the
SRR provides a self-inductance, and the SRR gap loads the ring with a capacitance. In
this description, the frequency of the SRRs lowest order mode is given according to the
elementary LC circuit relation:
fo =
1
2pi
√
LC
(2.4)
For this reason, the lowest order mode of the SRR is often termed the LC mode of the SRR.
Since L depends on the area of the SRR loop, and C inversely on the SRR gap width, this
model predicts that the lowest order resonance mode should scale inversely with the SRR
radius, R(or for a square SRR as in Fig.2.3, the SRR side length, l) and linearly with the
root of the gap width, d:
fo ∝
√
d
R
(2.5)
This model can be expanded into a truly quantitative model for the circular SRR.
The lumped capacitance of the SRR consists of a contribution from the SRR gap, well
approximated by the standard formula for a parallel plate capacitor:
Cgap =
owh
d
(2.6)
and a surface component, Csurf , representing the capacitance contribution of charge ac-
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cumulation on the inner surface of the SRR ring. Csurf can be computed [37], but it is
more difficult, and usually not required. For most situations, knowing Cgap is sufficient to
understand the SRR lowest order resonant behavior.
Computation of the self-inductance of the SRR an its variants is more difficult, but can
be done by approximating the SRR ring as a closed circular ring. [38] The main utility of the
LC model for the SRR is it’s use in streamlining MM resonator design. This model, while
accurate only for a circular SRR, is a great approximation for square SRRs (Fig.2.3) or for
SRRs with multiple gaps or loops, provided the additional contributions to the inductance
and capacitance are properly included.
Equation 2.5 along with the λ/10 size constraint for MMs provides a starting point for
designing SRR MMs using finite element simulations (discussed in more detail in Chapter 4).
Thus, the LC model can be used to provide a resonator with a roughly correct dimensions
which can then be fine tuned using numerical optimization procedures in a simulation suite
such as CST Studio or COMSOL. This greatly speeds up the MM design process for cases
when the lowest order resonant mode is of primary importance.
2.1.2 Anisotropy and Bianisotropy
Due to its ring geometry, incident radiation can couple to the SRR in different ways. Unlike
the HWD, whose fundamental mode couples only to the electric field of radiation polarized
parallel to the HWD (Fig.2.1), radiation can couple to the SRR’s fundamental mode through
two primary paths.
Figure 2.3 summarizes these different coupling mechanisms. Incident radiation with ~E
polarized across the SRR gap couples to the dipole moment, labeled ~P in Fig.2.3, formed
by the charge density that builds up on the ends of the SRR. However, the circular current
in the SRR has a non zero magnetic dipole moment, ~M , as well. Thus, radiation oriented
such that ~H threads through the ring of the SRR will also couple to the SRR fundamental
mode via ~M .
The end result is a complex anisotropic response. Depending on the polarization of
14
Figure 2.3: Multiple Ways for an SRR to Couple to Electromagnetic Radiation. [39]
incident light relative to the SRR, the SRR will couple to the radiation via these different
mechanisms. Depending on the specific orientation and geometry, the SRR can interact
with incident radiation through both magnetic and electric interactions, and even (as in the
geometry shown in Fig. 2.3) both at the same time.
Consequentially, the magnetic and electric responses of the SRR are not isolated phe-
nomena, but are inseparably connected. An electric field which couples to ~P will inevitably
excite ~M as well, since the resonate charge density that gives rise to ~P is connected to the
circular current that generates ~M via Eq.(2.2). In essence, an electric field can excite a
magnetic response and a magnetic field can excite an electric response.
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This phenomenon is termed bianisotropy, and the SRR is said to be bianisotropic. Math-
ematically, bianisotropy manifests itself in the SRR polarizability tensor. For the SRR from
Fig.2.3:
Mz = α
mm
zz Bz − αemyz Ey
Py = α
ee
yyEy + α
em
yz Bz
(2.7)
That is, the polarizability tensor for the SRR has elements that couple electric dipoles
moments to magnetic fields and vice-versa. [39–41] As discussed below, bianisotropy will
manifest itself in the homogeneous properties of any MM designed from SRR inclusions.
Neglecting the effect of bianisotropy in SRR response can lead to multiple unintended effects
on the resulting MM response. [40]
2.1.3 Field Enhancement
As in the HWD antenna, the resonant charge and current distributions in the SRR give
rise to strong local EFE and MFE in the vicinity of the SRR. However, unlike the HWD,
the structure of the SRR antenna allows for easy geometric control of the strength and
uniformity of the regions of field amplification.
The EFE in the SRR arises from the resonant charge distribution that builds up on the
gap of the SRR. The ends of the SRR gap act as the plates of a simple capacitor and thus
a large resonant electric field forms in the gap region of the SRR, oscillating in phase with
the electric charge distribution on the ends of the ring.
The uniformity and strength of the EFE in the gap region of the SRR depends on the
size of the SRR gap. Figure 2.4a shows the EFE in the SRR gap for a 10 µm wide gap. The
regions of maximum EFE fall near the edges of the gap region, close to edges of the charge
distribution. The EFE in the center of the gap region, while significant, is lower than near
the edges of the gap. Making the SRR gap smaller (Fig.2.4b) increases the uniformity of
the EFE accros the gap. However, the EFE in the center of the SRR gap will always be
lower than near the edges for any gap thickness. The EFE is also much stronger in the SRR
16
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Figure 2.4: Resonant Electric and Magnetic Field Enhancement in the SRR (a)In gap
EFE for an SRR with a 10µm gap. (b)In gap EFE for an SRR with a 2µm gap. (c)Out of
plane MFE in the plane of the SRR. (d)Out of plan MFE 5µm away from the SRR plane
N.B. EFE is normalized relative to the E field of the incident radiation. MFE is normalized
relative to the transverse magnetic field of the incident radiation. EFE and incident E-field
are parallel. MFE and incident H-field are perpendicular.
with the smaller gap region.
The field strengths generated in an SRR gap can thus be extremely high(on the or-
der of 10MV/cm for a standard high field THz source with field strength of 300kV/cm).
This ability to generate high EFE is the primary reason for MM’s utility in nonlinear spec-
troscopy. However, the high fields generated by the SRR must be used with caution as fields
strengths can become high enough, even at THz frequencies, to case irreparable damage to
samples. [35]
The SRR also produces regions of high magnetic field as well. In the SRR plane, this
MFE is highest near the points of the ring with the highest current density and is oriented
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such that the enhanced magnetic field points perpendicular to the SRR plane, i.e. out of
the plane of the page in Fig.2.4. So, as shown in Fig. 2.4c, this out of plane MFE is largest
on the closed side of the SRR and near zero nearer to the SRR gap. However, at points
away from the SRR plane, the MFE distribution becomes much more uniform. Fig.2.4d
shows the MFE on a parallel plane 5µm away from the SRR plane.
This uniform MFE has much potential in ultrafast spectroscopy, as it provides a mech-
anism for the generation of ultrafast, high field, magnetic transients over relatively large
areas. However, the strength of the MFE drops off rapidly with increasing distance from
the SRR plane. Thus, the increased uniformity out of the SRR plane comes at the cost of
lower peak enhancements. Additionally, the presence of magnetic, conductive, or high in-
dex substrates will further lower the actual peak MFE at out of plane positions. A detailed
study along with images of the SRR MFE at various distances from the SRR is provided
in Ref. [42].
Orientation of Field Enhancement
The orientation of both the EFE and MFE of the SRR also merits some discussion. From
the preceding discussion and Fig.2.4 we see that the enhanced ~E field of the SRR points
across the SRR gap, while the enhance ~H field points perpendicular to the plane of the
SRR. This is true regardless of how the SRR is excited by incident radiation. Thus, the ~E
or ~B field enhancement can vary in direction relative to the incident ~E or ~B fields depending
on the experimental configuration.
The FE of the SRR also allows for the conversion of electric fields to magnetic fields
and vice versa. For instance, an SRR excited via an incident electric field pulse (as in
Fig.2.4) creates a region of MFE even though it does not interact directly with the ~H field
of the incident pulse. Thus, SRR MMs can be used to couple electric fields to magnetic
phenomena [43].
Both the orientation and field conversion effects discussed above stem directly from the
SRRs inherent anisotropy and bianisotropy discussed in the preceding section.
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2.2 Higher Order Modes
As with the HWD antenna, the SRR has higher order resonant modes with more complicated
current distributions. These modes are analogous to the higher order modes of the HWD,
i.e. The second mode of the SRR had a current distribution with one node along the ring,
the third mode, 2 nodes, and so on.
As these modes fall at higher frequencies, the ratio of SRR size to resonance λ increases.
Thus, the higher order modes do not satisfy the MM sub wavelength constraint nearly as
well as the lowest or LC mode. Additionally, the effective circuit description of the SRR
does not apply to the more complicated current distribution patterns of the higher order
modes.
Due to the above constraints, most MM designs focus around the LC mode. However
higher order modes are often visible in spectra of SRR MMs. For instance, the second order
SRR mode, termed the dipole mode, is often distinctly visible as a broad resonance in the
SRR MM transmission spectra. The dipole resonance is usually much larger than the LC
resonance. Thus, one must be aware of the presence in the MM response and it’s effect on
the resulting effective parameters. While the internal behavior of these modes will not be
discussed in more detail here, detailed analyses of the full electromagnetic response of the
SRR are available in the literature. [44]
2.3 SRR Metamaterial Response and Effective Parameters
Consider now a large array of subwavelength sized SRRs (R < λ/10) excited by the electric
field of an incident radiation pulse. A portion of such an array with the polarization of the
excitation pulse is shown in Fig.2.5 The SRRs are composed of 200nm gold and sit on a
flexible polyimide substrate.
In this configuration, the SRRs will act as a metamaterial, and the resonance proper-
ties of the individual SRRs will appear in the effective optical response of the composite,
SRR/polymide MM.
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Figure 2.5: A section of an SRR MM array.
Consider first the transmission and reflection response of the MM, shown in Fig.2.6.
Two resonances are clearly visible in both spectra. In transmission, the two resonances
appear as minima (Fig.2.6a), and in reflection, as maxima (Fig.2.6b). The lower frequency
transmission minimum (or reflection maximum) corresponds to the SRR’s LC resonance
mode, while the higher frequency transmission minimum corresponds to the 3rd order mode
of the resonator. The 2nd order mode of the SRR does not couple to the incident fields in
this configuration, as its net current distribution oscillates perpendicular to the incident ~E
field.∗
Using the measured or simulated transmission and reflection spectra of the SRR array,
the effective MM parameters can be easily obtained [45, 46].† Figure 2.7 shows the real
parts of these parameters at frequencies near the LC resonance.
∗N.B. The resonance frequencies of the SRR MM are characterized by high reflection, not high absorp-
tion. The design of resonant MMs with high absorption is more complicated, involving multiple, interacting
MM layers. The properties of one of these ’perfect absorber’ MMs will be discussed in Chapter ??.
†For more details on the methods of parameter retrieval, see Chapter 4.
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Figure 2.6: (a)Transmission and (b) Reflection Spectra of the SRR MM under electric
excitation.
The SRR, when excited via the incident electric field exhibits a large resonant response
in the effective permitivity, eff The behavior of eff is lorentzian. (Fig.2.7b) The large
jump in the real part of eff results in a large increase in permitivity at frequencies below
the LC resonance, and a limited region of negative permitivity a frequencies just above
resonance.
The excited resonance can also be seen the MMs effective permeability (Fig.2.7c), but
the effect is several orders of magnitude smaller, as the ~H field of the incident radiation
cannot couple to the SRR in this configuration. However, as mentioned above, the electric
field can still couple strongly to the SRRs magnetic moment via bianisotropy. Bianisotropy
does not appear in either eff or µeff , but instead manifests as a cross coupling term in
the MM constitutive relations:
 ~D
~B
 =
  −iξ
iξ µ
 ~E
~H
 (2.8)
As shown in Fig.2.7d, this cross coupling term can be substantial. Ignoring the presence
of this cross coupling term, ξeff , can lead to large error in predicting the MMs response,
especially when one is concerned with the MM effective refractive index. In the non bian-
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Figure 2.7: Effective Parameters of the SRR MM near the LC resonance, excited via
incident electric field. (a)Transmission Spectrum (b) Real part of eff (c)Real part of µeff
(d)Real part of effective bianisotropy parameter, ξeff
isotropic case, the MMs refractive index is given by the usual relation:
neff = ±√effµeff (2.9)
The presence of bianisotropy results in a correction to the above relation [39]:
neff = ±
√
effµeff − ξ2eff (2.10)
Historically speaking, ignoring the effects of bianisotropy has lead to spurious predictions
of negative refractive index. For this reason, removing bianisotropic effects in MM designs
is of considerable interest. Generally, bianisotropy in a MM system arises from a broken
symmetry inherent in the MM unit design. [47]. Accordingly, increasing the symmetry of the
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MM resonator design can lower and even remove bianisotropy from the effective parameters.
An example of an SRR variant with increased symmetry is the electrical LC (ELC)
resonator, shown in Fig.2.8a. The capacitive gap of the resonator sits in the center of the
structure and is connected to two inductive loops, one to the right of the gap, and one to the
left. This geometry is symmetric about the vertical axis, and as a result of this symmetry,
the lowest order current mode of the resonator exhibits no bianisotropy and can no longer
be excited via an external magnetic field of any polarization.
To understand how this is so, notice that when an incident electric field is polarized
perpendicular to the gap, the field excites circulating currents in the two inductive loops.
(Fig.2.8b) The induced magnetic dipole moments in the loops are equal in magnitude and
point in opposite directions. Thus, the total excited magnetic dipole moment cancels out
at the unit cell level. This effect is seen in the MM parameters where the excited resonance
can been seen in eff but not µeff (Fig.2.8c) The ELC resonator is only one example of
the many different SRR variants. [48] Another SRR variant that eliminates bianisotropy at
the unit cell level, the broadside coupled SRR (BC-SRR), will be discussed in detail in the
following chapter.
Finally, it is important to note that, even with MM resonators designed to remove
bianisotropy at the unit cell level as above, the presence of a substrate in a MM system will
break inversion symmetry in the propagation direction and reintroduce some bianisotropy
back into the MM response. [49]
2.4 Limitations of Metamaterial Designs
After this discussion of the basic properties of the SRR MM, it should be clear how the
MM concept can be used to engineer new homogeneous optical material responses. The
MM effective  and µ, and thus the effective index of refraction, n =
√
µ, and wave
impedance, Z =
√
µ/, depend directly on the subwavelength geometry and organization
of the individual SRRs. Thus, by controlling the size and geometric structure of the SRRs
on the scale of λ/10, one can effectively alter the homogeneous optical response of the MM
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Figure 2.8: The electric LC (ELC) resonator. (a)Schematic of a ’center gap’ ELC res-
onator with dimensions, L=50µm, g=5µm, w=5µm, p=113µm. (b)Surface currents in
the resonator. Magnetic dipole moments induced by incident E-Field cancel, eliminating
bianisotropy and the resonator’s magnetic response. (c)The transmission spectrum of the
ELC resonator near the LC resonance. In simulation, substrate is matched to background
medium to minimize substrate induced bianisotropy.
at the scale of wavelength λ. While this idea has resulted in a multitude of applications for
MMs across the electromagnetic spectrum in both fundamental and applied research, several
design challenges need to be addressed by future MMs research if MMs are to continue to
play a prominent role in optical materials engineering.
Firstly, most MM work has focused on resonant MM inclusions, like the SRR. Resonant
inclusions necessarily imply an optical response that is localized in frequency, limiting the
functional bandwidth of devices and optics that can be designed with MM techniques. Broad
bandwidth MM designs do exist but are rare. [50] Future research must address this issue
by designing new types of MMs with broad bandwidth or frequency tunable homogeneous
optical responses.
Secondly, MM research has focused far more on MM far-field properties, eff , µeff ,
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Figure 2.9: Future Directions for Metamaterials Research
n, and Z, than on the near-field properties of the MM inclusions, like charge and current
distributions, EFE, and MFE. These near-field properties have been studied only as a means
to the end of engineering MM far-field behavior. However, MM near-field behavior is very
important in it’s own right, and should be studied in more detail in the future. Control over
MM near field charge, current, and field distributions can provide a pathway for coupling
MM resonators with the optical responses of complex material substrates, producing new
types of interesting materials behavior not seen before in MM systems.
Finally, with the advent of high power THz sources [51], it is now feasible to perform
spectroscopy in the THz regime at field strengths high enough to excite and study nonlinear
material properties such as field induced phase or structural transitions. MMs inclusions,
with their ability produce strong localized EFE and MFE in the near field, and strong
optical responses in the far field can provide a platform both to drive material nonlin-
earities, through EFE or MFE, and to probe and study the nonlinear material response,
through changes in the MM far field transmission. [35, 43] Additionally, the combination
of MM inclusions with nonlinear materials provides a path for the creation of new types
of engineered nonlinear materials, devices, and optics. [52] This idea of nonlinear MMs is
potentially very fruitful for both fundamental and applied science at THz frequencies and
should be investigated in future MM research.
These three future directions for MM’s research are outlined schematically in Fig.2.9.
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Fortunately, current research in MMs is moving quickly and tunable, broad bandwidth and
nonlinear MMs are quickly becoming a reality at THz frequencies and beyond. [50, 52–56]
One approach in particular that has helped advance MMs in all three of the directions in
Fig. 2.9 is the study and control of electromagnetic interactions between inclusions within
a MM unit cell. The discussion of such interactions, and how controlling them produces
complex, tunable, and nonlinear MM behavior, is the focus of the next chapter.
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Chapter 3
Tunable, Nonlinear, and Multi-functional Metamaterials via Near Field
Interactions
The last chapter closed with a discussion of the limitations of MMs in the areas of
tunable, broad bandwidth, and nonlinear behavior. In this chapter, we will discuss how a
detailed understanding and control of the electromagnetic interactions between inclusions
with the MM unit cell allows for the creation of tunable, broad bandwidth, and nonlinear
MMs devices in the microwave, THz and near infrared frequencies. Additionally, we will re-
view how this study of MM “coupling” leads to new applications for MMs as multi-functional
experimental tools, used to both excite and probe new physics in complex materials.
First, we will focus special attention on interacting SRRs, and on tuning a MMs resonant
frequency via manipulation of these interactions. We will then review how micro electro-
mechanical systems (MEMS) technology has been used to realize this tuning scheme by
physically altering a MM unit cell in real time, producing MM devices with large effective
bandwidths. Next, we will turn to the idea of nonlinear MMs, reviewing recent progress
in achieving nonlinear MMs through coupled SRRs on elastic substrates. Lastly, we will
turn to the idea of MMs integrated with complex matter. We review MM coupling with
molecular vibrational modes in the THz, phonon modes in the near IR, and electron spin
resonances in the GHz. We end with a discussion of the utility of MM integrated materials
in future experimental techniques across the electromagnetic spectrum.
3.1 Tunable Metamaterials Via Manipulation of Near Field Interactions
While SRRs enjoy an unparalleled presence in MM designs their functionality is limited
by their nature as a resonator. Resonant behavior implies responses that are localized in
frequency. As a result, any SRR-based MM has an inherently narrow bandwidth. Multiple
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Figure 3.1: Coupled oscillator model for a broadside coupled split ring resonator (BC-
SRR) with simulated transmission spectra [72]. (1) and (2) show a schematic of a basic
split ring resonator (SRR) and simulated transmission spectra under electrical and magnetic
excitation, respectively. Near-field interactions between the resonators cause the degenerate
resonances of the BC-SRR (center) to split into two new electrically (magnetically) driven
coupled modes at higher (lower) frequencies shown in (3) and (4).
schemes have been developed to modify and tune a MM response and thus increase the MMs
effective bandwidth, including varactor MMs [57–59], semiconductor MMs [60], tunable
liquid crystal MMs [61], stretchable MMs [62], and MMs that incorporate ferroelectric [63]
and ferromagnetic [64, 65] components.
The basic response of an SRR MM can also be modified and tuned via manipulation
of strongly interacting neighbor SRRs. Two strongly interacting SRRs are referred to as
coupled SRRs, and the coupled response is described via coupled mode theory [66]. There
are many varieties of coupled SRR designs [29, 38, 67–71]. However, the design that has
received the most attention has been the Broadside Coupled SRR (BC-SRR) [38] schemat-
ically shown in the center of Fig. 3.1.
The BC-SRR consists of two SRRs stacked vertically and rotated 180 degrees relative
28
to each other. The two component resonators interact via a mutual capacitance and induc-
tance. These interactions break the degeneracy between the electrical and magnetic modes
discussed above, inducing a mode splitting. The electrically active mode blue shifts (Fig.
3.1-3), while the magnetically active mode red shifts (Fig. 3.1-4). More discussion of the
resonant properties of the BC-SRR can be found in Refs. [38, 72, 73].
Lapine et al. suggested that a relative lateral displacement (see Fig. 3.2a) of the compo-
nent resonators in a BC-SRR would result in a large frequency shift of the coupled resonant
modes [74]. This frequency shift arises because the lateral shift between the resonators
will alter the mutual capacitance and inductance of the BC-SRR. This alters the coupling
constant between the component SRRs, and will shift the coupled modes of the BC-SRR in
frequency consistent with the coupled oscillator model of the BC-SRR. This work ignited
interest into the concept of a structurally tunable MM with a resonant response tunable
via physical manipulation of the MM unit cell.
Much research into the properties of this shifted BC-SRR soon followed. Powell et
al. developed an analytical Lagrangian model predicting the resonant modes of a shifted
BC-SRR vs. relative SRR displacement [73]. Ekmekci et al. provided a complementary,
intuitive, and conceptual model based on mutual capacitance and inductance [72]. Fig.
3.1 is a schematic presentation of this model. Notably, both papers also predicted large
frequency shifts of the coupled modes when the two component SRRs in the unit cell are
shifted laterally relative to each other. Powell et al. predicted and measured this tunable
magnetic response in the GHz [73]. Their numerical results are shown in Fig. 3.2b. Powell
et. al are thus able to structurally tune both coupled modes of the BC-SRR. However, while
the electrically active, red shifting mode in Fig. 3.2b has lower coupling efficiency than the
magnetically active, blue shifting mode, it cannot be excited and tuned separately from the
magnetic mode in this experimental configuration.
Ekmekci et. al. expanded upon the results of Powell et al. by exciting and tuning the
electrically active mode of a BC-SRR independently of the magnetically active mode at THz
frequencies [72]. In order to isolate the electrically active mode, Ekmekci et al. designed
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Figure 3.2: a) Photographs of structurally tuned terahertz BC-SRR metamaterials with
varying in-plane lateral displacements between the component SRRs60. b) Numerical study
of transmission spectra vs. in plane lateral shift of the SRRs adapted from [73]. As the
SRRs are shifted, coupling between the rings changes, resulting in frequency tuning of the
coupled modes, along with a mode crossing at the point of minimum coupling between the
resonators. c) Broadband transmission spectra vs. in-plane lateral shift of shifted BCSRR
arrays for electrical excitation adapted from [72], Here, the geometry isolates the electrically
driven mode by taking advantage of the metamaterials inherent anisotropy. Asterisks mark
the 10 dB points from the corresponding experimental THz time domain spectroscopy study.
planar BC-SRR metamaterials in polyimide, shown in Fig. 3.2a. The MM samples were
then oriented such that the k vector of the incident THz radiation was normal to the
MM surface and the electric field perpendicular to the BC-SRR capacitive gaps. In this
configuration, it is impossible to excite the magnetically active mode of the BC-SRR as the
H-field of the incident radiation cannot thread the SRRs. Thus, the anisotropy inherent in
the BC-SRR allows the electrically active mode to be exclusively excited. This mode can
then be tuned in frequency without the added complication of mode crossing appearing in
the MM response. This tuning scheme is a robust and effective method for creating tunable
MM devices with large effective bandwidths. Yet, the static nature of the above work is
a large limitation. The BC-SRRs in Refs. [73] and [72] are tuned to resonate at a specific
frequency during fabrication, but remain perpetually tuned to that frequency thereafter.
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Figure 3.3: Schematic drawings of dynamic, structurally tunable metamaterial devices a)
A MEMS based tunable THz notch filter [75]. b) MEMS based THz thermal detector [16].
c) Metamaterial with a MEMS driven polarization state change [76]. d) Tunable dipole
antennas on a flexible and elastic substrate [77].
Fortunately, recent advances in micro-electro-mechanical systems (MEMS) based MMs
and novel substrates promise to realize this tuning scheme in dynamic and real-time situ-
ations. MEMS advances have developed apace with MMs and MEMS-based MM devices
abound. MEMS and novel substrate research lead the charge toward dynamic, tunable,
voltage-controlled, and environment sensitive MMs. Examples include a tunable THz notch
filter combining comb drive technology with MM resonators [53], a comb-drive/MM struc-
ture with switchable polarization dependence [76], a dual state switchable MM using an
RF MEMS switch [78], a magnetically driven tunable THz MM [79], an RF stop-band fil-
ter [80], a temperature dependent MM and related terahertz thermal detector combining
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Figure 3.4: Tunable metamaterial based on MEMs actuation of coupled in-plane SRRs.
Figure adapted from [53]. Relative shift between the SRRs alters the nearest neighbor
interactions between the resonators, leading to a tuning of the resonance frequency by
31% for TE polarization and 22% for TM polarization. a) Scanning electron micrograph
(SEM) for a section of the reconfigurable metamaterial consisting of several unit cells. b)
SEM close up of a single unit cell, marking both fixed and moveable SRRs and supporting
structures. c) TE and d) TM transmission spectra showing dramatic frequency tuning for
various distances (∆) between the SRRs.
bi-material cantilever legs and SRRs [32, 81], and dipole antenna array tunable via a flexible
and elastic substrate [77]. Schematic figures for several of these notable devices are shown
in Fig. 3.3. This short list of examples provide a solid foundation for future dynamic and
modulated MM devices. It is not an exaggeration to say that MEMS-MM integration has
been a critical advancement for applied MM research, allowing for potential MM solutions
to dynamic as well as static problems.
While a structurally tunable MEMS BC-SRR has yet to appear in the literature, MEMS
technology has been combined with other coupled SRR structures yielding auspicious re-
sults. Fu et al. presented a reconfigurable tunable MM, using a comb drive to displace
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Figure 3.5: a) Schematic of a temperature driven reconfigurable photonic metamaterial
[82]. Differing thermal expansion coefficients in the bimaterial bridges bend with changing
temperature. This results in a change in coupling with the neighboring metamolecules,
creating a temperature dependent transmission response. b) SEM image of RPM at room
temperature. c) RPM transmission spectra at differing temperatures. d) Relative change
in RPM transmission normalized to spectra at 76K.
in-plane coupled SRRs [53]. Using state of the art, micro fabrication techniques, they fab-
ricated a moveable SRR array connected to a comb-drive actuator (Figs. 3.4a and 3.4b).
Displacing the movable SRR array towards (away from) a fixed SRR array in the same plane
increases (decreases) the coupling between the SRRs, resulting in a dramatic frequency shift
of the MMs LC resonance. Fu et al. observe large tuning ranges of 33% of the resonance
frequency (f0) under electrical excitation and 22% f0 for magnetic excitation, respectively.
(Figs. 3.4c and 3.4d) The operation frequency can be up to several kHz, which is suitable
for many THz tuning and switching applications.
Tunable MM designs based on coupled resonators and MEMS actuation have been very
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effective in the GHz and THz regimes, but are by no means limited to the lower frequency
regions of the spectrum. The marriage of MEMS and coupled MMs has bore fruit even
in higher frequency photonic applications. Ou et al. presented a temperature dependent
MM based on a MEMS substrate and coupled resonators that functions in the near IR. [82]
Fig. 3.5a shows a schematic and Fig. 3.5b shows an SEM image of their MM device. The
design consists of an array of MM resonators printed on a bimaterial substrate. Every
other row of MM resonators sits on a reconfigurable bimaterial bridge cut from the main
body of the substrate such that it is free to bend with temperature. As the temperature
increases (decreases) the bimaterial bridges bend out of (into) the substrate, altering the
relative positions and thus near field interactions between neighboring rows of resonators.
This creates a frequency response that can be tuned with temperature. Fig. 3.5c shows
the temperature dependence of the MMs transmission spectrum, while Fig. 3.5d plots the
relative change in the transmission spectra, normalized to the transmission at 76K.
Electrical control of MM is also possible at near infrared and optical frequencies. Re-
cently, Ou et. al. have reported electrically reconfigurable photonic MM structures, based
on nanoelectrical mechanical systems (NEMS) technology [83]. This electrically tunable
photonic metamaterial is shown in Fig. 3.6a and consists of alternating straight and me-
anderline conducting segments printed on a grid of flexible dielectric strings. Applying
a voltage to the MM results in an attractive electrostatic force between the straight and
meanderline conducting segments and causes the MM grid to deform in plane. This de-
formation alters the coupling between nearest neighbor segments, resulting in the highly
tunable optical plasmonic response shown in Fig. 3.6b and 3.6c.
Fabrication of MEMs structures remains challenging, and much more work remains to
be done before MEMS tunable MM devices become a commercial reality. Yet, even given
the challenges, MEMS technology has proven itself a powerful platform for controlling the
electromagnetic response of a MM. Together, MEMS technology and interactions in MMs
have played and will continue to play integral and inseparable roles in the development of
dynamic, tunable, and high bandwidth MM devices across the electromagnetic spectrum.
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Figure 3.6: a)SEM image and sectional schematic of an electrically reconfigurable photonic
metamaterial [83]. Applying a small voltage across the metamaterial creates an attractive
electrostatic force of a few nanonewtons between the straight and meanderline conducting
segments, deforming the meanderline and closing the gap between neighboring segments.
The net result is a strongly voltage dependent optical response b) Metamaterial transmission
curves for increasing applied voltages. c) MM reflection curves for increasing applied voltage.
3.2 Nonlinear Metamaterials via Near Field Interactions
With the advent of high field terahertz sources based on nonlinear optics and novel materials
[84–86] the study of nonlinear phenomena is fast becoming a major discipline within the
terahertz community. [87, 88] Consequentially, research into the design and applications of
nonlinear MMs has followed suit, emerging as one of the fastest developing subdisciplines
within the metamaterials community. Significant nonlinear behavior can result from the
interaction of strongly confined local field enhancement within the active regions of the
MMs subwavelenth inclusions (e.g. as in an SRR capacitive gap) and nonlinear media
within those regions.
The marriage of MMs with nonlinear inclusions has resulted in novel applications for
MMs, such as backward-wave phase matching for harmonic generation [89]. Compared to
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the nonlinearity inside bulk nonlinear media, the effective nonlinear properties of metama-
terials can be enhanced by two to four orders of magnitude [90]. Initially, most nonlinear
MM work was theoretical [91, 92]. Yet, in the past decade nonlinear SRRs [93] have been
built and bistability and self-tuning [94, 95], harmonic generation [89, 96–98], parametric
amplification [99–101], and nonlinear wave mixing [102] have all been observed in MMs at
microwave and optical wavelengths. Not surprisingly, near field interactions between MM
inclusions can significantly affect any resulting nonlinear behavior [103].
Purely MM based nonlinearities do exist [98], but have been exceedingly rare develop-
ments. Most advances in nonlinear MM have resulted from MMs integrated with nonlinear
inclusions like diodes [104], varactors [57], or ferromagnetic materials [65]. Purely artificial
meta-nonlinearities are a large obstacle in the path of nonlinear MM progress. Recently
Lapine et. al. took one of the initial steps in overcoming this hurdle by introducing the
concept of a magnetoelastic metamaterials [105]. Using a serendipitous combination of
coupled SRRs and elastic substrates, their magnetoelastic MM exhibits purely artificial
nonlinearities resulting from the attractive force between the coupled SRRs.
Figure 3.7a shows a schematic of a magnetoelastic MM. Two SRR arrays sit on opposite
sides of a flexible substrate of thickness b0 and are coupled via a mutual inductance. When
the coupled SRRs are excited by an incident field, E0 or H0, an Ampere force between
the currents in the two SRRs compresses or stretches the substrate (which one depends on
the relative phases of the excited currents) to a new thickness, b. The mutual inductance
between the SRRs changes with substrate thickness, which changes the excited currents,
which changes the Amperes force until equilibrium is reached between the Ampere force and
a restoring force from the substrate. The net effect is an entirely artificial, highly nonlinear,
intensity dependent response.
After effectively modeling the internal forces in the magnetoelastic MM, the authors
calculated and experimentally measured nonlinear behavior in the MM. For excitation fre-
quencies lower than the initial eigenfrequency of the MM, i.e. the eigenfrequency of the
coupled SRRs on an uncompressed substrate, the MM exhibits a pseudo-hysteretic mag-
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Figure 3.7: a) Schematic of a magnetoelastic metamaterial based on two coupled SRRs
and an elastic substrate [105]. Attractive forces between the magnetically excited SRRs
cause the substrate to compress. The change in SRR coupling from the contraction results
in a highly nonlinear, power dependent response. b) Hysteretic dependence of metamaterial
magnetization on incident H field amplitude, H0. c) Experimental and theoretical shift in
resonance frequency vs. incident power.
netization, shown in Figure 3.7b. (A true hysteretic curve is centered at H0=0.) This
hysteresis-like behavior arises from the existence of multiple bistable points for the sub-
strate thickness with a given H0.
The nonlinear properties of the magnetoelastic MM are not limited to this hysteretic re-
sponse. At higher frequencies the pseudo-hysteresis disappears, but the M-H curve remains
highly nonlinear. Also, changes in the substrates equilibrium thickness with incident power
result in a power dependent mutual capacitance and inductance between the coupled SRRs.
This gives rise to a nonlinear, power dependent resonance frequency in the MM, shown in
Figure 3.7c. The stars in Fig. 3.7c are experimentally measured resonance frequencies for
a given incident power, showing good correspondence between model and experiment.
The nonlinear MM presented by Lapine et. al is, of course, a proof of principle ex-
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periment. The MM in this work consisted of hanging SRRs elastically coupled via keratin
filaments, not a true elastic substrate. Much more study on magnetoelastic nonlinearities
remains to be done. Yet, there has been recent exciting progress in elastic and flexible MM
substrates [77, 106, 107]. Additionally, magnetoelastic MM designs are scale invariant. The
same design, scaled to be sub-wavelength, will work in all frequency ranges from the RF to
the optical. This is in contrast to other nonlinear MM schemes, which are limited to specific
frequency ranges by the functional bandwidth and size constraints of the necessary nonlinear
inclusions. Nonlinear metamaterials based on coupled resonators are also an ideal starting
point for frequency tunable nonlinearities [108]. The idea of nonlinear MMs based on elas-
tically coupled, interacting resonators remains an exceptionally important development for
the field of nonlinear metamaterials.
3.3 Metamaterials Coupled with Complex Matter and Metamaterial Ex-
perimental Techniques
A true understanding of MMs cannot be complete without understanding how MMs in-
teract with natural materials. The functionality of many MM devices relies on a subtle
interplay between the properties of a MM resonator and the complex properties of a sub-
strate [35, 52, 109] or inclusion [61]. Conversely, understanding how material substrates and
inclusions react to the large field enhancements, currents, and charge distributions pro-
duced by a MM resonator is of paramount importance for many applications, including
MM based sensing [32, 110, 111], and experimental techniques involving MM and plasmon-
ics [35, 77, 112, 113]. Fortunately, the language of coupled mode theory is not solely limited
to interactions between MM resonators. Coupled mode theory also provides insight into
the interactions between MMs and complex matter, and many advances in this area have
relied on this understanding [43, 77, 113–115].
In the THz regime, Weis et al. used coupled mode theory and density matrix analysis
to describe an induced transparency in a MM coated with a film of α-lactose monohydrate
[114]. Their MM is composed of SRRs designed to resonate at the α-lactose vibrational
38
mode at 0.57 THz. Once the MM is coated with a 50µm thin film of α-lactose, the MM
and chemical form an interacting system coupled via electric field interactions, as shown
diagrammatically in Figure 3.8a. The interactions between the MM and the α-lactose induce
a mode splitting analogous to the mode splitting seen between the two broadside coupled
SRRs discussed above. This mode splitting is clearly seen in the transmission spectra
of the composite structure. Figure 3.8b compares the MM/α-lactose transmission to the
transmission of both a lone α-lactose film and the uncoupled MM resonance. The mode
splitting results in a local increase in transmission at the uncoupled resonance frequency of
0.57 THz. The authors refer to this as a Hybridization Induced Transparency (HIT).
In the near IR, Shelton et al. performed a similar experiment coupling SRRs to a
phonon mode in SiO2. [115] For an SRR whose resonance frequency coincides with the SiO2
phonon resonance, mode splitting and a similar HIT occur, as can be seen in Figure 3.8c.
In addition to showing the HIT, Shelton et al. used FDTD simulations to completely map
out the dispersion curve for the SRR/SiO2 system. This curve, shown in Figure 3.8d, plots
transmission vs. frequency for multiple values of the SRR resonance frequency. As the SRRs
resonance frequency approaches that of the phonon mode, 37THz, it undergoes an avoided
crossing, clearly justifying the coupled oscillator model for the system. These examples of
hybridization-induced transparencies and similar experiments [116, 117] serve not only as
interesting proof of principle studies, but also have exciting applications, especially in low
loss MM designs [118] and ultrasensitive detection and sensing [110–112, 119].
Lastly, Schneider et al. present a keynote laboratory application for MM/material cou-
pling, using an SRR to excite an electron spin resonance via a transient electric field in
gadolinium gallium garnet (GGG) [43]. (See Fig. 3.9) This experiment makes use of a
property of the SRR that has not yet been discussed in any detail in this review. That
is, the SRR is inherently bianisotropic, exhibiting a nonzero magnetization in response to
an electric field and, conversely, exhibiting a nonzero electric polarization in response to a
magnetic field [40, 41, 49].
The experimental setup is shown in the inset of Figure 3.9. The electron spins are aligned
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Figure 3.8: Two examples of metamaterial coupling with material response. a) Level
diagram describing coupling between a metamaterial resonator and an atomic system. The
two systems are degenerate. Near field coupling between the systems breaks the degeneracy
and splits the levels. [114] b) Transmission spectra for -lactose (solid red), SRR (dotted
green), and the SRR/-lactose coupled system (solid blue). The degeneracy breaking results
in a hybridization induced transparency (HIT) in the blue curve. c) FDTD simulation of
mode splitting between an SRR at optical frequencies and a phonon resonance in SiO2 [115].
d) Simulated (dotted) and experimental (Solid) transmission spectra for an SRR on SiO2.
The resonance of the SRR is tuned to coincide with a phonon resonance in SiO2. The SRR
couples with the SiO2 phonon mode resulting in mode splitting around the bare phonon
resonance.
along a static magnetic field B0. Incident radiation with H parallel to B0 will, under normal
circumstances, not excite an ESR signal due to selection rules. With the presence of the
bianisotropic SRR array, the incident electric field is now able to excite a magnetization
in the SRR. The orientation of this magnetization, perpendicular to the direction of B0,
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Figure 3.9: Upper: Traditional electron spin resonance (ESR) spectra of gadolinium
gallium garnet (GGG) with H perpendicular to B0. [43] Lower: ESR spectra of GGG with
SRRs and H parallel to B0. Coupling between the bianisotropic SRR and GGG result in
an electric field driven ESR signal.
allows the SRR to couple to and excite an electron spin resonance in the GGG. The main
body of figure 3.9 shows the ESR signal for various SRR resonance frequencies. For an
SRR of the proper resonance frequency, in this case 98GHz, a large ESR signal results.
This adventitious combination of near field coupling, anisotropy, and bianisotropy shows
potential for novel MM based ESR techniques using electric field excitations.
3.4 Conclusions
The creation of metamaterials has brought great advances across the spectrum, especially
in the terahertz and gigahertz, and is one of the fastest growing fields in the study of
anisotropy. However, many challenges and limitations remain to be overcome before MM
devices and techniques become commonplace at any frequency. We have reviewed in detail
the study of near field interactions, or coupling, in metamaterials with a focus on how this
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study helps surpass some of the major challenges to MM designs. In particular, the manip-
ulation of MM coupling has brought about significant advances in the areas of frequency
tunable and broad bandwidth metamaterials, nonlinear metamaterials, and MM based ex-
perimental techniques. The future for MM is, of course, exciting and unpredictable. Yet, it
is increasingly clear that near field interactions in metamaterials will play an ever increasing
and integral role in whatever the future holds for metamaterials research.
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Chapter 4
Numerical and Experimental Methods for Terahertz Metamaterials
“If I were creating the world I wouldn’t mess about with butterflies and
daffodils. I would have started with lasers, eight o’clock, Day One!”
-The Evil One
Terry Gilliam’s Time Bandits
As with any scientific development, the rapid progression in the study of THz MMs over
the past two decades follows from equally impressive advances in other fields, especially
in the experimental and numerical techniques available in the THz laboratory. It is safe
to say that without advances in ultrafast laser spectroscopy at THz frequencies and the
ever increasing capabilities of full-wave electromagnetic simulations, the field of THz MMs
would not exist. In the context of MMs then, the sentiment expressed by The Evil One in
his complaint about the created order is not that far from the truth. It really does all start
with the lasers!
In this chapter, we will review these essential numerical and experimental techniques.
First we start by discussing MM simulation, focusing on the electromagnetic solver meth-
ods available in the CST Microwave Studio (CST-MWS) Suite [120]. We will review the
mathematical foundation of the CST-MWS solver methods and discuss the different MM
properties that can be simulated using these methods. We will also discuss proper material
modeling for metamaterial substrates and inclusions, focusing on the modeling of nonlinear
materials that play an increasingly larger role in MM designs. We will finish our discussion
of numerical techniques with an overview about how MM effective optical parameters can
be extracted from simulation results.
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We will then switch our focus to the experimental techniques in MM research. We will
briefly outline MM fabrication methods for two types of MM designs that will play a large
role in the following chapters. Next, we will discuss the methods used to study MMs in the
laboratory. We will discuss multiple techniques used to generate and detect THz radiation
for the purposes of doing terahertz time domain spectroscopy (THz-TDS). Our main focus
will be on the method of photo-conductive THz-TDS, but we will also discuss other methods
of THz generation, including THz generation through difference frequency mixing in ZnTe
and LiNbO3.
4.1 Numerical Simulation Techniques
Over the past several decades, electromagnetic simulation methods have developed rapidly,
keeping pace with advances in computing technology in general. Electromagnetic simu-
lations that in the past required extensive programming and a unfeasibly large amount of
computing hours to run are now commercially available, economically priced, and can easily
run on a decent desktop computer. CST-MWS, COMSOL, and Lumerical are several soft-
ware packages capable of running the full-wave simulations required for MM design. In this
dissertation, all of the simulation results were obtained using CST-MWS. Therefore, this
section outlines the main solver methods used in the CST studio suite in order to provide
background for the results presented in the other chapters.
4.1.1 Boundary Conditions and Meshing
The first step in creating a MM simulation involves drawing a CAD model of the structure
to be simulated. In our case, this structure is the unit cell of our MM array. (c.f. Fig.2.5)
Once this process is complete, two things must happen.
Boundary Conditions
First, proper boundary conditions (BCs) must be imposed. In our case, the BCs must
model the periodicity of the MM array. Usually, this is accomplished by applying BCs that
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mimic the effects of a mirror plane, i.e. a plane where Etangential = 0 or Btangential = 0.
The BCs affect more than just the periodicity of the MM. The BCs also have a large
impact on the properties of incident radiation, including it’s propagation direction and
spatial distribution. As should be no surprise to any student of physics, the choice of BCs
can dramatically alter the simulation and must be chosen with care to avoid unphysical
results.
Proper Boundary Conditions
In CST-MWS the BC’s that best mimic a MM array are:
1. A combination of Etangential = 0 and Btangential = 0 mirror plane BCs , placed on
orthogonal axes, with perfectly impedance matched, “open” BCs in the directions of
propagation.
2. “Unit Cell” BCs with open boundaries in the directions of propagation.
The first option has the advantage of forcing a lowest order TEM00 propagating mode
from CST-MWS’s “Waveguide Port” excitation source, a common choice when computing
MM transmission or reflection spectra. However, these BCs will not perfectly model the MM
array as the BC’s mimic nearest neighbors that are mirrored with respect to the original
unit cell. The difference in results for most MM simulations is negligible, but the user
should be aware of this effect nonetheless.
The Unit Cell BC’s correctly model the MM periodicity without mirroring , but can
only be used in the CST-MWS Frequency Domain Solver. One distinct advantage unit cell
BCs have over mirror plane boundaries is the ability to correctly model structures that cross
over unit cell boundary lines. This is especially important for modeling shifted resonator
systems like the one discussed in Chapter 5.
As a last word about BCs, it is important to point out that extra simulation space
must be included between open boundaries and the surface of resonant structures like MM
inclusions. Placing an open boundary near the surface of a resonant object will terminate
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Figure 4.1: Meshing of a simulation space and assignment of discrete field variables to the
resulting grid [120].
the simulation space and prevent the calculation of “fringing” fields that arise when a
resonance is excited. This will result in a loss of information about the resonance of the
structure. The required extra space is determined based on the center of the wavelength
range for the simulation (roughly λ/8). CST-MWS has a built in “Open (Add Space)” BC
that automatically includes the necessary space.
Meshing
Next, the simulation domain must be broken up into discrete units in order to solve
Maxwell’s equations numerically. This process is called meshing and the result a mesh.
This process is shown schematically in Fig.4.1. The CST-MWS solvers use the mesh grid
to solve Maxwell’s equations in integral form:
∮
∂A
~E · d~s = − ∫A ∂ ~B∂t · d ~A ∮∂A ~H · d~s = ∫A (∂ ~D∂t + ~J) · d ~A
∮
∂V
~D · d ~A = ∫V ρdV ∮∂V ~B · d ~A = 0
(4.1)
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Proper Mesh for MM Simulations
Appropriate dimensions for the mesh grid vary from problem to problem and a proper choice
of mesh is critical for obtaining valid results. The mesh parameters must be monitored by
the user and changed when needed.
Instructions on making the best mesh for a given problem are complex and best learned
through practice. For the purposes of this overview, it is enough to point out the following:
1. The grid unit cell must be sufficiently smaller than the characteristic wavelength, λ,
of interest. A choice of 10-20 grid lines per unit λ is sufficient for most situations.
2. Mesh cells must be at least as small as the smallest dimensions of any structures in
the model.
4.1.2 Solving Maxwell’s Equations on the Mesh
The most common mesh used by CST-MWS is a dual hexahedral mesh [121].∗ For any
simulation, CST sets up two concurrent meshes, offset diagonally as shown in the rightmost
section of Fig.4.1. In the first mesh, edges of the cell are assigned an electric voltage
unknown, ei, and each face is assigned a magnetic flux unknown, bn. In the offset mesh
cell, corners are assigned a magnetic voltage unknown hi, and each face is assigned an
electric flux unknown dj . The offset between the two grids is such that every dj unknown is
coincident in space with an ei. This follows sensibly from the constitutive relations between
~E and ~D in most materials.†
Using these newly defined unknowns, Eq.4.1 can now be written in a discrete form.
Consider an arbitrary mesh cell with sides, i, j, k, l, and face, n. For this cell, Faraday’s
law in integral form can be written as:
ei + ej − ek − el = −∂bn
∂t
(4.2)
∗The discussion presented in this section is based largely on the more detailed discussions presented
in [120, 121].
†Of course, this method must be modified if ~E and ~D do not point along the same direction.
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This process can be applied to every cell in the mesh grid to produce a discrete matrix
form of Faraday’s law valid for the entire simulation space:

· · ·
. . .
1 1 −1 −1
. . .
· · ·


...
ei
ej
ek
el
...

= − ∂
∂t

...
bn
...
 (4.3)
The “sign” matrix is a discrete representation of the vector curl operation on the mesh.
Calling this matrix, C, Eq.4.3 can be expressed in simpler notation as:
C e = −∂b
∂t
(4.4)
The same logic can be applied to the remaining Maxwell’s equations, producing a dis-
crete matrix version of each:
C e = −∂b∂t Cˆ h = −∂d∂t + j
Sˆ d = q S b = 0
(4.5)
These resulting discrete versions of Maxwell’s equations are commonly called Maxwell’s
grid equations(MGEs) [121]. Once these equations are set up, several methods can be used
to solve them. Two of these methods are discussed below.
4.1.3 The Time Domain Solver
CST-MWS’s transient solver option solves MGEs in the time domain by approximating
the time derivative as a finite difference and using what is known as the finite integration
technique(FIT) or finite difference time domain (FDTD) method. [121]
In this method, discrete equations for the constitutive relations are applied to the mesh
grid and used to replace d with e and h with b. Next, the time derivatives are approxi-
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mated by finite differences, resulting in approximate equations for the Faraday and Ampere-
Maxwell equations:
en+1/2 = en−1/2 + ∆tM−1
(
CˆM−1µ bn + jn
)
bn+1 = bn −∆tCen+1/2
(4.6)
where M and Mµ are approximate matrix representations of the permittivity and perme-
ability on the mesh grid and en represents the electric field at time t = n∆t.
The size of ∆t greatly affects the stability of the simulation and its proper value is
related to the spatial dimensions of the mesh grid. This variable rarely needs to be changed
by the end user.
So, by using the user-determined source terms and boundary conditions as known start-
ing values, the CST transient solver iteratively computes the fields at later times using
Eqs.4.6 and the field values at earlier times.
4.1.4 The Frequency Domain Solver
The second method used by CST-MWS to solve high frequency electromagnetics problems
solves MGEs in the frequency domain. In this case,the MGEs are Fourier transformed,
resulting in the standard substitution of the derivative operator by it’s Fourier equivalent:
∂
∂t
=⇒ iω (4.7)
Afterwards, the MGEs are solved frequency point by frequency point with the aid of
interpolative methods for the frequency domain electric and magnetic fields.
4.1.5 Which Solver is Best?
The transient solver has the benefit of being able to model a problem over a large frequency
range in one solver run, as it can run once, compute the solution in the time domain and
then fourier transform the results in post-processing steps. The frequency solver’s point by
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point approach requires many solver runs to compute the solution to the same problem.
Thus, the transient solver is ideal for modeling very large systems or for large bandwidth
computations. Conversely, the frequency solver is ideal for narrow bandwidth simulations or
highly resonant structures with a localized frequency response. Either of the above solvers
can be used to model MM systems at THz frequencies.
4.1.6 Simulation Results
CST-MWS directly computes only the time or frequency dependent electric and magnetic
fields. However, through built-in and user defined post-processing, the entire range of
electric and magnetic properties of the system can be extracted from these results.
Electric and magnetic field enhancement (c.f. Fig.2.4) can be derived by comparing
the field solutions for the structure of interest to the fields in an appropriate reference
simulation. Local charge and current distributions can be computed from the applying
electromagnetic BCs to the field solutions at material boundaries. Elements of the system’s
scattering matrix, or S-parameters can be found by recording, integrating, and normalizing
the fields at the boundaries of the simulation space, normal to the propagation direction of
the defined radiation source. When using the ”Waveguide port” option in CST-MWS, this
last computation is performed automatically.
4.1.7 Modeling Linear Materials
CST-MWS includes a vast library of material models for use in electromagnetics simula-
tions. In addition to the materials library, the option to define new material models is also
provided. In many cases, this option is essential for material modeling at THz frequencies
even for materials already in the library. This is because many of the included material
models are designed for other frequency regions and do not apply at THz frequencies.
One illustrative example is the modeling of gold. The model of gold included with CST-
MWS treats the metal as an Etangential = 0 BC with an associated loss term. In most cases
there is no problem with the above approach. However in situations where the dispersive
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effects of the gold are important, this model is not sufficient.
To get around this problem, the user can define a new model for gold that incorporates
a dispersive Drude response. A Drude dispersion option is included in CST-MWS and
the user need only supply the Drude parameters for the material given in the literature.
Similar options exist to model materials with Lorentzian dispersions, 1st and 2nd order
Debye dispersions, and anisotropy in both (ω) and µ(ω).
For materials with unknown dispersive properties or dispersions that are not well-fit by
any of the above models, CST-MWS will can also model “user-defined” dispersions based
on input experimental or theoretical data. In the time-domain solver, CST-MWS performs
a general fit (up to 10th order) on the experimental dispersion and use this fit to model the
material. In the Frequency domain solver, an interpolative fit option is also available.
4.1.8 Methods for Modeling Nonlinear Metamaterials
In recent years, MM designs with “nonlinear” effective parameters have generated much
interest and make up an increasingly larger subset of MM research. Such MMs are defined
by a dependence on electric field strength in their transmission or reflection spectra. This
dependence on field strength, ~E, results in a dependence on E2 in the effective index of
refraction. The dependence on E2, or generally any power of E higher than 1, is the source
of the terminology “nonlinear.”
Accurately modeling nonlinear MMs is a much more challenging problem. CST-MWS
now includes options for modeling 2nd and 3rd order optical nonlinearities and supports
modeling of both Kerr and Raman nonlinearities. Still, modeling of nonlinear MMs requires
some additional effort on the part of the user.
Most MM nonlinearities arise from material properties that cannot be modeled using
CST-MWS’s built-in options. Here we will discuss two sources of MM nonlinearities.
Consider first the case of an SRR array placed on a V O2 substrate as shown in Fig.4.2a
[35]. Here, the in-gap MM field enhancement(c.f. §2.1.3) drives an insulator to metal
transition (IMT) in the regions of the V O2 substrate near the SRR capacitive gaps. The
51
(a)
(c)
(b) (c)
Figure 4.2: Nonlinear V O2 MM. [35] (a) Photograph of MM SRRs fabricated on a V O2
substrate. (b) Experimental transmission spectra of the MM for varying incident electric
field strength. (c) Corresponding simulation of the MM transmission spectra for varying
gap conductivity.
change in conductivity causes an electric field strength dependence in the MM transmission
spectrum, shown in Fig.4.2b.
This effect cannot be modeled using CST-MWS’s built-in material models in one simu-
lation run. Instead, a set of sequential simulations with varying material parameters, known
as a “parameter sweep,” can be used to model the effect.
In the parameter sweep, the V O2 substrate near the MM capacitive gap is modeled
using a variable conductivity, called the “gap conductivity.” Elsewhere in the substrate the
conductivity is left as non-variable, since only the enhanced in-gap THz fields are strong
enough to drive the IMT. Next, a set of simulations sweeping the gap conductivity is run,
producing a set of transmission spectra for different gap conductivity variables, shown in
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(c)
(b)
Figure 4.3: (a)A superconducting SRR MM etched from a NbN film. [122]
(b) Real and imaginary conductivity curves for the NbN film for varying incident field
strength. (c) Comparison of experimental and simulation for varying field strength. E0 =
30kV/cm.
Fig.4.2c. The curves from Figs.4.2b and 4.2c can then be compared and used to correlate
incident fields and in-gap enhanced fields to conductivity changes in the underlying V O2
substrate.
Consider next the case of an SRR array etched out of a superconducting NbN film,
as in Fig.4.3a [122]. The superconducting MM exhibits a temperature and field strength
dependent transmission due to the superconducting transition of the SRR array. In this
case, a combination of experimental data and parameter sweep techniques can be used to
model the nonlinear MM.
First, experimentally determined conductivity curves for unetched NbN films are used
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to characterize the temperature and field dependent conductivity of the NbN film. An
example of such a set of conductivity curves is shown in 4.3b. These curves are used to form
a set of new material models in CST-MWS, through use of the “User Defined” dispersion
option. Each model represents the conductivity at specific incident electric field strength
and temperature value. Next, the resulting material models are applied to the simulated
SRR inclusion. Finally, a set of simulations, sweeping through the different conductivity
models for the NbN SRR, is used to simulate the MM response at varying temperatures
and incident electric field strength. The result of this procedure agrees very well with
experimental measurements of the NbN MM, as shown in 4.3c.
In addition to the above two approaches, the parameter sweep method can be used
along with theoretical models to produce nonlinear MM simulations that are independent
of experimental data. As an example, the experimental conductivity curves in Fig. 4.3b
can be replaced with theoretical predictions from the well known two fluid model for super-
conductivity [123]. In Chapter 7 this method will be discussed in more detail and used to
predict the optical response of a nonlinear superconducting MM absorber.
4.2 Parameter Extraction
4.2.1 The Scattering Matrix
Numerical simulation techniques provide us with transmission and reflection spectra that
characterize the optical response of our MM sample. These reflection and transmission
curves form the elements of the MM’s scattering matrix or S-matrix :
S =
S11 S12
S21 S22
 (4.8)
For a generic material, the elements of the material’s S-matrix, or s-parameters, comprise
the complex transmission (S12 and S21) and reflection (S11 and S22) coefficients. Given the
incident radiation fields, the S-matrix can be used to determine the outgoing electric and
magnetic fields, scattered from the surface of the structure. This process, shown schemati-
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Figure 4.4: Elements of the scattering matrix.
cally in Fig. 4.4, can be expressed mathematically as a matrix relation:
 Eout
iωµ0Hout
 =
S11 S12
S21 S22
 Ein
iωµ0Hin
 (4.9)
Defining the field vector, F, Eq.4.9 can be written as:
Fout = SFin (4.10)
In the context of MMs, the S-matrix provides the starting point to determine the effective
index of refraction, n, wave impedance z, permittivity , and permeability µ. Once a MM’s
s-parameters are determined through either simulation or experiment, the S-matrix can be
inverted to solve for n and z.
4.2.2 The Transfer Matrix
The first step in parameter retrieval is to express the S-matrix in terms of the transfer
matrix or T-matrix [124]. Unlike the S-matrix which relates incoming fields to outgoing
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fields, the T-matrix connects fields on one side of the MM slab to the fields on the other
side. Treating the MM as a homogeneous block of thickness d, the transfer matrix for the
field vector F can be computed by properly applying boundary conditions at the surfaces
of the MM slab:
T =
 cos(nkd) − zk sin(nkd)
k
z sin(nkd) cos(nkd)
 (4.11)
Relating the transfer matrix to the scattering matrix is a common problem that appears
in many branches of physics and thus won’t be covered in detail here.∗ For the MM slab of
thickness d, with T-matrix given by Eq.4.11, the S-matrix can be expressed as:
S =

1
2
(
T21
ik
−ikT12
)
T+ 1
2
(
ikT12+
T21
ik
) 1
T+ 1
2
(
ikT12+
T21
ik
)
1
T+ 1
2
(
ikT12+
T21
ik
) 12
(
T21
ik
−ikT12
)
T+ 1
2
(
ikT12+
T21
ik
)
 (4.12)
where T = T11 = T22 = cos(nkd). Plugging in the explicit values for T , T12 and T21 gives:
S =
S11 S12
S21 S22
 =

i
2
(
1
z − z
)
sin(nkd) 1
cos(nkd)− i
2(
1
z
+z) sin(nkd)
1
cos(nkd)− i
2(
1
z
+z) sin(nkd)
i
2
(
1
z − z
)
sin(nkd)
 (4.13)
The above matrix equation represents four equations for the s-parameters in terms of
the effective n and z of the MM. Solving these equations for n and z and noting that
S21 = S12 = t and S11 = S22 = r gives:
n = 1kd cos
−1( 12t(1− r2 + t2))
z =
√
(1+r)2−t2
(1−r)2−t2
(4.14)
∗Problems 2.52 and 2.53 in Ref. [125] provide a good introduction to the problem. Ref. [124] provides
an in-depth treatment from the perspective of both quantum and electromagnetic scattering theory.
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We now have expressions for the effective n and z of the MM slab in terms of the field
reflection and transmission coefficients. The effective  and µ of the MM can be found from
Eq.4.14 by using the standard relations:
 = nz µ = nz (4.15)
This parameter retrieval method is quite robust and can be extended to more complex
structures including multi-layer MMs [46], bianisotropic MMs [39], and can be modified to
account for large spatial dispersion in MMs with large thickness, d. [126]
Lastly, it is important to note that the expressions for n and z have multiple possible
solutions due to the arcosine term in Eq.4.14. For samples where d << λ, this is not a
problem as the different branches of the arcosine do not lie very close to each other. However
at frequency points where the MM has a large optical thickness (e.g. near a resonance) the
difference branches of the solution can lie very close together. In these situations, it becomes
difficult to numerically solve Eqs.4.14 without jumping branches. This results in parameters
with large non-physical jumps in the frequency spectrum. These jumps can be removed by
manually adding an appropriate phase shift to bring the erroneous frequency points back
to the correct branch or by modifying the retrieval method to choose the correct branch in
these ambiguous situations. [127]
4.3 Metamaterial Fabrication
Though this dissertation focuses on MM simulation, design, and optical characterization,
we would be amiss if we didn’t briefly discuss the fabrication process for THz MMs. Since
λ/10 ≈ 30µm for THz light, photolithography is the primary method used to fabricate THz
MMs. Though, other methods, such as electron beam lithography, must be used if the MM
unit cell contains elements with very small substructures or fine boundaries.
In the following chapters, we will study two different types of MM structures; 1)Mul-
tilayer flexible MMs on a polyimide film, and 2) superconducting MMs etched out of a
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Figure 4.5: Flexible polyimide MM fabrication. (a)Liquid polyimide (PI-5878G, HD
MicrosystemsTM) (b)Schematic for 4-step MM fabrication process. (c)The final product- a
robust and flexible MM sample. Inset: Microscopic view of the flexible MM.
Y Ba2Cu3O7 film. Below we outline the fabrication procedure for these two types of MMs.
Flexible Polyimide Metamaterials
The base material for the flexible MM structures in Chapters 5 and 6 is polyimide (PI-5878G,
HD MicrosystemsTM). A combination of spin-coating and lithographic techniques are used
to produce a free standing polyimide MM. [106] The polyimide starts as a liquid as shown
in Fig. 4.5a. The fabrication process begins with a bare GaAs substrate, shown in Fig.4.5b-
1. Next, a liquid polyimide is spin-coated on the GaAs substrate to the desired thickness
(Fig.4.5b-2). Following spin-coating, a gold layer is deposited on top of the polyimide
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layer with the aid of a thin titanium adhesion layer, followed by a layer of photoresist
(S1813- Shipley). The resist layer is then exposed to pattern the MM array. The exposed
photoresist and underlying gold is then etched away, leaving an array of Gold SRRs, as
shown in Fig.4.5b-3. At this point Steps 2 and 3 can be repeated over again to produce
additional layers of SRR arrays. Finally, the polyimide structure is peeled away from the
GaAs substrate, leaving a free-standing, flexible MM as shown in Fig.4.5b-4. A photograph
of the end result and a microscopic image of SRR array are shown in Fig.4.5c.
Superconducting Metamaterials
The superconducting MMs presented in Chapter 7 are fabricated using a similar lithographic
etching technique [128]. In this case, the Y Ba2Cu3O7 film is directly covered with a pho-
toresist layer. The resist is exposed to pattern a SRR array, etched with a 0.1% solution of
nitric acid and rinsed with deionized water.
The above paragraphs are meant to provide a general overview for the MMs fabrication
process. Chapters 5-7 provide more fabrication details that are specific to the MM systems
discussed in those chapters, including specific dimensions and substrate thicknesses.
4.4 Terahertz Time Domain Spectroscopy
Terahertz time domain spectroscopy (THz-TDS) is the primary method used to experimen-
tally study the MM systems discussed in this dissertation. In this technique, an ultra-short
pulse of THz radiation is generated and directed towards a sample. The transient transmit-
ted or reflected pulse is then measured, Fourier transformed, and appropriately normalized,
providing the frequency domain transmission or reflection coefficients for the sample.
Unlike spectroscopic methods at higher frequencies, the relatively slow oscillation speeds
of THz fields allow for direct measurement of the electric field (amplitude and phase) of the
THz radiation, not just intensity. Thus, the full phase information of the transmission or
reflection coefficients can be measured directly and used to compute the complex refractive
index or conductivity of the sample. At THz frequencies, there is no need to reconstruct
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lost phase information with the Kramers-Kronig relations. Additionally, it is possible to
generate THz pulses that are near single cycle in duration. These extremely short pulses
encompass a large bandwidth, allowing for spectroscopy over a large frequency range (0.2 -
3 THz for the photoconductive system described below).
The remainder of this chapter introduces the components of a model THz-TDS system,
discusses the measurement process, and reviews several possible methods of THz generation.
4.4.1 Ultrafast Ti:Sapphire Lasers
THz-TDS systems begin with a coherent light pulse centered at another frequency, and
convert that light to the THz range. The methods of conversion vary, but the initial light
source is, without exception, a Titanium-doped Sapphire (Ti:AlO3 or Ti:Sapph) laser.
A Ti:Sapph laser is a solid-state laser system that uses a Ti:Sapph crystal as a gain
medium. The solid state crystal supports lasing over a broad bandwidth, roughly 760 −
850nm). The addition of a time-dependent gain to the laser cavity allows for a process
called mode-locking(ML), in which a fixed phase separation is imposed between all lasing
frequencies. [129, 130] The resulting interference between the different laser modes produces
an ultrashort laser pulse, centered at 800nm. Depending on the method used for mode-
locking, pulses as short as 10− 20fs can be produced.
Figure 4.6 shows the structure of a model Ti:Sapph laser cavity. The Ti:Sapph crystal
of length L is pumped by a 532nm continuous wave (CW) diode laser, which is focused by
a lens to a point near the center of the crystal. Adjustments to the high reflector, output
coupler, and positions, L1 and L2, of curved mirrors M1 and M2 can be used to maximize
the oscillator’s continuous wave (CW) output. Once the CW mode of the laser is optimized,
ML can be initiated. The two intra-cavity prisms compress the resulting laser pulse in time
by compensating for cavity dispersion∗ [130]
∗In the configuration shown in Fig.4.6, the intracavity prisms do not compensate for the dispersion the
pulse experiences on it’s final pass through the Ti:Crystal and output coupler. Thus, more pulse compression
outside of the laser cavity is needed to reach pulse widths of 10− 20fs
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Figure 4.6: A model Ti:Sapph Laser Cavity, adapted from Ref. [131].
Types of Modelocking
Ti:Sapph oscillators can be mode-locked in a variety of ways which fall into two broad
categories, active and passive mode-locking. In both cases, mode-locking results from the
introduction of a time dependent gain into the laser cavity. In the active case, this can be
accomplished, for example, by adding an externally driven amplitude or phase modulator
into the laser cavity [132]. In the passive case, a nonlinear optical element in the laser cavity
gives rise to mode-locking. Saturable absorption [133, 134] and Kerr-lensing [135] are two
common nonlinear effects that can produce passive mode-locking.
The THz-TDS system used to collect the data in this thesis uses a passive Kerr-Lens
mode-locking oscillator. In Kerr-Lens mode-locking the nonlinear refractive index of the
Ti:Sapph crystal produces a lensing effect where a high peak intensity ML laser mode is
focused to a different point in the Ti:Sapph crystal than the CW mode. By changing L2,
the laser cavity can be altered such that the ML mode experiences better overlap with the
pump beam than the CW mode. At this point, the ML mode is the preferred mode for the
cavity and a small disturbance to the cavity, such as a shaking of a prism, will push the
laser into ML operation.
This is of course a very basic, qualitative picture of the idea of mode-locking and is very
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Figure 4.7: Design of photoconductive antennas for (a)THz Generation and (b) THz
detection.
specific to Kerr-Lens oscillators in general, and the KLM-Labs Griffin laser, in particular.
A more detailed and quantitative textbook treatment of the theory mode-locking and the
variety of different methods of mode-locking can be found in Refs. [130] and [136].
4.4.2 Photoconductive Terahertz Time Domain Spectroscopy
The ultrafast laser pulse from a Ti:Sapph oscillator can be down-converted to THz frequen-
cies through a variety of methods. The method used for the majority of the experiments in
this thesis is THz generation and detection with photo-conductive (PC) antennas.
Photoconductive Terahertz Generation
The design and function of a PC antenna is different for THz generation and detection. A
standard THz ”emitter” antenna, shown in Fig. 4.7a, consists of two 5µm gold lines spaced
80µm apart. [137] The gold lines are printed onto a GaAs substrate and a voltage is applied
across the two lines.
An incident 800nm laser pulse is focused to a point between the two gold lines and excites
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carriers into the GaAs conduction band. The applied voltage accelerates the carriers across
the gap between the gold lines, creating a time-varying current density, J(t), producing
radiation in the far-field.
The spacing of the gold lines is chosen so that the peak of the antenna emission spectrum
falls in the THz band. Assuming that the PC antenna of Fig 4.7a is well approximated
by a dipole antenna of length L = 80µm and noting that the refractive index of GaAs is
n = 3.4:
fcenter =
c
λ
=
c
2nL
≈ 0.6THz (4.16)
where c is the speed of light in a vacuum. The resulting THz pulse (See Fig. 4.9a) is
near single cycle with a pulse width on the order of 1ps.
Photoconductive Terahertz Detection
The procedure used to detect THz radiation with PC antennas is similar to the generation
procedure, albeit with the steps reversed. A standard PC detection antenna is shown in
Fig. 4.7b. Here, the 800nm laser pulse generates a transient spike of carriers in the 5µm
antenna gap. Incident THz radiation accelerates the carriers, driving a current in the PC
antenna which can be detected with a pico-ammeter. The current amplitude depends on
a convolution of the time-dependent photo-induced conductivity of the substrate and the
incident transient THz electric field [138]:
J(τ) ∝
∫ ∞
−∞
ETHz(t)σ(t− τ)dt (4.17)
For substrate carrier lifetimes much shorter than the THz pulse width, the time dependent
conductivity response is well approximated by a dirac delta:
σ(t)→ δ(t) (4.18)
and the measured current, J(t) is directly proportional to the incident THz electric field:
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J(τ) ∝
∫ ∞
−∞
ETHz(t)δ(t− τ)dt = ETHz(τ) (4.19)
Geometrical and Substrate Considerations for Photoconductive Antennas
While the principles behind both PC emission and detection are the same, the ideal designs
for PC emitter and detector antennas differ in two important ways.
First, the ideal geometrical design of the emitter and detector are different. The detector
antenna includes two conducting strips that extend into the center space of the antenna, as
shown in Fig. 4.7b. These conducting strips lower the effective resistance of the PC antenna
without altering the effective length of the antenna. [139] Thus, the measured current signal
is increased while the center frequency of the absorption spectrum is unchanged.
Second, care must be taken when choosing substrate materials for THz detector anten-
nas. Conventionally grown GaAs wafers have a carrier lifetime on the order of 1ns. This is
much longer than an average THz pulse width and thus too large for Eq. 4.18 to apply. For
this reason, substrates with sub-picosecond carrier lifetimes such as low temperature grown
GaAs [140] and Er-doped GaAs nanoislands [141] must be used in PC detector antennas.
Time Domain Spectroscopy with PC Antennas
A schematic of a PC THz-TDS system is shown in Fig. 4.8. The femtosecond laser pulse,
centered at 800nm is split into two beams. One beam is directed onto the PC emitter
antenna and the other onto the detector.
Diverging THz radiation from the emitter antenna is coupled into free space by a hyper-
hemispherical silicon lens placed on the surface of the emitter. The Thz pulse is then
optically chopped for detection purposes, collimated by a 90o parabolic mirror, and focused
onto a sample. The beam transmitted through the sample is then focused onto the detector
antenna through the inverse process.
The two 800nm beans act as ultrafast switches for the PC antennas. A variable delay
stage added to one of the beam paths is used to adjust the timing between the two beams
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Figure 4.8: Schematic of a Photoconductive THz Time Domain Spectroscopy Experiment.
such that the detector “gate” beam arrives at the antenna at the same time as the THz
beam. In this configuration, the current from the detector is proportional to the peak
electric field of the THz pulse. By changing the timing between the two beams the leading
and trailing parts of the THz pulse can be similarly measured, mapping out the entire
waveform of the THz pulse. Sample THz waveforms for both a polyimide MM sample and
an air reference are shown in Fig. 4.9a. The waveforms can then be Fourier transformed
to produce a THz spectrum, as shown in Fig. 4.9b. The air spectrum can then be used to
normalize the MM transmission spectrum, as shown in Fig. 4.9c.
This process is known as referencing and the air scan as a reference scan. Referencing
removes the effects of any non-important materials in the THz beam path, including sys-
tem optics. Thus, proper choice of a reference measurement is critical for accurate data
collection. In general, the response of any material in the beam path that is not part of
the sample should be included in the reference measurement. For example, if the sample of
interest is a MM array fabricated on a GaAs substrate and the substrate is not of interest,
then the proper reference is an air spectrum, but instead a spectrum of a bare GaAs wafer.
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Figure 4.9: Experimental THz-TDS data. (a) Measured time domain transmission signals
for a polyimide MM sample(blue) and air reference(Green). (b) Fourier transforms of the
sample and reference transmission signals. (c) MM transmission spectrum, normalized to
the reference spectrum.
4.4.3 Terahertz Generation through Nonlinear Frequency Mixing
PC THz-TDS systems have many benefits, including stability, relatively high-bandwidth,
and high signal to noise. However, recent directions in both high field THz spectroscopy
at large and nonlinear MM research in particular require THz pulses with electric field
strengths several orders of magnitude higher than what PC emitters can produce. The non-
linear MM work presented in Chapter 7 is one example of such a nonlinear study requiring
THz pulses with peak fields on the order of 100kV/cm, four orders of magnitude higher
than a peak pulse field from a PC antenna. Accordingly, we will close this chapter with an
overview of a second method of THz pulse generation and detection, more suited to high
field generation.
In linear optical materials, the electric polarization scales linearly with the applied
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electric field:
P (t) = χE(t) (4.20)
On the other hand, in nonlinear optical materials the electric polarization contains terms
that scale with higher powers of the electric field:
~P (t) = χ1 ~E(t) + χ2E
2(t) + χ3E
3(t) + . . . (4.21)
Here χ2 and χ3 are known as the second and third order electric susceptibility, respec-
tively. The presence of these terms in the susceptibility result in host of interesting optical
phenomena, including harmonic generation, sum and difference frequency generation, and
optical parametric amplification. [142]
In the context of THz-TDS, the nonlinear χ2 materials ZnTe and LiNO3 provide a sec-
ond method of THz generation through difference frequency mixing (DFG). In this method,
an amplified 800nm laser pulse passes through a nonlinear medium. The different frequency
components of the laser pulse are mixed by the χ2 term in the susceptibility, producing sum,
difference, and second harmonic components that propagate out of the crystal.
The difference term is what interests us here. Consider a standard Ti:Sapph laser pulse
with frequency content between 760nm (395THz) and 820nm (366THz). The difference
between any two frequencies contained in this pulse is on the order of 1 − 10THz. Thus,
nonlinear crystals provide a second way to produce transient THz radiation using a Ti:Sapph
laser pulse. [143]
THz generation by DFG is limited by low conversion efficiencies in the χ2 crystal. For
instance, in the near-IR to THz conversion efficiency is below 1%. Additionally, velocity
mismatch between the THz and near-IR light in the ZnTe crystal will cancel any gain in
conversion efficiency produced by using a thicker crystal.
For these reasons ZnTe THz systems are limited to field strengths not much higher than
PC systems. However, the use of tilted pulse fronts and LiNO3 crystals allows for better
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velocity matching in the nonlinear crystal. [144] Using this idea, THz peak field strengths
as high as 1MV/cm can be produced, opening the door to high field and nonlinear THz
spectroscopy. [51, 84]
Detection of THz pulses in nonlinear THz-TDS systems makes use of another nonlinear
optical phenomenon. The THz pulse to be detected is propagated through a nonlinear ZnTe
crystal collinear with an 800nm pulse. The relatively slowly varying THz field induces a
polarization rotation in the faster 800nm pulse. This is known as the Pockels effect. [143]
After passing through the nonlinear crystal, the 800nm pulse is elliptically polarized
with a quarter-wave plate, sent through a polarizing beam splitter, and the two resulting
beams are directed onto two photodiodes. Assuming no THz pulse and thus no Pockels
effect, the signal from both diodes is equal. Thus, the difference in signal between the two
diodes is proportional to the strength of the THz field. The entire waveform of the THz
pulse can then be mapped out by changing the relative timing between the THz and optical
pulses in the detection crystal.
4.5 Moving Forward
This completes our review of the numerical and experimental methods used to study THz
MMs and the review sections of this dissertation. In the chapters that follow, the methods
presented in this chapter are used in three original studies of MM systems. Each study
will highlight a different aspect of coupled MM designs, as outlined in Chapter 2, showing
how interactions in MMs can produce structurally tunable resonances, structurally tunable
oscillator strength and electric field enhancement, and novel nonlinear optical behavior.
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Chapter 5
Structurally Tunable Metamaterial Resonances
5.1 Introduction
We saw in §3.1 that structural manipulation of the interactions in a MM unit cell can give
rise to a tunable transmission response and that this response can be tuned electronically
through the use of MEMS technology. In particular, we focused on the broadside coupled
SRR (BC-SRR) [38], discussing its high structural tunability [72, 74] and its ability to
eliminate parasitic bianisotropic effects at the unit cell level [40].
At the time of this writing, the majority of research on the tunable transmission char-
acteristics of BC-SRRs has focused on symmetric BC-SRRs where both component rings
have identical resonance frequencies [72, 73]. Only one exception, a small subsection of [70],
is known to the author. There are,however, several ways in which broadside coupled res-
onators become effectively asymmetric, meaning that the two resonators have different
resonant frequencies. For example, the presence of a substrate will break symmetry and
induce bianisotropy into any metamaterial design [49] including planar BC-SRRs. It is also
possible to create asymmetric BC-SRRs (ABC-SRRs) by varying the relative geometrical
parameters (and hence capacitance and inductance) of the SRRs that comprise the BC-
SRR unit. Given the multiple ways in which asymmetry can be introduced into coupled
resonators (either on purpose, or spuriously) systematic research into the electromagnetic
properties of ABC-SRRs is vital to gain a more complete understanding of structurally
tunable BC-SRR MMs.
In this chapter, we expand on the results of previous work on symmetric BC-SRRs [72,
73] by investigating how an in-plane, lateral shift (see Fig. 5.1) between the two elements
comprising an ABC-SRR affects the response of the metamaterial as a whole. This is accom-
69
plished by fabricating stand-alone ABC-SRR structures in polyimide where the asymmetry
is defined by the difference in the gaps widths (∆g) in the two resonators. For a given
∆g, the lateral shift is varied and the resulting electromagnetic response experimentally
measured using terahertz time-domain spectroscopy (THz-TDS).
The electrically active ABC-SRR MMs (i.e. resonant under excitation by the THz
electric field) exhibit a large redshift in the fundamental mode as a function of increasing
lateral shift between the SRRs. This effect is due to the shift-induced change in near-field
coupling between the SRRs comprising the ABC-SRRs [66, 72]. Of particular significance,
a second resonance appears for shifts greater than 0.375Lo where Lo is the side length of
the component SRRs (Fig. 5.1). This dramatic change of behavior arises as the ABC-
SRR transitions to a decoupled state for large shift values, defined as a state where the
component SRRs respond to incident radiation as separate, individual resonators. Full-wave
electromagnetic simulations confirm this explanation. This behavior is in stark contrast to
the behavior of a symmetric BC-SRR, which shows only one coupled mode for all shift
values up to 0.75Lo [72]. We conclude the chapter by providing intuitive coupling models
for this new behavior.
5.2 Sample Fabrication
The design of the ABC-SRR structures is outlined in Fig. 5.1. The unit cell of the metama-
terial is composed of two square SRRs separated by a 5µm polyimide substrate (r = 2.88
loss-tangent tan(δ) = 0.0313). The rings are rotated 180o relative to each other, producing
a ”broadside coupled” configuration (Fig. 5.1). Both rings are then covered with a 5µm
polyimide superstrate. The dimensions of an individual ring are shown in Fig. 5.1c. The
unit-cell periodicity is P = 60µm, metallization side-length Lo = 40µm, metallization width
w = 11µm, front gap width g = 2µm, and the back gap width varies from 4µm to 16mum
in 4µm steps. The lateral shift (Lshift) between the two rings (Fig. 5.1d) varies from 0µm
to 25µm in 5µm steps. The dimensions are such that a 30µm shift is equal to a shift of
half a unit cell. For purposes of comparison, single layer SRR samples with varying gap
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Figure 5.1: (a) Photograph of unshifted ABC-SRR array. The front gap is g = 16 m, while
the back gap is gback = 2 m. (b) Photograph of shifted ABC-SRR array. The dimensions
are the same as in (a). (c) Top-down schematic of ABC-SRR unit cell, showing the top ring
and relevant dimensions. (d) Perspective view of ABC-SRR unit cell showing the direction
of lateral shifting and the polarization and direction of the terahertz signal used to excite
the MMs.
widths were fabricated along with the ABC-SRR structures. All samples were fabricated
using conventional photolithography as described in detail in Ref. [72].
5.3 A New Resonance Appears
Following fabrication, the metamaterials were characterized using terahertz time-domain
spectroscopy (THz-TDS). The radiation was normally incident and oriented such that the
electric field was parallel to the sides of SRRs with the capacitive gaps. This ensures that we
are exciting the structures via the electric field and not the magnetic field since the incident
magnetic field does not thread the SRRs (Fig. 5.1d). The transmission as a function of
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frequency for structures with 0µm lateral shift and 25µm lateral shift are shown in Fig.
5.2b and 5.2c, respectively. For each lateral shift, the data is shown for ∆g = 2, 6, 10, and
14µm. For the unshifted case (Fig. 5.2b) a single resonance is observed, blue shifted from
the uncoupled resonances of the individual component SRRs presented in Fig. 5.2a. For
easy comparison, the transmission spectrum of a single SRR with g = 2µm is included in all
plots of Fig. 5.2 (dashed curves). This blueshifted resonance corresponds to the expected
electrical resonance of a BC-SRR. This mode involves circular currents distributions in the
component SRRs, circulating clockwise in one SRR, and counterclockwise in the other SRR.
This resonance behavior is described in detail in Ref. [72].
In contrast, in the 25µm shifted case (Fig. 5.2c), two modes are excited. A strong
electrical resonance now appears at frequencies lower than the bare single element SRR
resonance frequencies (i.e., see Fig. 5.2a), and the second resonance appears at frequencies
higher than the uncoupled resonance frequencies. The oscillator strength of this second
resonance depends on the asymmetry between the SRRs, growing larger with increasing
∆g. One possibility is that this second mode is the ABC-SRRs other, magnetic mode,
excited through the bianisotropy inherent in the asymmetric resonator design. Such a
mode consists of circular currents in the SRRs, that now circulate in the same direction in
both rings [72].
However, this is not the case. If it were, one would expect a resonance of approximately
equal strength to appear at lower frequencies for shifts smaller than Lshift/Lo = 0.375
as well [73]. In the following, it is demonstrated that the appearance of the second mode
arises as the individual SRRs comprising the ABC-SRR unit cell start responding to incident
radiation separately, as individual, uncoupled resonators. Summarizing the results of Fig.
5.2, for unshifted resonators (Fig. 5.2b), varying ∆g causes no significant effects on the
electromagnetic response. In contrast, for shifted resonators (Fig. 5.2c), Lshift > 0.375Lo),
a new mode appears for ∆g > 0µm, with a magnitude that increases with the magnitude
of ∆g. In order to shed light on the phenomena involved, the electromagnetic response of
the ABC-SRRs was modeled using the frequency solver in CST Microwave Studio. The
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Figure 5.2: (a) Experimental transmission spectra for single-layer SRRs for varying ca-
pacitative gap widths. (b) Experimental transmission spectra for ABC-SRRs with varying
gap differences. (c) Experimental transmission curves for the corresponding 25µm shifted
ABC-SRRs. For comparison, the black dashed curve shows the experimental transmission
spectrum for a single, uncoupled SRR with g = 2µm.
simulated transmission vs. Lshift for multiple values of ∆g are presented and compared
with experiment in Figure 5.3. As the figure demonstrates, two resonances are excited for
shift values greater than 0.375Lo, and the strength of this resonance increases as ∆g is
increased.
5.4 Structural Transition to a Decoupled System
There are several common approaches used to model the behavior of a BC-SRR or other
coupled metamaterial systems. Coupled mode theory [66] is perhaps one of the most familiar
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and accessible approaches. In addition, a mode hybridization model for coupled plasmonic
systems and metamaterials [145] provides illuminating analogies to systems in other fields
of study, including chemistry [29]. Ekmekci et al. [72] proposed a consistent, third coupling
model for a BC-SRR, based on mutual capacitance and inductance, that has provided an
intuitive and direct approach for the study of shifted BC-SRR systems. Below, we follow
this third approach. Consider the trend of the single mode for Lshift < 0.375Lo. This
primary mode of the structure moves to lower frequencies as Lshift is increased. This is
due to the shift-induced change in mutual capacitance and inductance between the two
SRRs. For Lshift = 0µm, the mode is blueshifted from the bare resonance of a lone SRR
due to capacitive and inductive coupling between the rings. The mutual inductance starts
out negative and increases with shift. The mutual capacitance also increases with shift,
since the positive charge distribution of one SRR is moved closer to the negative charge
distribution on the other SRR. Thus, as the SRRs are shifted laterally, the total capacitance
and inductance will increase, decreasing the resonance frequency since ωo ∝ 1/
√
LC. The
resulting effect on this mode is to redshift until it undergoes an avoided crossing with the
magnetic resonance of the structure (not excited in the experimental configuration at normal
incidence) at 0.375Lo.
For further shifts, two resonant modes couple to the THz electric field. The lower
frequency resonance redshifts until Lshift = 0.75Lo. The higher frequency resonance ex-
periences a slight blueshift over the same range. For shifts greater than 0.75Lo, the SRRs
begin to overlap with the SRRs from neighboring unit cells, resulting in the reverse process
with a corresponding blueshift for the low frequency mode and a corresponding redshift
for the high frequency mode back to the resonance positions for Lshift = 0.375Lo. For
even larger shifts, the ABC-SRR transitions back to single mode behavior, with the mode
blueshifting back to the resonance position at Lshift/Lo = 0.
The appearance of the second high frequency mode for Lshift/Lo > 0.375 is present only
for large shift values, and has an oscillator strength strongly dependent on the asymmetry
between the SRRs (Figs. 5.2b and 5.3), signaling the onset of new behavior not observed
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Figure 5.3: Simulation results showing transmission (in dB) curves vs shift for (a) 2µm,
(b) 4µm, (c) 10µm, and (d) 14µm gap differences. Shift distances are normalized to the
side length of the SRRs, Lo. Asterisks denote the experimental 7dB points and are included
to show correspondence of simulation with experiment.
in previous work focusing solely on symmetric BC-SRRs. Further insight into the physical
mechanism behind the appearance of this higher frequency resonance becomes apparent by
considering the response of an ABC-SRR structure with a larger unit cell.
In this case, we have doubled the size in the y direction to create a rectangular unit cell
with Py = 2Px = 120µm while leaving all other SRR dimensions the same. This change
will increase the space between each ABC-SRR and its nearest neighbor in the direction of
Lshift. Figure 5.4a shows the simulated transmission response of such a structure. Since
the SRRs can now be shifted without overlapping with a resonator from another unit cell,
we can investigate the continuing trend in the response for Lshift > 0.75Lo (30µm). Figure
5.4a shows that the two resonances which appear at Lshift = 0.375Lo(15µm), trend to
the uncoupled, bare resonance frequencies of the individual SRRs. Fig. 5.4b shows the
magnitude of the on-resonance surface current densities in both SRRs for Lshift = 0µm.
The spatial current distribution in the SRRs in Fig. 5.4b is characteristic of the lowest order
resonant mode of a BC-SRR, indicating that the two SRRs are responding to the incident
electrical excitation as one, strongly coupled resonator in this regime.
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Figure 5.4: (a) Simulation results showing transmission curves (in dB) vs lateral shift for
an ABC-SRR with a 14µm gap difference in a rectangular unit cell lattice (Py = 2Px =
120µm). All other dimensions are the same as in the previous structures. The dotted lines
at ω1 and ω2 correspond to the uncoupled resonance frequencies of the smaller gap SRR
and the larger gap SRR, respectively. (b) Resonance surface current density in arbitrary
units in both SRRs for Lshift = 0. (c) Resonance surface current density in arbitrary units
in both SRRs for Lshift = 1.5Lo and f = 0.8THz (d) Resonance surface current density in
arbitrary units in both SRRs for Lshift = 1.5Lo and f = 1.1THz.
When Fig. 45.4b is compared to Figs. 5.4c and 5.4d, significantly different behavior
is observed. Figs. 5.4c and 5.4d show the surface current densities in both SRRs for
Lshift = 1.5Lo at f = 0.8THz and f = 1.1THz, respectively. It is apparent that the
0.8THz resonance is driven by currents excited predominately in the small gap SRR, while
the 1.1THz resonance is driven by currents excited predominately in the large gap SRR.
When Lshift is increased beyond 0.375Lo, the system trends to a state where the individual
SRRs respond to incident radiation as separate elements. Thus, there are two resonant
modes, with frequencies determined by the sub-geometry of the individual SRRs and not
their relative lateral displacement.
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The SRRs are now effectively individual, decoupled resonators for Lshift/Lo > 0.375.
Note that the spatial current density in the SRRs shown in Fig. 5.4b is nonuniform. The
regions of lower current density in the SRR might appear, upon initial inspection, to be
nodes in the current density distribution. This would indicate higher order SRR modes
being involved in the coupled response since this behavior is not expected in the two lowest
frequency resonances of a BC-SRR. However, the direction of the current in the SRRs,
while not included in Figure 5.4 for the purposes of clarity, remains the same across the
entire surface of each SRR, indicating that the regions of low current density are not true
nodes in the SRR current. Since the SRR current flows in the same direction at all points
around each SRR, only the lowest order LC modes of the individual SRRs are involved in
the coupled response.
5.5 Conceptual Models for the Decoupling Transition
Many aspects of the shifted ABC-SRRs two-mode response become intuitive when the
conceptual models of [72, 73] are applied. The capacitive coupling depends on the charge
distribution in the individual SRR gaps and the SRRs lateral displacement [72]. As the gap
in a ring is made larger, the charge buildup in the SRR gap will decrease in magnitude. This
effectively lowers the capacitive coupling between the SRRs, making the SRRs more prone
to decoupled behavior for larger ∆g. This explains the ∆g dependence for the strength of
the higher frequency resonance. Indeed, this behavior is entirely consistent with a coupled
oscillator model for the ABC-SRR. Increasing Lshift will decrease the electromagnetic cou-
pling between the resonators. The coupling is also lowered by increasing ∆g as discussed
above.
The simplest analogy comes in the form of two block/spring systems with spring con-
stants, k1 and k2 coupled via a third spring with spring constant κ. For κ << k1, k2 (low
coupling between the oscillators) the two systems will tend to oscillate separately, at their
own uncoupled resonance frequencies. Thus, for sufficiently large ∆g, the spring system will
oscillate at two easily distinguishable uncoupled modes. In this view, while this behavior
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has not been seen before in BC-SRRs, it is no surprise the resonators tend to decouple with
increasing shift and that two resonances appear for sufficiently high ∆g.
The onset point of the crossover can also be understood conceptually. As the two SRRs
are shifted laterally, the magnetic and electric coupling parameters defined in Ref. [73] both
become zero for a shift value corresponding to Lshift = 0.375Lo in this work. It is at this
point of minimum interaction where the ABC-SRRs are able to transition from coupled
to decoupled behavior and the two-mode state appears. As the two SRRs are shifted
beyond Lshift = 0.375Lo, the coupling parameters briefly increase before asymptotically
approaching 0 as the ABC-SRRs are shifted infinitely far apart. This increase in coupling
gives rise to a transition region between the one and two-mode states. In this region, clearly
visible in Fig. 5.3 and 5.4a, two resonances appear but still shifted slightly from the bare
SRR resonance frequencies. Finally, while this decoupling transition was not observed in
the previous studies on symmetric BC-SRRs [72, 73] the results presented in this letter
are consistent with previous work. For the symmetric (∆g = 0µm) BC-SRR structures
considered previously, decoupled behavior is not observed for two reasons. First, the two
uncoupled resonators are degenerate, allowing for only one electric mode at all shift values.
Additionally, as the previous work focused on square unit cells with small periodicity, it
was impossible to shift the BC-SRRs out of the transition region discussed above. The net
effect is a resonant response with one mode that exhibits coupled behavior for all accessible
values of Lshift.
5.6 Summary
In summary, we investigated the response of asymmetric BC-SRRs (ABC-SRRs) under lat-
eral shift using terahertz time domain spectroscopy and numerical simulations. We observe
a transition from a one resonance state to a two resonance state for shift values larger than
Lshift/Lo = 0.375 where Lo is the side length of an SRR. For lateral shifts lower than this
value, the ABC-SRRs act as one coupled resonant element. Above this value, the compo-
nent SRRs respond to incident radiation as separate, uncoupled resonators, as evidenced by
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the simulated on-resonance surface current densities. This behavior is consistent with the
previously published results for symmetric BC-SRR structures and can be explained using
similar conceptual models. As substrate induced bianisotropy, fabrication error, and other
effects can conspire to make symmetric BC-SRRs effectively asymmetric, these results pro-
vide a description of ABC-SRR behavior essential for complete understanding of BC-SRR
based metamaterials.
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Chapter 6
Structurally Tunable Metamaterial Oscillator Strength and Electric Field
Enhancement
6.1 Introduction
In the last chapter, we saw one example of how manipulating electromagnetic interactions in
MMs can produce tunable MM far-field properties. Chapter 3 discussed how such far field
properties can be electronically controlled and tuned in real-time. Though quite astounding
in their own right, these examples highlight only one subset of tunable MM properties. MMs
are useful not only for engineering far-field optical behavior like that discussed above but
also allow for the design and control over microscopic charge and current distributions.
These near-field properties form the cornerstone for a second category of MM research,
specifically based around engineering local fields inside a MM unit cell. For instance, the
on-resonance charge distributions in the capacitive gaps of a split ring resonator (SRR)
MM [8, 40] create localized regions inside the MM where the electric field of incident resonant
radiation is greatly enhanced. These regions of electric field enhancement (EFE), when
combined with complex material substrates and high intensity radiation sources, allows for
the creation of nonlinear MM responses [57, 63] and MM applications in high field, nonlinear
spectroscopy [35].
Promising results and applications for MMs exist on all fronts [18, 19]. However, the
static nature and limited functional bandwidth of most MM designs present large challenges
for MM engineering. Many applications in both the near-field and far-field regimes require
broadband functionality and dynamic control of MM near field and far field properties.
In this chapter, we investigate structural tuning of MM near field properties. Specifically,
we look at a dual layer terahertz MM with structurally controllable oscillator strength and
EFE. Our MM design consists of an SRR array placed above an array of closed conducting
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Figure 6.1: (a) SRR schematic with dimensions. (b) Perspective representation of the
unit cell of a stacked SRR/CR metamaterial including the excitation direction and polar-
ization. (c) and (d) Top-down photographs of SRR/CR MM samples with varying lateral
displacement, i.e., varying Lshift, between the SRR and CR arrays.
rings (See Fig. 6.1). An in-plane lateral displacement between the SRR and closed ring
arrays results in an increase to the MM oscillator strength by a factor of 4 and a 40%
change in the on-resonance EFE in the capacitive gaps of the SRRs. We present terahertz
time domain spectroscopy (THz-TDS) measurements and numerical simulations to confirm
these results. We show that the observed electromagnetic response in this MM is the result
of image charges and currents induced in the closed rings by the SRR.
6.2 Sample Fabrication
Photographs and a dimensioned schematic of our MM are presented in Fig. 6.1. The unit
cell of the MM consists of a square SRR placed above a closed metallic ring (CR) of equal
size. The SRR and CR are separated by a 5µm polyimide substrate (r = 2.88, loss-tangent
tan(δ) = 0.0313). Both rings are then covered with a 5µm polyimide superstrate. The
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unit-cell periodicity is P=60µm, SRR and CR side-length Lo = 40µm, metallization width
w = 11µm, and SRR capacitive gap width g = 2µm. The lateral shift (Lshift) between
the SRR and CR varies between samples from 0µm to 30µm. The dimensions are such
that a 30µm shift is equal to a shift of half a unit cell. All samples were fabricated using
conventional photolithography as described in detail in Ref. [72].
6.3 Tunable Far Field Behavior
THz-TDS measurements were performed to characterize the MM response. The broadband
THz pulse, with electric field polarized across the SRR capacitive gap as in Fig. 6.1(b),
excited the SRR via the THz electric field. The resulting transmission spectra are shown in
Fig. 6.2(a). A transmission minimum, corresponding to the SRR LC resonance is distinctly
visible in the data. The resonance transmission minimum shows a strong dependence on
Lshift, decreasing by 50% from Lshift = 0µm to Lshift = 30µm. Variations in Lshift also
cause small changes in the center frequency of the resonance. This is due to changes in
the local environment of the SRR (and thus the lumped capacitance and inductance of the
MM) as the CR is moved away from the SRR. The large frequency shifts seen in similar MM
structures, i.e. the shifted broadside coupled SRR (BC-SRR) [72, 73], are not seen in this
case because the CR is not resonant in the bandwidth of interest and no mode hybridization
occurs [66].
6.4 Tunable Near Field Behavior
To further investigate the Lshift dependent MM response we performed numerical simula-
tions of the SRR/CR structure in CST Microwave Studio. Simulated transmission spectra
are presented alongside the experimental results in Fig. 6.2(b). The excellent correspon-
dence between simulation and experiment allows for a more detailed analysis of the MMs
internal behavior. Combining the simulated data with established parameter extraction
techniques [45] reveals that the shift dependent transmission minimum corresponds to a
changing MM oscillator strength. The extracted real part of the MM permittivity is shown
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Figure 6.2: (a) Experimental THz-TDS transmission spectra for the SRR/CR MM for
varying values of Lshift. (b) Simulated transmission spectra for the SRR/CR MM obtained
via CST Microwave Studio.
in Fig. 6.3(a) and is well described by the real-part of a Lorentzian function as shown in
Eq. 6.1, where ∞ is the high frequency permittivity, ωo is the resonance frequency, γ is
the damping frequency, and F is the oscillator strength.
(ω) = ∞ − Fω
2
o
ω2o + iγω + ω
2
(6.1)
The on resonance maximum of the Lorentzian permittivity curves depends strongly on
Lshift, suggesting that F depends on the relative lateral displacement between the SRR
and CR. The MM also has a magnetic response due to the inherent bianisotropy of the
SRR. [40] However, this response is much weaker than the electric response of the MM
since the incident THz radiation does not couple to the SRR through the magnetic field in
this experimental geometry.
The EFE inside the SRR capacitive gap is also strongly dependent on Lshift. Fig. 6.3(b)
plots the simulated EFE at the center of the SRR capacitive gap vs. frequency, calculated
using a local field probe in the CST transient solver, for varying values of Lshift. The
on-resonance EFE increases considerably, changing by 40%, as Lshift increases from 0µm
to 30µm.
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Figure 6.3: Extended analysis of the SRR/CR response via simulation and parameter
extraction techniques. (a) Real part of the extracted permittivity of the SRR/CR MM for
varying values of Lshift. (b) Simulated resonant EFE in the SRR capacitive gap for varying
values of Lshift. The EFE increases with increasing Lshift. (c) Magnitude of the induced
current in the CR for varying values of Lshift. The CR current decreases with increasing
Lshift. (d) Comparison of MM oscillator strength and CR current vs. Lshift.
Notably, while the CR does not have a resonance in the bandwidth of interest, currents
are still induced in the CR through interactions with the SRR. A measure of this CR
current, computed by integrating the current flow through a cross-section of one of the CR
legs, is plotted in Fig. 6.3(c). Care must be taken when interpreting this scalar measure of a
non-uniform vector current distribution. In general, the quantitative values of the currents
in Fig. 6.3(c) will depend on the position of the integration plane in the CR legs. Yet,
this current measure can still provide two qualitative insights into the origin of the MMs
shift dependent properties. Specifically, it is clear that the CRs induced current resonates
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Figure 6.4: Coupling model for interactions between the SRR and the CR. (a) The SRR’s
resonant electric dipole moment, PSRR, induces an image dipole PImg in the CR. These
dipole moments are nearly equal in magnitude and opposite in direction for Lshift = 0µm,
resulting in a small PNet. (b) Shifting the CR away from the SRR decreases the coupling
between the SRR and CR, reducing the size of PImg, which increases PNet. A larger PNet
leads to a larger oscillator strength and EFE.
at the SRR LC resonance frequency and decreases in magnitude with increasing Lshift.
Fig. 6.3(d) plots both the peak value of the CR scalar current and the magnitude of the
MM oscillator strength, computed by fitting the extracted MM permittivity to Eq. 6.1, vs.
Lshift. In fact, the oscillator strength increases by roughly a factor of 4 as the closed ring
current decreases following a roughly inverse trend.
6.5 Coupling Model for the Tunable Behavior
The behavior of the induced CR current suggests that interactions between the SRR and
CR are responsible for the Lshift dependent properties of this MM. A schematic model of
the interactions between the SRR and CR is presented in Fig. 6.4(a) and 6.4(b). Consider
the case for small values of Lshift. The CR sits directly above the SRR, as shown in
Fig. 6.4(a). An incident terahertz electric field, polarized across the SRR capacitive gap
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will excite circulating currents in the SRR, creating resonant electric and magnetic dipole
moments in the SRR. For electrical excitation, as in this experiment, the oscillator strength
and in-gap EFE of the MM are both directly proportional to the strength of the net induced
electric dipole moment, Pnet, within the MM unit cell.
The CR affects the oscillator strength and EFE by acting as a plane for image charges
and currents. The SRR resonant electric dipole moment, labeled PSRR in Fig. 6.4, induces
image charges in the CR. These resonant image charges form an image dipole moment,
PImg, pointing opposite to PSRR. Additionally, the oscillating image charges induced in the
CR result in associated image currents in the CR that oscillate in the opposite direction
as the currents in the SRR. This is the current discussed above in Figs. 6.3(c) and 6.3(d).
Figure 6.5 shows the simulated resonant current distributions in the CR for different values
of Lshift compared to the resonant current distribution in the SRR. The mirror effect of
the CR can clearly be seen as Lshift is increased from 0µm in Fig. 6.5(b) to 30µm in Fig.
6.5(e).
Since PSRR and PImg act in opposite directions, the magnitude of the net MM dipole
moment is determined by PNet = PSRR − PImg. When the CR is shifted away from the
SRR, as depicted in Fig. 6.4(b), the SRR is no longer directly above the CR image plane.
Thus the dipole moment is no longer completely reflected in the CR, resulting in a smaller,
PImg. Thus, increasing Lshift reduces PImg resulting in an increased PNet which, in turn,
increases both the MM oscillator strength and the in-gap EFE.
6.6 Comparison to Similar Metamaterial Systems
It is important to note that though the SRR interacts with the CR to induce image charges
and currents in the CR, the SRR is not coupling to one of the CR resonant modes. The
CR has two resonant modes in the vicinity of the SRRs LC resonance. [146] The first is a
static, uniform current mode at 0THz. The second mode is the dipole mode at 2.5THz for
the dimensions used in this study. The lack of a capacitive gap means that the CR does not
have a LC resonant mode. The current distributions in Fig. 6.5 show that the CR current
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densities do not represent either of the possible modes of the CR, but instead image the
resonant currents of the SRR.
The response of a similar MM system provides additional support for this explanation.
This system is shown schematically in Fig. 6.6(a). In this case, the SRR is placed above a
square gold plate. If the mirror plane explanation is correct, the SRR/Square system and
the SRR/CR system should have nearly identical transmission responses. Fig. 6.6(c) shows
the simulated transmission response of this MM for varying values of Lshift. By comparing
these results to those for the CR system in Fig. 6.2, we see that the two systems do indeed
have nearly identical transmission responses.
Additionally, if the effects discussed above were the result of mode coupling [66] between
the SRR LC mode and a CR dipole mode, a large, unidirectional frequency shift in the MM
resonance mode would be present in the data. Considering a third coupled MM system
shows that mode coupling to the CR is not involved. In this third system, the SRR is
placed above two dipole resonators, as shown in Fig. 6.6(b). The dipole bars are equal
in length to the CR, and have the same dipole resonance frequency. In this case, there
is no CR static current mode, and the mirror plane effect is reduced. The SRR primarily
couples to the lowest order modes of the dipoles. The simulated transmission response for
this system is shown in Fig. 6.6(d). As Lshift is increased, a large blueshift in the resonance
is seen along with an increase in the resonance strength. If dipole coupling were a factor in
the SRR/CR system, a similar blueshift would be seen in the transmission curves shown in
Fig. 6.2.
6.7 Summary
In summary, we have demonstrated THz metamaterials with structurally controllable os-
cillator strength and electric field enhancement at THz frequencies. Using THz-TDS and
numerical simulations we investigated the electromagnetic response of a layered MM com-
posed of an SRR array above an array of closed conducting rings. Image charges and currents
induced in the closed rings via interactions with the SRR lower the oscillator strength of the
88
(a)
(b)
0.5 0.75 1 1.25 1.5
0.4
0.5
0.6
0.7
0.8
0.9
1
Frequency (THz)
Tr
an
sm
iss
io
n
 
 
L
shift=0µm
5µm
10µm
15µm
20µm
25µm
30µm
0.5 0.75 1 1.25 1.5
0.4
0.5
0.6
0.7
0.8
0.9
1
Frequency (THz)
Tr
an
sm
iss
io
n
(c)
(d)
(a)
Figure 6.6: Other similar, shifted MM systems. (a) SRR above a square conducting plate
(b) SRR above two dipole resonators. (c) Transmission response for SRR/square plate
system. (The small mode at 1.5THz is a non-physical artifact of the simulation.) Inset:
On resonant current density in the square plate. (d) Transmission response for SRR/dipole
system. Inset: On resonant current density in the dipole bars.
SRR resonance. Laterally shifting the closed ring array relative to the SRR array reduces
the reduces the image currents induced in the closed ring array, resulting in a increase to
the oscillator strength of the MM by a factor of 4 and a 40% change in the magnitude of the
SRRs in-gap electric field enhancement. The growing importance and influence of electric
field enhancement and other MM near field properties cannot be overstated, especially in
nonlinear MMs and MM spectroscopic applications. This work provides the initial steps
towards dynamic user control and tuning of these important MM properties.
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Chapter 7
Tunable Nonlinear Metamaterial Absorption
7.1 Introduction
The creation of nonlinear optics and devices has become a new frontier in metamaterials
(MMs) research. At terahertz (THz) frequencies, one promising path toward nonlinear
MMs is found by combining MMs with complex material inclusions and substrates. [35, 52]
In particular, MMs etched from superconducting films produce particularly strong nonlin-
ear electromagnetic responses, dependent on both temperature and incident electric field
strength. [122, 147]
In this chapter, we combine the ideas of MM perfect absorbers (PAs) and supercon-
ducting MMs to create a THz saturable absorber. The MM consists of an array of split
ring resonators (SRRs) etched from a 100nm YBaCu7O3 (YBCO) superconducting film
on a 500m thick LaAlO3 substrate. A polyimide spacer layer and gold ground plane are
placed above the SRRs to complete the absorber structure. Changing either temperature or
THz field strength alters the complex conductivity of the SRRs. This decreases impedance
matching in the MM, reducing the peak absorption. We use numerical simulations and
high-field THz time domain spectroscopy to characterize the MM absorption. The absorp-
tion is optimized near 100 % at T=10K and decreases to 10% at T=80K, the approximate
Tc for the YBCO SRRs. For E=20kV/cm, the peak absorption is 86%. At E=200kV/cm,
the absorption saturates to 53%, a total modulation of 39%.
The chapter begins with an overview of the theory of MM PAs, followed by a review of
the two fluid model for the complex conductivity of YBCO. Then the fabrication process
for the superconducting PA is outlined. The chapter concludes with a presentation of the
simulated and experimental absorption spectra for the YBCO MM at varying temperatures
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and incident THz field strengths.
7.2 Perfect Absorber Theory
Consider a MM slab with a complex index of refraction, n, and complex impedance, Z,
placed in a background medium with no = Zo = 1. The field transmission, t, and field
reflection, r, can be found by treating the MM slab as a Fabry-Perot etalon. The multiple
internal reflections inside the etalon each contribute to t and r. Assuming normal incidence
and summing these contributions gives [124]:
t =
[
cos (nkd)− i2
(
z + 1z
)
sin (nkd)
]−1
r = −12
(
z − 1z
)
sin (nkd)
[
teikd
] (7.1)
In order to maximize absorption in the MM slab, the reflection coefficient, R = r2, and
transmission coefficient, T = t2 must be minimized. The reflection can be minimized by
matching the MM impedance to free space, i.e. making Z = 1. In this case:
t = [cos (nkd)− i sin (nkd)]−1 = einkd = ein1kd−n2kd
r = 0
(7.2)
and
T = t2 = e−2n2kd
R = r2 = 0
(7.3)
In order to minimize T , and maximize the MM absorption, A = 1 − T − R, n2 must
be maximized. This requires simultaneous tuning of both n and Z or, equivalently,  and
µ. Thus, the unit cell of a MM absorber requires two distinct, interacting elements. One
element, usually an SRR variant, is used to determine . Interactions between the SRR and
the second element, for instance a ground plane [16] or cut wire [15] provide the magnetic
coupling needed to determine µ. Changes in the dimensions of the SRR control , while
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Figure 7.1: (a)Schematic of a reflecting perfect absorber. The gold ELC resonator sits
above a gold ground plane. The spacer material is polyimide. (b)Simulation of the absorp-
tion spectrum of the reflecting perfect absorber.
altering the distance, and thus coupling strength, between the SRR and ground plane
independently determines µ.
An example of a reflecting PA is shown in Fig. 7.1a. In this case, an ELC resonator
is placed above a gold ground plane. A layer of polyimide acts as the spacer layer. The
dimensions of the ELC resonator are such that the LC resonance falls at 1.0THz. The
spacing between the ELC and the ground plane is chosen such that (1.6THz) = µ(1.6THz),
resulting in a near unity absorption at the LC resonance frequency as seen in Fig. 7.1b.
Later in this chapter, we will see that etching the ELC resonator out of a superconducting
YBCO film results in a temperature and field dependent absorption spectrum that arises
from the YBCO’s superconducting transition. The next section provides an overview of the
conductivity properties of YBCO.
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7.3 The Complex Conductivity of Y Ba2Cu3O7
7.3.1 Two Fluid Model
In this discussion the commonly used two fluid model [123] for the complex conductivity
of superconductors will be used to describe the conductivity dynamics of YBCO. In this
model, the frequency dependent conductivity of the YBCO film arises from two separate
populations of charge carriers. One population is composed of normal state carriers that
follow a Drude dispersion. The second population comprises the carriers that have con-
densed into the superconducting state. The conductivity contributions of the normal and
superconducting fluids add together to produce the net conductivity response of the YBCO
film:
σ(ω, T ) = σDrude(ω, T ) + σSC(ω, T ) (7.4)
The superconducting conductivity term contains an imaginary 1/ω contribution that
fundamentally derives from frequency space representation of the first London Equation:
∂jsc
∂t
⇒ iωjsc = nse
2
m∗
E (7.5)
where jsc is the superconducting current density, ns the superconducting carrier concentra-
tion, e the electronic charge, and m∗ the effective mass.
Extracting the superconducting conductivity from Eq. 7.5, the two fluid complex con-
ductivity of the YBCO film becomes:
σ(ω, T ) =
ne2
m∗
[
fn(T )
τ(ω, T )−1 − iω + fs(T )
(
i
ω
+ piδ(ω)
)]
(7.6)
where n is the total carrier concentration, τ is the Drude carrier lifetime, δ(ω) is a Dirac
delta function, and fn(T ) and fs(T ) = 1 − fn(T ) are the filling fractions of normal and
superconducting carriers, respectively. The δ(ω) term is required, by Kramers-Kronig argu-
ments, to enforce causality. At THz frequencies, this DC contribution to the conductivity
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Figure 7.2: Measured (a)real and (b)imaginary parts of the complex conductivity of a
YBCO film for varying temperature between 10K and 100K. Green curves were measured
at temperatures above the superconducting transition. Blue curves were measured below
the transition. Arrows mark the trend with temperature.
can dropped.
The two fluid model, as represented by Equation 7.6, is valid only for frequencies be-
low the superconducting gap. This is because the conductivity above the gap frequency if
influenced by photons breaking cooper pairs. This adds a third term to the complex con-
ductivity for energies above the superconducting gap which is not included in the two-fluid
model. Since the gap energy of YBCO Egap ≈ 40− 50meV [148] is well above the energies
of THz photons, the two fluid model is valid at THz frequencies for YBCO. [149]
7.3.2 Experimental Conductivity Measurements
The YBCO film used in this experiment has a thickness of 100nm and was grown on a
10mm x 10mm x 500µm thick LaAlO3 (100) substrate. The superconducting transition
temperature was measured to be Tc ≈ 70K.
Before MM fabrication, the YBCO film was characterized using THz-TDS. The mea-
sured real and imaginary parts of the conductivity at varying temperature are shown in
Fig.7.2a and 7.2b. Both the real and imaginary conductivities follow trends that qualita-
tively agree with the two-fluid model description.
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At the lowest temperatures below the superconducting transition, the real part of the
conductivity drops to very low values and the imaginary part develops a large 1/ω diver-
gence. As the temperature is increased, carriers start to shift from the superconducting
to the normal state, increasing the normal carrier filling fraction fn(T ) and decreasing
fs(T ) = 1 − fn(T ). Accordingly, the real part of the conductivity increases with T until
T = Tc and the 1/ω divergence slowly disappears. Above Tc, increasing T decreases τ in
Eq. 7.6, lowering the real part of the conductivity.
7.3.3 Field Dependence of YBCO Conductivity
Along with the well known temperature dependence, the YBCO film’s complex conductivity
is also affected by incident radiation. This results in a field dependence to the MM’s optical
response. This affect can be seen in the NbN MM of Fig.4.3, where a THz photon above the
SC gap frequency breaks cooper pairs and increases the filling fraction of normal carriers in
the NbN SRRs. [122]
Importantly, this affect is also seen in polycrystalline YBCO films, even though the
gap energy of YBCO is much higher than Thz photon energies. [150] This is due to the
non-uniform, d-wave symmetry of the YBCO SCing gap. A THz photon incident on a
polycrystalline YBCO film has an equal probability of exciting a Cooper pair with a wave-
vector, k, in any direction in momentum space, including directions where the SCing gap
energy is significantly lower than the THz photon energy. Thus, YBCO can be used to create
high-Tc superconducting MMs with strongly field-dependent, nonlinear optical responses.
[147, 151]
7.4 Metamaterial Absorber Fabrication
After characterization, the YBCO film was etched into an array of ELC resonators using the
lithographic wet etching technique from Ref. [128]. In this case, the YBCO film is directly
covered with a photoresist layer. The resist is exposed to pattern a SRR array, etched with
a 0.1% solution of nitric acid and rinsed with deionized water. The remaining photo resist
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(a) (b)
Figure 7.3: Fabrication of YBCO ELC resonators. (a)Mask used to expose photoresist.
(b) The resulting YBCO MM array.
is then removed leaving the YBCO MM array shown in Fig. 7.3.
To complete the PA structure, a polyimide film was spin coated onto a GaAs substrate.
A 200nm layer of gold was then deposited on the polyimide to form the ground plane. The
gold coated polyimide film was then pulled from the GaAs substrate. The resulting gold
coated polyimide “tape” was then placed onto the YBCO MM array using a 200nm layer
of photoresist (PMMA) as an adhesive. Figure 7.4a shows a unit cell schematic of resulting
structure.
7.5 Experimental Characterization of YBCO Absorber
7.5.1 Experimental Geometry
The YBCO PA was characterized using high field (Eo ≈ 200kV/cm) THz-TDS in reflection.
The orientation of the ground plane relative to the YBCO resonators requires that the
incident THz beam first pass through the 500µm LaAlO3 substrate before interacting with
the MM sample. This experimental geometry is shown schematically in Fig. 7.4a.
For an incident pulse like the one shown in the blue curve of Fig. 7.4b, the substrate
acts as an etalon producing multiple pulses in the measured reflection signal. This reflection
signal is shown in the green curve in Fig. 7.4b. The first reflected pulse originates from the
front surface of the substrate and contains no information about the MM resonance. The
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Figure 7.4: Experimental geometry for THz-TDS of the YBCO absorber. (a) The THz
pulse is incident on the backside of the LaAlO3 substrate. (b) Simulated time domain
reflection signal from the YBCO absorber. The substrate acts as an etalon producing
multiple reflected THz pulses. The first reflected pulse is from the back surface of the
substrate and contains no information about the MM absorption. The red circle marks the
reflection signal measured in the experiment.
second reflected pulse, circled in red in Fig. 7.4b, originates from the MM surface. This
pulse contains the information about the MM resonance, as evidenced by the clear ringing
seen in the time domain signal.
This second pulse was the signal measured to obtain the data in the following sections.
So, the absorption measured in the results below charactize the MM’s internal absorption,
i.e. the absorption percentages shown below are calculated relative to the THz signal
transmitted into the substrate, not the total incident signal.
7.5.2 Proper Referencing
The reference sample for reflection measurments requires special consideration. For the
absorber in Fig. 7.1 above, a gold mirror, placed at same point in the beam path as the
surface of the PA would suffice as a reference.
However, in the case of the YBCO absorber, the substrate acts as an optical element
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in the beam path, adding a longer path length, phase shift, and dispersion to the reflected
signal compared to the gold mirror. A proper reference for this system requires a similar
optical path length and dispersion.
To solve this problem a separate reference sample was fabricated. The reference sample
was made by spin coating a polyimide layer onto a bare LaAlO3 substrate. A gold layer
was then deposited on top of the polyimide layer to act as a mirror. The reference sample
then mimics the optical dispersion and path length of the PA sample, but does not contain
the 100nm YBCO MM layer.
7.5.3 Temperature Dependence
The YBCO PA sample was cooled with liquid He and reflection spectra were measured
for varying temperatures between 10K and 90K. Since the THz transmission through the
ground plane is negligible, the MM absorption spectra are easily obtained from the reflection
spectra:
A(ω) = 1−R(ω) (7.7)
These absorption curves are shown in Fig. 7.5b. MM simulation results, prepared using
the YBCO conductivity curves from Fig. 7.2 are shown in Fig. 7.5a for comparison. In
both simulation and experiment, the MM absorption decreases significantly with increasing
T .
Comparison of Simulation and Experimental Absorption
In general, the overall trend of the simulated absorption curves and the experimental mea-
surments is in good agreement. In both cases, the absorption decreases by ∼ 66% as T
is increased from 10K to 90K. Both simulation and experiment also show a similar red-
shift in the absorption peak with increasing temperature. This is most likely due to the
temperature dependence of the LAO substrate and is discussed in more detail below.
There are several distinct differences in the experimental and simulated absorption
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Figure 7.5: Absorption spectra for the YBCO absorber at E = 0.1Eo ≈ 20kV/cm and
varying temperature.
curves that deserve mention. Consider first that the Q-factors of the experimental ab-
sorption curves are lower than in simulation. There are multiple effects that account for
this discrepancy. First, the frequency resolution of Fig. 7.5b is limited to 100GHz, falsely
broadening the measured absorption peak. This results from cutting out the second MM
reflection (See Fig. 7.4b) from the time domain measurement. Thus, the time domain mea-
surement is limited to a range of 10ps past the peak of the signal which limits the frequency
resolution of the fourier transform of the data to 1/10ps = 100GHz. Additionally, a layer
of PMMA needed to adhere the polyimide spacer and gold ground plane to the YBCO MM
surface. The simulation results of Fig. 7.5a do not account for this adhesive layer. This
resulted in lower impedance matching than predicted, lowering the absorption peak.
Lastly, the experimental data contains a baseline modulation not present in simulation.
This modulation is an artifact of a spurious etalon reflection in the time domain data and
is not a physical effect.
7.5.4 Field Dependence
In order to characterize the field strength dependence of the YBCO absorber, absorption
spectra were measured for varying electric field strength and multiple temperature points.
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Figure 7.6: Field dependence of the YBCO MM absorption spectrum at 10K, 40K, 70K,
and 100K. Eo = 200kV/cm.
This data is shown in Fig. 7.6
At T = 10K, increasing the value of the incident electric field saturates the YBCO
peak absorption by ∼ 40%. Though reduced, the saturable absorption effect is present for
higher temperatures below T = Tc ≈ 75K. As T is increased to 40K and then to 70K, the
saturable absorption effect follows the same trend, but with a smaller modulation range.
For T = 100K > Tc, the absorption resonance disappears entirely.
Comparison of Time and Field Dependence
The temperature and field dependence of the YBCO absorption spectra are fairly similar.
One notable difference is the absence of any redshift in the field dependent data (Fig. 7.6).
A redshift in the temperature dependent data is clearly visible in Fig. 7.5.
There are two possible explanations for this discrepancy. First, the redshift could signify
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a difference in the Drude scattering lifetime for normal state carriers created through the
breaking of cooper pairs compared to thermally induced carriers. Alternatively, a temper-
ature dependence in the refractive index of the LaAlO3 substrate could be the source of
the redshift in Fig. 7.5. More data analysis is needed to determine which, if either of these
explanations is correct.
7.6 Summary
In summary, we combined the ideas of MM perfect absorbers and superconducting MMs
to create a THz saturable absorber. The MM consisted of an array of split ring resonators
(SRRs) etched from a 100nm YBCO superconducting film on a 500m thick LAO substrate.
A polyimide spacer layer and gold ground plane were placed above the SRRs to complete
the absorber structure. Changing either temperature or THz field strength altered the com-
plex conductivity of the SRRs. This decreased impedance matching in the MM, reducing
the peak absorption. We used numerical simulations and high-field THz time domain spec-
troscopy to characterize the MM absorption. The absorption was optimized near 100% at
T=10K and decreased to 10% at T=80K, the approximate Tc for the YBCO SRRs. For
E=20kV/cm, the peak absorption was 86%. At E=200kV/cm, the absorption saturates to
53%, a total modulation of 39%. Increasing temperature to reduced the modulation depth
of the saturable absorption until, for T ≥ Tc, the absorption peak disappeared.
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Chapter 8
Conclusions and Future Directions
8.1 Summary of Thesis and Results
The idea of the “THz Gap” [20] has played a prominent role in the story of THz research.
However, the reality of the field today is that the THz gap no longer truly deserves it’s name
or reputation. Advances in THz generation, detection, and optics have opened up this once
inaccessible spectral region to both fundamental research and device engineering. [21, 22]
There is, of course, still much work to be done, especially in the areas of active THz devices,
and in near-field control of THz radiation. In both of these areas, THz MMs, especially,
actively tunable and nonlinear MMs will have a large role to play.
The central focus of this dissertation has been metamaterials at THz frequencies; their
fundamental properties, design, experimental characterization, and applications. Specif-
ically, the thesis centered on the study of electromagnetic interactions between MM in-
clusions and on creating tunable and nonlinear MM structures through control of these
interactions.
To this end, three novel MM systems were introduced. Each system was designed us-
ing full-wave electromagnetics simulations in CST-MWS, and experimentally characterized
via THz-TDS. These experiments highlighted how near-field interactions within MMs can
produce tunable, dynamic, and nonlinear MM behavior.
Initially, the focus was on the control of a MM frequency response. A variant of the
BC-SRR, the ABC-SRR, was introduced. Altering the interaction strength between the two
component SRRs in the ABC-SRR through relative displacement causes the two resonators
to decouple. This resulted in a new tunable resonance in the MM transmission spectrum.
Next, the attention shifted to control of MM microscopic field and charge distributions.
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Another variant on the BC-SRR was introduced, a simple SRR, coupled to a non-resonant
closed conducting ring. Changing the interaction strength between the SRR and the closed
ring, again through lateral displacement resulting in a 40% modulation to the MM oscillator
a change to the electric field enhancement within the SRR’s capacitive gap by a factor of 4.
Finally, the discussion turned toward the idea of tunable nonlinear MMs. The super-
conducting MM perfect absorber was introduced as an example of a coupled MM structure
with a tunable nonlinear absorption. In the superconducting absorber, interactions be-
tween a SRR, etched out of YBCO superconducting film, and a conducting ground plane
gave rise to a high absorption response. Increasing either temperature or incident THz
electric field strength alters the changes the conductivity response of the YBCO SRRs by
breaking cooper pairs. This lowers impedance matching in the absorber structure, reducing
the peak absorption. The absorption was optimized near 100 % at T=10K and decreased
to 10% at T=80K, the approximate Tc for the YBCO SRRs. For E=20kV/cm, the peak
absorption was 86%. At E=200kV/cm, the absorption saturates to 53%, a total modulation
of 39%.
8.2 Future Directions
Taken together, the results discussed in the preceding chapters provide a foundation for
future tunable THz optical devices and for new applications for MMs in spectroscopic
techniques.
The tunable ABC-SRR structure of Chapter 5 is particularly well-suited for application
to tunable and active THz optics. For instance, combining the ABC-SRR structure with
MEMS actuation technology as reviewed in Chapter 3 is one way to create a dynamically
tunable THz stop band filter or phase modulator. This experiment is currently underway.
In the longer term, the combination of MMs with complex material responses is inter-
esting not only from the perspective of THz devices and optics, but also for the study of
materials at THz frequencies. As one example, single crystal YBCO films grown along the
a-c plane can be added into MM designs. The anisotropic conductivity of the YBCO film
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can be coupled to a gold SRR MM using the taping procedure described in Chapter 7. The
resulting MM response will be highly dependent on the orientation between the MM array
and the YBCO substrate. The resulting MM response can then act as a probe of the highly
anisotropic conductivity of the YBCO film.
Electric field enhancement in MMs provides the ability to locally amplify electric fields
and can be used to design new types of high-field nonlinear spectroscopy experiments for
both solid state media and molecular compounds. Combining MM resonators and high field
THz transients with a dilute molecular medium in a liquid cell is one possible way to excite
THz nonlinearities, Raman modes for instance, in non solid-state media.
Finally, magnetic field enhancement in MM resonators (Fig. 2.4) can also be used to
convert the high electric fields of ultrafast THz pulses into high strength transient magnetic
fields. This makes possible ultrafast spectroscopic studies of transient magnetic phenomena.
As one example, SRR magnetic field enhancement can be used to convert an incident
ultrafast THz pulse into out of plane transient magnetic field that excite spin precession in a
ferromagnetic film substrate. [152] Simulations and experimental design for this experiment
using both Ni and permalloy films are currently underway.
As a second example of the utility of MM field enhancement in ultrafast spectroscopy,
consider a gold SRR array placed above a YBCO film. The MM field enhancement can
be used excite a transient out of plane magnetic field and induce vortices in the YBCO
film. Ultrafast pump-probe techniques could then be used to investigate the time-resolved
dynamics of the magnetic vortices.
Several of these experimental ideas are, of course, simplified initial generalizations of
what will surely prove to be challenging, albeit possible, experimental endeavors. However,
they serve to illustrate the fact that complex coupled metaterial systems hold as much
promise for research in fundamental experimental science as they do for optical engineering.
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