INTRODUCTION
The Z Machine 1 at Sandia is a large pulsed-power accelerator that can deliver 10-20 MA of electrical current to a short-circuit load in a pulse of controllable shape and up to 1.4-µs rise time. A planar stripline load magnetically drives shockless dynamic compression of condensed matter samples to multi-megabar pressures. Velocimetry of the samples' back surfaces can potentially provide accurate quasi-isentropes to constrain equation-of-state (EOS) models in this pressure range. Details of the stripline load configuration as well as the inverse (or iterative) Lagrangian analysis (ILA) method of extracting quasi-isentropic mechanical response, and its limitations, have been published elsewhere. 2 After briefly reviewing this earlier work, this paper will describe recent improvements to the experimental method, focusing primarily on the use of lithium fluoride (LiF) windows at high pressures, and present preliminary results from improved experiments on copper, gold, and platinum to 350-500 GPa peak stress. These materials are all relevant as pressure calibrants for high-pressure static work in diamond-anvil cells (DAC).
PREVIOUS WORK
The ILA method maps measured free-surface or window-interface velocity waveforms to the in-material velocity waveforms that would occur at the same Lagrangian measurement positions in the absence of an interface, i.e., in a much thicker sample; if the mapping is correct, then direct Lagrangian analysis of the reconstructed in-material waveforms can give the quasi-isentropic material response in apparent Lagrangian wave speed c L as a function of compression velocity u* (velocity in a simple wave). Integrating this function in the equations of motion translates material response into the plane of longitudinal stress σ x and density ρ. A single-sample variation of ILA deduces the driving magnetic field from a separate measurement of the electrode motion, uses this to simulate the sample "input" velocity at the electrode/sample interface, and iterates this simulation with ILA to convergence.
Mapping from measured to in-material velocity waveforms uses backward characteristics-based integration through the region of wave interaction, which assumes the sample has a single-valued material response. For highstrength materials, the pulse-shape-dependent free-surface reflection can cause regions of the sample to undergo local elastic unloading, and hence non-single-valued behavior. Mapping by characteristics through such regions will cause systematic deviations in apparent wave speed deduced by ILA. Analysis of synthetic (simulated) data showed that these deviations were smaller for dual-sample than for single-sample measurements, but still precluded use of available free-surface data on tantalum (Ta) above 330 GPa. At lower stress, averaging all 15 Ta experiments, each exhibiting particular systematic deviations depending on pulse shape, resulted in good agreement with a reference model. 2 Alleviating this issue could allow accurate data to be obtained to higher stress from fewer experiments.
EXPERIMENT DESIGN
The present experiments differ from previous work at the Z Machine in several notable ways. First, the stripline electrodes are fabricated from pure OFHC copper instead of the previously-standard aluminum 6061-T6 alloy. Copper moves and deforms less than aluminum under the same loading, which slightly increases current by reducing dynamic inductance during the pulse, and increases the magnetic pressure for a given current. In addition, aluminum may potentially undergo solid-solid structural phase transitions in the range of 200-400 GPa, 3 compromising its use as a standard (with single solid-phase tabular EOS) in single-sample experiments. To model the copper electrodes we use state-of-the-art tabular EOS (Sesame 3325) 4 and electrical conductivity (Sesame 29325) developed at Sandia.
Second, the samples, windows, and electrode panel features are all rectilinear shapes, instead of the cylindrical shapes used previously. This ensures that magneto-hydrodynamics (MHD) in a plane cutting the stripline through the center of a sample (and perpendicular to current flow) is actually two-dimensional in that plane. Then if anodecathode asymmetry develops in the B-field topology during the time of interest (prior to peak current), the resulting anode-cathode difference in magnetic loading can be accounted for using 2-D MHD simulations.
Finally, new experiments all use LiF interferometer windows/tampers affixed to the back sides of the samples. Previous work focused on free-surface measurements in order to avoid the need for understanding the mechanical and optical response of LiF at multi-megabar stress levels. Analysis of synthetic data shows, however, that the weaker reflection from a LiF window (compared to a free surface) can mitigate systematic deviations due to nonsingle-valued strength behavior of the sample, reducing the relative deviation in wave speed from 7% down to 0.5%. Hence it would be well worth the effort to investigate the EOS and refractive index of LiF at higher pressures.
LITHIUM FLUORIDE AT MULTI-MEGABAR PRESSURE
Researchers at Sandia and elsewhere have relied on a state-of-the-art tabular EOS (Sesame 7271) 5 from Los Alamos National Laboratory (LANL) to represent LiF in experiment design and analysis calculations. Shockless compression data on <100> LiF taken at the Z Machine up to 110 GPa suggests, however, that this EOS is too incompressible along the principal isentrope for pressures above 50 GPa. 6 In Fig. 1 is shown a collection of preliminary data on LiF taken at Z to as high as 350 GPa, from eight different experiments encompassing five Z shots. (An "experiment" consists of one anode-cathode pair of samples, or sample-drive pair, on a stripline load.) Experiments are labeled by Z shot number and position on the stripline load, and include both free-surface and LiF-windowed cases; apparent velocity for the latter was corrected using various forms of refractive index, not necessarily the correction discussed below. While it is clear these data need to be carefully revisited, it is also clear that LiF is more compressible than Sesame 7271 along the isentrope. The author of Sesame 7271 has graciously produced several new variations of the EOS table that attempt to match these shockless compression data while remaining consistent with other shock and static data; 7271v3, shown in Fig. 1 , is thus far the best candidate, and was used to analyze the present windowed data on copper, gold, and platinum.
It has been shown that, for an index of refraction n that is linear in density, a ramped compression wave propagating in the window results in a velocity correction u true /u apparent that is constant. 7 Recent data to near 200 GPa along the Hugoniot, 8 however, indicate that n(ρ) is non-linear over this pressure range, and fit well by a power law of the form The presence of a small jump in apparent velocity at a time that corresponds to formation of a shock within the ramped compression pulse inside the window, as shown in Fig. 2(b) , strongly suggests index has a temperature dependence such that, for a given density, n is lower on the isentrope than on the Hugoniot. This jump has been used to calibrate a linear temperature correction factor such that n = n isentrope + c (T T isentrope ), and hence find values for γ and κ in Eq. (1) appropriate for the isentrope.
For later experiments a bi-linear form for n(ρ) was used to better represent the linear low-pressure behavior: 
Determining the true velocity from measured apparent velocity requires an iterative numerical procedure using a 1-D Lagrangian hydro-code to compute the optical path length Z through the window for a given velocity history at the driven side. The relevant equations are . ,
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The iteration begins with a first guess at the true velocity, given by the standard linear-index constant correction. The computed correction factor ψ(t) is then applied to the measured u apparent to determine the next guess at u true ; iteration continues until computed u apparent matches that measured. Figure 2(b) shows the difference, for a typical measurement at a copper/LiF interface, between the standard linear-index correction and the above non-linear correction. Note that the latter removes the velocity jump due to shock formation in the window, suggesting that both the mechanical and optical response models for LiF are reasonably accurate.
PRELIMINARY RESULTS
A dedicated experiment (Z2622) was performed using the above design and techniques on well-characterized electro-plated gold (Au) samples provided by LANL. Additional data are available on platinum (Pt) and copper (Cu) samples from ride-along experiments (Z2765, Z2766) using non-optimal pulse shapes designed for other purposes. Pure Pt and Cu were obtained from commercial sources and have not yet been characterized. Thicknesses were in the range of 1-2 mm; further sample details are omitted here due to space constraints. Because the electrodes themselves are copper, the Cu data required the dual-sample approach; other materials used the single-sample approach. The ILA result in c L (u*) for LiF-windowed Cu to ~350 GPa is compared in Fig. 3 to results from free-surface experiments 11 on Cu as well as the Sesame 3325 tabular EOS. The excellent agreement between all three lends confidence both to the mechanical-optical models used for LiF and to the use of Cu as a standard. Figure 4 presents results for Au and Pt integrated to the σ x (ρ) plane to emphasize the degree to which they are stiffer (less compressible) than existing EOS models. Sesame 92705 12 for gold is a recent EOS from LANL. Sesame 3730 for platinum is a very old LANL EOS, so comparison is also made in Fig. 4(b) to extrapolation of a recent DAC pressure-standard EOS. 13 The data-model difference in both cases is larger than might be expected for strength effects (deviatoric stress component plus thermal pressure from plastic work). Uncertainties have not been computed but are expected to be similar to previous work (3-5% in stress).
