Abstract. Let y: [-1, 1] -»R" be an odd curve. Set HJ(x) = PV j fix -y(r)) (dt/t) and MJ(x) = sup h-lJo"\f(x -y(t))\ dt.
Introduction. Let y: [-1, 1] -> R" be an odd continuous curve. For a test function /on R" we define the "Hilbert transform along y" of/by (Hrf)(x) = Pvflf(x-y(t))
• '-l * and the "maximal function along y" of/by (Myf)(x) = sup -C\f(x-y(tj)\dt.
0<£<1 e J0
We seek conditions on y which guarantee either of the estimates (1) for each/ E LP(R"), \\HJ\\p < Cy\\f\\p,or (2) for each/ E Z/(R"), \\Myf\\p < Cy\\f\\p, forsomep, 1 <p < oo. The operators Hy arise when one applies the method of rotations to nonisotropic Calderon-Zygmund operators. Thus estimates of Hy lead to estimates of a broad class of singular integrals. See Nagel, Riviere and Wainger [1] , for example.
My is the maximal operator naturally related to Hy. The estimate (2) implies the following theorem on differentiation of integrals.
(3) If/ is locally in LP(R"), then lim, t ('ft* -y('))dt = f(x) a-e- (1) , (2) and (3) are false for arbitrary C°° curves. See Nagel and Wainger [4, Theorem 4 ] and Stein and Wainger [8] for the counterexamples.
We call a C°° curve y: [-1, 1] -> R", y(0) = 0, well-curved if for some e > 0, y([-e, e]) lies in the linear span of {yw(0): k = 1, 2, 3,. . . }. Stein and Wainger [8] , [9] have shown that (1) and (2) hold if y is well-curved and 1 <p < oo.
Let y(/) = (/, <j>(t)) be a plane curve which satisfies (4) <p is odd, <p E C2([0, 1]), <K0) = <>'(0) = 0 and <j>" > 0 and </>" is increasing on
Note that </>(/) = sgn(/)exp(-|r|_1) satisfies (4), but that y is not well-curved. Nagel and Wainger [4] have shown that (1) holds for f <p < j and that (1) may fail if p = 2 and <j>" is not monotone. Stein and Wainger [9, p. 1292] have shown that (2) holds for 2 < p < oo.
In this paper we introduce a class of "highly monotone" curves in R" which reduces to the curves in (4) when n = 2. The precise definition of this class can be found in §2. In § §3 and 4 we prove the following theorems under the hypothesis that y: [-1, 1] ->• R" is odd, y,(r) = t and y is highly monotone on [0, 1].
THEOREM 2. \\MJ\\p < Cnj)\\f\\p (f E Lp(R"), 2 < p < 00).
Theorem 3. Iff is locally in LP(R"), 2 < p < oo, then
a.e.
e->0 e Jq
At this point we wish to say a few words about the proofs of Theorems 1 and 2. Theorem 1 is equivalent to the boundedness of the Fourier multiplier my(£) = ?N C e-2"**» -.
J-i t
In [7] Stein and Wainger introduced the following estimate of trigonometric integrals into the study of Hy.
Lemma (van der Corput). /// is a real-valued function on [a, b], if |/(n)(/)| > X > Ofor a < t < b and iff is monotone when n = 1, then f e'*'> dt < CnX-i/nJa This lemma has been basic in the study of Hy and My since then. In § 1 we prove a generalization of van der Corput's lemma which is particularly suited to highly monotone curves. The generalization comes in replacing /*n) by D"f when n > 1, where D" is a suitable differential operator of order n. In §3 we use this estimate to prove Theorem 1 for highly monotone curves.
To prove Theorem 2 we use the method of "g-functions" introduced by E. M. Stein in [5] and [6] . This technique has been used to prove many maximal theorems; for examples see Stein and Wainger [8] , Nagel, Stein and Wainger [3] and Wainger [10] .
The use of g-functions allows one to use the Fourier transform and reduce the maximal theorem to estimating trigonometric integrals. In §4 we use a variant of the g-function in Stein and Wainger [9, p. 1292] and our generalization of van der Corput's lemma to prove Theorem 2 for highly monotone curves.
It should be noted that the first application of the Fourier transform to the study of My was made by Nagel, Riviere and Wainger [2] in the special case y(/) = (/, t2).
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1. An estimate for trigonometric integrals. In this section, we prove a lemma which will be of use in § §3 and 4. Before stating the lemma we must introduce some notation.
Given Proof. Suppose that n = 1. To be specific, assume that /' is nonincreasing and that/'(0 > X. Now
so integration by parts yields the estimate
Now assume that the lemma is true for a given n > 1. Assume that /' is monotone and that Dn+Xf(t) > X for a < t < b.
Set h = D"f Then Dn+Xf= (h/an+x)'. Choose c in [a, b] so that h/an+x is positive on (c, b) and h/an+x is negative on (a, c). Such a value of c exists, and is unique, since h/an+x is increasing.
Write /* em dt = fca + /* = P + Q and estimate P and Q separately. To estimate P suppose that a < u < c. Then
If a < t < u, then -*-(,) < -*-(«) = -*_<e) -jl^M'to ds < -A(c -«).
an+l an+\ "n+1
•/«\a«+l/ Hence we have
for a < t < u.By the induction hypothesis
for a < u < c. This estimate actually holds for each u < c since \P\ < c -a. 
D\
This follows since row k + 1 of W is obtained by dividing row k by Dkyk and differentiating.
We say that y is highly monotone if it has the following two properties.
(1) If 1 < k < / < n, then Dkyj is positive and nondecreasing on (0, N).
(2) If 1 < k <j < n, then D*y,(0 = o(Dkyk(t)) as r -* 0+. 
(') tk+xax(t) ■ ■ ■ ak(t)ak+x(t) '
The first inequality follows from (ii) with <p = Dkyj/Dkyk and from the fact that ak + x = Dkyk. The second inequality follows from the induction hypothesis.
Q.E.D.
We conclude this section with some examples of highly monotone curves. Example 1. Let y(/) = (/"', . . ., t°") for / > 0. Suppose that ax > 1 and aJ+x > Oj + 1. Then y is highly monotone and
The various constants c are positive and depend only on ax, . . ., an.
Example 2. Let n = 2 and let y(t) = (t, <p(t)). Then y is highly monotone if, and only if, <p(0) = 0, q>'(0) = 0 and <p" is positive and nondecreasing on (0, N). Thus a = N iff |Uy"(A) < 1.)
Yf"e_w(9 =fa{sin(2Trt ° y(/)) -sin(2?ri ° y(t))} -j + C sin(27r| o y(/))-/■+ (N sin(27r£ » y(t)) -j Je t j a t = P + Q + R.
\Q\ < C" follows from the induction hypothesis.
\P\ < 2tt\Q f yn(t) y < 2tt\U f y'n(t) dt (i) There is a constant Cn, which depends only on n, such that for each f E L2(R"), WWh < CJMr (ii) If 2 < p < oo, there is a constant Cnj> such that for each f E LP(R''), \\W\\P < cnj,\\f\\p. The case n = 2 of Theorem 2 is due to Stein and Wainger [9, p. 1292].
The curve in Example 3 of §2 has "no curvature" at the origin, lies in no proper subspace of R", but the L2 differentiation theorem (Theorem 3) is true for this curve. This is in contrast to the work of Stein and Wainger [8] .
Proof of Theorem 2. We prove (i) by induction on n. If n = 1, then Mf is the Hardy-Littlewood maximal function and (i) is well known in this case.
Let n > 1 be given and assume that (i) holds for any highly monotone curve y in R"_1. Let y be a highly monotone curve in R". Set y = (y" . . ., y"_,). Then y is highly monotone and y = (y, y").
We set
Mhf(x) = \f*hAx-y(t))dt and ****>=-hrJj^r{h)^ -*<* * -*> * *• n Jh y"\n) Jo
We define *(/)(*) = { jT'W*) -Nj(x)\2 f }1/2 for/ E L2. 
