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Abstract
The input-output balance equation is used to define rankings of constituents in the
most diverse complex organizations: the very same tool that helps classify how species of
an ecosystems or sectors of an economy interact with each other is useful to determine
what sites of the World Wide Web – or which nodes in a social network – are the most
influential. The basic principle is that constituents of a complex organization can produce
outputs whose “volume” should precisely match the sum of external demand plus inputs
absorbed by other constituents to function. The solution typically requires a case-by-case
inversion of large matrices, which provides little to no insight on the structural features
responsible for the hierarchical organization of resources. Here we show that – under very
general conditions – the solution of the input-output balance equation for open systems
can be described by a universal master curve, which is characterized analytically in terms
of simple “mass defect” parameters – for instance, the fraction of resources wasted by each
species of an ecosystem into the external environment. Our result follows from a stochastic
formulation of the interaction matrix between constituents: using the replica method from
the physics of disordered systems, the average (or typical) value of the rankings of a generic
hierarchy can be computed, whose leading order is shown to be largely independent of the
precise details of the system under scrutiny. We test our predictions on systems as diverse
as the WWW PageRank, trophic levels of generative models of ecosystems, input-output
tables of large economies, and centrality measures of Facebook pages.
Many complex systems in nature are organized according to a production/consumption hi-
erarchy: the constituents ranked at the k-th level would produce a certain amount of outputs,
which are partly used to meet some external demand, and partly absorbed as inputs by the
higher levels of the hierarchy to function.
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Figure 1: Scatter plot of the empirical ranking vectors vs. theoretical master curve (10) (dashed
black line). The rankings were suitably rescaled onto the interval [0, 1]. See Appendix B for a
detailed discussion of the data sets. The three shaded regions represent respectively one, two
and three σ’s, where σ is the maximal standard deviation across the data sets.
Consider the traditional input-output models for N industrial sectors of a complex economy:
calling xi the monetary value earned by sector i within a given time-frame, we must have the
following balance equation
xi = di +
∑
j
Aijxj , (1)
where Aij is the dollar amount of sector i’s output that is needed to produce one dollar of j’s
output, while di is the external demand of good i by end users. In matrix notation form, we
have
x = d+ Ax⇒ x = (I− A)−1d , (2)
where I is the N ×N identity matrix, and (I−A)−1 is called the Leontief inverse matrix [1]. In
case of unit demand, d = 1, the corresponding output (which we generically call ranking vector
in the following)
L(A) = (I− A)−11 , (3)
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provides the so called Leontief coefficients of the structured economy represented by the tech-
nology matrix A (see [2–4] for recent definitions of industry upstreamness and downstreamness,
and their relation to economic growth [5]).
The energy pyramid of complex ecosystems is constructed according to the same principle,
where the transfer of energy or biomass between species, and the external environment is used
to classify constituents, from primary producers to apex predators. In an ecosystem composed
of N species, one introduces the interaction matrix Aij that represents the fraction of biomass
transferred from the species j to the species i, often described as the fraction of j in the “diet”
of i, i.e. a trophic link. The trophic levels of species are the relative positions that they occupy
in the ecosystem [6]: apex predators have a larger trophic level than phytoplankton, much like
the plastic industry lies higher-up in the production stream than the crude oil processors. The
trophic level of species i is defined as
Ti = 1 +
∑
j
AijTj , (4)
or
T = (I− A)−11 ≡ L(A) , (5)
which indeed implies that Ti = 1 – the lowest possible value – is reserved to species i such that
Aij = 0 for all j, i.e. those who occupy the lowest level of the food chain.
The interpretation of the Leontief inverse matrix (I−A)−1 is quite appealing. Let us consider
an external shock, for instance an increase in the net final demand of goods by end users. By
formally expanding the Leontief inverse matrix as a power series
(I− A)−1 = I + A+ A2 + A3 + . . . (6)
we find that it encodes an (infinite) sum of contributions. The first contribution - once inserted
back into Eq. (3) - accounts for the direct increase in output of all sectors that is necessary to
meet the increase in final demand. The second contribution accounts for the increase in output
that is needed to meet the increment in input required by all sectors to meet the increase in
final demand. This chain of k-th order effects is encoded in the k-th term of the expansion,
and unravels the technological interdependence of the productive system within an economy.
The same logic can clearly be applied with minimal changes to any context/organization whose
production/consumption dynamics follows Eq. (2).
In both illustrative examples above, the matrix A encoding interactions in an open system is
naturally non-negative and sub-stochastic, i.e. 0 ≤∑j Aij = zi ≤ 1: a fraction 1− zi ≥ 0 of the
biomass/energy of species i in an open ecosystem is typically returned to the environment as
detritus or dispersed heat, and similarly in an open economy part of the production of a sector
is absorbed by external entities (e.g. households, government etc.) rather than being re-used
by other sectors to operate.
Interestingly, the simple “energy/mass balance” equation (2) for a sub-stochastic matrix
A routinely surfaces across the most diverse disciplines in science beyond economics and ecol-
ogy, including computer and social sciences, chemistry and chemical engineering [7], as well as
material flow analysis and processes design complexity [8–10].
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For instance (and see [11] for further applications of the same ideas):
• the PageRank algorithm used by Google [12] returns rankings R of N websites based on
the assumption that more “important” websites are likely to receive more links from other
websites. Given a web environment composed of N sites, one forms the re-scaled adjacency
matrix M is such a way that Mij is the ratio between number of links pointing from page
j to page i to the total number of outbound links of page j. Then one defines the damping
factor d as the probability that an imaginary surfer who is randomly clicking on links will
keep doing so at any given step (typically, d ' 0.85). Given these ingredients, the ranking
of pages follows the formula
R =
1− d
N
(I− dM)−11 = 1− d
N
L(dM) . (7)
• In social networks, the relevance of nodes may be assessed via the Katz centrality measure
[13], which takes into account the total number of walks between a pair of agents. Katz
centrality computes the relative influence of a node within a network by measuring the
number of the immediate neighbors (first degree nodes) and also all other nodes in the
network that connect to the node under consideration through these immediate neighbors.
Connections made with distant neighbors are, however, penalized by an attenuation factor
α < 1. Each path or connection between a pair of nodes is assigned a weight determined
by α and the distance between nodes as αd. In formulae, the Katz centrality of the i-th
node of a network described by the N ×N adjacency matrix M is given by
Ci =
∞∑
k=1
N∑
j=1
αk(Mk)ji , (8)
which yields upon resummation for the vector C = (C1, . . . , CN)
C = (I− αM)−11− 1 = L(αM)− 1 . (9)
In practice, α can be chosen in such a way that αM is sub-stochastic.
We show here that the Leontief inverse matrix of sub-stochastic matrices A enjoys a robust
statistical regularity irrespective of the precise source or internal structure of the interaction
data. The typical value of the `-th Leontief coefficient L`(A) in (3) can be estimated as
L`(A) ' 1 + z`
1− z¯ , (10)
where z¯ = (1/N)
∑
i zi. The fine details of the matrix A – or which type of data it encodes – do
not matter much: all empirical data from various sources nicely collapse on top of the theoretical
master curve (10), which is solely determined by the “mass defect” levels 1 − z` (see Fig. 1) –
i.e. by how much each row of the interaction matrix deviates from its closed, non-dissipative
counterpart. In particular, not only can the matrix inversion in (3) be bypassed altogether, but
also the precise knowledge of the entire input/output matrix A is not indispensable to predict
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or estimate the most likely ranking of components in complex hierarchies. This fact may prove
useful to cut down the computational time for L`(A) – or to provide a reliable educated guess
for the seed of iterative algorithms – especially in settings where N is not small.
The formula (10) of the master curve follows from a result on random sub-stochastic matrices
and their average (typical) Leontief inverse that we prove elsewhere [14] (see however the precise
statement in Appendix A). To gain some intuition on the gist of the result, one may consider
the following toy model for the N ×N interaction matrix A
A =

z1/N · · · z1/N
z2/N · · · z2/N
...
. . .
...
zN/N · · · zN/N
 , (11)
i.e. all columns of A are identical, and the `-th row sums up to z` ≤ 1 as expected. According
to this flat (“democratic”) model, each constituent of the system absorbs as input the same
fraction of the output produced by any single constituent.
For this flat model, the matrix inversion leading to L(A) = (I − A)−11 can be performed
analytically using the Sherman-Morrison formula [15]. Indeed, A is a rank-1 matrix that can be
written as A = u1v
T
1 , where u1 and v1 are column vectors defined as u1 = (z1, . . . , zN)
T and
v1 = (1/N, . . . , 1/N)
T . Hence
(I− u1vT1 )−1 = I +
A
1− 1
N
∑N
i=1 zi
, (12)
and multiplying (12) to the right by 1 we precisely recover the master formula (10). Using the
replica method from the theory of disordered systems [16–18], what our theorem is able to show
is that – irrespective of the fine details of an ensemble of random interaction matrices A, as long
as they do not deviate “too much” from the flat model described by (11) – the same master
formula provides the average 〈L(A)〉A to leading order in N . For a generic complex organization,
the master formula thus provides the best guess for the typical rankings of its constituents, which
only depend on the mass defect parameters but not on any other structural information about
the interaction patterns. Clearly, instance-to-instance fluctuations for individual datasets are to
be expected as shown in Fig. 1. However, once the data is suitably binned, or averaged over
many instances, the collapse of data from the most disparate sources on top of the master curve
is rather striking.
In summary, we have shown that the input-output rankings of constituents in complex
organizations follow a universal pattern, whose analytical shape can be determined as a direct
consequence of (i) the matrix inversion operation involved in the definition of the Leontief
matrix, (ii) the sub-stochastic nature of the interaction matrix A, and (iii) the assumption that
the internal structure of A does not deviate too much from the flat (democratic) pattern encoded
in the model (11).
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A Statement of the theorem
Let A = (aij) be a random N×N matrix, characterized by the joint probability density function
of the entries PA(a11, . . . , aNN). Let aij ≥ 0, and 〈
∑N
j=1 aij〉A = zi ≤ 1, with
∑N
i=1 zi < N and
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〈(·)〉A defined as
〈(·)〉A =
∫
da11 · · · daNNPA(a11, . . . , aNN)(·) . (13)
Moreover, let the entries aij be such that
lim
N→∞
N〈aij〉A = cij > 0, ∀i, j (14)
where cij are constants.
Let L = (I− A)−11. Then ∀` = 1, . . . , N
〈L`〉A = 1 + z`
1− z¯ + O
(
1/N2
)
, (15)
where z¯ = (1/N)
∑N
i=1 zi and the results above hold irrespective of the precise form of PA.
For a proof, see [14].
B Datasets and Methods
In this section, we discuss the datasets used for our analysis (see Fig. 1). We use four main
types of data that include (i) inter-industry relations in world economies, (ii) ties between users
of social networks, (iii) links between web-pages and (iv) trophic links between species within
an ecosystem.
Economic dataset. The Leontief coefficients were computed from the National Input-Ouptut
Tables (NIOT) of the World Input Output Database (WIOD - 2013 release) [19]. The NIOT
dataset represents the flow of money between 35 industrial sectors for 39 world economies, and
it includes the years 1995 − 2011. The full list of countries and economic sectors as well as a
scheme of the structure of the input-output tables can be found in [14,19].
The technology matrix A from which we calculate the Leontief inverse is computed from the
full input-output table of each country; we first normalize the entries of the I-O table by the
total output (the row sum of the matrix plus demand); thus, the technology matrix is naturally
sub-stochastic. The zi used in the model are simply the row sums of the matrix A.
Each blue dot in Fig.1 represents the Leontief coefficient of a given country in a given year
(the plot thus includes 39× 17 = 663 data points).
Social network dataset. The Katz centrality is calculated on the widely used Ego-Facebook
dataset [20], comprising the matrix of interactions M of 4039 users. We chose the value of the
damping factor α = 2.87× 10−4, which is the largest admissible value for which (i) the series in
(8) converges, and (ii) the matrix αM is sub-stochastic. Each green diamond in Fig. 1 represents
the centrality value of one of the users.
PageRank. The PageRank is evaluated on the wb-cs.Stanford dataset, which is a collection
of 9914 indexed web-pages of the World Wide Web [21,22] from 2001, for a value of the damping
parameter equal to d = 0.3 (purple triangles in Fig. 1).
Trophic Levels. The trophic levels were computed for the 51 species that are part of the
St. Marks food web [23] (dark orange squares, Fig. 1). Since on average the size of ecosystems
does not normally exceed ∼ 200 species, to match the empirical data with the theoretical
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master curve we have also constructed the corresponding stochastic niche model in order to
generate and reproduce the typical trophic diameter of the food web, as it is customary in
this type of analysis [24–27]. The simplest “cascade” or niche model is obtained extracting
from an empirical food web matrix A the mean and variance of {Aij} and then using these
parameters to calibrate a synthetic random ensemble. Our generative model is more refined
in that we directly estimate the full distribution of the empirical matrix of the St. Marks
ecosystem – including the probability that a trophic link exists or not, and how strong it is –
and then generate a synthetic random model whose entries Aij are drawn from the estimated
distribution. Both the synthetic and the empirical food web matrices are organized according
to a specific layout [28]: it comprises a sub-matrix A˜ specifying species-to-species interactions,
plus three extra rows/columns detailing the inputs to the ecosystem from the external world
(e.g. energy from the sun), the outputs released by the ecosystem into the external environment
(e.g. detritus and waste) and the total respiration output of the living organisms. To obtain
the sub-stochastic matrix A needed to compute the trophic levels, we normalize the sub-matrix
A˜ by a factor, which is simply the sum of total inputs or total outputs of the system (see Ch. 3
in [28]).
Each of the light orange data points in Fig. 1 corresponds to one of the Lk(As) values
(k = 1, . . . , 51 and s = 1, . . . , 100) generated by 100 instances of the random model with N = 51
generative species each – plotted against the corresponding theoretical value estimated using Eq.
(10) with the zi’s obtained from the instance As. While there are sample to sample fluctuations,
binning (orange stars in Fig. 1) shows that the average trophic levels perfectly follow the
theoretical master curve.
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