This paper describes generalizations of the MUSIC and root-MUSIC algorithms for direction of arrival (DOA) estimation to arrays composed of multiple translated subarrays. The advantage of these new approaches is that the DOAs can be estimated using either a one-dimensional search or by rooting a polynomial, as opposed to a multidimensional search as required by the Multiple Invariance (MI)-ESPRIT algorithm. While MI-MUSIC and root-MI-MUSIC are not statistically efficient like MI-ESPRIT, they do perform better than a single invariance implementation of ESPRIT, and are thus better suited for finding the initial conditions required by the MI-ESPRIT search.
INTRODUCTION
2. MATHEMATICAL BACKGROUND The elements of a sensor array are often arranged in a very regular geometry. Linear, circular, and rectangular arrays are common examples. These special geometries can be exploited in developing computationally efficient algorithms for direction of arrival (DOA) estimation. Root-MUSIC [l] , IQML [2], and MODE [3] are well-known examples that take advantage of the structure of uniform linear arrays (ULAs) to obtain DOA estimates via polynomial rooting. ESPRIT [4) is an alternative that only requires an array composed of two identical, translated subarrays to achieve rooting-based DOA estimates. Similar techniques have been developed for circular arrays [5] and for rectangular arrays where both azimuth and elevation angles must be determined [6, 7, 8,9].
Of particular relevance to this paper is the so-called Multiple Invariance (MI)-ESPRIT algorithm [lo] , which generalizes ESPRIT to handle arrays composed of multiple identical subarrays. While MI-ESPRIT is known to be asymptotically statistically efficient for its given set of assumptions (provided that the subarrays do not share elements), it requires a multidimensional search for the DOA parameters. ESPRIT can always be applied to a multiple invariance array to obtain initial estimates for the search, but in doing so it may not be able to use all of the array elements nor all available structure.
In this paper, we generalize the well-known MUSIC algorithm to handle arrays with multiple translated subarrays. Unlike MI-ESPRIT, the new algorithm estimates the DOAs using only a one-dimensional search, and unlike standard ESPRIT it is able to enforce the constraint that the We assume an array composed of M sensors that receives the signals from d < M sources. The array output is denoted by the A4 x l vector x(t), and satisfies x(t) = F(B)s(t) + n(t) , matrix whose columns are the array response vectors for each source. We assume that there are no coherent signals and that the noise is spatially white': &{n(t)n'(t)} = 0'1.
Thus, the eigenvectors E, associated with the d largest eigenvalues of the array covariance matrix R,, span the same space as the columns of F(B). With noisy data, the signal and noise subspaces must be approximated using the sample covariance matrix R,,, and we denote the matrix made from the Aeigenvectors associated with the d largest eigenvalues by E,.
The sensor array is assumed to be composed of p identical subarrays of m elements each, the subarrays being displaced at arbitrary but known distances along a straight line. In general, mp 2 M since different subarrays may have elements in common. Examples of arrays that satisfy the above criteria can be found in [lo] . One subarray is chosen as the reference, and the known displacement of 'In our notation, the symbol (.)* denotes the complex conjugate transpose operation. the other subarrays from the reference is denoted by b k , for IC = 1 , . . . , p -1. The structure of this type of array can be described mathematically by the following equation:
where J is a known m p x M selection matrix, A represents the unknown response of the reference subarray, and 9 is a diagonal matrix defined by where X is the wavelength of the received signals.
The dependence of the model on 8 is confined to the unit modulus diagonal elements of 9. The selection matrix J is needed to handle overlapping subarrays; if no elements are shared between subarrays, then the rows of F(B) can be arranged so that J = I. We can also write (2) column-wise as follows:
where 8 denotes the Kronecker product, ak is the kth column of A, and (2) is exploited by minimizing the following weighted least squares criterion, referred to as MI-ESPRIT:
When there are no overlapping subarrays, this algorithm has been shown to be asymptotically statistically efficient for a suitable choice of the weighting matrix W. However, implementing (6) requires a search over 8 and the elements of either A or T I whichever is of smaller dimension. While the standard single-invariance ESPRIT algorithm can be used to obtain an initial estimate of the desired parameters, the need for a multidimensional search of relatively high dimension is a significant drawback. In the next section we present a new algorithm that (unlike ESPRIT) exploits the full invariance structure of the array, and (unlike MI-ESPRIT) only requires a one-dimensional search.
MULTIPLE INVARIANCE MUSIC
The key idea behind the approach presented in this section is a modification of the criterion in (6) that places the subspace fitting matrix T on the left rather than right hand term (in which case W in (6) is irrelevant):
This has the advantage of making the error term linear in both A and TI so that estimates of both can be obtained in closed form. The drawback is that an unknown coloring of the statistics of the error term is introduced. While a weighting matrix could be used to optimally account for this color, the resulting solution would still require a multidimensional search over the d DOAs. In the interest of finding a simpler solution, we prefer to focus on the unweighted criterion of (7).
Minimization of the criterion in (7) with respect to T yields the following concentrated problem:
where n:k, = I-JE, E: JTJE:, minimization of (8) becomes E: JT. Using (4), the 
where P(0) is defined in an obvious way. Since (12) is quadratic in a, we can explicitly minimize it with respect to a provided that a constraint is employed to eliminate the trivial 1 = 0 solution. We present the solution below for the quadratic constraint a*a = 1. Minimizing (12) subject to a'a = 1 yields the following solution in terms of the eigenvalue decomposition of P(0): 0 = argminX,,, (P(6)) ,
where A m i , ( . ) is the minimum eigenvalue of its matrix argument. The subarray response vector a associated with 8 is taken to be the eigenvector associated with A,i,(P(0)). It is easy to see that the above implementation reduces to the standard MUSIC algorithm in the limit where each subarray consists of a single array element.
MULTIPLE INVARIANCE ROOT-MUSIC
The root-MUSIC algorithm 111 was developed as a specialization of MUSIC to uniform linear arrays. It takes advantage of the resulting Vandermonde structure in the steering vectors to write the MUSIC criterion as a polynomial, d of whose roots will ideally lie on the unit circle. The phase of these complex roots determines the DOAs. In the presence of noise, the d roots closest to t h e unit circle are chosen for use in estimating the DOAs. In this section, we show how the root-MUSIC idea is extended to MI arrays. We must assume that the subarray displacements are rational multiples of one another; in other words, there must exist integers C and n satisfying 6, = (C/n)6, for all q, T = 1, . . . , p -1. To simplify the discussion that follows, we will assume that the displacements are integer multiples of X/2 (and hence .each 6 k is an integer), although this is not strictly necessary.
With the above assumptions, we may write (5) as the following polynomial vector:
where z = ejrsin('). The criterion in (12) then becomes V ( z , a) = a*P(z)a , Thus, to estimate the DOAs, we seek the roots of the matrix polynomial P(z), or the solutions to det P ( z ) = 0 .
(19)
To find the subarray steering vector associated with a particular root i , we solve the linear equation P(i)a = 0.
The process described above is entirely analogous to the standard root-MUSIC algorithm; in fact, if we specialize to the caSe of a unifofm linear array with b k = k , m = 1, and p = M , then P(z) is equal to the scalar polynomial used by root-MUSIS. As with root-MUSIC, the order of the polynomial det P ( z ) is larger than d, and some method is needed to separate the desired roots from the extraneous ones. In the presence of noise, this is done by picking the d roots closest to the unit circle.
SIMULATIONS
The output of the eight-element array depicted in of [ll] . Each of the first six elements are separated by X/4, while elements 7 and 8 are separated from the first group by 3X. The array is grouped into four subarrays of two elements each; subarray k consists of elements 2 * k -1 and 2 * k . Under these assumptions, the steering vector matrix is given by
The ALS algorithm attempts a least-squares fit of the data to the following steering vector matrix model:
and thus in its initial stage does not exploit knowledge of the subarray displacements. Consequently, the ALS estimates of . . , Q4 are unstructured, and care must be taken in deriving estimates of the DOAs from them. In the simulations described below, the diagonal elements of & 4 & L 1 were used to determine the DOA estimates, as this approach provided better performance than using either & z & y 1 or &s&;' alone, or averaging the estimates obtained from all three. Note that there is an inherent ambiguity in using & 4 & T 1 to estimate the DOAs, since subarrays 1 and 4 are separated by 3X. For these simulations, the sources were assumed to be close enough to broadside so that this ambiguity could be resolved. ESPRIT was implemented using subarrays 1 and 4, and the resulting ambiguity was handled in the same way. Providing ALS and ESPRIT with the information necessary to resolve the DOA ambiguity gives them a significant performance advantage. If these algorithms had to base their DOA estimates on more closely spaced subarrays (such as subarrays 1 and 2, using the matrix Q z Q ; ' ) , their performance would be much poorer. Since the proposed MUSIC algorithms exploit the full structure of the steering vector matrix, there is no DOA ambiguity, and no prior information about the location of the sources is needed or used by the algorithms.
In each of the simulation examples outlined below, two sources were present, 100 samples of data were taken from the array, ESPRIT was used to initialize the MI-ESPRIT and ALS iterations, and algorithm performance for each case was calculated based on an average over 1000 independent Monte Carlo trials. In no case were the simulated scenarios difficult enough to cause MI-MUSIC to be unable to resolve the source DOAs. Performance versus Angular Separation -Two uncorrelated sources with SNRs of l0dB were simulated, with the DOA of one fixed at 5", and the other varied between 2" and -7". The root mean square (RMS) DOA estimation error of the algorithms was calculated at the various angular separations, and is plotted in Figure 2 together with the Cram&-Rao bound (CRB) for the probleni. Results for MI-root-MUSIC axe not plotted because they were nearly the same as for MI-MUSIC. The one exception was at the smallest angular separation, where MI-root-MUSIC had a somewhat lower RMS error of 0.16. For separations beyond about 6", both MI-ESPRIT and MI-hlIUSIC achieve the CR.B. This is not surprising since MUSIC has been shown to be asymptotically efficient for uncorrelated sources. In the toughest case (source separation of only 3"), MI-MUSIC has a notable advantage over MI-ESPRIT. Both ALS and ESPRIT are significantly above the bound.
Performance versus Correlation Coefficient -The advantage of MI-ESPRIT becomes apparent as the sources beconie correlated. This example is similar to the first two, except that the two sources are fixed at f 5 " with 20dB SNR, and the magnitude of the correlation coefficient is varied between 0 and 1 (the phase of the correlation coefficient was assumed to be zero in all cases). The results are displayed in Figure 3 . The performance of MI-ESPRIT is insensitive to correlation, and achieves the CRB in all cases. The other algorithms begin to degrade when the sources are more than about 50% correlated, but the performance ordering observed in the first two exaniples is still preserved. As in the previous example, the performance of MI-root-MUSIC is essentially identical to MI-MUSIC. Y. Bresler and A. Macovski, "Exact Ma.ximum Like-
