Abstract
Introduction
Human action recognition is one of the most challenging tasks in computer vision and can be applied to a wide range of applications, such as human-computer interaction, video surveillance, behavioral analysis, and so on. Accordingly, a vast literature has been devoted to this task in recent years, among which are some informative surveys [1] [2] [3] [4] [5] [6] [7] [8] .
Skeleton-based action recognition is an attractive option for action recognition. In this context, the human body is regarded as a system of correlated skeletal joints, and human motion is a continuous evolution of the spatial configuration of these joints [9] . Johansson's classic moving light-spots experiment [10] demonstrates that people can detect motion patterns and recognize actions from several bright spots distributed on the body. This biological observation has stimulated research on human body pose estimation and skeleton-based action recognition [11] [12] [13] . These studies aim to teach the machine to distinguish various actions by using the position of multiple body parts. The primary issue of skeleton-based action recognition is data capture: studies in the past few decades mainly focus on recognizing actions from monocular RGB videos recorded by 2D cameras. Monocular videos are capable of collecting spontaneous actions, but their sensitivity to changes of viewpoint, and occlusions makes recognition a very difficult task [1] . Intuitively, the human motions are more general in 3D space, so marker-based motion capture (Mo-Cap) systems [14] are designed to collect highly accurate locations of human joints. However, the Mo-Cap system is very expensive and impractical for recording realistic video data. Fortunately, thanks to the availability of cost-effective depth cameras (e.g. Kinect sensor [15] ), reliable joint locations can be obtained using real-time skeleton estimation algorithms (e.g., [16] ). Such recent advances have provided a new stimulus to the research in skeleton-based human action recognition.
Although many researchers have addressed the challenge of skeleton-based action recognition, the problem remains unsolved owing to two main challenges. First there is the problem of designing reliable discriminative features for spatial context representation, and second to model the temporal dynamics of an action. Conventionally, handdesigned local descriptors are popular but they require much human effort. Recently, recurrent neural networks (RNNs) [18] , especially long-short term memory (LSTM) [19] , have gained increasing popularity in handling sequential data with variable length. In particular, in contrast to most RNN-based action recognition methods [17] [20] [21] [22] which model the temporal contextual information, the method used in [23] succeeds in simultaneously exploring both spatial and temporal dependencies using a variation of LSTM. These RNN-based methods with raw data as input play a vital role in feature representation and even achieve state-of-the-art performance, but the features learned by the RNN are not as interpretable as conventional features.
In this paper, to address the above challenges, we introduce a path signature feature (PSF) as descriptors of both spatial and temporal dependencies. The path signature, which was initially introduced in rough paths theory as a branch of stochastic analysis, has been successfully used as a trajectory descriptor and applied to many tasks in the field of machine learning and pattern recognition, such as quantitative finance [24] , handwriting recognition [25] [26] [27] , writer identification [28] [29] , and so on. Inspired by these works, we find that a key step towards leveraging PSF is to define the underlying trajectories in our data stream. To this end, in each frame of the clip, we define the correlated constraints of joints as small trajectories, referred here to as "pathlets", and encode the spatial contextual information by the signature feature of these pathlets. While in the entire clip, the evolutions of spatial context along the time axis constitute the temporal dynamics which can be naturally represented as trajectories from which the temporal path signature features are extracted. Eventually, the concatenation of all these features forms a highdimensional input vector of a linear fully-connected neural network for classification. To extensively evaluate the effectiveness of the PSF for skeleton-based action recognition, datasets collected by different data acquisition devices are used for experiments. They are J-HMDB [31] , SBU dataset [32] , Berkeley MHAD [33] , and NTURGB+D [22] . Experimental results show that the proposed approach outperforms state-of-the-art skeleton-based human action recognition approaches including some RNN-based ones.
Another contribution of this paper is that we demonstrate the advantages of the path signature feature as a trajectory representation for skeleton-based action recognition, as follows, (1) the PSF up to some lower levels have an intuitive geometric interpretation, (2) the PSF up to higher levels can be regarded as the quadratic features of the lowlevel signature features, (3) it is proved that PSF can uniquely determines the shape of a trajectory under certain conditions [30] , (4) the PSF can be invariant under time reparameterization, showing that the features are to some extent robust to actions performed at different paces, (5) the PSF over the entire clip can handle the duration variations.
The rest of the paper is organized as follows. In Section 2, we introduce related works on skeleton-based action recognition and some recent successful applications of PSF. In Section 3, we introduce the definition, geometric intuition, and calculation of PSF, and illustrate several useful properties it has for trajectory representation. In Section 4, we present the extraction of the feature encoding spatial context and temporal dynamics from action sequences. Experimental results and discussions are given in Section 5. Finally, we conclude the paper in Section 6.
Related work

Skeleton-based action recognition
In this context, we concentrate on the problem of skeleton-based human action recognition and consider a human body as an articulated system composed of connected joints that evolve in time [9] . Here we refer the readers to [8] [34] [35] for recent surveys of this challenge.
Roughly speaking, skeleton-based human action recognition approaches can be categorized into joint-based approaches and part-based approaches. The joint-based approaches in which the human skeleton is regarded as a set of points, attempt to capture the correlation of body joint locations by using the motion of 3D points [36] [37] , measuring the pairwise distances [31] [38] [39] [40] [41] [42] of joints, or using the joint orientations [43] . Moreover, some methods in this category represent a skeleton by means of the geometric relations among body parts, for example, [44] [45] employed quadruples of joints to form a new coordinate system for representation, and [13] considered measurements of the geometric transformation from one body part to another. On the other hand, the part-based approaches focus on connected segments of the human skeleton. They group the body into several parts and encode these parts separately [46] [47] [48] [49] [50] . Most of them assume that certain actions are usually associated with a subset of body parts, so they aim to identify and use the subsets of the most discriminative parts of joints.
Given the recent success of deep learning frameworks, some research aims to capture correlation among joint positions using a Convolutional Neural Network (CNN) [51] [52] [78] . Since human actions are usually recorded as video sequence, it is natural to apply the Recurrent Neural Network (RNN) and its variant called the Long-Short Term Memory (LSTM) to tackle this action recognition problem. HBRNN [20] and Part-aware LSTM [22] construct several neural networks for different groups of joints. Zhu et al. [17] proposed a deep LSTM to learn the co-occurrence of discriminative joints using a mixed-norm regularization term in the cost function. By additional new gating to the LSTM, Differential LSTM [21] discovered the salient motion patterns, and [23] achieved robustness to noise. It is noteworthy that the spatio-temporal RNN [23] concurrently encodes the spatial and temporal context of actions within a LSTM. The above-mentioned RNN or LSTM frameworks deliver the state-of-the-art performance on most skeletonbased action recognition datasets, illustrating the excellent feature learning and representation capability of RNNs.
Path signature feature
Rough path theory is concerned with capturing and making precise the interactions between highly oscillatory and non-linear systems [53] . In rough path theory, the essential object called the path signature was first studied by Chen [54] whose work concentrates on the piecewise smooth paths. More recently, the path signature has been used by Lyons [30] to make sense of the solution to differential equations driven by very rough signals. It is extended by Lyons' theory from paths of bounded variation [30] to paths of finite p-variation for any p ≥ 1 [55] .
Some successful applications of the PSF have been made in the fields of machine learning, pattern recognition and data analysis. For example, in sound compression, a stereo audio signal can be reconstructed by the storage of a truncated version of a PSF [56] . In the area of financial data, a small number of truncated PSFs are extracted for classification and making useful predictions [57] . In [84] , a signature-based kernel framework for hand movement classification is presented. One of the most interesting applications of the use of PSF is in the understanding of handwriting. Diehl [58] first used iterated integrals of a handwritten curve for recognition and found that some linear functions of the PSF satisfy rotation invariance. Graham [59] then introduced the sliding-window-based PSF as feature maps of a convolutional network with application in large-scale online handwritten character recognition, an approach which won the ICDAR2013 competition [60] . Inspired by this, Xie et al. [27] extended the method to handwritten text recognition. Yang et al. [28] [29] explored the higher level terms of PSF for textindependent writer identification which is a challenging task requiring subtle geometric feature representation. Overall, these applications point to the path signature as an informative representation of sequential data.
3. Path signature
Definition and geometric interpretation
Examples of data streams that can be regarded as a path are widespread in practice, for example sound, handwriting, video, financial data, etc. The path signature can be used to extract useful information about the analytic and geometrical properties of the data stream. The mathematical definition of the path signature has already been introduced in [53] [61] [62] [63] , so in this paper we present it in a more practical and concrete manner.
A . To illustrate the idea we consider the simplest case when d = 1, the path 1 {} P  is a real-valued path for which the path integral is defined as,
which is the increment of the 1-dimensional path over the whole time interval and is called the 1-fold iterated integral. We emphasize that 
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which is proportional to the square of the increment. Again, 
which is proportional to the increment to the power of k. When d = 2, the 1-fold iterated integrals of path 
We recall that the first two elements have the same meaning as equation (2) in the 1-dimensional case. For the other two elements, the geometric intuitions are the areas shown in Figure 1 (a) and 1(b). Together they represent the Lé vy area [61] depicted in Figure 1 (c). The Lé vy area, which is a signed area enclosed by the path and the chord connecting the endpoints, can be expressed by,
The sign of the area depends on the sign of the winding number of the path moving around it [64] . For the k-fold iterated integrals (k > 2) of the 2D path, the geometric interpretation is not trivial, so it is not included in this paper. By analogy, for a 3-dimensional path, its 1-fold, 2-fold and 3-fold iterated integrals denote displacement, area and volume respectively.
In general, for d-dimensional path, the superscript of kfold iterated integrals, which represents the order of integration, can be written as a sequence of indexes 12 , ,..., {1,..., }
. Therefore, the element of the k-fold iterated integrals of a d-dimensional path can be generally expressed as, 
based on which the number of elements is d k . Then the signature of a path P over time interval [0, ] T is the collection of all the iterated integrals of P: 
where the zeroth term is conventionally set to 1. Since the signature is defined on top of all the possible indexes of finite length, the number of elements in signature is infinite.
In practical use, we usually consider the signature truncated at a certain level n written as
from which the dimensionality of truncated signature up to level n is 1 1
. These elements of truncated signature are usually used as features (i.e., PSF) encoding the informative geometric properties of the sequential data in applications of machine learning. For the feature set, the zeroth term (i.e., a constant value set as 1) is optional, so the dimension can be reduced to
. In particular, for the 1-dimensional case (d = 1), the feature dimension is exactly equal to n (excluded the zeroth term) according to equations (1)-(3).
Calculation of path signature for discrete path
Although the path signature is defined for a continuous path with bounded variation, we can easily calculate the signature of a discrete path with finite length based on linear interpolation and Chen's identity [54] . A discrete path consists of ordered sampling points. We assume that it is always a straight line between two adjacent sampling points in the path. For each straight line of the path, the element of its signature can be generally expressed as, 12 , ,..., , 
It implies that the signature of the entire path can be calculated by that of its pieces. It is worth noting that the piecewise linear assumption of a discrete path can be varied, and the equation (14) changes accordingly, but Chen's identity holds true for all the piecewise smooth paths. Two open-source software libraries we recommend are the CoRoPa C++ library [65] and the iisignature python package [66] . Both allow fast implementation of the path signature. Actually, the path signature can be computed very quickly: with current code in [65] based on CUBLAS on a Nvidia GP100 with no custom cuda kernel, for the truncated signature up to level 4 over a 60-dimensional path (the dimension of signature is more than 13 million), the average computing time is 0.055 seconds; with a good multicore CPU and MKL BLAS, it takes 0.625 seconds.
Properties of path signature
Several properties account for leveraging path signature as representation of skeleton-based human motions.
3.3.1
Time-reversal The time-reversed path is the original path moving backwards in time. The tensor product of the signature of original path and time-reversal path is the formal power series where all the coefficients are zero except the zeroth term which is a constant 1 [63] . This informally implies that the signature of a path and that of its time-reversed path contain the same information between one another if we disregard the directions the path traveled.
3.3.2
The uniqueness of the signature The path signature is informative. It is proved that the path signature can determine a path if and only if it is not tree-like (the notion introduced in [30] ). A tree-like path can be thought as a trajectory in which a section where the path exactly retraces itself. Tree-like paths are common in realworld data streams, for instance in some human actions (especially cyclic actions) like clapping or jumping in place, where the track of a certain part of the body repeatedly retraces itself. An effective way to avoid the tree-like situation is adding an extra monotone dimension into the original path. In particular, for time-sequential data, it is natural to add a time dimension.
3.3.3
Invariant under time reparameterization The time reparameterization can be defined as a surjective, continuous, non-decreasing function. For human actions, if we take the evolution of a joint along the time as a path, then the time reparameterization over this path is actually that the joint completes this action in the same way but with different speeds. Different mapping functions over the path control the different speeds in which the path evolves at each time stamp, so the time reparameterization can be regarded as speed variations in human action. With the use of change of variables, one can easily prove that the path signature is invariant under the time reparameterization (refer to [53] [63] for details). Hence, the use of the path signature can help to solve the speed variation problem in human action recognition.
3.3.4
Fixed dimension under length variations Another property of the path signature is that the dimension of the PSF extracted from the entire path depends on the truncated level of signature and the intrinsic dimension of the path, but is independent of the length of the path. For human action recognition, the duration of actions can be various. The use of path signature allows us to extract a fixed dimension of features and use them with classification methods which require a fixed-length input. Table I shows an outline of the proposed features for skeletal action recognition. We define three categories (single, pair and triple) of joint groups based on the number of joints in a group. Since the path signature provides an effective means of trajectory representation, we adopt it as a feature descriptor for both spatial structure and temporal dynamics of skeletal action. Spatial features are extracted from each frame, and temporal features are extracted from the evolution of spatial features in time.
Feature extraction for human action recognition
Spatial structural features
First of all, the basic information describing the spatial structure is the d-dimensional coordinates of each of the N predefined joints on the skeleton. The keyword S-J denotes the spatial coordinates of a single joint. The dimension of this part of the features is
 for each frame. To encode the spatial information, many previous studies have successfully employed the displacements of each pair of joints and the angles of each triple of joints as local descriptors. Inspired by their findings, we define each pair or each triple of joints as a pathlet in the skeleton and then extract the spatial path signature features from all the pathlets individually. The features are illustrated in Figure  2 . Keywords S-P-PSF and S-T-PSF denote the spatial PSF of joint pairs and that of joint triples respectively. According to the geometric interpretation in Section 3.1, we employ the truncated signature of these pathlets at some lower levels which represent displacement and area. 
S-J:
The d-dimensional coordinates of each of the predefined N joints are incorporated.
T-J-PSF:
The temporal PSF over the evolution of each joint up to signature level SJ n is extracted.
(joint pair)
S-P-PSF: The PSF over each pair of joint up to signature level SP n is extracted.
T-S-PSF:
The evolution of each dimension of spatial PSF is treated as path over which the temporal PSF up to signature level TS n is extracted. 3 (joint triple)
S-T-PSF:
The PSF over each triple of joint up to signature level ST n is extracted.
Together they model the spatial constraints of each frame. Considering all the possible correlated constraints of joint pairs and triples, the number of pathlets is 2 and 3 respectively. We predefine the priority of all the N joints so that the joints of each pair or triple constitute a unique ordered path. This predefinition allows us to avoid redundancy in accordance to the time reversal property [63] (discussed in subsection 3.3.1) of the signature. If we denote the truncated level of signature for the pairs and the triples as nSP and nST respectively, then the dimensions are
respectively. We use DS to denote the sum of DSP and DST.
Temporal dynamical features
The temporal information of human actions is essential for recognition. Conventional approaches employed the difference along the time dimension, while recently many researchers adopted the RNN [18] or LSTM [19] which have achieved breakthroughs in many tasks of sequential data. Among them, a recent work in [23] proposed jointly learning the spatial and temporal contexts in a variant of LSTM. Inspired by them, we suggest that the dynamics of skeleton-based human action can be described by the evolution of spatial structural context. The spatial context here is the information of each individual joint and the correlation among joints. We use PSF to encode these evolutions to facilitate modeling dynamics.
The evolution of each joint along the time constructs a path as shown in Figure 3 . Before the extraction of the path signature, an extra monotone time dimension is added to ensure the path uniqueness (discussed in subsection 3.3.2), so the evolution of each joint is (d+1)-dimensional. The PSF over this evolution at the first level can cover the temporal increments which is similar to the conventional hand-designed features [31] [42], while some higher level terms include more geometric properties. For all the N joints, this subset of the features (abbreviated as T-J-PSF) has
dimensions, where nTJ is the truncated level of the signature. Note that the PSF over the whole time interval of the clip has invariant dimension under the variation of duration.
The other kind of temporal feature (denoted as T-S-PSF) is extracted from the evolution of the spatial correlations among joints. The illustration is shown in Figure 4 . The spatial correlations here are the spatial path signature features presented in subsection 4.1, although it can also be any other local features. The PSF over the evolution of spatial static constraints encodes the kinematic constraints of the body. As shown in Figure 4 , each dimension of the spatial features is treated individually, so a series of 1D paths are formed. However, as described in equation (3), the signature of a 1D path is just the increments to a certain power, so we use the lead-lag transformation (i.e., a variant of the transformation method in [67] ) over the 1D path to enrich the temporal contextual information. The lead-lag transformation of a path adds the corresponding delayed paths to the original one as shown in Figure 5 . We exploit its capability of describing the dependence of the events which occur sequentially. If we define dLLT as the dimension of the transformed path and the truncated level of signature as nTS, the dimension of T-S-PSF from all the evolutions of spatial features is 
Discussion
Some issues of PSF are worthy of further discussion. The higher level terms of path signature. In section 3.1, we showed that a geometric representation of some lower level terms of the path signature can be depicted. So the shuffle product identity [61] implies that the product of two signature of lower level can be expressed as a linear combination of some higher level terms. For instance, for the two-dimensional case in section 3.1, we can easily derive the following equation from Figure 1 
In other words, the extra higher level terms involved can be regarded as nonlinearity of the lower level terms. Therefore, when we adopt the higher level terms as feature representation, we actually involve more nonlinear prior knowledge in our feature set. So we may need only linear classifiers to distinguish the targets if the introduced nonlinearity is sufficient. The dimension of lead-lag transformed path. The lead-lag transformation increases the dimension of paths by considering the relationship between the original path and its delayed paths. The dimension of our transformed paths should be proportional to time period we focus on. A smaller period encodes the short-term dependence of the path, while a larger period allows us to find out more longterm dependence. So, the dimension for the lead-lag path should vary from one case to another, a point which merits further study.
Experimental results and analysis
Datasets
To extensively evaluate the proposed methods, we conduct experiments on four datasets, J-HMDB [31] , SBU Interaction Dataset [32] , Berkeley MHAD [33] and NTURGB+D [22] . The only information we used for action recognition is the locations of all the joints in all the frames.
The J-HMDB dataset [31] is a 2D human action dataset. Note that the quantitative analysis about path signature features is conducted on J-HMDB dataset. All the relevant parameters are determined by 5-fold cross validation on the training set of the first split of J-HMDB dataset.
Network configurations
Since that the path signature are nonlinear features, we adopt a single-hidden-layer linear neural network as classifier. The network is fully connected and the activation of hidden neurons is identity function. The input dimension is decided by the path signature features we extracted and the output is a probability distribution given by the softmax function over all the class labels in the dataset. The single hidden layer contains only 64 neurons. The mini-batch size is set to 30. We use the method of stochastic gradient descent with a momentum value equal to 0.7. The learning rate updates in accordance to ( ) The regularization method we adopted to handle the curse of dimension is Dropconnect [69] which applied to the connections between the input and the single hidden layer. Dropconnect as a general version of the well-known Dropout method [70] , randomly omits a proportion of connections between layers. A high ratio of Dropconnect is essential to mitigate overfitting because the features are of very high dimension. Additionally, since the actions of some human joints are highly correlated with each other, a small proportion of joints may already be sufficient to distinguish one action from another in the case of some classes. For this reason we apply Dropconnect with a high ratio immediately after the input layer, so that at each training iteration, most input features are blocked while the rest acquire independence and robustness. Based on our preliminary experiments, the Dropconnect rate is fixed to a value of 0.95.
Data preprocessing and benchmark
To compensate for biometric differences, we normalize the joint coordinates from the world coordinate system to a person-centric coordinate system by placing the center point (i.e., the average position of all joints) at the origin. To cope with the translation variation, all coordinates are normalized to the range of [-1, 1] over the entire video clip.
The data augmentation methods we used for skeletal action are two-fold. One is the horizontal flip because it is feasible in real life without losing any information or inducing structural deformation. In fact, the horizontal rotation is reasonable as well but we do not use it as the rotation is unavailable for a 2D skeleton. Another data augmentation method is adding Gaussian noise [31] over the joint coordinates so as to simulate the noisy positions of estimated or annotated joint. Unlike [31] which only used this noise on the test set to examine the robustness of system, our neural network is able to absorb the plausible translation of joint coordinates by training with these noisy samples.
For feature normalization, the feature value in each dimension is normalized to the range of [-1, 1] by multiplying the reciprocal of the maximum absolute value of that dimension.
As in the definitions in Table I , the spatial features (S-J, S-P-PSF, and S-T-PSF) extracted from each frame having different dimensions over the entire clip under the variation of clip duration. Since the fully connected neural network requires a fixed-length input, we uniformly sample M (where M = 10 in this paper) frames from the clips. Our baseline method is S-J (i.e., using just the coordinate values of joints) of which the dimension of input vector is
where N is the number of joints and d is the dimension of joint coordinates. The validation error rate of the baseline method is 57.54 ± 3.26%.
Investigation of the spatial path signature features
As presented in section 4.1, after predefining the priority ordering of all the joints, we construct all the pairs and triples of joints as pathlets. In each frame, the path signature calculated from these pathlets is of dimension DS. Similar to the baseline method, we uniformly sample M = 10 frames from a clip, then all the features of the M sampling frames constitute our spatial features of this clip. The validation error rates are shown in Table II~III . The performance improves when higher truncated level terms are considered, but the improvements trend to be negligible when the feature dimension increases exponentially with respect to the level of the truncated signature. An interesting observation is that for the pairs (each with two joints), the suitable truncated level nSP is 2 or 3, while for the triples (each with three joints), the level nST is proper to be as high as 3 or 4. In other words, the choice of truncated level of signature should be adapted to the length of pathlet. For the following experiments, we chose to fix nSP to 2 and nST to 4.
Investigation of the temporal path signature features
We construct two kinds of path for temporal feature extraction: one is the evolution of each joint, the other is the evolution of spatial correlations. According to subsection 3.3.4, the signature over the entire path is of fixed dimension and it is independent of the length of the path, so the temporal features are extracted using information from all the frames of the clip without subsampling.
First, we investigate the path signature features extracted from the evolution of each joint under the effect of the additional time dimension and truncated level nTJ. As shown in Figure 6 , if the truncated level nTJ (the x-axis) is 1, adding a time dimension (the green one) involves just the increment (duration) of time. When nTJ increases, the performance improvements of adding time dimension are more evident. Even though the extra time dimension raises the feature dimension, it ensures the path uniqueness and improves the discriminative ability of features. As to the truncated level, when nTJ increases, the results have lower bias together with higher variance, so a tradeoff is required to determine a proper truncated level. We fix the level nTJ to 5 for experiments in the next subsection.
Regarding the path signature features derived from the evolution of spatial correlations among joints, two factors are evaluated: the dimension dLLT of the lead-lag path and the truncated level nTS of signature. As shown in Figure 7 (a), the results improve when a higher dimension dLLT of the lead-lag path is adopted, but the marginal improvement is less obvious when dLLT ≥ 3. For truncated level of signature, the improvements are significant from nTS = 1 to nTS = 2, but they are negligible when nTS is larger than 2 in this case. We show in Figure 7 (b) the trends of feature dimension under different parameters. After making a tradeoff between the model complexity and the performance, we fix the dimension dLLT to 3 and the signature level nTS to 2.
Ablation study
For the ablation study of our features on JHMDB dataset [31] , we use the best parameter setting for each feature based on the foregoing analysis. We retrain the network using the whole training set (including the validation set) taking the final result as the average of the three splits. The results are shown in Table IV . We can see that adding the spatial PSF to the baseline gives an improvement of about 20%, and further adding the temporal PSF contributes an additional 10%. Small improvements (from 68.4% to 69.2%) are shown in the table when adding the spatial PSF of the joint triples (i.e., S-T-PSF), probably because the information relating to area in joint triples is somewhat degraded under the viewpoint variations in 2D skeleton. 
Comparison with the state-of-the-art methods
To achieve state-of-the-art results, we adopt the best settings of parameters from the foregoing analysis. For the JHMDB dataset [31] , the results are given in the previous subsection. For the other three datasets, SBU Interaction [32] , Berkeley MHAD [33] and NTURGB+D [22] , we follow the evaluation criteria in [23] .
5.7.1
Comparison over small datasets For the JHMDB dataset, previous state-of-the-art methods are high-level pose feature (HLPF) [31] and its modified version namely Novel HLPF [42] , dense trajectory features [76] encoded by Fisher vectors [77] , and the posed-based CNN features (P-CNN) [78] . As shown in Table V , the path signature features which use only the joint coordinates achieve better performance than a P-CNN model which requires additional RGB information. Also, our method manages the high degree of nonlinearity, and outperforms other methods which use hand-designed features like HLPF and Novel HLPF.
For the SBU Interaction dataset, the two human skeletons are regarded as one united articulated system with a total of 30 joints in 3D. As shown Table VI, the proposed method using path signature features significantly outperforms all other skeleton-based methods including many RNN-based or LSTM-based ones. Moreover, aside from the results, the Comparison over large-scale dataset The NTURGB+D is in two parts, a cross-subject task and a cross-view task. It is challenging because of viewpoint variations and the unconstrained number of actors.
For normalization, we apply the same 3D rotation and scaling as those in [22] , so the body in the first frame will face the camera directly and those in the following frames will be transformed accordingly. Since different actions contain different number of detected actors in the scene, we apply a two-stage classification. The first stage is a binary classifier separating the actions into two types: one-body or multi-body actions, then the second stage uses the corresponding classifier for each type. The label of the classification at the first stage can be found by going through all the training samples and calculating the average number of actors in each class of actions. The average number of actors is in the range of [1.02, 1.06] for the first 49 classes which are then annotated as one-body actions, while the range is [1.87, 2.04] for the rest 11 classes which are therefore the two-body actions.
Before feature extraction, we rank all the detected actors in each clip based on the distances of their movement. Then, for the one-body classifier, features are extracted from the most active actor (i.e., 25 joints per frame). For the binary classifier and two-body classifier, the two most active actors are regarded as one rigid body; this means we end up having twice the number of joints per frame (i.e., 50 joints per frame). If a body is missing in the entire clip, the coordinates of this body are set to 0; if a body is missing in some medial frames of a clip, its coordinates are filled in using cubic spline interpolation [83] .
To enrich the feature representation for this large dataset, we use a variant of PSF called dyadic path signature features (DPSF, [68] for details) for temporal features. Instead of extracting the PSF over the whole time interval, DPSF partitions the entire time interval into a dyadic hierarchical structure and then extracts PSF over each of the small intervals and finally concatenates all the features into a fix-length vector. The DPSF describes global, regional and local information so as to provide more comprehensive feature representation. The only parameter of DPSF, the hierarchical level, is set to 3 based on a rule of thumb. Note that we do not apply this hierarchical representation for spatial PSF because the spatial pathlets are too short in length (only 2 or 3 time steps) to have partitions.
The results are shown in Table VIII . The final performance is given by two-stage classification. It is noteworthy that incorporating the DPSF instead of original PSF improves the overall result from 74.5% (84.4%) to 78.2% (86.1%) for the cross-subject (cross-view) task. As shown in Table IX , our results outperform the published state-ofthe-art methods including some RNN-based ones, showing the effectiveness of the proposed features for large-scale action recognition. We tried to use DPSF as a replacement of temporal features for experiments on the small datasets, but the improvements are limited. The reason may be the tradeoff between the complexity and the generalization ability under the condition of small datasets.
Conclusion
We have proposed and applied a novel trajectory descriptor called the path signature to solve the problem of skeleton-based human action recognition. The method can effectively encode both spatial structural information and temporal dynamics. We have also shown that the path signature feature is useful in trajectory representation of action recognition based on its geometric, algebraic and analytic properties. Experimental results show that the proposed method outperforms state-of-the-art approaches including some CNN-based and RNN-based ones.
In regard to future work, it would be interesting to see our skeleton-based feature representation can be used with other informative cues (e.g., RGB colors and depth) for further improvement of human action recognition. Further, we note that the human body is represented as a complete graph of which all connections are considered equal. On the one hand, it is flexible enough to adopt the proposed features for any other objects with a series of landmarks. On the other hand, since each kind of objects can be outlined as 
