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Abstract
The classical Biot’s theory provides the foundation of a fully dynamic poroelasticity model describing the prop-
agation of elastic waves in fluid-saturated media. Multiple network poroelastic theory (MPET) takes into account
that the elastic matrix (solid) can be permeated by one or several (n ≥ 1) superimposed interacting single fluid
networks of possibly different characteristics; hence the single network (classical Biot) model can be considered as
a special case of the MPET model.
We analyze the stability properties of the time-discrete systems arising from second-order implicit time stepping
schemes applied to the variational formulation of the MPET model and prove an inf-sup condition with a constant
that is independent of all model parameters. Moreover, we show that the fully discrete models obtained for a family
of strongly conservative space discretizations are also uniformly stable with respect to the spatial discretization
parameter. The norms in which these results hold are the basis for parameter-robust preconditioners.
Keywords— Fully dynamic Biot model, multiple network poroelastic theory, MPET equations, second-order implicit time
stepping scheme, inf-sup stability, parameter-robust preconditioners
1 Fully dynamic poroelasticity models: The continuous case
In this section we formulate the continuous dynamic models whose stable and mass-conservative discretization we will address
in the further course of this work.
1.1 The dynamic Biot model
Let us start with the single network model, which we will also refer to as dynamic Biot problem. For an open domain Ω ⊂
Rd, d = 2, 3, the unknown physical variables in the dynamic Biot problem we are going to consider are the displacement u of
the solid matrix occupying Ω, the relative displacement w := ϕ(v − u) of the fluid, denoting by v the displacement of the fluid
and by ϕ ∈ (0, 1) the porosity of the solid1, and the fluid pressure p, cf. [1].
In the regime of linear elasticity (assuming Hook’s law) we have the relations
σ(u) = 2µǫ(u) + λdiv(u)I, (1a)
ǫ(u) =
1
2
(
∇u+ (∇u)T
)
(1b)
between the total stress σ = σ(u), the strain ǫ = ǫ(u) and the displacement field u. Defining the total density ρ of the
fluid-saturated porous medium by
ρ := ϕρf + (1− ϕ)ρs (2)
1According to [1] the porosity ϕ is defined as ϕ =
Vp
Vb
where Vp is the volume of the pores contained in a sample of bulk volume Vb.
1
in terms of the fluid density ρf and the solid density ρs, the first equation of motion reads
−divσ + ρu¨+ ρf w¨ + α˜∇p = f˜ , in Ω× (0, T ) (3)
where α˜ ∈ [ϕ, 1] denotes the Biot-Willis parameter2 and f˜ the body force density, cf. [2].
The second equation of motion, describing the momentum balance of the fluid component, is given by
ρf u¨+ ρmf w¨ +K
−1
w˙ +∇p = −f˜f , in Ω× (0, T ) (4)
where ρmf := ρf/ϕ is the effective fluid density, K := κ/η the hydraulic conductivity of the medium for a fluid with viscosity
η, and κ the permeability tensor, which for simplicity here will be assumed to be of the form κ = κI for a scalar permeability
coefficient κ.3 If the only body forces are due to gravity then the total body force and fluid body force are given by f˜ = ρb and
f˜f = ρfb with b denoting the gravitational acceleration.
The system is closed by the mass conservation equation
−α˜ ˙divu− ˙divw − cpp˙ = 0, in Ω× (0, T ) (5)
where cp is the constrained specific storage coefficient. Note that if both the elastic solid and the fluid are incompressible one
has cp = 0, cf [4], a situation which is also covered by the analysis presented in section 4 which provides stability in this case as
well.
For symmetry reasons, it is convenient to transform the equations (3)–(5) into an equivalent system which after variational
formulation produces a saddle point problem in each step of an implicit time integration method. This can be achieved by first
inserting the right hand side of the definition w := ϕ(v−u) of w in (3)–(5), then multiplying equation (4) with −ϕ and adding
it to equation (3) to obtain a new equation replacing (3). Finally, substituting ϕv with v and denoting 0 ≤ α := α˜−ϕ one ends
up with the new system
−divσ + ((1− ϕ)ρs − ϕρf + ϕ2ρmf )u¨+ ϕ2K−1u˙+ (ρf − ϕρmf )v¨ − ϕK−1v˙ + α∇p = f , (6a)
(ρf − ϕρmf )u¨− ϕK−1u˙+ ρmf v¨ +K−1v˙ +∇p = g, (6b)
−α ˙divu− ˙divv − cpp˙ = 0. (6c)
where we have also used the notation f := f˜ + ϕf˜f and g := −f˜f .
The dynamic Biot problem (6) has to be complemented by proper initial conditions at time t = t0, e.g., prescribing u(x, 0) =
u(0)(x), v(x, 0) = v(0)(x), p(x, 0) = p(0)(x), u˙(x, 0) = u(1)(x), v˙(x, 0) = v(1)(x) at time t0 = 0 as well as proper boundary
conditions at any time t > t0, e.g.,
p(x, t) = pD(x, t) for x ∈ Γp,D, t > 0, (7a)
K
∂p(x)
∂n
= qN (x, t) for x ∈ Γp,N , t > 0, (7b)
u(x, t) = uD(x, t) for x ∈ Γu,D, t > 0, (7c)
(σ(x, t)− αpI)n(x) = gN(x, t) for x ∈ Γu,N , t > 0, (7d)
where Γp,D ∩ Γp,N = ∅, Γp,D ∪ Γp,N = Γ = ∂Ω and Γu,D ∩ Γu,N = ∅, Γu,D ∪ Γu,N = Γ. A more detailed derivation of the
system (6) and some fundamental results regarding its well-posedness can be found in [5, 6, 7, 8].
In compact notation, the system (6a)–(6c) can be written in the form
M y¨ +Dy˙ + Ly = F (8)
2For physical reasons it is natural to assume that ϕ ≤ α˜ ≤ 1, cf. [2].
3The latter assumption is valid for isotropic porous media, cf. [3].
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with operators M, D, L, right hand side F , and unknown vector y given by
M =

((1− ϕ)ρs − ϕρf + ϕ2ρmf )I (ρf − ϕρmf )I 0(ρf − ϕρmf )I ρmf I 0
0 0 0

 , (9a)
D =

ϕ2K−1 −ϕK−1 0−ϕK−1 K−1 0
−αdiv −div −cpI

 , (9b)
L =

−2µdivǫ − λ∇div 0 α∇0 0 ∇
0 0 0

 , (9c)
and
F =

fg
0

 , y =

uv
p

 , (10)
Many problems in structural dynamics can be represented in the abstract form (8). Note that in case of the dynamic Biot
model M + L + D is a self-adjoint and invertible linear operator with an inverse (M + L + D)−1 defined on the dual space
W ∗ := U˜∗ × U∗ × P ∗ of an appropriate product space W := U˜ × U × P . However, the operators M : W → W ∗ and
L : W →W ∗ and in the case cp = 0 also D : W →W ∗ are not invertible individually. This is the reason why many popular
standard implicit time integration schemes, for instance the Crank Nicolson method, cf [9], which requires the invertibility ofM,
can not be applied straighforwardly. However, further refined/combined methods have already been considered in the present
context as early as in [10]. Before we will also address this issue we will generalize the system (6) in order to present the dynamic
MPET model as subject of further discussions.
1.2 The dynamic MPET model
A basic assumption in the MPET model is that the elastic solid matrix is permeated by n ≥ 1 fluid networks each of which
being described by its individual fluid displacement vi, relative fluid displacement wi = ϕi(vi −u) and fluid pressure pi, where
ϕi denotes the porosity of the solid induced by the i-th network. For consistency reasons we may assume that
n∑
i=1
ϕi = ϕ ∈ (0, 1) and ϕi ∈ (0, 1) for all i = 1, 2, . . . , n.
The system of two momentum and one mass balance equations for n fluid networks reads
−divσ + ρu¨+
n∑
i=1
ρiw¨i +
n∑
i=1
α˜i∇pi = f˜ , in Ω× (0, T ), (11a)
ρiu¨+ ρmiw¨i +K
−1
i w˙i +∇pi = −f˜i, in Ω× (0, T ), for all i = 1, · · · , n, (11b)
−α˜i ˙divu− ˙divwi − cpi p˙i −
n∑
j=1
j 6=i
β˜ij(pi − pj) = 0, in Ω× (0, T ), for all i = 1, · · · , n, , (11c)
herewith generalizing (3)–(5), where ρ :=
∑n
i=1 ϕiρi + (1 − ϕ)ρs again denotes the total density and f˜ the body force; The
mass densities of the solid and the i-th fluid component are denoted by ρs and ρi, respectively, the Biot-Willis parameter of the
i-th network by α˜i ∈ [ϕi, 1]. Further, f˜i is the body force associated with the i-th fluid compartment. Moreover, each fluid is
characterized by its effective density ρmi ≥ ρiϕi , cf [4], and viscosity ηi resulting in a hydraulic conductivity Ki := κi/ηi of the
i-th network, where κi denotes its permeability.
Note that the additional term
∑
j 6=i β˜ij(pi − pj) in (11c) models mass exchange between the networks due to pressure
differences, cf [11][12].
3
Applying a symmetrization procedure analogous to the one that has lead to (6) we obtain
−divσ + ((1− ϕ)ρs −
n∑
i=1
ϕiρi +
n∑
i=1
ϕ2i ρmi)u¨+
n∑
i=1
ϕ2iK
−1
i u˙+
n∑
i=1
(
(ρi − ϕiρmi)v¨i − ϕiK−1i v˙i
)
+
n∑
i=1
αi∇pi = f , (12a)
(ρi − ϕiρmi)u¨− ϕiK−1i u˙+ ρmi v¨i +K−1i v˙i +∇pi = gi, i = 1, · · · , n, (12b)
−αi ˙divu− ˙divvi − cpi p˙i −
n∑
j=1
i6=j
β˜ij(pi − pj) = 0, i = 1, · · · , n, (12c)
where 0 ≤ αi := α˜i − ϕi and f := f˜ +∑ni=1 ϕif˜i and gi := −f˜i.
Again, the system (12) can be represented in the form (8) but now with operatorsM, D, L, right hand side F , and unknown
vector y given by
M =


((1−ϕ)ρs−∑ni=1 ϕi(ρi−ϕiρmi))I (ρ1−ϕ1ρm1)I · · · (ρn−ϕnρmn)I 0 · · · 0
(ρ1 − ϕ1ρm1)I ρm1I · · · 0 0 · · · 0
...
...
. . .
...
...
. . .
...
(ρn − ϕnρm1)I 0 · · · ρmnI 0 · · · 0
0 0 · · · 0 0 · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · 0 0 · · · 0


, (13a)
D =


∑n
i=1 ϕ
2
iK
−1
i −ϕ1K−11 · · · −ϕnK−1n 0 · · · 0
−ϕ1K−11 K−11 · · · 0 0 · · · 0
...
...
. . .
...
...
. . .
...
−ϕnK−1n 0 · · · K−1n 0 · · · 0
−α1div −div · · · 0 −cp1I · · · 0
...
...
. . .
...
...
. . .
...
−αndiv 0 · · · −div 0 · · · −cpnI


, (13b)
L =


−2µdivǫ− λ∇div 0 · · · 0 α1∇ · · · αn∇
0 0 · · · 0 ∇ · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · 0 0 · · · ∇
0 0 · · · 0 −β˜11I · · · β˜1nI
...
...
. . .
...
...
. . .
...
0 0 · · · 0 β˜n1I · · · −β˜nnI


, (13c)
4
F =


f
g1
...
gn
0
...
0


, y =


u
v1
...
vn
p1
...
pn


. (14)
Note that, as before, (M+L+D) is self-adjoint. In the next section, we will use (block) operators composed of submatrices of
M, L and D. For this reason we define
M :=

M11 M12 M13M21 M22 M23
M31 M32 M33

 , D :=

D11 D12 D13D21 D22 D23
D31 D32 D33

 , L :=

L11 L12 L13L21 L22 L23
L31 L32 L33

 (15)
where the three-by-three partitioning of M, L and D corresponds with the partitioning of the unknown vector y into u,
v := (vT1 , . . . ,v
T
n )
T and p = (p1, . . . , pn)
T . The definition of Mi,j , Li,j and Dij for 1 ≤ i, j ≤ 3 then follows from equating
corresponding blocks in (15) and (13a)–(13c).
2 Discretization
In this section we present first a second order time discretization method for the dynamic MPET problem and then recall a
family of mixed finite element methods for space discretization that provide mass conservation in a strong, that is, pointwise,
sense.
2.1 Time discretization
To start with, consider the equation (8) with the operators M, D, L, right hand side F , and unknown vector y defined by (13)
and (14). A second-order accurate implicit time integration method that can be represented in the form (8) is the Crank Nicolson
method method . We want to use it in the present context in which we have to resolve the issue that the operator M is not
invertible.
Let us consider a time interval [0, T ], for simplicity partitioned into n equidistant subintervals of length τ , i.e., τ = T/n.
Then, starting from known initial values for u, v := (vT1 , . . . ,v
T
n )
T and p = (p1, . . . , pn)
T at time t = 0, which we will denote
by u0, v0 and p0 and collect in a vector y0 the time-stepping scheme we wish to construct should produce a time-discrete
approximation of the vector of unknowns y at time tk+1 = tk + τ denoted by y
k+1 from the time-discrete approximation yk at
time tk by solving an operator equation of the form
Ayk+1 = Gk+1 (16)
where the right hand side Gk+1 is defined in terms of computable quantities at time tk and tk+1, including, for instance,
approximations of the time derivatives u˙ and v˙ at time tk if available.
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Assuming for a moment that we know p we can consider a resticted dynamical problem
M¯ r¨ + D¯r˙ + L¯r = F¯ (17)
for the unknowns u and v which we collect in the vector r, i.e., r = (uT ,vT )T , where the operators M¯, D¯, L¯ and right hand
side F¯ are defined by
M¯ :=
[M11 M12
M21 M22
]
, D¯ :=
[D11 D12
D21 D22
]
, L¯ :=
[L11 L12
L21 L22
]
, F¯ :=
[
f
g
]
−
[L13
L23
]
p. (18)
4Note that the exact values of u˙ and v˙ are given at time t0 = 0.
5
Introducing the new variable s := r˙, the second-order system (17) can be rewritten in form of the following equivalent first-order
system:
r˙ = s (19a)
s˙ = −M¯−1D¯s− M¯−1L¯r + M¯−1F¯ =: H¯. (19b)
Applying Crank-Nicolson method to (19) one computes the approximation rk+1 at time tk+1 from the system
r
k+1 = rk +
τ
2
(sk + sk+1), (20a)
s
k+1 = sk +
τ
2
(H¯(rk, sk, tk) + H¯(rk+1, sk+1, tk+1)) =: sk + τ
2
(H¯k + H¯k+1). (20b)
Using the definition of H¯k and H¯k+1 according to (19b) yields
(M¯+ τ
2
D¯)sk+1 = (M¯ − τ
2
D¯)sk − τ
2
(L¯rk+1 + L¯rk) + τ
2
(F¯k + F¯k+1) (21)
Next, inserting (21) in (20a). Collecting terms, the time-step equation for the resticted dynamical problem (17) is given by
(M¯+ τ
2
D¯ + τ
2
4
L¯)rk+1 = τ
2
4
(F¯k + F¯k+1) + (M¯+ τ
2
D¯ − τ
2
4
L¯)rk + τM¯sk (22a)
τ
2
s
k+1 − rk+1 = −rk − τ
2
s
k (22b)
For symmetry reasons,multiplying equation (22b) with (−1) and adding it to equation (22a), then multiplying equation (22b)
with τ
2
, we obtain
(M¯+ I+ τ
2
D¯ + τ
2
4
L¯)rk+1 − τ
2
Isk+1 =
τ 2
4
(F¯k + F¯k+1) + (M¯+ I+ τ
2
D¯ − τ
2
4
L¯)rk + τ (M¯+ 1
2
I)sk (23a)
τ 2
4
s
k+1 − τ
2
r
k+1 = − τ
2
r
k − τ
2
4
s
k (23b)
As a consequence of the presence of pk and pk+1 in (23a), i.e.,
F¯k + F¯k+1 =
[
fk
gk
]
+
[
fk+1
gk+1
]
−
[L13
L23
]
p
k −
[L13
L23
]
p
k+1, (24)
it is not possible to apply (23) as a stand-alone scheme. This is why we will couple (23) to a second time-step equation obtained
from the mass balance equation.
We use the operators defined in the previous section to rewrite (12c) in the form
D31u˙+D32v˙ +D33p˙+ L33p = 0, (25)
or, equivalently,
˙˜p = −L33p. (26)
where we have introduced the new variable p˜ := D31u+D32v+D33p. Application of the Crank-Nicolson scheme to (26) results
in
p˜
k+1 = p˜k +
τ
2
( ˙˜pk + ˙˜pk+1) = p˜k − τ
2
(L33pk + L33pk+1), (27)
which can also be expressed as
D31uk+1 +D32vk+1 + ( τ
2
L33 +D33)pk+1 = D31uk +D32vk − ( τ
2
L33 −D33)pk.
6
To ensure the Symmetry of all System, multiplying the above equation with τ
2
4
yields
τ 2
4
D31uk+1 + τ
2
4
D32vk+1 + τ
2
4
(
τ
2
L33 +D33)pk+1 = τ
2
4
D31uk + τ
2
4
D32vk − τ
2
4
(
τ
2
L33 −D33)pk. (28)
The combined scheme is now defined based on (22), which we slightly rearrange in the form
(M¯+ I+ τ
2
D¯ + τ
2
4
L¯)rk+1 − τ
2
Isk+1+
τ 2
4
[L13
L23
]
p
k+1 =
τ 2
4
[
fk
gk
]
+
τ 2
4
[
fk+1
gk+1
]
− τ
2
4
[L13
L23
]
p
k
+ (M¯+ I+ τ
2
D¯ − τ
2
4
L¯)rk + τ (M¯+ 1
2
I)sk (29a)
τ 2
4
Isk+1 − τ
2
Irk+1 = − τ
2
Irk − τ
2
4
Isk (29b)
in order to collect all unknown quantities referring to time tk+1 on the left hand side and (28). It finally can be represented in
the modified form (16) where the operator A and right hand side vector Gk+1 are given by
A :=


A¯11 A¯12 − τ2 I 0 τ
2
4
L13
A¯21 A¯22 0 − τ21 τ
2
4
L23
− τ
2
I 0 τ
2
4
I 0 τ
2
4
L13
0 − τ
2
I 0 τ
2
4
I τ
2
4
L23
τ2
4
D31 τ24 D32 0 0 τ
3
8
L33 + τ24 D33

 , y =


u
v
u˙
v˙
p

 (30)
where [A¯11 A¯12
A¯21 A¯22
]
:=
[
M11 + I+ τ2D11 + τ
2
4
L11 M12 + τ2D12 + τ
2
4
L12
M21 + τ2D21 + τ
2
4
L21 M22 + I+ τ2D22 + τ
2
4
L22
]
, (31)
v˙ := (v˙T1 , . . . , v˙
T
n )
T and
Gk+1 :=


τ2
4
fk+ τ
2
4
fk+1 + A¯11uk + A¯12vk − τ22 (L11uk+L12vk)− τ
2
4
L13pk + τ ((M11 + 12I)u˙k+M12v˙k)
τ2
4
gk+ τ
2
4
gk+1 + A¯21uk + A¯22vk − τ22 (L21uk+L22vk)− τ
2
4
L23pk + τ ((M21 + 12 I)u˙k+M22v˙k)
− τ
2
Iuk − τ2
4
Iu˙k
− τ
2
Ivk − τ2
4
Iv˙k
τ2
4
D31uk + τ24 D32vk − τ
2
4
( τ
2
L33 −D33)pk

 . (32)
We see that the right hand is defined in terms of the quantities uk,vk, u˙k, v˙k and pk that are known from the previous time
step, and additionally fk, gk and fk+1, gk+1, which can be evaluated at any time moment due to the known right hand side
of (12).
In summary, we have defined a time-stepping scheme that requires in each time step the solution of an equation of the form (16)
with a self-adjoint operator A defined in (30), and we introduce the new abbreviations
γi := −
(
(ρi − ϕiρmi)−
τ
2
ϕiK
−1
i
)
, (33a)
γu :=
(
(1− ϕ)ρs + 1 +
n∑
i=1
ϕiγi
)
, γv,i :=
ρi + γi
ϕi
+ 1 (33b)
βij :=
τ 3
8
β˜ij , 1 ≤ i, j ≤ n, i 6= j, βii :=
n∑
j=1
i6=j
τ 3
8
β˜ij +
τ 2
4
cpi , 1 ≤ i ≤ n. (33c)
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and assumed that Ki = KiI. Then a self-adjoint operator A defined in (30), can be written as follows,
A :=


− τ2
4
divσ + γu −γ1 · · · −γn − τ2 0 · · · 0 τ
2
4
α1∇ · · · τ24 αn∇
−γ1 γv,1 · · · 0 0 − τ2 · · · 0 τ
2
4
∇ · · · 0
...
. . .
...
...
...
. . .
...
...
. . .
...
−γn 0 · · · γv,n 0 0 · · · − τ2 0 · · · τ
2
4
∇
− τ
2
0 · · · 0 τ2
4
0 · · · 0 0 · · · 0
0 − τ
2
· · · 0 0 τ2
4
· · · 0 0 · · · 0
...
...
. . .
...
...
...
. . .
...
...
. . .
...
0 0 · · · − τ
2
0 0 · · · τ2
4
0 · · · 0
− τ2
4
α1div − τ24 div · · · 0 0 0 · · · 0 −β11 · · · β1n
...
...
. . .
...
...
...
. . .
...
...
. . .
...
− τ2
4
αndiv 0 · · · − τ24 div 0 0 · · · 0 βn1 · · · −βnn


3 Mass conserving space discretization
3.1 Space discretization of continuous Problem
The weak formulation of system (29) and (28) :
Find (u;v; u˙; v˙;p) ∈ U˜ ×U × V˜ × V × P , such that for any (w;z; w˜; z˜; q) ∈ U˜ ×U × V˜ × V × P then
µτ 2
2
(ǫ(u), ǫ(w)) +
λτ 2
4
(divu,divw) + γu(u,w)− τ
2
(u˙,w) + (A¯12v,w)− τ
2
4
(αp,Divw) = (G1,w), (34a)
(A¯21u,z) + (A¯22v,z)− τ
2
(v˙,z)− τ
2
4
(p,Divz) = (G2,z), (34b)
− τ
2
(u, w˜) +
τ 2
4
(u˙, w˜) = (G3, w˜), (34c)
− τ
2
(v, z˜) +
τ 2
4
(v˙, z˜) = (G4, z˜), (34d)
− τ
2
4
(αDivu,q)− τ
2
4
(Divv,q) + ((
τ 3
8
L33 + τ
2
4
D33)p, q) = (G5, q), (34e)
where
Divv =


divv1
...
divvn

 for all v ∈ U , Divu =


divu
...
divu

 for all u ∈ U˜ ,α :=


α1 0 · · · 0
0 α2 · · · 0
...
...
. . .
...
0 0 · · · αn


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Consider the Hilbert spaces U˜ = H10 (Ω)
d, V˜ = H0(div,Ω), P = (L
2
0(Ω))
n and U ,V = (H0(div,Ω))
n with parameter-dependent
norms ‖ · ‖U˜×U×V˜×V , ‖ · ‖P induced by the inner product
((u,v, u˙, v˙), (w, z, w˜, z˜))U˜×U×V˜×V =
µτ 2
2
(ǫ(u), ǫ(w)) +
λτ 2
4
(divu,divw) + (Λuv


u
v
u˙
v˙

 ,


w
z
w˜
z˜

)
+
τ 2
4
(Λ−1 (Divv +αDivu) ,Divz +αDivw), (35a)
(p, q)P =
τ 2
4
(Λp, q) (35b)
where
Λ := Λ1 + Λ2 + Λ3, Λ1 := −( τ
2
L33 +D33), Λ2 := τ
2
4
A¯−122 , Λ3 := τ
2
4γ
αΛ4α, γ := max {τ
2µ
2
,
τ 2λ
4
, γu}
Λ4 :=


1 1 · · · · · · 1
1 1 · · · · · · 1
...
...
. . . · · ·
...
1 1 · · · · · · 1

 , Λuv :=


γu A¯12 − τ2 I 0
A¯21 A¯22 0 − τ2 I
− τ
2
I 0 τ
2
4
I 0
0 − τ
2
I 0 τ
2
4
I


The matrices Λ1 and Λuv are positive semi-definit, because they are sum of positive matrices.
From System of equations (34) introduce the bilinear form
A((u;v; u˙; v˙;p), (w, z; w˜; z˜; q)) = µτ
2
2
(ǫ(u), ǫ(w)) +
λτ 2
4
(divu,divw) + (Λuv


u
v
u˙
v˙

 ,


w
z
w˜
z˜

)
− τ
2
4
(p,αDivw +Divz)− τ
2
4
(αDivu+Divv,q)− τ
2
4
(Λ1p, q) (36)
3.2 the space discretization of discrete Problem
3.2.1 Preliminaries and notation
Let Th be a shape-regular triangulation of mesh-size h of the domain Ω into triangles {T} and define the set of all interior edges
(or faces) of Th by EIh and the set of all boundary edges (or faces) by EBh . Let Eh = EIh ∪ EBh .
For s ≥ 1, we introduce the spaces
Hs(Th) = {φ ∈ L2(Ω), such that φ|T ∈ Hs(T ) for all T ∈ Th}.
We further define some trace operators.Denote by e = ∂T1 ∩ ∂T2 the common boundary (interface) of two subdomains T1
and T2 in Th, and by n1 and n2, the unit normal vectors to e that point to the exterior of T1 and T2, correspondingly.
For any e ∈ EIh and q ∈ H1(Th),v ∈ H1(Th)d and τ ∈ H1(Th)d×d, the averages are defined as
{v} = 1
2
(v|∂T1∩e · n1 − v|∂T2∩e · n2), {τ} =
1
2
(τ |∂T1∩en1 − τ |∂T2∩en2),
and the jumps are given by
[q] = q|∂T1∩e − q|∂T2∩e, [v] = v|∂T1∩e − v|∂T2∩e.
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When e ∈ EBh , then the above quantities are defined as
{v} = v|e · n, {τ} = τ |en, [q] = q|e, [v] = v|e.
If nT is the outward unit normal to ∂T , it is easy to show that , for τ ∈ H1(Ω)d×d and for all v ∈ H1(Th)d, we have∑
T∈Th
∫
∂T
(τnT ) · vds =
∑
e∈Eh
∫
e
{τ} · [v]ds. (37)
3.2.2 DG discretization
The finite element spaces we consider are denoted by
U˜h = {u ∈ H(div; Ω) : u|T ∈ U˜(T ), T ∈ Th; u · n = 0 on ∂Ω},
Ui,h = {v ∈ H(div; Ω) : v|T ∈ Ui(T ), T ∈ Th; v · n = 0 on ∂Ω}, i = 1, · · · , n,
V˜h = {u˜ ∈ H(div; Ω) : u˜|T ∈ V˜ (T ), T ∈ Th; u˜ · n = 0 on ∂Ω},
Vi,h = {v˜ ∈ H(div; Ω) : v˜|T ∈ Vi(T ), T ∈ Th; v˜ · n = 0 on ∂Ω}, i = 1, · · · , n,
Pi,h = {p ∈ L2(Ω) : p|T ∈ Qi(T ), T ∈ Th;
∫
Ω
pdx = 0}, i = 1, · · · , n.
The discretization we analyze in the present context define the local spaces U˜(T )/Ui(T )/V˜ (T )/Vi(T )/Qi(T ) via BDMl(T )/
BDMl(T )/RTl−1(T )/RTl−1(T )/Pl−1(T ), or BDFMl(T )/BDFMl(T )/RTl−1(T ) /RTl−1(T )/Pl−1(T ) for l ≥ 1. Note that, for
each of these choices, the important condition divU˜(T ) = divUi(T ) = divV˜ (T ) = divVi(T ) = Qi(T ) is satisfied, cf [13][14][15].
Note that the normal component of any u ∈ U˜h is continuous on the internal edges and vanishes on the boundary edges.
Then, for all e ∈ Ehnd for allτ ∈ H1(T )d,u ∈ U˜h it holds∫
e
[un] · τds = 0, implying that
∫
e
[u] · τds =
∫
e
[ut] · τds, (38)
where un and ut denote the normal and tangential component of u, respectively.
Similar to the continuous problem, we denote
v
T
h = (v
T
1,h, · · ·vTn,h), v˙Th = (v˙T1,h, · · · v˙Tn,h), pTh = (p1,h, · · · , pn,h), zTh = (zT1,h, · · ·zTn,h),
z˜
T
h = (z˜
T
1,h, · · · z˜Tn,h), qTh = (q1,h, · · · , qn,h), Vh = V1,h × · · · × Vn,h, Ph = P1,h × · · · × Pn,h.
With this notation at hand, the discretization of the variational problem (34) is given as follows:
Find (uh;vh; u˙h; v˙h;ph, ) ∈ U˜h ×Uh × V˜h × Vh ×Ph such that, for any (wh;zh; w˜h; z˜h; qh, ) ∈ U˜h ×Uh × V˜h × Vh × Ph
µτ 2
2
ah(uh,wh) +
λτ 2
4
(divuh,divwh) + γu(uh,wh)− τ
2
(u˙h,wh) + (A¯12vh,wh)− τ
2
4
(αph,Divwh) = (G1,wh), (39a)
(A¯21uh,zh) + (A¯22vh,zh)− τ
2
(v˙h,zh)− τ
2
4
(ph,Divzh) = (G2, zh), (39b)
− τ
2
(uh, w˜h) +
τ 2
4
(u˙h, w˜h) = (G3, w˜h), (39c)
− τ
2
(vh, z˜h) +
τ 2
4
(v˙h, z˜h) = (G4, z˜h), (39d)
− τ
2
4
(αDivuh, qh)− τ
2
4
(Divvh, qh)− τ
2
4
(Λ1ph, qh) = (G5, qh), (39e)
where
ah(u,w) =
∑
T∈Th
∫
T
ǫ(u) : ǫ(w)dx−
∑
e∈Eh
∫
e
{ǫ(u)} · [wt]ds−
∑
e∈Eh
∫
e
{ǫ(w)} · [ut]ds+
∑
e∈Eh
∫
e
ηh−1e [ut] · [wt]ds, (40)
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η is a stabilization parameter independent of all parameters , the network scale n and the mesh size h.
For any u ∈ U˜h, we introduce the mesh-dependent norms:
‖u‖2h =
∑
T∈Th
‖ǫ(u)‖20,T +
∑
e∈Eh
h−1e ‖[ut]‖20,e, ‖u‖21,h =
∑
T∈Th
‖∇u‖20,T +
∑
e∈Eh
h−1e ‖[ut]‖20,e.
the ”DG”-norm
‖u‖2DG =
∑
T∈Th
‖∇u‖20,T +
∑
e∈Eh
h−1e ‖[ut]‖20,e +
∑
T∈Th
h2T |u|22,T , (41)
and, finally, the mesh-dependent norm ‖(·; ·; ·; ·)‖U˜h×U×V˜×V by
‖(u;v; u˙; v˙)‖2
U˜h×U×V˜×V =
µτ 2
2
‖u‖2DG + τ
2λ
4
‖divu‖2 + ‖Λ
1
2
uv


u
v
u˙
v˙

 ‖2 + τ 24 ‖Λ− 12 (Divv +αDivu) ‖2. (42)
We now summarize several results on well-posedness and approximation properties of the DG formulation:
• From the discrete version of Korn’s inequality we have that the norms ‖ · ‖DG, ‖ · ‖h, and ‖ · ‖1,h are equivalent on U˜h,
namely,
‖u‖DG h ‖u‖h h ‖u‖1,h, for all u ∈ U˜h. (43a)
‖u‖2DG ≤ c0‖u‖21,h, ‖u‖2h ≥ c1‖u‖2DG (43b)
• The bilinear form ah(·, ·), introduced in (40) is continuous and we have
|ah(u,w)| ≤ c2‖u‖DG‖w‖DG, for all u, w ∈ H2(Th)d. (44)
• The discrete Poincare inequality, cf [16]
‖u‖2 ≤ c3‖u‖21,h, for all u ∈ U˜h. (45)
• For our choice of the finite element spaces U˜h,Uh and Ph we have the following inf-sup conditions,
inf
qh∈Ph
sup
uh∈U˜h
(divuh,
n∑
i=1
qi,h)
‖uh‖1,h‖
n∑
i=1
qi,h‖
≥ βs,h, inf
qi,h∈Pi,h
sup
vi,h∈Ui,h
(divvi,h, qi,h)
‖vi,h‖div‖qi,h‖ ≥ βv,h, (46)
where βs,h and βv,h are positive constant independent of all parameters, the network scale n and the mesh size h.
• The coercivity of ah(·, ·)
ah(uh,uh) ≥ αa‖uh‖2h, for all uh ∈ U˜h, (47)
where αa is a positive constant independent of all parameters, the network scale n and the mesh size h.
Related to the discrete problem (39) and from the definition of the matrix Λuv, we define the bilinear form
Ah((uh;vh; u˙h; v˙h;ph), (wh;zh; w˜h; z˜h; qh)) = µτ
2
2
ah(uh,wh) +
τ 2λ
4
(divuh,divwh) + (Λuv


uh
vh
u˙h
v˙h

 ,


wh
zh
w˜h
z˜h

)
− τ
2
4
(ph,αDivwh +Divzh)− τ
2
4
(αDivuh +Divvh, qh)− τ
2
4
(Λ1ph, qh) (48)
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4 Stability analysis
4.1 Stability of the time-discrete problem
The main result of this section is a proof of the uniform well-posedness, of problem (34) under the norms induced by (35). Before
we study the full dynamic MPET equations, we recall the following well known results, cf [17][18], and two help Lemmas:
Lemma 4.1. There exists a constant βv > 0 such that
inf
q∈Pi
sup
v∈Vi
(divv, q)
‖v‖div‖q‖ ≥ βv, i = 1, . . . , n. (49)
Lemma 4.2. There exists a constant βs > 0 such that
inf
q∈P
sup
u∈U˜
(divu, q)
‖u‖1‖q‖ ≥ βs (50)
Lemma 4.3. the determinant of the following matrix
A :=


−b1 −b2 · · · · · · −bn
a 0 · · · 0 0
...
. . .
...
...
...
. . .
...
...
0 · · · · · · a 0


n×n
is det(A) = (−1)n · an−1 · bn
Proof. By using induction method. For n = 1 we have det(A) = −b1. Assume the induction hypothesis is true for (n− 1) and
we proof for n. By using the Laplace’s formula for the last row it follow
det(A) = (−1)n+n−1 · a ·
∣∣∣∣∣∣∣∣∣∣∣∣
−b1 −b2 · · · · · · −bn
a 0 · · · 0 0
...
. . .
...
...
...
. . .
...
...
0 · · · · · · a 0
∣∣∣∣∣∣∣∣∣∣∣∣
(n−1)×(n−1)
= −a ((−1)n−1an−2bn) = (−1)n · an−1 · bn
Lemma 4.4. the determinant of the following matrix
B :=


c −b1 −b2 · · · bn
−b1 a · · · · · · 0
−b2
...
. . .
...
...
...
. . .
...
−bn 0 · · · · · · a


(n+1)×(n+1)
is det(B) = an−1
(
a · c−
n∑
i=1
b2i
)
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Proof. By using induction method. For n = 1 we have det(A) = a · c− b21. Assume the induction hypothesis is true n and we
proof for (n+ 1). By using the Laplace’s formula for the last row it follow
det(B) = (−1)n+1+1 · (−bn) ·
∣∣∣∣∣∣∣∣∣∣∣∣
−b1 −b2 · · · · · · −bn
a 0 · · · 0 0
...
. . .
...
...
...
. . .
...
...
0 · · · · · · a 0
∣∣∣∣∣∣∣∣∣∣∣∣
n×n
+ (−1)2n+2 · a ·
∣∣∣∣∣∣∣∣∣∣∣∣
c −b1 −b2 · · · bn−1
−b1 a · · · · · · 0
−b2
...
. . .
...
...
...
. . .
...
−bn−1 0 · · · · · · a
∣∣∣∣∣∣∣∣∣∣∣∣
n×n
= (−1)n+2 · (−bn) · (−1)n · an−1 · bn + a · an−2
(
a · c−
n−1∑
i=1
b2i
)
= −an−1 · b2n + an−1
(
a · c−
n−1∑
i=1
b2i
)
The following theorem shows the boundedness of A((.; .; .; .; .), (.; .; .; .; .)) in the norm induced by (35):
Theorem 4.5. There exists a constant Cb independent of all parameters and the network scale n, such that for any
(u;v; u˙; v˙;p) ∈ U˜ ×U × V˜ × V × P , (w,z; w˜; z˜; q) ∈ U˜ ×U × V˜ × V × P
|A((u;v; u˙; v˙;p), (w;z; w˜; z˜; q))| ≤ Cb(‖(u,v, u˙, v˙)‖U˜×U×V˜ ×V + ‖p‖P ) · (‖(w,z, w˜, z˜)‖U˜×U×V˜×V + ‖q‖P ). (51)
Proof. By applying Cauchy-Schwarz inequality on the bilinear form (36) we obtain
A((u;v;p),(w;z; q)) ≤ µτ
2
2
‖ǫ(u)‖ · ‖ǫ(w))‖+ τ
2λ
4
‖divu‖ · ‖divw‖+ ‖Λ
1
2
uv


u
v
u˙
v˙

 ‖ · ‖Λ 12uv


w
z
w˜
z˜

 ‖
+
τ 2
4
‖Λ 12 p‖ · ‖Λ− 12 (αDivw +Divz)‖+ τ
2
4
‖Λ− 12 (αDivu+Divv)‖ · ‖Λ 12 q‖+ τ
2
4
‖Λ
1
2
1 p‖ · ‖Λ
1
2
1 q‖
We obtain (51), by applying again Cauchy-Schwarz inequality.
The following theorem shows the inf-sup-condition (LBB) of A((.; .; .; .; .), (.; .; .; .; .)) in the norm induced by (35):
Theorem 4.6. There exists a constant ω > 0 independent of all parameters and the network scale n, such that
inf
(u;v;u˙;v˙;p)
∈U˜×U×V˜×V ×P
sup
(w;z;w˜;z˜;q)
∈U˜×U×V˜×V ×P
A((u;v; u˙; v˙;p), (w;z; w˜; z˜; q))
(‖(u;v; u˙; v˙)‖U˜×U×V˜×V + ‖p‖P ) · (‖(w;z; w˜; z˜)‖U˜×U×V˜×V + ‖q‖P )
≥ ω.
Proof. For any (u;v; u˙; v˙;p) ∈ U˜ ×U × V˜ × V × P , by Lemma 4.1, there exist
v0 ∈ U such that Divv0 = τ
2
A¯−
1
2
22 p and ‖v0‖div ≤ β−1v ‖Λ
− 1
2
2 p‖, (52)
and by Lemma 4.2, there exists
u0 ∈ U˜ such that Divu0 = τ
2
√
γ
Λ4αp, ‖u0‖1 ≤ τβ
−1
s
2
√
γ
‖Λ
1
2
4 αp‖ = β−1s ‖Λ
1
2
3 p‖. (53)
13
Choose
w = δu− τ
2
√
γ
u0, z = δv − τ
2
A¯−
1
2
22 v0, w˜ = δu˙, z˜ = δv˙, q = −δp−
τ 2
4
Λ−1(Divv +αDivu), (54)
where δ is a positive constant to be determinant later. Before we verify the boundedness of (w;z; w˜; z˜; q) by (u;v; u˙; v˙;p). we
try to estimate ‖Λ
1
2
uv


τ
2
√
γ
u0
τ
2
A¯−
1
2
22 v0
0
0

 ‖2:
‖Λ
1
2
uv


τ
2
√
γ
u0
τ
2
A¯−
1
2
22 v0
0
0

‖2 = τ
2
4



 c 1√γ A¯12A¯− 1222
( 1√
γ
A¯12A¯−
1
2
22 )
T I


︸ ︷︷ ︸
:=G
(
u0
v0
)
,
(
u0
v0
)


≤ τ
2
4
λmax(G)(‖u0‖2 + ‖v0‖2) ≤︸︷︷︸
(53),(52)
τ 2
4
λmax(G)
(
β−2s ‖Λ
1
2
3 p‖2 + β−2v ‖Λ
− 1
2
2 p‖2
)
(55)
where c := γu
γ
≤ 1, and let −bi := ( 1√γ A¯12A¯
− 1
2
22 )i = −γi
√
1
γv,i
1√
γ
, i = 1, · · · , n, then
n∑
i=1
b2i =
n∑
i=1
(
γ2i
ϕi
ρi + ϕi + γi
1
γ
)
≤
n∑
i=1
(
γiϕi
(1− ϕ)ρs + 1 +
(∑n
i=1 ϕiγi
)) ≤ 1 (56)
To find the eigenvalues of the matrix G, we using Lemma 4.4 :
det(G− λI) =
∣∣∣∣∣∣∣∣∣∣∣∣
c− λ −b1 · · · · · · −bn
−b1 1− λ 0 · · · 0
... 0 1− λ
...
...
...
. . .
...
−bn 0 · · · · · · 1− λ
∣∣∣∣∣∣∣∣∣∣∣∣
= (1− λ)n−1
(
(1− λ)(c− λ)−
n∑
i=1
b2i
)
= (1− λ)n−1
(
λ2 − (1 + c)λ+ c−
n∑
i=1
b2i
)
= 0
which implies
λ1 = 1, λ2,3 =
(1 + c)±√(1− c)2 + 4∑ni=1 b2i
2
,
λ2max =
(
(1 + c) +
√
(1− c)2 + 4∑ni=1 b2i)2
4
≤ 2(1 + c)
2 + 2(1− c)2 + 8∑ni=1 b2i
4
≤ 4 + 4c
2 + 8
4
≤︸︷︷︸
(56)
4 =⇒ λmax(G) ≤ 2 (57)
finally from (55) we obtain:
‖Λ
1
2
uv


τ
2
√
γ
u0
τ
2
A¯−
1
2
22 v0
0
0

 ‖2 ≤ τ
2
2
(
β−2s ‖Λ
1
2
3 p‖2 + β−2v ‖Λ
− 1
2
2 p‖2
)
(58)
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Let now verify the boundedness of (w;z; w˜; z˜; q) by (u;v; u˙; v˙;p).Firstly for (w;z; w˜; z˜) we have,
‖(w; z; w˜; z˜)‖2
U˜×U×V˜×V = ‖
(
δu− τ
2
√
γ
u0; δv − τ
2
A¯−
1
2
22 v0; δu˙; δv˙
)
‖2
U˜×U×V˜×V
=
τ 2µ
2
‖ǫ(δu− τ
2
√
γ
u0)‖2 + τ
2λ
4
‖div(δu− τ
2
√
γ
u0)‖2 + ‖Λ
1
2
uv


δu− τ
2
√
γ
u0
δv − τ
2
A¯−
1
2
22 v0
δu˙
δv˙

 ‖2
+
τ 2
4
‖Λ− 12
(
Div(δv − τ
2
A¯−
1
2
22 v0) +αDiv(δu−
τ
2
√
γ
u0)
)
‖2,
by applying triangle inequality it follows
≤τ 2µδ2‖ǫ(u)‖2 + τ 2µ‖ǫ( τ
2
√
γ
u0)‖2 + τ
2δ2λ
2
‖divu‖2 + τ
2λ
2
‖div τ
2
√
γ
u0‖2 + 2δ2‖Λ
1
2
uv


u
v
u˙
v˙

 ‖2
+ 2‖Λ
1
2
uv


τ
2
√
γ
u0
τ
2
A¯−
1
2
22 v0
0
0

 ‖2 + τ
2δ2
2
‖Λ− 12 (Divv +αDivu) ‖2 + τ
2
2
‖Λ− 12 ( τ
2
A¯−
1
2
22 Divv0 +
τ
2
√
γ
αDivu0)‖2,
by (52) ,(53) , (58) and definition of γ, we have
≤τ 2µδ2‖ǫ(u)‖2 + τ
2β−2s
2
‖Λ
1
2
3 p‖2 +
τ 2δ2λ
2
‖divu‖2 + τ
2β−2s
2
‖Λ
1
2
3 p‖2 + 2δ2‖Λ
1
2
uv


u
v
u˙
v˙

 ‖2
+ τ 2
(
β−2s ‖Λ
1
2
3 p‖2 + β−2v ‖Λ
1
2
2 p‖2
)
+
τ 2δ2
2
‖Λ− 12 (Divv +αDivu) ‖2 + τ
2
2
‖Λ− 12 (Λ2 +Λ3)p‖2 (59)
Secondly for q we have
‖ − δp− Λ−1(Divv +αDivu)‖2P = τ
2
4
(Λ
(−δp− Λ−1(Divv +αDivu)) ,−δp− Λ−1(Divv +αDivu))
by applying triangle inequality it follows
≤ τ
2δ2
2
‖Λ 12 p‖2 + τ
2
2
‖Λ− 12 (Divv +αDivu)‖2 (60)
Collecting the estimates (59) and (60), we obtain
‖(w; z; w˜; z˜)‖2
U˜×U×V˜ ×V + ‖q‖2P ≤ (2δ2 + 2 + 8β−2s + 4β−2v )(‖(u;v; u˙; v˙)‖2U˜×U×V˜ ×V + ‖p‖2P )
Stays to show the coercivity of A((u;v; u˙; v˙;p), (w;z; w˜; z˜; q)). Using the definition of A((u;v; u˙; v˙;p), (w;z; w˜; z˜; q)) and
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(w; z; w˜; z˜; q) from (54), it follow
A((u;v; u˙; v˙;p), (w,z; w˜; z˜; q)) = µτ
2
2
(ǫ(u), ǫ(w)) +
λτ 2
4
(divu,divw) + (Λuv


u
v
u˙
v˙

 ,


w
z
w˜
z˜

)
− τ
2
4
(p,αDivw +Divz)− τ
2
4
(αDivu+Divv,q)− τ
2
4
(Λ1p, q)
=
µτ 2
2
(ǫ(u), ǫ(δu− τ
2
√
γ
u0)) +
λτ 2
4
(divu,div(δu− τ
2
√
γ
u0)) + (Λuv


u
v
u˙
v˙

 ,


δu− τ
2
√
γ
u0
δv − τ
2
A¯−
1
2
22 v0
δu˙
δv˙

)
− τ
2
4
(p,αDiv(δu− τ
2
√
γ
u0) + Div(δv − τ
2
A¯−
1
2
22 v0))−
τ 2
4
(αDivu+Divv,−δp− Λ−1(Divv +αDivu))
− τ
2
4
(Λ1p,−δp− Λ−1(Divv +αDivu))
from (52) and (53), it follow,
=
δµτ 2
2
‖ǫ(u)‖2 − µτ
2
2
(ǫ(u), ǫ(
τ
2
√
γ
u0)) +
δλτ 2
4
‖divu‖2 − λτ
2
4
(divu,div(
τ
2
√
γ
u0))
+ δ‖Λ
1
2
uv


u
v
u˙
v˙

 ‖2 − (Λuv


u
v
u˙
v˙

 ,


τ
2
√
γ
u0
τ
2
A¯−
1
2
22 v0
0
0

) + τ
2
4
(p, (Λ2 + Λ3)p) +
τ 2
4
‖Λ− 12 (Divv +αDivu)‖2 + δτ
2
4
‖Λ
1
2
1 p‖2
+
τ 2
4
(Λ1p,Λ
−1(Divv +αDivu))
by using Young’s inequality, we obtain,
≥ δµτ
2
2
‖ǫ(u)‖2 − µτ
2ǫ1
4
‖ǫ(u)‖2 − µτ
2
4ǫ1
τ 2
4γ
‖ǫ(u0)‖2 + δλτ
2
4
‖divu‖2 − λτ
2ǫ2
8
‖divu‖2 − λτ
2
8ǫ2
τ 2
4γ
‖divu0‖2
+ δ‖Λ
1
2
uv


u
v
u˙
v˙

 ‖2 − ǫ32 ‖Λ 12uv


u
v
u˙
v˙

 ‖2 − 12ǫ3 ‖Λ
1
2
uv


τ
2
√
γ
u0
τ
2
A¯−
1
2
22 v0
0
0

 ‖2 + τ
2
4
‖Λ
1
2
2 p‖2 +
τ 2
4
‖Λ
1
2
3 p‖2
+
τ 2
4
‖Λ− 12 (Divv +αDivu)‖2 + δτ
2
4
‖Λ
1
2
1 p‖2 −
τ 2
8
‖Λ− 12Λ1p‖2 − τ
2
8
‖Λ− 12 (Divv +αDivu)‖2
by using again (53) , (58) and the definition of γ and Λ, we obtain,
≥ δµτ
2
2
‖ǫ(u)‖2 − µτ
2ǫ1
4
‖ǫ(u)‖2 − β
−2
s τ
2
8ǫ1
‖Λ
1
2
3 p‖2 +
δλτ 2
4
‖divu‖2 − λτ
2ǫ2
8
‖divu‖2 − β
−2
s τ
2
8ǫ2
‖Λ
1
2
3 p‖2
+ δ‖Λ
1
2
uv


u
v
u˙
v˙

 ‖2 − ǫ32 ‖Λ 12uv


u
v
u˙
v˙

 ‖2 − 12ǫ3 τ
2
2
(
β−2s ‖Λ
1
2
3 p‖2 + β−2v ‖Λ
− 1
2
2 p‖2
)
+
τ 2
4
‖Λ
1
2
2 p‖2 +
τ 2
4
‖Λ
1
2
3 p‖2
+
τ 2
4
‖Λ− 12 (Divv +αDivu)‖2 + δτ
2
4
‖Λ
1
2
1 p‖2 −
τ 2
8
‖Λ
1
2
1 p‖2 −
τ 2
8
‖Λ− 12 (Divv +αDivu)‖2
16
Let ǫ1 = 2β
−2
s , ǫ2 = 2β
−2
s , ǫ3 = 4max{β−2v , β−2s } := 4β−2, we obtain
≥ (δ − β
−2
s )µτ
2
2
‖ǫ(u)‖2 − τ
2
16
‖Λ
1
2
3 p‖2 +
(δ − β−2s )λτ 2
4
‖divu‖2 − τ
2
16
‖Λ
1
2
3 p‖2 + (δ − 2β−2)‖Λ
1
2
uv


u
v
u˙
v˙

 ‖2
− τ
2
16
(
‖Λ
1
2
3 p‖2 + ‖Λ
− 1
2
2 p‖2
)
+
τ 2
4
‖Λ
1
2
2 p‖2 +
τ 2
4
‖Λ
1
2
3 p‖2 +
τ 2
4
‖Λ− 12 (Divv +αDivu)‖2 + δτ
2
4
‖Λ
1
2
1 p‖2 −
τ 2
8
‖Λ
1
2
1 p‖2
− τ
2
8
‖Λ− 12 (Divv +αDivu)‖2
Let δ := 2β−2 + 1
4
we obtain Finally,
A((u;v; u˙; v˙;p), (w;z; w˜; z˜; q)) ≥ 1
4
(‖(u;v; u˙; v˙)‖2
U˜×U×V˜×V + ‖p‖2P )
The above theorem implies the following stability estimate.
Corollary 4.7. Let (u;v; u˙; v˙) ∈ U˜ ×U × V˜ × V × P be the solution of (34). Then there holds the estimate
‖(u;v; u˙; v˙)‖2
U˜×U×V˜×V + ‖p‖P ≤ C1(‖(G1;G2;G3; G4)‖2U˜∗×U∗×V˜ ∗×V ∗ + ‖G5‖P ∗), (61)
where C1 is a constant independent of all parameters and the network scale n and
‖(G1;G2;G3;G4)‖2U˜∗×U∗×V˜ ∗×V ∗ = sup
(w;z;w˜;z˜)∈U˜×U×V˜×V
((G1;G2;G3;G4), (w;z; w˜; z˜))
‖(w;z; w˜; z˜)‖U˜×U×V˜×V
, ‖G5‖P ∗ = sup
q∈P
(G5, q)
‖q‖P = ‖Λ
− 1
2 G5‖.
4.2 Stability of the fully discrete problem
The main result of this section is a proof of the uniform well-posedness of problem (39) under the norms induced by (42) and
(35).
Theorem 4.8. There exists a constant Cd independent of all parameters , the network scale n and the mesh size h, such that
for any (uh;vh; u˙h; v˙h;ph), (wh,zh; w˜h; z˜h; qh) ∈ U˜h ×Uh × V˜h × Vh × Ph
|Ah((uh;vh; u˙h; v˙h;ph), (wh;zh; w˜h; z˜h; qh))| ≤ Cd(‖(uh,vh, u˙h, v˙h)‖U˜h×U×V˜×V + ‖ph‖P )
·(‖(wh, zh, w˜h, z˜h)‖U˜h×U×V˜×V + ‖qh‖P ).
Proof. The proof of this theorem can be obtained by following the proof of Theorem 4.5
The following theorem shows the inf-sup-condition (LBB) of Ah((.; .; .; .; .), (.; .; .; .; .))
Theorem 4.9. There exists a constant ωh > 0 independent of all parameters , the network scale n and and the mesh size h,
such that
inf
(uh;vh;u˙h;v˙h;ph)∈
U˜h×Uh×V˜h×Vh×Ph
sup
(wh;zh;w˜h;z˜h;qh)∈
U˜h×Uh×V˜h×Vh×Ph
Ah((uh; vh; u˙h; v˙h;ph), (wh;zh; w˜h; z˜h; qh))
(‖(uh;vh; u˙h; v˙h)‖U˜h×U×V˜×V + ‖ph‖P )(‖(wh;zh; w˜h; z˜h)‖U˜h×U×V˜ ×V + ‖qh‖P )
≥ ωh.
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Proof. For any (uh;vh; u˙h; v˙h;ph) ∈ U˜h ×Uh × V˜h × Vh × Ph, from 46, there exist
v0,h ∈ U such that Divv0,h = τ
2
A¯−
1
2
22 ph and ‖v0,h‖div ≤ β−1v,h‖Λ
− 1
2
2 ph‖, (62)
also, there exists
u0,h ∈ U˜h such that Divu0,h = τ
2
√
γ
Λ4αph, ‖u0,h‖1 ≤ τβ
−1
s
2
√
γ
‖Λ
1
2
4 αph‖ = β−1s,h‖Λ
1
2
3 ph‖. (63)
Choose
wh = δuh − τ
2
√
γ
u0,h, zh = δvh − τ
2
A¯−
1
2
22 v0,h, w˜h = δu˙h, z˜h = δv˙h, qh = −δph −
τ 2
4
Λ−1(Divvh +αDivuh), (64)
where δ is a positive constant to be determinant later.
Following the proof of Theorem 4.6, we try to estimate ‖Λ
1
2
uv


τ
2
√
γ
u0,h
τ
2
A¯−
1
2
22 v0,h
0
0

 ‖2:
‖Λ
1
2
uv


τ
2
√
γ
u0,h
τ
2
A¯−
1
2
22 v0,h
0
0

‖2 ≤︸︷︷︸
(55)
τ 2
4
λmax(G)(‖u0,h‖2 + ‖v0,h‖2) ≤︸︷︷︸
(45)
τ 2
4
λmax(G)
(
c3β
−2
s,h‖Λ
1
2
3 ph‖2 + β−2v,h‖Λ
− 1
2
2 ph‖2
)
≤︸︷︷︸
(57)
τ 2
2
(
c3β
−2
s,h‖Λ
1
2
3 ph‖2 + β−2v,h‖Λ
− 1
2
2 ph‖2
)
(65)
Let now verify the boundedness of (wh; zh; w˜h; z˜h; qh) by (uh;vh; u˙h; v˙h;ph). Firstly for (wh;zh; w˜h; z˜h) we have,
‖(wh;zh; w˜h; z˜h)‖2U˜h×U×V˜×V = ‖
(
δuh − τ
2
√
γ
u0,h; δvh − τ
2
A¯−
1
2
22 v0,h; δu˙h; δv˙h
)
‖2
U˜h×U×V˜×V
=
τ 2µ
2
‖δuh − τ
2
√
γ
u0,h‖2DG + τ
2λ
4
‖div(δuh − τ
2
√
γ
u0,h)‖2 + ‖Λ
1
2
uv


δuh − τ2√γu0,h
δvh − τ2 A¯
− 1
2
22 v0,h
δu˙h
δv˙h

 ‖2
+
τ 2
4
‖Λ− 12
(
Div(δvh − τ
2
A¯−
1
2
22 v0,h) +αDiv(δuh −
τ
2
√
γ
u0,h)
)
‖2,
by applying triangle inequality it follows
≤τ 2µδ2‖uh‖2DG + τ 2µ‖ τ
2
√
γ
u0,h‖2DG + τ
2δ2λ
2
‖divuh‖2 + τ
2λ
2
‖div τ
2
√
γ
u0,h‖2 + 2δ2‖Λ
1
2
uv


uh
vh
u˙h
v˙h

 ‖2
+ 2‖Λ
1
2
uv


τ
2
√
γ
u0,h
τ
2
A¯−
1
2
22 v0,h
0
0

 ‖2 + τ
2δ2
2
‖Λ− 12 (Divvh +αDivuh) ‖2 + τ
2
2
‖Λ− 12 ( τ
2
A¯−
1
2
22 Divv0,h +
τ
2
√
γ
αDivu0,h)‖2,
18
by (62) ,(63) , (65) , (43) and definition of γ,Λ, we have
≤τ 2µδ2‖uh‖2DG +
c0τ
2β−2s,h
2
‖Λ
1
2
3 ph‖2 +
τ 2δ2λ
2
‖divuh‖2 +
τ 2β−2s,h
2
‖Λ
1
2
3 ph‖2 + 2δ2‖Λ
1
2
uv


uh
vh
u˙h
v˙h

 ‖2
+ τ 2
(
c3β
−2
s,h‖Λ
1
2
3 ph‖2 + β−2v ‖Λ
1
2
2 ph‖2
)
+
τ 2δ2
2
‖Λ− 12 (Divvh +αDivuh) ‖2 + τ
2
2
‖Λ− 12 ((Λ2 +Λ3)ph) ‖2 (66)
Secondly for qh we have
‖ − δph − Λ−1(Divvh +αDivuh)‖2P = τ
2
4
(Λ
(−δph − Λ−1(Divvh +αDivuh)) ,−δph − Λ−1(Divvh +αDivuh))
≤ τ
2δ2
2
‖Λ 12 ph‖2 + τ
2
2
‖Λ− 12 (Divvh +αDivuh)‖2 (67)
Collecting the estimates (66) and (67), we obtain
‖(wh;zh; w˜h; z˜h)‖2U˜h×U×V˜×V + ‖qh‖
2
P ≤ (2δ2 + 2 + (2 + 2c0 + 4c3)β−2s,h + 4β−2v )(‖(uh;vh; u˙h; v˙h)‖2U˜h×U×V˜×V + ‖ph‖
2
P )
Stays to show the coercivity of A((uh;vh; u˙h; v˙h;ph), (wh;zh; w˜h; z˜h; qh)). Using the definition of
A((uh;vh; u˙h; v˙h;ph), (wh;zh; w˜h; z˜h; qh)) and (wh;zh; w˜h; z˜h; qh) from (64), it follow
A((uh;vh; u˙h; v˙h;ph), (wh, zh; w˜h; z˜h; qh)) = µτ
2
2
ah(uh,wh) +
λτ 2
4
(divuh, divwh) + (Λuv


uh
vh
u˙h
v˙h

 ,


wh
zh
w˜h
z˜h

)
− τ
2
4
(ph,αDivwh +Divzh)− τ
2
4
(αDivuh +Divvh, qh)− τ
2
4
(Λ1ph, qh)
=
µτ 2
2
ah(uh, δuh − τ
2
√
γ
u0,h) +
λτ 2
4
(divuh,div(δuh − τ
2
√
γ
u0,h)) + (Λuv


uh
vh
u˙h
v˙h

 ,


δuh − τ2√γu0,h
δvh − τ2 A¯
− 1
2
22 v0,h
δu˙h
δv˙h

)
− τ
2
4
(ph,αDiv(δuh − τ
2
√
γ
u0,h) + Div(δvh − τ
2
A¯−
1
2
22 v0,h))−
τ 2
4
(αDivuh +Divvh,−δph − Λ−1(Divvh +αDivuh))
− τ
2
4
(Λ1ph,−δph − Λ−1(Divvh +αDivuh))
from (62) and (63), it follow,
=
δµτ 2
2
ah(uh,uh)− µτ
2
2
ah(uh,
τ
2
√
γ
u0,h) +
δλτ 2
4
‖divuh‖2 − λτ
2
4
(divuh, div(
τ
2
√
γ
u0,h)) + δ‖Λ
1
2
uv


uh
vh
u˙h
v˙h

 ‖2
− (Λuv


uh
vh
u˙h
v˙h

 ,


τ
2
√
γ
u0,h
τ
2
A¯−
1
2
22 v0,h
0
0

) + τ
2
4
(ph, (Λ2 + Λ3)ph) +
τ 2
4
‖Λ− 12 (Divvh +αDivuh)‖2 + δτ
2
4
‖Λ
1
2
1 ph‖2
+
τ 2
4
(Λ1ph,Λ
−1(Divvh +αDivuh))
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by using Young’s inequality,(44) and (47) we obtain,
≥ δαaµτ
2
2
‖uh‖2h − µτ
2c2ǫ1
4
‖uh‖2DG − µτ
2c2
4ǫ1
τ 2
4γ
‖u0,h‖2DG + δλτ
2
4
‖divuh‖2 − λτ
2ǫ2
8
‖divuh‖2 − λτ
2
8ǫ2
τ 2
4γ
‖divu0,h‖2
+ δ‖Λ
1
2
uv


uh
vh
u˙h
v˙h

 ‖2 − ǫ32 ‖Λ 12uv


uh
vh
u˙h
v˙h

 ‖2 − 12ǫ3 ‖Λ
1
2
uv


τ
2
√
γ
u0,h
τ
2
A¯−
1
2
22 v0,h
0
0

 ‖2 + τ
2
4
‖Λ
1
2
2 ph‖2 +
τ 2
4
‖Λ
1
2
3 ph‖2
+
τ 2
4
‖Λ− 12 (Divvh +αDivuh)‖2 + δτ
2
4
‖Λ
1
2
1 ph‖2 −
τ 2
8
‖Λ− 12Λ1ph‖2 − τ
2
8
‖Λ− 12 (Divvh +αDivuh)‖2
by using again (63), (65) , (43), and the definition of γ, we obtain,
≥ αac1δµτ
2
2
‖uh‖2DG − µτ
2c0c2ǫ1
4
‖uh‖2DG −
c2β
−2
s,hτ
2
8ǫ1
‖Λ
1
2
3 ph‖2 +
δλτ 2
4
‖divuh‖2 − λτ
2ǫ2
8
‖divuh‖2 −
β−2s,hτ
2
8ǫ2
‖Λ
1
2
3 ph‖2
+ δ‖Λ
1
2
uv


uh
vh
u˙h
v˙h

 ‖2 − ǫ32 ‖Λ 12uv


uh
vh
u˙h
v˙h

 ‖2 − 12ǫ3 τ
2
2
(
c3β
−2
s,h‖Λ
1
2
3 ph‖2 + β−2v,h‖Λ
− 1
2
2 ph‖2
)
+
τ 2
4
‖Λ
1
2
2 ph‖2 +
τ 2
4
‖Λ
1
2
3 ph‖2
+
τ 2
4
‖Λ− 12 (Divvh +αDivuh)‖2 + δτ
2
4
‖Λ
1
2
1 ph‖2 −
τ 2
8
‖Λ
1
2
1 ph‖2 −
τ 2
8
‖Λ− 12 (Divvh +αDivuh)‖2
Let ǫ1 = 2β
−2
s,hc2c0, ǫ2 = 2β
−2
s,h, ǫ3 = 4max{β−2v,h, c3β−2s,h} := 4β−2h , we obtain
≥ (δαac1 − β
−2
s,hc
2
2c0)µτ
2
2
‖uh‖2DG − τ
2
16
‖Λ
1
2
3 ph‖2 +
(δ − β−2s,h)λτ 2
4
‖divuh‖2 − τ
2
16
‖Λ
1
2
3 ph‖2 + (δ − 2β−2h )‖Λ
1
2
uv


uh
vh
u˙h
v˙h

 ‖2
− τ
2
16
(
‖Λ
1
2
3 ph‖2 + ‖Λ
− 1
2
2 ph‖2
)
+
τ 2
4
‖Λ
1
2
2 ph‖2 +
τ 2
4
‖Λ
1
2
3 ph‖2 +
τ 2
4
‖Λ− 12 (Divvh +αDivuh)‖2 + δτ
2
4
‖Λ
1
2
1 ph‖2 −
τ 2
8
‖Λ
1
2
1 ph‖2
− τ
2
8
‖Λ− 12 (Divvh +αDivuh)‖2
Let δ :=
max{β−2
s,h
c2
2
c0,2β
−2
h
,β
−2
s,h
}
min{αac1,1} +
1
4
we obtain Finally,
A((uh;vh; u˙h; v˙h;ph), (wh;zh; w˜h; z˜h; qh)) ≥ 1
4
(‖(uh;vh; u˙h; v˙h)‖2U˜h×U×V˜×V + ‖ph‖
2
P )
The following stability estimate is a consequence of the above theorem.
Corollary 4.10. Let (uh;vh; u˙h; v˙h;ph) ∈ U˜h ×Uh × V˜h × Vh × Ph be the solution of (39), then we have the estimate
‖(uh;vh; u˙h; v˙h)‖U˜h×U×V˜×V + ‖ph‖P ≤ C2(‖(G1;G2; G3;G4)‖U˜∗h×U∗×V˜ ∗×V ∗ + ‖G5‖P ∗), (68)
holds where
‖(G1;G2; G3;G4)‖U˜∗
h
×U∗×V˜ ∗×V ∗ = sup
(w;z;w˜;z˜)∈U˜h×Uh×V˜h×Vh
((G1;G2;G3;G4), (w;z; w˜; z˜))
‖(w; z; w˜; z˜)‖U˜h×U×V˜×V
, ‖G5‖P ∗ = sup
q∈Ph
(G5, q)
‖q‖P = ‖Λ
− 1
2 G5‖.
and C2 is a constant independent of all parameters the network scale n, and the mesh size h.
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4.3 Consequences
4.3.1 Norm-equivalent preconditioner
Remark 4.11. Let Λ = (γ˜ij)n×n,Λ−1 = (γ¯ij)n×n. Define
B :=
[B−1uv 0
0 B−1p
]
(69)
where
Buv = τ
2
4
[B˜uv 0
0 0
]
+ Λuv, Bp = τ
2
4


γ˜11I γ˜12I . . . γ˜1nI
γ˜21I γ˜22I . . . γ˜2nI
...
...
. . .
...
γ˜n1I γ˜n2I . . . γ˜nnI

 ,
B˜uv :=


−2µdivǫ− λ∇div−∑ni,j=1 αiγ¯ijαj∇div −∑ni=1 αiγ¯i1∇div · · · −∑ni=1 αiγ¯in∇div
−∑ni=1 αiγ¯i1∇div −γ¯11∇div · · · −γ¯1n∇div
...
...
. . .
...
−∑ni=1 αiγ¯in∇div −γ¯n1∇div · · · −γ¯nn∇div


Emulating from the theory presented in [19], Theorems 4.5 and 4.6 imply that the operator B in (69) defines a norm-equivalent
(canonical) block-diagonal preconditioner for the operator A which is robust in all model parameters.
Remark 4.12. Let Wh := U˜h×Uh× V˜h×Vh×Ph be equipped with the norm ‖ · ‖2Wh := ‖ · ‖2U˜h×U×V˜ ×V + ‖ · ‖
2
P and consider
the operator
Ah :=


−divhσh + γu −γ1 · · · −γn −2τ−1 0 · · · 0 α1∇h · · · αn∇h
−γ1 γv,1 · · · 0 0 −2τ−1 · · · 0 ∇h · · · 0
...
. . .
...
...
...
. . .
...
...
. . .
...
−γn 0 · · · γv,n 0 0 · · · −2τ−1 0 · · · ∇h
−2τ−1 0 · · · 0 1 0 · · · 0 0 · · · 0
0 −2τ−1 · · · 0 0 1 · · · 0 0 · · · 0
...
...
. . .
...
...
...
. . .
...
...
. . .
...
0 0 · · · −2τ−1 0 0 · · · 1 0 · · · 0
−α1divh −divh · · · 0 0 0 · · · 0 −β11 · · · β1n
...
...
. . .
...
...
...
. . .
...
...
. . .
...
−αndivh 0 · · · −divh 0 0 · · · 0 βn1 · · · −βnn


induced by the bilinear form (48). Clearly, Ah is self-adjoint and indefinite on Wh. Moreover, Theorems 4.8 and 4.9 imply
that it is a uniform isomorphism in the sense of being bounded and having a bounded inverse with bounds independent of the
mesh size, the network scale, and the model parameters. Following the framework in the study of Mardal et al.[19], we define the
self-adjoint positive definite operator
Bh :=
[ B−1h,uv 0
0 B−1h,p
]
, (70)
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where
Bh,uv = τ
2
4
[B˜h,uv 0
0 0
]
+ Λuv, Bph =
τ 2
4


γ˜11I γ˜12I . . . γ˜1nI
γ˜21I γ˜22I . . . γ˜2nI
...
...
. . .
...
γ˜n1I γ˜n2I . . . γ˜nnI

 ,
B˜h,uv :=


−2µdivhǫ− λ∇hdivh −
∑n
i,j=1 αiγ¯ijαj∇hdivh −
∑n
i=1 αiγ¯i1∇hdivh · · · −
∑n
i=1 αiγ¯in∇hdivh
−∑ni=1 αiγ¯i1∇hdivh −γ¯11∇hdivh · · · −γ¯1n∇hdivh
...
...
. . .
...
−∑ni=1 αiγ¯in∇hdivh −γ¯n1∇hdivh · · · −γ¯nn∇hdivh


It is obvious that
〈B−1h xh,xh〉 h ‖xh‖2Wh ,
where xh = (uh, vh, u˙h, v˙h,ph) ∈ Wh ”h” stands for a norm equivalence, uniform with respect to model and discretization
parameters; and 〈·, ·〉 expresses the duality pairing between Wh and W ∗h , that is,B−1h is a uniform isomorphism. By using the
properties of Bh and Ah when solving the generalized eigenvalue problem Ahxh = ξB−1h xh, the condition number κ(BhAh) is
easily shown to be uniformly bounded with respect to the all parameter, the network scale n, and the mesh size h. Therefore, Bh
defines a uniform preconditioner.
5 Conclusions
In this paper, we analyze the stability properties of the time-discrete systems arising from second-order implicit time stepping
schemes applied to the variational formulation of the MPET model and prove an inf-sup condition with a constant that is
independent of all model parameters. Moreover, we show that the fully discrete models obtained for a family of strongly
conservative space discretizations are also uniformly stable with respect to the spatial discretization parameter. The norms
in which these results hold are the basis for parameter-robust preconditioners The transfer of the canonical (norm-equivalent)
operator preconditioners from the continuous and the discrete level lays the foundation for optimal and fully robust iterative
solution methods.
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