Abstract. This paper describes the extending model of Multi-mode Failure Models by using the Weibull and Gamma distribution models presented in a conference [1, 2] . Different than the models in the previous papers which are for variable test data, in this paper we will describe the use of attribute test data for our model. In reliability theory, the most important problem is to determine the reliability of a complex system from the reliability of its components. The weakness of most reliability theories is that the systems are described and explained as simply functioning or failed. In many real situations, the failures may be from many causes depending upon the age and the environment of the system and its components. Another problem in reliability theory is one of estimating the parameters of the assumed failure models. The estimation may be based on data collected over censored or uncensored life tests. In many reliability problems, the failure data are simply quantitatively inadequate. The Bayesian analyses are more beneficial than classical analyses in such cases. The Bayesian estimation analyses allow us to combine past knowledge or experience in the form of an apriori distribution with life test data to make inferences of the parameter of interest. In this paper, we have investigated the application of the Bayesian estimation analyses to multi-mode failure systems for attribute test data. The cases are limited to the models with independent causes of failure. We select our investigation by using the Multi-nomial distribution as our model. This distribution is widely used in reliability analysis for attribute test data. This model describes the likelihood function and follows with the description of the posterior function. A Beta prior is used in our analysis for each model and it is followed by the estimation of the point, interval, and reliability estimations.
Introduction
Reliability theory, as a subset of quality control, concerns the ability of a component or a system, either a life creature or an equipment, to be functioning during its expected length of life. The studies of reliability theory become more important because they are generally more expensive than measurement data in most quality control processes.
In reliability theory, the most important problem is to determine the reliability of a complex system from the reliability of its components. The weakness of most reliability theories is that the system and its components are described and explained as simply functioning or failed. In many real situations, the failures may be from many causes depending upon the age and the environment of the system and its components.
In physical systems, the failure may be a phenomenon within a single item such as the tread wear, puncture, or defective side walls of an automobile tire. Or it can happen in physically distinct components of a system such as the CPU, hard-drive, or monitor, of a computer system. In biomedicine, the failures may be the deaths of human beings caused by heart diseases, accidents, pulmonary diseases, pneumonia, or other causes of deaths. People in the area of bio-medicine use the term competing risks to describe this phenomena. In engineering, the terminology is multi-mode failure systems . The multi-mode theory describes how many causes of failure act together to affect the performance of a system.
Another problem in reliability theory is one of estimating the parameters of the assumed failure models. The estimation may be based on data collected over censored or uncensored life tests. Data may also be obtained from past engineering experience or from handbook data, if available. Analysis of data from life tests may use any of the classical parameter estimation methods such as maximum likelihood, matching moments, regression, etc. In contrast, Bayesian estimation methods allow an analyst to combine past knowledge or experience in the form of an apriori distribution with life test data to accomplish the task with smaller sample sizes. This paper will apply Bayesian estimation methods to multi-mode failure systems of the independent risks. Although Bayesian estimation has been used widely in reliability analysis, the application so far has been limited to single failure-mode models. Multi-mode failure models or competing risks have been studied for over two centuries; the estimation methods, however, have been classical. The combination of the two is long overdue. The cases are limited to the models with independent causes of failure. In this paper, we will describe the use of attribute data for our model. In this type of data, only the failed or the survival items for each cause of failure are recorded, but not their failure times. We limit our model only to describe the Multi-nomial sampling. We develop multi-mode failure models using this distribution with a Bayesian analysis approach. It follows with with likelihood function. In this case, we use Beta distribution as our prior. We calculate the point and interval estimators of the probability of failure and the reliability estimation.
Literature Review
In 1760 Daniel Bernoulli tried to determine mathematically the effect of elimination smallpox to a population mortality structure at different ages. This was considered as one of the first use the theory of multi-mode reliability system in bio-medicine area. This theory has been a great of interest and importance since the 19th century in which most of curently techniques were developed.
Numerous scientists ( [3, 4, 5, 6, 7, 8] have studied this theory. They used the terminology of competing risks to describe the multi-mode reliability analysis and critisized and review some of its models. This technique was named as the theory of competing risks by Neyman [8] for the first time after the work of Mahekam [7] who was the first scientist to formulate and studying its practical applications. The standard competing risks and the individual mortality risks that "compete" in an individual life were studied [3] . There were three types of probability of failure from a specific cause have been described and classified, i.e. net, crude and partial crude probabilities. Some other scientists also have contributed to this theory ( [9, 10, 11, 12] . They studied the process of illness and death in which individuals exposed to risks of death that compete to each other continuously [9] , described briefly the failure-modes and mixed-population approaches related to reliability [11] , studied historical review and literature of actuarial method to competing risks, presented his statistical contributions to this theory [12] , and presented a model for the reliability and performance analysis of systems for multi-state components and dependent failures in which components can degrade in a statistically dependent manner [10] .
The basis for the famous Bayesian statistical inference was provided and published in 1763 by Rev. Thomas Bayes (1702-1761). Since that time numerous scientists have contributed and provided the philosophical basis for this method and its use in many areas of application and research. The importance of this method was recognized [13] by saying that the Bayesian inference alone seems to offer the possibility of sufficient flexibility to allow reaction to scientific complexity free from impediment from purely technical limitation. In effort to estimate the structural reliability by using Bayesian analysis, some scientists ( [14, 15, 16] have made their contributions. They considered the structural failure, fatigue crack initiation and propagation, and crack-detection capability that are characterized by a number of random variables in their analysis. The Bayesian reliability analysis of a parallel system by using operational experience about the components or
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Manufacturing Engineering sub-units of the system has been studied and described in a paper [17] by using time-truncated failure information and prior belief about the failure rate of the components of the system. The use of Bayesian analysis for updating of structural models and reliability using Markov Chain Monte Carlo simulation was investigated by using simulated dynamic test data to update the robust response variance and reliability of a moment-resisting frame for two cases [18] . This Bayesian analysis of multimodel simulations was also used to predict regional probabilities of precipitation change specifically in comparing PDFs across regions, seasons and scenarios [19] .
The Bayesian estimation for variable test data reliability function has been studied by several scientist. A Bayesian reliability assessment procedure that systematically combines complete system binomial test data has been studied for lower-level binomial test data obtained from either partial system or component tests [20] . In order to estimate the overall reliability of a certain air-to-air heatseeking missile system containing five major of a Binomial sub-systems with up to nine components per sub-system was presented by using a Bayesian reliability analysis [21, 22] . For Bayesian reliability analysis, a new class of prior distributions was introduced for reliability growth tests under Binomial data under the monotone model and comparison are made by using two examples [23] .
Some basic models have been developed in effort to combine multi-model failure models with Bayesian reliability analysis [1, 2, 24] . The models by using the Weibull and Gamma distribution functions have been presented in a conference [1, 2] .
The Model for Attribute Test Data
In this paper we will describe the use of attribute data for our model. In this type of data, only the failed or the survival items for each cause of failure are recorded, but not their failure times. The atrribute data is considered more economical compared to the variable data. Less equipment and fewer recording efforts are needed. The probability distribution function of the system is sometimes unnecessary. There are also some disadvantages. The attribute test data is generally inferior to the variable test data, such as the longer Bayesian interval estimates. The attribute test data can not be converted to the variable test data [25] . The choice of using the attribute type of testing data is really depend on the factors such as the cost and the time to perform the test.
There are several models can be developed in this area such as using Multi-nomial, Pascal, and Poisson samplings. In Multi-nomial sampling, x is the random variable while the size of sample n is held fixed. If the testing cost is to be considered, we use the Pascal sampling as our model since we hold the fixed number of failures and the sample size is random variable. For a case with a constant failure rate, we can use the Poisson sampling as our model. Several prior distributions can be used for the models above such as non-informative, uniform, Beta, Normal, Log-normal, and Gamma.
In this paper, we limit our model only to describe the multi-nomial sampling. It follows with with likelihood function. In this case, we use Beta distribution as our prior. We calculate the point and interval estimators of the probability of failure p i and the reliability estimation.
The Multi-nomial Sampling and the Likelihood Function
Let us consider a case in which N items are under testing for a specific time period t . Let us define x i as the number of items failed from the test for each cause of failure 
which is a binomial distribution function. The individual likelihood function can be obtained as follows
The Posterior and Beta Prior Function
We assume that p i is a random variable and it has a prior distribution
Because of its conjugate relationship, beta distribution is used widely as a prior in binomial sampling. The individual prior distribution with parameters 
which simplifies to
which is a beta distribution with parameters
Point, Interval, and Reliability Estimations
The individual posterior mean is given by 
A symmetric 100(1-)% two-sided confidence interval (TPCI) estimate for p i can be found by solving equations
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and
n n x x p p dp 
Conclusions
This paper describes the extending models of Multi-mode Failure Models by using the Weibull and Gamma distribution models presented in a conference [1, 2] . Different than the models in the previous papers which are for variable test data, in this paper we describe the use of attribute test data for our model. In this type of data, only the failed or the survival items for each cause of failure are recorded, but not their failure times. Although Bayesian estimation has been used widely in reliability analysis, the application so far has been limited to single failure-mode models. Multi-mode failure models or competing risks have been studied for over two centuries; the estimation methods, however, have been classical. The combination of the two is long overdue.
The primary objective of this paper is to investigate the applications of the Bayesian estimation methods to multi-mode failure systems of the independent risks for attribute test data by using the Multi-nomial distribution as the model. This distribution is widely used in reliability analysis for attribute test data. This model describes the likelihood function and follows with the description of the posterior function. A Beta prior is used in our analysis for each model and it is followed by the point, interval, and reliability estimations. Although we limit our model to the case where Beta distribution as our prior, this model can be extended to the cases by using other prior such as uniform, non-informative, and Normal distributions. This model also can be extended to the cases for Pascal and Poisson samplings.
In general, the use of the Bayesian methods in the multi-mode failure analyses gives us several advantages. These analyses allow us to use past knowledge or experience in the form of an apriori distribution in combination with failure time data. They allow us to accomplish the task with smaller sample sizes, especially in the situations of performing a life test is expensive and/or time consuming. The censoring types of life test are applied here.
The real application of this method is to evaluate the reliability of a system in which that system successfully performs its intended function for a given period of time under specified conditions. This method is very useful to evaluate detailed and complex systems such as space exploration, nuclear power reliability anaysis, military applications, and commercial uses.
