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Abstract
In hom-associative structures, the associativity condition (xy)z =
x(yz) is twisted to α(x)(yz) = (xy)α(z), with α a map in the appropri-
ate category. In the present paper, we consider two different unitality
conditions for hom-associative algebras. The first one, existence of
a unit in the classical sense, is stronger than the second one, which
we call weak unitality. We show associativity conditions connected to
the size of the image of the twisting map for unital hom-associative
algebras. Also the problem of embedding arbitrary hom-associative
algebras into unital or weakly unital ones is investigated. Finally,
we show that weakly unital hom-associative algebras with bijective
twisting map are twisted versions of associative algebras.
Introduction.
We fix first some conventions and notations. In this article, k will be a com-
mutative ring, K a field. Modules and algebras will be understood to be over
an arbitrary commutative ring. If α : G→ H is a homomorphism of groups
(rings, modules, etc.) we will denote by Ke(α) its kernel and by Im(α) its
image. V will be a k-module.
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Hom-algebras were first introduced, in the Lie case, by Hartwig, Larson,
Silvestrov [4]. This notion was later extended by dropping conditions on the
twisting and transferred to the associative category by Makhlouf, Silvestrov
[8]. Hom-algebraic counterparts have been found for many classical algebraic
constructions, see e.g. [1], [5], [9], [10], [11], [12], [13] and [14]. The present
work is aimed towards supporting these efforts by contributing to a better
understanding of the structure theory of hom-associative algebras.
This paper is divided into two sections. In Section 1 we consider unital
hom-associative algebras. More specifically, in (1.1) we recall the definitions
of hom-associative rings and algebras and derive some elementary but for
our studies very useful results. The most important of these is Prop. 1.1,
which gives various association conditions for elements in the image of the
twisting map of a unital hom-associative algebra. It is essentially the ob-
servation contained in Prop. 1.1 which motivated our study of associativity
conditions for unital hom-algebras. The results obtained in Section 1.1 will
also be useful in a subsequent paper, where we investigate certain variations
on the theme of hom-associative algebras.
In (1.2), we derive first some corollaries of Prop. 1.1. We then turn to the
special case of unital hom-associative algebras over fields in Prop. 1.2. The
assumption of the base ring being a field is important here because the as-
sociativity criteria we derive involve the codimension of Im(α), viewed as a
vector subspace of our hom-algebra A, where α is the twisting map of A. We
close subsection 1.2 by discussing some open questions and counterexamples
to associativity conditions that do not hold.
In (1.3) we apply the results obtained previously to the following in our view
natural question:
Suppose (A, ⋆) is a not necessarily associative, unital algebra. Under
which twisting maps does this become a hom-associative algebra?
We give an answer to this question in Prop. 1.3. Essentially, we identify
a one-one correspondence between such twistings and elements of the center
of our algebra which satisfy some additional association conditions.
In Section 2, we relax the condition of unitality. Our investigation is
motivated by the fact that there are, relatively speaking, much less unital
specimens in the class of hom-associative algebras than there are unital as-
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sociative algebras among the associative ones. We also observe that in some
sense, the unit element plays a double role in a unital associative algebra
when it is viewed as hom-associative. A decoupling of these two roles of
the unit leads, in subsection 2 to the introduction of weakly unital hom-
associative algebras. We answer in the negative the question of whether any
hom-associative algebra can be embedded into at least a weakly unital one,
and point out, in Ex. 2.2, that all hom-associative algebras obtained by a
procedure due to Yau [13] are weakly unital.
The rest of the paper is devoted to a study of the relationship between Ex.
2.2 and weakly unital hom-associative algebras. Our main finding, Prop. 2.1,
says that all weakly unital hom-associative algebras with bijective twisting
map can be viewed as twistings of unital associative algebras by a general-
ization of Yau’s procedure. The idea of the proof is that, in the case of a
hom-associative algebra (A, ⋆, α) with a bijective twisting map α, the twisting
procedure in Yau [13] can be applied to A itself with twisting map β := α−1
to obtain a new k-algebra (A, ⋆′). By construction, if the twisting procedure
is applied to (A, ⋆′) with twisting map α, one recovers the original algebra
(A, ⋆, α). Surprisingly, if (A, ⋆, α, c) was weakly unital, (A, ⋆′) is always as-
sociative and unital.
1 Unital hom-associative algebras
1.1 Elementary properties
The object of study of this section are unital hom-associative rings and al-
gebras. For precision, we set the following definition, following [8]:
Definition 1.1. Let (V,+, ⋆, α) be a set together with two binary operations
+ and ⋆ as well as one unary operation α : V → V . Then (V,+, ⋆, α)
is called a hom-ring if (V,+, ⋆) is a not necessarily associative ring and α
is an abelian group endomorphism of (V,+) such that the hom-associativity
condition
α(x) ⋆ (y ⋆ z) = (x ⋆ y) ⋆ α(z)
is fulfilled for all x, y, z ∈ V . V is called unital if there exists an element
1 ∈ V such that 1 ⋆ x = x ⋆ 1 = x for all x ∈ V . Left-unital and right-unital
hom-rings and hom-algebras are defined accordingly.
3
We start our investigations by a series of lemmas which are useful for
carrying out calculations in the unital hom-associative setting:
Lemma 1.1. Let (V, ⋆, α, 1) be a unital hom-associative algebra. One has
for all x, y in V :
α(x) ⋆ y = x ⋆ α(y) (1)
x ⋆ α(1) = α(x), (2)
α(x ⋆ y) = x ⋆ α(y). (3)
Proof. Left as an easy exercise to the reader.
Some other remarks on (Lemma 1.1) are in order. First, analogously to
Eq. (2), one can also show that α(x) = α(1) ⋆ x, so α(1) commutes with all
elements. On the other hand, if (V, ⋆) is an associative algebra, multiplica-
tion with an arbitrary central element induces a hom-associative structure.
These two observations taken together allow a complete classification of hom-
associative structures compatible with (V, ⋆) if (V, ⋆) is a unital associative
algebra: the set of admissible twisting homomorphisms α corresponds one-
to-one with the center of V .
Second, Eq. (3) shows that Im(α) and Ke(α) are stable under multipli-
cation with arbitrary elements. Since they are also clearly stable under α,
this means that Im(α) and Ke(α) are hom-algebra ideals. In fact, it is an
immediate consequence of the following proposition that (Im(α), ⋆) is an
associative algebra:
Proposition 1.1. Let (V, ⋆, α, 1) be a unital hom-associative algebra. One
has for all x, y and z in V :
α(x) ⋆ (y ⋆ z) = (α(x) ⋆ y) ⋆ z, (4)
x ⋆ (α(y) ⋆ z) = (x ⋆ α(y)) ⋆ z, (5)
x ⋆ (y ⋆ α(z)) = (x ⋆ y) ⋆ α(z), (6)
α(x ⋆ (y ⋆ z)) = α((x ⋆ y) ⋆ z). (7)
Proof. The proof is an easy application of the results of lemma 1.1 and the
definition of a unital Hom-associative algebra and is also left as an exercise.
Remark 1.1. One can rephrase equations Eq. (4-6) by saying that the image
of α lies in the nucleus of the non-associative algebra (V, ⋆), i.e. in the set
of elements that associate with all elements of V .
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1.2 Associativity conditions for unital hom-associative
algebras
A natural question is the following: ”When is a hom-associative algebra really
associative?”. A first answer is a trivial corollary of the previous proposition:
Corollary 1.1. (V, ⋆) is associative if α is surjective.
If as base ring we take the field K and if we restrict ourselves to the
finite dimensional case, α is injective exactly if surjective by linear algebra.
Hence the preceding remark shows then that (V, ⋆) is associative whenever
α is injective. We will see in a minute that, in fact, surjectivity of α implies
injectivity in general and that injectivity of α forces associativity :
Corollary 1.2. (V, ⋆) is associative if α is injective.
Proof. For all x, y, z ∈ V we have α((x⋆y)⋆z) = α(x⋆(y⋆z)) by the previous
theorem. But if α is injective, this means associativity.
Now assume α is surjective. Then there is some a ∈ V such that α(a) =
aα(1) = 1. Recall that α(1) is in the center of V . Then if α(x) = 0 for some
x ∈ V , we see 0 = a ⋆ α(x) = a ⋆ (x ⋆ α(1)) = a ⋆ (α(1) ⋆ x)
Eq. (5)
= x. We have
hence proven:
Corollary 1.3. If α is surjective, then α is also injective.
The inverse implication is wrong, because e.g. with A a commutative
(and associative) algebra and r ∈ A a non-zerodivisor one can obtain with
α(x) = rx an injective α which induces on A a hom-associative structure.
But this α will not in general be surjective.
So we know that surjective α implies associativity of (V, ⋆) and that in fact the
weaker condition of injectivity is sufficient. It is natural then to ask whether
we might generalize the observation that a surjective α induces associativity
in other ways. For instance, we can replace surjectivity by the following
weaker conditions on codimension:
Proposition 1.2. Let (V, ⋆, α) be a unital hom-associative algebra over a
field K. If any of the following conditions is satisfied, (V, ⋆) is associative:
1. codim(Im(α)) ≤ 1
5
2. codim(Im(α)) ≤ 2 and (V, ⋆) commutative
3. codim(Im(α)) ≤ 2 and α injective on Im(α).
Proof. 1. Suppose (V, ⋆) is not associative. Then α is not surjective by
Corollary 1.1, hence codim(Im(α)) = 1 and 1 6∈ Im(α). But this means
with the usual embedding K → V that V = K ⊕ Im(α). The expressions
x1 ⋆ (x2 ⋆ x3) and (x1 ⋆ x2) ⋆ x3 coincide for any x1, x2, x3 ∈ V such that
for at least one i we have xi ∈ K or xi ∈ Im(α) due to Proposition 1.1.
Association of arbitrary elements of V follows from this. Note that without
the condition on codimension, this argument still shows that K ⊕ Im(α) is
a hom-subalgebra of V which contains only elements that associate with the
rest of V and among each other.
2. By the previous argument, we know that codim(Im(α)) = 2 if (V, ⋆) is
non-associative and codim(α) ≤ 2. Choose a direct complement U ⊆ V of
K⊕Im(α) in V , then by codim(Im(α)) = 2 we see that V = K⊕Im(α)⊕U
and that dimK(U) = 1. Since products x ⋆ y ⋆ z with at least one of x, y, z
an element of V ′ = K ⊕ Im(α) are associative, the only thing that needs to
be checked is then u ⋆ (u ⋆ u) = (u ⋆ u) ⋆ u, where u is a K-linear generator
of U . But this is obvious given commutativity.
3. We analyze now the remaining case, where α is assumed injective on
Im(α). Using the same notations as in (2), we see that again we have to
prove u ⋆ (u ⋆ u) = (u ⋆ u) ⋆ u. To see this, we introduce for any x ∈ V the
notation x =: (xK , xα, λx) with xK ∈ K, xα ∈ Im(α), λx ∈ K defined by the
decomposition x = xK + xα + λxu. Then, we get u ⋆ u = (λK , λα, λ) and
therefore
u ⋆ (u ⋆ u) = (λKλ, uλα + λλα, λK + λ
2)
and
(u ⋆ u) ⋆ u = (λλK , λαu+ λλα, λK + λ
2).
One uses in these calculations that Im(α) is an ideal and that vector sub-
spaces of V are of course stable under multiplication with elements of the
base field. We see then that u ⋆ (u ⋆ u)− (u ⋆ u) ⋆ u = uλα − λαu ∈ Im(α).
Now α(u ⋆ (u ⋆ u)− (u ⋆ u) ⋆ u) = 0 because of Eq. (7), so by injectivity of α
on Im(α) the desired equation u ⋆ (u ⋆ u) = (u ⋆ u) ⋆ u is obtained.
It is natural to ask if codim(Im(α)) = 2 is sufficient in general to force
associativity. We do not know a proof of this nor a counterexample, although
the last calculation of the previous proof in our view suggests that this is not
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generally so. It is clear that in codimension three or higher, hom-associativity
does no longer imply associativity, since there exist unital non-associative
algebras of vector space dimension three, and with the zero map as twisting
they become hom-associative.
In finite dimension, the condition codim(Im(α)) = 2 is equivalent to
dim(Ke(α)) = 2 by linear algebra. While we do not know whether the former
condition is enough to force associativity, we can show that the latter is not:
Example 1.1. Let K be a field and let A := K[X ]. Suppose further that U
is a two-dimensional K-vector space on which a non-associative product is
defined. We can make U into an A-module through the ring homomorphism
K[X ]→ K induced by evaluation at zero. We set B := A×U and define on
B the multiplication
(a1, u1) ⋆ (a2, u2) := (a1a2, a1u2 + a2u1 + u1u2).
We set further α(a, u) := (Xa,Xu) = (Xa, 0). Then straightforward calcu-
lation shows that Ke(α) = U and that (B, α) is hom-associative with unit
(1, 0). But B is also non-associative because U was. So dim(Ke(α)) = 2
does not force associativity.
Unfortunately, there is no analog of this example in finite dimension,
where it could be used to conclude that also codim(Im(α)) = 2 does not
imply associativity. The reason is that with A finite dimensional as a vector
space and a an element in the center of A annihilating U , a would either be a
zero divisor or an invertible element, since A is artinian if finite dimensional.
In the first case, U is a proper subset of the kernel of ·a in B. The second
case contradicts the assumption that a annihilates U .
We do not know if dim(Ke(α)) = 1 forces associativity in the infinite-
dimensional case.
We will quickly discuss now another interpretation of our findings around
these topics. We have seen that Ke(α) and Im(α) are hom-ideals of the
hom-associative algebra (V, ⋆, α, 1). Proposition 1.1 also tells us that for ar-
bitrary x, y, z ∈ V , we have x ⋆ (y ⋆ z)− (x ⋆ y) ⋆ z ∈ Ke(α). But this means
that the hom-algebra A := V/Ke(α) is associative and, more specifically,
hom-associative under the injective twisting map induced on A by α. We
call A the associative factor of V . If α is nonzero, it is unital. By definition,
the operations on A recover, in a sense, the operations on V up to a pertur-
bation in Ke(α).
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1.3 Structure of twisting maps.
Here is now an application of the results shown previously. It answers the
question: ”which hom-associative structures may be installed on a given
algebra?”.
Proposition 1.3. Suppose that k is a commutative ring and that (A, ⋆, 1)
is a unital k-algebra. Then the twisting maps α : A → A which are com-
patible to A in the sense that (A, ⋆, α, 1) becomes a hom-associative algebra
form a commutative associative algebra with respect to pointwise addition
of functions as additive operation and composition as multiplication. They
correspond one-to-one with elements a ∈ A such that:
1. ax = xa for all x ∈ A and
2. the set Aa forms an ideal in A and every element of this ideal associates
with every element of A.
Denoting the set of compatible twisting maps by Twist(A) and the set of
elements in A which satisfy the preceding conditions by AC(A), the corre-
spondence is given by Φ : Twist(A)→ AC(A) and Ψ : AC(A)→ Twist(A),
defined through
Φ(α) := α(1),
Ψ(x)(y) := x ⋆ y.
Proof. We have already proven that in a unital hom-associative algebra
(V, ⋆, α, 1), the element α(1) has all of the desired properties. On the other
hand, assume that a ∈ A satisfies the conditions (1,2). Then we have for
arbitrary x, y, z ∈ A that
(ax)(yz)
1.
= (xa)(yz)
2.
= x(a(yz))
1.
= x((yz)a)
2.
= x(y(za))
2.
= (xy)(za)
and therefore hom-associativity of A with α(x) = ax. By the definitions, we
have
Ψ(Φ(α))(x) = α(1) ⋆ x = α(x)
and
Φ(Ψ(x)) = x ⋆ 1 = x
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for all x, so Ψ and Φ are inverse to each other. It is clear that both maps are
additive and one only needs to verify that they are also multiplicative. We
calculate:
Φ(α1 ◦ α2) = α1(α2(1)) = α1(Φ(α2)) = Φ(α1)Φ(α2).
Since a bijective additive map of (not necessarily unital) commutative rings
which is multiplicative is a ring isomorphism, and since AC(A) is clearly
closed under multiplication, this concludes the proof.
2 Weakly unital hom-associative algebras
2.1 Embeddings of non-unital hom-algebras.
We start this section by studying the concept of unitalization of hom-associative
algebras. For A an associative algebra, not necessarily unital, over a commu-
tative ring k, it is not difficult to find an embedding A→ A′ such that A′ is
a unital k-algebra. One can simply set A′ := k ⊕ A and use the multiplica-
tion rule (λ, a) · (µ, b) := (λµ, λb+ µa). The existence of such an embedding
implies in particular that identities which can be proven to hold for tuples
of arbitrary elements of arbitrary unital associative algebras must also hold
for not necessarily unital associative algebras.
In the case of hom-associative algebras, this is not so. For instance, the
following example can be used to show that in a non-unital hom-associative
algebra, the identity α(x) ⋆ y = x ⋆ α(y) does not necessarily hold:
Example 2.1. Let K be a field and set A = K2 with multiplication
(λ1, λ2) ⋆ (µ1, µ2) := (0, λ1µ1).
Define further α : K2 → K2 by
α(λ, µ) := (λ+ µ, µ).
Then for all x, y, z ∈ V we find α(x)⋆(y⋆z) = (x⋆y)⋆α(z) = 0, so (A, ⋆, α) is
hom-associative. In fact, (A, ⋆) is even a nonunital associative commutative
algebra. But, α(0, 1) ⋆ (1, 0) = (0, 1) is not equal to (0, 1) ⋆ α(1, 0) = (0, 0).
One can infer from failure of such identities to hold in the nonunital case
that there cannot exist an unitalization procedure for hom-associative alge-
bras which works in every case In the last example, one notes that a unit can
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easily be adjoined to A if it is endowed with a different hom-associative struc-
ture, since we can view it e.g. as an associative algebra or make it trivially
hom-associative by setting α = 0. On closer examination, we realize that
the unit element of a unital associative algebra plays two different roles if we
view the associativity condition as a particular instance of hom-associativity.
On the one hand, the unit is simply the neutral element of multiplication;
but on the other hand, in a unital hom-algebra, the twisting homomorphism
α is necessarily given by multiplication with some element from the algebra
itself, and this is the unit element in case of α = id.
This motivates the following definition:
Definition 2.1. Let (A, ⋆, α) be a hom-associative algebra. Then A is called
left weakly unital if α(x) = cx for some c ∈ A. Analogously, it is called right
weakly unital if α(x) = xc for some c ∈ A. A is called weakly unital if it is
both left and right weakly unital. In these cases, the element c ∈ A is called
a weak (left/right) unit of A.
This notion has been introduced in a preprint version of this paper. One
can remark that since then it has already been used in several papers by
other authors e.g. [15], [16], [17] and [2].
Remark 2.1. In general, a hom-algebra can have many weak units if it has
any. However, if α is injective and if cl is a weak left unit of A and cr is a
weak right unit of A, the two coincide, as in this case α(cl) = cl ⋆ cr = α(cr).
From the theory we have built up so far, it is clear that unital hom-
associative algebras are always weakly unital. However, the converse is ev-
idently not the case, as for instance an arbitrary algebra if equipped with
the trivial hom-structure is also weakly unital. More interesting examples
of weakly unital but not unital hom-algebras can e.g. be obtained from the
following construction due to Yau [13]:
Example 2.2. Let (A, µ) be a unital associative algebra with multiplication
µ and let α : A→ A be an algebra endomorphism. Set then for x, y ∈ A
x ⋆ y := α(µ(x, y)).
Then (A, ⋆, α) is a weakly unital, hom-associative algebra with weak unit 1.
Proof. Hom-associativity is proven in Yau [13]. Weak unitality is 1 ⋆ x =
α(µ(1, x)) = α(x) and x ⋆ 1 = α(x) in the same way. This concludes the
proof.
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One might hope, then, that every hom-associative algebra may be em-
bedded into one that is weakly unital. The first main point we wish to make
in this section is that this is not the case:
Remark 2.2. There is no embedding of the algebra in Example 2.1 into a
weakly unital hom-associative algebra.
Proof. Assume that A ⊆ B with (B, β) weakly unital, i.e. β(x) = cx for
some c ∈ B and β|A = α. Denoting by e1, e2 the standard basis vectors of
K2 = A, we would then have e1e2 = 0 and α(e1)α(e2) = e1 6= 0. But also by
hom-associativity
α(e1)α(e2) = (ce1)(αe2)
Hom
= (cc)(e1e2) = 0,
so a contradiction is obtained.
2.2 Weakly unital hom-algebras with bijective twisting
It is clear that among weakly unital hom-associative algebras, a case that is
of particular interest is the one of injective α. A number of special proper-
ties follow in this case, for instance as was already pointed out, weak units
are uniquely defined. Also, the associativity constraint given by the hom-
associativity condition is particularly strong when α is injective. Natural
examples of such algebras are given for instance by the procedure given in
Ex. 2.2 when the algebra endomorphism α is injective.
The rest of this section is devoted to the classification of weakly left unital
hom-associative algebras with bijective twisting map. The main result will
be that all of them can be obtained from the following generalization of Ex.
2.2:
Example 2.3. Let (A, ·) be a k-algebra, not necessarily associative, and let
α : A→ A be a k-linear map satisfying the equation
α(α(x)α(yz)) = α(α(xy)α(z)). (8)
Set then
x ⋆ y := α(xy)
for any x, y ∈ A. Then (A, ⋆, α) is a hom-associative k-algebra. If 1 ∈ A is
a (left/right) unit of A, then (A, ⋆, α, 1) becomes weakly (left/right) unital.
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Proof. To check hom-associativity, we calculate
α(x) ⋆ (y ⋆ z) = α(α(x)α(yz)) = α(α(xy)α(z)) = (x ⋆ y) ⋆ α(z).
If 1 ∈ A is a left unit, we see as in Ex. 2.2 that α(x) = 1 ⋆ x for all x ∈ A.
This concludes the proof.
Our target for the rest of the paper will be the proof of the following
statement:
All weakly unital hom-associative algebras with bijective twisting arise
through the preceding example from associative algebras.
In fact we are going to show that a weak one-sided unit is sufficient. A
recurring theme in the proof will be to show that certain algebraic structures
satisfy conditions which may be viewed as variations of hom-associativity.
This observation can be used to motivate a systematic study of hom-associativity
conditions different from the one introduced in Makhlouf, Silvestrov [8],
which we carry out in another paper. Eq. (8) may be seen as a first exam-
ple of such an alternative hom-associativity condition. Particularly striking
examples are also the identities proven in Lemma 2.1 and Lemma 2.4.
For brevity of notation, we set the following definition:
Definition 2.2. Let (A, ⋆, α) be a hom-associative k-algebra. We say that A
is a twisting of an associative algebra if it arises by the procedure in Ex. 2.3
from an associative structure (A, ·) on the underlying set A.
Let for the rest of the section (A, ⋆, α, c) be a weakly left unital hom-
associative algebra with weak left unit c ∈ A, bijective alpha and let β := α−1.
As we already indicated, our aim is to show that A is a twisting of a left unital
associative algebra. In order to do this, we show first a few lemmata:
Lemma 2.1. (A, ⋆, β) satisfies the identity (β(x) ⋆ y) ⋆ z = x ⋆ (y ⋆ β(z)).
Proof. We calculate
(β(x) ⋆ y) ⋆ z = (β(x) ⋆ y) ⋆ α(β(z)) = α(β(x)) ⋆ (y ⋆ β(z)) = x ⋆ (y ⋆ β(z))
for all x, y, z ∈ A.
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Lemma 2.2. The weak left unit obeys the symmetry condition
(c ⋆ x) ⋆ y = (x ⋆ c) ⋆ y
for all x, y ∈ A.
Proof. We have
(c ⋆ x) ⋆ y
α◦β=id
= (c ⋆ x) ⋆ (c ⋆ β(y))
Hom
= (x ⋆ c) ⋆ (c ⋆ β(y)) = (x ⋆ c) ⋆ y.
Note now that in Example 2.2 due to Yau, α was supposed an algebra
endomorphism for an associative structure (A, ·) on A. If this is the case, then
β will also be an algebra endomorphism, i.e. we have β(x · y) = β(x) · β(y)
for all x, y ∈ A. In terms of the hom-associative multiplication ⋆, this means
that
β(x ⋆ y) = x · y,
and therefore
β(x ⋆ y) = β(x) ⋆ β(y).
The following lemma provides a generalization of this observation to our
situation:
Lemma 2.3. We have
β(x) ⋆ β(y) = β(c) ⋆ β(β(x ⋆ y))
for all x, y ∈ A.
Proof. We start by noticing that
x ⋆ β(y) = β((β(c) ⋆ x) ⋆ y) (9)
for all x, y ∈ A since
β((β(c) ⋆ x) ⋆ y) = β(c ⋆ (x ⋆ β(y))) = x ⋆ β(y)
due to the (β(x) ⋆ y) ⋆ z = x ⋆ (y ⋆ β(z)) for all x, y, z ∈ A by Lemma 2.1 and
β ◦ α = id. Using Eq. (9) on β(x) ⋆ β(y), we get
β(x) ⋆ β(y) = β((β(c) ⋆ β(x)) ⋆ y). (10)
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On the other hand, we can also evaluate Eq. (9) on β(c) and β(β(x ⋆ y)) to
obtain
β(c) ⋆ β(β(x ⋆ y)) = β((β(c) ⋆ β(c)) ⋆ β(x ⋆ y)). (11)
Our goal will now be to prove that the righthand sides of Eq. (10) and
Eq. (11) are the same. By Lemma 2.2 we see first
(c ⋆ (β(x) ⋆ y)) ⋆ z = ((β(x) ⋆ y) ⋆ c) ⋆ z
for any x, y, z ∈ A, which using Lemma 2.1 on the righthand side yields
(c ⋆ (β(x) ⋆ y)) ⋆ z = (x ⋆ (y ⋆ β(c))) ⋆ z. (12)
We can use this equation on the argument of β((c ⋆ (β(β(c)) ⋆ x)) ⋆ y) to see
β((c ⋆ (β(β(c)) ⋆ x)) ⋆ y)
Eq. (12)
= β((β(c) ⋆ (x ⋆ β(c))) ⋆ y)
Lemma 2.1
= β(c ⋆ ((x ⋆ β(c)) ⋆ β(y)))
= (x ⋆ β(c)) ⋆ β(y). (13)
On the other hand, we also see the more general identity
β(((β(β(c)) ⋆ x) ⋆ y) ⋆ z)
Lemma 2.1
= β((β(c) ⋆ (x ⋆ β(y))) ⋆ z)
Eq. (9)
= (x ⋆ β(y)) ⋆ β(z). (14)
We now show
(x ⋆ β(c)) ⋆ β(y ⋆ z) = (x ⋆ β(y)) ⋆ z (15)
by calculating
(x ⋆ β(y)) ⋆ z = (x ⋆ β(y)) ⋆ β(c ⋆ z)
Eq. (14)
= β(((β(β(c)) ⋆ x) ⋆ y) ⋆ (c ⋆ z))
cx=α(x)
= β((c ⋆ (β(β(c)) ⋆ x)) ⋆ (y ⋆ z))
Eq. (13)
= (x ⋆ β(c)) ⋆ β(y ⋆ z).
Applying now Eq. (15) to the righthand side of Eq. (11) we see
β(c) ⋆ (β(β(x ⋆ y))) = β((β(c) ⋆ β(c)) ⋆ β(x ⋆ y))
Eq. (15)
= β((β(c) ⋆ β(x)) ⋆ y)
Lemma 2.1
= β(c ⋆ (β(x) ⋆ β(y))) = β(x) ⋆ β(y)
as desired.
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We are now ready for the proof of the following important lemma, which
will be the main ingredient in the proof of the statement we are aiming for.
Because of the importance of this result for this section, we re-state explicitly
all assumptions about A:
Lemma 2.4. Let (A, ⋆, α, c) be a weakly left unital hom-associative k-algebra
with α bijective and let β := α−1. Then (A, ⋆, β) satisfies the identity
x ⋆ β(y ⋆ z) = β(x ⋆ y) ⋆ z
for all x, y, z ∈ A.
Proof. We see using Lemma 2.3 that
β(x ⋆ y) ⋆ z = β(x ⋆ y) ⋆ β(c ⋆ z)
Lemma 2.3
= β(c) ⋆ β(β((x ⋆ y) ⋆ (c ⋆ z)))
hom-ass
= β(c) ⋆ β(β((c ⋆ x) ⋆ (y ⋆ z)))
Lemma 2.3
= β(c ⋆ x) ⋆ β(y ⋆ z) = x ⋆ β(y ⋆ z).
We now arrive at the following:
Proposition 2.1. Let (A, ⋆, α, c) be a left weakly unital hom-associative alge-
bra with bijective α. Then there exists a bilinear multiplication · : A×A→ A
such that (A, ·, c) is a left unital associative algebra and such that (A, ⋆, α, c)
arises from (A, ·, c) by the procedure of Ex. 2.3.
Proof. Set β := α−1 and x · y := β(x⋆y). It is then clear that x⋆y = α(x · y)
for all x, y ∈ A and that c · x = β(c ⋆ x) = x for all x ∈ A. So one only needs
to show that (A, ·) is associative. But this is now easily proven by calculating
x · (y · z) = β(x ⋆ β(y ⋆ z))
Lemma 2.4
= β(β(x ⋆ y) ⋆ z) = (x · y) · z.
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