The success of deep learning has been shown in various fields including computer vision, speech recognition, natural language processing and bioinformatics. The advance of Deep Learning in Computer Vision has been an important source of inspiration for other research fields. The objective of this work is to adapt known deep learning models borrowed from computer vision such as VGGNet, Resnet and AlexNet for the classification of biological sequences. In particular, we are interested by the task of splice site identification based on raw DNA sequences. We focus on the role of model architecture depth on model training and classification performance.
Methods
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Previous work in deep learning relied mainly on shallow architectures to classify DNA 66 sequences and genomic data. In this work, we explored deeper architectures for splice 67 site identification. We selected three well-known architecture families borrowed from 68 computer vision to classify the splice sites. These three deep learning models are 69 AlexNet [12] , VGGNet [2] , and ResNet [3] . Their architectures are described in the next 70 sub-section. We kept the models as close as possible to original work. We mainly 71 adapted them to our problem by using 1D convolutions layers and different number of 72 filters. More details on the architectures can be also found in the original work 73 previously cited. For each architecture family, we defined three models with shallow, The hyper-parameters were set, manually based on the validation set, after few trials to 99 find the best combination. The choices were unified for all the models as much as All the experiments were trained and tested using Splice Site Recognition (SSR) dataset. 114 The task is to locate the boundaries between coding sequence (exons) and the 115 non-coding (introns). To this end, splicing processing takes place in DNA sequence to 116 strip the intron from pre-mRNA that is produced from transcription the DNA sequence. 117 To ensure an accurate splicing, each exon is surrounded by splice-doner and 118 splice-acceptor to determine the beginning and the end of each exon. In this work was 119 splice sites are predicted given annotated DNA sequences with acceptor site and others 120 not. The original dataset contained 159,771 true acceptor splice site sequences and and stride s=2 followed with three fully connected layers [2] . In this work, the 154 shallow and deep model were evaluated only with 8 and 16 convolutions (named 155 VGGNet A and VGGNet E following the naming used in the original work). The 156 convolution layers between two max-pooling layers are considered as a block and 157 has the same number of filters. This number is doubled in the following block. In 158 this work, the number of filters started with 8 with the same z=3 and s=1 in all 159 the layers . Dropout function with ratio=0.5 for regularization the training after 160 the first two fully connected layers.
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• ResNet: The novelty in ResNet [3] shallow version of both AlexNet and VGGNet. ShallowNet has three convolution 179 layers, the first one followed by max-pooling then two convolution layers followed 180 by the second max-pooling (see Figure S .2). Three fully-connected layers were 181 used: The first and second one followed by a dropout layer with fraction 0.5 . As 182 in AlexNet, the output of the first convolution is activated by ReLU and then 183 normalized. Conv.1 has 8 filters of the z=7 and s=1 and doubled in conv.2 and 184 conv.3 with z=5 and s=1. Two overlapped max-pooling was used after conv.1 and 185 conv.3 with z=3 and s=2.
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• DeepBind: DeepBind is a well-known model for the prediction of sequence 187 specificity of DNA and RNA binding protein [9] . We used it as an example for the 188 simplest and shallowest architecture of DNA sequence classification. The model Shortcuts. The numbers inside convolution layer boxes show the filter size x number of filters and in the max-pooling layer filter size x stride. We followed the same notation as in the original ResNet work for the shortcut by using dotted lines for projection shortcut and solid line for identity shortcut.
addition, shortcut are introduced from the input data rather than from the output 204 of the first convolution layer. Classical machine learning methods such as Logistic Regression (LG) [16] , Support
208
Vector Machine (SVM) [16] , [17] , [15] and Random Forests (RF) [18] [19] have shown 209 good performance for splice site recognition. Among deep learning models we have 210 implemented (see table 1), we selected S-ResNet to benchmark with classical methods 211 since it showed the best performance as we will show below. The hyper-parameters were 212 extensively tuned for the three baseline methods using the training and a validation set 213 to reach the best result. Seven subsets have been selected randomly with the following 214 sizes: In this Analysis, we tested different architecture depths. For the evaluation of 241 performance we used the following metrics: Accuracy, AUC, number of trainable 242 parameters, number of floating point operations, specificity, and sensitivity. These 243 metrics were calculated based on test dataset. In each experiment the data is split 244 randomly into three subsets: training, validation and test sets with the following 245 proportions: 40%-20%-40% respectively. In the first set of experiments, the number of 246 training epochs fixed to 300. The evaluation is repeated 5 times for different random 247 splits of the dataset, this allowed to estimate the average and standard deviation of the 248 different metrics. The result summary is given in the have the least computational complexity.
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Because the best training convergence differs from one architecture to another and 256 not necessary to achieve the best performance at 300 epochs, in the second set of 257 experiments, early stopping is used with patience of 10 epochs. Loss on validation set is 258 used to decide on stopping the training if no improvement is noticed. The metrics 259 average and standard deviation were based on 10 repetitions of the experiments and the 260 results are presented in Table 2 . Early stopping improved the performance (accuracy 261 and AUC) for all the models. It is known that early stopping helps preventing from Our experiments showed that increasing architecture depth, for the three studied deep 287 learning model families (AlexNet, VGG and ResNet), did not improve the performance 288 of splice site classification based on raw DNA sequences. This result might appear 289 contradicting with the known importance for depth in deep learning literature. However 290 the results shown in the literature tackled different classification problem where one of 291 the differences compared to this work lays in the number of classes in the dataset.
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Typically in computer vision, speech or text dataset the number of classes is large and 293 vary between 10s to 100s or more of classes, whilst, the splice site dataset used in this 294 paper has two classes (spice and non-splice DNA sequences). We plan to further explore 295 this justification in future work by considering other genomic datasets with large 296 number of classes. Overall, the proposed S-ResNet model gave the best performance. accuracy and cost. The original work for ResNet [3] with an imaging dataset, ResNet-34 307 has smaller training and validation error than ResNet-18. This result is also valid in our 308 experiment for the training cost ( Figure 6 (a) ), and not all the time for validation and 309 test result were the two curves keep fluctuating ( Figure 6 (b,c) ).
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July 26, 2018 9 Over-fitting 311 The similarity in training and validation curves (or the improving with the validation 312 data with some cases) indicates that over-fitting is well controlled in our analysis.
313
Dropout function was used as a regularizer with all the experiment except S-ResNet. 314 We did more investigation on S-ResNet and test its performance with dropout 315 regularizer. Figure 7a and 7b As future work, we plan to further investigate the role of depth in other classification 361 tasks using genomic sequence data. We will consider problems with larger number of 362 classes. We will also explore other models based on Recurrent Neural Networks. 
