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If K is a property on graphs, the corresponding edge deletion (edge contraction, respectively) 
problem is: Given a graph G, determine the minimum number of edges of G whose deletion (con- 
traction) results in a graph satisfying property n. We show that these problems are NP-hard if 
I[ is finitely characterizable by 3-connected graphs. 
1. Introduction 
Many of graph-theory terminologies and technical terms used in this paper are 
more or less standard, and those not specified can be identified in [2,7,8, 15,161. 
Let G = ( VG, EG) denote an undirected graph with node set VG and edge set EG. 
For u E V,, let do(u) denote the node degree (or, simply, degree) of u in G, and let 
6(G) denote the maximum node degree of G: 
For a subset S={e;,,..., ej4} CEG (q = ISI), let G[S] denote the graph obtained 
from G by deleting ei,, . . . , eiq, and G(S) the graph obtained from G by contracting 
e;,, **., eiq (that is, the graph obtained from G[S] by coalescing two endnodes of ej 
into a single node for j= 1, . . . , q). For simplicity, we assume that, for each ei,, ond 
of its endnodes is coalesced into the other. Let VG(o) (EG(u), respectively) denote 
the set of all nodes adjacent to (all edges incident upon) o in G. Some paths are said 
to be node-disjoint o one another (or, simply, to be disjoint) if and only if they have 
no node in common except their endnodes. The connectivit-v c(G) of a graph G is 
defined to be the minimum number of nodes whose removal either disconnects G 
or reduces G to a single nodes. A graph G is said to be h-connected if and only if 
c(G) z h. It is well known that, for any nontrivial graph G, G is h-connected if and 
only if G has at least h pairwise disjoint paths each of which connects u and o for 
any pair of distinct nodes u and o (see [2,4,7]). Let G’ be a subgraph of G, and sup- 
pose that G’ is l-connected (2-connected, respectively). G’ is called a connected 
(2-connected) component of G if G’ is not a proper subgraph of any l-connected 
(2-connected) subgraph of G. In the following discussion it is required that we divide 
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a graph into 3-connected components (the definition will be given later). Such a sub- 
ject is discussed by Hopcroft and Tarjan in [8], and we will use their results and 
technical terms without specification. Some of their definitions, however, are stated 
in the following. 
Let {a, b} be a pair of nodes in a 2-connected graph G. Suppose the edges of G 
are divided into equivalence classes E,, E2, . . . , E, such that two edges which lie on 
a common path not containing any node of {a, 6) except as an endnode are in the 
same class. The classes E, are called the separation classes of G with respect to 
{a,b}. If there are at least two separation classes, then {a,b} is a separation pair 
of G unless (i) there are exactly two separation classes, and one class consists of a 
single edge, or (ii) there are exactly three classes, each consisting of a single edge. 
Therefore, a graph G is 3-connected if and only if G is a 2-connected graph with 
1 V, 12 4 such that no pair {a, b) is a separation pair of G. Let (a, b} be a separa- 
tion pair of G. Let the separation classes of G with respect to {a,b} be 
E,,E,, . . . . E,,. Let E’=EIU...UEk and E”=Ek+,U-..UE, be such that lE’jr2, 
/E” 1 I 2. Let V(E) denote the set of all nodes each of which is an endnode of an 
edge of E. Let H,=(V(E’),E’U{(a,b)}), H2=(V(E”), E”U{(a,b)}). The graphs 
Hi and Hz are called split graphs of G with respect to {a,b}. Replacing a graph G 
by two split graphs is called splitting G. Suppose G is split, the split graphs are split, 
and so on, until no more splits are possible. The graphs constructed in this way are 
called the split components of G. 
A graph obtained from G by applying any sequence of deletion and/or contrac- 
tion of edges is called a reduced subgraph of G. We will say that a graph G contains 
a graph G’ (denoted as G > G’) if and only if G has a reduced subgraph isomorphic 
to G’. 
Remark 1. If G > G’, then 1 EG I L /E/. 
Let rc be a property on graphs, and let F(n) denote the class of all graphs violating 
TI. The relation > is a partial order on 9((n) if we identify G with G’ whenever G is 
isomorphic to G’. We note that G is isomorphic to G’ if G > G’ and G’ > G. Let Y(X) 
denote the class of all minimal graphs of F((n) with respect to this partial order > . 
Each graph of .Y((n) is called a forbidden graph for n. rc is said to be nontrivial if 
and only if: 
(i) Y(Z) # 0, and 
(ii) there are arbitrarily large graphs satisfying rr. 
We say that 7c is characterized by MY (or that MY characterizes n) if and only if: 
(iii) G satisfies rr if and only if G contains none of P(n), for any graph G. 
n is said to be finitely characterizable by 3-connected graphs if and only if: 
(1) 7r is nontrivial, 
(2) there is a nonempty class Y(n) which characterizes rc, and 
(3) Y(n) consists of 3-connected graphs. 
An example of such properties II is the planarity of graphs, for which 
.Y(rr)= {K3,s,K5} (see [13,14]). 
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Let J@” denote the class of all decision problems that can be solved by nondeter- 
ministic algorithms that run in polynomial time. We say that a problem P is 
polynomially transformable to a problem P’ (denoted as Pap’) if and only if: 
(i) there is a deterministic polynomial-time algorithm that transforms any 
instance Q of P into some instance Q’ of P’ such that 
(ii) the solution of Q can be obtained from the solution to Q’ by a deterministic 
polynomial-time algorithm. 
A problem P’ is said to be NP-hard if and only if Pap’ for VPE .M”. A problem 
P’ is called NP-complete if it is both NP-hard and in .;I’Y. 
Since the founding of the theory of NP-completeness by Cook [3] and Karp 
[9, lo], the list of NP-complete problems has expanded steadily with more and more 
individual problems from various areas being added to it. (See [6] for a detailed 
exposition.) Recently, an effort has begun toward systematizing NP-completeness 
or NP-hardness proofs and attacking groups of similar problems as a whole rather 
than individually [ll, 17,181. If II is a property on graphs, the corresponding edge- 
deletion (edge-contraction, node-deletion, respectively) problem is the problem of 
determining, for a given graph G, the minimum number of edges (edges, nodes) of 
G whose deletion (contraction, deletion) results in a graph satisfying rr. A large 
number of and a rather broad class of node-deletion problems are treated in 
[ 11,17,18]. In this paper, we are concerned with the problems belonging to a certain 
subclass of edge-deletion problems and those belonging to that of edge-contraction 
problems. Formally, the edge-deletion (-contraction, respectively) problem PED(z) 
(PEc(n)) for TC is defined by: 
Instance. A graph G and an integer kr 0. 
Question. Is there a subset SC& of size /Silk such that G[S] (G(S)) 
satisfies or? 
We will show the following theorem. 
Theorem 1. P&n) and P&z) are NP-hard if n is finitely characterizable by 
3-connected graphs. 
In Sections 3 and 4, respectively, we show the NP-hardness of P,,(n) and of 
pEC(n). 
2. Preliminaries 
A path is called a string if and only if each endnode is of node degree 1 and any 
node except its endnodes is of node degree 2. For two nodes u and o, let L(u, u) 
denote the graph defined by d (21) paths, each being a string of length 2 and con- 
necting u and u. L(u, u) is called a band of width d connecting u and u. Assume that 
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E,={ei=(~i,ui):i=l,,.., m (= / EG I)}. Let GO) denote the graph obtained from G 
by deleting ei of G and then connecting ui and ui by means of a string of length 
h,, (21). In general, for i = 2, . . . , m, let G(‘) denote the graph obtained from G”- ‘) 
by deleting ej of G”-” and then connecting ui and ni by means of a string of length 
h,, (21). Let G denote G @). G is called the graph obtained from G by replacing 
each edge ei with a string of length h,# (21) for i = 1, . . . , m. G is also called a 
homeomorph of G. Two graphs obtained from a graph G by means of such replace- 
ment are said to be homeomorphic to each other. Let G denote G@) defined, 
similarly to that of G, by substituting “a band of width dei (21)” for “a string of 
length h, (21)” in the above definition. 
Remark 2. For a string P(u, u) of length h (2 1) connecting u and u, u and u are still 
connected by means of a string of length at least 1 even if at most h - 1 edges of 
E pCu,Vj are contracted. For a band L(u, u) of width d (Al), u and u are still con- 
nected by means of at least one string of length 2 even if at most d- 1 edges of 
ELCu, “) are deleted. 
In order to prove that a problem P’ is NP-hard it is only necessary to prove that 
Pap’ for some NP-hard problem P (for details, see [l, 6,121). The NP-complete 
problems PPCNC(4)and PPST(4) used to prove Theorem 1 are stated in the following. 
A subset NC V, is called a node cover for G if and only if {u, v} flN#O for 
V(U, o) E EG. INI is called its size. A node cover N for G is called a connected node 
cover for G if and only if the subgraph GN of G induced by N is connected, where 
Vo, = N and EGN= {(u, u) E EG: (u, u} C N} . PPCNCC4) and PPST(4J, respectively, are 
formally defined as follows: 
pPCNC(4) 
Instance. A connected planar simple graph G with 6(G) I 4 and an integer kr 0. 
Question. Does G have a connected node cover N of size / NI s k? 
pPST(4) 
Instance. A connected planar simple graph G with d(G)5 4, a subset A C Vo 
and an integer kr 0. 
Question. Does G have a subtree T of size ) ET1 5 k such that AC VT (T is called 
a Steiner tree of size 1ETI for A)? 
For these decision problems, [5] shows that PPCNC(4) is NP-complete and that 
PPCNC(4)"PRST, where PRsT denotes the rectilinear Steiner tree problem whose 
definition can be found in [5]. The similar discussion to the proof of Theorem 1 of 
[5] with the rectilinear distance being neglected would prove that PpcNc(4)=Ppsr.(4), 
as will be stated in lemma 1. We will sketch its proof. 
Let G, and k0 be any instance of PPCNC, where we can assume the following 
without loss of generality: 
IVo,Ir2, \E,,l22 and k,z2. 
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Let G,(t) denote the graph obtained from GO by replacing each edge e = (u, o) E EGO 
with a string P(u, o) of length t (12) connecting u and u. (We note that t = 2 or t = 3 
in this paper.) Such a path P(u, u) as above is called the GO-line of G,(t) for an edge 
(u, u), where we assume 
and 
I/p(u,“)={uo=~,~l ,..., ut-,,u[=u) 
EP~u,u~={(u;,ui+l): i=O ,..., t- 1). 
Let 
V P&u, u) = v,,, !I) - {u, 01 and EP,(~.~)=E~~,~)- ((00, ul), (or- 1Y Q>, 
and denote 
A(t) = U Fw, u) and EA(O = U Ep,(u,o). 
(us 0) E Eco (u. u) 6 EGO 
Each edge of EGoCtI - EACIj is called an s-edge of G,(r), and, if tz3, each edge of 
EACtj is called a t-edge of G,(t). 
Lemma 1. GO has a connected node cover No of size ) N,ls k, if and only if G,(t) 
has a Steiner tree T of size IE,l<(t- l)jEGoJ +k,- 1 for A(t). 
Proof. See [5]. 
In the rest of this paper 71 denotes such a property as mentioned in Theorem 1. 
Let K(n) denote the one with the largest degree among those having the smallest 
number of edges in Y(rc). K(rc) is referred to as the minimum forbidden graph for 
II. We note that K(n) can be determined in constant time for such a property n as 
mentioned in Theorem 1. K(n) is denoted by K for simplicity in the following 
discussion. The following lemma and remarks are essential to the proof of Theorem 
1. In the proof of the following lemma it is required that we divide a graph into 
3-connected components. Such a subject is discussed by Hopcroft and Tarjan in [8], 
and here we will use their results and technical terms without specification. 
Lemma 2. Let G be any graph. Then, for VK’E Y(z), G > K’ if and on/y if G has 
a 3-connected component H which is a 3-connected graph such that H > K’. 
Proof. Assume that G > K’. Since K’ has no articulation node, G has a 2-connected 
component G’ such that G’ > K’. Now, suppose that G’ has a separation pair {a, 6). 
Let H, and H2 be two split graphs of G’ with respect to {a, b}. Then we can claim 
that, for one of H, and Hz, say H, , any node of VH, - {a, b} should be coalesced 
into either a or b (accordingly, at this stage, any edge of EH, is changed into an 
edge having endnodes in {a, b}) during the process to obtain from G a reduced 
subgraph KG of G such that KG is isomorphic to K’. The split components of G’ 
are of three types: triple bonds of the form ({a, b), {(a, b), (a, b), (a, b)}), triangles of 
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the form ({a, 6, c}, {(a, b), (a, c), (b, c)}) and 3-connected graphs. Those components 
of the first two types, respectively, are merged to form 3-connected components of 
G’, bonds and polygons. Obviously, neither of them can contain K’. Each split com- 
ponent of the last type itself is a 3-connected component of G’ and of G. Since 
1 VKTi 2 4, we have 1 V,,l L 4 by Remark 1. Clearly, a graph is 3-connected if and 
only if it is 2-connected and has at least four nodes and no separation pair. 
Therefore, if G’ has no separation pair then G’ itself is the desired 3-connected com- 
ponent. Hence G has a 3-connected component H which is a 3-connected graph such 
that H > K’. The converse is almost obvious, since H can be considered to be a 
reduced subgraph of G. 0 
Remark 3. It follows from the proof of Lemma 2 that if G contains none of .‘/‘(rr) 
then, for any d and G of G, neither do they. 
Remark 4. Let K be the minimum forbidden graph for II, and let SC.!?, be 
nonempty. Let K, =K[S] and K,_= K(S). Then it follows from Remarks 1, 3 and 
Lemma 2 that, for K,, K2, I?,, K2, I?, and kl, they contain none of .Y(rr). 
3. The NP-hardness of PE&) 
For the minimum forbidden graph K for rt determined in Section 2, let u0 be a 
node of V, having node degree 6(K), and let uR (Q) be a node adjacent to uo. 
For any node Uj (#no, uR) of I+ adjacent to uo, we can choose a circuit C of K such 
that { uR, Uj} c V, but such that u. $ V,, since K is 3-connected. Let (u,, UR) be an 
edge of EC. Whenever K has a node ut (fu,, uR) adjacent to both u. and uR, we 
choose OR and C such that uL = bR E V, (see Fig. 1). 
(i) the general case (ii) an example of the choice when K = K3, 3 
Fig. 1. The choice of uO,uR,uR and C. 
Lemma 3. Delete the edge (uR, uR) from K, and if u. iS not adjacent to uR in K, 
then attach an edge (u,, OR)+ Let J denote the resulting graph. Then, J contains 
none of 9((n). 
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Proof. We note that we have V, = V, and /EJ 1 s iEK / . If u. is adjacent to uR in K, 
then /EJ/ < /EK/. In this case Remark 1 shows that J contains none of .Y(rc). If u. 
is not adjacent to nR in K, then lEJl = IEK/. Therefore, if we assume that J > K’ for 
some K’E Y(n), then it is easy to see that J is isomorphic to K’. However, for uo, 
a,(~,) = aK(uO) + 1 >d(K)z6(K’). This implies that J is not isomorphic to K’, a 
contradiction. Thus, J contains none of Y(n). q 
Let KD denote the graph obtained from K by deleting the edge (uR, uR). Let Go 
and k. be any instance of PPCNC, and let Gt and A,, respectively, denote G,(3) 
and A(3) (that is, Go(t) and A(t) with t=3). Let m= IEGo), n= IV,,j and 
k4 = m + k. + 1, Beginning with the fixed planar representation of GO, we construct 
the graph G, by means of the following procedures (1) through (7): 
(1) Construct G, from Go. 
(2) For each t-edge e E EA, of G,, let K,(e) denote the graph obtained from 
KD by simply renaming each o E VKD o(e) and correspondingly each (u, u) E 
EKD (u(e), o(e)). For each e = (u, u) EEL,, replace e with KD(e) by coalescing u into 
uR(e) and u into uR(e), respectively. Let Gi denote the graph obtained from Gi by 
means of this procedure. 
(3) Place a node VA within the infinite face of G;. Then, for each K,(e) of G;, 
coalesce the node uo(e) of KD(e) into u;. Let G; denote the graph obtained from G; 
by means of this procedure. 
(4) Place KD and edge (wo, uR) within the infinite face of G;, where w,$ VKD 
and uR E V,,. 
(5) Assume that I&, = {w,, . . . , wn}. For each wi E Vo, C VG3, connect w, to both 
NJ, and uR by means of edges (w;, w,) and (w;, u,). Let 
Ew=E,,U~~~UE,,,, where EWi = {(w;, w,), (wi, uR)} for i= 1, . . . ,n. 
(6) Coalesce ok into uR. Let G; denote the graph obtained from G; by means of 
these three procedures (4) through (6). 
(7) In each of K,,Gi,G; and Gi introduced so far, replace each edge (u, u), 
which is neither an s-edge nor an edge of EW, with a band L(u, u) of width k4 + 1. 
Let KD, G2, G3 and Gq, respectively, denote the graphs obtained from K,, G;, G; 
and Gi by means of this procedure. 
Fig. 2 shows an example of the transformation from Go to G4 when K= K3,3, 
where - denotes an edge in Go and Gi, while - and - - - denote a band of 
width k4+ 1 and an edge, respectively, in Gz, G, and G4. 
Before provmg that PPCNCc4) aPED(r), we make a basic observation as follows: 
Let T be a subtree of G, containing at least one t-edge. let G3(T) denote the 
subgraph of G3 defined by the following (l’), (2’) and (3’): 
(1’) For each t-edge e of E,,fll+, apply the above procedure (2) to T. Let 
G;(T) denote the resulting subgraph of G;. 
(2’) For each KD(e) with eEEA, nET, apply the above procedure (3) to G;(T). 
Let G;(T) denote the resulting subgraph of G;. We note that IJ~ E G;(T). 
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(i) an example of G, (ii) the corresponding G, (iii) the corresponding G, 
(iv) the corresponding G, (v) the corresponding G, 
Fig. 2. An example of the transformation from GO to G,. 
(3’) For each non s-edge (u, U) of E,j,,,, apply the above procedure (7) to 
G;(T). Let Gs(T) denote the resulting subgraph of G, . 
G,(T) is called the subgraph of G3 corresponding to T. Then we have the next 
lemma. 
Lemma 4. Let T be a subtree of G, containing at least one t-edge, and let G3(T) 
be the subgraph of G3 corresponding to T. Then G3(T) contains none of Y(rc). 
Proof. If we can show that G;(T) contains none of Y(rc) then the lemma follows 
from Remark 3. Assume that there is K’E S“(z) such that G;(T) > K’. By Lemma 
2, G;(T) has a 3-connected component H which is a 3-connected graph such that 
H > K’. Now we try to divide G;(T) into 3-connected components. let u be any 
node of Vr having ~5~(~)>2. Since T is a tree u is an articulation node of T (Fig. 
3(i)). And u (possibly renamed in G;(T)) remains to be an articulation node of 
G;(T) (Fig. 3(ii)). Therefore, each pair {ok, u) is a separation pair of a 2-connected 
component of G;(T) unless u is an articulation node of G;(T) (Fig. 3(iii)). If T has 
at least two t-edges, let e = (u,, ul) be any t-edge of EA, nE, such that at least one 
of {ui, vi} is not an articulation node of G;(T), and suppose that we split one of 
2-connected components of G;(T) with respect to {u,(e), u;1} or { ui (e), uL>. Then 
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(i) a subtree T of G, (ii\ the corresponding G;(T) (iii) the corresponding G;(T) 
(iv) the split graphs of G;(T) with respect to {u,(e), IJ;} (note that split graphs are defined on 
2-connected components) 
Fig. 3. An example of G;(T) and of its split graphs. 
we obtain the split graph such that its simple version (meaning the graph formed 
by deleting loops (if any) and by replacing each nonempty set of multiple edges with 
a single edge for any pair of distinct nodes) is isomorphic to either KD or J defined 
in Lemma 3 (Fig. 3(iv)). Each s-edge of G;(T) must be included in either a bond 
or a polygon if it is contained in some 3-connected component of G;(T). Hence, 
regardless of the number of t-edge(s) included in T, we can conclude that if there 
were a 3-connected component H which is a 3-connected graph such that H > K’ 
then H would be isomorphic to a split component of either KD or J. If this were 
possible, KD > K’ or J > K’, because such a split component isomorphic to H can be 
considered as a reduced subgraph of KD or J. However, this contradicts Remark 4 
or Lemma 3. 0 
The following lemma shows that PPCNCC4) CC&(X) for such 7~ as mentioned in 
Theorem 1. 
Lemma 5. GO has a connected node cover NO of size IN [ % kO if and only if there 
exists a subset SC EG4 of size ) S) I k4 = m + kO + 1 such that G4[S] contains none of 
Y(n). 
Proof. Assume the first part. Then, by Lemma 1, we can determine a Steiner tree 
T of size lE,J=2m+lNol-112m+ko-1 for A,. Define ScEo, as follows: 
S=(Eo,--ET)UX where X={(wi,wO),(wi,uR): WOE V&n,}. 
12 
Then, we have 
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~S~={3m-(2m+~No~-1))+2~No~=m+~No~+1rm+~ko+1=k,. 
We show that G4[S] contains none of Y’(n) in the following (see Fig. 4). By the 
definition of S, G4[S] has exactly two articulation nodes. Namely, they are uR and 
uR of RD. If there is K’E Y(n) such that G4[S] > K’, then, by Lemma 2, G4[S] has 
a 3-connected component H which is a 3-connected graph such that H > K’. Clearly, 
H is a split component of a 2-connected component of G4[S]. Remark 4 and 
Lemma 4, however, show that this is impossible. Thus the second part follows. 
Conversely, assume the second part. Let SCEGd be a minimal set of size /SI 5 k4 
such that G4[S] contains none of Y(n) and such that the number of s-edges con- 
tained is minimum among all such minimal subsets of E,,. It follows from 
Remark 2 that u and u are still connected by means of at least one string of length 
2 even if at most k4 edges are deleted from a band L(u, u) of width k4+ 1. Since S 
is minimal, we can assume that 
SC@G, -EA,)UEW. 
We partition S as follows: 
s=s,usr+/ where SI=Sfl(EG,-EA,) and Sw=SflEw. 
We proceed to the observations (1) through (5) stated in the following: 
(1) If G4[S] has paths connecting UR and nR of VgD, then any such path P con- 
tains at least one node of V,D- {UR, uR} (otherwise, G4[S] > K, a contradiction). 
If we assume that G,[S,] has a circuit C’, which has at least three t-edges, then, 
for some t-edge e of C’, G4[S] has a path connecting uR(e) and OR(e) and contain- 
ing no node of V&,(ej except u,(e) and uR(e). Therefore, G4[S] >K, a contradic- 
tion. Thus, 
(2) Gi]$ ] is a forest. 
Let T(i), i=l ,...,q(r l), denote all connected components of G, [&I. Each T(i) 
(i) an example of a Steiner tree T (ii) the corresponding G4[S] 
Fig. 4. An example of a Steiner tree T and the corresponding G4(S]. 
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is a tree, for which we have three possible cases as follows: 
(2-i) A tree consisting of exactly one t-edge. 
(2-ii) A tree containing at least one s-edge (then it contains at least one t-edge). 
(2-iii) A tree consisting of exactly one node of V,,. 
If Gi [S,] has an s-edge incident upon some node wj E Vc+, then all edges of E,; 
have to be deleted in G4[S] (otherwise, (1) is not satisfied). If all s-edges incident 
upon Wi E V& are deleted in G,[S,], then no edge of E,, is deleted in G4[S], 
because Wi is isolated in G, [S, ] and in G,[S,], and because S is minimal. That is, 
(3) For each wi E I/co, E,, cS, if E,,(wJ-S,#O, and E,,nSW=O if 
EC, (W;) c S, . 
(3) implies that we can partition Vo,, as follows: 
Vo,,= &(I)U(NI) where I/,(I)={w~E V&: EG,(wj)CS1}, 
Vo(NI)={Wj E I’,,: EGI(Wj)-S1#0}. 
Assume that EG, (w;) - S1 # 0 for some wj E Vo,, with BG,,(wi) = 1. Then, E,C S. Let 
S’=(S-E,,)UE,,(w;). 
Then, clearly, G4[S’] contains none of Y(X). IS’/ < ISI since IEG,(wi)l = 1~ IE,,j = 
2. This contradicts the minimality of S. Thus, 
(4) Each wi E Vo, with Boo(Wi) = 1 is contained in V,(l). 
Now, let 7’(Ai) denote the class of all connected components of Gi [S,] contain- 
ing at least one s-edge: 
T(A,)={T(i): l~i<q and IET(i,r)(EG,-EA,)/>l}. 
Assume that ) T(A,)I 2 2. Since Vo, = Vo,UA 1 and since S, c EG, - EA, , it follows 
that, for each t-edge e of EA,, G, [S,] has a connected component containing e. 
Therefore, for each T(i) E T(A,), we can choose T(j,) E T(A,) - ( T(i)} such that 
&,(T(i), T(jJ) I 2, where 
in which do,(u,, u2) denotes the minimum distance in Gr between u1 and u2. The 
assumption that / T(A,)lr2 implies that there are two distinct s-edges e = (Wj, a) 
and e’= (wj, a’) with Wj E I/c,,, aE VTci,nAI and a’E VT(ji)nAl such that: 
(i) without loss of generality, e E ET(,) and e’ES, if we can choose r(j,) such 
that do1 (T(i), T(j,)) = 1, and 
(ii) e, e’E Sr otherwise. 
We note that Wj E Vc(N1) in case (i) and that Wj E I/,(I) in case (ii). Let 
s,,= 
i 
S- {e’) in case (i), 
(S- {e,e’})UEWj in case (ii). 
Then /S”J<(S/ in case (i), and JS”I=IS/ with isnn(EG,-EAl)l<lsn(E,,-E,,)I 
in case (ii). Let 
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E = ET(i)UET(j,)” {e’l in case (i), 
T 
ET(i) UET(jf) u {e, e’} in case (ii). 
Since E, induces a subtree T’ of Gi, it follows from Lemma 4 that the subgraph 
G,(Y) corresponding to T’ contains none of Y(n). Thus, neither does G4[S”]. This 
contradicts our choice of S. Consequently, we have: 
(5) [ T(A I) / = 1 (that is, G, [S,] has exactly one connected component containing 
all nodes of A,), and any connected component of G,[S,] not included in T(A,) 
has no edge and just one node of I&. 
Let T denote the connected component of T(A,), and let r= / vTn VG,/. Since 
A 1 C VT and since T is a tree, 
Ivr/,I=2m+r and lErl=2m+r-l. 
Therefore, by (3), (5) and the condition that 1 S / 5 k4 = m + kO + 1, we have 
ISI=2r+{3m-(2m+r-l)}=m+r+lIm+kO+l. 
That is, TI ke. Thus G, has a Steiner tree T of size lETI 5 2m + kO - 1 for A i . By 
Lemma 1, GO has a connected node cover NO = Vo,fl VT of size INO1 5 kc. 0 
4. The NP-hardness of PEc(z) 
Let G,, and kO be any instance of PPCNC(+, and let k, = m + k, - 1, where 
m = IE,,I . In this section, let Gs and As, respectively, denote G,(2) and A(2). 
Beginning with the fixed planar representation of Go, we first construct the graph 
G, and then define the graph G, as follows: 
Let K be the minimum forbidden graph for 7~. Let uk be any fixed node of I+, 
and let KR denote the graph obtained from K by deleting this node uK, where 
VKR = V, - { uK} and EKR = EK - EK(uK). 
Let RR denote the graph obtained from KR by replacing each edge e = (u, u) E EKR 
with a string P(u, u) of length 2ks + 2. First, place KR within the infinite face of Gs. 
Then, connect each ui E VK(uK) n VgR, i = 1, . . . , dK(uK), and each u~Aj by means 
of a string of length ks + 1 (this path is called a D-path). Let I/@) and E@), respec- 
tively, denote the sets of all nodes and of all edges contained in D-paths. Then G6 
is the graph defined by: 
I’& = Vog U V,, U T/@) and EC6 = EG5 U EgR U E@). 
Fig. 5 shows an example of the transformation from GO to G, when K= K3,3, 
where ---, ---and-, respectively, denote a string of length 2k,+2, a 
D-path and an edge. We show the next lemma. 
Lemma 6. G,, has a connected node cover NO of size I NOI I kO if and only if there 
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(i) an example of GO (ii) the corresponding G, (iii) the corresponding G, 
Fig. 5. An example of the transformation from GO to G,. 
exists a subset SCEG6 of size IS/ r2k5 + 1=2m + 2kO- 1 such that G&Q contains 
none of Y(x). 
Proof. Assume the first part. Then, by Lemma 1, there is a Steiner tree T of size 
IE,Jlk5=m+kO-l for A,. Let o be any fixed node of&. (Note that jA,1~2.) 
Choose the D-path connecting this node USA, and any one node, say u,, of 
V,(u,). Let P(o,u,) denote this D-path and define ScE,, as follows: 
Then, JSI 5 k,+ k5 + 1 =2k5 + 1 (see Fig. 6). Without loss of generality, we can 
assume that all endnodes of edges of S are coalesced into u1 in Gs(S). Let e’ = 
(u, o’) be any edge of EG5 -ET, where UE V,,, and u’EA~. Since D’E V,, e’ cor- 
responds to a loop of G&Q having endnode ur if u E& (C VT), and to an edge 
(u,ut) of G6(S) if uelve. Thus, if there is a node UE V&,-N,, then G6(S) has 
boo(u) edges each of which has endnodes u and ur. On the other hand, any D-path 
P(o”, Ui) (Ui E &(u,) and u”~As) distinct from P(o, ur) corresponds to a string of 
G&S) connecting u1 and Ui and having the same length as that of P(u, u,). We note 
(i) an example of a Steiner tree (ii) the corresponding graph G,(S) 
Fig. 6. An example of a Steiner tree and the corresponding graph G,(S). 
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that u1 is an articulation node of G&3) and that K({(u,, ut)}) contains none of 
Y(n) by Remark 4. Let HR denote the 2-connected component of G&S) containing 
RR as a subgraph. Then, clearly, HR contains none of Y(n). Therefore, neither 
does G&Q. That is, the second part follows. 
Conversely, assume the second part. Let SC,!+, be a minimal subset of size 
/ S 1 I 2k5 + 1 such that G6(S) contains none of .Y(rr). It follows from Remark 2 
that, for any string P(u, O) of length 2k, + 2, u and u are still connected by means 
of a string of length at least 1 even if at most 2k, + 1 edges of EPcu,“) are contracted. 
Since j S I< 2k, + 2, and S is minimal, we can assume that 
SC&+P). 
We partition S as follows: 
S=S,US; where S,=SnE,, and S;=SnE@). 
First, assume that S; = 0. Then gR and D-paths connecting a node u EAT and each 
Uj~ V,,nV,(U,), j=l,..., aK(uK), form a graph homeomorphic to K. That is, 
G6(S) > K, a contradiction. Therefore, S; # 0. Since the length of a D-path is k5 + 1 
and since 1 S 1 I 2k5 + 1, it follows from the minimality of S that there is a D-path 
P(u’, u,) such that S; =EP(v,,ui), where u’~As and USE VK(uK). Thus IS51 Sk,= 
m + k. - 1. Let Gss denote the subgraph of G5 induced by S,. We claim that Gss 
has a connected component T such that A,c VT. Assume that Gss has two 
distinct connected components, the one having the node u’EAsfl VPc,,,,u,) and 
the other having a node IYE&, where U’ZD”. (Note that (Aslr2). Since S;= 
% o,,ui), I?R and D-paths connecting the node u”~As and each Uj E VKRn &(u,Y), 
j=l , . . . , dK(uK), form a graph homeomorphic to K. that is, G6(S) > K, a contradic- 
tion. Hence the above assertion follows. Clearly, S, 3 E,. Since {u, u’} nA5 # 0 for 
V(u, u’) E EG5, we have G,, = T. Now, assume that T has a circuit. Then, choose 
any edge (u”, u”) contained in this circuit, where U”E VoOfl V, and u”~As. Let 
S’=S- {(u”, u”)}. 
If we assume that all endnodes of edges of S are coalesced into a node us in G6(S), 
then G,(S’) is a graph obtained from G&S) by attaching a loop having the end- 
node us. Therefore, G&S’) contains none of Y(n). This contradicts the minimality 
of S, since IS’1 < IS I. Consequently, T= Gss is a Steiner tree of size I ET1 = / Ss j 5 
k5 = m + k. - 1 for As. By Lemma 1, Go has a connected node cover NO = VoO n Vr 
of size \&‘,I 5 ko. 0 
5. Concluding remarks 
If 7r is such a property mentioned in theorem 1, then, clearly, G4 and G6 can be 
constructed in polynomial time when we are given an instance, since the minimum 
forbidden graph k(n) can be determined in constant time. Therefore Lemmas 5 and 
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6, respectively, show the following: 
That is, Theorem 1 follows. Finally, we note the following: 
(1) It can similarly be shown that P,,(n) and P&n) are also NP-hard if 71 is 
nontrivial and such that: 
There is a nonempty class .y(n), consisting of 3-connected graphs, such that a 
graph G violates r if and only if G has a subgraph homeomorphic to one of y(n). 
(2) It is also easy to see that, for each z of the two properties, one is mentioned 
in Theorem 1 and the other in (1) just above, PED(n) and P&n) remains NP-hard 
even if those graphs in their instances are restricted to 2-connected bipartite ones. 
(Observe that G4 is a 2-connected bipartite graph. On the other hand, it can easily 
be shown that the connected node cover problem remains NP-complete even if those 
graphs in the instance are restricted to 2-connected graphs. Therefore, we can obtain 
G6 which is a 2-connected bipartite one if strings of even length are appropriately 
used in its construction, and the proof is similar.) 
(3) Theorem 1 remains true for each n of the two properties even if we require 
G[S] of PED(TT) and G(S) of P&n), both satisfying 71, to be connected. 
(4) Such properties as mentioned in (2) just above are hereditary with respect to 
edge-deletion or -contraction. It is, however, left for future research to make clear 
the extent to which the restriction on 7~ can be loosened without breaking the 
NP-hardness of P,,(n) or of P&n). 
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