







A Thesis Submitted for the Degree of PhD at the University of Warwick 
 







Copyright and reuse:                     
This thesis is made available online and is protected by original copyright.  
Please scroll down to view the document itself.  
Please refer to the repository record for this item for information to help you to cite it. 
Our policy information is available from the repository home page.  
 
























On the factorisation of the p-adic





Submitted to the University of Warwick




To Albertina and Wanda.
ii
Contents




Chapter 1 Introduction 1
Chapter 2 L-functions and factorisations 13
2.1 Notation and preliminaries . . . . . . . . . . . . . . . . . . . . 13
2.2 Primitive and imprimitive L-functions . . . . . . . . . . . . . . 15
2.3 Primitive and imprimitive factorisation . . . . . . . . . . . . . . 19
2.4 Primitive and imprimitive p-adic factorisation . . . . . . . . . . 21
Chapter 3 Homological algebra 25
3.1 A complex diagram . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 A p-adic diagram . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Chapter 4 Cohomology of Kuga-Sato varieties 33
4.1 Motivic cohomology . . . . . . . . . . . . . . . . . . . . . . . . 33
4.1.1 The coefficient sheaf . . . . . . . . . . . . . . . . . . . . 35
4.2 Motives for cusp forms and Rankin-Selberg convolution . . . . 36
4.3 De Rham cohomology and modular forms . . . . . . . . . . . . 41
Chapter 5 p-adic L-functions 43
5.1 Kubota-Leopoldt and Symmetric square . . . . . . . . . . . . . 43
5.1.1 The Euler System of cyclotomic classes . . . . . . . . . 44
5.2 Rankin-Selberg . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Chapter 6 The Beilinson-Flach Euler system 53
6.1 From Eisenstein to Beilinson-Flach classes . . . . . . . . . . . . 53
6.2 Compactification of Beilinson-Flach classes . . . . . . . . . . . 54
iii
iv CONTENTS
6.3 Classes in the cohomology of f . . . . . . . . . . . . . . . . . . 57
6.3.1 Classes in Deligne cohomology . . . . . . . . . . . . . . 57
6.3.2 Classes in étale cohomology . . . . . . . . . . . . . . . . 57
6.3.3 Properties under swapping involutions . . . . . . . . . . 59
6.4 Differential forms attached to cusp forms . . . . . . . . . . . . 60
Chapter 7 Regulator formulæ 63
7.1 Archimedean argument . . . . . . . . . . . . . . . . . . . . . . 63
7.1.1 A complex regulator formula . . . . . . . . . . . . . . . 63
7.1.2 The regulator formula in motivic cohomology . . . . . . 67
7.2 Non-archimedean argument . . . . . . . . . . . . . . . . . . . . 70
Chapter 8 Beilinson-Flach K-elements 82
8.1 Integrality of K-elements . . . . . . . . . . . . . . . . . . . . . 83
8.2 A dimension formula for units . . . . . . . . . . . . . . . . . . . 89
Chapter 9 Factorisation and interpolation in half of the weight
space 100
9.1 Comparison of motivic classes . . . . . . . . . . . . . . . . . . . 100
9.2 p-adic factorisation and interpolation . . . . . . . . . . . . . . . 103
9.3 Generalising the interpolation formulæ . . . . . . . . . . . . . . 108
9.4 Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Chapter 10 Functional equation and interpolation in the whole
weight space 114
10.1 Functional equation for Limpp (Sym2 F ) . . . . . . . . . . . . . . 116
10.2 Interpolation on the whole weight space . . . . . . . . . . . . . 116
10.2.1 Generalised interpolation in the whole weight space . . 119
10.3 Conclusion and final remarks . . . . . . . . . . . . . . . . . . . 121
Bibliography 124
List of Figures
3.1 Compatibility of rD with cup product and push-forward . . . . 31
3.2 Complex diagram . . . . . . . . . . . . . . . . . . . . . . . . . . 31
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Given a cusp form f which is supersingular at a fixed prime p away
from the level, and a Coleman family F through one of its p-stabilisations,
we construct a 2-variable meromorphic p-adic L-function for the symmetric
square of F , denoted Limpp (Sym2 F ). We prove that this new p-adic L-function
interpolates values of complex imprimitive symmetric square L-functions, for
the various specialisations of the family F . It is in fact uniquely determined
by its interpolation properties. We also prove that the function Limpp (Sym2 F )
satisfies a functional equation.
We use this p-adic L-function to prove a p-adic factorisation formula,
expressing the geometric p-adic L-function attached to the self-convolution of
F , as the product of Limpp (Sym2 F ) and a Kubota-Leopoldt L-function. This
extends a result of Dasgupta in the ordinary case.
Using Beilinson-Flach classes constructed by Kings, Loeffler and Zerbes
we construct motivic cohomology classes bf , and prove that, under some
hypotheses, they differ by a scalar factor from the higher cyclotomic classes
constructed by Beilinson. Using this relation, we prove the interpolation




Statement of the results
The purpose of this thesis is to construct a p-adic L-function for the symmetric
square of a cusp form which is supersingular at p, and to prove that this
function satisfies a p-adic factorisation formula.
Let f ∈ Sk+2(N,ψ) be a normalised cuspidal newform of level N ≥ 5 and
character ψ of conductor Nψ, with q-expansion
∑
n≥1 an(f)qn. Let p be a
fixed rational odd prime not dividing N , and vp be the p-adic valuation on Qp,
normalised such that vp(p) = 1. Define the slope of f at p to be the quantity
vp(ap(f)).
Dasgupta proved in 2016 [Das16] that when f is p-ordinary—that is when
vp(ap(f)) = 0—the following factorisation holds:
Lp(f ⊗ f, s) = Lp(Sym2 f, s)Lp(ψ, s− k − 1). (1.1)
Here Lp(Sym2 f) is Schmidt’s symmetric square p-adic L-function. The function
Lp(f ⊗ f) is the p-adic L-function defined by specialising Hida’s p-adic Rankin-
Selberg L-function for families of modular forms, to a pair of coincident weights.
The theorem is the p-adic version of the complex factorisation:
L(f ⊗ f, s) = L(Sym2 f, s)L(ψ, s− k − 1).
Here I denote with L(f ⊗ f) and L(Sym2 f) the primitive Rankin-Selberg and
symmetric square complex L-functions.
In the present thesis, I construct a p-adic L-function that generalises
Schmidt’s Lp(Sym2 f) to the case of f supersingular at p, i.e. vp(ap(f)) > 0.
In addition, this function is defined for (Coleman) families of modular forms. I
then prove a generalisation of (1.1) to the case when f is p-supersingular by
using said function. To state the main theorems, let W be the weight space,
that is the rigid analytic space whose K-points are W(K) = Hom(Z×p ,K×) for
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every extension K of Qp. Elements of the weight space will be referred to as
weight-characters. Recall that there is an injection Z ↪→W(Qp), mapping an
integer n ∈ Z to the weight-character defined by z 7→ zn. We will also assume
that the Satake parameters of f at p are distinct, i.e. that αf 6= βf . Under this
assumption, there exist an affinoid disc U ⊆ W, U 3 k and a Coleman family
F over U , passing through a p-stabilisation of f . Let Lgeomp (F, F ) be the 3-
variable geometric p-adic L-function constructed by Loeffler and Zerbes [LZ16].
I will prove the following results, which are Theorems 10.3.1 and 10.3.2 in the
text.
Theorem A (Main Theorem). Suppose that f is supersingular at p and that
αf 6= βf . There exists a unique 2-variable meromorphic p-adic L-function
Limpp (Sym2 F ) : U ×W → Qp with the following interpolation property:
• if (k0, j0) ∈ N2 ∩ U ×W with j0 even is such that either 0 ≤ j0 < k0, or
j0 = k0, E(Sym2 fk0 , k0 + 1) 6= 0 and N = Nψ, then:




2 fk0 , j0 + 1)
E(fk0)E∗(fk0)









• assume that ψ, ψ2 have conductor N ; if (k0, j0) ∈ N2 ∩ U × W with
j0 odd is such that either k0 + 1 < j0 ≤ 2k0 + 1, or j0 = k0 + 1 and
E(Sym2 f∗k0 , k0 + 1) 6= 0, then:
Limpp (Sym2 F )(k0, j0 + 1) = (−1)k0+1(2k0− j0 + 1)!
(2πiN)j0−k0−1
4(4π)k0+1〈fk0 , fk0〉
· ε[F,F,j0+1]p (k0, k0, j0 + 1)
E(Sym2 f∗k0 , 2k0 − j0 + 2)
E(fk0)E∗(fk0)
· Limp(Sym2 fk0 ⊗ ψ−2, 2k0 − j0 + 2) (1.3)
where fk0 ∈ Mk0+2(N,ψ) is such that F passes through its p-stabilisation at
k0.
In general Limpp (Sym2 F ) is not necessarily analytic. Here Limp(Sym2 f) is
the imprimitive symmetric square complex L-function, see Section 2.2 below.
The quantity τ(ψ) is the Gauss sum of the character ψ, while for the definition
of the factors E, E∗ and εp see Theorem 5.2.3 and Proposition 10.0.1.
Theorem B. In the hypotheses of Theorem 10.3.1, the factorisation of p-adic
L-functions holds:
Lgeomp (F, F )(σ1, σ1, σ2) = Limpp (Sym2 F )(σ1, σ2)Lp(ψ, σ2 − σ1 − 1) (1.4)
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for every (σ1, σ2) ∈ U ×W.
Equation (1.4) is the analogue of (1.1) in the p-supersingular case. Taken
together with Dasgupta’s result, this proves a version of the factorisation
formula independently on the slope of f at p. Equations (1.2) and (1.3) show
that the newly constructed function interpolates the critical values of symmetric
square complex L-functions, subject to some parity conditions. Both theorems
are stated for imprimitive L-functions, see Section 2.4 for further explanation.
I will also prove that, according to expectations, the p-adic function defined
above satisfies a functional equation.
Theorem C (Functional equation). Suppose that ψ, ψ2 are primitive modulo
N . Then Limpp (Sym2 F ) satisfies the following functional equation for every
(κ, s) ∈ U ×W:
Limpp (Sym2 F )(κ, s) = ε[F,F,a]p (κ, κ, s)i−aψτ(ψ−1)N s−κ−2
· Limpp (Sym2 F ∗)(κ, 2κ− s+ 3).
For the definition of the extra factor, see Theorem 10.1.1.
Motivation and background
The motivation for this work is manifold. Firstly, this thesis completes the
picture for the factorisation of the p-adic Rankin-Selberg L-function for the
self-convolution of a cusp form. Given the current state of research, the author
believes that other results of this kind are within reach. For instance, the
author is convinced that the case of a base-change Hilbert modular form over a
real quadratic field falls into this category. In that case, one should be able to
factor the Asai p-adic L-function attached to the Hilbert modular form as the
product of a Kubota-Leopoldt L-function and the p-adic L-function associated
to the underlying elliptic modular form. Issues similar to those faced in this
thesis arise, in particular, regarding the unconditional existence of the Asai
p-adic L-function. Going deeper into speculation, whenever an automorphic
L-function factorises as a product of simpler automorphic L-functions, there
should be a corresponding factorisation of p-adic L-functions.
Secondly, equation (1.4) is useful to investigate whether the values of the
involved p-adic L-functions are zero or not, and the vanishing orders. For
example, in the range where Lgeomp (F, F ) interpolates complex Rankin-Selberg
L-values, one can investigate the vanishing of Limpp (Sym2 F ). This task is
carried out to some extent in Chapters 9 and 10. These kinds of results may
not say much about the p-adic functions themselves (other than proving their
non-triviality), but are much needed in the context of Euler systems. Indeed,
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a strategy often used to study an Euler system is to relate its classes to special
values of p-adic L-functions via an explicit reciprocity law. This helps a long way
in proving the non-triviality of (the base class of) the Euler system by proving
that a special p-adic L-value is non-zero. This strategy has been successfully
used for example in [LLZ14; KLZ17; LZ19; BDR15]. It is then clear that the
main results of this thesis—and potentially other similar ones—are of great
help. In particular, the specific case addressed in this thesis sheds some light
on special values of Lgeomp (F, F ), other than clearly those of Limpp (Sym2 F ) (but
this last has not been linked to any Euler system so far), potentially saying
something more on the Euler systems constructed in [KLZ15; KLZ17; LZ16].
Furthermore, proving the factorisation in the above mentioned case of the Asai
p-adic L-function could yield a conditional proof of the non-vanishing of the
Euler system constructed in [LLZ18], assuming a conjectural formula linking
the Asai-Flach Euler system and the Asai p-adic L-function.
Thirdly, Dasgupta’s result has been useful to prove several other results
in the area: Dasgupta himself used it to investigate exceptional zeros [Das16];
Rivero and Rotger to investigate relations between L-invariants and units of
number fields [RV18]; Loeffler and Zerbes to prove the non-triviality of an Euler
System for the symmetric square of a modular form [LZ19]. Other applications
can be found in [Pal18]. Theorems A, B and C open then the possibility to
prove in the supersingular case results similar to those. The author would
like to especially highlight the preprint [BLV18], which studies exceptional
zeros and signed p-adic L-functions for the symmetric square of a supersingular
modular form. That paper relies explicitly on the results proved in this thesis,
giving thus an immediate application of the main theorems.
Finally, the construction of Limpp (Sym2 F ) fills a gap in the current literature.
There is at present no construction of a p-adic symmetric square L-function
that works regardless of the cusp form one feeds it with, and in particular there
is no such construction for supersingular cusp forms of arbitrary slope. This
thesis provides a well-defined unique function Limpp (Sym2 F ) for f supersingular
of any finite slope, and which interpolates a whole range of symmetric square L-
functions by (1.2) and (1.3). Therefore, the function acts as a generalisation of
the p-adic symmetric square function in two different directions: it is applicable
to supersingular cusp forms, and it is a symmetric square L-function for families
of cusp forms. In particular, Limpp (Sym2 F )(k0, ·) is a p-adic L-function which
interpolates at least one value of a complex symmetric square L-function, for all
integers k0 ≥ 0, thus covering new cases for the construction of Limpp (Sym2 f).
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Strategy of the proof
I now explain briefly the strategy of the proof. First of all, I will explain some
specific features of the Rankin-Selberg supersingular case that make the task
harder to prove. I will try to emphasise the differences between the ordinary
and the supersingular cases, and why some of Dasgupta’s techniques do not
directly generalise to this case. I especially highlight the following obstructions:
1. the p-adic Rankin-Selberg L-function is not available for the convolution
of two modular forms of the same weight. Indeed, its construction relies
on Shimura’s classical result [Shi77] exploiting a period for the critical
values, which are the integers in the range [r′, r − 1] for the convolution
of forms of weights r = k + 2 and r′ = k′ + 2, under the assumption
r′ ≤ r. These values were then interpolated p-adically by Panchishkin
and Hida. When r′ = r the critical range is empty, and no interpolation
result is known at the time of writing. To work around this issue, I need
to replace Lp(f ⊗ f) with a p-adic L-function for a family of modular
forms through f , which satisfies many interpolation formulæ and is in
particular always defined. In that way, I can prove a factorisation formula
for p-adic L-functions “in families”, from which the usual one follows
by specialising the weight. In the ordinary case one can resort to Hida
families, while in the supersingular case I need Coleman families. As a
replacement for Lp(f ⊗ f) I will use the geometric p-adic L-function of
Loeffler and Zerbes;
2. the p-adic symmetric square L-function is not available when f does
not satisfy a “small slope” condition. The construction of Lp(Sym2 f)
was performed by Schmidt [Sch88] when f is ordinary, and extended by
Dąbrowski-Delbourgo [DD97] when vp(ap(f)) < k+12 . However, there
is not any result covering the general case. In my settings, f is super-
singular at p without restrictions on the slope, so none of these results
apply. Addressing this problem is one of the main aims of the thesis:
I will construct a replacement for the 1-variable imprimitive version
Limpp (Sym2 f) by varying f in a family, namely the 2-variable p-adic
L-function Limpp (Sym2 F ) associated to the Coleman family F ;
3. the range of points at which there is an explicit formula for the values of
Lgeomp (F, F ) includes only integer weight-characters. These formulæ are
essential to deduce the interpolation properties for Limpp (Sym2 F ), which
are its characterising features. Therefore, as a consequence of the first
replacement, I can deduce these last only at integer weight-characters.
In particular, I could not rely on spanning a dense set of points by
varying only a p-power character, but I necessarily have to vary the
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weight. This is in contrast with the ordinary case, where by varying the
p-power character one can span a sufficiently large subset while keeping
the weight constant (Dasgupta restricts to weight 2);
4. in the case k = j = 0, all the cohomological arguments apply to the
cohomology of the modular curves Y1(N)2 and X1(N)2 with trivial coef-
ficients. However, to cover the case k > 0 one needs to allow non-trivial
coefficients. This prevents the application of the isomorphism between
higher Chow groups and motivic cohomology with trivial coefficients,
thus making geometric techniques out of reach for the study of motivic
classes. The solution to this problem is to work over higher dimensional
Kuga-Sato varieties, while keeping the cohomological coefficients trivial.
In this way one recovers the geometric interpretation, at the cost of
working over higher dimensional varieties. This requires extra work,
especially when dealing with compactifications and (cuspidal) divisors.
As mentioned in the previous point, in the ordinary case Dasgupta can
restrict to k = 0, but in this thesis I need k > 0 essentially.
It is clear that while for the first obstruction the workaround for the supersin-
gular case is akin to that for the ordinary one—albeit technically harder—, for
obstructions 2–4 the supersingular case requires new tools and ideas.
On the second point, when the slope of f satisfies 0 < vp(ap(f)) < k+12
both Dąbrowski-Delbourgo’s and this thesis’ constructions make sense. At the
time of writing, there is however no way to directly compare the two to check
whether they are equal or not. What is required to carry out the comparison
is a version of Theorems A and B of this thesis involving twists by Dirichlet
characters.
Regarding the actual proof of the result, the first remark to be made is
that p-adic interpolation is doomed to fail. If I had a sufficiently large set
of integers at which interpolation formulæ for all three functions hold, then
I would directly prove the theorem from the complex factorisation formula.
However, as said above L(f ⊗ f) has an empty critical range so this strategy
is not viable (not even in the ordinary case). An entirely different approach is
needed.
The strategy of the proof is to compare cohomology classes related to the
relevant L-functions. The idea of comparing cohomology classes related to
L-values to deduce information on the values themselves, was introduced by
Gross [Gro80] and picked up again by Dasgupta. It is also in accordance with
the leitmotif that special values of L-functions are related to Euler systems.
The author hopes that the techniques presented in this thesis may be useful in
further generalising this technique and applying it to other cases of interest.
The first goal is then to find cohomology classes that yield L-values by
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applying regulator maps. Once I have such classes at my disposal I will be
able to use all the tools in the cohomological shed to study and compare them.
More precisely, I will prove that there exist motivic cohomology classes
ϕψ, bf ∈ H1M (SpecQ(µN ), 1 + k − j)⊗Kf
where Kf is the number field generated by the Fourier coefficients of f . The
former is a (higher) cyclotomic class, the latter comes from Beilinson-Flach
classes. These classes contain both complex and p-adic information about
Dirichlet and Rankin-Selberg L-functions respectively, thus fitting the idea
that motivic cohomology contains “all” the available cohomological information.
To prove the main theorems I will compare these classes.
ϕψ is the higher cyclotomic class defined by Beilinson, attached to the





τ(ψ)L′(ψ, j − k).
To define bf , called Beilinson-Flach K-element, I start from Beilinson-Flach




k × Ek, 2 + 2k − j).
Here Ek → Y1(N) is the k-fold fibre product of the universal elliptic curve over
Y1(N), and Ek × Ek → Y1(N)2 is the self-fibre product over the base scheme
SpecQ. Brunault and Chida then compactified these classes, which means that
they defined motivic cohomology classes
Ξ̃k,k,j ∈ H2k+3M (Wk, 2 + 2k − j)
that pull-back to the above ones. Here Wk is the smooth and proper Kuga-Sato
variety Wk = Wk × Wk → X1(N)2. The building block Wk is defined as
follows: the universal generalised elliptic curve E → X1(N) is singular over
the cusps, so its k-fold fibre product Ek → X1(N) is not smooth for k > 0,
and Wk is its canonical desingularisation. The advantage of these classes
is that they are defined over a smooth and proper variety, which allows for
more cohomological manipulations. I further define a symmetrised version
Ξk,k,j = (Ξ̃k,k,j + (−1)k+jρ∗Ξ̃k,k,j)/2 which has the advantage of being an
eigenvector for the involution ρ swapping the components of the fibre product.
Kings, Loeffler and Zerbes proved in [KLZ15] that the Deligne realisation of
BF[k,k,j]M gives complex Rankin-Selberg L-values via the pairing with a specific
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differential form. More specifically, they proved that for j even
〈rD(BF[k,k,j]M ), ωf ⊗ ηf − ηf ⊗ ωf 〉 = (2πi)
2(k−j) (−1)k−j




· L′(f, f, j + 1).
The function L(f, f) is the imprimitive Ranking-Selberg L-function, see Sec-
tion 2.2 for the precise definition. Brunault and Chida later extended this
formula to the classes Ξ̃k,k,j , and I prove that the Ξk,k,j satisfy it too (The-
orem 7.1.4). The pairing in cohomology given by the cup-product commutes
with the Deligne regulator rD. By constructing the relevant commutative
diagram I can then argue that if I can find a motivic cohomology class Zf
mapping to ωf ⊗ ηf − ηf ⊗ ωf under rD, then
rD(〈Ξk,k,j , Zf 〉) = 〈rD(Ξk,k,j), rD(Zf )〉 = 〈rD(Ξk,k,j), ωf ⊗ ηf − ηf ⊗ ωf 〉.
The construction of the class Zf ∈ H2k+2M (Wk, 1 + k)⊗Kf ' CH
k+1(Wk)⊗Kf
is performed in Proposition 7.1.6. It relies almost completely on geometric
techniques, used to exploit a (k + 1)-codimensional subvariety of Wk via
the linear functional given by integration. I then define bf = 〈Ξk,k,j , Zf 〉 ∈
H1M (SpecQ(µN ), 1 + k − j)⊗Kf . By combining these results and equations I
prove the complex regulator formula for bf (Theorem 7.1.8):
Theorem I. If j is even and 0 ≤ j ≤ k, then
rD(bf ) = (2πi)2(k−j)λN (f∗)
(−1)k−j




L′(f, f, j + 1).
I will then show that bf and ϕψ actually belong to the same 1-dimensional
subspace of the motivic cohomology group. This is identified as being the
character eigenspace under the action of the Galois group, inside a subgroup
of the full cohomology group. The fact that its dimension is exactly 1 will
come from an integrality argument. I will first exploit the action of a character
(Proposition 8.0.2), to show that bf and ϕψ are in its eigenspace. Then, I will
prove that they are integral cohomology classes, i.e. they live in the cohomology
of the ring of integers. More precisely, in Section 8.1 I will prove several
results towards this goal for the class bf (see for example Theorem 8.1.1 and
Corollary 8.1.4), which can be summarised as:
Theorem II. Let S be the set of prime divisors of OQ(µN ) lying over prime
divisors of N .
• if j < k, then bf ∈ (H1M (SpecOQ(µN ), 1 + k − j)⊗Kf )ψ;
• if j = k then bf ∈ (H1M (SpecOQ(µN ),S , 1)⊗Kf )ψ; moreover, assuming
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ψ(p) 6= 1 and β2f 6= pk+1, then bf ∈ (H1M (SpecOQ(µN ), 1)⊗Kf )ψ.
This theorem is an essential stepping stone in proving the main theorem,
because I have finer control over the dimensions of these vector spaces. It also
fits the leitmotif: since the starting point of the argument is to exploit the
relation between Euler systems and L-functions, it is natural to ask whether
the étale realisation of bf lies in any Euler system, given its link with Rankin-
Selberg L-values. There is already an Euler system related to the Rankin
convolution of modular forms, precisely the Beilinson-Flach Euler system used
above; and out of that, an Euler system in H1(Q,Mét(f ⊗ f)∗) has already
been built and used to bound Selmer groups [KLZ15; KLZ17]. In the case
under consideration, I have actually built classes in the first étale cohomology
group of Qp(1 + k − j), which is a well-studied Galois representation, and the
most interesting Selmer group attached to it is the Bloch-Kato Selmer group
H1f (Q(µN ),Qp(1 + k − j)), linked to the integral units of Q(µN ). The above
theorem characterises whether rét(bf ) belongs to the full or relaxed Selmer
group.
Finally, I will compute the dimension of the character eigenspace inside
the cohomology of SpecOQ(µN ). In the course of doing this, I will prove a
dimension formula for eigenspaces in the S-unit groups of number fields, in
Theorem 8.2.1.
Thanks to the above argument I deduce that, under some technical hy-
potheses, the cohomology classes are in the same 1-dimensional vector space.
Therefore, they must differ by a scalar factor. By comparison with the complex
factorisation, I am then able to define a scalar Υ such that rD(bf ) = ΥrD(ϕψ) =
rD(Υϕψ). In particular, Υ contains the value Limp(Sym2 f, j + 1) as a factor,
where Limp(Sym2 f) is the imprimitive symmetric square L-function. With
these consideration I will prove the following, which is Theorem 9.1.4 in the
thesis. It expresses a deep relation between the two classes directly in motivic
cohomology, it is the “motivic avatar” of all the L-functions factorisations.
Theorem III. Let j be even, 0 ≤ j ≤ k. If j = k, assume ψ 6= 1 and N = Nψ.
Then the following equality of motivic classes holds: bf = Υϕψ.
On the p-adic side, I link motivic classes and p-adic L-values through p-adic










Lp(ψ, j − k).
One can appeal interchangeably to syntomic or local étale cohomology, here I
am using the former to avoid the extra bookkeeping due to the appearance of
the Bloch-Kato exponential.
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Proving a regulator formula for bf amounts to computing the value of
rsyn(bf ) = rsyn(〈Ξk,k,j , Zf 〉) = 〈rsyn(Ξk,k,j), rsyn(Zf )〉.
To start with, this requires a careful study of the syntomic class rsyn(Zf ) which
is in H2k+2syn ((Wk)Qp(µN ),Qp(k + 1))⊗Kf , especially regarding the associated
de Rham cohomology class; and secondly, an argument to recast the pairing in
terms of the value of
〈rsyn(BF[k,k,j]M ), ω
′
f ⊗ ηαf 〉,
computed in [KLZ15]. Here ηαf ∈ MdR(f)Qp is a de Rham class with Qp-
coefficients associated to f and to the choice of a Satake parameter αf , and
ω′f = τ(ψ−1)ωf ∈MdR(f). When f is supersingular both Satake parameters
work well, so that there are actually two possible choices, contrarily to the
ordinary case where one is forced to choose the unit root. These arguments
are explained in Section 7.2, and prove the following p-adic regulator formula
in Theorem 7.2.11.
Theorem IV. If j is even, 0 ≤ j ≤ k and E(f, f, j + 1) 6= 0, then







E(f, f, j + 1)L
geom
p (F, F )(k, k, j + 1).
Now applying rsyn to the equality of Theorem III I deduce rsyn(bf ) =
Υrsyn(ϕψ), which by the above formulæ can be translated into the relation
(?)Lgeomp (F, F )(k, k, j + 1)
()Lp(ψ, j − k)
= Υ.
The terms (?) and () represent the extra factors of the regulator formulæ. At
this point one would like to invoke the existence of a symmetric square p-adic
L-function interpolating all the extraneous factors. This strategy works well
in the ordinary case, but as highlighted above there is no such function at
my disposal, so in the supersingular case this argument fails. To tackle this
problem I define a function:
Lp(σ1, σ2) =
Lgeomp (F, F )(σ1, σ1, σ2)
Lp(ψ, σ2 − σ1 − 1)
for all (σ1, σ2) ∈ U ×W such that Lp(ψ, σ2 − σ1 − 1) 6= 0. The function Lp
may have poles, so it is only meromorphic in general. Reinterpreting the above
equation in light of the definition I get




Recall that on the right hand side there is a factor Limp(Sym2 f, j+1) appearing.
Making the right hand side explicit then proves equation (1.2) in Theorem A.
This holds for every form f0 of weight k0 + 2 such that F passes through its
p-stabilisation at k0. Therefore, for every pair of integers (k0, j0) satisfying
the hypotheses of the theorem, I obtain an interpolation formula. I then get a
range of explicit values for Lp over
I = I1 ∪ I2 ⊆ N2 ∩ U ×W
I1 = {(k0, j0 + 1) ∈ U ×W | j0 even, 0 ≤ j0 < k0},
I2 = {(k0, k0 + 1) ∈ U ×W | k0 even, E(Sym2 fk0 , k0 + 1) 6= 0, N = Nψ}.
Denote with W− the half of the weight space of odd weight-characters. Since
I ⊆ U ×W− is dense, the values of Lp at I define the function uniquely over
U×W−. With this uniqueness result I can safely denote Lp with Limpp (Sym2 F ),
a notation justified by the fact that this function interpolates a range of complex
symmetric square imprimitive L-functions.
Equation (1.3) in the first part of the main theorem is proved by combining
the already known interpolation on U × W− and a functional equation for
Limpp (Sym2 F ). More specifically, the proof of the functional equation exchan-
ging the two halves of the weight space is intertwined with the proof of the
interpolation on U ×W+. The two results are intimately connected, and in
Chapter 10 I will prove both of them at once.
As usual, it is expected that the p-adic L-function satisfies a functional
equation, mirroring the two halves of the weight space. That for Limpp (Sym2 F )
comes from those of Lgeomp (F, F ) (as stated in [BH20]) and Lp(ψ). As stated
in Theorem C, under some additional hypotheses I will prove that
Limpp (Sym2 F )(κ, s) = ε[F,F,a]p (κ, κ, s)i−aψτ(ψ−1)N s−κ−2
· Limpp (Sym2 F ∗)(κ, 2κ− s+ 3).
For the precise statement see Theorem 10.1.1. Thanks to this equation, I
can prove the second set of interpolation formulæ for Limpp (Sym2 F ) with a
standard argument: let k0 + 1 ≤ j0 ≤ 2k0 + 1 be odd, then the above reads
Limpp (Sym2 F )(k0, j0 + 1) = (\)Limpp (Sym2 F ∗)(k0, 2k0 − j0 + 2).
The p-adic L-value on the right hand side interpolates a complex symmetric
square L-value, since 0 ≤ 2k0 − j0 + 1 ≤ k0. By applying equation (1.2) it
interpolates the value Limp(Sym2 f∗k0 , 2k0 − j0 + 2), because F
∗ passes through
a p-stabilisation of f∗k0 at k0. To include the case j0 = k0 + 1 I also need to
assume E(Sym2 f∗k0 , k0 + 1) 6= 0. By reinterpreting the complex L-value as a
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value of the twisted Limp(Sym2 fk0 ⊗ψ−2), I get the wanted interpolation (1.3)
on a subset of W ×W+. Repeating the same density argument as before, it
follows that the p-adic L-function is uniquely determined also on U ×W+ and
then on the whole U ×W. This finishes the proof of Theorem A.
The factorisation of Theorem B follows from the definition of the p-adic
L-function. Since Limpp (Sym2 F ) is uniquely determined, no other function can
fit the interpolation formula. Turning the factorisation into a definition does
not lose generality, as it is then proven that the function is unique.
This completes the proof of Theorems A, B and C.
Remark on parity I now motivate the repeated appearance of the hypo-
thesis on the parity of j. I would like to emphasise that this is not due to
computational reasons, but incarnates deep concepts.
The strategy of the proof relies on finding a relation between bf and ϕψ,
starting from the fact that they produce related complex (and then p-adic)
L-values. Higher cyclotomic classes give values for the L-function associated
to the representation ∧2ρf,v. To construct classes to compare them with, the
only natural choice is then to define them in the cohomology of the same
representation. In particular, in Deligne and étale cohomology I have Beilinson-
Flach classes that produce L-values via pairing. On one hand, ϕψ produces
values for the L-function of the 1-dimensional representation ∧2ρf,v, which





natural images BF[f,f,j]D and BF
[f,f,j]
ét in the cohomology of (some twist of) the
full MB(f ⊗ f)∗ and Mét(f ⊗ f)∗, given by applying edge maps and isotypical
projections. There is a natural direct sum decomposition:
M•(f ⊗ f)∗ ' Sym2M•(f)∗ ⊕ ∧2M•(f)∗
for • ∈ {B, ét}. These two submodules do not see each other, in particular
BF[f,f,j]D and BF
[f,f,j]
ét belong to the cohomology of either one according to
mutually exclusive conditions on j. As said, if I want to produce L-values
comparable with those produced by ϕψ, I need to construct classes in the
∧2-component. I must then ensure that BF[k,k,j]D and BF
[k,k,j]
ét are in the
cohomology of (some twist of) the submodule ∧2M•(f)∗. This is controlled
by the parity of j. The condition of j even, ensures that these elements are
in the cohomology of the ∧2-component, and then that they (and in turn bf )
produce L-values related to the correct 1-dimensional representation. The
opposite parity condition on j would make the classes be in the cohomology
of Sym2M•(f)∗, and the machinery would produce L-values related to the




2.1 Notation and preliminaries
In this section we fix some standard notation and terminology. Proofs of the
facts stated in this section can be found in [DS05].
Denote with H the upper complex half plane, on which GL+2 (R) acts on the
left via Möbius transformations. Let N ∈ N≥1, we denote with Γ(N), Γ1(N)


























































Here ∗ ∈ (Z/NZ) is an arbitrary element. When Γ is a congruence subgroup
of one of these kinds, we denote with Mr0(Γ) and Sr0(Γ) the spaces of modular
and cusp forms of level Γ and weight r0 ≥ 2. When Γ = Γ1(N) we use
the shorthands Mr0(N) and Sr0(N). Let χ : (Z/MZ)× → C× be a Dirichlet
character modulo M |N , we denote with Mr0(N,χ) and Sr0(N,χ) the spaces
of modular and cusp forms of level Γ1(N), weight r0 and which transform with
character χ under the action of the diamond operators modulo N , with action
induced by Γ0(N)/Γ1(N) ' (Z/NZ)×.
For every m ∈ N≥1, the Hecke operator at m is denoted Tm. For every
d ∈ (Z/NZ)×, the diamond operator associated to d is denoted 〈d〉. The
algebra generated over Q by all Hecke and diamond operators, is denoted T
and called Hecke algebra. Hecke and diamond operators commute, and two
Hecke operators Tm and Tm′ with m and m′ coprime commute. Since the
Hecke operators Tm at composite m are generated by those at prime m, T is
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generated as a Q-algebra by the Hecke operators at primes and the diamond
operators.
The standard Petersson inner product between modular and cusp forms of
the same weight and level will be denoted by
〈·, ·〉 : Mr0(N)× Sr0(N)→ C




Let h ∈ Sk+2(N,ψ) be a cusp form of weight r = k + 2, level N and





Denote by Kh the field extension of Q generated by the Fourier coefficients
of h, explicitly Kh = Q({an(h)}n≥1). The field Kh is a finite extension of Q.
The Fourier coefficients of h further satisfy the relation an(h) = ψ−1(n)an(h)
when n is coprime to the conductor of ψ.
Define a modular form h∗ by h∗(z) = h(−z) for every z ∈ H. This defines a
modular form h∗ ∈ Sk+2(N∗, ψ−1), where N∗ is a divisor of NN2ψ, with Nψ the
conductor of ψ. The Fourier coefficients of h∗ satisfy an(h∗) = an(h), which
also implies that its Hecke eigenvalues are conjugates of those of h.
Fix once and for all an odd prime p ∈ N. Fix also an embedding Q ↪→ Qp,
which amounts to choosing compatibly a prime ideal above p at any finite
extension. We also normalise the p-adic valuation on Qp so that p has p-adic
valuation 1. Suppose that h is a normalised eigenform. We say that h is
ordinary at p if vp(ap(h)) = 0, that it is supersingular at p if vp(ap(h)) > 0.
We call vp(ap(h)) the slope of h at p.
For every prime l not dividing N , the Satake polynomial of h at l is the
quadratic polynomial
X2 − al(h)X + ψ(l)lk+1 ∈ Kh[X].
The two roots αh,l, βh,l of this polynomial are the Satake parameters of h at
l. By the Ramanujan-Petersson conjecture, αh,l and βh,l are either equal or
complex conjugates, in particular they always satisfy |αh,l| = |βh,l| = l
k+1
2 .
When l 6 | N , the l-stabilisations of h are defined as
hαh,l(z) = h(z)− βh,lh(pz), hβh,l(z) = h(z)− αh,lh(pz).
These are forms of level Γ1(N) ∩ Γ0(l), with the same Hecke eigenvalues of h
away from l. The eigenvalues of hαh,l and hβh,l under the Hecke operator at l
14
are αh,l and βh,l respectively.
For every prime l, we denote with Frobl the arithmetic Frobenius, i.e. a
preimage in the absolute decomposition group of l of the element defined by
x 7→ xl in the absolute Galois group of Fl. Thanks to our previous choices, this
is a well-defined element up to inertia.
Dirichlet and Galois characters The cyclotomic character εcyc is defined
for every integer M ∈ N≥1 as the character identifying the Galois group
Gal(Q(µM )/Q) with (Z/MZ)×:
εcyc : Gal(Q(µM )/Q) '−→ (Z/MZ)×
(σ : ξ 7→ ξt) 7→ t
We agree with the convention under which the cyclotomic character εcyc
has Hodge-Tate weight +1. We identify Dirichlet characters with Galois
characters, by composition with the inverse of the cyclotomic character modulo
the conductor: more precisely, if χ is a Dirichlet character modulo M , then we







In particular, χGal(Frobl) = χ(l)−1 = χ−1(l) for every prime l not dividing M .
2.2 Primitive and imprimitive L-functions
Let k, k′ ≥ 0 be positive integers. Let f ∈ Sk+2(N,ψ) and g ∈ Sk′+2(N ′, ψ′) be









Without losing generality we assume r ≥ r′. We assume that the fixed prime p
is coprime to NN ′. We denote by Kf and Kf,g the number fields generated by
the coefficients of f , and f and g respectively, and by NKf/Q and NKf,g/Q the
respective norms. Later on we will restrict to the case of f and g non-ordinary
at a fixed rational prime, but the first four chapters work in full generality so
we do not make this assumption yet. From chapter 4 onwards we will also
assume N ≥ 5.
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Associated to the modular form f there is a collection of Galois representa-
tions as constructed in [Del71]:
ρf,v : GQ → GL(Vf,v)
where Vf,v is a 2-dimensional vector space over (Kf )v, and v is any place of
Kf . When l 6 | NNKf/Q(v), ρf,v is unramified at l with local factor:
det(1−XFrob−1l | Vf,v) = 1− al(f)X + l
k+1ψ(l)X2.
We now introduce the two main complex L-functions that we will study,
starting from the Rankin-Selberg L-function. The primitive Rankin-Selberg
L-function has been studied extensively in literature, and the book [Jac72] is
the most complete account. For the imprimitive function we refer to Shimura’s
article [Shi77], which draws from his earlier work [Shi76].
Definition 2.2.1. The Rankin-Selberg Galois representation (associated to f
and g) is the 4-dimensional tensor product representation:
ρf,v ⊗ ρg,v : GQ → GL(Vf,v ⊗ Vg,v).
Correspondingly, the primitive Rankin-Selberg L-function associated to f and
g is the L-function of the representation ρf,v ⊗ ρg,v:







1−XFrob−1l | (Vf,v ⊗ Vg,v)Il
)
if l 6 | NKf,g/Q(v)
det
(
1−Xϕ | ((Vf,v ⊗ Vg,v)⊗Bcrys)GQl
)
if l | NKf,g/Q(v).
We have denoted with ϕ the crystalline Frobenius.
At good primes l 6 | NN ′ the local factor has the following explicit form:
Pl(X) = (1− αf,lαg,lX)(1− αf,lβg,lX)(1− βf,lαg,lX)(1− βf,lβg,lX)
where α•,l and β•,l are the local Satake parameters at l, satisfying the usual
relation
1− al(f)X + ψ(l)lk+1X2 = (1− αf,lX)(1− βf,lX).
The function L(f ⊗ g) can also be completed to an L-function which admits
a meromorphic continuation to the whole complex plane, and a functional
equation. For the analytical properties of the primitive Rankin-Selberg L-
function the reader can consult [Jac72, §19].
Remark. The primitive local factors Pl are independent of v, because they
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coincide with the automorphic local factors of the representations πf and πg
attached to f and g, as proved by Jacquet [Jac72]. Thanks to this result we
can denote L(f ⊗ g, s) = L(ρf,v ⊗ ρg,v, s) without risk of ambiguity.
Definition 2.2.2. The imprimitive Rankin-Selberg L-function associated to
f and g is defined by:





for <(s) > r + r′ − 1
and then continued meromorphically to the whole complex plane. The notation
L(NN ′) stands for an L-function with the local factors at primes diving NN ′
removed.
The L-function L(f, g, s) admits a meromorphic continuation to the whole
complex plane, with a simple pole at s = r if and only if g = f∗ and r′ = r.
The critical values of L(f, g, s) are those in the range r′ ≤ s ≤ r − 1. In the
region <(s) > r + r′ − 1, L(f, g, s) admits the following Euler product:





P impl (X) = (1− αf,lαg,lX)(1− αf,lβg,lX)(1− βf,lαg,lX)(1− βf,lβg,lX).
We provisionally use the convention that at bad primes (αf,l, βf,l) = (al(f), 0).
In addition, the imprimitive function admits an integral representation. By
using Rankin’s method, one can write L(f, g, s) in terms of the Petersson inner
product of f∗ and the product of g with a real analytic Eisenstein series of
two complex variables, of weight r − r′. The real analytic Eisenstein series
enjoys some properties from which those of L(f, g) follow, most notably the
meromorphic continuation, the poles location and the functional equation. The
statement and proof of the integral representation formula are in [Shi76, §2].
It is clear that at the good primes Pl(X) = P impl (X), but at the bad primes
dividing NN ′ the local factors can differ. In particular, the divisibility relation
P impl (X) | Pl(X) holds, as may be seen by choosing v such that l 6 | NKf,g/Q(v)
in the definition of the primitive local factor. It is possible to make such choice
because the primitive local factors are independent on v. Since there are only
finitely many bad primes we obtain that the two L-functions differ by an error
factor, L(f, g, s) = L(f ⊗ g, s) · P (s).
The (complex) L-function of the symmetric square, which we now introduce,
fits in a similar picture. Our main references are [Shi75], which studies the
imprimitive one and its analytic properties, and [Sch88], which studies the
primitive one in great detail and also gives an account of the comparison
between the two.
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When f = g, the well-known vector space decomposition V ⊗2f,v ' ∧2Vf,v ⊕
Sym2 Vf,v is also a decomposition of Galois modules, we thus obtain
ρf,v ⊗ ρf,v ' Sym2(ρf,v)⊕ det ρf,v. (2.1)
Definition 2.2.3. The primitive symmetric square L-function associated to f
is the L-function of the representation Sym2 ρf,v:










if l 6 | NKf/Q(v)
det
(
1−Xϕ | (Sym2 Vf,v ⊗Bcrys)GQl
)
if l | NKf/Q(v).
At good primes l 6 | N the local factor has the following explicit form:
Ql(X) = (1− α2f,lX)(1− αf,lβf,lX)(1− β2f,lX).
Analogously to the Rankin-Selberg local factors, the primitive local factors
Ql are independent of v too. We then denote L(Sym2 f, s) = L(Sym2 ρf,v, s)
without ambiguity.
Definition 2.2.4. The imprimitive symmetric square L-function associated
to f is defined by:





for <(s) > 2r − 1
and then continued analytically to the whole complex plane.
The L-function L(Sym2 f, s) admits an analytic continuation to the whole
complex plane. The critical values of L(Sym2 f, s) are the odd integers in the
range 1 ≤ s ≤ r − 1 and the even integers in the range r ≤ s ≤ 2r − 2. In the
region <(s) > 2r − 1, Limp(Sym2 f, s) admits the following Euler product:





Qimpl (X) = (1− α
2
f,lX)(1− αf,lβf,lX)(1− β2f,lX).
Again we temporarily agree that at bad primes (αf,l, βf,l) = (al(f), 0).
As in the previous case, at the good primes Ql(X) = Qimpl (X), but at
the bad primes dividing N the local factors can differ. We again have a
divisibility relation Qimpl (X) | Ql(X), which can be seen by choosing v such
that l 6 | NKf/Q(v) in the definition of the primitive local factor. It is possible
to make such choice because the primitive local factors are independent on v.
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Since there are only finitely many bad primes the two L-functions differ again
by an error factor, Limp(Sym2 f, s) = L(Sym2 f, s) ·Q(s).
2.3 Primitive and imprimitive factorisation
We remain in the hypothesis f = g. Recall the direct sum decomposition:
ρf,v ⊗ ρf,v ' Sym2(ρf,v)⊕ det ρf,v.
By Artin’s formalism, the corresponding primitive L-functions satisfy:
L(f ⊗ f, s) = L(Sym2 f, s)L(det ρf,v, s). (2.2)
The form of the local factor of ρf,v shows that det ρf,v is a Galois character
mapping Frob−1l to ψ(l)lk+1. By the convention explained at the beginning of
this chapter, det ρf,v = (ψεk+1cyc )Gal as the two characters agree at all Frobenii
but finitely many. The above Dirichlet L-function then becomes
L(det ρf,v, s) = L((ψεk+1cyc )Gal, s) = L(ψ, s− k − 1)
where we have used the fact that, under our convention, the L-function of
the representation attached to a Galois character is the L-function of the
corresponding Dirichlet character.
The analogous factorisation for the imprimitive L-functions hold. This is
useful as all the results about the Beilinson-Flach Euler system involve the
imprimitive Rankin-Selberg L-function. However, the imprimitive factorisation
does not follow directly from Artin’s formalism.
Proposition 2.3.1. The imprimitive L-functions satisfy:
L(f, f, s) = Limp(Sym2 f, s)L(N)(ψ, s− k − 1)









Proof. We compare the Euler factors at each prime l.
If l 6 | N then:
P impl (l
−s) = (1− αf,lαf,ll−s)(1− αf,lβf,ll−s)(1− βf,lαf,ll−s)(1− βf,lβf,ll−s),
Qimpl (l
−s) = (1− α2f,ll−s)(1− αf,lβf,ll−s)(1− β2f,ll−s).
The missing factor in Qimpl is then 1 − αf,lβf,ll−s. Since αf,lβf,l = ψ(l)lk+1,
this is exactly the local factor at l of the Dirichlet L-function.
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If l | N then:
P impl (l
−s) = 1− al(f)2l−s,
Qimpl (l
−s) = 1− al(f)2l−s.
The two local factors already coincide, and indeed the local factor at l of
L(N)(ψ) is 1 by definition.
Corollary 2.3.2. The functions P and Q are related by:









Proof. By equation (2.3) and the relation between primitive and imprimitive
L-functions we have








and we conclude thanks to (2.2).
Let aψ ∈ {0, 1} be equal to 0 if ψ is even and to 1 if it is odd. The function
L(ψ, s) has a zero of order one at s = −n for every n ∈ N≥1 of the same
parity as aψ. The same holds for L(N)(ψ, s) since Euler factors have no poles.
Every zero yields a relation between leading terms: first we differentiate the
imprimitive factorisation to get
L′(f, f, s) = (Limp)′(Sym2 f, s)L(N)(ψ, s− k − 1)
+ Limp(Sym2 f, s)L′(N)(ψ, s− k − 1)
and then we evaluate at s = j + 1, for j ∈ N, j ≤ k such that j − k ≡ aψ
modulo 2
L′(f, f, j + 1) = Limp(Sym2 f, j + 1)L′(N)(ψ, j − k). (2.4)
Notice that we must have aψ ≡ k modulo 2 since Γ0(N) contains the opposite
of the identity matrix. Therefore the condition j − k ≡ aψ modulo 2 becomes
just j ≡ 0 modulo 2, i.e. j even. The relation between the leading terms of the
three L-functions will be the starting point to deduce the p-adic factorisation
from the complex one.
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2.4 Primitive and imprimitive p-adic factorisation
As is the case for complex L-functions, p-adic ones have two versions of the
story too: a primitive and an imprimitive one. In this section we explain this
framework and why we work with the imprimitive convention. This section
does not contain any result to be used later, so we will not lay out the full
machinery of p-adic L-functions yet: that will be the subject of chapter 5.
Suppose for the moment that we have defined p-adic L-functions:
• a primitive Lp(f ⊗ f) and an imprimitive Lp(f, f) Rankin-Selberg func-
tion;
• a primitive Lp(Sym2 f) and an imprimitive Limpp (Sym2 f) symmetric
square function.
Recall that there are two versions of the complex factorisation, one prim-
itive (2.2) and one imprimitive (2.3). As explained in the last section, by
multiplying or dividing by the defect factor P (s) on both sides of the equations,
we can pass from one to the other. This uses the known relation between
P (s) and Q(s). The primitive and imprimitive factorisations are thus in fact
equivalent. If we want to generalise them, we could try to prove a primitive
p-adic factorisation of the same shape as (2.2):
Lp(f ⊗ f, s) = Lp(Sym2 f, s)Lp(ψ, s− k − 1) (2.5)
or an imprimitive one of the same shape as (2.3):
Lp(f, f, s) = Limpp (Sym2 f, s)Lp,(N)(ψ, s− k − 1). (2.6)
As is the case for the complex functions, one would expect the primitive and
imprimitive p-adic functions to differ by some defect factor. If that held,
it would also imply that the two factorisations are equivalent, up to the
multiplication by those defect factors. It would then suffice to prove either
p-adic factorisation to automatically deduce the other one. We now briefly
explain when this is the case.
If r > r′, the imprimitive Rankin-Selberg p-adic L-function Lp(f, g) is
well-defined by the work of Shimura and Hida, and satisfies interpolation
formulæ:
Lp(f, g, s) = (4)
L(f, g, s)
f
for s ∈ {r′ + 1, . . . , r − 1} and some period f. The primitive p-adic L-function
Lp(f ⊗ g) is then defined by dividing by the imprimitive factor, that is




Both Lp(f ⊗ g) and Lp(f, g) are analytic functions. This uses the fact that
P (s) is a product of polynomials in l−s for finitely many primes l 6= p, so
it interpolates p-adically. Since P (s) is also the defect between the complex
functions, Lp(f⊗g) and L(f⊗g) satisfy the previous formula too. In particular,
the primitive (resp. imprimitive) p-adic L-function interpolates the primitive
(resp. imprimitive) complex L-function.
If vp(ap(f)) < k+12 , the imprimitive symmetric square p-adic L-function
Limpp (Sym2 f) is well-defined by the work of Schmidt, and satisfies
Limpp (Sym2 f, s) = (4̃)
Limp(Sym2 f, s)
f̃
for s ∈ {r′ + 1, . . . , r − 1} and some period f̃. The primitive p-adic L-function
Lp(Sym2 f) is then defined by dividing by the imprimitive factor, that is
Lp(Sym2 f, s) =
Limpp (Sym2 f, s)
Q(s) .
Both Limpp (Sym2 f) and Lp(Sym2 f) are analytic functions (thanks to results
by Schmidt, Hida and Dąbrowski-Delbourgo). This uses the fact that Q(s)
is a product of polynomials in l−s for finitely many primes l 6= p, so it
interpolates p-adically. Since Q(s) is also the defect between the complex
functions, Limpp (Sym2 f) and Limp(Sym2 f) fulfil the previous formula too. In
particular, the primitive (resp. imprimitive) p-adic L-function interpolates the
primitive (resp. imprimitive) complex L-function.
The above definitions have two shortcomings. Firstly, we would need the
p-adic Rankin-Selberg L-functions for f = g, but these are not defined: as
we will explain in chapter 5, when the weights of the two forms coincide the
construction fails. Therefore, even though the defects between the primitive
and imprimitive functions are preserved (in particular, they are still linked
by the relation 2.3.2), the above is not enough to tackle p-adic factorisations.
Secondly, when the slope is arbitrary there is no construction of the functions
Lp(Sym2 f) and Limpp (Sym2 f). The latter problem is a distinctive feature of
the supersingular case.
Roughly speaking, the problem with the Rankin-Selberg function is tackled
in the following way: let F be a family of modular forms passing through a
p-stabilisation of f . Then there exists a 3-variable p-adic L-function Lp(F, F )
which interpolates special values of complex imprimitive Rankin-Selberg L-
functions. This is an “imprimitive p-adic Rankin-Selberg function for the family
F”, as it interpolates imprimitive functions.
A p-adic function attached to f can then be defined as
s 7→ Lp(f, f, s) = Lp(F, F )(k, k, s).
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This is a 1-variable p-adic L-function. Although it does not satisfy any inter-
polation formula, we regard it as the imprimitive p-adic L-function, since it
comes from Lp(F, F ). Following the above ideas, a primitive p-adic L-function
can be defined as
Lp(f ⊗ f, s) = Lp(f, f, s)P (s)−1.
Again, Lp(f ⊗ f) does not interpolate any complex L-function, but we regard
it as the primitive L-function since it stands in the same relation to Lp(f, f)
as L(f ⊗ f) to L(f, f). In particular, the same defect factor linking the two
versions of the complex L-functions, also gives the link between the p-adic
ones.
Assuming the small slope hypothesis, then the same holds for Lp(Sym2 f)
and Limpp (Sym2 f). This is especially important thanks to Corollary 2.3.2, which
gives an explicit relation between P (s) and Q(s). In particular, equations (2.5)
and (2.6) now become equivalent, because the defect factors are the same on
the two sides of the equality:
Lp(f, f, s) = Limpp (Sym2 f, s)Lp,(N)(ψ, s− k − 1)







⇐⇒ Lp(f ⊗ f, s) = Lp(Sym2 f, s)Lp(ψ, s− k − 1).
The two versions of the p-adic factorisation are then equivalent up to multiplying
by the defect factor, as is the case for the complex factorisation. Under the
hypothesis that f is ordinary, the above workaround defines all the missing
functions, because the small slope hypothesis holds true. Assuming ordinarity,
Dasgupta proved the primitive p-adic factorisation (2.5). Thanks to the above
argument this is equivalent to proving the imprimitive one (2.6).
In this thesis we work in the supersingular case, and in particular we never
assume the small slope hypothesis, as to not put any additional restriction
and work in greater generality. We will then construct a p-adic symmetric
square L-function, and use that to prove the p-adic factorisation formula.
We will actually prove a more general version of the factorisation formula,
involving p-adic L-functions for the family F . In that case, one is forced to
work in the imprimitive settings: at the time of writing there is no primitive
analogue of Lp(F, F ), as it is not known if the defect factor P (s) interpolates
p-adically in the weights. We will thus prove the imprimitive version of the
p-adic factorisation for families, in the supersingular case.
More precisely, we prove “imprimitive versions” (Theorems 10.3.1 and 10.3.2)
of the main Theorems A and B, i.e. involving only imprimitive L-functions.
This is the only possible choice for p-adic L-functions for families of forms.
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Regarding the specialisations to single forms, the above discussion shows
that proving one version of the factorisation and of the interpolation is equi-
valent to proving both of them. Indeed, we can pass from one version to the
other with the above technique. The primitive versions then follows from the




In this chapter we introduce the main homological constructions that we will
use later in the thesis. We will use several cohomology theories throughout the
thesis, among which motivic cohomology in the formulation due to Beilinson.
Let X be a regular scheme, and K•(X) be the K-theory of X. For every
integer n ∈ N, denote with grγnK•(X) the n-th graded piece of the γ-filtration
of K•(X), that is the eigenspace where the Adams operator ψl acts as ln for
every l ∈ N. Since the Adams operators all commute with each other, it follows
K•(X) =
⊕
n grγnK•(X). We then define
Definition 3.0.1 ([Běı84]). If X is a regular scheme, its motivic cohomology
groups for n ∈ N are:
H iM (X,n) = Q⊗Z grγnK2n−i(X).
By definition, these are finite dimensional vector spaces over Q.
Let T ∈ {ét,dR,Betti,D, syn, rig} be a cohomology theory. For any choice
of T there exists a notion of “constant” sheaf QT , for example for de Rham
and étale cohomology they are actually the constant sheaves Q and Qp. For
each cohomology theory there is a regulator map
rT : H iM (X,n)→ H iT (X,QT (n)).
These maps are compatible with pull-backs, push-forwards and cup products.
In the sequel we will only need the regulators rD, rét and rsyn. For their
construction and properties we refer to the original work of Beilinson [Běı84]
for the first, to [HW98, Proposition B.4.6 and Appendix B] for the second, and
to [Bes00, Theorem 7.5] for the third, where it was originally introduced.
Let X be a smooth and proper variety of even dimension 2d over a field K
of characteristic zero (with a chosen embedding K ↪→ C). Let 0 ≤ j ≤ d− 1
be an integer. Let π : X → SpecK be the structural morphism, then there is
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a push-forward map in any degree and for all n ∈ N
π∗ : H•M (X,n)→ H•−4dM (SpecK,n− 2d).
By composing the cup product and the push-forward along π we can define a
pairing in motivic cohomology by composition:
〈·, ·〉 : H2d+1M (X, 2d−j)×H
2d
M (X, d)
∪−→ H4d+1M (X, 3d−j)
π∗−→ H1M (SpecK, d−j).
One of the main results of this thesis is the construction of an element in the
rightmost motivic cohomology group which gives back L-values when realised
in different cohomology theories. In this chapter we lay down the machinery
to compute said realisations.
Remark. When j = d− 1 the above pairing has a geometric interpretation as
the Bloch intersection pairing. Indeed, we have isomorphisms
H2d+1M (X, d+ 1) ' CH
d+1(X, 1), H2dM (X, d) ' CHd(X),
H1M (SpecK, 1) ' K×
and given generators (Z, fZ) ∈ CHd+1(X, 1) and [Z ′] ∈ CHd(X) we can define
〈(Z, fZ), [Z ′]〉 = fZ(Z ∩ Z ′).
Since fZ ∈ k(X)× it is possible to arrange Z ′ such that the intersection avoids
zeros and poles of fZ . This pairing is then extended by bilinearity to the full
higher Chow groups, and it coincides with the above one. This point of view is
constantly used in [Das16]—which treats the case d = 1—but we will not use
it in this thesis.
3.1 A complex diagram
In this section we explain the strategy we will apply to compute the image
of cohomology classes under the regulator rD to Deligne cohomology. In this
way, in Section 7.1 we will relate Beilinson-Flach cohomology classes with the
special values of the complex Rankin-Selberg L-function. We will use Deligne
cohomology for varieties defined over subrings of C, in particular if a variety
is defined over a subring of R we will ignore its real structure. Our main
references on Deligne cohomology are [DS91; EV88; Jan88].
Let rD : HM → HD be the Deligne regulator. As rD is compatible with cup
product and push-forward, there is a commutative diagram as in figure 3.1.
For computations it is useful to attach a row in de Rham cohomology.
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Deligne cohomology fits in a long exact sequence [EV88, Corollary 2.10 (a)]:






Moreover, when p + 1 ≤ 2q there is a short exact sequence in the category









In particular, if p+ 1 < 2q then Hp+1B (X,K(q)) is a pure Hodge structure of
negative weight, so it does not admit morphisms from the pure structure K
of weight 0. In this case the sequence becomes an isomorphism between Ext1
and Hp+1D . In general, the groups ExtiMHK have the explicit characterisation
given in [Jan88, Equations 2.4.2 and 2.7.1, Proposition 4.13]:




W0H + F 0(H ⊗ C)
,
ExtiMHK (K,−) = 0 for i > 1.
(3.1)
In particular, by the second isomorphism, if q is big enough then HpD(X,K(q))
has also the structure of an intermediate Jacobian.
In both cases considered in diagram 3.1 the condition p + 1 ≤ 2q holds.
In the first case (p + 1 = 2d + 1, q = 2d − j) we also have p + 1 < 2q, so as
explained above the Betti cohomology group Hp+1B (X,K(q)) does not admit
morphisms from the pure structure K of weight 0. Hence
Ext0MHK (K,H
2d+1
B (X,K(2d− j))) = HomMHK (K,H
2d+1
B (X,K(2d− j))) = 0.





H2dD (X,K(d))→ Ext0MHK (K,H
2d
B (X,K(d))).
By repeating the argument for the other two groups and remembering that
the spectral sequence is compatible with cup products and push-forwards, we
obtain the next theorem.
Theorem 3.1.1. If X is smooth and proper, then the diagram in figure 3.2 is
commutative.
When X is smooth and affine (but not necessarily proper), its de Rham
and Betti cohomology vanish in degrees strictly greater than its dimension
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2d. Consequently, there are trivially no non-zero homomorphisms from K to
H2d+1B (X,K(2d− j)). Therefore the first part of the argument still applies and
proves the following.





We also recall the de Rham cycle class map.
Definition 3.1.3. The de Rham cycle class map is the function associating a
“current” to every equivalence class of subvarieties:









where V sing is the set of singular points of V .
The prescription gives a well-defined de Rham class in H2d−i,2d−idR (X,C)∨ '
H i,idR(X,C), where the isomorphism is given by Poincaré duality and Hodge
theory, so identifies a unique cohomology class cldR(V ).
We can be more precise about the target of the cycle class map. By the de
Rham isomorphism
H2iB (X)⊗ C ' H2idR(X,C)
we identify H2iB (X,C) with H2idR(X,C). For every subring R ⊆ C we can then
regard H2iB (X,R) = H2iB (X)⊗R as a vector subspace of H2idR(X,C). The target
of the cycle class map is then:
cldR : CHi(X)→ H2iB (X,Z) ∩H
i,i
dR(X,C).
Indeed, a general element of CHi(X) is an equivalence class, represented by
a finite linear combination of subvarieties of X, with coefficients in Z. This
coincides with the description of a general element of H2iB (X,Z).
As we will explain in Section 7.1, cldR is compatible with rD. Its usefulness
relies then in the fact that we can compute the Deligne regulator from H2iM (X, i)
by computing the more explicit map cldR.
3.2 A p-adic diagram
As in the previous section, we start from the commutative diagram given by the
compatibility of rét with cup product and push-forward. Let rét : HM → Hét
be the étale regulator. As rét is compatible with cup product and push-forward,
there is a commutative diagram as in figure 3.3.
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We now bring in the Hochschild-Serre spectral sequence: recall that for
every n ∈ Z its second page is
Eij2 = H i(K,H
j
ét(XK ,Qp(n))) =⇒ H
i+j
ét (XK ,Qp(n)).
In particular one has a canonical edge map
H2dét (X,Qp(d))→ H0(K,H2dét (XK ,Qp(d))).
On the other hand, we would like the group H2d+1ét (X,Qp(2d− j)) to map to
E1,2d2 , to mimic the same procedure done for Deligne cohomology. However,
such a morphism exists naturally only when the edge map
H2d+1ét (X,Qp(2d− j))→ H
0(K,H2d+1ét (XK ,Qp(2d− j)))
is zero, which is not true in general. We treat separately the cases of K global
or local field.
Suppose first that K is a number field. If X is smooth and proper over
K, H2d+1ét (XK ,Qp(2d − j)) is a pure p-adic representation of GK of weight
1 + 2j − 2d. Since 1 + 2(j − d) < 0, there cannot be any morphisms from the
trivial representation—which is pure of weight zero—to it. Indeed, the image
of a generator of K would determine a 1-dimensional sub-representation on
which almost all Frobenii have characteristic polynomials with roots of absolute
value 1, but this is impossible being the target representation pure of weight
different than zero. Therefore
H0(K,H2d+1ét (XK ,Qp(2d− j))) = 0.
Consider now the Hochschild-Serre spectral sequence, which converges to
H = H2d+1ét (XK ,Qp(2d− j)). We have
H
F 1H
= E0,2d+1∞ ↪→ H0(K,H2d+1ét (XK ,Qp(2d− j))) = 0
which shows that F 1H = H, and since E1,2d∞ = F 1H/F 2H, we get a canonical
edge map
H  E1,2d∞ ↪→ E
1,2d
2 = H1(K,H2dét (XK ,Qp(2d− j))).
Thus we obtained the map we were looking for under the hypothesis that K is
a number field. The usefulness of this strategy lies in the following theorem.
Theorem 3.2.1. If K is a number field, and X is smooth and proper, then
the diagram in figure 3.4 is commutative.
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Proof. This is an instance of the more general compatibility of the edge maps
with cup products and push-forwards.
When X is smooth and affine (but not necessarily proper), its base change
to an algebraically closed field verifies
H iét(XK ,Qp) = 0 ∀i > 2d.
Therefore the first part of the above argument still applies and proves the
following.
Proposition 3.2.2. If X is smooth and affine over a number field, then there
is a morphism
H2d+1ét (X,Qp(2d− j))→ H
1(K,H2dét (XK ,Qp(2d− j))).
Suppose now that K is a p-adic field, i.e. a finite extension of Qp. In this
case we cannot invoke the notion of “pure” GK-representation, so we cannot
argue for the vanishing of E0,2d+12 . However, when K = Kv is the localisation
of a number field at a place v over p, we have localisation maps induced by
K → Kv which are compatible with the edge maps:
H2d+1ét (XK ,Qp(2d− j)) H0(K,H
2d+1
ét (XK ,Qp(2d− j)))
H2d+1ét (XKv ,Qp(2d− j)) H0(Kv, H
2d+1
ét (XKv ,Qp(2d− j)))
By the previous argument, if X is smooth and proper over K then the top
right group is trivial. Therefore every element in the cohomology of XKv that
is the localisation of a global class is still in the kernel of the bottom edge
map. As the kernel coincides with F 1Hv for Hv = H2d+1ét (XKv ,Qp(2d− j)), it
is equipped with the sought morphism to E1,2d2 . This is the strategy we will




















































































































































































































































































































































































































































































































































































In this chapter we introduce the key geometric objects of this thesis, i.e. Kuga-
Sato varieties, along with their cohomology. They were introduced and studied
in [Del71; Sch90]—which are also the main references—in the general case, and
in the appendix of [BDP13] by Brian Conrad for the case of level Γ1(N). From
now on we assume N ≥ 5 so that all the objects we construct exist.
4.1 Motivic cohomology
Let Y1(N) be the moduli space of elliptic curves with a point of order N . The
curve Y1(N) has a model over Q which becomes isomorphic to a finite number
of copies of Γ1(N)\H when base changed to C.
Let E π−→ Y1(N) be the universal elliptic curve. For every d ∈ N≥1 we
can form the d-th fibre product of E over the modular curve, where in every
component the map along which we are taking the fibre product is the projection
π. We have thus a variety:
Ed πd−→ Y1(N).
Ed is d-dimensional over Y1(N) and (d+ 1)-dimensional over SpecQ. We can
further form the fibre product Ed×Ed, where this time we consider both copies
of Ed as varieties over SpecQ. We have then a commutative diagram:
Ed Ed × Ed
Y1(N) Y1(N)× Y1(N)
πd πd×πd
Let X1(N) be the Baily-Borel compactification of Y1(N). Notice that with our
choice of model for Y1(N), the cusp at infinity of X1(N) is only defined over
Q(µN ), even though X1(N) is still defined over Q.
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One can consider the universal generalised elliptic curve E → X1(N) and
repeat the process to have proper varieties. However, the fibres of E over the
cusps are singular cubics, so Ed fails to be smooth when d > 1. In [Del71]




This comes equipped with a structural morphism π : Wd → X1(N), and is





= Wd × {cusps}. Notice that π−1(Y1(N)) = Ed.
We also denote with Êd the locus of Ed where the projection to X1(N) is
smooth, i.e. the Néron model of Ed over X1(N), and with Êd,∗ the connected
component of the identity.
Definition 4.1.1. The Kuga-Sato variety Wd is the self-fibre product of Wd
over the base scheme SpecQ
Wd → X1(N)2, Wd = Wd ×SpecQ Wd.





All the varieties just introduced are defined over Q. Kuga-Sato varieties
are both smooth and proper over the base scheme SpecQ, as are the Wd.
Hence their cohomology groups enjoy several desirable properties. This is the
one of the two main motivations for the introduction of Kuga-Sato varieties.
The second is that they trivialise the coefficient sheaves on X1(N)2 whose
cocycles are given by cusp forms, as we explain below. Kuga-Sato varieties are
the closest we can get to Ed × Ed while keeping both the smooth and proper
requirements. At this stage one would like to link the cohomology of Wd to that
of Ed × Ed, in order to pass easily from classes which are easier to construct
to classes which enjoy more cohomological properties. The best result in this
direction was proved by Brunault and Chida.
Let Sd be the group of permutations on d objects. There is an obvious action
of Sd on the fibre product Ed given by permuting the coordinates. Likewise,
the group µ2 acts on E as the multiplication by −1, and this of course extends
to an action of µd2 on Ed. We gather these together into an action of the group
µd2 o Sd = Id.
Definition 4.1.2. The character εd of Id is defined by:
εd : Id → µ2, (a1, . . . , ad, σ) 7→ a1 · · · ad · sgn(σ).
Theorem 4.1.3 ([BC16, Proposition 8.1]). For every quadruple (i, d, d′, j) ∈
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N4 with d, d′ ≥ 1, we have
H iM (Wd ×Wd′ ,Q(j))(εd, εd′) ' H iM (Êd,∗ × Êd
′,∗,Q(j))(εd, εd′)
in particular
H iM (Wd,Q(j))(εd, εd) ' H iM (Êd,∗ × Êd,∗,Q(j))(εd, εd).
Remark. Since the desingularisation is canonical, the Hecke correspondences
on X1(N) associated to the Hecke operators extend as correspondences on Wd,
as explained in [Sch90, §4]. In particular they act on the cohomology of Wd.
4.1.1 The coefficient sheaf
Let T ∈ {ét,dR,Betti,D, syn, rig} be a cohomology theory. Recall that QT
denotes the standard notion of “constant” sheaf in T . Let HQ(E) be the
sheaf on Y1(N) defined as (R1π∗QT )(1). This can be described explicitly as
“cohomology along the fibres” by the assignment
U 7→ H1T (π−1(U),QT |π−1(U))(1).
In particular the fibre at a point x ∈ Y1(N) is H1T (Ex,QT )(1). For every
field K/Q, we denote HK(E) = HQ(E) ⊗K the extension to K. This sheaf
constitutes the “coefficients” of the cohomology groups where the T -realisations
of Eisenstein motivic classes live, if we wish to work over modular curves.
Indeed, a result of Scholl states that–roughly speaking–the cohomology of Ed
with trivial coefficients is equivalent to the cohomology of the modular curve
Y1(N) with coefficients in a suitably defined sheaf TSymd HQ(E).
We now explain concretely Scholl’s result by means of Liebermann’s trick,
a manipulation coming from the analysis of the action of permutations on
Kuga-Sato varieties. As before εd is a character of Id, which acts on Ed and
Wd. If H is an abelian group, the group Sd acts also on the direct product Hd
in a natural way. Define TSymdH ⊆ Hd as the subgroup of invariants under
this action, and SymdH as the coinvariants.
Proposition 4.1.4 ([Sch90, Proposition 4.1.1]). For every cohomology theory
T ∈ {ét,dR,Betti,D, syn, rig}, there is an isomorphism:
H iT (Y1(N),TSymd HQ(E)(j)) ' H i+dT (E
d,QT (j + d))(εd).
Motivic cohomology should be the initial object in the category of “cohomo-
logy theories”; this motivates the following definition.
Definition 4.1.5. Motivic cohomology of modular curves with coefficients is
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defined by H iM (Y1(N),TSymd HQ(E)(j)) = H
i+d
M (Ed,Q(j + d))(εd).
This description is the same outlined in [KLZ15]. In particular, the regulator
maps rT commute with the action of the character εd, so they go through to
rT : H iM (Y1(N),TSymd HQ(E)(j))→ H iT (Y1(N),TSymd HQ(E)(j)).
By [Anc15, Théorème 1.3], the sheaf HQ(E) exists as a motivic sheaf over
Y1(N), and so do its symmetric tensors. Hence we can make sense of the
usual homological constructions. Denote TSym[d,d′] = TSymd⊗TSymd′ , then
together with the above definition we have the following proposition.
Proposition 4.1.6. The following equality holds:
H iM (Y1(N)2,TSym[d,d
′] HQ(E)(j)) = H i+d+d
′
M (E
d × Ed,Q(j + d+ d′))(εd, εd′).
Proof. Thanks to [Anc15, Théorème 1.3] the sheaf on left hand side exists as a
motivic sheaf over Y1(N), and the motivic cohomology group is in the category
of (relative) Chow motives. By [Anc15, §2.2], in this category the Künneth

















= H i+d+d′M (E
d × Ed,Q(j + d+ d′))(εd, εd′)
which proves the claim.
Carrying forward these ideas, we give the next definition.
Definition 4.1.7. Define motivic cohomology groups as follows:
H iM (X1(N)2,TSym[d,d




4.2 Motives for cusp forms and Rankin-Selberg con-
volution
In this section we identify “pieces” of various cohomology groups that are
naturally associated to cusp forms and their convolutions. This is important
for our work, since these objects are smaller than the whole cohomology groups
but still retain all the information we need. We follow [Sch90, §4].
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Recall that by the remark at page 35, the Hecke operators act on the
cohomology of Wk and Wk ×Wk′ . For any Hecke operator T , denote with T ′
the dual Hecke operator, i.e. its adjoint with respect to the Petersson inner
product. When l is a prime not dividing the level, T ′l = Tl〈l〉−1.
From now on, we denote with ét étale cohomology over Q.
Definition 4.2.1. Let T ∈ {dR, B, ét, rig}. Define:
• MT (f) as the maximal Kf ⊗QT -submodule of
Hk+1T (E
k,QT )(εk)⊗Q Kf
on which the Hecke operators Tl act as multiplication by al(f) for all
primes l;
• MT (f)∗ as the maximal quotient of
Hk+1T (E
k,QT (k + 1))(εk)⊗Q Kf
on which the dual Hecke operators T ′l act as multiplication by al(f) for
all primes l;
Both MT (f) and MT (f)∗ are 2-dimensional.
The different realisations enjoy extra structure:
• MdR(f) and MdR(f)∗ are filtered Kf -vector spaces;
• MB(f) and MB(f)∗ are pure Hodge structures over Kf of weight k + 1
and −(k + 1) respectively, and whose only non-zero Hodge numbers are
hk+1,0, h0,k+1, and h−(k+1),0, h0,−(k+1) respectively;
• Mét(f) andMét(f)∗ are pure p-adic Galois representations of weight k+1
and −(k + 1) respectively, over Kf ⊗Qp ' (Kf )p for some prime ideal
p | p. They are GQ-representations, as the varieties are defined over Q.
Remark. The extra twist in the definition of MT (f)∗ is explained by the aim to




k,QT )→ H0T (SpecQ,QT (−k − 1)) = 0
so in order to land in the more natural H0T (SpecQ,QT ) ' QT , we need an
extra twist to compensate for the one on the target.
An important property that these modules enjoy is that they can be found
in several cohomology groups. Indeed, one can give the same definition for
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the compactified variety Wk, and it turns out that the resulting objects are
canonically isomorphic to those we defined. Additionally, over Ek there is a
canonical lift of MT (f) to compactly supported cohomology (this statement
makes sense only over a non-compact variety). To sum up, there are canonical
isomorphisms:
MT (f) MT (f) MT (f)
Hk+1c,T (Ek,QT )(εk) H
k+1






k,QT (k + 1))(εk) MT (f)∗ 'MT (f)∗  Hk+1T (Wk,QT (k + 1))(εk).
Since these are all canonical, we will use the identifications in the rest of
the thesis. In particular, any cohomology class in MT (f) has an associated
canonical cohomology class with compact support over Ek.
We also have comparison isomorphisms linking the various realisations. In
particular, we have the de Rham, crystalline and Faltings-Tsuji comparison
theorems:
MB(f)⊗ C 'MdR(f)⊗ C, (De Rham)
Mrig(f)⊗Bcrys 'MdR(f)Qp ⊗Bcrys 'Mét(f)Qp ⊗Bcrys, (Ccrys)
Mrig(f)⊗BdR 'MdR(f)Qp ⊗BdR 'Mét(f)Qp ⊗BdR. (CdR)
For the Rankin convolution one defines the motives using the above ones
as building blocks.
Definition 4.2.2. Let T ∈ {dR, B, ét, rig}. Define:
• MT (f ⊗ g) = MT (f)⊗MT (g);
• MT (f ⊗ g)∗ = MT (f)∗ ⊗MT (g)∗.
Both MT (f ⊗ g) and MT (f ⊗ g)∗ are 4-dimensional, as the building blocks
have dimension 2.
By the Künneth formula this definition gives the following characterisations:




k × Ek′ ,QT )(εk, εk′)⊗Q Kf,g
on which the Hecke operators (Tl, 1) and (1, Tl) act as multiplication by
al(f) and al(g) respectively, for all primes l;
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k × Ek′ ,QT (2 + k + k′))(εk, εk′)⊗Q Kf,g
on which the dual Hecke operators (T ′l , 1) and (1, T ′l ) act as multiplication
by al(f) and al(g) respectively, for all primes l;
As before, the different realisations enjoy extra structure:
• MdR(f ⊗ g) and MdR(f ⊗ g)∗ are filtered Kf,g-vector spaces;
• MB(f⊗g) andMB(f⊗g)∗ are pure Hodge structures over Kf,g of weight







and h−(k+k′+2),0, h−(k+1),−(k′+1), h−(k′+1),−(k+1), h0,−(k+k′+2)
respectively;
• Mét(f ⊗ g) and Mét(f ⊗ g)∗ are pure p-adic Galois representations of
weight k+k′+ 2 and −(k+k′+ 2) respectively, over Kf,g⊗Qp ' (Kf,g)P
for some prime ideal P | p. They are GQ-representations, as the varieties
are defined over Q.
Similar remarks apply to these spaces: both have a canonical lift to the
cohomology of Wk × Wk′ , and MT (f ⊗ g) has also a canonical lift to the
compactly supported cohomology of Ek × Ek′ . Moreover, they are linked by
the de Rham, crystalline and Faltings-Tsuji comparison theorems.
By construction there are natural pairings
MT (f)×MT (f)∗ → Kf ⊗Q QT ,
MT (f ⊗ g)×MT (f ⊗ g)∗ → Kf,g ⊗Q QT .
When f = g, MT (f ⊗ f) enjoys the standard decomposition in symmetric
and antisymmetric tensors:
MT (f ⊗ f) ' Sym2MT (f)⊕ ∧2MT (f).
Let s : MT (f ⊗ f)→MT (f ⊗ f) be the involution swapping the components
of the tensor product, then the above are by definition the s = 1 and s =
−1 eigenspaces. It is a standard fact that Sym2MT (f) is 3-dimensional,
while ∧2MT (f) is 1-dimensional. This decomposition mirrors (2.1) in various
cohomology theories, in particular it is exactly that decomposition of Galois
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representations when T = ét. Correspondingly we have:
MT (f ⊗ f)∗ ' Sym2MT (f)∗ ⊕ ∧2MT (f)∗. (4.1)
Notice that by functoriality the projections




T (Wk ×Wk′ ,QT (2 + k + k
′)) MT (f ⊗ g)∗.
induce morphisms in cohomology. Clearly prf and prf,g can be defined equi-
valently from the cohomology of Ek and Ek × Ek′ . We particularly highlight
the following.
• in the Betti realisation there are morphisms in the category of mixed
Hodge structures:
ExtiMHKf (Kf , H
k+1
B (Wk,Q(k + 1)))




B (Wk ×Wk′ ,Q(2 + k + k
′)))
prf,g−−−→ ExtiMHKf,g (Kf,g,MB(f ⊗ g)
∗).
• in the étale realisation over an algebraic closure, there are morphisms in
the category of Galois modules:
H i(Q, Hk+1ét (Wk,Q,Qp(k + 1)))
prf−−→ H i(Q,Mét(f)
∗),
H i(Q, Hk+k′+2ét ((Wk×Wk′)Q,Qp(2 + k + k
′)))
prf,g−−−→ H i(Q,Mét(f ⊗ g)
∗)
When f = g, we can compose these with the projections induced by the direct
sum decomposition (4.1), to obtain the following morphisms in the category of
mixed Hodge structures:
ExtiMHKf (Kf , H
2k+2
B (Wk,Q(2k + 2))) ExtiMHKf (Kf ,∧
2MB(f)∗)
ExtiMHKf (Kf ,MB(f ⊗ f)
∗) ExtiMHKf (Kf , Sym
2MB(f)∗)
prf,f
and the analogous ones in the category of Galois modules:
H i(Q, H2k+2ét (Wk,Q,Qp(2k + 2))) H i(Q,∧2Mét(f)∗)




4.3 De Rham cohomology and modular forms
In this section we derive explicit descriptions for the de Rham cohomology of
Kuga-Sato varieties. To start with, we have the following description of the




Hd+1dR (Wd,C)(εd) i ≤ 0
Sd+2(N) 0 < i ≤ d+ 1
0 i > d+ 1
which implies that we have cusp forms spaces in degree d+ 1 while all the rest
is concentrated in degree 0. Considering the Hodge decomposition:








This also shows H0,d+1dR (Wd,C)(εd) = Sd+2(N). Since there are no graded
pieces in degrees 1 to d, we deduce
Hd+1dR (Wd,C)(εd) ' Sd+2(N)⊕ Sd+2(N). (4.2)
This direct sum decomposition shows that the εd-eigenspace of the de Rham
cohomology of Wd only contains classes coming from cusp forms. Since we are








In particular for i > d+ 1 we have H iB(Wd,C)(εd) = 0, so we get for q = 2d+ 2:





Combining this last with equations (4.2) we get
H2d+2dR (Wd,C)(εd, εd) ' (Sd+2(N)⊕ Sd+2(N))
⊗2




In the last direct sum decomposition one can easily recognise the four graded
pieces that constitute the cohomology group:
Hd+1,d+1dR (Wd,C)(εd, εd) = (Sd+2(N)⊗ Sd+2(N))⊕ (Sd+2(N)⊗ Sd+2(N))
(4.3a)
H2d+2,0dR (Wd,C)(εd, εd) = (Sd+2(N)⊗ Sd+2(N)) (4.3b)




In this chapter we introduce the p-adic L-functions we will study. We regard
them as functions on the weight space W, i.e. the rigid analytic space whose
K-points are W(K) = Hom(Z×p ,K×) for every extension K of Qp. Arithmetic
weights are those of the form νϑ,n for ϑ a Dirichlet character of p-power
conductor and n ∈ Z, acting via νϑ,n(z) = ϑ(z)zn. We will often use the
additive notation: the character νϑ,n will be denoted with ϑ+ n.
Let W± denote the two halves of the weight space whose M -points are, for
every extension M/Qp:
W±(M) = {κ ∈ Hom(Z×p ,M×) | κ(−1) = ±1}.
In particular, for the arithmetic weights
ϑ+ n = νϑ,n ∈ W± ⇐⇒ ϑ(−1) = ±(−1)n.
5.1 Kubota-Leopoldt and Symmetric square
The Kubota-Leopoldt p-adic L-function interpolates the values of a Dirichlet
complex L-function at infinitely many negative integers. Let χ be a Dirichlet
character of conductor Nχ, and write it as χ = χpχ′, where χp has p-power
conductor and χ′ has conductor prime to p. Since p-power conductor characters
may be incorporated into the weight, we can suppose χp = 1 without loss of
generality, i.e. χ has conductor prime to p. Let aχ be 0 if χ is even, 1 if it is







Proposition 5.1.1. There exists a unique p-adic meromorphic (holomorphic
when χ is not trivial) function Lp(χ, ·) which at arithmetic weights ϑ + n
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satisfies the interpolation property: if n ≤ 0 and χϑ(−1) = (−1)n+1, then
Lp(χ, ϑ+ n) = Ep(χϑ−1, n)L(χϑ−1, n)
while if n ≥ 1 and χϑ(−1) = (−1)n, then






where Ep(ϑ, x) = (1− ϑ(p)p−x).
The set of points at which we have interpolation is dense in W, hence
Lp(χ, ·) is well-defined. Notice that the choice of a “parity condition” on ϑ and
n is equivalent to choosing one half of the weight space. Indeed, the value of
ϑ+ n at −1 determines the parity of the integer t for which (ϑ+ n)|F×p = ω
t,
ω being the Teichmüller character. A priori one could choose two unrelated
interpolation properties on the two halves of the weight space: following
Dasgupta, we have made a choice that yields a functional equation.
Theorem 5.1.2. For every κ ∈ W, we have




By contrast, the values of the symmetric square complex L-function
L(Sym2 f) have been interpolated in a p-adic L-function only when f is ordin-
ary or vp(ap) < k+12 . Since we do not put restrictions on vp(ap) we cannot take
advantage of such a result. In particular, in our case the putative function
Lp(Sym2 f) is not defined. The construction of Lp(Sym2 f) is one of the main
goals of the thesis.
5.1.1 The Euler System of cyclotomic classes
Let U be a Z[µϕ(Nχ)]-module with an action of GQ. Define the Q-vector space:
Uχ = {x ∈ U | σ(x) = (χ)−1Gal(σ)x, ∀σ ∈ GQ}. (5.1)
By definition of Uχ the absolute Galois group GQ acts through (χ)−1Gal.
Consider in particular the case U = O×F for F a number field containing the
Nχ-th roots of unity, that is for an extension of Q(µNχ). Let ζ be a primitive




(1− ζa)χ−1(a) ∈ (O×F )
χ.
We emphasise that the above units are by construction an “averaged over a
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twist” version of the elements
1− ζa ∈ O×F ⊆ H
1
M (SpecF, 1).
We have written uχ in multiplicative notation as we want to emphasise the
identification F× ' H1M (SpecF, 1) given by the Kummer map. One can also
regard uχ as the image of an element of
(
H1M (SpecF ′, 1) ⊗ Q(χ)
)χ, where
F = F ′Q(µNχ). The above classes constitute of one of the earliest examples of
Euler systems, and their étale realisations can be made into an Euler system
in the sense of Rubin by taking care of the Euler factor in the p-direction,
see [Rub00, III]. These collection of classes all arise as twists of a unique Euler
system by finite-order characters. In particular, for any character of prime-to-p
conductor, the twisted classes uχ give an Euler system for the representation
Qp(1) ⊗ χ, while the “original” classes are an Euler system for Qp(1). The
shape of (the étale realisation of) uχ also comes from the general theory of
twists of Euler systems by characters [Rub00, II.4].
Accordingly, the uχ are linked to both complex and p-adic L-values. Since
we will not use these formulæ directly, we only give them for χ even for the
sake of brevity. Write log∞ and logp for the complex and p-adic logarithm
respectively. The following formulæ for s = 1 can be found in [Was82], pages 37
and 63, while the ones for s = 0 follow from the functional equations.
Proposition 5.1.3. If χ is even and non-trivial, then:




L′(χ, 0) = − log∞(uχ).
Theorem 5.1.4 (Leopoldt). If χ is even and non-trivial, then:
















Since we want to allow representations with higher twists, we have to search
for analogues of uχ lying in H1M (SpecF, n+ 1) for any n > 0. Here one can
choose to appeal to motivic elements constructed by Beilinson [Běı84] or by
Soulé [Sou84]. Even though the two belong to slightly different cohomology
groups (Soulé elements have coefficients in a integral lattice), they actually
only differ by a rational factor. For further explanation on this, see [Gro94],
[Per95, §3.2.4 and §5.1] and [BK90, p. 384] for comparison of the elements in
motivic cohomology and their regulator formulæ, and [HW98; HK03] which
also treat the computations of the polylogarithms.
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The following theorem is [Běı84, Corollary 7.1.6], but the precise form
of the regulator is to be found in the aforementioned references of Perrin-
Riou and Bloch and Kato. The reader that wishes a formula in terms of the
polylogarithm can consult the other references reported above.
Theorem 5.1.5 (Beilinson). Let n ∈ N≥1, then
dim(H1M (SpecF, n+ 1)⊗Q(χ))χ =
1 if χ(−1) = (−1)
n
0 if χ(−1) = (−1)n+1
.
There exists an element ϕχ ∈ (H1M (SpecF, n+ 1)⊗Q(χ))χ such that
rD(ϕχ) = −n!L(χ, n+ 1).
According to the theorem, in the hypothesis χ(−1) = (−1)n we have that
H1M (SpecF, n + 1)χ is 1-dimensional, otherwise it is zero dimensional, see
also [Sou86, §4.1]. We have then a manifestation of the Beilinson conjecture—
predicting the injectivity of rD—through the above equation. The parity
condition is an indication that the Beilinson conjecture holds true for spectra
of number fields. Using the functional equation for L(χ, ·) and the computation
of the residue of the Gamma function, we deduce





One also obtains the following formula relating ϕχ to a p-adic L-value. Denote
with log the Bloch-Kato logarithm.
Theorem 5.1.6 ([Per95, Proposition 3.2.3]). Under the hypothesis χ(−1) =











(−1)nn!Lp(χ, 1 + n).
We warn the reader that we our convention differs from Perrin-Riou’s,
especially regarding the eigenspaces for Galois characters. The eigenspace (5.1)
is Uχ in our notation, while in her notation it would be Uχ−1 . For this reason
we had to adjust Perrin-Riou’s proposition to our notation: this is why the
above equation differs from the original one by a conjugation of the character.














Remark. If we let n = k− j, the condition under which H1M (SpecF, 1 +k− j)χ
is non-trivial is k−j ≡ aχ modulo 2. When χ = ψ, this is exactly the condition
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we imposed at page 20 to deduce equation (2.4).
Integrality of higher cyclotomic classes To end our account of higher
cyclotomic classes we show that they are integral, which means that they are
in (H1M (SpecOF , 1 + n) ⊗ Q(χ))χ. Other than being interesting on its own,
this will allow for a more precise comparison with the motivic classes we will
construct, as the cohomology groups of the ring of integers are smaller.
By definition, the motivic cohomology groups of spectra of number fields
are
H1M (SpecF, 1 + n) = Q⊗Z gr
γ
1+nK2n+1(F ).
In particular, motivic groups are torsion-free.
Suppose first n ≥ 1. Then as 2n+ 1 ≥ 3, the K-groups satisfy
K2n+1(F )⊗Z Q = K2n+1(OF )⊗Z Q.
As all motivic classes are in the torsion-free part of the K-group, we can regard
ϕχ ∈ (K2n+1(OF ) ⊗Z Q) ⊗ Q(χ) ' H1M (SpecOF , n + 1) ⊗ Q(χ). Since ϕχ is
already in the χ-eigenspace, the claim follows.
Suppose now n = 0. In this case ϕχ ∈ (H1M (SpecF, 1) ⊗ Q(χ))χ '
(F×⊗Q(χ))χ. We compare it with the cyclotomic unit: thanks to the formulæ




Since F contains the Nχ-th roots of unity, which are then in its ring of integers,
we have τ(χ−1) ∈ O×F ⊗Q(χ). Moreover uχ ∈ (O
×
F )χ as known. These imply
that ϕχ ∈ O×F ⊗Q(χ), and since ϕχ is already in the χ-eigenspace, the claim
follows.
5.2 Rankin-Selberg
The Rankin-Selberg p-adic L-function is usually constructed by interpolating
critical values of the complex one. However, this definition is possible only
when the weights of f and g are different, otherwise the lack of critical values
undermines it. In this section we explain a workaround.
Recall that L(f ⊗ g, s) denotes the complex Rankin-Selberg L-function
attached to f ∈ Sk+2(N,ψ) and g ∈ Sk′+2(N ′, ψ′); without loss of generality
suppose k ≥ k′. The construction of a p-adic L-function by interpolation—due
to Panchishkin and Hida—relies on the existence of a “period” for L(f ⊗ g, s)
in the range [k′ + 2, k + 1] [Shi77]. Hida then showed that for f ordinary there
exists a unique p-adic L-function varying analytically as f varies in a Hida
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family, and with an interpolation property in the above range.
Nevertheless in this thesis we are interested in the case f = g supersingular,
so we are violating both requirements of that construction. In particular, the
value one would like to call Lp(f, f, s) is never obtained by interpolation, but
by evaluating a unique function on the weight space (with constraints given
elsewhere) at appropriately chosen weight-characters. This also entails that the
factorisation formula cannot be obtained by interpolation, contrarily to what
the naive approach would suggest. Furthermore, being in the supersingular
case we replace Hida families of modular forms with Coleman families.
We do not aim to give here a full-fledged account of the topic of families of
modular forms, we only explain the results relevant to our case, following [LZ16].
The reader who wishes to know more on the subject can consult the seminal
work of Coleman and Mazur [CM98], and the articles [Col97; Buz07; Eme11].
If U ⊆ W is an affinoid defined over a finite extension H of Qp, denote with
ΛU the OH -algebra of rigid functions on U bounded by 1. This is isomorphic
to the OH-algebra of formal power series in one variable, ΛU ' OH [[T ]]. In
the remainder of this section, f is supposed to be supersingular.
Definition 5.2.1. Let U ⊆ W be an affinoid disc defined over a finite extension
H of Qp, such that the set of classical weights U ∩N is dense in U . A Coleman




an(F )qn ∈ ΛU [[q]]
with a1(F ) = 1 and ap(F ) invertible in ΛU [1/p], such that for all but finitely
many classical weights k0 ∈ U ∩ N, the series Fk0 =
∑
n≥0 an(F )(k0)qn with
coefficients in OH is the q-expansion of a classical modular form of weight
k0 + 2 and level Γ1(N) ∩ Γ0(p) which is a normalised eigenform.
Roughly speaking, a Coleman family is a formal q-expansion with coefficients
in ΛU , which can be specialised to every weight-character in U , to obtain a
modular form of that weight-character. The condition on ap(F ) implies that it
is never zero, hence all specialisations have finite slope.
If f̆ is a modular form of weight k̆ + 2 ≥ 2 and level Γ1(N) ∩ Γ0(p), a
Coleman family passing through f̆ is a family F over U such that k̆ ∈ U and
Fk̆ = f̆ . Since U is an affinoid disc, the tame level and tame character are
constant along the family.
The family F does not need to exist in general, but it is guaranteed to do
so if f̆ is a noble eigenform, i.e. if it is a normalised cuspidal Hecke eigenform
such that
• it is the p-stabilisation of a newform whose Satake parameters at p are
distinct (“p-regularity”);
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• if vp(ap(f̆)) = k̆ + 1, then the Galois representation Mét(f)|GQp is not
the direct sum of two characters (“non-criticality”).
Theorem 5.2.2 ([LZ16, Theorem 4.6.4]). Suppose f̆ is a noble eigenform of
weight k̆+ 2, then there exists a disc U ⊆ W with k̆ ∈ U and a unique Coleman
family F over U , such that Fk̆ = f̆ .
Coleman families are the key ingredient to construct p-adic L-functions for
families of supersingular forms.
Theorem 5.2.3 ([LZ16]). Let f, g be cusp forms of level Γ1(N) which are
supersingular at p, with chosen p-stabilisations fαf , gαg . Suppose that N ≥ 5
and that fαf and gαg are noble. Let V1 and V2 be affinoid discs around k and
k′ respectively, F and G Coleman families over V1 and V2 respectively, passing
through fαf and gαg . Then there exists a unique meromorphic rigid function
Lgeomp (F,G) : V1 × V2 ×W → Cp
(κ1, κ2, υ) 7→ Lgeomp (F,G)(κ1, κ2, υ)
with the following interpolation property. Suppose that
• (κ1, κ2, υ) = (k0, k′0, j0) for integers k0 ≥ 0, k′0 ≥ −1 and k′0+1 ≤ j0 ≤ k0;
• fk0,α = Fk0 and gk′0,α = Gk′0 are the p-stabilisations of forms fk0 , gk′0.
Then
Lgeomp (F,G)(k0, k′0, j0 + 1) =





E(fk0 , gk′0 , j0 + 1)
E(fk0)E∗(fk0)






























The function defined in the theorem is a p-adic L-function in three variables,
where we have analytic variation as the two modular forms vary in Coleman
families, and the last variable over a subset of W. For every specialisation of
F and G we obtain a single-variable p-adic L-function. The 3-variable function
was initially constructed in the main theorem of [Urb14, §4.4], but the article
had a gap which was addressed in [AI17]. In the meanwhile, Loeffler and
Zerbes gave an alternative proof, which is the one we refer to.
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If we start from the supersingular eigenforms f and g, then their p-
stabilisations automatically satisfy the second requirement. It suffices then to
ask that f and g have distinct Satake parameters to ensure that there exist
unique Coleman families passing through their p-stabilisations. In this case
we can then apply the last theorem to deduce the existence of the geometric
p-adic L-function. For this reason, from now on we will make the following
assumption:
• the supersingular form f satisfies αf 6= βf .
Both p-stabilisations of f are then noble, so we fix one of them and deduce the
existence of a unique Coleman family F through it.
Remark. Clearly the condition αf 6= βf is equivalent to the fact that the
Hecke operator Tp acts semisimply on Mét(f). Coleman and Edixhoven [CE98]
showed that this is always the case in weight 2, and that it is implied by Tate’s
conjecture in higher weights. Therefore, the case αf = βf never occurs when
k = 0, and is conjectured to never occur also when k > 0.
Note that Lgeomp (F, F ) is always well-defined: there is no requirement about
the weights of the two cusp forms. There are no interpolation results when
we specialise the Coleman families at the same arithmetic weights, but we
can still speak of the value Lgeomp (F, F )(k, k, υ) for every υ. The crucial point
is that these values are not related to L(f, f, s) for any value of s, since
the “interpolation condition” is not fulfilled. As written above, this is the
actual reason why we cannot prove the p-adic factorisation theorem simply
interpolating the complex L-functions. In the remainder of the thesis we
will use Lgeomp (F, F ) as a replacement for the missing Rankin-Selberg p-adic
L-function. Indeed, since it interpolates a range of complex Rankin-Selberg
L-functions, it can be considered a generalisation of the p-adic one.
Remark. In the literature there are a few different versions of the interpolation
formula for the geometric p-adic L-function. The above formula agrees with the
conventions of [BH20], which in turn draws from [Urb14; AI17]. The version
stated in [LZ16] is slightly different: firstly, it relates L(fk0 , gk′0 , j0 + 1) to the
value of Lgeomp (F,G) at (k0, k′0, j0) instead of at (k0, k′0, j0 + 1). Secondly, the
factor (−i)k0−k′0 is replaced with (−1)k0−k′0 . We underline that we will need
this function only in the case where the two cusp forms coincide, therefore this
last difference disappears. In that case, passing from one convention to the
other is just a matter of translating the last variable by ±1, so the two versions
actually define completely interchangeable p-adic functions.
Examples of non-noble modular forms We give here examples of how
one can construct non-noble modular forms. In these cases it is not guaranteed
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that the modular form can be put in a family (this corresponds to the fact
that the eigencurve is not necessarily étale over the weight space). Noble forms
have level Γ1(N) ∩ Γ0(p), so we work with a form f̆ of weight k̆ + 2 ≥ 2 and
level Γ1(N) ∩ Γ0(p). In addition, noble forms are the p-stabilisations of cusp
forms with distinct Satake parameters. When f̆ is not the p-stabilisation of a
form, it is automatically non-noble. Nevertheless, the most interesting case is
that of forms which arise as p-stabilisations, so we put ourselves in this case.
Let then f̆ be a modular form of weight k̆ + 2 and level Γ1(N) ∩ Γ0(p),
which is the p-stabilisation of a cusp form h of level Γ1(N). Notice that this
implies that f̆ is old at p.
Nobility amounts to two features: p-regularity and non-criticality. If we
assume the Coleman-Edixhoven conjecture, all cusp forms have distinct Satake
parameters, hence p-regularity is always satisfied.
For f̆ to be noble, it must also be non-critical. We say that f̆ has critical
slope if vp(ap(f̆)) = k̆ + 1, and that it is critical if it has critical slope, and
Mét(f̆)|GQp splits as the direct sum of two characters. This amounts to say
that Mét(f̆) is semisimple as a GQp-representation.
By the Coleman-Edixhoven conjecture, if vp(ap(f̆)) 6= k̆ + 1 then f̆ is
automatically noble. Non-noble forms can only be found when f̆ has critical
slope, and in addition the form is critical. We now apply a result of Bellaïche
which characterises forms with critical slope.
Proposition 5.2.4 ([Bel12, Proposition 2.13 and Remark 2.14]). Let h be a
newform. Then there exists a p-stabilisation of h of critical slope in and only
in the following cases:
• h is cuspidal, p-ordinary and not CM. In this case it is expected that f̆
is non-critical;
• h is cuspidal, with CM by an imaginary quadratic field where p is split.
In this case f̆ is always critical;
• h is Eisenstein. In this case it is expected that f̆ is non-critical.
In these cases there exists exactly one p-stabilisation of critical slope.
Therefore, non-criticality is violated only in the second case of the pro-
position. This provides us with an infinite supply of non-noble forms: p-
stabilisations of cusp forms with CM by an imaginary quadratic field where
p splits. On the other hand, in all the other cases the resulting forms are of
critical slope, but not critical. In particular, p-stabilisations of cusp forms
without CM are expected to always be noble.
We now give an explicit example of a non-noble modular form, arising
as p-stabilisation of cuspidal forms with CM, with p split in the imaginary
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quadratic field. Consider the form with label 27.2.a.a in the L-functions and
Modular Forms Database [LMFDB, Modular Form 27.2.a.a]. This is a modular
form of level Γ0(27) and weight 2, with CM by Q(
√
−3). Its q-expansion is
h(q) = q − 2q4 − q7 + 5q13 + 4q16 − 7q19 +O(q20).
Let p = 7, then a7(h) = −1 so it is a 7-adic unit. The form h is then cuspidal,
ordinary and with CM by Q(
√





−3). We are then in the second case above. It follows
that one of the two p-stabilisations of h is critical. Since critical implies critical
slope, the correct candidate is the p-stabilisation corresponding to the root
of 7-adic valuation +1. This is a non-noble modular form which arises as a





In this chapter we define the cohomology classes that we will use as ingredients
to construct our motivic classes. We first introduce Beilinson-Flach classes and
explain how they can be extended to the cohomology of Kuga-Sato varieties,
and then exploit some differential forms attached to cusp forms.
6.1 From Eisenstein to Beilinson-Flach classes
In this section we introduce the Beilinson-Flach classes, constructed in [LLZ14;
KLZ15] as the push forward of Eisenstein classes (constructed by Beilinson)
from the motivic cohomology of modular curves, to that of the product of two
modular curves.
Definition 6.1.1 ([KLZ15, Definition 5.3.1]). The Beilinson-Flach classes
defined over Q are motivic classes
BF[k,k
′,j]




We will suppress the subscript N , since it is constant in the thesis. For any
theory T ∈ {ét, dR,Betti,D, syn, rig} denote BF[k,k
′,j]
T = rT (BF
[k,k′,j]
M ).
The key feature of Beilinson-Flach classes is that they provide an Euler
system for the Galois representation attached to the convolution of f and g. For
us the most interesting feature is their relation to the special values of L′(f, g)
via a regulator formula: the bridge is the regulator to Deligne cohomology
rD. For our purposes it is also necessary to extend Beilinson-Flach classes to
X1(N)2 while keeping a similar formula. The “compactification” process is
done in three steps:
• construct cohomology classes over X1(N)2 extending Beilinson-Flach
classes (Section 6.2);
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• construct an appropriate differential form to pair them with (Section 6.4);
• prove a version of the regulator formula over X1(N)2 (Subsection 7.1.1).
Remark. The map rD can be expressed explicitly as an integral when one starts
from H3M (X, 2) ' CH2(X, 1) with X a proper variety. Recall that the higher
Chow group CHi+1(X, 1) can be described as the cohomology in the middle










Hence every element of the motivic cohomology group H3M (X, 2) has also a
description as an element of CH2(X, 1), i.e. as a sum ∑j(Zj , fj) where Zj ⊆ X
are subvarieties of codimension 1, and fj are functions such that
∑
j div(fj) = 0.
In this case the regulator can be written as:
rD : CHi(X, 1)→ H2d−i,2d−idR (X,C)
∨ ' H i,idR(X,C)∑
j










Notice the similarity with Definition 3.1.3: as we suggested, there is a tight
relation between rD and cldR which we will investigate in 7.1. Specialise to
the case X = X1(N)2. When k = l = 0, j = 0 we end up with Beilinson-Flach
classes lying in H3M (X1(N)2, 2) ' CH2(X1(N), 1), which corresponds to the
case i = 2 above. However, aside from this special case we cannot interpret
the motivic cohomology groups as Chow groups, because the coefficients are
not trivial. We can overcome this issue employing the results of Chapter 4 and
working with motivic cohomology of Kuga-Sato varieties: since in this case the
coefficients are always trivial, we can rely on the Chow groups interpretation
and fall back on geometric techniques to prove our claims.
6.2 Compactification of Beilinson-Flach classes
In this section we explain how to pass from Beilinson-Flach classes defined
over Y1(N)2 (equivalently, over Ek × Ek) to a version defined over X1(N)2
(equivalently, over Wk). The key difference is that Ek × Ek is not proper, while
Wk is both proper and smooth. Indeed, the motivation for this entire process
is to place ourselves in a position of using the full force of cohomology, in
particular Hodge theory. The process goes under the name compactification of
motivic classes.
The idea is to find an element defined over Wk that pulls back to the
Beilinson-Flach one. The defect should be supported only on the cuspidal
locus W ∞k . In other words, we are searching for an element which
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• makes Beilinson-Flach classes defined over Wk;
• is defined over W ∞k , i.e. is negligible.
This task is carried out in [BC16, §7-8], which we now explain. Let
Ek,k′ = Ek × Ek′ , Êk,k′,∗ = Êk,∗ × Êk′,∗,
Zk = Êk,∗ \ Ek = Êk,∗ ×X1(N) X1(N)
∞, Zk,k
′ = Zk × Zk′ ,
Uk,k
′ = Êk,k′,∗ \ Zk,k′ .
One should think of Zk as the smooth cuspidal locus (i.e. the fibre over the
cusps) and Uk,k′ as the “open” locus. By definition Uk = Ek at least set-
theoretically, but Uk,k′ is strictly larger than Ek×Ek′ . For example, it contains
both Zk × Ek′ and Ek × Zk′ . We naturally have
Ek+k′ ↪→ Ek × Ek′ ↪→ Uk,k′ .
Brunault and Chida define lifted classes B̃F[k,k
′,j]
M as the push-forward of
Eisenstein classes to the cohomology of Uk,k′ rather than of Ek,k′ . The lifted
classes then live in H3+k+k′M (Uk,k
′
, 2 + k+ k′− j) and pull-back to the standard
ones. The localisation sequence Zk,k′ → Êk,k′,∗ → Uk,k′ induces a long exact
sequence
· · · → H3+k+k′M (Ê
k,k′,∗, 2 + k + k′ − j)(εk, εk′)
→ H3+k+k′M (U
k,k′ , 2 + k + k′ − j)(εk, εk′)
Res−−→ Hk+k′M (Z
k,k′ , k + k′ − j)(εk, εk′)→ · · ·
The residue Res(B̃F[k,k
′,j]
M ) is non-zero only when j = 0. On one hand, for
j > 0 by exactness the lifted class has a preimage in the first group. On the
other hand, when j = 0 one deduces the same thesis by diagram chasing: the
“cuspidal embedding” icusp : Zk×Ek
′




k × Ek′ , 1 + k + k′) icusp,∗−−−−→ H3+k+k′M (U
k,k′ , 2 + k + k′).
It turns out that there exists an element ξβ ∈ Hk+k
′+1
M (Zk × Ek
′
, k + k′ +
1)(εk, εk′) satisfying Res ◦icusp,∗(ξβ) = Res(B̃F
[k,k′,0]
M ). This shows that the
element B̃F
[k,k′,0]
M − icusp,∗(ξβ) if j = 0
B̃F[k,k
′,j]
M if j > 0
(])
has residue always equal to zero. We then denote with Ξ̃k,k′,j an arbitrary
choice of a preimage of this element in H3+k+k′M (Êk,k
′,∗, 2 + k + k′ − j)(εk, εk′).
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Recall now that Theorem 4.1.3 establishes the existence of an isomorphism
H3+k+k
′
M (Wk ×Wk′ ,Q(j))(εk, εk′) ' H
3+k+k′
M (Ê
k,∗ × Êk′,∗,Q(j))(εk, εk′)
which shows that Ξ̃k,k′,j lifts to Wk×Wk′ , which is Wk when k = k′. Reversing
the argument shows that Ξ̃k,k′,j pulls back to BF[k,k
′,j]
M . Indeed, its pull back
from Êk,k′,∗ to Ek,k′ factors through Uk,k′ . But by definition, its image in the
cohomology of Uk,k′ is the class (]), which clearly pulls back to BF[k,k
′,j]
M as
the cuspidal contribution maps to zero.
Hence Ξ̃k,k′,j is a lift of BF[k,k
′,j]
M in the cohomology of Wk × Wk′ , as
wanted. These motivic classes are the first version of compactified Beilinson-
Flach classes, as defined by Brunault and Chida. For any cohomology theory
T ∈ {ét,dR,Betti,D, syn, rig} denote Ξ̃k,k
′,j
T = rT (Ξ̃k,k
′,j).




purely on Zk × Ek′ . Therefore, its pairing with differential forms attached to
cusp forms vanishes. Hence, as long as we stick to cusp forms, the classes
Ξ̃k,k′,j and BF[k,k
′,j]
M satisfy the same regulator formulæ. A precise statement
is given in [BC16, Proposition 8.3], which we will recall later.
We now define a second version of compactified Beilinson-Flach classes
for the coincident weights case. Since the kernel of the map induced by
Êk,k′,∗ → Uk,k′ is not guaranteed to be trivial, the class Ξ̃k,k′,j is not uniquely
determined in general. Suppose now k = k′ and let ρ′ be the involution of
Wk = Wk ×Wk swapping the two components of the fibre product.
Definition 6.2.1. The second version of the motivic compactified Beilinson-
Flach classes is
Ξk,k,j = 12(Ξ̃
k,k,j + (−1)k+j(ρ′)∗(Ξ̃k,k,j)) ∈ H3+2kM (Ê
k,k,∗, 2 + 2k − j)(εk, εk).
By the same argument as before, we regard Ξk,k,j ∈ H3+2kM (Wk, 2+2k−j)(εk, εk).





The element Ξk,k,j is still a lifting of the non-compactified classes: its











M ) = BF
[k,k,j]
M
where we have used the properties of non-compactified classes, see Subsec-
tion 6.3.3. Ξk,k,j also satisfies an extra useful property: by definition, the
involution ρ′ acts on Ξk,k,j with eigenvalue (−1)k+j .
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6.3 Classes in the cohomology of f
In this section we explain how it is possible to pass from Beilinson-Flach classes
associated to the triple (k, k′, j) to classes associated to the triple (f, g, j). In
the sequel we will mainly be interested in the case f = g. It is important to
underline that the arguments of this section apply only to a restricted choice
of cohomology theories, in particular they do not apply to motivic classes.
6.3.1 Classes in Deligne cohomology
In Deligne cohomology we have classes Ξ̃k,k
′,j




D (Wk ×Wk′ ,Kf,g(2 + k + k
′ − j))
'−→ Ext1MHKf,g (Kf,g, H
2+k+k′
B (Wk ×Wk′ ,Kf,g(2 + k + k
′ − j)))
which we compose with the functorial morphism induced by prf,g
Ext1MHKf,g (Kf,g, H
2+k+k′
B (Wk ×Wk′ ,Kf,g(2 + k + k
′ − j)))
prf,g−−−→ Ext1MHKf,g (Kf,g,MB(f ⊗ g)
∗(−j)).
We define Ξ̃f,g,jD as the image of Ξ̃
k,k′,j
D under this composition. When k = k′
we define Ξf,g,jD as the image of Ξ
k,k,j
D under the same composition.
The first isomorphism still exists when we replace Wk ×Wk′ with Ek × Ek
′ .
This follows from the isomorphism expressing the cohomology of Ek×Ek′ as the
cohomology of Y1(N)2, which is affine, and by Proposition 3.1.2. Indeed, Y1(N)2
has dimension 2, hence its third Betti cohomology group is trivial, and obviously
does not admit non-zero morphisms from the trivial structure. Furthermore,
the morphism prf,g is defined from the Ext-groups with coefficients in the
cohomology of Ek × Ek′ too. Hence the whole composition is well-defined
even when starting from the Deligne cohomology of Ek × Ek′ . We then define
BF[f,g,j]D as the image BF
[k,k′,j]
D under it.
6.3.2 Classes in étale cohomology
In étale cohomology we have classes Ξ̃k,k
′,j




ét (Wk ×Wk′ ,Qp(2 + k + k
′ − j))
→ H1(Q(µN ), H2+k+k
′
ét ((Wk ×Wk′)Q,Qp(2 + k + k
′ − j)))
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which we compose with the functorial morphism induced by prf,g
H1(Q(µN ), H2+k+k
′
ét ((Wk ×Wk′)Q,Qp(2 + k + k
′ − j)))
prf,g−−−→ H1(Q(µN ),Mét(f ⊗ g)
∗(−j)).
We define Ξ̃f,g,jét as the image of Ξ̃
k,k′,j
ét under this composition. When k = k′
we define Ξf,g,jét as the image of Ξ
k,k,j
ét under the same composition.
The first morphism still exists when we replace Wk ×Wk′ with Ek × Ek
′ .
As before, this follows from the identification of the cohomology of Ek × Ek′
and of Y1(N)2, which is affine, and by Proposition 3.2.2 (again because the
third cohomology group of the 2-dimensional affine scheme Y1(N)2 is trivial
when we base change to Q). Furthermore, the morphisms prf,g is defined from
the Galois cohomology groups with coefficients in the cohomology of Ek × Ek′
too. Hence the whole composition is well-defined also when starting from the




From the above discussion, when f = g we have three different classes in














1(Q(µN ),Mét(f ⊗ g)
∗(−j)).
We record here a useful result which we will need in Section 8.1.





Proof. We show first that Ξf,f,jét coincides with BF
[f,f,j]
ét . Let ι : Ek × Ek ↪→ Wk.
The pull-back of Ξk,k,jét under ι coincides with BF
[k,k,j]
ét . The morphism ι also
induces a morphism
H1(Q, H2k+2ét (Wk,Q,Qp(2 + 2k − j)))
ι∗−→ H1(Q, H2k+2ét (E
k,k





−→ H1(Q,Mét(f ⊗ f)
∗(−j)).
This last morphism is actually an isomorphism as explained in 4.2. The images
of Ξk,k,jét and BF
[k,k,j]





respectively. Since ι∗Ξk,k,jét = BF
[k,k,j]
ét and the morphisms to H1(Q,Mét(f ⊗
f)∗(−j)) commute with ι∗, we obtain that ι∗Ξf,f,jét = BF
[f,f,j]
ét . But ι∗ is now
an isomorphism of this last group, so the two cohomology classes coincide.
The argument goes through unchanged if we replace Ξ•ét with Ξ̃•ét, thus
showing that Ξ̃f,f,jét = BF
[f,f,j]
ét . This proves the claim that all three classes
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coincide.
The proof goes through mutatis mutandis for the case of the classes in
the cohomology of MB(f ⊗ f)∗(−j), because this last group has canonical






6.3.3 Properties under swapping involutions
We collect here some properties regarding the behaviour of both compactified
and non-compactified Beilinson-Flach classes under three different involutions,
when f = g.
First of all, non-compactified classes belong to
H3+2kM (E
k × Ek, 2 + 2k − j) ' H3M (Y1(N)2,TSym[k,k] HQ(E)(2− j)).
This cohomology group enjoys two different involutions. Let ρ′ and ρ be the
involutions swapping the components of Ek × Ek and of Y1(N)2 respectively.
Since Ek is k-dimensional over Y1(N) we have (ρ′)∗ = (−1)kρ∗. Hence the
(±1)-eigenspaces of H3M (Y1(N)2,TSym[k,k] HQ(E)(2 − j)) correspond to the
±(−1)k-eigenspaces of H3+2kM (Ek × Ek, 2 + 2k − j). According to [KLZ17,





Furthermore, for T ∈ {D, ét} the classes BF[f,f,j]T are in cohomology groups
with coefficients in MT ′(f ⊗ f)∗(−j) for T ′ ∈ {B, ét} respectively. We can
then consider a third involution on these groups, induced by the involution s
swapping the two components of the tensor product, see Section 4.2. Notice
that s is purely algebraic, it does not detect any geometric structure. Since the
Künneth isomorphism is induced by the cup-product, which is commutative or
alternating depending on the degree, the involution s differs from ρ∗ and (ρ′)∗
by a sign that also depends only on the degree.
In particular, the coefficients of BF[f,f,j]T are in cohomology groups of degrees
2k + 2 or 2 according to the chosen interpretation. This means that we are
taking tensor products of classes in degrees k + 1 and 1 respectively. Hence
these classes satisfy:




Therefore, by controlling the parity of j we are choosing whether Beilinson-
Flach classes belong to cohomology with coefficients in Sym2MT ′(f)∗ or in
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∧2MT ′(f)∗.
Regarding compactified classes, we cannot say anything about the classes
Ξ̃k,k,j since they are chosen arbitrarily. We can still say something about
their image in the cohomology of Uk,k′ though. The class B̃F[k,k,j]M pulls back
to BF[k,k,j]M , so it has the same behaviour under the considered involutions.
However, when j = 0 the extra contribution icusp,∗(ξβ) does not respect any
symmetry property. It is actually defined asymmetrically with respect to the
fibre product from the very beginning.
The second version of compactified classes Ξk,k,j has a much easier beha-
viour, which is also the reason for their introduction: by construction
(ρ′)∗Ξk,k,j = (−1)k+jΞk,k,j ,
ρ∗Ξk,k,j = (−1)k(−1)k+jΞk,k,j = (−1)jΞk,k,j .
Moreover, analogously to above we have




The parity of j then controls also whether Ξk,k,j belongs to cohomology with
coefficients in Sym2MT ′(f)∗ or ∧2MT ′(f)∗.
Controlling when Beilinson-Flach classes have coefficients in ∧2MT ′(f)∗ is
crucial for us. Indeed, we want to construct classes to compare with higher
cyclotomic classes, drawing from the decomposition of Galois representations.
Higher cyclotomic classes give values for the L-function associated to the
representation ∧2ρf,v, hence if we want to construct classes to compare them
with, the only natural choice is the ∧2-component. In the sequel we will rely
heavily on the properties of the non-compactified classes in order to draw
conclusions, working around the cuspidal contribution.
6.4 Differential forms attached to cusp forms
In this section we seek a differential form to pair with the image of the com-
pactified Beilinson-Flach classes under rD (see diagram in figure 3.1). Such
a differential would belong to the cohomology group Hk+1,k+1dR (Wk,C)(εk). In
order to construct it we start from modular forms. Recall from Section 4.3
that the middle Hodge component is isomorphic to (Sk+2(N)⊗ Sk+2(N))⊕






where ωf is the unique (k + 1)-form whose pull-back to Y1(N) (through Ek) is
(2πi)k+1f(τ)dτw(k,0) = (2πi)kf(q)dq
q
w(k,0) ∈ H1dR(Y1(N),TSymk HC(E)).
Here we are denoting with w = dz the standard section of HC(E), and
w(r,s) = wrws ∈ TSymk HC(E). This prescription does not only define a de
Rham cohomology class, but a true differential form.
Since the Eichler-Shimura isomorphism is Hecke-equivariant, the form ωf
is in the f -isotypical component of the de Rham cohomology group. The dual
of ωf under the Poincaré pairing belongs to the dual of Hk+1,0dR (Wk,C), which




(ωf , ωf )
ωf ∈ H0,k+1dR (Wk,C)(εk) ' Sk+2(N).
The form ηf∗ lies in the f∗-isotypical component, as the Hecke operators act
on it with eigenvalues which are conjugates of those of f . We also have the
relation (ωf , ωf ) = (−4π)k+1〈f, f〉.
Suppose now that f is a newform. By Strong Multiplicity One ωf spans
the f -isotypical component inside the (k + 1, 0) Hodge component, which is
1-dimensional. Analogously, ηf spans the f -isotypical component inside the
(0, k + 1) Hodge component.
Lemma 6.4.1. If f, g ∈ Sk+2(N)new are newforms, then the (f, g)-isotypical
component MdR(f ⊗ g)⊗ C ≤ H2k+2dR (Wk,C)(εk) is 4-dimensional with basis
{ωf ⊗ ωg, ωf ⊗ ηg, ηf ⊗ ωg, ηf ⊗ ηg}.
Proof. This follows from the decompositions (4.3) simply by taking the relevant
eigenspace.
Let Ωf,g = ωf ⊗ ηg − ηf ⊗ ωg ∈ MdR(f ⊗ g). It is clear that Ωf,g 6= 0 as
it comes from the composition of two linearly independent differential forms,
hence it determines a 1-dimensional subspace filtration:
0 ⊆ 〈Ωf,g〉 ⊆MdR(f ⊗ g)⊗ C.
When f = g, MdR(f ⊗ f) already enjoys a filtration given by the direct
sum decomposition:
MdR(f ⊗ f) ' ∧2MdR(f)⊕ Sym2MdR(f)
induced by the action of the involution swapping the two components in the
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tensor product. As MdR(f) is 2-dimensional, ∧2MdR(f ⊗ f) is 1-dimensional,
and since Ωf,f is non-zero and belongs to the anti-symmetric component by
construction, the following result follows.
Proposition 6.4.2. Ωf,f ∈ ∧2MdR(f) and it generates the anti-symmetric
component.
This amounts to say that the above filtrations coincide. We note that Ωf,f
always lies in the ∧2-component, in accordance with the fact that we want to




In this chapter we prove complex and p-adic regulator formulæ linking com-
pactified Beilinson-Flach classes to special values of L-functions.
7.1 Archimedean argument
7.1.1 A complex regulator formula
We explain here the complex regulator formula, following [BC16; KLZ15].
Recall diagram in figure 3.2 at page 31 and specialise it to X = Wk, which
has dimension 2k+ 2 over Q. As we will compute the pairing using the bottom
row, we first analyse carefully the cohomology group appearing there. Even
though Wk is defined over Q, we regard it as being defined over Kf , as in 7.1.2
we will need to extend coefficients to Kf . By the isomorphisms (3.1) we obtain
Ext0MHKf (Kf ,K) 'W0K ∩ F
0(K ⊗ C),
Ext1MHKf (Kf , H) '
(W0H ⊗ C)
W0H + F 0(H ⊗ C)
.
with H = H2k+2B (Wk,Kf (2 + 2k − j)), K = H
2k+2
B (Wk,Kf (k + 1)).
Moreover, since H2k+2B (Wk,Kf (k+ 1)) is concentrated in weight 0, the first
isomorphism becomes
Ext0MHKf (Kf , H
2k+2
B (Wk,Kf (k + 1)))
' H2k+2B (Wk,Kf (k + 1)) ∩ Fil
0H2k+2dR (Wk,C(k + 1))
= H2k+2B (Wk,Kf (k + 1)) ∩ Fil
k+1H2k+2dR (Wk,C).
(7.1)
Regarding the Ext1, we attach the functorial morphism prf,f induced by
the projection H2k+2B (Wk,Kf (2k + 2− j)) MB(f ⊗ f)∗Kf (−j), as explained
in Section 4.2. In this way we have obtained the following diagram, where the
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Ext-groups are all in the category MHKf :
H3+2kM (Wk, 2 + 2k − j) H
2k+2
M (Wk, k + 1)
H3+2kD (Wk,Kf (2 + 2k − j)) H
2k+2
D (Wk,Kf (k + 1))
Ext1(Kf , H2k+2B (Wk,Kf (2 + 2k − j))) Ext0(Kf , H
2k+2
B (Wk,Kf (k + 1)))
Ext1(Kf ,MB(f ⊗ f)∗Kf (−j)) Ext





Notice that in the right column we are projecting onto a subobject: this is
possible since H2k+2B (Wk,Kf (k + 1)) decomposes as a direct sum of isotypical
components corresponding to cusp forms (see Section 4.3). We are thus using
the projection over a direct summand. The Ext0-group with coefficients in
(some twist of) MB(f ⊗ f)Kf is the correct group to land in, as we want to
pair elements in the bottom row.
With the same argument as before, we can compute
Ext0MHKf (Kf ,MB(f ⊗ f)Kf (k + 1))
'MB(f ⊗ f)Kf (k + 1) ∩ Fil0MdR(f ⊗ f)C(k + 1)
= MB(f ⊗ f)Kf (k + 1) ∩ Filk+1MdR(f ⊗ f)C.
Lemma 7.1.1. We have Ωf,f ∈ Ext0MHKf (Kf ,MB(f ⊗ f)Kf (k + 1)).
Proof. Clearly Ωf,f belongs to Filk+1MdR(f ⊗f)C, so it suffices to show it also
belongs toMB(f⊗f)Kf (k+1). Notice that by definitionMB(f⊗f)Kf (k+1) =
MB(f⊗f)Kf⊗Kf (k+1) so it suffices to show that Ωf,f belongs to the untwisted
group.
We will show in Proposition 7.1.6 that Ωf,f lies in the target of the cycle
class map: there exists a class in CHk+1(Wk,Q(µN ))⊗Kf such that its image
under cldR coincides with Ωf,f . The proof of that proposition only uses the
fact that Ωf,f is a de Rham class in the middle Hodge component, so we can
use the result here. The image of CHk+1(Wk,Q(µN )) under the cycle class map
is
H2k+2B (Wk,Q(µN ),Z) ∩H
k+1,k+1
dR (Wk,Q(µN ),C).
In particular, this shows that Ωf,f belongs to




Since Ωf,f is already in the (f, f)-isotypical component, this shows that it
belongs to MB(f ⊗ f)Kf .
Remark. By construction Ωf,f ∈ ∧2MdR(f), therefore the above lemma proves
that it is in the subspace Ext0MHKf (Kf ,∧
2MB(f ⊗ f)Kf (k + 1)).
To summarise, we have shown that Ωf,f is in the second group in the bottom
row of the diagram and, by definition, Ξf,f,jD is in the first group in the same row.
There is a natural pairing between those two groups, induced by the natural one
between MB(f ⊗f)Kf and its dual, with target Ext1MHKf (Kf ,Kf (1+k− j)) '
Kf (1 + k − j). By commutativity of the corresponding diagram, pairing Ξf,f,jD
with Ωf,f computes the same value as in Deligne cohomology (which is also the
same obtainable by pairing elements in the Ext-groups of Betti cohomology).
The resulting computation expresses the relation between the bottom layer
of the Beilinson-Flach Euler system and a special value of the derivative of the
Rankin-Selberg L-function and is foundational for our thesis. By the remark at
page 56, pairing (the Deligne realisations of) Ξ̃k,k,j or BF[k,k,j]M with differential
forms arising from cusp forms yields the same result. Since Ωf,f comes from
cusp forms, we can compute the pairing as if we were using the original classes.
More precisely, we have the following proposition.
Proposition 7.1.2 ([BC16, Proposition 8.3]). We have
〈rD(BF[k,k,j]M ),Ωf,f 〉 = 〈rD(Ξ̃
k,k,j),Ωf,f 〉.
Remark. The proposition makes sense because Ωf,f is canonically associated
to a cohomology class with compact support as noted in Section 4.2. Notice
that in the above equality, on the left hand side we have less information on
the Beilinson-Flach classes, so we have to make up for this with additional
information on Ωf,f—namely, that it corresponds to a compactly supported
class.


















By definition Ωf,f is an antisymmetric tensor with components of degree k+ 1,
hence (ρ′)∗Ωf,f = (−1)k+1s(Ωf,f ) = (−1)kΩf,f . This proves the claim.
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We are now in a position to prove the following version of the regulator
formula over X1(N)2.
Theorem 7.1.4. If j is even and 0 ≤ j ≤ k, then the following formula holds.
〈rD(Ξ̃k,k,j),Ωf,f 〉 = 〈rD(Ξk,k,j),Ωf,f 〉 = 〈Ξf,f,jD ,Ωf,f 〉
= (2πi)2(k−j) (−1)
k−j




L′(f, f, j + 1).
Proof. The first equality is given by the last proposition since j is even. The
second equality comes from the fact that if we extend diagram 3.2 with the
morphisms from (7.2), the resulting diagram is still commutative, because the
involved morphisms commute with cup-products and push-forwards.
Proposition 7.1.2 shows that the pairings all coincide with 〈BF[k,k,j]D ,Ωf,f 〉.
Applying [KLZ15, Theorem 6.2.9] we deduce the explicit value of the pairing.
Indeed, the pull-back of Ωf,f to Y1(N)2 equals the differential form used there
by construction, as we assumed j even. The cohomology class they denote
AJH,f,f (Eis[k,k,j]H,1,N ) corresponds to the class we denoted BF
[f,f,j]
D . This follows
from the fact that if a Hodge structure has non-positive weight, its Deligne
and absolute Hodge cohomologies are isomorphic. Hence, the cited theorem
computes the pairing which in our notation is
〈BF[f,f,j]D ,Ωf,f 〉.
By the same argument that we used for compactified classes, we deduce that
this equals 〈BF[k,k,j]D ,Ωf,f 〉. Therefore, all the pairings in the statement of
the theorem compute to the expression on the right hand side of [KLZ15,
Theorem 6.2.9], which proves the claim.
Remark. More generally, the regulator formula links the Deligne realisation
of Ξ̃k,k′,j with L′(f, g, j + 1) through the pairing with Ωf,g. However, we will
only need the version with f = g, so we restricted to this case for simplicity.
In [KLZ15] Deligne cohomology is replaced with absolute Hodge cohomology.
In the case under consideration the two cohomologies agree, so the above form
of the theorem is equivalent to that with absolute Hodge cohomology.
Remark on symmetry eigenspaces As remarked above, Ωf,f lives in the
subspace Ext0MHKf (Kf ,∧
2MB(f)Kf (k + 1)), so it pairs non-trivially only with
the ∧2-component of Ξ̃f,f,jD , i.e. that in the cohomology of ∧2MdR(f)∗. When j
is even, BF[f,f,j]D is in the antisymmetric component too, but Ξ̃
f,f,j
D has no such
property in general. This is the main reason why we defined the symmetrised
classes Ξk,k,j . In any case, after Brunault and Chida’s result the complex
regulator formula does not detect this.
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It is however important to keep in mind that we are ultimately studying
classes in the cohomology of ∧2MT (f) rather than of the full MT (f ⊗ f).
For this reason we defined Ωf,f to detect the antisymmetric component. As
for Beilinson-Flach classes, we ensured that the non-compact ones belong to
the correct eigenspace with the requirement on j, and we worked around the
cuspidal defect, as explained in 6.3.3.
7.1.2 The regulator formula in motivic cohomology
We now interpret the complex regulator formula purely in terms of motivic
cohomology.
By looking at the diagrams, it is natural to ask if one could find a preimage
of Ωf,f in the motivic cohomology group, so that both pieces of the regulator
formula would have a source in motivic cohomology. For this purpose we take
advantage of the extra row in de Rham cohomology. The isomorphism (7.1) is
such that its composition with rD is the de Rham cycle class map, as explained
in [EV88, §7]. This is coherent with the numerology, since H2k+2M (Wk, k + 1) '
CHk+1(Wk). Therefore, it suffices to show an element of the motivic cohomology
group whose image under the cycle class map is Ωf,f . Summarising, we
are searching for a rational equivalence class [Zf ] ∈ CHk+1(Wk) of cycles of
codimension k + 1 such that
cldR : H2k+2M (Wk, k + 1)→ H
k+1,k+1
dR (Wk,C)
[Zf ] 7→ C · Ωf,f , C ∈ C×.
In the remainder of this subsection we construct the subvariety Zf combining
together three different correspondences.
Projection onto f-eigenspace Since f is a newform, Strong Multiplicity
One implies that its eigenspace in Sk+2(N,ψ) is 1-dimensional. The pro-
jection onto it can be realised by a Hecke operator: let f = f0, f1, . . . , fc
be a basis of Sk+2(N,ψ) over Kf consisting of eigenforms. For every
i = 1, 2, . . . , c there exists a prime li such that ali(f) 6= ali(fi). If fi 6= fj
are in the same Galois GKf -orbit, then we choose li = lj . This is possible
because ali(fj) = ali(fi)σ for some σ ∈ GKf , so either both or none of







∈ T⊗Q Kf .
It is easy to see that Tf (fi) = 0 for every i = 1, 2, . . . , c and Tf (f) = f .
Therefore Tf is the f -isotypical projector on Sk+2(N,ψ). We regard Tf
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also as a correspondence on Wk, yielding functorially a morphism in
cohomology. Note that Tf is a combination of correspondences defined
over Q with coefficients in Kf . Indeed, the chosen basis contains all the
Galois conjugates of a given eigenform, under the action of GKf . As a
consequence, the finite linear combination defined above is fixed by GKf ,
because the coefficients are permuted among themselves thanks to our
choices. Therefore, it defines an element of the Hecke algebra T⊗Q Kf .






Let δ∞ : CH∗(Wk) → CH∗(Wk) be the correspondence on Wk given by
the prescription
δ∞([Z]) = [Z]− i1,∗ ◦ π1,∗([Z])− i2,∗ ◦ π2,∗([Z]).
In [DRS12, §2] it is proved the action of δ∞ on cohomology is to project
onto the middle Künneth component in any degree. In particular





Atkin-Lehner involution Denote with wN the Atkin-Lehner involution in-




, and with λN (f) the pseudo-eigenvalue of
f . Notice that wN is not defined over Q, but only over Q(µN ), so it is
actually only a correspondence on Wk,Q(µN ).
Denote also with gr the graph of a correspondence. For a correspondence c
from C1 to C2, its graph is a subset gr(c) ⊆ C1 × C2.
Definition 7.1.5. Let [Zf ] ∈ CHk+1(Wk,Q(µN ))⊗Kf be the class of the cycle
δ∞(gr(Tf∗ ◦ wN )).
The composition Tf∗ ◦ wN is a correspondence on Wk, so its graph is a
subvariety of Wk, and δ∞ has a well-defined action on its equivalence class.
Proposition 7.1.6. The above class satisfies cldR(Zf ) = λN (f∗)Ωf,f .
In the statement we are comparing classes in de Rham cohomology with
coefficients in C, so the base change to Q(µN ) and the extension of coefficients
to Kf do not play any role. Thanks to the flatness of C, the equality would
still hold over smaller fields, even though we will not use this fact.
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Proof. Let T = Tf∗ ◦ wN for notational simplicity. Denote with ∆ ⊆ Wk the
diagonal of Wk. By definition






ωρ = (ω, ρ) ∀ω.
In particular, if we vary ω in a basis, we can compute cldR(Zf ) as an element of
Hk+1,k+1dR (Wk,C)∨ and then express it as a differential form by duality. Consider
a basis of Hk+1,k+1dR (Wk,C) determined by the direct sum decomposition given
by the Künneth isomorphism. Let ω ∈ Hk+1,k+1dR (Wk,C) be a differential form













The last equality holds because δ∗∞ projects on the middle Künneth component.
It suffices then to consider forms in a basis of (Hk+1dR (Wk,C))⊗2. Consider a
basis of Hk+1dR (Wk,C) consisting of differential forms associated to cusp forms,
which exists by the isomorphism (4.2). Write ω = ω1 ⊗ ω2 with ω1 and ω2 in











ω1 ⊗ w∗NT ∗f∗ω2.
By construction Tf∗ projects onto MdR(f∗) ⊗ C, which is generated by ωf∗




ω1 ⊗ w∗Nωf∗ =
∫
∆
ω1 ⊗ λN (f∗)ωf = λN (f∗)(ω1, ωf ).
Since we are working with basis vectors, the cup product (ω1, ωf ) is non-zero
only when ω1 is a scalar multiple of the dual of ωf , and equals 1 exactly when
ω1 = −(ωf )∗ = −ηf∗ . The argument then shows that
cldR(Zf )(−λN (f∗)−1ηf∗ ⊗ ωf∗) = 1
similarly cldR(Zf )(λN (f∗)−1ωf∗ ⊗ ηf∗) = 1.
Therefore cldR coincides with (−λN (f∗)−1ηf∗ ⊗ ωf∗)∗ + (λN (f∗)−1ωf∗ ⊗ ηf∗)∗.
To compute these observe:
(ωf∗ ⊗ ηf∗ , ηf ⊗ ωf ) = (ωf∗ , ηf ) · (ηf∗ , ωf ) = −1.
So we get as a result λN (f∗)(ωf⊗ηf−ηf⊗ωf ). This proves the proposition.
In order to use the correspondences Tf∗ and wN , we base changed to Q(µN )
and extended coefficients to Kf . We then need to modify our original diagram
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to reflect these changes. Notably, we now start from the motivic cohomology
of Wk,Q(µN ). However, the two bottom rows of diagram (7.2) are unchanged.
Indeed, Wk,Q(µN ) is still defined over Q (hence over Kf ) and in Betti and de
Rham cohomology we deduce by the Künneth isomorphism:
H iB(Wk,Q(µN ),Kf (n)) ' H
i
B(Wk,Kf (n))⊗H0B(SpecQ(µN ),Kf )
= H iB(Wk,Kf (n)),
H idR(Wk,Q(µN ),Kf (n)) ' H
i
dR(Wk,Kf (n)).
Thanks to this remark we can use the commutativity of the diagram in figure 3.2
to finish the proof of the the next theorem.
Definition 7.1.7. We define a cohomology class in H1M (SpecQ(µN ), 1 + k −
j)⊗Kf as bf = 〈Ξk,k,j , Zf 〉.
Theorem 7.1.8 (Complex regulator formula). If j is even and 0 ≤ j ≤ k,
then bf satisfies:
rD(bf ) = 〈rD(Ξk,k,j), λN (f∗)Ωf,f 〉
= (2πi)2(k−j)λN (f∗)
(−1)k−j




L′(f, f, j + 1).
(7.3)
Proof. This is a direct application of the complex regulator formula proved
above. The first equality is implied by the commutativity of the diagram in
figure 3.2. The second equality is Theorem 7.1.4, which applies because j is
even.
Remark. bf is a motivic source for L-values, as it lies in the cohomology group
H1M (SpecQ(µN ), 1 + k − j) ⊗Kf and its image under rD yields complex L-
values. In the sequel we will also relate bf to p-adic L-values, by computing
its image under rét.
7.2 Non-archimedean argument
In this section we apply the machinery of Section 3.2 to the case under consid-
eration. Recall that at the end of that section we constructed a commutative
diagram (figure 3.4) by studying edge maps in the Hochschild-Serre spectral
sequence. When we specialise to X = Wk,Q(µN ) (then d = k + 1) the bottom
line of the diagram reads:
H1(Q(µN ), H2k+2ét (Wk,Q,Qp(2 + 2k − j)))
×H0(Q(µN ), H2k+2ét (Wk,Q,Qp(1 + k)))Kf
→ H1ét(SpecQ(µN ),Qp(1 + k − j))⊗Kf .
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We had to extend coefficients of the second group to Kf after the definition
of Zf . Inside the cohomology groups H2k+2ét (Wk,Q,Qp(?)) we can find the
p-adic Galois representations associated to the pair (f, f), which are the
isotypical component in étale cohomology Mét(f ⊗ f) and its dual Mét(f ⊗ f)∗.
Therefore, by inserting projections, we obtain an expression purely in terms of
the cohomology of Mét(f ⊗ f):
H1(Q(µN ),Mét(f ⊗ f)
∗(−j))×H0(Q(µN ),Mét(f ⊗ f)(1 + k))⊗Kf
→ H1ét(SpecQ(µN ),Qp(1 + k − j))⊗Kf .
The above row is connected to the previous one compatibly by projection
maps. We can then equivalently compute the pairing in the cohomology of
Mét(f⊗f). Notice also that since f is a cusp form, its eigenspace is concentrated
in the middle cohomological degree. This is equivalent to the fact that the
representation ρf,v is pure of weight k + 1.
Furthermore, by replacing the étale regulator with the syntomic regulator
we can apply the same argument to construct a commutative diagram in
syntomic cohomology. Recall that under suitable hypotheses—in particular
over p-adic fields—the first étale and syntomic cohomology groups are related
by the Bloch-Kato exponential.
We introduce the following notation:
Zf = r(Zf ),  ∈ {ét, syn}.
Suppose we are able to compute 〈rsyn(Ξk,k,j), Zsynf 〉. The resulting element
belongs to H1syn(SpecQp(µN ),Qp(1 + k − j))⊗Kf . There is then a map:
H1syn(SpecQp(µN ),Qp(1 + k − j))→ H1ét(SpecQp(µN ),Qp(1 + k − j))
given by the Bloch-Kato exponential, as Qp(1 + k − j) is crystalline hence de
Rham. Notice that we moved to étale cohomology over local fields.
We would like to use this map to link the syntomic and étale diagrams,
but there is an obstacle given by the fact that over p-adic fields the edge map
from H3+2két to E
0,3+2k
2 is not necessarily zero, as explained in Section 3.2. This
problem would defy the construction of our diagram, because we could not
map Beilinson-Flach classes to E1,2k+22 . However, the kernel of the edge map
to E0,3+2k2 contains all the cohomology classes that are localisations of global
classes. Our construction is chiefly global, which is to say that we are dealing
with classes in the cohomology of Wk over a number field; and the classes that
we consider in the local diagram are their localisations. Therefore, they lie in
the kernel of the edge map to E0,3+2k2 , and thus they can safely be mapped to
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E1,2k+22 .
By this discussion, the following diagram commutes as we are feeding it
with global classes (we omit the coefficients for better readability):






ét (Wk,Qp(µN )) H1ét(SpecQp(µN ))
H1(Qp(µN ),Mét(f⊗f)∗Qp)×H





Therefore, simply by applying exp we would obtain the value of the pairing
in local étale cohomology. It suffices then to compute the pairing in syntomic
cohomology.
The rest of the argument is organised as follows:
• we will show that Zsynf is canonically associated to a compactly supported
cohomology class;
• we will split the pairing in syntomic cohomology in the sum of three
terms;
• the first term computes the pairing on the open variety Ek × Ek, we will
link it to the p-adic value;
• the other terms compute the “cuspidal contribution”, we will show it is
always zero.
Remark. The material of this chapter applies also to the ordinary case, with
some changes. Firstly, Lemma 7.2.1 works only for the Satake parameter which
is also a p-adic unit. By contrast, in the supersingular case it works with both
choices. Secondly, in Theorem 7.2.6 and the subsequent ones, the geometric
p-adic L-function must be replaced with Hida’s 3-variable p-adic L-function.
This chapter gives then also an alternative proof of the p-adic regulator formula
in the ordinary case. The main difference with the proof contained in [Das16,
§6.3] is that that proof only works in weight 2 as stated, while the proof
presented here works in higher weights too. Moreover, Dasgupta’s proof yields
a formula for points (0, 0, 1+ϑ) in our normalisation, with ϑ a p-power conductor
Dirichlet character, while the one presented here covers points (k0, k0, j0 + 1)
with 0 ≤ j0 ≤ k0.
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Study of Zsynf
We recall that syntomic cohomology is characterised by sitting in a long exact
sequence (induced by the Leray spectral sequence):
· · · → H2k+2syn (Wk,Qp(µN ),Qp(k + 1))
→ F 0H2k+2dR (Wk,Qp(µN ),Qp(k + 1)) = F
k+1H2k+2dR (Wk,Qp(µN ),Qp)
→ H2k+2rig (Wk,Qp(µN ),Qp(k + 1))→ · · ·
We can thus write Zsynf = (ξ, λ) with ξ and λ respectively rigid and de Rham
cohomology classes. By the compatibility of the regulator rsyn and cldR in the
Leray spectral sequence [Bes00, Theorem 7.5], the composition of rsyn and the
morphism to de Rham cohomology in the long exact sequence coincides with
cldR. Therefore λ is equal to the image of cldR(Zf ) = λN (f∗)Ωf,f under the
extension of the coefficients to Qp. Our first aim is to compute it.
We start by studying the behaviour of ωf and ηf in syntomic cohomology.
In order to pass to de Rham cohomology with (Kf ⊗Qp)-coefficients we must
start from classes defined over Kf rather than over C. According to [KLZ17,
§6.1] the differentials ωf , ηf can be easily modified to be Kf -rational. Explicitly,
if we define
ω′f = τ(ψ−1)ωf , η′f = τ(ψ−1)ηf




Lemma 7.2.1. Let αf be the Satake parameter of f of smallest valuation.
Then the eigenspace Vϕ(αf ) in MdR(f)Qp is a complement of Fil1MdR(f)Qp.
If f is supersingular, then Vϕ(βf ) is also a complement of Fil1MdR(f)Qp , and
Fil1MdR(f)Qp is not a ϕ-eigenspace.
Proof. By transport of structure via the isomorphism Ccrys, the module
Mrig(f)Qp ' MdR(f)Qp ' Dcrys(Mét(f)Qp) enjoys a semi-linear action of
Frobenius ϕ (by comparison with rigid cohomology) and an action of GQp (by
comparison with étale cohomology). It also has a natural Hodge filtration. Be-
ing in the image of the functor Dcrys, it is a weakly admissible filtered ϕ-module
in the sense of [BC09, Definition 8.2.1], that is its Newton polygon lies on or
above its Hodge polygon, equivalently the rightmost endpoint of the Newton
polygon lies on or above the rightmost endpoint of the Hodge polygon. Since
the category of weakly admissible filtered ϕ-modules is abelian, this property
is preserved by taking subobjects and subquotients.
The Hodge filtration of Fil1MdR(f)Qp has a unique non-zero piece in degree
k + 1, which is 1-dimensional. Therefore the rightmost endpoint of the Hodge
polygon is (1, k + 1). Suppose now that Fil1MdR(f)Qp is also a ϕ-eigenspace.
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Since ϕ acts on MdR(f)Qp with eigenvalues αf and βf , Fil1MdR(f)Qp must be
equal to either eigenspace. Suppose it equals Vϕ(αf ), then the slope is vp(αf ),
so the rightmost endpoint of the Newton polygon is (1, vp(αf )). However αf
is the Satake parameter of smallest valuation, so we have vp(αf ) < k + 1.
This contradicts the fact that Fil1MdR(f)Qp is a weakly admissible module.
Therefore we deduce that Fil1MdR(f)Qp is not the eigenspace Vϕ(αf ). Finally,
the two 1-dimensional subspaces Vϕ(αf ) and Fil1MdR(f)Qp of MdR(f)Qp do
not coincide, so they must be complementary, given that the total space is
2-dimensional.
If in addition we suppose that f is supersingular, we have also 0 < vp(αf ) <
k + 1, and the same inequalities hold for βf . Therefore, the argument shows
that Fil1MdR(f)Qp cannot coincide with Vϕ(βf ) as well, so in this case it
cannot be a ϕ-eigenspace at all.
Remark. In the ordinary case vp(αf ) = 0 and vp(βf ) = k+ 1, so Fil1MdR(f)Qp
might coincide with the eigenspace Vϕ(βf ).
Since η′f is a generator of MdR(f)Qp/Fil1MdR(f)Qp , by the above lemma
it has a unique lift to the eigenspace where ϕ acts as αf . Clearly there are
several choices of a lift to MdR(f)Qp , with an ambiguity given by an element
of Fil1MdR(f)Qp . Thanks to the next lemma this ambiguity does not play any
role in our future computations.
Lemma 7.2.2. Let η1, η2 ∈MdR(f)Qp be two lifts of η′f . Then ω′f ⊗ η1− η1⊗
ω′f = ω′f ⊗ η2 − η2 ⊗ ω′f .
Proof. The difference of the two is:
(ω′f ⊗ η1 − η1 ⊗ ω′f )− (ω′f ⊗ η2 − η2 ⊗ ω′f ) = ω′f ⊗ (η1 − η2)− (η1 − η2)⊗ ω′f .
Now η1 − η2 ∈ Fil1MdR(f)Qp which is a 1-dimensional Kf ⊗Qp-vector space.
By writing η1 − η2 = uω′f for some u ∈ Kf ⊗Qp the claim follows.
Since we will only consider linear combinations of this kind, we can choose
as a “favourite” lift the unique lift ηαf ∈ Vϕ(αf ) satisfying ϕ(ηαf ) = αfηαf .
The above argument proves that the image of τ(ψ−1)2Ωf,f under extension
of scalars to Qp can be identified with ω′f ⊗ ηαf − ηαf ⊗ ω′f . We sum up this
discussion in the following proposition.
Proposition 7.2.3. Zsynf is represented by the pair (ξ, λN (f∗)τ(ψ−1)−2(ω′f ⊗
ηαf − ηαf ⊗ ω′f )).
We now study the situation over the non-proper Ek × Ek. The analogue of
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the long exact sequence above holds for cohomology with compact support:
· · · → H2k+2syn,c ((Ek × Ek)Qp(µN ),Qp(k + 1))
→ F 0H2k+2dR,c ((E
k × Ek)Qp(µN ),Qp(k + 1))
→ H2k+2rig,c ((Ek × Ek)Qp(µN ),Qp(k + 1))→ · · ·
Recall that λN (f∗)τ(ψ−1)2Ωf,f belongs to MdR(f ⊗ f), which has canonical
inclusions as a direct summand of the cohomology of Ek×Ek with and without
compact support. Therefore λN (f∗)τ(ψ−1)2Ωf,f has a canonical image in
compactly supported de Rham cohomology, under extension of scalars to Qp.
By the above exact sequence, the preimage of a compactly supported de Rham
cohomology class is a compactly supported syntomic cohomology class. By
putting everything together we deduce the following result.
Proposition 7.2.4. There exists a canonical compactly supported cohomo-
logy class Zsynf,c ∈ H2k+2syn,c ((Ek × Ek)Qp(µN ),Qp(k + 1)) that maps to Z
syn
f in
H2k+2syn ((Ek × Ek)Qp(µN ),Qp(k + 1)).
Splitting the pairing
The pairing that we are interested in computing is:
〈rsyn(Ξk,k,j), Zsynf 〉syn,Wk .
Since our aim is to split this computation into an “open” and a “cuspidal” part,
the standard strategy would be to use the Gysin long exact sequence induced
by the embedding Ek × Ek ↪→ Wk. In our case it suffices to use the existence
of Gysin maps in the category, and the following projection formula due to
Besser. The theorem is stated in terms of finite-polynomial cohomology, of
which syntomic cohomology is a particular case.
Theorem 7.2.5 ([Bes12, Corollary 5.3]). Let ι : X → Y be a morphism of
smooth integral OK-schemes, and identify the groups H2 dim(X)+1fp,c (X) ' K and
H
2 dim(Y )+1
fp,c (Y ) ' K via the respective trace maps. Let d = dim(Y )− dim(X).
Let x ∈ Hjfp,c(X,m) and y ∈ H ifp(Y, n), and suppose i+ j = 2 dim(X) + 1 and
n+m > dim(X). Then there exists a push-forward map in any degree
ι∗ : H•fp(X, d0)→ H•+2dfp (Y, d0 + d)
for all d0 ∈ N, and
y ∪ ι∗x = ι∗y ∪ x.
In our case, Wk and Ek×Ek are both schemes with a model over Z[1/N ], so
they can be regarded as smooth Zp-schemes; and their base changes to Qp(µN )
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can be regarded as smooth OQp(µN )-schemes. The embedding ι : Ek×Ek ↪→ Wk
is a smooth morphism, so we are in a position to apply the theorem with
d = 0. Moreover, Zsynf ∈ H2k+2syn ((Ek × Ek)Qp(µN ),Qp(k + 1)) is associated to a
canonical compactly supported class Zsynf,c by Proposition 7.2.4. If we choose
x = Zsynf,c , y = rsyn(Ξ
k,k,j)
the hypotheses of the theorem are verified, since the sums of degrees and twists
are
2 + 2k + 3 + 2k = 5 + 4k = 2 dim(Ek × Ek) + 1,
k + 1 + 2 + 2k − j = 3 + 3k − j > 2 dim(Ek × Ek).
We can thus apply the theorem to find
trWk(rsyn(Ξ
k,k,j) ∪ ι∗Zsynf,c ) = trEk×Ek(ι
∗rsyn(Ξk,k,j) ∪ Zsynf,c ).
We can now make the following consideration:
1. ι∗Zsynf,c = Z
syn
f since they are represented by the same pair of cohomology
classes (in rigid and de Rham cohomology, M?(f ⊗ f) has canonical
isomorphisms between cohomologies of Wk and Ek×Ek with and without
compact support);
2. ι∗rsyn(Ξk,k,j) = rsyn(ι∗Ξk,k,j) by compatibility of regulators and pull-
backs, and by construction of Ξk,k,j





Now ι∗(ρ′)∗ = (ρ′ ◦ ι)∗ = (ι ◦ ρ′)∗ because the two morphisms commute.
Indeed, ρ′ swaps the two components of the fibre product, while ι embeds
Ek×Ek into Wk. The two compositions become then, for every P,Q ∈ Ek:
ι ◦ ρ′(P,Q) = ι(Q,P ) = (Q,P ) = ρ′(P,Q) = ρ′ ◦ ι(P,Q).
We deduce





The inner pull-back unravels as:
ι∗Ξ̃k,k,j = ι∗(B̃F[k,k,j]M + icusp,∗(ξβ))



























By linearity of the trace map, we conclude that










∗(icusp,∗(ξβ))syn, (ρ′)∗Zsynf,c 〉syn,Ek×Ek .
(7.6)
We have therefore written the sought pairing as the sum of three terms. The first
is nothing other than the pairing of the non-compactified Beilinson-Flach classes
with Zsynf,c on the open variety, while the other two represent the contributions
at the cuspidal locus. In the remainder of this section we will evaluate them
separately, showing that the first contribution gives a p-adic L-value, while the
others vanish.
By comparing equations (7.4) and (7.5) we also notice that the difference
between ι∗Ξ̃k,k,j and ι∗Ξk,k,j is supported only on the cuspidal locus. There-
fore, the pairings of their syntomic realisations with Zsynf differ only by some
contributions of the form 〈ι∗(icusp,∗(ξβ))syn,−〉syn.
Remark. The argument essentially requires the smoothness of Wk, it is then
clear that using Ek × Ek would not have been possible. Since we also need
properness to apply Hodge theory, we conclude that enlarging the variety we
work on to Wk is truly essential. No other variety “in between” is both smooth
and proper.
Computing the first term
We now compute the first pairing in equation (7.6). Reasoning as we did
for étale cohomology, we can use the edge map and the projection onto the
(f, f)-isotypical component to link compatibly the row giving the pairing in
syntomic cohomology
H3+2ksyn ((Ek×Ek)Qp(µN ),Qp(2 + 2k− j))×H
2+2k
syn,c ((Ek×Ek)Qp(µN ),Qp(k+ 1))
〈,〉syn−−−→ H1syn(SpecQp(µN ),Qp(1 + k − j))
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with the following row
H1(SpecOQp(µN ),Mrig(f⊗f)
∗(−j))×H0(SpecOQp(µN ),Mrig,c(f⊗f)(k+1))
〈,〉f,f−−−→ H1syn(SpecQp(µN ),Qp(1 + k − j)).
The two rows together form a commutative diagram. We can therefore compute
the pairing along the latter one. To go even further, one can compose every
map from the first row to the second, with an isomorphism, to obtain as the
composition the syntomic Abel-Jacobi map. Since these isomorphisms are
compatible with the cup-product and the trace map, all three rows compute
the same pairing, in particular
〈BF[k,k,j]syn , Z
syn





By [KLZ15, Proposition 6.3.1] the pairing 〈AJsyn(−), λ̃〉f,f depends only on the
class of λ̃ in de Rham cohomology. This result comes from the fact that the Abel-
Jacobi map has as target a quotient of MdR(f ⊗ f)Qp . We can then compute
the above pairing regardless of the associated rigid cohomology class. By
Propositions 7.2.3 and 7.2.4 and since MdR(f ⊗ f) has canonical isomorphisms
between cohomologies of Wk and Ek × Ek with compact support, the image of
Zsynf,c in de Rham cohomology is the class of λN (f∗)τ(ψ−1)−2(ω′f⊗ηαf−ηαf⊗ω′f ).
Therefore the pairing computes to
〈BF[k,k,j]syn , Z
syn
f,c 〉syn = λN (f
∗)τ(ψ−1)−2〈AJsyn(BF[k,k,j]syn ), ω′f⊗ηαf−ηαf⊗ω′f )〉f,f .
The following theorem links explicitly the pairing in syntomic cohomology
with the Rankin-Selberg p-adic L-function.
Theorem 7.2.6 ([KLZ15, Theorem 6.5.9 and Remark 6.5.10]). Let αf be the
Satake parameter of f of smallest valuation. If E(f, f, j + 1) 6= 0, then








E(f, f, j + 1)L
geom
p (F, F )(k, k, j + 1).
Remark. Theorem 6.5.9 in [KLZ15] states the above result for the case of f
ordinary. Remark 6.5.10 therein covers the case of f supersingular, by using
the geometric p-adic L-function.
Lemma 7.2.7. We have
〈AJsyn(BF[k,k,j]syn,N ), ω
′
f ⊗ ηαf 〉 = (−1)j+1〈AJsyn(BF
[k,k,j]
syn,N ), η
αf ⊗ ω′f 〉.
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Proof. The proof boils down to considering the action of the involution swapping
the two Künneth components in cohomology and its relation with the involution
interchanging the two components of the fibre product.
The non-compactified Beilinson-Flach classes live in the cohomology of
Ek×Ek and of Y1(N)2. We regard them and the involved differentials as classes
in the cohomology of Y1(N)2. The differential forms are then in the second






Let s be the map that swaps the factors in the tensor product, and ρ the
morphism exchanging the two factors of Y1(N)2. Since the isomorphism is
induced by the cup product, s and ρ∗ differ by a sign that depends on the




f ⊗ ηαf 〉 = 〈AJsyn(BF
[k,k,j]
syn,N ),−ρ
∗(ηαf ⊗ ω′f )〉
= −〈ρ∗(AJsyn(BF[k,k,j]syn,N )), η
αf ⊗ ω′f 〉
= (−1)j+1〈AJsyn(BF[k,k,j]syn,N ), η
αf ⊗ ω′f 〉.
Remark. The argument of the proof would apply to the second version of the
compactified classes, though not to the first one, because of the extra correction
term icusp,∗(ξβ). Indeed, this term is defined asymmetrically with respect to the
two factors of the fibre product. There is then little hope that Ξ̃k,k,j is in any
of the eigenspaces for the swapping involution in general (see Subsection 6.3.3),
while the classes BF[k,k,j] and Ξk,k,j show a better behaviour.
The above combine into
Theorem 7.2.8. If j is even, 0 ≤ j ≤ k and E(f, f, j + 1) 6= 0, then
〈BF[k,k,j]syn , Z
syn








E(f, f, j + 1)L
geom
p (F, F )(k, k, j+1).
Computing the cuspidal terms
It remains to compute the other terms on the right hand side of equation (7.6).
As we have shown that the first one computes to a p-adic L-value, the second
and third one have to be regarded as “error terms”. We now show that they
vanish, by showing that the cohomology class corresponding to ι∗(icusp,∗(ξβ))
is already zero in motivic cohomology.
Lemma 7.2.9. We have ι∗(icusp,∗(ξβ)) = 0.
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The proof of this lemma is contained in the proof of [BC16, Proposition 9.4].
We report here a sketch for the reader’s benefit.
Sketch of the proof. The core idea is that the defect icusp,∗(ξβ) is the push
forward of a cohomology class of the cuspidal locus, so pulling it back to the
Ek × Ek vanishes by an excision argument.
By Theorem 4.1.3 we can equivalently consider icusp,∗(ξβ) in the cohomology
of Uk,k. We have to show that we have (η1)∗(icusp,∗(ξβ)) = 0, where η1 is the
open embedding Ek×Ek → Uk,k. Let i1 : Zk×Ek → Êk,∗×Ek be the canonical
closed embedding and j1 : Ek × Ek → Êk,∗ × Ek the complementary open
embedding. Then η1 factors as j2 ◦ j1 in the following commutative diagram:
Ek × Ek Êk,∗ × Ek Uk,k
Zk × Ek Zk × Ek
j1 j2
i1 icusp
By commutativity j∗2(icusp,∗(ξβ)) = (i1)∗(ξβ). Considering the long exact
localisation sequence induced by Zk → Êk,∗ → Ek, we deduce j∗1 ◦(i1)∗ = 0.
The lemma clearly implies that 〈ι∗(icusp,∗(ξβ))syn, •〉 = 0 for all choices of
the second class.
Conclusion
The above results taken together prove the following.
Theorem 7.2.10. If j is even, 0 ≤ j ≤ k and E(f, f, j + 1) 6= 0, then









E(f, f, j + 1)L
geom
p (F, F )(k, k, j + 1).
Proof. By Lemma 7.2.9, all the terms in equation (7.6) vanish bar the first,
hence





Applying Theorem 7.2.8 shows that this computes to the p-adic L-value in the
statement of the theorem. The other equality follows from the discussion after
equation (7.6). Indeed, the difference of the two pairings equals
(−1)k+j
2 〈ι




which is again zero by the proved results.
We then obtain the main theorem of this section.
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Theorem 7.2.11 (p-adic regulator formula). If j is even, 0 ≤ j ≤ k and
E(f, f, j + 1) 6= 0, then







E(f, f, j + 1)L
geom
p (F, F )(k, k, j + 1). (7.7)
Proof. By the commutativity of the diagram expressing the compatibility of
rsyn with cup product and trace map, we directly compute
rsyn(bf ) = rsyn(〈Ξk,k,j , Zf 〉) = 〈rsyn(Ξk,k,j), Zsynf 〉syn,Wk
and we conclude by the previous proposition thanks to the hypothesis on j.
Theorem 7.2.11 expresses the syntomic regulator of bf in terms of p-adic
L-values. Since étale cohomology is where we truly find p-adic Galois repres-
entations and their Galois cohomology groups (for example Selmer groups), we
also give the following equivalent formulation in terms of the étale regulator of
a motivic cohomology class.
Corollary 7.2.12. If j is even, 0 ≤ j ≤ k and E(f, f, j+1) 6= 0, then the local
étale cohomology class locp(rét(bf )) ∈ H1ét(SpecQp(µN ),Qp(1 + k − j)) ⊗Kf
satisfies the formula:







E(f, f, j + 1)L
geom
p (F, F )(k, k, j + 1).
(7.8)
These results are the p-adic analogues of Theorem 7.1.8. Notice also
that the parity conditions coincide. We have hence shown that the motivic
class bf contains both complex and p-adic information about special values of
L-functions.
Remark. The p-adic L-function appearing in equations (7.7) and (7.8) is the
geometric p-adic L-function defined in Theorem 5.2.3. It turns out that the
L-function itself—and not just its values—is related to the Beilinson-Flach
Euler system. The link is given by the Perrin-Riou regulator, and detailed in




Definition 8.0.1. The Beilinson-Flach K-element associated to f is the
element
bf = 〈Ξk,k,j , Zf 〉 ∈ H1M (SpecQ(µN ),Q(1 + k − j))⊗Kf .
By definition motivic cohomology groups are a torsion-free graded part of
K-groups
H1M (SpecQ(µN ), 1 + k − j) = Q⊗Z gr
γ
1+k−jK2k−2j+1(Q(µN ))
which shows that bf lives in a finite dimensional vector space. We want to
show that it actually lives in a 1-dimensional vector space of the kind (5.1),
and we do so by exploiting the Galois action.
Proposition 8.0.2. The Galois group Gal(Q(µN )/Q) acts on bf through the
character ψ−1, i.e. bσf = (ψ)
−1
Gal(σ)bf . Explicitly, the automorphism σq : ζ 7→ ζq
acts as bσqf = ψ(q)bf .
Proof. The intersection pairing is Galois-equivariant, hence
bσf = 〈(Ξk,k,j)σ, Zσf 〉.
The Beilinson-Flach class is defined over Q, so it is left invariant by σ. To
compute Zσf , we write σ = σq for some q ∈ (Z/NZ)×, where σq is the unique
automorphism of Gal(Q(µN )/Q) characterised by ζN 7→ ζqN .
In the composition defining Zf , the only correspondence which is not defined
over Q is that induced by the Atkin-Lehner involution. According to [Oht95,
p. 75], the action of the Galois group on the Atkin-Lehner involution is given
by composition with a diamond operator: wσqN = wN ◦ 〈q〉. Since 〈q〉∗ acts on
ωf and ηf as the multiplication by ψ(q) = (ψ)−1Gal(σq), the claim is proved.
The proposition shows in particular that bf ∈
(
H1M (SpecQ(µN ), 1 + k −
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j)⊗Kf
)ψ. The comparison of bf with the class ϕψ from Theorem 5.1.5 is the
main aim of the next chapter and will lead to our main result. To allow that,
we need to show that bf and ϕψ are in the same 1-dimensional subspace.
As stated in Theorem 5.1.5 due to Beilinson (see also the account in [Sou86,
§4.1]), when j < k
dim(H1M (SpecQ(µN ), 1 + k − j)⊗Kf )ψ =
1 if ψ(−1) = (−1)
k−j
0 else
Under our running hypothesis that j is even, we are always in the first case, as
ψ and k necessarily have the same parity because f is not zero. Therefore, in
this case this result suffices to ensure that bf , ϕψ lie in the same 1-dimensional
Kf -vector space.
However, when j = k the above result does not apply. Furthermore, in
that case the first cohomology group of Q(µN ) is infinite-dimensional. More
specifically, we have
H1M (SpecQ(µN ), 1) ' Q(µN )×
which is an abelian group of infinite rank. In order to exploit a 1-dimensional
eigenspace we need then to give extra conditions that imply bounds on the
overall dimension. We will show in this chapter that we need the full integrality
of the motivic classes bf in order to restrict the dimension of the ψ-eigenspace.
We first prove results regarding the integrality of the motivic classes, and then
prove a dimension formula for the eigenspace of interest.
8.1 Integrality of K-elements
In this section we discuss integrality of Beilinson-Flach K-elements. The
question we are addressing is whether or not they live in (H1M (SpecOQ(µN ), 1 +
k − j)⊗Kf )ψ. We separate the cases j = k and j < k.
Case j < k
In this case 2k − 2j + 1 ≥ 3, which entails the equality
K2k−2j+1(Q(µN ))⊗Z Q = K2k−2j+1(OQ(µN ))⊗Z Q.
Therefore we can regard bf as being integral, as it already lied in the torsion-free
part of the K-group.
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Case j = k
There are no straightforward integrality results regarding K1 that we can apply
in this case, but we have an explicit equality K1(Q(µN )) = Q(µN )× which is
our starting point. Notice that the special case k = j = 0 has been originally
addressed by Dasgupta. In particular, for every possible value of k there is
at least one value of j such that the Beilinson-Flach K-element associated to
those k, j is integral.
Notice that as j = k the K-elements live in H1M (SpecQ(µN ), 1) ⊗Kf =
Q(µN )×⊗Kf , with equality given by the Kummer map. By applying the étale
regulator, we have a map
H1M (SpecQ(µN ), 1) H1ét(SpecQ(µN ),Qp(1))
Q(µN )× ⊗Q Q(µN )× ⊗Qp
rét
rét
where on the right we have again used the identification given by the Kummer
map. We will show that the étale realisation of bf is in (O×Q(µN ),S ⊗Kf )⊗Qp
where S is a suitably chosen finite set of primes of Q(µN ). This will prove
that the motivic classes belong to O×Q(µN ),S ⊗Kf , which is the cohomology of
SpecOQ(µN ),S .
Recall that inside the first étale cohomology group one constructs Selmer
groups. We are interested in particular in the Bloch-Kato Selmer group. Indeed,
the Kummer map gives a further identification:
H1f (Q(µN ),Qp(1)) H1ét(SpecQ(µN ),Qp(1))
O×Q(µN ) ⊗Qp Q(µN )
× ⊗Qp
which continues to hold if we relax the Bloch-Kato local condition for primes
in a finite set S. More precisely, we have the identification
H1f,S(Q(µN ),Qp(1)) = O×Q(µN ),S ⊗Qp
where we use the following notation:
• O×Q(µN ),S are the S-units of Q(µN ), that is the set of elements in Q(µN )
that are integral units at all primes outside S;
• H1f,S(Q(µN ),Qp(1)) is the relaxed Selmer group, consisting of classes
x ∈ H1ét(SpecQ(µN ),Qp(1)) such that locq(x) ∈ H1f for every q 6∈ S, and
locq(x) ∈ H1g for every q ∈ S.
Recall that for primes q 6 | p, locally at q by definition H1f = H1ur and H1g = H1.
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The statement that bf belongs to (O×Q(µN ),S ⊗Kf )⊗Q is then equivalent to
saying that rét(bf ) belongs to H1f,S(Q(µN ),Qp(1))⊗Kf , as the two subgroups
correspond to one another under rét. We will prove the following theorem.
Theorem 8.1.1. Let S be the set of primes of Q(µN ) dividing N , then
rét(bf ) ∈ H1f,S(Q(µN ),Qp(1))⊗Kf .
Equivalently, bf ∈ O×Q(µN ),S ⊗Kf . Moreover, Ξ
k,k,k
ét ∈ H1f,S(Q(µN ),Mét(f ⊗
f)∗(−k)).
Proof of the theorem. We have to show that the localisation of rét(bf ) belongs
to H1f (Q(µN )q,Qp(1)) at every prime ideal q of Q(µN ) that is outside S, and
to H1g (Q(µN )q,Qp(1)) at every prime ideal q of Q(µN ) that is in S.
First of all, by definition rét(bf ) can be written as the pairing of Ξf,f,két
and Z étf , where the latter belongs to H0ét(SpecQ(µN ),Mét(f ⊗ f)(k + 1)). In
particular, Z étf corresponds to a morphism z : Z→Mét(f⊗f)(k+1) of GQ(µN )-
representations. By tensoring, z induces a morphism Mét(f ⊗ f)∗(−k) →
Qp(1). Moreover, morphisms of GQ(µN )-representations are also morphisms of
GQ(µN )q-representations; and they commute with restriction to subgroups and
scalar extensions. Therefore they respect the local unramified and Bloch-Kato
conditions, meaning that:
x ∈ H1ur(Q(µN ),Mét(f ⊗ f)
∗(−k)) =⇒ z(x) ∈ H1ur(Q(µN ),Qp(1)),
x ∈ H1f (Q(µN ),Mét(f ⊗ f)
∗(−k)) =⇒ z(x) ∈ H1f (Q(µN ),Qp(1)).
Therefore, it suffices to prove that
Ξf,f,két ∈ H
1
f,S(Q(µN ),Mét(f ⊗ f)
∗(−k)) ⊆ H1ét(SpecQ(µN ),Mét(f ⊗ f)
∗(−k)).
We first treat the case of primes in S: we have to show that the localisation to
Q(µN )q of Ξf,f,két is in H1g (Q(µN )q,Mét(f ⊗ f)∗(−k)) when q lies over a prime
divisor of N . Since q 6 | p (because p 6 | N) this is the whole cohomology group,
so the thesis is trivial.
We now address the case of primes outside S. In order to do so we build
on [Sch90, Theorem 1.2.4], which shows thatMét(f) is unramified at all rational
primes not dividing pN , and crystalline at p (in Scholl’s language, ourMét(f) is
the p-adic realisation of the motive denoted M(f)). It follows that Mét(f ⊗ f),
Mét(f⊗f)∗ and their twists are also unramified at all rational primes away from
pN and crystalline at p, since the category of Bcrys-admissible representations
is closed by tensor products and duals.
Now Ξf,f,két ∈ H1ét(SpecQ(µN ),Mét(f ⊗ f)∗(−k)), so it is automatically
unramified at all primes q ⊆ Q(µN ) not lying over a prime divisor of pN . On
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the other hand, even if the representation is crystalline, the localisation of
Ξf,f,két at primes over p is not necessarily in the local Bloch-Kato subgroup.
For the benefit of the reader we also give a second, slightly different
argument to conclude that Ξf,f,két is unramified at primes not dividing pN .
From [Sch90, Remark 4.2.1] we know that Wk has a smooth and proper model
over Z[1/N ]. Taking into account the base change, the classes Ξf,f,két are actually
in H1ét(SpecOQ(µN ),S∪Sp ,Mét(f ⊗ f)∗(−k)). Here we had to add to the set S
the set Sp of primes over p, as Mét(f ⊗ f)∗(−k) is only unramified outside pN .
Let Σ = S ∪ Sp and use the isomorphism
H1ét(SpecOQ(µN ),Σ,Mét(f ⊗ f)
∗(−k))
' H1(Gal(Q(µN )Σ/Q(µN )),Mét(f ⊗ f)
∗(−k))
where Q(µN )Σ is the maximal extension of Q(µN ) unramified outside Σ. Since
in this extension all the inertia subgroups for primes outside Σ are trivial, the
localisation at those primes necessarily lands into H1ur. This shows that Ξ
f,f,k
ét
is unramified at all primes q not lying over a prime divisor of pN .
To conclude the proof, if q | p then the localisation of Ξf,f,két is in the image
of the Bloch-Kato exponential, by the reasoning we did at the beginning of
Section 7.2. Since the local Bloch-Kato subgroup coincides with the image of
exp, this proves the claim.
The theorem shows that Beilinson-Flach K-elements are integral units at
all primes of Q(µN ) that do not divide N .
We remark that the non-compactified and compactified Beilinson-Flach
cohomology classes show the same behaviour. Indeed, if S is the set of rational
primes dividing N , then the Q-version of BF[f,f,k]ét is in H1f,S(SpecQ,Mét(f ⊗
f)∗(−k)) because:
• if l | N , then H1g (Ql,Mét(f ⊗ f)∗(−k)) equals the full H1(Ql,Mét(f ⊗
f)∗(−k)) so the claim is trivial;
• if l 6∈ S, l 6= p then the Bloch-Kato local condition coincides with
the unramified local condition, and the non-compactified classes are
unramified at l by the remark after Definition 3.3.2 in [KLZ15], as l does
not divide pN ;
• if l 6∈ S, l = p then the localisation of BF[f,f,k]ét is in the local Bloch-Kato
subgroup as it is in the image of the Bloch-Kato exponential, by the
same argument used in the proof, see also the introduction of [KLZ17].
The precise behaviour of rét(bf ) at primes lying over prime divisors of N is
harder to investigate. Recall that since the involved representation is Qp(1), at
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primes not lying over p the unramified condition becomes:
H1ur(Q(µN )q,Qp(1)) = H0(Q(µN )q,Qp(1)) = 0.
Since the dimension of H1(Q(µN )q,Qp(1)) is 1, the local unramified condition
is not trivial. This is a special feature of the representation Qp(1), as for
every n 6= 1 we have H1ur(Q(µN )q,Qp(n)) = H1(Q(µN )q,Qp(n)) (they are both
1-dimensional if n = 0, and both zero otherwise). Therefore, if q | N we want
to characterise when the localisation of étale classes is zero at q.














belongs to H1f (Q(µN )q,Mét(f ⊗ f)∗(−k)).
Proof. By the proof of [LZ16, Theorem 8.1.4(i)], the specialisation of the
three-parameter Beilinson-Flach classes BF [F,F ] at (k, k, k) is mapped under
Prαf × Prαf to a class whose localisation is in H1f (Q(µN )q,Mét(f ⊗ f)∗(−k)).
We underline that even though that theorem assumes that the two forms have
different weights, the first point does not use this fact. We now compute this
class.







The specialisation at k of the Coleman family F equals the p-stabilisation of
fk, hence ap(Fk) = αf without losing generality. This explains the first Euler
factor. The factor (−1)kk! at the denominator is a non-zero scalar, so it does
not change the local behaviour, and we can omit it. Notice that the above
cohomology class is related to Fk, i.e. to the p-stabilisation of fk rather than
to fk itself. By [LZ16, Proposition 3.5.5], the application of Prαf × Prαf maps










This provides the missing Euler factors. This finishes the proof, since the
localisation of the resulting class at q is in the local Bloch-Kato subgroup by
the quoted theorem.
Remark. As explained in the proof, the map Prαf × Prαf has the effect of
translating Beilinson-Flach classes related to the p-stabilisation of f , to classes
related to f .
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The proposition applies equally to the compactified étale classes Ξf,f,két , as
they coincide with BF[f,f,k]ét , by Proposition 6.3.1. We then obtain the following
corollary.














belongs to H1f (Q(µN )q,Mét(f ⊗ f)∗(−k)).
Recall that Ξf,f,két always lies in H1f,S(Q(µN ),Mét(f ⊗ f)∗(−k)). From the
above proposition we directly deduce
Corollary 8.1.4. Let q | N . If ψ(p) 6= 1 and β2f 6= pk+1, then rét(bf ) = 0 at q.
In particular, rét(bf ) ∈ H1f (Q(µN ),Qp(1))⊗Kf , equivalently bf ∈ O
×
Q(µN )⊗Kf .
Proof. By the same argument used in the proof of Theorem 8.1.1, the image of
a class in the (global) Selmer group under a morphism, is still in the (global)














is in the Selmer group at q too, because rét(bf ) is the image of Ξf,f,két under a
morphism. Therefore its localisation at q is zero.
Under the hypotheses in the statement, all the factors multiplying rét(bf )
are non-zero, so the localisation of the class itself must vanish. Indeed, the
only Euler factors that could vanish are the second and the third. The second
one is non-zero as αfβf = pk+1ψ(p) 6= pk+1 by hypothesis, and the third one
directly from the hypotheses. This proves the claim.
All the extra factors in equation (8.1) appear in E(f, f, k + 1). Hence the
hypothesis E(f, f, k+ 1) 6= 0 implies that all the extra factors in the statement
are non-zero, so by the corollary rét(bf ) vanishes in H1(Q(µN )q,Qp(1)), and is
in H1f (Q(µN ),Qp(1)). We will use this fact in the next chapter.
Corollary 8.1.5. Let q | N . If ψ(p) 6= 1 then rét(bf ) = 0 at q for all but
finitely many values of k. In particular, bf ∈ H1f (Q(µN ),Qp(1))⊗Kf for all
but finitely many values of k, equivalently bf ∈ O×Q(µN )⊗Kf for the same values
of k.
Proof. We use the same argument of the previous corollary. Under these
hypotheses the localisation at q can be non-zero only if β2f = pk+1. In this case
we deduce vp(αf ) = vp(βf ) = (k + 1)/2 ≤ vp(ap(f)). The equality can then
hold only for finitely many values of k, because the slope is bounded in the
Coleman family as ap(F ) is a rigid function, and ap(Fk) = αf .
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The second Euler factor in equation (8.1) can also vanish, in particular it
does so if and only if ψ(p) = 1. If we do not impose the condition ψ(p) 6= 1,
then we are not able to tell if the localisation of rét(bf ) at q is zero. Contrarily
to the condition β2f = pk+1, which can hold only for finitely many cases, the
condition ψ(p) = 1 can hold infinitely often, as ψ is constant along the family.
Therefore, if we assume that ψ(p) 6= 1 then along the 1-dimensional slice
{(k, k, k) | k ∈ N} ⊆ W3 the classes rét(bf ) are in the Bloch-Kato Selmer group
almost always. If we do not assume it, we can only deduce that they are in
H1f,S(Q(µN ),Qp(1)).
We underline the following equivalence:
(ψ(p) 6= 1) ∧ (β2f 6= pk+1) ⇐⇒ E(f, f, k + 1) 6= 0.
The last condition also appears in the hypotheses of Theorem 7.2.11.
8.2 A dimension formula for units
As explained earlier in this chapter, we now prove a formula computing the
dimension of the ψ-eigenspace in the case j = k. As we proved in the last
section, Beilinson-Flach K-elements are S-integral in general, and integral if
we assume additional hypotheses. Combined with the character action, this
shows that they are in
(H1M (SpecOQ(µN ),S , 1)⊗Kf )
ψ.
In this section we compute the dimension of this Kf -vector space.
We will use the following isomorphism induced by the Kummer map, as
explained at the beginning of Section 8.1:
H1M (SpecOQ(µN ),S , 1)⊗Kf ' O
×
Q(µN ),S ⊗Kf .
The main result of this section is the following theorem computing the dimension
of a character eigenspace inside the group of S-units. It goes under the name
of “equivariant Dirichlet’s units theorem”.
Theorem 8.2.1. Let S ⊂ N be a finite set of rational primes, S the set of
primes of OQ(µN ) lying over those in S, χ a character modulo N induced by a
primitive character χ̌ modulo Ň , M a number field containing the values of χ.
Then the χ-eigenspace of O×Q(µN ),S has dimension:
dim(O×Q(µN ),S ⊗M)




0 χ odd or trivial1 χ even and non-trivial .
This theorem should be put in the context of the circle of ideas surrounding
the Dirichlet-Chevalley-Hasse S-units theorem, which states that if M is a
number field, then the group of its integral units O×M satisfies:
O×M,S ' µ(M)× ΓM
where µ(M) = (M×)tors is the torsion subgroup of roots of unity, and ΓM is a
real lattice such that
ΓM ≤ Rr1+r2+|S|, rank ΓM = r1 + r2 + |S| − 1.
In particular, the above theorem computes the eigenspaces for the action of
the Galois group Gal(M/Q), associated to the characters of the Galois group,
when M is a cyclotomic field. By what explained above, the theorem implies
the following corollary.
Corollary 8.2.2. In the hypotheses of theorem 8.2.1, the χ-eigenspace of
H1M (SpecOQ(µN ),S , 1)⊗M has dimension:
dim(H1M (SpecOQ(µN ),S , 1)⊗M)
χ = |{l ∈ S | l 6 | Ň , χ̌(l) = 1}|+ d0
where
d0 =
0 χ odd or trivial1 χ even and non-trivial .
By Theorem 8.1.1, our classes live in (H1M (SpecOQ(µN ),S , 1)⊗Kf )ψ, which
by the last result has dimension greater than 1 in general. To single out a
1-dimensional eigenspace without forcing new hypotheses on the character, we
would need S = ∅. This follows from Corollary 8.1.3 and its consequences.
The combination of the integrality results with the dimension formula allows
then for a precise comparison of cohomology classes, which will be done in
Chapter 9.
Proof of Theorem 8.2.1. For the sake of this proof we will use the following
notation:
K = Q(µN ), G = Gal(K/Q) ' (Z/NZ)×, U(K) = O×K , US(K) = O
×
K,S
ΓS ≤ Rr1+r2+|S| lattice of the S-units theorem
We will also denote with Γ ≤ ΓS and ΓSf ≤ ΓS the Archimedean and non-
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Archimedean components inside the real lattice. When tensoring with C this
gives a decomposition:
ΓS ⊗ C ' (Γ⊗ C)⊕ (ΓSf ⊗ C).
We denote the maps of the S-units theorem with
λ : U(K)  Γ, λS : US(K)  ΓS
a 7→ (log |τ(a)|)τ , a 7→ ((log |τ(a)|)τ , (log |a|s)s∈S)
Here τ : K ↪→ C ranges over r1 + r2 embeddings of the field K, i.e. all the
real ones and exactly one for every complex pair. We have a canonical Galois
action on U(K) and US(K), and on Γ and ΓS there is a Galois action given by
log |τ(a)| 7→ log |τ(aσ)| and log |a|s 7→ log |aσ|s.
By the isomorphism US(K) ' µ(K)×ΓS , we get an isomorphism of complex
vector spaces US(K)⊗C ' ΓS ⊗C, so clearly the dimensions match. Moreover,
the morphisms λ and λS respect the Galois actions on US(K) and ΓS , hence
we have isomorphisms of Galois modules:
λS : US(K)⊗ C '−→ ΓS ⊗ C, λS : (US(K)⊗ C)χ '−→ (ΓS ⊗ C)χ
The Galois action on ΓS also respects the submodules Γ and ΓSf , which are then
subrepresentations. Therefore it suffices to compute separately the dimensions
of the subrepresentations (Γ⊗ C)χ and (ΓSf ⊗ C)χ.
We first reduce to the case of primitive characters. Let b ∈ ker((Z/NZ)× →
(Z/ŇZ)×), then as χ is induced by a character modulo Ň we necessarily have
χ(b) = 1. But then σb acts trivially on (US(K)⊗ C)χ, as
aσb = aχ(b) = a.
Hence every element of (U(K) ⊗ C)χ is fixed by automorphisms σb with b
in the above the kernel. By the isomorphism induced by the cyclotomic
character, every such element is fixed by the kernel of the restriction map
Gal(Q(µN )/Q) res−−→ Gal(Q(µŇ )/Q), and is then an element of (U(Q(µŇ ))⊗C)χ
by classical Galois theory. The action of G on (U(Q(µŇ ))⊗C)χ factors through
the action of G/ ker(res) ' Gal(Q(µŇ )/Q). Consequently, the Galois group
acts through the reduction of χ modulo Ň , which is exactly χ̌. This shows that
(U(K)⊗ C)χ ' (U(Q(µŇ ))⊗ C)χ̌. Notice that this argument shows that the
left hand side of the equation in the statement depends only on the primitive
character χ̌ rather than on χ, as does the right hand side. It suffices then to
compute the dimension of (U(Q(µŇ ))⊗ C)χ̌. In other words, we can suppose
without loss of generality that the character is primitive, so from now on we
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will assume χ = χ̌, N = Ň .
Archimedean subrepresentation We characterise first the Archimedean
subrepresentation, in particular we will show
dim(U(K)⊗ C)χ = dim(Γ⊗ C)χ =
0 χ odd or trivial1 χ even and non-trivial
Consider the automorphism σ−1 ∈ Gal(K/Q), whose action is aσ−1 = a for
every a ∈ U(K), correspondingly on Γ we have:
log |τ(aσ−1)| = log |τ(a)| = log |τ(a)| = log |τ(a)|.
Γ is then fixed pointwise under the action of σ−1, a fact that checks out with
the fact that it is a real lattice. If we suppose that a ∈ (U(K)⊗C)χ then on Γ
we obtain
log |τ(a)| = log |τ(aσ−1)| = log |τ(aχ(−1))| = χ(−1) log |τ(a)|.
If χ(−1) = −1, then log |τ(a)| = 0 for every real embedding τ of K and for
one embedding in every complex pair, hence for all embeddings. In particular
a ∈ ker(λ) = µ(K), so that a is zero in U(K)⊗ C. This shows that
χ odd =⇒ (U(K)⊗ C)χ = 0
which proves the first half of the claim. To prove the second half, suppose
that χ is even. Then σ−1 acts trivially on both (U(K)⊗ C)χ and U(K)⊗ C.
In particular, U(K) ⊗ C is actually a representation of G+ = G/〈σ−1〉 '
Gal(Q(µN )+/Q). This is the Galois group of the totally real extension Q(µN )+,
and has order equal to r2 as G has order 2r2. We want to describe U(K)⊗ C
as a representation of G+.
Notice that Γ has r2 components, corresponding to an embedding of K
for each complex pair. As Q(µN )+ is totally real, the two embeddings in a
complex pair induce the same real embedding of Q(µN )+. Therefore Γ can also
be thought of as having one component for every (real) embedding of Q(µN )+,
i.e. Γ ' ΓQ(µN )+ .
As Q(µN )+ is a Galois extension of Q, the Galois group permutes the
embeddings transitively. Therefore, the action of G+ on Γ is explicitly:
(log |τ(a)|)τ 7→ (log |τ(aσ)|)τ = (log |τ ◦ σ(a)|)τ = (log |τ ′(a)|)τ ′
where as said τ and τ ′ run over all the embeddings of Q(µN )+. We can then
regard the action of G+ on Γ as the action on the set of embeddings. Since the
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action is transitive, by choosing a fixed embedding τ0 and associating to every
embedding τ an element σ̃ ∈ G+ satisfying τ = τ0 ◦ σ̃, we can further regard
the above action as being the action of G+ on itself by right multiplication.
By definition, this is the (right) regular representation of G+.
This shows that Γ⊗C ≤ Vreg is a subrepresentation of the regular represent-
ation of G+. By classical results, the irreducible components of Vreg are all the




W dW , dW = dimW.
However, G+ is an abelian group because G is, so its irreducible representations





where Cρ is the 1-dimensional representation given by ρ. Notice that every
character of G+ induces an even character of the whole G, and vice versa even
characters of G restrict to characters of G+, in accordance to what proved
above. It is known that the regular representation has dimension |G+| = r2.
On the other hand, the dimension of Γ⊗C is equal to r2− 1 by Dirichlet’s unit
theorem. Γ⊗C must then be the direct sum of r2− 1 irreducible 1-dimensional




Cρ, ρ0 ∈ Ĝ+ fixed.
This clearly implies
(Γ⊗ C)χ =
Cρ if χ 6= ρ00 if χ = ρ0 , dim(Γ⊗ C)χ =
1 if χ 6= ρ00 if χ = ρ0
Finding ρ0 amounts then to characterising the representation Γ⊗C completely.
We now show that ρ0 = 1, by showing (Γ ⊗ C)1 = (U(K) ⊗ C)1 = 0. Let
a ∈ (U(K) ⊗ C)1, then for every σ ∈ G we have aσ = a1(σ) = a, hence
a ∈ Q by Galois theory. Since a ∈ U(K) it must have norm equal to ±1, so
±1 = NK/Q(a) = a[K:Q]. This shows that a is a torsion element in K×, so it is
in µ(K) = ker(λ), and it must be zero in U(K)⊗C. Therefore (U(K)⊗C)1 = 0.
The above characterisation then shows
χ even =⇒ dim(U(K)⊗ C)χ =
1 if χ 6= 10 if χ = 1
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as wanted.
Non-Archimedean subrepresentation We now characterise the non-Ar-
chimedean subrepresentation, in particular we will show
dim(USf ⊗ C)χ = dim(ΓSf ⊗ C)χ = |{l ∈ S | l 6 | N, χ(l) = 1}|.
Notice that ΓSf has exactly |S| components, and is of rank |S|. Let l ∈ S,
then in S there are r prime ideals Li, given by the prime decomposition
lOK = (L1 · · ·Lr)e. Notice that l is ramified if and only if l | N , and by
classical Galois theory all Li have the same inertia degree. These r prime ideals
give r components in ΓSf ⊗ C:
ΓSf ⊗ C 3 (log |a|s)s∈S = (. . . , log |a|L1 , . . . , log |a|Lr , . . .).
The Galois group G acts on the ideals Li by permutations, as log |aσ|Li =
log |a|Lj for Lj = Lσ
−1
i . This shows that the r components of ΓSf ⊗ C are
permuted among themselves by G, or more precisely that they constitute an
r-dimensional sub-G-representation of ΓSf ⊗ C. Therefore ΓSf ⊗ C further
decomposes as a direct sum of G-modules, each one attached to a prime in S.
Let Γl denote the subrepresentation of ΓSf encompassing the r(l) components
given by L1, . . . ,Lr, then:
ΓSf ⊗ C '
⊕
l∈S
Γl ⊗ C, dim Γl ⊗ C = r(l).
The dimensions check out, as ∑l∈S r(l) = |S|. It suffices then to analyse the
G-representation Γl ⊗ C.
Suppose first l | N , so that l is ramified, e(l) > 1. The inertia subgroups
of L1, . . . ,Lr are not trivial, and they differ by a conjugation. Since G is an
abelian group they all coincide, so that we can speak of the inertia subgroup
Il of l without ambiguity. As Il is a subgroup of the decomposition group
Dl = DLi for all i = 1, . . . , r, its automorphisms must respect the Li-adic
valuations. In particular, Il acts trivially on Γl ⊗ C: let σt ∈ Il, then
log |aσt |Li = log |a|Li .
The action of G on Γl ⊗ C factors then through G/Il, and the same holds for
(Γl ⊗ C)χ. However, for a ∈ (Ul(K)⊗ C)χ and t ∈ (Z/NZ)× we find
log |aσt |Li = log |aχ(t)|Li = χ(t) log |a|Li .
By definition of the Li-adic norm, this entails vLi(aσt) = χ(t)vLi(a). Therefore,
94
the action of Il on (Γl ⊗ C)χ is trivial if and only if χ(t) = 1 for every σt ∈ Il.
On one hand, if we suppose that χ(t) 6= 1 for some σt ∈ Il, then from the
above equations we deduce vLi(a) = 0 for i = 1, . . . , r. In particular the image
of a in Γl ⊗ C is necessarily zero, so that in this case (Γl ⊗ C)χ = 0.
On the other hand, if χ(t) = 1 for every σt ∈ Il then, as explained above,
the action of G on (Γl⊗C)χ factors through an action of G/Il. Write N = lnN ′,
then it is known that G/Il ' Gal(Q(µN ′)/Q) ' (Z/N ′Z)×. As G acts through
χ, its action factors through G/Il if and only if there is a character of G/Il
inducing χ. Therefore, we deduce that χ is induced by a character modulo
N ′, with N ′ a proper divisor of N . This is a contradiction as χ is a primitive
character.
We must then always be in the first case, which entails that (Γl ⊗ C)χ is
always a trivial representation when l | N , so it never contributes to the total
dimension. This proves the claim for ramified l.
Suppose now that l 6 | N is unramified and let a ∈ (Ul(K)⊗ C)χ, then
log |aσl |Li = log |aχ(l)|Li = χ(l) log |a|Li .
By definition of the Li-adic norm, this entails vLi(aσl) = χ(l)vLi(a). On the
other hand σl ∈ DLi for every i = 1, . . . , r, so it must respect the Li-adic
valuation, which implies vLi(a) = vLi(aσl) = χ(l)vLi(a). This implies χ(l) = 1
unless vLi(a) = 0.
Hence if we suppose χ(l) 6= 1, then vLi(a) = 0 for all i = 1, . . . , r. In
particular the image of a in Γl ⊗C is necessarily zero. Since a ∈ (Ul(K)⊗C)χ
was generic, we deduce
χ(l) 6= 1 =⇒ (Γl ⊗ C)χ = 0.
The subrepresentation Γl ⊗ C can give a contribution to the χ-eigenspace only
if χ(l) = 1. We now suppose that we are in this case, and compute that
contribution to the dimension. If we show that (Γl⊗C)χ is 1-dimensional, then
dim(ΓSf ⊗ C)χ =
∑
l∈S




1 = |{l ∈ S | l 6 | N, χ(l) = 1}|
which is the claim. We then want to show that (Γl ⊗ C)χ has dimension 1
when χ(l) = 1.
The decomposition groups DLi have all order f(l)e(l), but since l is un-
ramified their order is f(l). This coincides with the order of l in (Z/NZ)×,
which in turn coincides with the order of σl in the Galois group. As σl ∈ DLi ,
we deduce that DLi = 〈σl〉 is cyclic and generated by σl. On Γl ⊗C the action
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of σl is trivial by what seen above:
a ∈ Ul(K)⊗ C, |aσl |Li = |a|Li then log |aσl |Li = log |a|Li ∀i = 1, . . . , r.
Hence the DLi act trivially as well. Notice that DLi acts trivially for i = i0 if
and only if it does so for i = 1, . . . , r. Therefore the action of G on Γl ⊗ C is
actually an action of G/DLi , i.e. Γl ⊗ C is a G/DLi-representation.
Since K is Galois over Q, G/DLi permutes the ideals L1, . . . ,Lr transitively.
The action on Γl is explicitly:
(log |a|Li)i 7→ (log |aσ|Li)i = (log |a|Lσ−1i )i = (log |a|Lj )j
where Li and Lj run over all primes of OK above l. We can then regard
the action of G/DLi on Γl as the action on {L1, . . . ,Lr}. Since the action
is transitive, by associating to every prime ideal Li an element σ̃ of G/DLi
satisfying Li = Lσ̃1 , we can further regard the above action as being the action
of G/DLi on itself by right multiplication. By definition, this is the (right)
regular representation of G/DLi .
This shows that Γl ⊗ C ≤ Vreg is a subrepresentation of the regular rep-
resentation of G/DLi . The regular representation has dimension |G/DLi | = r,
which is the same dimension as Γl ⊗ C, therefore they must be isomorphic:
Γl ⊗ C ' Vreg.
By classical results, the irreducible components of Vreg are all the irreducible
representations of G/DLi , with multiplicities equal to their dimensions. How-
ever, G/DLi is an abelian group because G is, so its irreducible representations
are all 1-dimensional and given by characters, hence:




where Cρ is the 1-dimensional representation given by ρ. Notice that the
characters of G/DLi are in bijection with the characters of the whole G which
are trivial on DLi . In accordance to what proved above, this implies that G
can act non-trivially on Γl ⊗ C via a character if and only if this last is trivial
on DLi .
The decomposition in irreducibles clearly shows
(Γl ⊗ C)χ = C ∀χ ∈ Ĝ/DLi .
This finally shows
χ(l) = 1 =⇒ dim(Γl ⊗ C)χ = 1
as wanted.
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Remark. Notice the symmetry between the Archimedean and non-Archimedean
unramified cases in the proof: the Galois automorphisms acting trivially are
σ−1 and σl, so they induce a trivial action of a subgroup, and the quotients
act transitively on the set of primes at that place (complex embeddings are
the primes at infinity). In both cases we are left with a (right) regular
representation, once we have quotiented by the “Frobenius” element at that
prime, that is a preimage of the generator of the residual Galois group (which is
Gal(Flf(l)/Fl) and Gal(C/R) respectively). In particular σl is the Frobenius at
l and σ−1 is the Frobenius at infinity. Since G is abelian, all is left is a regular
representation of an abelian quotient group, so its irreducible components are
given by characters. Therefore a character of G determines a 1-dimensional
irreducible component if and only if it induces a character of a quotient of
the form G/C2 or G/DLi , i.e. if and only if it is trivial on σ−1 or σl. These
conditions coincide with χ(−1) = 1 and χ(l) = 1. In this fashion, the only
extra case is that of χ trivial.
Theorem 8.2.1 is not an original result, but as far as the author is aware,
the only proofs present in literature are of analytical nature, and rely on
the computation of the order of vanishing of the L-functions attached to the
unit groups and their eigenspaces. The first proof is due to Tate [Tat84, §3],
who computed the multiplicity of every character inside the character of a
Galois representation V , by recasting it as the order of vanishing of an Artin
L-function. By applying his results in the case where V is the group of S-units,
the theorem follows. The author thinks it is valuable to present a purely
algebraic proof for the cyclotomic case, which is more elementary.
Theorem 8.2.1 implies the following.
Corollary 8.2.3. Let χ be a character modulo N , M a number field containing
the values of χ and S be the set of prime ideals of Q(µN ) lying over a prime
divisor of N . Then:
• if χ is even and non-trivial, then (H1M (SpecOQ(µN ), 1) ⊗M)χ is a 1-
dimensional M-vector space; if χ is odd or trivial, then it is a trivial
vector space;
• (H1M (SpecOQ(µN ),S , 1) ⊗M)χ and (H1f,S(Q(µN ),Qp(1)) ⊗M)χ are 1-
dimensional vector spaces (over M and M ⊗Qp respectively) if one of
the following applies:
– χ 6= 1 is even and N = Ň (i.e. χ is primitive);
– χ = 1 or odd, and N/Ň is the power of a prime in the kernel of χ̌;
Proof. All the points are direct applications of Theorem 8.2.1 and the sub-
sequent corollary.
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For the first point, since the cohomology group is of integral units, the
dimension of the χ-eigenspace equals d0. In particular, d0 = 1 if and only if χ
is even and non-trivial.
For the second point, the dimension of the χ-eigenspace of the cohomology
group of S-units equals
|{l ∈ S | l 6 | Ň , χ̌(l) = 1}|+ d0.
This equals one if and only if exactly one contribution is 1 and the other is 0.
In the first case, every prime l ∈ S divides Ň = N , hence it cannot
contribute to the first set. Therefore the first contribution is zero. The second
contribution is 1 as χ is even and non-trivial.
In the second case, d0 = 0 and the first contribution equals the number of
prime factors of N/Ň that are in the kernel of χ̌. Since S contains exactly one
such prime, the claim follows.
We remark that the second point includes the case of the trivial character
modulo any prime power, as in this case Ň = 1 and χ̌ = 1.
Bringing together the results proved in this section and in Section 8.1, we
deduce the following result about the classes bf .
Theorem 8.2.4. Let 0 ≤ j ≤ k be even, and S be the set of prime ideals of
Q(µN ) lying over a prime divisor of N . Then:
• if j < k, then bf ∈ (H1M (SpecOQ(µN ), 1 + k − j) ⊗ Kf )ψ which is a
1-dimensional Kf -vector space;
• if j = k, then bf ∈ (H1M (SpecOQ(µN ),S , 1) ⊗ Kf )ψ. If in addition
E(f, f, k + 1) 6= 0, then bf ∈ (H1M (SpecOQ(µN ), 1)⊗Kf )ψ.
In particular, bf is in a 1-dimensional Kf -eigenspace if one of the fol-
lowing holds:
– ψ 6= 1 is even and N = Ň (i.e. ψ is primitive);
– ψ = 1 and N is a prime power.
Clearly the analogous behaviour applies to rét(bf ), which lies either in the
full Selmer group or in the Selmer group outside S according to the same
conditions. Notice that if j = k we exclude the case of ψ odd, as it must have
the same parity of k for the cusp form f to be non-zero.
Proof. The first point was proved at the beginning of Section 8.1, while the
dimension of the vector space follows from Beilinson’s result as explained at
page 83.
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The first part of the second point comes by bringing together Theorem 8.1.1
and Corollary 8.1.4. The dimension counting follows again from the last
corollary: when E(f, f, k+ 1) 6= 0, 1-dimensionality is equivalent to ψ even and
non-trivial. When E(f, f, k + 1) = 0, 1-dimensionality is implied by either of
the two stated conditions. Therefore, ψ even, non-trivial and of conductor N
always implies 1-dimensionality, regardless of the value of E(f, f, k + 1). The
condition ψ = 1 and N prime power implies it only if E(f, f, k + 1) vanishes,
but this is guaranteed by the fact that ψ = 1.
We remark that when j = k, the condition ψ even, non-trivial and primitive
always implies that bf lives in a 1-dimensional Kf -eigenspace of the kind (5.1),
independently on the value of E(f, f, k + 1).
Remark. The case of trivial character and prime power level is not of interest to
us, because we cannot show that our classes are non-zero in this case. However,




interpolation in half of the
weight space
In this chapter we gather the work done in the previous chapters to prove
Theorem B, and Theorem A in a half of the weight space. We will then discuss
how to generalise the interpolation equations when we relax the hypotheses.
9.1 Comparison of motivic classes
In this section we prove a relation between motivic cohomology classes. We
will need Theorems 5.1.5 and 7.1.8, which allow us to “lift” the complex
factorisation in terms of motivic classes. We then put ourselves in the following
hypotheses: k − j ≡ aψ mod 2j ≡ 0 mod 2
Actually, the two hypotheses are equivalent, since for f to be non-zero we need
k ≡ aψ modulo 2. The mentioned results provide equations linking higher
cyclotomic classes and Beilinson-Flach K-elements to complex L-values. In
particular, ϕψ is related to the value L′(ψ, j − k) and bf is related to the value
L′(f, f, j + 1). Recall equation (2.4) relating leading terms of the complex
L-functions:










Equations (5.2) and (7.3) proved in the thesis show that the above translates
to
































then rD(bf ) = rD(ϕψ)Υ. We want to show that Υ is not just the scalar defect in
Deligne cohomology, but that it is also the scalar giving the difference between
the motivic cohomology classes. In order to do this we must ensure that Υ
makes sense as a scalar in motivic cohomology. This means that we need to
show that it belongs to Kf or to some finite extension. As a preparation we
recall the following result due to Schmidt.
Lemma 9.1.1 ([Sch88, Corollary 2.6]). Let s ∈ {1, . . . , 2k + 2} and






with δ = 0 if s ∈ {1, . . . , k + 1} and δ = 1 if s ∈ {k + 2, . . . , 2k + 2}. Then
I(f, s) ∈ Q and I(f, s)σ = I(fσ, s) for every σ ∈ GQ.
Schmidt’s result is actually more general as it concerns twisted L-values,
but this version will suffice for our needs. The analogous result holds for
Limp(Sym2 f), as the ratio between the two L-functions depends on f Galois-
equivariantly. Indeed, it is a ratio of Euler factors. The lemma in particular
implies:
Corollary 9.1.2. I(f, s) ∈ Kf for all s ∈ {1, . . . , 2k + 2}.
Proof. For every σ ∈ GKf we have I(f, s)σ = I(f, s) as all the coefficients of f
are in Kf by definition.















as Kf contains the values of ψ. By [AL78, Theorem 2.1], the Atkin-Lehner







Clearly, aN (f∗) ∈ Kf . Therefore, we are left with





imp(Sym2 f, j + 1), C ∈ Kf .




imp(Sym2 f, j + 1) =
Nk−jψ
−4k+1 I(f, j + 1) ∈ Kf
since j + 1 ≤ k + 1. This shows Υ = C̃τ(ψ)−1 with C̃ ∈ Kf , which concludes
the proof.
Without loss of generality we can suppose ζN ∈ Kf . Indeed, if this is not
the case the whole argument can be reproduced replacing Kf with Kf (ζN ).
By the above results, the classes bf , ϕψ are in the same Kf -vector space
and Υ ∈ Kf , so we deduce the relation rD(bf ) = ΥrD(ϕψ) = rD(Υϕψ).
We now want to deduce from this a relation between motivic cohomology
classes. We know that ϕψ ∈ (H1M (SpecOQ(µN ), 1 + k − j) ⊗Kf )ψ from the
paragraph at page 47. Regarding the classes bf , we would like to apply
Theorem 8.2.4, which shows that:
• if j < k, then bf ∈ (H1M (SpecOQ(µN ), 1 + k − j)⊗Kf )ψ too, and this is
a 1-dimensional Kf -vector space;
• if j = k, then bf is in a 1-dimensional eigenspace where GQ acts through
ψ−1:
– if ψ 6= 1 is even and N = Nψ;
– if ψ = 1, when N has only one prime divisor.
If j = k the class bf is always in a superspace of (H1M (SpecOQ(µN ), 1)⊗Kf )ψ.
When ψ 6= 1 is even and N = Nψ, both spaces are 1-dimensional and coincide,
but in the other case this last is trivial by Theorem 8.2.1. Since we need
essentially the fact that bf and ϕψ are non-zero and in the same 1-dimensional
vector space, we add to our hypotheses the following:
H1 if j = k, we assume ψ 6= 1 and N = Nψ (i.e. ψ primitive).
Notice that we do not need to assume that ψ is even, because it is already
implied by the fact that j = k is even, and k and ψ have the same parity.
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Under these hypotheses bf and ϕψ live in the same 1-dimensional Kf -vector
space for all choices of j. We are now in a position to prove the following
relation between motivic cohomology classes.
Theorem 9.1.4. Let j be even, 0 ≤ j ≤ k and assume H1. Then the following
equality of motivic classes holds: bf = Υϕψ.
Proof. The restriction of the Deligne regulator to (H1M (SpecOQ(µN ), 1 + k −
j)⊗Kf )ψ is non-trivial, and under the assumptions of the theorem this space
is 1-dimensional. Therefore, the restriction of the regulator is injective. The
relation rD(bf ) = rD(Υϕψ) then implies the claim.
9.2 p-adic factorisation and interpolation
If we were in the ordinary case, the next step would be to deduce a relationship
between the elements bf and ϕψ in the p-adic setting by applying the syntomic
regulator to the last theorem, and then prove the theorem by making the p-adic
symmetric square appear from the extra factor Υ—which has Limp(Sym2 f, j +
1) as a factor—thanks to its interpolation equation. That argument works
well in the ordinary case, because the only L-function for which we miss a
regulator formula is the symmetric square one, but we can still pass from its
complex (critical) values to p-adic ones via interpolation. By contrast, in the
supersingular case we face the problem of the existence of a p-adic symmetric
square L-function. As we cannot “translate” the complex factor in a p-adic one,
such missing piece jeopardises the whole argument. We then choose a different
route: we define a 2-variable p-adic L-function via the putative factorisation,
and then prove that this interpolates a family of L-functions Limp(Sym2 ·, ·)
where both the modular form and the complex variable are allowed to vary
analytically.
Recall that we assume αf 6= βf , to guarantee the existence of F and
Lgeomp (F, F ).
Definition 9.2.1. Let U = V1 ∩ V2 be the largest affinoid open such that the
function Lgeomp (F, F ) is well-defined over U × U ×W. The auxiliary p-adic
L-function Lp is defined as:
Lp : U ×W → Qp
(σ1, σ2) 7→
Lgeomp (F, F )(σ1, σ1, σ2)
Lp(ψ, σ2 − σ1 − 1)
for all (σ1, σ2) ∈ U ×W such that Lp(ψ, σ2 − σ1 − 1) 6= 0.
We may be introducing poles at the zeros of Lp(ψ), so in general Lp is
a meromorphic function. We took the “slice” of the 3-variable geometric L-
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function (σ1, σ2) 7→ Lgeomp (F, F )(σ1, σ1, σ2), so this is a function on a subset of
W2 rather than of W3.
Applying the syntomic regulator to both sides of the relation in The-
orem 9.1.4 gives rsyn(bf ) = rsyn(Υϕψ) = Υrsyn(ϕψ), where again we can bring
Υ out because it makes sense as a scalar over the localisation of Kf , thanks to
the last proposition.
To recast the syntomic regulators in terms of p-adic L-values we need
Theorems 5.1.6 and 7.2.11. The parity conditions of those theorems are
satisfied as we already assumed that j is even. However, to apply the p-adic
regulator formula for bf we need to add another assumption to our hypotheses:
H2 if j = k, we assume E(f, f, k + 1) 6= 0.
We underline that hypothesis H2 implies ψ non-trivial, as E(f, f, k + 1) 6= 0
entails ψ(p) 6= 1 necessarily. In this case H1 simplifies to the assumption that
N = Nψ, or equivalently that ψ is primitive, if j = k.
Under these hypotheses we can now apply the p-adic regulator theorems for



















Lp(ψ, j − k)
= Υ (9.1)
which rearranges to
Lp(k, j + 1) =(−1)k+1j!

















The formula is well-defined, as E(f) 6= 0 always, and E∗(f) 6= 0 because we
assumed αf 6= βf . We recall that if j = k, we need to assume H1 and H2 in
order to prove the above equation, but of course the value of Lp is well-defined
anyway. We also prove the following sanity check.
Lemma 9.2.2. Let j be even and assume H1 and H2. Then Lp(k, j+1) ∈ Qp.
Proof. Rearranging (9.1) without unpacking Υ we obtain









)E(f, f, j + 1)2E(f)E∗(f) Υ.
On the right hand side every explicit factor is algebraic over Qp, and Υ is in (a
finite extension of) Kf by the last proposition and the remark thereafter.
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This proves that Lp(k) actually interpolates the values of the complex
function Limp(Sym2 f). This should be interpreted as the fact that if we
specialise F at k, then Lp interpolates the corresponding symmetric square
L-function. Notice that F is not guaranteed to pass through f , but only
through its p-stabilisation when specialised at k.
As k varies analytically, Lp(k) interpolates symmetric square L-functions
varying in a family of modular forms. The interpolation holds over
I = I1 ∪ I2 ⊆ N2 ∩ U ×W−
I1 = {(k0, j0 + 1) ∈ U ×W | j0 even, 0 ≤ j0 < k0},
I2 = {(k0, k0 + 1) ∈ U ×W | k0 even, E(fk0 , fk0 , k0 + 1) 6= 0, N = Nψ}.
We now show that this suffices to determine Lp uniquely over half of the weight
space. For this reason we can denote the auxiliary function with Limpp (Sym2 F ),
so that we have proved our main result of this chapter. Recall that along the
family F the tame level and tame character are constant, in particular the
condition N = Nψ is independent on k0.
We also define an Euler factor







It is clear that E(f, f, k + 1) = 0 if and only if E(Sym2 f, k + 1) = 0, H2 can
then be restated equivalently as
H2 if j = k, we assume E(Sym2 f, k + 1) 6= 0.
Theorem 9.2.3. Suppose that f is supersingular at p and that αf 6= βf . There
exists a 2-variable meromorphic p-adic L-function Limpp (Sym2 F ) : U×W → Qp,
uniquely determined on U ×W−, with the following interpolation property at
every pair (k0, j0) ∈ N2∩U×W with j0 even and either 0 ≤ j0 < k0 or j0 = k0,
E(Sym2 fk0 , k0 + 1) 6= 0 and N = Nψ:




2 fk0 , j0 + 1)
E(fk0)E∗(fk0)









where fk0 ∈ Mk0+2(N,ψ) is such that F passes through its p-stabilisation at
k0; and such that the factorisation of p-adic L-functions holds:
Lgeomp (F, F )(σ1, σ1, σ2) = Limpp (Sym2 F )(σ1, σ2)Lp(ψ, σ2 − σ1 − 1). (9.3)
Proof. The only thing that is left to prove is that the interpolation equations
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determine Limpp (Sym2 F ) = Lp uniquely. We will do so by proving that I is
dense in U ×W−.
The set U ⊆ W is an affinoid disc, and affinoid discs in the weight space
are disjoint unions of connected affinoids, which in turn are the complement of
finitely many open discs. If we prove that the interpolation formulæ determine
Limpp (Sym2 F ) uniquely over each connected component of U , then we are done.
Therefore, without loss of generality we can suppose that U is connected.
As U is a connected affinoid disc, it is the complement of finitely many
open discs. Hence it is a closed set, precisely a closed disc. U can then be
characterised as the maximal spectrum of an affinoid algebra of the form
Qp〈T, S〉




Now, since p is odd we have |2| = 1. Therefore, if x ∈ U then 2x is still in U ,
because |2x| = |x|. This entails that if k̃ is an integer, k̃ ∈ U implies 2k̃ ∈ U ,
and vice versa 12 k̃ ∈ U . By definition of Coleman family, N ∩ U is dense in
U , hence by the previous argument 2N ∩ U is also dense in U . We can then
find a collection of positive even integers {k̃} ⊆ U which is dense in U . The
collection of pairs of integers {(k̃, j)} with 0 ≤ j ≤ k̃ even, is then dense in
U ×W−, because as we can get k̃ as large as we wish, we can choose infinitely
many even values of j between 0 and k̃ that are congruent to the values in
{0, . . . , p− 1} modulo p. These are dense in the whole W−.
This proves that the set I1 is dense in U ×W−, and more so I ⊆ U ×W− is
dense. Since Limpp (Sym2 F ) is a meromorphic function with prescribed values
in a dense subset, there exists a unique extension to the whole U ×W−.
The proof in particular shows that I is dense in U×W−. If U were dense inW ,
then I would be dense in the whole W ×W−, thus implying that there would
be a unique possible way to extend Limpp (Sym2 F ) to the whole W ×W−.
Corollary 9.2.4. Suppose that f is supersingular at p and that αf 6= βf . There
exist one-variable meromorphic p-adic L-functions Limpp (Sym2 fk0) : W → Qp
for varying k0, defined as specialisations
Limpp (Sym2 fk0) = Limpp (Sym2 F )(k0)
such that if j0 is an even integer and either 0 ≤ j0 < k0 or j0 = k0,
E(Sym2 fk0 , k0 + 1) 6= 0 and N = Nψ, then they enjoy the interpolation
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2 fk0 , j0 + 1)
E(fk0)E∗(fk0)









The statement of the theorem assumes the hypothesis H2, or more explicitly,
it assumes that when j0 = k0 the value E(Sym2 fk0 , k0 + 1) is not zero. In
turn, this condition is equivalent to E(fk0 , fk0 , k0 + 1) 6= 0. As explained above,
this is required to apply the p-adic regulator formula computing rsyn(bf ) as a
p-adic L-value. The condition E(fk0 , fk0 , k0 + 1) 6= 0 explicitly means


















On one hand, αβ = ψ(p)pk0+1 and |α| = p
k0+1
2 by purity, so the first two
factors are never zero by weight reasons. On the other hand, the third factor
is zero if and only if ψ(p) = 1 and the fourth if and only if β2 = pk0+1. As
explained at the end of Section 8.1, the second condition can only hold finitely
many times along a Coleman family, while the first can hold infinitely often.
We can therefore give the following equivalent formulation of the interpolation
property at j0 = k0.
Proposition 9.2.5. Assume H1 and ψ(p) 6= 1. For all but finitely many even
integers k0, the following interpolation property holds:
Limpp (Sym2 F )(k0, k0 + 1) = −
k0!
4τ(ψ)(4π)k0+1〈fk0 , fk0〉
E(Sym2 fk0 , k0 + 1)
E(fk0)E∗(fk0)
· Limp(Sym2 fk0 , k0 + 1).
Corollary 9.2.6. Assume H1 and ψ(p) 6= 1. For all but finitely many even
integers k0, the one-variable p-adic L-function Limpp (Sym2 fk0) enjoys the in-
terpolation property
Limpp (Sym2 fk0)(k0 + 1) = −
k0!
4τ(ψ)(4π)k0+1〈fk0 , fk0〉
E(Sym2 fk0 , k0 + 1)
E(fk0)E∗(fk0)
· Limp(Sym2 fk0 , k0 + 1).
Clearly the condition E(Sym2 fk0 , k0 + 1) 6= 0 excludes some (possibly
infinitely many) points from the interpolation range. Removing finitely many
integer weights among those over which the Coleman family ranges, does not
affect the density of U∩N: the condition β2 6= pk0+1 alone would not negate the
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density of the subset I2. However, the condition ψ(p) 6= 1 is more restrictive,
as it possibly invalidates the density of I2. Nevertheless, the subset I1 is large
enough for our density argument to work, so this restriction does not affect
the uniqueness of Limpp (Sym2 F ).
Studying what happens when E(Sym2 fk0 , k0 + 1) = 0 and when we can
generalise the interpolation at these points is the subject of the next section.
9.3 Generalising the interpolation formulæ
It is natural to ask if the interpolation further generalises to the case of j0 = k0
and E(Sym2 fk0 , k0 + 1) = 0. Clearly, this condition violates hypothesis H2
and invalidates the argument using the comparison of motivic classes, because
we are not able to translate it into a relation of p-adic L-values: we need
other ideas on how to possibly prove the interpolation. In this section we
explain one way to do so, using the factorisation formula. As explained earlier,
under the assumption E(Sym2 fk0 , k0 + 1) = 0 at least one equality between
ψ(p) = 1 and β2 = pk0+1 must hold. Allowing these conditions would afford
more interpolation formulæ, although allowing the second one would only add
finitely many more of them. We now investigate what happens when at least
one of these conditions holds.
Recall that when j0 = k0 is even, ψ is an even character. Suppose for
a moment that the interpolation formula held, then under the hypothesis
E(Sym2 fk0 , k0 + 1) = 0, it is reasonable to expect that the right hand side
of (9.2) should be zero. Proving the interpolation formula would then be
equivalent to showing that Limpp (Sym2 F ) has a zero at (k0, k0 + 1). Our aim
is now to prove that under some hypotheses this is exactly the case.
We first show that the right hand side of the formula indeed vanishes
assuming E(Sym2 fk0 , k0 + 1) = 0. We start by analysing the extra factor in
the interpolation formula in general. The interpolation domain is
I = I1 ∪ I2 ⊆ N2 ∩ U ×W−
I1 = {(k0, j0 + 1) ∈ U ×W | j0 even, 0 ≤ j0 < k0},
I2 = {(k0, k0 + 1) ∈ U ×W | k0 even, E(Sym2 fk0 , k0 + 1) 6= 0, N = Nψ}.
We denote with α, β the Satake parameters at p of fk0 ∈Mk0+2(N,ψ). Denote
also with E the extra factor in the interpolation formula, i.e.
E (k, j) = (−1)k+1j! (2πi)
k−jiaψ
4τ(ψ)(4π)k+1〈fk, fk〉










We now count the zeros appearing in E , i.e. the number of factors that are
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zero at a given point of I. We temporarily use the convention that a negative
number n ∈ Z<0 of zero factors denotes −n ∈ N≥1 zero factors appearing at
the denominator.
Proposition 9.3.1. Let (k0, j0 + 1) be a pair of integers with 0 ≤ j0 ≤ k0
and j0 even. Then the number of factors of E which are zero at (k0, j0 + 1) is
o(j0) = o′(j0) + o′′(j0), where
o′(j0) =

∣∣∣{primes l | N, l 6 | Nψ such that ψ(l) = 1}∣∣∣ if j0 = k0
0 else
and o′′(j0) is defined as
j0 < k0 j0 = k0
α 6= β
ψ(p) = 1 0 +1
ψ(p) 6= 1 0 0 or + 1
α = β
ψ(p) = 1 −1 +1
ψ(p) 6= 1 −1 −1




Proof. In order to keep the notation lighter, we will prove the theorem for the
pair (k, j) without losing generality. In this case clearly fk = f but we will not
use this fact. We analyse the function given by j 7→ E (k, j):
j 7→ (−1)k+1j! (2πi)
k−jiaψ
4τ(ψ)(4π)k+1〈fk, fk〉









for j ∈ {0, . . . , k}. We want to give conditions for these factors to be finite and
non-zero. The only factors that can be zero are those contained in:

























is always finite, and is zero if and only if ψ−1(p) = p1+k−j ,
that is exactly if j = k+1 and ψ(p) = 1, but the former is impossible. Therefore
this factor gives no contribution.
Secondly, 1− ψ(l)
lj−k
is always finite, and is zero if and only if ψ(l) = lj−k, that
is exactly if j = k and ψ(l) = 1. Therefore this factor gives no contribution
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when j < k, and when j = k the number of vanishing factors appearing is
o′(k) :=
∣∣∣{l | N, l 6 | Nψ such that ψ(l) = 1}∣∣∣.
Thirdly, we have to study E(fk), E∗(fk) and E(fk, fk, j+ 1). To start with,
we recall that since the representation attached to fk is pure of weight k + 1,
the Satake parameters satisfy |α| = |β| = p k+12 .
• E(fk) = 1− βpα so it is not finite only when α = 0, and zero only when
β = pα, both of which are impossible by purity;
• E∗(fk) = 1− βα so it is always finite, and zero only when α = β. Therefore
it accounts for a vanishing factor at the denominator if and only if α = β,
independently on j;
• E(fk, fk, j + 1) is again the product of four factors, see Theorem 5.2.3.
– 1− pj
α2 is always non-zero and finite, because α
2 = pj would imply
by purity k + 1 = j which is impossible.
– Similarly 1 − pjαβ is always non-zero and finite, because αβ = pj
implies ψ(p)pk+1 = pj and then j = k + 1.
– The factor 1− αβ
p1+j is always finite, and zero if and only if p
1+j =
αβ = ψ(p)pk+1, i.e. exactly when j = k and ψ(p) = 1.
– Finally 1− β2
p1+j is always finite, and zero if and only if β
2 = p1+j , i.e.
β = ±p
j+1
2 . This in turn implies α = ±pk+1−
j+1
2 ψ(p) = pk−jψ(p)β.
By taking absolute values this implies j = k necessarily, but there
are no other restrictions.
Separating cases, these considerations give the global contribution o′′ in the
statement of the theorem.
We now specialise to the case of interest, i.e. when H2 does not hold. As
we are not comparing cohomology classes, we also drop assumption H1. Let
j0 = k0. Applying the proposition, we prove that the right hand side of the
interpolation formula indeed vanishes when E(Sym2 fk0 , k0 + 1) = 0.
Lemma 9.3.2. Suppose E(Sym2 fk0 , k0 + 1) = 0, then the right hand side of
formula (9.2) is zero.
Proof. This is a direct application of Proposition 9.3.1. Indeed, by that result
at j0 = k0 there is always a zero factor when ψ(p) = 1. On the contrary, when
ψ(p) 6= 1 the hypothesis E(Sym2 fk0 , k0 +1) = 0 necessarily implies β2 = pk0+1,
and the relation αβ = ψ(p)pk0+1 shows that α = ψ(p)β. Since ψ(p) 6= 1, this
shows at once that α 6= β, and that there is exactly one vanishing factor by
the proposition.
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Thanks to the lemma, if the interpolation formula held, it would show that
Limpp (Sym2 F )(k0, k0 + 1) = 0. Our task is now to show—by other means—that
this is indeed the case, so that the interpolation formula holds “trivially”. The
strategy is to use the p-adic factorisation formula, to deduce the value of
Limpp (Sym2 F ) from those of Lgeomp (F, F ) and Lp(ψ).
Proposition 9.3.3. If ψ 6= 1 and Lgeomp (F, F )(k0, k0, k0 + 1) = 0, then
Limpp (Sym2 F )(k0, k0 + 1) = 0.
Proof. We evaluate the interpolation formula at σ1 = k0, σ2 = k0 + 1:
Lgeomp (F, F )(k0, k0, k0 + 1) = Limpp (Sym2 F )(k0, k0 + 1)Lp(ψ, 0).
In order to deduce that Limpp (Sym2 F ) vanishes at (k0, k0 + 1), we study the
other two values. In particular, since we assume Lgeomp (F, F )(k0, k0, k0 +1) = 0,
if we show that Lp(ψ, 0) 6= 0, we will have proved the claim.
By hypothesis ψ 6= 1 and is an even character, so the function Lp(ψ) is
analytic and not identically zero. It is known that in this case Lp(ψ, 1) 6= 0,
by [Was82, Corollary 5.30]. Applying the functional equation for Kubota-
Leopoldt p-adic L-functions we obtain Lp(ψ, 0) 6= 0.
It is clear from the proof of the proposition that the hypothesis ψ 6= 1 is
essential. This is part of hypothesis H1. We are thus studying interpolation
when only a weaker version of H1 holds.
Proposition 9.3.4. Suppose that E(Sym2 fk0 , k0 + 1) = 0 and ψ 6= 1. If
Lgeomp (F, F )(k0, k0, k0 + 1) = 0, then the interpolation formula (9.2) holds
(trivially).
Proof. Under the hypothesis E(Sym2 fk0 , k0 + 1) = 0, the right hand side of
the interpolation formula vanishes by applying the last lemma. Under the
hypotheses ψ 6= 1 and Lgeomp (F, F )(k0, k0, k0 + 1) = 0 the last proposition
applies, and the left hand side of the formula vanishes as well. Therefore the
interpolation formula reads 0 = 0, which trivially holds.
Remark. At the time of writing we lack a more explicit condition for the
vanishing of Lgeomp (F, F )(k0, k0, k0 + 1). We are not even able to tell whether
it is zero or not in general, as there are no results in this direction. In our case
the interpolation property of this function does not apply, as the weights of
the forms coincide. Similarly, the regulator formulæ linking it to cohomology
classes do not hold when E(fk0 , fk0 , k0 + 1) = 0. The main theorem of [BH20]
investigates this value (more precisely, the corresponding one via the functional
equation) and it also gives conditions for its vanishing; however, the hypotheses
of that result cannot be fulfilled when f = g (they would require both ψ(p) 6= 1
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and αfβf = pk+1, which give a contradiction). The only remaining choice is
then to assume the vanishing as a hypothesis.
The results of this section give the best characterisation that we are able
to prove, for the behaviour of Limpp (Sym2 F ) at points (k0, k0 + 1). When
hypotheses H1 and H2 apply (in particular when E(Sym2 fk0 , k0 + 1) 6= 0),
interpolation always holds. On the contrary, when H2 does not apply, the
interpolation holds only when we are able to prove that the p-adic L-value is
zero, as just studied.
Exceptional zeros of Limpp (Sym2 F ) One direction for further study can be
investigating the exceptional zeros of Limpp (Sym2 F ) arising from the interpola-
tion property (9.2). Recall that a point in the interpolation domain is said to
be an exceptional zero if the Euler factor vanishes there. They represent zeros
of the p-adic L-function that do not come from the complex L-function, but
rather from the interpolating factors.
Proposition 9.3.1 gives us an explicit indication of where we could find
exceptional zeros and poles of Limpp (Sym2 F ), and its orders there. This
suggestion cannot be directly translated into a formal proof as it is, because
the interpolation formula does not hold in a neighbourhood of the studied
points. Nevertheless, we can formulate the following conjectures.
Conjecture. Every point (k0, j0 + 1) ∈ I1 is an exceptional zero of order
o′′(j0) for Limpp (Sym2 F ). Every point (k0, k0 + 1) ∈ I2 is an exceptional zero
for Limpp (Sym2 F ) of order −r0, where
r0 =
0 if α 6= β1 if α = β
As recalled at page 50, it is always the case that α 6= β in weight 2, and it
is implied by Tate’s conjecture in higher weights. Therefore, the case α = β
never occurs when k0 = 0, and is conjectured to never occur also when k0 > 0.
Upon the condition α 6= β, all the contributions are non-negative, so we further
conjecture the following.
Conjecture. Assume H1 and H2.
1. If k0 = 0, then Limpp (Sym2 F ) is analytic at (0, 1).
2. If k0 > 0, assuming the conjecture that α 6= β then Limpp (Sym2 F ) is
analytic at all points (k0, j0 + 1) for j0 even, 0 ≤ j0 ≤ k0.
3. Assuming the conjecture that α 6= β in all weights, then Limpp (Sym2 F ) is
analytic on all I.
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9.4 Remarks
Recall that we denote with W± the two halves of the weight space of even and
odd weight-characters. While the factorisation (9.3) holds for every pair in
U ×W, the interpolation property (9.2) requires j0 even, so it holds over the
dense subset of points I ⊆ U×W−. Therefore, the interpolation property alone
determines Limpp (Sym2 F ) uniquely, but only on the slice U ×W− ⊆ U ×W,
i.e. on half of U ×W. Similarly, the results of Section 9.3 investigate explicit
values for Limpp (Sym2 F ) at a subset of points of U ×W−.
The one-variable p-adic L-functions of the corollary also enjoy interpolation
properties over W−. In general they are not uniquely determined by these
explicit values over W− as we only have finitely many of them.
To compute explicit values for Limpp (Sym2 F ) over U×W+, and to determine
it uniquely over its whole domain, we would need a functional equation that
allows us to pass back and forth between W− and W+. This is the topic of the
next chapter.
Another improvement of the main theorem of this chapter would be to
replace j0 + 1 with more general weight-characters χ+ j0 + 1 = νχ,j0+1 where
χ is a non-trivial, p-power conductor character of varying parity: this would




interpolation in the whole
weight space
In this chapter we explain the functional equation for Limpp (Sym2 F ), and how
to use it in combination with the results proven so far, to prove an interpolation
property on the whole weight space.
By definition, proving a functional equation for Limpp (Sym2 F ) amounts
to proving a functional equation for Lgeomp (F, F ), as the Kubota-Leopoldt
function has a well-known functional equation. In turn, a functional equation
for Lgeomp (F, F ) is widely expected, given the fact that it interpolates complex
Rankin-Selberg L-functions (which enjoy functional equations) and that the
analogous function in the ordinary case has a functional equation too.
In fact, a functional equation for Lgeomp (F,G) has already been proven
in literature. The specific one that we present here is due to Benois and
Horte [BH20, Proposition 6.4.2].
Proposition 10.0.1 (Benois-Horte). Assume that αf 6= βf , αg 6= βg, that
vp(αf ) < k+1, vp(αg) < k′+1, and that ψ, ψ′ and ψψ′ are primitive modulo N ,
N ′ and N ′′ = lcm(N,N ′) respectively. Then for every (κ1, κ2, s) ∈ V1×V2×W:
Lgeomp (F,G)(κ1, κ2, s) = ε[F,G,a]p (κ1, κ2, s)Lgeomp (F ∗, G∗)(κ1, κ2, κ1 +κ2− s+ 3)
where a ∈ {0, . . . , p− 1} is defined by s|F×p = ω
a, and
ε[F,G,a]p (κ1, κ2, s) = w(f, g)(NN ′N ′′)
k+k′+3







The Coleman families F ∗ and G∗ pass through p-stabilisations of the forms
114
f∗ and g∗ when specialised at k and k′. For our purposes, we will not need
the explicit expression of εp, but it is sufficient to know that it is finite and
non-zero. We refer the reader to the aforementioned article for the definition
of w(f, g).
From the above result, the functional equation for Lgeomp (F,G)(k0, k′0)




We recall here the hypotheses of the proposition:
M1 αf 6= βf and αg 6= βg;
M2 vp(αf ) < k + 1 and vp(αg) < k′ + 1;
M3 the characters ψ, ψ′ and ψψ′ are primitive modulo N , N ′ and N ′′ =
lcm(N,N ′).
Notice that the hypothesis M2 is not actually a restriction, since we can always
be in that case by swapping the Satake parameters in the ordinary case, while
in the supersingular case both roots satisfy it. Moreover, the hypothesis M1 is
conjectured to always hold, and is known to do so in weight 2: it is only a mild
restriction, if at all. We have already assumed it for f throughout, to ensure
the existence of F and Lgeomp (F, F ). The only restrictive hypothesis of the list
is M3, but as Benois and Horte point out, this is assumed only to simplify the
bookkeeping and the notation. To simplify the exposition we will assume it
too, but the material presented here is expected to hold also without assuming
M3, mutatis mutandis. Note that M3 implies hypothesis H1.
Let us specialise the functional equation to our case of interest, i.e. f = g
and F = G. As usual we assume f supersingular at p, which in particular
implies hypothesis M2. Then the above hypotheses become:
• αf 6= βf ;
• the characters ψ and ψ2 are primitive modulo N .
As just noted, we were already assuming the former, and we continue to do so.
We will also assume the latter for the remainder of the thesis. Furthermore,
under the above H1 holds. For every pair of integers (k0, k′0) ∈ V1 × V2, the
functional equation is then
Lgeomp (F, F )(k0, k′0, s) = ε[F,F,a]p (k0, k′0, s)Lgeomp (F ∗, F ∗)(k0, k′0, k0 + k′0 − s+ 3)
where s|F×p = ω
a, and








We will use this expression to extend the interpolation range of Limpp (Sym2 F ).
The strategy is the following: we will first deduce a functional equation for
Limpp (Sym2 F ) by patching together those for Lp(ψ) and Lgeomp (F, F ) and using
some properties of the complex L-function. Afterwards, we will use that
functional equation to mirror the interpolation property (9.2) into the other
half of the weight space.
10.1 Functional equation for Limpp (Sym2 F )
We now derive a functional equation for Limpp (Sym2 F ).
Theorem 10.1.1 (Functional equation). Suppose that ψ, ψ2 are primitive
modulo N . Then Limpp (Sym2 F ) satisfies the following functional equation for
every (κ, s) ∈ U ×W:
Limpp (Sym2 F )(κ, s) = ε[F,F,a]p (κ, κ, s)i−aψτ(ψ−1)N s−κ−2
· Limpp (Sym2 F ∗)(κ, 2κ− s+ 3).
Proof. By definition Limpp (Sym2 F )(κ, s) = Lgeomp (F, F )(κ, κ, s)Lp(ψ, s − κ −
1)−1. We now use the functional equations of both functions to deduce:
Limpp (Sym2 F )(κ, s) =
Lgeomp (F, F )(κ, κ, s)




p (κ, κ, s)Lgeomp (F ∗, F ∗)(κ, κ, 2κ− s+ 3)
iaψτ(ψ−1)−1N2+κ−sψ Lp(ψ−1, 2 + κ− s)
= ε
[F,F,a]
p (κ, κ, s)
iaψτ(ψ−1)−1N2+κ−sψ
Limpp (Sym2 F ∗)(κ, 2κ− s+ 3).
The last inequality follows from the fact that 2κ− s+ 3− κ− 1 = 2 + κ− s,
and that F ∗ passes at k through a p-stabilisation of the form f∗, which has
character ψ−1. Therefore we can recast the ratio of L-functions in terms of
Limpp (Sym2 F ∗), by applying its definition. Lastly, N = Nψ by hypothesis.
This proves the claim.
From the above result, the functional equation for Limpp (Sym2 F )(k0) ex-
changes s with 2k0 − s+ 3, in particular the line s = 2k0+32 is left invariant.
10.2 Interpolation on the whole weight space
Here we apply the above results to deduce an interpolation property for
Limpp (Sym2 F ) on both halves of the weight space. Recall that Limpp (Sym2 F )
is defined on U ×W, but the interpolation property (9.2) holds for points in
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I ⊆ U ×W−. This has two consequences: firstly, Limpp (Sym2 F ) is uniquely
determined by that interpolation property only on U ×W−, because by density
we can only cover that half. Secondly, we do not have any explicit handle on
the values on U ×W+, and correspondingly we do not have any explicit link
with the values of Limp(Sym2 fk0) in the range {k0 + 2, . . . , 2k0 + 2}. This is
not desirable, because we are cutting out half of the critical range, thus not
completely fulfilling the idea that L-functions can be feasibly interpolated over
the whole critical range. Furthermore, there is no reason as to why one half
(either of W or of the critical range) should be preferable to the other.
In this section we overcome this issue, by proving an interpolation property
on the other half of the weight space, i.e. on U×W+, and correspondingly cover-
ing the other half of the critical range. We will do this by mirroring the existing
interpolation property through the functional equation for Limpp (Sym2 F ).
Theorem 10.2.1. Suppose that ψ and ψ2 are primitive modulo N . For every
pair (k0, j0) ∈ N2 ∩ U ×W with j0 odd and either k0 + 1 < j0 ≤ 2k0 + 1 or
j0 = k0 + 1 and E(Sym2 f∗k0 , k0 + 1) 6= 0, then:
Limpp (Sym2 F )(k0, j0 + 1) = (−1)k0+1(2k0 − j0 + 1)!
(2πiN)j0−k0−1
4(4π)k0+1〈fk0 , fk0〉
· ε[F,F,j0+1]p (k0, k0, j0 + 1)
E(Sym2 f∗k0 , 2k0 − j0 + 2)
E(fk0)E∗(fk0)
· Limp(Sym2 fk0 ⊗ ψ−2, 2k0 − j0 + 2) (10.1)
where fk0 ∈ Mk0+2(N,ψ) is such that F passes through its p-stabilisation at
k0.
Proof. The strategy of the proof is to use the functional equation to land
in the range where we already proved interpolation, and then apply it. By
Theorem 10.1.1 we obtain
Limpp (Sym2 F )(k0, j0 + 1) = ε[F,F,j0+1]p (k0, k0, j0 + 1)i−aψτ(ψ−1)N j0−k0−1
· Limpp (Sym2 F ∗)(k0, 2k0 − j0 + 2).
We now write 2k0 − j0 + 2 = j′0 + 1. Our hypotheses on j0 imply:
j0 ≤ 2k0 + 1







The Coleman family F ∗ passes through a p-stabilisation of f∗k0 at k0, with
f∗k0 ∈ Mk0+2(N
∗, ψ−1) for some level N∗ with the same prime divisors of N .
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When k0 + 1 < j0 ≤ 2k0 + 1 then 0 ≤ j′0 < k0, so we can apply Theorem 9.2.3
to get














imp(Sym2 f∗k0 , j
′
0 + 1).
When j0 = k0 + 1 we obtain j′0 = k0, and the theorem still applies thanks
to the hypothesis E(Sym2 f∗k0 , k0 + 1) 6= 0. Hypothesis H1 also holds as it is
implied by M3.
The last equation already proves that, in our hypotheses, Limpp (Sym2 F )
interpolates complex L-values for k0 + 1 ≤ j0 ≤ 2k0 + 1. We now express the
complex L-function in terms of fk0 only.
We start with the following consideration: the cusp form f∗k0 is character-
ised by the property that an(f∗k0) = an(fk0) = ψ
−1(n)an(fk0). Moreover it
has character ψ−1. Its imprimitive symmetric square L-function is then by
definition
Limp(Sym2 f∗k0 , s) = L(N∗)(ψ











On the other hand, again by definition we have











The Dirichlet series coincide, and the Dirichlet L-functions with some local
factors removed coincide as well, becauseN andN∗ have the same prime factors.
Therefore Limp(Sym2 f∗k0) = L
imp(Sym2 fk0 ⊗ ψ−2). We have translated the
complex L-function in terms of fk0 at the cost of adding a twist by its character.
Furthermore, we also have 〈f∗k0 , f
∗
k0
〉 = 〈fk0 , fk0〉. The relation ap(f∗k0) =
ψ−1(p)ap(fk0) and the fact that f∗k0 has character ψ
−1 also imply αf∗
k0
=
ψ−1(p)αfk0 and βf∗k0 = ψ
































Putting everything together we finally deduce the following equation:








· Limp(Sym2 fk0 ⊗ ψ−2, 2k0 − j0 + 2).
Simplifying the extra factor and writing j′0 in terms of j0 proves the claim.
We remark that the theorem states that Limpp (Sym2 F ) satisfies an inter-
polation property also for j0 ∈ {k0 + 1, . . . , 2k0 + 1}. Therefore it has an
interpolation property for s ∈ {1, . . . , 2k0 + 2}. This checks out with the idea
that p-adic L-functions should interpolate complex ones in their critical ranges.
Notice that here the complex L-values that are being exploited are again in
the first half of the interval, i.e. {1, . . . , k0 + 1}, but for a different function:
we had to insert an additional twist. This additional twist accounts for the
fact that we are interpolating “mirrored” values, that is in the other half of the
critical interval. It is possible to express the interpolation property in terms
of complex L-values over {k0 + 2, . . . , 2k0 + 2}, by applying the functional
equation for the complex imprimitive L-function to the above statement.
10.2.1 Generalised interpolation in the whole weight space
We now apply the just proved interpolation on U ×W+ to study the value
Limpp (Sym2 F )(k0, k0 + 2) when E(Sym2 f∗k0 , k0 + 1) = 0 holds, finding criteria
to determine whether it is zero and when the interpolation formula (10.1) holds
trivially. Clearly, the behaviour of the function will mirror that on U ×W−,
thanks to the functional equation. All the results are then proved quickly by
referring back to the results of Section 9.3.
We first count the number of zeros in the Euler factor. Denote with E ′ the
extra factor in the interpolation formula (10.1), i.e.
E ′(k, j) = (−1)k+1(2k − j + 1)! (2πiN)
j−k−1
4(4π)k+1〈fk, fk〉
ε[F,F,j+1]p (k, k, j + 1)
· E(Sym
2 f∗k , 2k − j + 2)
E(fk)E∗(fk)
.
Proposition 10.2.2. Let (k0, j0 + 1) be a pair of integers with k0 + 1 ≤ j0 ≤
2k0 + 1 and j0 odd. Then the number of factors of E ′ which are zero at
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(k0, j0 + 1) is O′′(j0), which is defined as
j0 > k0 + 1 j0 = k0 + 1
α 6= β
ψ(p) = 1 0 +1
ψ(p) 6= 1 0 0 or + 1
α = β
ψ(p) = 1 −1 +1
ψ(p) 6= 1 −1 −1




The proof of this proposition is completely analogous to that of Propos-
ition 9.3.1. We now derive consequences. The proofs are identical to the
analogous cases over U ×W−.
We specialise to the case of interest, that is j0 = k0 +1 and E(Sym2 f∗k0 , k0 +
1) = 0, and study when the interpolation further generalises. By replicating the
strategy used over U ×W−, we try to show that in this case the interpolation
formula is zero on both sides. As we are not using the previous techniques, we
drop here all additional assumptions, M3 included. Let j0 = k0 + 1 odd.
Proposition 10.2.3. If ψ 6= 1 and Lgeomp (F, F )(k0, k0, k0 + 2) = 0, then
Limpp (Sym2 F )(k0, k0 + 2) = 0.
Proof. Since j0 = k0 + 1 is odd, k0 is even, so is ψ. The proposition follows
from the same proof as Proposition 9.3.3, using that Lp(ψ, 1) 6= 0.
Proposition 10.2.4. Suppose that E(Sym2 f∗k0 , k0 + 1) = 0 and ψ 6= 1. If
Lgeomp (F, F )(k0, k0, k0 + 2) = 0, then the interpolation formula (10.1) holds
(trivially).
Proof. Under the hypothesis E(Sym2 f∗k0 , k0 +1) = 0, the right hand side of the
interpolation formula (10.1) is zero, by the same reasoning as in Lemma 9.3.2.
Under the hypotheses ψ 6= 1 and Lgeomp (F, F )(k0, k0, k0 + 2) = 0 the last
proposition applies, and the left hand side of the formula vanishes as well.
Therefore the interpolation formula reads 0 = 0, which trivially holds.
As it is the case over U ×W−, also in the half of the domain U ×W+ we
have that when E(Sym2 f∗k0 , f
∗
k0
, k0 +1) 6= 0 applies, interpolation at j0 = k0 +1
always holds, while when it does not apply, interpolation holds only when we
are able to prove that the p-adic L-value is zero.
Exceptional zeros in the whole weight space The study of the factor
E ′ suggests where the exceptional zeros and poles of Limpp (Sym2 F ) could be
located in this half of the domain too. For the same reasons as over U ×W−,
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we cannot directly translate this indication into a full-fledged proof, but we
turn it into a conjecture.
Conjecture. Suppose that ψ and ψ2 are primitive modulo N . Every point
(k0, j0 + 1) ∈ U ×W+ such that j0 is odd and k0 + 1 < j0 ≤ 2k0 + 1, is an
exceptional zero for Limpp (Sym2 F ) of order O′′(j0). Every point (k0, k0 + 2) ∈
U ×W+ such that k0 + 1 is odd and E(Sym2 f∗k0 , k0 + 1) 6= 0, is an exceptional
zero for Limpp (Sym2 F ) of order −r0, where
r0 =
0 if α 6= β1 if α = β
Moreover, assuming E(Sym2 f∗k0 , k0 + 1) 6= 0 then:
1. If k0 = 0, then Limpp (Sym2 F ) is analytic at (0, 2).
2. If k0 > 0, assuming the conjecture that α 6= β then Limpp (Sym2 F ) is
analytic at all points (k0, j0 + 1) for j0 odd, k0 + 1 ≤ j0 ≤ 2k0 + 1.
3. Assuming the conjecture that α 6= β in all weights, then Limpp (Sym2 F ) is
analytic on the whole interpolation range in U ×W+, and then on the
whole interpolation range in U ×W.
10.3 Conclusion and final remarks
By putting together Theorem 10.2.1 with the main theorem of the last chapter,
we prove the main and final theorems of the thesis. For easier reference, we
recall here that f ∈ Sk+2(N,ψ) is a normalised cuspidal newform and that we
assume N ≥ 5.
Theorem 10.3.1. Suppose that f is supersingular at p and assume that
αf 6= βf . There exists a unique 2-variable meromorphic p-adic L-function
Limpp (Sym2 F ) : U ×W → Qp with the following interpolation property:
• if (k0, j0) ∈ N2 ∩ U ×W with j0 even is such that either 0 ≤ j0 < k0, or
j0 = k0, E(Sym2 fk0 , k0 + 1) 6= 0 and N = Nψ, then:




2 fk0 , j0 + 1)
E(fk0)E∗(fk0)








• assume that ψ, ψ2 have conductor N ; if (k0, j0) ∈ N2 ∩ U × W with
j0 odd is such that either k0 + 1 < j0 ≤ 2k0 + 1, or j0 = k0 + 1 and
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E(Sym2 f∗k0 , k0 + 1) 6= 0, then:
Limpp (Sym2 F )(k0, j0 + 1) = (−1)k0+1(2k0− j0 + 1)!
(2πiN)j0−k0−1
4〈fk0 , fk0〉(4π)k0+1
· ε[F,F,j0+1]p (k0, k0, j0 + 1)
E(Sym2 f∗k0 , 2k0 − j0 + 2)
E(fk0)E∗(fk0)
· Limp(Sym2 fk0 ⊗ ψ−2, 2k0 − j0 + 2)
where fk0 ∈ Mk0+2(N,ψ) is such that F passes through its p-stabilisation at
k0.
In general Limpp (Sym2 F ) is not necessarily analytic, but only meromorphic.
Proof. We have proved all the interpolation formulæ already, in the course of
the last two chapters: see Theorems 9.2.3 and 10.2.1. The only thing that is
left to prove is that these equations determine Limpp (Sym2 F ) uniquely over
U ×W : this is the same density argument used in the proof of Theorem 9.2.3
at page 105.
Theorem 10.3.2. In the hypotheses of Theorem 10.3.1, the factorisation of
p-adic L-functions holds:
Lgeomp (F, F )(σ1, σ1, σ2) = Limpp (Sym2 F )(σ1, σ2)Lp(ψ, σ2 − σ1 − 1)
for every (σ1, σ2) ∈ U ×W.
Proof. Follows directly from the definition of Limpp (Sym2 F ).
The following corollary is straightforward.
Corollary 10.3.3. Suppose that f is supersingular at p and that αf 6= βf .
There exist one-variable meromorphic p-adic L-functions Limpp (Sym2 fk0) : W →
Qp for varying k0, defined as specialisations
Limpp (Sym2 fk0) = Limpp (Sym2 F )(k0)
such that they enjoy the interpolation property
• for integers j0 such that (−1)j0 = 1 and either 0 ≤ j0 < k0, or j0 = k0,
E(Sym2 fk0 , k0 + 1) 6= 0 and N = Nψ:




2 fk0 , j0 + 1)
E(fk0)E∗(fk0)









• assume that ψ, ψ2 have conductor N ; for integers j0 such that (−1)j0+1 =
1 and either k0+1 < j0 ≤ 2k0+1, or j0 = k0+1 and E(Sym2 f∗k0 , k0+1) 6=
0, then:
Limpp (Sym2 fk0)(j0 + 1) = (−1)k0+1(2k0 − j0 + 1)!
(2πiN)j0−k0−1
4(4π)k0+1〈fk0 , fk0〉
· ε[F,F,j0+1]p (k0, k0, j0 + 1)
E(Sym2 f∗k0 , 2k0 − j0 + 2)
E(fk0)E∗(fk0)
· Limp(Sym2 fk0 ⊗ ψ−2, 2k0 − j0 + 2).
With the new interpolation properties, the p-adic L-function defined in
the theorem is uniquely determined on the whole U × W by density. The
arguments of this chapter complete the goal of covering the half of the weight
space U ×W+, as pointed out at the end of the last chapter.
Having used the additive notation for variables of p-adic L-functions and
thanks to our normalisations, Limpp (Sym2 F ) interpolates L(Sym2 fk) at the
same evaluation points. It is also remarkable that the shape of the p-adic
factorisation formula matches exactly that of the complex factorisation formula.
We highlight that we have interpolation for s0 = j0 + 1 in the interval
[1, 2k0 + 2], which is cut in two halves where we have different parity conditions.
In particular, in the first half the condition is (−1)s0+1 = 1, while in the
second one is (−1)s0 = 1. These conditions coincide exactly with those of
Schmidt’s p-adic L-function, which interpolates Limp(Sym2 fk0) in the ordinary
case. Therefore our functions are a direct generalisation to the supersingular
case (and to families of forms) of Schmidt’s function.
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