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CARACTE´RISATION DES FORMES MODULAIRES PAR DES
VALEURS DE FONCTIONS L
FRANC¸OIS MARTIN ET EMMANUEL ROYER
Re´sume´
On pre´sente une application de la
the´orie des pe´riodes a` la de´termination
des formes modulaires par les valeurs de
certaines de leurs fonctions L.
Abstract
We give an application of the theory of
periods to the determination of modu-
lar forms by values of some of their L
functions.
Introduction
Soit Γ un sous-groupe de congruence de SL(2,Z) et k un entier, on note S(2k, Γ )
l’espace des formes modulaires paraboliques de poids 2k sur Γ (voir le §2.1.2).
Si (L1, . . . ,Ln) est un ensemble de formes line´aires sur S(2k, Γ ), on dit que cet
ensemble caracte´rise la forme f ∈ S(2k, Γ ) si on a l’implication
∀g ∈ S(2k, Γ ),

L1(f) = L1(g)
...
Ln(f) = Ln(g)
=⇒ (f = g).
Si A =
(
a b
c d
)
est une matrice de SL(2,Z) et f ∈ S(2k, Γ ), on de´finit une fonction
f |A sur le demi-plan de Poincare´ H en posant
f |A(z) = (cz + d)
−2kf
(
az + b
cz + d
)
·
A` cette fonction, on peut associer une fonction L dont les valeurs inte´ressantes sont
les valeurs aux entiers de [1, 2k − 1] (voir §2.2). On s’inte´resse dans cet article aux
formes line´aires f 7→ L(f |A, ℓ) lorsque A parcourt un ensemble de repre´sentants du
quotient Γ\SL(2,Z). On prouve le
The´ore`me 1. Soit Γ un sous-groupe de congruence de SL(2,Z) contenant −I et
k un entier strictement positif. Soit f ∈ S(2k, Γ ). Il existe un sous-ensemble R de
SL(2,Z)× {1, . . . , 2k − 1} de cardinal
2k − 1
6
ν0(Γ ) + εS(2k)
ν2(Γ )
2
+ 2εU (2k)
ν3(Γ )
3
+ δ(k = 1)
tel que ∀g ∈ S(2k, Γ )
[∀(A, ℓ) ∈ R, L(f |A, ℓ) = L(g|A, ℓ)]⇒ (f = g).
Dans cet e´nonce´, δ(k = 1) vaut 1 si k = 1 et 0 sinon, et ν0(Γ ) = [SL(2,Z) : Γ ].
Les fonctions εS et εU sont de´finies par
εS(2k) =
{
1 si 2k ≡ 0 (mod 4) ;
−1 si 2k ≡ 2 (mod 4)
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et
εU (2k) =

0 si 2k ≡ 1 (mod 3) ;
1 si 2k ≡ 0 (mod 3) ;
−1 si 2k ≡ −1 (mod 3).
Le nombre ν2(Γ ) (resp. ν3(Γ )) est le nombre de points elliptiques d’ordre 2 (resp.
d’ordre 3) de Γ . A` titre d’exemple, on a
ν2
(
Γ0(m)
)
=
0 si 4|m ;∏
p|m
[
1 +
(
−1
p
)]
sinon
et
ν3
(
Γ0(m)
)
=
0 si 9|m ;∏
p|m
[
1 +
(
−3
p
)]
sinon.
[Miy89, theorem 4.2.7] Ce re´sultat est a` comparer avec la dimension de S(2k, Γ ),
[Miy89, theorem 2.5.2, lemma 4.2.6, theorem 4.2.11]
dimS(2, Γ ) = 1 +
ν0(Γ )
12
−
ν2(Γ )
4
−
ν3(Γ )
3
−
ν∞(Γ )
2
et, si 2k ≥ 4,
dimS(2k, Γ ) =
2k − 1
12
ν0(Γ ) +
ν2(Γ )
4
+
ν3(Γ )
3
−
ν∞(Γ )
2
ou` ν∞(Γ ) est le nombre de pointes de Γ (voir §2.1.1).
Sans restriction sur S(2k, Γ ), on a le minorant
♯R ≥ dimS(2k, Γ ).
D’autres grandeurs que les formes line´aires utilise´es ici ont e´te´ e´tudie´es. Si f ∈
S(2k,m) = S
(
2k, Γ0(m)
)
, elle admet un de´veloppement de Fourier
f(z) =
+∞∑
n=1
f̂(n)e2iπnz
et on de´finit, pour tout caracte`re χ, la fonction
L(f ⊗ χ, s) =
+∞∑
n=1
f̂(n)χ(n)n−s.
Luo et Ramakrishnan [LR97] ont prouve´ (entre autre) que l’ensemble des valeurs
L(f ⊗ χ, k) lorsque χ parcourt tous les caracte`res quadratiques de module premier
a` m de´termine f . D’autre part, si f ∈ S(2,m), on dit que f est associe´e a` une
courbe elliptique si sa fonction L co¨ıncide avec celle d’une courbe elliptique. Stark
[Sta96] a prouve´ que la valeur L(f, 1) caracte´rise la forme f . On remarque qu’on a
fait une grosse restriction sur S(2,m) puisque, si on note Ell(2,m) l’ensemble (fini)
des formes de S(2,m) associe´es a` une courbe elliptique, on a pour tout ε > 0,
♯Ell(2,m)
dimS(2,m)
≤ C(ε)m−1/2+ε
avec C(ε) une constante ne de´pendant que de ε [DK00].
Notre me´thode consiste a` tirer parti des relations de Manin. A` chaque forme
f on peut associer un polynoˆme appele´ polynoˆme de pe´riodes (voir §2.1.3). Ce
polynoˆme ve´rifie des relations que l’on peut traduire en relations line´aires sur les
valeurs L(f |A, ℓ). Un morphisme injectif, duˆ essentiellement a` Eichler et Shimura
(et Skoruppa dans la version utilise´e ici) permet alors de ramener notre proble`me
au calcul du rang d’un syste`me line´aire (voir §3). Ce calcul est essentiellement un
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travail de combinatoire, nous e´tablirons les re´sultats combinatoires ne´cessaires au
§1.
On de´duit une autre conse´quence du morphisme injectif d’Eichler-Shimura, inde´pendante
de la pre´ce´dente. Pour p premier, on de´finit X(p) comme l’ensemble des p− 1 car-
acte`res modulo p et Wp l’involution de Fricke (voir §A). On a alors la
Proposition 2. Soit k un entier et p un nombre premier. Soit f et g deux formes
de S
(
2k, Γ0(p)
)
. On suppose que
∀ℓ ∈ [1, k], ∀χ ∈ X(p), L(Wpf ⊗ χ, ℓ) = L(Wpg ⊗ χ, ℓ),
∀ℓ ∈ [1, k], L(Wpf, ℓ) = L(Wpg, ℓ)
et
∀ℓ ∈ [1, k], L(f, ℓ) = L(g, ℓ).
Alors, f = g.
On utilise les notations
I =
(
1 0
0 1
)
, S =
(
0 −1
1 0
)
, T =
(
1 1
0 1
)
, U =
(
0 −1
1 −1
)
, T ′ =
(
1 0
1 1
)
et si E est une expression pouvant prendre uniquement la valeur vraie ou la valeur
fausse, δ(E) vaut 1 si E est vraie et 0 sinon. Enfin on fait la convention
(
a
b
)
= 0 si
b < 0 ou b > a.
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Le premier paragraphe expose des re´sultats de combinatoire dont on aura besoin.
Le deuxie`me paragraphe met en place ce dont on aura besoin des pe´riodes de formes
modulaires pour de´montrer le the´ore`me 1. Ce the´ore`me est prouve´ au paragraphe
3 et la proposition 2 est prouve´e en appendice.
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1. Lemmes combinatoires
On e´tablit dans ce paragraphe des lemmes combinatoires ne´cessaires a` la suite.
Lemme 1.1. Soit n ≥ 0 un entier. Soit ℓ et t des entiers tels que 0 ≤ ℓ ≤ n et
0 ≤ t ≤ n. Alors
min(t,ℓ)∑
u=0
(−1)u
(
t
u
)(
n− u
n− ℓ
)
=
(
n− t
ℓ
)
.
De´monstration. Lorsque t ≤ ℓ le re´sultat est conse´quence de l’e´galite´
(n− ℓ)!
t∑
u=0
(−1)u
(
t
u
)(
n− u
n− ℓ
)
=
n−ℓ∑
v=0
(
n− ℓ
v
)
dv
dXv
∣∣∣
X=1
(X − 1)t
dn−ℓ−v
dXn−ℓ−v
∣∣∣
X=1
Xn−t.
On utilise ce cas et l’e´galite´
ℓ∑
u=0
(−1)u
(
t
u
)(
n− u
n− ℓ
)
=
t!(n− t)!
(n− ℓ)!ℓ!
ℓ∑
u=0
(−1)u
(
ℓ
u
)(
n− u
n− t
)
pour prouver le cas t > ℓ. 
Lemme 1.2. Soit j, ℓ, r des entiers tels que ℓ ≥ 1 et j − r /∈ [1, ℓ− 1]. Alors
(1)
r∑
t=0
[(
ℓ + t− 1
2t
)(
j − ℓ− t
2r − 2t
)
+
(
ℓ+ t− 1
2t+ 1
)(
j − ℓ− t− 1
2r − 2t− 1
)]
=
(
j − 1
2r
)
(2)
r−1∑
t=0
[(
ℓ+ t− 1
2t
)(
j − ℓ− t− 1
2r − 2t− 1
)
+
(
ℓ+ t
2t+ 1
)(
j − ℓ− t− 1
2r − 2t− 2
)]
=
(
j − 1
2r − 1
)
(3)
r−1∑
t=0
[(
ℓ+ t− 1
2t
)(
j − ℓ− t
2r − 2t− 1
)
+
(
ℓ+ t− 1
2t+ 1
)(
j − ℓ− t− 1
2r − 2t− 2
)]
=
(
j − 1
2r − 1
)
(4)
r∑
t=0
[(
ℓ+ t− 1
2t
)(
j − ℓ− t− 1
2r − 2t
)
+
(
ℓ+ t
2t+ 1
)(
j − ℓ− t− 1
2r − 2t− 1
)]
=
(
j − 1
2r
)
·
De´monstration. Pour prouver le point 1, on note S(ℓ) le membre de gauche. On a
S(1) =
(
j−1
2r
)
et l’e´galite´ de Pascal implique, pour ℓ 6= j−r l’e´galite´ S(ℓ+1) = S(ℓ).
Les autres points se de´montrent de fac¸on identique. 
Pour tous entiers k ≥ 0 et r ≥ 1, on de´finit les polynoˆmes P k0 (X) = 1,
P k2r(X) =
1
(2r)!
2r−1∏
u=0
(k + r − u−X)
et
P k2r−1(X) =
1
(2r − 1)!
2r−1∏
u=1
(k + r − u−X).
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Pour tout j ∈ Z on a les relations
P k2r(j) =

(
k+r−j
2r
)
si j ≤ k − r ;(
j−k+r−1
2r
)
si j > k + r ;
0 sinon
(1a)
et
P k2r−1(j) =

(
k+r−j−1
2r−1
)
si j ≤ k − r ;
−
(
j−k+r−1
2r−1
)
si j > k + r − 1 ;
0 sinon.
(1b)
On de´duit du lemme 1.2 le
Corollaire 1.3. Soit r > 0.
(1) Si k − r ≥ 1,
P k2r(j) =
(
j − 1
2r
)
+
r−1∑
t=0
[(
k − r + t
2t+ 1
)
P k2r−2t−1(j)−
(
k − r + t
2t+ 2
)
P k2r−2t−2(j)
]
(2) si k − r ≥ 2,
P k2r−1(j) = −
(
j − 1
2r − 1
)
+ (k − r)P k2r−2(j)−
r−1∑
t=1
[(
k − r + t
2t
)
P k2r−2t−1(j)
−
(
k − r + t
2t+ 1
)
P k2r−2t−2(j)
]
·
De´monstration. On se rame`ne aux points 1 et 2 du lemme 1.2 en utilisant les e´galite´s
(1). En remarquant qu’il s’agit d’e´galite´s de polynoˆmes, on peut en effet supposer
j suffisamment grand. 
Lemme 1.4. Soit ℓ ∈ N,
(1) si r ∈ Z \ {0},
r∑
t=0
[(
t+ ℓ− r
2t+ 1
)(
ℓ− 1 + r − t
2r − 2t− 1
)
−
(
t+ ℓ− r
2t
)(
ℓ− 1 + r − t
2r − 2t
)]
= 0
(2) si r ∈ Z,
r∑
t=0
[(
t+ ℓ− r
2t+ 1
)(
ℓ+ r − t
2r − 2t
)
−
(
t+ ℓ− r
2t
)(
ℓ+ r − t
2r − 2t+ 1
)]
= 0
(3) si r ∈ Z,
r∑
t=0
[(
t+ ℓ− 1
2t
)(
ℓ− t
2r − 2t+ 1
)
−
(
t+ ℓ
2t+ 1
)(
ℓ− 1− t
2r − 2t
)]
= 0
(4) si r ∈ Z \ {0},
r∑
t=0
[(
t+ ℓ
2t
)(
ℓ− t
2r − 2t
)
−
(
t+ ℓ
2t+ 1
)(
ℓ− t
2r − 2t− 1
)]
= 0.
De´monstration. Le principe de de´monstration est le meˆme que pour le lemme 1.2.

Lemme 1.5. (1) Soit (bvℓ ) l’unique suite de´finie par
bvℓ =

0 si v < ℓ ou ℓ < 1 ;
2v − 1 si ℓ = 1 et v ≥ 1 ;
bv−1ℓ − b
v−1
ℓ−1 sinon.
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Soit v ≥ 1. Alors si (m, k) ∈ N× Z,
2
[(
m
k
)
+
(
m
k + 1− 2v
)]
=
v∑
ℓ=1
bvℓ
[(
m+ ℓ
k
)
+
(
m+ ℓ
k + 1 + ℓ− 2v
)]
et
v∑
ℓ=1
bvℓ =
{
1 si v = 1 ;
2 si v ≥ 2.
(2) Soit (cvℓ ) l’unique suite de´finie par
cvℓ =

0 si v < ℓ ou ℓ < 1 ;
2v si ℓ = 1 ;
cv−1ℓ − c
v−1
ℓ−1 sinon.
Soit v ≥ 1. Alors si (m, k) ∈ N× Z,
2
[(
m
k
)
−
(
m
k − 2v
)]
=
v∑
ℓ=1
cvℓ
[(
m+ ℓ
k
)
−
(
m+ ℓ
k + ℓ− 2v
)]
·
De´monstration. La preuve se fait par re´currence sur v. 
Lemme 1.6. Soit t ≥ 1, alors
t−1∑
r=0
(−1)r
(
t+ r
2r
)(
2r
r
)
+
t∑
r=1
(−1)r+1
(
t+ r − 1
2r − 1
)(
2r − 1
r
)
= (−1)t+1
(
2t
t
)
et
t−1∑
r=0
(−1)r
(
t+ r − 1
2r
)(
2r
r
)
+
t−1∑
r=1
(−1)r
(
t+ r − 1
2r − 1
)(
2r − 1
r
)
= (−1)t+1
(
2t− 1
t
)
.
De´monstration. La premie`re e´galite´ re´sulte de
t∑
r=0
(−1)r
(
t+ r
2r
)(
2r
r
)
=
t∑
r=0
(−1)r
(
t+ r
2r
)(
2r
r
)[
1−
t
t+ r
]
= 0
graˆce a` [BMP86, 4.2.6.13]. La seconde e´galite´ re´sulte de la premie`re et de [BMP86,
4.2.5.71]. 
2. Les e´quations de Manin
2.1. Pe´riodes de formes modulaires.
2.1.1. Proprie´te´s de Γ . On conside`re Γ un sous-groupe de congruence de SL(2,Z)
contenant −I. On note R(Γ ) l’ensemble fini
Γ\
SL(2,Z) et ν0(Γ ) son cardinal. Un
e´le´ment de R(Γ ) obtenu par projection canonique d’une matrice M de SL(2,Z)
sera note´ M . Si M ∈ SL(2,Z), on note RM (Γ ) l’ensemble des e´le´ments de R(Γ )
invariants par multiplication a` droite par M :
RM (Γ ) = {A ∈ R(Γ ) ; AM = A}.
Le cardinal de RS(Γ ) est donne´ par ν2(Γ ), le nombre de points elliptiques d’ordre
2 de Γ . Le cardinal de RU (Γ ) est donne´ par ν3(Γ ), le nombre de points elliptiques
d’ordre 3 de Γ . On effectue la de´composition de R(Γ ) selon S (respectivement U) :
puisque
R(Γ ) \ RS(Γ ) = {M ∈ R(Γ ) ; MS 6=M}
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on peut construire R2(Γ ) un ensemble maximal de classes M de R(Γ ) tels que
M 6= MS de sorte que si M et N sont dans R2(Γ ) alors M 6= NS. On a alors la
de´composition en union disjointe
R(Γ ) = R2(Γ ) ⊔R2(Γ )S ⊔RS(Γ ).
On a
♯R2(Γ ) =
ν0(Γ )− ν2(Γ )
2
·
De meˆme, on peut construire R3(Γ ) tel que
R(Γ ) = R3(Γ ) ⊔R3(Γ )U ⊔R3(Γ )U2 ⊔RU (Γ ) (2)
avec
♯R3(Γ ) =
ν0(Γ )− ν3(Γ )
3
·
Le groupe SL(2,Z) agit sur le demi-plan de Poincare´ H = {z ∈ C ; ℑm z > 0}
par action homographique (
a b
c d
)
z =
az + b
cz + d
et cette action s’e´tend en action transitive sur H∪Q∪{∞}. L’ensemble Γ\Q ∪ {∞}
est fini de cardinal ν∞(Γ ) et ses e´le´ments sont appele´s pointes de Γ .
On de´finit une action gauche de SL(2,Z) sur l’ensemble des fonctions F de
C × R(Γ ) telles que pour tout M ∈ R(Γ ), limy→0 y
2k−2F (y−1,M) < ∞ : si h =(
a b
c d
)
∈ SL(2,Z) on pose
h.F : C×R(Γ ) → C
(X,M) 7→ (−cX + a)2k−2F (h−1X,Mh).
2.1.2. Formes modulaires. Soit 2k un entier pair strictement positif et Γ un sous-
groupe de congruence de SL(2,Z). Le groupe SL(2,Z) agit sur l’espace des fonctions
holomorphes sur H graˆce a` l’action
f |( a b
c d
)(z) = (cz + d)−2kf(az + b
cz + d
)
· (3)
On dit que f ve´rifie la condition de modularite´ sur Γ si pour toute matrice M ∈ Γ
on a f |M = f . Soit M ∈ SL(2,Z), on de´finit
uM = inf{u ∈ N
∗ ; T u ∈M−1ΓM}.
Si f ve´rifie la condition de modularite´ sur Γ alors f |M est pe´riodique de pe´riode
uM . Elle admet un de´veloppement de Fourier de la forme
f |M (z) =
∑
n∈Z
f̂M (n) exp
(
2iπ
n
uM
z
)
(4)
pour ℑm z assez grand et par modularite´, le coefficient f̂M (n) ne de´pend que de M .
On dit que f est holomorphe aux pointes si pour toute M ∈ SL(2,Z) et tout n < 0
on a f̂M (n) = 0. Dans ce cas, f e´tant holomorphe sur H, (4) converge normalement
sur tout compact de H. Si f est une fonction holomorphe ve´rifiant la condition
de modularite´ sur Γ , holomorphe aux pointes et ve´rifiant de plus f̂M (0) = 0 pour
toute M ∈ SL(2,Z), on dit que f est une forme parabolique. Si M ∈ SL(2,Z) et
si f est parabolique on de´duit du de´veloppement (4) et du fait que f |M ve´rifie la
condition de modularite´ sur M−1ΓM qu’il existe une constante c telle que pour
tout n strictement positif on a [Miy89, corollary 2.1.6]
|f̂M (n)| ≤ cn
k. (5)
On en de´duit l’existence, pour toute M ∈ SL(2,Z), de constantes c et y0 telles que
si y ≥ y0 alors ∣∣f |M (iy)∣∣ ≤ ce−2πy/uM (6)
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[Miy89, lemme 4.3.3]. Lorsque M ∈ Γ on e´crit f̂(n) au lieu de f̂M (n). On note
S(2k, Γ ) l’espace des formes paraboliques de poids 2k sur Γ . C’est un espace de
dimension finie dont la dimension a e´te´ donne´e en introduction (dans le cas ou` −I
est dans Γ ).
2.1.3. Pe´riodes. Si f est une forme de S(2k, Γ ) et si M ∈ SL(2,Z), l’e´quation (6)
permet de de´finir le polynoˆme de pe´riode de f et M par
ρM (f)(X) = −
1
(2k − 2)!
∫ +i∞
0
f |M (z)(X − z)
2k−2 dz.
Ce polynoˆme ne de´pend que de la classe de M modulo Γ . Si C[X ]2k−2 est l’espace
des polynoˆmes a` coefficients complexes de degre´ infe´rieur ou e´gal a` 2k−2, on de´duit
des travaux de Skoruppa [Sko90, proposition 3] que le morphisme
ρ : S(2k,m) → C[X ]
ν0(Γ )
2k−2
f 7→ {ρM (f)}M∈R(Γ )
est injectif.
Pour f ∈ S(2k, Γ ) on de´finit ensuite le morphisme
rf : C×R(Γ ) → C
(X,M) 7→ ρM (f)(X).
On de´duit de la relation
M.rf (X,A) = −
1
(2k − 2)!
∫ M.∞
M.0
f |A(z)(X − z)
2k−2 dz
vraie pour toute matrice M ∈ SL(2,Z) les relations de Manin
(I + S).rf = 0 (7)
(I + U + U2).rf = 0. (8)
Remarque : Le premier auteur [Mar01, appendice] a prouve´ que ces relations
¡¡ engendrent ¿¿ toutes celles du meˆme type au sens ou` ces deux relations sont
e´quivalentes a` la proprie´te´ : pour tout
W =
∑
M
wMM
de Z[SL(2,Z)] ve´rifiant ∑
M
wM (M.∞−M.0) = 0
on a (∑
M
wMM
)
.rf = 0.
2.2. Fonctions L - Liens avec les pe´riodes. Soit f une forme de S(2k,m) et M
une matrice de SL(2,Z). On de´finit la fonction L de f |M par la se´rie
L(f |M , s) =
+∞∑
n=1
f̂M (n)n
−s.
Graˆce a` (5) cette se´rie converge pour ℜe s > k + 1. La de´croissance exponentielle
(6) et la repre´sentation inte´grale(
2π
uM
)−s
Γ (s)L(f |M , s) =
∫ +∞
1
f |M (it)t
sdt
t
+ (−1)k
∫ +∞
1
f |MS(it)t
−s+2k dt
t
(9)
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donnent un prolongement holomorphe de L(f |M , s) a` C. Pour la suite, il est plus
aise´ d’utiliser la fonction, elle aussi entie`re,
L∗(f |M , s) =
(
uM
2iπ
)s
1
Γ (2k − s)
L(f |M , s).
On traduit les relations de Manin (7) et (8) dans la
Proposition 2.1. Soit f ∈ S(2k, Γ ) et M ∈ R(Γ ). Pour tout entier ℓ tel que
1 ≤ ℓ ≤ 2k − 1 on a
L∗(f |M , ℓ)− (−1)
ℓL∗(f |MS , 2k − ℓ) = 0
et
L∗(f |M , 2k − ℓ)− (−1)
ℓ
ℓ∑
j=1
(
2k − 1− j
ℓ− j
)
L∗(f |MU , j)
− (−1)ℓ
2k−1∑
j=ℓ
(
j − 1
ℓ− 1
)
L∗(f |MU2 , j) = 0.
Remarque : La premie`re des deux relations n’est rien d’autre qu’un cas partic-
ulier de l’e´quation fonctionnelle de L∗ qu’on de´duit de (9).
De´monstration. Par de´veloppement du polynoˆme (X−z)2k−2, utilisation du de´veloppement
de Fourier (4) et de ∫ +i∞
0
zℓe2iπnz dz = ℓ!
(
i
2πn
)ℓ+1
[BMP86, 2.3.3.2] on montre que pour tout M ∈ R(Γ )
ρM (f)(X) =
2k−2∑
ℓ=0
L∗(f |M , 2k − 1− ℓ)X
ℓ. (10)
On a
U.rf (X,M) = X
2k−2rf
(
X − 1
X
,MU
)
et
U2.rf (X,M) = (X − 1)
2k−2rf
(
−1
X − 1
,MU2
)
de sorte que l’e´quation (8) donne
ρM (f)(X) +X
2k−2ρMU (f)
(
X − 1
X
)
+ (X − 1)2k−2ρMU2(f)
(
−1
X − 1
)
= 0.
Graˆce a` (10) on a alors la seconde relation de la proposition. On obtient de meˆme
la premie`re relation a` partir de (7) (voir aussi la remarque ci-dessus). 
La proposition 2.1 affirme que {L(f |M , ℓ), M ∈ R(Γ ), ℓ ∈ [1, 2k−1]} est solution
du syste`me
xM (ℓ)− (−1)
ℓxMS(2k − ℓ) = 0
xM (2k − ℓ)− (−1)
ℓ
ℓ∑
j=1
(
2k−1−j
ℓ−j
)
xMU (j)− (−1)
ℓ
2k−1∑
j=ℓ
(
j−1
ℓ−1
)
xMU2 (j) = 0
ou` les e´quations sont re´pe´te´es pour chaque M de R(Γ ) et chaque ℓ de [1, 2k − 1].
Le but des paragraphes suivants est d’estimer le rang de ce syste`me.
2.3. Base du syste`me de Manin.
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2.3.1. E´quations provenant de S. D’apre`s la proposition 2.1, l’e´quation (1+S).rf =
0 est e´quivalente au syste`me d’e´quations{
{ℓM} : L∗(f |M , ℓ)− (−1)
ℓL∗(f |MS , 2k − ℓ) = 0
}
M∈R(Γ )
1≤ℓ≤2k−1
.
On appelle alors e´quations provenant de S les e´quations {ℓM} donne´es par
xM (ℓ)− (−1)
ℓxMS(2k − ℓ) = 0 {ℓM}
Puisque S2 = −I ∈ Γ , on a l’e´galite´ {ℓM} = (−1)ℓ+1{(2k − ℓ)MS}. Le syste`me
pre´ce´dent est donc e´quivalent au syste`me des ν0(Γ )k e´quations {ℓM} lorsque M
parcourt R(Γ ) et ℓ parcourt [1, k]. En fait, les seules relations de de´pendance entre
e´quations de ce nouveau syste`me proviennent des e´quations {kM}. Le syste`me des
e´quations {kM} lorsque M parcourt R(Γ ) est engendre´ par
ν0(Γ )− (−1)
kν2(Γ )
2
e´quations inde´pendantes : en effet, si M 6= MS alors {kM} = (−1)k+1{kMS} et
si M = MS, alors l’e´quation {kM} est non triviale si et seulement si (−1)k = −1.
On en de´duit le
Lemme 2.2. Le syste`me d’e´quations{
{ℓM} ; M ∈ R(Γ ), ℓ ∈ [1, 2k − 1]
}
est de rang
2k − 1
2
ν0(Γ )− (−1)
k ν2(Γ )
2
·
Il est e´quivalent au syste`me d’e´quations inde´pendantes forme´ par la re´union des
deux syste`mes {
{ℓM} ; M ∈ R(Γ ), ℓ ∈ [1, k − 1]
}
et {
{kM} ; M ∈ R2(Γ ) ∪RS(Γ )
}
si k est impair,{
{kM} ; M ∈ R2(Γ )
}
si k est pair.
2.3.2. E´quations provenant de U . D’apre`s la proposition 2.1, l’e´quation (1 + U +
U2).rf = 0 est e´quivalente au syste`me d’e´quations
L∗(f |M , 2k − ℓ)− (−1)
ℓ
ℓ∑
j=1
(
2k − 1− j
ℓ− j
)
L∗(f |MU , j)
− (−1)ℓ
2k−1∑
j=ℓ
(
j − 1
ℓ− 1
)
L∗(f |MU2 , j) = 0
ou` les e´quations sont re´pe´te´es pour chaque M de R(Γ ) et chaque ℓ de [1, 2k − 1].
On appelle donc e´quations provenant de U les e´quations [ℓM ] donne´es par
xMU (2k − ℓ)− (−1)
ℓ
ℓ∑
j=1
(
2k − 1− j
ℓ− j
)
xMU2 (j)
− (−1)ℓ
2k−1∑
j=ℓ
(
j − 1
ℓ− 1
)
xM (j) = 0. [ℓM ]
On conside`re le syste`me
(∗) = {[ℓM ] ; M ∈ R(Γ ), ℓ ∈ [1, 2k − 1]}.
Il existe des relations de de´pendance entre les e´quations de (∗). On le montre dans
le
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Lemme 2.3. Pour tout 1 ≤ ℓ ≤ 2k − 1 et tout M ∈ R(Γ ) on a
[(2k − ℓ)MU ] = (−1)ℓ+1
2k−1∑
j=2k−ℓ
(
j − 1
2k − ℓ − 1
)
[(2k − j)M ]
et
[(2k − ℓ)MU2] = (−1)ℓ+1
2k−ℓ∑
j=1
(
2k − 1− j
ℓ− 1
)
[(2k − j)M ].
De´monstration. On calcule, par interversion de sommes
2k−1∑
j=2k−ℓ
(
j − 1
2k − ℓ− 1
)
[(2k − j)M ] =
2k−1∑
t=2k−ℓ
(
t− 1
2k − ℓ− 1
)
xMU (t)
−
ℓ∑
t=1
xMU2 (t)
2k−t∑
j=2k−ℓ
(−1)j
(
2k − t− 1
j − 1
)(
j − 1
2k − ℓ− 1
)
−
2k−1∑
t=1
xM (t)
2k−1∑
j=max(2k−ℓ,2k−t)
(−1)j
(
j − 1
2k − ℓ− 1
)(
t− 1
2k − j − 1
)
·
On conclut graˆce a` l’e´galite´
2k−t∑
j=2k−ℓ
(−1)j
(
2k − t− 1
j − 1
)(
j − 1
2k − ℓ − 1
)
= (−1)ℓδ(t = ℓ)
et au lemme 1.1 qui donne
2k−1∑
j=max(2k−ℓ,2k−t)
(−1)j
(
j − 1
2k − ℓ− 1
)(
t− 1
2k − j − 1
)
= −
(
2k − 1− t
ℓ− 1
)
.
La seconde e´galite´ se prouve de meˆme. 
Afin de re´duire le syste`me, on de´finit par re´currence les e´quations [ℓM ]′, pour
0 ≤ 2ℓ+ 1 ≤ 2k par les formules
[2ℓM ]′ = [2ℓM ] + (k − ℓ)[(2ℓ− 1)M ]′ −
ℓ−1∑
t=1
[(
k − ℓ+ t
2t
)
[(2ℓ− 2t)M ]′
−
(
k − ℓ+ t
2t+ 1
)
[(2ℓ− 2t− 1)M ]′
]
et
[(2ℓ+ 1)M ]′ = [(2ℓ+ 1)M ] +
ℓ−1∑
t=0
[(
k − ℓ+ t
2t+ 1
)
[(2ℓ− 2t)M ]′
−
(
k − ℓ + t
2t+ 2
)
[(2ℓ− 2t− 1)M ]′
]
.
On de´veloppe ces e´quations dans le
Lemme 2.4. On suppose k ≥ 3. Soit M ∈ R(Γ ). Les e´quations [ ]′ sont donne´es
par
−
2ℓ∑
t=1
(
k − 1 + ℓ− t
2ℓ− t
)
xMU2 (t) +
2ℓ∑
t=1
(
k − 1 + ℓ− t
2ℓ− t
)
xMU (2k − t)
+
2k−1∑
t=1
P k2ℓ−1(t)xM (t) = 0 [2ℓM ]
′
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pour 2ℓ ≤ k et
2ℓ+1∑
t=1
(
k − 1 + ℓ− t
2ℓ+ 1− t
)
xMU2 (t) +
2ℓ+1∑
t=1
(
k + ℓ− t
2ℓ+ 1− t
)
xMU (2k − t)
+
2k−1∑
t=1
P k2ℓ(t)xM (t) = 0 [(2ℓ+ 1)M ]
′
pour 2ℓ+ 1 ≤ k.
De´monstration. Pour ℓ = 0 et ℓ = 1, on ve´rifie imme´diatement que [1M ]′ et [2M ]′
sont donne´es par les formules du lemme. On suppose que [tM ]′ est donne´e par le
lemme pour tout t < 2ℓ et on montre que [2ℓM ]′ et [(2ℓ+ 1)M ]′ sont donne´es par
le lemme. On calcule
[2ℓM ] + (k− ℓ)
[
2ℓ−1∑
t=1
(
k − 2 + ℓ− t
2ℓ− 1− t
)
xMU2 (t) +
2ℓ−1∑
t=1
(
k − 1 + ℓ− t
2ℓ− 1− t
)
xMU (2k− t)
+
2k−1∑
t=1
P k2ℓ−2(t)xM (t)
]
−
ℓ−1∑
j=1
(
k − ℓ+ j
2j
)[
−
2ℓ−2j∑
t=1
(
k − 1 + ℓ− j − t
2ℓ− 2j − t
)
xMU2 (t)
+
2ℓ−2j∑
t=1
(
k − 1 + ℓ− j − t
2ℓ− 2j − t
)
xMU (2k−t)+
2k−1∑
t=1
P k2ℓ−2j−1(t)xM (t)
]
+
ℓ−1∑
j=1
(
k − ℓ+ j
2j + 1
)
×
[
2ℓ−2j−1∑
t=1
(
k − 2 + ℓ− j − t
2ℓ− 1− 2j − t
)
xMU2 (t) +
2ℓ−2j−1∑
t=1
(
k − 1 + ℓ− j − t
2ℓ− 1− 2j − t
)
xMU (2k − t)
+
2k−1∑
t=1
P k2ℓ−2j−2(t)xM (t)
]
et on doit montrer que cette expression est la meˆme que celle donne´e pour [2ℓM ]′
dans le lemme. Pour 2t ≤ 2ℓ− 4, le coefficient de xMU2 (2t) est
−
(
k + ℓ− 2t− 1
2ℓ− 2t
)
−
(
2k − 2t− 1
2ℓ− 2t
)
+
ℓ−t∑
j=0
[(
k − ℓ+ j
2j
)(
k − 1 + ℓ− j − 2t
2ℓ− 2j − 2t
)
+
(
k − ℓ+ j
2j + 1
)(
k − 2 + ℓ− j − 2t
2ℓ− 2j − 2t− 1
)]
et vaut bien −
(
k+ℓ−2t−1
2ℓ−2t
)
graˆce au point 1 lemme 1.2. Pour 2t − 1 ≤ 2ℓ − 3, le
coefficient de xMU2 (2t− 1) est
−
(
k + ℓ− 2t
2ℓ− 2t+ 1
)
−
(
2k − 2t
2ℓ− 2t+ 1
)
+
ℓ−t∑
j=0
[(
k − ℓ+ j
2j
)(
k + ℓ− j − 2t
2ℓ− 2j − 2t+ 1
)
+
(
k − ℓ+ j
2j + 1
)(
k + ℓ− j − 2t− 1
2ℓ− 2j − 2t
)]
et vaut bien −
(
k+ℓ−2t
2ℓ−2t+1
)
graˆce au point 3 du lemme 1.2.
Si 2t ≤ 2ℓ− 4, le terme xMU (2k − 2t) est(
k + ℓ− 2t− 1
2ℓ− 2t
)
+
ℓ−t∑
j=0
[(
k − ℓ+ j
2j + 1
)(
k − 1 + ℓ− 2t− j
2ℓ− 2t− 2j − 1
)
−
(
k − ℓ+ j
2j
)(
k − 1 + ℓ− 2t− j
2ℓ− 2t− 2j
)]
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et vaut bien
(
k+ℓ−2t−1
2ℓ−2t
)
graˆce au point 1 du lemme 1.4. Si 2t− 1 ≤ 2ℓ− 3, le terme
xMU (2k − 2t+ 1) est(
k + ℓ− 2t
2ℓ− 2t+ 1
)
+
ℓ−t∑
j=0
[(
k − ℓ+ j
2j + 1
)(
k + ℓ − 2t− j
2ℓ− 2t− 2j
)
−
(
k − ℓ+ j
2j
)(
k + ℓ− 2t− j
2ℓ− 2t− 2j + 1
)]
et vaut bien
(
k+ℓ−2t
2ℓ−2t+1
)
graˆce au point 2 du lemme 1.4. Enfin, le coefficient de xM (t)
est
−
(
t− 1
2ℓ− 1
)
+ (k − ℓ)P k2ℓ−2(t)−
ℓ−1∑
j=1
(
k − ℓ+ j
2j
)
P k2ℓ−2j−1(t)
+
ℓ−1∑
j=1
(
k − ℓ+ j
2j + 1
)
P k2ℓ−2j−2(t) = P
k
2ℓ−1(t)
graˆce au corollaire 1.3. Tous les cas exclus sont imme´diats. Le re´sultat pour [(2ℓ+
1)M ]′ se montre de meˆme fac¸on. 
On de´finit les e´quations supple´mentaires
(E)M = [(2q + 1)M ]
′ + [2qMU ]′, lorsque k = 3q + 1, q ∈ N.
Le pendant, pour U du lemme 2.2 obtenu pour S est le
Lemme 2.5. Soit k ≥ 3. Le syste`me d’e´quations
{[ℓM ] ; M ∈ R(Γ ), ℓ ∈ [1, 2k − 1]}
est de rang
2k − 1
3
ν0(Γ ) +

0 si k ≡ 2 (mod 3) ;
2
3
ν3(Γ ) si k ≡ 1 (mod 3) ;
−
2
3
ν3(Γ ) si k ≡ 0 (mod 3).
Il est e´quivalent au syste`me d’e´quations inde´pendantes{
[ℓM ]′, M ∈ R(Γ ), 1 ≤ ℓ ≤
2k − 1
3
}
lorsque k ≡ 2 (mod 3),{
[ℓM ]′, M ∈ R(Γ ), 1 ≤ ℓ ≤
2k − 2
3
}⋃
{(E)M , M ∈ R
3(Γ ) ∪RU (Γ )}
lorsque k ≡ 1 (mod 3) puis{
[ℓM ]′, M ∈ R(Γ ), 1 ≤ ℓ ≤
2k
3
− 1
}⋃{[2k
3
M
]′
, M ∈ R3(Γ ) ∪R3(Γ )U
}
lorsque k ≡ 1 (mod 3).
Remarque : La preuve se lit plus facilement si on se contente de prouver que le
nombre d’e´quations inde´pendantes de (∗) est au moins donne´ par le lemme.
De´monstration. Fixons M ∈ R(Γ ). On note (∗)M le syste`me
(∗)M = {[ℓM ], [ℓMU ], [ℓMU
2] ; ℓ ∈ [1, 2k − 1]}.
Graˆce au lemme 2.3, le nombre d’e´quations inde´pendantes de ce syste`me est infe´rieur
ou e´gal a` 2k − 1. Par construction, quelque soit r ∈ [1, k], le syste`me engendre´ par
les e´quations [ℓM ]′, M fixe´, ℓ parcourant [1, r] est e´quivalent au syste`me engendre´
par les e´quations [ℓM ], M fixe´, ℓ parcourant [1, r]. Soit n ≥ 0 tel que 2n+ 1 ≤ k et
14 FRANC¸OIS MARTIN ET EMMANUEL ROYER
M 6=MU . Dans les e´quations du lemme 2.4, la variable xM (k+n) apparaˆıt (avec un
coefficient non nul) dans [1M ]′,[2M ]′,. . . ,[2nM ]′ et dans aucune des e´quations [ℓM ]′
avec ℓ > 2n. Si d’autre part n ∈ [0, k/3[, la variable xM (k + n) n’apparaˆıt ni dans
les e´quations [1MU ]′,. . . ,[2nMU ]′ ni dans les e´quations [1MU2]′,. . . ,[2nMU2]′. De
meˆme, la variable xM (k − n) apparaˆıt dans [1M ]
′,. . . ,[(2n + 1)M ]′ et, si d’autre
part n ∈ [0, (k − 1)/3[, elle n’apparaˆıt ni dans les e´quations [1MU ]′,. . . ,[(2n +
1)MU ]′ ni dans les e´quations [1MU2]′,. . . ,[(2n+1)MU2]′. On en de´duit que si L =
⌊(2k− 1)/3⌋ alors les e´quations [ℓM ]′,[ℓMU ]′,[ℓMU2]′ lorsque ℓ parcourt [1, L] sont
inde´pendantes. Finalement, si M 6= MU , le nombre d’e´quations inde´pendantes de
(∗)M appartient a` [3⌊(2k−1)/3⌋, 2k−1]. SiM = MU , le meˆme raisonnement montre
que les e´quations [ℓM ]′, 1 ≤ ℓ ≤ ⌊(2k − 1)/3⌋ sont line´airement inde´pendantes.
Notons SM l’ensemble des e´quations line´airement inde´pendantes
SM = {[ℓM ]
′, [ℓMU ]′, [ℓMU2]′, 1 ≤ ℓ ≤ ⌊
2k − 1
3
⌋}·
1) Soit k ≡ 2 (mod 3). Si M 6= MU , le syste`me (∗)M est de rang 2k − 1 et SM
est un syste`me compose´ de 2k−1 e´quations inde´pendantes. SiM =MU , le syste`me
(∗)M est le meˆme que pour un repre´sentant M 6= MU mais xM = xMU = xMU2 .
Ainsi, les calculs formels pre´ce´dents impliquent que toute e´quation [ℓM ]′ avec ℓ >
⌊(2k − 1)/3⌋ est combinaison line´aire des e´quations [tM ]′, [tMU ]′, [tMU2]′ avec
t ≤ ⌊(2k − 1)/3⌋, mais [tM ]′ = [tMU ]′ = [tMU2]′. La de´composition (2) implique
alors que le nombre d’e´quations inde´pendantes du syste`me (∗)M est
ν3(Γ )
2k − 1
3
+
2k − 1
3
[ν0(Γ )− ν3(Γ )] =
2k − 1
3
ν0(Γ )
et une base de ce syste`me est [ℓM ]′, M ∈ R(Γ ), 1 ≤ ℓ ≤ 2k−13 .
2) Si k ≡ 1 (mod 3), on a 3⌊ 2k−13 ⌋ = 2k − 2. Posons k = 3q + 1. Si M 6= MU ,
le syste`me (∗)M est engendre´ par les [ℓM ]
′, [ℓMU ]′, [ℓMU2]′, 1 ≤ ℓ ≤ ⌊ 2k−13 ⌋ et
e´ventuellement une autre e´quation. D’apre`s le lemme 2.4, et les e´quations (1a) et
(1b), (E)M se re´crit
2q+1∑
j=1
(
4q − j
2q − 1
)
[xM (j) + xMU (j) + xMU2 (j)]
+
6q+1∑
j=4q+2
(
j − 2q − 2
2q
)
[xM (j) + xMU (j) + xMU2 (j)] = 0. (E)M
Cette e´quation ne comportant aucune valeur xM (j) aux points j, 2q + 2 ≤ j ≤
4q + 1, elle n’est pas combinaison line´aire des e´quations de SM , ce qui montre que
SM ∪ (E)M est une base d’e´quations engendrant (∗)M qui est de rang 2k − 1.
Pour M = MU , l’e´quation (E)M est non triviale, donc les e´quations [ℓM ]
′,
1 ≤ ℓ ≤ 2q , (E)M sont line´airement inde´pendantes et engendrent (∗)M .
D’apre`s la de´composition (2) le nombre d’e´quations inde´pendantes du syste`me
est
(2q + 1)ν3(Γ ) + (6q + 1)
ν0(Γ )− ν3(Γ )
3
=
2k − 1
3
ν0(Γ ) +
2ν3(Γ )
3
et une base d’e´quations de (∗) est {[ℓM ]′, M ∈ R(Γ ), 1 ≤ ℓ ≤ 2k−23 }∪{(E)M , M ∈
R3(Γ ) ∪RU (Γ )}.
3) Si k ≡ 0 (mod 3), posons k = 3q. On a 3⌊(2k − 1)/3⌋ = 2k − 3. Supposons
que M 6= MU , le syste`me (∗)M est engendre´ par les e´quations [ℓM ]
′, [ℓMU ]′,
[ℓMU2]′ lorsque 1 ≤ ℓ ≤ 2q−1 et e´ventuellement deux autres e´quations. Conside´rons
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l’e´quation [2qM ]′, graˆce aux valeurs des polynoˆmes P kt , cette e´quation s’e´crit :
2q∑
j=1
(
4q − 1− j
2q − 1
)
[xM (j)− xMU2 (j)]
+
6q−1∑
j=4q
(
j − 2q − 1
2q − 1
)
[xMU (j)− xM (j)] = 0. [2qM ]
′
Les e´quations [2qM ]′ et [2qMU ]′ ne comportent aucune variable xM (j) avec 2q +
1 ≤ j ≤ 4q − 1, et ne sont pas multiples l’une de l’autre, donc l’ensemble SM ∪
{[2qM ]′, [2qMU ]′} est forme´ de 2k − 1 e´quations line´airement inde´pendantes, elles
forment donc une base de (∗)M . Si M = MU , l’e´quation [2qM ]
′ est triviale, on en
de´duit que l’ensemble des e´quations [ℓM ]′, 1 ≤ ℓ ≤ 2q−1 est une base d’e´quations de
(∗)M . Finalement, d’apre`s la de´composition (2) le nombre d’e´quations inde´pendantes
du syste`me est
(2q − 1)ν3(Γ ) + (6q − 1)
ν0(Γ )− ν3(Γ )
3
=
2k − 1
3
ν0(Γ )−
2ν3(Γ )
3
,
une base de (∗) est donne´e par {[ℓM ]′, M ∈ R(Γ ), 1 ≤ ℓ ≤ 2q − 1} ∪ {[2qM ]′,
M ∈ R3(Γ ) ∪R3(Γ )U}.

3. Caracte´risation par les valeurs de fonctions L
Au paragraphe pre´ce´dent, on a de´termine´ le nombre d’e´quations inde´pendantes,
ainsi qu’une base de ces e´quations, provenant d’une part de S, et d’autre part de
U . On va montrer maintenant que, si k ≥ 2, toutes ces e´quations sont line´airement
inde´pendantes. On traitera le cas k = 1 isole´ment.
On a vu qu’un ensemble ge´ne´rateur des e´quations provenant de S est donne´
par les {ℓM}, lorsque ℓ parcourt [1, k] et M parcourt R(Γ ). Posons dans la suite
rk = ⌊
2k − 1
3
⌋. On a vu qu’un ensemble ge´ne´rateur des e´quations provenant de U
est donne´ par les e´quations [ℓM ]′ pour ℓ parcourant [1, rk] et M parcourt R(Γ ),
auxquelles on ajoute les e´quations (E)M , M ∈ R
3(Γ ) ∪ RU (Γ ) si 3|k − 1 et les
e´quations [(rk + 1)M ]
′, M ∈ R3(Γ ) ∪R3(Γ )U si 3|k.
Par l’absurde, on suppose avoir une relation de de´pendance
∑
M∈R(Γ )
k∑
t=1
sM (t)[xM (t) + (−1)
t−1xMS(2k − t)] =
∑
M∈R(Γ )
rk∑
t=1
uM (t)[tM ]
′
+ δ(3|k − 1)
∑
M∈R3(Γ )∪RU (Γ )
vM (rk + 1)(E)M
+ δ(3|k)
∑
M∈R3(Γ )∪R3(Γ )U
wM (rk + 1)[(rk + 1)M ]
′. (11)
D’apre`s le lemme 2.2, on suppose que
si k est pair, sM (k) = 0 si M ∈ R
2(Γ )S ⊔RS(Γ ) (12a)
et
si k est impair, sM (k) = 0 si M ∈ R
2(Γ )S. (12b)
On de´finit (cela sera justifie´ par la preuve du lemme 3.1) si 3|k − 1,
uM (rk + 1) =

vM (rk + 1) si M ∈ R
3(Γ ) ;
vMU (rk + 1) si M ∈ R
3(Γ )U2 ;
vMU2 (rk + 1) si M ∈ R
3(Γ )U ;
3vM (rK + 1) si M ∈ R
U (Γ ).
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On a alors
uM (rk + 1) = uMU (rk + 1) = uMU2(rk + 1) si k ≡ 1 (mod 3). (13a)
On de´finit ensuite, si 3 divise k,
uM (rk + 1) =
1
3

2wM (rk + 1)− wMU (rk + 1) si M ∈ R
3(Γ ) ;
2wM (rk + 1)− wMU2 (rk + 1) si M ∈ R
3(Γ )U ;
−wMU (rk + 1)− wMU2 (rk + 1) si M ∈ R
3(Γ )U2 ;
0 si M ∈ RU (Γ ).
On a alors, pour tout M ∈ R(Γ ),
uM (rk + 1) + uMU (rk + 1) + uMU2(rk + 1) = 0 si k ≡ 0 (mod 3). (13b)
3.1. Re´solution du cas k = 1. On suppose k = 1, et on note xM = xM (1), pour
M ∈ R(Γ ). L’e´quation de de´pendance (11) s’e´crit ici sous la forme :∑
M∈R(Γ )
sM (xM + xMS) =
∑
M∈R(Γ )
uM (xM + xMU + xMU2 ).
D’apre`s les remarques pre´ce´dentes, on suppose que sM = 0 si M ∈ R
2(Γ )S, et
uM = 0 si M ∈ R
3(Γ )U ⊔R3(Γ )U2, et on de´finit
tM =

sM si M ∈ R
2(Γ ) ;
sMS si M ∈ R
2(Γ )S ;
2sM si M ∈ R
S(Γ ) ;
et
vM =

uM si M ∈ R
3(Γ ) ;
uMU si M ∈ R
3(Γ )U2 ;
uMU2 si M ∈ R
3(Γ )U ;
3uM si M ∈ R
U (Γ ).
L’e´quation pre´ce´dente s’e´crit alors∑
M∈R(Γ )
tMxM =
∑
M∈R(Γ )
vMxM ,
ce qui entraˆıne tM = vM pour tout M ∈ R(Γ ). Or par construction, on a tMS = tM
et vMU = vM . Comme S et U engendrent SL(2,Z), on en de´duit qu’il existe une
constante c telle que pour tout M ∈ R(Γ ) tM = vM = c. La seule relation de
de´pendance du syste`me est celle obtenue par addition de toutes les e´quations. On
en de´duit que le syste`me est compose´ de
5ν0(Γ )
6
+
ν2(Γ )
2
+
2ν3(Γ )
3
− 1 e´quations
inde´pendantes, ce qui de´montre le the´ore`me 1 dans le cas k = 1.
3.2. Mise en e´quation du syste`me. On suppose de´sormais k ≥ 2.
Remarque : Certains re´sultats du paragraphe pre´ce´dent, utilise´s dans la suite,
ne sont vrais que pour k ≥ 3. Ne´anmoins, le principe de de´monstration est le meˆme
pour traiter le cas k = 2, et nous ne le de´taillerons pas ici.
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Lemme 3.1. On de´finit, pour tout j ∈ [1, 2k − 1],
αM (j) =
rk/2∑
t=1
[
uM (2t)P
k
2t−1(j) + uMU2(2t)
(
t+ j − k − 1
2t+ j − 2k
)
− uMU (2t)
(
t− j + k − 1
2t− j
)]
+
(rk−1)/2∑
t=0
[
uM (2t+ 1)P
k
2t(j) + uMU2(2t+ 1)
(
t+ j − k
2t+ j − 2k + 1
)
+ uMU (2t+ 1)
(
t− j + k − 1
2t− j + 1
)]
+ δ(3|k − 1)uM (rk + 1)
[(
2rk − j
rk − 1
)
+
(
j − rk − 2
rk
)]
+ δ(3|k)
{(
2rk + 1− j
rk
)
[uM (rk + 1)− uMU (rk + 1)]
+
(
j − rk − 2
rk
)
[uMU2(rk + 1)− uM (rk + 1)]
}
et
βM (j) = δ(j ≤ k)sM (j)− (−1)
jδ(j ≥ k)sMS(2k − j).
Alors, l’e´quation (11) conduit a` αM (j) = βM (j).
De´monstration. On a
rk/2∑
t=1
uM (2t)[2tM ]
′ = −
2k−1∑
j=1
xMU2 (j)
rk/2∑
t=1
(
k − 1 + t− j
2t− j
)
uM (2t)
+
2k−1∑
j=1
xMU (j)
rk/2∑
t=1
(
−k − 1 + t+ j
−2k + 2t+ j
)
uM (2t)
+
2k−1∑
j=1
xM (j)
rk/2∑
t=1
P k2t−1(j)uM (2t).
Ainsi
∑
M∈R(Γ )
rk/2∑
t=1
uM (2t)[2tM ]
′ =
∑
M∈R(Γ )
2k−1∑
j=1
xM (j)
rk/2∑
t=1
[
−
(
k − 1 + t− j
2t− j
)
uMU (2t)
+
(
−k − 1 + t+ j
−2k + 2t+ j
)
uMU2 (2t) + P
k
2t−1(j)uM (2t)
]
. (14)
18 FRANC¸OIS MARTIN ET EMMANUEL ROYER
Puis
(rk−1)/2∑
t=0
uM (2t+ 1)[(2t+ 1)M ]
′ =
2k−1∑
j=1
xMU2 (j)
(rk−1)/2∑
t=0
(
k − 1 + t− j
2t+ 1− j
)
uM (2t+ 1)
+
2k−1∑
j=1
xMU (j)
(rk−1)/2∑
t=0
(
−k + t+ j
−2k + 1 + 2t+ j
)
uM (2t+ 1)
+
2k−1∑
j=1
xM (j)
(rk−1)/2∑
t=0
P k2t(j)uM (2t+ 1).
Ainsi
∑
M∈R(Γ )
(rk−1)/2∑
t=0
uM (2t+ 1)[(2t+ 1)M ]
′ =
∑
M∈R(Γ )
2k−1∑
j=1
xM (j)
(rk−1)/2∑
t=0
[(
k − 1 + t− j
2t+ 1− j
)
uMU (2t+ 1)
+
(
−k + t+ j
−2k + 1+ 2t+ j
)
uMU2 (2t+ 1) + P
k
2t(j)uM (2t+ 1)
]
. (15)
Si k ≡ 1 (mod 3), on a e´galement∑
M∈R3(Γ )∪RU (Γ )
vM (rk + 1)(E)M =
∑
M∈R(Γ )
2k−1∑
j=1
xM (j)uM (rk + 1)
[(
2rk − j
rk − 1
)
+
(
j − rk − 2
rk
)]
(16)
et si k ≡ 0 (mod 3), on a∑
M∈R3(Γ )∪R3(Γ )U
wM (rk + 1)[(rk + 1)M ]
′ =
∑
M∈R(Γ )
2k−1∑
j=1
xM (j)
[(
2rk + 1− j
rk
)
[uM (rk + 1)− uMU (rk + 1)]
+ δ(2k − j ≤ rk + 1)
(
j − rk − 2
rk
)
[uMU2(rk + 1)− uM (rk + 1)]
]
(17)
Finalement, les e´quations (14) a` (17) montrent que le terme de droite de l’e´quation
(11) est e´gal a` ∑
M∈R(Γ )
2k−1∑
j=1
αM (j)xM (j). (18)
Enfin∑
M∈R(Γ )
k∑
t=1
sM (t)[xM (t) + (−1)
t−1xMS(2k − t)] =
∑
M∈R(Γ )
2k−1∑
j=1
xM (j)[δ(j ≤ k)sM (j)− (−1)
jδ(j ≥ k)sMS(2k − j)]. (19)
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L’e´galisation de (18) et (19) donne le re´sultat. 
Lemme 3.2. Soit j < k, on a
sM (j)∓ (−1)
jsMUS(j) =
rk/2∑
t=1
[(
k + t− j − 1
2t− 1
)
±
(
k + t− j − 1
2t− j
)]
uM (2t)
+
(rk−1)/2∑
t=0
[(
k + t− j
2t
)
±
(
k + t− j
2t+ 1− j
)]
uM (2t+ 1)
−
rk/2∑
t=1
[
±
(
k + t− j − 1
2t− 1
)
+
(
k + t− j − 1
2t− j
)]
uMU (2t)
+
(rk−1)/2∑
t=0
[
±
(
k + t− j − 1
2t
)
+
(
k + t− j − 1
2t+ 1− j
)]
uMU (2t+ 1)
+ δ(3|k − 1)
[(
2rk − j
rk − 1
)
uM (rk + 1)±
(
2rk − j
rk − j
)
uMU (rk + 1)
]
+ 2δ(3|k)δ(∓ = −)
(
2rk + 1− j
rk
)
[uM (rk + 1)− uMU (rk + 1)].
De´monstration. Puisque j < k, le lemme 3.1 conduit a`
sM (j) =
rk/2∑
t=1
[
uM (2t)P
k
2t−1(j)− uMU (2t)
(
t− j + k − 1
2t− j
)]
+
(rk−1)/2∑
t=0
[
uM (2t+ 1)P
k
2t(j) + uMU (2t+ 1)
(
t− j + k − 1
2t+ 1− j
)]
+δ(3|k−1)uM (rk+1)
(
2rk − j
rk − 1
)
+δ(3|k)
(
2rk + 1− j
rk
)
[uM (rk+1)−uMU (rk+1)].
On a aussi βMU (2k − j) = αMU (2k − j) et puisque 2k − j > k on en de´duit
− (−1)jsMUS(j) =
rk/2∑
t=1
[
uM (2t)
(
t+ k − j − 1
2t− j
)
+ uMU (2t)P
k
2t−1(2k − j)
]
+
(rk−1)/2∑
t=0
[
uM (2t+ 1)
(
k + t− j
2t+ 1− j
)
+ uMU (2t+ 1)P
k
2t(2k − j)
]
+ δ(3|k − 1)uMU (rk + 1)
(
2k − j − rk − 2
rk
)
+ δ(3|k)
(
2k − j − rk − 2
rk
)
[uM (rk + 1)− uMU (rk + 1)].
On conclut graˆce aux e´galite´s (1). 
Lemme 3.3. Soit 2v < k, (bvℓ ) et (c
v
ℓ ) les suites de´finies dans le lemme 1.5. On a
2v−1∑
j=v
bv2v−j
2
[sM (j)− (−1)
jsMUS(j)] = sM (2v)− sMUS(2v)
et
2v∑
j=v+1
cv2v+1−j
2
[sM (j) + (−1)
jsMUS(j)] = sM (2v + 1)− sMUS(2v + 1).
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De´monstration. Cela re´sulte du lemme 3.2, d’une interversion des sommes et du
lemme 1.5. On utilise aussi (13a). 
3.3. Re´solution.
Lemme 3.4. Soit (aM )M∈R(Γ ) et (bM )M∈R(Γ ) des suites a` valeurs complexes. Si
pour tout M ∈ R(Γ ), on a :
(1) aMUS = aM ;
(2) aM = bMUS − bM
alors aM = 0 pour tout M ∈ R(Γ ).
De´monstration. Puisque Γ est d’indice fini dans SL(2,Z) on peut poser vM =
inf{ℓ ∈ N∗ ; M(US)ℓ = M}. On a
0 = bM(US)vM − bM =
vM−1∑
i=0
[bM(US)i+1 − bM(US)i ] = vMaM
d’ou` aM = 0. 
De ce lemme, on de´duit le
Lemme 3.5. Pour tout M ∈ R(Γ ) et tout j ∈ [1, k − 2] on a sM (j) = 0 et
sMUS(k − 1) = sM (k − 1).
De´monstration. On raisonne par re´currence. Pour j = 1, le lemme 3.2 montre que
pour tout M ∈ R(Γ ), sM (1)− sMUS(1) = 0, et le lemme 3.3 montre que sM (2)−
sMUS(2) = [sM (1)+sMUS(1)]/2, donc sM (1) = sM (2)−sMUS(2). D’apre`s le lemme
3.4, on a sM (1) = 0 et donc sM (2) = sMUS(2) pour tout M ∈ R(Γ ). Soit j < k−2,
et supposons que pour tout M ∈ R(Γ ), on a sM (ℓ) = 0 pour tout 1 ≤ ℓ ≤ j − 1 et
sM (j) = sMUS(j). Le lemme 3.3 et l’hypothe`se de re´currence donnent
sM (j + 1)− sMUS(j + 1) = dj [sM (j) + sMUS(j)] = 2djsM (j)
ou` dj est une constante non nulle de´pendant de j. Le lemme 3.4 montre alors que
sM (j) = 0 pour tout M ∈ R(Γ ), et que sM (j + 1) = sMUS(j +1), ce qui de´montre
le lemme. 
Lemme 3.6. Si k est pair,
uM (1)− uMUS(1) = uM (1) + uMU (1) =
k−1∑
j=k/2
b
k/2
k−j
2
[sM (j)− (−1)
jsMUS(j)].
Si k est impair,
uM (1)− uMUS(1) = uM (1)− uMU (1)
=
k−1∑
j=(k+1)/2
c
(k−1)/2
k−1−j
2
[sM (j) + (−1)
jsMUS(j)].
De´monstration. Graˆce au lemme 3.1 pour j = k on a
uM (1) = sM (k)− (−1)
ksMS(k).
Cette e´galite´ conduit a` uM (1) = (−1)
k−1uMS(1) et on obtient les e´galite´s de gauche
du lemme 3.6. Les deux e´galite´s de droite se de´montrent en partant des termes de
somme, en utilisant le lemme 3.2, en intervertissant les sommes et en utilisant le
lemme 1.5. 
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D’apre`s les lemmes 3.5 et 3.4, on en de´duit que
sM (k − 1) = 0, ∀M ∈ R(Γ ) (20)
puis que
uM (1) = uMUS(1). (21)
De plus, le lemme 3.1 pour j = k donne
sM (k)− (−1)
ksMS(k) = uM (1). (22)
Si k est pair, on de´duit de (22) que, pour tout M ∈ R(Γ ) on a uM (1) = −uMS(1),
ce qui e´quivaut a`
uMU (1) = −uMUS(1), ∀M ∈ R(Γ ). (23)
Par comparaison de (21) et (23) on obtient
uM (1) = −uMU (1), ∀M ∈ R(Γ ).
Cette e´quation conduit a`
uM (1) = −uMU3(1), ∀M ∈ R(Γ )
soit, puisque U3 = I, a`
uM (1) = 0, ∀M ∈ R(Γ ). (24)
Compte tenu de (24), l’e´quation (22) devient
sM (k) = sMS(k), ∀M ∈ R(Γ ). (25)
On de´duit de l’e´quation (25) reporte´e dans l’e´quation (12) que
sM (k) = 0, ∀M ∈ R(Γ ). (26)
Ainsi, graˆce au lemme 3.5, a` (20) et (26) on a sM (ℓ) = 0 pour tout M ∈ R(Γ ) et
ℓ ∈ [1, 3q+2]. On en de´duit qu’il n’y a pas de relation de de´pendance line´aire faisant
intervenir a` la fois des e´quations provenant de S et de U . Cela ache`ve la preuve du
the´ore`me lorsque k est pair.
Si k est impair, on de´duit de (22) l’e´quation
uM (1) = uMS(1) ∀M ∈ R(Γ ). (27)
Puisque S et US engendrent SL(2,Z), on de´duit de (27) et de (21) qu’il existe une
constante u(1) telle que
uM (1) = u(1) ∀M ∈ R(Γ ). (28)
Avec les notations du lemme 3.1, on de´duit du lemme 3.5 et de (20) que αM (j) = 0
pour tout j ∈ [1, k− 1]. Par de´finition, on en de´duit que pour tout j ∈ [rk +1, 2k−
rk − 1] \ {k} et pour tout M ∈ R(Γ ), on a
rk∑
ℓ=1
uM (ℓ)P
k
ℓ−1(j) + δ(3|k − 1)δ(j = rk + 1)uM (rk + 1)
+ δ(3|k)δ(j = rk + 1)[uM (rk + 1)− uMU (rk + 1)]
+ δ(3|k)δ(j = 2k − rk − 1)[uMU2(2k − rk − 1)− uM (2k − rk − 1)] = 0. (Aj)
On suppose, en plus de k impair, que 3 ne divise pas k (ce dernier cas, le´ge`rement
diffe´rent, est traite´ ensuite). Pour t ∈ [1, k−rk−1], l’e´quivalence P
k
ℓ−1(k+ t) = 0⇔
ℓ ≥ 2t+ 1 (resp. P kℓ−1(k − t) = 0 ⇔ ℓ ≥ 2t+ 2) permet de transformer l’e´quation
(Ak+t) (resp. (Ak−t)) en les relations de re´currence
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
uM (2t) =
t−1∑
r=0
uM (2r + 1)
(
t+ r − 1
2r
)
−
t−1∑
r=1
uM (2r)
(
t+ r − 1
2r − 1
)
−uM (2t+ 1) =
t−1∑
r=0
uM (2r + 1)
(
t+ r
2r
)
+
t∑
r=1
uM (2r)
(
t+ r − 1
2r − 1
) (29)
Par re´currence, on de´duit alors de (28) qu’il existe pour tout ℓ ∈ [1, 2k − 2rk − 1]
une constante u(ℓ) telle que
uM (ℓ) = u(ℓ), ∀M ∈ R(Γ ). (30)
Graˆce au lemme 1.6 on ve´rifie par re´currence que
u(2t) = (−1)t+1
(
2t− 1
t
)
u(1)
u(2t+ 1) = (−1)t
(
2t
t
)
u(1)
(31)
Toujours avec les notations du lemme 3.1, l’e´galite´ αM (2k − rk) = 0 s’e´crit alors[
(−1)k
(
rk − 1
k − rk − 1
)
+
k−rk−1∑
r=1
(−1)r
(
2r − 1
r
)(
k − rk − 1 + r
2r − 1
)
+
k−rk−1∑
r=0
(−1)r
(
k − rk − 1 + r
2r
)(
2r
r
)]
u(1) = 0.
Graˆce au lemme 1.6, cette e´quation se re´crit
[
(−1)q
(
2q
q
)
+ (−1)q
(
2q+1
q
)]
u(1) = 0 si k = 3q + 2 ;
[
(−1)q
(
2q+1
q
)
− (−1)q
(
2q−1
q
)]
u(1) = 0 si k = 3q + 1.
.
On a donc u(1) = 0 puis, graˆce a` (31) et (30)
uM (ℓ) = 0, ∀M ∈ R(Γ ), ∀ℓ ∈ [1, rk]. (32)
Lorsque 3 divise k, les e´quations (29) restent vraies pour t ∈ [1, k−rk−2]. On en
de´duit que (31) reste vraie pour t ∈ [1, k−rk−2]. Ainsi (Ak−rk−2) donne l’existence
d’une constante C telle que
uM (rk + 1)− uMU (rk + 1) = C, ∀M ∈ R(Γ ).
Le choix particulier de M ∈ RU (Γ ) montre que C = 0. Graˆce a` (13b),
uM (rk + 1) = 0.
L’e´galite´ αM (2k − rk − 1) = 0 donne ensuite u(1) = 0 puis (32).
Finalement, si k est impair, le membre de droite de (11) est nul et, puisque les
e´quations {tM} sont line´airement inde´pendantes lorsque M parcourt R(Γ ) et t
parcourt [1, k], on de´duit que sM (t) = 0. On en de´duit qu’il n’y a pas de relation
de de´pendance line´aire faisant intervenir a` la fois les e´quations provenant de S et
de U .
On de´duit le the´ore`me 1 de ce qui pre´ce`de.
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Annexe A. Une autre application des pe´riodes
Cet appendice propose une application du morphisme d’Eichler-Shimura inde´pendante
de la pre´ce´dente. On suppose de´sormais Γ = Γ0(p) avec p un nombre premier et on
note S(2k, p) de pre´fe´rence a` S
(
2k, Γ0(p)
)
.
Si p est un nombre premier, a` une forme f de S(2k, p) de de´veloppement de
Fourier
f(z) =
+∞∑
n=1
f̂(n)e(nz)
et un caracte`re χ modulo p, on associe
f ⊗ χ(z) =
+∞∑
n=1
f̂(n)χ(n)e(nz).
On note Wp l’involution de Fricke de´finie par
Wpf(z) = f |( 0 −1
p 0
)(z) = p−kz−2kf(−1
pz
)
·
On note alors
Wpf ⊗ χ = (Wpf)⊗ χ.
Le but de cet appendice est de montrer comment on peut caracte´riser une forme
modulaire a` partir des fonctions L de Wpf .
Dans [Mar01], le premier auteur prouve le
Lemme A.1. Soit k ≥ 1 un entier, p un nombre premier, χ un caracte`re modulo
p et f ∈ S(2k, p). On a pour tout s complexe
pk−s
τ(χ)
p∑
h=1
χ(h)Λ(f |( 0 −1
1 h
), s) ={
Λ(Wpf ⊗ χ, s) si χ 6= χ0 ;
pΛ(Wpf ⊗ χ0, s)− (p− 1)Λ(Wpf, s) si χ = χ0.
Par orthogonalite´, on de´duit le
Corollaire A.2. Soit k ≥ 1 un entier, p un nombre premier et h ∈ {1, . . . , p− 1}.
Soit f ∈ S(2k, p) et s ∈ C. Alors
Λ(f |( 0 −1
1 h
), s) = ps−k
p− 1
∑
χ (mod p)
χ(h)τ(χ)Λ(Wpf ⊗ χ, s)
− ps−kΛ(Wpf ⊗ χ0, s) + p
s−kΛ(Wpf, s).
On de´finit X(p) comme l’ensemble des p− 1 caracte`res modulo p. On de´duit du
corollaire A.2 la proposition 2 : on notem(h) la matrice
(
0 −1
1 h
)
. D’apre`s le corollaire
A.2, l’hypothe`se de la proposition a` prouver implique que L(f |m(h), ℓ) = L(g|m(h), ℓ)
pour tout h de [1, p− 1] et ℓ de [1, k]. D’autre part, on de´duit de l’e´galite´
L(f |S, ℓ) = −
(2π)ℓ
Γ (ℓ)
Λ(Wpf, ℓ)
que L(f |S , ℓ) = L(g|S, ℓ) pour tout ℓ de [1, k]. Puisque I, S et les matrices m(h)
lorsque h parcourt [1, p− 1] constituent un ensemble de repre´sentants du quotient
Γ0(p)\SL(2,Z), on de´duit de la proposition 2.1 que L(f |M , ℓ) = L(g|M , ℓ) pour
tout M ∈ R(Γ ) et ℓ ∈ [1, 2k − 1]. Finalement, on a ρM (f) = ρM (g) et, graˆce au
morphisme injectif d’Eichler-Shimura on a f = g, ce qui termine la preuve.
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