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Abstract-The Routh-Hun&, LiCnard-Chipart and Stodola criteria are reviewed and then combined into 
an algorithm in order to represent efficiently Liapunov’s sufficient conditions for asymptotic stability. Three 
computer subprograms, which were written in CDC Extended FORTRAN IV to encode this algorithm, are 
presented. To assist the user further, one of the routines computes the coefficients of a characteristic 
polynomial by the method of Leverrier. As a demonstration of the computational assistance provided by 
this software package, the nine-dimensional domain of asymptotic stability of a system of four 0.d.e.s is 
estimated; these equations have been put forth by other authors to simulate the moose and wolf 
interactions on Isle Royale, Michigan. 
1. INTRODUCTION 
All cybernetic systems respond to their environment by controlling themselves to adapt to 
required conditions [I]. They maintain the output quantity as close as possible to the desired 
quantity by minimising the ensuing discrepancies[2]. This self-regulation cannot be realized 
without a feedback information network which constantly reports on the progress of the 
directed action. Since feedback can also cause a system to oscillate without bound, the dynamic 
stability about small deviations from equilibrium becomes a question of surpassing importance 
for the successful design of a cybernetic process [3,4]. 
One of the tasks of a feedback-control engineer is thus to analyse the existence and 
persistence of asymptotic stability; that is he must determine the operational conditions for 
which ([4], p. 25) “a small temporary input or disturbance applied to the system in equilibrium 
causes only a temporary change in the output or response”. However, in his analysis of 
asymptotic stability, he encounters computations which, although theoretically simple, may 
involve a prohibitive amount of labour. Without methods of computational ssistance, such 
analyses are often oversimplified. 
Assume that a process can be described by the autonomous continuous-time system 
t=Ax+g(x); ‘*‘=d/df, 
x(O) = z 
where A is a real constant n X n matrix, g(0) = 0 and, in the limit as x+0, the order of each 
component of g is quadratic in x1, . . . , x,. Note that the equilibrium point has been chosen here, 
without loss of generality, to lie at the origin. In accordance with the work of Liapunov, the 
asymptotically stable behaviour of small motions of System (I), in the immediate vicinity of its 
equilibrium point, is defined as follows. 
Defnition 1 
Let &(b; g) denote the solution of equation (1). System (1) is said to be asymptotically stable 
to the origin in the sense of Liupunoo if ([S], p. 202) 
(1) there exists a positive number p so small that for 1st < p, the solution &f, &) exists for 
all t > 0, 
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f)l < E for all t > 0, 
(3) there exists a small positive number cr < p such that for I&]< cr we have 
lim I&t; &I = 0. cl 
I++- 
In connection with this definition, Liapunov’s work established the following sufficient con- 
ditions. 
THEOREM 1 
System (1) is asymptotically stable to the origin in the sense of Liapunov if all the 
eigenvalues of the matrix A, that is the roots of the characteristic polynomial of A, 
have negative real parts ([5], p. 208; [a], Vol. II, p. 120). 0 
Usually this asymptotic stability investigation is carried out by actually solving the charac- 
teristic equation, p(A) = 0. However, if the order of p(A) is small (say less than six), or if some 
of the elements of A are in parametric form, then recourse to an asymptotic stability criterion 
associated with p(A) itself may prove to be more useful ([7], p. 152). Such a criterion avoids the 
finding of the roots of p(A) but instead uses constraints on the coefficients pi and consequently 
on any parameters contained in A to represent he sufficient conditions for the asymptotic 
stability of System (1). In contrast with eigenvalue algorithms, these criteria exhibit relative 
simplicity and hence may constitute the minimal computational requirements for this analysis. 
Therefore, based on the use of these constraints, this paper is intended to provide assistance 
in delimiting, in the space of the operational parameters, the domain of asymptotic stability of 
any cybernetic process described by equation (1). To this end, in Section 3, some well known 
criteria are reviewed and then combined to yield an efficient algorithm for testing System (1) for 
asymptotically stable behaviour. Moreover, three computer subprograms, which were written in 
CDC Extended FORTRAN IV to encode this test, are presented. As a demonstration of their 
combined capabilities, the asymptotic stability of a system of four ordinary differential 
equations is carried out in Section 4; these equations were proposed by Gazis, Montroll and 
Ryniker[8], to simulate the moose and wolf interactions on Isle Royale, Michigan. To assist he 
user further, one of the routines of this software package computes the value of the coefficients 
of the characteristic polynomial p(A). Since obtaining these coefficients is the first step in the 
analysis, Section 2 digresses on the technique used to this end. 
2. METHOD OF LEVERRIER 
The purpose of this method is to determine the coefficients of the characteristic polynomial 
of a matrix from the traces of the powers of that matrix ([6], Vol. I, p. 87). If all the traces 
Sk = trace (A’), A E R”““, are known, then the coefficients pi of the associated characteristic 
polynomial can be sequentially computed as follows ([9], p. 217-218; [lo], p. 274-27% 
PI = -s19 
p2 = - (slPl+ 32)/Z 
p. = -(s,p,-, + szpn-2 + * * * + Sn-IPI + sdh. 
This result constitutes the method of Leverrier and is a very simple algorithm. Its application to 
the matrix A in System (1) now enables Liapunov’s ufficient conditions for asymptotic stability 
of this system to be stated solely in terms of the coefficients of the associated characteristic 
polynomial. 
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3. HURWITZ-LIENARD-CHIPART STABILITY TEST 
In view of our interest in p(h) we consider the real polynomial 
9 
a(z)=a~z”+a,r”-‘+~~~+a,_,z+a.; (ur)>O). (2) 
The earliest statements giving necessary and sufficient conditions for all the roots of u(z) in (2) 
to be in the left half plane Re (z) <O (which therefore can represent Liapunov’s sufficient 
conditions) were published by Cauchy in 1831, Sturm in 1836, Hermite in 1854, and Routh in 
1877 ([6], Vol. II, p. 172-173; [7], p. 153). Independently in 1895, Hurwitz derived an equivalent 
criterion to Routh’s, which we give here, together with some preliminary definitions, following 
[6, 71 very closely in our treatment. 
Definition 2 
A real polynomial whose roots have negative real parts is called a Hurwitz polynomial. Cl 
Definition 3 
The Hurwitz matrix associated with u(z) in equation (2) is the square matrix 
H = [hij] E R”“” where 
hij=uzj-i, if Os2j-isn, 
= 0, otherwise, 
that is, 
H= 
The successive leading principal 
denoted by 
A, = a~, 
mi 
al 03 a5 **a 0 0 0 
& a1 u4 . * * * . * 
0 al u3 .*a 0 0 
0 a0 u2 * ’ * 0 0 
. . . . * . 
. 
. . 
G-2 a. 0 
. . 
. 
G-3 h-1 0 
0 0 0 * * * an_4 an_.2 a, I 
inors of H are called the Hurwitz determinants, which will be 
AZ =det ” u3 
[ 1 00 02 ’ 
An = det (H). 0 
THEOREM 2 (Criterion of Routh-Hurwitz) 
The real polynomial u(z) in (2) is a Hurwitz polynomial if and only if the following 
inequalities hold: 
Ai>O, i=1,2 ,..., n, (3) 
where Ai is the Hurwitz determinant of order j associated with u(z). cl 
Notice that if any of the inequalities of the Routh-Hurwitz Criterion do not hold then the 
computational procedures can be terminated since the polynomial is not Hurwitzian. Neverthe- 
less a disadvantage with this theorem is still the need to evaluate determinants of increasing 
order. 
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Since the coefficients in equation (2) are assumed to be real, Stodola (131, p. 73) was able to 
put forth the following criterion. 
THEOREM 3 (Criterion of Stodolu) 
If the ui in (2) are real and a(z) is a Hurwitz polynomial, then all the coefficients must be 
positive (a0 > 0 by assumption) ([7], p. 156): 
Ui > 0, i=1,2 ,...) n. 0 (4) 
Unlike (3), conditions (4) are necessary but by no means ufficient for u(z) to be Hurwitzian, 
except for the case n = 2 ([ll], p. 255). Nonetheless they provide a useful initial check, called 
the Hurwitz Test. In other words, if the polynomial u(z) fails to meet any of these conditions, 
one may immediately conclude that u(z) is not Hurwitzian. On the other hand, if nf 2 and the 
polynomial has positive coefficients, no conclusion may be reached. 
However, when conditions (4) do hold then the inequalities of (3) are not independent ([6], 
Vol. II, p. 221). In general it turns out that only about half of the Hurwitz determinants in (3) 
need to be calculated ([7], p. 156). These circumstances were investigated by LiCnard and 
Chipart in 1914 and enabled them to set up the following criterion ([61, Vol. II, P. 221). 
THEOREM 4 (Criterion of Lit!nurd-Chipart) 
Necessary and sufficient conditions for the real polynomial u(z) in (2) to be Hurwitzian can 
be given in any one of the following four forms ([6], Vol. II, p. 221): 
(1) u,>O, u._~>O ,...; A,>O,A3>0 ,..., (5.1) 
(2) u.>O, u._~>O ,...; A,>O,&>O ,..., (5.2) 
(3) u,>O; u,_,>O, u,_~>O ,...; A,>O, A3>0 ,... , (5.3) 
(4) u,>O; un_,>O, u,_~>O ,...; A2>0,440 ,.... 0 (5.4) 
From Theorem 4 it follows that any one of conditions (5) implies (4) and the Hurwitz 
determinantal inequalities (3) are not independent for the real polynomial (2) in which all the 
coefficients, or even only some of them, are positive. In fact, if the Hurwitz determinants of
odd (even) order are positive, then those of even (odd) order are also positive ([6], Vol. II, p. 
221). Thus the Lienard-Chipart conditions have a decided advantage over the Routh-Hurwitz 
conditions, because only about half the number of determinantal inequalities are required to be 
tested. 
Definition 4 
A square matrix is called stable if its characteristic polynomial is Hurwitzian ([12], p..268). 
cl 
These results now enable us to put forth an efficient algorithm to test if System (1) is 
asymptotically stable to the origin in the sense of Liapunov, that is if the matrix A is stable. 
Algorithm 1 (Hunvitz-Liknurd-Chiput? Stability Test) 
Let A E R”“” denote the linear coefficient matrix of System (1). 
Step 1. Using the method of Leverrier (Section 2), compute the coefficients of the charac- 
teristic polynomial of A, 
det(hI-A)=hn+p,An-l+...+p~_,~+p,~p(~). (6) 
Step 2. Apply the Hurwitz Test: If any of the pi in (6) are nonpositive, conclude that A is 
not stable. If all the coefficients of p(A) are positive and if 
(2.1) 
(2.2) 
n = 2, then A is stable. 
nf 2, go to the next step. 
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Step 3. Verify the Lienard-Chipart Criterion: Sequentially compute and check the signs of 
the following Hurwitz determinant associated with p(A): 
(3.1) At, 44,. . . t A,,_, if n is odd, 
(3.2) A39 As,. . . t A,_! if n is even. 
If a Ai is found to be non-positive, immediately conclude that A is not stable. If all the required 
Hurwitz determinants are positive, then A is stable. q 
Hence if (i) A is stable, then System (1) is asymptotically stable to the origin in the sense of 
Liapunov, (ii) A is not stable, then no conclusion may be reached since Liapunov’s conditions 
are sufficient only. 
As mentioned previously, this type of algorithm is very useful but a practical disadvantage 
of its application should be noted; it is difficult to calculate accurately the coefficients pi in (6) 
using the method of Leverrier. Small rounding errors occur in the evaluation of the trace of a 
power of the matrix and of a coefficient pi. These are then propagated and accumulated in the 
value of the next computed coefficient of p(A) leading to larger errors ([13], p. 434-435). 
Therefore it is recommended that the greatest possible precision should be used here. 
As a practical advantage, it provides a convenient way of evaluating any Hurwitz deter- 
minants in conjunction with Algorithm 1. Let Di represent the ith leading principal submatrix of 
the Hurwitz matrix associated with p(A) in (6). Then Ai = det (Di). Now using the method of 
Leverrier, one can find the coefficients of the characteristic polynomial of Di: 
det ((TI-Di) = ai + dig’-’ +. * * + di-10 + di. (7) 
By setting o equal to zero in (7), it follows that det (Di) = (-)‘di. Hence Ai = (-)‘di. It is possible 
that even larger rounding errors may occur here, although extended precision should provide 
adequate safeguards against computational difficulties. 
Since our search of the published computer software revealed only one program (written in 
Algol for the method of Levierrier; [IO], p. 276), a set of three FORTRAN subprograms was 
written encoding Algorithm 1 and the above remarks. Their listing and complete documentation 
are presented in an appendix. In the next section, the use of these codes will be demonstrated in
estimating the domain of asymptotic stability of a predator-prey model for the moose and wolf 
interaction in the Isle Royale ecosystem. 
4. EXAMPLE 
In 1973, Gazis, Montroll and Ryniker[8] put forth a system of four ordinary 
differential equations to simulate, on Isle Royale, Michigan, (1) the age-specific 
vulnerability of moose to predation by wolves and (2) ([8], p. 47, Abstract) “the almost 
monotonic trend towards equilibrium observed since the arrival of wolves on the island”. To 
satisfy this last objective, one must determine, or at least estimate, the values of the parameters 
of the differential system which make all the populations asymptotically stable to their 
equilibrium values. 
By relocating the equilibrium point to the origin by means of a parallel translation of the 
state variables, Gazis et al. obtained the following differential system which is a cybernetic 
member of the class of equations described by equation (1): 
dVldr = AV + (**) (8) 
where Vi, (i = 1 , . , . ,4), are the normalized variational state variables corresponding to the 
moose and wolf populations, (**) denotes terms of second and higher orders in Vi, (i = 
1 ,‘.., 4), and the matrix A is given in terms of the parameters defined in [8]: 
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A ,4=K, I-- 
( > 
; (I-AIM-A,3), 
A~,=-&=K~, 
A31= K3(l -A32)d,(+-&), 
A32 = K3A32, 
A33= K3 , 
A34 = K3(1 - A32h 
Ed, Ed3 
&,=rEV h3=rE' 
AU=Au=A42=Au=0, 
E = exp (- d, - d3). 
The stability analysis of the model now reduces to the domain of asymptotic stability of 
System (8) being determined in the space of the model’s nine parameters, F K,, ~2, K3, A,2, Au, 
A32, d, and d3. This domain is the subspace of parameter values for which the characteristic 
polynomial of A in (8), 
det (AI - A) = A4 + a,A3 + a2A2 + a3A + u4, 
is a Hurwitz polynomial. Therefore it can be delimited by the LiCnard-Chipart inequalities 
u,>o, u2>O,u4>0, 
U,(U2U3-U,U4)-U32>0, 
(9) 
where, by the method of Leverrier, 
a, = -trA, 
u2 = - (tr A2 - t? A)/2, 
U3 = - (2 tr A3 - 3 tr A tr A2 + t? A)/6, 
u4= -(6trA*-8trAtrA3-3t$A2+6ttiAtrA2-tr4A)/24=detA. 
Using an eigenvalue algorithm directly on the matrix A, Gazis et al. ([8], p. 51) “determined 
numerically that stability is particularly sensitive to a variation of the parameters A,t, AI3 and 
A32. Therefore, [they] have determined the bound of stability in the plane A,2 vs A32 for some 
representative values of the other. . . parameters.” 
With 7 out of 9 parameter values fixed, this stability analysis defeats the purpose of the 
simulation model. Though having based these values on ecological data, the authors ignore the 
result of the statistical errors in the data. Hence their conclusions reveal little about the 
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persistence of asymptotic stability when the full extent of the statistical variations are 
considered. 
Accordingly, in conjunction with our computer codes for matrix stability, we computer 
implemented a heuristic stability search procedure, in the space of all nine parameters, centered 
about the authors’ simulation values (F = 8.0, K] = 0.0125, ~~ = 0.00075, ~~ = 0.006, Ai2 = 2.0, 
A,3= 1.0, AJ2= 16.0, d, =2.0, d,=2.4). 
As a result, we readily found that the inequalities of equation (9) were satisfied for a 
uniformly distributed 5000 pseudo-random point sample contained in the following set of 
positive measure: 
F = 8.0 f 4.75, (10.1) 
KI = 0.0125 ~0.00885, (10.2) 
K2 = 0.00075  0.000565, (10.3) 
K3 = 0.006 + 0.0043, (10.4) 
A,2 = 2.02 1.44, (10.5) 
Au = 1.020.73, (10.6) 
A32 = 16.0? 10.26, (10.7) 
d, = 2.0 k 1.50, (10.8) 
d3 = 2.4 2 1.48. (10.9) 
Since the eigenvalues of the matrix A depend continuously on the parameters ([12], p. 191), 
the set defined by equations (10) almost certainly is a subset of the entire domain of asymptotic 
stability of System (8). Furthermore this set, being one of positive measure, involves simul- 
taneous independent variations in all nine parameters. In consequence the asymptotic stability 
of System (8) is preserved under small independent fluctuations in all the representative 
parameter values assigned from a trend analysis of the ecological data. Therefore our results 
are more far reaching than those of the model’s authors. 
5. CONCLUSION 
The works of Routh, Hurwitz, Lienard, Chipart, and Stodola have been reviewed and 
combined into a computationally efficient algorithm for the study of asymptotic stability. With 
the assistance of the corresponding software package, subsets of the domain of asymptotic 
stability of a cybernetic system can readily be delimited. Importantly, these sets will have 
non-zero measure in the system’s parameter space. In consequence, the basic requirement in 
understanding and controlling the dynamic stability of a process can now be met more easily. 
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SU~AOUTINE STABLE ( ArIAvNeINFO I 
PURPOSE4 
70 OETERMINF IF A CONSTANT SPUARL MATRIX IS A STABILITY MATRIX 
USING THE HURUITZ-LIENARD-CHIPART STABILITY TEST, 
REMARKS+ 
THE IJIMENSInN OF THE SQUARE NATRIX MUST ROT EXCEED 10X10. 
PARAflETERS4 
A - 
IA - 
N- 
INFO - 
INPUT ARRAY FOR THE CONSTANT SQUARE MATRIX. 
INPUT VARIABLE FOR THE NUMBER OF ROYS OF ARRAY A IN THE 
OIMCNSION STATEMENT OF THL CALLING PROGRAM. 
INPUT VARIABLE FOR THE CUMBER OF ROYS OR COLUMNS OF 
THE SQUARE NATRIX. 
RETURN INFORMATION PARAMETER FOR THE RESULT OF THE 
STA@ILITY ANALYSIS, DEFINED AS FOLLOYS. 
INFO = 0 INDICATES THAT THE MATRIX A IS STABLE. 
INFO = 1 INDICATES THAT THE MATRIX A IS NOT STABLE. 
REQUIRED SUBROUTINES, 
VERRIERv HURYITZ. 
LATEST REVISION DATE4 JULY 1979. 
DIWENSION ATIA4l)rPCllI 
OATA P(l)/l./ 
CONPUTE THE COEFFICIENTS OF THE CHARACTCRISTIC POLYNOMIAL, 
CALL VERRIER(ArIAiNvP(2)) 
APPLY THE HURYITZ TEST* 
IP = N l 1 
DO 1 I = ZITP 
IF( P(I) .LE. 0.) GO TO 4 
1 CONTINUE 
IF{ N .LE. 2 ) GO TO 3 
APPLY THE LIENARD-CHIPART CRIlERIOh* 
2 
IMIN = 3-MODtNw2) 
DO 2 I = IRININIP 
CALL HURYITZ~P~IP~IdiDET) 
IF( HDET .LEe 0. ) GO TO 4 
CONTINUE 
SET THE INFORMATION PARAMETER TO THE RESULT OF THE ANALYSIS, 
3 INFO = 0 J RETURN 
4 INFO = 1 S RETURN S END 
SU~R.OUTIFf VERQICH ( A,IA.NrP 1 
l PURPCSC, 
l TC COMPUTE THE COFFFICIThTS CF THE CI’ARACTERISTIC POLYNOMIAL OF A 
. SGUARE PPTPTX PI THE METE00 OF LLVERRIER. 
l QEMARKS, 
. THE DIPFRSI-N OF TME SGIJARE MATRIX MUST %OT EXCEED 10X10. 
l PARAMETERS, 
. A - INPUT ARRAY FOR THE’ SQUARE MATRIX. 
l IA - INPL;T VARIAPLE FOR TH E KUtEtR OF S0cl.S OF ARRAY A IN THE 
t ~IPEK~CION STATEWCKT OF THE CALLING FFGGRAM. 
. N - INiuT VARIABLE FOR THE NUMPCR OF ROilS 09 COLUMNS OF 
* THL SCUARE MATfiIX. 
l P - OUTFUT VECTGR OF DIMfNSION Ii FOR THF COtFFICIENTS 
l OF THL CHARACTIRISTIC FCLYNCMIAL OF THE SSUARE MATRIX* 
l irET(LI-A) = L**N . P(ll*L.*lN-1) * --- l P(N-II’L + P(N). 
l LATEST RCVITIOF: OATF, JULV 1979. 
l IRlTIALlSF :CR4v B. 
r-lc ? I = 1‘" 
30 1 J = 1-N 
B(IrJ) : AtIrJl 
1 C2KlIf.UE 
? CChTxNUt 
l SECUEf~TIALLY CC”PUTF COEFFICIENTS+ 
DO 11 I = l.b! 
Ir( I .trj. 1 1 Gt TC 7 
l * OVtFd:PITC I; YITH TH’ P5OOUCT A**Ir 
DO 6 J = 1rN 
DO 4 K = 1rN 
ccl0 = A(KII)*B(~~J) 
DO 3 L = 2vN 
C(K) = C(K) l A(KvL)+B(L,J) 
3 CONTINUE 
9 CONTINUE 
DO 5 K = 1.N 
B(KvJl = C(K) 
5 CONTINUE 
6’ CONTINUE 
+* COMPUTE SC11 = TR(A*+I)r 
7 S(I) = 0. 
DO B J = 1rN 
S(I) = S(I) + BCJeJl 
B CONTINUC 
l * COMPUTE COEFFICIENT P(I), 
P(I) = S(I) 
IF< I .EO. 1 1 GO TO 10 
JMAX = I - 1 
DO 9 J = 1rJMAX 
P(I) = P(I) l S(J)*PCI-Jl 
9 CONTINUE 
10 P(I) = -P(Il/FLOAT(Il 
11 CONTINUE 
RETURN t END 
SUBROUTINE HURYITZ C ArIAsNDETrHDET I 
l PURPOSE. 
l TO CONPUTE A HURYITZ DETERMINANT OF A REAL POLYNOMIAL. 
l REMARKS- 
* THE ORDER OF THE REAL POLYNOMIAL MUST NOT EXCEED 10. HENCE THE 
t ORGER OF THE HURUITZ DETERMINANT MUST NOT EXCEED 10. 
l PARAMETERS* 
. A - INPUT VECTOR FOR THE REAL COEFFICIENTS OF THE POLYNOMIALo 
l F(Z) = A(ll’,?**N . A(2)'7**(N-1) l --- . A(N)+2 l AtN*l)r 
. YHERE A(1) IS NON-ZERO. 
. IA - INPUT VARIABLE FOR THE NURBER OF COEFFICIENTS = THE 
. ORDER OF THE POLYNOMIAL + 1. 
l NDET - INPUT VARIABLE FOR THE ORDER OF THE HURYITZ DETERMINANT. 
l HDtT - RETUPN VARIABLE FOR THE VALUE OF THE HURUITZ DETERMINANT. 
l REGUIRED SUBROUTINES* 
l VERRIER. 
l LATEST REVISION DATE* JULY 1979. 
DIYENSION A~IA~rHI10~10lrHPtl0l 
l COMPUTE HURbITZ DETERMINANT OF ORDER ONE, 
IFC NDET .Nt. 1 1 GO TO 1 
HDET = AC21 S RETURN 
* COMPUTE HURUITZ UETERHINANT OF ORDER GREATER THAN ONEp 
** SET UP THE REWIRED PRINCIPAL HURUITZ SUBMATRIX, 
1 00 3 I = 1rNDET 
K=I+I 
DO 2 J = 1,NDET 
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K=K-1 
H(J~I) = 0. 
IF( I( .GE. 0 .ANO. K .LT. IA 1 H(J.1) = A(K+l) 
2 CONTINUE 
3 CONTINUE 
l * COMPUTf THC CC.FFFICIENTS OF THE CHARACTERISTIC EQUATION OF THE 
l * PRINCIPAL HURUTTZ SUE!MATRIX AN0 HCNCE THE tlI;RUITZ DETERt’INANT, 
CALL VERRIE=~H~lG~NOET~HP~ 
HOE1 q (l-2 fHOO~NOET~2~~~HP~NOET~ 
RETURN 5 Eh” 
