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PREFACE 
The energy developments of the last decade stimulated many scientific 
studies of the  global energy system and its possible future evolution. One of 
the most extensive of these studies was carried out  by IIASA's Energy Systems 
Program between 1973 and 1980, culminating in the  final report, Energy  in a 
E n i t e  World. An important aspect of the IIASA work involved the  development 
of mathematical models for the  purpose of analyzing possible transitions from 
the present dependence on fossil fuels to future sustainable energy systems. 
In 1981 I came to IIASA to study the  energy models developed here, focus- 
ing in particular on their impressive application t o  the  global energy system 
published in Energy  in a R n i t e  World. However, as the work progressed, I 
came across a number of troubling aspects that  eventually led me to ter- 
minate the work I was doing and investigate further. This paper is the result 
of that  investigation, and I offer it in the hope tha t  it will contribute to  main- 
taining standards of high quality in future scientific work. 
Many persons have helped me a great deal in this work, only a few of 
whom can be mentioned here. I owe the greatest debt to Valerie Jones, who 
provided tremendous support, encouragement, and much needed assistance. 
In addition, I am grateful to  Brian Wynne and Mike Thompson for many hours 
of discussion and general encouragement. 1 wish t o  thank Rhonda 
Starnes and Bonnie Riley for carefully preparing the manuscript, and my sis- 
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Advanced coal technology (fluidized bed) 
Alternative scenario (subscript indicates a particular sensi- 
tivity test)  
Documentation of the Global Runs, a volume documenting the  
IlASA energy models (ESP, 1982) 
Energy  in a Finite World, the  final report of the  IIASA energy 
study (Hafele, 1981a) 
Fast breeder reactor  
Gas fired steam 
Gas turbine 
Gigawatt (10' watts) 
Hiifele-Manne model (forerunner of MESSAGE) 
Hydroelectric power 
International Institute for Applied Systems Analysis 
Economic impacts model (input/output) 
Original lIASA scenario (subscript indicates a particular sensi- 
tivity tes t )  
Kilotonnes (thousand metric tonnes) 
Liquid fuel power 
Linear programming 
Light water reactor  
Energy demand model 
Energy supply model (LP) 
The set  of IIASA energy models (VEIIEE-2, MESSAGE, IMPACT) 
Megawatt ( 10' watts) 
Present coal technology (with limestone scrubber) 
Petroleum and gas 
Partition of the  world into seven regions (Figure 1) 
Projection of future energy system, obtained directly from 
assumed exogenous inputs  to MMI 
Projection of future energy system, obtained as final ~ u t p u t s  
from MMI (and published in EIFV) 
Solar therr,~al electric conversion 
Metric tonne 
Terawatt (1012 watts) 
Our interest in conclusions has been so great that the method of 
reaching them has been neglected: it mattered little how much pre- 
judice or blind acceptance of authority was connected with them, so 
long as they were understood and remembered. 
- F.M. McMurry, 1909 
This paper presents some disturbing findings about one aspect of a major 
scientific study of t h e  world's energy system. The final report  of the  seven- 
year study was published in 1981, entitled Energy in a f i n i t e  World. Although 
the study claims t o  provide an objective, factual analysis for political decision 
making, some of the  major conclusions a re  not scientifically justified. Princi- 
pal resul ts  include detailed projections of t h e  world's energy supply systems 
for the coming half-century. These were produced from an  apparently sophis- 
t icated set of iterative computer models. However, t h e  models a re  found to  be 
largely trivial, because their final outputs are  nearly identical to  their inputs, 
which a re  arbitrary, unsubstantiated assumptions. Furthermore, despite 
claims of robustness, the energy supply projections a r e  found t o  be highly sen- 
sitive to  minor variations in  data  tha t  a re  well known t o  be uncertain.  The 
sizeable contribution from the nuclear fast breeder reactor  (FBR), is due t o  a 
2% cost advantage t h a t  is introduced 25 years from now. Since future energy 
costs a r e  highly uncertain,  cost-minimization linear programming models a r e  
unsuitable for describing robust energy supply futures.  
In addition to  these analytic findings, some aspects of t he  work a re  
improperly presented in t he  published documentation. In one case, the  impor- 
tan t  role of the FBR is t raced to  undocumented input data.  Frequent state- 
ments  t ha t  the computer models formed an  iterative loop are  contradicted 
elsewhere. Preliminary work t h a t  revealed serious difficulties with robustness 
is not cited, and  s tandard sensitivity tes ts  a r e  not included. Nevertheless, 
several "robust" conclusions have been drawn from t h e  projections and widely 
publicized. One of these implies t h a t  nuclear power plants mus t  be built a t  
the average ra te  of one plant every few days for t h e  next 50 years. 
The overall conclusion in this paper is tha t  t h e  energy supply projections 
are opinion, ra ther  than credible scientific analysis, and they therefore can- 
not  be relied upon by policy makers seeking a genuine understanding of t he  
energy choices for tomorrow. 
A CRITICAL APPRAISAL OF THE 
l M A  ENERGY SCENARIOS 
Bill Keepin 
1. INTRODUCTION 
In the wake of the first oil price shock in 1973, just as "the energy prob- 
lem" was catapulted into the limelight as a major international issue, a 
comprehensive study of the global energy system was initiated a t  the Interna- 
tional 'Institute for Applied Systems Analysis ('IIASA). The study lasted for more 
than seven years, and involved over 225 person-years of effort, with a research 
budget of some $6.5 million.* As described in a review of recent energy stu- 
dies, the  IIASA work "is the most ambitious such study carried out thus far" 
(Perry, 1982). 'In addition to the 60-odd research reports and various confer- 
ence proceedings that  were produced, the final report of the study is docu- 
mented in a two-volume set  entitled Energy in a finite World (Hafele, 1981a). 
The first of these (Vol. 1, 225 pages), subtitled Paths to a 3ustainable Future, is 
for the general reader, providing descriptions of the various aspects of the 
See Appendix A 
study and the associated findings. The second volume (Vol. 2, 850 pages), sub- 
titled A Global S y s t e m s  Analysis ,  is the full technical report which is intended 
for energy specialists and the  interested scientific community. In addition, a 
60-page Ezecu t i ve  S u m m a r y  (McDonald, 1981) has been widely distributed, and 
various magazine articles have been published in such journals as Science ,  
Sc ient i f ic  Amer ican ,  Pu tures ,  1ke  E n e r g y  Journal ,  etc. Although this paper 
draws on all of these sources, the  most important reference is the full techni- 
cal report,  Energy  in a Finite World, Volume 2. This book is hereafter abbrevi- 
ated to EIFW. 
More than 140 scientists came to  IIASA for periods of various lengths to 
participate in the study, including "economists, physicists, engineers, geolo- 
gists, mathematicians, psychologists, a psychiatrist, and an ethnologist" (EIFW, 
p. xvi). This multidiscipl.in.ary group came from 20 different countries, encom- 
passing not only East and West, but developing countries a s  well. As stated in 
Science ,  "an explicit a t tempt  was made to incorporate as  many views and t o  be 
as objective as  possible" (Hafele, 1980a). In addition, some 34 institutions, 
organizations, and industrial firms supported or cooperated in some way with 
the  project, including international organizations such as the  United Nations 
Environment Programme (UNEP) and the  International Atomic Energy Agency 
(IAEA). Cooperating research institutes in the  United States included the  
National Center for Atmospheric Research (NCAR), t he  Electric Power 
Research Institute (EPRI), and the  Stanford Research Institute. Further sup- 
porting and/or cooperating organizations included the Nuclear Research 
Center Karlsruhe (FRG), Volkswagen Foundation (FRG), Federal Ministry of 
Research and Technology (FRG), the  Meteorological Office (UK), t he  National 
Coal Board. (UK), t h e  Austrian National Bank, and t h e  Siberian Power Institute 
(USSR). 
The above information is provided to give some idea of the  size and scope 
of the  energy studies carried out over a period of several years a t  IIASA. This 
is important because the  sheer magnitude of the project contributes (both 
explicitly and implicitly) to the authority and credibility of the  main conclu- 
sions of the study. This paper focuses on two hypothetical "scenarios" of the  
world's energy future tha t  were developed as part  of the IIASA Energy Pro- 
gram. The importance of these scenarios lies in the fact that  they are the  
basis for many widely publicized conclusions drawn from the study. 
The principal argument developed in this paper is tha t  the quantitative 
analysis behind the  scenarios does not scientifically support the conclusions 
drawn from them, and tha t  these conclusions are more accurately described 
as opinions rather  than findings. There are  two major analytical results esta- 
blished in this paper tha t  support this claim. First, the complex computer 
models used in the quantitative analysis do not play a significant role in deter- 
mining the  final numerical results of the scenarios. Instead, these results are 
nearly duplicates of various unsubstantiated assumptions and arbitrary judg- 
ments tha t  were supplied as inputs to  the  mathematical analysis. Second, the  
scenarios are seriously lacking in robustness with respect t o  minor variations 
in certain input data. Although this lack of robustness was apparently recog- 
nized in early sensitivity studies, the  later publications and final reports do 
not cite the  early sensitivity work, nor do they include standard sensitivity 
analyses. 
This study focuses only on the  quantitative scenarios themselves, which 
constitute just one aspect of the IIASA energy study as a whole. Because this 
paper develops a strongly critical point of view with respect to this particular 
aspect of the study, some very important caveats must be clearly understood 
from the  outset. First of all, many, if not most of the 140 scientists who parti- 
cipated in the study had little or no direct involvement with the formulation 
of the scenarios or  the conclusions drawn from them. In fact, a good number 
of these participants disagree (some very strongly) with the methods used to 
develop the scenarios and/or the conclusions drawn from them. In addition, 
many of those who did work with the  scenarios were involved in aspects tha t  
are totally unrelated to the  results presented here.* Finally, much of the IIASA 
energy work was unrelated to, or only distantly connected with the scenarios 
(e.g. t he  logistic substitution model). 
Thus i t  cannct be overstated that  this paper addresses only one aspect of 
the IIASA energy study, and i t  is definitely n o t  a general criticism of the entire 
program. In fact, the program contributed in many important ways to a more 
complete understanding of many aspects of t h e  global energy system. I t  was 
the first serious attempt to systematically account for, and gather  consistent 
data from all regions of the  world with roughly equal emphasis. Given the  mag- 
nitude and complexity of the global energy system, this was no simple task. A 
genuine at tempt was made to properly incorporate all nations on earth,  which 
required painstaking analysis and aggregation of masses of detailed economic, 
geographical, demographic, and resource data from countless sources. Furth- 
ermore, a great deal of effort went towards studying the  global potential of 
each major source of energy. In addition, the program produced some very 
significant contributions, such as the outstanding empirical results obtained 
by Marchetti and Nakicenovic (1979) with the  logistic substitution model. 
Finally, perhaps the  most important contribution has been the innumerable 
personal and working relationships, interactions, and c!ontacts tha t  developed 
a t  IIASA, and as a result  of the  many conferences and workshops tha t  were 
held. Indeed, the  international setting and the  many different cultures tha t  
Examples are the U S A .  work on carbon dioxide and solar energy. 
were represented provided a richly stimulating and highly challenging 
environment in which to conduct a major scientific research program on a 
topic as broad and politically charged as the world's energy system. 
I t  is difficult to assess how much of the energy work a t  IIASA was devoted 
to the development of quantitative scenarios and the analysis behind them. 
According to EIFW, "the work took more than two years of intensive effort" 
(p. 391). In any case, the scenarios are unquestionably a crucial aspect of the 
study, as revealed by the emphasis they are given in the published documen- 
tation. Of the 850 pages in EIF'IY, 300 are devoted to the scenarios. In addition, 
half of the Executive Summary is focused on them, and a 570-page volume is 
available which is entirely devoted to the mathematical models used to pro- 
duce the scenarios (ESP, 1982). Finally, the scenarios are the principal focus 
of "speech upon speech" (Hafele, 1983a) as well as magazine articles summar- 
izing the IlASA energy study published in Science, Scientific American, and 
FWures.  The scenarios are not intended as predictions, but rather as "indica- 
tors"; nevertheless, several "robust conclusions" (Hafele, 1983b) or "robust 
observations" (Hiifele, 1983a) are drawn from them. This suggests that the 
underlying analysis is robust with respect to uncertainties in the many found- 
ing assumptions, and that  a broad range of plausible energy futures is encom- 
passed by the scenarios. 
The analysis in this paper does not assess the realism or implications of 
most of the basic assurrlptions in the  scenarios (such as the  economic growth 
assumptions). In addition, this paper does not take a stand for or against any 
particular energy policy, especially as regards controversial matters such as 
the future role of nuclear or solar energy. Rather, the purpose of this work is 
to assess the scientific integrity of the analysis behind the IIASA energy 
scenarios. An earlier critique explored the significance of many of the basic 
assumptions and methods (Lovins, 1981). Another critique focused on 
the energy models themselves (Meadows, 1981), but the analyst did not 
have access to the  detailed documentation that  is now available. 
Section 2 provides s. brief description of the IIASA energy models as 
represented in the  documentation. Section 3 explores the role of these 
models in generating the scenarios from the input assumptions, and the  prin- 
cipal finding is tha t  the models a re  largely superfluous. This is followed in 
Section 4 by an investigation of the sensitivity of the scenarios to certain 
input data that  are known to be uncertain, and the finding is tha t  the  
scenarios are inherently unstable with respect to small variations in these 
data. These results are then partly explained and clarified in a general discus- 
sion of the models presented in Section 5, which is followed by the conclusions 
in Section 6. Finally, a comprehensive set of appendices is included. These 
are specifically intended to  provide sufficient documentation for the  reader to  
reproduce the  results presented and discussed in the text. Thus, although the 
computations are not difficult, some of t h e  appendices are  long and often tedi- 
ous, but this could not be avoided. 
2. DESCRIPTION OF THE IIASA ENERGY SCENARIOS 
This section provides a brief description of the IIASA energy scenarios and 
the mathematical models that  were used to generate them. The information 
presented here is drawn from several sources, including a 570-page document 
entitled m e  IIASA Set of h e r g y  Models: Documen ta t i on  of the Global Rum 
( E S P  1982), which contains innumerable details concerning the models and 
numerical data. This volume is hereafter abbreviated to DOGR. 
The overall purpose of the IIASA energy study was "to understand the fac- 
tual basis of the energy problem, that is, to identify the facts and conditions 
for any energy policy" (Hafele, 1980a). This was done in an attempt "to pro- 
vide decision- and policy makers with the information they need to make stra- 
tegic choices" (EIFW, p. 800). The principal means for doing this was via quan- 
titative analysis in the form of detailed scenarios describing how the global 
energy system might evolve over the next 50 years. "For our quantitative 
analysis, we had to be realistic and pragmatic; otherwise we would not have 
been able to achieve the factual basis on which to consider possible longer 
term solutions" (EIFW, p.xiv). 
Of course the future is uncertain, and therefore two scenarios were 
developed: a "high" scenario, which assumes high economic growth, 
corresponding to high energy consumption; and a "low" scenario, which 
presumes somewhat restrained economic growth, resulting in lower energy 
consumption. As described in EIFW, "Two scenarios (the High and the Low) are 
constructed as  a means of spanning the conceivable evolutions of global 
energy systems over the next 50 years" (p.565). The scenarios are not 
intended to be forecasts or predictions, but rather to be comprehensive and 
interna1l.y consistent analyses from which "robust conclusions" (Hbfele, 1983a) 
about the world's energy future may be drawn and communicated to policy 
makers and energy specialists. 
The IIASA energy scenarios were generated with a set of three computer 
models for the  demand, supply, and capital investment sectors of the  global 
energy system. For this purpose the world was divided into seven regions 
(labeled I through VII) as shown in Figure 1, and scenarios were developed for 
each region individually. In each case, "high" and "low" scenarios were 
developed for each region, making a total of 14 regional scenarios. The indivi- 
dual results from the seven regions were then aggregated to yield high and low 
scenarios for the entire globe. International trade of resources such as Mid- 
East oil, was handled on an interregional basis. 
2.1. The Model h o p  
The set of mathematical models and related procedures that  were used t o  
develop the IIASA regional scenarios are illustrated schematically in Figure 2. 
This figure, which has been widely publicized, is a duplicate of Figure 13-1 of 
EIFW (p. 401). The formal mathematical models are designated by boxes with 
heavy borders in the figure, and the "assumptions, judgments, and manual 
calculations" a re  indicated by ovals with thinner borders. The major flows of 
information are  indicated in the figure by solid arrows for direct flows, and 
dashed arrows for feedback Flows. Note that this flow of information circulates 
in a clockwise fashion, which is why this is called a model loop. This is impor- 
tant,  because i t  means that  the three models are not just used in simple suc- 
cession, but rather  they are used i teratively,  with the flow of information cir- 
culating around and around until an internally consistent scenario is 
obtained. This model loop is applied to each world region separately, with the 
globally unifying element being the manual procedure for "Interregional 
Energy Trade". Note that the term "scenario", as it is used here, does not sim- 
ply mean a hypothetical conjecture about the future. Rather, it refers to the  
Region I ( N A )  N o r t h  America 
Region II (SUIEE) Soviet Un ion  and Eastern Europe 
Region Ill (WEIJANZ)  Western Europe, Japan, Australia, N e w  Zealand, 
S. Afr ica, and Israel 
Region I V  
...... ( L A )  La t i n  America 
Region V (A f ISEA)  Afr ica (except Nor thern  Afr ica and S. Africa), 
Sou th  and Southeast Asia 
m] Region V I  ( M E I N A f )  Mi t ld le East and Nor thern  Af r ica  
a Region V I I  (CICPA) China and Central ly Planned Asian Economies 
FIGURE 1 The ILASA world regions (reproduced from Figure 1 -3 in EIFV, p. 1 1). 
final quantitative results of a comprehensive mathematical analysis. 
Only a brief description of the  IIASA energy models will be given here - 
for fur ther  detail the  reader is referred to EIFW and DOGR. "Logically, the  
description of a loop of consistent subscerlarios could se t  out with any of i ts 
parts" (DOGR, p. viii). Thus the  description of the model se t  can begin any- 
where - I begin with the energy consumption model, MEDEE-2. This is a static 
accounting model which combines basic assumptions about population and 
economic growth with a large array of assumptions about lifestyles, require- 
Scenarios 
Dtfinition 
r--------- (economic. popu. 
I r lation growth) I ! 
I I I I I Lifestyles. 
I I Consumption 
I I MEDEE -2 Ttchnical Efficiencies 
"In ! Theorv" I 




Rates. Costs S 
Rerourcer 
Production Limits ) P 
for each 
world region 
- - - - - - - - - - - - - 
Interregional 
Entrpy Trade 
(-) Assumptions, judgrne~~ts, manual calculations 
1-1 Formal mathematical models 
- Direct flow of information (only major flows shown) 
---- Feedback flow of information (only major flows shown) 
FIGURE 2 The widely publicized representation of the IIASA set  of energy models, 
abbreviated MMI in the text (reproduced from EIFW, Figure 13-1). The capital letters (D 
= demand; S = secondary; P = primary; I = imports) and the words "In Theory" have 
been added as discussed in the text. 
ments for energy services, technical efficiencies of energy-using devices. etc., 
to produce profiles of final energy demand from 1980 to 2030. In all. several 
thousand coefficients and parameters are required for the full specification of 
the 14 regional scenarios. The major output is a time series projection of final 
energy demand by sector and fuel type. Note that  this demand is not the stan- 
dard "demand curve" from economics, but rather  a projection of future 
requirements for energy as a function of time. This is then converted to a 
demand for secondary energy (also a time series), the principal components of 
which are  requirements for electricity and liquid fuels. This secondary energy 
demand is then furnished as an input to MESSAGE, the  energy supply model. 
MESSAGE is a dynamic linear programming model tha t  minimizes the total 
discounted cost of fulfilling a given secondary demand, subject t o  a variety of 
constraints on resources and technologies. Thus, under several exogenous 
assumptions about availability of resources, costs and build up of technolo- 
gies, e tc ,  MESSAGE computes the optimal (i.e., least-cost) energy supply stra- 
tegy for t h e  next 50 years that  fulfills the energy demand specified by 
MEDEE-2. Notice tha t  this is not an economic equilibrium model; in the lIASA 
study, the te rms demand and supply refer to  the consumption and production 
of energy, respectively, as functions of time. Each run of MESSAGE requires 
the specification of some 1600 constraint variables and 2600 activity variables 
(Meadows, 1981), although many of these are simply zero, or constant across 
different regions and scenarios (Basile, 1981). The outputs from MESSAGE 
include the  marginal costs (shadow prices) of supplying secondary energy, 
which are fed back to MEDEE-2, resulting in a sub-loop iteration tha t  adjusts 
supply and demand. The major outputs from MESSAGE are  then  fed into IMPACT, 
the  economic model. 
IMPACT is a dynamic input-output model which assesses the  overall 
economic consequences of the  energy strategy spelled out by MESSAGE. Specif- 
ically, t he  model calculates the  direct and indirect requirements for capital 
investment, land, water, materials, manpower, equipment, and additional 
energy. These variables a re  then fed back to  modify the original assumptions 
about t he  overall development of the economy: "after a first round of model 
runs, the built-in feedback mechanism changed the  original assumptions so 
there is no real 'beginning' of t he  model loop" (Schrattenholzer, 1981). 'I'hus, 
"the main model loop is closed with IMPACT" (DOGR, p. ix), and the resulting 
updated economic growth assumptions a re  supplied to MEDEE-2, leading to 
corrected estimates of final energy demand (Kononov and Por, 1979, Figure 1). 
The flow of information has now returned to  t he  original starting point, com- 
pleting the description of one full iteration of t he  main model loop. The ent i re  
process is now repeated several t imes until an internally consistent scenario 
is obtained. Since there a r e  three  models in the  loop, each of which addresses 
a different facet of the  energy system, a balanced scenario is expected from 
this  process, as the  outputs from each model a r e  adjusted and corrected by 
the other two models. 
As explained in EIFW, this  procedure is not yet fully streamlined and com- 
puterized - most of the feedbacks a re  manual and  the interfaces between the  
models a r e  not completely formalized, leaving room for "judgmental interven- 
tions" a t  various stages. But this does not weaken the  formalized iterative 
process itself (Hafele, 1980b). As stated in EIFW, "the flow of information is 
mechanized" (p. 400), and the  streamlining is current ly in the process of 
being developed (Hafele, 1982). 
In summary, "the global High and Low scenarios a re  the results of apply- 
ing the model loop iteratively until satisfactory consistency was achieved" 
(DOGR, p. x), which in turn  "required several iterations of the model set" 
(McDonald, 1981). 
3. ANALYSIS OF THE M A  ENERGY MODELS 
Models should be designed for gaining insight and unders tanhng ... 
- Energy in a finite World, Vol. 2, p. 399 
In this section, a r a the r  disturbing result  is established. Starting with the  
input assumptions to t he  IIASA energy models, a greatly over-simplified 
analysis of future energy supply is carried out (using only a hand calculator). 
Although this paper-and-pencil analysis entails no  equations or dynamic 
processes, it t u rns  out to  reproduce t h e  JIASA energy supply scenarios almost 
exactly. The unavoidable coriclusion is that  the major dynamic results of the  
scenarios a re  essentially prescribed in the input assumptions themselves, and 
the  apparently extensive analysis performed by the models is equivalent to  a 
back-of-the-envelope calculation. In fact, in many cases, the  energy models 
serve a s  a simple identity transformatiori from the inputs to the  outputs. 
3.1. The Analytic Approach 
We begin the  analysis by giving thought to  which results from the  IIASA 
energy scenarios a r e  most  important.  Recall t ha t  t he  t ime scale for the IIASA 
study is 50 years; with a t ime span of this length, t h e  most one can hope for 
from any model is to discern major  dynamic behavior patterns,  and possibly 
their  interrelationships. For this reason we will not consider most of t he  innu- 
merable details contained in the scenarios. Instead, we concentrate on major 
dynamic variables. In particular, we will restr ic t  our attention to prirnary and 
secondary energy flows (and their  costs), since these a r e  t h e  principal focus of 
MMI. Thus, apar t  f rom energy costs, most economic considerations a re  
excluded from this analysis, a s  a r e  all aspects of the energy system tha t  
e i ther  played minor roles (e.g., solar and most  renewable resources, conserva- 
tion measures),  or were omit.ted altogether from the  MMI analysis (e.g., social 
and political factors, explicit environmental considerations).* In addition, "the 
analytic approach adopted for energy studies a t  IIASA assumes an essentially 
surprise-free world - no global-scale disasters, no sweeping scientific 
discoveries". (EIFW, p. 395). We shall do the same. 
The particular energy forms to be considered are  the following: 
Primary e n e r g y  (extraction of resources): oil, coal, natural gas, and 
uranium. 
s c o n d a q  s n e r g y :  electricity generation, and liquid fuels. 
(Note that  natural gas can be placed in either category). 
The analysis presented h'ere is carried out in greatest detail for one par- 
ticular world region, comprising Western Europe, Japan, Australia, New Zea- 
land, and South Africa (called region 111 in EIFW; see Figure l). This region was 
chosen for several reasons, one of the most important being that  i t  is the only 
region for which the iterative process of MMI is  described in EIFW (pp. 404-407). 
In addition, the available data for this region are excellent and voluminous. 
Finally, region 111 contains the homelands of virtually all the scientists who 
developed the demand and supply components of the  model loop (MEDEE-2 and 
 MESSAGE).^ The model's s t ructure and principal assumptions are therefore 
particularly suited to this region (and most subsequent work with the model 
has involved applications within region 111). Thus if the  value of the model is 
called into question for region 111, i t  i s  likely to be even less useful for the  
other six world regions. In any case, a number of results are included for other 
*Some of these aspects were considered by the IIASA group out& of the  formal MMI 
analysis. For example, the global emission and concentration of carbon dioxide that  
might result from the scenarios was analyzed in considerable detail (see EIFW). 
tMEDEE was originally developed by two French scientists for application to France, and 
then later adapted for use in the IIASA model loop. MESSAGE is a third- or fourth- 
generation offspring stemming from an early linear programming model conceived by 
W. Hiifele (FKG) and Alan Manne (USA). Subsequent versions were developed by scien- 
tists from Europe and Japan (both in region 111). 
world regions as well, including region I (USA and Canada), region V (South and 
Southeast Asia, and sub-Saharan Africa excluding South Africa), and the oil 
trading regions in aggregate. 
In this analysis, the  model loop will be t rea ted  as  just o n e  model, or black 
box, about which nothing is known except the  inputs,  t he  outputs, and the  
demand for secondary energy. Thus I will not  delve into the mathematical 
details of the  individual models themselves.* The model loop will be referred 
to  as MMI (which stands for MEDEE-2, MESSAGE, IMPACT, and their  various inter- 
linkages), or else just simply as the model. In addition, the  te rms  "assump- 
tions" and "input assumptions" refer to  various parameters ,  t ime series data,  
cost coefficients, etc., tha t  a re  supplied as exogenous inputs to MMI. These a re  
indicated in Figure 2 by the  ovals labeled P (primary),  S (secondary), and I 
(imports). The secondary energy demand is indicated by the  oval labeled D in 
Figure 2. In the  present analysis these endogenous demand projections a re  
taken a s  given; therefore, this work is focused only on the supply side of t he  
scenarios. F~nally,  the  outputs from MMI are  simply the  scenarios themselves. 
The numerical data used in  this analysis come from the  following sources. 
The input assumptions and the  secondary energy demand a re  taken from DOGR 
(see Appendix B) and the  scenario results themselves come directly from the  
final computer printouts of the  IIASA global energy scenarios, available from 
the IIASA Energy Group. See Appendices B, C, and E for examples of the  
numerical data. 
We begin the  analysis by exploring the  specific role t ha t  the model (MMI) 
played in calculating the  scenarios from t h e  assumptions. For this  purpose, 
*Some general considerations will be discussed in Section 5 which will help to explain 
why the  models behave as they do. 
we will study the relationship between the model outputs (scenarios) and the  
model inputs (assumptions). The idea is to  s tar t  with the  assumptions and to 
use them to  generate  rough approzi7nations of the scenarios. Then, by com- 
paring these approximations with the  actual scenarios, we should get some 
idea of the effect of the model's calculat,ions and iterations in producing the  
scenarios. Thus, in a sense, the input assumptions will be distilled from the  
model in order to  expose the  dynamic role of the model itself. 
To this end, we s ta r t  with certain input assumptions and proceed in a 
heuristic manner,  combining them in a simple and obvicus way. This will pro- 
duce a crude zeroth-order scenario which is based purely on selected input 
assumptions. The criterion for selection will usually be cost minimization, 
meaning tha t  an unrefined form of optimization is involved. However, no 
equations will be solved, no dynamics will be simulated, no iteration will be 
performed, and no significant calculations or consistency checks will be car- 
ried out. Instead, a straightforward analysis will be performed by intuitively 
selecting what seem to be the  most important input  assumptions and putting 
them together in a natural  way. In most cases, the analysis will simply 
amount to  plotting a few curves on the same graph (where the curves to  be 
plotted are given explicitly in t h e  form of input assumptions to  MMI). The 
resulting scenario will then be compared with the  actual scenario that  was 
produced as  output  from MMI. 
Throughout, this discussion, the te rm scen,arin will be understood to 
denote the  published results t ha t  were obtained by the IIASA Energy Group 
from MMI. Meanwhile, for convenience, the simplistic scenario obtained from 
the input  assumptions will be called the scenariette. Note tha t  this analysis is 
not an at tempt to  design a riew or realistic energy model; rather ,  the aim is to 
understand the effect t ha t  t h e  dynamic calculations and iterations performed 
by MMI have on the assumptions that  are fed into MMI. This will be done by 
effectively viewing the  model's output alongside its inputs; thus the 
scenariette is a crude sketch compiled from certain inputs to MMI, and the 
scenario is the output from MMI. 
3.2. Primary Energy 
There are four primary energy sources to be considered; oil, coal, natural 
gas, and uranium. Since oil is a key component of the  global energy system, it 
is a natural starting point. The input data to MhlI specify three separate cost 
categories of this resource, which together define a kind of step function for 
the cost of oil. Category I is the least expensive, with a unit cost of $62/kWyr,* 
and includes mainly conventional domestic oil, both existing reserves and 
those remaining to be discovered. Category 11 ($103/kWyr) includes some addi- 
tional undiscovered reserves, as well as some oil from unconventional sources. 
Category 111 is the most expensive ($129/kWyr), consisting of oil from uncon- 
ventional sources such as oil shales, t a r  sands, offshore and polar oil, and oil 
obtained using enhanced recovery techniques. These categories and cost 
assumptions are the same f ~ r  all world regions, and each particular region is 
endowed with a given (assumed) amount of oil in each category. For example, 
region 111 has 17.48 TWyr of oil in category I, 3.3 TWyr in category 11, and 121.36 
TWyr in category 111. These figures represent the overall amounts of these 
resources that are sitting in the ground a t  the beginning of the 50-year time 
span, available for extraction. Similar cost categories exist for the  other pri- 
mary energy resources. 
*This is equivalent to approximately $12.30 per barrel (1975 U S  dollars). For categories 
I1 and 111 the corresponding figures are f 20.40 and $25.60 per barrel, respectively. 
Construction of the scenariette for oil 
We now use this input structure to sketch a rough portrait of oil supply 
for region 111. Since conventional oil is the least expensive, we use it first. For 
simplicity, we will assume in the scenariette tha t  the price of this oil will not 
change as it  is depleted, i.e., we assume tha t  the cost of crude oil from domes- 
tic reserves remains constant down to the last drop. This is economic 
sacrilege, but i t  is acceptable for a rough sketch, and it makes things easy: we 
simply go ahead and use up all the  conventional oil first (category I),  and only 
after i t  has disappeared do we move on to  the more expensive unconventional 
sources. Thus, in the scenariette, the highly simplistic step function (defined 
by the input cost data) is adopted as the nonlinear cost function for oil supply. 
Since we have decided to use up the cheap oil first, t he  next question is 
how long will i t  last; i.e., how quickly will the oil from category I be consumed? 
Looking again a t  the inputs to MMI, we find certain constraints (called max- 
imum resource extraction rates or "production limits" in Figure 2) tha t  limit 
the rate a t  which domestic oil can be extracted during each time period. 
These constraints are supplied to MMI in the form of time series data (meaning 
that  a ceiling on annual extraction is specified for each five-year time period 
between 1980 and 2030). In the scenariette we extract as  much domestic oil 
as possible (because it is the cheapest source of oil, by assumption). Thus the 
assumed constraint on domestic oil extraction is simply taken to be the 
domestic oil production curve in the scenariette. The only thing we have to do 
is keep a running tab on the cumulative amount of oil extracted -when we 
pass the  17.40 TWyr mark  (mentioned above), we have run out of category I oil 
(domestic crude), a t  which time we switch (very abruptly) to category I1 oil 
(unconventional); for the high scenariette* this happens between 2020 and 
+This refers to the scenariette obtained from the assumptions of the high scenario; the 
"low scenariette" is analogously defined. 
2025 (see Appendix B for details). We then continue in the same fashion: 
extract oil a t  the maximum allowable rate until category I1 oil is exhausted, 
then switch to category 111, and so on. 
In addition to domestic oil, there is also imported oil to consider, so we 
again consult the input assumptions. This time we find a constraint tha t  sets 
upper limits on the amount of oil that  can be imported as a function of time, 
and this constraint is simply adopted as the curve for imported oil in the  
scenariette. 
This then completes the portrait of primary oil supply, which is displayed 
in graphical form in Figure 3 (see Appendix B for details). To generate this fig- 
ure, the  individual data points were plotted and then connected by straight 
line segments to produce curves. Note tha t  the curves are plotted cumula- 
tively to  illustrate the composition of crude oil supply and i ts  evolution over 
the 50-year time horizon from 1980 to 2030. Observe the ra ther  abrupt shift 
from category I to  category I1 oil tha t  occurs around 2020 - this is due to  the  
oversimplihed assumptions made in constructing the scenariette. These sud- 
den changes are  even more pronounced in the corresponding scenariettes for 
region I (Figure D.2 in Appendix D) and in the global oil supply to  be discussed 
later  (Figure 13). 
Comparison of scenariette w i t h  scenario 
Now that  we have completed this first part of the scenariette, i t  is 
interesting to compare it  with the results from the published IIASA scenario 
itself. To do this, we star t  with a duplicate of the graph in Figure 3, onto which 
the  final scenario results are superimposed by plotting individual data points 
(which corne directly from the MMI computer output listings - see Appendix 
R). The result of this superposition is shown in Figure 4. Thus Figure 4 is 
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FIGURE 3 Scenariette for crude oil supply (region 111 high). The curves displayed here 
are obtained directly from the  exogenous input assumptions to the  IIASA energy 
models. 
identical to Figure 3 except tha t  some data points have been added; these 
points are the  final scenario results, which are plotted using four different 
shapes (circles, triangles, squares, and crosses) to distinguish four distinct 
sets of outputs from MMI. It is important to understand the format of Figure 4, 
because it is used throughout this section for comparing scenariette and 
scenario results. The main thing to remember is that the curves display the 
scenariette (inputs), and the points display the scenario (output). 
In Figure 4 we see something quite surprising. The data points from the 
scenario fall almost exactly onto the  scenariette curves. There are some 
minor differences for imports, but these are insignificant. 
A brief review is called for a t  this point. We started with a handful of 
input assumptions to MMI; these were used to put together a rough sketch of 
the  crude oil supply in region 111. In doing so we made some unrealistic 
assumptions, while at the  same time ignoring various considerations such as 
600 -- 
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Category I 
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MMI Scenario Results: 
Imported Oil 
Domestic Oil: 
A Category I 
Category I I 
FIGURE 4 Comparison of scenariette with the IIASA sceriario results for crude oil sup- 
ply (region 111 high, cf. EIFW Figure 17-1 lE ,  p. 560). This figure is identical to Figure 3, 
with the addition of the data points, which are the final outputs from the IIASA energy 
models. Note the agreement between scenariette and scenario. 
price elasticities, consistency, relationships with other sectors of the energy 
system, etc. The most tha t  was expected from this was a rough qualitative 
correspondence with the scenario dynamics, and yet somehow the scenariette 
developed here agrees almost perfectly with the scenario itself, which is sup- 
posed to be the product of a careful, detailed, iterative self-consistent optimi- 
zation procedure. But perhaps this is just an anomaly that. holds only in this 
one particular case. To find out, i t  is necessary to investigate some further 
cases. 
Scenariettes for other energy resources 
The development of similar scenariettes for natural gas, coal, and 
uranium* produces the curves shown in Figures 5, 6, and 7 respectively (see 
*The uranium scenariette is obtained in a somewhat different fashion from the other 
primary energy scenariettes; see Appendix E. 
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FIGURE 5 Comparison of scenariette and scenario results for natural gas supply - re- 
gion 111 high (cf. EIFW, Figure 17-12E, p.568). The curves are  inputs to MMI, the points 
are  outputs from MMI. 
FIGURE 6 Comparison of scenariette and scenario results for coal supply - region LII 
high (cf. EIFW, Figure 17-14E, p.572). The curves are inputs to MMI, the points are  out- 












Again, for comparison, the scenario results are shown as data points, and once 
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again the agreement is essentially perfect. No analysis of any kind was 





FTGURE 7 Comparison of scenariette and scenario results for natural uranium extrac- 
tion - region 111 high. 
involved in generating Figures 5 and 6; the curves are plotted directly from 
the exogenous input listings to MMI, and the points are plotted directly from 
the output listings from MMI (see Appendix B). In some ways these plots look 
deceptively trivial, which obscures their importance. I t  is crucial to under- 
stand that  they are not the result of some curve-fitting exercise. Rather, the  
data points are the outputs from MMI, and the  solid curves are the input 
assumptions to MMI. The fact tha t  they agree perfectly means that,  in effect, 
the scenario results are prescribed exogenously in the input assumptions, and 
the  model itself just reproduces these assumptions. 
Perhaps these findings are not so surprising if we consider that  we have 
looked only a t  the high scenario. I t  is quite possible that  the entire energy 
system is operating a t  maximum capacity in the high scenario, straining 
every bolt as i t  were, so that  the system comes right up against the con- 
straints. If so, then it is important to look also a t  the  low scenario, where the  
strain on the system should be eased considerably. This is done in Appendix B, 
and again, essentially perfect agreement is observed between inputs and out- 
puts in almost all cases. 
This concludes the discussion of primary energy. The principal finding is 
that both stocks and flows of primary energy sources in the IIASA scenarios 
are effectively prescribed in the  form of exogenous assumptions and con- 
straints. In the schematic diagram of MMI in Figure 2, most of these assump- 
tions are contained in the oval labeled P (for primary). Note that  this oval lies 
entirely outside the  iterative model loop, and that  there are no "major feed- 
backs" into this oval, indicating tha t  these assumptions are not subject to 
modification. In fact, the model essentially performs the same analysis 
present.ed above in developing the  scenariette. 
3.3. Secondary Energy 
As discussed earlier, a principal objective of MMI is to describe an  energy 
supply system that fulfills the demand a t  the  lowest cost. Therefore we shall 
begin the  analysis of the secondary energy system by considering the  cost 
assurnptions for various secondary energy supply technologies. These are 
given in Table 1. which is reproduced from Table 17-4 in EIFW (p.527). The capi- 
tal and variable costs have the constant values shown, for all regions and all 
time periods. Furthermore, these costs are identical in both the high and low 
scenari.os, even though these scenarios are intended to "span a sufficiently 
wide range in order to incorporate the  unavoidable uncertainties" (EIFW 
p. 425). The assumption of fixed costs is one of the main reasons for the high 
degree of structural uniformity exhibited in the high and low scenarios for all 
seven world regions. The final product costs increase in some cases from the  
values shown after the  cheapest category of the corresponding fuel is 
exhausted. Although these variations in cost are minor, they are responsible 
for some curious behavior to be discussed in Section 4. For now, we present 
two secondary supply scenariettes; one for electricity and one for liquid fuels. 
TABLE 1 Cost assumptions for major competing energy supply and conversion techno- 
logies (reproduced from EIF7V, p.527, Tabie 17-4). 
Capitol Vorioblr Fino1 Product 
Cost cost Cost 
(1975$/k W) (19755/k wyr) (1975S/k U'yr) 
Electricity Generation 
Coal with scrubber 550 23 154 
Conventional nuclear n c t o r  (eg., LWR) 700 50 136 
Advanced reactor ( e . ~ ,  FBR) 920 5 0 143 
Coal, fluidized bed 480 36 152 
Hydroelectric 620 8.5 8 5 
Oil fired 350 19 256 .  
Gas fired 325 16 216 
Gas turbine 170 '17 24 1 
Solar central station 1900 28-60 297 
Synthetic Fuels 
Crude oil refinery 5 0 3.7 7 5 
Coal gasification ("high Btu") 480 40 125 
Coal liquefaction 480 40 125 
As mentioned above, the  demand projections for secondary energy in 
these scenariettes are taken from the  endogenous "Secondary Fuel Mix and 
Substitutions" procedure, labeled D (for demand) in Figure 2. Thus the present 
analysis treats these projections a s  given, and focuses on the supply side of 
the scenarios. 
Scenariette for electricity generation 
Given the objective of cost minimization, we star t  by looking a t  the rela- 
tive cost assumptions for electricity generation. In the last column of Table 1, 
hydroelectric power is found to be the l e a ~ t ,  expensive technology, at $85 per 
kWyr. Following this, the next cheapest is nuclear power, running from $136 
for LWR to $143 for FBR, then comes coal-fired power a t  $152 to $154,* and the 
remaining electricity sources become increasingly more expensive. Thus we 
start with the cheapest source (hydro), take as much as possible, then move 
on to the next cheapest source (LWR), again taking as much as possible; and 
continue in this fashion until the demand is met. Thus, to build the 
scenariette, the technologies are chosen in the order of their cost, and each 
one contributes an amount equal to  its supply constraint. This guarantees 
that when we reach the demand level, we have specified the least expensive 
supply mix that  meets it. 
This procedure for developing the electricity scenariettes is described in 
more detail in Appendix C. The end result is a scenariette consisting of an 
assemblage of constraints, stacked one on top of the other, defining the evolu- 
tion of the  electricity supply system. These constraints, which are called 
"maximum build-up rates" in Figure 2, Form another group of assumptions 
supplied to MMI. In most cases they are derived from the following difference 
equation (EIFW p.530) 
~t  = Y Y L - I  + s (1) 
where yt represents the annual addition to the capacity of a particular tech- 
nology during the time period t ,  y is a constant growth parameter, and g is an 
initial condition that  starts the process off a t  the "start-up" time, to. As will be 
*Since these cost about the same and are both coal burning technologies, no distinction is made in 
the  scenariette. It. so happens that this distinction was unimportant in the scenario as well. 
seen shortly, this very simple equation, which produces exponential growth,* 
is by far the most important lactor in determining the dynamics of the  secon- 
dary supply mix. The parameters y, g ,  and t o  have one fixed se t  of values for 
all the developed regions (I, 11, 111). and a fixed but different se t  of values for 
the  rest of the  world (regions IV  through VII). 
Figure 8 &splays the  scenariette for electricity supply in region 111. The 
area  labeled "coal & other" in this figure is due almost entirely to coal. 
"Other" refers to a thin sliver (due to cur rent  oil- and gas-fired power plants) 
which disappears by 2010, and a barely discernible contribution from solar 
energy after 2020. The demand projection is shown in Figure 8 by a dashed 
1ine.t Since the demand is taken as given, a dashed curve is used to distin- 
guish i t  from the solid curves, which are the results of the scenariette. 
Comparison of scenariette w i t h  scenario 
Turning now to  Figure 9, we find that  the  MMI scenario is identical to  the  
scenariette up  through 2010. Notice that  after 2015, the  data  points for LWR 
and  FBR seem to be deflected away from the  demand projection as they 
approach it. During . these final 15 years of the t ime horizon, coal is being 
phased out very rapidly, resulting in extensive underutilization of coal-fired 
capacity. However, MMI imposes an economic penalty for excessive underutili- 
zation, so tha t  the rapid decline of coal is attenuated somewhat, producing the  
observed deflection. This same effect occurs to  a lesser extent within the  
nuclear coritribution itself, as  L,WR gives way to FBR. 
'Denoting the start.-up time by to ,  the initial condition is Y t  = 9 .  With this condition, Equation 
0 
(1) has the unique solution 
( t  - f , + J )  
~t  = 9 [ ~  - l ] / ( y -  I) f o r t  r t o  , 
which is exponential in t . The numerical values for exceed unity in ti11 cases (see DOGR). 
3 It is interestine t o  note in passing that this demand projection entails a 2.7 iold increase in elec- 
tricity consumption per person living in region III by 2030. 
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FIGURE 8 Scenariette for electricity generation -region 111 high. The solid curves a re  
obtained directly from t h e  exogenous input assumptions to  t he  IIASA energy models. 
The dashed curve is the  endogenous demand projection. 
Notice that MMI has no knowledge of the physical significance assigned to 
the particular results that  i t  produces. For example, i t  might be tempting to 
conclude from Figure 9 that  the fast breeder reactor (FBR) will dominate the  
future electricity supply. However, this is an assumption supplied t o  the  
model, and not really a result or conclusion derived from the  model. The 
curve labeled "FBR in Figure 9 is the immediate consequence of three 
parameter values [y, g ,  t o  in Equation (1) ] supplied directly to MMI by the user 
which reflect his or her ideas about the future role of FBR in the electricity 
supply. But the model itself knows nothing about the physical interpretation 
attached to the resulting curve, nor can it in any way assess the feasibility, 
desirability, or implications of such an option. It simply displays the curves 
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FIGURE 9 Comparison of scenariet te  and scenario results for electricity generation - 
region 111 high. This figure is identical to Figure 8, with the  addition of the  da ta  points, 
which are  t he  outputs from t h e  IIASA energy models. Note the  close agreement. 
that result from the user's inputs, and as such, i t  serves as a framework for 
displaying whatever free-hand sketches t he  user dreams up. 
I t  might still be tempting to imagine that  the  low scenario will not behave 
quite so predictably, since the energy system is under considerably less strain 
in this case, but  Figure 10 reveals that  this i s  not the case. Once again, the  
scenario coincides with the scenariette for 35 years before the model exerts 
its influence. 
Scenariette for liquid fuel supply 
The analysis for the supply of liquid fuels is essentially the same as for 
electricity, so only the results are presented here (see Appendix C for details). 
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FIGURE 10 Comparison of scenariette and scenario results for electricity generation - 
region 111 low. 
Figures 11 and 12 show the  high and low scenariettes for liquid fuel supply, 
respectively, in region 111. The scenario results are superimposed in the  usual 
way, and they exhibit close agreement. 
3.4. Scenariettes for Other Regions 
So far we have looked only a t  results for region 111, which includes some of 
the most developed and energy-intensive nations in the  world. It is interest- 
ing to  consider the opposite extreme, and therefore several results a re  
presented in Appendix D for region V (South and Southeast Asia and most of 
sub-Saharan Africa), which is the  least "developed and most populated of the  
seven world regions. In addition, key results a re  included for region I (USA 
and Canada), which look very much like those for region 111. A cursory look a t  
the remaining regions indicates tha t  the  scenariette and scenario results gen- 
erally agree very well, but  these cases have not been analyzed in  full detail. 
Perhaps the  most critical aspect of the  global energy system is the  supply 
and international trade of oil. Figure 13 shows the high scenario and 
corresponding scenariette for the global free-market oil supply (excluding the  
centrally planned economies of regions I1 and VII). As shown in Appendix B, 
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FIGURE 11 Comparison of scenariette and scenario results for liquid fuel supply - r e -  
gion I11 high (cf. Figure 17-1 lE, EIFW, p.560). 
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FIGURE 12 Comparison of scenariette and scenario results for liquid fuel supply - r e -  
gion 111 low (cf. Figure 17-1 lF, EIFW, p.560). 
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Category I I I : Unconventional oil (heavy crude, tar sands, oil shales, 
deep offshore oil, etc.) 
FIGURE 13 Comparison of scenariette and high scenario results for world oil supply 
(excluding centrally planned economies; cf. *Science article (Hafele, 1980a), and EIFW, 
Figure 20-1, p.662, and Figure 25-9, p.798). 
this scenariette was generated by aggregating a few input assumptions (con- 
tained in the  two ovals labeled P and S in Figure 2) which are exogenous to  the  
model. A variant of Figure 13 has been published* in Science (Hafele, 1980a) 
and Scient i f ic  Amer i can  (Sassin, 1980). as well as the Ezecu t i ve  3urnrnary 
(McDonald, 1981), and twice in EIFW (p.662 and p.789) -- clearly these results 
a re  offered as a key finding from the  IIASA energy study. As displayed in Fig- 
ure 13, the  differences between scenario and scenariette a re  slight, revealing 
tha t  these important results were essentially exogenous assumptions. This 
+The published figure is somewhat different from Figure 13, in part  because i t  probably includes 
"constraints for the  gradual buildup and depletion of separate oil categories." (EIFW, p.558) This 
brief reference (which occurs in the  caption of another figure) is the only mention of these con- 
straints - they are not part of the  model, and 1 have not found them documented anywhere. In ad- 
dition, the published figure incorporates specific dynamic estimates of quantities of oil remaining 
t o  be discovered, which are also undocumented. 
figure is presenter! in *Science as evidence for the need to exploit unconven- 
tional oil and coal liquefaction. 
3.5. Conclusions 
The basic conclusion of this section is that  t he  dynamic and analytic con- 
tents of the  llASA energy supply scenarios a re  directly attributable to  assump- 
tions and quantitative judgments tha t  are specified outside of the  set  of 
mathematical models. In some cases, the  models are  found to  reproduce the  
input assumptions precisely; in others, they introduce unimportant perturba- 
tions to the input s t ructure.  A t  best, the models themselves perform a highly 
simplistic analysis tha t  is essentially the same as  the back-of-the-envelope 
calculations presented above (and described in full in Appendices B and C). 
In view of these findings, a natural question to  ask is: where do the  vari- 
ous quantitative assumptions and judgments tha t  a re  responsible for the  
scenarios come from? Only brief descriptions of these assumptions are given 
in EIFV (which is described as the  full technical report from the study). 
Almost no empirical evidence or theoretical justification is included to sub- 
stantiate the assumptions, and no quantitative details are included to  indicate 
how these numbers were obtained. Instead, they are  candidly referred to  as  
"guesstimates" (EIFW, p. 531), "rough average (sometimes consensus) esti- 
mates" (p. 528), "best available assessments" (p. 581), etc.  Thus whatever 
analysis was carried out to  arrive a t  these numbers is undocumented and 
inaccessible: "these data, while arrived a t  by averaging many sources, are  
still highly judgmental" (p. 527). Since the  scenarios are  largely copies of 
these assumptions, the conclusion tha t  begins to emerge is that  the scenarios 
are  closer to  considered opinion than objective analysis. We shall re turn  to  
this point la ter  (Section 6). after exploring the robustness of the scenarios. 
4. ROBUSINF,SS OF THE IIASA ENERGY MODELS 
... All of this leads to a belief (or hope) that  the scenarios here are 
robust, that they can stand up against events whose impacts, in 
human terms, may be large. 
- E n e r g y  in a R n i t e  World,  Vol. 2,  p.395 
I t  is clear that "in practice, of course, all the assumptions are very rarely 
satisfied." This statement comes from Pearson's Handbook  of App l i ed  
M a t h e m a t i c s  (1974)  which reads further: "Robustness is a semimathematical 
concept. A procedure is robust if i t  still works 'fairly well' when the  assump- 
tions are 'not quite' satisfied." Thus robustness is the property that  an 
analysis must have if i t  is expected to be of some validity in the face of uncer- 
tainties in the underlying assumptions. To establish robustness, the standard 
procedure is to perform a detailed analysis of the  sensitivity of the quantita- 
tive results with respect to  variations in the  assumed input data. In the case 
of the IIASA energy scenarios, i t  has been asserted that  "the sensitivity 
analysis was done - a t  length" (Rogner 1983). 
In this section, we explore the sensitivity of the scenarios with respect to 
certain assumed input data. This sensitivity analysis focuses on the energy 
supply model MESSAGE, because "the assumptions and results [from MESSAGE] ... 
represent, in some ways, the  core of the  energy studies reported in this book" 
(EIFW, p. 402). The major finding is that  the supply scenarios are not robust 
with respect to variations in several different input data. One example con- 
cerns the  structure of the nuclear contribution, which is found to be sensitive 
to  minor variations in the assumptions concerning availability and cost of 
uranium. Another example shows tha t  the supply scenarios are unstable with 
respect to minor variations in cost assumptions for technologies. Finally, the 
documented sensitivity analysis is reviewed, and i t  is found to be'seriously 
lacking in standard sensitivity tests. 
4.1. Sensitivity to Estimates of Inexpensive Uranium 
Recall from the  previous section tha t  a key factor in determining the  
electricity supply mix is the hierarchy of production costs. The evolution of 
these costs is presented in Figure 14, from which we see t h a t  most costs a r e  
assumed t o  remain constant (in real terms) for the  next 50 years.* Even 
though this  is a highly unlikely proposition tha t  explicitly presumes perfect 
information about the future,  i t  can  be justifiably dismissed as immaterial  if 
the  outputs from the  model a re  found to  be insensitive t o  i t .  In fact,  as 
explained in EIFW, "The desire for data robustness dictated our  decision to  
avoid an  approach relying completely on prices" (p.27), from which it is to  be 
expected t h a t  the  scenarios are  insensitive t o  variations in the  assumed cost 
projections shown in Figure 14. This will be investigated shortly. For now. 
observe tha t  the  curve for light water reactors  (LWR) exhibits a small instan- 
taneous jump, or s tep,  in the year 2005 (see Figure 14). This is due to an  
abrupt increase in t he  cost of uranium (from $66 t o  $110 per kg U30,) which 
is the  result  of a shift in resource cost category, as discussed in Section 3 (see 
Figure 7). This increased fuel cost raises the  cost of electricity generated 
from LWR by $10 per kWyr (from $136 to  $146 - see Appendix E), as illustrated 
by the  step. Such a minor increase (7%) is unimportant in itself, but  notice 
something else in the figure. I t  happens t h a t  the  fast breeder reactor  (FBR) 
becomes an  available option in the  year 2000 (just before t he  step), a t  a cost 
of $143 per kWyr of electricity generated (see Table 1). At this  t ime,  LWR is 
still t h e  favored technology (costing $7 less per kWyr) but  then, just five years 
later,  the s tep occurs (causing LWR t o  go up  by $10 t o  $146) and suddenly FBR 
*These are sometimes called static costs because they do incorporate the  discount 
rate and other dynamic factors. However, most of these factors do not affect the rela- 
tive cost structure, which is of interest here. See Appendix E and Schrattenholzer 
(1981, p.17) for more details. 
becomes the  favored technology because it is $3 cheaper. Thus the s tep 
serves to  boost the  cost of LWR by just enough to give FBR a slender (2.10%) 
cost advantage (which holds from 2005 onwards). The result  is tha t  FBR is 
built up as  rapidly a s  possible, while LWR is phased out  (see Figures 9 and 10). 
If the  s tep were not  there ,  the model would still eventually introduce FBR in 
this particular case (region III), but not  until much la te r  when uranium 
becomes scarce.* 
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FIGURE 14 Assumed cost projections for electricity generation in ILASA scenarios; con- 
stant 1975 US dollars (this figure is for region 111 high). 
I t  is obvious t h a t  a three-dollar economic advantage tha t  is a conse- 
quence of a 7% cost jump tha t  is caused by a resource cost increase of 70% 
tha t  is slated t o  occur  instantaneously 25 years from now is merely an artifact 
of t he  model, ra ther  than a realistic expectation. Nevertheless, th i s  feature of 
the model is t h e  major factor determining the  introduction time for t he  FBR in 
*Note that the delicate cost structure in Figure 14 can be upset by an increase of 2.5% in the a s  
surned cost of FBR or a similar decrease in the cost of LWR. 
the scenarios. The electricity generation cost assumptions for all other  
scenarios a r e  identical to  those shown in Figure 14, the only differences being 
in the  time a t  which the "LWR-step" occurs. This is governed by the  quantity of 
cheap uranium available, which is an  uncertain exogenous constraint supplied 
to the model. The effect is manifested in the  following mechanism: by specify- 
ing the constraint on the availability of cheap uranium (which is itself quite 
arbitrary), t he  analyst is also controlling the  t ime a t  which FBR becomes the  
favored technology. For example, i n  region IV (Latin America), t he  fraction of 
the assumed total available uranium tha t  is assigned to the cheaper cost 
category is just 1.6%. This resul ts  in  LWR-steps occurring in the  year 2000 for 
the high scenario and  2005 for t he  low scenario (which coincides with the  first 
availability of FBR on a commercial scale). However, by slowly increasing the  
fraction of uranium allocated t o  the cheaper category, these steps a re  moved 
forward rapidly in t ime, thereby greatly delaying the  introduction of FBR. In 
the low scenario, for example, a simple calculation (Appendix E) shows tha t  if 
the quantity of cheap uranium is increased to  just 8.7% of t he  total, the  LWR- 
step is pushed more than  25 years into the  future,  beyond 2030. The result  is 
tha t  the  ent i re  nuclear contribution is filled by LWR alone, and FBR is never 
introduced a t  all (see Appendix E). 
In some cases, the s tep in the  LWR curve never actually occurs. In t h e  low 
scenario for region V, for example, there  is still plenty of cheap uranium left 
in 2030. Nevertheless, FBR is still introduced in th i s  case, starting in  2005, and 
its contribution expands a t  the maximum permissible rate  thereafter.  This 
occurs despite the fact t h a t  the entire contribution from FBR could be sup- 
plied a t  a lower cost with additional LWR capacity (within the framework and 
constraints of the  model; see Appendix E). Thus, given the least-cost objective 
of MMI, i t  is  curious tha t  FBR plays a significant role in this scenario. A close 
scrutiny of the computer input files reveals undocumented cost reductions for 
coal-fired power during the  first 25 years of the time horizon. This has the  
effect of preventing a full buildup of LWR, which in turn is apparently the rea- 
son that  FBR is introduced a t  the maximum rate in this scenario (see Appendix 
E for details, and a related example for region VI). 
4.2. Sensitivity with Respect to Relative Cost Structure 
In order to ensure robustness (as well as realism), i t  is necessary to 
explore the sensitivity of the scenarios with respect to assumptions that  are 
known to be unrealistic or unlikely, such as the constant cost projections 
displayed in Figure 14. The importance of this is underscored by the observa- 
tion tha t  already by 1982, the real-world costs of generating electricity from 
both coal-fired and nuclear power had more than doubled (in real terms) from 
the values shown in Figure 14 (IAEA. 1982). However, although this has had its 
effect on energy investments and the world economy as a whole, what is much 
more crucial for the energy sector is the  possibility of changes in the relative 
costs of different energy supply technologies. 
Such relative cost changes have indeed been occurring in the  real world. 
A recent  review of nuclear power costs around the globe concludes tha t  
"nuclear plant investment costs are rising more rapidly than the costs for 
coal-fired plants, with the possible exception of Canada and France" (IAEA, 
1982). In the  USA, for example, the  gap between fut,ure nuclear and coal-fired 
costs of electricity generation has disappeared, and the cost of nuclear power 
exceeds tha t  of coal-fired power in some parts of the  country (ETA, 1982). 
Thus, it is of particular interest to consider region I (USA and Canada) in per- 
forming a sample test of the sensitivity of the IIMA scenarios to changes in 
the relative cost structure. 
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FTGURE 15 Sensitivity to cost assumptions in IIASA scenario for USA and Canada (re- 
gion I low). (a) original scenario results for electricity generation; (b) new scenario 
results, assuming that nuclear costs are increased 16% and that  the coal extraction 
limit is raised 7%. 
The results of this  sensitivity tes t  are  summarized in Figure 15. Par t  (a) 
of the figure displays the electricity supply system of the IIASA low scenario 
for region I (note t h a t  this figure shows the  actual scenario results, and not a 
scenariette). Now suppose the  cost of nuclear power is increased by 16%.* As 
revealed by a straightforward calculation (Appendix E), this produces the  
greatly altered scenario shown in Figure 15(b)?. In this new scenario, coal- 
fired power accounts for most of the  electricity production, while LWR is 
phased out over the  50-year t ime horizon, and FBR is never introduced a t  all. 
By 2030, the  coal contribution t,o electricity supply reaches 85% (compared 
with 8% in  t he  original IIASA scenario in Figure 15(a)), and the nuclear contri- 
bution disappears entirely (compared with 77% in the  original scenario). How- 
ever, t he  main point here  is not what actually happens under different cost 
assumptions, but r a the r  t h a t  small changes in these assumptions can produce 
tremendously different outcomes from the  model. 
4.3. Documentation of Sensitivity Analysis 
In view of t he  above findings, it is of interest to look a t  what is reported in 
the  documentation concerning sensitivity analysis. In EIFW there is a chapter  
(18) entit led "Alternatives and Sensitivities", most of which is taken u p  with 
descriptions of th ree  alternative cases (including a nuclear morator ium 
scenario, an enhanced nuclear scenario, and a reduced demand scenario). 
These alternatives a r e  considered extreme departures from the s tandard high 
and low scenarios, and  therefore they a re  naturally not developed or 
*Such an  increase can easily be envisaged in any of the  IIASA world regions, for a 
variety of reasons. For example, the  costs of decommissioning nuclear power stations 
(which could be considerable) are not included in the IIASA cost assumptions. Other 
factors that could increase the  cost are stricter safety regulations, new requirements 
for waste treatment, tighter emission control standards, legal entanglements, con- 
struction delays, etc. 
tIn order for this new scenario to be feasible, it is riecessary to increase the  assumed 
ceiling on coal extraction in the  scenario by 7%. See Appendix E. 
documented in great detail. In addition, they are not used as a basis for draw- 
ing quantitative conclusions about the  world's energy future. In some sense, 
these alternative scenarios may be viewed as a non-standard form of sensi- 
tivity analysis, since they involved the modification of various assumptions. 
The robust conclusions and policy recommendations from the IIASA study 
are based on the high and low scenarios themselves; thus it is particularly 
important to explore sensitivity in these scenarios. For this purpose, the final 
section of the chapter (pp. 613-620) presents "some sample 'sensitivity' ana- 
lyses ... [which] probe variations in resu1t.s following extreme variations in 
assumptions" (EIFW, p. 594). Most of this section is taken up  with general dis- 
cussions about the effects of an altered oil production ceiling (in region VI),  
and the  possible effects of technological breakthroughs, concluding with a 
short subsection entitled "Escalation in Energy Costs" (pp. 618-20). This 
opens with a general discussion of the  effects of tripling the  cost of synfuels, 
and then treats  "the more constructive consideration ... of the  possible varia- 
tions among the  relative price changes of new sources of energy" ( E F W ,  p.619). 
Three specific possibilities are considered: 
(1) doubling all electricity generation costs 
(2) doubling the costs of fossil fuels 
(3) both of the above 
These possibilities are found to result in corresponding demand reductions of 
8, 16, and 24%.* 
*These calculations are based on implicit price elasticities which are calculated in- 
dependently of the model in an earlier chapter (EIFW, Chapter 15). 
Given the  sensitivity tha t  was observed earlier in the electricity supply 
scenarios, case (1) is of particular interest. For this case, the  demand for 
electricity is calculated to drop by just 8%, which suggests robustness. How- 
ever, note tha t  in the  analysis, the  electricity generation costs are  all uni- 
formly doubled, which preserves the  relative s tructure tha t  is responsible for 
the unstable behavior in t h e  scenarios. By doubling the costs, each curve in 
Figure 14 is shifted vertically upwards but the relative positions of the curves 
a re  precisely maintained. Hence, the sensitivity to  variations in the reiative 
cost s t ructure remains unexplored in this analysis. 
No further  sensitivity tests  a re  presented for the  scenarios, and no refer- 
ences a re  included to indicate where such analyses might be found. A search 
through DOGR and the  many research reports turned up one brief mention of 
the need for sensitivity analysis, directing the  reader to EIFW. 
In 1974, two IIASA research memoranda were published (see Appendix F) 
which presented several sensitivity analyses of the earliest prototype of 
MESSAGE (developed by Hafele and Manne 1974). A number of sensitivity prob- 
lems were revealed, leading to  the  conclusion tha t  "more work is needed in 
several directions" (Konno and Srinivasan, 1974). * In 1975, an  IIASA research 
report was published which described an extension of the prototype model and 
included several sensitivity tests with respect to variations in the  cost 
assumptions for technologies and resources. I t  was found tha t  the  contribu- 
tions to total energy supply from a given technology could range from 0% to 
over 70% as  the  capital costs or fuel costs were varied (see Appendix F). These 
findings a re  not  cited or investigated further  in the  later  documentation. 
*Neither of these papers is explicitly referenced in any of the later documentation. They do appear in a list of 
related IlASA publications [Em, p. 422) 
4.4. Conclusions 
I t  has been found in this section that the IIASA energy supply scenarios 
are highly sensitive to arbitrarily prescribed input data, which are h o w n  to 
be uncertain. One example of these difficulties involves the contribution from 
the fast breeder reactor (FBR) in the scenarios. Both the time a t  which the 
FBR is introduced and its subsequent rapid expansion are strongly dependent 
on a 2% cost advantage that  is the result of a small, artificial step in the cost 
projection for LWR The temporal location of this step is in turn very sensitive 
to uncertain estimates of available uranium resources and their costs. 
Another difficulty concerns the magnitudes of the contributions from the 
various supply options, which are based on fixed relative cost. assumptions 
that are presumed to hold for the next 50 years. I t  is found that  small 
changes in the assumptions about relative costs and resource availability can 
cause the model to produce radically different supply scenarios. This finding 
is consistent with early studies (for a prototype model) that  showed tremen- 
dous sensitivity with respect to variations in the cost assumptions for techno- 
logies and resources. Given the large uncertainties in the  future costs of 
energy resources and supply technologies, this demonstrates the futility of 
using simple cost minimization LP models for describing robust supply 
scenarios over a long time horizon. 
Finally, as explained in EIFW, although the assumed costs "will surely 
change over time, perhaps dramatically, just one cost estimate for each tech- 
nology is used here for the entire planning horizon. Sensitivity analyses can 
test alternative cost estimates." (EIFW, p. 527). However, the documented sen- 
sitivity analysis includes only one such test,  and this particular test  obscures 
the critical sensitivity to variations in the relative cost structure. In addition, 
early work on sensitivity analysis is not cited. Finally, regarding "the availa- 
bility of natural  uranium, " there  is a far g rea te r  lack of basic information 
than in the  case of fossil fuels" (Hafele, 1983a). Nevertheless, there  a re  no  sen- 
sitivity tes ts  with respect t o  the  assumed costs and  availability of uranium. 
The major finding of this section is tha t  the IIASA energy supply scenarios 
are  seriously lacking in robustness,  particularly with regard to  the  contribu- 
tion from nuclear power. This lack of robustness precludes the possibility of 
drawing reliable conclusions from the scenarios about future  energy supply 
strategies. 
5. DISCUSSION OF THE MODELS 
This section provides a brief discussion of the models, and offers a few 
possible reasons for the findings presented above. We begin by discussing the  
iterative process in MMI, followed by a discussion of the linear programming 
model, MESSAGE. 
5.1. I t e r a t i o n  in MMI 
The process of i teration has tremendous "science appeal" because i t  
implies tha t  an objective rationale escorts a n  initial guessed solution through 
the haze of the unknown, correcting inconsistencies, and reducing errors to  
eventually produce a correct ,  self-consistent solution to  the  problem a t  hand. 
Indeed, Newton's method in numerical analysis and the  Hartree-Fock self- 
consistent field method in quantum mechanics are brilliant examples of this. 
Against this  background, it is perhaps natural  t o  expect t h a t  the  iteration in 
MMI would entail  corrections and adjustments of key physical and economic 
variables, and  the i r  interrelationships. However, t h e  description of MMI given 
in Section 2 presents t he  models and their  iteration in t he  best possible light. 
There a re  a number  of caveats and serious inconsistencies which appear 
throughout the documentation. The most important of these is tha t  the  feed- 
back link from IMPACT t o  MEDEE-2 exists only "in theory" (EIFW, p.404), which 
means t h a t  t h e  economic variables were not  incorporated into the  iteration 
process (see Figure 2). Indeed, t h e  IMPACT model itself was an  unreliable com- 
ponent of the  en t i re  modeling exercise, as revealed by the following descrip- 
tion (Hafele 1981b): 
Energy investments were analyzed using an  input/output procedure, 
despite t he  difficulty of providing all t he  coeffic:ients even for today's 
conditions, as  there  is practically no  other useful method. For this 
reason, we refrained from relying on this  procedure rigorously as an 
overall procedure. ... t o  have relied heavily on this approach would 
have amounted to a way of concealing our ignorance. The 
input/output procedure for determining energy investments was 
therefore applied reluctantly and o n l y  a t  a p l a c e  w h e r e  n o  m a j o r  
n u m e r i c a l  c o n c l u s i o n s  f o r  f u r t h e r  m o d e l i n g  s t e p s  w o u l d  b e  d r a w n  
f r o m  i t ,  [emphasis added] 
Thus the  iterated model loop consisted of just MEDEE-2 and MESSAGE (see 
Figure I ) ,  while IMPACT served as a "monitoring model" (Rogner, 1903). This 
means that  no f u l l  l o o p  pass was made through the three-model loop, contrary 
to certain statements in the documentation (see Wynne, 1983, for further dis- 
cussion). More importantly, it means that constraints on capital inves tmen t~ ,  
land, labor, equipment, water, and materials were not explicitly accounted for. 
in the  models, which seriously diminishes the  credibility of the scenarios, par- 
ticularly because of their capital-intensive supply strategies. 
In EIFW, two specific examples of the iterations that  were performed with 
MEDEE-2 and MESSAGE are described (pp. 404-?), both for region 111. The first 
one involved an increase in the share of natural gas in the heating sector from 
60% (of the fossil fuels used for heating) to 70% by 2030. The second involved a 
decrease in the assumed rate of penetration of electricity into the heating 
market, which resulted in a decrease in electricity consumption of 12% by 
2030. 
Detailed considerations such as these (resulting in 10-15% changes in 50 
years' time) were the  principal focus of the  iteration in MMI, while most of the  
important economic and physical variables were held fixed or prescribed by 
assumption. In the previous two sections, a number of input variables were 
found to be crucial factors in determining the dynamics and supply mix of 
energy systems in the scenarios. Nevertheless, most of these variables were 
not included in the iterative process. A good example is the cost of Mid-East 
oil, which was held fixed for 40 years in all scenarios (DOGR, pp. 14.38,61). 
Other examples are  the  resource ceilings and extraction rates, the  buildup 
rates for technologies, and the costs of resources and technologies. As shown 
in Figure 2, these variables were exogenous to  the  iterative process in MMI, and 
were not subject to modification via "major feedbacks" (see ovals P and S in 
Figure 2). 
Considerable effort went towards developing a truly iterative model set a t  
IIASA tha t  would dynamically encompass and unify a broad range of technical 
and economic features of the global energy system. Unfortunately, this was 
not achieved in the  end, and so most fundamental relationships (such as glo- 
bal trade of resources) and critical trade-offs between major physical, 
economic, and environmental variables had to be assumed. The iteration in 
MMI served only to  perturb this a priori structure. Therefore, any consistency 
that exists among the many variables of the energy scenarios is not due to the 
formal iteration process; it was already there (or not there)  in the  input 
assumptions. Indeed, various key assumptions were no doubt modified during 
the course of scenario development, but this was an informal, undocumented 
process carried out in the  heads of the analysts, rather  than the  systematic 
procedure suggested in Figure 2 and in many statements in the  documenta- 
tion. See Wynne (1983) for further discussion. 
5.2. Small Feasible Region 
This subsection is somewhat speculative in places, and is offered as food 
for thought. 
In addition to the observation tha t  the iterations in MMI had no appreci- 
able effect, there is another factor that  is central to  the understanding of the 
results presented in the earlier sections. Linear programming rnodels such as 
MESSACiE optimize an objective function subject to various constraints. The 
set  of points that  satisfy all the constraints is called the  feasible region, and in 
many of the  MMI scenarios the feasible region is so small as to  be effectively 
one point (Schrattenholzer, 1982). In these cases, the constraints are  so res- 
trictive tha t  they (rather  than the  optimization) determine the solution. This 
effect was seen most clearly above in the case of primary energy, where cer- 
tain constraints a re  almost identical to  the  scenario results. For secondary 
energy, the  optimization is responsible for the order in which the supply tech- 
nologies a re  chosen, and  the  constraints dictate the size of the contribution 
from each particular technology. Thus the constraints often serve as  contri- 
butions from the  various energy sources (which seems to violate t he  notion of 
a constraint*). 
A major theorem in linear programming theory s tates  t ha t  under very 
general conditions, the optimal solt~tion occurs a t  a vertex on the  boundary of 
the  feasible region. For this reason, the constraints t ha t  define this  vertex a re  
necessarily binding. However, if the feasible region is non-trivial (i.e. larger 
than the  neighborhood of a single point), then the  solution is not  essentially 
identical t o  the  set-theoretic intersection of the constraints (i.e. t he  boundary 
of the feasible region), even though some constraints a r e  necessarily binding 
a n d  are  therefore represented in  the  solution. 
The fact t h a t  the feasible region was often very small may explain why 
"potential risks t o  life and  health, environmental constraints, and  potential 
climate impacts a r e  not  incorporated explicitly" into the scenarios (EFW, 
p.397). I t  is a curious fact  t ha t  MESSAGE does contain built-in constraints on 
emission levels "for each type of pollutant", a s  well as  a constraint on pollu- 
*It seems natural that constraints should be absolute upper limits, representing ut- 
most extremes of the available options. Taken together, these would define a sizeable 
feasible region within which the  actual contribut&n from each particular option would 
be determined by numerous criteria; eg. economic, environmental, in~ti tut~ional,  polit- 
ical, etc. In principle, such an approach would permit the exploration of a great many 
"futures", but the difficulty with single-objective linear programming models is that 
th.ey always produce extreme solutions, which are usually not realistic. For a review of 
what is done in practice to deal with this problem, see Zalai (1982). 
tion concentrations (EIFW, p.415). However, "these constraints, although avail- 
able, were not directly used in the MESSAGE runs" (EIFW, footnot;e on p.415). As 
pointed out in one of the research reports, "Constraining the range of these 
variables means a reduction of the feasible region" (Schrattenholzer, 1981). 
Thus in some of the MMI scenarios, i t  is 1ikel.y tha t  if these environmental con- 
straints had been included, the tiny feasible region would have vanished alto- 
gether (precluding the  existence of the scenarios in their present form). 
It is possible that a small feasible region was perceived to be desirable, 
because it  might lessen the effects of the  inherent instability with respect to 
certain input data (such as cost assamptions). Observe tha t  a small feasible 
region could introduce a kind of pseudo-robustness, because some variables 
might be held almost constant with respect to variations in the  input data 
that determine the  objective function.* However, such an approach would 
defeat the  purpose of the model, because the  decision about where to  locate 
the reduced feasible region in state space is arbitrary, and yet it is this sub- 
jective decision tha t  largely determines the  solution. Furthermore, the con- 
straints themselves are arbitrary and uncertain. Variations in the constraints 
can cause the feasible region either to expand, in which case the intrinsic sen- 
sitivity problems become more apparent, or to disappear, in which case the  
solution ceases to exist. 
A final remark concerns the possibility of replacing the single-objective 
function in MESSAGE with a more realistic multi-objective function. As one of 
many examples, i t  might be desirable to attempt simultaneous minimization 
of total cost and total pollution. However, if the  constraints are such that  the  
feasible region is very small, such an approach does not appear to be 
'This point was clarified in discussions with Philippe Martin. 
worthwhile, because all feasible solutions are  approximately equivalent (Kok, 
1903). Thus the optimal solution under the multi-objective function would not  
be much different from the  original one (regardless of the degree of sophisti- 
cation in the multi-objective function). 
5.3. New Representation of MMI 
In EIFW, there are  a few cryptic hints t ha t  the  constraints were "often 
quite tight" (p. 402), or t h a t  "these constraints, taken together, a r e  the  singu- 
lar characteristics of t he  scenarios" (p.527). There a re  also s tatements  t h a t  
the feedback loops were operated manually (see Section 1). However, t he  
reader is not likely to realize from such s tatements  tha t  the  iterative model 
loop was almost completely ineffectual. 
Recently, a new representation of the  process t ha t  was used to  develop 
the  IIASA energy scenarios has  appeared, as  shown in Figure 16. This figure 
was first  published in April 1983 (Sassin e t  d, 1983). Note the minor role 
played by the  models MEDEE-2, MESSAGE, and IMPACT. Meanwhile, the  actual 
iteration tha t  was done i s  seen to  be an  informal process which was external to  
the set  of energy models. In fact, t h e  models themselves were used primarily 
in the capacity of accounting aids. See Wynne (1983) for fur ther  discussion 
and analysis of these issues. 
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- -  - - - -  1 Iterations 
Region I I I 1 (3) Reduce 
Region I I Esr~mates: economic activity 
Region I consumers. 




 rcg~onal supply (MESSAG~ * (resource estimates. energy 
l im~ ts )  
potenttal product ion 
I 
Energy i m p o n d  




FIGIJKIJ 2 .2  The process of scenario wrillng thc l lASA global H ~ g h  and Low Scenarios 
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materials, and 
FIGURE 16 The process of scenario writing for the IIASA global high and low scenarios, 
as now described by the  IIASA Energy Group (taken from Sassin et  d. 1983). Note the 
minor role played by the models. 
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6. CONCLUSIONS 
Together, the scenarios, the  alternative cases, and the  sensitivity 
analyses should build a broad enough understanding of the energy 
problem and a set of sufficiently specific facts so that conclusions 
and recommendations for the  energy transition can be formulated. 
-Energy in a Rnite World, Vol. 2, p.395 
Two analytic findings are established in this paper regarding the TIASA glo- 
bal high and low energy scenarios. The analysis in Section 3 shows that  the  
important dynamic contents of the scenarios are effectively prescribed 
(before the  computer is ever turned on) in the  form of input assumptions that  
are fed into the mathematical energy models. Meanwhile, the  computerized 
models themselves perform a simple heuristic analysis that reproduces vari- 
ous input assumptions with few alterations. Thus the  models serve primarily 
as an accounting framework for displaying the  hypotheses and assumptions of 
the analyst. 
The second major finding is that  the IlASA scenarios are  structurally brit- 
tle with respect to  minor changes in various assumed input data. It  is shown 
in Section 4 that  the energy supply mix in the scenarios is strongly dependent 
on arbitrary (and, in some cases, unlikely) assumptions about the  future costs 
and availability of energy resources and supply technologies. Small changes 
in these assumptions (such as increased costs tha t  have already been 
observed in reality) can yield extremely different scenarios from the models. 
This inherent lack of robustness prec1ud.e~ the possibility of drawing reliable 
conclusions or inferring major trends from the energy supply scenarios. 
In addition to  these analytic findings, i t  was observed that  most of the  key 
quantitative assumptions are presented. with little or no substantiation or 
detailed clarification as to  how they were obtained. Furthermore, there are no 
documented tests which explore the  sensitivity of the  final quantitative 
results to variations in a number of crucial input assumptions. 
Finally, quite apart from the quality or utility of the quantitative 
scenarios themselves, there are disturbing elements in the published 
representation of the  work. Several instances of mis-documentation and/or 
omissions have been noted, some of which leave the reader with incorrect 
impressions about what was actually done. For further discussion and 
analysis, see Wynne (1983). 
Before drawing the  final conclusions in this paper, a remark is in order 
concerning modeling. The analysis performed by MMI turned out to be highly 
simplistic and largely reproducible with a hand calculator. This demonstrates 
that a big, sophisticated computer model is not necessarily more accurate or 
"correct" than a small, uncomplicated model. Of course, large, complex 
models are necessary in many applications. However, when modeling a funda- 
mentally unknowable system (such as the  world's energy future), the collec- 
tive error tha t  could result from combining hundreds of individual assump- 
tions, each of which is unverifiable, may be enormous. In any case, a great 
deal of human effort and money goes into developing large models such as MMI, 
and if the  same task can be done much more simply, this is an important 
finding. 
The overall conclusion in this paper is that  the  'IIASA energy scenarios are 
based on tentative predictions and arbitrary assumptions that  have not been 
carefully substantiated or tested. While it is perhaps reasonable to assume (or 
hope) that  the future will be free of major political and economic surprises, 
this does not warrant the presumption of perfect information about the 
future.* Had there been extensive sensitivity analysis to  ensure that  the 
scenarios were indeed robust, then at best they might constitute a conjecture. 
*In additlos before applylw an analytical tool to project the future, It seems natural to determine lf It can reproduce hlstorkal 
data, parUcularly ln the case of energy developments after 1973. This was apparently not done ln KMI. 
However, a few simple tests  reveal tha t  the  scenarios are  unstable with 
respect to  minor changes in various assumptions, and a t  least some such 
changes a re  certain to occur in the  coming half-century. Hence there is 
no scientific basis for claiming tha t  the scenarios or t he  conclusions 
drawn from them are robust. In view of these considerations, the 
scenarios must  be regarded as opinion, ra ther  than objective analysis of 
the factual basis of the  world's energy future from which robust conclu- 
sions may be formulated. 
Nevertheless, a number of "robust" conclusions or observations have been 
drawn from the scenarios and widely publicized in the l i terature and in 
numerous lectures  (e.g., Hafele 19BOa, 1983a,!>). There are  certain caveats in 
ElFW regarding some of these conclusions, but  these a re  not emphasized in 
articles and speeches. Although scenarios a r e  not  presented as decisive fore- 
casts,  there is an inevitable tendency to view them as such, even by their 
authors.* This is revealed in t he  assertion tha t  "OUT s cenar io s  aTe global ly  
compehensiue a n d  a l l o w  f o r  n o  escape ."  (EIFW, p. 785, original italics) 
One of t h e  robust conclusions drawn from the  scenarios is t h a t  t h e  world 
will consume "unprecedented amounts" of dirty fossil fuels, such  as  t a r  sands 
and oil shale. In addition, "coal use shows a tremendous increase, by as  much 
a s  a factor of five" (Hafele, 1983a). It is acknowledged tha t  such policies would 
entail severe consequences: "environmental problems raised t o  the second or  
third power of what we normally envisage will be involved" (Hafele, 1983a). 
However, as  discussed above, no  explicit environmental constraints a r e  
accounted for in the  scenarios. Nevertheless, this conclusion is claimed to be 
robust. 
*For further d:scussion of this, see Schwarz and Iloag (1982) arid Landsberg (1982). 
Another example is provided by the  future role of nuclear power: "by 2030 
nuclear power ( L T ~ ~ R S  and FBRS) has  a total of 8.09 TWyr/yr for the  high 
scenario and 5.17 TWyr/yr for the low scenario. Its relative share is close to  
23% in either case" (Hafele, 1983a). As observed above, this conclusion is 
based on tentative assumptions about relative costs of electricity generation 
tha t  a r e  presumed to  hold for the  next 50 years.  Kot only have these assump- 
tions already proven to  be incorrect,  but once again no explicit account has 
been taken of key factors such as constraints on capital (to say nothing of t he  
no!-: of ur~resolveci pnli!.ir.;~! arc! t ,~chnica l  i ssue.  a.--sociared v,-i t h  nil I i3ar. 
power). Nevertheless, this contribution from nuclear power is claimed t o  be a 
robust observation derived from the  scenarios (Hafele, 1983a). It is interest-  
ing to  note what would be required of t he  world in order to fulfill this particu- 
lar  conclusion: we must  complete, on the  average, the equivalent of a brand 
new 1000 MW nuclear power generating plant every f o u r  to siz days for the  
next 50 years.* This is characterized in the  Science article as  a "medium-size 
share" from nuclear power (Hafele, 1980a). 
The practice of drawing conclusions from an analysis tha t  does not sup- 
port t hem is especially disturbing when t h e  conclusions are  used to influence 
policy decisions. A. related example is discussed in Wynne (1983), involving a 
scientific s tudy of electricity cost estimates which claimed to  show a clear 
economic advantage favoring the  FBR over t h e  LWR (Griimm et al., 1966). The 
study was used to justify a government expenditure of $96 million deutsche 
Marks for two prototype mRs,  and later  i t  was found that  cer tain input data  
had been tuned  so as t o  create  a particular impression tha t  was favorable to 
t he  conclusions of t he  study (for full details see Keck 1981). If the  quality of 
*This means that, a t  present, a new 1000 MW facility would have to be brought on line every month, 
and this rate of construction would be steadily increased to reach a peak of one new power plant 
every two or three days by 2020 (see Appendix E). 
decision making is to improve in the future, it is imperative tha t  policy mak- 
e rs  be provided with genuine and transparent assessments of each available 
option and its implications, ra ther  than a set  of strong recommendations tha t  
a re  based on shallow analysis and fond aspiration. 
In closing, I wish to rei terate  that many parts of the IIASA energy study 
have been important and valuable contributions to a greater  understanding of 
the world's energy system. As for the scenarios themselves, perhaps we 
should heed a warning made almost 20 years ago (Schumacher,  1964). 
I t  is fashionable today to assume tha t  any figures about t he  
future a re  bet ter  than none. To produce figures about the unknown, 
t he  cur ren t  method is to make a guess about something or other  - 
called an  "assumption" - and to derive an  estimate from it by subtle 
calculation. The estimate is then presented as the  resul t  of 
scientific reasoning, something far superior to  mere  guesswork. This 
i s  a pernicious practice which can only lead t o  t he  most colossal 
planning errors ,  because i t  offers a bogus answer where, in fact, an 
entrepreneurial  judgement is required. 
The study here  under  review employs a vast a r ray  of arbi t rary 
assumptions, which a re  then, as  i t  were, put  into a calculating 
machine t o  produce a "scientific" result. I t  would have been 
cheaper,  and indeed more  honest, simply to  assume the  result .  
APPENDICES 
APPENDIX A: ESllMATED RESEARCH E m R T  
The quoted figure of 225 person-years of effort comes from adding up the 
periods of service of each member of t he  Energy Systems Program, as listed 
on pp. v-x of EIFW. However, this figure does not  include the efforts of 26 per- 
sons who participated intermittently,  nor does i t  include the  contributions of 
those persons who participated for less than one month. More importantly, 
the  list includes participation only up  through the end of 1979. However, t h e  
work of producing and promoting the  documentation (EIFW Volumes 1, 2; 
several research reports, and DOGR) continued through all of 1980, much  of 
1981, and part of 1982. Considering these factors, the  actual figure is signifi- 
cantly greater  than  225. 
I t  is very difficult to  assess t h e  amount of money spent  on the  IIASA 
Energy Program. The quoted figure of $6.5 million is a conservative estimate 
of the research budget alone; i t  does not include various administrative 
expenditures and overheads. In addition, i t  is not clear if the  expenditures for 
t he  many conferences were paid for from the research budget or were drawn 
from other sources. Finally, t he  quoted figure does not include any expendi- 
tures  during 1973 (because I was not able to obtain t h e  dat,a) or  those after 
1980. Considering all of these factors, t h e  total expenditure for t h e  IIASA 
Energy Program was undoubtedly much higher than  the  quoted research 
budget figure of 86.5 million. 
The research budget is estimated using the figures given in the IIASA 
research plans for the years 19'74-1980. These are converted to current  US 
dollars using the average exchange rates for each of the years 19'74 to 1980. 
The exchange rates are  annual averages that  were kindly furnished by the  
IIASA Budget Department. 
Total Research Budget Exchange Research Budget 
(in millions of AS) for rate in current US% 
Year Energy Systems Program (AS/US$) 
totals AS 100.603 million 
APPENDIX B: SCENARIETIXS FOR PRIMARY FOSSIL FUELS 
In this Appendix we present the details of the scenariettes for coal, 
natural gas, and oil discussed in the text. 
B.1. Coal 
For coal in region 111, the high scenariette is constructed from two sets of 
time series inputs supplied to  MMI. These are the  constraints labeled "Max 
annual coal extraction" and "Max annual coal imports" for the high scenario 
shown in Figure B . l ,  which is reproduced from DOGR (p.38). The domestic coal 
consumption in the scenariette is taken to be the first of these constraints. 
To determine the total quantity of domestic coal consumed by 2030 in the 
scenariette, we first add up the "Max. annual coal extraction" figures from 
1980 to  2030, which gives 9175 GWyr/yr. Since there are 5 years in each time 
period, the  total domestic coal consumed by 2030 is obtained by multiplying 
this figure by 5: (9175GWyr/yr)(5yr)= 45875 GWyr = 45.875 TWyr. To deter- 
mine which cost categories are to be tapped in supplying this coal, we consult 
the input data. Figure B.2 is reproduced from the IIASA input data for region 111 
(DOGR, p.37), from which we see that  there are 92.9 TWyr of coal assumed to be 
available in the cheapest category (I). Since 45.875 < 92.9, all of the domestic 
coal in the scenariette will be taken from category I. Thus for the scenariette, 
which is displayed in Table B. l ,  the  "Max. annual coal extraction" time series 
data are entered under category I (column (1) of the  Table) and a column of 
REGION 111 
T a b l e  4. Primary  ene rgy  r e s o u r c e s  and man-made f u e l s ,  
t ime  s e r i e s  d a t a .  
Max. Annual Max. Annual Max. Annual 
Coal  Ex t r ac -  O i l  Ext rac -  Gas E x t r a c -  
t i o n  (GWyr) t i o n  (GWyr) t i o n  (GWyr) 
High Low High Low High Low 
1980 550  550 4  85 485  310  275  
19 8  5  600 600 515  515  , 320  250 
1990  650 650 490 4 9 0  330 235  
1995  725  725 455 450  340 220 
2000 800  800  405 395  350 210 
2005  9 0 0  9 0 0  365 34 5  350  195 
2010  950  9 5 0  3 4 0  300  350  180 
2015  1000 1000  3 2 0  260 350  1 6 0  
2020 1000 1000  260  195 3 5 0  140  
2025  1000  1000  295 125  350  1 1 0  
2030  1000  1000  305 8  5  350  8  0  
Max. Annual Max. Annual O i l  Impor t  Gas Impor t  
Coal  I m p o r t s  O i l  Impor t s  C o s t s  C o s t s  
(GWyr) (GWyr) ($/kWyr) ($/kWyr) 
High Low High Low High Low High Low 
1980  8 0  8 0  895 815  6  9  6  9  6  6  
1985  210 1 7 0  995 835 8  7  8  7  7  3  
1990  315 250 1105 885 106 9  6  8  0  
1995  330 250 1230  955  106  9  6  8  8  
2000  320  200 1365  1030  106 9  6  98 
2005  300  100  1500  1115  106 9  6  107  
20 10 38 5  0  1370  1195 106 9  6  119  
20 15 805  0  1130  1270 106  9  6  119 
2020  9 8 0  0  950  1345  106 9  6  119  
2025  1280  0  840  1270  106 9  6  119 
2030  1560  0  670 1200  106 9  6  1  1  9. 
FIGURE B.1 Fossil fue l  i n p u t  a s s u m p t i o n s  f o r  the IIASA s c e n a r i o s  - r eg ion  I11 ( r ep ro -  
duced f r o m  DOGR, p.38). 
zeroes is entered under category 11 (column (2)). 
The imported coal in t he  scenariette is taken to  be the "'Max. annual coal 
imports" constraint,  copied into column (3) of Table B. 1. finally, t o  obtain t h e  
total annual coal consumption in the  scenariette,  the  contributions from 
categories 1, I1 and imports a re  added together,  t o  produce column (4) of t h e  
table. This completes the  full specification of t.he coal scenariette,  which 
essentially consists of just two sets  of t ime series inputs, and  their sum.  
REGION 111: Resources 
Table 3. Primary energy resources and man-made fuels; 
general description. 
Natural 
Coal Oil Gas Uranium Plutonium 
Index of category I I I I I 
$27/kWyr $62/kWyr $62/kWyr $66/kg U3O8 
O I cost 
m 




Availability 92.9lWyr 17.48lWyr 18.88lWyr 0.92Mt 0308 n.a. 
(over time horizon) 
Index of category I1 I I I1 I I 




c I cost $129/kWyr $129/kwyr 
Availability 151.4lWyr 3.3myr 4.72TWyr 2.4Mt U308 
(over time horizon) 
c Availability 100'Wyr 50lWyr 





Availability 21.36lWyr 14: 10lWyr 
. (over time horizon) 
Index of category IV IV 











b)~nnual amounts of imports are limited, there is no extra limit on the 
total amount. 
"Yes" if included yes Yes Yes 
cost $36/kWyr a) a 
Availability b) b) loowyr 
(over time horizon) 
"Yes" if included 
FIGURE B.2 Natural resource input assumptions for the IIASA scenarios - region 111 
(from DOGR, p.37). 
Columns (1) and (4) of Table B. l  are plotted as curves in Figure 5 of the text, 
to  give a graphical representation of the  scenariette.  
For a direct numerical comparison of t he  scenariette with the  scenario, 
Figure B . 3  is a copy of the  final computer printout for coal consumption in t he  
IIASA high scenario for region 111. In this figure there a re  two rows of numbers,  
each row having three  columns of t ime series data. The upper row gives t he  
TABLE B.l Scenariette for coal consumption -- region I11 high 
(1) (2) (3) (4) 
Domestic Domestic Total 
Coal Coal Imported Coal 
Year Category I Category I1 Coal Consumption 
R3 R E F  C 3 H  H I  
~ I S A G G R E G A T I ~ N  
O F  C O A L  













C O A L  2 
FIGURE B.3 Coal consumption results from the IlASA energy scenario - region III high. 
individual contributions in the scenario from each category of coal (category 
I, category 11, and  imports). The lower row presents the same data in cumula- 
tive form, so t h a t  the last  column of t ime series data  (in the lower right hand 
corner) is the total coal consumption in the scenario. This format is standard 
in the IIASA computer printout and  i t  applies to  all computer printouts shown 
in this report. 
The data in the first and third columns of the bottom row of Figure B.3 
a re  plotted as points in Figure 5 of the  text. It is clear from the data  (or the 
figure) that  t he  scenario and  scenariette a r e  in close agreement.  
B.2. Natural Gas 
The scenariette for natural  gas is obtained in almost the  exact same 
manner  as  tha t  for coal, bu t  t he re  i s  a minor difference for imports. The time 
series data  for annual gas imports  comes from the  assumed "Annual gas 
exports" t ime series inputs t o  region 11, shown in Figure B.4 (reproduced from 
DOGR, p.24). Since region 11 is t he  only region allowed to  export gas (by 
assumption, see DOGR), and region 111 is the  only region allowed to  import  gas 
(by assumption, see Figure B.2), then  all of region 11's gas exports m u s t  go t o  
region 111. These add up  to  a total  of 15.45 TWyr, which is less than  t h e  100 
TWyr available (see Figure B.2). The cost of imported gas reaches $119/kWyr 
(by assumption, see Figure B.1), which is less than the  assumed cost of coal 
gasification ($125/kWyr, see Figure 1 of the  text).  Therefore, in t h e  
scenariette,  there  is n o  coal gasification (called "advgas" in Figure B.5). 
The total quantity of domestic gas consumed by 2030 in the scenariette is 
18.75 TWyr, which is less than  the  18.88 TWyr of gas assumed to be available in 
category I. Thus in the  scenariet te ,  no gas is extracted from categories 11, 111, 
and IV. 
REGION I1 
Table  4 .  Primary e n e r g y  r e s o u r c e s  and man-made f u e l s ,  
t i m e  s e r i e s  d a t a .  
1 . 1 ~ .  Annual !lax. Annual Max. Annual Annual Coal  Annual Gas 
Coal  Extrac-  O i l  Extrac -  Gas Extrac -  Exports  Exports  
t i o n  (Gwyrl t i o n  (GWyr) t i o n  (GWyr) (GWyr) (Gwyr) 
High Low High Low High Low High Low High Low 
FIGURE B.4 Gas export assumptions (circled) for the IIASA scenarios - region I1 high 
(from DOGR, p.24). 
R 3  R E F  u31! HI 
GASEOUS FUEL SUPPLY 
PI TECHNDLOGY 
FIGURE B.5 Gaseous fuel supply results from the IIASA scenario - region I11 high. 
The natural gas scenariette is shown in Table B.2. The data in this table 
are plotted as curves in Figure 6 of the text. Meanwhile, the  scenario results 
themselves are shown in Figure B.5 (plotted as points in Figure 6 of the text). 
The two agree very closely 
TABLE B.2. Scenariette for natural gas consumption -- region I11 high 
Domestic 
Domes tic Gas Total 
Gas Categories (11, 111, IV) Imported Gas 
Category I advgas Gas Consumption 
B.3. Oil 
The oil scenariette is obtained in the same manner as the above two 
scenariettes, with one important difference. In this case, the total domestic 
oil consumed by2 030 in the  scenariette is 21.175 TWyr. This figure is obtained 
by adding together the  time series assumptions shown in Figure B.l for "Max. 
annual oil extraction," and multiplying by 5. From Figure B.2 we see tha t  
there are 17.48 Wyr*  of oil in category I, which is insufficient to supply all the 
oil consumed in the scenariette. Adding the category I1 oil to  category I, we 
have 17.48 + 3.3 = 20.78 TWyr, which is still insufficient to satisfy the 21.175 
TWyr consumed in the  scenariette. Thus the scenariette will use all the oil of 
+In the first draft of DOGR, this figure is misprinted as 11.48 TWyr. 
categories I and 11, and then dip into category 111 oil. To determine when the  
category transitions occur in  the  scenariette,  we first compute the  cumula- 
tive oil consumption as  shown in Table B.3. Column (1) of this table is the  
"Max. annual oil extraction" constraint copied from Figure B.1. Viewing this 
column as a step function in time, column (2) of the table is i ts integral, con- 
verted to TWyr. For example, ir, the  year 2005, the calculation has the form: 
(365 GWyr/yr)(5yr)(0.001 GWyr/TWyr) + 11.75 TWyr = 13.58 TWyr . 
TABLE B.3. Cumulative oil consumption i n  scenariette -- region 111 high. 
(1) (2) 
Domestic oil Cumulative 










18.18 4- end category I(17.48 TWyr) 
19.65 
21.18 4- end category II (20.78 TWyr) 
From Table B.3, we can see tha t  the first category transition occurs dur- 
ing the 2020 time period. To determine the oil consumed from the different 
categories in this period, we prorate a s  follows. In the year 2020: 
18.18 - 17.48 = 0.70 TWyr of category 11 oil 
0.700 TWyr/5yr = 140 GWyr/yr category 11 oil 
(260 - 140) GWyr/yr = 120 G w ~ r / ~ r  category I oil 
A similar prorating is carried out for the year 2030: 
21.18 - 20.78 = 0.40 TWyr of category 111 oil 
0.40 TWyr/5yr = 80 GWyr/yr category 111 oil 
(305 - 40) GWyr/yr = 225 GWyr/yr category I1 oil 
Given these prorations, t he  oil scenariette is specified as shovrrn in  Table 
B.4 (plotted as curves in Figures 3 and 4 of the text).  
For comparison with the  scenario, Figure B.6 is reproduced from the  com- 
puter  printout for crude oil supply in the IIASA high scenario for region Ili. 
The "advliq" column refers to  liquefied coal, which is t rea ted  in t he  
scenariette for liquid fuel supply discussed in Appendix C. Thus the  "total 
crude oil" supply column in Table B.4 should be compared with the  circled 
column in Figure B.6. The column labeled "KONS1" in the  figure refers to  a 
slack variable in t he  l inear program, and has  no physical significance. 
B.4. World Oil  Supply 
The world oil supply scenariette shown in Figure 13 of the text i s  obtained 
by adding the contributions from the  high scenariet tes  for t he  individual 
regions 1, 111, IV, V, and VI. The domestic oil scenariettes in the  individual 
regions a re  each obtained in precisely the  same manner  as  just described for 
region 111. Regions I1 and  VII a r e  not included because of t he  assumption (by 
the  IIASA team) tha t  these regions do not participate in interregional oil trade. 
An additional source of liquid fuel is included in this scenariette:  lique- 
fied coal. This is incorporated as  follows. I t  is assumed in t he  scenariette t h a t  
if a region has more indigenous coal than oil, then  coal liquefaction is pursued 
t o  the maximum extent  allowed by the  supply constraint.  On the other hand, 
if a region has much rnore oil than coal, then  coal 1iquefact.ion is assumed to  
be unnecessary, and hence not pursued a t  all in tha t  region. Table B.5 shows 
t h e  ratios of to ta l  oil resources  t o  total  coal resources  for t he  oil trading 
regions. In computing these  ratios, t h e  contr ibut ions  (given in  DOGR) from all 
categories of domestic oil and  coal a r e  included (but  no t  imports) .  For exam- 
TABLE B.4 Scenariette for crude oil - region I11 high. 
Total crude 
Domestic Oil GWyr/yr Imported Oil  oil supply 
Cat. I Cat. I1 Cat. I11 (GWyr/yr) (GWyr/yr) 
R 3  R E F  W3H H I  
C I O U l D  f UEC S U P P L Y  
C R U D E  O I L  LOU 
+ X A  * V a - 4  
DOIICRD O I L 2  O I L 3  O I L 4  I f l P O R T  A D V L I Q  K O N S l  
FLGURE B.6 Crude oil supply results from the IIASA scenario - region 111 high. 
ple, using the  data shown in Figure B.2, the calculation for region Ill is 
Note tha t  for three of t he  regions, the  oil/coal ratio is less than  unity, so it is 
assumed t h a t  coal liquefaction is pursued in these cases. In t he  scenariettes 
for these regions, the  contribution from liquefied coal is simply se t  equal to  
the  assumed maximum supply constraint for this  technology. Meanwhile, in 
regions IV and VI, there  is a t  least an order of magnitude more oil than coal, so 
it is assumed in the scenariet te  t ha t  neither of these regions will pursue coal 
liquefaction. 
TABLE B.5 Relative endowments of oil and coal resources. 
Resource ratio 
Region oil /coal Coal liquefaction 
The scenariette for world oil supply is shown in Table B.6. The figures in 
this table a r e  obtained by first adding together t he  contributions to  each 
category (I, Ia, 11, 111) from the  high oil scenariettes in regions I, 111, IV, and V. 
Each of these regional scenariettes is obtained directly from t h e  input  
assumptions (DOGR, pp. 13-14, 37-38, 48-49, 60-61) in precisely the  same 
manner  as t he  oil scenariet te  described above for region Ill. Then, added to  
this a r e  t he  contributions from liquefied coal (regions I, 111, V). To obtain 
these, the  assumed maximum (secondary) supply constraints (DOGR, pp. 18, 
42, 68) a re  converted to  crude oil (primary) equivalent units by multiplying by 
the  assumed crude oil/liquid fuel ratio of 1.08 (DOGR, p.99). Finally, t he  
scenariette is completed by adding the  contribution from region VI (which is 
just the  assumed oil extraction constraint, DOGR, p.73;. Note t h a t  the  figures 
in Table B.6 a re  given in cumulative form. For example, in 2010, t he  contribu- 
tion from regions I, 111, IV and V to  category 11 is 660 GWyr/yr, which is added t o  
2400 GWyr/yr to  produce 3060 GWyr/yr, as shown in the  table. The da ta  in 
this table a r e  plotted as curves in Figure 13 of the text.  
TABLE B.6 World oil supply -- high scenariette. 
Category Category Category Category Liquefied Region 
I Ia I1 111 Coal VI 
TABLE B.7 World oil supply - IIASA high scenario. 
Category Category Category Category Liquefied Region 
I Ia I1 I11 Coal VI 
For comparison with the  scenariette,  the  IlASA scenario resul ts  a r e  
presented in Table B.7. The figures in this table a r e  obtained by adding 
together t he  corresponding contributions from t h e  high scenarios for regions 
I, Ill, IV, V, and VI. The scenario results are  taken directly from the  computer 
printouts for liquid fuel supply (crude oil equivalent), which are reproduced in 
Figure B.6 for region Ill, Figure B.7 (regions I and IV), and Figure B.8 (regions V 
and VI). 
B.5. Scenariettes for Low Scenario - Region III 
The scenariettes for the  low scenario in region 111 are obtained in the  
exact same manner as  described above for the high scenario. Therefore, only 
the results are presented here (in graphical form). Figures B.9, B.lO, and B . l l  
display comparisons of the scenariettes and scenarios for oil, natural gas, and 
coal, respectively. The first two figures exhibit close agreement between the  
scenariette and scenario. Observe in the  final figure tha t  the  scenario trajec- 
tory for domestic coal dips below t h e  scenariette starting in 2010, returning 
by 2030. This occurs because from 2010 onwards, coal-fired electricity is 
being rapidly displaced by nuclear energy. However, after 2020, the demand 
for synfuels drives the  coal consumption back u p  to  the  constraint again by 
2030. This is an example in which the constraint is not  binding throughout 
the entire t ime horizon. If the scenariette and scenario a re  viewed as  two dif- 
ferent "predictions". this  dip is not  of great  significance, primarily because it 
does not  begin until 30 years off into the  future, before which time t h e  two 
"predictions" a re  identical. 
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F'IGURE B.7 Crude bil supply results from the IIASA energy scenarios: (a) region I high; 
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FIGURE B.10 Comparison of scenariet te  and scenario resul ts  for natural gas supply - 
region 111 low. 
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FIGURE B.11 Comparison of scenariette and scenario results for coal supply - region 
III low. 
AFTENDM C: SCENARIFlTES FDR SECONDARY ENERGY SUPPLY SYSI'EMS 
In this Appendix, the  details of the secondary energy supply scenariettes 
are presented. 
C. 1. Liquid Fuel Supply 
In developing the secondary energy supply scenariettes, we begin with the  
scenariette for liquid fuels. The reason for this is tha t  i t  may be necessary to 
implement coal liquefaction in the  scenariette for liquid fuels, and if so, this 
will limit the amount of coal available for electricity generation. I t  is assumed 
in the scenariette tha t  the priority for coal use is t o  satisfy liquid fuel and 
solid fuel requirements first. The remaining coal is then available for electri- 
city generation. The reason for this assumption is tha t  electricity can be gen- 
erated with a variety of technologies other  than  coal-fired power, whereas the  
use of coal may be the only available option in certain demand categories 
other than electricity. 
As discussed in the text,  the demand for secondary energy (electricity, 
liquid fuels, solid fuels, etc.) is taken from the "Secondary fuel mix and substi- 
tutions procedure" labeled D in Figure 2 of the text. These data (inputs to MES- 
SAGE) are shown in Figure C . l ,  which is reproduced from DOGR (p.36). The 
approach in constructirig this scenariette is t o  fulfill this demand as cheaply 
as possible. From Table 1 of the  text, the cost of refined crude oil is $75/kWyr, 
and the cost of liquefied coal i.s $125/kWyr. The refined crude oil cost is for 
R E G I O N  111 
Table 2. Secondary energy demand (GWyr/yr). 
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FIGURE C.1 Secondary energy demand projections for the IIASA scenarios - region III 
(from DOGR, p.36). 
the ca.se of category I oil. For other  categories, the  cost is determined as  
shown in Table C . l  (rounded t o  the  nearest  dollar). These costs are  calculated 
from the  cost equation (E.3) of Appendix E, using input  assumptions given in 
DOGR (pp. 37,99). As a n  example, the  cost of refined oil from category I is cal- 
culated as follows (see Appendix E for a full description of the formula used 
here): 
(b50/ kw)(0'0708/yr) + $3.7/ kWyr + (l.O~kWyr/ yr)($62/ kWyr) 0.85 
= $74.82/ kWyr 
The times when these options become available a r e  indicated in t he  table, 
based on the oil scenariet te  described in Appendix B for domestic oil 
(categories I1 and TII), a n d  the assumed supply constraint for coal liquefaction 
TABLE C.1 Cost ranking for liquid fuel technologies. 
Technology Cost ($/kWyr) Availability 
Crude oil refinery (Cat. I) 7 5 
Crude oil refinery (Cat. 11) 119 not before 2020 
Crude oil refinery (Import) 1 228 
Coal Liquefaction 125 from 2000 onwards 
Crude oil refinery (Cat. [It) 147 not before 2030 
a ~ h i s  figure is 882 in 1980, 8102 in 1985, and $122 thereafter  
(see oil import costs, Figure B. 1). 
(DOGR; Figure C.2). Given the  cost ranking in Table C.l, it is clear tha t  the  
category I oil is refined first, since it is the least costly. In the scenariette,  
the  maximum allowable quantity of category I oil is refined, which is specified 
by the oil scenariette presented in Appendix B. The assumed conversion effi- 
ciency from crude oil to  refined liquid fuel is 1.08 kWyr crude per  kWyr refined 
(DOGR, p.99). Thus, dividing the  scenariette resul ts  for consumption of 
category I oil (Table B.4) by 1.08, we obtain the  contribution from category I 
oil to  liquid fuel supply, shown in column (1) of Table C.2. 
After category I oil, imported oil is refined in the  scenariet te ,  a n d  this  
t u rns  out  t o  be sufficiently plentiful to meet  t he  demand for liquid fuels up 
through 1995. The same conversion factor (1.08) is applied in converting the  
imported crude (Table B.4) to refined liquid fuel (column (5) of Table C.2). 
From 2000 onwards, t he  imports are  not sufficiently abundant  to  mee t  t he  
demand (see Figure C . l ) ,  so coal liquefaction is implemented. The contribu- 
tion from liquefied coal is shown in column (6) of Table C.2. The calculation of 
this  contribution in  the  year 2010, as  an example, is as  follows: 
To verify t h a t  the contribution from coal liquefaction is feasible, we first com- 
pare i t  with t h e  assumed maximum supply constraint (Figure C.2), from which 
REGION I11 
NAME: advcoal, liquid, a (Coal Liquefaction) 
1975 capacity O.GW, growth parameter O.X/yr. 
Buildup parameters: Y = 2.00, g = 6.00GW/yr. 
Table 10. Implied theoretical upper limits. 
Annual Installed Maximum 
Buildup Capacity Output 
(GW/yr) (GW) (GWyr/yr) 
1980 0. 0. 0. 
1985 0. 0. 0. 
1990 0. 0. 0. 
1995 0. 0. 0. 
2000 6.00 30. 26. 
2005 18.00 120. 102. 
2010 42.00 330. 281. 




FIGURE C.2 Assumed supply constraints for coal liquefaction in the IIASA scenarios - 
region 111 (from DOGR, p.42). 
we see tha t  this level of production is feasible (except for the year 2020, when 
the constraint forces a slight reduction from 846 to 840). We next calculate 
the quantity of coal required. Since 1.67 kWyr of coal a re  required for each 
kWyr of liquid fuel produced (DOGR, p.93), the  coal consumed by this technol- 
ogy is calculated by multiplying the contribution in the scenariette by 1.67. 
This produces column (2) in Table C.3. Also shown in the table are  the  require- 
ments for solid fuels (see Figure C.1), and the  quantity of coal tha t  is left over 
(column (4)), which is available for electricity generation (if required). 
Column (4) is obtained by subtracting the sum of columns (2) and (3) from the 
>d from total coal consumption in the  scenariette (column (I),  which is copib 
column (4) of Table B.l in Appendix B). 
The final contribution in the liquid fuel scenariette comes from category 
I1 and category 111 oil (columns (2) and (3) of Table C.2). These are used after 
TABLE C.2 Scenariette for liquid fuel supply (GWyr/yr) --region 111 high. 
(1) (2) (3) (4) (5) (6) 
Year Category I Category I1 Category I11 Category IV Imports Liquefied Coal 
Cumulative: 
TABLE C.3 Uses of coal (GWyrIyr) in the scenariette. 
(1) (2) (3) (4) 
Coal available 
Maximum coal Coal for electricity 
Year consumption liquefaction Solid fuel generation 
the oil in category I is depleted, following the oil scenariet te  (Appendix B). 
Once again, the  primary to  secondary conversion efficiency is assumed to be 
1/ 1.08 = 0.926. 
In addition to  showing the individual contributions from each technology, 
Table C.2 also displays the scenariette data in a cumulative form. The la t ter  
data are  plotted as curves in Figure 10 of the text. The two rows of data  in 
Table C.2 may be compared directly with the scenario results themselves, 
shown in Figure C.3, and plotted as points in Figure 10 of the text. 
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C.2. nectricity Supply 
The analysis in this  case is essentially the same as for the liquid fuel sup- 
ply scenariette.  The electricity demand data a re  supplied to  MESSAGE as an 
input, shown in Figure C.l (from DOGR, p.36). The approach is again t o  fulfill 
this  demand as  cheaply as  possible. Looking back a t  Table 1 of the  text,  
REGION 111 
NAME: hydro, elec, a (Hydro Power Plant) 
1975 capacity 148.00GW, growth pafameter l.O%/yr. 
Buildup parameters: y = O., g = o.~W/yr. 
Table 12. Implied theoretical upper limits. 
Annual Installed Maximum 
Buildup Capacity Output 
(GW/yr) (GW) (FWyr/yr) 
FICURE C.4 Supply constraint assumptions for hydropower in the  IIASA scenarios - re- 
gion I11 (from DOGR, p.43). 
hydropower is the least expensive technology, so i t  is used first. However, 
hydropower is available only in limited supply; thus the scenariette utilizes as 
much as possible. This maximum contribution from hydropower is spelled out 
in the input assumptions (Figure C.4) and copied into column (1) of Table C.4. 
After hydropower, the next cheapest technologies are nuclear technolo- 
gies: the  light water reactor (LWR) and the  fast breeder reactor (FBR). The 
input assumptions to MESSAGE include an upper bound on the total coritribu- 
tion from nuclear power, shown in Figure C.5 (from DOGR, p.40). In the 
scenariette, this full contribution is utilized, unl.ess it (together with hydro- 
power) exceeds the demand. The assumed maximum supply constraints for 
LWR and FBR are shown in Figure C.6 (from DOGR, pp.39,40). As shown in the  
figure, FBR is not an available option until the year 2000. Prior to that time, 
the LWR supply constraint exceeds the coristraint on total nuclear energy; 
therefore the latter is  taken to be the supply contribution from LWR up 
TABLE C.4 Scenariette for electricity generation (GWyr/yr) -- region I11 high 
(a) By technology: 
(1) (2) (3) (4) (5) 
Maximum 
Coal electricity 
Year Hydro LWR FBR and other from PCT 
(b) Cumulative: 
T m  C.5 I IASA scenario for electricity generation (GWyr/yr) -- region 111 high 
Year Hydro LWR FBR 
Coal 
and other 






















FTGURE C.5 Assumed constraints on the total nuclear contribution for the ILASA high 
scenario -region I11 (from DOGR, p.40). 
through 1995. This is shown in column (2) of Table C.4. These LWR data are 
used t o  calculate the uranium extraction scenariette in Appendix E, where it  
is shown that the  assumed 0.92 M t  of cheap uranium (Figure B.2) is exhausted 
in 2005 (according to  the uranium scenariette). Thus, the "LWR-step" occurs 
in 2005, and thereafter FBR is favored over LWR. Hence FBR is utilized a t  i ts 
maximum supply constraint after 2005. 
To meet this maximum supply constraint, i t  is necessary that  FBR be util- 
ized to the  maximum allowable extent prior to 2005 as well (due to the form of 
the constraint equation (1) in the text). Thus, from the year 2000 onwards, 
the scenariette utilizes the assumed maximum contribution from FBR (shown 
in Figure C.6), unless i t  exceeds the demand. This is indicated in column (3) 
of Table C.4. From 2000 onwards the  contribution from LWR is simply the 
difference between the  constraint on nuclear energy and the contribution 
from FBR. For example, in the year 2005, the assumed maximum contribution 
from nuclear power is 321 GWyr/yr (Figure C.5). Thus, the  contribution from 
REGION 111: 
NAME: u - l w r ,  e l e c ,  a  ( L i g h t  Wate r  R e a c t o r )  
1975 c a p a c i t y  28.00GW, g r o w t h  p a r a m e t e r  2 5 . 0 0 % / y r .  
B u i l d u p  p a r a m e t e r s :  y = 1 . 5 0 ,  g  = Z.OOGW/yr. 
T a b l e  5. I m p l i e d  t h e o r e t i c a l  u p p e r  l i m i t s .  
Annual  I n s t a l l e d  
B u i l d u p  C a p a c i t y  
(GW/yr) (GW) 
O u t p u t  
(GWyr/yr) 
NAME: p - f b r ,  elec ,  a  ( F a s t  B r e e d e r  R e a c t o r )  
1975  c a p a c i t y  O.GW,  g r o w t h  p a r a m e t e r  O.%/yr .  
B u i l d u p  p a r a m e t e r s :  = 2 .00 ,  g  = Z.OOGW/yr. 
T a b l e  7 .  I m p l i e d  t h e o r e t i c a l  u p p e r  l i m i t s .  
Annua 1 I n s t a l l e d  Maximum 
B u i l d u p  C a p a c i t y  O u t p u t  
(GW/yr) (GW) (GWyr/yr) 
1980 0. 0. 0. 
1985  0. - 0. 0. 
1990 0. 0. 0. 
1995 0. 0. 0. 
2000 2 . 0 0  10.  7 .  
2005 6 .00  4  0. 28. 
2010 14 .00  110. 77.  
20 15  30 .00  260. 182. 
2020 6 2 . 0 0  570.  399. 
2025 126 .00  1200. 8  4  0. 
2030 254 .00  2460.  1722. 
FIGURE C.6 Supply constraint assumptions for LWR and FBR in the  IIASA scenarios - re-  
gion I11 (from DOGR, pp.39,40). 
LWR in t h e  s c e n a r i e t t e  for t h a t  yea r  i s  given by: 
as shown i n  column (2) of Table C.4. 
REGION I11 
NAME: coal, elec, a (Coal Fired Power Plant, 
Present Technology) 
1975 capacity 199.00GW, growth parameter 4.00%/yr. 
Buildup parameters: y - 2.00, g - Z.OOGW/yr. 
Table 8. Implied theoretical upper limits. 
Annual Instal led Maximum 
Buildup Capacity Output 
(GW/yr) (GW) (GWyr/ry) 
1980 22.49 292. 205. 
1985 46.99 504. 353. 
1990 95.97 955. 669. 
1995 193.94 1890. 1323. 
2000 389.89 3798. 2658. 
2005 781.77 7655. 5359. 
2010 1565.55 15371. 10759. 
2015 3133.10 30801. 21561. 
2020 6268.20 61662. 43164. 
2025 12538.40 123385. 86369. 
2030 25078.79 246829. 172780. 
NAME: coal, coal, a (Coal Supply) 
NAME: advcoal, elec, a (Advanced Coal-Fired Power.Plant) 
1975 capacity O.GW, growth parameter O.X/yr. 
Buildup parameter.: Y = 2.00, g- Z.OOGW/yr. 
Table 9. Implied theoretical upper limits. 
- -~ -- - 
Annual Installed Haximum 
Buildup Capacity Output 
(GW/yr) (GW) (GWyr/yr) 
FIGURE C.7 Supply constraint assumptions for coal-fired electricity in  t he  IIASA 
scenarios -region 111 (from DOGR, p.94). 
The remaining gap between supply and demand is filled primarily with 
coal in the  scenariette. The supply constraint for coal-fired power is clearly 
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FIGUfEE C.8 Electricity generation results from the IIASA scenarios - region 111 high. 
sufficient to  meet  this gap (see Figure C.7). As mentioned in the  text,  no dis- 
tinction is made in the  scenariette between present and advanced coal tech- 
nologies for electricity generation. Using the  fuel consumption of the  present 
coal technology (PCT), which is 2.79 kWyr coal per kWyr of electricity gen- 
erated (DOGR, p.941, we calculate the  maximum quantity of electricity tha t  can 
be produced (column (5) of Table C.4) with the  remaining coal (shown in 
column (4) of Table c.3). By comparing columns (4) and (5) of Table C.4, i t  is 
clear tha t  there is sufficient coal to  fill the remaining gap between demand 
and supply af ter  1990. The small deficit before 1990 is made up with gas- or 
oil-fired plants (called "petg" in the  IIASA scenarios). The scenariette is not 
specific about this, and all electricity produced from fossil fuels is simply 
lumped together into one category called "Coal and other". There are  several 
PET G 
reasons for this,  the most important being tha t  the  small contributions from 
non-coal based generation are relatively insignificant when considering major 
trends in the  supply scenarios. Another reason is tha t  the electricity demand 
in MMI is divided into three specific load regions, which must be considered if 
the supply scenarios are to be closely approximated. Such detail is unwar- 
ranted in the scenariettes, as  evidenced in Figures 9, 10. D . l ,  and D.3. How- 
ever, in the sensitivity analysis presented in Appendix E, the specific s tructure 
of the electricity supply system is considered in detail. 
Once again, the scenariette results are presented in two formats in Table 
C.4. The cumulative data are plotted as curves in Figures 8 and 9 of the text. 
For direct comparison with the scenariette, the scenario results are 
taken from Figure C.0 and presented in the same format in Table C.5. These 
data are plotted as points in Figure 9 of the text. 
C.3. Ilistrict Heat 
For the  sake of completeness, scenariettes for the district heat  supply 
system in region 111 are compared with the scenario results in Flgure C.9. 
- - Demand Projection 
120 Scenariette 





FIGURE C.9 Comparison of scenariette and scenario results for district hea t  supply 
system - region 111 (a) high, (b) low. 
APPENDIX D: SCENARIEmES FDR OTHER REGIONS 
This Appendix summarizes the major results for the high scenariettes in 
regions I (USA and Canada) and V (Africa, South and Southeast Asia). These 
scenariettes were obtained in the exact same manner as those described in 
Appendices B and C; therefore only the results are presented here (in graphi- 
cal form). 
The figures are self-explanatory. Note that the results for region I in Fig- 
ures D.l and D.2 look very much like those for region 111. Meanwhile, the  
dynamics are rather  different in region V; but the scenarios still adhere to  the  
scenariettes in the secondary energy supply systems (F'igures D.3 and D.4). 
The final figure (D.5)  is an example in which the  assumed constraints are  not 
binding, but the dynamics of the scenariette and scenario are  still qualita- 
tively the same. 
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FIGURE D.1 Comparison of scenariette and scenario results for electricity generation 
in the USA and Canada (region I high). 
GWyrlyr 




FIGURE D.2 Comparison of scenariette and scenario results for liquid fuel supply in 
the USA and Canada (region I high, cf. EIFW Figure 17-llA, p.558). 
GWvrIvr 
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FIGURE D.3 Comparison of scenariette and scenario results for electricity generation 
-region V high (cf. EIFW Figure 17-16D, p.577). 
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FIGURE D.4 Comparison of scenariette and scenario results for liquid fuel supply - 
region V high (cf. EIFW Figure 17-111, p.562). 
- Scenariette 
' Scenario 
FIGURE D.5 Comparison of scenariet te  and scenario results for coal production - 
region V high. 
APPENDIX E: SENSITIVITY ANALYSIS AND URANIUM SCENARTE'ITE 
This Appendix contains the details concerning the uranium scenariettes, 
the sensitivity tests reported in Section 4, and the calculation of the rate of 
construction of new nuclear plants required by the scenarios. Unless other- 
wise stated, all of the input data and page numbers quoted in this Appendix 
come from the section in DOGR entitled "MESSAGE Input Data Listings for the  
High and Low Scenarios." The analyses in this Appendix are presented in great 
detail, so that the reader can reproduce the results. If the reader carries out 
the actual calculations described here, he or she will occasionally observe 
small discrepancies in the last decimal place from the  figures shown in the  
tables. These discrepancies are simply due to rounding. 
E. 1. Uranium Scenariette - Region III 
The uranium consumption scenariettes are  unfolded from the  
scenariettes for electricity generated from light water reactors (LWRS), 
accounting for inventory requirements of LWR plants. The data in the  next 
paragraph are taken from DOGR (p.100). 
Each GW of installed LWR capacity requires an inventory of 500 metric 
tons (t) of U3O8. This inventory must be supplied a t  the beginning of the  ser- 
vice life of the plant, and it  is recovered (for possible further use) when the  
plant is decommissioned 30 years later  (i.e. six 5-year time periods). In addi- 
tion, each GWyr of electricity generated consumes 180 t of U308 as fuel. In the  
scenariette it is assumed tha t  all LWR plants operate a t  t he  maximal plant 
capacity factor of 70%. (In the  scenarios, there is considerable underutiliza- 
tion of LWR after the FBR is introduced, resulting in plant capacity factors con- 
siderably less than 70%.) The scenariette developed he re  is for region 111 
(high). 
We begin by accounting for t h e  historical LWR installations. To approxi- 
mate t he  age s t ruc ture  of the capacity existing in 1975, a constant annual 
growth was assumed (by the  IIASA team) for the pre-1975 annual additions to  
capacity (DOGR, pp.8-9). Thus, only two input parameters  were required to  
define the  initial conditions of the  1975 capacity (namely, t he  installed capa- 
city in 1975, and the  historical growth rate).  For region 111, these  parameters 
had the  values 28.00 GW and 1.25, respectively. The equation for the  annual 
additions to capacity in 1975 (Yo) has the  form (DOGR, p.29): 
where 
(E. 1 a) 
T = growth ra te  (1.25 in this case) 
c O  = 1975 capacity (28.00 GW in this case) 
This gives Yo = 3.770 bW/yr. The remaining historical values of annual addi- 
tions t o  capacity ( 5 )  a re  computed from the  following (DOGR, p.29): 
5 =yo?-5f for t =-1 , -2 ,  . . . ,-  5 (E. lb)  
Using notation sirnilar to  tha t  in DOGR, the subscript t is used throughout this 
Appendix to  denote five-year t ime intervals, where t = 0 corresponds to  1975, 
t = 1 is 1980, t = 2 is 1985, etc.  Thus the scenarios run  from t = 1 (1980) to  
t = 11 (2030). The above equations produce column (1) in Table E.1. 
TABLE E.1 Assumed historical LWR capacity in region 111. 
(1) (2) (3 )  
Annual Buildup New Additions Year in which 
of Capacity to Capacity new additions 
t 5 (Gw) (GW) are retired 
Since Yt are annual additions, we may compute the total capacity that  is 
newly added in each time period by simply multiplying 5 by 5. This produces 
column (2) in Table E.2, and column (3) simply indicates the time period dur- 
ing which these new additions will be retired. 
Now, the  scenariette for electricity generated from LWR is copied into 
column (1) of Table E.2 (taken from column (2) of Table C.4 in Appendix C). 
Assuming a constant plant capacity factor of 0.7, we compute the ne t  
increased LWR capacity as a function of time. For example, the ne t  annual 
capacity added between 1995 and 2000 is (1/5) (212-142)/0.? = 20.00 GW/yr. 
This produces the "Net annual capacity added" figures shown in Table E.2, 
column (2). Continuing the  example of the year 2000, note tha t  1.24 GW/yr are 
retired annually (this is the  same 1.24 GW/yr that  is assumed to have been 
installed 30 years earlier, in 1970; see column (1) of Table E.l). Thus, in order 
to achieve a net increase of 20 GW/yr, i t  is necessary to install a total of 21.24 
GW/yr by 2000. This is the figure tha t  appears in the  "Annual buildup of capa- 
city" column (4). The other figures in column (4) a re  generated in the same 
fashion. Column (3), labeled "Retired capacity", is generated simultaneously. 
Whenever a numerical figure is entered into column (4), the  exact same figure 
is also entered into column (3) six time periods later. Thus the retired- 
capacity column is simply the annual buildup column shifted vertically down- 
wards by 30 years. The first six figures in column (3) a re  copied ( in reverse 
order) from column (1) of Table E.2. 
We now use these data to  compute t h e  uranium extraction scenariette 
shown in Table E.2. This simply amounts to accounting for the uranium con- 
sumed as fuel in electricity generation; and the uranium required by or 
recovered from power plant inventories. For example, in the year 2000, t h e  
calculation has the form 
(212 GWyr/ ~ r )  (180 t/ GWyr) + (21.24 - 1.24)GW/ fr(500 t/ GW) 
= 48.16 kt /  yr (E.2) 
where 
212 GWyr/ yr = annual electricity generated from LWR scenariette 
180 t/ GWyr = uranium consumption (from DOGR, p.100) 
21.24 GW/ yr = annual buildup of capacity 
1.24 GW/ yr = annual ret i red capacity 
500 t/ GW = uranium inventory (from DOGR, p. 100) 
Finally, we keep track of the  cumulative quantity of uranium extracted in 
column (6) of Table E.2. The input data specify 0.920 megatons (Mt) of cheap 
uranium for  region 111. When this is exhausted, the "LWR-step" occurs, as  
described in t h e  text;. In Table E.2, this happens in 2005 (when t h e  cumulative 
uranium extracted reaches 0.938 > 0.920 Mt), which coincides with the  LWR- 
step for the  scenario shown in Figure 13  of the text. The figures i n  column (5) 
of Table E.2 are the  uranium scenariette plotted in Figure 7 of t h e  text.* Note 
tha t  the only information used to  generate these numbers was the  LWR 
electricity scenariette,  and the  assumed LWR history summarized in Table E. 1. 
For direct comparison with the  scenario itself, Figure E.l  is a copy of the com- 
*The proration of uraniurr~ extraction into categories 1 and 2 is handled in the same manner as for 
the fossil fuels (see Appenbx B). 
TABLE E.2. Scenariette for uranium extraction - region I11 high 
(11 (2) (3) (4) (5) (61 
Annual 
electricity 
generation Net annual Annual Uranium Cumulative 
from LWR capacity Retired buildup extraction uranium 
scenariette added capacity of capacity scenariette extracted 
Year (GWyr /yr) (GW /yr) (GW/ yr) (GW /yr) ( k t / ~ r )  (Mt) 
R3 REF W3H H I  
NATURAL URANIUM 
EXTRACTION 
1980 7.97123 B.PII000 
1985 13.11545 Gi.lrlO0E 
1990 ~ 1 , 1 7 1 8 9  0.01000 
1995 33.36419 0.0Ra00 
2000 48,66368 E.WRO0B 
20fl5 59,71366 6.43184 
20 10 0.RR010 82.55410 
2015 0.00000 8b.03558 
2020 6.0000A 59,44938 
2025 0.000OO 41.118b8 
2038 0.BE0B0 21.22472 
CURVE 1 CURVE 2 
+ X 
URAN 1 URAN 2 
1980 7.97123 7.97123 
1985 13.115Q5 13.11545 
1990 21.17189 21.17189 
1995 33.3hQA9 33.36409 
Z000 48.66368 08,66368 
2CA5 59.71366 b b . l Q 4 5 0  
2010 0 .0BOaO 8Zg5541kl 
2015 0.0R030 86.83558 
LOZ0 8.69800 59,44938 
2025 0.10A1A 4 1 . l l R b 8  
ZR30 l.0800FI 21.22472 
FIGURE E.1 Natural uranium extraction in the  IIASA scenarios - region I11 high. These 
data a re  plotted as points in Figure 7 of the text. 
puter printout for the IIASA high scenario for uranium extraction in region 111. 
The exhaustion of cheap uranium is exhibited in this figure by the zeros in 
the  first column after 2005. 
E.2. Introduction to the Sensitivity Tests 
LWR-step. To compute the magnitude of the  LWR-step (which is the same 
in all scenarios), recall from Table 1 of the text tha t  the initial cost of LWR is 
$136/kWyr, which is obtained from the  following expression (EIFV, p.528) 
cap + i n v . ~ c ] . a f  
-k C U T  -k f c - T C  
pf 
where 
C = t he  cost of generating one kWyr of electricity. 
- cap = capital cost ($700/kW for LWR; see Table 1 of text) 
inv = uranium inventory requirement (for LWR only; 0.5 kg/kW) 
TC z resource cost 
CUT = curren t  costs ($50/kWyr for LWR; see Table 1 of text) 
f c E fuel consumption (0.180 kg U308/kWyr for LWR) 
af = annualization factor (EIFW, p.528), which is given by 
(where the  discount factor 8 = l / l .06) 
= 0.070803/yr. 
pf = plant load factor (this has a maximum value of 0.7 in the  base load 
region) 
Using the  indicated parameter  values for LWR, Equation (E.3) simplifies t o  
C = $120.8/ kWyr + (0.2306 kg/ kWyr)(~c ) 
The cost of uranium in all scenarios is $66/kg for category I and $1l0/kg 
for category I1 (DOGR, p.37). Setting r c  to these values in the above expres- 
sion, we obtain 
$136.02/ kWyr if r c  = $66/ kg (category I) 
$146.17/ kWyr if r c  = $110/ kg (category 11) 
Thus, the magnitude of the  step in the LWR cost projection is $146.1'7 - $136.02 
= $10.15. These numbers round off to the figures discussed in the  text ($136, 
$146, and $10). The cost advantage of FBR over LWR is $(146-143)/$143 = 
2.1072, as mentioned in the text. 
In the sensitivity tests  reported in this Appendix, the original IIASA 
scenario will be denoted by IS, and the alternative scenario which incorporates 
modified assumptions will be denoted by AS. There are three separate sensi- 
tivity tests described here, which are denoted by the  subscripts 1, 2, and 3. 
The purpose of these analyses is to  demonstrate that  small perturbations in 
the various assumed parameters can produce scenarios that  a re  significantly 
or drastically different from the IIASA scenarios. The general approach will be 
to  select a particular portion of the original scenario (IS), and explore how this 
portion is altered (AS) under different assumed input data. In each case, the  
contributions to  the objective function are computed for both IS and AS, in 
order to  show that  AS would be favored by the  model. AS is not intended to be 
an exact specification of the optimal solution that the model would produce; 
rather it is a feasible solution that  is close to optimal. I t  is expected that the  
model would yield only minor improvements to AS. The term "model" here 
refers to the energy supply model MESSAGE, which is a linear programming 
(LP) model. The sensitivity analyses presented here exemplify well known d i f -  
ficulties characteristic of single-objective LP models. 
REGION V I I :  Demand 
Table 1 .  Energy demand s e c t o r s ,  general descr ipt ion .  
E l e c t r i -  Liquid S o l i d  Gaseous S o f t  D i s t r i c t  
Name c i t y  Fuels  Fuels f u e l s  Solar  Heat 
Number o f  de- 
mand s e c t o r s  3 1 1 1 1 1 
Fract ions  of .184 1 1 1 1 1 
year f o r  .384  
each s e c t o r  .432 
Fract ions  o f  .259 1 1 1 1 1 '  
demand .438  
a t t r ibut ed  t o  .303 
each s e c t o r  
FIGURE E.2 Demand sector data used in the IIASA scenarios (from DOGR, p.82). 
The sensitivity analyses presented here are concerned with the  electri- 
city supply system, since this system is the  most carefully modeled in MES- 
SAGE. Before presenting the  details of t h e  analyses, i t  is necessary to under- 
stand the s tructure of this  system in  the  model. The demand for electricity is 
broken down into three  load sectors in  order to  model diurnal and seasonal 
variations in demand. In all scenarios, t he  data defining these load sectors is 
as  shown in Figure E.2 (reproduced from DOGR, p.12). These data determine 
the  partition of t he  annual electricity consumption into standard load regions 
(called base, intermediate,  and peak), as  shown in Figure E.3. In this figure, 
the power index for a given load region is defined a s  the  ratio of the  fraction of 
demand to the ne t  duration of t ha t  sector. For example, the peak load region 
has a power index of 0.259/0.184 = 1.408. The difference in power indices mul- 
l,iplied by the  total duration gives t h e  fraction of demand allocated to a. given 
load region. For example, in t h e  intermediate load region (1.141 - 
0.701)(0.184 + 0.384) = 0.25. Thus, the intermediate load region accounts for 
25% of the total annual electricity demand. Similarly, the  base and peak load 
regions account for 70.1% and 4.9% of the demand, respectively. 
Power Index 
1.408 n 4.9% Peak 
-,---- Ave. Power 
1 25% Intermediate 
Base 
0 .o 
0.184 0.568 1 .OOO 
Duration (Fraction of Year) 
FIGURE E.3 Load regions for electricity demand in the IIASA scenarios. 
In the development of scenariettes, the partition of electricity into load 
regions was not accounted ror because it  does not have a major effect on 
macroscopic trends in the  supply system. The scenariettes were, in fact, con- 
cerned primarily with the  base load region*. However, in the sensitivity ana- 
lyses tha t  follow, the load regions are important for two reasons. First, the  
model contains constraints on capacity (DOGR, pp.3, lo),  and it  is necessary to 
satisfy all the constraints in the  model when performing sensitivity analysis. 
For example, there must  be sufficient installed capacity to be able to provide 
peak power, even though much of this capacity will be underutilized or idle 
during periods of intermediate and base load. The other reason for carefully 
considering the load regions is that  the relative cost structure of the various 
technologies is different in each load region. The model's cost ranking by load 
regions is shown in Table E.3 for several technologies, arranged in order of 
*An exception is hydropower, which is constrained to the peak and intermediate load 
regions in the scenarios for regions I, 111, and VI (DOGR, p.96). 
increasing cost. These technologies all have plant service lives of 30 years, 
and maximum plant capacity factors of 70% (by assumption). To see how these 
figures are  generated, consider the gas turbine (GT) technology. As shown in 
Table 1 of the text, the  capital and cur ren t  costs a r e  $170 and $17, respec- 
tively. In addition, the fuel consumption is 3.33 kW/yr gas per  kWyr electricity 
produced (DOGR, p.96), and the  cost of category I gas is $62/kWyr (DOGR, p.13). 
The annualization factor has the  same value as calculated above for LWR 
(Equation (E.4)), namely 0.070803. Thus the costs a r e  obtained as follows. If 
the plant is operated in  the base load region only, i t  is utilized continuously, 
so the load factor is the  full plant capacity factor (0.7). Thus, the  cost is given 
0'070803 (170) + 17 + 3.33(62) = $240.66/ kWyr (base load) 
0.7 
TABLE E.3 Assumed cost ranking of various electricity supply technologies by 
load region. (All figures shown are 1975 US8 per kWyr of electricity produced) 
Base Intermediate Peak 
Least expensive LWR f 136 ACT $189 GT 83 17 
FBR 8143 LWR $192 GFS 8362 
ACT $152 PCT $196 ACT $367 
PCT $154 FBR $214 PCT $401 
GFS $216 GFS $241 LWR 8465 
Most expensive GT 8241 GT $254 FBR $556 
Abbreviations: 
PCT -- present coal technology (with scrubber); 
ACT -- advanced coal technology (fluidized bed); 
LWR -- light water reactor; 
FBR -- fast breeder reactor; 
GFS -- gas-fired steam; 
GT -- gas turbine. 
These figures are rounded to the nearest dollar, and it is 
assumed the cheapest category of fuel is consumed. 
On the other hand, if t he  plant is operated only in t he  peak load region, i t  is 
utilized only 18.4-Z of t,he year.  In this case the load factor is (0.7)(0.184) = 
0.129, and the  electricity cost becomes 
0.070803 
0.129 (170) + 17 + 3.33 (62) = $316.77/ kWyr (peak load) 
Note tha t  the high cost of this technology in the  base load region ($241) makes 
it the least desirable in tha t  region (of the technologies shown in Table E.3). 
However, in the peak load region, t he  situation is reversed, and GT is t he  
optimal technology. The reason for this is as follows. This technology com- 
bines a low capital cost ($170/kW) with a high fuel cost (3.33 x $62 = 
$206.46/kWyr). Thus, if t he  plant is operated continuously (base load region), 
the fuel cost is the overriding factor. However, if the plant is left idle most of 
the t ime (peak load region), then the  low capital cost makes it very attractive, 
even though fuel costs a re  high. For this reason, gas turbine (GT) and gas- 
fired steam (GFS) plants a re  used in the scenarios to  supply peak power. In 
regions 11 and VI where very low cost gas is available ($30/kWyr), gas-fired 
power is also used in the base and intermediate load regions. 
In the  analysis presented below, special care is taken to ensure tha t  the  
total installed capacity in AS is equal to  or greater  than tha t  in IS. This 
guarantees tha t  the capacity constraints will be satisfied. In addition, the  
total electricity generation is the same in both IS and AS. The actual alloca- 
tion of electricity generation to  the various technologies depends on the cost 
ranking of the technologies in  the  different load regions, as  discussed above. 
E.3. Sensitivity with Respect to Cheap Uranium -Region lV 
In the  text, i t  was mentioned tha t  only 1.6% of the  total uranium available 
in region IV is allocated to  the  cheaper cost category. From DOGR (p.48), we 
obtain the  specific input assumptions on uranium availability and allocation: 
65 kt in the  cheaper category (I), and  4.110 M t  in the  expensive category (11). 
Thus, a total of 4.175 M t  of uranium is assumed to be available, of which 
65 kt/4.175 M t  = 1.56% is allocated to the cheaper cost category. Figure E.4 is 
reproduced from the  computer printout for uranium extraction in the low 
scenario. As seen in the figure, the  cheap uranium is exhausted in 2005 (pro- 
ducing the LWR-step a t  t ha t  time). 
R e r u n  R e g i o n  4 l o w  
NATURAL URANIUM 
E X T R A C T I O N  
u n i t s :  k t l y r  
FIGURE E.4 Natural uranium extraction in the  ILASA scenarios - region TV low. 
The calculation carried out here  is for the low scenario. In this example, 
i t  is shown tha t  if t h e  fraction of uranium allocated to  the cheaper cost 
category is increased by just a few percent (from 1.6% to  8.7%).  then  the  cheap 
uranium is not exhausted during the time horizon. The result  is tha t  the  
model chooses only hydropower, LWR, and some PCT for base load electricity, so 
tha t  FBR is excluded altogether from the scenario. The conclusion is that  t he  
role of FBR in the scenario (i.e. the model's output) is very sensitive to the 
fraction of uranium allocated to the cheaper cost category (which is an arbi- 
t ra ry  decision made by the  user). 
In this example, IS1 refers t o  the total contribution t o  electricity genera- 
tion and  installed capacity from the  three technologies LWR, FBR, and PCT 
(present coal technology) in the original IIASA scenario. In AS1, this same con- 
tribution is fulfilled using only LWR and PCT. In particular,  this  means tha t  
after 1990 the  base load electricity in  AS1 is supplied by hydropower and  LWR 
only. FBR becomes an available option in the  year 2005, but  since the LWR-step 
does not occur,  FBR is not used in base load. 
In general, for most scenarios FBR is not competitive in the  intermediate 
and  peak load regions, as long a s  there is sufficient coal- and gas-fired power 
available (see Table E.3). In addition, if t he  assumed quantity of cheap 
uranium is small (so tha t  t h e  total contribution from "cheap-LWR" is limited), 
the strategy of cost minimization dictates tha t  the  ent i re  cheap-LWR contribu- 
tion be allocated t o  the  base load region ( ra ther  than  the  intermediate load 
region). This holds because once the  limit on cheap-LWR is reached, t he  
increase in the  marginal cost of electricity production is grea te r  in t he  base 
load region (143-136 = 7[$/kWyr]) than  in the  intermediate load region 
(196-192 = 4[$/k~yr]) .  Thus the  model "saves" more by installing cheap-LWR 
in the base load r a the r  than  t h e  intermediate load region. I t  follows from 
these observations tha t  in  most applications of t he  model (not just this  case), 
FBR is used only for base load power, and then only if t he  base load demand 
cannot be supplied by cur ren t  installed capacity plus new additions to  hydro- 
power and/or cheap-LWR capacity*. 
To satisfy the  model's capacity constraints, t h e  s u m  of installed LWR and 
PCT capacity in ASI is always grea te r  than  or  equal to  the  sum of installed LWR, 
*In all three sensitivity examples presented in this Appendix, FBR does not make a con- 
tribution, thus the balance equations for man-made materials (plutonium) are au- 
tomatically satisfied (DOGR, p.6). 
FBR and PCT capacity in ISl. 
We begin the computation by calculating the base load demand in the  
scenario. This amounts to simply multiplying the electricity demand projec- 
tion given in DOGR (p.47) by 70.1%. This produces column (1) in Table E.4. 
Since hydropower is by far the cheapest electricity source, the  model 
delegates all of the available hydropower to the base load region. This maxi- 
mal contribution from hydropower is shown in Figure E.5, which is reproduced 
from the  computer printout for electricity generation in the scenario. Sub- 
tracting this contribution from the  base load demand, we obtain the residual 
base load demand shown in column (2) of Table E.4. To compute the minimum 
installed LWR capacity required to supply this residual, we divide the numbers 
in column (2) by the base load factor, which (because of continuous utilization 
in the base load region) is the maximum plant capacity factor (0.703)*. The 
result of this computation is  shown in column (3) of Table E.4. 
Before proceeding further, i t  is necessary to reduce this increased level 
of LWR capacity if i t  exceeds the constraint on the  maximum possible installed 
LWR capacity. This constraint, shown in column (4) of Table E.4, is determined 
by taking the composite of the LWR supply constraint and the constraint on 
total nuclear energy (DOGR, p.50). Each numerical entry in column (4) is 
chosen to be the  more restrictive of these two constraints. The first three 
numbers in column (3) are indeed limited by the corresponding values in 
column (4), and the resulting gap will be filled with coal (as i t  is in ISl). After 
1990, the  numbers shown in column (3) satisfy the  constraints specified in 
column (4). 
*The precise input values for the maximum plant capacity factor for LWR, FBR, PCT and 
ACT vary slightly from one scenario to the next. The range is from 0.700 to 0.703 or 
more, so the effect is negligible. Nevertheless, I have tried to be consistent with each 
individual scenario. 
R e r u n  R e g i o n  C l o w  
ELECTRICITY GENERATIOH 
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FIGURE E.5 Electricity generation by technology in the IIASA scenarios - region IV low 
Continuing the calculation, we now seek to establish the  annual buildup 
of LWR capacity that is required to meet the  minimum installation specified in 
column (3). In so doing, it is necessary to  satisfy rigorously each constraint in 
the model, while a t  the  same time accounting for retired LWR capacity. We 
begin with the  historical LWR capacity, which turns out to be quite simple in 
this case. In DOGR (p.50), we find that  the assumed 1975 LWR capacity is 0.44 
GW, with an  historical growth rate of 99%. This large historical growth rate 
results iri an annual buildup of 0.085 GW/yr in 1975 and 0.003 GW/yr in 1970, 
and esseritially zero for previous years. After 30 years, these installations are 
taken out  of service (decommissioned), so the numbers 0.003 GW/yr and 0.085 
GW/yr are entered in the "Annual retired capacity" (column (7)) of Table E.4 
in 2000 and 2005, respectively. In addition, 0.085 GW/yr is entered as the first 
figure in the "Annual buildup of LWR capacity" (column (5)) of the  table. 
TABLE E.4. Installed LWR capacity in alternative scenario AS1 - region IV low. 
(1) (2) (3) (4) (5) (6) (7) (8) 
Constraint 
Minimum Constraint Annual on annual Annual 
Residual LWR on installed buildup buildup retired LWR 
Base load base load capacity LWR of LWR of LWR LWR capacity 
demand demand required capacity capacity capacity capacity installed 
(GWyr/yr) (GWyr/yr) (GW) (Gw) (GW/yr) (GW/yr) (GW/ yr) (GW) 
In generating the remaining figures in column (5), a restrictive con- 
straint must be satisfied: the constraint on annual buildup 5 (during time 
period t ) ,  which has the form (DOGR, p.9) 
yt syyt-1  + 9 (E.5) 
The assumed parameter values in this case are y = 1.20 and g = 0.40 (DOGR 
p.50), and the initial condition is Yo = 0.085 (from the last paragraph). To 
achieve the minimum capacities specified in column (3). we begin by proceed- 
ing at the maximum permissible buildup rate. Thus Y1 = (1.2)(0.085) + 0.40 = 
0.502 as shown in columns (5) and (6). This results in a total of (0.502 GW)(5) 
= 2.51 GW new additions to capacity during the  first t ime period, which makes 
for a total installed capacity of (0.44 + 2.51) GW = 2.95 GW by 1980, as shown in 
column (8). This agrees with the required minimum specified in column (3). 
Continuing in the same fashion, the  columns develop as shown, up to 1995. At 
this point, the constraint on annual buildup is 2.322 GW (column (6)), but to 
implement this much buildup would produce more capacity than is needed, so 
the buildup is set a t  1.070, which gives 5(1.070) + 15.97 = 21.32 GW, as shown 
in columns (9) and (3). 
To obtain the minimum required installed capacity of 25.74 GW in the  
year 2000, the annual buildup in 2000 should be set to 0.667 GW. However, if 
this value is selected, then the subsequent annual buildup constraints are suf- 
ficiently restrictive that  i t  is not possible to meet the minimum required LWR 
capacity figure of 90.55 GW by 2025 (see column (3)). Thus a value greater 
than 0.867 GW must  be chosen. This means that more LWR capacity will be 
installed than is actually required, but this creates no difficulties -- i t  simply 
reduces the  amount of PCT to be installed. Although we are free to  choose any 
value for the annual buildup tha t  does not exceed the constraining value 
(1.684 shown in column (6)), i t  is desirable to choose this number as small as 
possible to  minimize the  amount of LWR capacity that  is installed in excess of 
the minimum required shown in column (3). By trial and error, the  value 
1.0322 is found to be appropriate (column (5)), because it leads to exactly 
90.55 GW installed capacity by 2025 (column (8)). 
Between 2000 and 2025, we proceed a t  the new set  of maximum annual 
buildup rates (column (6)) tha t  are generated from the choice of 1.0322 in 
column (5). Note tha t  this constraint is updated in each time period, depend- 
ing on the annual buildup during the  previous time period. For example, in 
2020, the constraint is computed from Equation ( ~ . 5 )  as follows: (1.2)(3.240) + 
0.4 = 4.288, as shown in column (6). In the final time period, the  buildup con- 
straint is not binding, and the value 7.034 is selected in order to reach a final 
installed capacity of 120.56 GW (column (8)). 
In generating the  annual buildup rates  shown in column ( 5 ) ,  the  retired 
LWR capacity has  been taken into account. New additions to  capacity a re  
retired after 30 years of service, and thus  the  ret i red capacity column (7) is 
equivalent t o  column (5), but shifted vertically downward by six t ime periods. 
From these two columns, the  ne t  installed capacity is determined. For exam- 
ple, in 2020, the calculation is 
5 (4.288 - 1.602) GW + 54.74 GW = 68.17 GW . 
The next s tep  in developing AS1 is to  specify the  installed coal (PCT) capa- 
city. As discussed earlier, t he  total installed capacity in AS1 must be a t  least 
a s  much as in IS1. Since LWR and PCT (in AS1) a re  used in place of LWR, FBR and 
PCT in IS1, the  required installed capacity is t he  circled column in Figure E.6 
(which is reproduced from the computer printout for ISl). These data  a r e  
copied into column (1) of Table E.5. We subtract  from this  the  installed LWR 
capacity for ASl calculated above (column (8) of Table E.4). This yields the  
minimum required installed PCT capacity shown in column (2) of Table E.5. Up 
until 2015 there is less PCT in AS1 than in ISl (see Table E.10), so the  con- 
s t raint  on total PCT installed capacity is automatically satisfied. After 2015, 
the  installed PCT capacity in ASI is somewhat greater  t han  tha t  in  ISl, but this 
is well within the total installed capacity constraint (see DOGR, p. 53). 
The initial conditions for PCT in both ISl and  ASl a r e  3.00 GW installed and 
T = 1.12 (growth ra te  parameter).  This yields t he  age s t ructure for PCT (calcu- 
lated from Equation (E.l)), a s  shown in Table E.6. The figures i n  the first 
column of this table are  t hen  transferred in reverse order to  t he  "Retired 
capacity" column ( 5 )  of Table E.5. 
In developing the annual buildup ra tes  for PCT, i t  is again important tha t  
we always remain within the  constraints on buildup rates.  The annual buildup 
R e r u n  R e g i o n  4 l o w  
E L E C T R I C I T Y  
I N S T A L L E D  C A P A C I T Y  
% a 
c - l l v r  f b r  
v 











157 .32  
+ 
h y d r o  
36 .32  
60 .17  
90 .47  
1  21.92 
167.97  







s o l a r  
36.32  
60 .47  
90 .47  
121.92  
167 .97  
193.93  





FIGURE E.6 Electricity installed capacity in the IIASA scenarios - region TV low. 
TABLE E.5 Installed PCT capacity in alternative scenario (ASI) - region IV low. 
(1) (2) (3) (4) (5) (6) 
Constraint 
Installed Minimum Annual on annual Annual PCT 
Capacity PCT Capacity Buildup of buildup of Retired Capacity 
from ISI Required PCT Capacity PCT Capacity PCT Capacity Installed 
(GW) (GW) (GW/yr) (GW/yr) (GW/yr) (GW) 
TABLE E.6 Age structure of P C T  in region IV. 
Annual Buildup Retires in 
of Capacity 
(GW/yr) 
rates in IS1 do not satisfy the  inequality (E.5) until after t he  year 2000; there-  
fore we shall use the  IS1 buildup rates  themselves as  constraints in AS1, after 
which we again use (E.5) t o  generate the  constraints (with y = 1.40 and 
g = 0.40; DOGR, p.53). This procedure is well justified because the  buildup of 
PCT is identical in both AS1 and  IS1 up through 1990, after which i t  drops off in 
ASI relative t o  IS1. The five constraints from IS1 (1980 t o  2000) a re  copied into 
column (4) of Table E.5 from column (4) of Table E.10 (to be discussed below). 
We now develop the  annual  buildup rates. In t he  first t ime period, we 
have 
Since 1.176 does not exceed the  constraint (which has  the same value) i t  is an 
admissible value for Yl. We continue in this fashion u p  through 2000. 
Between 2005 and 2020 trial  and  er ror  is again used t o  determine the smallest 
buildup rate  in 2005 tha t  results in the  correct installed capacity in 2020 
(87.44 GW, see colunins (2) and (6) of Table E.5). After 2020, the  constraint on 
buildup rates  is no longer binding. Columns (5) and (6) of Table E.5 a re  
obtained in the same fashion a s  their  counterparts for LWR in Table E.4. 
















electricity uranium urani um 
generation extraction extraction 
(GWyr /yr) (kt/yr)  (kt) 
The next step in developing ASl is to specify how the  electricity genera- 
tion is allocated. Since the total electricity generated must be the same in AS1 
and IS1, we take the  total electricity generated from LWR, FBR, and PCT in IS1 to 
be the total for LWR and PCT in AS1. This is shown in column (1) of Table E.7, 
which is copied directly from the computer printout for electricity generation 
in IS1 (F~gure  E.5). Since LWR was installed for residual base load, it  will be 
used to generate a t  least this amount of electricity (after 1990, see column (2) 
of Table E.4). However, slightly more LWR was installed than was required for 
base load, and slightly more PCT was installed than required. This was neces- 
sary in order to satisfy buildup and capacity constraints. Thus a choice must  
be made as to which technology is to be utilized to the  fullest extent. Compar- 
ing the operating costs, we have (using data from DOGR, pp.94,100) 
LWR: $50/kWyr + (0.18 kg/kWyr)($66/kg) = $61.88/kWyr 
PCT: $23/kWyr + (2.79 kWyr/kWyr)($27/kWyr) = $98.33/kWyr 
Since LWR is cheaper to  operate, the excess LWR capacity will be utilized in 
the  intermediate load region. This gives the LWR electricity generation figures 
shown in column (2) of Table E.7. In those time periods (after 1990) for which 
there is no excess LWR capacity, the entry in column (2) is identical t o  the  
corresponding entry for residual base load demand in column (2) of Table E.4. 
For cases in which there is excess LWR capacity, t he  calculation of LWR electri- 
city generation proceeds as  follows: In the  intermediate load region, the  load 
factor is (0.7003)(0.104 + 0.384) = 0.390. Thus, taking the year 2015 as an 
example, the  electricity generation is given by 
34.61 + (54.74 -49.43)(0.398) = 36.72 
where 
34.61 = residual base demand (GWyr/yr) 
(54.74-49.43) = excess capacity (GW) 
0.398 = intermediate load factor 
Finally, the PCT electricity generation (column (3) of Table E.7) i s  obtained by 
subtracting the LWR electricity generation (column (2)) from the total electri- 
city generation (column (1)). 
The last s tep in specifying ASI is to  calculate the consumption of 
resources. Columns(4) and (5) of Table E.7 show the  annual and cumulative 
uranium tha t  would be extracted in ASI. The calculations are performed in the  
same manner as above for region 111 (see Equation (E.2)), using the  LWR elec- 
tricity generation (column (2)) and annual buildup and retired capacity 
(colurnns (5) arid (7) of Table E.4). For example, in 2025, the calculation of 
annual uranium extraction is 
(63.40 GWyr/ yr)(180 t/ GWyr) + (5.545 - 1.070) GW/ yr(500 t/ GW) 
= 13.65 kt/ yr 
The cumulative uranium extraction is then determined from (13.65 kt/yr)(5 
yr) + 202.88 kt = 271.13 kt. By 2030, the cumulative uranium extracted in 
AS1 is 362.11 kt, which is 8.67% of 4.175 Mt available uranium (DOGR, p.48). 
Although the total quantity of coal burned to generate electricity is con- 
siderably less in AS1 than in IS1, the temporal distribution of consumption is 
somewhat different. The mathematical formulation of the  constraints (DOGR, 
p.9) does not permit resources to be extracted in one t ime period and then 
used in a later time period. In the final three time periods of AS1, the require- 
ments for coal exceed the assumed extraction constraints. Thus in order to  
permit the distribution of coal consumption in AS1, the  last three  coal extrac- 
tion constraints would need to be raised from 170, 180, 195 (DOGR, p.49) to 
173.6, 195.6, 195.3, respectively. These new values are  obtained as follows. 
Taking the year 2030 as  an example, the  PCT electricity generation is 14.68 
GWyr/yr in ASl and 14.57 GWyr/yr in ISI (Figure E.5). Thus the constraint 
becomes 195 + (14.68-14.57)2.79 = 195.3. 
E.4. Computation of the Objective Function. 
To verify tha t  ASI would indeed be favored over ISl, we now compute the 
contributions to  the objective function from both scenarios. The objective 
function in MESSAGE is the sum of separate contributions from each demand 
sector (electricity, liquid fuels, etc.). We consider here only the  contribution 
from the  electricity production sector. To treat  this sector in isolation is valid 
because MESSAGE does not permit modification or rearrangement of the  
demand data. Thus, once the electricity demand is specified (in the  form of 
time series inputs to MESSAGE), i t  can not be changed. In particular, no 
endogenous adjustments of demand are carried out to  optimize basic 
economic trade-offs between, say, new supply installations and demand reduc- 
tions or displacements (via efficiency improvements, conservation, substitu- 
tion, etc.). Such adjustments are made informally a t  the discretion of the 
user (based perhaps on shadow prices). The cost data furnished to  MMI are 
concerned with energy supply alternatives only.* 
The objective function is the sum of current  costs, capital costs, and fuel 
costs, discounted over time. The formulas used for these three terms are 
specified in the  expressions (zI) ,  (22) and (23) in DOGR, respectively (section 
entitled "MESSAGE Model Description", p.15). For LWR and PCT, all three terms 
are nonzero, while for FBR, the fuel costs are assumed (by the IIASA analysts) 
to be zero. 
In the following equation, we have summed over the  demand load regions, 
since we are interested in the  total cost of supplying electricity, and this does 
not depend on the  distribution of the individual supply activities (4) into load 
regions (this holds because the objective function is linear in the supply 
activities). The total cost C of generating electricity from a particular tech- 
nology is given by 
where 
4 = electricity generated in time period t 
CUT = current  costs. This parameter has the  value $50/kWyr (or 
*Conservation and similar measures are often much more cost effective than new supply capacity, 
by as much as a factor of five (Foley and Nassim, 1981). In view of this, it is ironic that the 
scenarios tire ostensibly based on cost optimization, because XMl does not systematically account 
for some of the most important cost factors. l h s  is a serious deficiency; see Wynne (1983) for 
further discussion. 
$50 x ~ O ~ / G W ~ ~ )  for both LWR and FBR (DOGR, pp. 98,100) 
fl = discount factor = 1/1.06 
5t-2.5 and 5t-5 are exponents 
5 = annual additions to capacity in time period t 
cap = capital costs; e.g. $700//kW (or $700 x 106/Gw) for LWR; 
$920/kW (or $920 x IO'/GW) for FBR (DOGR, pp. 98,100) 
znv = uranium inventory required by LWR plants (500 t/GW). 
This must be annualized in the same manner as the capital 
cost (DOGR, p.37). 
r c  = resource cost. For cheap LWR, r c  = $66/kg (or $66000/t). 
This figure is used for both IS and AS. 
For FBR, r c  = 0. 
Rt = annual consumption of fuel in time period t for 
generating electricity. 
6 = terminal valuation factor (DOGR, p.15). This factor is a 
correction applied to  the objective function so tha t  the  
capital cost of capacity existing after 2030 is effectively 
excluded from the optimization. I t  has the  form 
f o r t  < 6 
6 = [ ; 5 0 2 - t ,  f o r t 2 6  
To see its effect: 
Combining the first and third terms in (E.6), the equation may be rewritten as  
Since Rf = 4 . f  c ,  where f c  is the  fuel consumption (per unit  of electricity 
generated), this becomes 




The values of the constants A and B are  shown in Table E.8 for various techno- 
logies. The numerical values displayed in this Table for the  parameters  c a p ,  
CUT, f c ,  r c ,  and inv are all taken directly from DOGR (pp.13,93,94,98,100). The 
resulting coefficients A and  B are used in the calculation of t h e  objective 
function. As an  example, t o  calculate the  contribution t o  the  objective func- 
tion from electricity generated by LWR, we have: 
where 
and 
TABLE E.8 Cost coefficients in the objective function for different technologies 
Parameter LWR FBR PCT ACT 
cap  ($1 GW) 
c u r  (fJ/GWyr) 
3 c  (GWY~/%WY 
r c  ($/GWyr ) 
'in the case of LWR, the units are  t/GWyr 
bin all cases, the cheapest category of fuel is assumed. In the case of LWR, the 
units are  $/ton.  
C .  since r c  = 0 by assumption, Jc plays no role in the objective function (see Equa- 
tion (E.O)) 
In order to  compute the contributions to  the objective function, i t  is first 
necessary to compute the weighted sums 2 and ? for each technology con- 
sidered in each scenario. In all cases, 2 will be used to denote the weighted 
sum for electricity generation, and P will denote the weighted sum for annual 
buildup of capacity. These were calculated for this work using a program- 
mable hand calculator. 
For AS1, the  weighted sum 2 has the value shown a t  the base of column 
(2) in Table E.7 for LWR. Similarly, 2 for PCT in AS1 is shown a t  the base of 
column (3) of the  table. The values for P in ASI are shown in Tables E.4 and 
E.5 for LWR and PCT, respectively. All of these sums appear in Table E. l l  for  
AS,. 
For the  IIASA scenario (IS), the data for electricity generation (Xt) and 
installed capacity come directly from computer printouts for the scenario. 
For IS1 these are shown in Figures E.5 and E.6, respectively. From the latter 
figure, the annual buildup of capacity 5 is computed as shown in Table E.9 for 
LWR and F'BR, and in Table E.10 for PCT. The logic is the  same as in the  calcula- 
tions performed above. For example, in 2010, the calculation of annual LWR 
buildup is as  follows. The ne t  annual LWR buildup is given by 
as  shown in column (2) of Table E.9. Adding to  this the  retired LWR capacity 
(column (3)) ,  we obtain the annual buildup 
a s  shown in column (4) of the table. 
TABLE E.9 Annual buildup of nuclear capacity in IS1 - region TV low. 
(1) (2) (3) (4) 
Installed Net annual Retired Annual 
LWR LWR LWR LWR 
Capacity Buildup Capacity Buildup 






The sums ? in ISI are  shown in Table E.9 for LWR and FBR. and in Table 
E. 10 for PCT. Meanwhile, the sums 2 in IS1 are obtained directly from the  com- 
puter printout, a s  shown in Figure E.5. 
The calculation of t he  contribution to  the objective function is summar-  
ized in  Table E.ll. The values for the  weighted sums j?. an.d ? a r e  summarized 
in this table, and  the  coritribution C to the objective function From each tech- 
nology is calculated using Equation (E.?) and the values of t he  constants A 
TABLE E.10 Annual buildup of PCT capacity in ISl - region IV low. 
(1) (2) (3) (4) 
Installed Net annual Annual Retired Annual 
Capacity Buildup Capacity buildup 
(GW) (GW/yr) (GW/yr) (GW/yr)  
TABLE E.11 Calculation of objective function in IS, and ASI 
LWR FBR PCT 
Total cost: 
IS,: 880.046 billion * 
As1: 879.815 billion 
and B given in Table E.8. As an  example, for LWR in ASl, t he  calculation is 
Finally, the total  costs of ISl and  ASl are  computed by adding t h e  indivi- 
dual contribution from each technology in each case. The calculation for ISl 
This  Agure does not account for increased cost of uranium after 2005 in IS1. Thus the actual cost is even 
&her. 
In Table E . l l  we see tha t  AS1 has a lower value for the objective function, 
hence i t  would be favored by the  model. Furthermore, i t  should be close to  
optimal under the assumption of increased cheap uranium. The value of the  
objective function for the  optimal solution may well have a lower value than 
shown above for ASl. The reason for this is  that  there is probably more 
installed capacity in ASl than is actually required. By keeping the  total 
installed capacity in ASl equal to or greater than that  in ISl ,  i t  is guaranteed 
that  the capacity constraints are satisfied. However, some of the underutiliza- 
tion in ISl may be due to obsolescence of LWR capacity after FBR is introduced. 
In ASl, on the  other hand, there would be no underutilization due to  obsoles- 
cence of LWR, hence it  may be possible to satisfy the  capacity constraints in 
ASl with less installed capacity. 
TABLE E.12. Installed LWR capacity in alternative scenario AS2 - region V low. 
(1 (2) (3) (4) (5) (6) (7) (8) 
Constraint 
Minimum Constraint Annual on annual Annual 
Residual LWR on installed buildup buildup retired LWR 
Base load base load capacity LWR of LWR of LWR LWR capacity 
demand demand required capacity capacity capacity capacity installed 
(GWyr/yr) (GWyr/yr) (GW) (Gw) (GW/Y~) (GW/Yr) (GW/yr) (GW) 






PCT Capacity Buildup of 
Required PCT Capacity 
(GW) (GW/yr) 
(4) (5) (6) 
Constraint 
on annual Annual PCT 
buildup of Retired Capacity 
PCT Capacity PCT Capacity Installed 
(GW/yrj (GW/Y~) (Gw) 
E.4. Sensitivity with Respect to Cheap Uranium - Region V 
In t he  text, i t  was s tated tha t  in t he  low scenario for region V, the entire 
contribution from FBR could be supplied a t  a lower cost with additional LWR 
capacity. This is shown in the calculations presented in  Tables E.12 through 
E. 17 below. Although this  result  suggests tha t  the  published IIASA scenario is 
not  the  optimal solution obtained from the  model, i t  happens t h a t  the  input 
data  for this region differ in some respects from the  technology data  docu- 
mented in DOGR, a s  shown in Figure E.lO. As discussed below, these 
differences cause the  model to  produce the observed scenario. 
In direct analogy with the  previous example, IS2 refers t o  the  total contri- 
bution t o  electricity generation and installed capacity from LWR, FBR, and PCT 
in t he  original scenario. Similarly, AS2 refers t o  t he  same contribution sup- 
plied with LWR and PCT only. The calculation is presented in Tables E.12 
through E.17, and is identical to  t he  calculation for region IV in all respects 
TABLE E.14 Electricity generation and uranium extraction in AS2 - region V low. 
(1) (2) (3) (4) (5) 
Total LWR P CT Annual Cumulative 
electricity electricity electricity uranium uranium 
generation generation generation extraction extraction 
(GWyrIyr) (GWyr/yr) (GWyr/yr) (kt/y) (kt) 
2030 106.56 73.7 1 32.85 14.83 j 361.46; 





(hence i t  will not be described here in detail). The formats of Tables E.12, E.13, 
E.14, E.15, E.16, and E.17 are  identical t o  those of Tables E.4, E.5, E.7, E.9, E.lO, 
and E . l l  respectively. The age s tructures  for LWR and FBR are identical t o  
those in region IV. The PCT age s tructure is again calculated from Equation 
(E.l), using the initial conditions r = 1.12 and 1975 installed capacity = 32.00 
GW (DOGR, p.65). 
In AS2, LWR is used t o  fill the residual base load demand from 2010 
onwards. In the year 2005, there  i s  not sufficient LWR capacity to  fill t he  
entire residual base load demand, meaning tha t  a small contribution from FBR 
would normally be installed during this particular t ime period. (The gap in 
installed LWR capacity is 52.08-43.27 = 8.81 GW in  2005; see Table E.12.) How- 
ever, during this period there  is sufficient excess installed PCT capacity to  fill 











(2) (3) (4) 
Net annual Retired Annual 
LWR LWR LWR 
Buildup Capacity Buildup 
(GW/yr) (GW/yr) (GW/yr) 
(0.085) (0.085) 
0.00 0.0 0.00 
0.00 0.0 0.00 
0.00 0.0 0.OC 
0.220 0.0 0.220 
0.662 0.003 0.665 
1.112 0.085 1.197 
1.836 0.00 1.836 
2.604 0.00 2.604 
3.524 0.00 3.524 
4.408 0.220 4.628 
5.288 0.665 5.953 
P = 1.438 

















(1) (2) (3) (4) 
Installed N e t  annual Annual Retired 
Capacity Buildup Capacity Annual buildup 
(GW) (GW/yr) (GW/yr) (GW/yr) 
the gap (124.25-114.46 = 9.79 GW, see Table E.13), and therefore there  is no 
contribution from FBR in AS,. 
TABLE E.17 Calculation of objective function in IS2 and AS,. 
(a) documented cost assumptions 






8 120.388 billion 
8 119.176 billion 
(b) actual cost assumptions 
PCTa PCTb 
Total cost: 
Is, 8 99.684 billion 
As, 8 101.313 billion 
The purpose of this example is to  show that  there  exists a feasible solu- 
tion AS2 which completely excludes FBR, and yet has a lower total cost than 
the  documented IIASA scenario (IS,). I t  is possible tha t  the  optimal solution 
from the model would include a small contribution from FBR (assuming the 
standard input data for PCT). The reason for this i s  tha t  there  is not enough 
cheap uranium to fill the residual base demand with LWR alone throughout the 
time horizon. Thus the  model would optimize the timing of the contribution 
from LWR. If LWR was introduced a t  the maximum possible buildup rate  from 
1980 onwards, there might be a small contribution from FBR towards the  end 
of the time horizon, provided that  the inst.alled LWR capacity was not exces- 
sively underutilized as a consequence. On t h e  other hand, if the contribution 
from LWR was chosen so as to fulfill the residual base demand later  in the time 
horizon (as i t  i s  in AS2), then there would be no contribution from FBR a t  all. 
In any case, the contribution from FBR would be a t  most very small. 
R e r u n  R e g i o n  5 lorn 
E L E C T R I C I T Y  G E N E R A T I O N  
B Y  T E C H N O L D G Y  
units: GWel 
+ X 
l e r  c - l u r  
a > v 
f b r  c o a l  c - c o a l  
< 
a d v c o a  
+ 
h y d r o  
X 8 
s o l a r  p e t g  
1 9 8 0  0.31 0.31 0.31 20 .87  20.87 20 .87  3 6 . 9 7  36.87 
1985 0.31 0.31 0.31 30.87 30 .a7  30.87 - 50 .33  50.33 
1 9?J  0.31 0.31 0.31 4 3 . 1 0  4 3 . 1 0  43 .10  67.38 ' 6 7 . 3 8  . 
1995  1 .C6 1 . 0 8  1 .38  55.23 55.23 55.23 87.41 5 7 - 4 1  
2000  ' 3.40 3 . 4 0  3 . 4 0  6P.45 68.45 68 .46  1 1 3 . 0 0  1 1 3 . 0 0  
2035 - 7.29 7.29 8 - 6 9  , 73 .69  73 .69  74.57 1 3 5 . 3 9  - 1 3 5 . 3 9  
2 0 1 0  13.72 13 .72  18 .23  E l  . 4 0  81 .40  84.04 1 6 3 . 6 4  1 6 3 . 6 4  
2015 22.64 22.84 32.41 86 .20  86 .20  96.91 1 9 6 . 0 6  1 9 6 . 0 6  
ZC20 35.04 35.04 52.13 93.18 93.18 113.71 2 3 2 . 9 0 ,  2 3 2 . 9 0  
2025 43.28 43.28 7 6 . 7 0  1 0 0 . 4 8  100 .48  133 .99  273 .43  273.43 
2 0 3 0  53.23 5 3 . 2 9  94.63 1 0 6 . 5 6  106.56 158.24 315 .86  315.86 
FIGURE E.7 Electricity generation results from the IIASA scenario - region V low. 
As an aside, if the  constraint on cheap uranium were increased from 
363 kt to  396 kt,  then FBR would definitely not appear in the  optimal solution 
(again, assuming the  standard input data for PCT). In this case, there  would be 
sufficient cheap uranium to  supply the entire residual base load demand with 
cheap LWR from 2005 onwards, and to  meet  t he  maximum supply constraint for 
LWR prior to  2005. The calculation for this case is shown in Table E.18, and it 
follows the exact same logic as  the previous calculations. 
The final IIASA scenario results for electricity generation, installed capa- 
city, and uranium extraction are shown in Figures E.7, E.B, and E.9, respec- 
tively. 
TABLE E.18 Alternative scenar io  with increased cheap  u r a n i u m  - region V 
low. 
(1 (2) (3) (4) (5) (6) (7) (8) 
Constraint 
Minimum Annual on annual Annual 
LWR buildup buildup retired LWR LWR Annual Cumulative 
capacity ofLWR of LWR LWR capacity electricity uranium uranium 
required capacity capacity capacity installed generation extraction extraction 
(Gw) (GW/yr) (GW/yr) ( G w / ~ r )  (GW/yr) ( Gw) ( G W Y Y ~ )  (kt) 
R e r u n  R ~ g i o n  5 l o w  
E L E C T R I C I T Y  
I ! I S T A L L E D  C A P A C I T Y  
u n i t s :  GC'cl 













+ a a  > v < x 8 
l u r  c - l u r  f b r  c o a l a  c - c o a l  a d v c o a  h y d r o  s o l a r  p e t g  
E.8 Electricity installed capacity resi 
44.77 4 4 . 7 7  0 2 - 0 7  
6T.70 63 .76  85 .89  
01.45 9 1 . 4 5  1 1 9 . 0 1  
125 .57  120 .57  157 .16  
163.45 165 .44  2 1 6 . 1 0  
157 .73  164 .53  233 .69  
161.57 177 .38  2 6 7 . 5 9  
161 .23  107.94 3 1 0 . 6 6  
177.83 221.43 3 6 4 . 9 6  
1E6.15 2 7 0 . 4 0  4 2 8 . 9 7  
1E7.60 3 1 7 . 6 0  L 9 6 . 8 3  
ults from the IL4SA scenario - 
62 .97  
85.89 
1 1  9.06 
1 5 7 . 1 6  
2 1 6 . 1 0  
233 .69  
267.59 
3 1 0 . 6 8  
3 6 4 . 9 6  
4 2 3 . 9 7  
496 .83  
region V 
Once again,  t h e r e  is less to ta l  coal burned for PCT in AS2 t h a n  in  IS2. In 
th i s  case ,  al though t h e  electrici ty genera ted  from PCT in  AS2 exceeds  t h a t  in 
98run  R e 3 i o n  5 lor 
H L T U I A L  U I P N I U Y  
E X T 9 A C T I D N  
u n i t s :  k t / y r  
1 9 9 0  0.C5 C. 
19d5 0.05 0. 
1 9 9 0  0 .OS 3. 
1905  0.27 0. 
2000 0.35 0. 
2005 1.74 0. 
2 3 1 0  3 .10  0. 
2015 4.97 0. 
2 0 2 3  7.43 C. 
2025 9.29 0. 
2030  11.54 0. 
c u r v e  1 curve  2 
+ X 
u r a n l  u r a n 2  
HGURE E.9 Natural uranium extraction results from the IIASA scenario - re- 
gion V low. 
IS2 during the final two time periods, there is plenty of excess coal extraction 
available to satisfy this increased consumption. Similarly, the total uranium 
consumption in ASZ is 361.46 k t  (see Table E.14), which is less than the  input 
constraint on cheap uranium of 363 kt (DOGR, p.60). Thus, ASz is feasible 
within the existing resource and extraction constraints. 
The contributions to the  objective function from both ISz and ASz a re  
computed as shown in Table E.17. The values shown in part (a) of the  table a r e  
obtained using the standard cost assumptions documented in DOGR (which 
yield the  cost coefficients shown in Table E.8). Since the  total cost is lower for 
ASz than for ISz, i t  is clear tha t  the  published IIASA scenario (IS2) is not  the  
optimal solution obtained from the model using the input cost data docu- 
mented in DOGR. This raises questions as to how IS2 was obtained. 
NAME: c o a l ,  e l e c ,  a ( C o a l  F i r e d  Power P l a n t ,  
P r e s e n t  T e c h n o l o g y )  
1975  c a p a c i t y  32.00GW, g r o w t h  p a r a m e t e r  12.OX/yr.  
B u i l d u p  p a r a m e t e r s :  Y = 1 . 4 0 ,  g = O . ~ O G W / Y ~  
T a b l e  11.  I m p l i e d  t h e o r e t i c a l  u p p e r  l i m i t s .  
A n n u a l  I n s t a l l e d  Maximum 
B u i l d u p  C a p a c i t y  O u t p u t  
(GW/yr) (GW) (GI.lyr/yr) 
Coal rZred Power Plant. Present Technology 
Name in the program: coal, elec, a 
Length of plant life: 8 periods 
Current costs: 23 S/kWyr 
Capital costs: 550 S/kW 
Maximal plant factor: 70 Z 
Fuel input (primary energy): 2.78 kWyr coal/kWyr 
REGION V 
c o a l  1 a 1 6  1 .  19. 360.1 1 . 4  .4 r  0 .7  ; (') 2.79 0. , u n d o c u n r r t e d  ; 
J .  , , r r  1 0 r  r  reduced c o r t j  
~ P C T ~ ]  r  O . r , , , , r r  for PCT 
0 r  r  , , t ,  amuolbu; ldup;  11 elim;mateet frm : 
; end c o a l - e l e c t r i c  
t i l l  p l a n t  f a c  
f o s s  f u e l  c o n s  
n u c l  f u a l  c o n s  
s r c  f u e l  c o n s  
t i l l  z n i t  c a p  
hndl  
t i l l  i n i t  c a p  
h n d l  
dern s u l  
c o a l  1 b 1 6 1 .  123 .  5 5 n .  I 1 . 4  .4  r 0.7 ; t i l l  31qn t  f 3 c  
~~. - - -  
2 .57  J.  r  d o c v ~ e n t c d  ; f o s s  f u e l  c a n s  0 .  r  r  , , ,  IPCTC] ' ' ' c o s t s  f o r  ; n u c l  f u e l  c o n s  0 . , , # # / / 0  s e c  f u e l  c o n s  
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FIGURE E.10 (a) Constraints on annual buildup of PCT in IIASA scenario - region V 
(reproduced from DOGR, p. 65). (b) Documented input data for PCT in IIASA scenarios 
(reproduced from DOGR, p.94). (c) Actual input data for PCT in IIASA scenario for region 
V (reproduced from computer input file). 
The explanation lies in the fact tha t  there are  some differences between 
the input data given in DOGR and the corresponding figures tha t  appear in the  
computer input file for ISZ. In Figures E . l ~ ( a )  and (b) the documented input 
data for PCT in region V are  reproduced from DOGR (pp. 65,94). Meanwhile, in 
Figure E.lO(c), the corresponding data a r e  reproduced from the computer 
input file for region V. From the la t te r  we see tha t  PCT is represented in t he  
model by two distinct technologies, designated "coal la"  and  "coal lb" (in Fig- 
ure  lO(c)). We shall refer t o  these as PCTa and PCTb, respectively. The second 
of t,hese ( P C T ~ )  is t he  standard PCT technology t h a t  is documented in DOGR and 
is included in all of the  IIASA scenarios.* Note tha t  for PCTb t he  input data  
regarding cur ren t  and capital costs (23. and  550., respectively) agree with the  
values given in DOGR (shown in part  (b) of the  figure). Furthermore,  there  a r e  
no restrictions or  bounds on the buildup of PCTb, other  than  the  usual buildup 
ra te  parameters.  The other  PCT technology in the  input  file ( P C T ~ )  incor- 
porates two unusual features.  Most importantly, t he  values of t h e  input data  
for t he  cur ren t  and capital costs (9. and 360., respectively) a r e  considerably 
lower than those given in DOGR (23. and 550., see part  (b) of t he  table). It is 
possible t h a t  PCTa is to  be interpreted as  PCT without a scrubber, whereas PCTb 
refers t o  ( the documented) PCT with limestone scrubber (see Agnew e t  al., 
1979, p. 63). However, this is not discussed in ei ther  DOGR or EIFW, and  in any 
case, t h e  reduced cost data for PCTa are apparently not  documented anywhere. 
The other  unusual feature of PCTa is tha t  i ts  annual buildup is se t  to zero 
from 2005 onwards. This is documented in DOGR, but  it is somewhat confusing 
because DOGR specifies only one PCT technology, combining the buildup res- 
triction for PCTa with the  cost assumptions for PCTb. 
'The fuel consumption for PCTb is 2.87 (kWyr coal/kWyr elec.), which is slightly higher 
than the  usual Figure of 2.79 for PCT. 
The major effect of the two PCT technologies is  that  during the  first 25 
years of the time horizon, PCT is available a t  significantly reduced cost. After 
the first five time periods, the cost of PCT jumps back up to its usual value. To 
compute the initial lower cost for PCT, we use Equation (E.3) with cap = 360 
and CUT = 9. This yields $ lZl/kWyr in the base load region and $ 148/kwyr in 
the intermediate load region. Comparing these figures with those shown in 
Table E.3, it is clear that  PCTa is the favored technology in both the base and 
intermediate load regions. Hence, under these cost assumptions, the optimal 
solution (IS2) begins with a tremendous buildup of PCT initially (see column (4) 
of Table E. 16). Meanwhile, there is zero buildup of LWR until 1995 (column (4) 
of Table E.15), a t  which time a small contribution from LWR is introduced in 
anticipation of the approaching cost jump for PCT (in 2005). Once LWR is intro- 
duced, it is built up a t  the maximum buildup rate throughout the remaining 
time horizon, but the  resulting LWR contribution is  considerably less than 
required to  fill the  residual base load demand (and furthermore, some of this 
limited LWR capacity is utilized in the  intermediate load region after 2015). 
Hence FBR is introduced a t  its maximum buildup rate to supply base load 
power (since i t  is the next most competitive technology in the base load 
region; see Table E.3). 
As indicated in Table E.l7(b)*, under the  new cost assumptions the IIASA 
scenario (ISz) is indeed favored over. the  alternative scenario (ASZ). The 
overall conclusion is that, although FBR plays an important role in ISz, i t  would 
+One minor point should be mentioned regarding the calculation of the objective func- 
tion in Table E.l7(b). This was performed assuming that  from 2010 onwards, all electri- 
city generated from PCT in both AS, and IS, refers to PCTb. Actually this is not the case, 
because PCTa is still operated after 2005 (even though no further buildup of PCTa is per- 
mitted). However, the precise costs of AS2 and IS2 are not of particular importance 
here. The point is that  the  total cost of IS, is less than that  of AS, under the new cost 
assumptions. If the electricity generated from PCTa and PCTb were carefully accounted 
for in computing the objective function, this would only widen the gap in cost between 
IS2 and AS2 (because there is more electricity generated from PCTa in IS2 than in AS2). 
not have done so if the input cost data had been the figures documented in 
DOGR (see  note on p . 1 5 7 ) .  
E.5. Sensitivity with Respect to Cost Assumptions 
In the  text, it was s tated tha t  increasing the  costs of nuclear power and 
the availability of coal in region I (low) produces a very different supply 
scenario (see Figure 15 of the text). In this  example, IS3 is the original IIASA 
electricity supply scenario for LWR, FBR, PCT, and  ACT (advanced coal technol- 
ogy). Meanwhile, AS3 supplies the  same quantity of electricity with a t  least t h e  
same quantity of installed capacity, using mostly PCT and  ACT, with a modest 
contribution f rom LWR. .F rom Table E.3,  it can be seen tha t  if nuclear costs 
increase by 16%, then  ACT and PCT are  the  favored technologies in both base 
and  intermediate load regions. 
REGION I 
Table 4 .  Primary energy resources and man-made f u e l s ,  
time s e r i e e  data. 
Max. Annual Hax. Annual Hdx. Annual o i l  Import Annual Coal 
Coal Ext rac-  O i l  Ext rac-  O i l  Impor ts  Costa Expor ts  
t i o n  ( W y r )  t i o n  ( W y r )  ( W y r )  ($ /kWS)  (cwyr) 
High Low High Low High Low High Low High Low 
1980 425 69 69 30 70  
1985 295 87 87 105 60 
1990 190 1Do 96 140 40 
1995 95 106 96 150 0 
2000 0 106 96 150 0 
2005 0 0 106 96 150 0 
2010 0 0 106 96  170 0 
2015 0 0 106 9 6  400 0 
2020 0 0 106 96 500 0 
2025 0 0 106 96 750 0 
2030 0 0 106 96  750 0 
71.5 TMyr 
FIGUBE E.11 Assumed primary fossil fuel constraints in the IIASA scenarios -region I 
(from DOGR, p.14). 
The calculation begins with t h e  computation of the excess coal available 
in the scenario. The assumed constraint on coal extraction is shown in Figure 
E . l l  (circled column), and the total  coal consumed in IS3 is shown in Figure 
E.12 (circled column). The arithmetic difference of these two is the  annual 
excess coal available, shown in column (1) of Table E.19. To de te rmine  t h e  
total  quant i ty  of excess coal available, t h e  n u m b e r s  in th i s  column a r e  added 
a n d  t h e  s u m  is multiplied by 5. This gives a total  of 28.315 TWyr of excess coal  
available, a s  shown. 
TABLE E.19 Displacement of nuc lea r  power by coal-fired power in AS3 - region 
I low. 
(1) (2) (3) (4) (5) (6) 
Maximum Maximum Total 
(7) 
additional additional Maximum nuclear Minimum 
Excess electricity Remaining electricity Additional electricity LWR 
coal generation excess generation electricity generation contribctior. 
available ACT coal P C T  generation in IS, in AS3 













The fuel  consumption of t h e  two coal technologies PCT and  ACT (per  kWyr 
of electrici ty produced) is  2.79 kWyr a n d  2.50 kWyr, respectively. Since t h e  
l a t t e r  i s  more  fuel efficient, i t  will be utilized a s  m u c h  as  possible in AS3. The 
PCT contribution i s  bounded above by t h e  supply cons t ra in t ,  shown in  Figure 
E. 13 (circled column).  Subtract ing f rom th i s  t h e  ACT elect r ic i ty  generat ion in 
IS3 (upper  "advcoal" column in Figure E.14), we obtain t h e  maximum addi- 
t ional  electrici ty t h a t  could be genera ted  from ACT, shown in column (2) of 
Table E.19. From 2020 onwards, these  n u m b e r s  a r e  l imi ted by t h e  quant i ty  of 
excess coal available, r a t h e r  t h a n  the  supply const ra int .  Multiplying column 
(2) by t h e  fuel consumption (2.5 kWyr coal/kWyr), and  subtract ing from 
column (1) we obtain t h e  remaining excess coal  (column (3)). Dividing th is  by 
u n i t s :  GW 
P o r u n  
U S C S  O F  
C C P L  
0, 0 1 
0 * 0. 
0. 0, 
01 0 * 




0, 0 * 
0 1 0 * 
0, 9 
c u r v e  1 c u r v e  2 c u r v e  3 c u r v e  4  c u r v e  5 c u r v e  6 c u r v e  7 
t x a > Y < t 
s o l l d  e l e c  l i q u i d  g a s e o u  e x p o r t  comb b h e a t  
1920 112.CJ St0.00 5RG.QO 570.00 650.00 650.00 
1965 1 Zi.00 749.00 746.60 74C.00 300.00 800.00 
199U 154.CO 775.14 775.14 775.14 815.14 E15.14 
1995 172.00 7 5 Z . 2 3  753.93 753.83 753.83 753.83 
L O O b  119.G0 4 . 6  635.40 on5.40 685.40 685.40 
Z O O 5  236.50 SQG.45 595.69 595.69 595,69 595.69 
20lU 222.00 4 5 5 . 0 9  670.77 476.77 476.77 476.77 
Lil: 231.30 490.95 504.14 504.10 504.19 504.13 
2J2u 232.03 402.14 712.60 712.60 712.60 712.60 
2 C 2 5  241,611 373.52 1093.07 1033.07 1093w07 1093,07 
2030 242.03 371 - 3 8  1550.34 1550.34 15$0,34 1 5 5 0 , 3 4  
FIGURE E.12 Uses of coal results from the ILASA scenarios - region I low. 
t he  PCT fuel consumption (2.79 kWyr coal/kWyr), we obtain the  maximum addi- 
tional electricity tha t  could be produced from PCT (column (4)). Adding this to  
column (2) we obtain t h e  maximum quantity of electricity tha t  could be pro- 
duced with the  excess coal (column (5)). Since this will displace nuclear 
power, we subtract i t  from the total nuclear contribution in IS3 (column (6 ) ,  
which is copied from Figure E.14). to  obtain the  minimum required contribu- 
tion from nuclear power in AS3 (column (7)). In the  last two time periods, t he  
small quantity of excess coal available would imply a ra ther  large contribution 
from nuclear power, as  shown in parentheses in column (7). In AS3, we replace 
these last two te rms with zeroes; and then compute the  additional quantity of 
coal required to  fill the  resulting gap. As will be seen below, this turns out to  
be an insignificant increase that  is well within the  assumed constraint on 
availability of cheap coal (category I). 
We now begin the  specification of AS3. The nuclear contribution will be 
filled entirely by LWR, since i t  is less costly than  FBR. Furthermore, this power 
TABLE E.20 LWR i n  AS3 - region I low. 
(1) 
Minimum 
(2) (3) (4) (5) (6) 
Constraint 
LWR Annual on annual Retired Installed Electricity 
installed buildup buildup capacit ca  acity generation 
(GW) (GW/yr) (GW/yr) ( G W / Y ~ ~  PGW) (GWyr/yr) 
will be utilized in the base load, so the load factor will be 0.70. Dividing the  
figures in column (7) of Table E.19 by this load factor, we obtain the  minimum 
required installed LWR capacity in AS3, shown in column (1) of Table E.20. The 
remaining columns in this table are generated in exactly the  same fashion as 
described above for ASl and AS2. The age structure for LWR (column (4)) is 
calculated from Equation E.l with the initial conditions c o  = 39.00GW and 
r = 1.25 (DOGR, p. 15). The LWR electricity generation (column (6)) is calcu- 
lated assuming full utilization of the installed capacity. This is because the  
operating cost for LWR is less than that  for coal-fired power, so the  dwindling 
LWR capacity is fully utilized in base load. The data in column (6) are plotted 
cumulatively in Figure 15(b) of the text. 
The next s tep in specifying AS3 is to describe the  installed capacity of PCT 
and ACT. As in the  previ.ous examples, the tota.1 installed capacity in AS3 is 
kept a t  least as high as in IS3. The total installed nuclear and coal capacity for 
IS3 is shown in Figure E.15 (circled column). 
REGION I 
NAME: advcoal, elec, a (Coal-Fired Power Plant, 
Advanced Technology) 
1975 capacity O.GW, growth parameter O.X/yr. 
Buildup parameters: Y - 2.00, g = 2.OOGW/yr. 
Table 9. Implied theoretical upper limits. 
Rerup 
E L E C T R I C I T Y  G E N E R A T I O N  
B Y  TECHNDLOGV 
Annual Installed Maximum 
Buildup Capacity Output 
(GW/yr) (GW) (GWyr/yr) 
units: GWel 
1980 0. 0. 
1985 0. 0. 
1990 0. 0. 
1995 2.00 10. 
2000 6.00 40. 
2005 14.00 110. 
2010 30.00 260. 
2015 62.00 570. 
2020 126.00 1200. 
2025 254.00 2460. . 
2030 510.00 4980. 
t x a > v < + x a 












FIGURE E.14 Electricity generation results fr 
FIGURE E.13 Assumed supply constraint for advanced coal technology (ACT) in the IIA- 
SA scenario - region I (from DOGR, p.17). 
2 0 9 . 6 7  2 0 9 . 6 7  2 6 4 . 5 4  
281  - 9 5  2 8 1 . 9 5  3 4 0 . 8 7  
3 2 1 . 7 3  3 2 1 . 7 3  3 8 5 . 1 0  
3 5 1 . 7 7  3 5 5 . 7 5  4 2 4 . 0 9  
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om the IIASA scenario - region I low. 
R e r u n  . 
E L E C T R I C I T Y  
I N S T A L L E D  CAPACITY 
c u r v e  1 c u r v e  2 c u r v e  3 c u r v e  4 c u r v e  5 c u r v e  6 c u r v e  7 c u r v e  8 c u r v e  9 
t A El > V < t X 8 
l u r  c - l u r  f h r  c o a l o  c - c o a l  a d v c o a  h y d r o  s o l a r  p e t g  
FIGURE E.15 Electricity installed capacity results from the IIASA scenarios - region I 
low. 
Subtracting from this the installed LWR capacity in AS3 (column (5) of Table 
E.20), we obtain the  net coal capacity installed in ASg, shown in column (1) of 
Table E.21. Since ACT is to  be utilized as much as possible, the  installed ACT 
capacity (column (2)) runs along the constraint (Figure E.13) up through 
2010. Meanwhile, PCT is built up as needed, so tha t  the  sum of ACT and PCT 
installed capacity equals the required amount shown in column (1). After 
2010, the buildup of PCT is discontinued, because ACT is able to  meet  all 
further buildup requirements. From 2015 onwards, the  installed PCT capacity 
declines a t  the rate determined by its retired capacity (column (6)), and ACT 
capacity is installed as needed to fulfill the  minimum required total coal capa- 
city (column (1) of Table E.21). The resulting annual buildup of ACT is 
calculated in Table. E.22. 
TABLE E.21 Installed PCT capacity in AS3 - region I low 
(1) (2) (3) (4) (5) (6) 
Constraint 
Net coal Annual on annual 
capacity ACT PCT PCT PCT Retired 
installed installed installed buildup buildup P CT 
(Gw) (GW) ( Glv) (GNT/yr) (GW/yr) ( G w / ~ r )  
TABLE E22 Buildup of ACT in AS3 - region I low. 
(1) (2) (3) (4) 
Constraint 
Installed on annual 
ACT Annual ACT Retired 
capacity buildup buildup capacity 
(Gw) (GW/yr) (GW/yr) (GW/yr) 
The final step in specifying AS3 is to allocate the total electricity genera- 
tion (circled column in Figure E.14) to the various technologies. We begin by 
subtracting the LWR electricity generation (column (6) of Table E.20) from this 
total, to obtain the total electricity generated from coal-fired power in AS3, 
shown in column (1) of Table E.23.* As mentioned above, we wish to utilize ACT 
to the full because it is more fuel efficient. However, the  utilization of ACT 
capacity cannot just be set equal to the maximum plant capacity factor of 
70%, because not all of this capacity is utilized in the  base load region. Thus 
we must  first determine what quantity of the total installed coal capacity is 
utilized in base load. In all scenarios for region I, hydropower is utilized only 
in the  peak and intermediate load regions (DOGR, p.96), but not in base load. 
Thus the  only other technology supplying base load power is LWR. Therefore. 
to  calculate the  residual base load shown in column (2) of Table E.23, we mul- 
tiply the  electricity demand (circled column in Figure E.16) by 70.1% (see Fig- 
ure E.3) and subtract from this the LWR contribution (column (6) of Table 
E.20). 
The amount of installed coal capacity utilized in base load (not shown in 
the table) is then determined by dividing the  residual base demand by the  
maximum plant capacity factor (70%). This exceeds the installed ACT capacity 
u p  through 2015, so up until this time, the full ACT capacity is utilized in base 
load. During the last three time periods, however, the ACT installed capacity 
exceeds the requirements for base load, so some of it  will be used in the inter- 
mediate and/or peak load regions. From Figures E.14 and E.16, it  is clear tha t  
hydro and petg supply all peak demand plus some intermediate demand. This 
follows from the  fact that  the combined contribution of these two technologies 
exceeds 4.9% (peak load region; see Figure E.3) throughout the time horizon. 
*These data are plotted (in a cumulative fashion) a s  the coal contribution in Figure 15(b) of the 
text. 
REGION I 
Table 2 .  Secondary energy demand (GWyr/yr). 
E l e c t r i c i t y  Liquid Fuels  S o l i d  F u e l s  Gaseous Fuels  S o f t  Solar  
High Low High Low High Low High Low High Low 
FIGURE E.16 Secondary energy demand projections in the IIASA scenarios - region I 
(from DOGR, p. 12). 
Thus both ACT and PCT are utilized in  the base and intermediate load regions 
only. Therefore in  order to utilize ACT capacity as much as possible during the 
final three time periods, t he  ACT electricity generation is calculated as follows. 
Taking 2025 as  an example. t he  residual base demand is 408.2 GW/yr, which 
requires 408.2/0.7 = 583.1 GW capacity installed. ACT capacity is used for this 
purpose, and the  remaining ACT capacity (799.8-583.1 = 216.7 GW) is used in 
the intermediate load region. Thus, t he  ACT electricity generation is given by 
(583.1 GW)(0.7) + (216.7 GW)(0.398) = 494.4 GWyr/ yr 
as shown in column (3) of Table E.23. 
The electricity generated from PCT (column (5)) is obtained by subtract- 
ing the  ACT generation (column (3)) from the  total (column (1)). 
Finally, t o  comp1et.e the  specification of AS3, we compute the  total coal 
consumed for electricity generation. This simply amounts to multiplying 
columns (3) and (5) by the respective fuel consumption figures (2.5 for ACT, 
TABLE E.23 Electricity generation in ASs- region I low. 
(1) (2) (3) (4) (5) (6) (7) (8) 
Total 
electricity Residual ACT Coal PCT Coal total Egcess 
generation base electricity consumption electricity consumption coal coal 
from coal demand generation ACT generation PCT conmrnption used 
(GWF/F) (GWyr/yr) (GWY~/Y~)  (GWJTIF) (GWyrIyr) (GWyr/yr) (GWyrIyr) (GWyr/yr) 
2.79 for PCT), and adding them. The coal consumed by each technology is 
shown in columns (4) and (ti), and the sum of these two is shown in column 
(7). To compute the  excess coal consumed in AS3, we subtract from column (7) 
the  coal burned for electricity production in IS3, which is given in E.12 
(upper row, second column). The result is shown in column (8 ) .  Comparing 
this with column (1) of Table E.19, we see that  the excess coal available is 
exceeded in the  final two time periods. Thus for AS3 t o  be feasible, the  last two 
coal extraction constraints in Figure E . l l  must be increased by 
1113.2-906.9 = 206.3 in 2025 
1227.9-449.7 = 778.2 in  2030 
The corresponding quantity of additional coal to be made available is (206.3 + 
778.2) (5) = 4.922 Wyr .  From Figure E.l l ,  we see tha t  an assumed 71.5 TWyr 
of coal are available for IS3, so for AS3 to be feasible, this figure must  be 
increased to (71.5 + 4.92)TWyr = 76.4ZTWyr. Since there  is a total of 174 TWyr 
of cheap coal available in region I (DOGR, p.13), this increase is well within the  
resource constraint. The required increase in coal available for extraction is 
4.92/71.5 = 6.88%. However, this increase is almost twice a s  large as  t he  
actual increase in the quantity of coal required in AS3. From column (8) of 
Table E.23 and column (1) of Table E.19, we see t h a t  the  actual additional coal 
required in AS3 is (30.848 - 28.315) TWyr = 2.533 TWyr, which is only 3.54% of 
the  total 71.5 TWyr.* 
By 2030, the contribution to  electricity supply from coal-fired power in 
AS3 is 542.9/640.0 = 84.8%, and the contribution from nuclear power is 0.0%. 
The corresponding shares  in the  original scenario (IS3) a re  computed as  fol- 
lows. For coal-fired power, (0.0 + 51.8)/640.0 = 8.1%, and for nuclear power, 
(189.8 + 301.4)/640.0 = 76.7%. 
TABLE E.24 Buildup of nuclear capacity in IS3 -region I low. 
(1) (2) (3) (4) (5) (6) 
Net 
Installed annual Retired Annual Instal led Annual 
LWR LWR LWR buildup FBR buildup 
capacity buildup capacity of LWR capacity of FBR 
(GW) (GW /yr) (GW /yr) (GW /yr) (Gw) (GW/Y~) 
Finally, we compare the  value of the  objective function in the two 
scenarios AS3 and IS3. For this  purpose, the annual buildups for LWR, FBR, PCT, 
and ACT in IS3 are calculated in the  usual manner  (Tables E.24 and E.25). The 
*In any case, this is not a significant issue, because there is so much coal available in region I, and 
the additional coal is not required during the first 40 years of the time horizon. 
TABLE E.25 Buildup of coal-fired capacity in IS3 -region I low. 
(1) (2) (3) (4) (5) (6) (7) (8) 
Net Net 
Installed annual Retired Annual Installed annual Retired Annual 
PCT PCT PCT PCT ACT ACT ACT ACT 
capacity buildup capacity buildup capacity buildup capacity buildup 
(GW) (GW/yr) (GW/yr) (GW/yr) (GW) (GW/yr) (GW/yr) (GWlyr) 
computed values for the weighted sums 2 and P are summarized in Table E.26 
for both IS3 and AS3. Calculating the objective function using the standard 
coefficients A and B (Table E.8), IS3 is favored over AS3, as expected. However, 
if the nuclear costs are increased by 16% or more, the situation is reversed, 
and AS3 is favored. This demonstrates the serious lack of robustness in the  
supply scenarios with respect to  variations in the  cost assumptions. 
To verify tha t  AS3 is favored under this cost increase, suppose the capital 
and current  costs for LWR and FBR are increased as follows 
LWR FBR 
cur $50 -, $59.91 $50 -, $58.00 
cap $700 + $817.28 $920 + $1067.20 
From equations (E.8) and (E.9) the coefficients A and B have the new values: 
LWR FBR 
These coefficients a re  16% grea ter  than the  values shown in Table E.8. The 
resulting costs of the nuclear contributions in IS3 and  AS3 are  $ 3 3 7 . 1 1 9 ~ 1 0 ~  
and  $125.686 x 1 o8 respectively, which lead t o  the total costs shown in Table E.26. 
TABLE E.26 Calculation of objective function for ASs -region I low. 
LWR FBR PCT ACT 
Total cost: 
IS3: 8673.33 billion 
AS3: 8700.76 billion 
Increase nuclear costs by 16%: 
IS3: 8719.83 billion 
ASS: 8718.10 billion 
E 6. Electricity Supply System in Region YI 
In region VI (Middle East and  North Africa) there  a re  43 TWyr of gas avail- 
able a t  $30/kWyr (DOGR, p. 72). There a r e  no constraints imposed on the  
extraction rate  for natural gas. The low cost of gas in this region affects t he  
relative cost s t ruc ture  for electricity supply technologies. The cost r a n h n g  
for t he  relevant technologies is shown in Table E.27. These figures a r e  calcu- 
lated using Equation (E.3) with r c  = $30/kWyr for natural  gas. LFP refers to  
liquid fuel power plants. The cost shown in Table E.27 for LFP is the  operating 
cost for existing oil-fired capacity. No new LFP capacity is added, because the  
resulting product cost is so high ($256/kWyr in base load). Coal-fired power 
cannot contribute significantly in  this region because there  is essentially no 
coal (0.2 TWyr, DOGR, p.72). 
TABLE E.27 Cost ranking of electricity supply technologies in region VI ($/kWyr) 
Base Intermediate Peak 
GFS 130 GT 147 GT 210 
GT 134 GFS 155 GFS 276 
LWR 136 LWR 192 PCT 401 
FBR 143 PCT 196 LWR 465 
PCT 154 FBR 214 FBR 556 
LFP (222) 
From the table i t  is clear t ha t  the favored technologies a re  gas fired 
steam (GFS) for base load and gas turbines (GT) for intermediate and peak 
load. The gas consumption in region VI is shown in Figure E.17 for t h e  high 
and low scenarios. In both cases, i t  is well below the  43 TWyr of cheap gas 
available. In Figure E.18 (a) and (b), the  electricity generation results are  
shown for the high and low scenarios in region VI. The total nuclear contribu- 
tion in these scenarios is 0.657 TWyr and 0.639 TWyr respectively. If these con- 
tributions were filled with the least efficient gas-fired technology (GT: 3.33 
kWyr gas per kWyr elec.tricity; DOGR, p.96), the  additional gas consumption in 
the scenarios would be 2.188 TWyr and 2.128 TWyr respectively. This would 
increase the total gas consumption to 34.767 TWyr and 21.614 TWyr respec- 
tively, which are both well below the  limit of 43 TWyr of cheap gas. 
The installed capacity results for both scenarios in region VI are shown in 
Figure E.19. The assumed constraints for installed GFS and GT capacity are 
shown in Figure E.20 (reproduced from DOGR, p p . 7 6 , ~ ~ ) .  The sum of the  
installed capacities for GFS and GT is also shown in Figure E.ZO(b). By compar- 
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1980  76.97 76.97 76.97 76.97 76.97 76.97 76.97 
1935  115.69 115.69 115.69  l l 5 I b 9  115q69 115.69 115.69 
1 9 9 0  175.52 175.52 175.52 175.52  175.52 175.52 175.52 
1995  245.17 245.17 245p17 245.17 245.17 245.17 245.17 
2 0 00 311.75 311 - 7 5  311975 311.75 311.75 311175 311.75 
2005 372.11 372.11 372.11 372.11 372.11 372.11 3 7 2 , l l  
201  0 421.51 421 a 5 1  421.51 421.51 421.51 421 - 5 1  421  - 5 1  
201  5 470.41 470.41 470.41 470.41 470.41 470.41 470.41 
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2025 537.99 567.99 567.99 567.99 567.99 567.99 567.99 
2030 628.66 623.68 628.68 628.68 628.68 628.68 628.68 
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FIGURE E.17 Gaseous fuel supply results from t h e  IIASA scenario: (a) region VI high; 
(b) region VI low. 
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FIGURE E.18 Electricity genera t ion  supply resu l t s  f r o m  t h e  IIASA scenarios:  (a) region 
VI high; (b) region VI low. 
ing this with t h e  total installed capacity in the scenarios (Figure E.19), i t  is 
clear t ha t  gas-fired power could be built up so as to equal or exceed the  entire 
installed capacity in either scenario from 2005 onwards. 
In sum, given t h e  availability of cheap gas and the  cost ranking in Table 
E.27, i t  appears tha t  the  optimal solutions for region VI would consist almost 
entirely of gas-fired power (mostly GFS in base load and mostly GT in inter- 
mediate and peak load). In particular, the optimal solut.ions would include lit- 
t le or no nuclear capacity. However, exogenous lower bounds were imposed on 
LWR buildup*, as shown in Figure E.21, so tha t  LWR is forced to  remain in t h e  
scenario. This explains the  LWR contribution, but it is difficult t o  understand 
why FBR enters  t h e  solution, since i t  has a high relative cost in all load 
regions, and there appears to be an  abundance of unused capacity among the  
cheaper technologies. 
E.7. Projected Additions to Nuclear Capacity in the IJASA Scenarios 
The assumed history of global LWR capacity installed is shown in Table 
E.28. The "Additions to  capacity" are obtained in  the same fashion as for 
region Ill (see Equation (E.l) and  Table E.l). The totals in the last row of Table 
E.28 are  entered into the  "Retired capacity" column of Table E.29. The total 
installed nuclear capacity projections from the  IIASA high and low scenarios 
a re  shown in F'igure E.22 (circled columns). These data a re  copied into the  
first columns of Table E.29. The "New additions to capacity" a re  then calcu- 
lated by adding the  ret i red capacity to the  net capacity added. For example, 
t he  calculation for the  high scenario in 1995 is the  following 
Net capacity added = (587.94-388.53) GW = 199.41 GW 
(199.41 + 5.58)GW = 204.99 GW 
*These are mis-documented in DOGR as upper bounds 
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FIGURE E.19 Electricity installed capacity results from the  IIASA scenarios: (a) region 
VI high; (b) region VI low. 
(a) R E G I O N  V I  
N M E :  g a s s t e a m ,  e l e c t  a ( G a s - f i r e d  S t e a m  Power P l a n t )  
1975 c a p a c i t y  10.00GW, g r o w t h  p a r a m e t e r  S .O%/yr .  
B u i l d u p  p a r a m e t e r s :  Y = 1 . 4 0 ,  g  0.4OGW/yr. 
T a b l e  9. I m p l i e d  t h e o r e t i c a l  u p p e r  l i m i t s .  
A n n u a l  I n s t a l l e d  Maximum 
B u i l d u p  C a p a c i t y  O u t p u t  
(GW/yr) (GW) (GWyr/yr) 
1980  1.19 15. 11. 
1985  2 .06  24.  17. 
1990 3.29 39. 28. 
1 9 9 5  5.01 63. 44.  
2000 7.41 98.  69.  
2005  10 .77  149.  104.  
2010  15 .48  220. 155.  
2015  22 .07  320. 225. 
2020 31.30 460. 323. 
2025  44.22 656. 461.  
2030 62.31 931. 654. 
(b) REGION V I  NAME: j e t g a s ,  elec,  a  (Gas T u r b i n e s )  
1975  c a p a c i t y  O.GW, g r o w t h  p a r a m e t e r  O.%/yr .  
B u i l d u p  p a r a m e t e r s :  y = 1 .40 ,  g  = O.UOGW/yr. 
T a b l e  10. I m p l i e d  t h e o r e t i c a l  u p p e r  l i m i t s .  
a f  c o m r f r r i r f s  0.1 
/ i * , t a l l * A  9 a s - 4 i r * J  -,%s;4 
r Y 
Annual  I n s t a l l e d  Maximum 
B u i l d u p  C a p a c i t y  O u t p u t  
(GK/yr) (GW) ( G W r / y r  
9 
1980  0.40 2. I? ' 1. 
1 9 8 5  0.96 7. 3 5. 
1990  1.74 16. 55 11. 
1 9 9 5  2.84 30. 7 3 21.  
2000 4.38 52. I 5 0  36. 
2005  6 . 5 3  84. 133 59.  
2010 9.54 130.  3 5 0  91. 
2015  13.76 194. Fry 136.  
2020 19.66 284. 7 4 )  199. 
2025  2 7 . 9 3  409. l o b s  288. 
2030  39 .50  585. 1516  411. 
FIGURE E.20 Assumed constraints for installed gas-fired capacity in the IIASA scenario 
- region VI (from DOGR, pp.76-77). 
The retired capacity column is just the "New additions to capacity" 
column shifted vertically downwards by six time periods, as discussed in detail 
for previous examples. 
REGION V I  
NAME: u- lwr,  e l e c ,  a  (L igh t  Water Reactor)  
1975 c a p a c i t y  0 .  GW, growth parameter 0.  %/yr .  
Bui ldup parameters:  y = 1 .20 ,  g = 0.40GW/~r.  
I*, 
Table  5.  Impl ied  t h e o r e t i c a l  
Annual I n s t a l l e d  Maximum 
Bui ldup Capaci ty  Output 
(GW/yr) ( G W )  (GWyr/yr) 
1900  0 . 0 5  0 .  0 .  
1985 0 .07  1 .  0 .  
1990  0 . 0 9  1. 1. 
1995 0 . 1 2  2  1 .  
2 0 0 0  0 . 1 5  2 .  2.  
2005  0 . 1 8  3.  2 .  
2 0 1 0  0 . 2 0  4 .  3. 
2015  0 . 2 0  5. 3 .  
2020  0 . 2 0  5 .  4 .  
2025 0 . 2 0  6 .  4 .  
2 0 3 0  0 . 2 0  6 .  4 .  
FIGURE E.21 Lower bounds imposed on LWR installed capacity - region VI (from DOGR, 
p. 74). The phrase "Implied theoretical upper limits" in the table should read "Exo- 
genous lower bounds". 
To obtain the  total capacity t h a t  is projected to  be added over the next 50 
years, the  figures in  t he  last  columns of Table E.29 a re  added, producing t h e  
totals 5195.46 GW for t he  high scenario and 3213.19 GW for t he  low scenario. 
Since 1 GW = 1000 MW, these figures are  equivalent t o  5195 nuclear power sta- 
tions of 1000 MW each in the high scenario (3213 power stations in the  low 
scenario). 
Since there a r e  18262 days in 50 years (365 x 50 + 12 for leap years), this  
means tha t  on the  average a new 1000 MW facility must  be installed every 
18262/5195 = 3.52 days in the  high scenario, and every 18262/3213 = 5.68 
days in the  low scenario. 
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FIGURE E.22 Electricity installed capacity results from the IIASA global scenarios: (a) 
high; (b) low scenario. 
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TABLE E.28 Assumed historical LWR age structure in IIASA scenarios 
1975 
Region Capacity 
Additions to Capacity (GW) 








Totals: 77.88 52.69 17.02 5.58 1.84 0.61 019 
The minimum and maximum values for the frequency of construction of 
nuclear generating stations in the  scenarios are  calculated as  follows. First, 
there are 5(365) + 1 = 1826 days in 5 years. 
High scenario Low scenario 
1980: 1826/63.93 = 28.56 days/GW 1826/51.95 = 35.15 days/GW 
Note: The dual PCT technologies a l so  appear i n  the computer input f i l e s  
fo r  regions I V  and V I ,  but they have l i t t l e  e f f e c t .  This i s  because the 
dominant cons t ra in t s  a r e  the s c a r c i t y  of cheap uranium (region I V )  and 
coal (region V I ) ,  a s  well a s  the small i n i t i a l  buildup r a t e  Yo. 
TABLE E.29 IIASA's projection of global nuclear installed capacity (GW). 
High Scenario 
Installed Net Retired New Additions 
Capacity Capacity Added Capacity to Capacity 
Low Scenario 
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APPENDIX F: EARLY SENSITMTY SIVDIES 
This Appendix provides a very brief summary of the  early work on sensi- 
tivity analysis of the Hafele-Manne model, which is the forerunner of MESSAGE. 
The Hafele-Manne (H-M) model is a linear programming model in which 
the sum of discounted costs of meeting a given demand for electrical and 
non-electrical energy is minimized, subject to various constraints. This basic 
s tructure was retained in all subsequent versions of the  model (including MES- 
SAGE). The inputs to  H-M include cost assumptions for various technologies 
and constraints on the  availability of fossil fuels and cheap uranium. For a 
full description, see Hafele and Manne (1974). 
The first paper to be discussed here was published in October 1974 (Konno 
and Srinivasan, 1974). This paper explored the sensitivity of the  H-M model to 
the assumed discount rate, costs and quantities of cheap uranium, cost of oil 
and gas, and a number of other parameters that  are not particularly relevant 
to the present work. Some of the basic findings were the following: the  model 
results are sensitive with respect to changes in the discount rate. In addition, 
the "supply pattern of energy changes widely as we vary the [petroleum] 
price," although the "total sum of energy consumed is less sensitive" (p. 10). 
An interesting finding is tha t  the model results are insensitive to  the 
availability of cheap uranium, even though there is an LWR-step in this model 
as well. The reason for this is simple. The assumed static cost ranking for 
electricity generation in the H-M model is as  shown in Table F.l (from Suzuki 
and Schrattenholzer, 1974). 
TABLE F. 1 
Technology Annual cost 
($l~~/TW(thermal)) 
FBR 83 1 
LWR $32 or $36 
Coal 846 
I t  is clear from the  table that  the LWR-step has little effect, because it 
does not  effect the  relative cost ranking. The assumed cost per TW(th) of elec- 
tricity generated from LWR varies between $32 billion and $36 billion, depend- 
ing on the  availability of cheap uranium. But this cost is always greater than 
the  cost of.FBR ($31 billion) and is always less than the cost of coal-fired elec- 
tricity ($46 billion). Therefore, under these cost assumptions, the model 
results are not sensitive to the quantity of cheap uranium available. 
The paper also explores the response of the model to the  assumption tha t  
there exists a stock of uranium that  is priced between the  cheap and expen- 
sive categories. This simply replaces the single $4 billion LWR-step by two 
smaller LWR-steps which still add to  $4 billion. The relative cost s tructure is 
therefore not affected in this case either, and so sensitivity is not observed. 
The sensitivity of the  H-M model results with respect to  changes in the  
relative cost s tructure was not explored. For example, if the cost of FBR were 
increased by just 4% from ($31 bi.llion to $32.24 billion), then  the relative cost 
ranking would be altered, which could cause the model to produce very dif- 
ferent results. In particular, sensitivity with respect to  cheap uranium would 
probably be observed. 
The next  paper on sensitivity analysis was published in December 1974 
(Suzuki and Schrattenholzer,  1974). This work investigates t h e  sensitivity 
with respect t o  a parameter  in H-M called t he  hydrogen utilization factor,  
which does not  have a counterpar t  in MESSAGE. Nevertheless, i t  was found in 
some cases t ha t  variations in this parameter  altered t he  relative cost s t ruc-  
ture ,  causing the  model to produce optimal solutions t ha t  were significantly 
different from the  solutions published in Hafele and Manne (1974). 
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FIGURE F.1 Early sensitivity analysis results on the contribution of solar thermal elec- 
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FIGURE F.2 Early sensitivity analysis results on the contribution of solar hydrogen 
(SHYD) in the Hafele-Manne model (reproduced from Suzuki 1975, p.51). 
The final paper t h a t  includes documented sensitivity analysis was pub- 
lished in December 1975 (Suzuki, 1975). This paper investigates an extended 
version of the  H-M model t h a t  includes solar thermal  electric conversion 
(STEC) as an additional energy supply technology. Since the basic cost 
assumptions resulted in relatively high costs for electricity generated from 
STEC, the contribution from this technology was insignificant in the base case 
scenarios. However, sensitivity analyses were conducted in  which the  
assumed capital cost of STEC was varied, and this produced scenarios in which 
STEC contributed from 0% up to  more than 70% of the total  electricity supply. 
These results a re  shown in Figure F.l, which is reproduced from the report 
(p.53). Similar sensitivity was found in the non-electric energy supply system, 
as shown in Figure F.2 (also reproduced from the report,  p.51). 
Further  sensitivity tes ts  were conducted in which the  cost of coal was 
varied. The resul t  was tha t  the  contribution of coal-fired power to  electricity 
supply varied from 10% to  over 50%, as shown in Figure F.3 (reproduced from 
the  report,  p.59). 
Note t h a t  the  model has  no  knowledge of t he  physical interpretation of 
STEC. As far  as  the  model is concerned, "STEC" is simply a se t  of numerical 
parameters tha t  could represent any particular technology. Similarly, coal 
can represent  any particular resource. Thus, the  observed sensitivity to  vari- 
ations in t he  capital and resource costs is intrinsic t o  all energy supply tech- 
nologies in the model. 
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FIGURE F.3 Early sensitivity analysis results on the contribution of coal in the 
Hdfele-Manne model (reproduced from Suzuki 1975, p.59). 
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