Cognitive radio (CR) provides a way to utilize the radio resources in a smart manner. In order to exploit the benefits of CR technology either in CR systems or in CR enabled wireless sensor networks, CR based smart grids, CR based wireless body area networks (WBANs) and CR based Internet of Things (IOTs), it is necessary to characterize the radio traffic in a realistic way. In perspective of CR operating models, the radio traffic can be modeled either using conditional or unconditional modeling approaches. In unconditional modeling approach, observed data traffic is solely considered as interference while in conditional modeling approach the observed data traffic is first classified as signal and noise. Prior knowledge about the statistics of interference in unconditional modeling approach while signal (primary user) and noise (secondary user) characterization in conditional modeling framework will help in efficient utilization of radio resources within CR-enabled radio environment. Furthermore, performance analysis is carried out for both the unconditional and conditional models based on devised information theoretic criterion. Multivariate Gaussian mixture (MGM) as a special case of hidden markov random field (HMRF) and Gaussian mixture (GM) are suitable candidate models for the observed data traffic in ISM (Industrial, Scientific and Medical) band based on devised criterion in unconditional and conditional models, respectively.
I. INTRODUCTION
In recent times many innovative wireless technologies and high speed data services have been introduced to attract radio customers. Due to these services, many radio bands are highly occupied. On the other hand, extensive radio measurement campaigns in different areas of the world have validated the under-utilization of the already allocated spectrum either due to the low traffic scenarios or because of the static allocation policies by the Federal Communications Commission (FCC) [1] .
Cognitive radio (CR) is the key to resolve the issues between spectrum demand and underutilization [2] . The CR devices are capable to adjust the operating parameters dynamically by learning about their environment which clearly helps them to utilize the spectral and temporal resources efficiently, in a process known as dynamic spectrum access (DSA) [3] , [4] . Due to this learning capability, the CR devices can switch between different operating The associate editor coordinating the review of this manuscript and approving it for publication was Min Jia . frequencies, dynamically access the specific radio bands at different time instants and also utilize spectral resources within the various radio bands.
CR systems can operate in three different ways, namely, underlay, overlay and interweave. In interweave CR systems, the secondary user (SU) can access the radio spectrum opportunistically in the absence of the primary user (PU). So an accurate statistical model of the observed data traffic is the key for efficient DSA with non-interfering SU signals in CR-enable radio environments.
In [5] , the authors conducted real-time measurement campaigns in various spectrum bands and the measured average signal channel power in television bands is modeled approximately as a Gaussian random variable. To characterize the WLAN interference, second order Markov Modulated Poisson Process (MMPP(2)) is devised and compared with existing pareto distribution model [6] . In [7] , an occupancy survey is conducted in Chicago, in which the authors presented the interference temperature model and the signature based models which help the cognitive users in the identification of already active services in the radio band.
A probabilistic model of the interference power at the PU receiver is devised in [8] , where the probability distribution function (PDF) of the interference power is heavy tailed alpha-stable. Interference characterization knowledge is the key for accurate channel state information in CR based internet of things (IOTs) Networks [9] , [10] . A quantitative study to model the spectral occupancy was also performed in urban Auckland, New Zealand [11] in which the authors model the noise statistics by the Gaussian distribution while the received signals statistics are characterized using the amplitude probability distribution. The spectral occupancy is modeled in the very high frequency (VHF) bands by a cumulative distribution function (CDF) based on real time measurements [12] . In this work, the authors also study the potential opportunities of the frequency agile CR. In [13] , in the ISM band both the narrowband and wideband measurement campaigns are conducted and based on these measurements the signal to noise ratio (SNR) is modeled probablistically as the log-normal distribution. In another study, the authors claim that the interference from a WLAN can be modeled as Gaussian [14] , [15] . In [16] , the performance of spectrum sensing is studied by assuming the PU distribution as two state process where each state is considered to be exponentially distributed. The author also claimed that the performance of spectrum sensing can also be analyzed in the same manner by assuming the distribution of the states to be Gamma, Log-normal and Erlang. In [17] , it is also assumed that the signal power distribution in WLAN (802.11b) is probabilistically modeled as Gaussian random process.
In this paper our contributions are included:
• By adapting unconditional modeling approach, the observed ISM data traffic solely considered as interference which is then characterized probabilistically using state of the art Gaussian and proposed multivariate Gaussian mixture as a special case of hidden Markov random field (HMRF).
• The observed data traffic is also characterized using conditional modeling approach. Where the observed data traffic is first clustered into signal (PU) and noise (SU), the clustered signal and noise are then characterized using different uni-modal and multi-modal probabilistic models.
• In best of our knowledge, this study is first of its kind which addresses the characterization of observed data traffic (real time radio activity) in perspective of both PUs and SUs applications by adapting the both unconditional and conditional modeling approaches respectively in CR enabled environments.
• The performance analysis is also conducted for both unconditional and conditional models of the observed ISM data traffic respectively, based on heuristic information theoretic criterion. The devised criterion is a suitable methodology to single out the better between the state of the art models and the proposed probabilistic model of the observed data traffic within both unconditional and conditional modeling approaches.
• The devised modeling approaches really pave the way for efficient DSA within CR-enabled radio environments by providing a prior information about observed data traffic statistics. In unconditional modeling, to have the interference characterization as a prior knowledge will enable the PU to operate in interference aware radio environment. While in conditional modeling approach, to have the knowledge of PU statistics will enable the SUs to adapt the non-interfering available spectral resources. The paper is organized as follows. In Section II, observed data traffic is described. Probabilistic models are devised and detailed in Section III. Performance analysis is described in Section IV. Finally conclusions are detailed in Section V.
II. DATA MATRIX ACQUISITION
Measurement compaigns are conducted at two different locations in the engineering campus, University of Kassel, Germany. The details of which are given in [18] . The measured data traffic is saved as the comma separated (CSV) format using the Chanalyzer Pro R in order to analyze it purposefully. The measured data traffic is then obtained as a matrix where each column represents the frequency subband having a bandwidth of f = 333kHz and each row denotes the time instance having a resolution of t = 560ms.
where each element d (t , f k ) of the acquired matrix is an instance of the observed data traffic D (t , f k ), represents the instantaneous power in dBm at time instant t = t with = 1, . . . , L and frequency subband f k = k f with k = 1, . . . , K , where L = 1000 and K = 285, respectively [18] . The observed data traffic is actually considered as prior radio activity analyzed in real time scenarios. The prior knowledge about the radio activity will help to carry out the efficient DSA in CR enabled radio environments. In unconditional modeling approach, the observed radio activity is considered as interference, prior knowledge about interference characteristic will help PU to adapt non interfering radio resources in its operating radio band. On the other hand, in conditional modeling, observed radio activity is first clustered as signal (PU) and noise (SU). The prime objective to adopt conditional modeling approach within CR enabled radio environments is that the SU can have the prior knowledge of the PU statistics to utilize the available spectral resources efficiently in the absence of PU.
III. PROBABILISTIC MODELS OF ISM DATA TRAFFIC
The joint PDF of the observed data traffic D (t , f k ) can characterize it completely. A parametric modeling approach is a powerful probabilistic tool to estimate the parameters of the presumed distribution. The devised parametric modeling methodologies then estimate these parameters using the known information. The parametric modeling approach is useful in different areas including image and speech processing, spectral estimation, data compression, communication and manufacturing systems. The observed data traffic process D (t , f k ) is modeled using two different approaches in perspective of CR system users as systemically depicted in Fig. 1 .
In this modeling approach, the observed data traffic D (t , f k ) is solely considered as interference. The purpose of adopting this approach is that the PU can have a better knowledge about the characterization of the interference in the radio band in which it is operating CR based industrial sensor networks, CR based smart grid operational architectures and CR based IoTs are real time applications of unconditional modeling approach when in such CR based networks either it is not necessary to prioritize certain SU data traffic or SU data traffic is delay insensitive for specific duration.
1) GAUSSIAN DISTRIBUTION MODEL
The observed data traffic D (t , f k ) is assumed to be i.i.d. In [14] , [17] , the observed data traffic D (t , f k ) is modeled using Gaussian distribution based on this assumption. In [17] , the authors assumed the distribution of the observed data traffic to be Gaussian in real time WLAN measurement scenarios. The observed data traffic D (t , f k ) is assumed to be a stationary random field, the PDF of D (t , f k ) can be obtained by estimating the PDF of observed data at the time instant and the PDF of observed data in the frequency subband, respectively. The observed data in a specific frequency subband is defined as D f = D (t , f ). While the observed data at a specific time instant is to be defined as D t = D (t, f k ).
The observed data process D either in a specific frequency subband or at chosen time instant can be characterized approximately as an i.i.d Gaussian random process
where the parameters mean µ and variance σ 2 of the Gaussian distribution are estimated by the maximum likelihood estimation (MLE) approach. The MLE is a well established technique to estimate the parameters of the presumed PDF [19] . Fig. 2 depicts the PDF of the measured data traffic process D f in the frequency subband. The PDF of the observed data traffic process D t at any time instant is shown in Fig. 3 . Fig. 2 and Fig. 3 depict clearly the multi-modality in the observed data traffic in the frequency subband and at the time instance, respectively. It is an established fact that the state of the art uni-modal distribution is not the suitable option to characterize the multi-modal observed data traffic D (t , f k ).
2) HIDDEN MARKOV RANDOM FIELD
Hidden Markov Random Field (HMRF) is a parametric modeling approach in statistics which is used to characterize data within domain of signal, image, speech and biological applications. In the perspective of unconditional modeling, 
T is considered as neighboring in frequency (NF) or neighboring in time (NT) [18] . In NF case, frequency carriers are considered as variables having time instances as their observations while in NT scenarios, time intervals are considered as variables having their observations at different frequency carriers. To characterize the NF or NT using HMRF, a modified multivariate Gaussian mixture (MMGM) is defined as [20] 
where N represents the neighborhood of the measured data traffic observation, N along with measured data traffic observation collectively called as conditional probability window which is w while R is the normalization factor. In contrast to our previous work [18] , [21] , conditional independence is assumed between observations both either in NF scenario or in NT case, HMRF is sufficiently addressed by MGM as under this assumption MGM is considered a special case of HMRF. Conditional independence means that observations are not independent in true sense, actually they are independent given the latent variable which is number of component of MGM in this special case of HMRF. The mixture distribution as a special case of HMRF is one of the reasonable choices to model the heterogeneity in the context of clustering analysis. It provides a valuable framework to characterize the shapes of unknown distributions. It also has the capability to model the complex distributions accurately by selecting the optimal number of components. It clearly has the better fit in comparison to the uni-modal parametric family, the reason being that the latter cannot handle the local variations in the observed data in an accurate way [22] . As described in [18] , since the observed data traffic process D (t , f k ) is multi-modal, hence the multivariate Gaussian mixture(MGM) as a special case of HMRF is the suitable model as mentioned in [23] . The joint PDF of the observed data traffic D (t , f k ) is obtained by estimating the PDF of the neighboring process samples in frequency as well as 
The characterization of the observed data traffic and its correlation statistics including frequency correlation function (FCF) and time correlation function (TCF) are detailed in [18] . In NF, the vector D λ = D NF,λ is obtained where
The parameters of MGM are estimated using the L observations while k is arbitrarily chosen from the set k ∈ {1, . . . , K − 1}. The scatter plot depicts the empirical joint distribution of D NF,λ in Fig. 4 .
In the NT scenario, the vector is defined as D κ = D NT,κ where 1 = = 2 − 1 and k 1 = k 2 = 1, . . . , K and the MGM parameters are estimated using the K observations. The choice of in NT is arbitrary from the set ∈ {1, . . . , L − 1}. Fig. 5 shows the empirical joint distribution of the D NT,κ . The distribution of the observed data vector D is assumed MGM as special case of HMRF in the both scenarios named NF as well as in NT. The sum of N Gaussian densities in the FIGURE 5. Empirical observed D NT,κ in neighboring time slots. VOLUME 8, 2020 MGM can be described as [22] , [24] 
where = {θ 1 , θ 2 , .....θ N } consists of a parameter set θ n = {π n , µ n , n }. Moreover, f d| µ n , n represents the density of each component as
where µ n denotes the mean vector, n represents the covariance matrix and π n denotes the probability of the nth component.
The iterative EM algorithm is used to estimate the parameters of the MGM distributions from the observed data traffic D (t , f k ) [18] .
B. CONDITIONAL MODELS
In the conditional modeling approach, the observed data traffic D (t , f k ) is clustered into signal and noise processes respectively. The objective of adopting this approach is so that the SU can have the knowledge about the true characterization of the occupancy in the radio band in which it is operating.
CR based wireless body area networks (WBANs) and CR based public safety and emergency services are the real time applications of conditional modeling approach when in such CR based systems the SU data traffic is delay sensitive.
In this approach, the observed data traffic D (t , f k ) is considered in specific WLAN channel having a bandwidth of 22 MHz. The observed matrix c in this specific channel is first converted into the gray scale values by using the following expression as detailed in [25] , [26] 
The Otsu's algorithm is then implemented to calculate the threshold τ c for the gray scaled matrix. The threshold τ c is calculated by minimizing the intraclass variance. In contrast to [21] , the gray level thresholding is also implemented on to obtain the global threshold τ G . In order to address the local bias in obtained τ c , instead of τ c , the average of both τ c and τ G is considered as optimum threshold τ q . All the values in the gray scaled matrix q (t , f k ) which are above the optimum threshold, are recognized as signal and the values below the threshold are considered to be noise as described in the following equation
where q (t , f k ) represents the observation of q (t , f k ). The signal and noise are represented by s and ζ respectively. The noise q (t , f k ) |ζ and the signal q (t , f k ) |s processes are further defined by assuming them to be i.i.d, as follows.
1) AVERAGE SIGNAL DISTRIBUTION MODEL
The average signal is defined as the average of the signal q (t , f k ) |s either over all the time instances in a frequency subband or it can be obtained by averaging q (t , f k ) |s over all the frequency subbands at any time instant in given WLAN channel. The average signal q (t , f k ) |s over all frequency subbands in a given WLAN channel is defined as
where = 1, . . . , L = 1000 and k = 1, . . . , K = 66, while oc t 1 , . . . , oc t L denote the instances of the temporal occupancy OC t . Fig. 6 depicts the empirical distribution of the temporal occupancy OC t . The obtained average of the signal q (t , f k ) |s over all time instances in the frequency subband is expressed as
with k = 1, . . . , K = 66 and = 1, . . . , L = 1000. Furthermore, oc f 1 , . . . , oc f K , are the instances of spectral opportunity OC f . The empirical distribution of the spectral occupancy OC f is depicted in Fig. 7 . 
a: GAUSSIAN DISTRIBUTION MODEL
In [5] , the PDF of the average signal is characterized as Gaussian in the TV band. Anyhow, the authors admit that the proposed model is not always in line with the measured data. The reason of this disagreement between the modeled and measured data is clearly the multi-modality of the measured data in the TV band. In [27] and [28] , the signal power distribution of PU is also assumed to be a Gaussian random variable.
b: t-LOCATION DISTRIBUTION MODEL
In order to model the spectrum occupancy, uni-modal distributions other than Gaussian are also suitable choices. It is assumed that the spectral occupancy can be modeled using Beta distribution and is also validated using real time measurements in the 20MHz -1500MHz spectrum band [29] . In this work, the t-location distribution outperforms the Gaussian and Beta distribution in terms of log-likelihood criterion which is shown in the following section. The PDF of the average signal oc using the t-location distribution is defined as
where ν t represents the shape parameter, µ t and σ t denote the location and scale parameter respectively. These parameters of the of the t-location are estimated using the MLE approach [30] , [31] . Moreover (·) denotes the gamma function.
c: GAUSSIAN MIXTURE DISTRIBUTION MODEL
The uni-modal distribution is not a suitable choice to characterize the PDF of the multi-modal average signal oc, so the GM can be used to characterize the signal instead. The PDF of oc is described as
where f (oc|µ n , σ n ) denotes the density of each component of the GM.
The parameters of the GM are estimated using the iterative EM algorithm which is discussed in [18] . The difference here, in comparison to the unconditonal model is to consider the PDF of the univariate average signal oc.
2) AVERAGE NOISE DISTRIBUTION MODEL
The average noise q (t , f k ) |ζ over all the frequency subbands at any given time is described as OP t , and its instances are given by
with = 1, . . . , L = 1000 and k = 1, . . . , K = 66. Furthermore, op t 1 , . . . , op t L denote the instances of the OP t which is also recognized as temporal opportunity. The PDF of the observed temporal opportunity OP t is shown in Fig. 8 .
The noise samples q (t , f k ) |ζ are averaged over all time slots to obtain the average noise within the given frequency subband, which is expressed as
where k = 1, . . . , K = 66 and = 1, . . . , L = 1000.
Furthermore, op f 1 , . . . , op f K denote the instances of the OP f which is the spectral opportunity. The PDF of the spectral opportunity OP f is shown in Fig. 9 .
a: GAUSSIAN DISTRIBUTION MODEL
The distribution of the average noise in the TV band is characterized by the Gaussian random variable in [5] . It is also claimed that both OC and OP have the normal distributions in the proposed model for the secondary user activity [32] . Heavy-tailed distributions are also considered as candidates to characterize the spectral opportunity in CR enabled environments [33] . The authors assumed that the Gamma distribution and generalized Pareto distributions can be used to model the spectral opportunity in those scenarios where the PU activity is identical in given frequency subbands. They also claimed that the Gamma distribution performs better than the generalized Pareto distribution in the given scenarios. However the generalized extreme value distribution is a more reasonable choice to characterize the PDF of q (t , f k ) |ζ compared to other uni-modal distributions including the Gamma and Gaussian distributions based on the log-likelihood criterion. The PDF of average noise based on the generalized extreme value distribution is defined as
The parameters of generalized extreme value distributions are estimated using MLE [34] , where e represents the shape parameter, µ e is the location and σ e is the scale parameter, respectively.
c: GAUSSIAN MIXTURE DISTRIBUTION MODEL
The noise does not always behave as a Gaussian random process in practical scenarios. The noise at receiver has the properties of non-Gaussianity due to heterogeneous radio services in the ISM band. The PDF of the non-Gaussian noise process can be characterized by the mixture distribution [35] , [36] p (op| ) = N n=1 π n f (op|µ n , σ n ) ,
where f (op|µ n , σ n ) describes the density of each component of the GM, and is given by.
The estimation of the GM parameters is performed using the iterative EM algorithm as detailed in [18] .
IV. PERFORMANCE ANALYSIS
In order to model the data traffic, a number of different criteria can be used to evaluate the performance of proposed probabilistic models including Bayesian information Criteria (BIC), Akaike's information criteria (AIC), Kolmogorov-Smirnov (K-S) test, mean squared error (MSE), Chi-Square statistic, and log-likelihood statistics. The log-likelihood statistics criterion is chosen here to assess the performance of proposed probabilistic models as it is reasonably good choice to single out the better characterized model where multiple probabilistic models are considered to characterize the observed dataset.
A. PERFORMANCE ANALYSIS OF UNCONDITIONAL MODELS
The performance of the unconditional models is evaluated in this section. The observed data traffic is characterized using a multivariate PDF of two correlated neighbored process samples as opposed to the state of the art where the observed data traffic is assumed as the PDF of i.i.d process samples. The proposed model performs better than the state of art uni-modal distribution models based on the chosen log-likelihood criterion. The NF case is evaluated first. The data vector D λ = D NF,λ is observed with = 1, . . . , L = 1000 and k = 107 in the computer lab, the description of which is given in [18] . The scatter plot depicts the observed data traffic in the two neighboring frequency subbands and the joint distribution characterized by multivariate Gaussian in Fig. 10 . Fig. 11 shows the observed data traffic D λ = D NF,λ is in agreement with the modeled joint distribution by MGM with N = 9. The estimated parameters are needed to validate the MGM using FCF [18] . The MGM estimator validates the wide sense stationarity (WSS) of the observed data and is described aŝ
whereξ n denotes the estimated cross-covariance between the neighboring frequency subbands. The estimated mean vector is negligible while the estimated prior probabilitiesπ n and cross-covarianceξ n from the MGM are detailed in Tab. 1. The estimated values of the prior probabilities and the cross-covariance of the MGM are substituted in (17) to obtainφ f ,MGM = 0.55 which is in good agreement with φ f ,LSE = 0.54 estimated by FCF at k = 1. The obtained log-likelihood value is −4751.3.
The vector D κ = D NT,κ is observed as NT in the computer lab with k = 1, . . . , K = 285 and = 482. The scatter plot depicts the observed data and the modeled joint distribution by the multivariate Gaussian in Fig. 12 The observed data D NT,κ in the two neighboring time slots with the modeled joint distribution using the MGM is shown in Fig. 13 . The number of components is N = 8 for MGM estimated using likelihood ratio criterion. The correlation between the time slots is to be evaluated by MGM 
where the estimated parameters of MGM to substitute in the (18) are detailed in the Tab. 2 The estimated valueφ t,MGM = 0.2126 is an agreement with the obtained φ t,LSE = 0.22 by TCF at = 1 after substituting the MGM parameters in the (18) [18] . The obtained log-likelihood value is −1347.1.
B. PERFORMANCE ANALYSIS OF CONDITIONAL MODELS
The observed temporal occupancy OC t in the office room and its uni-modal models by the Gaussian and the t-location distribution are shown in Fig. 14. The Gaussian distribution estimated mean isμ = 0.021 and the varianceσ 2 = 0.049 while the parameters of the t-location distribution areμ t = 0.010, σ t = 0.005 andν t = 1.003. The estimated log-likelihood values of the Gaussian and the t-location distributions are 1629.71 and 2465.3 respectively. The t-location distribution outperforms the Gaussian in terms of log-likelihood which is also visualized in Fig. 14 as the t-location is in more agreement with the observed temporal occupancy than the Gaussian. Fig. 15 shows the observed temporal occupancy OC t in the office room and the modeled temporal occupancy by the GM with N = 3. The obtained parameters of the GM FIGURE 15. Empirical and GM characterized temporal occupancy OC t . VOLUME 8, 2020 are given in Tab. 3. The GM performs better than both the uni-modal distributions including Gaussian and t-location as the log-likelihood value is 2699.2. The inspection of Fig. 14  and Fig. 15 also validates that GM is in closer agreement to the observed temporal occupancy OC t than both uni-modal distributions. The observed spectral occupancy OC f in computer lab and its uni-modal models by the Gaussian and the t-location distributions are shown in Fig. 16 . The Gaussian distribution obtained mean isμ = 0.174 and the varianceσ 2 = 0.049 whereas the parameters of the t-location distribution areμ t = 0.188,σ t = 0.014 andν t = 1.105. The estimated log-likelihood values of the Gaussian and the t-location distributions are 105.725 and 120.844 respectively. The t-location distribution outperforms the Gaussian distribution based on the log-likelihood criterion due to which it has a better fit than the Gaussian distribution. The observed temporal opportunity OP t in computer lab and its uni-modal models by the Gaussian and the generalized extreme value distribution are shown in Fig. 18 . The obtained parameters of the Gaussian distribution areμ = 0.065,σ 2 = 0.010 and the parameters of the generalized extreme value distribution areμ e = 0.045,σ e = 0.004 andˆ e = 0.266. The estimated log-likelihood of the Gaussian and the generalized extreme value are 3149.6 and 3682.4 respectively. The generalized extreme value distribution outperforms the Gaussian distribution based on the resultant log-likelihood value, which is also valideted by the inspection of Fig. 18 as the generalized extreme value has a better fit with the observed OP t . Fig. 19 shows the observed temporal opportunity OP t in the computer lab and the modeled temporal opportunity by the GM with N = 4. The obtained parameters of the GM are given in Tab. 5. The estimated log-likelihood value is 3738.2. The GM performs better than both the uni-modal distributions including Gaussian and generalized extreme value based on the log-likelihood criterion. Fig. 18 and Fig. 19 also show that GM has a better fit to the observed temporal opportunity OP t than both the uni-modal distributions. The observed spectral opportunity OP f in the office room with its uni-modal models by the Gaussian and the generalized extreme value distributions are shown in Fig. 20 . The estimated parameters of the Gaussian distribution are Fig. 20 as it has a better fit than the Gaussian distribution. Fig. 21 shows that the observed spectral opportunity OP f in the office room is in a close agreement with the modeled spectral opportunity by the GM with N = 4. The estimated log-likelihood resultant value is 303.2. The GM outperforms both the uni-modal distributions, the Gaussian and the generalized extreme value based on the log-likelihood criteria. The obtained parameters of the GM are detailed in Tab. 6. 
V. CONCLUSION
ISM data traffic (real time radio activity) is observed and modeled using unconditional and conditional modeling approaches. Uni-modal and multi-modal distribution models are chosen to characterize the observed data traffic in 2.4 GHz ISM band. Such characterization of observed data traffic is a key as a prior knowledge which enable the utilization of available radio resources efficiently within CR-enabled radio environments in perspective of both primary and secondary users. Performance analysis is also carried out for both unconditional and conditional models based on devised information theoretic criterion.
In order to have a better knowledge about the interference characteristics in the observed radio band, proposed unconditional models ensure the uninterruptible allocation of the radio resources to the primary users in CR-enabled radio bands. MGM as a special case of HMRF is the suitable candidate model in unconditional modeling approach based on devised information theoretic criterion. The proposed model does not only characterize the interference probabilistically it also adapt the local variations in the observed data traffic well enough.
Conditional models help the CR devices (SUs) to have the realistic statistics of the PU traffic in the observed radio band. The knowledge of primary users statistics then helps the SUs to adapt the available radio resources efficiently in CR-enabled radio environments. In conditional modeling approach, to characterize the clustered signal (PU) and noise (SU), GM performs better than other uni-modal distribution models due to its multi-modal nature.
