Abstract. We present a detailed and elementary construction of the real numbers from the rational numbers a la Bourbaki. The real numbers are defined to be the set of all minimal Cauchy filters in Q (where the Cauchy condition is defined in terms of the absolute value function on Q) and are proven directly, without employing any of the techniques of uniform spaces, to form a complete ordered field. The construction can be seen as a variant of Bachmann's construction by means of nested rational intervals, allowing for a canonical choice of representatives. We also include a comprehensive survey of constructions of the real numbers.
Introduction
The novice, through the standard elementary mathematics indoctrination, may fail to appreciate that, compared to the natural, integer, and rational numbers, there is nothing simple about defining the real numbers. The gap, both conceptual and technical, that one must cross when passing from the former to the latter is substantial and perhaps best witnessed by history. The existence of line segments whose length can not be measured by any rational number is well-known to have 1 been discovered many centuries ago (though the precise details are unknown). The simple problem of rigorously introducing mathematical entities that do suffice to measure the length of any line segment proved very challenging. Even relatively modern attempts due to such prominent figures as Bolzano, Hamilton, and Weierstrass were only partially rigorous and it was only with the work of Cantor and Dedekind in the early part of the 1870's that the reals finally came into existence. The interested reader may consult [13] for more on the historical developments and further details.
Two of the most famous constructions of the reals are Cantor's construction by means of Cauchy sequences of rational numbers and Dedekind's construction by means of cuts of rational numbers, named after him. Detailed accounts of these constructions and their ubiquity in textbooks, together with the well-known categoricity of the axioms of a complete ordered field, would have put an end to the quest for other constructions, and yet two phenomena persist. Firstly, it appears that human curiosity concerning the real numbers is not quite quenched with just these two constructions. Even though any two models of the axioms of a complete ordered field are isomorphic, so it really does not matter which model one works with, we still seem to be fascinated with finding more and more different models to the same abstract concept. Secondly, and more practically, from the constructive point of view not all models of the real numbers are isomorphic. Fueled by applications in automated theorem proving and verification, where one must represent the real numbers in a computer, nuances of the differences between various constructions of the reals become very pronounce. We refer the reader to [6] and [18, 19] for more details on the constructive reals and on theorem proving with the real numbers, respectively.
The aim of this article is to present an elementary construction of the real numbers as a completion of the rational numbers following Bourbaki's completion of a uniform space by means of minimal Cauchy filters. To the reader familiar with filters, the real numbers are defined to be the set of all minimal Cauchy filters in Q. The ordering on the reals is given as follows. For real numbers a and b, we declare that a < b precisely when there exist A ∈ a and B ∈ b such that A < B universally, i.e., when α < β for all α ∈ A and β ∈ B. Equivalently, a ≤ b holds precisely when for all A ∈ a and B ∈ b A ≤ B existentially, i.e., when α ≤ β for some α ∈ A and β ∈ B. The algebraic structure on R is defined as follows. Given real numbers a and b, their sum a + b is the filter generated by the filter base {A + B | A ∈ a, B ∈ b}, where A + B = {α + β | α ∈ A, β ∈ B}.
Similarly, the product ab is the filter generated by the filter base {AB | A ∈ a, B ∈ b}, where AB = {αβ | α ∈ A, β ∈ B}.
Below we give a detailed proof that the reals thus defined form a complete ordered field, without a-priori use of uniform structures or the completion process by means of minimal Cauchy filters. Thus the treatment is completely elementary.
Remark 1.1. A word on the originality content of this work is in order. Bourbaki's construction of the reals as the uniform completion of the rationals is certainly not new, nor is the use of minimal Cauchy filters in the construction of the completion of any uniform space. Due to the ambient well-developed general theory we find ourselves in the position of being guaranteed that constructing the reals as minimal Cauchy rational filters must work. However, the details of this construction as we present below, other than being elementary, are not just the result of unpacking the classical Bourbaki proofs. The definitions of addition and multiplication of real numbers are given explicitly on the level of the minimal Cauchy filters without the use of the roundification process of a filter. The ordering structure, which Bourbaki gives in terms of differences and positives, is also given directly in terms of the minimal Cauchy filters. In particular, the construction lends itself to investigations of its usefulness for implementation on a computer and, from a topos theoretic point of view, the construction presents a new way to construct a real numbers object in a topos. These issues are not investigated here.
1.1. Plan of the paper. We take as given a model Q for the rationals as an ordered archimedean field. The main goal of this paper is to present a detailed and elementary construction of the reals as rational filters. A secondary goal is to survey the various constructions of the reals one can find in the literature, and this is done in section §2. An elementary treatment of the geometry of intervals and the basics of filters, self-contained and limited just to the necessary facts required for the construction, is given in section §3. The construction itself is the aim of section §4.
A survey of constructions
In order to present a uniform survey of constructions of the real numbers we choose to adopt the following somewhat debatable point of view according to which every construction of the real numbers ultimately relies on an observation about the reals (treated axiomatically) leading to a bijective correspondence between the set of real numbers and a set defined in terms of simpler entities (often the rational or the integer numbers) upon which agreement of existence is present. That set is then taken to be the definition of the reals, with the order structure and the arithmetical operations defined, examined, and eventually shown to form a complete ordered field.
In this section we present what we hope is an exhaustive list of constructions of the reals one can find in the literature, all following the presentation style exposited above. Certainly, this restrictive decision sometimes necessitates a suboptimal presentation of a particular construction, however the uniform style makes comparison between the definitions easier. We note that a much more intricate comparison, including various qualitative aspects, could have been compiled but such an extensive comparison is not the aim of this section. Rather it is meant to be a comprehensive starting point.
As a convention, let N + = N ∪ {ω} be the set of all natural numbers augmented with the symbol ω which algebraically behaves like ∞. In particular, x ≤ ω for all x ∈ N + and we define x + ω = ω = ω + x and xω = ω = ωx for all x ∈ N + , and
The sole use of this convention is in treating finite sequences of integers as infinite ones ending with a constant stream of ω's. Finally, we mention at this point, rather than at each construction surveyed below, that typically it makes little difference whether one constructs the positive (or nonnegative) reals R + and then extend to all the reals by formally adding inverses (and a 0 if needed), or constructing all of R in one go. However, the former approach may sometimes be technically simpler than the latter. Consequently, below, a survey of a construction will be considered complete even if it only produces R + .
Remark 2.1. In those constructions below that refer to convergence of a sequence (q n ) of rationals to a rational number q, the precise meaning of such a statement is that for every rational number ε > 0 there exists n 0 ∈ N with |q n − q| < ε for all n > n 0 . A sequence that converges to 0 is also known as a null sequence.
Stevin's "construction" (De Thiende, 1585).
Remark. Stevin is credited with laying down the foundations of the the decimal notation. Stevin did not produce a rigorous construction of the reals though he did present the then controversial point of view that there is nothing significantly different in nature between the rational numbers and the irrational ones. Constructing the reals as decimal expansions (or in any other base) is a popular approach by novices but is fraught with technical difficulties. The allure of this approach most likely lies in the emphasis decimal expansions receive in the current mathematical curriculum, where decimal expansions triumph over anything else. The details presented below are nowhere near what Stevin presented. Instead, we follow Gowers ( [16] ) but leave the details at a minimum. We also mention [21] for a more holistic view of Stevin's numbers.
Observation. Every real number a can be written as
where the base b ≥ 2 is an integer and the a k ∈ {0, 1, 2, . . . , b − 1} are digits, and there exists k 0 ∈ Z such that a k = 0 for all k < k 0 . Moreover, the presentation is unique if we further demand that there does not exist k 0 ∈ Z with a k = b − 1 for all k > k 0 .
The reals. One may now take the formal b-base expansions as above to be the real numbers.
Order. Defining the order between b-base expansions presents no difficulties; a < a ′ precisely when a k0 < a ′ k0 for the largest index k 0 with a k0 = a ′ k0 .
Arithmetic. The algorithms for symbolically performing addition and multiplication of real numbers are cumbersome. Gowers suggests that the simplest approach to turn Stevin's b-base expansions into a construction of the reals is by employing limiting arguments to define addition and multiplication.
2.2.
Weierstrass's construction (unpublished by Weierstrass, we paraphrase following [32] , ca. 1860).
Observation. Every positive real number a can be written as a = s∈S s where S is a multiset (i.e., a set where elements may be repeated more than once) whose elements consist of positive integers and positive rationals of the form 1 n . Such a presentation is, of course, not unique.
The reals. Consider the set S of all non-empty multisets S of positive integers and positive rationals of the form 1 n , which are bounded in the sense that there exists M > 0 with s∈S0 s < M for all finite submultisets S 0 ⊆ S (being finite means that the total number of elements in S 0 , counting multiplicities, is finite). Declare for two multisets S, T ∈ S that S ≤ T if for every finite submultiset S 0 ⊆ S there exists a finite submultiset
Declare S ∼ T if both S ≤ T and T ≤ S hold. The set R + of positive real numbers is then defined to be S/∼. Arithmetic. Addition and multiplication of positive integers and of positive rationals of the form 1 n extends to S by S + T = {s + t | s ∈ S, t ∈ T } and ST = {st | s ∈ S, t ∈ T } subject to the convention that multiplicities are taken into consideration and that any sum or product which is not of the form of an integer or Remark 2.2. As noted, the construction lacks in rigor.
Dedekind's construction ([11], 1872).
Observation. Any real number a determines a partition of Q into a pair (A, B) where A = {q ∈ Q | q < a} and B = {q ∈ Q | a ≤ q}. Obviously, A is non-empty and downward closed, B is non-empty and upward closed, and A has no greatest element. Any partition of Q satisfying these properties is called a Dedekind cut and this construction is a bijection between the real numbers and the set of all cuts.
The reals. The set R of real numbers is defined to be the set of all Dedekind cuts.
Order. Given real numbers a 1 = (A 1 , B 1 ) and a 2 = (A 2 , B 2 ), the relation a 1 ≤ a 2 holds precisely when
Arithmetic. Obviously, in any Dedekind cut (A, B), any one of A or B determines the other and if A Q satisfies the properties of left 'half' of a Dedekind cut, then (A, Q \ A) is a Dedekind cut. It thus suffices to concentrate on A. Addition of real numbers given by Dedekind cuts represented by sets A 1 and A 2 is defined by
If A 1 and A 2 represent non-negative reals, then their product is given by
Multiplication is then extended by sign cases as usual.
2.4.
Cantor's construction ( [7] , 1873).
Observation. Every real number a is the limit of a sequence (q n ) of rationals. Moreover, any two convergent sequences (q n ) and (q ′ n ) converge to the same value a if, and only if, |q n − q
The reals. Declare a sequence (q n ) of rationals to be a Cauchy sequence if for all ε > 0 there exists k 0 ∈ N with |q n − q m | < ε, provided that n, m > k 0 . Let C be the set of all Cauchy sequences of rational numbers and let ∼ be the equivalence relation on C given by (q n ) ∼ (q ′ n ) precisely when |q n − q ′ n | → 0. The set of real numbers is then R = C/∼, the set of all equivalence classes of Cauchy sequences modulo ∼.
Order. Declare that two real numbers a = [(q n )] and b = [(q ′ n )] satisfy a < b when a = b and when there exists k 0 ∈ N with q n < q ′ n for all n > k 0 .
Arithmetic. Addition and multiplication are given by
2.5. Bachmann's construction ( [3] , 1892). The details below are essentially identical to those given by Bachmann, but the style is slightly adapted.
Observation.
A sequence {I n } n≥1 of intervals I n = [a n , c n ] in the real line is said to be a nested family of intervals or more simply a nest, if I k+1 ⊆ I k for all k ≥ 1 and c n − a n − −−− → n→∞ 0. For each such nest there is then a unique real number b satisfying b ∈ I k for all k ≥ 1. Moreover, two nests determine in this way the same real number if, and only if, the nests admit a common refinement. In more detail, a nest {I n } is finer than a nest {J n } when I n ⊆ J n , for all n ≥ 1. Two nests have a common refinement if there is a nest finer than each of them. Due to the density of the rational numbers in the real numbers the intervals above can be replaced by rational intervals consisting of rational numbers only, while retaining the correspondence with the reals.
The reals. Consider now rational intervals of the form I = [a, c] = {x ∈ Q | a ≤ x ≤ c}, where a, c ∈ Q. A rational nest is a family {I n } n≥1 of rational intervals I n = [a n , c n ] satisfying I k+1 ⊆ I k for all k ≥ 1 and c n − a n − −−− → n→∞ 0. A rational nest {I n } is finer than a rational nest {J n } if I n ⊆ J n for all n ≥ 1. Consider now the set N of all rational nests, and define on it the relation ∼ whereby {I n } ∼ {I ′ n } precisely when there exists a common refinement of {I n } and {I ′ n }. It follows easily that ∼ is an equivalence relation on N and the set R of real numbers is defined to be N/∼, the set of equivalence classes of rational nests.
Order. Two real numbers x = [{I n }] and y = [{J n }] satisfy x < y precisely when there exists n 0 ∈ N with I n0 < J n0 in the sense that α < β for all α ∈ I n0 and all β ∈ J n0 .
Arithmetic. Extending the arithmetic operations of addition and multiplication of rational numbers to subsets S, T of rational numbers by means of S + T = {s + t | s ∈ S, t ∈ T } and ST = {st | s ∈ S, t ∈ T }, it is easily seen that for all rational intervals I and J, both I + J and IJ are again rational intervals. Addition and multiplication of the real numbers x and y is given by x + y = [{I n + J j }] and xy = [{I n J n }]. Observation. Every real number a occurs as the greatest lower bound of the set {q ∈ Q | a < q}. Of course, the same real number is the greatest lower bound of many other subsets of Q. However, two bounded below sets T 1 , T 2 ⊆ Q have the same greatest lower bound provided that the set of lower bounds of T 1 coincides with the set of lower bounds of T 2 .
The reals. Let B be the set of all subsets of Q which are bounded below, and denote, for T ∈ B, by b(T ) the set of all lower bounds of T . Given T 1 , T 2 ∈ B, declare that
. It is easily seen that ∼ is an equivalence relation, and the real numbers are defined to be B/∼, the set of equivalence classes.
Order. Given real numbers x = [S] and y = [T ], the relation x < y holds precisely when b(S) ⊂ b(T ).
Arithmetic. For real numbers x and y, their sum is given by x + y = [{s + t | s ∈ S, t ∈ T }]. The product of x and y, provided that all the elements in S and in T are positive, is given by xy = [{st | s ∈ S, t ∈ T }]. Multiplication is extended to all real numbers by sign considerations. Observation. Since the harmonic series n 1 n diverges, it follows that every positive real number x can be written as
The reals. Let α be the set of all infinite subsets of natural numbers, writing A = (a k ) with a k < a k+1 for a typical element in α. For such an A ∈ α let
Let β be the subset of α consisting of those A ∈ α for which the sequence (A n ) is bounded. Introduce an equivalence relation on β by declaring A ∼ B precisely when (A n − B n ) is a null sequence. The positive real numbers are then defined to be R + = β/∼, the set of equivalence classes. Observation. The difficulty in defining the arithmetic operations when defining the reals as sequences of base b expansions lies in the need to keep track of carries. This necessity stems from the (almost) uniqueness of the digits of any given real number, resulting from the use of the base to limit the range of the digits. Instead one may not place a limit on the digits, i.e., every real number a can be written in infinitely many ways as a = n∈Z a n 2 n where the a n are integers, all of which are 0 for sufficiently small n (the base is taken to be b = 2 only to conform with the construction in the mentioned article). The definition of addition and multiplication of such expansions is formally identical to the way one would add and multiply formal Laurent series, at the price of an algorithmically more intricate recovery of the order structure by manipulating carries. Interestingly, this exchange in algorithmic complexity between arithmetic and order results in a much simpler construction of the real numbers than Stevin's construction.
The reals. Let Σ(Z) be the set of all formal expressions of the form n∈Z a n x n where x is an indeterminate, a n ∈ Z for all n ∈ Z, and a k = 0 for all k < k 0 , for some k 0 ∈ Z. With the formal operations of addition and multiplication of Laurent series the set Σ(Z) becomes a ring, whose elements are also called strings. More explicitly,
for all k ∈ Z. The element K ∈ Σ(Z) with k 0 = 1, k 1 = −2, and k i = 0 for all i ∈ Z \ {0, 1} is called the carry constant. It is easily seen that two elements A, B ∈ Σ(Z) are related by A = B + KC, where C ∈ Σ(Z) has only finitely many non-zero coefficients, precisely when A can be obtained from B by formally performing carrying operations as indicated by C (in base 2). An element A ∈ Σ(Z) is said to be bounded if there exists an integer z ≥ 1 such that
for all non-negative n. The set of all bounded elements in Σ(Z) is denoted by Σ 2 (Z). An element C ∈ Σ(Z) is called a carry string if KC is bounded, and when for every positive integer z there exists k ≥ 0 with
for all j > k. Finally, two bounded elements A, B ∈ Σ 2 (Z) are declared to be equivalent if there exists a carry string C with A = B + KC. The set R of real numbers is then Σ 2 (Z)/∼, the set of equivalence classes of formal carry-free binary expansions modulo the performance of carrying.
Arithmetic. The ring structure on Σ(Z) restricts to one on Σ 2 (Z) and is compatible with the equivalence relation A = B + KC, and thus gives rise to addition and multiplication in R, namely the usual addition and multiplication of formal Laurent series performed on representatives.
Order. 
De Bruijn's construction by additive expansions ([10], 1976).
Observation. As noted in section 2.1, the set of real numbers can be identified with formal decimal expansions (or other bases), i.e., as certain strings of digits indexed by the integers. The difficulty of performing the arithmetical operations (and even just addition) directly on the strings of digits stems in some sense from the expansions arising in complete disregard of the arithmetical operations; the expansions are analytic, not algebraic. If, instead, one considered the set of formal expansions with the aim of focusing on easily defining addition, then one is led to interpret the expansions differently. This is the approach taken in this construction.
The reals. Fix an integer b > 1 and let Σ be the set of all functions f : Z → {0, 1, 2, . . . b − 1} which satisfy the condition that for all i ∈ Z there exists k ∈ Z with k > i and f (k) < b − 1. Given any two functions f, g : Z → {0, 1, 2, . . . , b − 1} define two other such functions, denoted by difcar(f, g) (standing for the difference carry of f and g) and f − g, as follows.
, and such that f (y) ≤ g(y) for all k < y < x. In all other cases difcar(f, g)(k) = 0. The value of f − g at k ∈ Z is given by
computed mod b. Following this procedure leads to defining f ∈ Σ to be positive if f = 0 and if some k ∈ Z exists with f (y) = 0 for all y < k. Similarly, declare f ∈ Σ to be negative if there exists k ∈ Z with f (y) = b − 1 for all y < k. Then the set of real numbers is defined to be the set of all f ∈ Σ such that either f = 0, f is positive, or f is negative.
Order. For real numbers f and g, the relation f < g holds precisely when g − f is positive. The greatest lower bound property is then verified, allowing for limit-like arguments used only when defining the product of real numbers.
Arithmetic. Addition of real numbers is given by f + g = f − (0 − g). Multiplication is defined as a supremum over suitably constructed approximations.
Rieger's construction by continued fractions ([27], 1982).
Observation. Every irrational real number a can be written uniquely as a continued fraction
where a 0 ∈ Z and a k ∈ N with a k ≥ 1 for all k ≥ 1. When a is rational the continued fraction terminates at some k 0 ≥ 0, and if one further demands that if k 0 > 0, then a k0 > 1, then the presentation of rational numbers is also unique.
The reals. Let R be the set of all sequences [a 0 ; a 1 , a 2 , . . . , a k , . . . ] where a 0 ∈ Z and a k ∈ N + with a k ≥ 1 for all k ≥ 1, subject to the demand that if a k = ω, then a t = ω for all t > k and if k 0 is the last index where a k0 = ω and k 0 > 0, then a k0 > 1.
Order. Given real numbers
. .] the relation a < b holds precisely when a = b and when for the smallest index k 0 with a k0 = b k0 one has
The least upper bound property of R is then established and the proof of the Euclidean algorithm produces an order embedding Q → R, which thus serves to identify the rationals in R as precisely those real numbers in which ω appears. It then follows that every real number a = [a 0 ; a 1 , a 2 , . . . , a k , . . .] can be approximated by suitably constructed rationals to obtain
Arithmetic. The sum of a and b is defined to be
Multiplication of positive real numbers is given by
and extended to all of R by the usual sign conventions. The proofs of the algebraic properties utilize the rational approximations using limit-like arguments. Observation. Given a real number a, the function f a : R → R given by f a (x) = ax is a linear function whose slope is a, and the assignment a → f a thus sets up a bijection between the real numbers and linear operators R → R. Under this bijection, addition in R corresponds to the point-wise addition of functions, while multiplication in R corresponds to composition of functions. Of course, this point of view of the real numbers as linear operators (thought of as slopes) requires the existence of the real numbers for the operators to operate on. Thus, in order to obtain a construction of the reals one seeks to modify f a to a linear operator on Z instead of on R. Restricting the domain of f a to Z does not produce a function f a : Z → Z (unless a is an integer), and it is tempting to simply adjust f a (x) to an integer near ax so as to obtain a function g a : Z → Z. Of course, this new function need not be linear any more, but it is approximately so in the sense that though the choice of g a may be somewhat arbitrary, as long as the adjustment to an integer was not too out of hand, the set
which measures how non-linear g a is, is finite. Furthermore, while it is obvious that different g a , g ′ a may arise from the same f a , for sensible processes leading to a g a and g ′ a , the set The reals. Let Z be the integers considered as a group under addition. Call a function f : Z → Z a quasihomomorphism if the set
is finite. Introduce an equivalence relation on the set H of all quasihomomorphisms whereby f ∼ g precisely when the set
is finite. The real numbers are then defined to be H/∼.
Arithmetic. Given real numbers
. The product ab is represented by f • g : Z → Z, the composition of f and g.
Order. It can be shown that for any quasihomomorphism f : Z → Z precisely one of the conditions
• f has bounded range • for all C > 0 there exists n 0 ∈ N with f (x) > C for all x > n 0 • for all C > 0 there exists n 0 ∈ N with f (x) < −C for all x > n 0 holds. A real number a = [f ] is said to be positive if the second condition holds for f . For all real numbers b and c it is said that b < c precisely when c − b is positive.
2.12. Knopfmacher-Knopfmacher's construction using Cantor's theorem ( [22] , 1987).
Observation (Cantor) . Every real number a > 1 can be written uniquely as
where a k > 0 is an integer for all k ≥ 1 with a k > 1 from some point onwards, and further a k+1 ≥ a 2 k for all k ≥ 1. The number a is rational if, and only if, a k+1 = a 2 k for all k ≥ k 0 , for some k 0 ≥ 1. Every real number 0 < b < 1 can be written uniquely as
where b k > 1 is an integer for all k ≥ 1 with b k > 2 from some point onwards, and further
The real number b is rational if, and only if,
The reals. Let S 0 be the set of all sequences
. . ] of positive integers a k ≥ 1, not all equal to 1, and such that a k+1 ≥ a 2 k for all k ≥ 1. The set of non-negative real numbers is then R + = S 0 ∪ {1} ∪ S 1 .
Order. For real numbers
. . ] ∈ S 1 the relation a < c holds precisely when for the first index k 0 where a k0 = c k0 one has a k0 > b k0 . The ordering among real numbers in S 0 is best seen by first introducing the
. . ] where b k = a k + 1, which is in fact the reciprocal correspondence x → x −1 . Then a < c holds for real numbers a, c ∈ S 0 precisely when c −1 > a −1 holds in S 1 . Lastly, a > 1 > b holds for all a ∈ S 1 and b ∈ S 0 . The least upper bound property for R is then proven.
Arithmetic. The proof of Cantor's theorem yields an embedding of Q + in R + and further one obtains for every positive real number a, by properly truncating it, sequences a (n) and a (n) in R + of rational numbers which approximate a from below and from above, respectively. Addition of positive real numbers a and b is then given by
and their product is given by
Pintilie's construction by infinite series ([26], 1988).
Observation. With the same starting point as in Shiu's construction described in section 2.7, any sequence (a n ) of rational numbers with the properties that a n → 0 and a n = ∞ gives rise to a presentation of the positive reals, i.e., for every real number a there exists a subsequence (a n k ) with a = ∞ k=1 a n k , albeit non-uniquely. In other words, if A is the set of all subsequences (a n k ) such that ∞ k=1 a n k < ∞, then R + ∼ = A as sets. To recover uniqueness one may normalize the sequence (a n ) by demanding that a 0 = 0 and only consider those subsequences leading to a bounded series which further satisfy
The reals. Fix a sequence (a n ) n≥1 of positive rational numbers and set a 0 = 0. Let A be the set of all subsequences (a n k ) leading to a convergent series a n k . Define the positive real numbers to be the subset R + ⊆ A consisting only of those subsequences satisfying
Arithmetic. Given positive real numbers b = (b n ) and c = (c n ), their sum is given by the subsequence (a n k ) determined, for all k > 0, by
and similarly their product is the subsequence determined by the conditions
order. For positive real numbers b = (a b k ) and c = (a c k ), the meaning of b < c is that there exists k ∈ N with b k > c k and b i = c i , for all i < k.
Knopfmacher-Knopfmacher's construction using Engel's theorem ([23], 1988).
Observation (Engel) . Every real number a can be written uniquely as
where the a i are integers satisfying a i+1 ≥ a i ≥ 2 for all i ≥ 1.
The reals. Let R be the set of all infinite sequences (a 0 , a 1 , a 2 , . . . ) of integers satisfying a k+1 ≥ a k ≥ 2, for all k ≥ 1.
Order. Given real numbers
The least upper bound property of R is then established and the proof of Engel's theorem produces an order embedding Q → R, which thus serves to identify the rationals in R. It then follows that every real number can be approximated from above and from below by, respectively, sequences A (n) and A (n) of rationals.
Arithmetic. Addition and multiplication of real numbers A and B is given by exploiting the upper bound property of R and the rational approximations above. That is, the sum A + B is given by
and the product of positive reals is given by
and extended to all of R as usual. The proofs of the algebraic properties utilize the rational approximations using limit-like arguments.
2.15. Knopfmacher-Knopfmacher's construction using Sylvester's theorem ( [23] , 1988). The construction is formally identical to the one given in section 2.14 and will thus be presented quite briefly.
Observation (Sylvester). Every real number a can be written uniquely as
where the a i are integers satisfying a 1 ≥ 2 and a i+1 ≥ a i (a i − 1) + 1 for all i ≥ 1.
The reals. Let R be the set of all infinite sequences ((a 0 , a 1 , a 2 , . . . )) of integers satisfying a k ≥ 2 and a k+1 ≥ a k (a k − 1) + 1, for all k ≥ 1.
The least upper bound property of R is then established and the proof of Sylvester's theorem produces an order embedding Q → R, identifying the rationals in R. It then follows that every real number can be approximated from above and from below by, respectively, sequences A (n) and A (n) of rationals.
Arithmetic. Formally identical to section 2.14 Remark 2.6. A generalization of Sylvester's theorem, and consequently a generalization of this construction of the real numbers, is given, along essentially the same lines, in [29] .
2.16. Knopfmacher-Knopfmacher's construction using the alternating Engel theorem ( [24] , 1989).
Observation (alternating Engel).
Every real number A can be written uniquely as
where the a k are integers satisfying a k+1 ≥ a k + 1 ≥ 2 for all k ≥ 1. Furthermore, this representation terminates after a finite number of summands if, and only if, A is rational.
The reals. The set R of real numbers is defined to be the set of all infinite sequences (a 0 , a 1 , a 2 , . . . ) of elements in N + which satisfy a 0 ∈ N and a k+1 ≥ a k + 1 ≥ 2, for all k ≥ 1. A = (a 0 , a 1 , a 2 , . . . ) and B = (b 0 , b 1 , b 2 , . . . ) satisfy A < B precisely when a 2n < b 2n or a 2n+1 > b 2n+1 , where the index i = 2n or i = 2n + 1 is the first index with a i = b i . It is then shown that R satisfies the least upper bound property. The proof of the alternating Engel theorem produces an order embedding Q → R, which thus serves to identify the rationals in R. It then follows that every real number can be approximated from above and from below by, respectively, sequences A (n) and A (n) of rationals.
Order. Two real numbers

Arithmetic. Addition is defined by
and multiplication of positive reals is given by
The rest of the construction is formally very similar to the one presented in section 2.14.
2.17. Knopfmacher-Knopfmacher's construction using the alternating Sylvester theorem ( [24] , 1989).
Observation (alternating Sylvester). Every real number A can be written uniquely as
where the a k are integers satisfying a 1 ≥ 1 and a k+1 ≥ a k (a k + 1) for all k ≥ 1. Furthermore, this representation terminates after a finite number of summands if, and only if, A is rational.
The reals. The set R of real numbers is defined to be the set of all infinite sequences ((a 0 , a 1 , a 2 , . . . )) of elements in N + which satisfy, a 0 ∈ N, a 1 ≥ 1, and a k+1 ≥ a k (a k + 1), for all k ≥ 1.
Order. Formally identical to section 2.16, except that it is the proof of the alternating Slyvester theorem that gives the identification of the rationals in R.
Arithmetic. Formally identical to section 2.16.
Remark 2.7. In [20] a generalization of the alternating Sylvester theorem is presented along with a corresponding construction of the real numbers which is formally identical to this one.
Arthan's irrational construction ([1], 2001).
Observation. A closer look at the construction of R as a completion of Q by means of Dedekind cuts (cf. 2.3) reveals what the crucial ingredients present in Q actually are that lead to the real numbers. In more detail, Dedekind's construction is wellknown to be a special case of the Dedekind-MacNeille completion of an ordered set, and a famous theorem of Cantor shows that the completion of any countable, unbounded, and densely ordered set is order isomorphic to R. Further, it is the archimedean property of Q that assures the additive structure on the completion has the right properties, and finally, by a theorem of Hölder, the completion of any ordered group which is dense and archimedean must be isomorphic to an additive subgroup of R, and thus admits a multiplication.
It follows then that any countable, unbounded, archimedean, and densely ordered group admits a completion isomorphic to R as a field. If the multiplicative structure can effectively be defined in terms of the given ordered group, then a construction of the reals emerges.
The reals. Given a dense, archimedean ordered commutative group, the reals are constructed as its Dedekind-MacNeille completion. Once such an ordered group is chosen the details are essentially identical to those of Dedekind's construction and thus we further concentrate on the presentation of the ordered group, namely
, which formally we view as the set Z × Z. Other rational numbers may be chosen, with more or less adverse effects on the desired properties of the group, the ease of establishing those properties, and the implementability on a computer. 2.19. Notes on Conway, Bourbaki, and nonstandard models. We briefly mention three other venues leading to the real numbers which, however, do not quite fall into the same category as the constructions surveyed above.
Conway's Surreal numbers ([9], 1976).
Conway's famous construction of the surreal numbers is a construction of a proper class in which every ordered field embeds. It thus follows that the surreal numbers contain a copy of the real numbers and thus one may view the surreal number system as providing yet another construction of the real numbers. However, when one distills just the real numbers from the entire array of surreal ones the construction basically collapses to the Dedekind cuts construction. The interest in the surreal numbers is not so much for the reals embedded in them, but rather for the far reaching extra numbers beyond the reals that occupy most of the surreal realm.
Bourbaki's approach to the reals ([5], 1998).
Bourbaki develops the general machinery of uniform spaces and their completions, observes that the rationals admit a uniform structure, and takes R to be any completion of Q. The structure of R as a complete ordered field is then deduced using the machinery of uniform spaces. Strictly speaking then, Bourbaki does not construct the reals, and in fact stresses the point that no particular construction is required; the universal properties provided by any completion suffice. For this reason we do not include Bourbaki's approach as another construction to our survey and only content ourselves with this note.
Nonstandard construction.
Since R is a completion of Q and since it is wellknown that the techniques of nonstandard analysis yield completions, any path towards nonstandard analysis is also a path to a definition of the real numbers. However, to what extent can these nonstandard definitions be seen as constructions of the real numbers is a delicate issue. Inseparable to the technique of enlargement, which is at the heart of nonstandard analysis, is the axiom of choice (or some slightly weaker variant) and therefore the objects produced are not particularly tangible. For that reason we avoided including any details of nonstandard definitions of the real numbers. The interested reader is referred to [15] for a very detailed and carefully motivated exposition of one nonstandard model of the reals (the hyperreals) and to [4] for seven other possibilities.
Preliminary notions
We collect here some background facts about intervals and about filters which are used in the construction of the real numbers in the following section. At this point we set the convention for the rest of this work that the symbols ε, δ, η, as in ε > 0, stand for rational numbers.
The geometry of intervals. We list elementary and easily verified geometric properties of intervals in Q (which also hold for intervals in R)
. By an interval I we mean a subset of Q of the form (a, b) = {x ∈ Q | a < x < b}, where a, b ∈ Q with a < b. The length of I = (a, b) is b − a. Given p ∈ Q and a rational ε > 0 we denote the interval (p−ε, p+ε) by p ε . We note that the addition and multiplication operations of rational numbers extend element wise to addition and multiplication operations on intervals. In more detail, given intervals I and J we define I + J = {x + y | x ∈ I, y ∈ J} and I · J = IJ = {xy | x ∈ I, y ∈ J}.
We are interested in the geometric effect of these operations, some of which are listed, without proof, below.
Proposition 3.1. The following properties are easily verified:
(1) The sum of two intervals is again an interval. In fact, p ε + q δ = (p + q) ε+δ , for all p, q ∈ Q, ε > 0, and δ > 0. (2) The product of two intervals is again an interval. (3) Given any p ∈ Q and ε > 0 one has p ε ⊆ y 2ε for all y ∈ p ε . (4) Given an interval q ε with q − ε > 0 (respectively q + ε < 0) the set
x | x ∈ q ε } is again an interval whose length is 2ε q 2 −ε 2 .
3.2.
Filters. The following well-known notions and facts are stated for filters in Q but hold verbatim in any metric space (where the absolute value is replaced by the distance function, and the restriction on ε being rational is replaced by it being a real number). The main aim of this subsection is to establish that any proper Cauchy filter contains a unique minimal Cauchy filter.
Filters and bases.
A rational filter or more simply a filter (since we will only consider rational filters) is a non-empty collection F of subsets of Q such that
hold for all F 1 , F 2 ⊆ Q. The second condition implies that the only filter containing ∅ is the filter P(Q), called the improper filter. It is very easy to verify that the intersection of any family of filters is again a filter. Quite often, describing a filter is facilitated by considering only part of a filter, and then adding necessary subsets to it to form a filter. In more detail, a filter base is a non-empty collection B of subsets of Q such that for all B 1 , B 2 ∈ B there exists B 3 ∈ B with B 3 ⊆ B 1 ∩ B 2 . Obviously, any filter is a filter base, but not vise versa. Given a filter base B the collection B = {F ⊆ Q | F ⊇ B, B ∈ B} is easily seen to be a filter. In fact, it is the smallest filter containing B and is called the filter generated by the filter base B.
Cauchy and round filters.
The collection of all rational filters is large and varied. We will be interested primarily in filters that, in a sense, are concentrated. The precise condition is called the Cauchy condition, stating that for every rational ε > 0 there exists a rational number q ∈ Q with q ε ∈ F . Any such filter F is called a Cauchy filter. It is easy to see that the Cauchy condition can equivalently be reformulated as follows. For every rational ε > 0 there exists a rational interval I ∈ F whose length does not exceed ε. These conditions will be used interchangeably according to convenience.
The Cauchy condition on a filter can be detected on a filter base for it, as follows. Say that a filter base B satisfies the Cauchy condition if for every rational ε > 0 there exist q ∈ Q and B ∈ B with q ε ⊇ B. We then say that B is a Cauchy filter base. It is straightforward to verify that if B is a Cauchy filter base, then B is a Cauchy filter.
Given two filters F and G, it is said that G refines F if G ⊇ F . It is a trivial observation that if G refines F and F is Cauchy, then G is Cauchy as well, and this shows that there is no point in asking for a unique maximal Cauchy filter containing a given Cauchy filter. However, the converse situation, i.e., asking for a minimal Cauchy filter contained in a given Cauchy filter, is very interesting. To be precise, a minimal Cauchy filter is a Cauchy filter F such that if G is any Cauchy filter satisfying G ⊆ F , then G = F . Before we can show that any Cauchy filter contains a unique minimal Cauchy filter we need to introduce the concept of a round filter.
A filter F is round if for every F ∈ F there exists a rational number ε > 0 such that for all q ∈ Q if q ε ∈ F , then q ε ⊆ F . Equivalently, F is round if for every F ∈ F there exists a rational number ε > 0 such that any interval I ∈ F of length not exceeding ε satisfies I ⊆ F .
Roundness can also be detected on bases, as follows. Say that a filter base B is a round filter base if for every B ∈ B there exists ε > 0 such that if q ε ⊇ B ′ for some B ′ ∈ B, then q ε ⊆ B. It is immediate that if B is a round filter base, then B is a round filter.
Example 3.2. The improper filter P(Q) was already remarked to be Cauchy. It is not round since obviously the roundness condition for F = ∅ can not be met. Further, fix a rational number q ∈ Q and consider the collection {F ⊆ Q | q ∈ F } (which is the filter generated by the filter base {{q}}) and the collection {F ⊆ Q | q ε ⊆ F, ε > 0} (which is the filter generated by the filter base {q ε | ε > 0, ε ∈ Q}). Both filters are Cauchy filters, but, the reader may verify, the latter is round while the former is not. In fact, the latter is the unique minimal Cauchy filter contained in the former.
We shall see that it is no coincidence that the conjunction of the Cauchy and roundness conditions amounts to minimal Cauchy. In fact, we can immediately obtain the following result.
Proposition 3.3. If F is Cauchy and round, then F is minimal Cauchy.
Proof. Assume that G ⊆ F is a Cauchy filter. We need to show that G = F , thus let F ∈ F be arbitrary. Since F is round there exists ε > 0 such that if q ε ∈ F , then q ε ⊆ F . Now, since G is Cauchy there exists q ∈ Q with q ε ∈ G, and thus q ε ∈ F . We conclude that q ε ⊆ F and thus, by the second condition defining a filter, that F ∈ G, as required.
Proving the converse requires a bit more work.
Roundification.
A proper filter which is not round can canonically be sifted to yield a round filter. The details are as follows. Given a rational ε > 0 and a subset F ⊆ Q, let F ε = {x ∈ Q | |x − y| < ε, y ∈ F }. If F is a filter, then it is a simple matter to check that {F ε | F ∈ F , ε > 0} is a filter base. The filter generated by that filter base is denoted by F • and is called the roundification of F . Notice that F ⊆ F ε , and thus F • ⊆ F . The following result justifies the terminology.
Proposition 3.4. If F is a proper filter, then F • is a round filter.
Proof. Let G ∈ F • be given, i.e., G ⊇ F ε for some F ∈ F and ε > 0. It now suffices to find a δ > 0 such that if q δ ∈ F • , then q δ ⊆ F ε . Consider δ = ε 2 , and suppose q δ ∈ F • , i.e., q δ ⊇ F ′ for some F ′ ∈ F . Since F is proper it follows that F ∩ F ′ = ∅. Using any element y ∈ F ∩ F ′ it is now elementary that q δ ⊆ F ε , as required.
Proposition 3.5. If F is a Cauchy filter, then F • is Cauchy as well.
Proof. It suffices to show that B = {F ε | F ∈ F , ε > 0} is a Cauchy filter base, and thus let ε > 0 be given. Since F is Cauchy there exists q ∈ Q with q ε 2 ∈ F . Since q ε = (q ε 2 ) ε 2 ∈ B the proof is complete.
We can now establish the converse of Proposition 3.3.
Proposition 3.6. If F is minimal Cauchy, then F is round and
Proof. Since F is minimal Cauchy F is proper, and thus the filter F • is round and Cauchy. But F • ⊆ F , and so the minimality of F implies F = F • , a round filter.
We emphasize thus that we just established that a filter is minimal Cauchy if, and only if, it is Cauchy and round. Proof. Since F is proper and Cauchy it follows that F • is both Cauchy and round, and thus minimal Cauchy. Suppose now that G ⊆ F is some minimal Cauchy filter. Applying the roundification process, which clearly preserves set inclusion, yields
since G is already minimal Cauchy) and the minimality condition now implies that G = F • , and thus F • is the only minimal Cauchy filter contained in F .
Remark 3.8. The results presented above are completely standard. For a categorical perspective, exhibiting the roundification process as a left adjoint, see [8] .
Constructing the reals
The constructing of the real numbers we present is quickly motivated in one of two ways. Bourbaki's approach to the real numbers (see [5] ) is not to construct any particular model of the real numbers, but rather to view them as a completion of Q as a uniform space. The proofs of the complete ordered field axioms are achieved through the use of general universal properties of the completion, thus avoiding any technicalities of any particular construction. While the elegance of this approach is undisputed it does not constitute a proof of the consistency of the axioms of complete ordered fields (relative to the rationals) without recourse to the existence of the completion of a uniform space. Of course, Bourbaki also provides a general construction of such a completion in terms of minimal Cauchy filters. Thus, following Bourbaki and at the same time going against Bourbaki's spirit of not constructing the reals, we do construct the reals as minimal Cauchy filters of rational numbers. The aim of this section is to present the details of this construction in a completely elementary and self-contained fashion.
A second motivation for the construction goes back to the late 19th century and the early attempts of placing the real numbers on a rigorous footing. Of the various constructions of the reals, the most famous two are Cantor's construction by means of Cauchy sequences, and Dedekind's construction by cuts (cf. section 2.4 and section 2.3, if needed). Other attempts were motivated by the properties of nested intervals though working out the details proved challenging, finally culminating with Bachmann's construction (section 2.5 above). Some of the general interest in the potential of each of these three alternatives is gathered from the following quote from [13, page 46] The practical advantages of nested intervals over cuts or fundamental sequences are as follows. If the real number x is described by (I n ) the position of x on the number axis is fixed within defined bounds by each I n . On the other hand with a fundamental sequence (r n ), the knowledge of one r n still tells us nothing about the position of x. Again, the description of x as a cut (ᾱ, β) can result from a definition of the set α by means of statements which say nothing directly about the position of x. The theoretical disadvantage of using the nested interval approach is that introducing the relation ≤ between equivalence classes of nets of nested intervals and verifying the field properties for addition and multiplication is somewhat troublesome. Let us now note that any nest {I n } of rational intervals (cf. section 2.5) is a Cauchy filter base and thus gives rise to a unique minimal Cauchy filter of rationals. This observation gives a direct comparison between Bachmann's construction and our construction, and in this sense our construction can be seen as a variant of Bachmann's allowing for a canonical choice of representatives. It is shown below (i.e., Proposition 4.12) that the practical advantages of Bachmann's construction are shared with our construction, while the technical difficulties one encounters with Bachmann's construction are confined in our construction to the proof of one result (i.e., Lemma 4.22) . The rest of the construction is rather straightforward. We thus-by hope to place Bachmann's construction, through the variant we present, as a competitor of potentially equal popularity as either Cantor's construction or Dedekind's construction.
Finally, mostly for expository reasons, we propose an observation about the reals, in the spirit of the survey of definitions in section §2, which also motivates the construction below. A real number a determines the principal filter j(a) = {A ⊆ R | a ∈ A} in R, which is clearly a maximal Cauchy filter. The assignment a → j(a) is a function from R to the set of all maximal Cauchy filters, and it is easily seen to be injective. If it were surjective, then it would be tempting to define the reals as the set of all maximal Cauchy filters. However, there are many maximal Cauchy filters in R not of the form j(a) for any real number a ∈ R (a typical application of Zorn's Lemma on any small enough Cauchy filter establishes this fact). It is, of course, not surprising that maximal filters, being quite large, fail to uniquely determine the reals since they contain too much redundant information. A natural way to proceed is to seek an equivalence relation on the set of all maximal Cauchy filters, which can be done as follows. Note that the intersection of any two filters is again a filter, but the intersection of two Cauchy filters need not be Cauchy again. Let S be the set of all maximal Cauchy filters in R and declare that F ∼ G, for F , G ∈ S, if F ∩ G is a Cauchy filter. It is then the case that a → [j(a)] is an isomorphism R → S/∼. Since the rationals are dense in R it follows easily that the filters in R may be replaced by filters in Q, and thus there is a bijection between R and the set T/∼, where T is the set of maximal Cauchy filters in Q and ∼ is defined as above, namely F ∼ G precisely when F ∩ G is Cauchy.
Maximal filters, if not principal, are notoriously elusive thus presenting a significant obstacle for carrying out the above alluded construction of the reals explicitly. Seeking smaller objects that correspond to the real numbers it is natural to look at a single equivalence class x ∈ T/∼ and consider y = x, namely the intersection of all filters representing x. The result must be a filter, certainly not a maximal one, and it is not a-priori clear if it is Cauchy. Further, it is to be expected that if it is Cauchy, then it must be a pretty small Cauchy filter, perhaps a minimal one. It turns out that this is precisely the situation (as was shown in section 3.2), namely y is Cauchy and no proper subfilter of it is Cauchy. The path is now clear to consider the set of all minimal rational Cauchy filters as the candidate for the set of real numbers. Carrying out this task in an elementary manner is the aim of the rest of this work.
4.1. The set of real numbers. Having laid down the filter theoretic preliminaries in section 3.2 we immediately proceed with the definition of the set of real numbers. Definition 4.1. Let R denote the set of all minimal rational Cauchy filters. Elements of R are called real numbers and are typically denoted by a, b, c. In particular, each real number a is a collection of subsets of rational numbers, and we will typically refer to these sets by writing A ∈ a, while typical elements of A will be denoted by α ∈ A.
We emphasize that a real number a is necessarily a proper filter, and thus ∅ / ∈ a and consequently A ∩ A ′ = ∅ for all A, A ′ ∈ a. Moreover, if A ∈ a, then there exists q ∈ Q and ε > 0 with q ε ∈ a and q ε ⊆ A. Indeed, as minimal Cauchy filters coincide with Cauchy and round filters, a must be round and so there exists ε > 0 such that q ε ∈ a implies q ε ⊆ A, for all q ∈ Q. Since a is also Cauchy, at least one q ∈ Q with q ε ∈ a does exist.
4.2.
Order. The usual ordering of the rationals extends in two ways to the set P(Q) of all subsets of Q, namely universally and existentially. Given subsets A, B ⊆ Q we write
Similarly, we write
The meaning of A < ∀ B and A < ∃ B, as well as A > ∃ B and A > ∀ B etc., is defined along the same lines. Notice thus that the negation of, for instance, A < ∃ B is B ≥ ∀ A. Important to the results below is the following trivial observation, whose proof is thus omitted.
Each of the relations ≤ ∀ and ≤ ∃ similarly extends, both universally and existentially, to P(P(Q)). To be more specific, two collections G, H ⊆ P(Q) satisfy
The meaning of G < ∀∃ H, G ≥ ∃∀ H, or other derived notions, is similarly defined. It is obvious that one can further extend the ordering on Q to ever more complicated nested collections of rationals, however we will only require the level two extensions given above. Note that typically these extended relations are not orderings, e.g., relations ≤ ∃··· starting with an existential extension are rarely transitive. Since real numbers are collections of subsets of Q we thus obtain relations on the reals which we now investigate.
For the proof of the following result, which is pivotal for the rest of the construction, recall that the intersection of filters is always a filter but that the intersection of Cauchy filters need not be Cauchy. Proof. Suppose a ≤ ∀∃ b and b ≤ ∀∃ a, and consider the filter a ∩ b. If it can be shown that a ∩ b is in fact a Cauchy filter, then as a and b are minimal Cauchy filters it will follow that a = a ∩ b = b, and with it the result. Let then ε > 0 be given.
The following corollary is useful. The stage is now set for introducing the total ordering on the reals. Proof. To show irreflexivity, assume that a < a. Then A < ∀ A ′ for some A, A ′ ∈ a, but A∩A ′ = ∅, clearly a contradiction. Next, to show transitivity, assume a < b < c. Then A < ∀ B ′ and B ′′ < ∀ C for some A ∈ a, B ′ , B ′′ ∈ b, and C ∈ c, which are all necessarily non-empty. Taking B = B ′ ∩ B ′′ , which is again non-empty, it follows that A < ∀ B < ∀ C and so the transitivity of < ∀ on P(Q)\{∅} implies that A < ∀ C, and so a < c. To show asymmetry, suppose that a < b and b < a both hold. Then A < ∀ B and B ′ < ∀ A ′ for some A, A ′ ∈ a and B, B ′ ∈ b. Hence A < ∀ B ∩ B ′ < ∀ A ′ and, again, none of these sets is empty so we may conclude that A < ∀ A ′ . But that implies that a < a, which was already seen to be impossible.
The proof up to now only used the fact that the reals are modeled by filters. To complete the proof we need to show that if a = b, then either a < b or b < a. It is here that the minimal Cauchy condition plays a role (via Lemma 4.3). Indeed, if a ≮ b and b ≮ a, then a ≥ ∀∃ b and b ≥ ∀∃ a, and thus a = b.
4.3.
The embedding of Q in R. Every q ∈ Q gives rise to two filters. One is the maximal principal filter q = {S ⊆ Q | q ∈ S}, and the other is the minimal principal filter ι(q) = {S ⊆ Q | q ε ⊆ S, ε > 0}. Clearly ι(q) ⊆ q and each filter is Cauchy. Proof. One way to proceed is to show that ι(q) = q • , the roundification of the maximal filter q . Alternatively, we will show directly that ι(q) is a minimal Cauchy filter. Suppose that F ⊆ ι(q) is a Cauchy filter and let S ∈ ι(q), namely q ε ⊆ S for some ε > 0. Our goal is to show that S ∈ F . As F is Cauchy, there exists p ∈ Q such that p ε 2 ∈ F , and, since F ⊆ ι(q), q ∈ p ε 2 . It now follows that p ε 2 ⊆ q ε ⊆ S, and, since F is a filter, S ∈ F , as required.
We thus obtain a function ι : Q → R. Proof. Assume that p < q are given rational numbers and let ε = q−p 2 . Clearly p ε < ∀ q ε and since p ε ∈ ι(p) and q ε ∈ ι(q), we conclude that ι(p) < ∃∀ ι(q), namely that ι(p) < ι(q).
Lemma 4.9. For all q ∈ Q and a ∈ R (1) a < ι(q) if, and only if, a < ∃∀ {{q}}.
(2) ι(q) < a if, and only if, {{q}} < ∃∀ a.
Proof. In the =⇒ direction, both arguments follow the exact same pattern, i.e., if a < ι(q), then A < ∀ S for some A ∈ a and S ∈ ι(q), but then since q ∈ S it follows that A < ∀ {q}, and thus a < ∃∀ {{q}}. The arguments in the other direction are also similar to each other. Suppose a < ∃∀ {{q}} holds but a < ι(q) does not, i.e., either a = ι(q) or a > ι(q). From a < ∃∀ {{q}} it follows that there exists A ∈ a with A < ∀ {q}. Suppose that a > ι(q) holds, i.e., a > ∃∀ {{q}}. There exist then A ′ ∈ a such that {q} < ∀ A ′ . Considering A ∩ A ′ , which is non-empty, we have {q} < ∀ A ∩ A ′ < ∀ {q}, which is nonsense. Assume now that a = ι(q). But then q ∈ A and thus A < ∀ {q} is impossible. We conclude that a < ι(q).
This result shows that we can quite safely abuse notation and identify ι(q) with q. However, we resist the temptation of making this identification quite yet and, for the sake of clarity, we opt for the following definition. We now give an internal characterization of the rational real numbers. For a filter F , the intersection C(F ) = F ∈F F of all of its members is called the core of F . The filter F is said to be free if its core is empty.
Lemma 4.11. Let a be a real number.
• a is a rational real number if, and only if, its core is a singleton set, and in that case a = ι(q) if, and only if, C(a) = {q}.
• a is an irrational real number if, and only if, it is a free filter.
Proof. Firstly, we establish that the core of any Cauchy filter F is either empty or a singleton set. Indeed, suppose that p, q ∈ C(F ) and p < q and let ε = q−p 2 . Since F is Cauchy, there exists an x ∈ Q with x ε ∈ F . Since p and q are in the core of F it follows that p, q ∈ x ε , which by the choice of ε is impossible.
Assume now that a is rational, i.e., a = ι(q) for some q ∈ Q. It is obvious from the definition of ι(q) that q ∈ C(ι(q)), and thus necessarily C(ι(q)) = {q}. Conversely, if C(a) = {q} for some q ∈ Q, then q ∈ A∩B for all A ∈ a and B ∈ ι(q). It follows from Theorem 4.4 that a = ι(q). The characterization of irrational real numbers follows by contrapositives.
We conclude the treatment of the order on R and the place of the rational real numbers within the reals by establishing density, the archimedean property, and some useful technical results. 
holds for all real numbers a and rational numbers q and ε > 0.
Proof. If q ε ∈ a then it follows from Lemma 4.11 and the obvious inequalities {q − ε} < ∀ q ε < ∀ {q + ε} that ι(q − ε) < a < ι(q + ε). Conversely, suppose that ι(q − ε) < a < ι(q + ε). Then, again by Lemma 4.11, there exist A, A ′ ∈ a with {q −ε} < ∀ A and A ′ < ∀ {q +ε}. Let A 0 = A∩A ′ and that {q −ε} < ∀ A 0 < ∀ {q +ε}, implying that A 0 ⊆ q ε . Since A 0 ∈ a it follows that q ε ∈ a.
Remark 4.13. Notice the immediate equivalent formulation of this result, namely that q ε / ∈ a if, and only if, either a ≤ ι(q − ε) or a ≥ ι(q + ε).
Corollary 4.14 (Rational Approximations). For all a ∈ R and ε > 0 there exist a rational number q and ε > 0 such that ι(q − ε) < a < ι(q + ε).
Proof. Every real number a ∈ R is a Cauchy filter, and thus for any ε > 0 there exists q ∈ Q with q ε ∈ a.
Corollary 4.15. The rational real numbers are dense in R.
Proof. Let a < b be real numbers. There exist then A ∈ a and B ∈ b with A < ∀ B.
Inside A we may find an interval p ε ⊆ A with p ε ∈ a. Similarly, there is an interval q δ ⊆ B with q δ ∈ b. Clearly, p ε < ∀ q δ , which implies that p + ε ≤ q − δ. We now have that a < ι(p + ε) ≤ ι(q − δ) < b, and so at least one rational real number between a and b is found.
Corollary 4.16. R is an archimedean order in the sense that for all a ∈ R there exists n ∈ N with a < ι(n).
Proof. If a < ι(q + ε), then any n > q + ε will do.
Summarizing the results so far we see that the function ι : Q → R is a dense order embedding. At this point it is a simple matter to deduce the following useful result. and A + ∈ a.
• a < 0 if, and only if, for every A ∈ a there exists A − ⊆ A with A − < ∀ {0}
and A − ∈ a.
• a = 0 if, and only if, 0 ∈ A for all A ∈ a.
Proof. For the first assertion, there exists p ∈ Q with p 1 ∈ a, so a choice for M is clear. If a > 0, then a > ∃∀ {{0}}, so there is some A + ∈ a with A + > ∀ {0}. Given any A ∈ a one may then take A + = A ∩ A + , which fulfills the required condition. Conversely, the condition on A + immediately implies that a > ∃∀ {{0}}, and hence a > 0. The proof for negative numbers is similar, and the characterization of a = 0 is just a restatement of the characterization of all rational real numbers in terms of cores.
The following technically sharper result on positive and negative real numbers is also useful. Proof. Let η > 0 be a rational number with a > ι(3η). Then there exists A ∈ a such that A > ∀ {3η}. Let δ = η. Then, if p δ ′ ∈ a with 0 < δ ′ ≤ δ, then p δ ′ ∩ A = ∅, implying x > 3η for some x ∈ p δ ′ , and as the length of p δ ′ is 2δ ′ < 2η it follows that p δ ′ > ∀ {η}, as required.
4.4.
Arithmetic. The addition operation of the rational numbers extends elementwise to sets A, B ⊆ Q, i.e., we define A + B = {α + β | α ∈ A, β ∈ B}. Further, for arbitrary collections F and G of subsetes of rational numbers, let F ⊕ G = {A + B | A ∈ F , B ∈ G}. In particular, for real numbers a, b ∈ R, we have the collection a ⊕ b = {A + B | A ∈ a, B ∈ b}. Similarly, multiplication is also extended via A · B = AB = {αβ | α ∈ A, β ∈ B} and F ⊙ G = {AB | A ∈ F , B ∈ G}, and in particular for real numbers then a ⊙ b = {AB | A ∈ a, B ∈ b}. For p ∈ Q and B ⊆ Q we write p + B as shorthand for {p} + B, and similarly p · B for {p} · B. Proof. Each collection is clearly non-empty. The condition for filter base is verified by noting that for all A, A ′ ∈ a and B, B ′ ∈ b
together with the fact that A ∩ A ′ ∈ a and B ∩ B ′ ∈ b. The Cauchy condition for a ⊕ b is immediate; for ε > 0 there exist p, q ∈ Q with p ε 2 ∈ a and q ε 2 ∈ q, and then
As for a ⊙ b, fix ε > 0, and natural number M together with A ∈ a and B ∈ b with {−M } ≤ ∀ A, B ≤ ∀ {M }, and let δ = ε M+2ε . As a and b are Cauchy, there exist p, q ∈ Q with p δ ∈ a and q δ ∈ b. In particular, both intervals are in the range (−M − 2ε, M + 2ε) (since p a intersects A, and p b intersects B) and thus the interval p δ q δ has length bounded by (M + 2ε) ε (M+2ε) = ε, as required. Definition 4.20. Given real numbers a, b ∈ R, their sum is a + b = a ⊕ b and their product is ab = a ⊙ b . In more detail, a subset C ⊆ Q satisfies C ∈ a + b (respectively C ∈ ab) precisely when there exist A ∈ a and B ∈ b with C ⊇ A + B (respectively C ⊇ AB).
We will denote 0 = ι(0), unless doing so may cause confusion.
Proof. Suppose that B ∈ a · ι(0). Then B ⊇ A · 0 ε for some A ∈ a and ε > 0. Further, A = ∅ and for any α ∈ A we have B ⊇ α · 0 ε = 0 αε , and thus B ∈ ι(0), showing that a · ι(0) ⊆ ι(0). In the other direction, if B ∈ ι(0), then B ⊇ 0 ε , with ε > 0. Let now A ∈ a and M > 0 with {−M } < ∀ A < ∀ {M }, and consider δ = ε M . It follows easily that 0 ε ⊇ A · 0 δ , and thus 0 ε ∈ a · ι(0), as needed. The proof that ι(0) = ι(0) · a is similar. Proof. As a ⊕ b and a ⊙ b are Cauchy filter bases, it follows that a + b and ab are Cauchy filters so it only remains to be shown that each of these filters is also round. We start with a + b. Let C ∈ a + b, i.e., C ⊇ A + B for some A ∈ a and B ∈ b. Our goal is to find δ > 0 such that p δ ∈ a + b implies p δ ⊆ C, for all p ∈ Q. Since a is round there exists ε ′ > 0 for which x ε ′ ∈ a implies x ε ′ ⊆ A, for all x ∈ Q. Similarly, there exists ε ′′ > 0 such that x ε ′′ ∈ b implies x ε ′′ ⊆ B, for all x ∈ Q. Let δ = min{ε ′ , ε ′′ }. Suppose now that p δ ∈ a + b holds for some p ∈ Q, namely p δ ⊇ A ′ + B ′ for some A ′ ∈ a and B ′ ∈ b. We will conclude the proof by showing that p δ ⊆ C, which will be achieved by showing that p δ ⊆ A + B. It is easily seen that p δ ⊆ y 2δ for any y ∈ p δ , and so it suffices to find y ∈ A ′ + B ′ with y 2δ ⊆ A + B.
, so the problem is now reduced to finding α ′ ∈ A ′ and β ′ ∈ B ′ with α Proof. The fact that the collection {p + B | B ∈ b} is a real number, i.e., that it is a filter, that it is Cauchy, and that it is round, are immediate. To show that {p + B | B ∈ b} = ι(p) + b we apply Theorem 4.4. Given an arbitrary p + B and an arbitrary x ∈ ι(p) + b, namely x ⊇ A + B ′ with A ∈ ι(p) and B ′ ∈ b, we need to show that (p + B) ∩ (A + B ′ ) = ∅. But since p ∈ A for all A ∈ ι(p) and since B ∩ B ′ = ∅ that claim is obvious. For the multiplicative part of the claim, note that the case p = 0 is Proposition 4.21. For p = 0 it is straightforward that {p · B | B ∈ b} is a real number and the rest of the proof is virtually the same as the additive claim. Proof. Let a, b, c ∈ R be given. We note first that
Indeed, all of these equalities are established by essentially the same argument, so we only verify the first one. Since b ⊕ c ⊆ b + c, one of the inclusions is trivial. For the other inclusion, a typical element X in a ⊕ (b + c) is a subset of Q with X ⊇ A + Y for some A ∈ a and Y ∈ b + c. But then Y itself contains a set of the form B + C for B ∈ b and C ∈ c, and thus X ⊇ A + (B + C), and is thus in a ⊕ (b ⊕ c). Associativity of + now follows at once since Proof. Fix a real number a > 0, for which we shall present an inverse a −1 . For an arbitrary A ⊆ Q let A | A ∈ a} is a filter base. We proceed to show that it is Cauchy, so let us fix an ε > 0. By Proposition 4.18 there exists η > 0 and δ > 0 such that p δ ′ ∈ a implies p δ ′ > ∀ {η}, for all p ∈ Q and 0 < δ ′ ≤ δ. It then follows that
is an interval whose length is 2δ ′ (p−δ ′ )(p+δ ′ ) ≤ 2δ ′ η 2 < ε, for a sufficiently small δ ′ > 0. The existence of some p δ ′ ∈ a is guaranteed since a is Cauchy.
We may now define a −1 =
1
A | A ∈ a , the generated filter (with slight abuse of notation), which is thus Cauchy. It is a bit tedious to show directly that B is also a round filter base. To avoid these details, and since we are only interested in the existence of a multiplicative inverse, let us consider a −1 = B • , the roundification of the generated filter, which is thus both Cauchy and round, and hence a real number. To show that a · a −1 = 1 = ι(1) it suffices to compute the core and appeal to Lemma 4.11. Indeed, since B • ⊆ B , given C ∈ a · a −1 there exist A, A ′ ∈ a such that C ⊇ A · Further, since a ≤ ∀∃ b, it holds that A ≤ ∃ B, so that α ≤ β for some α ∈ A and β ∈ B. Since C ∩ C ′ = ∅ let γ ∈ C ∩ C ′ . Then α + γ ≤ β + γ, showing that A + C ≤ ∃ B + C ′ , and thus that D ≤ ∃ D ′ . As D and D ′ were arbitrary we showed that a + c ≤ ∀∃ b + c, as required. The argument for showing that ac ≤ bc under the further condition c > 0 is similar. Firstly, since c > 0 there exists C + ∈ c with C + > ∀ {0}. Now, given arbitrary D ∈ ac and D ′ ∈ bc there exist A ∈ a, B ∈ b, and C, C ′ ∈ c with D ⊇ AC and D ′ ⊇ BC ′ . As above, we have α ≤ β for some α ∈ A and β ∈ B. As C ∩C ′ ∩C + is non-empty, let γ ∈ C ∩ C ′ ∩ C + . Then αγ ≤ βγ, showing that AC ≤ ∃ BC ′ , and thus that D ≤ ∃ D ′ , which were arbitrary and thus ac ≤ ∀∃ bc. The proof is complete. Proof. We have to show that ι(p + q) = ι(p) + ι(q) and that ι(pq) = ι(p)ι(q), for all p, q ∈ Q. Indeed, since C(ι(p)) = {p} and C(ι(q)) = {q} it follows at once that p + q ∈ C(ι(p) + ι(q)) and that pq ∈ C(ι(p)ι(q)). The claim now follows by Lemma 4.11. 4.5. Completeness. We now establish the completeness property of the reals. Let us fix a non-empty set A of real numbers and assume that it is bounded above by some real number c. Consider the collection A = {p ε | p ε ∈ a 0 , a 0 ∈ A}, which represents an attempt to collate all of A into a single real number. However, this collection fails to be a filter. We thus refine it by considering the collection B = {p ε ∈ A | a < ι(p + ε), ∀a ∈ A}, which is non-empty since A is non-empty and bounded above. Intuitively, the condition sifts away those elements in A which lie too far below in A. The proof of completeness proceeds in two steps:
(1) Establish that B is a Cauchy filter. Let us first tend to the second task as it is quite straightforward. Working under the supposition that B is a Cauchy filter base, it follows that B , the generated filter, is a Cauchy filter. The filter b = B • is thus Cauchy and round, namely a real number. Recalling that the roundification of a filter F always yields a subfilter of F we have that b ⊆ B . Consequently, for every B ∈ b there exists q ∈ Q and ε > 0 with B ⊇ q ε ∈ B. We call any such q ε a witnessing interval for B.
Given an arbitrary a 0 ∈ A we need to show that a 0 ≤ ∀∃ b, so let us fix A ∈ a 0 and B ∈ b, and we need to establish that A ≤ ∃ B. Let q ε be a witnessing interval for B. Since q ε ∈ B it follows that a 0 < ι(q + ε). It now follows that there exists A ′ ∈ a 0 with A ′ < ∀ {q + ε}, and let A 0 = A∩A ′ , which is in a 0 and thus non-empty. It suffices to show now that A 0 ≤ ∃ q ε . But for any α ∈ A 0 it follows that α < q + ε, and thus α ≤ y for some y ∈ q ε , as required. To complete the argument that b is the least upper bound, suppose that c is any upper bound of A and assume that c < b. There exist then C ∈ c and B ∈ b with C < ∀ B. Taking a witnessing interval q ε for B we have that C < ∀ q ε , and q ε ∈ a 0 for some a 0 ∈ A. However, c is an upper bound of A and thus c ≥ a 0 , namely c ≥ ∀∃ a 0 . It follows that C ≥ ∃ q ε , clearly contradicting C < ∀ q ε .
It now remains to show that B is a Cauchy filter base. Firstly, B is a filter base as follows. Suppose p ε , q δ ∈ B, with p ε ∈ a ′ and q δ ∈ a ′′ , and, without loss of generality, a ′ ≤ a ′′ . Now, the intersection p ε ∩ q δ , if not empty, is an interval s η whose upper bound s + η is either p + ε or q + δ, and thus the condition a < ι(s + η) holds for all a ∈ A automatically since it holds for both p + ε and q + δ. Hence, to conclude that s η ∈ B it suffices to show that p ε ∈ a ′′ , since then p ε ∩ q δ ∈ a ′′ too, and is thus non-empty. With the aid of Proposition 4.12 we have ι(p − ε) < a ′ , and we wish to show that ι(p − ε) < a ′′ < ι(p + ε). But a ′′ < ι(p + ε) is immediate from p ε ∈ B, while ι(p − ε) < a ′ < a ′′ follows from the preceding inequalities. To show that B is Cauchy let ε > 0 be given and let δ = ε 2 . For each a ∈ A we may find p(a) ∈ Q such that p(a) δ ∈ a, and in particular ι(p(a) + δ) > a. It suffices to exhibit a single a 0 ∈ A for which ι(p(a 0 ) + ε) > a, for all a ∈ A, since then (as p(a 0 ) ε ⊇ p(a 0 ) δ ) p(a 0 ) ε ∈ a 0 and thus p(a 0 ) ε ∈ B, as required for the Cauchy condition. Suppose to the contrary that for all a ∈ A there exists a ′ ∈ A with a ′ ≥ ι(p(a) + ε). In particular, a ′ ≥ ι(p(a) + 2δ) > a + ι(δ). Starting with an arbitrary a 0 ∈ A, an inductive argument then shows that for arbitrary n ∈ N an element a ∈ A exists with a > a 0 + ι(nδ). But as b is an upper bound of A it follows that b ≥ a 0 + ι(nδ), for all n ≥ 1, contradicting the fact that R is archimedean.
