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5Abstract
Multi-fluid flows are omnipresent in our lives, from the fabrication of integrated circuit
components in most electronics to the miniature laboratories inside medical tools, and even as
a drop of rain splashes onto the wing of an aeroplane. In this thesis we use theoretical and
numerical tools to investigate topics from the fascinating world of interfacial flows.
The first part of this dissertation is dedicated to the study of multi-fluid systems in small
scale channel geometries in the presence of electric fields. We develop the theoretical machin-
ery to address the stabilisation (to the point of complete suppression) of the classical Rayleigh-
Taylor instability under the action of an electric field acting in the plane of the liquid-liquid
interface. In a related context, in many situations electric fields normal to the fluid-fluid in-
terface may be employed in order to accurately drive instabilities towards beneficial goals. In
particular, we discuss novel mechanisms to generate pumping and mixing in millimetre-sized
geometries without requiring moving parts or an oncoming flow.
In the second part of this thesis we turn our attention to the area of aerodynamics, thus
investigating multi-fluid flows in a very different regime, dictated by high speed environments.
We initially address one of the canonical problems in fluid mechanics, drop impact onto solid
or liquid coated surfaces. This situation arises naturally on an aircraft in either rain or de-
icing conditions. A new model for water catch on a surface is proposed, incorporating the
violent splashing dynamics occurring in realistic conditions. The impingement of a large num-
ber of droplets ultimately leads to the formation of a liquid layer on the surface. We extend
the powerful asymptotic framework of triple-deck theory to analyse changes in the flow sep-
aration process in the presence of an additional liquid. Flows past surface roughnesses and
corners/flaps are discussed as practical examples.
Keywords: multi-layer flows, stability, fluid-fluid interfacial manipulation, electro- phoretic
effects, nonlinear travelling waves, direct numerical simulation (DNS), volume-of-fluid (VOF)
method, Gerris, droplet impact, splashing dynamics, water collection efficiency, liquid film
formation, flow separation, multiple deck analysis.
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Part I
Electrohydrodynamic Control in Small
Scale Geometries
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Chapter 1
Introduction
Fluid dynamics across all scales is at the forefront of modern research. And now more than
ever we benefit from advances that lie at the tip of our fingers. With sizes not exceeding a few
millimetres and usage ranging from blood sample analysis to cooling devices and integrated
circuit components (and far beyond), liquid systems on the microscale play an indispensable
part in our lives. Their production and maintenance however is a highly sensitive and expensive
process. Many classical implementations take into account intricate geometries and complex
networks of channels to reach their targets. Furthermore, the presence of injected flows in
such small scales is often invasive and prevents optimisation and scaling towards industrially
efficient standards.
The research presented in the following chapters focuses on eliminating such drawbacks
and creating mechanisms that do not use any moving parts and do not require the presence of an
oncoming flow. Electrostatic control mechanisms underpin a wide range of modern industrial
processes, from lab-on-a-chip devices to microfluidic sensors for security applications.
In what follows we discuss the development of theoretical and numerical tools that allow
us to study the flow environment on the microscale, mitigating the need for numerous costly
experiments. The techniques are used to design electric field protocols that target applications
such as flux generation, microfluidic mixing and polymer self-assembly in simple geometrical
configurations. The next subsection outlines our motivation and provides an overview of both
classical and recent contributions to the specialised literature. More detailed expositions on the
specific topics presented in chapters 2-4 are provided in their respective introductions.
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1.1 Overview of the subject
Fundamental, applied and industrial research in a variety of fields (chemistry, biology,
technology, security applications) benefits greatly from advances in small scale fluid systems.
These devices provide a wealth of opportunities, as their design often employs a diversity of
physical effects, as well as interesting geometrical constraints given by the ever reducing sizes
and increasing efficiency demands. It is not uncommon to find devices in which driving forces
such as pressure gradients, capillarity, external forces (electric, magnetic, acoustic etc.) and
even chemical reactions come into play simultaneously.
One of the primary goals in this context is the reduction in size of structures, such as elec-
tronic parts, to the order of tens or hundreds of microns (Ho & Tai (1998), Stone & Kim (2001),
Stone et al. (2004)) and even sub-micron structures in the case of applications in soft lithogra-
phy. In this latter example, electrostatic forces have been successfully employed to manipulate
interfacial instabilities to obtain accurate periodic pillar-like structures of less than 100 nm in
cross-section. Rockford et al. (1999), Scha¨ffer et al. (2000) and Morariu et al. (2003) illustrate
experimentally how highly accurate pattern formation can be obtained to aid manufacturing of
microelectronics (semiconductors and integrated circuit components in general).
The theory of thin films has found resounding success in this area. In general, geome-
tries found in applications are sufficiently long such that the length disparity can be embedded
theoretically, leading to an evolution equation for the fluid-fluid interface which incorporates
much of the dynamics of the system. The Kuramoto-Sivashinsky equation (Benney (1966);
Kuramoto & Tsuzuki (1975, 1976); Sivashinsky (1977); Hooper & Grimshaw (1985)) - and
numerous variations thereof - is one of the most popular models in the field. The system is
described in a weakly nonlinear framework (consult for example Kalliadasis (2000)), while its
applicability is very broad given that extensions can incorporate many of the additional phys-
ical effects discussed previously, in particular the action of electric fields. Oron et al. (1997)
provide a review of the earlier progress in this area (up to approximately 20 years ago), while
more recent advances are discussed in Craster & Matar (2009).
The manipulation of small amounts of liquid on surfaces has received much attention, par-
ticularly due to the uses in lab-on-a-chip devices - see Mugele & Baret (2005) - and in biology
and biotechnology, where detecting and manipulating small volumes of liquid becomes crucial
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in efficient reaction management (Voldman et al. (1999); Beebe et al. (2002)). An additional
example is the migration of micro-sized particles (model of yeast cells) using non-uniform
electric fields in a comprehensive mathematical and numerical investigation by Nudurupati
et al. (2006).
Apart from droplet translation, controlled drop splitting (also known as “drop surgery”)
has also captured immense scientific interest from very early times (Taylor (1934); Bretherton
(1961)). In biotechnology, this is often achieved using T-junctions (two branches of a channel
are combined into a single channel - see Thorsen et al. (2001); Nisisako et al. (2002)) or
through flow-focusing techniques (using again a network of channels and narrow orifices - see
Gana´n-Calvo & Gordillo (2001); Garstecki et al. (2004)). We again highlight the capability of
achieving similar effects using electric fields, as performed by Yeo et al. (2007).
Mixing in small scale confined geometries is another application of key importance. The
interspersion of different fluid species is a cumbersome process due to the small Reynolds
number (O(1) and often much less) present in the channel geometries. Furthermore, in the case
of flow inside a channel, the parabolic velocity profiles result in reagents travelling at different
velocities, leading to the well-known phenomenon of Taylor dispersion (Taylor (1953); Bird
et al. (2002)). Another potential obstacle lies in the presence of irregularities of the wall,
producing surface chemistry effects that may alter the desired fluid flow. Chaotic advection
has been found (Song et al. (2003a,b); Song & Ismagilov (2003); Liau et al. (2005)) as a
useful mechanism to greatly enhance mixing. Repeated folding and stretching of superposed
fluids translates to progressively thinner layers (and a substantial increase in interfacial area)
that promotes molecular diffusion and achieves mixing in times of the order of milliseconds
(Aref (1984); Ottino (1989); Stroock et al. (2002)). Mixing in plug (Handique & Burns (2001);
Grigoriev (2005)) and slug (Garstecki et al. (2005, 2006)) flows has been achieved using the
fluid circulation inside the droplets. Overcoming viscous forces to induce mixing at these scales
often relies on external forces. Chapter 4 of this thesis elaborates on a method to accomplish
this in a minimally invasive manner, using only electrostatic forces.
The flexibility and efficiency of droplet-based hydrodynamics in microchannels turns the
small scale systems into genuine miniature laboratories, as pointed out by Song et al. (2006).
The previous paragraphs are meant to give a sense of the broad scope of electrically induced
interfacial manipulation at small scales. In the present work, we turn our attention in particular
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to the stabilisation of the Rayleigh-Taylor instability (Rayleigh (1883); Taylor (1950)) using
electric fields. The general underlying principle of fluids of different densities interacting under
the presence of external fields appears as an archetypal example in the context of multi-fluid
systems, from the very small scales discussed previously to large scale astrophysical flows.
The instability is not only fascinating from the perspective of its multitude of applications.
From an applied mathematical viewpoint it can incorporate diverse physical features (gravity,
capillarity, electrostatics, magnetism, rotation and many others) and a rich system arises from
their competition - see Chandrasekhar (1961). In a related context but in a seemingly opposite
direction, instabilities can be beneficial in some applications, such as the already mentioned
cases of soft lithography or mixing at small scales. Melcher (1963) and Taylor & McEwan
(1966) have studied the emerging instabilities induced by a vertical electric field acting on an
otherwise quiescent stratified multi-fluid system. In subsequent chapters we report on novel
techniques to use this mechanism for the purpose of generating flux and enhancing mixing in
simple confined geometries.
Before elaborating on the main goals of this part of the thesis in section 1.2, we dedicate a
few paragraphs to the topic of computational techniques for direct numerical simulations of in-
terfacial flows. The description of the nonlinear evolution of interfaces in a challenging multi-
physics context has evolved as a consequence of ever increasing computational capabilities.
Such investigations now play a central role in fields including, but not limited to, geophysical
fluid dynamics, climate modelling, chemical and biological engineering. We stress the im-
portance of computational tools from two perspectives. Firstly, they complement theoretical
insight by advancing into nonlinear regimes in which, in many cases, analytical progress is not
possible. Secondly, in an experimental context, the restrictive time and space scales often make
flow inspection very difficult. Correctly designed numerical investigations allow an efficient
and detailed examination of the flow without requiring expensive instruments or laboratory
equipment.
There are still substantial constraints with respect to highly accurate numerical modelling of
complex multi-fluid systems. Reliable studies are limited to specific Reynolds and Weber num-
ber regimes and attention is rightfully dedicated to the fundamental understanding of physical
phenomena rather than directly attempting overly intricate applications via direct numerical
simulations. Despite of this, the rate of the development of computing-related technology is a
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source of optimism, and barriers are overcome every day.
Traditionally, numerical methods for interfacial flows have been divided into fixed grid
and moving grid methods. In this short review (based on the influential work of Scardovelli
& Zaleski (1999)), we mainly focus on fixed or quasi-fixed grid methods (involving adaptive
mesh refinement); however, short accounts of other techniques are also presented. We first
expand on the exceptions, namely special cases which are not accounted for by the mentioned
classification.
The particle in cell (PIC) method, originally presented by Harlow (1964), resorts to elim-
inating the grid altogether, although variations in which mesh-particle coupling is included
have been formulated as well. The particle trajectories are tracked using individual equations
for each particle (Lagrangian frame). The method has been adopted in many plasma physics-
related applications. Most information is then captured by consulting particle distribution over
time. We also mention the smoothed particle hydrodynamics (SPH) method, which has evolved
in the context of astrophysical flows, see Monaghan (1992). Particle interaction and its inten-
sity is defined by a set of smoothing kernels, incorporating their mutual distance or even, for
example, the properties of different phases, thus enabling the representation of surface ten-
sion. Lattice-Boltzmann methods (LBM) present another viable alternative, particularly when
smaller scale interactions (and domains) are of interest. Rothman & Zaleski (1994) present a
review of the method, describing the transition from micro- to macro-dynamics.
If the number of particles is large, such particle-based constructions become more tempting,
since they are by design easily parallelisable and thus computationally efficient. However
jumps in physical properties are detrimental to their usage and they are in general delicate
and difficult to extend. These special cases are only applicable in the case of creeping flows,
implicitly reducing the Navier-Stokes equations to the Stokes equations. The other limit (of
inviscid flows governed by the Euler equations) has also received considerable attention and
methods that do not rely on a specific grid structure have been developed - see Baker et al.
(1982); Lundgren & Mansour (1988); Oguz & Prosperetti (1990) - in general resorting to
boundary-integral formulations.
We return to the topic of moving grid methods, suitable especially for investigations in-
volving weakly deformable surfaces (such as waves and drops). Here, the interface essentially
acts, to a certain degree of accuracy, as a boundary in between two (or more) subdomains of
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the grid. Early examples include the free surface calculation of a rising bubble performed by
Ryskin & Leal (1984) or the complete simulation (accounting for gas dynamics) of Dandy
& Leal (1989). Magnaudet et al. (1995) use a conformal mapping technique to maintain the
orthogonality of the grid. Non-orthognal grids have also been used extensively. A bottleneck
in many such cases is the fact that a grid following the fluid motion may suffer considerable
deformation, even though the interface has hardly been displaced, as noted by Hyman (1984).
Therefore computational effort has to be dedicated to frequent regridding. To this end, Fukai
et al. (1993, 1995) have addressed the issue of efficient finite element techniques for large
interfacial deformations.
We highlight at this point that most numerical models discussed in this section treat the in-
terface as sharp and inifinitesimally thin. This concept may suffer modifications at the discrete
level, but the theory is built from the level of continuum mechanics. Diffuse-interface models
(van der Waals-Cahn-Hilliard theory) originate from the idea that in reality interfaces extend
over the length of a (small) finite amount of molecules. At the molecular scale the matter is
discontinuous, however an intermediate scale can be considered in which velocity and density
fields are formulated over interfaces of finite thickness. The interested reader is provided a
reference to the work of Anderson et al. (1998).
We proceed with a more detailed description of fixed-grid formulations. At the level of the
interface itself, we make the distinction between front-tracking methods and front-capturing
methods. Front-tracking techniques (also known as surface-marker methods) are based on a
Lagrangian approach, where the fluid interface plays an explicit role in the algorithm. Here we
refer to the extensive work of Unverdi & Tryggvason (1992b,a) and Glimm et al. (1998, 1999),
as well as numerous other publications from the same groups in the 1990’s.
One of the main strengths of front-tracking methods lies in the higher-order polynomial
representation of the interface. This results in accurate solutions obtained with a relatively
small computational effort. Another significant advantage is the capturing of structures of
smaller sizes than the grid spacing itself. Of particular interest is the representation of liquid
bridges (see Fig. 8 in Scardovelli & Zaleski (1999)), construction which may artificially break
due to numerical constraints under different formulations. This feature is eventually lost as
the structures become sufficiently small, as in the example of a spiralling vortical structure.
Front-tracking methods are ideal for cases in which densities and viscosities are identical in
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the different phases or in general when effects (for example capillary) on the interface do not
require a very fine grid structure. Small scales in the velocity or pressure fields will not be
accurately represented. A typical example of a suitable scenario in which the front-tracking
method will prove superior is that of a passive scalar or a dye. In this case the numerical
advantages become obvious and the accuracy will not be affected. Many real-life situations
however require strong physical property contrast, therefore limiting some of the qualities of
the algorithm. Nevertheless, ideas from front-tracking techniques have been successfully em-
bedded into other methods, such as efficient calculation of surface tension, as discussed by
Popinet & Zaleski (1999). Numerous advances have been presented in recent years and here
we mention the study of Nu¨rnberg & Sacconi (2014) in a related physical context to the present
work (electromigration), who construct an unfitted finite-element approach with guaranteed
equidistribution of vertices across the interface, thus avoiding the cost of remeshing.
Having provided a brief overview of front-tracking methods, within the next paragraphs we
concentrate on some of the most popular front-capturing techniques for interfacial flows. A par-
ticularly attractive formulation of the multi-fluid system is provided by the level set method.
Although relatively recent, the method has received enormous attention due to its simplic-
ity and elegance. The idea was first introduced by Osher & Sethian (1988) and consists in
considering a smooth function ϕ(x, t) that defines the fluid-fluid interface as the set where
ϕ(x, t) = 0. Here x ∈ Rn, thus making way for immediate generalisations to higher dimen-
sions. Following the description of Osher & Fedkiw (2001) in their comprehensive review on
the topic, the level set function ϕ has the properties
ϕ(x, t) > 0 ∀ x ∈ Ω, (1.1)
ϕ(x, t) < 0 ∀ x 6∈ Ω¯, (1.2)
ϕ(x, t) = 0 ∀ x ∈ ∂Ω = Γ(t). (1.3)
Here Γ(t) denotes the interface separating the fluids, bounding an open region Ω. The goal is
to characterise the fluid motion under the influence of a velocity field v. Finding the set where
ϕ vanishes thus becomes sufficient to represent the dynamics of the flow. Note that topological
changes (such as droplet coalescence or separation) are implicitly accounted for. Effectively
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the level sets are advected using
∂ϕ
∂t
+ v · ∇ϕ = 0, (1.4)
and an interesting observation is that actually just the normal component of the velocity is
needed. Hou et al. (1997) and Peng et al. (1999) have shown that equation (1.4) only needs to
be solved locally near the interface Γ(t), thus making the method very efficient and comparable
to boundary integral method computations. Additional details on the level set method are
provided in the pioneering work of Sussman et al. (1994) and Sethian (1996). As noted by
Scardovelli & Zaleski (1999), the technique is yet to reach the accuracy and overall success of
more traditional alternatives. Furthermore, incorporating additional physical features becomes
significantly more involved. However, in a wide range of classical scenarios, the level set
method has achieved very promising results and its inviting simplicity has gained the attention
of a very strong research community. We believe the pace at which the literature is evolving is
highly encouraging and level sets will very soon become one of the most competitive choices
for multi-fluid systems. A relevant example is the work of Teigen & Munkejord (2009), who
applied level sets to accurately compute electrically induced drop deformation via a ghost fluid
method. In addition, the underlying principles have already crossed barriers between fields,
as level set methods have become popular in areas such as image processing and computer
graphics, being for example extensively used in fluid-related special effects in animations.
We finally expand on perhaps the most successful (and popular) of the available approaches,
the volume-of-fluid (VOF) method. The VOF method uses a volume fraction field to locate the
interface. To delineate some of the underlying principles behind the algorithm, we introduce a
scalar field cij , commonly known as a volume fraction function or a colour function. Its value
identifies with the fluid phases, in the sense that it can take values ranging from 0 to 1 (if two
fluid species are present) in the case of bulk fluid regions. The interfacial regions are described
by the areas where the two phases meet and thus 0 < c < 1 at the cells cut by the interface.
The colour function can intuitively be associated with a Heaviside function with a region of
transition from values 0 to 1 related to the size of the grid.
The methodology was first introduced by DeBar (1974), although more commonly Noh &
Woodward (1976) and Hirt & Nichols (1981) are attributed with the breakthrough. The method
has since been extensively used, with perhaps the most representative example in the context of
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the present thesis provided by Popinet (2003) in the form of the freely available VOF package
Gerris. The influence of the development is well represented in the bibliography of the project,
which is rapidly expanding.
At its most basic level, the VOF method consists in updating the scalar field c, given the
velocity field u in a discrete setting. While in principle this simplified description does not
significantly digress from previous formulations, there are several major advantages to this ap-
proach. Firstly, mass preservation is accounted for intrinsically, since the advection algorithm
is constructed from the discrete representation of the conservation law. As fluid interfaces
approach one another and become embedded within the same computational cell, topological
changes such as reconnection are inherently considered. One must of course then take into
account the fact that the size of the computational cells may affect such phenomena, thus ap-
propriate discretisations are to be employed for capturing the correct physical features rather
than numerical artifacts. In fact, significant effort has been dedicated to achieving a highly
accurate interfacial representation inside a cell based on local and neighbouring colour values.
The piecewise linear interface calculation (PLIC) has been particularly successful in this con-
text - see Scardovelli & Zaleski (1999) and Popinet (2009). In general, the schemes employed
are local, relying only on the neighbouring cells when updating the colour function c at a certain
point. Thus the framework is well suited for parallelisation and high performance computing
features in general. Last but not least, we finalise the list of advantages of this method by not-
ing that generalisations to higher dimensions are accessible and the VOF method has proved
its accuracy and versatility in full three-dimensional representations.
The volume-of-fluid method proved the natural choice for addressing the computational
component of the projects in this dissertation. A more detailed account of the underlying
mathematical formulation of the technique is provided in the following chapter, in section 2.4.
1.2 Aims and objectives of the thesis
In the context of the vibrant field of electrohydrodynamically controlled interfacial flows
described in the previous section, the overarching goal of the author is twofold.
From a mathematical perspective, the subsequent chapters in this part of the dissertation all
present theoretical models with associated stability analysis. We aim to ensure a comprehen-
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sive understanding of the early dynamics of the emerging instabilities. The mechanism behind
the stabilisation of the Rayleigh-Taylor instability using electric fields parallel to the fluid-fluid
interface is described in detail in a variety of regimes. A second (related) investigation ad-
dresses a geometry in which the stratified fluid lies between parallel electrodes, which generate
an electric field acting in a direction normal to the fluid-fluid interface. A sufficiently strong
electrically induced destabilising force produces instabilities even in stably stratified systems.
Aspects such as mode selection and critical voltage design are then studied to improve under-
standing of the incipient dynamics in the flow. Ultimately, the two configurations outline a
remarkable degree of flexibility, showing promise in propagating the physical understanding
towards practical applications of interest.
The second objective in this exposition lies in creating state-of-the-art computational tools
to study the multi-fluid flows into nonlinear regimes. These allow us to track the flow beyond
its linear evolution and we attempt to describe some of the interesting features arising at the
highly nonlinear stages that follow. Detailed comparisons of the theoretical results and the
direct numerical simulations in the early stages in which the analysis is applicable are also
regularly conducted in order to validate the numerical work.
Combining the constructed theoretical and numerical machinery allows us to formulate
efficient techniques addressing two of the most prominent challenges in the field: pumping
and mixing in small scale geometries. To the best knowledge of the author, the introduced
models have not yet been addressed in the literature and thus a fundamental aim is to provide
a detailed account of the modelling and quantitative analysis principles, ultimately expanding
on their applicability in real-life situations.
The entire investigation is built on the basis of using the most basic channel geometry
and promoting electrohydrodynamic effects based solely on the action of (relatively simple)
prescribed voltage potential differences. The omission of complicated structural components,
moving parts or specific oncoming flow conditions, while at the same time resorting to realistic
fluid-fluid configurations, encourages experimental exploration in a very convenient layout.
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1.3 Thesis outline
The remainder of the first part of the thesis is structured into three chapters, each based on
journal publications specified in subsequent abstracts. The presented material is followed by a
concluding section, in which we also expand on future work.
We begin in chapter 2 by discussing the classical Rayleigh-Taylor instability in the presence
of an electric field which is parallel to the fluid-fluid interface. Through linear stability theory
we demonstrate that electric forces can be used to reduce and eventually completely suppress
the instability given a sufficiently strong voltage potential difference. The modification of local
stresses around the interface adds to the traditional interplay between gravitational and capillary
forces. Following the theoretical analysis, details regarding the volume-of-fluid (VOF) method,
which lies at the heart of the direct numerical simulations we conduct, are also presented.
In particular we focus on introducing the computational capabilities of Gerris, the package
used throughout the dissertation. We conduct computational studies to understand strongly
nonlinear aspects of the flow, such as the deceleration of the primary instability and the delay
in the onset (and evolution) of the typical roll-up structures. Such features are beyond the
reach of analytical techniques. We finally propose a mechanism of harnessing the instability
to induce sustained interfacial oscillations that may prove beneficial in practical applications.
Examples with real-life fluid parameters are set forth in order to demonstrate the implications
of the obtained results.
Chapter 3 extends the investigation to a channel geometry in which the electrodes are
aligned parallel to the horizontal axis and thus the stratified flow is subjected to a normal
electric field. In this case, a strong voltage potential difference has been known to cause insta-
bilities in stably stratified systems, a process which has been successfully exploited in applica-
tions such as soft lithography. We begin again with an asymptotic description of the evolution
of the interface in a linearised setting. The dispersion relation is of particular interest, since a
desired pattern of the instability can be obtained by prescribing a predetermined voltage. The
flow is then destabilised in a controlled manner up to the point where the instabilities reach
the near-wall region, however touchdown does not occur. The evolution of the flow beyond
the linear regime is again explored computationally using the VOF method. The primary aim
of the chapter is the introduction of a novel pumping mechanism, induced by a non-uniform
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voltage distribution in the form of a travelling wave boundary condition. When subjected to
this condition, the fluid-fluid interface (which has already been conveniently positioned in the
region of influence near the channel wall by the excitation of a certain mode using the uniform
normal electric field) is transported along a desired direction and with a velocity that can be
influenced by the parameters of the non-uniformity in the condition.
The ideas of chapters 2 and 3 (sustained interfacial oscillations and symmetry-breaking
voltage distributions) are combined in the context of mixing in small scale channels in chap-
ter 4. Here, upon introducing typical real-life fluid-fluid configurations, we study the associated
instabilities arising in such systems theoretically in a similar manner to previous chapters. We
then propose simple yet efficient electric field protocols in both two- and three-dimensional
geometries that greatly improve the level of mixing in the channel. The effects are quantified
by means of introducing a passive tracer (similar to a dye in experimental conditions) and very
encouraging results are obtained with the suggested non-invasive technique.
Chapter 5 summarises the findings of the previous investigations and outlines several in-
teresting future research directions, thus concluding the presentation of the first part of the
thesis.
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Chapter 2
On the control and suppression of the
Rayleigh-Taylor instability
Abstract
In this chapter we show theoretically that an electric field can be used to control and sup-
press the classical Rayleigh-Taylor instability found in stratified flows when a heavy fluid lies
above lighter fluid. Dielectric fluids of arbitrary viscosities and densities are considered and a
theory is presented to show that a horizontal electric field (acting in the plane of the undisturbed
liquid-liquid surface), causes growth rates and critical stability wavenumbers to be reduced,
thus shifting the instability to longer wavelengths. This facilitates complete stabilisation in a
given finite domain above a critical value of the electric field strength.
Direct numerical simulations based on the Navier-Stokes equations coupled to the electro-
static fields are carried out and the linear theory is used to critically evaluate the codes before
computing into the fully nonlinear stage. Excellent agreement is found between theory and
simulations, both in unstable cases that compare growth rates and in stable cases that compare
frequencies of oscillation and damping rates. Computations in the fully nonlinear regime, sup-
porting finger formation and roll-up, show that a weak electric field slows down finger growth
and that there exists a critical value of the field strength, for a given system, above which
complete stabilisation can take place.
We also present a numerical experiment that utilises a simple on-off protocol for the elec-
tric field to produce sustained time periodic interfacial oscillations. It is suggested that such
phenomena can be useful in inducing mixing. A physical centimetre-sized model consisting of
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stratified water and olive oil layers is shown to be within the realm of the stabilisation mecha-
nism for field strengths that are approximately 2× 104 V/m.
The material presented in this chapter is based on Cimpeanu et al. (2014).
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Figure 2.1: Snapshots of the interfacial position at t = 1 (top row), t = 2 (middle row) and t =
3 (bottom row), for increasing values of the applied electric potential difference V¯ = 0, 2, 3, 4.
The evolution for the designated value of V¯ is contained in each of the four columns and the
field increases from left to right.
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2.1 Introduction
The stabilisation of the Rayleigh-Taylor instability (Rayleigh (1883); Taylor (1950); Chan-
drasekhar (1961)) by external effects such as shear or transverse oscillations has been exten-
sively considered both theoretically and experimentally. Babchin et al. (1983) have shown that
shear can stabilise the Rayleigh-Taylor instability in thin films by a nonlinear mechanism that
appears to be quite general and can lead to complex spatiotemporal dynamics, while a more
recent study (Halpern & Frenkel (2001)) predicts a similar, albeit more dynamically complex,
saturation for a thin film two-fluid system in a Couette device by transverse oscillations of one
of the walls. Similar shear-induced stabilisation of capillary instability in cylindrical geome-
tries have also been described by Papageorgiou et al. (1990) and Lowry & Steen (1997). The
competition between gravitational and capillary instabilities has been studied by Haimowitz &
Oron (2010) for a liquid film wetting the outer surface of a circular tube whose axis is horizon-
tal (see also Weidner et al. (1997)); it is shown that time-periodic oscillations of the cylinder
along its axis can stabilise the flow in the sense that the lobes that form in the absence of os-
cillations become longer and of smaller amplitude. Recent experimental studies (Huang et al.
(2007)) of the development of the Rayleigh-Taylor instability in centimetre-sized geometries
incorporate magnetic fields to produce precise and controlled initial perturbations. Most of
the mechanisms outlined above require some form of mechanical actuation involving moving
parts; our objective herein is to employ an electric field to achieve stabilisation and, in partic-
ular, to obtain controllable and tunable oscillatory two-fluid flows that can be useful in mixing
in confined geometries.
We are interested in flows of immiscible stratified liquids in small scale geometries, where
viscosity, surface tension and gravity compete to select the dynamics. In particular we fo-
cus on centimetre-sized domains appropriate for desktop experiments where electric fields can
be easily applied; this provides a rich dynamical system that can be controlled passively or
actively using the applied electric field whose direction relative to the plane of the interface
influences electrohydrodynamic instabilities. For example it has been established in several
pioneering works (Melcher (1961, 1963) and Taylor & McEwan (1966)) that a field which is
perpendicular to the undisturbed interface induces instabilities that have found application in
modern soft lithography (see Scha¨ffer et al. (2000) and Wu & Russel (2009)). The control of
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such instabilities in a stably stratified air-gas system using feedback control has been demon-
strated experimentally by Melcher & Warren (1966) in a circular device of radius 1.9 cm with
a 3 mm thickness liquid layer wetting the bottom plate electrode and a 0.785 mm gas layer
(sulfur hexafluoride to prevent dielectric breakdown) sandwiched between the liquid and top
electrode. The spatiotemporally modulated electric field was selected to produce a stabilis-
ing feedback force on the interface that undergoes electrohydrodynamic instabilities due to a
constant background imposed field.
If, however, the field is parallel to the interface (or parallel to the axis in cylindrical jet ge-
ometries), it induces a stabilising effect. For example, it can prevent or delay rupture events in
liquid sheets in the presence of van der Waals forces (Tilley et al. (2001); Savettaseranee et al.
(2003)), it can produce large amplitude nonlinear travelling wave structures (Papageorgiou
& Vanden-Broeck (2004)) and it can suppress the Kelvin-Helmholtz instability (Grandison
et al. (2007)). In cylindrical geometries axial electric fields can suppress capillary instabilities
in liquid jets and bridges as observed in several experiments - Raco (1968); Taylor (1969);
Sankaran & Saville (1993); Ramos et al. (1994); Burcham & Saville (2000). In the context of
the Rayleigh-Taylor instability, such stabilisation (allied to nonlinear aspects in the long wave
limit) has been recently described by Barannyk et al. (2010) (see also the linear studies of Eld-
abe (1989) and Joshi et al. (2010)). The physical mechanism responsible for this electrostatic
stabilisation is the modification of the normal stresses due to the presence of Maxwell stresses
at the interface, that in turn affect the perturbation pressures in the vicinity of the interface.
Details of the linear stability aspects of this mechanism are provided here in order to obtain a
quantitative understanding of incipient instabilities and to provide benchmarks capable of eval-
uating the accuracy of direct numerical simulations (DNS). With tested numerical tools at our
disposal we then explore the nonlinear dynamics of the problem at arbitrary Reynolds numbers
with emphasis placed on suppression of gravitational instabilities, when present, and estab-
lishment of temporal voltage protocols (essentially on-off systems for simplicity) that produce
controlled time-periodic sustained interfacial oscillations that can be useful in mixing. The
direct numerical simulations are carried out using the Gerris platform introduced by Popinet
(2003), whose utility has been demonstrated on numerous occasions, such as the studies of
Fuster et al. (2009); Bague´ et al. (2010); there is also a focus on efficient implementation of
electric effects (Lo´pez-Herrera et al. (2011)), which render it highly suitable in the context of
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our application.
The chapter is structured as follows. Section 2.2 introduces the governing equations and
boundary/interfacial conditions for both the fluid dynamics and the electrostatics. Section 2.3 is
devoted to the general linear stability problem and an implicit dispersion relation is derived and
used to characterise electrohydrodynamic stability properties. Section 2.4 introduces details
on the numerical methods employed. In section 2.5 the linear theory is employed to validate
the results obtained by direct numerical simulation for wide parameter ranges. Simulations
are performed to probe the nonlinear regime in several directions including implementation
of complete stabilisation, as well as demonstrating active control protocols that can produce
sustained interfacial oscillations with mixing ramifications in section 2.7. Finally, we provide
our conclusions in section 2.8.
2.2 Mathematical model
We consider two incompressible, immiscible, viscous fluids in a two-dimensional setting
as shown in Fig. 2.2. An electric field of size V¯ ∗/L acts horizontally as shown in the figure,
where L is a typical length over which a voltage potential difference V¯ ∗ is maintained. In
addition the flow is unconfined above and below (lateral boundaries can easily be incorporated
but our main objective is to isolate the competition between the Rayleigh-Taylor instability
and electrostatics so we avoid lateral confinement). Using a Cartesian coordinate system, the
interface between the two fluids is denoted by y = S(x, t), and fluids 1 and 2 occupy the
regions y < S(x, t) and y > S(x, t), respectively (subscripts 1,2 will refer to fluids 1 and
2). The fluids are perfect dielectrics with given constant permittivities 1,2, viscosities µ1,2,
densities ρ1,2 and the corresponding velocity vectors are u1,2 = (u1,2, v1,2). We denote the
constant surface tension coefficient at the interface by σ. When the interface is flat (S = 0),
the field is uniform and given by E0 = −(V¯ ∗/L) i, and when the interface is disturbed we
need to consider voltage potentials V1,2 in regions 1,2 that satisfy Laplace’s equation. This
follows from the electrostatic approximation: Maxwell’s equations reduce to ∇ × E1,2 = 0,
∇ · (1,2E1,2) = 0, hence E1,2 = −∇V1,2 from the former condition, with Laplace equations
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Figure 2.2: Schematic of the problem with fluid 2 lying above fluid 1 and separated by the
interface y = S(x, t). A uniform electric field of size V¯ ∗/L is applied horizontally as shown.
The direction of the field (leftward or rightward) is unimportant.
following from the second condition away from the interface:
∆V1,2 = 0. (2.1)
The Laplace operator ∆ is defined as ∆(·) ≡ ∂2(·)/∂x2 + ∂2(·)/∂y2 in two dimensions. The
dimensional momentum and continuity equations are
ρ1(u1t + (u1 · ∇)u1) = −∇p1 + µ1∆u1 − ρ1gj, (2.2)
ρ2(u2t + (u2 · ∇)u2) = −∇p2 + µ2∆u2 − ρ2gj, (2.3)
∇ · u1,2 = 0, (2.4)
where p1,2 denote the pressures in each fluid, g is the acceleration due to gravity and j =
(0, 1). Since the fluids are perfect dielectrics with constant permittivities, there are no charges
present, hence the Lorentz force is absent in the momentum equations (2.2)-(2.3). However
the Maxwell stresses have jumps at the interface and this is accounted for in the normal stress
balance (2.12) below.
2.2 Mathematical model 46
We introduce the density and viscosity ratios
r = ρ1/ρ2, m = µ2/µ1, (2.5)
and non-dimensionalise using fluid 1 as reference. Lengths are scaled by L, velocities by a
reference value U and pressures by ρ1U2; the following dimensionless parameters emerge
g˜ =
gL
U2
, µ˜ =
µ1
ρ1UL
, p =
2
1
, σ˜ =
σ
ρ1gL2
, (2.6)
that represent an inverse square Froude number g˜, an inverse Reynolds number µ˜, the permit-
tivity ratio p, and an inverse Weber number denoted by σ˜ and which measures the ratio of
surface tension to gravitational forces. Furthermore, we scale voltage potentials by V ∗ so that
the dimensionless electric parameter measuring the size of Maxwell stresses in the interfacial
stress balance equation becomes unity in fluid 1 variables. Inspection of the stress tensor (2.18)
below, shows that this choice necessitates
ρ1U
2 =
1(V
∗)2
L2
⇒ V ∗ = UL
√
ρ1/1. (2.7)
As a result, the dimensionless boundary condition at the right of the domain x˜ = 1/2 becomes
V˜1,2 = V¯ , where the dimensionless parameter V¯ = V¯ ∗/V ∗ measures the magnitude of the
applied electric potential difference. The lateral confinement given by the electrodes on each
side at x˜ = ±1/2 also acts as a free-slip, impermeable boundary for the hydrodynamic terms,
resulting in u˜1,2 = 0 and ∂v˜1,2/∂x˜ = 0. The dimensionless Navier-Stokes equations become
u˜1t + (u˜1 · ∇)u˜1 = −∇p˜1 + µ˜∆u˜1 − g˜j, (2.8)
u˜2t + (u˜2 · ∇)u˜2 = −r∇p˜2 +mµ˜r∆u˜2 − g˜j, (2.9)
∇ · u˜1,2 = 0, (2.10)
where tildes are used to refer to dimensionless quantities.
Since we assume a sharp interface (this is preferable in analytical treatments but is relaxed
in the computational treatment as we will see below) electrohydrodynamic coupling and cap-
illary effects occur through the interfacial boundary conditions. The conditions required at
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y˜ = S(x˜, t˜) are: a kinematic condition, continuity of normal and tangential stresses, velocities,
normal components of the displacement field ˜E˜, and tangential components of the electric
field (equivalently continuity of voltage potentials):
v˜i = St˜ + u˜iSx˜, i = 1, 2, (2.11)
[n · T · n]12 = σ˜κ, (2.12)
[t · T · n]12 = 0, (2.13)
[u˜]12 = 0, (2.14)[
˜E˜ · n]1
2
= 0, (2.15)[
V˜
]1
2
= 0, (2.16)
where [(·)]12 = (·)1 − (·)2 represents the jump across the interface, n = (−Sx˜, 1)/(1 + S2x˜)1/2,
t = (1, Sx˜)/(1 + S2x˜)1/2 are the unit normal and tangent to the interface, respectively, and
κ = Sx˜x˜/(1 +S
2
x˜)
3/2 is the interfacial curvature. Condition (2.15), the continuity of the normal
component of the displacement field ˜E˜, follows from the assumption that there are no im-
pressed free charges at the interface, which is a standard assumption for dielectric fluids. The
stress tensor T contains hydrodynamic and electrical parts
Tij = −p˜δij + µ˜
(
∂u˜i
∂x˜j
+
∂u˜j
∂x˜i
)
+ ˜E˜iE˜j − 1
2
|E˜|2δij[˜− (∂˜/∂ρ)ρ]. (2.17)
The expression for the electric component of the stress tensor is well known in the field of
electrodynamics - see Woodson & Melcher (1968); Saville (1997). We note that the incom-
pressibility and constant permittivity assumptions (and hence the fact that ∂˜/∂ρ = 0) allow
us to reduce expression (2.17) to the form
Tij = −p˜δij + µ˜
(
∂u˜i
∂x˜j
+
∂u˜j
∂x˜i
)
+ ˜E˜iE˜j − 1
2
˜|E˜|2δij, (2.18)
which is widely used in electrohydrodynamic stability problems in the literature. The interested
reader is referred to the work of Woodson & Melcher (1968), Burcham & Saville (2002) and
Papageorgiou & Vanden-Broeck (2004).
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2.3 Linear stability
In this section we derive analytical expressions (typically implicit relations) for the growth
rates of disturbances to be used in validations of the numerical simulations. The base state
solution is given by a flat interface, zero velocities and a uniform electric field:
S = 0, (2.19)
u˜1,2 = 0, (2.20)
V˜1,2 = V¯ x˜, (2.21)
p˜1 = −g˜y˜ + q1, (2.22)
p˜2 = −g˜y˜/r + q2, (2.23)
where q1 and q2 are integration constants which can be set to 0 without loss of generality (due
to matching to the ambient pressure, as well as zero curvature). Linearising about this basic
state by writing
S = δSˆ, (2.24)
u˜1,2 = δuˆ1,2, (2.25)
V˜1,2 = V¯ x˜+ δVˆ1,2, (2.26)
p˜1 = −g˜y˜ + δpˆ1, (2.27)
p˜2 = −g˜y˜/r + δpˆ2, (2.28)
with δ  1, and looking for normal mode solutions (with wavenumber k real and given) of the
form
Sˆ(x˜, t˜) = S˘eikx˜+ωt˜ + c.c., (2.29)
uˆ1,2(x˜, y˜, t˜) = u˘1,2(y˜)eikx˜+ωt˜ + c.c., (2.30)
Vˆ1,2(x˜, y˜, t˜) = V˘1,2(y˜)e
ikx˜+ωt˜ + c.c., (2.31)
pˆ1,2(x˜, y˜, t˜) = p˘1,2(y˜)e
ikx˜+ωt˜ + c.c., (2.32)
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where c.c. denotes complex conjugates, leads to an analytically tractable eigenvalue problem.
Briefly, the electric field eigenfunctions follow from the transformed Laplace equations (2.1)
and the continuity condition (2.16),
V˘1 = Ae
|k|y˜, V˘2 = Ae−|k|y˜, (2.33)
where A(k, ω) is to be determined. The linearised Navier-Stokes equations imply that the
perturbation pressures are harmonic functions and hence
p˘1(y˜) = P1 e
|k|y˜, p˘2(y˜) = P2 e−|k|y˜, (2.34)
with P1(k, ω) and P2(k, ω) to be determined. The perturbation pressures in turn provide the
following perturbation velocities,
u˘1(y˜) = C1 exp
(√
k2µ˜+ ω√
µ˜
y˜
)
− ikP1e
|k|y˜
k2µ˜+ ω − |k|2µ˜ , (2.35)
v˘1(y˜) = − ikC1
√
µ˜√
k2µ˜+ ω
exp
(√
k2µ˜+ ω√
µ˜
y˜
)
− k
2P1e
|k|y˜
|k|(k2µ˜+ ω − |k|2µ˜) , (2.36)
u˘2(y˜) = C2 exp
(
−
√
k2mµ˜r + ω√
mµ˜r
y˜
)
− ikrP2e
−|k|y˜
k2mµ˜r + ω − |k|2mµ˜r , (2.37)
v˘2(y˜) =
ikC2
√
mµ˜r√
k2mµ˜r + ω
exp
(
−
√
k2mµ˜r + ω√
mµ˜
y˜
)
+
k2P2re
−|k|y˜
|k|(k2mµ˜r + ω − |k|2mµ˜r) , (2.38)
where C1(k, ω) and C2(k, ω) are two additional unknowns. These expressions are found by
integrating the linearised momentum equations with the pressures known from (2.34), and
selecting the eigenfunctions that decay to zero far from the interface. Along with S˘(k, ω) we
have six unknowns to determine from the six linearised homogeneous versions of (2.11)-(2.15).
Note that only one kinematic condition is needed since the problem is viscous (the inviscid
case discussed later is done separately), and that (2.14) represents two conditions. Writing the
system as M X = 0 where X = [A S˘ C1 C2 P1 P2]T , nontrivial solutions are possible if and
only if det(M) = 0, and this provides the desired dispersion relation.
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For completeness we state the non-zero entries Mij of the 6 × 6 matrix M as they arise
from boundary conditions (2.11)-(2.14). The first row is taken to be the contribution from the
continuity of the normal component of the displacement field (2.15):
M11 = |k|(p + 1), M12 = ik(p − 1)V¯ .
The kinematic condition for the first fluid given by (2.11) provides the second row:
M22 = ω, M23 =
ik
√
µ˜√
k2µ˜+ ω
, M25 =
k2
|k|(k2µ˜+ ω − |k|2µ˜) .
Manipulating the continuity of the tangential stress balance (2.13) results in the entries of
the third row:
M33 =
√
k2µ˜+ ω√
µ˜
+
k2
√
µ˜√
k2µ˜+ ω
, M34 = m
√
k2m˜µr + ω√
mµ˜r
+m
k2
√
mµ˜r√
k2mµ˜r + ω
,
M35 = − ik|k|
2 + ik3
|k|(k2µ˜+ ω − |k|2µ˜) , M36 = −m
ik|k|2r + ik3r
|k|(k2mµ˜r + ω − |k|2mµ˜r) .
Continuity of normal stresses, with an explicit expression given as (2.12), yields
M41 = −ikV¯ (1− p), M42 = g˜
r
(r − 1) + k2σ˜,
M43 = −2ikµ˜, M44 = 2ikmµ˜,
M45 = −1− 2µ˜k
2
k2µ˜+ ω − |k|2µ˜ , M46 = 1 +
2mµ˜k2r
k2mµ˜r + ω − |k|2mµ˜r .
The two velocity field components produce the final two rows of entries in matrix M . The
continuity description found in (2.14) gives
M53 = 1, M54 = −1,
M55 = − ik
k2µ˜+ ω − |k|2µ˜ , M56 =
ikr
k2mµ˜r + ω − |k|2mµ˜r
for the horizontal velocity component u, while the continuity of the vertical velocity component
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v produces entries
M63 = − ik
√
µ˜√
k2µ˜+ ω
, M64 = − ik
√
mµ˜r√
k2mµ˜r + ω
,
M65 = − k
2
|k|(k2µ˜+ ω − |k|2µ˜) , M66 = −
k2r
|k|(k2mµ˜r + ω − |k|2mµ˜r) .
Setting det(M) = 0 results in a transcendental equation for ω(k) (for prescribed values of
the densities, viscosities, permittivities, surface tension and electric potential difference) that
requires an iterative procedure. Results have been verified for an extended set of values and
limiting cases and a number of examples are illustrated in section 2.5, where we also describe
nonlinear DNS results. Prior to exploring the results, in section 2.4 we briefly discuss the
methods underlying the algorithms employed to solve the model equations.
2.4 The volume-of-fluid method and Gerris
The volume-of-fluid (VOF) method was introduced by DeBar (1974) and has proven to be
one of the historical advances in the computational study of interfacial flows. In this section we
concisely present relevant concepts of the technique in the context of our investigation. We also
introduce technical aspects behind the implementation of the method in Gerris and highlight
prominent numerical and in general, algorithmical, features of the package.
The Gerris Flow Solver is an open-source freeware package with tremendous resources
in terms of both numerical modelling and computational performance, with an architecture
oriented towards solving fluid flow problems. The source code is based on the C language and
is freely available under the Free Software GPL license. It was created by Popinet (2003),
with the support of the National Institute of Water and Atmospheric research (NIWA) in New
Zealand and Institut Jean le Rond d’Alembert in Paris.
We begin the discussion of the VOF method in a general multi-fluid problem by introducing
a generic colour function c to enable the identification of the state of a particular position inside
a finite grid. This position can be either occupied by a given fluid, in which case the value of
c inside the entire grid cell is unity, otherwise c is set to zero. This of course can also apply
to a situation with a first and second fluid rather than a fluid/no fluid case. The only other
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possibility is for the interface to be located on a boundary cell. By boundary cells we refer
to areas in the computational grid where the interface between two fluids lies. In this case,
as we cannot trivially specify a value of zero or unity for c that would be valid for the entire
cell, special treatment is required. The algorithm will be clearly outlined at a later stage in
this section. The normal to the boundary of the interface indicates the steepest modification in
c. Note that since c is defined as a step function, special attention has to be dedicated to the
stability of the numerical methods involved.
The actual advection of the fluid-fluid interface is presented in eq. (2.39) in the case of two-
dimensional flows and can trivially be extended to the three-dimensional case. With u = (u, v)
as the horizontal and vertical velocity components,
∂c
∂t
+ u
∂c
∂x
+ v
∂c
∂y
= 0. (2.39)
This partial differential equation simply describes the fact that c moves with the fluid. Overall
this method requires minimum storage and accurately captures the physical effects in question.
Having discussed a few initial intuitive aspects, we refer to the work of Scardovelli & Zaleski
(1999) for a more in depth outline of the mathematics involved.
The advection of the interface must be coupled to the flow equations. At this point we
introduce the formulation as implemented in Gerris. We briefly sketch the approach for our
particular problem in the present chapter and refer the reader to Popinet (2009) for details.
Using notation from section 2.2, the equations of motion are
ρ˜(u˜t + u˜ · ∇u˜) = −∇p˜+∇ · (2µ˜D) + σ˜κδsn + Fe,
ρ˜t +∇ · (ρ˜u˜) = 0, (2.40)
∇ · u˜ = 0,
whereD is the rate of strain tensorDij = (1/2)(∂u˜i/∂x˜j +∂u˜j/∂x˜i). All interfacial forces are
transferred to the momentum equations in what is commonly called the “one-fluid” formulation
- see Tryggvason et al. (2011). The physical properties describing each fluid (density, viscosity,
permittivity etc.) are included by singular distributions and the same set of equations (2.40)
accounts for the entire domain.
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The Dirac distribution δs isolates the surface tension effects to the interface alone, and
volumetric electric forces are included via the Fe term. In general the electrostatic potential in
the bulk is the Poisson equation∇· (˜∇V˜ ) = −ρ˜e, with ρ˜e being the volumetric charge density
which is zero in our problem (there is no impressed charge initially), thus providing Laplace
equations away from the interface. Using the Maxwell stress tensor and applying a divergence
operator (Lo´pez-Herrera et al. (2011)) yields
Fe = −1
2
|E˜|2∇˜. (2.41)
In volume-of-fluid methods, relevant properties such as density, viscosity or permittivity
are represented in terms of the already described volume fraction c(x, t), which takes the value
0 in one fluid and 1 in the other. More specifically we write
ρ˜(c) ≡ cρ˜1 + (1− c)ρ˜2, (2.42)
µ˜(c) ≡ cµ˜1 + (1− c)µ˜2, (2.43)
˜(c) ≡ c˜1 + (1− c)˜2. (2.44)
Under this treatment, a density equation (the others properties are treated in a similar manner)
of the general form
ρ˜t +∇ · (ρ˜u˜) = 0 (2.45)
becomes
ct +∇ · (cu˜) = 0, (2.46)
which is solved for c and the results substituted into (2.42)-(2.44). The value of c is interpolated
across the interface by introducing a small transition layer in its vicinity to smooth the variation
of quantities from one region to the other.
Considerable efforts have been dedicated to understanding how to best implement this in-
terpolation, and of particular interest to us (due to the electrohydrodynamical nature of the
topics discussed) is the interpolation of permittivity across the interface. Following numerical
experimentation and to achieve added accuracy, the Gerris package incorporates the harmonic
mean interpolation formula first tested by Tomar et al. (2007). Computations using different
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interpolating smoothing operators (e.g. arithmetic or harmonic) produce results that are not
sensitive to the exact variation of the permittivity across the interface (Lo´pez-Herrera et al.
(2011)). The authors also show that different interpolation procedures can be utilised to opti-
mise the performance of the algorithm, and such methods are adopted here as well.
Using an extension of the time splitting fractional-step projection method discussed by Chorin
(1969), the system of equations (2.40) to be solved is discretised in a finite volume framework
(presented in full detail by Lo´pez-Herrera et al. (2011)). The bottleneck in the scheme em-
ployed is the octree multi-level Poisson solver, see Popinet (2003).
Before advancing to the discussion of the results in section 2.5, we highlight some of the
important qualities of the numerical package. Gerris is one of the few available open-source
packages incorporating dynamic mesh adaptivity. Once a base mesh is created, the level of
refinement is described using quadtrees in 2D or octrees in 3D. This tree structure provides
not only a reliable tracking possibility of how refinement occurs, but also allows for efficient
parallel processing. The user can specify a maximum degree of refinement which will represent
the depth of the graph in Figure 2.3. The number of degrees of freedom is reduced by several
orders of magnitude using this very beneficial feature.
Figure 2.3: Gerris quadtree discretisation scheme. Source: Popinet (2003).
With a uniform mesh at the required level of refinement for accurately resolving the features
of the problem presented in the present chapter, we would require O(105) degrees of freedom
to represent the full domain. Instead, the prescribed number of nodes has rarely exceeded
30000 at any given timestep. Such an improvement becomes even more striking in the context
of three-dimensional geometries. Further details on the notable advantages of employing adap-
tive mesh refinement are provided in appendix C, where we present a complete discussion of
computational resources used in all numerical experiments in the present dissertation, as well
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as an example simulation file.
The quadtree (octree in three dimensions) structure was adopted from the onset with the
aim to provide a suitable numerical environment for massively parallel computations. The
MPI (Message Parsing Interface) library is employed for parallelisation purposes and efficient
scalability is implemented using a load-balancing algorithm. For further information regarding
the technical aspects of the parallelisation in Gerris we refer the reader to Agbaglah et al.
(2011).
After only approximately ten years since the introduction of Gerris, the bibliography of
entries in which the numerical platform is a central component exceeds one hundred records
in high impact journals. Its many qualities make it one of the most attractive computational
structures in the field and it has therefore witnessed a very welcoming reaction from the fluid
mechanics community.
Having introduced the numerical tools employed in the present study, in the following
section we proceed to characterise the numerical solutions of the model described in 2.2.
2.5 Direct numerical simulations (DNS)
As discussed in section 2.3, the numerical algorithm utilises the Gerris volume-of-fluid
software adapted to our particular electrohydrodynamic problem of section 2.2 (a brief de-
scription is given below). Of particular interest is the accuracy of the code in the context of our
application and its ability to capture and follow the underlying physical mechanisms from the
early linear stages into the fully nonlinear regime. We designed numerical experiments with
small amplitude initial perturbations (ofO(10−3)) to enable us to track the growth of the insta-
bility for an extended period of time and scrutinise the algorithm’s capabilities. To this end we
also compare simulations in parameter regimes that are linearly stable (in general ω is complex
so that perturbations can be underdamped with oscillatory decay in time), and in such cases
larger amplitudes of order 10−2 are utilised to enable the accurate extraction of frequencies of
oscillation and damping rates. The adaptive mesh refinement feature of the package has been
tuned to enable accurate calculation of these magnitudes, and as seen in the results that follow,
the accuracy and performance of the code is excellent.
We recall that the boundary conditions used at the lateral boundaries where the electrodes
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are placed are Dirichlet for the voltage potential (V˜ |x˜=−1/2 = 0, V˜ |x˜=1/2 = V¯ ) and free-
slip, impermeable conditions for the velocity (u˜1,2 = 0 and ∂v˜1,2/∂x˜ = 0) at x˜ = ±1/2.
The vertical boundary conditions ∂V˜1,2/∂y˜ → 0 as |y˜| → ∞, are replaced by homogeneous
Neumann conditions at relatively large but finite values of y˜ (in typical simulations the vertical
extent of the computational domain is −2.5 ≤ y˜ ≤ 1.5, and this is found to be sufficient).
We have also compared the eigenfunctions obtained from linear theory with those from the
simulations and the agreement is excellent.
To quantify the interfacial dynamics, we track the position of the interface minima and
maxima throughout a simulation and use the sliding least squares fit method to extract growth
rates. Thus, the linear regime is identified accurately and we make direct comparisons with
the dispersion relation described in subsection 2.3. Two different cases are presented in the
following subsections; first we focus on growth rates in unstable regimes and the stabilising
modifications due to the electric field (subsection 2.5.1), and second we consider a stable pa-
rameter range (subsection 2.5.2) in order to compare decay rates and periods of oscillation
between theory and simulation.
2.5.1 Linearly unstable regime
We begin with a case that is Rayleigh-Taylor unstable in the absence of an electric field
(heavy fluid on top). For the parameters selected, perturbations with wavenumbers k = 2pi, 4pi
are unstable and we proceed to verify the linear stability results from the simulations as the
electric field parameter V¯ is increased. Specifically, as dimensionless quantities we use densi-
ties ρ˜1 = 1, ρ˜2 = 5, viscosity µ˜ = 0.25 for both fluids (m = 1), gravitational term g˜ = 9.81,
surface tension coefficient σ˜ = 0.2 and permittivities ˜1 = 1, ˜2 = 2, while V¯ takes values
ranging from 0 to 4, the latter value producing complete stabilisation. The initial perturbation
is
S(x˜, 0) = −Ai cos(2qpix˜), (2.47)
where q is a positive integer and Ai > 0 is the perturbation amplitude, usually of order 10−3
to 10−2; in the numerical experiment described next we use Ai = 5 × 10−3. The results
are shown in Fig. 2.4 which superimposes the linear stability curves at different values of V¯
(labelled) along with corresponding growth rates predicted by DNS at the respective values
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Figure 2.4: Linear growth rates as the voltage potential difference V¯ increases - values of V¯
as shown in the legend. Continuous curves - linear stability theory. Symbols - growth rates
estimated from DNS. Other parameters (initially defined in subsection 2.3) are ρ˜1 = 1, ρ˜2 = 5,
µ˜ = 0.25, m = 1, g˜ = 9.81, σ˜ = 0.2, ˜1 = 1, ˜2 = 2.
of V¯ (also labelled). We notice striking agreement for both perturbation wavenumbers, and
observe the stabilising effect of the electric field as V¯ is increased; the maximum growth rate
decreases and the corresponding wavelength shifts to longer lengths as the band of unstable
wavenumbers decreases (from the critical value kc ≈ 14.0 when V¯ = 0 down to kc ≈ 6.0
when V¯ = 4.0). The least squares fit errors in estimating growth rates are less than 0.8% in all
cases presented. Fig. 2.5 is used to explain the growth rate extraction procedure in more detail.
The plot shows the evolution of the logarithm of the absolute value of the interface minimum
|y˜|. We identify an exponential growth regime when the log-curve follows a straight line after
an initial transient. The interval 0.5 . t˜ . 1.5 identified by the two dashed vertical lines,
approximately defines the extent of the linear regime in this particular example. The slope of
the curves for each V¯ is calculated using a least squares fit and the results are added to Fig. 2.4
as appropriate symbols. The reason that an initial adjustment is required before the solution
follows the predictions of linear theory is due to the fact that only the interface is perturbed at
t˜ = 0, while the velocities, pressures and electric fields are not disturbed.
Fig. 2.6 shows the spatiotemporal evolution of the interface S(x˜, t˜) well into the nonlinear
regime for the values of V¯ = 0, 2, 3, 4, with all other parameters as in Fig. 2.4 and an initial
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Figure 2.5: Evolution of the logarithm of the interface minimum log |y˜| as V¯ increases, starting
from small initial perturbations and fixed wavenumber k = 2pi. Other parameters as in Fig. 2.4.
interfacial perturbation given by q = 1 inside equation (2.47). Note that for V¯ = 4 the flow
is fully stable in the computational domain, in complete agreement with linear theory (figure
2.4 shows that R(ω) < 0 at k = 2pi, where R denotes the real part). The results also show
that the effect of non-zero V¯ is to promote stabilisation in the sense that the penetration length
of the finger and associated roll-up structures are delayed. For example, looking at the profiles
at t˜ = 3 (last row of panels) the length of the finger in the absence of an electric field is
approximately 2.8 units, it is approximately 2.1 units when V¯ = 2, and it decreases further
to approximately 1.1 units when V¯ = 3; when V¯ = 4 there is no finger due to complete
stabilisation. In addition, the roll-up structures at t˜ = 3 become much less pronounced as V¯
increases and are hardly discernible above V¯ = 3. Hence, we conclude that the electric field
can be used to control the nonlinear features of Rayleigh-Taylor instability and can in principle
be selected to obtain a finger of a given length at a given time.
Next we evaluate the capabilities of the code in identifying the critical strength of the elec-
tric field above which the flow becomes linearly stable. For the same flow parameters used ear-
lier in this section, linear stability theory predicts that disturbances with wavenumber k = 2pi
are completely stabilised above the critical value V¯c = 3.867. Fixing the global accuracy of
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Figure 2.6: Snapshots of the interfacial position at t˜ = 1 (top row), t˜ = 2 (middle row) and t˜ =
3 (bottom row), for increasing values of the applied electric potential difference V¯ = 0, 2, 3, 4.
The evolution for the designated value of V¯ is contained in each of the four columns and the
field increases from left to right. Other flow parameters are as given in Fig. 2.4.
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the simulations to be of order 10−3, and the initial perturbation amplitude to be 5 × 10−3 as
before, we wish to verify that the code can reproduce this value of V¯c within the computational
error bounds. To achieve this we simulate with V¯ taking values from 3.75 to 3.95, with a more
refined set of values around V¯c. Fig. 2.7 summarises these numerical experiments; the curves
consisting of open circles (V¯ = 3.87) and squares (V¯ = 3.86) represent the parameter regime
we are trying to identify since V¯c lies within these two values. The plot describes the evolution
of the interface minimum for sufficiently long times to enable a clear distinction between stable
or unstable flows. The minimum starts at a value of−5× 10−3 at t˜ = 0, and either increases to
0 or to more negative values depending on whether the flow is stable or unstable, respectively.
These results show that the direct numerical solutions are highly accurate and are capable of
predicting critical parameters that delineate stability and instability windows.
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Figure 2.7: Computation via DNS of the critical stabilising voltage potential difference V¯ . The
evolution of the position y˜ of the interface minimum is shown for a set of values of V¯ close to
the theoretically predicted value V¯c ≈ 3.867 given by linear theory. Other parameters are as in
Fig. 2.4.
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Effect of viscosity ratio
The computations of section 2.5.1 were carried out for fluids of equal viscosities. In nu-
merous applications viscosities differ (sometimes severely), and in what follows we consider
the effect of the viscosity ratiom = µ2/µ1 (upper to lower fluid values) on the electrostatic sta-
bilisation mechanism described above. Direct numerical simulations have been carried out to
characterise this regime for the range 0.1 ≤ m ≤ 10 and the results are summarised in Fig. 2.8.
A relatively weak voltage potential difference V¯ = 1 is used, and the densities, surface tension
and electric properties of the fluids are the same as before (see caption of Fig. 2.4).
Figure 2.8: Comparison between the linear theory presented in subsection 2.3 and DNS for
different viscosity ratios as labeled in the legend. The continuous curves correspond to linear
theory and the symbols come from DNS. Other parameters are as in Fig. 2.4.
The results show that an increase in m above unity reduces the growth rate and this sta-
bilisation becomes more pronounced with increasing m. At the same time, the instability
increases as m is decreased below unity since the less viscous fluid on top experiences less
internal friction and flows faster under gravity. The numerically obtained results via DNS
for a wavenumber 2pi (q = 1 in (2.47)) show good agreement with the analytically predicted
values. Low viscosity fingers penetrating into more viscous fluid are more prone to develop
“mushroom-shaped” roll-up structures as those seen in Fig. 2.6, while a higher viscosity in the
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top fluid inhibits growth and acts as a delay mechanism for nonlinear effects - this is discussed
in more detail in section 2.6. A noteworthy observation is that the critical wavenumber where
the flow becomes stable is not affected by changes in viscosity ratio. This has been confirmed
by considering the inviscid limit of the problem. We derived the following explicit inviscid
dispersion relation for our model,
ω2(k) = g˜
1− r
1 + r
|k| − σ˜ r
1 + r
|k|k2 − r
1 + r
(1− p)2
1 + p
V¯ 2k2. (2.48)
The first term on the right hand side is responsible for the classical Rayleigh-Taylor instability
and is driven by the density ratio between the two fluids (r = ρ1/ρ2 < 1 corresponds to a heav-
ier fluid on top). The other two terms (surface tension and electric field) are both stabilising and
in fact produce dispersive effects. Note that an exactly analogous stabilising effect (instead of
V¯ 2 one obtains H¯2 where H¯ is the strength of the applied magnetic field) has been found in the
linear analysis of Chandrasekhar (1961) (Section 97, pp. 464−466), in the case of a horizontal
magnetic field applied to inviscid fluids of zero resistivity. The qualitative instability features
are as found previously (see Fig. 2.4 for instance) with enhanced stabilisation as surface ten-
sion and/or electric field effects increase. Sufficiently long waves will always be unstable but
in the finite geometries computed here a complete stabilisation can emerge. More specifically,
for the parameters used in Fig. 2.8 but neglecting viscous effects, relation (2.48) provides a
critical V¯ ic = 3.867708 for the inviscid limit, which is almost identical to that deduced from
the viscous dispersion relation.
Having established that a sufficiently strong electric field can completely stabilise the flow,
next we consider such regimes in order to evaluate the code’s accuracy and capabilities in cap-
turing interfacial oscillations that are temporally damped (either monotonically (overdamped),
or in an oscillatory manner (underdamped)).
2.5.2 Linearly stable regime
When the flow is linearly stable the eigenvalue ω is generally complex, i.e. ω = ωr + i ωi,
with ωr < 0 providing damping and ωi inducing oscillations in time of period 2pi/|ωi|. Hence,
considering the evolution of the interface at the midpoint x˜ = 0, that is defining S0(t˜) = S(x˜ =
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0, t˜), linear theory predicts
S0(t˜) = Ai cos(|ωi|t˜) e−|ωr|t˜. (2.49)
For this set of numerical experiments we use ρ˜1 = 1, ρ˜2 = 2, σ˜ = 1.5, g˜ = 9.81, ˜1 = 1,
˜2 = 2, V¯ = 1 and µ˜ varies from 10−10 (close to inviscid) to 0.25. The viscosities in the two
fluids are taken to be equal, hence m = 1. The initial perturbation amplitude is now slightly
higher, 5× 10−2, in order to enable a sufficient number of resolvable damped oscillations.
An example of the dynamics of S0(t˜) for dimensionless viscosity µ˜ = 0.01 is shown in
Fig. 2.9. The figure superimposes the analytical result (2.49) (with Ai = 5 × 10−2 and ω
calculated from the implicit dispersion relation) with the evolution of S0(t˜) predicted from
DNS. Agreement is very good and we can conclude that the code is fully capable of predicting
the damped oscillatory behavior that characterises the flow in this regime. It is worth noting
that the oscillations depend crucially on the presence of the electric field - in its absence the
flow is Rayleigh-Taylor unstable for these parameters. Physically, then, the electric field causes
a dispersive stabilisation and the non-zero viscosity provides the damping seen in the results.
We also note that plots similar to Fig. 2.9 were used to accurately extract both the decay-
rate as well as the period of the damped oscillations for a wide range of dimensionless vis-
cosities µ˜. This is done by considering local extrema in the oscillation, and locally fitting a
polynomial to the coordinates in the vicinity of consecutive peaks. The results are collected
in Table 2.1; the second and third columns provide the analytical linear stability results while
the corresponding period and decay rates computed by DNS are given in the last two columns,
respectively. Agreement is very good with the exception of the two smallest viscosity values
µ˜ = 10−10, 10−5 that were selected to push the code into an inviscid regime. In these two cases
the period is overestimated by the simulations and the decay rate is higher than predicted. It
is also worth noting that the DNS predictions for these two viscosities are very similar even
though the viscosity values are different by five orders of magnitude. This is in part due to the
numerical viscosity imposed by default in Gerris for stability and to limit artifacts. Discreti-
sation schemes typically introduce small amounts of numerical viscosity, and even though the
code has strong optimisations in this direction, our results indicate that there is a clear limit on
how small the viscosity can be. In the present case, with a prescribed viscosity of µ˜ ≈ 6 · 10−4,
the comparison between linear theory and the DNS results is still within a 10% error margin.
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A careful study towards the inviscid regime would benefit from additional computational re-
sources dedicated to the problem. An additional level of refinement (thereby increasing the
number of degrees of freedom by a factor of four) improves the performance of the code to
the level where the 10% error margin is maintained down to µ˜ ≈ 2.4 · 10−4. Other available
numerical tools (such as setting more strict tolerances for the system solver or time-stepping
procedure) may be employed to further strengthen the accuracy of the results.
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Figure 2.9: Comparison between linear theory and DNS in a regime that is stable according to
linear theory. Solid curve - linear theory. Open circles - DNS. The non-dimensional viscosity
value is µ˜ = 0.01. Other parameters are ρ˜1 = 1, ρ˜2 = 2, σ˜ = 1.5, g˜ = 9.81, ˜1 = 1, ˜2 = 2,
and V¯ = 1.
Linear Theory Numerical Results
Viscosity µ˜ Period Decay Rate Period Decay Rate
10−10 0.6049 5.59× 10−5 0.6242 0.0364
10−5 0.6156 0.0177 0.6245 0.0385
10−2 0.6394 0.6343 0.6497 0.6348
5× 10−2 0.6898 1.6278 0.6948 1.6256
2.5× 10−1 0.9301 4.7150 0.9211 4.6730
Table 2.1: Study of the oscillatory motion of the interface in linearly stable regimes for different
viscosities. The effect of viscosity µ˜ - comparison of theoretical and numerical results.
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At values of the viscosity of 10−2 or larger, however, there is very good agreement and the
code is very robust. For example, for the largest value µ˜ = 2.5 × 10−1 the decay rate is quite
fast and the DNS results capture this and the period of oscillation with considerable accuracy
(the errors are less than 1%). In all these simulations the final time was taken to be t˜ = 3, which
proved effective in capturing decay rates and periods of oscillation but is also large enough to
reach trivial steady states in the more viscous cases.
The main aim of the results described thus far has been the validation of the linear stability
theory with direct numerical simulations. We presented a comprehensive set of results in both
linearly stable and unstable regimes, which establish very good agreement between theory and
DNS using Gerris. Armed with the positive outcomes of these stringent tests we continue our
investigation with numerical experiments into the fully nonlinear regime.
2.6 Nonlinear Regime
The results of Fig. 2.6 presented the broad qualitative aspects of the nonlinear stages of
electrified Rayleigh-Taylor instability in viscous stratified fluids. In the non-electrified case
such features (penetrating fingers that roll up) have been observed in experiments and sim-
ulations by other authors; in what follows we quantify analogous nonlinear structures with
particular emphasis placed on the electric field effects. One important feature is the position
(length) of penetrating viscous fingers into lighter fluid and the speed of the finger tip. To this
end we define the finger tip position by y˜(t˜) = S(0, t˜), track its evolution and estimate the
downward tip speed |dy˜/dt˜| by applying backward differences in time. We begin by present-
ing the effect of the applied electric potential difference V¯ on tip dynamics, and conclude by
showing a simple active control procedure using the electric field, that results in setting the
unstable interface into externally forced sustained time-periodic oscillations.
In the first set of results we pick system parameters as in section 2.5.1 (see caption of
Fig. 2.4), and describe the flow well into the nonlinear regime as V¯ varies from 0 to 4. The
evolution of y˜(t˜) and the corresponding tip speed |dy˜/dt˜| are given in Fig. 2.10 in the left and
right panels, respectively, at values V¯ = 0, 2, 3, 4 as labeled on the figure. Three different
stages of interface evolution can be distinguished. First, there is an interval of slow initial
growth during which the interface undergoes very little motion as observed in Fig. 2.10 up to
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Figure 2.10: Evolution of the interface minimum y˜(t˜) = S(0, t˜) (left panel) and its speed (right
panel), as the electric potential difference V¯ increases. Other parameters are as in Fig. 2.4.
t˜ ≈ 0.5. In cases when the electric field and surface tension are not large enough to achieve
full stabilisation, the flow then enters a linear growth regime up to t˜ ≈ 1.5 − 2, depending on
the value of V¯ (re-visit section 2.5.1). Finally, beyond t˜ ≈ 2 the flow enters a fully nonlinear
regime and coherent structures such as the typical mushroom shape appear next - see also
Fig. 2.6. These conclusions emerge by simultaneously analysing the data for y˜(t˜) and |dy˜/dt˜|.
We find that the linear growth stage reaches nonlinear saturation, with the finger tip velocity
aproaching a plateau. This is most clearly seen in the cases V¯ = 0 and V¯ = 2, where |dy˜/dt˜|
reaches a value of approximately 1 and 0.9, respectively. In all cases the electric field acts
to reduce this value and as observed from the results for the V¯ = 3 case, the occurrence of
the phenomenon is delayed; in this case we need to compute to larger times for the plateau
velocity to emerge (this was done but is not included for brevity). It is also worth noting that
the overshoot and then reduction in the tip velocity for the V¯ = 0 and V¯ = 2 cases is due
near-wall effects at the lower boundary (the top and bottom walls in the computations are at
y˜ = 1.5 and y˜ = −2.5, respectively).
The results presented so far strongly indicate that a sufficiently large electric field can com-
pletely stabilise the flow. In the next set of computations we investigate this mechanism in
more detail as a function of the initial perturbation of the interface. A particular question
of interest is whether for a given electric potential difference V¯ , there exists a threshold ini-
Chapter 2. On the control and suppression of the Rayleigh-Taylor instability 67
0 0.5 1 1.5 2 2.5 3
−2
−1.5
−1
−0.5
0
t
y
A
i
= 0.005
A
i
= 0.05
A
i
= 0.1
A
i
= 0.2
0 0.5 1 1.5 2 2.5 3
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
t
d
|y
|/
d
t
A
i
= 0.005
A
i
= 0.05
A
i
= 0.1
A
i
= 0.2
Figure 2.11: Role of initial perturbation amplitudes Ai (as labeled) for the case V¯ = 4 that
is predicted to be stable by linear theory (other parameters are as in Fig. 2.4). The left panel
shows the evolution of the the interface minimum y˜ and the right panel the corresponding speed
of this tip. Amplitudes larger than 0.05 overcome the electric field stabilisation mechanism and
lead to a nonlinear evolution.
tial amplitude above which the Rayleigh-Taylor instability will dominate over the electrostatic
Maxwell stresses (for fixed surface tension forces) and the usual fingers will form. To best
evaluate the role of initial conditions, we select V¯ = 4 so that the flow is linearly stable in
this regime. Computations are carried out for initial amplitudes ranging from relatively small
values Ai = 0.005, 0.05 to relatively large values Ai = 0.1, 0.2 (note that the case Ai = 0.005
has already been shown to predict full stabilisation). The evolution of the tip position y˜(t˜) and
the corresponding tip speed |dy˜/dt˜| are given in Fig. 2.11 in the left and right panels, respec-
tively. The results show that the electric field in this case is not capable of arresting the growth
of initial disturbances beyond a threshold value that increases with V¯ . For V¯ = 4 an initial
amplitudeAi = 0.05 appears to be just above such a threshold since by t˜ = 3 the disturbance is
already growing, and given longer time it will evolve into the fully nonlinear regime. As seen
from the results of the right panel of Fig. 2.11, larger initial amplitudes lead to very similar
plateau speeds of the fingers after the generic overshoot that is observed in all our computa-
tions. The overshoot takes place when two secondary fingers form at the flanks of the main
finger, as can be seen by analysing the results in Fig. 2.6 and Fig. 2.11 (right panel), for ex-
ample. Eventually, the finger reaches the vicinity of the lower boundary of the computational
domain and undergoes a deceleration that can be observed by the late-stage dip in |dy˜/dt˜| (this
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is particularly visible for the largest initial amplitude used, Ai = 0.2 after approximately 2.75
time units).
The numerical results described in this section have shown that the code is fully capable of
capturing the physics of the problem and is in complete quantitative agreement with linear sta-
bility theory. The code provides us with a computational tool to investigate the fully nonlinear
regime and in particular to utilise the electric field to produce desirable flow features such as
sustained large amplitude interfacial oscillations that can be useful in mixing. Such phenomena
arising from prescribed electric field variations are described next.
2.7 Time-periodic interfacial oscillations
Our objective here is to utilise the electrostatic stabilisation mechanisms described above to
construct a way of producing ordered time-periodic fluctuations of the interface. The ultimate
aim, from a practical perspective, is to identify active control protocols that induce time depen-
dent flows in small scale devices without the need for moving parts, and to use such flows for
mixing in small-scale geometries.
We consider a regime where the two-fluid flow is Rayleigh-Taylor unstable, and in partic-
ular we fix parameters as before (ρ˜1 = 1, ρ˜2 = 5, µ˜ = 0.25, m = 1, g˜ = 9.81, σ˜ = 0.2, ˜1 = 1,
˜2 = 2). As described earlier, if V¯ = 0 the flow is unstable and a downward penetrating finger
forms, whereas with V¯ = 4 the flow can be completely stabilised (see the results of Fig. 2.6,
for example). This opens the way for generating sustained oscillations as follows: (i) Start
with no field and allow the flow to become unstable; (ii) switch on the field to stabilise the
flow and cause the interface to move upwards; (iii) switch off the field again to generate an
instability and finger formation; (iv) repeat the process to obtain a time-periodic oscillation.
Clearly the parameters must be tuned for a given initial perturbation amplitude, and we empha-
sise that the initial amplitudes cannot be too large (see the results of section 2.6 and particularly
Fig. 2.11). Although the generation of time-periodic oscillations introduces a time-dependent
electric field, the quasi-static approximation is still valid (see Appendix A.1) and the analytical
and numerical treatments considered in the previous sections hold.
In the computations presented here we demonstrate the resulting oscillatory flows for rel-
atively small (Ai = 0.005) and relatively large (Ai = 0.03) amplitudes; in both cases we fix
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Figure 2.12: Inducing sustained interfacial oscillations in a regime that is Rayleigh-Taylor
unstable in the absence of an electric field (ρ˜1 = 1, ρ˜2 = 5, µ˜ = 0.25, m = 1, g˜ = 9.81,
σ˜ = 0.2, ˜1 = 1, ˜2 = 2). Results are shown for an initial perturbation amplitude Ai = 0.005
(left) and a much larger amplitude Ai = 0.03 (right). The electric field is switched on with
a difference in voltage potential of V¯ = 5 during the gray intervals and off during the white
ones. An arbitrary number of oscillations can be induced by successively repeating the on-off
protocol.
V¯ = 5 which is sufficiently strong to stabilise the flow. The results are depicted in Fig. 2.12
that shows the evolution of y˜(t˜) = S(0, t˜); the left panel corresponds to the weaker initial per-
turbation Ai = 0.005 and the right panel to Ai = 0.03. During the gray-shaded intervals the
field is on, and it is off elsewhere. In each experiment field-on intervals are equal (note however
that the field-on duration is larger for the Ai = 0.03 case), and they are alternated by field-off
intervals so as to attain a time-periodic oscillation of the whole interface similar to a standing
wave. Intuitively, the field is turned on once the finger forms and is developing into the non-
linear regime of finger formation and penetration, kept on until the flow is stabilised, and then
switched off again to allow the finger to form once more. Repeating the process produced the
depicted oscillations in time. The adopted protocol is quite simple and has been selected for
illustrative purposes rather than with the goal of optimisation of certain quantities. Such lines
of investigation are beyond the scope of this thesis and left for future work.
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2.8 Discussion
We have investigated theoretically, through linear stability theory and direct numerical sim-
ulations, the effect of electric fields on stratified viscous flows that are susceptible to the
Rayleigh-Taylor instability. The simulations have been based on volume-of-fluid methods
through the Gerris platform, and the main focus has been on the stabilising effects of a uniform
electric field imposed in the horizontal direction (parallel to the undisturbed interface). Com-
putational studies were performed for a range of system parameters that include both stably and
unstably stratified regimes. The volume-of-fluid based code, with its adaptive mesh refinement
and specialised algorithms for the problem in question, was found to produce accurate results
in reasonable CPU times and has been validated to be in excellent agreement with the analyti-
cal predictions of linear theory (an implicit dispersion relation has been derived and used - see
section 2.3).
Stringent quantitative validation studies of DNS with linear theory have been carried out
with growth rates estimated through DNS starting from small initial perturbations. This has
been done both in the unstable regime where primary exponential growth rates are computed
and compared (see Fig. 2.4 and 2.8 for a range of applied voltage parameters V¯ and viscosity
ratios m, respectively), and in the stable regime where oscillation frequencies and damping
rates are estimated from the simulations and compared with the analytical results (see Fig. 2.9
and Table 2.1). In both cases agreement is compelling, thus furnishing us with a suitable
computational tool to explore the fully nonlinear regime.
We have demonstrated the ability of the electric field to affect nonlinear features of the
Rayleigh-Taylor instability (see Fig. 2.6). As the magnitude of the applied electric potential
increases, the length of the finger at a given time decreases, and more interestingly the instabil-
ity can be completely suppressed for fields above critical strength. The critical field strengths
when complete stabilisation is achievable, have been found to be in very close agreement with
the critical values predicted by linear theory (see section 2.5.1 and Fig. 2.7). Our simulations
also indicate that, for a fixed electric field strength, the Rayleigh-Taylor instability cannot be
suppressed if the initial perturbation amplitude is large enough - see for example Fig. 2.11,
where a field characterised by voltage potential difference V¯ = 4 is not capable of stabilising
disturbances of amplitudes larger than 0.05. As V¯ increases further, flows starting from larger
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initial amplitudes can be completely stabilised, but we have limited the computations presented
here to physically reasonable values of V¯ , as discussed below.
Having illustrated the stabilisation phenomena (both in the linear and nonlinear regime),
we showed how sustained interfacial oscillations can be produced by imposing a time-periodic
electric field. This was achieved by simply switching the field on and off in succession, so that
its action is used to stabilise the flow during the finger formation stage, after which it is switched
off to enable the instability to take place and the finger to form once more, with the process
repeating at will. The resulting flow produces a time-periodic oscillation of the interface (and
consequently spatiotemporal dynamics in the bulk) - typical results of the ensuing periodic
motion are shown in Fig. 2.12 - and we suggest that such protocols could be useful in mixing
applications in small-scale geometries.
We conclude by illustrating the feasibility of the theoretical results by considering specific
two-fluid systems where the phenomena described in our study can emerge. Note that as a
practical rule in identifying pairs of fluids and electric field strengths capable of stabilising the
flow, it is sufficient to use critical electric field parameters resulting from the linear theory -
this has been confirmed by direct simulations. In more general situations where specific per-
turbation amplitudes are imposed as in experiments (Bague´ et al. (2010); Fuster et al. (2009)),
it is feasible to carry out simulations using our computational tools to determine necessary
stabilising field strengths.
A suitable example is that of water for the top fluid 1, and olive oil for the lower fluid 2
- see the schematic in Fig. 2.2. The physical properties of these fluids can be summarised as
follows. Water at 20◦C has density ρ2 = 998.207 kg/m3, viscosity µ2 = 8.95× 10−4 Pa·s and
electrical permittivity 2 = 80.4 0, where 0 = 8.85 × 10−12 m−3kg−1s4A2 is the permittivity
of free space. The equivalent properties for olive oil are ρ1 = 918 kg/m3, µ1 = 0.081 Pa·s
and 1 = 3.10. The surface tension between olive oil and water is 0.02 kg · s−2. We use
a channel of width 0.035 m under the action of a gravitational acceleration of 9.81 m · s−2.
From the linear theory of section 2.3 we deduce that without the action of an electric field the
system is prone to instability. In order to completely stabilise the system we derive the critical
strength of the electric field to be Ec ≈ 2.032 × 104 V/m, which is well within the range of
experimentally attainable values. This result holds for an initial perturbation of wavenumber
k = 2pi, which corresponds to the largest (and most dangerous) wavelength that can be imposed
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in our numerical environment. Note also that the predicted field value Ec is significantly below
the dielectric breakdown limits which are approximately 1.35×107 V/m for water (Stygar et al.
(2009)) and 1.755×107 V/m for vegetable oils (Marci & Kolcunova (2010)), respectively. The
two fluids used in this example are commonly found in applications and there are numerous
other fluids of industrial significance, as for example systems containing water and 1−octanol,
or water and carbon tetrachloride.
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Chapter 3
Generation of travelling waves under nor-
mal electric fields
Abstract
In this chapter we continue the discussion on fluid-fluid interface manipulation by investi-
gating electrostatically induced interfacial instabilities and subsequent generation of nonlinear
coherent structures in immiscible, viscous, dielectric multi-layer stratified flows confined in
small scale channels. Vertical electric fields are imposed across the channel to produce interfa-
cial instabilities that would normally be absent in such flows. In situations when the imposed
vertical fields are constant, interfacial instabilities emerge due to the presence of electrostatic
forces and we follow the nonlinear dynamics via direct numerical simulations.
We also propose and illustrate a novel pumping mechanism in microfluidic devices that
does not utilise moving parts. This is achieved by first inducing interfacial instabilities using
constant background electric fields to obtain fully nonlinear deformations. The second step
involves the manipulation of the imposed voltage on the lower electrode (channel wall) to
produce a spatiotemporally varying voltage there, in the form of a travelling wave with pre-
determined properties. Such travelling wave dielectrophoresis methods are shown to generate
intricate fluid-surface-structure interactions that can be of practical value since they produce net
mass flux along the channel and thus are candidates for microfluidic pumps without moving
parts.
We show via extensive direct numerical simulations that this pumping phenomenon is a
result of an externally induced nonlinear travelling wave that forms at the fluid-fluid interface,
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and study the characteristics of the generated velocity field inside the channel.
The material presented in this chapter is based on Cimpeanu & Papageorgiou (2014b).
Figure 3.1: Equipotential line plot in a horizontally periodic domain, sketching the dynamics
produced in the electric field by imposing a three-branch travelling wave boundary condition.
Figure 3.2: Horizontal velocity profiles U(x, y, t) extracted at the centre of the domain, where
x = 0.0 in our geometry, plotted for various values of dimensionless time, from t = 2.0 to
t = 10.0. The position of the fluid-fluid interface is highlighted with a horizontal dash-dotted
line in each subfigure. The dynamics indicates the generation of horizontal flux, as induced
solely by the action of the non-uniform electric field.
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3.1 Introduction
The control of fluid interfaces in multi-layer flows has been the subject of numerous scien-
tific and industrial studies in recent years. Applications in microfluidics, polymer self-assembly
and lab-on-a-chip devices are only a few of the topics that have received much attention both
theoretically and experimentally - see Stone et al. (2004); Craster & Matar (2009); Song et al.
(2006) and references therein.
Fluid dynamics on the micro-scale poses numerous engineering challenges. On the one
hand, the absence or near absence of inertia can render such flows stable thus preventing the
efficient utilisation of physical processes such as mass and heat transfer. On the other hand, the
presence of multiple interfaces in immiscible viscous multilayer flows can produce instabilities
even at zero Reynolds numbers (Papaefthymiou et al. (2013)), and this may be undesirable in
applications such as cell-sorting (Soohoo & Walker (2009)).
It is well known from the seminal work of Melcher (1961, 1963) and Taylor & McEwan
(1966) that a vertical electric field acting on an otherwise quiescent viscous liquid layer, in-
duces long wave instabilities with a band of unstable waves (and corresponding maximum
growth rate) that increases as the electric field strength is increased. This phenomenon has
led to several technological soft-lithography applications that are based on the appearance and
control of morphological instabilities - see Scha¨ffer et al. (2000) and references therein. When
the field acts horizontally, however, it can stabilise phenomena such as the Rayleigh-Taylor
instability when a heavy fluid lies above lighter fluid (see previous chapter). Linear theory and
direct numerical computations based on the Navier-Stokes equations have illustrated the stabil-
isation and have also provided a method of generating and sustaining nonlinear time-periodic
oscillations of the unstable interface by switching the field on and off sequentially. Additional
work remains to be done especially in identifying electric field modulations that can produce
optimal mixing, for example. For completeness we mention analogous linear and nonlinear
stability results in electrified shear flows, where two-layer Couette or falling film flows can
be destabilised by vertical electric fields - Li et al. (2007); Ozen et al. (2006a); Tseluiko &
Papageorgiou (2006).
It has been shown experimentally that the instabilities due to vertical electric fields in two-
layer shear flows in channels can be used to generate a monodisperse distribution of droplets
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of one fluid suspended in a second fluid (Ozen et al. (2006b)). Simulations that follow the
instabilities into the nonlinear regime and interfacial touchdown (the crucial mechanism that
generated the encapsulated droplets) have been carried out and the reduction in droplet volume
as the field is increased is supported by them, as shown by Ma¨hlmann & Papageorgiou (2011).
Allied direct numerical simulations on the effect of electric fields on both buoyantly driven or
shear drops can also be found in Ma¨hlmann & Papageorgiou (2009a,b).
In the present chapter we propose a novel approach for the generation of nonlinear travel-
ling waves inside a channel, which does not require the manipulation of an imposed velocity
field or any moving parts. The electric field dynamics is the sole driving force in the system
and we show how the motion of the interface can be accurately controlled in order to achieve
directional velocity fluxes from a state which is originally at rest. Initially a uniform vertical
electric field is used (optimised using linear stability results) to steer the fluid-fluid interface
towards the vicinity of the electrodes. This is followed by superimposing a travelling wave
like component for the electric field at one of the boundaries, which subsequently affects the
nonlinear interfacial dynamics in such a way as to generate a controlled horizontal motion. A
nonlinear travelling wave forms, which can be sustained as long as the travelling-wave elec-
tric field boundary condition is kept switched on. This in turn affects the flow-field globally
and indeed generates a net mass flux in one direction. A travelling-wave electric field bound-
ary condition has been used successfully in electrophoretically transporting particles inside
microfluidic channels - see Nudurupati et al. (2006) and Singh & Aubry (2006, 2007).
The underlying phenomena considered here are inherently nonlinear and we undertake di-
rect numerical simulations to describe them (linear theory is also included in order to guide and
evaluate the accuracy of the computations). We again use the Gerris volume-of-fluid (VOF)
flow solver (Popinet (2003)), discussed in detail in subsection 2.4, and tested extensively -
Bague´ et al. (2010); Fuster et al. (2009); Lo´pez-Herrera et al. (2011) - , with excellent re-
sults. We recall that the electrodynamics package is based on the work of Lo´pez-Herrera et al.
(2011).
The remainder of the chapter is organised as follows. Section 3.2 describes the mathe-
matical model, highlights the geometry of the problem and presents the governing equations.
Section 3.3 presents the effect of the electric field on stability. Section 3.4 is dedicated to di-
rect numerical simulations, starting with instabilities under uniform electric fields (along with
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comparisons with linear theory); it then describes the travelling-wave electric field boundary
condition used in the simulations; finally it concludes with the presentation of extensive nu-
merical results, including the generation of nonlinear interfacial travelling waves, a description
of the flow field and the emergence of net horizontal flow, and finally a quantification of the
net horizontal flux as electric field parameters vary. Section 3.5 contains our conclusions.
3.2 Mathematical model
The mathematical setup in the present investigation shares similarities with the model pre-
sented in section 2.2. Most of the notation is preserved for consistency. Differences appear at
the level of the geometry and associated boundary conditions, due to the switch from an electric
field acting parallel to the fluid-fluid interface in chapter 2 to the current normal electric field.
The domain has also been modified from an unbounded setup to a confined microchannel in
the light of applications. We mainly focus on these changes when briefly introducing the main
characteristics of the model in the next few paragraphs.
We consider two incompressible, immiscible, viscous fluids in a two-dimensional setting
as shown in the schematic of the domain presented in Fig. 3.3. A Cartesian coordinate system
is used, with channel walls parallel to the horizontal x−axis. The channel has height L and is
taken to be sufficiently long - moderate to large aspect ratios are quite common in the experi-
mental literature. In our analytical and computational work, periodic boundary conditions are
imposed in the horizontal direction. By modelling the channel walls as electrodes and impos-
ing constant voltages there, a potential difference V¯ ∗ is maintained laterally across the channel
and a constant electric field of magnitude V¯ ∗/L is generated vertically.
The interface is denoted by y = S(x, t) and the lower fluid 1 occupies the region −L/2 <
y < S(x, t), while the upper fluid 2 lies inside the domain S(x, t) < y < L/2. We use sub-
scripts 1, 2 to refer to quantities in each corresponding region. With this notation, the velocity
fields and pressures are denoted by u1,2 = (u1,2, v1,2) and p1,2, while the relevant fluid proper-
ties are the constant densities ρ1,2, constant viscosities µ1,2 and constant permittivities 1,2 (the
fluids are assumed to be perfect dielectrics). Surface tension is also present and has constant
coefficient σ. To retain generality we keep the effects of gravity via the acceleration defined by
g.
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Figure 3.3: Schematic of the problem with fluid 2 lying above fluid 1 in a confined channel
between two electrodes and separated by the interface y = S(x, t).
Electric fields are governed by the electrostatic approximation of Maxwell’s equations (this
assumption is valid since induced magnetic fields in the problems studied here are negligible).
In this limit, Maxwell’s equations become ∇ × E1,2 = 0, ∇ · (1,2E1,2) = 0 and the former
equation implies that the electric fields can be written as E1,2 = −∇V1,2. It follows from
the second equation (Gauss’s law) that away from the interface the voltage potentials satisfy
Laplace’s equation in each region of interest.
The dimensional momentum and continuity equations are
ρ1(u1t + (u1 · ∇)u1) = −∇p1 + µ1∆u1 − ρ1gj, (3.1)
ρ2(u2t + (u2 · ∇)u2) = −∇p2 + µ2∆u2 − ρ2gj, (3.2)
∇ · u1,2 = 0, (3.3)
with notation already defined in chapter 2. Note that Lorentz forces are absent in the momen-
tum equations since the fluids have constant electrical properties and are dielectrics with no
charges present. The coupling between hydrodynamics and electrostatics enters through the
nonlinear interfacial boundary conditions, discussed in the following paragraphs. As previ-
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ously mentioned, the electric potential equations in each fluid are
∆V1,2 = 0. (3.4)
The boundary conditions at the walls y = ±L/2 are those of no-slip for u and for the potentials
we impose
V1(x,−L/2, t) = 0, V2(x, L/2, t) = V¯ ∗, (3.5)
where V¯ ∗ is a constant. At the sharp interface y = S(x, t) we impose kinematic conditions,
continuity of normal and tangential stress balances, continuity of velocities, continuity of the
voltage displacement field (Gauss’s law), and continuity of voltage potentials. These read
vi = St + uiSx, i = 1, 2, (3.6)
[n · T · n]12 = σκ, (3.7)
[t · T · n]12 = 0, (3.8)
[u]12 = 0, (3.9)
[E · n]12 = 0, (3.10)
[V ]12 = 0, (3.11)
where [(·)]12 = (·)1 − (·)2 represents the jump across the interface, n = (−Sx, 1)/(1 + S2x)1/2,
t = (1, Sx)/(1 + S2x)1/2 are the unit normal and tangent to the interface, respectively, and
κ = Sxx/(1 + S
2
x)
3/2 is the interfacial curvature. The stress tensor T contains hydrodynamic
and electrostatic contributions and is given by
Tmn = −p δmn + µ
(
∂um
∂xn
+
∂un
∂xm
)
+ EmEn − 1
2
 |E|2 δmn, (3.12)
and it is understood that variables on the right hand side of (3.12) are evaluated in each fluid
region i = 1, 2. Scaling lengths by L, velocities by U (this is a reference value, e.g. for
capillary scales U = σ/µ1), time by L/U and pressures by ρ1U2 gives rise to the following set
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of dimensionless parameters
µ˜ =
µ1
ρ1UL
, σ˜ =
σ
ρ1gL2
, g˜ =
gL
U2
, V ∗ = UL
√
ρ1
1
,
r = ρ1/ρ2, m = µ2/µ1,  = 1/2, (3.13)
where 1,2 are defined in terms of the free-space permittivity 0. The parameters in (3.13)
correspond to a dimensionless viscosity (inverse Reynolds number), an inverse Weber number,
an inverse square Froude number, a voltage scaling, and density, viscosity and permittivity
ratios, respectively. The apparently unusual scaling for voltages is motivated by the numerical
work and is selected so that the dimensionless parameter in front of the Maxwell stresses in
(3.12) is unity. Note also that with U = σ/µ1, the parameter µ˜ = O2h, where Oh is the
Ohnesorge number. Utilising these scalings provides the dimensionless systems
u˜1t + (u˜1 · ∇)u˜1 = −∇p˜1 + µ˜∆u˜1 − g˜j, (3.14)
u˜2t + (u˜2 · ∇)u˜2 = −r∇p˜2 +mµ˜r∆u˜2 − g˜j, (3.15)
∇ · u˜1,2 = 0, (3.16)
where j = (0, 1) and tildes are used to denote dimensionless quantities. The Laplace equations
(3.4) are unchanged, and the boundary conditions at the channel walls become
u˜1 = 0, V˜1 = 0 at y˜ = −1/2, (3.17)
u˜2 = 0, V˜2 = V¯ at y˜ = 1/2, (3.18)
where V¯ = V¯ ∗/V ∗. Finally, the dimensionless form of the interfacial boundary conditions
(3.6)-(3.11) maintain their form with all variables and parameters gaining tilde decorations in
becoming dimensionless; the dimensionless stress tensor reads
T˜mn = −p˜δmn + µ˜
(
∂u˜m
∂x˜n
+
∂u˜n
∂x˜m
)
+ ˜E˜mE˜n − 1
2
˜|E˜|2δmn. (3.19)
For details regarding the electrohydrodynamic coupling through the stress tensor (3.19), the
reader is again referred to Woodson & Melcher (1968) and Saville (1997).
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3.3 Linear stability
In this subsection we carry out a linear analysis to determine growth rates in the presence
of destabilising electric fields. Apart from fundamental understanding of the physics of the
problem, the results also serve as a basis for comparison with fully nonlinear computations
presented later.
The base state solution is given by a flat interface, zero velocities and a uniform vertical
electric field in each of the two fluids. There is a constant undisturbed induced electric pressure
difference at the interface, which can be calculated from the normal stress balance as
p˜E = p˜2 − p˜1 = 2V¯ 2 1− 
(1 + )2
. (3.20)
Hence we write
u˜1,2 = δuˆ1,2, p˜1 = −g˜y˜ + δpˆ1, p˜2 = −g˜y˜/r + p˜E + δpˆ2, (3.21)
V˜1 =
V¯
+ 1
(2y˜ + 1) + δVˆ1, V˜2 =
V¯
+ 1
(2y˜ + 1) + δVˆ2, S˜ = δSˆ, (3.22)
and linearise the equations and boundary conditions for δ  1. Normal modes are introduced
in the form uˆ1,2(x˜, y˜, t˜) = u˘1,2(y˜)eikx˜+ωt˜+c.c., Sˆ(x˜, t˜) = S˘eikx˜+ωt˜+c.c., Vˆ1,2(x˜, y˜, t˜) = V˘1,2(y˜)
eikx˜+ωt˜ + c.c., pˆ1,2(x˜, y˜, t˜) = p˘1,2(y˜)eikx˜+ωt˜ + c.c., where c.c. denotes complex conjugates, and
relevant eigenfunctions are determined analytically, utilising appropriate boundary conditions.
For example, the perturbation voltage eigenfunctions can be expressed in terms of the interface
perturbation eigenfunction S˘ as follows
V˘1 =
2V¯ S˘(− 1)
(+ 1)2
(
cosh(ky˜) + coth(k/2) sinh(ky˜)
)
,
V˘2 =
2V¯ S˘(− 1)
(+ 1)2
(
coth(k/2) sinh(ky˜)− cosh(ky˜)). (3.23)
The boundary conditions are manipulated to generate a system of homogeneous linear equa-
tions for the unknown constants of integration. For prescribed densities, viscosities, permittiv-
ities, surface tension and electric potential difference, we obtain a transcendental equation for
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the dispersion relation ω(k), which is solved numerically to determine the most unstable waves
for a given wavenumber k (a temporal stability analysis is appropriate here).
Sample stability results are given in Fig. 3.4 for increasing values of the imposed electric
field V¯ and fixed values of r = 6, m = 0.1,  = 2, µ˜ = 0.025, σ˜ = 0.1 and g˜ = 1. The band
of unstable wave numbers as well as the maximum growth rates increase as V¯ increases. The
Figure also includes results from direct numerical simulations starting from small initial condi-
tions where linear theory holds, and agreement between analysis and computation is excellent
(a full discussion is postponed until section 3.4.1).
3.4 Numerical results
Our numerical methods are based on a volume-of-fluid platform adapted from the Gerris
(Popinet (2003)) suite of algorithms. We also make use of the electrohydrodynamics toolbox
available in the code architecture in order to model the action of electrodes on our bound-
aries. Several computational features of the package, including adaptive meshing and accurate
multiphase fluids representation, make it suitable for the present problem (see Popinet (2009);
Bague´ et al. (2010); Fuster et al. (2009) and related work validating and extending the im-
plementation, as well as testing several applications). The numerical methods, as well as the
computational capabilities of the package have already been described in detail in section 2.4.
By implementing the code to include all essential features of a well designed multi-phase plat-
form, we consider extending this numerical architecture to be the ideal choice for our model.
3.4.1 Uniform background electric fields
We begin by using DNS to validate the linear stability theory of section 3.3. We consider
a square geometry (non-dimensional size 1× 1), in which two immiscible fluids are separated
by a horizontal interface given by
S(x˜, 0) = Ai cos(2piqx˜), (3.24)
where the wavenumber q ≥ 1 is an integer so that periodic disturbances have wavelengths
1/q, and Ai is the initial amplitude of the perturbation; for comparisons with linear theory
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we typically prescribe Ai = O(10−3). Since we only perturb the interfacial shape in the
computations, a small transient time is required for the system to enter the linear growth regime.
Once this is reached, we use a sliding least squares fit in time to extract the growth rate from
the position of the interface, tracked at various locations throughout the simulation.
We are interested in demonstrating the destabilising effect of increasing electric fields and
choose parameters for the fluids that are appropriate for small scale desktop experiments. Den-
sities are taken to be ρ˜1 = 6, ρ˜2 = 1 for a strongly stably stratified system, and the dimen-
sionless viscosity is µ˜ = 0.025, with a viscosity ratio of m = 0.1 between the two fluids. The
dimensionless surface tension coefficient is σ˜ = 0.1 and the gravitational acceleration coeffi-
cient reduces to 1 in our non-dimensionalisation. The permittivities are taken to be ˜1 = 2.0 and
˜2 = 1.0. In order to evaluate the growth rates for a variety of imposed voltage potentials, we
consider V¯ = 2.0, 3.0, 3.5, 4.0 and 5.0 and plot the results of growth rate versus wavenumber
k = 2piq in Fig. 3.4. The figure presents growth rate curves given by linear theory for the range
0 ≤ k ≤ 25, along with growth rates estimated using direct numerical simulations as explained
above; the latter are carried out for three initial perturbation wave numbers k = 2pi, 4pi, 6pi so
that there are 13 DNS produced growth rates to compare with linear theory, spanning a rea-
sonable range of unstable wave numbers. Symbols are used for the DNS growth rates and the
agreement is excellent. The results also show a dramatic increase in the maximum growth rate
and the band of unstable wave numbers as the applied electric field is increased. For example,
doubling V¯ from 2 to 4, produces a tenfold increase in the maximum growth rate and a fivefold
increase in the band of unstable wave numbers. The impressive level of accuracy achieved
by the simulations enables us to focus attention on the nonlinear regime and in particular to
conduct a series of numerical experiments utilising imposed travelling-wave electric fields on
the wall electrodes in order to induce directional fluid motions.
3.4.2 Voltage travelling wave condition
We propose to drive the multilayer flow from the boundaries by imposing a spatiotempo-
rally varying voltage on the lower wall electrode in the form of a travelling wave. Practically,
this could be achieved by etching a series of parallel strip electrodes on the lower substrate,
and producing a travelling voltage waveform there by switching the voltage from on to off on
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Figure 3.4: Dispersion relation curves ω(k) for increasing values of the imposed voltage po-
tential difference V¯ and validation via direct numerical simulations.
successive electrodes - see for example Nudurupati et al. (2006). Mathematically we model
such a forcing by imposing V1(x˜,−1/2, t˜) = V¯ (t˜) where
V¯ (t˜) = C +
Ar
pi
[
tan−1
(
x˜− xL − Ur t˜
d
)
− tan−1
(
x˜− xR − Ur t˜
d
)]
. (3.25)
The form (3.25) represents a uniform voltage C with a superimposed hump of amplitude Ar
and width xR − xL. The transition from the background value C to C + Ar takes place in the
vicinity of x˜ = xL +Ur t˜ and x˜ = xR +Ur t˜, and the size of the transition layer is of size d > 0
(small values of d correspond to sharp transitions). The substrate voltage is a travelling wave of
constant speed Ur (right/left moving depending on whether Ur is positive/negative). Note that
we can add several humps with non-equal distances between them, and extend the function
periodically for consistency with the periodic boundary conditions used in our simulations.
In fact multiple such humps are constructed and their widths selected so that the substrate
forces the generation of the most unstable waves provided by linear theory for a given set of
parameters.
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Figure 3.5: Equipotential line plot in a horizontally periodic domain, sketching the dynamics
produced in the electric field by imposing a three-branch structure.
In the computations that follow, we set d = 10−3, and pick C sufficiently large so that
instability is present (guided by linear theory - e.g. Figure 3.4), yet the growth rates being
relatively small so as to prevent the interface touching the wall. The parameters Ar and Ur
must also be tuned carefully so that the wall-forced flow can compete and indeed overcome
the vertical interface touchdown motion that a uniform background field would produce. A
simple mechanism to cope with the sensitivity of the system is to impose O(1) values for Ar
and Ur, while at the same time ensuring that the growth rate of the instability induced by the
vertical electric field is sufficiently small so that the interface approaches the wall at velocities
of less than an order of magnitude compared to the wall-forced flow. This translates to the
horizontal dynamics as defined by the condition (3.25) being dominant over the tendency of
the interface to touch the walls. The desired horizontal motion is then gradually acquired by
the fluid-fluid interface. Sample numerical results of the interior voltage distribution for a
substrate voltage of the form (3.25), but having three hump regions, is given in Fig. 3.5. The
figure shows the equipotentials at a fixed time for the parameters Ar = 1.0, xR − xL = 0.1; it
can be seen that a periodic disturbance emerges with the field being stronger above the hump
regions as expected. Such a distribution of the electric field is used in the numerical results
described in section 3.4.3, with the hump regions initially aligned with interfacial minima of
the nonlinear solutions as it evolves towards touchdown with the lower wall. We also note that
the electrostatic approximation used here remains valid even though we have a time-dependent
electric field imposed on the lower substrate. Firstly, given that the length scales of interest
are of the order of a few centimetres, it is easily established that induced magnetic fields are
of the order of 10−10 Teslas and hence negligible (see appendix A.1). Secondly, the period of
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oscillation of the imposed field is of the order of the viscous timescale L/U = Lµ/σ, which for
oils and centimetre-sized systems is approximately 0.1− 1 s, giving a frequency of oscillation
of 1− 10 Hz (electrostatic approximations hold even for frequencies in the kHz range).
The forcing introduced in this section (along with its multi-hump variants) provides a direct
way of inducing fluid-structure interactions in order to drive the system far from its equilibrium
state or indeed other nonlinear strongly attracting states. Of particular interest is the exploration
of such mechanisms in breaking the directional symmetry of the problem and producing a net
flow in one direction, without the need of moving parts. Such micro-pump systems can be
useful in a host of applications and in what follows we demonstrate their feasibility using
direct numerical simulations.
After having specified the mathematical details in our two-dimensional model, we turn to
numerical tools for a stringent exploration of both linear and nonlinear regimes.
3.4.3 Generation of nonlinear travelling waves
The geometry and fluid parameters used are the same as those in section 3.3 and Fig. 3.4,
and the main modifications enter through V¯ as discussed next. We start with a relatively strong
uniform electric field of V¯ = 5.0 imposed on the lower electrode (note that the direction of the
electric field is immaterial - we chose to place the forcing on the lower wall after preliminary
numerical experiments indicated that such configurations are much more efficient computa-
tionally in producing uni-directional interfacial travelling waves), so that an initial perturbation
of wavenumber k = 6pi is unstable. The amplitude of the perturbation quickly increases and
enters the nonlinear stage with the local extrema of the interface moving towards the electrodes
(see animations presented as supplementary material in Cimpeanu & Papageorgiou (2014b)).
At t˜ = 0.25 we alter the imposed electric field behaviour, reducing its strength so that
the parameter C = 3.5 in equation (3.25), which will now be the strength of the background
field on top of which the travelling wave boundary condition is imposed. When V¯ = 3.5,
Figure 3.4 shows that the k = 6pi perturbation represents the most unstable wavenumber. Even
though secondary harmonics are present in the problem resulting in rich nonlinear dynamics,
the excitation of the interface with the most unstable wavenumber provides a computationally
more efficient way of quantifying the phenomena we are investigating. Next, we impose a
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Figure 3.6: Illustration of the movement of the two fluids within the system, recalling Fig. 3.3
for the geometry. In the left column, moving down, the flow is captured at t˜ = 0.0 (up), t˜ = 0.1
(centre), t˜ = 0.2 (down) and the growth of the initial perturbation under the action of the
uniform electric field can be observed. In the right column, moving down, the plots are taken
at t˜ = 2.8 (up), t˜ = 2.9 (centre) and t˜ = 3.0 (down). The action of the imposed travelling wave
boundary condition on the voltage potential is translated to the fluid-fluid system, producing
dynamics in the flow and motion in the direction of −x˜.
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number of humps equal to the number of local minima in the initial perturbation and align
them with the interface minima - see Fig. 3.5 for an illustration of the imposed field at this
time. For the remaining two parameters at our discretion, Ar and Ur, we choose a set of four
values for each, i.e. we extract pairs of values from {0.75, 1.0, 1.25, 1.50} for both Ar and Ur.
The 16 different direct numerical simulations were carried out and the resulting data carefully
post-processed to study the evolution of relevant flow quantities. The rationale behind the
chosen set of values is as follows. If the amplitude Ar of the imposed voltage hump is too
low, its effect is negligible and the vertical motion caused by the background electric field is
sufficiently strong and was found to cause interfacial wall touchdown. On the other hand, an
unnecessarily high value ofAr was found to result in violent flow phenomena, such as interface
rupture and droplet formation, which are undesirable in the context of our study. The interval
of appropriate values for Ar was constructed empirically via extensive numerical experiments.
We will see that, surprisingly, the effect of the wave velocity Ur is of secondary importance
and that the main crucial flow control quantity is the amplitude Ar.
Sample results are provided in Fig. 3.6 to depict the steps mentioned above. The left col-
umn shows the initial destabilising effect of the vertical electric field with V¯ = 5, bringing
the interface close to the channel walls. After the lower wall voltage travelling wave form is
turned on and allowed to have an effect on the flow, the emerging nonlinear dynamics consist
of a nonlinear interfacial wave travelling to the left (snapshots at t˜ = 2.8, 2.9, 3.0 are shown
in the right column from top down). The travelling wave is not of permanent form but con-
tains asymmetric modulations along with additional higher harmonics entering and becoming
nonlinear. The conditions prescribed in the computations are intended to preserve symmetry,
however the large number of competing physical phenomena, as well as the very sensitive bal-
ance between horizontal and vertical motions in the domain eventually causes a break in the
symmetry and a differentiation in the amplitude of the local extrema of the interface position.
Ultimately secondary harmonics will come into play and the k = 6pi initial perturbation will
evolve to other modes, with the k = 2pi mode dominating after t ≈ 6.0.
The simulations of subsection 3.4.3 show the spatiotemporal evolution of the interface un-
der the action of an imposed voltage travelling wave and provide strong evidence of the feasibil-
ity of creating and sustaining a large amplitude travelling wave. Such depictions do not provide
details of the flow velocities throughout the domain, and we turn our attention to this next. We
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produce flow fields on regular grids of 2562 points on the square [−0.49, 0.49]× [−0.49, 0.49],
by interpolating the computed velocities and pressure (these are computed on adaptive grids
which can be much finer in places) every 0.25 time units. Of particular interest is the emer-
gence of a net flow in the horizontal direction (to the left in these particular simulations, but we
have investigated other parameters which produce right-moving travelling waves), and hence
we focus our attention on the horizontal velocity u˜. In Fig. 3.7 we show the variation of the
horizontal velocity at the origin x˜ = 0 across the channel, i.e. we track u˜(0, y˜, t˜) for the param-
eter valuesAr = Ur = 1. The different panels in Fig. 3.7 correspond to different times, starting
at t˜ = 2 with the leftmost panel and increasing time by 2 units until t˜ = 10 at the rightmost
panel.
Figure 3.7: Horizontal velocity profiles u˜(x˜, y˜, t˜) extracted at the centre of the domain, where
x = 0.0 in our geometry, plotted for various values of dimensionless time, from t˜ = 2.0 to
t˜ = 10.0. The position of the fluid-fluid interface is highlighted with a horizontal dash-dotted
line in each subfigure.
There are two noticeable effects revealed by these results. First of all, from the very onset of
the voltage travelling wave boundary condition, a strong negative horizontal velocity is present
in the flow, in the immediate vicinity of the voltage potential perturbation (the extent of the
voltage potential perturbation can be observed in the simulations of Fig. 3.5). The flow is
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affected by the nonlinear interfacial dynamics induced by the non-uniform voltage boundary
condition, and eventually the system settles into a lateral leftward motion. Secondly, as time
increases, the horizontal velocity increases in magnitude in the whole domain, with substantial
velocities also found away from the lower wall. By t˜ = 10.0 an almost uniform plug flow is
seen in about 60% of the channel height, with no-slip conditions near the walls modifying these
structures. This phenomenon is quite important since it shows clearly that a net horizontal flux
can be set up by utilising electrohydrodynamic fluid structure interactions. The induced fluxes
are considered in more detail next.
This motion is progressively reinforced, which causes stronger interfacial movement and
lateral dynamics in the flow.
Using results analogous to those of Fig. 3.7, we compute the horizontal flux at x˜ = 0
defined by F0(t˜) =
∫ 1/2
−1/2 u˜(0, y˜, t˜) dy˜ for each of the 16 configurations introduced in subsec-
tion 3.4.3. As noted earlier, we consider data for F0(t˜) in increments of 0.25 starting from
t˜ = 0 and going above t˜ = 10 (the electric field on the lower wall is switched off at t˜ = 10).
The results are collectively shown in Fig. 3.8 for each pair {Ar, Ur} as labelled on the figure.
The vertical dash-dotted line on the left indicates the time t˜ = 0.25 when the non-uniform volt-
age is switched on at the lower wall, while the dash-dotted line on the right indicates the time
t˜ = 10 when the voltage on the lower wall is switched off altogether. The results have been
grouped and the symbols shaded according to the value of Ar; the four curves corresponding
to the smallest value Ar = 0.75 are colour coded black, the Ar = 1.0 curves dark grey, the
Ar = 1.25 curves light grey, and the largest value Ar = 1.5 curves are colour coded white
with open symbols. This grouping of the data immediately indicates that the effect of Ur is
rather weak, at least for the ranges investigated here. On the other hand, the value of Ar is of
central importance, particularly regarding the generation of interfacial travelling waves. For
example, the first set of four direct numerical simulations for the smallest value Ar = 0.75, are
interrupted before t˜ = 10 and in fact the longest lived computation corresponds to Ur = 0.75
and was stopped at t = 8. The reason for halting these computations is that for such a relatively
small value of Ar the electrodynamic effects of the boundary travelling wave voltage potential
on the flow are too weak to prevent the interface from touching the wall (the present study is
not concerned with interface-wall touchdown and so we do not present or analyse results in
such cases). Going to larger values of Ar we first observe that the flow is controlled in the
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sense that interfacial touchdown is prevented. Furthermore, as Ar increases, the magnitude of
the flux |F0| also increases, with the largest fluxes attained for Ar = 1.5. In all cases that do
not suffer interface-wall touchdown, the flux appears to evolve approximately linearly in time
until t˜ = 10 when the voltage is switched off; beyond this time the flow eventually relaxes
to its original stably stratified state with a flat interface. The computations presented provide
strong evidence that voltage travelling wave boundary conditions can be used to achieve three
phenomena: (i) prevent interface-wall touchdown, (ii) produce nonlinear travelling wave inter-
facial structures, and (iii) induce and sustain a net horizontal flux thus underpinning possible
applications of microfluidic pumps with no moving parts.
Figure 3.8: Flux evolution in time for 16 constructed relay structures, varying amplitude Ar
and velocity Ur.
Completely suppressing the electric field (both uniform and travelling components) after
t˜ = 10.0 naturally results in the relaxation of the flow to its original state. The flux decreases
to zero and the final configuration will be a stably stratified flow with an unperturbed interface,
the base state of the system.
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3.5 Discussion
We have analytically and computationally studied the dynamics of viscous, immiscible per-
fect dielectric multilayer flows confined in channel geometries, when electric fields act across
the channel. We started by identifying and computing the underlying instabilities into the fully
nonlinear regime when the imposed voltage potential across the channel is constant (each wall
electrode is held at constant but different voltage potential). In this chapter we also used linear
stability theory to evaluate our DNS numerical algorithms, and found the agreement between
the two to be excellent (see Fig. 3.4). If the constant applied potential difference is sufficiently
large, the flow evolves to a nonlinear and quasi-static configuration, and if the potential differ-
ence is increased further the interface becomes attracted to the walls and touchdown in finite
time takes place (such events present significant computational challenges).
In order to generate an interfacial travelling wave, along with its associated directional net
flux properties, it was necessary to carry out a large number of numerical experiments before
identifying a method that works and is robust. Undesired phenomena such as interfacial touch-
down had to be avoided by means of imposing a sufficiently strong horizontal motion. On the
other hand, voltage distributions with non-uniformities which are too strong may cause interfa-
cial rupture, while imposing velocities beyond a certain threshold may violate the electrostatic
approximation. Finally, should the interface retreat close to its base state of a flat interface
at any point during the numerical experiment, the travelling wave boundary condition alone
will not be sufficiently strong so as to affect the flow dynamics. Thus a fine balance between
a destabilisation of the interface and a flux-inducing non-uniform voltage boundary condition
had to be constructed. Our computational efforts and results in achieving this are outlined
in subsection 3.4.3. The procedure that appears to work best for the problem at hand is as
follows: (i) switch on a uniform background electric field of sufficient strength to drive the
interface towards the walls; (ii) when the interface is close to the walls, reduce the constant
applied voltage potential difference to a value denoted by C in equation (3.25) and at the same
time introduce a voltage travelling wave perturbation at the boundary as illustrated in equation
(3.25) and Fig. 3.5; (iii) select the value of Ar, the size of the applied voltage perturbation
humps (see (3.25)), and Ur, the speed of the imposed voltage travelling wave, so as to prevent
wall touchdown. If these steps are completed successfully, it was found that an interfacial trav-
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elling wave forms, and at later times the horizontal velocity can develop into a plug flow over
roughly two thirds of the channel height (see Fig. 3.7, rightmost panel). The associated flux
in the computations presented is negative (the induced interfacial wave travels in the negative
direction) and increases as the voltage perturbation Ar increases (see Fig. 3.8). On the other
hand, the dependence of Ur is rather weak and we conclude that it does not play a central role
(it needs to be an order one quantity, however, in order to induce travelling wave phenomena).
We surmise that the procedure identified here can be useful in producing pumping on the
micro-scale without the need of any moving mechanical parts. Several directions towards op-
timising such operations suggest themselves and will be investigated in the future; foremost
among them is the addition of a second voltage travelling wave on the upper wall with ad-
justed phase relative to the travelling wave on the lower electrode. Another area of practical
importance is that of mixing on the micro-scale, and the multilayer configuration presented
here can utilise the spatiotemporal dynamics of the interface to provide mixing in either phase.
We elaborate on this application in chapter 4.
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Chapter 4
Electrically induced mixing in stratified flows
Abstract
Electrostatic control mechanisms underpin a wide range of modern industrial processes,
from lab-on-a-chip devices to microfluidic sensors for security applications. During the last
decades, the striking impact of fluid interface manipulation in contexts such as polymer self-
assembly, micromanufacturing and mixing in viscous media has established the field of elec-
trically driven interfacial flows as invaluable.
This chapter investigates electrostatically induced interfacial instabilities and subsequent
generation of nonlinear coherent structures in immiscible, viscous, dielectric multi-layer strat-
ified flows confined in channels with plane walls. The present study demonstrates theoretically
that interfacial instabilities can be utilised to achieve efficient mixing in different immiscible
fluid regions. This is accomplished by electrostatically driving stable flows far from their equi-
librium states to attain time-oscillatory and highly nonlinear flows producing mixing. The non-
linear electrohydrodynamic instabilities play the role of imposed background velocity fields or
moving device parts in more traditional mixing protocols.
Initially, simple yet efficient on-off voltage protocols are investigated and subsequently
symmetry-breaking voltage distributions are considered and shown to considerably enhance
the achieved level of mixing. Both two- and three-dimensional flows, containing realistic fluid
configurations (water and oils), are computed using direct numerical simulations based on the
Navier-Stokes equations. Such numerical investigations facilitate the quantitative study of the
flow into the fully nonlinear regime and constitute the basis of optimisation methods in the
context of microfluidic mixing applications in two- and three-dimensional geometries.
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The material in this chapter is based on Cimpeanu & Papageorgiou (2015). The early stages
of the work have been presented during the 2014 Micro and Nano Flows meeting and appeared
in the conference proceedings under Cimpeanu & Papageorgiou (2014a).
(a) t = 0.0. (b) t = 10.0. (c) t = 20.0.
Figure 4.1: Sample two-dimensional results showing the passive tracer field (background) and
fluid-fluid interface (highlighted in white). The succession of plots shows the gradual mixing
of the passive tracer due to the hydrodynamics induced by the electric field being successively
switched on and off, thus inducing interfacial oscillations.
(a) t = 0.0. (b) t = 5.0. (c) t = 10.0.
Figure 4.2: Sample three-dimensional results showing the isosurface of the passive tracer with
a value equal to the target concentration, under the action of an asymmetric voltage potential
distribution.
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4.1 Introduction
Flow control at increasingly small scales is a key challenge in a wide range of fields, from
biology, chemistry and medicine to industrial design in electronics, just to name a few exam-
ples. Physical interactions in microdevices are very rich, as often multi-physics elements are
required to achieve specialised goals. Gravitational forces are in general negligible at such
small scales and the barrier to further reduce the dimensions in applications is a challenge that
makes microfluidics one of the most vibrant areas of contemporary research. In multi-fluid
flows capillary and viscous forces typically compete to select the dynamics, however external
forces such as electric or magnetic fields and even acoustic actuators are becoming increasingly
more common in the search for optimal solutions.
Lab-on-a-chip devices, as illustrated in the review of Franke & Wixforth (2008), play a
primary role in achieving highly efficient solutions for micro-scale applications. Such systems
have been widely studied theoretically, computationally and experimentally with convincing
degrees of success. We refer the reader to the work of Stone et al. (2004) and the review
by Craster & Matar (2009) for diverse examples.
In the present chapter we expand on the role of electric field induced dynamics in mi-
crochannels. The mechanism is particularly attractive due to the ease of its applicability on the
micro-scale and its success in achieving control of interfacial fluid motion. It is well known
that fields which are parallel to the fluid-fluid interface have a stabilising role and may be used
to prevent interfacial rupture or induce and control a certain behavior within a geometry. The
theoretical and computational study presented in chapter 2 demonstrates that interfacial os-
cillations can be sustained in a flow where heavier fluid lies above lighter fluid (the classical
problem of the Rayleigh-Taylor instability) so that controlled time-periodic motion is achieved
in an otherwise highly unstable system. On the other hand, the pioneering work of Melcher
(1961, 1963) and Taylor & McEwan (1966) outlines how electric fields which are perpen-
dicular to the fluid-fluid interface have a destabilising effect on systems that are stable in the
absence of an electric field. An increase in the voltage potential difference produces a stronger
instability (expressed via higher growth rates), as well as an increase in the band of unstable
modes. Theoretically, Ozen et al. (2006a) and Li et al. (2007) conducted linear and nonlinear
stability studies on electrified shear flows, and observed electrically induced interfacial waves.
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We also mention the feedback control experiments of Melcher & Warren (1966), who success-
fully studied the control of instabilities in a stably stratified air-gas system in a millimetre sized
circular device. Moreover, the influence of AC fields has been studied theoretically and has
been shown to allow further control of the fluid-fluid interfaces in bilayer and trilayer liquid
films - see Roberts & Kumar (2009, 2010).
As mentioned earlier, in contrast to larger scale hydrodynamics, the salient physics within
microchannels changes significantly. Due to the prominence of viscous forces, the process of
mixing becomes very challenging. Fluid mixing of two (or more) species is related to the inter-
spersion of segregated fluid regions. As highlighted in the work of Ottino & Wiggins (2004),
efficient mixing is vitally related to achieving a large interfacial area between the fluids being
mixed, thus facilitating intermolecular diffusion. In small devices turbulence is typically absent
and so mixing must rely on diffusion unless the system is subjected to external forces. Further-
more, efficient mixing devices have to reach their targets in a very small amount of space, with
minimal energy, and under time constraints in order to be practical. We refer the interested
reader to the work of Hessel et al. (2005) and Suh & Kang (2010), who present many useful
principles within the context of microfluidic mixing. Small system size presents technological
assembly challenges (as well as cost), and very often the actuation needs to be very strong to
accurately establish a desired dynamics in the flow. Lee et al. (2011) have recently reviewed
the most popular mixing devices in millimetre and sub-millimetre geometries. It is common
to divide mixing into the passive and active categories. Passive mixers often rely on channel
geometry to achieve mixing by enhancing molecular diffusion. This is typically accomplished
by allowing more time for the flow to diffuse within an intricate network of channels or pre-
designed spatial structures. On the other hand, active mixers abandon complex geometries in
favor of the use of external forces (such as electricity, magnetism, acoustics or time pulsing).
Channels are often simplistic in design and the focus lies in constructing optimal external force
fields on the flow.
One of the most studied active devices is the T-mixer, a sketch of which is presented in
Fig. 4.3. The simple layout allows for extensive experimental explorations and it often offers a
straightforward option to incorporate additional effects into the flow. Variations to traditional
mixing, including time pulsing, have been explored by Glasgow & Aubry (2003) and Goullet
et al. (2005). Moctar et al. (2003) present an extension of the classical T-mixer using electric
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Figure 4.3: T-mixer geometry, presenting a) the two-dimensional sketch of the domain, b) an
experimental photograph (top view) of a steady, unmixed flow and c) a three-dimensional view
of the concentration field of the two fluids being mixed under the action of a time-dependent
flow rate. Source: Goullet et al. (2005).
fields, which is also expanded on in Tsouris et al. (2003). The strength of the electric fields
involved is most often of order 105 to 107 V/m, which can easily be achieved by imposing a
voltage potential difference of O(102) V across a millimetre sized geometry (or less). Zahn
& Reddy (2006) present an extension to a T-mixer with three fluid layers and conduct both
theoretical and experimental studies with voltage potential differences of up to 9× 105 V/m.
Here we present a novel approach that introduces an active mixer which does not require
an imposed velocity field or any moving parts. We extend the preliminary work presented
in chapter 2 and incorporate the concepts of sustained interfacial oscillations as well as non-
uniform, symmetry-breaking electric field distributions presented in chapter 3, to the advantage
of mixing at small scales. The system is driven exclusively by the action of the electric field and
we show how efficient mixing can be achieved in practical situations, by modelling real-life
fluids in both two-dimensional and three-dimensional geometries.
The chapter is structured as follows. Section 4.2 presents the mathematical model and
outlines the relevant physical quantities and governing equations (subsection 4.2.1) and carries
out a linear stability analysis (subsection 4.3). The theory is validated using direct simulations
in section 4.4, where we elaborate further on the numerical aspects of our work. Section 4.4
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also illustrates the effect of simple electric field protocols which are expected to be easy to
design in experimental conditions. Two-dimensional (subsection 4.4) and three-dimensional
(subsection 4.5) results are presented and the performance of the imposed protocols is assessed
using classical molecular diffusion arguments. Conclusions and comments on future work are
given in section 4.6.
4.2 Mathematical model
The mathematical model that follows is similar to that presented in chapter 3 in the context
of microfluidic pumping, hence the description here will be brief. Consider two incompress-
ible, immiscible and viscous fluids of arbitrary constant densities ρ1,2 and constant viscosities
µ1,2. The fluids are assumed to be perfect dielectrics and have constant permittivities 1,2 - we
assume that there are no impressed charges in the flow. A schematic is provided in Fig. 4.4. A
Cartesian coordinate system is used with the channel walls parallel to the horizontal x−axis;
the channel has height L and is considered to be sufficiently long - in the numerical work that
follows it is reasonable to assume periodic boundary conditions in the horizontal direction. A
constant vertical electric field of magnitude V¯ ∗/L is imposed by a voltage potential difference
V¯ ∗ across the channel walls - see Fig. 4.4.
Figure 4.4: Schematic of the a) periodic two-dimensional and b) doubly periodic three-
dimensional domain.
The interface is denoted by y = S(x, t) and the lower fluid 1 occupies the region −L/2 <
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y < S(x, t), while the upper fluid 2 occupies the domain S(x, t) < y < L/2 (our numerical
results capture multivalued interfaces but for clarity we present the model in terms of Cartesian
coordinates). We use subscripts 1, 2 to refer to quantities in each corresponding region. An
extension to three dimensions, studied at a later stage, is shown in Fig. 4.4b. All quantities of
interest extend naturally and the interface in this case is described by y = S(x, z, t).
Velocity fields and pressures are denoted by u1,2 and p1,2, respectively. Surface tension is
present with constant coefficient σ and even though we expect gravity to play a negligible role
at very small scales, it is nonetheless useful to retain it for generality. It is shown in section 4.4
using a concrete example, that in the framework of desktop experiments the induced magnetic
field is negligible and hence the electrostatic approximation of Maxwell’s equations holds.
In this limit we have ∇ × E1,2 = 0 and ∇ · (1,2E1,2) = 0. The former equation implies
that the electric fields can be described in terms of voltage potentials E1,2 = −∇V1,2, hence the
second equation (Gauss’s law) shows that away from the interface the voltage potentials satisfy
Laplace’s equation in each region.
4.2.1 Problem formulation
The governing equations are the Navier-Stokes and continuity equations in each fluid
ρ1(u1t + (u1 · ∇)u1) = −∇p1 + µ1∆u1 − ρ1gj, (4.1)
ρ2(u2t + (u2 · ∇)u2) = −∇p2 + µ2∆u2 − ρ2gj, (4.2)
∇ · u1,2 = 0, (4.3)
with no-slip and impermeability imposed at the walls for u1,2. The Laplace equations for the
electric potentials in each fluid are
∆V1,2 = 0. (4.4)
We apply Dirichlet boundary conditions at the walls y = ±L/2 for the potentials,
V1(x,−L/2, t) = 0, V2(x, L/2, t) = V¯ ∗,
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where V¯ ∗ is a constant. Lorentz forces are absent in the momentum equations due to the
constant electrical properties of the perfect dielectrics and the absence of charges in the flow.
The coupling between hydrodynamics and electrostatics enters through the nonlinear interfa-
cial boundary conditions. At the sharp interface y = S(x, t) we impose (in order) kinematic
conditions, continuity of normal and tangential stresses, continuity of velocities, continuity of
the voltage displacement field (Gauss’s law), and continuity of voltage potentials. These are
vi = St + uiSx, i = 1, 2, (4.5)
[n · T · n]12 = σκ, (4.6)
[t · T · n]12 = 0, (4.7)
[u]12 = 0, (4.8)
[E · n]12 = 0, (4.9)
[V ]12 = 0, (4.10)
where [(·)]12 = (·)1 − (·)2 represents the jump across the interface, n = (−Sx, 1)/(1 + S2x)1/2,
t = (1, Sx)/(1 + S2x)1/2 are the unit normal and tangent to the interface, respectively, and
κ = Sxx/(1 + S
2
x)
3/2 is the interfacial curvature. The stress tensor T is given by
Tmn = −p δmn + µ
(
∂um
∂xn
+
∂un
∂xm
)
+ EmEn − 1
2
 |E|2 δmn, (4.11)
to be evaluated in each fluid region as needed.
To non-dimensionalise we scale lengths by L, velocities by a reference value U (e.g. for
capillary scales U = σ/µ1; similarly gravitational or electrical scales can be defined), time
by L/U and pressures by ρ1U2. The emerging dimensionless parameters correspond to a di-
mensionless viscosity (inverse Reynolds number), an inverse Weber number, an inverse square
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Froude number, a voltage scaling, and density, viscosity and permittivity ratios, respectively,
µ˜ =
µ1
ρ1UL
, σ˜ =
σ
ρ1gL2
, g˜ =
gL
U2
, V ∗ = UL
√
ρ1
1
,
r = ρ1/ρ2, m = µ2/µ1,  = 1/2, (4.12)
where 1,2 are defined as multiples of 0, the permittivity of free space. With U = σ/µ1, we
obtain µ˜ = O2h, where Oh is the Ohnesorge number. Utilising these scalings provides the
dimensionless system
u˜1t + (u˜1 · ∇)u˜1 = −∇p˜1 + µ˜∆u˜1 − g˜j, (4.13)
u˜2t + (u˜2 · ∇)u˜2 = −r∇p˜2 +mµ˜r∆u˜2 − g˜j, (4.14)
∇ · u˜1,2 = 0, (4.15)
where j = (0, 1), and tildes are used to denote dimensionless quantities. The Laplace equations
(4.4) are unchanged (except for the addition of tildes), and the boundary conditions at the
channel walls become
u˜1 = 0, V˜1 = 0 at y˜ = −1/2, (4.16)
u˜2 = 0, V˜2 = V¯ at y˜ = 1/2, (4.17)
where V¯ = V¯ ∗/V ∗. Boundary and interfacial conditions (4.5)-(4.10) maintain their form and
obtain tilde decorations; the dimensionless stress tensor reads
T˜mn = −p˜δmn + µ˜
(
∂u˜m
∂x˜n
+
∂u˜n
∂x˜m
)
+ ˜E˜mE˜n − 1
2
˜|E˜|2δmn. (4.18)
The well known expression for electrohydrodynamic coupling through the stress tensor (4.18)
has been extensively studied and the reader is referred to Saville (1997) for a comprehensive
discussion.
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4.3 Stability
In what follows we carry out a linear stability analysis (very concisely presented, as full
details are available in chapter 3) to determine growth rates in the presence of destabilising
electric fields. Sample stability results are given in Fig. 4.5 for increasing values of the imposed
electric field V¯ . Motivated by model systems of practical interest, in this section we choose
a new set of parameters pertaining to a stably stratified two-fluid system of water at 20◦C
(density ρ1 = 998.207 kg/m3, viscosity µ1 = 8.95 × 10−4 Pa·s and electrical permittivity
1 = 80.4 0) and olive oil (ρ2 = 918 kg/m3, µ2 = 0.081 Pa·s and 2 = 3.10), where 0 =
8.85× 10−12 m−3kg−1s4A2 is the permittivity of free space; the surface tension between olive
oil and water is 0.02 kg · s−2. We use a channel of height L = 7.5 mm under the action
of a gravitational acceleration of 9.80655 m · s−2. Previous work in a similar context, such
as the investigations of Tsouris et al. (2003) and Zahn & Reddy (2006), impose electric field
strengths of up to O(107) V/m, which is below the dielectric breakdown limit for common
fluids. In Fig. 4.5 we consider five numerical experiments with voltages ranging from V¯ = 0.1
to V¯ = 0.5 non-dimensionally, corresponding to dimensional values from 2 × 106 V/m up to
107 V/m.
We are interested in the effect of the electric field on the instability and expect an increase
in growth rates and a widening of the band of unstable modes as the electric field strength
increases. This is indeed the case as seen in Fig. 4.5; for low values of V¯ = 0.1, 0.2 for
example, a small band of long waves are unstable and the size of the band increases (shorter
waves becoming unstable) as V¯ is increased. Fig. 4.5 also includes results from direct numeri-
cal simulations starting from small initial conditions where linear theory holds, and agreement
between analysis and computation is excellent. We elaborate on this aspect in the following
subsection.
4.4 Mixing in two dimensions
The symbols in Fig. 4.5 were calculated from direct numerical simulations using Gerris,
with fluid parameters corresponding to a water-olive oil system. The initial perturbation of the
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Figure 4.5: Growth rates ω(k) illustrating the effect of increasing voltage potential difference
V¯ on the instability for a realistic fluid-fluid configuration (water-oil, see section 4.3). The
linear stability calculation is based on the derivation in subsection 3.3 (recall also Fig. 3.4),
preceding the discussion on the generation of travelling waves under normal electric fields.
fluid-fluid interface is described by
S(x˜, 0) = Ai cos(2qpix˜), (4.19)
where q is a positive integer and Ai is the perturbation amplitude, selected to be of O(10−3)
and hence within the realm of linear theory initially, allowing the flow to evolve for sufficiently
long times prior to reaching the nonlinear regime. To quantify the interfacial dynamics we
track the position of several points on the interface throughout the simulation and use a slid-
ing least squares method to extract the relevant growth rates. Thus, the linear regime can be
evaluated accurately by reconstruction of the linear dispersion relation as shown by the excel-
lent agreement in Fig. 4.5. This validation underpins numerical experiments into the nonlinear
regime, enabling the exploration of efficient microfluidic mixing. Knowing the most unstable
wavenumber for a given electric field strength and fluid parameters, we tailor the electric field
to allow the manipulation of the dynamics within the confined geometry. In the next section we
illustrate how this information can be used to sustain oscillations that lead to enhanced mixing
in this class of problems.
Next we present numerical results that show how time varying electric fields can be used to
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achieve mixing by utilising nonlinear interfacial oscillations. We propose a set of time varying
electric fields to be used in this context, and also analyse their performance with regards to
mixing efficiency.
We begin by considering simple on-off time variations of the applied electric field, noting
that the applied field is constant over the channel during the on stage. While in the on stage,
we prescribe an electric field strength above the critical value predicted by linear theory and if
it is kept on, the interface generically undergoes nonlinear growth and eventually touches one
of the walls in finite time. Hence, we switch the electric field off before touchdown and allow
the interface to relax towards its base state solution (this is possible due to the presence of vis-
cosity and the stable stratification of the flow). This procedure is repeated to sustain interfacial
oscillations in the flow that in turn induce time oscillatory velocity fields. Such electrostatic
forcing is reviewed next, in order to set the stage for inducing mixing in realistic fluid configu-
rations and particularly for the need for electrophoretic forcing, considered towards the end of
this section.
Six on-off electric field protocols are considered, as shown in Fig. 4.6. The shaded regions
indicate the time intervals during which the electric field is turned on, inducing a vertical elec-
tric field. For this set of numerical experiments we use parameters (recall (4.12) for definitions)
r = 6, m = 0.25,  = 0.5, µ˜ = 0.1 and σ˜ = 0.5, and a prescribed voltage potential difference
V¯ = 15.0 (these parameters pertain to a system of size L = 1.9 mm, and a total duration of ap-
proximately 0.3 s). Fluid 1 is chosen to be a typical oil (e.g. olive oil); the density, viscosity and
permittivity ratios are of O(1) providing a wide range of choices for the second fluid - specific
water-oil systems are considered later in the present section. From a computational perspective
it is preferable to have a strong density contrast in order to facilitate faster relaxation of the
interface towards its flat state when the electric field is switched off.
Our model uses the electrostatic assumption and we refer to the explanation in appendix A.1
to provide a justification of its validity for time-dependent fields and in particular for the ab-
sence of induced magnetic fields of any relevance in this context. Based on an appropriately
defined timescale, the duration of the proposed numerical experiment is approximately 1.38 s.
With at most ten on-off switches (evenly distributed in time) this implies that the frequency
Ω ∼ O(10−1 − 100) Hz, and hence the contribution of the magnetic field, i.e. H0 ≈ 10−7 T
(teslas), is negligible in the case of small scale devices (O(1) mm in size).
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Figure 4.6: The time variation of each of the six imposed on-off protocols; shaded regions
represent the times when the electric field is kept on with a constant voltage that enables the
destabilisation of the fluid-fluid interface.
We quantify mixing via numerical experiments in the following manner. A droplet of di-
mensionless radius rd = 0.15 is introduced in the upper fluid within our computational domain
as sketched in Fig. 4.4. The droplet has the same properties as the upper fluid and represents a
region occupied by a passive scalar (a dye, for example) at the initial time. By observing the
concentration field c of this passive tracer in time, we deduce the level of mixing induced by
the action of the electric field and resulting hydrodynamics. The governing advection-diffusion
equation for the tracer given by
∂c
∂t˜
+∇ · (u˜ c) = ∇ · (Dc∇c), (4.20)
with Dc denoting the diffusion coefficient of the tracer. We are primarily interested in studying
the effect of the electric field in the entire flow and hence we prescribe no additional diffusion
for the tracer itself, thereby setting Dc ≡ 0. Thus the passive tracer only inherits the informa-
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(a) Protocol 3, t˜ = 0.0. (b) Protocol 3, t˜ = 10.0. (c) Protocol 3, t˜ = 20.0.
(d) Protocol 5, t˜ = 0.0. (e) Protocol 5, t˜ = 10.0. (f) Protocol 5, t˜ = 20.0.
Figure 4.7: The passive tracer field (background) and fluid-fluid interface (highlighted in white)
under the action of protocol 3 (top) and protocol 5 (bottom) from Fig. 4.6 at three different
times: t˜ = 0.0 (left), t˜ = 10.0 (center) and t˜ = 20.0 (right). The succession of plots shows the
gradual mixing of the passive tracer due to the hydrodynamics induced by the electric field.
tion on the velocity field of the background fluid and provides a mechanism for studying the
dynamics of its host fluid.
Sample evolutions of the passive tracer field are produced in Fig. 4.7, where protocols 3
and 5 (see Fig. 4.6) are shown at different times of the simulation. We note that numerical ar-
tifacts in the passive tracer advection lead to minor breaches through the interface (observable
in Fig. 4.8); a careful study reveals that this does not affect the calculated degree of mix-
ing, since the amount of dyed fluid outside the desired region is negligible and this numerical
process is restricted to the passive tracer, computed by approximating the velocity field. Fur-
thermore, stringent error tolerances and increased grid refinement levels can be imposed to
completely eliminate such effects, but we did not undertake such computations due to the high
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cost involved. Full implementation details, including a documented simulation file for on-off
protocol 3 defined above, have been provided in appendix C, both for reference on detailed
computational aspects and reproducibility.
To quantify the mixing efficiency we follow the ideas of Glasgow & Aubry (2003), who
propose a measure of mixing in the case of a T-mixer with time pulsing, which also accounts
for non-uniform mass flow rate within the channel. In our case there is no background velocity
field and hence the quantification of Jha et al. (2011) is suitable. Briefly, the mixing index χ(t)
is defined by
χ(t˜) = 1− β
2(t˜)
β2max
, (4.21)
where β2 ≡ 〈c2〉 − 〈c〉2; here 〈·〉 denotes spatial averaging over the domain, while β2max is the
variance of the fully segregated state. A variance-based indicator is a natural candidate for as-
sessing mixing quality, due to the direct comparison to the perfectly mixed state. Several other
mathematical properties of this index, as well as other specialised alternatives, are highlighted
by Thiffeault (2012). Inspecting equation (4.21), we notice that χ(t˜) varies from 0 in a fully
unmixed regime up to 1 for perfect mixing. In an ideal situation a fully mixed state is described
by a constant concentration which is equal to the ratio of the area of the initial passive scalar
to the total area of the domain, which is the area of region 2 in our case. Fig. 4.8 shows the
evolution of the mixing index χ(t˜) for each of the six protocols introduced in Fig. 4.6. It can
be seen from our results that efficient mixing usually occurs when a strong destabilising elec-
tric field persists for a moderate amount of time, so that the interface is close to reaching the
channel walls during its unstable cycle. After this initial spreading has occurred, successive
on-off switches of short duration are found to sustain interfacial oscillations and lead to highly
efficient mixing, with indices exceeding 0.7. The results presented in Fig. 4.8 (a subset of
which are illustrated in Fig. 4.7) compete well with previous state-of-the-art examples of both
passive and active micromixers, as highlighted in the review of Hessel et al. (2005) or in the
particular cases of Bhagat et al. (2007), Wang et al. (2009) and Hossain & Kim (2014). In the
aforementioned studies (and numerous others), the devices considered reach mixing indices of
up to 0.5−0.6 (using similar performance measurement methods). Fig. 4.8 shows that the best
mixing is obtained for protocol 3, which achieves a mixing efficiency of over 0.9. We have
not addressed the problem of optimal mixing, for example what electric field variations would
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Figure 4.8: Evolution of mixing index χ(t) under the action of the six selected on-off protocols
presented in Fig. 4.6.
one need to achieve optimal mixing in a given time, however our results form the basis of such
investigations.
The level of improvement in mixing is also quantified by comparing the results to molecular
diffusion. Using Fick’s law, the mean radius of a diffusing passive scalar droplet in two dimen-
sions is given by s ∼ √4Dt, where t is dimensional time andD is the self-diffusion coefficient.
For standard fluids (including the ones here), D = O(10−12 − 10−9) - see, for example, the
experiments of Holz et al. (2000) and Denkova et al. (2004). A straightforward approximation
with a value of D = 10−10 m2s−1 amounts to an average spread of s ∼ 1.09 × 10−5 m in the
time frame of the numerical experiments in the 1.9 × 10−3 m channel; this is seen to be two
orders of magnitude lower than the mean particle displacement under the action of electrohy-
drodynamic mixing. The evolution of the mixing index solely via molecular diffusion has been
computed for reference (see Fig. 4.8) and evolves from 0.0369, the starting value given by the
discretisation of the concentration field, to 0.0377 by the end of the runs.
These very promising results encourage us to advance to the next test case. In the following
paragraphs we present computations for realistic water-oil systems, which are convenient to set
up experimentally. The relevant dimensionless parameters in this case are r = 1.0837, m =
90.5027,  = 25.9354, µ˜ = 4.4082 × 10−4, and σ˜ = 0.0363. As mentioned earlier, such
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computations are challenging particularly due to the relatively slow relaxation of the interface
to its initial position during times when the field is switched off.
After extensive numerical experimentation we concluded that good mixing results can be
achieved in this case if in addition to switching the field on-off, the imposed voltage at the
upper electrode also has a spatial variation that is approximately linear in x˜ (such non-uniform
voltages were imposed by Yeo et al. (2007) in their study of electrophoretically induced droplet
splitting and by Singh & Aubry (2007) in the context of droplet translation in microdevices).
Our computational efforts indicated that a simple strategy is preferable to more convoluted
choices of voltage variation in x˜, due to the less predictable nature of any non-uniformities
in the latter cases. For example higher order polynomial functions and sigmoid functions pro-
moted a strong localisation of the interfacial growth that resulted either in unintended interfacial
wall touchdown (when too strong) or complete stabilisation of the flow (when too weak), even
in cases where linear theory predicted the desired outcome for their average value. Hence we
impose the following model variation for the voltage distribution at the upper electrode where
y˜ = 1/2
V˜2(x˜, 1/2, t˜) =
 C + Ax˜−
A
pi
(tan−1(δ′(x˜+ 0.5)) + tan−1(δ′(x˜− 0.5))) if ton,
0 if toff .
(4.22)
In (4.22) the parameters ton and toff measure the times when the voltage is on or off, respec-
tively. Also, C is a constant and for all the numerical experiments in this subsection it is taken
to be 0.3 (this value corresponds to the third curve in Fig. 4.5). The contribution Ax˜ introduces
dielectrophoretic effects into the model with strength measured byA. The tan−1 terms in equa-
tion (4.22) are used to produce a smooth transition at the edges of the domain x˜ = ±1/2 so
that V˜2(x˜, 1/2) is a smooth spatially periodic function; the parameter δ′ describes the sharpness
of this transition with larger values of δ′ producing sharper transitions - we use δ′ = 50 in all
our numerical experiments. The voltage on the lower electrode remains fixed at 0, such that
V˜1(x˜,−1/2, t˜) = 0 for all t˜.
We construct a series of nine runs spanning over 50 dimensionless time units. The first
run (plotted in white squares in Fig. 4.9) is a control with the field switched off and the passive
scalar allowed to spread under molecular diffusion. All subsequent cases represent scenarios in
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which the electric field is switched on at the start of the simulation and the initial perturbation
is allowed to grow until the interfacial position is in close proximity to the wall. We wish
to prevent wall touchdown (the topological transition is unlikely to be beneficial to mixing,
and also such phenomena are beyond the scope of the present computational study) and so we
switch the electric field off, thus prompting the relaxation to a flat interfacial position. The
relaxation time toff from near the wall towards the base state is considerably larger than the
time ton taken by the interface to reach the walls. By allowing for successive relatively short
on intervals and long off intervals, we find that the induced hydrodynamics produce strong
mixing.
The relevant computational parameters that remain in equation (4.22) are the parameter A
measuring the horizontal voltage non-uniformity, and the times ton and toff . We considered two
families of tests with four subcases each (defined by A = {0.0, 0.05, 0.1, 0.2}), in addition to
the non-electrified control experiment. The first set of tests (labelled 1 − 4) has ton = 0.65,
followed by relaxation periods toff of 8.35 dimensionless time units. Thus we use cycles of 9
dimensionless units that run in sequence until the maximum time of 50 units is reached, for
each value of A starting from 0 corresponding to constant voltage, and increasing up to 0.2,
thus imposing stronger directionality in the flow. This is desirable since it introduces a break in
symmetry that significantly enhances mixing. The second test family (labelled 5−8) covers the
same range of values in A, however the on-off cycle is different and is described by ton = 0.3,
followed by smaller relaxation periods toff = 5.7 units, i.e. introducing cycles of total duration
of 6 time units.
In Fig. 4.9 we illustrate results for all eight non-uniform voltage distributions, along with
the self-diffusion case, which is seen as the bottom curve (white squares) and which attains
a mixing index of approximately χ = 0.037. Before presenting results we emphasise that
this is a more difficult system to work with because of the values of density, viscosity and
permittivity ratios that make it challenging to achieve good mixing due to unwanted nonlinear
phenomena that can emerge, such as interfacial wall touchdown and topological transitions,
in which case the direct numerical simulations are interrupted (see protocols 1 and 7). In
addition, other protocols lead to the mixing index χ reaching a small value plateau due to
interface flattening, which is undesirable for mixing (see protocols 4 and 8). Both of the above
mentioned behaviours can be avoided by a careful choice of the parameters in equation (4.22),
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Figure 4.9: Evolution of the mixing index χ(t˜) under the action of eight non-uniform voltage
distributions. The two best performing examples, protocols 2 and 3, have on-off cycles of 9
dimensionless time units; A = 0.05 for protocol 2 and A = 0.1 for protocol 3. All numerical
experiments use C = 0.3 and δ′ = 50 - see equation (4.22) for the imposed voltage at the upper
wall.
as in the cases of successful protocols 2 and 3.
Based on molecular diffusion arguments we estimate the average spread of the passive
scalar to be s ∼ 2.35 × 10−5 m. On the other hand, protocols 2 and 3 show a marked im-
provement of the mixing index, becoming larger than 0.5 in the former case. In all cases, there
is a sensitivity in the dynamics that we wish to highlight. As mentioned above, when wall
touchdown occurs the simulation is interrupted - protocols 1 and 7 are such examples that are
terminated after t˜ = 30−35 units. On the other hand, if the overall action of the electric field is
too weak, it then allows a full relaxation of the interface without generating instability and sus-
tained oscillations of sufficiently high amplitude to have a visible effect on mixing - such is the
case for protocols 4 and 8, where A = 0.2. The reason for this is that with A = 0.2 the voltage
potential V˜2 (see equation (4.22)) varies between 0.1 and 0.5 and so a relatively weak field acts
on the left of the domain - contrast this with A = 0, for example, when a larger uniform field
would be acting there. We observe that even though the horizontal distribution of the voltage at
the upper wall steers the interface towards the edges of the domain through a displacement of
equipotential lines, the interval ton is too small to induce a large interfacial displacement, and
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the subsequent relaxation returns the interface to its flat base state. Further cycles have little
effect in the area outside the immediate vicinity of the fluid-fluid interface, leading to diffusion
with a modest evolution of the mixing index in time. The parameters can be optimised to over-
come these shortcomings, however it is important to underline their significance and physical
effects on the flow. With appropriately tuned values for A and ton-toff cycles, desirable results
are found for protocols 2 and 3 as shown. We also point out that protocols 1 and 5, which
have A = 0 and coincide with the constant voltage scenarios, are not as successful as their
non-uniform counterparts. We surmise that an optimisation procedure would produce signifi-
cant improvements and perhaps a feedback control mechanism that adapts to flow conditions
(interfacial position in the domain) in the selection of ton and toff would be beneficial and a
possible future step in this study.
To conclude, efficient mixing occurs when a strong destabilising electric field persists for
a moderate amount of time, such that the fluid-fluid interface gets close to the channel walls.
After the initial spreading has occurred, successive on-off switches of appropriately chosen
intervals in time, sustain interfacial oscillations and generate mixing with indices exceeding 0.5
in a very short timescale. In the following subsection we explore similar mixing mechanisms
in three dimensions.
4.5 Mixing in three dimensions
The two-dimensional results described previously have been extended to three dimensions
in order to investigate mixing for single or multiple droplets of passive scalars. A doubly peri-
odic (in x− and z−directions) domain is used between two solid wall electrodes at y = −L/2
and y = L/2 (in dimensional terms). As established already, the electric field perpendicu-
lar to the fluid-fluid interface has a destabilising effect and we use on-off protocols with both
uniform and non-uniform voltage potential distributions in order to generate efficient mixing
within such a geometry. The imposed voltage at the upper wall is taken to be
V˜1(x˜,−1/2, z˜, t˜) =
 C + Ax˜−
A
pi
(tan−1(δ′(x˜+ 0.5)) + tan−1(δ′(x˜− 0.5))) if ton,
0 if toff ,
(4.23)
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which is a straightforward extension of condition (4.22) used for two-dimensional flows, but
now we impose a non-uniform voltage on the lower wall (mixing is tracked in the lower fluid).
We have chosen to model a passive scalar in the shape of a spherical drop of dimensionless
radius rd = 0.15 in the bottom fluid (primarily for better visualisation reasons). We select
one uniform electric field case (A = 0.0) and contrast it to a regime with a moderate value
A = −0.1 - the non-zero value of A was chosen so as to prevent wall touchdown but still allow
for symmetry-breaking effects.
Due to the complexity of the three-dimensional setup and in the interest of computational
efficiency, we did not use the exact water-oil parameters described in section 4.2. In particu-
lar we changed the density ratio of the two fluids to be r = 6. Such a more stably stratified
system leads to faster relaxation times during toff , and this considerably improves computa-
tional runtimes. Secondly, we altered the dimensional height of the domain from L = 7.5 mm
to L = 25 mm. These alterations do not interfere with the physical mechanisms involved and
have been introduced strictly for numerical reasons. The duration of the numerical experiments
in physical time is approximately 0.5 s.
The results of utilising a uniform voltage potential distribution (A = 0 in equation (4.23))
are presented in Fig. 4.10 (a)-(c), which illustrates the time evolution of the concentration iso-
contour having a value equal to the target concentration value in the problem, i.e. the constant
obtained by dividing the volume of the sphere into half of the volume of the box domain (the
passive tracer is restricted to the region occupied by fluid 1). In addition, the plots present the
pressure field at the cross-section z˜ = −0.2, with red color-coding denoting high pressures
(bottom of the container) and blue denoting low values (top of the container), along with the
computational mesh at that particular time - the mesh is seen to be heavily refined around the
interface (depicted by a dark curve) between the fluids. We notice a progressive modification
of the drop shape and this provides a strong indication of mixing in the flow. We turn again to
the efficiency evaluation against molecular self-diffusion by comparing the average theoretical
spread under diffusion with paths of individual particles in the simulated flow. To this end, in
Fig. 4.10 (d)-(e), we marked four particles that were positioned on the surface of the spherical
drop at t˜ = 0.0. Note that a significantly higher number of such Lagrangian particles was
tracked and analysed statistically, however for visualisation purposes we illustrate results for
the four particles included in Fig. 4.10. For reference we note that in the same time frame as
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Figure 4.10: Isosurface of the passive tracer with a value equal to the target concentration
shown at, a) t˜ = 0.0, b) t˜ = 5.0, and c) t˜ = 10.0, under the action of a symmetric voltage
potential distribution; examples of particles originally on the surface of the spherical droplet
tracked in the flow at d) t˜ = 2.5, and e) t˜ = 5.0. The cross-section at z˜ = −0.2 shows the
computational mesh and the pressure distribution (red representing high values and blue low
ones).
the simulations, the root mean square distance of the particles with a self-diffusion coefficient
of D = 10−10 m2/s is 1.73 × 10−5 m. This is well below (two orders of magnitude or more)
the distances traversed by the tracked particles in our O(10−2) m sized domain. We observe
significantly improved results when comparing to molecular self-diffusion, however in order
to provide a competitive alternative to other active mixers, the inclusion of a spatially varying
voltage potential difference promoting the breaking of symmetry in the flow was found to be
necessary.
Fig. 4.11 illustrates the three-dimensional results obtained using the non-uniform voltage
potential distribution (4.23). In this case, particles are steered towards the negative x˜−direction,
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Figure 4.11: Isosurface of the passive tracer with a value equal to the target concentration
shown at, a) t˜ = 0.0, b) t˜ = 5.0, and c) t˜ = 10.0, under the action of an asymmetric voltage
potential distribution; examples of particles originally on the surface of the spherical droplet
tracked in the flow at d) t˜ = 2.5, and e) t˜ = 5.0. The cross-section at z˜ = −0.2 shows the
computational mesh and the pressure distribution (red representing high values and blue low
ones).
as can be observed in subfigures (d) and (e). The distance covered by the particles over a sim-
ilar amount of time as in the results of Fig. 4.10 is visibly improved (consult values on the
x˜−axis), and subfigures (a)-(c) depict more complex trajectories, both in terms of spread as
well as the topology of the considered isosurface. The mixing index as described in equa-
tion (4.21), reveals an increase of up to 0.83 in this case. A similar calculation for the uniform
voltage distribution shown in Fig. 4.10 produces a mixing index of approximately 0.47, thus
reinforcing the crucial role of the dielectrophoretic effects on mixing.
The particle trajectories shown in Fig. 4.11(e) invite an additional comparison on the effect
of diffusion in the two cases discussed in the present subsection, namely employing either uni-
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form or asymmetric voltage potential distributions. With the latter producing strong advection
inside the domain, we first subtract this translation by measuring the particle positions relative
to the center of mass of the initial spherical tracer drop. The results are plotted in Fig. 4.12
(b) and show the movement of two selected particles up to t˜ = 5.0, comparing the paths to
particles in the same initial positions in the case of uniform voltage in Fig. 4.12 (a). The axes
limits within the subfigures have been restricted to the range of values in each dataset, such that
the visualisation enables an accurate assessment of the particle movement. With displacement
in each direction at the same order of magnitude in both subplots, we deduce that the effects on
diffusion are very similar in the respective parameter range. The enhanced mixing produced in
the non-uniform electric field case is the direct result of the advection induced by the action of
the asymmetry in the electric field, which further reinforces the benefit of advancement in this
direction.
Figure 4.12: Comparison of two pairs of particle trajectories at t˜ = 5.0 for a multi-fluid flow
under the action of a) a uniform voltage potential difference (from Fig. 4.10(e)) and b) an
asymmetric voltage potential difference (from Fig. 4.11(e)) after having measured the particle
positions relative to the centre of mass of the passive tracer.
The computational results presented here provide strong quantitative evidence of the feasi-
bility of electrostatically induced mixing in multi fluid systems; further optimisation is likely to
generate results that are even better with high mixing indices attained at shorter times or with
optimal time-dependent voltage distributions. We note that both uniform and non-uniform con-
figurations lead to reasonable degrees of mixing in the domain within short time scales. Our
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computational results show, however, that there is a notable advantage to introducing asym-
metry in the voltage distribution model - mixing indices can be increased significantly in such
cases and this may be useful in applications.
4.6 Discussion
This theoretical study has successfully identified efficient mixing mechanisms involving the
use of electric fields acting on small-scale flow configurations. Our efforts have been directed
towards real physical systems forced by simple on-off protocols and dielectrophoretic tech-
niques; the numerical results indicate promising experimental directions in the investigation of
enhancing mixing on the microscale. The proposed approach is based on imposing modulated
electric fields across the domain and requires no moving parts or mass inflow into the system.
The field induces interfacial instabilities and is shown to be capable (under judicious choices
of parameters) of generating and sustaining nonlinear spatiotemporal oscillations. These oscil-
lations in turn underpin the enhanced mixing observed in our computations, and high mixing
indices are shown to be possible. We note that dielectrophoretic travelling-wave voltage bound-
ary conditions have also been shown to produce pumping by generating nonlinear interfacial
travelling waves in otherwise stable and quiescent multi fluid flows - see chapter 3 - thus adding
further flexibility in applications. We have examined both two- and three-dimensional flows
in a variety of test cases using direct numerical simulations based on the VOF method to fully
resolve the dynamics well into the nonlinear regime.
Optimisation of the presented methods has so far not been tackled. The possibility to
expand the present work to include more specialised voltage potential distributions, as well as
perhaps the inclusion of feedback control into such systems is very attractive and merits further
exploration.
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Conclusions
In the first part of the dissertation we have studied the manipulation of stratified multi-fluid
systems in small scale geometries under the action of electric fields in a variety of contexts. In
chapter 2 the suppression of the classical Rayleigh-Taylor instability in the presence of electric
fields parallel to the interface was discussed. Chapter 3 has been dedicated to the description
of a novel flux-inducing mechanism in geometries with no moving parts or oncoming flow, a
technique based solely on harnessing the action of the electric field. In chapter 4 we have anal-
ysed a model for introducing time-periodic oscillations in stably stratified flows by imposing
electric fields perpendicular to the fluid-fluid interface. The proposed method has been suc-
cessfully applied in the context of mixing at small scales, a process generally hindered by the
highly viscous environment.
The common feature of the previous investigations lies in the study of electrostatically
induced dynamics in very simple geometries that are easily amenable to experimental studies.
The burden of complicated channel structures, or difficult to manufacture and maintain moving
parts is shifted to the action of the imposed voltage distribution. Thus we have demonstrated
that processes of great interest in lab-on-a-chip devices such as instability control, pumping
and mixing can all be achieved in even the simplest of channel designs.
In each of the particular discussions, we begin by analysing the system theoretically and
use stability theory to gain insight into the fundamental physics of the flows. Guided by this
knowledge, we then proceed with extensions to fully nonlinear regimes by direct numerical
simulations using the volume-of-fluid method. The combination of the two approaches (the-
oretical and numerical) produces both qualitative and quantitative understanding at all stages
of the flow evolution and allows for the propagation of well-defined mathematical tools into
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practical applications of interest.
In the following subsections we present an outline of the main findings from the previ-
ous chapters of the thesis and discuss potentially interesting research directions arising as a
consequence of these investigations.
5.1 Summary of research
The study of the Rayleigh-Taylor instability in the presence of horizontal electric fields is
the main focus of chapter 2. The mechanisms underlying the physics of the problem and its
rich multi-physics features have attracted the attention of the research world for decades and
the topic has thus been the subject of numerous prominent studies. We considered this study
to be an ideal first candidate for the analysis of the effect of electric fields on stratified flows in
simple geometries.
Section 2.2 outlines the model used to describe the competition between gravitational, cap-
illary and electric forces. We use a general setup with fluids of given constant densities, vis-
cosities and permittivities and operate under the assumption of a perfect dielectric setup. Using
the electrostatic approximation, we couple the action of the electric field governed by Laplace
equations in each fluid with the Navier-Stokes and continuity equations describing the hydro-
dynamics of the flow.
In these circumstances, we conduct a linear stability study of the full flow, which leads to a
transcendental equation resulting in an implicit dispersion relation when solving for non-trivial
solutions. We are primarily interested in the linearly unstable regime, discussed in detail in
subsection 2.5.1. As anticipated, the electric field parallel to the fluid-fluid interface acts in
favour of the stabilisation of the flow. The magnitude of the most unstable wavenumber is
reduced and the instabilities are shifted to larger wavelengths as a result of the increase in the
voltage potential difference. The underlying mechanism relies on the modification of pertur-
bation pressures in the vicinity of the interface due to the presence of local Maxwell stresses
appearing as a consequence of the applied electric field. Using the computational platform
Gerris, we perform a comprehensive validation of the analytical study using direct numerical
simulations. A sliding least squares method is employed to extract the growth rate and the
results throughout the chapter indicate excellent agreement between theory and simulations.
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The qualitative aspects of the suppression of the Rayleigh-Taylor instability are best un-
derstood when inspecting Fig. 2.6. The typical (mushroom shaped) roll-up features associated
with this type of instability are visibly reduced. Concretely, the reduction in the instability
growth rates translates to a decrease of the penetration length of the finger and a delay in the
onset of the associated roll-up structures in the fully nonlinear regime. A sufficiently strong
electric field can be prescribed to completely suppress the instability, the dynamics thus reduc-
ing to a convergence to the flat interface case in a (short) finite amount of time. Critical voltages
for stabilising specific configurations have been studied and analysed and the derived linear
theory agrees with the fully nonlinear computational studies to within an error of O(10−3).
Interestingly, when investigating the effect of the viscosity ratio of the model fluids, we
found that this parameter does not affect the critical wavenumber where the flow becomes sta-
ble. An explicit dispersion relation has been derived in the inviscid limit to prove that this is
indeed the case. Another noteworthy observation in this context is the similarity between the
action of the electric field and the analogous mechanism of applying a magnetic field (see the
mathematical framework by Chandrasekhar (1961)). The explicit expression provides direct
evidence of the destabilising effects of the gravitational forces competing with the stabilisa-
tion provided by the presence of surface tension and the imposed electric field through a V¯ 2-
dependent term. The linearly stable regime is also treated from both theoretical and numerical
standpoints. The known analytical expression predicts an oscillatory flow with an associated
damping rate and period, which is verified by the full nonlinear computations.
The linear stability study provides useful understanding of key flow characteristics and
serves as a validation mechanism for the constructed numerical platform. The excellent agree-
ment gives us confidence to explore the fully nonlinear stages of the flow in section 2.6. We
first show the limits of the linear exploration by prescribing increasingly higher initial pertur-
bation amplitudes Ai of the interface and showing that the linear regime breaks down when
Ai > O(10−1). Beyond this magnitude, electric fields deemed sufficiently strong in a linear
context fail to prevent the onset and eventual evolution of the instability.
The computational machinery is used to study relevant flow components such as interfacial
position and velocity beyond the reach of analytically tractable theoretical methods. The initial
stages of the instability are followed by the appearance of the typical coherent structures and
for larger times a plateau value for the tip velocity emerges.
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A final practical objective of the study in chapter 2 is the identification of control procedures
capable of producing sustained interfacial oscillations in the flow. The natural instability in
the unstably stratified system is allowed to progress up to a desired stage, at which point the
uniform horizontal electric field is turned on in order to stabilise the flow to its initial position.
Such on-off periodic sequences describe a time-dependent electric field with applications in
small scale devices, such as the process of mixing. This simple mechanism is one of the key
ingredients underlying the proposed model in chapter 4, which elaborates on electrostatically
induced mixing principles in stratified flows.
In chapter 3 we extend the stability studies to a classical channel geometry with walls and
electrodes parallel to the horizontal axis, which is more common in experimental conditions.
The destabilsing effect of a vertical electric field acting on superposed quiescent viscous fluids
has been known for several decades. This phenomenon underpins many of the revolutionary
technological advances in micromanufacturing, such as polymer self-assembly and in general
miniturisation of circuit components.
We first conduct a linear study of the problem, identifying the electric pressure difference at
the interface and ultimately obtaining dispersion relations highlighting the destabilising nature
of the applied electric field in otherwise stably stratified flows. Understanding the stability
structure is critical for the next steps of the investigation and forms the basis of validation
against direct numerical simulations. Electric fields are tailored to excite specific modes and
induce desired patterns in the flow.
A spatiotemporal varying voltage distribution is proposed in the form of a travelling wave
boundary condition as a means of generating pumping effects in geometries where invasive
flow injection or flow pollution from moving parts is undesirable. In practice, this could be
achieved by etching a series of parallel strip electrodes on one or both of the substrates and
synchronising the voltages to achieve a travelling voltage waveform. The specific structure
of this condition is adapted to the stability properties of the modelled fluids and we found
it useful in practice to align the number of travelling structures in the condition to the most
unstable wavenumber in the system.
The suggested approach is to initially switch on a uniform vertical electric field, leading
to a growth of the amplitude of the perturbations and resulting in fluid fingers advancing close
to the channel walls. Prior to touchdown, the electric field behaviour is modified to incorpo-
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rate the travelling wave motion, thus resulting in a time-dependent modification of the local
equipotential lines. This enforces a fluid-structure interaction in the form of a migration of the
columnar structures of the flow in a specific desired direction.
The nonlinear interfacial dynamics induces sustained lateral fluid migration within the en-
tire geometry and the system quickly exhibits a net horizontal flux. The flow profiles and flux
are discussed in the context of varying the parameters of the proposed condition. We discover
a more pronounced beneficial effect of increasing the wave amplitude rather than its lateral
velocity when trying to enhance the flow movement in the entire channel. We also note the
complex interplay between instability modes in the problem, with the evolution of the flow
exhibiting transitions between neighbouring unstable structures.
The identified mechanism proved robust in generating nonlinear interfacial travelling waves,
driving the flow far from its equilibrium state and acting as a micropump mechanism in channel
geometries. The breaking of directional symmetry in the flow studied promotes the extension
of the scope of such conditions to other problems of interest in microfluidic applications, such
as mixing of fluid species.
Electrically induced interfacial oscillations (as introduced in chapter 2) and non-uniform
voltage distributions (discussed in chapter 3) are combined to the benefit of enhancing mixing
in small scale geometries in chapter 4. We again focus on proposing a method that relies only
on the action of an applied electric field. Hence the simple geometry is aligned to previous
investigations in this part of the dissertation, thus advancing further in the direction of complete
lab-on-a-chip devices to be controlled by electrically driven interfacial motion.
To initiate the discussion on mixing, we first introduce on-off protocols (with reasonable
timescales of the sequence) that are shown to have a strong beneficial effect in the case of
mixing in model fluids. A drop of passive tracer (similar to a dye in experimental conditions) is
inserted into one of the layers of the immiscible stratified fluid setup. The action of the uniform
vertical electric field promotes the destabilisation of the fluid-fluid interface and its movement
towards the channel walls. There is an immediate effect on the diffusion of the passive tracer in
the flow, as the particle paths are greatly extended as a consequence of the surrounding motion.
To prevent wall touchdown, the electric field is then switched off and the (stably) stratified
fluid configuration gradually returns close to its base state. The procedure is repeated until a
sufficiently high degree of mixing is achieved. A quantitative analysis of the achieved level
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of mixing reveals encouraging results within very short timescales, thus making the device an
attractive alternative to passive mixing devices requiring intricate geometries. The results also
compare well against other active mixers relying on time pulsing or other forms of actuation to
ensure the mixing of reagents in the flow.
Significant difficulties arise when considering realistic fluid-fluid systems, such as water
and oils for example. The small density ratio translates to longer relaxation times and a reduc-
tion in the efficiency of the uniform on-off protocols. To address this, we propose the addition
of a linearly varying voltage distribution that acts towards the breaking of symmetry and fur-
ther augments the mixing achieved by interfacial oscillations. The mathematical machinery
is tested in challenging conditions in both two- and three-dimensional geometries using direct
numerical simulations. Results based on mixing norms and comparisons to classical molecular
diffusion arguments elucidate the benefits of this method in a practical context.
The studies described in chapters 2-4 have extended into several exciting ramifications,
first from the perspective of understanding fundamental research questions, but also in an ap-
plied setting, towards concrete multi-fluid systems in small scale geometries. The results pre-
sented encourage further exploration and several potential directions have been identified and
are highlighted in the following section.
5.2 Future work
In this section we briefly discuss some of the interesting arising questions and natural ex-
tensions of the problems presented in this part of the thesis. In some cases modelling efforts
and initial studies have already been performed, while other points remain as open. We first
discuss a number of physical aspects and suggested improvements of the models described in
previous chapters.
5.2.1 Fundamental problems
The studies of electrohydrodynamic stability in this thesis have thus far relied on the as-
sumption of perfect dielectrics as model fluids. Assuming the absence of charges offers several
advantages and pertains to a wide class of fluids, however a useful generalisation would be
to employ a leaky dielectric model instead (see Saville (1997)). A larger range of fluid-fluid
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systems would become accessible and models of higher fidelity could be proposed. The Gerris
numerical platform already employs charge-conservative schemes that have been extensively
validated by Lo´pez-Herrera et al. (2011). Thus interesting problems can be addressed in non-
linear regimes following the extension of the theoretical models to incorporate the effect of
conducting fluids.
An immediately accesible analytical exploration is the generalisation of the effect of hori-
zontal electric fields in chapter 2 to a full three-dimensional geometry (in a sufficiently broad
context). Jacobs & Catton (1988a) have formulated the linear and weakly nonlinear theory for
the study of the stability of a setup involving a confined inviscid liquid and an overlying gas.
Geometries with both square and circular cross-section have been considered. The authors have
then conducted an experimental study, as outlined in Jacobs & Catton (1988b). The carefully
tuned measurements revealed (rather surprisingly) that linear theory predicts the growth rate of
the instability far beyond its expected reach and well into the nonlinear regime. The window
in which linear stability offers useful insight into the flow was shown to be greater than that of
the weakly nonlinear analysis. The weakly nonlinear theory does however offer significant ad-
vantages when describing the surface shape characteristics, such as crest sharpening. Solutions
with different initial modes have been evaluated, such as square and hexagonal perturbations
for geometries with rectangular cross-sections and axisymmetric perturbations for containers
with circular cross-sections. Hexagonal and axisymmetric instabilities were found to exhibit
the most unstable growth, with the primary mode dominating in the early stages and higher
harmonics becoming visible only at later times. Enriching the system to support electric field
dynamics therefore provides a potential fruitful path.
The assumption of sufficiently long channels (valid in most desktop experiments and mi-
crofluidic devices) has inspired formulations where the disparity in scales can be effectively
used in theoretical studies. As outlined in the review of Craster & Matar (2009), models based
on removing the depth dependence in favour of a (relatively) simple description of the inter-
facial movement have been very successful in a variety of situations and even scales. We par-
ticularly note the Kuramoto-Sivashinsky equation (see Benney (1966); Kuramoto & Tsuzuki
(1975, 1976); Sivashinsky (1977); Hooper & Grimshaw (1985)), initially described to address
the problem of weakly nonlinear evolution of thin films falling down an inclined plane. Nu-
merous variants (incorporating a host of geometries and multi-physics - in particular, for the
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present scope, electrostatic - effects) have been developed and the family of models offers an
appealing way forward theoretically beyond the linear regime.
Migrating towards the proposed pumping mechanism by non-uniform electric fields, a use-
ful extension of the analysis in chapter 3 would be to develop the theoretical linear model to
directly include the effects of the more complex spatially and temporally varying condition. At
present, the stability study in the respective chapter has been formulated for uniform electric
fields. This is justified given the fact that at the stages close to interfacial touchdown where
the travelling wave voltage condition is employed, the flow has already undergone significant
modifications and is far from its base state. Hence the small perturbations associated with lin-
ear theory are no longer applicable. However stratified flows with an initial interfacial position
close to the wall allow for the possibility of interaction between the initial perturbations and
the symmetry-breaking mechanism. Apart from this suggested direction, the flow dynamics
presented in this problem is sufficiently rich to foster further theoretical and numerical efforts,
details of which are provided in the following subsection.
5.2.2 Travelling wave generation using electric fields
Chapter 3 has provided a useful insight into the mechanisms required for producing a net
horizontal flux in an initially quiescent flow by means of imposing a non-uniform travelling
wave boundary condition on the lower boundary. While several parameter studies have been
performed to calibrate this condition for a specific example, additional numerical experiments
in terms of both model fluids and variations of strength and velocity of the travelling non-
uniformities would be beneficial. Real-life model fluid properties would be helpful in further
improving the proposed model.
The horizontal flow profiles presented in Fig. 3.7 illustrate the propagation of the strong lo-
cal nonlinear effects close to the boundary to the entire channel, resulting in an almost uniform
plug flow, with specific features imposed by the no-slip velocities on the interface. A more
detailed inspection of the interaction between the near-wall features and the rest of the flow
would provide further insight, useful in improving the micro-pumping efficiency. In addition,
the analysis would allow the adaptation of the device to progressively smaller geometries. Cur-
rently the technique is well suited for millimetre-sized devices and O(1) Reynolds numbers.
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We speculate that the transition to micro-sized geometries would further localise these effects,
which might become an impediment in the absence of an efficient strategy to accommodate for
the size reduction.
Finally, a possible next investigation would be the addition of a similar condition on the
upper electrode, such that a specialised travelling wave voltage configuration is present on
either side of the channel walls. We anticipate that in particular the phase adjustment would
bring immediate benefits. The efficiency of the combined effect of the two boundaries would
overcome some of the barriers associated with the increasingly small sizes of microfluidic
devices.
Further application-related directions are also possible. We recall that part of the initial
motivation behind the study in chapter 3 lies in the work of Nudurupati et al. (2006). Here
the authors aim to model the transport of micro-sized particles (working in particular with
models of yeast cells) in small scale channels using a different type of non-uniform electric
field distribution. The fluid-fluid interfacial setup and its electrostatically induced dynamics
as presented in chapter 3 is an excellent starting point for studies related to the non-invasive
capturing and transport of droplets in confined geometries. In fact, the very subject of chapter 4
can be interpreted from the perspective of particle transport, even though in this case we restrict
ourselves to a passive scalar field replicating the effect of a dye.
5.2.3 Microfluidic mixing
The time-oscillatory flows detailed in the context of mixing at small scales in chapter 4
have been constructed with efficiency and simplicity at heart. The on-off protocols for uniform
electric fields have been shown to induce the expected interfacial oscillations that would greatly
enhance mixing in model fluids. For applicability in a more general realistic context in which
the contrast in physical fluid properties (densities, viscosities, permittivities) introduces addi-
tional challenges, we have constructed symmetry-breaking voltage distributions. The design
of the non-uniform electric field, coupled with the already discussed oscillatory motion of the
interface, produces a strongly nonlinear dynamics in the flow which increases the interfacial
area and offers suitable conditions for drastically enhancing the effects of simple molecular
diffusion.
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The achieved level of mixing in our numerical experiments has been satisfactory, particu-
larly when considering the lack of highly specialised electric field protocols. Within timescales
of less than a second, the method shows promise and invites questions related to its optimal-
ity. We are convinced that specific fluid-fluid configurations will benefit from individually
tailored electric field designs. An additional aspect to consider is the sensitivity of the sys-
tem highlighted in section 4.4. Preventing wall touchdown, as well as the full stabilisation of
the interface in the stably stratified system are both crucial aspects in evaluating the efficiency
of the setup. Thus we argue that rather than addressing the detail of a particular example,
a more general approach in the form of a feedback control mechanism is preferred. In this
case the individual flow information is embedded by construction and a sensible strategy for
the voltage-based boundary condition can be imposed. The interfacial position in the domain
lends itself as a natural first candidate, depending of course on the accuracy of experimental
measurements and accounting for the robustness required to assess information from a reduced
set of measurements as opposed to a continuous function. As an example, we recall that more
than half a century ago Melcher & Warren (1966) considered a stabilising feedback force to
control a Rayleigh-Taylor-type instability using a spatiotemporally modulated electric field in
one of the seminal experimental investigations of the time. Such techniques have been widely
used and improved up to this day and hence we believe this to be a promising area of expansion.
From a different perspective, the tracking of specific fluid particles, as exemplified in
Fig. 4.10-4.11, hints at the notion of chaotic trajectories in the flow. During the investigation in
chapter 4 we have analysed the movement of a sufficiently large set of particles, however the
associated computational effort required to conduct full three-dimensional numerical simula-
tions is considerable. Thus we have concluded that only significantly longer runtimes would
facilitate the gathering of additional information to further explore this path. Studying this
feature of the flow would enrich the mathematical description of the electrostatically induced
mixing.
5.2.4 Polymer self-assembly
The topic of electrohydrodynamic pattern formation has been discussed throughout the
previous chapters as one of the most powerful examples of harnessing interfacial instabilities
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at small scales. The highly influential work of pioneers such as Rockford et al. (1999); Scha¨ffer
et al. (2000) and Morariu et al. (2003), to name but a few, in the area of soft lithography has
led to groundbreaking advances in technological applications.
The geometry employed is often very similar to the simple channel geometry considered
in previous chapters. The stratified fluid system consists in a thin polymer melt (with a height
of the order of hundreds of nanometres) underlying an air layer in between two horizontal
electrodes. Typically polystyrene (PS) - Scha¨ffer et al. (2000) - or combinations of polystyrene
and poly(methyl-methacrylate) (PMMA) - Morariu et al. (2003) - are annealed for several
hours and then exposed to the electric field. The resulting bilayer or trilayer stratified flows are
then subjected to vertical electric fields in order to achieve regular patterns with high accuracy.
In the simplest scenario, the electrostatic pressure acting on the polymer-air interface pro-
duces an instability that triggers the formation of columnar structures, as also outlined in chap-
ters 3-4. The strength of the electric field can be tuned to select a particular wavenumber and
hence a specific thickness and distance in between the columns. Often the straight channel
walls are replaced by a topographically structured electrode. The instability is drawn in the
direction of the strongest electric field and thus the structure of the surface is transmitted to
the instability and eventually the film converges to a predesigned structure. The sample is then
cooled and the high precision manufactured part is embedded into an intended application,
such as for example integrated circuits.
Fig. 5.1 illustrates the result of a preliminary study with simplified parameter models, of
which we note the constant density ratio of 1000 : 1 and viscosity ratio 100 : 1 between the
lower liquid film and the air above. In reality the viscosity contrast would be much stronger and
in general the physical properties of the polymer melt depend on temperature and additional
effects. A Newtonian fluid description is therefore a severe simplification and specific rheolo-
gies (with associated approximations) are required to attempt an accurate modelling exercise
of specific substances. Such initial numerical experiments however serve as starting points in
exploring the behaviour of the multi-fluid system in micro-sized geometries with topograph-
ical elements. The modelling of the non-uniform electric field through pillar-type structures
geometrically or at the level of the electric field condition in itself (and the equivalence of the
formulations) is an interesting first consideration.
The previous subsections have presented a few examples of potential research directions
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(a) Simple channel geometry, t = 1.0. (b) Structured surface, t = 1.0.
(c) Simple channel geometry, t = 3.0. (d) Structured surface, t = 2.0.
(e) Simple channel geometry, t = 5.0. (f) Structured surface, t = 3.0.
Figure 5.1: Evolution in time of a liquid film subjected to an electric field normal to the fluid-
fluid interface in a channel geometry (left) and in the presence of a topographically structured
electrode (right) in a horizontally periodic geometry of 10 µm in height. The results demon-
strate the formation of regularly spaced columnar structures in the case of the simple geometry
or the preferential growth of the instability in the direction of the designed pattern.
stemming from the results presented in this part of the dissertation that we believe merit further
exploration. The list is by no means exhaustive and additional captivating ramifications may
arise rapidly as a consequence of further work in this area.
Part II
Theory and Applications of Droplet
Impact and Thin Liquid Films in
Aerodynamics
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Chapter 6
Introduction
Heavy rainfall has been known to significantly affect aircraft performance and has been
the cause of numerous incidents in the last few decades. Even in seemingly dry conditions,
aircraft may later interact with high liquid water content clouds in the ascent or in the descent
stages of the flight. Should this be the case, in a matter of seconds the fuselage and wings come
into contact with a large number of supercooled droplets, each splashing onto the surface and
leaving behind a quantity of fluid.
The thin film of water forming on the surface of the wings produces a significant alteration
to the ideal flow properties for which the specific parts were designed. Furthermore, the water
dynamics is naturally linked to icing. Sufficiently long periods of exposure to below freezing
temperatures causes the fluid on the surface to solidify. The layer of ice continues to grow until
a critical mass is formed and large pieces start breaking off, potentially causing very serious
damage on impact with the aircraft engine or propellers. Thus further understanding of the
early stages of accumulation of liquid becomes even more far-reaching.
At the heart of the described scenarios we find multi-fluid flow elements such as drops and
thin liquid films. Motivated by practical implications such as flight control and reliability, de-
icing procedure design, efficient fuel consumption and aircraft certification, in the next chapters
we turn to theoretical and numerical techniques in multi-phase fluid dynamics to weather the
storm.
Before advancing to the mathematical description of the above mentioned phenomena
in chapters 7-8, in section 6.1 we first discuss the scientific literature related to the well-
established methodology that forms the basis of our investigation. In particular, we expand
on the rich structures associated with droplet impact in a variety of conditions, as well as the
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asymptotic theory underlying the theoretical study of flow separation.
6.1 Overview of the subject
In this part of the dissertation we turn our attention to two fundamental problems in fluid
mechanics: drop impact and boundary-layer separation.
Drop impact, despite its deceptively simple geometrical setup, gives rise to very rich dy-
namics, with many subtle features that have fascinated researchers for centuries. Due to
increasingly powerful experimental technology (high-speed imaging possibilities), computa-
tional resources and theoretical tools, previously unexplored regimes have become accessible
and hence a wealth of key results have been obtained in very recent years. We provide an
overview of the main findings in this area, including some of the most recent discoveries, in
subsection 6.1.1. A more detailed literature review in the context of high speed droplet impact
is presented in the introduction of chapter 7.
Boundary-layer separation affects a wide range of liquid and gas flows at large values of
the Reynolds number. The details of the flow past blunt bodies (such as aircraft wings or
other components) are critical in aerodynamic conditions, as the separation of the flow from
the surface produces severe performance losses and may even affect the safety conditions of
flight. The asymptotic analysis required to describe boundary-layer separation is one of the
most elegant mathematical discoveries of the twentieth century. A brief outline, along with
associated historical remarks, is given in subsection 6.1.2. The modification of the separation
process in the presence of a liquid film, originating from either rainfall or de-icing procedures,
is the subject of chapter 8.
6.1.1 Droplet impact
Since the days of Worthington (1908), the problem of droplet impact has offered the fluid
dynamics research community exciting opportunities and challenges over the course of its re-
cent history. For the first time in a systematic manner, in his book entitled A study of splashes,
Worthington makes use of early photographic technology (alongside careful sketchwork) to
provide a comprehensive visual interpretation of splashing phenomena. The framework has
since captivated the interest of theoreticians and experimentalists alike, as it incorporates one
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of the most invitingly simple geometrical configurations, while at the same time giving rise to
diverse and rich phenomena of immense scope.
A plethora of application areas benefit from understanding the outcomes of droplet impact
events. We emphasise in particular the role of droplet splashing (or lack thereof) in printing
technologies (van Dam & Le Clerc (2004); Martin et al. (2008); Jung & Hutchings (2012)),
combustion (Moreira et al. (2010)), granular material interactions at all scales (Thoroddsen
& Shen (2001); Emady et al. (2011); Marston et al. (2012)), electronics (Kim (2007)) and
spray-cooling in nuclear reactors (Sawan & Carbon (1975)). The design of superhydrophobic
coatings in relation to droplet impact dynamics (Tsai et al. (2009); Deng et al. (2009)) is yet
another prime example of the widespread applicability of this canonical problem. Further
detailed accounts of the many scenarios in which droplet impact lies at the heart of industrial
processes, can be found in the review of Rein (1993) and, more recently, Yarin (2006) and
Thoroddsen et al. (2008).
Perhaps the main reason behind the flourishing research on this topic is linked to the diver-
sity of encountered phenomena, as given by a very generous parameter space. It is typical to
consider the impact of micron to millimetre-sized droplets onto either solid or liquid substrates.
Most often, drops impact surfaces at terminal velocities of O(1 − 10) m/s, depending on the
applications. The fluid itself can be Newtonian, however examples with complex fluids are
also commonplace, such as the case of blood sample analysis by Laan et al. (2014) or investi-
gations of fluid property manipulation using viscoelastic polymers, as performed by Bergeron
et al. (2000). Even when considering standard Newtonian fluids, variations in physical proper-
ties such as density, viscosity and surface tension of the fluid in the droplet or the surrounding
medium itself (often air) open up a diverse set of possibilities and interesting regimes.
In terms of impacting surface, solid surfaces can be smooth or rough (Sikalo et al. (2005);
Moita & Moreira (2007)), or textured in a specific manner, with features down to the size of
nanometres (Tsai et al. (2009)). In the case of impingement onto liquid-coated surfaces, the
pool may be deep (Zhang et al. (2012); Agbaglah et al. (2015)) or of finite thickness (Cossali
et al. (1997); Berberovic´ et al. (2009)) and may consist of a similar (most typical) or different
fluid from the impacting drop.
Finally, a very important parameter is the angle of impingement. Oblique impacts are rarely
analysed (Mundo et al. (1995), Sikalo et al. (2005)) due to the additional flow complexity. In
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the case of normal (perpendicular) impact at sufficiently low velocities (and depending on
specific fluid properties), an axisymmetric assumption can be used in the theoretical analysis
and the numerical setup of the investigation. The reduction in dimensionality is a significant
advantage that has led to very efficient (axisymmetric) computations and good agreement with
experiments (Thoraval et al. (2012); Agbaglah et al. (2015); Visser et al. (2015)).
The above scenarios may be further enriched by additional physical effects, such as heat
transfer (Chandra & Avedisian (1991), Waldvogel & Poulikakos (1997); Aziz & Chandra
(2000); Francois & Shyy (2003); Moita & Moreira (2007)), ultimately contributing to a prob-
lem setup with an intricate, almost inexhaustible, network of parameters. Isolating the quanti-
ties of interest becomes a challenge in itself in this context.
Morphological aspects of the flow have dominated early studies. The transition between
a well-behaved, so-called pancaking process onto the more spectacular corona splash has re-
ceived significant attention (Stow & Hadfield (1981); Mundo et al. (1995)). While perhaps
less visually appealing, a droplet spreading on the surface without a splash is the preferred
outcome for many applications (such as inkjet printing), in which additional more violent dy-
namics is detrimental to achieving fine precision structures. The speed of the advancement of
the liquid rim and the thickness of the interior lamella are often carefully studied and clean
scaling laws for their evolution have been derived (Schroll et al. (2010); Eggers et al. (2010);
Zhang et al. (2012); Visser et al. (2015)). An associated difficulty of theoretical and numerical
modelling of this problem consists in accurately describing the evolution of the interface at the
triple contact point between the liquid, the surrounding gas and the solid surface. The contact
line problem, as it is called, is in itself a topic of great interest (Shikhmurzaev (1993)). Bubble
entrapment, common in impact onto solid (Chandra & Avedisian (1991); Mehdi-Nejad et al.
(2003)) and liquid (Berberovic´ et al. (2009); Thoroddsen et al. (2012)) substrates, but also en-
trapment of a bubble ring structure (Thoraval et al. (2013)) in between the impacting drop and
a liquid pool, has also been studied extensively. A noteworthy recent discovery by Xu et al.
(2005) is the delay in the onset of the splashing mechanism by reduction of the surrounding air
pressure. While the physics is not yet fully understood, the finding iterates the importance of
carefully considering the properties of both fluid phases in the configuration as opposed to just
a free surface type of construction. It has been hypothesised that the dynamics of the air layer
trapped under the drop may carry some of the answers (Mehdi-Nejad et al. (2003); van Dam
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& Le Clerc (2004); Mandre & Brenner (2012)).
In the case of liquid-liquid impact, the splashing parameter K (Stow & Hadfield (1981);
Cossali et al. (1997)) - a dimensionless quantity based on impact velocity, drop diameter, den-
sity and viscosity of the drop, as well as surface tension coefficient - has been proposed as a
means of characterising the possible outcomes of the impact. The evolution of the liquid crown
has been comprehensively described in the literature (Rein (1993); Weiss & Yarin (1999);
Josserand & Zaleski (2003)). An interesting recent development in light of improved high
speed imaging techniques (Thoroddsen et al. (2011)) has been the identification of detailed
structures within the ejecta sheet (Weiss & Yarin (1999)), a fine jet containing fluid from both
the drop and pool liquid at the lateral extremes of the impact region. Later dynamics produce
rupture and eventual break-off into small scale droplets.
The advent of high performance computing and the advance in numerical techniques for
interfacial flows have further encouraged substantial progress in droplet impact-related prob-
lems, in spite of the high complexity of the flow (Tryggvason et al. (2011)). It is important
to note that Gerris, the freely available volume-of-fluid package of choice within the present
dissertation (presented in section 2.4), plays a central role in an increasingly large number of
research groups. Eggers et al. (2010), Thoraval et al. (2012), Thoraval et al. (2013), Shetabi-
vash et al. (2014), Visser et al. (2015), Agbaglah et al. (2015) have all published prominent
recent studies in which Gerris has provided computational support in understanding experi-
mental and theoretical findings. In the case of the discovery of the drop impact entrapment
of bubble rings (Thoraval et al. (2013)), numerical insight has actually preceded experimental
findings and has ultimately guided experimentalists in an exciting new direction.
Most previous investigations have uncovered incredibly intricate behaviour, even at rel-
atively low impact velocities of O(1) m/s. The multitude of parameters, coupled with the
wide variety of research areas and applications, some of which were presented in the previ-
ous paragraphs, contribute to a captivating multi-fluid system. As underlined by Visser et al.
(2015) in their work published a few months prior to the submission of the present disserta-
tion, “Technologies including (3D-)(bio-)printing, diesel engines, laser-induced forward trans-
fer, and spray cleaning require optimization and therefore understanding of micrometer-sized
droplets impacting at velocities beyond 10 m/s−1. However, as yet, this regime has hardly
been addressed.” Substantial difficulties arise in the high speed impact regime, as both exper-
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imental equipment and computational resources struggle to cope with the challenges of the
more complex system. One of the main complications when conducting numerical studies
is that, beyond a certain impact velocity depending on the multi-fluid system properties, the
assumption of axisymmetric flow no longer holds and thus three-dimensional effects must be
appropriately taken into account, increasing the computational effort by a considerable mar-
gin. A more in depth literature review on drop impact at high velocities is provided in the
introduction of chapter 7.
Interestingly, the subject of drop impact at much higher impact velocities of O(500) m/s
emerges as a popular investigation in the shockwave community. Haller et al. (2003) point out
the importance of compressibility in these circumstances and study the laterally and upwardly
propagating shock envelope, based primarily on the features at the fluid-fluid interface. Xiong
et al. (2010) study the shear stress and pressure distributions developing in similar conditions
in two- and three-dimensional geometries using a moving particle semi-implicit method.
The early stages of flight which are of interest within the present study are described by
impact velocities of 50− 150 m/s, which places our investigation in a regime which has rarely
been attempted.
As a final point in the current exposition, we stress that an accurate modelling exercise of
water retention on a surface must advance beyond the level of single droplet impact. Whilst
the behaviour of the individual droplet provides essential insight into the splashing mecha-
nism, from a practical perspective, rainfall conditions (or an aircraft flying through high liquid
water content clouds) in fact consist of a collection of impact events. Each individual liquid
impact on the solid body encounters the remnants of previous splashing effects or simultane-
ously occurring impacts in a nearby region. After having discussed the question of how much
significance single impact results have in the context of spraying applications, particularly in
the case of dense sprays, Moreira et al. (2010) conclude that “Comparatively few studies have
been reported in this regard and one cannot but realize that multiple drop interaction phenom-
ena are one of the most prominent subjects in need of further research. The interaction with a
liquid film is an additional issue influencing the outcome of spray impact when it occurs onto
a wetted surface.” For the time being, fully resolved three-dimensional direct numerical simu-
lations of multiple droplet impact in high speed flow conditions are well beyond our reach. An
interesting future direction in this regard may be provided by the use of graphical processing
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units (GPU-based computations), with current efforts (see e.g. Codyer et al. (2012)) proving a
source of optimism.
From the experimental perspective, data collection and analysis of single or multiple im-
pact events in high speed flow conditions remain intractable. Nevertheless, larger scale flow
inspection, with particular focus towards liquid film formation through droplet impact and
modifications in lift and drag coefficients for specific geometries has been successfully per-
formed for decades. Bezos et al. (1992) have conducted such a windtunnel investigation for
a NACA 64 − 210 airfoil section, providing important results for the longer timescales of the
flow.
We conclude our short discussion on advances in the fascinating area of droplet impact and
progress towards the description of one of the success stories of modern hydrodynamic theory,
the asymptotic solution of flow separation from the surface of a solid body in high speed flow
conditions.
6.1.2 Boundary-layer separation
The classical problem of flow separation from a solid body is integral to a large class of
fluid systems. While in the present and following chapters we consider the separation pro-
cess primarily in the context of high speed flow around aircraft components, the impact of
developments in this context have substantially influenced a wide variety of efforts, from high
performance automotive part design to wind farm optimisation and even the structure of dim-
ples on a golf ball or patterns on a tennis ball. Research dedicated to this phenomenon has
flourished starting in the late 1960s, becoming one of the most dynamic areas in fluid mechan-
ics at present. In their book entitled “Asymptotic theory of separated flows”, Sychev et al.
(1998) provide a rich account of the physical considerations, the detailed historical progress on
the problem of flow separation (from its inception), as well as new directions for the developed
asymptotic approaches in this context.
Loosely (a formal definition will be provided in the following paragraphs), an unseparated
flow past a solid body of finite length is described by the migration of fluid particles along
the contour of the body, from the front stagnation point and up to the rear stagnation point.
Conversely, in a separated flow particles detach and break away from the surface at a certain
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point, called the separation point. Beyond the separation point the flow typically evolves to
contain recirculating regions and vortical structures.
Unseparated flows are seldom found in real life, since their realisation depends on ideal cir-
cumstances. Examples include flow past a flat plate (or past a very thin airfoil) aligned with the
direction of the flow. In most practical cases, however, this scenario is unachievable. Realistic
conditions include flows at (sufficiently large) angles of attack or flow past geometrical struc-
tures such as surface roughnesses, steps or corners. All previous examples are commonplace
when considering flow past an aircraft wing. Helicopter or turbine blades (and a significant
number of other components) are susceptible to the same mechanism by construction. Flow
separation leads to severe performance limitations and has therefore attracted significant atten-
tion from industrial and scientific communities.
As noted by Sychev et al. (1998), the correct description of the separation process is “one
of the fundamental and most complicated problems of hydrodynamics”. In terms of earliest
attempts, the history of the problem dates back to the middle of the nineteenth century, when
Helmholtz (1868) and Kirchhoff (1869) investigated the flow past a plate perpendicular to the
free stream, in which case separation occurs at the plate edges. While the theory is applicable
to other blunt bodies (such as cylinders), the Euler equations produce a family of solutions with
the separation point acting as a free parameter. No major developments have taken place until
the introduction of the well-known asymptotic framework of boundary-layer theory by Prandtl
(1904).
We present some of the building blocks of boundary-layer theory by considering the incom-
pressible fluid flow around a body in a uniform stream. Denoting the oncoming unperturbed
flow speed by U∞, the reference lengthscale of the body by L and the kinematic viscosity of
the fluid by ν, we define the Reynolds number as Re = U∞L/ν. The two-dimensional flow
is described by the Navier-Stokes equations and we are particularly interested in the limit of
high speed flow, which coincides with the asymptotic behaviour as Re → ∞. Prandtl (1904)
addressed the non-uniqueness of the solution obtained via the Euler equations by noting that
although the main part of the flow should be treated as inviscid, there exists a thin boundary
layer immediately above the surface of the solid body in which the flow remains viscous. Con-
sidering this structure was one of the most significant breakthroughs in twentieth century fluid
dynamics.
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In terms of flow separation, we immediately notice that the boundary-layer behaviour be-
comes directly linked to the pressure distribution along the wall. Pressure decreasing down-
stream (favourable pressure gradient) preserves the attachment of the flow to the solid body,
while an adverse pressure gradient directly leads to the separation of the flow. As the fluid
velocity decreases when the wall is approached from the vertical direction, the kinetic energy
of the fluid particles becomes gradually smaller. This means that even small increments in
pressure are sufficient to decelerate the local flow completely and eventually form a reversed
flow which is typical of the separation process. We define the separation point xS to be the
point of zero skin friction on the wall
τ = µ
∂u
∂y
∣∣∣∣
y=0
= 0, (6.1)
where µ denotes the dynamic viscosity of the fluid (see also Fig. 6.1). The region upstream of
the separation point xS is characterised by a positive skin friction τ , maintaining a flow attached
to the surface of the body. As τ decreases below zero, a region in which the horizontal velocity
u < 0 (in which the flow begins to recirculate) develops immediately after the separation point.
Figure 6.1: Boundary layer flow schematic in the vicinity of the separation point x = xS .
Source: Sychev et al. (1998) (p. 7 and cover page).
Prandtl (1935) proposed a solution procedure based on the hierarchical principle of asymp-
totic expansions (see also Van Dyke (1969)), in which the solutions of the outer inviscid fluid
flow and inner viscous flow (within the boundary layer) are successively refined based on the
previous step. More specifically, one first considers the problem of fully inviscid fluid flow
around the solid body to determine the leading term in the outer asymptotic expansion. Solv-
ing this problem provides a pressure distribution which is necessary to derive the leading order
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term in the inner asymptotic expansion. It is important to note at this point that the technique
relies on the assumption that the pressure distribution is given (known from the previous itera-
tion of the solution procedure). Initially, regularity of the pressure distribution at the separation
point was also deemed necessary, such that the finite pressure gradient is distributed along the
surface surrounding xS .
The hierarchical strategy leads to the so-called Goldstein singularity. The singular be-
haviour near the separation point was first noted by Howarth (1938) and Hartree (1939) when
studying a boundary-layer flow under the conditions of a decreasing outer flow velocity. Lan-
dau & Lifshitz (1944) considered the structure of the singularity in more detail, highlighting the
unbounded growth of the velocity component normal to the body, proportional to (xS−x)−1/2.
Finally, Goldstein (1948) performed a rigorous analysis of the flow in the vicinity of the sep-
aration point, confirming the (less detailed) results of Landau & Lifshitz (1944), but, perhaps
most importantly, outlining that the solution of the boundary-layer flow cannot be continued
beyond the separation point. This crucial result meant that an entirely different approach to the
problem of flow separation was required to overcome this contradiction.
The resolution came in the form of the theory of self-induced separation. Herein, the regu-
larity assumption on the pressure distribution near the separation point as Re→∞ is dropped.
As opposed to considering a given pressure distribution, an interaction between the external
potential flow and the boundary layer is taken into account instead, therefore re-introducing
the pressure gradient as an unknown in the problem. This procedure is referred to as viscous-
inviscid interaction. The earliest numerical evidence of self-induced separation is provided
by Catherall & Mangler (1966), who supported the notion that if the pressure gradient is de-
termined in the vicinity of the separation point by the boundary-layer (rather than known in
advance), the solution can be continued through the point of zero friction, thus successfully
eliminating the restrictions introduced by Goldstein’s singularity.
Theoretical formalisations of the method were introduced simultaneously by Stewartson &
Williams (1969) and Neiland (1969) for supersonic flows, while the problem of incompressible
flow (at the trailing edge of a flat plate) was first studied by Stewartson (1969) and Messiter
(1970). The region of interaction spans a horizontal distance ofO(Re−5/8), while in the vertical
direction a three-tier structure is introduced: a viscous sublayer, the main part of the boundary
layer and finally the inviscid potential flow outside the boundary layer. Due to this vertical
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division, the method bears the name of triple-deck theory. An extensive description of the
asymptotic construction is provided in subsection 8.2.2.
Briefly, the viscous sublayer is characterised by a slow motion of the fluid particles (in com-
parison to the free stream velocity), thus making it highly susceptible to variations in pressure.
Under the action of pressure perturbations, the flow filaments rapidly change their thickness
and so the streamlines become deformed (this is called the displacement effect of the boundary
layer). The main part of the boundary layer (also named the main deck) is a continuation of
the conventional boundary layer found in the unperturbed flow sufficiently far upstream of the
viscous-inviscid interaction region. The flow velocity in this layer is significantly higher (and
less sensitive to pressure variations), thus amounting only to negligible contributions to the
overall displacement effect. The streamlines in this region can therefore be considered paral-
lel to one another, transferring the flow deformation from the viscous sublayer further up the
structure. The upper deck lies on top of the classical boundary layer of thickness O(Re−1/2).
The description of the self-sustained process is finalised by the conversion of the incoming
streamline perturbations into pressure perturbations within the upper deck. These perturba-
tions are then subsequently transmitted down the structure (through the main deck) and back
to the viscous sublayer.
Triple-deck theory has been successfully used since its introduction in a wide variety of
contexts, in both incompressible and compressible flow conditions. We mention in particular
the early contributions of Stewartson (1970, 1971, 1974), Sychev (1972) and Smith (1977b,
1979, 1982), as well as the pioneering numerical developments of Ruban (1976a,b), Smith
(1977a), Smith & Merkin (1982) and Korolev (1980a,b, 1991, 1992), which allowed the tran-
sition from the theoretical studies of linearised flow to gradually more accurate numerical so-
lutions of the challenging non-linear separation problem.
More recently, in the light of a mature theoretical framework and an increasing number of
experimental investigations on the topic of liquid film effects in high speed flow conditions -
Bezos et al. (1992), Tsai et al. (2003) -, triple-deck theory has become increasingly popular
in studies of multi-fluid systems. Tsao et al. (1997), Timoshin (1997), Timoshin & Hooper
(2000), Pelekasis & Tsamopoulos (2001), Vlachomitrou & Pelekasis (2009, 2010) have all
considered flow past solid bodies in the presence of a liquid layer coating the surface and
modelling either water as a result of rainfall or typical de-icing fluids used as treatment on
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aircraft components. The introduction of improved algorithms and increased computing power
has also contributed to the progress in this area. In most cases however, explorations have
focused on the stability of the resulting fluid-fluid interface, while the topic of boundary-layer
separation in these conditions has thus far received little attention. This latter process is the
subject of chapter 8 of the present dissertation.
6.2 Aims and objectives of the thesis
Motivated by applications in aerodynamics, in this part of the dissertation we address multi-
fluid systems in high speed flow environments.
A canonical problem in fluid mechanics, the subject of droplet impact has been extensively
studied experimentally, theoretically and computationally, as outlined throughout the present
introductory chapter. The flow conditions considered here, however, impose severe restric-
tions in the first two types of investigation. Even during early flight segments, velocities rise
sharply beyondO(100) m/s, a regime outside the reach of current high-speed imaging capabil-
ities. Furthermore, the violent nature of the splashing dynamics itself gives rise to incredibly
diverse structures and topological changes, thus impeding analytical progress beyond idealised
scenarios.
Droplet impact and the related concept of the rate of water catch on a surface have important
implications in aerodynamics, perhaps foremost as a precursor to ice accretion and potential
aircraft safety hazards. Even in liquid phase, water accumulated on the surface may affect
flight performance considerably. Therefore understanding droplet impact and water retention
on a surface in its early stages is of central importance for aircraft certification. Many of the
available computational tools in the field, be they freely available or commercial, focus on large
scale models and severely simplify the local splashing dynamics. Our objective is to use the
scale disparity in the problem (droplet versus typical aircraft component size) and dedicated
numerical tools to investigate the more fundamental problem of drop impact in these difficult
conditions. We aim to characterise aspects of the splashing dynamics to allow for an improved
definition of water retention on a surface, accounting for the more complex detailed features
of the flow. An additional goal is to then propagate this knowledge to the larger scale of the
aircraft geometry in a flexible manner.
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The second (related) topic discussed in this part of the dissertation is the effect of a liquid
coating on the process of flow separation from the surface of a solid body. Separation is com-
monly associated with increased drag, loss of lift capabilities, as well as development of flow
oscillations, all of which are severely detrimental to aircraft safety and performance. During
ascent and descent stages the flow may also be affected by adverse weather conditions for suf-
ficiently long periods of time. As noted in the previous paragraphs, a significant amount of
water is collected on the surface, ultimately forming a liquid film which alters the ideal fluid-
structure interaction. The first goal of the exploration is to derive a mathematical framework
which correctly captures the typical flow behaviour in this setup. Triple-deck theory has been
one of the success stories in high speed flow asymptotics and will hence form the basis of this
extension. Of primary interest is the answer to the question of whether the presence of the
liquid film enhances separation or acts to suppress it. The solution discussed in the following
chapters must therefore serve as a strong indicator of the flow sensitivity to this process, whilst
remaining adaptable to changes in surface geometry or liquid film characteristics such as height
and physical properties of the fluid itself.
One important goal of this part of the dissertation is also to illustrate how two very differ-
ent approaches can be helpful in overcoming natural difficulties arising in challenging high-
speed flow conditions. State-of-the-art computational tools offer valuable insight into the early
stages of liquid retention on the surface, outside the reach of current experimental and analyt-
ical treatments. However the overall complexity of the flow in realistic geometries and on a
larger timescale prevents the use of accurate direct numerical simulations. Purely theoretical
tools are then used to study dominant features of the flow beyond the initial phase. The tech-
niques complement each other and are accompanied by elements of mathematical modelling,
ultimately contributing to a stimulating investigation.
6.3 Thesis outline
Following the introduction in the previous sections, the second part of the thesis consists
of three additional chapters. We elaborate on the modelling aspects and computational investi-
gation of high speed droplet impact in chapter 7, while chapter 8 is dedicated to the theoretical
study of the effects of the resulting thin liquid film in the context of boundary layer separation.
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The conclusions of this part of the dissertation are presented in chapter 9.
One of the key challenges in aircraft safety is related to the prevention of liquid accumula-
tion on the aircraft surface in flight conditions, as occurring for example when traversing clouds
with high liquid water content. Due to the complexity of the flow, reliable methods to quantify
fluid retention on a surface are yet to be addressed. In this regime, the violent splashing dynam-
ics is no longer analytically tractable. We thus resort to mathematical modelling and numerical
tools to study morphological characteristics of the impact in chapter 7. Direct numerical sim-
ulations are employed to study drop impact onto dry and liquid surfaces at different angles of
incidence. We interpret resulting features such as drop deformation on impact, breakup into
secondary drops and their distribution. Finally, we outline the result of this rich dynamics in
the context of measuring water collection on surfaces in high speed flow conditions.
A related research question of great interest lies in understanding the effects of the liquid
film forming as a consequence of droplet impingement on the surface of the aircraft. In chap-
ter 8 we first present a suitable mathematical model in this high speed regime and justify an
extension of triple-deck analysis, incorporating the liquid layer. Governing equations are de-
rived based on the high viscosity contrast between the water (or de-icing fluid) in the liquid
film and the air flow above. A linearisation procedure leads to fully analytical solutions and
we apply the derived general theoretical framework to classical examples in the field, such as
flow past a surface roughness element or a corner (flap junction), highlighting the influence of
the liquid film thickness.
Concluding remarks are provided in chapter 9, summarising the findings of the previous
investigations and expanding on future work prospects in both topics presented in the second
part of this dissertation.
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Chapter 7
High-speed droplet impact and splashing
dynamics
Abstract
Aircraft icing is one of the fundamental challenges in the aerospace industry. Icing occurs
as a consequence of flight during adverse weather conditions, such as rainfall or when passing
through clouds at or below freezing temperatures. Water droplets impinge on the fuselage and
wing surfaces, leading to the formation of a liquid film on the surface. This process is called
water collection or water catch. Provided shear forces are insufficient to remove the volume of
water from the body of the aircraft, the low temperatures lead to a solidification of the liquid.
In this chapter we focus on the first step in the complex multi-phase problem of aircraft
icing, the collection efficiency of the liquid on the surface of the aircraft. Modern estimations
of water deposition on the surface of a given solid body are based on particle trajectory calcula-
tions. Typically effects such as droplet deformation, collision, followed by coalescence and/or
rupture are completely ignored. The individual droplet splashing dynamics in flight conditions
is difficult to study theoretically, experimentally and up to very recent years even numerically.
Advances in numerical methods for interfacial flows, as well as increased computational capa-
bility, provide new and exciting opportunities for improving our understanding of high-speed
droplet impact.
We use mathematical modelling and state-of-the-art computational tools to re-visit the def-
inition of water collection on a surface. A first study is dedicated to a detailed analysis of
single droplet impact at various angles of incidence in a background air flow at realistic ve-
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locities. The deposition of liquid on the solid body is assessed in a new quantitative manner
incorporating the rich splashing effects. We then generalise the model to account for multiple
droplet impact events, permitting a differentiation between initial impact onto a solid surface
and subsequent droplet impingement onto a surface already covered by a pre-existing thin fluid
layer (formed as a result of the previous droplet impact events). Finally, the problem of single
droplet impact onto a liquid film of finite thickness in the absence of a background flow is also
investigated, with a focus on the structure of the splash and the displacement of fluid inside the
domain.
Figure 7.1: Droplet impact onto a solid surface at an angle of incidence of θ = 90◦. Water
droplets of two different diameters (left - 20 µm and right - 2000 µm) enter the computational
domain after the background flow has reached a steady state. The plots reveal the droplet
behaviour prior to impact (a-b), a small period of time after impact (c-d) and after a longer
time interval (e-f). Spreading is observed in the case of the small droplet, whereas the larger
droplet shows strong deformation before impact, as well as violent splashing immediately after
impact, evidenced by a large number of satellite droplets.
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7.1 Introduction
Aircraft often operate during rainy conditions or encounter dense clouds during the ascent
and descent stages of the flight, in which the surface of the fuselage or wings comes into contact
with liquid in the atmosphere. Ice accretion is directly affected by the dynamics of the liquid
on the surface of aircraft components. The combination of the rate of accumulation of the
fluid and below freezing temperatures causes ice formation that reduces the performance of the
aircraft and may lead to damaging of key components. The main factors that play a role in this
process are the geometry of the surface itself (turbine blades, wings, nacelle components), the
typical flight conditions (in particular the velocity and the angle of attack) and the properties
of the clouds through which the aircraft is flying. The liquid water content of the cloud and the
droplet diameters are two of the key variables to be considered for the latter component. Gent
et al. (2000) provide an overview of the mathematical and numerical techniques available at
the end of the 20th century and outline many of the primary (and secondary) parameters that
play a role in this highly complex multi-physics problem. Particular attention is dedicated in
this review to the practical nature of the scientific efforts in this direction, as drawn from their
applicability in industrial and engineering contexts.
Traditional approaches rely on particle-based methods for modelling the water droplets in
the high-speed multi-fluid system. First a steady solution of the background flow is computed
in the absence of water drops. The level of accuracy of the initial computation may vary (de-
pending on the target geometry and resources) from heavily reduced models to direct numerical
simulations of the Navier-Stokes equations. Within a commercial environment, previous high-
fidelity calculations are often re-used. A necessary property of any such two-step process is
the availability of the air velocity inside the computational domain at any position the water
droplet might occupy during its evolution. The information from the known air velocity and
the water droplet properties (usually diameter and liquid density) is used in the derivation of
the droplet acceleration, ultimately leading to a solution for its trajectory. An initial position
of the droplet is specified several chord lengths ahead of the body (for example an airfoil) and
a standard ordinary differential equation solver (e.g. Runge-Kutta) is sufficient to describe the
path of the fluid particle, accounting for inertial as well as gravitational effects.
In a two-dimensional calculation, once a particle trajectory is known, two additional droplets
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Figure 7.2: Local collection efficiency definition. Source: Gent et al. (2000).
are seeded with a small vertical displacement above and below the initial position of the first
droplet. The ratio between the initial displacement of the secondary drops δy and the distance
between their collision points on the surface of the solid body δs defines the local collection
efficiency β = δy/δs (see Fig. 7.2 and Gent et al. (2000)). This concept is then extended
to the point where tangential trajectories (top and bottom) to the entire solid body are found,
providing the overall collection efficiency. A similar construction can be formulated in three
dimensions, wherein the initial distance between droplets is replaced by an area formed by
a collection of multiple droplets. The (closed) surface formed by joining the origin of the
droplets is advected under the air velocity field until the surface of the solid body is reached,
forming a droplet vortex tube whose area on impact is also calculated. The ratio between the
initial area and the final area describes the three-dimensional extension of the local collection
efficiency β.
The method described in the previous paragraphs is in relatively close agreement with
experiments performed by NASA in the 1950’s. The two-dimensional study of Gent (1984)
and three-dimensional calculations of Bidwell & Mohler (1995) for swept wings are reasonably
accurate and recover the main features of the collection efficiency curves. There are however
severe restrictions to the above discussed algorithm, a few of which we discuss next.
In the case of the majority of particle trajectory algorithms, the background flow is assumed
to be steady and thus the multi-fluid system coupling is completely disregarded. The droplets
are considered sufficiently small not to have any notable effect on the aerodynamic flow. This
estimation also makes the method less suitable for the larger supercooled droplets that must be
accounted for as part of recent updates for aircraft certification procedures (Electronic Code of
Federal Regulations (e-CFR), Title 14, Chapter I, Subchapter C, Part 25, Subpart F). The main
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motivation behind typical engineering studies is the assessment of the water collection prop-
erties of a certain specialised geometry under a severely approximated impingement scenario
rather than a systematic investigation of the more fundamental problem of high-speed droplet
impact. The movement of the water droplets is traced over long distances (several lengths of
the large body it impacts on) and therefore the details of the local interaction of the liquid
with the solid body are completely neglected. Droplets are assumed to be spherical and unde-
formable, thus immediately ignoring possible topological changes, such as droplet coalescence
or break-off into smaller satellite droplets as a result of the splashing dynamics on impact.
With the available state-of-the-art computational tools capable of capturing many of the
omitted details mentioned previously, we present an alternative approach for quantifying water
collection on a surface in the following sections. The disparity of scales in the system is used
to reduce the impact problem to much simpler geometries and we focus precisely on the above
mentioned limitations in order to investigate the consequences of increasing the accuracy of
modelling individual droplet dynamics.
The problem of droplet impact on a surface, solid or liquid, gives rise to incredibly rich
flow behaviour, as discussed in subsection 6.1.1. Yarin (2006) describes in great detail how,
depending on the many physical properties of the modelled system (fluid density, viscosity,
surface tension, impact speed, nature of surface to impact upon, angle of incidence and many
others), droplets may either spread in a regular manner on the surface, or, on the contrary, may
produce violent splashing and cause the formation of secondary droplets. In the context of high
speed flow at velocities ofO(100) m/s or greater, we are interested particularly in the conditions
under which splashing occurs and how much fluid is lost from the initial volume as a result of
this process. The so-called “blow-off effect” has beneficial properties from the perspective of
ice accretion, since the quantity of fluid collected on the surface is reduced. Water collection
efficiency with the inclusion of splashing dynamics has yet to be quantified. We expect the
blow-off effect to play an important role, particularly in the case of larger droplets.
The evolution of the wetted area and the spreading rate are two of the main parameters
appearing in prominent early studies. Chandra & Avedisian (1991) experimented with 1.5
mm (in diameter) n-heptane droplets impacting at O(1) m/s velocities onto a metallic surface,
producing and analysing results on drop deformation and evolution of the disc-like shape. The
splashing parameter K (to be defined in section 7.2 as a function of the Reynolds and Weber
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numbers Re and We, see also Stow & Hadfield (1981) and Thoroddsen et al. (2011)) has been
used extensively to describe the threshold between drop deposition and splashing, as well as
distinguishing the different types of splashing mechanisms. The contribution of the splashing
parameter K, normally constructed solely based on the liquid properties, as a sole descriptor
of the splashing threshold has recently been challenged in a variety of contexts. Owing to
Xu et al. (2005), one of the most inspiring findings of the past decade in this area was the
suppression of splashing by means of decreasing the surrounding gas pressure. The authors
propose compressible effects in the gas as an explanation for this process, however the full
mechanism is yet to be understood. The discovery has instantly triggered the interest of the
research community, subsequently branching off into numerous detailed explorations (Bang
et al. (2011); Driscoll & Nagel (2011); Kolinski et al. (2012); Mandre & Brenner (2012)).
We also refer to the examination of the effects of surface tension and contact angle-based
dynamics by Pasandideh-Fard et al. (1996). The modification of the liquid-solid contact angle
by adding trace amounts of surfactants to the fluid was found to have no effect in the initial
inertially dominated stages of drop deformation. However their introduction acted towards an
increase of the spreading diameter at later stages when viscosity and surface tension dominate.
It was also concluded that capillary effects can be neglected provided We √Re.
Far fewer efforts have been dedicated to the problem of drop impact at a non-normal angle
of incidence. Mundo et al. (1995) were among the first to have considered impingement an-
gles varying between 4 and 65 degrees and moderately high impact velocities of 12 − 18 m/s.
The splashing threshold was found to be accurate only if the normal velocity component of
the impinging droplet was used in the underlying dimensionless numbers. A two-component
anemometer was used to determine the size and velocity of secondary droplets. As part of the
experimental investigation, surface roughness was also found to reduce horizontal velocities
by means of introducing a dissipation of the tangential momentum. A three-dimensional com-
putational model for impact onto asymmetric geometries has been developed by Bussmann
et al. (1999) to account for droplet impact on a smooth surface at 45 degrees and onto a sharp
edge. The discretisation method, based on a volume tracking algorithm for the free surface
of the droplet, was found to be in good agreement with experimental results (millimetre-sized
water droplet impact at 1.2 m/s). Another notable result on non-normal droplet impingement
onto solid surfaces was obtained by Sikalo et al. (2005), who have studied potential rebound
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effects occurring at low impact speeds and sufficiently inclined angles of incidence (less than
45 degrees). Higher viscosity promotes the breakup intro more droplets in the case of glycerin,
whereas a low viscous liquid such as water may only deposit or rebound depending on the
angle. Surface roughness was found to prevent rebound phenomena altogether.
The splashing dynamics in itself has by no means monopolised the direction of the research
interest in the problem of droplet impact, even at low speeds. Whereas significant effort is
dedicated to the spreading of the droplet and its movement at the outer edges (particularly
at the contact line), the main deformation process of the droplet into a liquid film has also
received much attention (see Schroll et al. (2010); Eggers et al. (2010)). The thickness of the
liquid is influenced by the formation of a viscous boundary layer near the wall. The minimal
film thickness has been found to be proportional to Re−2/5.
Over the past years, the limit of the impact speed at which both experimental and numerical
investigations have been conducted has grown considerably (van Dam & Le Clerc (2004);
Visser et al. (2012, 2015)). A quick progression from impact at O(1) m/s up to velocities of
approximately 50 m/s has been made possible particularly due to the technological advances in
high speed imaging. However the physical properties of the droplets and their relatively small
diameters of 10 − 100 µm place these investigations in regimes in which splashing is absent
and a gentle spreading over the surface is the dominant feature. The topic of droplet impact at
velocities beyond 50 m/s is largely unexplored.
There are however notable exceptions, albeit from a different perspective. The problem
of droplet impact at higher velocities of O(500) m/s has also been considered, with the nec-
essary introduction of compressibility effects. The emerging shockwaves have been analysed
from theoretical (Haller et al. (2003)) and computational (Xiong et al. (2010)) viewpoints,
with particular focus towards determining the maximum pressure values and the structure of
the propagating shock. The study in the present chapter is limited to subsonic velocities and
compressibility effects will be considered negligible throughout the exposition.
Whereas droplet impact on a smooth solid surface is of primary interest for the very first
few impingement events, most of the water droplets impact on a surface which is at least par-
tially covered in the fluid resulting from previous impacts. The problem of liquid impact onto
deep and shallow pools has been extensively studied in the literature, with substantial efforts
dedicated in particular to the description of the splashing mechanism and the morphology of
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the impact itself. Cossali et al. (1997) describe typical quantities of interest, such as the di-
ameter of the liquid crown evolving after the splash, the number and distribution of secondary
droplets and the number of jets. An empirical relation is also proposed for the limit between
deposition (impact without production of secondary droplets) and splashing, with the thickness
of the liquid film and the liquid viscosity identified as the main factors in this process. Even
at low impact velocities, the axisymmetric ejecta sheet was found to have a more intricate
structure (with multiple jets interacting with one another) prior to the rupture into secondary
droplets, as shown by Agbaglah et al. (2015). Shetabivash et al. (2014) propose that the density
of the ambient gas decreases the height and radius of the evolving crown, whereas viscosity
only affects the complexity of its structure. Thoroddsen et al. (2011) have studied the thin hori-
zontal sheet of liquid ejected in more detail, concentrating on its bending motion and finally its
rupture into microdroplets due to surface tension effects. The early development of the ejecta
sheet is found to be unaffected by the surrounding gas pressure, which does however modify
the bending occurring at later stages. From a related viewpoint, Zhang et al. (2012) argued that
the conventional scaling used to predict the splashing threshold, which at the time was based
on liquid properties only, should account for the dynamic viscosity of the gas.
On the other hand, the liquid film in itself suffers significant deformation during impact.
Berberovic´ et al. (2009) focus on the evolution of the crater as a result of the droplet penetration
into the thin liquid film of finite thickness, in a comprehensive experimental (using a high-speed
video system) and numerical investigation (based on the volume-of-fluid method).
Many investigations in the past five years make use of the combined power of high-resolution
cameras and highly accurate numerical tools (Gerris in particular), complementing one an-
other to analyse the interaction at the interface between the droplet and the liquid film itself.
Thoroddsen et al. (2012) have studied the hemispheric air layer trapped between the two fluid
structures on impact up to submicron resolution, explaining the jet-based puncture mechanism
that leads to the variety of observed droplet distributions.
Thoraval et al. (2012) showed that even at moderately high Reynolds numbers, the inter-
face becomes unstable, creating vortex rings and culminating in the beautiful structure of a
von Ka´rma´n vortex street within an impacting drop. This is an alternative mechanism explain-
ing the breakup of the ejecta sheet, which changed the previous viewpoint that the splashing
mechanism is caused by the action at the level of the liquid sheet itself. With this discovery
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in mind and focusing on imaging techniques from above (rather than the side), Thoraval et al.
(2013) were able to recover the entrapment of micron-sized air tori (or rings) that eventually
break up into rings of beads under the action of vertical undulations and azimuthal instabili-
ties. The evidence of this more complex scenario even in situations without extremely high
impact velocities has raised further question regarding the often employed approximation of
axisymmetric flow in such situations.
In the previous paragraphs we have discussed some of the possible outcomes of droplet
impingement onto solid and liquid surfaces. The flow has been known to induce intricate
behaviour and a number of associated splashing phenomena, especially at the fundamental
level, are yet to be fully understood. There are also many additional specialised cases that
have not been the subject of the present introduction, however play a crucial role in related
fields. One such example is the usage of superhydrophobic surfaces (Deng et al. (2009), Tsai
et al. (2009)) in the form of regular polymeric micropatterns. In some cases, droplets are found
to fully bounce off the surface, a spectacular property that has even made many headlines in
popular press, with BBC News recently reporting stories such as New waterproof surface is
’driest ever’ (Morgan (2013)) and Laser-etched metal ’bounces’ water (Webb (2015)).
In spite of the fascination of the ever-surprising problem of single droplet impact, in many
industrial applications there is growing demand for improved modelling of the inter-droplet
interaction as well. Moreira et al. (2010) present such an argument for fuel spray impingement
applications, particularly for dense sprays. It is common to assume that the spray behaves
as a summation of droplets and thus the result of their individual dynamics is propagated in
a straightforward manner to the larger scale of the spray itself. In the present chapter we
encounter a similar situation, in which the impact of a single droplet offers great insight into
the physics of water collection, however understanding this already complex process does not
hold all the answers for fluid accumulation on a surface. An immediate impediment in the way
of a simplistic generalisation is the fact that while the first droplets in a cloud may impact on
a dry surface, after a sufficient number of such events, the ensuing droplets will encounter a
surface already covered by a time-evolving liquid surface, thus changing the properties of the
impact considerably. Yarin & Weiss (1995) studied the impact of trains of drops impinging one
by one onto a solid surface. For low impact speeds, spreading and the propagation of predicted
self-similar capillary waves are discussed in detail. Initial droplet diameter and impact velocity
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have been correlated to determine a splashing threshold beyond which a cloud of secondary
droplets emerges. However the authors underline that an additional quantity (such as nozzle
diameter) is necessary to close the system. For droplets of diameters ranging from 0.1 to
0.3 mm, the critical velocity was found to vary between 5 − 15 m/s. The experiments were
constructed to sustain impact velocities of up to the remarkable value of 30 m/s. Multiple
droplet impact will be considered in the present study in subsection 7.3.2.
An additional complication is introduced by the near or below freezing temperatures en-
countered during the flight segments we are attempting to model. Given sufficient time, the
water collected on the surface undergoes phase transition and solidifies to form ice. Very re-
cently Elliott & Smith (2015) presented a fully nonlinear model for the development of ice as
a result of the presence of a supercooled drop on a smooth or rough surface. Zooming out and
considering a larger surface of the wing or fuselage at later stages when a liquid layer has al-
ready formed, ice frequently appears under the thin liquid film. Ueno & Farzaneh (2011) have
proposed a theoretical model for the case of a wind-driven supercooled water film of thick-
nesses ranging from 143 to 1348 microns in a laminar air flow, under which ice development
occurs.
Phase transition will however not appear as part of the investigation in this chapter; the
main focus of our work lies in the early stages of liquid accumulation, on a timescale much
faster than that at which freezing takes place. The aim is to improve understanding of the
behaviour of multi-fluid systems in challenging high-speed flow conditions. We advance to
section 7.2, in which we present our mathematical model for integrating splashing dynamics
into the concept of water collection efficiency on a surface.
7.2 Mathematical model
The early ascent and descent stages of the flight are typically characterised by velocities of
up to 150 m/s. We hence assume the flow to be subsonic and laminar throughout the present
investigation. We consider a two-dimensional domain containing two incompressible, immis-
cible and viscous fluids. A three-dimensional extension will be discussed in subsection 7.3.4.
In the context of our study of droplet impingement on the surface of an aircraft wing or fuse-
lage component, the two fluids are taken to be water and air. A flow schematic is presented
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in Fig. 7.3, in which the solid body is considered to be the component commonly housing the
engine, fuel and additional equipment, the nacelle. The nacelle is perhaps the most vulnerable
aircraft component to icing effects, due to the sensitive parts that it contains and that are liable
to damage in the event of ice breaking off during the flight. Thus we consider this model geom-
etry as the most suitable initial choice for our application. We underline at this point however
that the specific component is chosen as a means of illustrating the scales in our domain, and
thus similar arguments may be applied without loss of generality to other situations (in the
case of aircraft wings, for example). The sketch in Fig. 7.3 presents the frontmost part of the
nacelle, called the lipskin.
Figure 7.3: Schematic of droplet impact onto a nacelle lipskin.
As is conventional in such situations, the position of the solid body is fixed and the bound-
ary conditions are constructed to accommodate an oncoming flow from left to right towards
the nacelle. The background velocity of the flow is denoted by U1∞ and a representative value
of U1∞ ≈ 130 m/s (roughly 0.4 Mach) is selected to describe the desired flight conditions. An
angle of attack may also be easily incorporated into this formulation.
The multi-fluid system is described by a group of liquid droplets of diameter Di, i =
1, . . . , n, where n denotes the total number of droplets, travelling towards and eventually im-
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pinging onto the solid surface. The droplet diameters encountered in typical clouds range from
a few microns up to O(1) mm for the largest supercooled droplets (Gent et al. (2000)). In this
study we take Dmax = 2 × 10−3 m to describe the largest possible droplet size. The droplets
are modelled as initially spherical (circular in two dimensions).
Nacelle geometries vary greatly in practice, however an illustrative example is the nacelle
of the Airbus A330 (2014). Fig. 7.3 sketches the lipskin as having an elliptical shape, with
dimensions reflecting approximations of typical real values (concentrating on orders of mag-
nitude). From the perspective of splashing dynamics and water collection efficiency, we are
mainly concerned with the region close to the solid body surface, indicated by a light grey re-
gion in Fig. 7.3 and referred to as the region of interest for collection efficiency from this point
on.
The model geometry discussed up to this point is far too complicated (and specific) from
many points of view. To begin with, our aim is to present a general method, applicable to a
number of surfaces rather than a specialised nacelle geometry. Secondly, the multi-scale mod-
elling of both the background air flow around the large scale body and the splashing dynamics
within the much smaller drop impact regions is beyond reach in terms of theoretical and com-
putational resources. We thus employ several simplifications to enable a closer inspection of a
much more tractable problem, which still preserves the main physical characteristics we wish
to address.
Based on the disparity between the two scales in the problem (the impacting droplet di-
ameter and the solid body it impinges upon), we assume the curvature of the body to have
negligible effects. To justify this approximation, following Abbott & Doenhoff (1959), we
provide an estimate of the radius of curvature of the leading edge of a typical NACA airfoil.
Let the chord length be Lc = 4 m and the maximum chord thickness tc, expressed as a fraction
of the chord, be 15% such that tc = 0.15. The leading-edge radius Rt is approximated to be
1.102t2c , which corresponds to Rt ≈ 0.025Lc = 0.1 m in dimensional terms. For comparison,
we select a reasonably large droplet of radius R = 100 µm and find that R/Rt ≈ 10−3. Thus,
from the perspective of modelling the local droplet impact, the surface is considered flat, as
depicted in Fig. 7.4. From a different viewpoint, we zoom into a region sufficiently close to the
surface of the solid body, such that in the respective area the droplet diameter is a representative
lengthscale (of O(1) in the local coordinate system) and hence the details of the impact can
7.2 Mathematical model 158
be carefully studied. The initial position where the droplet appears in the system is abstractly
represented as being at a certain point on the outer edge of the region of interest for collection
efficiency highlighted in Fig. 7.3. The droplet inherits the local velocity of the background air
flow, given by the angle of incidence θ and the magnitude of the velocity components. This
flow information is then used to define boundary and initial conditions for the direct numerical
simulations of the impact of a deformable droplet onto the flat solid surface.
In simple terms, our primary goal is to determine how much water splashes off the surface
of the solid body (blow-off effect) and how much water is retained (stick) as a result of the
impact at an angle. In addition, we aim to find an appropriate quantifying procedure of the
splashing dynamics and identify the main factors leading to a significant loss of fluid mass
through splashing.
Figure 7.4: Schematic of the local region of impact of a single droplet onto the surface of a
solid body at an angle of incidence θ.
We proceed to subsection 7.2.1, where a detailed formulation of the problem depicted in
Fig. 7.4 is provided.
7.2.1 Governing equations, geometry and boundary conditions
We begin by re-iterating that the model fluids are incompressible, immiscible and viscous.
Subscript 1 is used to refer to the fluid inside the droplet (assumed to represent water), whereas
subscript 2 decorates quantities in the surrounding (air) flow. Let ρ1,2 and µ1,2 denote the con-
stant densities and dynamic viscosities of the two fluids in the system. The constant surface
tension coefficient at the interface is given by σ. Velocity vectors U1,2 = (U1,2, V1,2) and pres-
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sures P1,2 are used in the formulation of the dimensional momentum and continuity equations
ρ1(U1t + (U1 · ∇)U1) = −∇P1 + µ1∆U1, (7.1)
ρ2(U2t + (U2 · ∇)U2) = −∇P2 + µ2∆U2, (7.2)
∇ · U1,2 = 0. (7.3)
Gravitational forces are assumed to be negligible. There are two lengthscales in the problem:
the droplet diameter D, the natural choice for the reference lengthscale, and the size of the
(finite) computational domain L. We scale lengths by D, velocities by a reference background
velocity U∞ and pressures by ρ1U2∞. The emerging non-dimensional parameters are
Re = ρ1U∞D/µ1, We = ρ1U2∞D/σ, K = We
√
Re =
√
ρ31D
3U5∞/(σ2µ1). (7.4)
We underline that the above definition of the dimensionless parameters is based on the relevant
physical quantities of the flow inside the liquid drop rather than the external air flow. Further-
more, whereas the Reynolds number Re and the Weber number We appear directly from the
scaling procedure, the splashing parameter K is introduced as an intrinsic element of a drop
impact problem. The expression, originally introduced by Stow & Hadfield (1981), has been
used to classify the possible outcomes of the impact. Thoroddsen et al. (2011) explain how
the parameter arises by combining the local lengthscale of the ejecta sheet thickness and its
velocity. This parameter has been controversial in the literature and cannot independently ac-
count for the classification of the complicated impact process (see Xu et al. (2005); Mandre
& Brenner (2012)), however it serves as an indicator of the force of the splashing and permits
comparisons with previous investigations.
We also introduce density and viscosity ratios
r = ρ1/ρ2, m = µ1/µ2, (7.5)
7.2 Mathematical model 160
and non-dimensionalise the governing equations (7.1)-(7.3), resulting in
u1t + (u1 · ∇)u1 = −∇p1 + Re−1∆u1, (7.6)
u2t + (u2 · ∇)u2 = −r∇p2 + rm−1Re−1∆u2, (7.7)
∇ · u1,2 = 0. (7.8)
The non-dimensional timescale is given by t = D/U∞ and depends on the chosen parame-
ters. The typical fluid properties in the case of water and air at near freezing temperature (close
to 0◦ C) are given as follows. Water has density ρ1 = 999.8 kg/m3 and dynamic viscosity
µ1 = 1.8 × 10−3 kg/ms, while the air density is ρ2 = 1.293 kg/m3 and its dynamic viscosity
µ2 = 1.72× 10−5 kg/ms. The constant surface tension coefficient is σ = 7.56× 10−2 N/m and
a representative value for the velocity of the background flow is U∞ = 130 m/s. We under-
line the large density (r = 773.24) and viscosity (m = 104.65) ratios, which pose significant
numerical challenges.
Droplet sizes in clouds vary based on altitude and cloud type, however diameters of microns
to millimetres are most common, as described by Gent et al. (2000) and Pruppacher & Klett
(2012). In table 7.1 we present values of the dimensionless groups for various droplet diame-
ters, ranging from 20 microns to 2 mm. We stress that, owing to the large background velocity
and relatively large drop sizes which are one of the subjects of the investigation, the splashing
parameter K takes values of O(105 − 108), which are considerably higher than commonly
found in the literature.
In very recent experimental investigations, the upper limit dictated by the current techno-
logical state of the equipment and high speed imaging possibilities is of roughly K = O(106)
- see Thoraval et al. (2012) and Visser et al. (2015). Even in the respective regime, the details
of the flow behaviour are very rich and difficult to capture, with subtle modifications in the
splashing mechanisms even for small variations in the parameter space.
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D [m] Re = ρ1U∞D/µ1 We = ρ1U2∞D/σ K = We
√
Re
20× 10−6 1444.15 4470.01 1.70× 105
50× 10−6 3610.39 11175.01 6.71× 105
100× 10−6 7220.78 22350.03 1.90× 106
200× 10−6 14441.55 44700.01 5.37× 106
500× 10−6 36103.89 111750.13 2.12× 107
1000× 10−6 72207.78 223500.26 6.01× 107
2000× 10−6 144415.56 447000.52 1.70× 108
Table 7.1: Non-dimensional parameters based on the realistic physical properties of the water
droplet (in a background air flow) at near freezing temperature.
We begin by discussing the boundary conditions to be imposed at the level of the finite
computational domain, initially focusing on the background air flow underlying the dynamics
of the droplet. As indicated in the discussion leading to the local problem of interest sketched
in Fig. 7.4, we model flow impinging onto the surface of a solid body. A schematic of the
computational box, along with associated boundary conditions, is presented in Fig. 7.5. For this
purpose we restrict our attention to a computational box of size [2l, l], where l = L/D = 20.
The relatively large domain compared to the droplet diameter ensures an adequate tracking
of the splashing dynamics for sufficiently long periods of time. The coordinate system is
described by −20 < x < 20 and 0 < y < 20, since the choice to non-dimensionalise the flow
with respect to the droplet diameter implies that d (the non-dimensional counterpart of D) is
equal to unity.
No-slip and impermeability conditions are prescribed on the surface of the solid body,
such that at u2 = 0 at y = 0. In order to model the oncoming flow at an arbitrary angle of
incidence θ obtained upon resolving the large scale flow in the vicinity of the region of interest
for collection efficiency (re-visit the argument around Fig 7.3), we prescribe inflow conditions
given by
u2(x, l, t) = cos(θ), v2(x, l, t) = − sin(θ). (7.9)
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Laterally we impose typical outflow conditions, which in Gerris correspond to
p2(±l, y, t) = 0, ∂u2
∂x
∣∣∣∣
(±l,y,t)
= 0. (7.10)
For simplicity, the initial conditions are set to
u2(x, y, 0) = cos(θ), v2(x, y, 0) = − sin(θ), (7.11)
prompting the need for the convergence of the background flow to a steady state prior to the
inclusion of the liquid droplets into the computational domain. For all cases considered in the
present investigation, an evolution of the flow from t = 0.0 to t = 40.0 proved more than
sufficient for this purpose, with a tolerance of 10−6 in the components of the velocity field
selected to verify the flow convergence.
Figure 7.5: Computational domain and boundary conditions. Arrows indicate the direction of
the flow for an imposed angle of incidence of θ = 60◦.
Streamlines of the background flow solutions at steady state, constructed with the boundary
conditions discussed above, are illustrated in Fig. 7.6, for angles of incidence of θ = 60◦ and
θ = 90◦. The results obtained closely resemble solutions to the well-known oblique stagnation-
point flow. This is one of the classical examples for which an exact solution of the Navier-
Stokes solution can be obtained. Further details on this problem are provided in appendix B.1.
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(a) θ = 60◦. (b) θ = 90◦.
Figure 7.6: Streamlines of the steady state (t = 40.0) background air flow at an angle of
incidence of a) θ = 60◦ and b) θ = 90◦ obtained from DNS calculations with the boundary
conditions presented in Fig. 7.5.
Once the background air flow has reached its steady state, liquid droplets are prescribed to
enter the computational domain at a desired location. In the two-dimensional configuration,
any given droplet is considered to be initially circular, with an origin located at (xi, yi). The
said droplet inherits the local velocity field of the background air flow and is advected towards
the surface of the solid body. The droplet shape is subject to physical deformations up to the
time of its impact. Full hydrodynamic coupling determines its mean trajectory and shape. No
assumptions are made.
To define the interfacial conditions governing the motion of the drop, we assume a sharp
interface y = S(x, t); subsequently this is relaxed in the context of the volume-of-fluid method-
ology employed in the direct numerical simulations. At the interface the conditions prescribed
are, in order, the kinematic condition, the continuity of normal and tangential stresses, as well
as continuity of the velocity components:
v˜i = St + u˜iSx, i = 1, 2, (7.12)
[n · T · n]12 = σ˜κ, (7.13)
[t · T · n]12 = 0, (7.14)
[u˜]12 = 0, (7.15)
where [(·)]12 = (·)1 − (·)2 represents the jump across the interface, n = (−Sx, 1)/(1 + S2x)1/2,
t = (1, Sx)/(1 + S2x)1/2 are the unit normal and tangent to the interface, respectively, and κ is
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the interfacial curvature. The stress tensor T is given by
Tij = −p˜δij + µ˜
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
. (7.16)
No-slip, impermeability and outflow conditions are also extended naturally to the fluid phase
representing the droplet
u1(x, 0, t) = 0, p1(±L, y, t) = 0, ∂u1
∂x
∣∣∣∣
(±L,y,t)
= 0. (7.17)
Having described the formulation of the problem at a general level and before advancing to
the analysis of specific cases and their results, we briefly discuss some of the most relevant de-
tails regarding the numerical techniques involved in accurately implementing such challenging
multi-fluid systems. Details about the package used, Gerris, have already been presented in
chapter 1 and in section 2.4. The computational platform has been used successfully in chap-
ters 2-4 for direct numerical simulations of multi-fluid systems with relatively mild contrast
in physical properties (density and viscosity), as well as small characteristic velocities, which
describe a very different regime from the problem in this chapter. In the following discussion
we elaborate on some of the special treatments required to ensure accuracy of the numerical
solutions.
The large density ratio (recall r = 773.24) between the fluids may cause convergence issues
in the case of multi-grid Poisson solvers (Tryggvason et al. (2011)), as the one used in Gerris,
causing slow convergence or leading to a breakdown of the solution altogether. The developers
of the package (Popinet (2009); Fuster (2013)) have proposed a smoothing filter in order to al-
leviate this shortcoming. Spatial filtering consists in considering an averaging over the corners
of the computational cell (four in 2D and eight in 3D), which are in turn obtained by aver-
aging the centered values of the corner neighbours. Applying the filter effectively introduces
a smoothing of the interface over a larger number of cells and can be applied any number of
times, although previous investigations on drop impact argue that a single iteration of the filter-
ing operator is sufficient (Thoraval (2013)). Within the procedure, the volume fraction c(x, t),
defined in section 2.4 and applied in the case of density and viscosity fields in eq. (2.42)-(2.43),
is replaced by c˜(x, t), the filtered volume fraction. As a result of this manipulation, the errors
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are maintained at a reasonable (and controllable) magnitude, while the convergence properties
of the solver are much improved.
The qualities of the package, in particular in terms of adaptive mesh refinement (AMR),
become evident in the study of the problem of drop impact at high velocities. The background
air flow requires a strong level of refinement close to the surface of the solid body due to
the presence of boundary layers. At the same time, capturing the evolution of the fluid-fluid
interface demands an appropriate resolution, accounting for possible topological transitions.
Splashing entails the creation and subsequent tracking of a large number of secondary droplets,
which may or may not coalesce with other bodies of fluid. The computational gain when
comparing to the case of uniform meshing will be discussed in the following sections on a
case-by-case basis, however in each particular example an average decrease of the number of
degrees of freedom by a factor of at least 101 is found. Many of the results presented would
have reached considerable runtimes without the usage of AMR, even to the point of making
the calculations unrealisable.
We also employ the selective droplet removal module of the package in order to eliminate
droplets (or bubbles) with sizes below a certain desired scale. This feature becomes useful
when secondary droplet break-off is very violent and causes the fragmentation of the fluid into
droplets of an intractably small size. In practice the technique works by replacing the connected
volumes (under a specified size) containing the target fluid phase with the background fluid. In
our implementation droplet removal is set to take place if the droplets span less than 10 cells
and are found either close to the lateral boundaries (at x < −19.0 and x > 19.0) in order to
limit numerical artifacts when encountering the outflow region or sufficiently high above the
surface of the solid body (y > 10.0) to avoid high speed satellite droplets reaching the inflow
boundary and causing numerical instabilities. In practice, both situations can be avoided by
prescribing a larger computational domain. The selective removal of droplets ensures that a
geometry of manageable size specifications can still be used reliably. The flow in the vicinity
of the impact region is unaffected by this treatment restricted to the near-boundary regions,
hence no flow information is artificially lost.
Many of the problems of interest require the treatment of a triple contact point between the
solid surface and the liquid-gas interface. We note that the default mesh-dependent model of
advecting the interface with the horizontal velocity component one half-cell width away from
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the wall has been used in all runs. The limitations of this basic method, as well as proposed
improvements, have been recently discussed by Afkhami et al. (2009), who introduced an
enhanced model for a dynamic contact angle (implemented in an extension of Gerris). In a
related context, Pasandideh-Fard et al. (1996) note that the inertially dominated stages of the
flow are unaffected by changes in the contact angle, which had been altered with the use of
surfactants in their investigation. In the case of the scenarios studied in the present chapter,
numerical experimentation with both grid sizes and different imposed static contact angles
have confirmed that we are in a regime which is insensitive to changes in the treatment of the
contact line near the wall, at least up to leading order. The high speed regime and violent nature
of the splashes, as well as our choice in background flow, further reinforce the suitability of the
approximation used here.
The mathematical model introduced in this section is implemented in Gerris, making full
use of the numerical capabilities discussed in the previous paragraphs. The results of the direct
numerical simulations are presented in section 7.3, where we investigate single droplet impact
in subsection 7.3.1, multiple droplet impact in subsection 7.3.2 and finally impact onto a surface
covered by a liquid film of finite depth in subsections 7.3.3-7.3.4, in two and three dimensions,
respectively.
7.3 Results
The following subsections discuss the results obtained using the mathematical model de-
scribed in the previous section. Further details regarding specific modelling features or com-
putational aspects will be provided within each individual exposition. We begin by presenting
our findings in the case of the single droplet impact onto a solid surface in subsection 7.3.1.
7.3.1 Single droplet impact
As highlighted in subsection 7.2.1, the two-dimensional rectangular geometry is defined by
−20 < x < 20 and 0 < y < 20. We apply the initial and boundary conditions, and run the
direct numerical simulations until the background air flow reaches its steady state, resembling
an oblique stagnation-point flow onto a solid surface. The imposed angles of incidence vary
between 55◦ − 90◦ in increments of 5◦. Convergence is verified in the case of all imposed
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angles θ and the steady state is reached at t ≈ 30.0 in each direct numerical simulation. The
tolerance for verifying that the steady solution has been reached imposed on the components
of the velocity field has been set to 10−6 for this purpose.
For consistency among all cases we prescribe a circular liquid droplet to enter the compu-
tational domain at dimensionless time t = 40.0, with an origin located at (xi, yi) = (0.0, 7.0).
The y−coordinate is chosen such that the droplet, after inheriting the local velocity field of the
air flow, is projected towards the solid wall at the intended angle. If the droplet were placed too
close to the origin, local velocities affected by the near-wall flow would determine the droplet
to undergo advection in an undesired direction, depending on the local structure of the flow.
From this perspective, the ideal solution would be to place the droplet as close as possible to
the inflow boundary (as far away as possible from the solid body), since in the respective region
the background air flow is essentially uniform. On the other hand, the further away the droplet
is placed from the solid, the more its deformation is amplified as a result of the longer trajectory
until the point of impact. In a related investigation, Jalaal & Mehravaran (2012) study droplet
deformation and subsequent fragmentation under the action of gravitational acceleration. The
drop is shown to initially deform into a thin hollow bag; subsequently, owing to instabilities
of the thin liquid sheet, punctures are formed, producing a liquid torus above the bag and a
number of fragments and droplets which further disintegrate. The growth evolution of these
fragments and droplet size distributions are quantified, producing a left-skewed log-normal dis-
tribution of the normalised droplet sizes. From our viewpoint, it is important to note that highly
complex flow structures are obtained as a result of the deformation even under a uniform flow.
Hence in order to preserve the droplet shape prior to impact, a y−position relatively close to
the origin is preferred. The vertical position of the droplet origin at yi = 7.0 is a compromise
between the two competing arguments. The streamlines in the respective region are approxi-
mately parallel, thus preserving the almost uniform background flow, while bringing the initial
position of the droplet sufficiently close to the solid surface so as to minimise the effects of
the deformation. The choice in the x−coordinate is also the result of a trade-off between two
options. Setting xi = 0.0 for all cases irrespective of the angle of incidence θ implies that only
in the case of a non-oblique impact (in which case θ = 90◦) does the droplet impinge onto
the surface at the stagnation point of the background flow. In each of the other scenarios, the
droplet will first touch the surface at a certain distance to the right of the stagnation point, given
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0◦ < θ ≤ 90◦. An alternative initial condition for the droplet origin is provided in the form
of selecting the xi that would place the origin of the droplet (xi, yi) on the dividing stream-
line of the background air flow once the steady state has been reached. Due to the non-trivial
structure of the dividing streamline (see Tooke & Blyth (2008) for details) near the stagnation
point, inertial forces are still likely to cause the drop to overshoot the desired target, however
only by a small extent. Further refinements of this condition would then be possible and an
improved xi(θ, yi) could be found for each test case. There is however a case to be made for
why impact at the stagnation point itself for any angle of incidence may not provide the most
comprehensive information from the broader perspective of our study. In a two-dimensional
approximation of the typical surfaces that motivate this research (such as a wingtip or the lip-
skin of a nacelle), the background air flow produces a single stagnation point in the larger scale
geometry. Droplets impinging onto the surface at any other point will encounter a developed
local air flow in the form of a boundary layer close to the surface of the solid body. Hence we
argue that varying the initial horizontal position of the liquid drop to impinge at the stagnation
point itself is more suitable for cases in which the angle of attack of the air flow around the
solid body is of central importance and is hence not considered here. In light of the above and
in the interest of a systematic investigation, we thus proceed with a common initial position for
the liquid droplets in all of the following test cases, given by (xi, yi) = (0.0, 7.0).
We underline that in practice the droplets are stationary as the aircraft is traversing cloudy
regions. Therefore the procedure of imposing their movement towards the solid body is an
important approximation, which introduces additional inertial effects at the level of the droplet
dynamics. The exact location at which the droplets are initialised produces relevant changes
in the splashing, as droplets undergo deformation prior to impact over a specific distance and
their shape on impact is affected by their origin. We hence employ a systematic approach in all
test cases and “seed” the droplets at a location where the local velocity field corresponds to a
background flow at a certain angle of incidence. This measure was introduced with the intent
to link the background flow with the near-wall dynamics.
We consider three cases for the droplet diameters, D ∈ {20µm, 200µm, 2000µm}. To-
gether with 8 possible values of the angle of incidence θ in the case of each droplet diameter,
this leads to a total of 24 direct numerical simulations spanning a wide range of regimes, to be
analysed in the present subsection.
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The physical properties of the air (density and viscosity) are fixed to coincide with the
values introduced in the previous section 7.2. Milder density and viscosity ratios are used
for the droplet liquid, such that r = 100.0 and m = 13.53. These values entail that we
effectively consider ρ1 = 129.3 kg/m3 and µ1 = 2.32 × 10−4 kg/ms. The approximation is
employed for numerical reasons, in order to limit the difficulties associated with the strong
density and viscosity contrasts. The model values are still moderately high and are expected
to faithfully reproduce many of the physical characteristics of the initial water-air system. The
droplet-based Reynolds number is unmodified, as both density and dynamic viscosity have
been purposely adjusted with the same ratio. The Weber number and splashing parameters
decrease as a consequence of the reduced density. The surface tension coefficient value σ =
7.56 × 10−2 N/m is maintained at the value introduced in section 7.2. A summary of the
dimensionless parameters obtained with the physical parameters described above is provided
in Table 7.2.
D [m] Re = ρ1U∞D/µ1 We = ρ1U2∞D/σ K = We
√
Re
20× 10−6 1444.15 578.08 2.21× 104
200× 10−6 14441.55 5780.87 6.95× 105
2000× 10−6 144415.56 57808.73 2.19× 107
Table 7.2: Non-dimensional parameters used in the direct numerical simulations based on the
physical properties of a model fluid for the droplet (in a background air flow) that emulate
water, however with milder density (r = 100.0) and viscosity (m = 13.53) ratios, preserving
the Reynolds number of an air-water system. See Table 7.1 for comparison.
The computations start at t = 0.0, with the droplet initialised at t = 40.0 after the back-
ground flow has reached its steady state. We allow the flow evolution until a time of t = 120.0.
In dimensional terms (recall t = D/U∞ with U∞ = 130 m/s), this corresponds to a total time
of 1.85 × 10−5 s for the test cases involving 20 µm droplets, 1.85 × 10−4 s when introducing
200 µm droplets and 1.85× 10−3 s for the 2 mm droplet cases. This reinforces initial remarks
on timescales being sufficiently fast to neglect any possible phase transition within the present
computational framework.
Initial mesh structuring in a Gerris computational box is set by providing the level of re-
finement nr, such that 2nr cells are allocated in any given dimension. Since we operate in
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a 2 × 1 box system in two dimensions, the total number of degrees of freedom (dofs) for a
uniform mesh at level of refinement nr is given by 2 × (2nr × 2nr) = 22nr+1. Without the
ability to rely on adaptive mesh refinement, the imposed level of nr = 11 in the direct nu-
merical simulations of the present subsection would produce a computation with 8.39 × 106
dofs, to be solved for at every timestep. The maximum level of refinement is retained in the
near-wall region y ∈ [0.0, 0.25] to accurately account for the deformation and movement of
the impinging liquid. The same level is also used in order to represent the movement of the
fluid-fluid interface and to account for sharp variations in vorticity. Everywhere else the level
of refinement is prescribed to vary from a minimum value of nr = 5 to a maximum value of
nr = 10, depending on the local flow features. By using adaptive mesh refinement we reduce
the computational effort to a maximum number of dofs of approximately 2.4 × 105 for the
most challenging cases. All two-dimensional computations presented in this section have been
distributed across eight cores on local computing clusters.
In terms of the droplet resolution, every dimensional unit is represented by 102 gridpoints,
meaning that for droplets of dimensional diameter D = 20 µm, we solve for scales at the order
of 0.2 µm, while in the case of the largest D = 2 mm droplets, the grid resolution goes down
to 20 µm.
We begin with a qualitative description of the flow in the case of each of the three droplet
diameters. Fig. 7.7-7.9 illustrate the evolution of the liquid droplet under a background air
flow at an angle of incidence normal to the wall of θ = 90◦. Subfigures a) illustrate the flow
soon after its initialisation (t = 40.0) at t = 45.0, prior to its impact onto the solid surface. We
notice very little distortion from its initial circular shape in the case of theD = 20 µm-diameter
droplet (Fig. 7.7), while for the larger droplets pronounced deformation, as well as break-off of
a number of secondary droplets is already visible. The effect is more pronounced in the case of
the largest D = 2000 µm-diameter droplet, owing to the increase in the Weber number. After
5 more non-dimensional time units, at t = 50.0, impact has already taken place in all cases.
In the case of the small droplet, in Fig. 7.7 we observe a regular spreading motion, without
splashing and subsequent secondary droplet break-off. The entire fluid quantity is deposited
on the surface, with a visible air bubble trapped near the point of impact (see Fig. 7.7c). By
contrast, the larger droplets fragment into a number of satellite droplets, which are driven
away from the impact point by the background air flow. A large continuous mass of fluid
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Figure 7.7: Droplet impingement onto a solid surface and post-impact evolution at a) t = 45.0
b) t = 50.0 c) t = 55.0. The droplet of dimensional diameter D = 20 µm is initialised in the
computational domain at t = 40.0, after the background flow has reached a steady state. A
spreading motion with no splashing is observed.
Figure 7.8: Droplet impingement onto a solid surface and post-impact evolution at a) t = 45.0
b) t = 50.0 c) t = 55.0. The droplet of dimensional diameter D = 200 µm is initialised in
the computational domain at t = 40.0, after the background flow has reached a steady state.
Deformation before impact, as well as splashing with relatively large secondary droplets is
observed.
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Figure 7.9: Droplet impingement onto a solid surface and post-impact evolution at a) t = 45.0
b) t = 50.0 c) t = 55.0. The droplet of dimensional diameter D = 2000 µm is initialised in
the computational domain at t = 40.0, after the background flow has reached a steady state.
Strong deformation before impact, as well as violent splashing with small secondary droplets
is observed.
remains near the impact point (which coincides with the stagnation point of the flow). As time
progresses, subfigures c) indicate how further spreading and thinning of the fluid mass occurs,
while additional liquid mass is advected laterally in the form of continuous fluid fragments and
small droplets. We underline that in the case of the D = 200 µm-diameter droplet in Fig. 7.8,
the secondary structures are of relatively large scale compared to their D = 2000 µm-diameter
droplet test case counterparts. This is likely caused by the combined increase in the Reynolds
number and the lowering of the Weber number by a factor of 10 in the case of the larger
D = 2000 µm-diameter drop, as shown in Table 7.2. Inertial forces become more dominant
over the decreasing effect of surface tension, ultimately contributing to a natural tendency of
the fluid to fragment into smaller secondary drops. Since the overall fluid volume is preserved,
we anticipate this effect to contribute to an increased number of satellite droplets in the system.
Fig. 7.10 illustrates the details of the adaptive mesh refinement imposed on each of the test
cases in the present subsection. The vorticity field is plotted in colour in the background, while
the grid cells are highlighted in black and the fluid-fluid interfaces in white. We notice the fine
grid structure close to the solid surface, as well as the grid refinement adapting to the behaviour
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of the small secondary drops. The relevant flow features are well-captured and a quantitative
diagnosis of the splashing dynamics is proposed in the following paragraphs.
Figure 7.10: Adaptive mesh refinement for the impact of a droplet of dimensional diameter
D = 2000 µm onto a solid surface. The mesh is refined close to the surface, as well as
adaptively with respect to the fluid-fluid interface and vorticity (background colour).
One of the main aims of the present investigation is to provide a new definition of water
collection efficiency, taking into account the complex splashing dynamics. Previous results
have indicated that, depending on their size, droplets may spread in a regular manner or lose
mass as a result of break-off into secondary droplets, which may or may not impinge back
onto the surface at a later stage. In the case of quantifying the amount of water on the surface
of the solid, we wish to encapsulate the total amount of fluid in the close vicinity of the wall
irrespective of the size of the fragments. We thus introduce the notion of the collection area in
Fig. 7.11. This region refers to the rectangular area of height hc immediately above the surface,
hence described by 0 ≤ y ≤ hc. The amount of fluid within this section is tracked in time and
is considered to faithfully represent the amount of fluid retained on the surface. Secondary
droplets that splash away from the surface are removed intrinsically from this definition. The
height hc is a parameter and one may also consider restricting the collection area in the hor-
izontal direction if only the region in the close vicinity of the impact point is of interest, for
example. Throughout the present subsection, we set hc = r = d/2, the dimensionless droplet
radius.
In the case of the small 20 µm-diameter droplets, the spreading motion without release of
secondary droplets translates to full retention on the surface in the current definition. No fluid
mass is lost as a consequence of the absence of splashing; liquid may only be removed from the
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Figure 7.11: Local collection area illustration, with hc defining its vertical extent. The back-
ground shows the impact of a droplet of dimensional diameter D = 2000 µm (black) in a
background flow at an angle of incidence of 90◦, as shown by the arrows.
domain as a result of tangential shear forces transporting the deposited fluid along the surface
under the action of the background flow. It may then be tempting to assume that such small
droplets are the most dangerous from the perspective of collection efficiency. However their
comparatively small liquid quantity in absolute terms acts in the balance of this conclusion.
Fig. 7.12 presents the collection efficiency results in the case of the larger droplets (200 µm
and 2000 µm), wherein splashing is expected to play a significant role, as a function of time. In
each of the figures, we notice how the mass of fluid approaches the collection area at t ≈ 50.0,
with the fluid quantity in the near-wall region quickly rising from 0% to nearly 100%. The
amount of fluid inside the collection area is normalised with respect to the initial area of the
circular droplet. There is a marked dependence between the collection efficiency and the angle
of incidence, with more oblique background flows leading to a more rapid elimination of fluid
from the collection area. Whereas this general tendency is to be expected, the question of
whether fluid is lost as a result of splashing or due to its near-surface advection towards the
lateral boundaries of the domain arises.
The mass of fluid exiting the system is also closely related to the origin of the droplet. The
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(a) D = 200 µm. (b) D = 2000 µm.
Figure 7.12: Fluid inside collection area as a function of time and represented as a percentage
of the initial droplet volume. The symbols represent different values of the angle of incidence,
ranging from 55◦ (white circles) to 90◦ (upward pointing dark grey triangles), in increments
of 5◦. The two sets of test cases are based on droplets of initial dimensional diameter of a)
D = 200 µm and b) D = 2000 µm.
droplets do not impact the surface at the same point as a result of their common origin in the
flow under different angles of incidence. While in theory a simple trigonometric argument
gives the position of the displaced origin such that the impact point of the center of mass of
the droplets would coincide, at least one significant difficulty emerges. Especially for smaller
values of the angle of incidence θ of the (more oblique) background air flow, performing such
an operation would translate the position of the origin of the droplet far to the left of the
computational domain. In such cases boundary effects become non-negligible and the local
velocity field does not represent an approximately uniform flow in a desired direction. One
possible remedy to this shortcoming would be to further increase the horizontal size of the
domain, such that the boundaries are further away from the impact region. However this would
become significantly more expensive from the computational standpoint. We hence prefer to
control the position of the origin of the droplet and use the same initial coordinates in all test
cases. With L = 20D horizontally on either side of the droplet origin, the computational
box size is considered to be sufficiently large. A careful inspection of the flow, and hence an
informed quantification of the quantities of interest, is also performed to limit the influence of
the different impact positions between the studied test cases.
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(a) D = 200 µm. (b) D = 2000 µm.
Figure 7.13: Fluid outside collection area as a function of time and represented as a percentage
of the initial droplet volume. The symbols represent different values of the angle of incidence,
ranging from 55◦ (white circles) to 90◦ (upward pointing dark grey triangles), in increments
of 5◦. The two sets of test cases are based on droplets of initial dimensional diameter of a)
D = 200 µm and b) D = 2000 µm.
(a) D = 200 µm. (b) D = 2000 µm.
Figure 7.14: Number of secondary droplets in the computational domain as a function of time.
The symbols represent different values of the angle of incidence, ranging from 55◦ (white
circles) to 90◦ (upward pointing dark grey triangles), in increments of 5◦. The two sets of
test cases are based on droplets of initial dimensional diameter of a) D = 200 µm and b)
D = 2000 µm.
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The amount of liquid outside the collection area can also be measured by subtracting the
fluid inside the collection area from the total volume of fluid in the simulation at any given
time step. Fig. 7.13 illustrates this result, which may be regarded as the amount of splashing
or blow-off, at least after the time of impact. The plots are restricted to the dimensionless time
window between t = 40.0 and t = 120.0. Note that all curves enter the plots from above, as an
indication that the drop is initially outside the collection area and subsequently approaches the
near-wall region. On impact there is a local minimum in the amount of splashing at roughly
3 − 4% of the initial fluid mass, followed by a sharp increase to 10 − 12% as a result of the
splashing and break-off into secondary droplets. We then notice a non-monotonic decrease
of this quantity, as secondary droplets either escape the computational domain or re-enter the
collection area. New structures can also be created as a result of fragmentation of smaller
amounts of fluid mass (not necessarily from the main body of the droplet), which are also
captured by this metric. This is the case of Fig. 7.13a for θ = 60◦ (white diamonds) and
θ = 70◦ (white upward pointing triangles). The larger continuous volumes of fluid resulting
from the impact of the 200 µm-droplet, under the action of the background air flow, eventually
separate from the main body of fluid as smaller structures. Remarkably, and in opposition to the
results shown in Fig. 7.12, no simple monotonic behaviour depending on the angle of incidence
is observed. Before dedicating more attention to this discrepancy, we concisely present several
elements regarding the structure of the splash.
In Fig. 7.14 the number of droplets inside the computational domain is plotted as a func-
tion of time for the test cases based on droplets of diameters of 200 µm and 2000 µm. At
t = 40.0 the single large droplet is initialised, which then proceeds to impact the surface at
approximately t = 50.0. The impact is immediately followed by the creation of a large number
of satellite droplets, whose number steadily decreases after t ≈ 60.0. The reduction of the
number of droplets at later stages of the simulation is due to either coalescence with the main
body of fluid or other droplets or as a result of the rapid movement of the droplets towards
(and beyond) the boundaries of the computational box. Interestingly, Cossali et al. (1997) re-
veal a qualitatively similar evolution of the number of the secondary drops when investigating
impact onto a thin liquid film in the presence of a surface roughness. The more pronounced
fragmentation of the larger 2000 µm-diameter droplet is clearly visible, almost all cases reach-
ing a number of satellite droplets in excess of 400, compared to the approximately 200 drops
7.3 Results 178
resulting from the splash of the 200 µm drop. This property is at least partly attributed to the
dominant inertial effects (in competition with viscous and surface tension forces).
Figure 7.15: Droplet distribution at t = 55.0 (above) and t = 70.0 (below) for an impact of a
drop of dimensional diameter D = 2000 µm at a θ = 90◦ angle of incidence. The areas of all
droplets in the domain are normalised with respect to the area of the initial droplet. The black
lines indicate the result of applying a one-dimensional Gaussian filter to the approximately
log-normal distribution.
The log-normal distribution of the secondary drop areas (normalised by the area of the
initial circular drop) is shown in Fig. 7.15. The case of the 2000 µm drop was chosen due to
sufficiently large sample size, with the particular example of the impact at an angle of incidence
of θ = 90◦. The mean secondary droplet area is approximately 5×10−4, while the vast majority
of the droplet areas are described by the window of variation between 10−5 and 10−2. Despite
the total number of droplets decreasing in time, as depicted in Fig. 7.14, the distribution of their
sizes preserves its well-ordered structure throughout the simulation. We present snapshots at
non-dimensional times t = 55.0 (top panel) and t = 70.0 (bottom panel). The only notable
difference is the emergence of a small local peak for smaller droplets (of areas equal to a
normalised value of 10−6 − 10−5) as a result of the more pronounced fragmentation as time
progresses. Similar secondary drop size distributions have been previously reported in the
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(a) D = 200 µm. (b) D = 2000 µm.
Figure 7.16: Movement of fluid inside the computational domain as a function of time for a
droplet impact at an angle of incidence θ = 55◦. The dark grey regions show the amount
of fluid inside the collection area, the light grey regions illustrate the amount of fluid outside
the collection area, whereas white regions correspond to the absence of fluid. The sizes are
normalised with respect to the initial area of the droplet. Two cases are presented, of droplets
of initial dimensional diameters of a) D = 200 µm and b) D = 2000 µm.
literature in experimental studies at lower impact velocities of up to 15 m/s (Mundo et al.
(1995)) and 30 m/s (Yarin & Weiss (1995)) in the case of impacting water and ethanol droplets.
To our knowledge, the present study is the first to provide a numerical confirmation of the
secondary drop size distribution characteristics found experimentally.
We return to the main focus of the present subsection, the collection efficiency of liquid on
the surface as a result of single droplet impact. Previously analysed results in Fig. 7.12 indicate
that immediately after the impact itself, the amount of fluid inside the defined collection area
accounts for approximately 90%−95% of the initial fluid mass. The time-dependent collection
efficiency is then influenced by the angle of incidence of the background air flow θ, with more
oblique flows leading to a more rapid depletion of the amount of water retained on the surface.
However Fig. 7.13 revealed that the amount of fluid outside of the collection area, which after
impact mainly consists of satellite droplets blown off as a result of the splash, rarely exceeds
10− 12% and has no marked dependence on the angles of incidence.
A new quantification technique is employed in order to better explore this behaviour and
improve understanding of the dynamics of the entire quantity of fluid inside the domain at
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(a) d = 200 µm. (b) d = 2000 µm.
Figure 7.17: Movement of fluid inside the computational domain as a function of time for a
droplet impact at an angle of incidence θ = 90◦. The dark grey regions show the amount
of fluid inside the collection area, the light grey regions illustrate the amount of fluid outside
the collection area, whereas white regions correspond to the absence of fluid. The sizes are
normalised with respect to the initial area of the droplet. Two cases are presented, of droplets
of initial dimensional diameters of a) D = 200 µm and b) D = 2000 µm.
a given time. Fig. 7.16-7.17 provide this information in the case of the limiting angles of
incidence in our test matrix, θ = 55◦ and θ = 90◦, respectively. Subplots a) indicate the
behaviour of 200 µm drops, whereas subplots b) illustrate the results for 2000 µm-diameter
droplets.
In each of the four plots we identify four main stages of the flow. In the first instance, the
white background from t = 0.0 and up to t = 40.0 indicates that the entire liquid quantity is
outside the computational domain. This is the period during which the background air flow
reaches its steady state and the droplet is yet to enter the simulation. At t = 40.0, a light
grey area appears, marking the initialisation of the droplet outside the collection area. From
that point on and up to t ≈ 50.0 − 55.0 the droplet travels towards the surface of the solid
body and remains outside the collection area during the entire period. Once the near-wall
region is reached, the dark grey regions of the plots signal the approach and eventual impact
of the droplet on the surface. There is still a quantity of fluid outside of the collection area,
which immediately after impact becomes dominated by the secondary droplets splashing away
from the surface. The fluid mass represented in light grey as outside the collection area does
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not exceed 10% during this period. At the same time, as a result of the background air flow
directing droplet fragments towards the lateral boundaries, the total fluid mass in the system
decreases below 100% at a rate which is dependent on the angle of incidence θ. After t ≈ 90.0,
the amount of fluid outside the collection area becomes negligible and liquid is only lost due to
close-surface advection due to the background air flow and the finite size of the computational
domain.
We conclude that in the event of high speed single droplet impact onto a solid surface, small
micron-sized droplets are fully retained on the surface as a result of mild spreading, whereas
droplets of diameters larger thanO(100) µm produce a more intricate splashing dynamics. The
loss of fluid mass associated with the impact amounts to roughly 10 − 12% of the fluid mass
robustly across the studied test cases, incorporating drops of different sizes and a variation in
the angle of incidence of the background air flow. The numerical experiments have provided
useful insight into the different stages of the impact and have resulted in an alternative, more
accurate definition of collection efficiency on a surface. This time-dependent metric accounts
for the amount of fluid mass lost as a result of break-off into smaller liquid volumes and even-
tually satellite drops as a result of the impact. In contrast, traditional methods do not consider
droplet deformation nor topological changes such as emergence or coalescence of secondary
droplets.
From a practical perspective, we note that in realistic conditions high liquid water content
clouds are composed of a considerable number of liquid droplets. Thus multiple drops will
interact with the solid surface as opposed to single impact event scenarios. We therefore expand
the constructed framework to the case of multiple droplet impact in subsection 7.3.2.
7.3.2 Multiple droplet impact
Following a detailed numerical investigation of two-dimensional single drop impact onto
solid surfaces, we proceed with the natural extension to the case of multiple droplets impinging
onto a solid wall. The sketch in Fig. 7.4 is generalised to depict the modelled scenario of n
drops travelling towards the surface in Fig. 7.18.
A number of new parameters result from this more complicated scenario. We begin with
droplet diametersDi, i = 1, . . . , n, which in a typical cloud have a significant variation around
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a mean lengthscale of the order of tens of microns. For simplicity, in the present study we
assume all droplets to have the same diameter, i.e. Di = D¯. An additional important approx-
imation is to assume that there is no lateral displacement (Li = 0 ∀ i ∈ {1, . . . , n}) from
the straight line trajectory illustrated in Fig. 7.18. Droplets are typically randomly distributed
in the three-dimensional space within a cloud. In our model, all droplets are seeded at the
same point in space and advected (and deformed) freely under the action of the background
flow. The inter-droplet distances Si are considered equal to the average value Si = S¯, such
that effectively all droplets are equidistant. A reasonable value for S¯ is obtained using known
physical quantities and a probability-based argument in the following paragraphs.
Figure 7.18: Schematic of the local region of impact of multiple droplets onto the surface of a
solid body at an angle of incidence θ.
The distances between the droplets can be approximated by a simple argument related to
mean inter-particle distance, which is appropriate in the cases of non-interacting particles. A
first derivation is provided by Hertz (1909), while more recent applications in the case of inter-
droplet distances in clouds can be found in the work of Pruppacher & Klett (2012). In the
specific context of water droplets in a cloud, two (related) quantities of interest are often used:
the liquid water content of the cloud wL (in either cm3 of water per m3 of air or in g/m3, see
Wallace & Hobbs (2006)) and the drop concentration nc (in units of drops/m3). In the case of
the liquid water content, the two definitions are linked via ρw = mw/Vw, where mw and Vw are
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the water mass and volume, respectively, in the cloud volume V . With the first unit convention
for liquid water content (cm3 of water per m3 of air), the relationship between wL and nc is
given by wL = (4pi/3)R3nc, where R = D¯/2 is the average dimensional radius of the water
droplets. In our particular case, the averaging is superfluous, since we have already considered
all droplets to be of the same size.
To compute the mean distance between droplets inside a cloud we consider Nc liquid
droplets to be randomly distributed in the three-dimensional volume V . Note that the mean
number density is given by nc = Nc/V . In the general case, a binomial distribution describes
the probability of finding k droplets in a given subvolume Vs as
P (k) =
Nc!
k!(Nc − k)!p
k(1− p)Nc−k, (7.18)
where p is the probability of finding a specific droplet within Vs and is defined to be simply
p = Vs/V . However compared to our domain size, the size of an entire cloud can be considered
large (such that p is small), as does the number of droplets N contained within it. The Poisson
distribution is a suitable choice in this regime, as a limiting case of the binomial distribution.
For the small subvolumes in question in the present investigation, the equivalent of eq. (7.18)
becomes
P (k) =
e−µsµks
k!
, (7.19)
with µs denoting the mean number of droplets in subvolume Vs as µs = ncVs.
The probability of finding the nearest neighbour Pnn(r) of a given drop is defined in a
compound way. First we take into account the probability P1(r) of there being no other droplets
within a spherical volume of radius r centered at the position of the origin of the droplet.
Eq. (7.19) provides the expression to this scenario in the form
P1(r) = e
−µs = e−ncVs = exp
(
−4
3
pincr
3
)
. (7.20)
Secondly we denote by P2(r) the probability of finding at least another droplet within the
spherical shell defined between regions with radii r and r + dr, where dr is considered to be
infinitesimally small. Then P2 = 1 − P (0) = 1 − e−µs . Since within this small region we
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approximate the mean number of droplets to be close to zero, we use e−µs ≈ 1−µs and obtain
P2(r) = µs = ncdVs = 4pincr
2dr. (7.21)
Combining eq. (7.20)-(7.21) gives us the final answer in the form
Pnn(r) = 4pincr
2 exp
(
−4
3
pincr
3
)
, (7.22)
where we have also used the fact that dPnn(r) = Pnn(r)dr. From the probability density
function (7.22), the mean distance between a droplet and its nearest neighbour is given by
s¯ =
∞∫
0
rPnn(r)dr = 4pinc
∞∫
0
exp
(
−4
3
pincr
3
)
r3dr. (7.23)
It is convenient at this stage to use a transformation of variables γ = (4/3)pinr3, such that
s¯ =
(
3
4pinc
)1/3 ∞∫
0
γ1/3e−γdγ =
(
3
4pinc
)1/3
Γ(4/3), (7.24)
with Γ denoting the Gamma function (Abramowitz & Stegun (1964)). After evaluating the
Gamma function and using the relation between the drop concentration and liquid water content
in a cloud wL = 4/3piR3nc, we reach the final result
s¯ =
0.554
n
1/3
c
=
0.893R
w
1/3
L
=
0.446D
w
1/3
L
. (7.25)
Precise values for either wL or nc vary depending on altitude, cloud type and other parame-
ters. In the literature (Gent et al. (1996, 2000); Pruppacher & Klett (2012)), some of the highest
liquid water content clouds are described by wL ≈ 2.5 cm3 of water per m3 of air, correspond-
ing to 2.5 g/m3 in the alternative units. Using eq. (7.25), we obtain an average inter-droplet
distance of s¯ = 32.86d¯.
The previous paragraphs have highlighted assumptions regarding the main parameters in
the model and in particular the derivation of a crude approximation of the inter-droplet distance.
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Multiple aspects could potentially be the subject of improved modelling, a few of which are:
• all droplets have been assumed to be of the same size, but the diameters should be derived
from the discussed Poisson distribution, accounting for the real-life variability. This im-
provement would be especially appropriate when a large number of droplets n is included
into the model;
• in the derivation, the drops were assumed to be randomly distributed in space rather than
impacting the surface in the form of a train of droplets with no lateral displacement;
• the influence of other droplets impinging onto the surface in neighbouring regions is
neglected;
• some arguments are based on the three-dimensional space within a cloud, whereas the
results are applied in the context of two-dimensional calculations.
The approximation exercise provides us with reasonable parameter values obtained from phys-
ical considerations and a simplified parameter space, which can be more easily studied in a
systematic manner. We therefore believe the constructed framework to be a good basis for
subsequent computational experiments.
Numerical specifications such as the boundary and initial conditions, the size of the com-
putational boxes and the imposed grid refinement coincide with the configuration from the
previous subsection 7.3.1. One important addition is the imposition of a maximum level of
refinement along a strip aligned with the expected trajectory of the droplet. For example, in
the case of a normal angle of incidence, we further refine inside −1.25 < x < 1.25. The other
notable difference is an extension of the runtime up to t = 200.0 (as opposed to t = 120.0
previously).
In the light of the previous discussion, we consider a relatively small inter-droplet distance
of s¯ = 25.0d¯, pertaining to very dense clouds in order to stimulate additional splashing. Using
the spacing between droplets and the imposed background air flow velocity U∞, we convert
the distance between the droplets to a dimensionless time interval separating the initialisation
of the droplets inside the computational domain with an origin at the same location (xi, yi) =
(0.0, 7.0). As a consequence of the non-dimensionalisation procedure using the same reference
lengthscale (drop diameter) and reference velocity U∞, the value of the inter-droplet distance
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has a direct dimensionless temporal equivalent in the form of t¯ = ti+1 − ti = 25.0, where
i = 1, . . . , n and t1 = 40.0 as in the case of the single droplet impact.
The final parameter in the problem is the number of droplets n to be used in the direct
numerical simulations. Ideally, n should be as large as possible in order to provide extended
information regarding the splash dynamics of a sufficient number of droplets. However the
expensive computations limit the value of n. We also take into account that irrespective of
the value of n, the first and last droplet will have a particular individual behaviour. The first
droplet is the only one to impinge onto a solid surface. Subsequent droplets, especially in
the constructed scenario of small inter-droplet distances, will encounter a surface already (at
least partially) covered in liquid. Each droplet will impact onto the accumulated fluid mass
on the wall, with the fluid from the last droplet not suffering the consequences of additional
impingement. The principal aim of the present subsection is to better understand the evolution
of the collection efficiency as a result of the impact of the intermediate droplets. We are hopeful
that self-similarity is observed in the solutions, in which case the results could be extrapolated
to even more complex situations with a significantly larger number of droplets in the system.
We consider a series of tests containing six direct numerical simulations, accounting for
three possible dimensional droplet diameters of D ∈ {20 µm, 200 µm, 2000 µm} and two
angles of incidence, θ = 60◦ and θ = 90◦. In each computation we impose n = 4 droplets to
enter the computational domain at t1 = 40.0, t2 = 65.0, t3 = 90.0 and t4 = 115.0, respectively.
We focus on the cases with large diameter droplets of D = 2000 µm in the presentation of the
results. Modelling the dynamics of the larger supercooled droplets which generate stronger
splashing is the main motivation behind the study.
An illustration of the flow at t = 115.0 is presented in Fig. 7.19, with the fluid-fluid in-
terfaces highlighted in black and the vorticity field in the background. The respective time
coincides with the initialisation of the last droplet at a distance of several diameters away from
the surface on which the three previous droplets have already impinged and formed a thin liquid
film. Pronounced splashing is also visible.
A particular advantage of this type of investigation is the ability to inspect and quantify the
behaviour of each individual droplet, as well as the entire fluid mass. Fig. 7.20, apart from
showing details regarding the imposed mesh refinement, also shows the four fluid-fluid inter-
faces in different colours. We thus have the necessary information to assess the contribution to
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Figure 7.19: Snapshot of the flow at t = 115.0 illustrating multiple droplets of dimensional
diameterD = 2000 µm impinging onto a solid surface at an angle of θ = 90◦ (see arrows). The
fluid-fluid interfaces are shown as black lines and the background colour is given by vorticity.
Figure 7.20: Adaptive mesh refinement at t = 115.0 for the impact of multiple droplets of
dimensional diameter D = 2000 µm impinging onto a solid surface at an angle of θ = 90◦ (see
also Fig. 7.19). The mesh is refined close to the surface, as well as adaptively with respect to
the fluid-fluid interface and vorticity (background colour). The individual fluid-fluid interfaces
are coloured in order of initialisation as blue, green, red and white.
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both retention and splashing from each of the four droplets, an aspect which is exploited in dis-
cussing further details about the time-dependent collection efficiency for the multiple droplet
impact scenario.
Figure 7.21: Time-dependent collection efficiency in the case of multiple droplet impact at
an angle of incidence θ = 60◦, represented as a percentage of the initial droplet volume of
a single droplet. All droplets are described by a dimensional diameter of D = 2000 µm.
The different shades of grey represent the contributions of individual droplets to the overall
collection efficiency.
We first analyse the impact at a non-normal angle of incidence of θ = 60◦. Collection
on the surface is defined in a similar manner as in the previous subsection, by measuring the
amount of fluid in the region y ∈ [0, hc = r] adjacent to the solid surface. Fig. 7.21 presents
the cumulative water retention on the surface throughout the simulation using this metric. The
fluid mass belonging to each of the four droplets is highlighted in different colours, from dark
grey (for the first droplet) to progressively lighter shades until the fourth and final droplet.
Up to t ≈ 55.0, at which time the first droplet reaches the near-wall region, there is no
liquid on the surface. The typical rise in collection efficiency from 0% to nearly 100% is then
visible, very similar to the behaviour described in the case of single droplet impact, scenario
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which still applies up to this point. All reported quantities are computed in reference to the area
of a single droplet. The quantity of fluid in the system slowly decreases up to the time when
t ≈ 80.0 as a result of splashing and fluid mass loss due to finite domain effects, by which time
approximately 80% of the mass of the first droplet is still in the collection area. Thereafter we
notice a sharper decrease in the amount of fluid in the collection area, following the impact
of the second droplet onto the deposited liquid resulting from the first impact. It is interesting
to note that only on first impact does this accelerated loss of mass occur. At t ≈ 105.0 and
t ≈ 130.0, when the third and fourth droplets impinge onto the primarily liquid surface, no
modification in the rate of loss of mass is observed. In fact, as anticipated, the effects of the
second and third droplet on the overall collection efficiency are very similar, with the overall
retention rate initially increasing by roughly 80%, followed by an approximately monotonic
decrease.
Figure 7.22: Fluid outside the collection area in the case of multiple droplet impact at an angle
of incidence θ = 60◦, represented as a percentage of the initial droplet volume of a single
droplet. All droplets are described by a dimensional diameter of D = 2000 µm. The different
shades of grey represent the contributions of individual droplets to the overall volume of fluid
outside the defined collection area.
7.3 Results 190
We highlight that almost the entire liquid in the collection area initially belonging to the
second droplet eventually leaves the computational domain, while the liquid film created as a
result of the impact of the first droplet remains for a longer period of time, as much of its mass
is constrained close to the point of impact by subsequent impingement events. Interestingly,
the overall collection efficiency (the contour of the individual contributions), appears to peak at
an upper limit of less than 200%. While reaching the highest achievable value for the number
of droplets n = 4 of 4×100% = 400% was not to be anticipated, the total value is considerably
smaller than might have been expected and the direct numerical simulations indicate that the
collection efficiency may not rise beyond the level of 200% under the modelled conditions.
Figure 7.23: Time-dependent collection efficiency in the case of multiple droplet impact at
an angle of incidence θ = 90◦, represented as a percentage of the initial droplet volume of
a single droplet. All droplets are described by a dimensional diameter of D = 2000 µm.
The different shades of grey represent the contributions of individual droplets to the overall
collection efficiency.
The amount of fluid outside the collection area as a function of time is presented in Fig. 7.22.
Vertical columns describe the interval between the initialisation of each droplet and its entering
the collection area. The amount of fluid splashed away from the surface increases by approx-
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Figure 7.24: Fluid outside the collection area in the case of multiple droplet impact at an angle
of incidence θ = 90◦, represented as a percentage of the initial droplet volume of a single
droplet. All droplets are described by a dimensional diameter of D = 2000 µm. The different
shades of grey represent the contributions of individual droplets to the overall volume of fluid
outside the defined collection area.
imately 10% with each subsequent droplet impact in a first observable peak, while a second
local maximum in the case of each droplet i is observed at the time when droplet i+1 impinges
onto the liquid surface, causing further fragmentation into additional droplets. This property is
observed cleanly in the case of the contribution of the second droplet at t ≈ 105.0. As opposed
to the collection efficiency, the amount of splashing is steadily incremented at a rate of 10%
per droplet.
When a normal angle of incidence of θ = 90◦ is imposed for the background air flow,
an analogous movement of the liquid inside the domain can be observed. Fig. 7.23 displays
the collection efficiency, while Fig. 7.24 illustrates the amount of fluid outside the collection
area as a function of time throughout the simulation. A notable difference however is the
more pronounced effect of subsequent impacts onto the liquid mass accumulated at the point
of impact (see also Fig. 7.19). After the early stages of each impact and the initial loss of
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fluid mass, the collection efficiency stabilises to an almost flat value. However the next droplet
impinging onto the liquid film prompts a much stronger splash and rapid loss of mass. Each
droplet now has an initial contribution of approximately 20% to the amount of fluid outside the
collection area, with the impacts producing further splashing of the previous deposited liquid
structures. The overall collection efficiency is considerably higher than in the case of impact at
an angle, partly due to more fluid being retained close to the impact region under a less potent
horizontal velocity field close to the surface.
The key finding of the previous computational studies has been the identification of repeat-
ing features in multiple droplet impact scenarios, further alluding to self-similarity properties
of the flow. Yarin & Weiss (1995) have previously reported a comparable behaviour in the case
of multiple drop impact at much smaller impact velocities of up to 30 m/s. The preservation of
structure in the flow even in aerodynamic conditions is very promising from a practical view-
point. While additional investigations are required to enhance understanding of this behaviour,
the possibility to further generalise is encouraging. The number of droplets considered in the
system could then hypothetically increase considerably, reaching timescales that would also
correspond with phase transition effects and ice formation on the larger scale of the flow past
wing or nacelle surfaces.
Starting from the property that following a first drop impact onto a solid surface, the re-
maining droplets impinge onto a liquid rather than a solid surface, in subsection 7.3.3 we study
the problem of impact onto a liquid film of finite depth in more detail. The investigation is
extended to examine the impact onto liquid pools in three-dimensional geometries in subsec-
tion 7.3.4.
7.3.3 Impingement onto liquid surfaces
The flow geometry for droplet impingement onto a liquid pool of finite depth is sketched
in Fig. 7.25. We consider a single droplet of diameter D impacting onto a liquid film of
dimensional thickness H0, formed as a result of previous droplet impacts. We maintain our
interest in flow at both normal and oblique incidence and are primarily concerned with the
amount of droplet fluid being retained inside the liquid layer as a result of the impact.
An important modification to the flow conditions is introduced at this point in order to
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Figure 7.25: Schematic of the local region of impact of a single droplet onto a liquid film of
thickness H0 at an angle of incidence θ.
avoid the difficulties of modelling oblique stagnation-point flow onto a liquid layer without
any approximation. As a result of the background air flow impinging onto the liquid resting
on the solid wall, the fluid-gas interface is expected to undergo significant deformation. The
instabilities may play a dominant role, thus further complicating an already challenging prob-
lem. Should the stagnation-point flow in itself become a future investigative goal, the model
and subsequent analysis can be simplified by a series of useful assumptions. Such an exam-
ple is the study of Blyth & Pozrikidis (2005), in which the interface is assumed to always be
flat and parallel to the wall. The rate of film thinning can be analysed under the respective
simplifications by combining exact similarity solutions and an evolution equation for the film
thickness.
Hereinafter, instead of an imposed background air flow resembling oblique stagnation-
point flow, we consider the surrounding gas and the liquid inside the pool to be at rest. We then
impose a velocity field U = (U, V ) inside the droplet, directing it towards the pool at an angle
of incidence θ. The droplet and pool consist of the same fluid. This model closely resembles
laboratory conditions where drops impact stationary liquid covered surfaces of variable depth,
with many examples presented in the introduction of the current chapter 7.1. A snapshot of
the flow at t = 0.0 is displayed in Fig. 7.26, highlighting the initial conditions in the present
configuration.
Droplets of two dimensional sizes are considered, D = 20 µm and D = 200 µm. All
remaining parameters (in particular U∞ and the setup of the computational box) coincide with
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Figure 7.26: Initial velocity conditions (see arrows) for the impact of a droplet onto a liquid
film at an angle of incidence of θ = 90◦. The liquid is coloured in red and the surrounding gas
(air) is depicted in blue. The fluid-fluid interfaces are highlighted in black.
previous subsections, recalling that the density ratio r = 100.0 and viscosity ratio m = 13.53
between the liquid and the ambient gas. The only newly introduced parameter is the thickness
of the liquid layer, h0 in dimensionless notation. The undisturbed film surface is placed either
at a distance of one droplet radius r above the solid wall (referred to as the deep pool case) or
0.25 radii above the surface (shallow pool case). A distance of 0.1r is imposed between the
impacting drop and the liquid film at t = 0.0. Angles of incidence of θ = 60◦ and θ = 90◦
are analysed, leading to a series of eight direct numerical simulations for the two possible drop
diameters, liquid film thicknesses and angles of incidence.
Since all fluid motion is concentrated close to the impact point, we allocate a substantial
number of degrees of freedom to describe the flow dynamics in this region. A maximum level
of mesh refinement of nr = 14 is enforced, such that the number of degrees of freedom would
be (2 × 2nr) × 2nr = 22nr+1 = 229 ≈ 5.36 × 108 in the case of a uniform mesh. This also
translates to 820 points distributed across the droplet diameter, meaning that the resolution is
sufficient to capture sub-micron structures of 0.025 µm in the case of droplets of D = 20 µm
and scales of 0.25 µm in the case of D = 200 µm-diameter droplets. With adaptive mesh
refinement focusing on the representation of the fluid-fluid interfaces and variations in vorticity,
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computations require less than 2.32×106 degrees of freedom due to the localisation of the flow
in the near-impact region.
Figure 7.27: Vorticity field (background colour) at t = 0.2 for the impact of a droplet of
dimensional diameter of D = 20 µm. The fluid-fluid interface of the droplet is shown in green,
whereas the liquid film interface is coloured in black.
Fig. 7.27 presents a snapshot of the flow after 0.2 non-dimensional units for the case of the
D = 20 µm drop. Ejecta sheets have formed on either side of the drop, with a small number
of secondary drops breaking off prior to the re-impingement of the ejecta sheet onto the main
body of liquid. An advantage of the direct numerical simulations is the possibility to visualise
the liquid inside the drop and the liquid pool either separately or as a single mass of fluid.
The contour of the drop is highlighted in green in Fig. 7.27. We stress that owing to the more
delicate flow features and the more refined meshing, the evolution of the flow is only tracked
up to t = 5.0, significantly less than the 120.0 or 200.0 time units investigated in the cases
of droplet impact onto a solid surface. In the present subsection we restrict our attention to
detailed flow characteristics occurring during the very early stages of the impact.
At a qualitative level, the impact of the smaller droplets is characterised by relatively mild
splashing, with the continuous structure of the ejecta sheet maintained well into the simulation.
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Single air bubble entrapment (see also Berberovic´ et al. (2009) and Thoroddsen et al. (2012))
between the liquid interfaces is already visible in Fig. 7.27. The dynamics of the air bubble
in time is further highlighted in Fig. 7.28. The bubble, now coloured in red, evolves from the
initial almost flat shape into a circular form by t = 0.6. The motion and deformation of the air
layer is well captured by the imposed selective mesh refinement.
(a) t = 0.2. (b) t = 0.4. (c) t = 0.6.
Figure 7.28: Time evolution of the shape of the entrapped bubble in the case of the impact of
a droplet of dimensional diameter of D = 20 µm onto a liquid film at an angle of θ = 90◦.
Water is shown in blue, whereas the entrapped bubble (air) is coloured in red. The fluid-
fluid interfaces are highlighted in white. The grid cells illustrating mesh adaptivity around the
interfacial region are also presented.
In the case of larger droplets (see Fig. 7.29), the splashing is much more violent. The left
panel illustrates how the ejecta sheet is quickly broken off into a large number of secondary
drops. The fluid-fluid interface, even above the surface of the film, undergoes significant de-
formation in the form of oscillations. Rather than a clean impact with the formation of a
single trapped bubble, Fig. 7.29b exhibits the formation of vortical roll-up structures. A com-
prehensive study of the von Ka´rma´n vortex street within an impacting drop at lower impact
velocities has been recently presented by Thoraval et al. (2012). Observing even traces of this
structure at impact velocities of O(100) m/s is thought-provoking. However the investment of
computational resources must be adequately improved, both in terms of degrees of freedom
and selective meshing criteria, in order to better understand this mechanism beyond a brief
qualitative inspection.
From the perspective of water collection efficiency, in this scenario we investigate the
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(a) D = 200 µm, t = 0.2. (b) von Ka´rma´n vortex street detail, t = 0.2.
Figure 7.29: a) Droplet impact of dimensional diameter D = 200 µm at an angle of incidence
of θ = 90◦ onto a liquid film (red) after t = 0.2 non-dimensional time units. b) Highlight of the
vortex roll-up structures formed in the region of interfacial contact between the droplet and the
liquid film (see also Thoraval et al. (2012)). The local grid resolution is shown in both figures.
amount of droplet fluid retained inside the film during the impingement process. A similar
study is performed in order to measure the amount of fluid originating from the liquid film
displaced as a result of the impact. We take advantage of the dual definition of the liquid inside
the computational domain, treating the fluid originating from the droplet or film as separate.
While they are composed of the same fluid, the liquid masses are marked so as to replicate the
effect of a dye in experimental conditions. The first quantity measured is the amount of droplet
fluid below the height of the liquid film, such that y ∈ [0, h0], while the equivalent calculation
for the fluid in the liquid film takes into account the amount of dyed film fluid mass located at
y > h0.
Interestingly, there is a strong similarity of results in the case of impingement of the two
drops of different diameters (D = 20 µm or D = 200 µm). Due to the more detailed charac-
teristics of the impact of the larger droplets, advancing beyond t = 2.5 proved computationally
demanding. We therefore report on the fully evolved solutions for D = 20 µm-diameter
droplets in Fig. 7.30, bearing in mind that up to t ≈ 2.5 the equivalent tests for D = 200 µm-
diameter droplets share the same behaviour.
Fig. 7.30a depicts the dynamics in the case of the deep pool of height h0 = d/2. All quanti-
ties are normalised by the initial area of the droplets. In the case of impact at a normal angle of
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(a) Deep pool, H0 = D/2 = 10 µm. (b) Shallow pool, H0 = D/8 = 2.5 µm.
Figure 7.30: Displacement of fluid inside the computational domain for the impact of a 20 µm
diameter droplet onto a liquid film of thickness a) 10 µm and b) 2.5 µm. White symbols
correspond to an impact at an angle of incidence of θ = 60◦, while grey symbols illustrate the
results for an angle of incidence of θ = 90◦. Circles are used to present the quantity of fluid
from the droplet permeating inside the liquid film. Diamonds show the amount of liquid from
the liquid film displaced as a result of the impingement of the droplet. All sizes are normalised
by the initial area of the droplet.
θ = 90◦ (dark symbols), we notice an approximately linear increase of the amounts of fluid be-
ing displaced at either side of the reference line y = h0, during the first 1.5 dimensionless time
units. After reaching an 80− 85% permeation level, the droplet liquid mass (circles) begins to
steadily decrease as the ejecta sheets further evolve above y = h0, while the entire remaining
droplet mass is submerged under the initial height of the liquid film. On the other hand, the
lateral evolution of the crater edges incorporates more and more of the fluid originating from
the liquid film and the fluid mass being ejected above y = h0 maintains a steady increasing
behaviour. The oblique angle of incidence of θ = 60◦ does not alter the fundamental fluid
ejection mechanism. Nevertheless, as a result of the preferred directionality, more droplet fluid
is embedded into the right fluid neck and less than 70% of the initial amount of droplet liquid
enters the liquid film at its maximum at t ≈ 2.0. The difference of 10 − 15% is noticeable in
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the difference between the evolution of the liquid pool curves (diamonds) at the two different
angles of incidence.
The large gap between the curves representing fluid originating from the droplet and the
liquid film is occupied by the surrounding gas (air) entering below the y = h0 reference line as
a result of the crater formation after impact. The continuous lateral displacement of the liquid
crown and its entrainment of increasingly larger quantities of fluid film, forces the ambient gas
to occupy larger regions initially taken up by the stationary liquid film. Under the conditions
of an active background air flow, such as the stagnation-point flow of the previous subsections,
the dynamics would be strongly affected. The ejected fluid would be likely to re-impinge at a
different location, causing significant deformations of the liquid film, perhaps even generating
wave propagation along the surface of the liquid film.
Impact onto a shallow pool of an eighth of the initial drop diameter is illustrated in Fig. 7.30b.
During the first dimensionless time unit, the same evolution as in the case of the thicker film
can be observed. However the rate of permeation of the droplet fluid under y = h0 (or pool
fluid above y = h0) decreases as the impingement quickly reaches the near wall region. As the
fluid spreads, most displacement takes places laterally rather than normally in the direction of
impact. Thus the collection of droplet fluid inside the film takes place on a longer timescales
and less than 50% of the initial droplet mass is incorporated into the liquid film by the end of
the simulations at t = 5.0. The decelerated impingement process allows us to better observe
some of the initially less evident features of the flow. The slight rise at t ≈ 3.5 in the case of
the collected drop fluid (dark circles) is due to the re-connection of the tip of the ejecta with
the liquid film further away from the early impact region. The structure had entrained a small
amount of droplet fluid during the initial impact, which has now been transported back into the
liquid film and below y = h0 as a result of the stretching and subsequent bending of the ejecta
sheet.
The large velocities imposed in these tests cause a highly non-trivial evolution of the flow
on multiple scales. Despite faithfully reproducing some of the well-known flow features asso-
ciated with drop impact problems, the two-dimensional approximation is likely to be inaccurate
on a longer timescale. Azimuthal effects and instabilities are expected to play an important role
beyond the very early impact stages. Even an axisymmetric formulation would fail to capture
all structures in this challenging regime. A three-dimensional generalisation is thus proposed
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in subsection 7.3.4.
7.3.4 Three-dimensonal generalisation
The three-dimensional generalisation discussed here is a direct extension of the model in
the previous subsection. Guided by the drop deformation and the evolution of the crown within
O(1) dimensionless time units in two dimensions, we conclude that a reduction of the compu-
tational domain to a single box of side L = 5D is adequate in order to restrict the number of
degrees of freedom without artificially influencing the evolution of the flow with near-boundary
effects.
The computational box is described by −2.5 < x < 2.5, 0.0 < y < 5.0 and −2.5 <
z < 2.5. We use a level of mesh refinement of nr = 10, such that the number of degrees of
freedom in three dimensions becomes = 23nr = 230 ≈ 1.07×109 at every timestep when using
a uniform mesh. Employing adaptive mesh refinement is a necessary step, with computations
reaching a maximum ofO(107) degrees of freedom in the later stages of the flow characterised
by a large number of secondary droplets. A considerable reduction in the number of degrees of
freedom of more than two orders of magnitude from the uniform mesh case is thus performed.
The computations presented in this subsection have been the most challenging (and expensive)
numerical experiments performed in this thesis.
We study two cases of droplet impact onto a liquid pool at angles of incidence of θ = 60◦
and θ = 90◦, respectively. The dimensional diameter of the droplets is taken to be D = 1
mm and the impact velocity is reduced to U∞ = 10 m/s. The ambient gas is considered to be
air again and in the case of the liquid we impose unmodified density and dynamic viscosity
ratios r = 773.24 and m = 104.65. This translates to dimensionless parameter groups Re
= 5.55 × 104, We = 1322 and splashing parameter K = 3.11 × 105. The liquid film is of a
depth equal to two droplet diameters. Initially, the droplet is placed at a half-radius distance
above the surface of the liquid film and an initial velocity field is prescribed inside the droplet,
directing it towards the pool at the desired angle. A schematic of the problem, alongside an
illustration of initial conditions and mesh resolution, is presented in Fig. 7.31. We also note that
204 cells are distributed across the diameter, meaning that for the 1 mm droplet, the smallest
scale accounted for is of the order of 5 µm. Adaptive mesh refinement is imposed with respect
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(a) Computational domain. (b) Initial conditions and mesh refinement.
Figure 7.31: a) Computational box and highlight of the initial droplet (blue) and film (white)
fluid-fluid interfaces. b) Computational grid and initial velocity conditions for an impact at an
angle of incidence of 60◦ (see arrows).
to the deformation of the fluid-fluid interfaces and the variation of the vorticity inside of the
domain.
A detailed illustration of the impact at a normal angle of incidence at t = 0.8 (one dimen-
sionless time unit corresponds to 10−4 s) is presented in Fig. 7.32. In subplot a) we plot the
fluid-fluid interfaces, colouring the liquid initially inside the droplet in blue and using white
for the liquid originating from the film. We stress that the droplet and film consist of the same
fluid (water), and the colouring is simply a visualisation technique used to allow a detailed
inspection of the flow. The ability to distinguish between the two fluid masses is an important
advantage, which would be very difficult to replicate experimentally even when using large
contrast dyes, due to the scales involved. Subplot b) shows the contour of the droplet and the
mesh refinement at the respective timestep, having selectively removed the liquid film from the
image. Mesh refinement around the liquid pool interface can still be observed. The enhanced
resolution capturing the evolution of the liquid crown is also visible. Finally, in subplot c) we
remove the droplet and highlight the interface of the liquid pool, using a pressure-dependent
colouring scheme. High pressure regions (red) are formed at the front of the impact region,
while moderate increase in pressure can also be observed at the level of the secondary droplets
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(a) Droplet (blue) and liquid film (white).
(b) Droplet and mesh detail. (c) Liquid film (pressure-coloured) detail.
Figure 7.32: Flow snapshot of drop impact at an angle of incidence θ = 90◦ at t = 0.8,
illustrating details of the fluid-fluid interfaces in the resulting splash.
in the corona.
The drop deformation and development of the crown is inspected from below in Fig. 7.33,
highlighting the detailed features of the impact region in which the fluid-fluid interfaces adhere
to one another or entrap gas bubbles. Separating the droplet from the liquid film presents
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Figure 7.33: Visualisation of the impacting drop (blue) from below. Mesh refinement is ob-
served around the detailed flow structures.
us with the opportunity to analyse a striking feature that emerges subsequent to the impact.
Well-structured fluid rings are formed at regular intervals at the outer edge of the ejecta sheet.
The rings, also subjected to radially outward directed stresses, eventually break up into small
drops at approximately every 90◦ in a frame moving on a horizontal plane along the crown (see
Fig. 7.32). A more detailed view of the ring formation is shown in Fig. 7.34 in a vertical cross-
section through the computational box, zooming into the region of interest. The left panel of
this figure reveals the underlying computational cells at the respective timestep, while in the
right panel the droplet fluid is plotted in a stronger contrast. Rotating the small drops around
the appropriate axis of the computational box (much like in an axisymmetric setup) produces
the fluid rings highlighted in a full three-dimensional visualisation in Fig. 7.33.
The breakup of the liquid thread into a stream of droplets (which extend to rings in three
dimensions) may be evidence of a surface tension induced physical process. Area minimisation
(with preservation of volume) is observed in the case of the Plateau-Rayleigh instability in the
case of liquid jets or threads. It is important to underline that pinch-off into droplets takes place
at scales of the order of several nanometres. This suggests that the break-up into individual
droplets is accelerated by the limited resolution rather than a direct result of the underlying
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(a) Adaptive mesh refinement. (b) Droplet highlight.
Figure 7.34: Liquid sheet breakup detail, angle of incidence θ = 90◦. a) Computational grid,
with cells adapting to the motion of the interface and the vorticity inside the flow. b) Fluid-
fluid interfaces plotted in blue (droplet) and black (film), with a colour scheme employed to
highlight the fluid inside the droplet.
physical mechanism. An improved allocation of computational resources (as well as increased
numerical capabilities) would allow for a more careful analysis of the precise cause of the
break-up. Such a study is beyond the scope of the present investigation, however may be the
subject of future work, particularly since the volume-of-fluid package Gerris is well-suited for
such an examination. A full three-dimensional example computation of the Savart-Plateau-
Rayleigh instability of a water column is one of the test cases of the platform.
The summary of the case of three-dimensional drop impact on a liquid surface at an angle
of incidence of θ = 60◦ is provided in Fig. 7.35. The illustration is the direct counterpart
of Fig. 7.32, which was previously used to present flow at a normal angle of incidence. The
features of the two flows are very similar, with the expected more pronounced splashing in
the direction of impact in the case of oblique impact. Note that the deformations caused by
small scale droplets rimpinging onto the surface of the liquid film are particularly visible in the
bottom region of subplots a) and c) of Fig. 7.35.
The interfacial rupture within the ejecta sheet and in general the crown splash and promi-
nent break-up into secondary droplets leads to the natural question of droplet distributions,
especially at the final stages of the evolution of the flow. Fig. 7.36 shows the distribution of the
droplet volumes inside the computational domain at t = 0.6 for the impact at an angle of inci-
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(a) Droplet (blue) and liquid film (white).
(b) Droplet and mesh detail. (c) Liquid film (pressure-coloured) detail.
Figure 7.35: Flow snapshot of drop impact at an angle of incidence θ = 60◦ at t = 0.8,
illustrating details of the fluid-fluid interfaces in the resulting splash.
dence of θ = 60◦. In the top left panel we outline the results in the case of secondary droplets
originating from the drop, while in the corresponding bottom panel the drops belonging to
the liquid film are shown. Both cases again reveal a well-balanced log-normal distribution,
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Figure 7.36: Droplet distribution at t = 0.6 for the fluid constituting the droplet (above) and
the liquid film (below) for an impact at a θ = 60◦ angle of incidence. The areas of all droplets
in the domain are normalised with respect to the area of the initial droplet. The black lines
indicate the result of applying a one-dimensional Gaussian filter to the approximately log-
normal distribution. The image on the right presents the evolution of the number of droplets
inside the domain, distinguished in terms of their origin (droplet or film).
with a mean volume of 10−6 times the original impacting drop volume. If approximated as
spherical, the average secondary drop would have a diameter of roughly 10 microns, which
spans slightly more than two cells in each dimension, with the smallest cell size given by 4.88
microns. Given the present grid construction, we anticipate structures at micron scale to be
faithfully reproduced, size below which detailed features could only be captured under im-
proved mesh refinement. Thus no secondary drops of volumes less than 10−9 − 10−8 relative
to the initial drop volume can be studied under the current setup due to the limited resolution.
Fig. 7.36 confirms that this is indeed the case, as the variation interval for the secondary drop
sizes spans several orders of magnitude, with the smallest droplets captured having volumes of
O(10−9), while the largest reach a volume 10−3 times smaller than the initial spherical drop.
Enhancing the quality of the discretisation would provide further insight into sub-micron scale
phenomena, which strongly affect the break-up dynamics and are thus of great interest in future
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Figure 7.37: Droplet distribution at t = 0.6 for the fluid constituting the droplet (above) and
the liquid film (below) for an impact at a θ = 90◦ angle of incidence. The areas of all droplets
in the domain are normalised with respect to the area of the initial droplet. The black lines
indicate the result of applying a one-dimensional Gaussian filter to the approximately log-
normal distribution. The image on the right presents the evolution of the number of droplets
inside the domain, distinguished in terms of their origin (droplet or film).
investigations.
The number of secondary droplets is plotted as a function of time in the rightmost panel
of Fig. 7.36. The first droplets emerge at t ≈ 0.35 as a result of the deformation of the fluid
inside the film and the formation of the liquid crown. Secondary drops begin breaking off from
the droplet 0.05 dimensionless units later. A rapid increase in the number of droplets to almost
O(103) is observed as a result of fragmentation of both volumes of liquid, with the breaking of
the fluid rings into drops eventually contributing to a marginally larger number of secondary
drops originating from the initial spherical volume. The smaller number of drops emerging
from the pool can also be explained in light of the oblique angle of incidence. Significant
deformation occurs asymmetrically in the impact region, with the ejecta sheet in the direction
of impact being thicker and less prone to break-up.
An equivalent summary of the drop volume distribution and dynamics is provided in Fig. 7.37
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in the case of a normal angle of incidence. While distributions do not differ drastically from
previously discussed results, there is a strong increase in the total number of droplets in the
system, with the rightmost panel indicating an almost double count when compared to its coun-
terpart in Fig. 7.36. We also stress that, due to approximately symmetric evolution of the crown
splash, thinner filaments, which are more prone to rupture, form around the impact region in
every direction (see Fig. 7.32). Therefore the number of secondary drops originating from
the liquid pool eventually exceed the fragments of the initial spherical drop by a considerable
margin.
7.4 Discussion
We conclude the chapter by presenting a brief outline of the main findings discussed in the
previous subsections.
An alternative definition to the concept of water collection was proposed, whereby droplet
deformation and splashing as a result of impingement onto solid or liquid covered surfaces was
taken into account. Traditionally such calculations involve a de-coupling of the background
air flow and droplet dynamics. Herein the liquid drops fully interact with the flow and no
assumptions are made in regard to particle trajectories, which are computed as part of the
time-dependent solution.
Rather than focusing solely on the larger lengthscales of the flow (of the order of an airfoil
chord or nacelle diameter), we modelled the local flow near the impact point of a given drop
and studied the impingement process in more detail. The state-of-the-art computational tools
used in the present investigation allowed a thorough examination of the mass of fluid collected
onto the surface. Topological changes such as droplet break-off or coalescence, as well as
potential subsequent re-impingement of smaller fragments have been taken into account. The
water collection efficiency was regarded as a time-dependent quantity measuring the fluid mass
within a given distance from the solid surface in the normal direction.
In a background air flow resembling the classical oblique stagnation-point flow, we pre-
served the angle of incidence as a parameter in the computation and first studied the impinge-
ment of single droplets onto solid surfaces. Small drops with a diameter of the order of tens
of microns were found to exhibit a spreading behaviour with virtually no loss of mass as a
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result of the impact, while larger droplets (of O(100) µm or O(1) mm diameters) resulted in
violent impact. Strong splashing lead to approximately 10% of their initial mass being driven
away from the near-surface region in the form of satellite droplets, irrespective of the angle of
incidence of the impact.
We proceeded with a study of multiple droplet impact onto a solid surface, which is more
representative of realistic conditions of aircraft flying through clouds. The solid surface comes
into contact with a large number of droplets and except for the very first few impact events,
subsequent impingement takes place on a surface coated in the fluid resulting from previous
impacts. We proposed a mathematical model in which a train of droplets is advected towards
the surface. Based on a mean inter-particle distance probability argument, the distance between
the droplets is found to be of approximately 25 droplet diameters, depending on the liquid
water content of the clouds. With the exception of the first and last impact, the collection
and splashing dynamics reveal self-similarity properties, which can be used in order to project
detailed results from numerical experiments with a small number of droplets to more extended
studies.
Finally, we turned our attention to the more detailed features of impact onto liquid coated
surfaces in the absence of a background flow, examining well known physical phenomena
such as bubble entrapment and vortical roll-up at the level of the fluid-fluid interfaces. Both
two- and three-dimensional geometries have been considered. The permeation of droplet fluid
inside the liquid film was studied for a variety of droplet sizes and angles of incidence. Given
the possibility to inspect flow quantities in detail and separate liquid originating from the drop
or the liquid film, an individual analysis of the evolution of the secondary droplet number and
their distribution was also conducted in the case of each fluid mass.
While several promising results have been obtained in the context of high-speed droplet im-
pingement and water collection efficiency, a number of potential research directions have also
been identified. Both fundamental problems and application-oriented extensions are discussed
in section 9.2.
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Chapter 8
The effect of thin liquid films
on boundary-layer separation
Abstract
In this chapter we present an extension of the viscous-inviscid interaction asymptotic frame-
work, incorporating a class of multi-fluid systems arising in high speed flow conditions. As a
result of rainfall during the ascent or descent stages of the flight or of de-icing operations on
the ground, a thin layer of viscous liquid is formed above the solid surface. The presence of
the fluid film leads to significant changes in boundary-layer behaviour and we are primarily
interested in its effects in the context of flow separation.
Based on an inspection analysis of the two-phase flow, we formulate a modified triple-deck
model which accounts for the presence of the additional layer and integrates the information
from the viscosity and density contrast in the fluids into the governing equations and associated
boundary and interfacial conditions. An analytical solution is obtained for the linearised flow,
allowing the examination of changes in the quantities of interest, primarily pressure and skin
friction perturbations, that reflect the sensitivity of the flow to the separation process.
The consequences of the presence of the liquid film are illustrated through two typical
examples encountered in flows past aircraft wings, namely surface roughness elements and
corners/flap junctions. We validate the results in the limit where no liquid film is present and
find excellent agreement with classical studies in this area. Geometrical information is kept
general until the very last steps of the analysis and thus the derived model can be used in the
case of additional surface features.
Chapter 8. The effect of thin liquid films on boundary-layer separation 211
The primary goal of the chapter is to address the question of whether the thin liquid layer
acts to suppress or promote boundary-layer separation. We find that an increase in liquid film
height (within its asymptotic scaling) contributes to a delay in the onset of separation. Further-
more, the main flow features, represented by local extrema in the perturbed flow quantities, are
shifted further downstream within the interaction region.
The initial model, constructed on the basis of realistic parameters of air and water flow,
is then generalised to account for any two given (incompressible and Newtonian) fluids. The
performance of the competing formulations is assessed in a comparative study, highlighting
the behaviour of the more complete formulation in scenarios where the previous assumptions
are inapplicable.
Figure 8.1: Four-tiered structure of the viscous-inviscid interaction region for the air flow past
a corner/flap junction covered in a thin liquid film.
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8.1 Introduction
A large number of flight incidents recorded in the last few decades have been attributed
to the effects of heavy rainfall on aircraft performance (Fig. 8.2a). Pelekasis & Tsamopoulos
(2001) highlight that accidents mainly take place during take-off and landing. As previously
noted in chapters 6-7, should the volume of water impinging on the wing exceed the amount
of liquid blown off due to shear forces, the resulting accumulation of fluid is prone to freezing.
Ice accretion leads to severe performance losses, as well as potential ice mass break-off leading
to fuselage, engine and propeller damage. Even at early stages, the liquid film forming on the
wing is considered to be responsible for an increase in the drag coefficient and a decrease in
the lift capabilities of the aircraft.
Introduced as a direct consequence of the previously mentioned undesirable scenarios, an-
other highly relevant and widespread application of thin liquid films in industry is highlighted
in Fig. 8.2b. Anti-icing procedures involve the spreading of a liquid layer on top of fuselage
elements to prevent ice formation at below freezing temperatures during the early stages of
flight. This fluid then interacts with the high speed air flow during take-off and may cause sig-
nificant changes in the expected physical behaviour of the system and hence the performance
of the aircraft.
Enhancing knowledge in this area and understanding the influence of liquid films on bound-
ary layer separation and stability are consequently of great relevance, particularly in the aero-
nautics industry.
Figure 8.2: a) Accumulation of liquid on aircraft components by flying through a humid envi-
ronment (Technology (2012)) or by b) de-icing fluid treatment (Moskvitch (2014)).
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Experimental investigations in realistic conditions are difficult to realise, primarily due to
the high speed flows and the complexity of the physical processes at play. Bezos et al. (1992)
performed a wind tunnel investigation on a NACA 64 − 210 airfoil section in a wide range of
heavy rainfall conditions. The respective groundbreaking work revealed liquid film and rivulet
formation, while tests at a large angle of attack highlighted random pooling (accumulation of
fluid) on the wing surface. Drag measurements indicated that the liquid produces significant
changes when compared to the typical air flow in flight conditions. Other relevant examples
include the work of Tsai et al. (2003), focused on detecting the formation of a laminar boundary
layer over a water surface in the case of a low wind speed. O¨zgen et al. (2002) experimentally
studied the wave formation and dynamics on a thin layer of de-icing fluid using a novel non-
intrusive technique. Good agreement against predictions of linear stability theory has been
shown, however the background velocity has been maintained at relatively low values, of under
10 m/s.
Over the past decades, several theoretical studies have been initiated in simplified models,
gradually advancing towards more realistic flow configurations. We refer to the work of Nel-
son et al. (1995) on an extension of a self-similarity argument, as well as the investigation by
Coward & Hall (1996) on porous flat plate modelling. In the latter case, the liquid film is con-
trolled by a suction/blowing parameter, which dictates the dynamics on the flat plate surface.
More recent work on rainfall modelling and stability analysis has been performed by Timoshin
(1997) and Pelekasis & Tsamopoulos (2001). We also refer to the triple-deck analysis of flow
past liquid films on airfoils by Tsao et al. (1997), in which icing applications are studied.
The range of tools used to tackle similar problems varies from analytical (asymptotic) tech-
niques to numerical methods that are becoming increasingly popular with the rise of high per-
formance computing. Recent advances in the numerical treatment of interfaces gives rise to the
possibility of novel studies and hence this problem becomes much more approachable from the
computational viewpoint. Vlachomitrou & Pelekasis (2009) use a finite element methodology
based on B-cubic spline basis functions to conduct a numerical study of nonlinear stability
of a laminar boundary layer above a plane surface with an oscillating solid obstacle covered
by a liquid film. Interfacial waves formed in the presence of the water layer exhibit unlim-
ited local growth, alluding to the presence of finite time singularities in the pressure gradient.
Vlachomitrou & Pelekasis (2010) also exploit the low air-to-film viscosity ratio to analyse a
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model in which the boundary layer is considered quasi-steady when compared to the timescale
of the development of interfacial waves. Numerical simulations are performed for air flow
over de-icing liquids and water. One of the most interesting aspects resulting from the study
is the emergence of single spikes growing in the water film, leading to large separation bub-
bles. By contrast, de-icing liquids induce multiple oscillatory spikes. Furthermore, Timoshin
& Hooper (2000) show that Tollmien-Schlichting waves and interfacial waves have points of
mode coalescence. In an attempt to increase the physical scope of their investigation, Ueno &
Farzaneh (2011) add temperature effects and propose a theoretical model for ice growth under
a wind-driven supercooled water film. Linear stability studies are performed in the context of
considering the thickness and surface velocity of the water layer as variables.
The unifying front in all these studies is the existence of a highly viscous liquid film (usu-
ally water or de-icing fluid), which tends to have a linear horizontal velocity profile and whose
interfacial dynamics may significantly disrupt the flow. This results in the alteration of the
separation properties and affects the overall stability of the flow. The vast majority of the the-
oretical work introduced thus far is concentrated on linear stability and various extensions into
nonlinear regimes, however by comparison little attention has been dedicated to the modelling
of separation in the presence of a liquid film. This aspect is the key focus of the present work.
The following subsections elaborate on the asymptotic solution for multi-fluid systems in
high speed flow conditions. We begin by formulating an appropriate fluid flow model in sec-
tion 8.2.
8.2 Mathematical model
The problem we consider is the two-dimensional incompressible laminar air flow over a
flat plate covered by a thin film of liquid. We are primarily interested in the take-off and
descent stages of the flight, where the Mach number M∞ does not exceed the value of 0.4
(corresponding to a velocity of approximately 130 m/s) and the flow is inherently subsonic.
Droplet impact, liquid retention and finally liquid film formation prior to icing are commonly
found in this regime, as discussed in the previous chapters.
The flow is two-dimensional and both fluids are considered to be viscous and Newtonian.
In order to introduce notation and present a first mathematical model, we restrict our attention
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to the case in which the flat plate is aligned with the free stream flow.
8.2.1 Governing equations
The flow analysis in each of the fluids is conducted starting with the consideration of the
Navier-Stokes and continuity equations in dimensional form, which using the standard notation
are
ρf (∂tU˜
∗
f + (U˜
∗
f · ∇)U˜
∗
f ) = −∇P˜ ∗f + µf∆U˜
∗
f , (8.1)
ρ0(∂tU˜
∗
0 + (U˜
∗
0 · ∇)U˜
∗
0) = −∇P˜ ∗0 + µ0∆U˜
∗
0, (8.2)
∇ · U˜∗f,0 = 0. (8.3)
We use subscript (·)0 to denote quantities that are relevant to the air flow in general, prior
to the distinction of a more detailed asymptotic structure in later subsections. Subscript (·)f is
used to represent quantities specific to the liquid film.
We introduce the following Reynolds number definition
Re =
ρ0U∞L
µ0
, (8.4)
which is constructed using dynamic viscosity µ0 and density ρ0, the physical properties of air.
U∞ is the horizontal velocity in the unperturbed flow upstream, while L is the distance from
the leading edge to the separation point.
The time dependence (and hence derivatives) in all relevant quantities is removed under
the assumption of steady flow. We scale lengths by L, velocities by reference value U∞ and
pressure by ρ0U2∞ such that
x˜∗ = Lx˜, y˜∗ = Ly˜, y˜∗f = Ly˜f , P˜
∗
0 = P∞ + ρ0U
2
∞P˜0, P˜
∗
f = P∞ + ρ0U
2
∞P˜f ,
U˜∗0 = U∞U˜0, V˜
∗
0 = U∞V˜0, U˜
∗
f = U∞U˜f , V˜
∗
f = U∞V˜f .
Note that at this stage we define distinct vertical coordinates y˜f and y˜ within the liquid
film and air flow above, respectively. Inside the liquid layer y˜f varies from 0 up to the (finite)
position of the fluid-fluid interface, while y˜ ∈ [0,∞) is considered to be zero at the fluid-fluid
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interface and increases as we move away from the flat plate. The horizontal x˜ coordinate is
common to both regions.
We define density and viscosity ratios, which will be useful in the upcoming scale analysis,
and illustrate representative values for a typical air-water configuration
r =
ρf
ρ0
≈ 800.0, m = µf
µ0
≈ 70.0. (8.5)
Coward & Hall (1996) have considered a similar parameter regime in their investigation of the
flow at the leading edge of a water-covered swept wing.
The non-dimensional form of equations (8.1)-(8.3) is
r(U˜f · ∇)U˜f = −∇P˜f +mRe−1∆U˜f , (8.6)
(U˜0 · ∇)U˜0 = −∇P˜0 + Re−1∆U˜0, (8.7)
∇ · U˜f,0 = 0. (8.8)
Near the point of flow separation we expect a “local” viscous-inviscid interaction region
to form on the wing surface. To study the air flow upstream of the interaction region in the
absence of the liquid film, we apply the limit procedure xˆ = O(1), yˆ = Re1/2y˜ = O(1)
and Re → ∞ to the Navier-Stokes equations, the conventional boundary layer scaling. The
Navier-Stokes equations (8.7)-(8.8) are then studied via asymptotic expansions
U˜0(x˜, y˜,Re) = Uˆ0(xˆ, yˆ) + . . . , (8.9)
V˜0(x˜, y˜,Re) = Re
−1/2Vˆ0(xˆ, yˆ) + . . . , (8.10)
P˜0(x˜, y˜,Re) = Re
−1/2Pˆ0(xˆ, yˆ) + . . . . (8.11)
These asymptotic expansions yield the boundary layer equations first introduced by Prandtl
(1904)
Uˆ0
∂Uˆ0
∂xˆ
+ Vˆ0
∂Uˆ0
∂yˆ
=
∂2Uˆ0
∂yˆ2
, (8.12)
∂Uˆ0
∂xˆ
+
∂Vˆ0
∂yˆ
= 0, (8.13)
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together with boundary conditions
Uˆ0 = 1 at xˆ = 0, yˆ ∈ (0,∞) (initial condition at the leading edge) (8.14)
Uˆ0 = Vˆ0 = 0 at yˆ = 0, xˆ ∈ [0, 1] (no slip and impermeability) (8.15)
Uˆ0 = 1 at yˆ =∞ (matching condition to the external inviscid flow) (8.16)
when considering a flat plate at xˆ = [0, 1] and yˆ = 0. Equations (8.12)-(8.13) and associated
conditions (8.14)-(8.16) give rise to the Blasius (1907) solution and represent the flow upstream
of the interaction region.
Even in the general case (with the liquid film present), owing to the large viscosity contrast
between the liquid layer and the air flow above as indicated by eq. (8.5), the flow within the
thin liquid film is assumed to be sufficiently slow from an asymptotic point of view to justify
condition (8.15). The consequences of studying a fluid-fluid system with large contrasts in
physical properties are explored in detail in subsection 8.2.3.
One of the main drawbacks of the typical boundary layer description is its inability to cope
with flow reversal (ultimately leading to separation), which is the key aspect of the present
investigation. In order to advance the analysis, we consider a modification of the triple-deck
theory, derived independently by Stewartson & Williams (1969) and Neiland (1969) in studies
on self-induced separation in supersonic flows, as well as by Stewartson (1969) and Messiter
(1970) when analysing incompressible fluid flow near the trailing edge of a flat plate.
The theoretically analysed partly reversed flow leads to the characterisation of nonlinear
features and compares reasonably well with numerical solutions. We note that the problem
of viscous-inviscid interaction presented significant difficulties at the computational level in
its early days. After the emergence of the fundamental theoretical papers, several years were
required to generate considerable progress from the perspective of numerical methods. We par-
ticularly note the studies of Ruban (1976a,b), Smith (1977a), Korolev (1980a,b, 1991, 1992)
and more recently Kravtsova et al. (2005) in this context. A detailed description of both theo-
retical and numerical aspects of the method is provided by Sychev et al. (1998).
The main difference from Prandtl’s classical theory lies in the fact that the pressure in the
boundary layer is not known a priori, but should be found as part of the solution instead (due to
the interaction with the inviscid flow outside the boundary layer). The important role of triple-
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deck theory in a wide variety of fundamental problems in fluid dynamics became apparent
very soon after the early influential publications. We explicitly refer to the work of Stewartson
(1970, 1974), Ruban (1976b), Smith (1977b, 1979, 1982) and Smith & Merkin (1982), giving
more insight into the method both in a general context, but also with direct connections to the
present investigation.
A short description of the triple-deck approach is presented in subsection 8.2.2. We aim to
extend this framework by including a liquid layer covering the surface of the solid body. We
describe the fundamental steps of the process, from inspection analysis to equation formulation
and asymptotic analysis of a new multiple deck setup.
8.2.2 Triple-deck theory
Triple-deck theory is a powerful asymptotic tool in the study of high speed flows. We make
use of the detailed description of the interaction between the various layers of the flow in order
to determine key scalings in the problem and formulate a thin liquid model which accurately
captures the flow physics. We first introduce the mathematical technique in the simplified
setting when no liquid film is present, as illustrated in Fig. 8.3.
Figure 8.3: Standard triple-deck structure of the interaction region in the absence of a liquid
film coating the surface of the solid body.
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Although we restrict the early discussion to the case of a flat plate, our main interest lies in
the study of the effect of obstacles (such as surface roughnesses) on the flow. As revealed in
the pioneering work of Lighthill (1953), the region of influence for viscous-inviscid interaction
occurs on a horizontal lengthscale of Re−3/8. In this context, the description introduced by
Prandtl (1904) no longer holds and the necessity to introduce a multiple deck structure arises.
The pressure-displacement mechanism initially introduced by Lighthill (1953) has been rapidly
extended to consider the flow over the trailing edge as means of tackling Goldstein’s near wake
singularity (Goldstein (1930)).
Guided by the relevant physical processes widely discussed in the literature, we introduce
the following horizontal lengthscale in all flow regions
x˜− 1 = Re−3/8X. (8.17)
Considering the limitX → −∞ retrieves the Blasius (1907) boundary layer profile. The three-
tier structure for incompressible fluids, as illustrated for example in the work of Messiter (1970)
and Sychev (1972), is introduced in the following paragraphs. Extensive physical arguments
are provided in Sychev et al. (1998), while a generalisation to compressible fluids is found in
Ruban (2013a).
Subscripts (·)1, (·)2 and (·)3 are used to denote quantities in each of the three decks in air.
We start with the lower deck, which, due to its adjacency to the wall, is expected to be viscous
in nature. This viscous sublayer is described by a vertical re-scaling of the form y˜ = Re−5/8Y1
and flow variables defined as
U˜0(x˜, y˜,Re) = Re
−1/8U1(X, Y1) + . . . , (8.18)
V˜0(x˜, y˜,Re) = Re
−3/8V1(X, Y1) + . . . , (8.19)
P˜0(x˜, y˜,Re) = Re
−1/4P1(X) + . . . . (8.20)
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Applying these to dimensionless equations (8.6)-(8.8) yields the lower deck formulation
U1
∂U1
∂X
+ V1
∂U1
∂Y1
= −dP1
dX
+
∂2U1
∂Y 21
, (8.21)
∂U1
∂X
+
∂V1
∂Y1
= 0, (8.22)
subject to boundary conditions
U1 = λY1 at X = −∞ (initial condition), (8.23)
U1 = V1 = 0 at Y1 = 0 (no slip and impermeability), (8.24)
U1 = λ(Y1 + A(X)) + . . . as Y1 →∞ (matching condition). (8.25)
We denote the dimensionless skin friction coefficient ∂Uˆ0/∂yˆ at yˆ = 0 as λ ≈ 0.33206. We
also introduce function A(X), which is referred to as the displacement function in view of its
effect on the streamline slope angle ϑ, given that
ϑ = arctan(V˜0/U˜0) = Re
−1/4 V1
U1
∣∣∣∣
Y1→∞
+ · · · = −Re−1/4 dA
dX
+ . . . . (8.26)
The slow flow in the viscous sublayer compared to the free-stream velocity - see scaling (8.18)
- implies a high sensitivity to pressure variations in this region. Small differences in pressure
induce significant acceleration/deceleration of fluid particles, resulting in a strong deformation
of streamlines. The streamline slope angle (equal to zero on the wall) is one of the most
important quantities in the flow. It describes the displacement effect of the fluid within each
tier and hence provides a simple and intuitive quantity to explore the interaction between the
different decks presented in Fig. 8.3, as well as the relevant extensions derived in the next
subsections.
The main (middle) deck represents an extension of the conventional boundary layer. The
viscous effects (concentrated in the lower deck) are inherited by the main deck through the
displacement function A(X). Its thickness is given by y˜ = Re−1/2Y2 and taking the overlap
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region with the lower deck into account, we find that
U˜0(x˜, y˜,Re) = λY2 + Re
−1/8λA(X) + . . . , (8.27)
V˜0(x˜, y˜,Re) = Re
−1/4
(
− dA
dX
λY2
)
+ . . . . (8.28)
It is important to note that in the middle deck the pressure perturbation should be the same
order as in the lower deck, which suggests that in the middle deck
U˜0(x˜, y˜,Re) = Uˆ0(Y2) + Re
−1/8U2(X, Y2) + . . . , (8.29)
V˜0(x˜, y˜,Re) = Re
−1/4V2(X, Y2) + . . . , (8.30)
P˜0(x˜, y˜,Re) = Re
−1/4P2(X) + . . . . (8.31)
These scalings allow us to isolate one of the central aspects of the triple-deck structure by
analysing the streamline slope angle in this region, thus obtaining
ϑ = arctan(V˜0/U˜0) = Re
−1/4 V2
Uˆ0
+ · · · = −Re−1/4 dA
dX
+ . . . . (8.32)
We stress that, since ϑ does not depend on Y2, at leading order the displacement effect of
the main part of the boundary layer is negligible and the streamline slope angle produced by
the viscous sublayer is transported to the upper tier of the triple-deck structure.
The flow in the upper deck is determined by the free-stream interaction and the middle tier
must therefore match this unidirectional inviscid flow, as described by the linearised equations
of gas motion. The vertical scale is given by y˜ = Re−3/8Y3, with flow variables described by
U˜0(x˜, y˜,Re) = 1 + Re
−1/4U3(X, Y3) + . . . , (8.33)
V˜0(x˜, y˜,Re) = Re
−1/4V3(X, Y3) + . . . , (8.34)
P˜0(x˜, y˜,Re) = Re
−1/4P3(X) + . . . . (8.35)
Substituting (8.33)-(8.35) into the Navier-Stokes equations, we retrieve the linearised Euler
equations
∂U3
∂X
= −∂P3
∂X
,
∂V3
∂X
= −∂P3
∂Y3
,
∂U3
∂X
+
∂V3
∂Y3
= 0. (8.36)
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A simple algebraic manipulation allows us to formulate the potential flow equation for
pressure P3 to be (
∂2
∂X2
+
∂2
∂Y 23
)
P3 = 0. (8.37)
Matching with the main deck requires that
P3(X, 0) = P1(X) and V3(X, 0) = −A′(X). (8.38)
We also require that P3 → 0 as Y3 →∞. With these constraints, a pressure-displacement law
is obtained in the form of
P3(X) =
1
pi
∞∫
−∞
A′(s)
X − sds, (8.39)
as a Cauchy principal value integral.
The previous paragraphs depict the construction of a typical triple-deck structure, as has
been analysed in the literature for almost half a century. This mathematical framework has
allowed rich explorations, of both mathematical elegance and practical significance. In the next
subsections we extend this formulation to include the dynamics of a thin liquid film, studying
its effect on the process of separation and identifying relevant physical regimes.
The problem schematic is shown in Fig. 8.4, where the classical three-tier structure lies on
top of a liquid film with known physical properties. We study features of the flow such as the
contrast of density and viscosity, as well as the interaction occurring at the transition from the
liquid layer to the viscous sublayer in the air flow above it. The inspection analysis presented
in subsection 8.2.3 enables us to integrate the fourth tier in our multi-fluid model.
8.2.3 Inspection analysis
One of the main objectives of this study is to model the interaction of the liquid film with
the high speed air flow above in realistic circumstances. The underlying motivation behind the
investigation originates in the aircraft industry, where precipitation and flying through clouds
triggers the formation of liquid layers on the fuselage and aircraft wings. We are therefore
particularly interested in systems containing water and air as model fluids, with properties
considered at near freezing temperatures in order to accurately represent the intended flight
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Figure 8.4: Four-tiered structure of the interaction region.
segments.
In the present subsection we perform an inspection analysis of the interaction process,
outlining the most relevant physical mechanisms at play and reaching a well-posed and intuitive
system of equations together with associated initial, boundary and interfacial conditions in
the process. The strong contrast between the physical properties, highlighted in (8.5), with
both r,m  1, requires a careful construction of the model equations and invites to natural
simplifications given, in particular, the highly viscous nature of the liquid film flow.
When configuring the parameters in the liquid film, the first aspect to consider is the conti-
nuity of shear stress across the fluid-fluid interface
m
∂U˜f
∂y˜f
=
∂U˜0
∂y˜
. (8.40)
An additional important element is the fact that the thin film is adjacent to the wall and
should therefore be viscous. Hence we must verify that
rU˜f
∂U˜f
∂x˜
∼ m
Re
∂2U˜f
∂y˜2f
, (8.41)
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after reaching a measurement for the scales in the problem.
Fig. 8.4 immediately illustrates a first unknown in the problem, the height of the liquid
layer. Indeed, one of the stepping stones within the modelling effort is to determine an appro-
priate vertical scaling for the additional deck introduced in the system. The analysis has to be
performed in particular by taking into account the strength of the viscous effects in the thin
layer, associated with the displacement effect of the fluid in contact with the solid.
Inducing displacement effects of the same order of magnitude in the liquid layer and the
viscous sublayer in air is closely related to the height of the two decks. The assumption sup-
ports a scaling of yf ∼ Re−5/8, which will be used for the next steps in the inspection. Given
the continuity of shear stress introduced in eq. (8.40), we derive the magnitude for the veloc-
ities. As expanded upon in the next paragraphs, this assumption is well-founded and yields a
formulation containing all physical mechanisms we are expecting to recover. Alternative scal-
ings (and subsequent analysis) have been examined and are discussed in appendix B.2. The
limitations produced in other circumstances (different scaling of the height of the liquid film)
are significant.
At this point we make use of the asymptotic expansion for the lower deck in air introduced
in the previous subsection, given by
U˜0 ∼ Re−1/8, y˜ ∼ Re−5/8, P˜0 ∼ Re−1/4, x˜ ∼ Re−3/8. (8.42)
We note that we do not expect the region of interest to change in the two different layers,
hence the horizontal x˜−scale is retained for both air and water as in classical triple-deck. A
similar argument is considered in the case of pressure. We therefore only allow for changes in
the velocity fields and height of fluid layers within this framework.
Given the strong viscosity, we approximate Uf (X, Yf ) to be of linear form, therefore as-
suming Uf (X, Yf ) ∼ Λ1(X) + Λ2(X)Yf , where Λ1 and Λ2 are generic functions that only
depend on X . We readily eliminate Λ1(X) as being zero due to the the no-slip condition on
the surface of the flat plate. By analysing the shear stress condition (8.40) with known heights
Y1 and Yf , as well as velocity magnitude U1 from the lower deck analysis, we determine
U˜f ∼ 1
m
Re−1/8, V˜f ∼ 1
m
Re−3/8, (8.43)
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where the vertical velocity scaling is obtained from the continuity equation (8.8). We continue
the analysis using
U˜f ∼ 1
m
Re−1/8, V˜f ∼ 1
m
Re−3/8, x˜ ∼ Re−3/8, y˜f ∼ Re−5/8, P˜f ∼ Re−1/4 (8.44)
in the liquid layer.
The asymptotic expansions in the liquid become
U˜0(x˜, y˜,Re) = m
−1Re−1/8Uf (X, Yf ) + . . . , (8.45)
V˜0(x˜, y˜,Re) = m
−1Re−3/8Vf (X, Yf ) + . . . , (8.46)
P˜0(x˜, y˜,Re) = Re
−1/4Pf (X) + . . . . (8.47)
After plugging in these expressions into the Navier-Stokes equation (8.6)-(8.8), continuity
is preserved in the natural way,
∂Uf
∂X
+
∂Vf
∂Yf
= 0. (8.48)
The Yf -momentum equation reduces to the usual form in which the vertical component of the
pressure gradient is zero. The dynamics of the horizontal momentum equation is however more
revealing and produces a result of the form
r
m2
(
Uf
∂Uf
∂X
+ Vf
∂Uf
∂Yf
)
= −∂Pf
∂X
+
∂2Uf
∂Y 2f
. (8.49)
This translates to the fact that, provided r ∼ m2, which is an accurate approximation in the
case of water (see eq. (8.5)), all terms in the above equation are of leading order and are hence
further carried into the analysis. Eq. (8.49) allows us to retain all physical mechanisms in the
problem, which is one of the attractive aspects of this scaling. Distinguished limits will be
considered in the form of three different models, presented in detail in subsections 8.4.1-8.4.3.
The impact of the parameters based on physical properties (density ratio r and viscosity ratio
m) will be studied in a comprehensive comparative analysis, starting from reduced formula-
tions and building up to a more general approach which imposes no restrictions on the values
of these parameters and the relationship between them.
Furthermore, the modelled liquid layer height is a reasonable assumption in the light of
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several experimental investigations on heavy rainfall during take-off conditions. Bezos et al.
(1992), Ueno & Farzaneh (2011), Douvi et al. (2013) and Koivisto (2013), to name but a few,
all obtain and study the effects of liquid layers of tens to hundreds of microns in size in similar
regimes, as also outlined in the introduction to section 7.1 on the droplet impingement process.
In the respective regime, with an example reference lengthscale of L = 1.0 m and an associated
Re ≈ 9.7 × 106 (based on characteristic density ρ0 and viscosity µ0 for air - see Perry et al.
(1997) - , as well as an oncoming flow of U∞ ≈ 130 m/s), we deduce that the liquid film
height based on the above scalings is of approximately 45 microns, thus comparing well with
the anticipated values.
We also verify if the near-wall condition (8.41) holds in this context. With the scales used
in the problem so far, the equation reduces to r ∼ m2, resulting in good agreement with
previous relations. We proceed with a formal description of the initial, boundary and interfacial
conditions required to close the system of equations.
In light of the similar scales in vertical coordinates Yf ∼ Y1, a preferred change in notation
would be to superpose the two decks and switch to a common Y−coordinate. The layers are
separated by a sharp interface at Y = H(X), where H(X) is one of the unknowns to be solved
for in the problem. Considering a common Y−notation for the two layers is also beneficial
when defining conditions on the interface itself.
We start with the formulation of the boundary conditions in the liquid layer, i.e. eq. (8.48)-
(8.49). Instead of the flat plate geometry presented in Fig. 8.4 used to discuss the scalings,
we are actually interested in the flow past obstacles such as roughness elements or corner-
s/junctions. These are very common features on aircraft wings and have received significant
attention in the literature (Smith et al. (1981); Smith (1982)) due to their importance in the
laminar-turbulence transition and drag reduction implications. Flow past these typical obsta-
cles has also been widely considered in practice by aircraft manufacturers. In the present
investigation we hence consider two geometries: surface roughnesses and corners. Roughness-
es/humps of the relevant scales are present on the wings and have been the subject of numerous
studies (e.g. Smith (1973)). As exemplified in the canonical work of Stewartson (1970) (with
additional notes in Stewartson (1971)), Ruban (1976b) and Smith & Merkin (1982), the flow
past corners/flap junctions has also attracted considerable interest.
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We introduce a surface roughness
y˜ = Re−5/8F
(
x˜− 1
Re−3/8
)
(8.50)
as a small perturbation to the surface satisfying the previously defined scaling in eq. (8.44).
Conditions on the solid body surface are therefore defined on Y = F (X) rather than Y = 0,
as we would have in the case of a perfectly flat surface.
In particular we shall consider the flow past a corner, where the corner is represented by two
straight lines forming an angle θ between them. The appropriate scaling given by adjustment
in pressure is provided by
θ = Re−1/4λ1/2θf , (8.51)
where θf is an O(1) quantity. The function is commonly represented as
F (X) =
0, if X < 0,θfX, if X > 0.
Previous studies (see Kravtsova et al. (2005) and references therein) indicate that it is conve-
nient to assume a slightly rounded corner in order to avoid the singularity at X = 0. The shape
is then given by
F (X) =
1
2
θf (X +
√
X2 + l2f ), (8.52)
where lf is a parameter adjusting the rounded nature of the corner, typically chosen to be of
O(10−1). The case lf = 0 retrieves the sharp corner geometry.
Irrespective of the specific domain setup, the first conditions considered are no-slip and
impermeability on the surface of the solid body, given by
Uf = Vf = 0 at Y = F (X). (8.53)
The physical considerations of the considered problem encourage a discussion with respect
to velocity conditions on the interface, i.e. at Y = H(X). The most general scenario to
analyse would be a setup in which continuity conditions are prescribed for both horizontal and
vertical velocities across the interface. However the large viscosity ratio m  1 (highlighted
in eq. (8.5)), allows us to consider a simplification which is valid in the most typical case of
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water-air systems. In this case, m−1 ≈ 0.014 is considered sufficiently small so that the flow
in the liquid layer is treated as negligible when considering the transition towards the viscous
sublayer in air. Effectively this translates to
U1 = V1 = 0 at Y = H(X). (8.54)
The condition can also be regarded as the contrast in viscosities between the two fluids being
sufficiently large so that the liquid layer acted as a solid surface from the perspective of the air
flow above. We hence neglect the direct contribution to the horizontal and vertical velocities
from the liquid layer when describing the behaviour of the lower deck in air. This assumption
is restrictive in the context of arbitrary fluids and an extension to alleviate this limitation is
formulated in subsection 8.4.3. For the purposes of setting up a sensible first model, this
simplifying assumption is useful and its validity will be later tested is section 8.5, where the
simplified model is compared to its generalisation.
On the interface we also prescribe shear stress continuity, which, after rescaling using (8.42)
and (8.44), becomes
∂Uf
∂Y
∣∣∣∣
Y=H(X)
=
∂U1
∂Y
∣∣∣∣
Y=H(X)
. (8.55)
We require another condition on the interface, which is the kinematic condition. Within the
liquid layer this condition is naturally formulated as
Vf
Uf
∣∣∣∣
Y=H(X)
= H ′(X). (8.56)
However removing the continuity of velocities across the interface in favour of condition (8.54)
encourages us to derive a similar condition as we approach the interface from the viscous
sublayer in air. In view of (8.54), we show that
lim
Y→H(X)
V1
U1
= H ′(X) (8.57)
as well, justified by the following argument. We consider the flow at the lower edge of the
viscous layer in air and, using the knowledge that the flow in this region is viscous, we define
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linear velocity profiles in Y to be
U1 = G1(X)(Y −H(X)) + . . . , (8.58)
V1 = G2(X)(Y −H(X)) + . . . , (8.59)
as Y − H(X) → 0+. We make use of the continuity equation prescribed in eq. (8.22) and
compute the two partial derivatives, based on formulae (8.58)-(8.59), as
∂V1
∂Y
= G2(X) + . . . , (8.60)
∂U1
∂X
= G′1(X)[Y −H(X)]−G1(X)H ′(X) + . . . . (8.61)
The first term in eq. (8.61) becomes negligible as Y −H(X)→ 0+. Equating the two expres-
sions (8.60)-(8.61) and taking the minus sign into account, we obtain
G2(X)
G1(X)
= H ′(X), (8.62)
which then allows us to construct the kinematic condition as eq. (8.57).
A useful next step is the formulation of an initial condition at the start of the interaction
region, where X = −∞ for both Uf in the liquid and U1 in the lower deck of the air flow. For
this we require a matching with the solution in the boundary layer at X = −∞, away from
the interaction region. Given the nature of the initial asymptotic expansions, we also consult
Ruban (2013a) in order to prescribe a general condition
Uf = λfY at X = −∞, (8.63)
where the linear undisturbed profile is prescribed in relation to λf , the dimensionless skin fric-
tion coefficient in the liquid layer. Its value is to be determined using the shear stress continuity
condition (8.55). However at the end of this subsection an appropriate affine transformation is
used in order to eliminate this additional parameter.
Due to the viscous nature of the unperturbed flow at X = −∞ in the viscous sublayer in
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air as well, the initial condition is constructed in a similar manner, namely as
U1 = λ(Y −H(X)) at X = −∞. (8.64)
Notice we are not constructing the velocity as a superposition of two linear profiles. This is
due to the asymptotic expansions used, more specifically the m−1  1 factor in the horizontal
velocity scaling in the liquid that leads to the formulation of condition (8.54).
Finally, the lower deck in air requires a matching condition as the main deck is approached
and Y →∞. This condition has already been presented in eq. (8.25), formulated as
U1 = λ(Y −H(X) + A(X)) + . . . as Y →∞, (8.65)
where we recall that A(X) is the displacement function.
We note that in the described setup the normal and tangential stress balances are inherently
taken into consideration. On the interface, at y∗ = h∗ (the dimensional and rescaled counterpart
of H(X)),
[n · T · n]f1 = 0, (8.66)
[t · T · n]f1 = 0, (8.67)
where [·]f1 represents the jump in the quantity as the interface is crossed from the lower fluid to
the upper fluid, n = (−h∗x∗ , 1)/(1 + h∗2x∗)1/2, t = (1, h∗x∗)/(1 + h∗2x∗)1/2 are the unit normal and
unit tangent to the interface. The stress tensor T is given in this case in matrix form (subscript
i corresponds to horizontal components, while j is reserved for vertical components) as
Tij = −P ∗δij + µ
(
∂U∗i
∂x∗j
+
∂U∗j
∂x∗i
)
(8.68)
in each of the fluids in question (liquid layer and air).
After performing the necessary computations, the normal stress balance yields, in the lead-
ing order approximation, pressure continuity across the interface. The tangential stress balance
reduces, at leading order, to shear stress continuity. We therefore conclude that the water layer
equations (8.48)-(8.49), along with conditions given by (8.53) and (8.63), as well as equations
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for the lower deck in air (8.21)-(8.22), together with initial, boundary and interfacial condi-
tions described by (8.54), (8.55), (8.57), (8.64) and (8.65), are a well-posed interpretation of
the problem.
It is important to underline that the model described thus far does not include the effects of
surface tension. Introducing and analysing the consequences of the additional physics involved
in this extension are considered as a step in future work. A discussion including the balance of
viscous effects, induced pressure gradient, gravitational forces and surface tension is detailed
in Tsao et al. (1997).
In the light of the above considerations, a useful simplification in notation would be to
consider a single symbol for pressure, P , across both the liquid layer and the viscous sublayer
in the air. The continuity of pressure across the interface is revealed by the normal stress
balance (8.66), as well as scalings presented throughout this subsection. It is also convenient
at this stage to remove factors λ and λf via an affine transformation (presented for classical
triple-deck calculations in Smith (1982) or Kravtsova et al. (2005)) summarised as
x˜∗ = LRe−3/8λ−5/4X, y˜∗ = LRe−5/8λ−3/4Y,
U˜∗f = m
−1U∞Re−1/8λ1/4Uf , V˜ ∗f = m
−1U∞Re−3/8λ3/4Vf ,
U˜∗0 = U∞Re
−1/8λ1/4U1, V˜ ∗0 = U∞Re
−3/8λ3/4V1,
P˜ ∗ = P∞ + ρ0U2∞Re
−1/4λ1/2P.
The dimensionless skin friction coefficient appears as λ everywhere in this transforma-
tion since the information regarding the relation between λf and λ is embedded within scal-
ing (8.43). To be more precise, with the respective magnitudes, the shear stress continuity
reduces to a simple form ∂Uf/∂Y = ∂U1/∂Y , which results in λf = λ ≡ 1, given that
λ reduces to unity in the respective context. The difference between the two coefficients is
accounted for in the m−1 factor of the horizontal velocity scaling.
We present the final system of equations constructed thus far to be comprised of the mo-
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mentum and continuity equations in the liquid film
r
m2
(
Uf
∂Uf
∂X
+ Vf
∂Uf
∂Y
)
= − ∂P
∂X
+
∂2Uf
∂Y 2
, (8.69)
∂Uf
∂X
+
∂Vf
∂Y
= 0. (8.70)
We stress that for a water-air system, r/m2 ≈ 0.163 and hence the convective terms play a
significant role in this analysis. Their counterparts in the viscous sublayer in air are the same
as in the classical triple-deck formulation
U1
∂U1
∂X
+ V1
∂U1
∂Y
= − dP
dX
+
∂2U1
∂Y 2
, (8.71)
∂U1
∂X
+
∂V1
∂Y
= 0. (8.72)
The accompanying initial, boundary and interfacial condition are summarised under the
adopted affine transformation as
Uf = Vf = 0 at Y = F (X), (8.73)
U1 = 0 at Y = H(X), (8.74)
V1 = 0 at Y = H(X), (8.75)
∂Uf
∂Y
=
∂U1
∂Y
at Y = H(X), (8.76)
lim
Y→H(X)
V1
U1
= HX at Y = H(X), (8.77)
Uf = Y at X = −∞, (8.78)
U1 = Y −H(X) at X = −∞, (8.79)
U1 = Y −H(X) + A(X) as Y →∞, (8.80)
together with the pressure-displacement law (8.39).
The key argument for the scalings used is the similar size of the displacement effect, as
induced by the liquid film and the viscous sublayer in air. We employ the von Mises coordinate
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transformation (following the notes of Ruban (2013b)) to illustrate that this is indeed the case,
the details of which are presented in appendix B.3.
One of the most attractive features of the model (8.69)-(8.80) is that a fully analytical
description of the flow can be obtained subject to a linearisation procedure. The linearised flow
is described in section 8.3.
8.3 Linearisation
Here we shall assume that the roughness has a small size , that is
F (X) = f(x),  1, (8.81)
with f(x) remaining arbitrary for the time being, as it allows the description of all practical
geometrical scenarios we aim to address. It is well known that the framework is amenable
to the analysis of several different types of surface modifications. We preserve generality up
to the point where specific test cases are studied in detail. We refer to the review of Smith
& Merkin (1982) for a comprehensive exposition of the linear approach in the context of a
classical triple-deck setup. Flows past steps, humps, corners as well as wedged trailing edged
are discussed in detail.
A simple base state solution to the system (8.69)-(8.80) is recovered by setting f(x) ≡ 0 in
eq. (8.81). This solution will form the basis of our expansions
Uf = Y, Vf = 0, H = h0 (const.), U1 = Y − h0, V1 = 0, P = 0, A = 0. (8.82)
Due to the small magnitude of the perturbation, we perform a linearisation of the equations
described in the previous subsection that would ultimately provide insight into the behaviour
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of the solution at this stage. The expansions used in this procedure are:
Uf (X, Y, ) = y + uf (x, y) +O(2), (8.83)
Vf (X, Y, ) = vf (x, y) +O(2), (8.84)
H(X, ) = h0 + h(x) +O(2), (8.85)
U1(X, Y, ) = (y − h0) + u1(x, y) +O(2), (8.86)
V1(X, Y, ) = v1(x, y) +O(2), (8.87)
P (X, ) = p(x) +O(2), (8.88)
A(X, ) = (a(x) + h(x)) +O(2). (8.89)
We are interested in exploring the results at O(). By substituting asymptotic expres-
sions (8.83)-(8.89) into eq. (8.69)-(8.70) and considering O() terms, we have the following
equations for the liquid layer
cf
(
y
∂uf
∂x
+ vf
)
= −dp
dx
+
∂2uf
∂y2
, (8.90)
∂uf
∂x
+
∂vf
∂y
= 0, (8.91)
where cf = r/m2 is a constant introduced for convenience in notation in the case of the liquid
film. The air layer equations are transformed to
(y − h0)∂u1
∂x
+ v1 = −dp
dx
+
∂2u1
∂y2
, (8.92)
∂u1
∂x
+
∂v1
∂y
= 0. (8.93)
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The linearised boundary and interfacial conditions are given by
uf = −f(x) at y = 0, (8.94)
vf = 0 at y = 0, (8.95)
u1 = −h(x) at y = h0, (8.96)
v1 = 0 at y = h0, (8.97)
∂uf
∂y
=
∂u1
∂y
at y = h0, (8.98)
vf = h0hx at y = h0, (8.99)
uf = 0 at x = −∞, (8.100)
u1 = 0 at x = −∞, (8.101)
u1 = a as y →∞. (8.102)
The linearisation procedure is straightforward, however for clarity we expand on the treat-
ment of the no-slip condition in detail. Most other cases follow the same pattern, with any
non-trivial steps highlighted at key points in the derivation. We start by stating the no-slip
condition on the body surface in the form recovered from eq. (8.73), as
y + uf (x, y) +O(2) = 0 at y = f(x). (8.103)
Using the known expression for the vertical coordinate, we obtain
f(x) + uf (x, f(x)) +O(2) = 0 at y = f(x), (8.104)
on which we perform a Taylor expansion in order to describe the condition at y = 0 as
f(x) + 
(
uf (x, 0) + f(x)
∂uf
∂x
∣∣∣∣
(x,0)
+O(2)
)
+O(2) = 0 at y = 0. (8.105)
Since our analysis is restricted to O(), the final form of the no-slip condition is
uf = −f(x) at y = 0. (8.106)
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It is interesting to note that both conditions (8.75) and (8.77) lead to a zero vertical velocity
condition at the unperturbed position of the interface, i.e. eq. (8.97). In fact, this was the very
reason for having included the kinematic condition at the top of the liquid layer into the model
as eq. (8.56). The lost kinematic condition, defined in the viscous sublayer in eq. (8.77), re-
emerges from treating the kinematic condition in the water layer at y = h0, introduced directly
as eq. (8.99) in the model.
We also draw attention to expansion (8.89), which is convenient in trying to obtain a simple
expression for the matching condition on top of the viscous sublayer as (8.102). This expansion
leads to the most compact form of the final system.
To finalise the linearisation, we consider the pressure-displacement at the upper edge of the
viscous sublayer via a streamline slope angle argument. We are interested in the expression
(defined within the respective deck)
ϑ1
∣∣∣∣
Y→∞
=
V1
U1
∣∣∣∣
Y→∞
(8.107)
after the linearisation process. The definition for U1 in this limit is already known from
eq. (8.86) and (8.102), while vertical velocity is derived from the continuity equation (8.93)
by direct integration as
∂v1
∂y
= −∂u1
∂x
⇒ v1(x, y) = v1(x, h0)− ∂
∂x
y∫
h0
u1(x, η)dη. (8.108)
In the limit y → ∞ the integration is further simplified by the usage of the displacement
function
v1
∣∣∣∣
y→∞
= v1(x, h0)− da
dx
y∫
h0
dη, (8.109)
which ultimately leads to
v1
∣∣∣∣
y→∞
= v1(x, h0)− da
dx
(y − h0)
∣∣∣∣
y→∞
. (8.110)
By combining eq. (8.102) and eq. (8.110), together with known expansions (8.86)-(8.87),
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we reach
ϑ
∣∣∣∣
Y→∞
=
(
[v1(x, h0)− a′(x)(y − h0)]
y − h0 + a(x) +O(
2)
) ∣∣∣∣
y→∞
.
Working with O() terms, we have
ϑ1
∣∣∣∣
y→∞
= −da
dx
, (8.111)
irrespective of the expression v1(x, h0) due to it being independent of y. In this particular
boundary condition setup we have underlined throughout subsection 8.2.3 how the vertical
velocity in air at the interface is zero at O(). It is easy to see however that condition (8.111)
remains valid in the linearised problem irrespective of the exact expression for v1, as future
generalisations will confirm.
With a complete description of the linear problem, we advance towards obtaining an explicit
solution, which is possible after converting the problem to Fourier space.
8.4 Fourier space analysis
In the present section we use Fourier transforms in x to transfer the entire problem into
Fourier space. The standard formulation of the forward and inverse transforms, exemplified
for horizontal velocity uf , is
u¯f (α, y) =
+∞∫
−∞
uf (x, y)e
−iαxdx, (8.112)
uf (x, y) =
1
2pi
+∞∫
−∞
u¯f (α, y)e
iαxdα, (8.113)
which is then propagated to all other relevant variables. Note that the (¯·) symbol has been used
to denote variables in Fourier space.
The section is expanded into three different branches, the first two of which (detailed in sub-
sections 8.4.1-8.4.2) comprise simplifications tailored to the strong viscosity contrast between
the liquid film and air typically arising in the aerodynamic context motivating the model. The
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third and final generalisation, presented in subsection 8.4.3, expands on the case in which conti-
nuity of velocities is introduced across the interface, extending the applicability of the analysis
to any immiscible fluid-fluid system.
8.4.1 High viscosity contrast regime
We begin the analysis by expanding on the initial model described in the previous sub-
sections, characterised by relevant simplifications obtained due to m−1  1 and enabling the
study of a system with zero velocities at the interface in the viscous sublayer in air. Using
Fourier transforms of type (8.112) on the linearised equations in the liquid layer (8.90)-(8.91)
results in
cf (yiαu¯f + v¯f ) = −iαp¯+ ∂
2u¯f
∂y2
, (8.114)
iαu¯f +
∂v¯f
∂y
= 0, (8.115)
while equations (8.92)-(8.93) in the viscous sublayer become
(y − h0)iαu¯1 + v¯1 = −iαp¯+ ∂
2u¯1
∂y2
, (8.116)
iαu¯1 +
∂v¯1
∂y
= 0. (8.117)
Appropriate boundary and interfacial conditions are obtained as
u¯f = −f¯(α) at y = 0, (8.118)
v¯f = 0 at y = 0, (8.119)
u¯1 = −h¯(α) at y = h0, (8.120)
v¯1 = 0 at y = h0, (8.121)
∂u¯f
∂y
=
∂u¯1
∂y
at y = h0, (8.122)
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v¯f = h0iαh¯ at y = h0, (8.123)
u¯1 = a¯ as y →∞. (8.124)
The full decay of the perturbations to the solution to zero as x → ±∞ permitted the for-
mulation the Fourier transform from the onset, which is why initial conditions on u¯1 and u¯f
(eq. (8.100) and eq. (8.101), respectively) are indirectly included in the above formulation.
We define the streamline slope angle in Fourier space as
ϑ¯1(α) =
+∞∫
−∞
ϑ1(x)e
−iαxdx (8.125)
and convert expression (8.111) to Fourier space. We obtain
ϑ¯1
∣∣∣∣
y→∞
= −iαa¯. (8.126)
To find a solution in closed form, we start by solving the equation in the liquid layer.
Differentiating the momentum equation (8.114) with respect to y, we find
cf
(
yiα
∂u¯f
∂y
+ iαu¯f +
∂v¯f
∂y
)
=
∂3u¯f
∂y3
, (8.127)
where the pressure term disappears (as it is a function of α only) and further simplifications are
reached by using the continuity eq. (8.115). The final form is
cf iαy
∂u¯f
∂y
=
∂3u¯f
∂y3
. (8.128)
We define a new variable τ¯f = ∂u¯f/∂y (the perturbation to shear stress in the liquid layer),
which converts eq. (8.128) to
cf iαyτ¯f =
∂2τ¯f
∂y2
. (8.129)
A final change of independent variables ξf = (cf iα)1/3y alters the y−derivatives to
∂
∂y
≡ (cf iα)1/3 ∂
∂ξf
(8.130)
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and transforms eq. (8.129) into
∂2τ¯f
∂ξ2f
− ξf τ¯f = 0. (8.131)
We recognise the standard form of the Airy equation (see Abramowitz & Stegun (1964))
with solutions
τ¯f (ξf ) = Sf (α) · Ai(ξf ) + Tf (α) · Bi(ξf ), (8.132)
where Ai and Bi are Airy functions of the first and second kind, respectively, while Sf (α)
and Tf (α) are unknown functions to be determined. Note that the undisturbed position of the
interface is defined at a finite y = h0, hence no further simplifications are possible beyond this
point, unlike in the case of the viscous sublayer in the air flow, discussed next.
A treatment similar to that leading to eq. (8.132) is adapted to the viscous sublayer in air,
by defining τ¯1 = ∂u¯1/∂y and ξ1 = (iα)1/3(y − h0). We retrieve
τ¯1(ξ1) = S1(α) · Ai(ξ1) + T1(α) · Bi(ξ1). (8.133)
The magnitude of the shear stress perturbation is expected to decay away from the interface.
Accounting for the fact that ξ1 is complex and Bi(ξ1) is a function increasing with |ξ1|, we
deduce that T1(α) ≡ 0 in order to avoid unbounded growth as |ξ1| → ∞. This gives us
τ¯1(ξ1) = S1(α) · Ai(ξ1). (8.134)
Up to this point in the derivation we have introduced six unknowns in the form of Sf (α),
Tf (α), S1(α), p¯(α), a¯(α) and h¯(α). In addition, we have a number of physical parameters:
density ratio r, viscosity ratio m and undisturbed interfacial height h0, which will form the
basis of future studies in section 8.5. The following paragraphs outline the derivation of a
system of six linear equations for the unknown functions.
Due to the y-differentiation in both the liquid layer and the lower deck in air when obtaining
the Airy function solutions, we have increased the order of the problem. We therefore need to
provide further boundary conditions to compensate for this manipulation. We start by letting
y = 0 in eq. (8.114). Taking into account that the shear stress perturbation in initial variables
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is formulated as
∂u¯f
∂y
= (cf iα)
1/3
[
Sf (α)Ai((cf iα)
1/3y) + Tf (α)Bi((cf iα)
1/3y)
]
, (8.135)
and that terms on the left hand side of eq. (8.114) side vanish when y is set to zero, after a
second differentiation and convenient rearrangement we reach
Sf (cf iα)
2/3Ai′(0) + Tf (cf iα)2/3Bi′(0) = iαp¯. (8.136)
An analogous treatment in the viscous sublayer in air, but now with
∂u¯1
∂y
= (iα)1/3S1(α)Ai((cf iα)
1/3y), (8.137)
yields
S1(iα)
2/3Ai′(0) = iαp¯. (8.138)
The next condition requires the introduction of several auxiliary functions. We integrate
with respect to the vertical coordinate y in eq. (8.135) to obtain
u¯f (α, y) = u¯f
∣∣∣∣
y=0
+(cf iα)
1/3
Sf y∫
0
Ai((cf iα)
1/3s)ds+ Tf
y∫
0
Bi((cf iα)
1/3s)ds
 . (8.139)
The first term, which is the contribution from the solid wall, is expressed in terms of the Fourier-
transformed surface roughness shape from eq. (8.118). A change of variables of type η =
(cf iα)
1/3s is beneficial in reformulating the expression for u¯f to
u¯f (α, y) = −f¯(α) +
Sf (cf iα)
1/3y∫
0
Ai(η)dη + Tf
(cf iα)
1/3y∫
0
Bi(η)dη
 . (8.140)
The two integrals in eq. (8.140) are found numerically and for convenience in notation we
introduce
C1(α, y) ≡
(cf iα)
1/3y∫
0
Ai(η)dη, C2(α, y) ≡
(cf iα)
1/3y∫
0
Bi(η)dη (8.141)
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to give us a final expression
u¯f (α, y) = −f¯ + SfC1(α, y) + TfC2(α, y). (8.142)
We integrate further with respect to y, an operation which is justified in the following
paragraphs.
y∫
0
u¯f (α, ξ)dξ = −f¯
y∫
0
dξ + Sf
y∫
0
C1(α, ξ)dξ + Tf
y∫
0
C2(α, ξ)dξ. (8.143)
Using auxiliary functions
C3(α, y) ≡
y∫
0
C1(α, ξ)dξ, C4(α, y) ≡
y∫
0
C2(α, ξ)dξ, (8.144)
equation (8.143) becomes
y∫
0
u¯f (α, ξ)dξ = −f¯y + SfC3(α, y) + TfC4(α, y). (8.145)
The necessity to compute the expressions for u¯f and its integral numerically becomes ap-
parent when linking continuity equation (8.91) and the result from applying the kinematic
condition in water (8.99).
We start from the continuity equation
∂uf
∂x
+
∂vf
∂y
= 0⇒ vf (x, y) = vf (x, 0)− ∂
∂x
y∫
0
uf (x, s)ds (8.146)
and note that in particular
vf (x, h0) = vf (x, 0)− ∂
∂x
h0∫
0
uf (x, s)ds. (8.147)
After accounting for impermeability on the solid wall via eq. (8.95) and translating ex-
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pression (8.147) into Fourier space we obtain the following condition at the position of the
undisturbed interface
v¯f (α, h0) = −iα
h0∫
0
u¯f (α, s)ds. (8.148)
We then use the expression above, the kinematic condition in water (8.123), together with
condition (8.145) evaluated at y = h0 on the right hand side to obtain a relation connecting the
interfacial perturbation and the horizontal velocity as
SfC3(α, h0) + TfC4(α, h0) + h0h¯− h0f¯ = 0. (8.149)
The next condition is derived from the continuity of shear stress, presented in eq. (8.122).
Together with the two equations elaborating on the y−derivatives of u¯f and u¯1 ((8.135) and
(8.137), respectively), we reach
SfAi((cf iα)
1/3h0) + TfBi((cf iα)
1/3h0) = c
−1/3
f S1Ai(0). (8.150)
For an additional relation, we integrate eq. (8.137) in y and take the limit y → ∞, which
allows us to use matching condition (8.124). We start with
lim
y→∞
y∫
h0
∂u¯1
∂ζ
dζ = S1(iα)
1/3 lim
y→∞
y∫
h0
Ai((iα)1/3(ζ − h0))dζ. (8.151)
Then, using a change of variables χ = (iα)1/3(ζ − h0), the equation above is recast as
lim
y→∞
y∫
h0
∂u¯1
∂ζ
dζ = S1 lim
y→∞
(iα)1/3(y−h0)∫
0
Ai(χ)dχ, (8.152)
which is expanded to
u¯1|y→∞ − u¯1|y=h0 = a¯+ h¯ = S1 lim
y→∞
(iα)1/3(y−h0)∫
0
Ai(χ)dχ (8.153)
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in the light of conditions (8.124) and (8.120).
Figure 8.5: Contour of integration for the integral introduced in equation (8.153).
A useful simplification is performed at this stage on equation (8.153). Since the Airy
function Ai(·) is analytic over the entire complex plane, we use the Cauchy Integral Theorem
(see Knopp (1996)) to deduce that ∫
γ1+γ2+γ3
Ai(χ)dχ = 0, (8.154)
where the desired function is the equivalent of integrating over γ1. The limit to infinity supports
the utilisation of a similar argument (see Ablowitz & Fokas (2003)) as in Jordan’s Lemma
(presented for example in Brown et al. (2009)), thus eliminating the integral over γ2 as being
zero. This is due to the fact that we are integrating in the regime in which the Airy function is
exponentially decaying. The asymptotic expressions for the Airy function of the first kind are
well known (Abramowitz & Stegun (1964)) as
Ai(x) ∼= 1√
pi
|x|−1/4 cos
(
2
3
|x|3/2 − pi
4
)
for x < 0, (8.155)
Ai(x) ∼= 1
2
√
pi
|x|−1/4 exp
(
−2
3
|x|3/2
)
for x > 0. (8.156)
The transition in the function behaviour from the oscillatory regime (when x < 0) to the
decaying regime (when x > 0) is explained in complex space through the concept of Stokes
and anti-Stokes lines. Briefly, expressions (8.155)-(8.156) are written as solutions to the Airy
differential equation
f ′′ − zf = 0 (8.157)
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in the form
f1(z) ∼ z−1/4 exp
(
−2
3
z3/2
)
and f2(z) ∼ z−1/4 exp
(
2
3
z3/2
)
. (8.158)
The anti-Stokes lines are defined by the condition of the two solutions having the same magni-
tude, which in this case is Re(z3/2) = 0, which results in
arg(z) = ±pi
3
, pi. (8.159)
While −pi/3 < arg(z) < pi/3, the Airy function remains dominated by the exponentially
decaying behaviour. When integrating over the contour defined in Fig. 8.5, the argument varies
between 0 and pi/6 and the pi/3 anti-Stokes line is not crossed. Hence considering the limit to
infinity reduces the integral over γ2 to zero. Algebraic manipulation then allows us to express
the required integral over γ1 in terms of the more convenient integral over γ3 and formulate
former equation (8.153) as
a¯+ h¯ = S1 lim
y→∞
y∫
0
Ai(χ)dχ. (8.160)
The last aspect of the formulation is the connection between pressure and the displacement
function, as alluded to previously. In the upper deck
U˜0(x˜, y˜,Re) = 1 + Re
−1/4u3(x, y3) +O(2), (8.161)
V˜0(x˜, y˜,Re) = Re
−1/4v3(x, y3) +O(2), (8.162)
P˜0(x˜, y˜,Re) = Re
−1/4p3(x) +O(2), (8.163)
with x˜− 1 = Re−3/8x and y˜ = Re−3/8y3. Substituting (8.161)-(8.163) into the Navier-Stokes
equations yields
∂u3
∂x
= −∂p3
∂x
,
∂v3
∂x
= −∂p3
∂y3
,
∂u3
∂x
+
∂v3
∂y3
= 0. (8.164)
We eliminate u3 and v3 from (8.164) and obtain the Laplace equation(
∂2
∂x2
+
∂2
∂y23
)
p3 = 0. (8.165)
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Translating the above equation into Fourier space gives
∂2p¯3
∂y23
− α2p¯3 = 0, (8.166)
with solution
p¯3(y3) = k1e
αy3 + k2e
−αy3 . (8.167)
Far away from the region of interest the perturbations in pressure decay to zero and hence
we have to set k1 = 0 for positive α and k2 = 0 for negative α to avoid unbounded growth.
The expression (8.167) then reduces to
p¯3(y3) = ke
−|α|y3 , (8.168)
where constant k is to be determined. For this purpose, we match the streamline slope angles as
we approach the lower boundary of the upper deck from both directions. Firstly, from below,
as the contribution from the main deck approaches 0−, we make use of relation (8.126) and
write
ϑ¯1
∣∣∣∣
y→∞
= −iαa¯(α). (8.169)
From the other direction
ϑ¯3
∣∣∣∣
y3→0
= v¯3(α, 0) (8.170)
after the appropriate expansions in the linearisation in this deck are used - (8.161)-(8.163). We
equate the results at y = 0 to reach
v¯3(α, 0) = −iαa¯. (8.171)
From the vertical momentum equation, by evaluating at y3 = 0, we learn that
∂p3
∂y3
∣∣∣∣
y3=0
= −∂v3
∂x
∣∣∣∣
y3=0
. (8.172)
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We transfer this expression into Fourier space and use equation (8.168) to obtain
dp¯3
dy3
∣∣∣∣
y3=0
= −|α|ke−|α|y3
∣∣∣∣
y3=0
= −|α|k (8.173)
and finally relate equations (8.171) and (8.173) by stating that
− |α|k = −iαv¯3
∣∣∣∣
y3=0
= −α2a¯ (8.174)
and determine k as k = |α|a¯. This leads to an expression for pressure in the upper deck in the
form
p¯3(y3) = |α|a¯e−αy3 . (8.175)
However the main interest at this stage lies in formulating a condition relating pressure and
the displacement function a¯ at the lower side of the upper deck, where y3 = 0. We switch from
p¯3−notation to p¯−notation there (as we can also consider the pressure as being on the upper
limit of the main deck) and conclude that
p¯ = |α|a¯. (8.176)
Expression (8.176) is then used to close the system of equations constructed in the present
subsection.
We have examined the model equations and elaborated on the detailed derivation of the six
equations (8.136), (8.138), (8.149), (8.150), (8.160) and (8.176) for the six unknown functions.
The cumbersome algebraic expressions lend themselves to a simplified notation. The system
contains a reasonable number of Airy functions of both the first and second kind, as well as
definite integrals thereof. It is therefore convenient to rename these factors in order to abandon
the heavy notation in favour of a system easier to manipulate algebraically. To this end, we
introduce
Ai(0) =
1
32/3Γ(2/3)
= 0.355028 ≡A1, Bi(0) = 1
31/6Γ(2/3)
= 0.614926 ≡A2,
Ai′(0) = − 1
31/3Γ(1/3)
= −0.258819 ≡A3, Bi′(0) = 3
1/6
Γ(1/3)
= 0.448288 ≡A4,
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lim
y→∞
y∫
0
Ai(χ)dχ = 1/3 ≡ A5,
where Γ(·) denotes the well-known Gamma function (see Abramowitz & Stegun (1964)). We
also simplify the notation of a set of functions of wavenumber α as
Ai((cf iα)
1/3h0) ≡B1(α), Bi((cf iα)1/3h0) ≡B2(α).
Using the aforementioned auxiliary constants and variables, the system becomes
Sf (cf iα)
2/3A3 + Tf (cf iα)
2/3A4 − iαp¯ = 0,
S1(iα)
2/3A3 − iαp¯ = 0,
SfC3(α, h0) + TfC4(α, h0) + h0h¯− h0f¯ = 0,
SfB1(α) + TfB2(α)− c−1/3f S1A1 = 0,
a¯+ h¯− S1A5 = 0,
|α|a¯− p¯ = 0.
We are particularly interested in perturbations to the pressure distribution p¯(α), the shear
stress on the solid body as given by τ¯f at y = 0 and the shear stress on the interface, as
computed from the air layer, namely τ¯1 at y = h0.
In order to solve the system, we eliminate the unknowns step by step. Starting with the last
equation, in turn, we obtain the following relations:
a¯ =
1
|α| p¯, (8.177)
S1 =
(iα)1/3
A3
p¯, (8.178)
h¯ =
(
A5
A3
(iα)1/3 − 1|α|
)
p¯, (8.179)
Sf =
(iα)1/3
c
2/3
f A3
p¯− TfA4
A3
, (8.180)
Tf = p¯
[
(iα)1/3
c
1/3
f
A1
A3
− (iα)
1/3
c
2/3
f
B1(α)
A3
]
/
(
B2(α)− A4B1(α)
A3
)
. (8.181)
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Note that all previous quantities have been expressed in terms of pressure p¯. We define yet
another set of auxiliary functions for convenience in notation
D1(α) = B2(α)− B1(α)A4
A3
, D2(α) = C4(α, h0)− C3(α, h0)A4
A3
,
D3(α) =
(iα)1/3
c
2/3
f
C3(α, h0)
A3
+ h0
(
A5
A3
(iα)1/3 − 1|α|
)
,
D4(α) =
(iα)1/3
c
1/3
f
A1
A3
− (iα)
1/3
c
2/3
f
B1(α)
A3
and finally express pressure p¯ as
p¯(α) =
h0D1(α)f¯(α)
D1(α)D3(α) +D2(α)D4(α)
. (8.182)
In the context of subsequent discussions, it is also useful to underline the expressions for
shear stress to be
∂u¯f
∂y
∣∣∣∣
y=0
= (cf iα)
1/3[Sf (α)Ai(0) + Tf (α)Bi(0)], (8.183)
∂u¯1
∂y
∣∣∣∣
y=h0
= (iα)1/3S1(α)Ai(0). (8.184)
A quality of the model constructed with conditions (8.120)-(8.121) instead of continuity
of velocities across the interface is that we can easily explore the limit h0 → 0. Hence a
recommended verification is to consider the flow in the absence of the thin liquid film. This
is performed most cleanly by selecting equations (8.138), (8.160) and (8.176) and solving
for p¯(α), a¯(α) and S1(α) as the only unknowns in the system after having eliminated the
conditions influenced by the liquid film. In this case interface h¯(α) becomes equivalent to the
initial surface roughness f¯(α). We expect to retrieve classical results from triple-deck theory
and indeed we obtain
p¯ =
3|α|Ai′(0)
|α|(iα)1/3 − 3Ai′(0) f¯(α), (8.185)
a¯ =
3Ai′(0)
|α|(iα)1/3 − 3Ai′(0) f¯(α), (8.186)
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which are well known expressions, found for example in Fry (2011) as equations (6.2.21)-
(6.2.22), as well as in the discussion (4.7)-(4.11b) in Smith (1982).
The inverse Fourier transform introduced in eq. (8.113) enables us to recover any quantity
of interest in real space. An extended discussion of these results and the effects of including the
additional liquid layer are computed numerically (due to the various Airy function terms) and
will be expanded upon in section 8.5 for both a corner geometry (similar to Stewartson (1970)
or Smith (1982)), as well as a typical surface roughness, as featured in Smith et al. (1981) or
Fry (2011).
From a theoretical standpoint, at this stage we can easily introduce an alternative model.
We have thus far considered an air-water model in which the viscosity contrast, present through
coefficient m, is sufficiently high such that no-slip and impermeability conditions for u1 and
v1 at the interface are a reasonable approximation. The simplification of 1/m being consid-
ered negligible raises the question of sensitivity of the parameter in front of the convective
terms on the left hand side of equation (8.69). Having performed a reduction in the boundary
conditions, it is useful to explore the equivalent assumption in the momentum equation. In
the context of fluids with arbitrary densities and viscosities, a regime in which the term r/m2
becomes sufficiently small justifies the investigation of a limit in which the convective terms
are inconsequential. This assumption simplifies the analysis in the liquid layer and a short
discussion in this particular context is formulated in subsection 8.4.2.
8.4.2 Reduced thin liquid film model
The present derivation is inspired by the simplified boundary conditions on the interface,
as treated in subsection 8.4.1, given the large viscosity contrast between model fluids in ap-
plications of interest. The high viscosity limit is further embedded in the system by treating
the convective terms in the momentum equation in the liquid film as negligible. We begin by
analysing equations (8.69)-(8.70) in the absence of convective terms; in this limit, the flow is
governed by
dP
dX
=
∂2Uf
∂Y 2
,
∂Uf
∂X
+
∂Vf
∂Y
= 0. (8.187)
Since this change only affects the flow in the liquid film, we restrict the discussion to this
deck for brevity. The same notation for the flow variables as in subsection 8.4.1 is preserved
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throughout the current discussion. We also make use of a similar linearisation procedure, how-
ever the set of boundary and interfacial conditions to consider is reduced to the no-slip (8.118),
impermeability (8.119) and kinematic (8.123) conditions. In Fourier space, the simplified sys-
tem reads
∂2u¯f
∂y2
− iαp¯ = 0, iαu¯f + ∂v¯f
∂y
= 0, (8.188)
with conditions
u¯f = −f¯(α) at y = 0, (8.189)
v¯f = 0 at y = 0, (8.190)
v¯f = h0iαh¯ at y = h0. (8.191)
This formulation allows us to find solutions for velocities u¯f (α, y) and v¯f (α, y) as functions
of pressure and interfacial perturbation in a straightforward manner. We retrieve
u¯f (α, y) = −f¯(α) + 2
h0
f¯(α)y − 2
h0
h¯(α)y + p¯(α)
(
iα
y2
2
+
α2
iα
h0
3
y
)
, (8.192)
v¯f (α, y) = iαf¯(α)y − iα
h0
f¯(α)y2 +
iα
h0
h¯(α)y2 + p¯(α)
(
α2
y3
6
− α2h0y
2
6
)
. (8.193)
The previous system retains equations (8.138), (8.160) and (8.176) as unchanged since
the viscous sublayer in air does not suffer any changes in the current formulation. Equa-
tions (8.136) and (8.149) are no longer necessary in the light of expressions above for the hor-
izontal and vertical velocities. Equation (8.150), the shear stress continuity condition, requires
a simple modification. Taking into account (8.192) above for u¯f and computing its y-derivative
reads
2
h0
f¯(α)− 2
h0
h¯(α) + p¯(α)
(
iαh0 +
α2
iα
h0
3
)
= (iα)1/3S1Ai(0). (8.194)
Solving the resulting system of four equations for four unknowns yields
a¯ =
1
|α| p¯, (8.195)
S1 =
(iα)1/3
A3
p¯, (8.196)
8.4 Fourier space analysis 252
h¯ =
(
A5
A3
(iα)1/3 − 1|α|
)
p¯, (8.197)
p¯ =
[
A5
A3
(iα)1/3 +
h0
2
A1
A3
(iα)2/3 − iαh
2
0
2
− α
2
iα
h20
6
− 1|α|
]−1
f¯(α). (8.198)
Notice that the first three equations are unchanged from expressions (8.177)-(8.179). The
perturbation to the pressure distribution is now expressed more cleanly as
p¯(α) = f¯(α)
/[
A5
A3
(iα)1/3 +
h0
2
A1
A3
(iα)2/3 − iαh
2
0
2
− α
2
iα
h20
6
− 1|α|
]
. (8.199)
In addition, we again point out the values for shear stress at both the surface of the solid
body and the position of the unperturbed interface.
∂u¯f
∂y
∣∣∣∣
y=0
=
2
h0
f¯(α)− 2
h0
h¯(α) + p¯(α)
α2
iα
h0
3
, (8.200)
∂u¯1
∂y
∣∣∣∣
y=h0
= (iα)1/3S1(α)Ai(0). (8.201)
We re-examine the limit h0 → 0 for validation purposes and, unsurprisingly, obtain the
same results as in subsection 8.4.2, confirming the successful comparison with the literature on
the topic. However the main interest lies in the addition of the liquid film, in particular how the
present model compares to the previous one. We postpone the discussion of the significance
of eliminating convective terms from the momentum equation to section 8.5, in which we
elaborate on a comparative analysis of the results in all proposed models.
In the next subsection we extend the solution to incorporate continuity of velocities across
the interface, which becomes significantly more realistic and includes all previous parameter
regimes. One drawback however, which inspired the formulation of the previous two spe-
cialised models, is that taking the limit h0 → 0 is no longer a trivial procedure and hence
verifications are more difficult to formalise. Therefore an isolated study of only the most com-
plex and general system would be less amenable to validations against well-established results
in the literature. A gradual increase in complexity captures benefits from both confirmation and
novelty perspectives and supports a complete investigation on the influence of the thin liquid
film. Together, the three constructed models provide a solid basis to inspect different fluid-fluid
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systems of interest.
8.4.3 Continuity of velocities across the interface
In the present subsection we generalise the derived formulations in subsections 8.4.1-8.4.2
to accommodate for all levels of density and viscosity contrast between the modelled fluids.
In cases where the thin liquid film is significantly more dense and viscous, prescribing no-slip
and impermeability at the interface is a reasonable approximation. As the ratios of the phys-
ical quantities approach O(1) however, the accuracy of the results is affected and a stronger
approximation is required. The assumptions in previous subsections related to a high viscosity
ratio in the fluids are realistic for practical applications of interest in flight conditions. We now
extend the scope of the study to any general multi-fluid system (such as, for example, fluids
with milder physical property ratios in comparison to air).
In the following paragraphs we expand on how to incorporate continuity of velocities across
the interface, thus being able to account for a system with any immiscible fluids that pertain to
the incompressible Newtonian setting we are describing.
We start from the set of equations in the thin liquid film; see equations (8.69)-(8.70):
r
m2
(
Uf
∂Uf
∂X
+ Vf
∂Uf
∂Y
)
= − dP
dX
+
∂2Uf
∂Y 2
, (8.202)
∂Uf
∂X
+
∂Vf
∂Y
= 0, (8.203)
and (8.71)-(8.72) in the lower deck in air as in the end of the inspection analysis subsec-
tion 8.2.3, since the same type of arguments apply.
U1
∂U1
∂X
+ V1
∂U1
∂Y
= − dP
dX
+
∂2U1
∂Y 2
, (8.204)
∂U1
∂X
+
∂V1
∂Y
= 0. (8.205)
The accompanying initial, boundary and interfacial condition are formulated under this
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scaling as
Uf = Vf = 0 at Y = F (X), (8.206)
Uf = mU1 at Y = H(X), (8.207)
Vf = mV1 at Y = H(X), (8.208)
∂Uf
∂Y
=
∂U1
∂Y
at Y = H(X), (8.209)
V1 = HXU1 at Y = H(X), (8.210)
Uf = Y at X = −∞, (8.211)
U1 =
1
m
H(X) + Y −H(X) at X = −∞, (8.212)
U1 =
1
m
H(X) + Y −H(X) + A(X) as Y →∞. (8.213)
Note the changes appearing in equations (8.207)-(8.208) (continuity of velocities), which also
propagate to the initial condition upstream of the interaction region as (8.212) and the matching
condition (8.213), since we now have a non-zero U1 velocity at Y = H(X).
We subject the above model (8.202)-(8.213) to the following slightly modified linearisation
procedure (accounting for the additional velocity in the viscous sublayer in air):
Uf (X, Y, ) = y + uf (x, y) +O(2), (8.214)
Vf (X, Y, ) = vf (x, y) +O(2), (8.215)
H(X, ) = h0 + h(x) +O(2), (8.216)
U1(X, Y, ) = h0/m+ y − h0 + u1(x, y) +O(2), (8.217)
V1(X, Y, ) = v1(x, y) +O(2), (8.218)
P (X, ) = p(x) +O(2), (8.219)
A(X, ) = [a(x) + (1− 1/m)h(x)] +O(2). (8.220)
Modifications are reflected in the expansions for U1 and A in particular, where the latter
expression is helpful in obtaining algebraically convenient terms in the following stages.
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Since the present subsection shares similarities with material presented in previous deriva-
tions, we focus mainly on the differences to the models presented in 8.4.1 and 8.4.2, highlight-
ing the distinct features introduced by considering continuity of velocities across the interface.
The linearisation procedure incurs no additional complications when compared to previous
subsections. We study the equivalent Fourier transformed system, obtained using the same
transforms defined in eq. (8.112).
There are no changes in the thin liquid layer itself, thus the previous solution (8.132) still
applies, as
τ¯f (ξf ) = Sf (α) · Ai(ξf ) + Tf (α) · Bi(ξf ). (8.221)
Notation τ¯f = ∂u¯f/∂y and ξf = (cf iα)1/3y was again used as part of the classical solution
process. Due to the introduction of non-zero velocity at the bottom of the lower deck in air, the
equations in the lower deck in air become more involved and take the form
(h0/m+ y − h0)]iαu¯1 + v¯1 = −iαp¯+ ∂
2u¯1
∂y2
, (8.222)
iαu¯1 +
∂v¯1
∂y
= 0. (8.223)
By differentiating the momentum equation (8.222) with respect to y, using continuity equa-
tion (8.223) and notation τ¯1 = ∂u¯1/∂y and ξ1 = (iα)1/3[y + h0(1/m − 1)], we recover the
same solution as in eq. (8.133):
τ¯1(ξ1) = S1(α) · Ai(ξ1). (8.224)
The updated change of variables propagates to a modified system, however in adjusted
coordinates the Airy solutions remain in the same form as in subsection 8.4.1. We follow the
solution procedure of subsections 8.4.1-8.4.2, taking into account the more involved definition
8.4 Fourier space analysis 256
of ξ1 and the several other changes brought in by continuity. The full set of conditions is
u¯f = −f¯(α) at y = 0, (8.225)
v¯f = 0 at y = 0, (8.226)
u¯f = mu¯1 + (m− 1)h¯(α) at y = h0, (8.227)
v¯f = mv¯1 at y = h0, (8.228)
∂u¯f
∂y
=
∂u¯1
∂y
at y = h0, (8.229)
v¯f = h0iαh¯(α) at y = h0, (8.230)
u¯1 = a¯ as y →∞. (8.231)
The more complicated form in the expansion of the displacement function A (eq. (8.220))
ensures that the matching condition (8.231) remains compact. The treatment of the pressure-
displacement relation is analogous to that of subsection 8.4.1 and condition (8.176) is valid in
the respective form.
The six unknown functions demand the formulation of the same number of equations to
explicitly solve for all flow variables. Condition (8.136) is unchanged, as the Airy function
solution is unaffected by the new conditions.
The equivalent of condition (8.138) is set by first differentiating solution (8.224) with re-
spect to y:
∂2u¯1
∂y2
= S1(α) · (iα)2/3Ai′[(iα)1/3(y + h0(1/m− 1))] (8.232)
and setting y = h0 in the lower deck equation (8.222). To inspect u¯1(α, h0), we first consider
the horizontal velocity on the upper edge of the liquid film, u¯f (α, h0). During the previous
investigation, we highlighted in equation (8.142) how we obtain the expression
u¯f (α, h0) = −f¯(α) + Sf (α)C1(α, h0) + Tf (α)C2(α, h0). (8.233)
From the continuity condition (8.227) we know that u¯1(α, h0) = u¯f (α, h0)/m+ h¯(1−m)/m.
Using the last two conditions together, we now have
u¯1(α, h0) = −f¯(α)/m+Sf (α)C1(α, h0)/m+Tf (α)C2(α, h0)/m+ h¯(α)(1/m−1). (8.234)
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Finally we take into account the kinematic condition (8.230) and continuity of vertical veloci-
ties (8.228) to find that v¯1(α, h0) = h0m−1iαh¯. Inserting the previous relation, eq. (8.234) and
the second derivative eq. (8.232) into the X-momentum equation (8.222) evaluated at y = h0
gives us (after some algebraic effort)
h0h¯
m2
− h0f¯
m2
+
h0
m2
SfC1 +
h0
m2
TfC2 + p¯− S1(iα)−1/3Ai′[(iα)1/3(h0/m)] = 0 (8.235)
as the equivalent of condition (8.138).
The third condition is very similar in construction to (8.149) and is re-stated here as
SfC3(α, h0) + TfC4(α, h0) + h0h¯− h0f¯ = 0. (8.236)
The generalised form of the solution for τ¯1 modifies the shear stress continuity condition to
SfAi((cf iα)
1/3h0) + TfBi((cf iα)
1/3h0) = c
−1/3
f S1Ai[(iα)
1/3(h0/m)]. (8.237)
Note the updated right hand side as compared to eq. (8.150).
The fifth condition depends on the updated solution for u¯1 and will hence require further
manipulation. We start from
∂u¯1
∂y
= S1(α) · (iα)1/3Ai[(iα)1/3(y + h0(1/m− 1))]. (8.238)
Then we integrate with respect to y and consider the y →∞ limit
lim
y→∞
y∫
h0
∂u¯1
∂ζ
dζ = S1(iα)
1/3 lim
y→∞
y∫
h0
Ai((iα)1/3(ζ + h0(1/m− 1)))dζ. (8.239)
We perform a change of variables χ = (iα)1/3(ζ + h0(1/m− 1)) to reformulate the above as
lim
y→∞
y∫
h0
∂u¯1
∂ζ
dζ = S1 lim
y→∞
(iα)1/3(y+h0(1/m−1))∫
(iα)1/3(h0/m)
Ai(χ)dχ ≡ S1(α)I1(α), (8.240)
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with I1(α) introduced to simplify the expression in eq. (8.240), which reduces to
u¯1|y→∞ − u¯1|y=h0 = S1(α)I1(α). (8.241)
The condition equivalent to (8.160) is restated as
a¯+ f¯/m− SfC1/m− TfC2/m+ h¯(1− 1/m)− S1I1 = 0. (8.242)
We discuss the treatment of integral I1, introduced in equation (8.240), in detail.
Figure 8.6: Contour of integration for I1(α).
Similar to the analysis presented in eq. (8.153)-(8.160), we use Cauchy’s Integral Theorem
on the more involved contour depicted in Fig. 8.6 to recover∫
γ1+γ˜1+γ2+γ3+γ˜3
Ai(χ)dχ = 0. (8.243)
Jordan’s Lemma is applied in order to eliminate the integration over γ2. Expression (8.243)
becomes ∫
γ1+γ˜1
Ai(χ)dχ = −
∫
γ3+γ˜3
Ai(χ)dχ, (8.244)
However the right hand side of the equation is known to be
−
∫
γ3+γ˜3
Ai(χ)dχ =
∞∫
0
Ai(χ)dχ = 1/3 ≡ A5. (8.245)
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Thus we conclude that integrating over γ1, our actual target in I1, is similar to performing
I1(α) = A5 −
(iα)1/3(h0/m)∫
0
Ai(χ)dχ ≡ A5 − B˜3(α), (8.246)
where we again introduce B˜3(α) for convenience in future algebraic manipulations. The inte-
gral is computed in the same spirit as integrals for C1−C2 defined in eq. (8.141), for example.
All building blocks have been prepared for constructing the full system of equations. The
final step consists in introducing helpful notation, enabling a formulation of the results in a
compact manner. We make use of the same definitions for A1 − A5, B1(α) − B2(α) and
C1(α)−C4(α) as in subsection 8.4.1, however we introduce two additional auxiliary functions
Ai′((iα)1/3(h0/m)) ≡B3(α), Ai((iα)1/3(h0/m)) ≡B4(α).
By gathering equations (8.136), (8.235), (8.236), (8.237), (8.242) and (8.176) the formu-
lated linear system is interpreted in a simplified algebraic form as
Sf (cf iα)
2/3A3 + Tf (cf iα)
2/3A4 − iαp¯ = 0,
h0
m2
h¯− h0
m2
f¯ +
h0
m2
SfC1(α, h0) +
h0
m2
TfC2(α, h0) + p¯− S1(iα)−1/3B3(α) = 0,
SfC3(α, h0) + TfC4(α, h0) + h0h¯− h0f¯ = 0,
SfB1(α) + TfB2(α)− c−1/3f S1B4(α) = 0,
a¯+ f¯/m− SfC1(α, h0)/m− TfC2(α, h0)/m+ h¯(1− 1/m)− S1I1(α) = 0,
|α|a¯− p¯ = 0.
We proceed to eliminate unknowns step by step and express all relevant quantities with
respect to pressure, which now has a much more complicated expression than the one formu-
lated in eq. (8.182). Details are excluded for brevity, since the complexity is purely algebraic
and introduced by the addition of several generalisations in the model. The interested reader is
referred to Appendix B.4.
More importantly, up to this stage we have introduced three models, described in subsec-
tions 8.4.1, 8.4.2 and 8.4.3. The first two formulations are only applicable to cases in which
the contrast in viscosities in the model fluids is strong, however they differ in terms of either
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including or excluding convective terms in the momentum equations in the liquid film. The in-
troduction of continuity in the third and most general model allows us to extend the constructed
mathematical framework to fluids of arbitrary density and viscosity ratios, in particular to cases
where m = O(1), outside the reach of previous efforts.
In section 8.5 we start by validating the solutions with two known model problems (surface
roughness and corner geometries) in the absence of a thin liquid film. This is possible for the
first two models, presented in subsections 8.4.1-8.4.2. The test cases are selected due to their
practical nature, as these elements often appear on aircraft surfaces and are therefore of natural
interest. We proceed to incorporate the liquid film into the flow and conduct a comparative
analysis between the models in a variety of scenarios.
8.5 Results
Previous subsections 8.4.1-8.4.3 have outlined the details of constructing analytically tractable
models that produce insight into the high speed flow in the presence of a thin liquid film. The
formulation in 8.4.1 relies on the assumption that m, the viscosity ratio of the liquid film and
air, is sufficiently large such that no-slip and impermeability conditions at the interface between
the two fluids are a reasonable approximation. The reduced model presented in 8.4.2 further
exploits the highly viscous nature of the flow in the liquid layer to the point that convective
terms in the Navier-Stokes equations are deemed negligible and are thus removed from the
analysis. Both these models allow a straightforward inspection of the h0 → 0 limit, the case
when no liquid film is present. The analysis is then reduced to a classical triple-deck setup and
comparative studies against classical results in the literature can be performed. A more realis-
tic model that does not suffer from any restrictions related to the viscosity ratio m is discussed
in subsection 8.4.3, where imposing continuity of velocities across the interface enables the
analysis of any immiscible fluid-fluid configuration in the present context. This model, how-
ever, is significantly more difficult to validate. A complete description of the flow is obtained
through the comprehensive discussion of all three models, which is the subject of the present
subsection.
We recall that theoretical expressions (such as eq. (8.185) for pressure and eq. (8.186) for
the displacement function) have already been successfully compared with previous results in
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the literature, in the absence of a liquid film. We therefore anticipate that all results in this case
will produce a strong confirmation of the solution accuracy in this particular regime. After
performing a verification in this limit, we return to the main focus of the present chapter, the
influence of the liquid film on the separation process in the multi-fluid flow.
Figure 8.7: Four-tiered structure of the interaction region over a Witch of Agnesi surface rough-
ness.
In this section we choose as illustrative test cases two typical geometries arising on wing
surfaces, namely surface roughnesses and corners (or flap junctions).
We study a geometry containing a surface roughness of small amplitude first and choose to
model the surface introduced in eq. (8.81) as
f(x) =
1
1 + x2
, (8.247)
the Witch of Agnesi curve. A sketch of the domain, including the appropriate scales, is pre-
sented in Fig. 8.7. This is a particularly suitable first choice, since the smooth nature of the
function (no corners or other local structures) makes it an ideal candidate for numerical calibra-
tion, such as selecting representative grid sizes when attempting to find discrete flow solutions.
As previously mentioned, we first consider the flow in the absence of the liquid film for
validation purposes (easily compared to previous results in the literature). We wish to analyse
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two main quantities of interest, pressure perturbation p(x) and the wall shear perturbation at
the lower edge of the viscous sublayer, which becomes τ1(x, 0) in the absence of the liquid
film. We have already highlighted the expressions for each of these in the discussion of the
two accessible models in this limit in subsections 8.4.1-8.4.2. In Fourier space the expressions
for the pressure perturbation are (8.185) and (8.199). Wall shear perturbation is described by
equations (8.184) and (8.201), respectively. Ultimately, for h0 → 0, each of the two models
yields the same result.
To convert the expressions from Fourier space we compute integrals of type (8.113) directly,
choosing suitable discretisations of the grids in both Fourier space and real space. We decided
not to use a Fast Fourier Transform (FFT) method since with sufficiently refined grids, a typical
Simpson’s rule integrator is very fast in resolving the necessary computations in the problem.
The same result can also be obtained using a standard inverse Fourier transform.
We define the grid in Fourier space to be limited by −102.4 < α < 102.4 and consider
grid spacings of hα ∈ {1/160, 1/80, 1/40, 1/20, 1/10}. The coarsest grid gives us 2048 points
in the α-axis, whereas the finest translates to 32768 points. This level of refinement should
prove more than sufficient to address this relatively simple geometry. The reason for selecting
this range lies in the desire to perform a systematic test on the computational machinery on
a wide range of grids and choose an appropriate one for the test cases beyond the validation
procedure. Apart from the suitable node density along the α−axis itself, the other notable
requirement consists in ensuring that the grid is sufficiently wide such that perturbations have
decayed sufficiently by the point in which the grid is truncated. To this end, substantial testing
has indicated that α restricted by±102.4 is a very stringent approximation (perturbations reach
O(10−3) or less much closer to the origin).
The grid in x is considered to have the same structure, hx ∈ {1/160, 1/80, 1/40, 1/20, 1/10},
however the small horizontal extent of the obstacle (depicted in Fig. 8.10) prompts the construc-
tion of a slightly reduced grid, −51.2 < x < 51.2, which still translates to a very generous
discretisation starting from 1024 up to 16384 points. For the computations with results illus-
trated in Fig. 8.8-8.9, we select hα = hx at each of the five proposed levels of refinement.
Fig. 8.8 displays the pressure perturbation as a function of the horizontal coordinate x.
The most prominent feature is the low pressure area close to the centre of the roughness (but
slightly shifted to the right). As x further increases in the positive direction, a local maximum
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is observed at approximately x ≈ 4.0, after which the perturbation in pressure decreases to
(almost) negligible levels as x becomes even larger. The wall shear perturbation in Fig. 8.9
exhibits a maximum to the front side of the roughness. It then turns negative and reaches its
minimum at x ≈ 1.25, before rising to zero as x is further increased. These results (for both
pressure and wall shear perturbations) show excellent agreement with previous investigations
(see Smith et al. (1981) and Fry (2011)). A noteworthy aspect is that in some instances in the
literature the wall shear is often plotted to include the ambient value as 1 given the expansion
in eq. (8.86) rather than just the perturbation itself. Hence in such instances τ1(±∞, 0) = 1
rather than zero. This is not the case however in the publications mentioned in this paragraph.
Figures 8.8-8.9 also contain zoomed regions b) and c), where the differences between grid
refinements are seen more clearly. The mere fact that this visualisation scheme is employed
implies that even the coarsest grid selected captures the solution reasonably well. Except for
the case of hα = hx = 1/10, which has clearly distinguishable rough features given the lower
mesh quality, all other tested grids would be suitable choices. For subsequent tests we select
a moderately fine grid of hα = hx = 1/40. The term moderate only applies in view of the
initially chosen grid spacing options, the majority of which are in fact more than suitable.
From a more general viewpoint, we note at this stage the advantages of these computations
versus the type of calculations employed in previous chapters. The theoretical efforts and
the nature of all models discussed in chapter 8 enable us to gain significant insight into an
involved flow problem in a matter of seconds. The benefits become very clear when comparing
such a short timescale to the typical order of hundreds of (or many more) computing hours
usually necessary to perform high quality direct numerical simulations. In addition, a recent
investigation by Mengaldo et al. (2015), comparing classical triple-deck-based solutions to
extensive full computations involving Navier-Stokes equations, yields very favourable results
and further supports the usage of the very potent asymptotic techniques of multiple deck theory.
The verification of theoretical expressions in previous sections, the presented comparisons
of final (plotted) results with the literature, as well as the thoroughly tested numerical setup
give us full confidence to continue our investigation and pursue our original goal of including
the thin liquid film into the flow.
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Figure 8.8: a) Pressure perturbation p(x) for the flow past the Witch of Agnesi surface rough-
ness. Grid spacing values hx and hα vary from 1/160 (dark) to 1/10 (light). b-c) Detail
highlight.
Figure 8.9: a) Wall shear perturbation τ1(x, 0) for the flow past the Witch of Agnesi surface
roughness. Grid spacing values hx and hα vary from 1/160 (dark) to 1/10 (light). b-c) Detail
highlight.
Figure 8.10: Obstacle shape f(x) for the flow past the Witch of Agnesi surface roughness.
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The main physical parameters of the model, introduced in eq. (8.5), are density ratio r and
viscosity ratio m. The exact values of the properties also affect the coefficient multiplying
the convective terms in the thin liquid film momentum equation, denoted as cf = r/m2 and
considered to be of O(1) for these terms to be significant (in models 8.4.1 and 8.4.3, where
convection in the liquid film is accounted for). Selecting appropriate values of m and r is a
natural consequence of the practical motivation of the model.
The only additional parameter is the undisturbed liquid film thickness h0, which is a form
of modelling the amount of liquid entering the system. Increased rainfall rates, for example,
would produce a higher h0, thus making the variation of the undisturbed height a relevant
study which, to the best knowledge of the authors, has not been attempted in the context of
separation. Very rarely, previous investigations (such as Timoshin & Hooper (2000)) have
considered broadening their parameter space to include this investigation, however only from
the perspective of flow stability and specific effects on the evolution of Tollmien-Schlichting
waves and interfacial waves.
Throughout the following pages we summarise the results in the form of six-figure tables
for each flow variable of interest. We concentrate on perturbations in pressure (Fig. 8.11), in-
terfacial position (Fig. 8.12), shear at the lower edge of the viscous sublayer in air (Fig. 8.13),
wall shear at the bottom of the liquid film (Fig. 8.14) and horizontal (Fig. 8.15) and vertical
(Fig. 8.16) velocities at the upper edge of the liquid film. We use the first figure detailing the be-
haviour of the pressure perturbation, Fig. 8.11, to motivate and explain this result presentation
format.
We study two specific fluid-fluid configurations, as described by their density and viscosity
ratios. To begin with, the case of water accumulating on the surface of the wing underlies
the assumptions building models described in subsections 8.4.1-8.4.3. Throughout the present
chapter we have alluded to a classical water-air configuration as one of the motivations for our
modelling effort. Furthermore, a value of m  1 generated the high viscosity simplifications
behind models discussed in 8.4.1 and 8.4.2. We therefore set density ratio to r = 787.32 and
viscosity ratio to m = 79.54, representing water and air at near freezing temperature (see Perry
et al. (1997)) in this first test scenario. The more general model 8.4.3, by introducing continuity
of velocities across the interface, removes the high viscosity ratio limitation and hence in what
follows we also consider a case with lessened physical property contrasts, namely r = 4.0 and
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m = 2.0 (such that cf = r/m2 in front of the convective terms in eq. (8.202) is still of O(1)).
It is interesting to study how each of the three models behaves in the two circumstances,
thus inspiring the format of six figures. The three plots in the left column describe the water-
air system, with subfigures a), c) and e) showing the results of models from subsections 8.4.1,
8.4.2 and 8.4.3, respectively. The plots in the right column, b), d) and f), describe the flow
behaviour in the milder case of r = 4.0 and m = 2.0.
Each of the following images also embeds the variation of liquid film thickness h0. For
models originating in subsections 8.4.1 (Fig. 8.11a-b) and 8.4.2 (Fig. 8.11c-d), the limit h0 → 0
can be included naturally, hence we consider h0 ∈ {0.0, 0.25, 0.5, 1.0, 2.0}. In the case of
the third model 8.4.3, continuity prevents a straightforward exploration of this limit and we
therefore restrict our attention to h0 ∈ {0.25, 0.5, 1.0, 2.0} (removing the h0 = 0.0 from the
test cases). This reduced set of strictly non-zero h0-values is also applicable when presenting
velocities in the liquid film (Fig. 8.15-8.16), for obvious reasons.
The format is maintained for all subsequent figures (up to Fig. 8.16), as only the studied
variable changes in the case of each set of plots. We proceed to describe our findings, briefly
noting the behaviour of each perturbed flow quantity and outlining the influence of the thin
liquid film in particular.
We begin by consulting the left column of Fig. 8.11, depicting the perturbation in pressure
in the case of the water-air configuration. The most noticeable feature is that all three figures
(a, c and e) perform in a similar manner, thus indicating that the high viscosity-based sim-
plifications are reasonable assumptions. Considering the velocity field inside the thin liquid
film as negligible on the interface (for model 8.4.1), or, additionally, excluding the convective
terms from the momentum equation in 8.4.2, yield the same results as in our most general
model 8.4.3.
We are primarily interested in the general features induced by the increase in the liquid
film thickness. A first discernible property is the reduction of the pressure maximum with the
increase in liquid film height h0. This translates to the fact that the liquid film acts to delay
the separation mechanism. A closer inspection of these figures also reveals a shift downstream
of the point xmin where pressure reaches its minimum. This can be physically interpreted as
the accumulation of fluid further downstream (see also Fig. 8.12 on the interfacial perturbation
confirming this) of the obstacle centred at the origin.
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In the case of wall shear τf (x, 0) (Fig. 8.14) and shear at the lower edge of the viscous
sublayer τ1(x, h0) (Fig. 8.13), we find the same quality of the liquid film height acting towards
a reduction of shear stress.
Finally, we highlight that vertical velocity (Fig. 8.16) at the upper edge of the thin liquid
film is the only flow quantity which is directly proportional to unperturbed film thickness height
h0 (see e.g. eq. (8.123)). Its growth with the increase in h0 is therefore expected.
We now turn to the right columns, subfigures b, d and f in each of the studied datasets.
These are all results depicting a fluid configuration with air and a second fluid which has
sufficiently mild density and viscosity ratios (r = 4.0, m = 2.0), such that we anticipate the
velocities in the liquid film to play a more significant role. Indeed, Fig. 8.11-8.16 show clear
differences between the three models. This is an indication that in this particular test case we
lose some of the flow features due to the proposed approximations in models 8.4.1-8.4.2 and
should rely on the generalisation to full continuity of velocities of model 8.4.3.
In the case of pressure perturbation in Fig. 8.11f, the interaction between the thin liquid
film and viscous sublayer in air is much more prominent in this regime and the increase in film
height has a reduced impact. Although the same general trend is present, as pressure profiles
become smoother and flatter as h0 is increased, the differences between the iterations in liquid
layer height are insignificant. This behaviour is not observed in Fig. 8.11b and d (the models
assuming a high viscosity contrast regime).
Another noteworthy aspect is that eq. (8.192)-(8.193), providing the analytical results for
horizontal and vertical velocities uf and vf , do not contain an explicit dependence on m and r.
In the model ignoring convection, the two fluid-fluid systems yield the same results, as can be
noticed in Fig. 8.15c-d and Fig. 8.16c-d, respectively. The enhanced interaction in model 8.4.1
improves this aspect (see subplots b). The information transmitted between the two decks is
further developed by the full interaction provided by continuity of velocities across the interface
shown in subplots f. Both latter models indicate a substantial increase (from 1.25 to 1.5 in the
maximum of vf to the left of the origin in Fig. 8.16).
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(a) Water-air system, model 1. (b) Low viscosity ratio fluids, model 1.
(c) Water-air system, model 2. (d) Low viscosity ratio fluids, model 2.
(e) Water-air system, model 3. (f) Low viscosity ratio fluids, model 3.
Figure 8.11: Flow past a Witch of Agnesi surface roughness. Pressure perturbation p(x) for
a water-air configuration with density ratio r = 787.32 and viscosity ratio m = 79.54 (left
column) and for a test case with air and a fluid of milder properties described by r = 4.0 and
m = 2.0 (right column). Results are presented for the high viscosity contrast model derived
in subsection 8.4.1 (a − b), the reduced model derived in subsection 8.4.2 (c − d), as well as
the model integrating continuity of velocities across the interface discussed in subsection 8.4.3
(e− f ).
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(a) Water-air system, model 1. (b) Low viscosity ratio fluids, model 1.
(c) Water-air system, model 2. (d) Low viscosity ratio fluids, model 2.
(e) Water-air system, model 3. (f) Low viscosity ratio fluids, model 3.
Figure 8.12: Flow past a Witch of Agnesi surface roughness. Interfacial position perturbation
h(x) for a water-air configuration with density ratio r = 787.32 and viscosity ratio m = 79.54
(left column) and for a test case with air and a fluid of milder properties described by r = 4.0
andm = 2.0 (right column). Results are presented for the high viscosity contrast model derived
in subsection 8.4.1 (a − b), the reduced model derived in subsection 8.4.2 (c − d), as well as
the model integrating continuity of velocities across the interface discussed in subsection 8.4.3
(e− f ).
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(a) Water-air system, model 1. (b) Low viscosity ratio fluids, model 1.
(c) Water-air system, model 2. (d) Low viscosity ratio fluids, model 2.
(e) Water-air system, model 3. (f) Low viscosity ratio fluids, model 3.
Figure 8.13: Flow past a Witch of Agnesi surface roughness. Perturbation to shear in air
τ1(x, h0), evaluated at the lower edge of the viscous sublayer, for a water-air configuration with
density ratio r = 787.32 and viscosity ratio m = 79.54 (left column) and for a test case with
air and a fluid of milder properties described by r = 4.0 and m = 2.0 (right column). Results
are presented for the high viscosity contrast model derived in subsection 8.4.1 (a − b), the
reduced model derived in subsection 8.4.2 (c− d), as well as the model integrating continuity
of velocities across the interface discussed in subsection 8.4.3 (e− f ).
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(a) Water-air system, model 1. (b) Low viscosity ratio fluids, model 1.
(c) Water-air system, model 2. (d) Low viscosity ratio fluids, model 2.
(e) Water-air system, model 3. (f) Low viscosity ratio fluids, model 3.
Figure 8.14: Flow past a Witch of Agnesi surface roughness. Perturbation to shear in the liquid
layer τf (x, 0), evaluated at the lower edge of the liquid film, for a water-air configuration with
density ratio r = 787.32 and viscosity ratio m = 79.54 (left column) and for a test case with
air and a fluid of milder properties described by r = 4.0 and m = 2.0 (right column). Results
are presented for the high viscosity contrast model derived in subsection 8.4.1 (a − b), the
reduced model derived in subsection 8.4.2 (c− d), as well as the model integrating continuity
of velocities across the interface discussed in subsection 8.4.3 (e− f ).
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(a) Water-air system, model 1. (b) Low viscosity ratio fluids, model 1.
(c) Water-air system, model 2. (d) Low viscosity ratio fluids, model 2.
(e) Water-air system, model 3. (f) Low viscosity ratio fluids, model 3.
Figure 8.15: Flow past a Witch of Agnesi surface roughness. Horizontal velocity perturbation
uf (x, h0), evaluated at the upper edge of the liquid film, for a water-air configuration with
density ratio r = 787.32 and viscosity ratio m = 79.54 (left column) and for a test case with
air and a fluid of milder properties described by r = 4.0 and m = 2.0 (right column). Results
are presented for the high viscosity contrast model derived in subsection 8.4.1 (a − b), the
reduced model derived in subsection 8.4.2 (c− d), as well as the model integrating continuity
of velocities across the interface discussed in subsection 8.4.3 (e− f ).
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(a) Water-air system, model 1. (b) Low viscosity ratio fluids, model 1.
(c) Water-air system, model 2. (d) Low viscosity ratio fluids, model 2.
(e) Water-air system, model 3. (f) Low viscosity ratio fluids, model 3.
Figure 8.16: Flow past a Witch of Agnesi surface roughness. Vertical velocity perturbation
vf (x, h0), evaluated at the upper edge of the liquid film, for a water-air configuration with
density ratio r = 787.32 and viscosity ratio m = 79.54 (left column) and for a test case with
air and a fluid of milder properties described by r = 4.0 and m = 2.0 (right column). Results
are presented for the high viscosity contrast model derived in subsection 8.4.1 (a − b), the
reduced model derived in subsection 8.4.2 (c− d), as well as the model integrating continuity
of velocities across the interface discussed in subsection 8.4.3 (e− f ).
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Not unexpectedly, when analysing each of the perturbed flow quantity results, subplots d
(the most reduced model) show the largest discrepancies when comparing the flow variables to
their more general analogues in subplots f. The intermediate model 8.4.1, highlighted through
subplots b, often performs closer to its more general version. This alludes to a ranking of
the performance of the models in this parameter regime. Unsurprisingly, removal of physical
features in models 8.4.1-8.4.2 affects the quality of the results and renders them inappropriate
in the particular case of fluids with similar properties. Such scenarios are best studied through
the most general model presented in subsection 8.4.3.
In summary, we have thus far discussed the features of flow past a surface roughnesses in
the presence of a thin liquid film. The essential aspects revealed by introducing the liquid
layer are related to a consistent decrease in the local extrema in pressure and shear stress
(alongside many of the other variables). This suggests a delay of the separation process as the
amount of fluid in the system is increased, by incrementing liquid film height h0. Alongside the
smoothening of the profiles, we observe a shift of the largest amplitudes further downstream. A
suggested interpretation is that this effect is caused by the accumulation of fluid immediately
after the surface roughness. The mechanism is enhanced as the liquid film thickness h0 is
increased.
The comparative study of the different models inspired the discussion of both applicability
and limitations in a general context. The expected physically motivated trends have been recov-
ered in each situation and we have confidence that relevant flow features have been adequately
captured in the analysis of this test case.
We continue with a second example, the flow past a corner, which appears in realistic con-
ditions in the regions near the flaps. This has been a geometry of interest over the past decades,
with Stewartson (1970), Ruban (1976b), Smith (1982) and Sychev et al. (1998) presenting
extensive results on the topic.
We recall the definition of the corner geometry, given in subsection 8.2.3, to be
F (X) =
0, if X < 0,θfX, if X > 0.
In the case of weak corners, we assume F (X) = f(x), where  1, welcoming the investiga-
tion of a linearised model. For computational convenience, similar to Kravtsova et al. (2005),
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we modify the geometry definition to account for a slightly rounded corner, thus avoiding the
singularity at x = 0. The modification is introduced as
f(x) =
1
2
θf (x+
√
x2 + l2f ), (8.248)
with lf as the parameter modelling the smoothness of the corner. We use lf = 0.1 for all
numerical experiments in this section. A sketch of the domain is illustrated in Fig. 8.17 The
scaled angle θf (using θ = Re−1/4λ1/2θf from eq. (8.51)) can be either negative (convex cor-
ner) or positive (concave corner). Both scenarios arise in typical flows and will therefore be
analysed in the following experiments.
Figure 8.17: Four-tiered structure of the interaction region over a corner/flap junction.
We validate using θf ∈ {−3.0,−5.0,−7.0} (Fig. 8.20) in a similar manner to the previous
test case, by first eliminating the liquid film. After having experimented with various grid sizes,
a similar grid definition (−102.4 < α < 102.4 and −51.2 < x < 51.2), as well as grid spacing
(hα = hx = 1/40) proved to be suitable choices.
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Figure 8.18: a) Pressure p(x) for the flow past a convex corner described by θf
∈ {−3.0,−5.0,−7.0}, with grid spacing values hx = hα = 0.025.
Figure 8.19: a) Wall shear τ1(x, 0) for the flow past a convex corner with θf
∈ {−3.0,−5.0,−7.0}, with grid spacing values hx = hα = 0.025.
Figure 8.20: Obstacle shape f(x) for a convex corner with θf = −5.0.
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The resulting pressure perturbation p(x) is displayed in Fig. 8.18, while Fig. 8.19 presents
wall shear perturbation τ1(x, 0). The typical pressure drop close to the origin, coinciding with
a maximum in wall shear, is easy to observe. In the region downstream of the corner itself,
the wall shear stress perturbation is shown to reach a negative local minimum, after which the
perturbation steadily rises to zero. This behaviour agrees well with similar scenarios discussed
in Ruban (1976b), Smith (1982), Sychev et al. (1998) and Kravtsova et al. (2005). The increase
in skin friction and reduction in pressure ahead of the corner accelerates the flow. This is
followed by a sudden drop in skin friction immediately after the corner leading to a strong
decelaration of the flow in the respective region.
Having successfully validated this scenario, the thin liquid layer is re-introduced in the
geometry through a non-zero undisturbed interfacial height h0 ∈ {0.25, 0.5, 1.0, 2.0}. There
is fundamental interest in the behaviour of pressure p(x), wall shear τf (x, 0) and shear at the
lower edge of the viscous sublayer in air τ1(x, h0), which are the subjects of the investigation
in Fig. 8.21-Fig. 8.23.
A concave corner geometry with θf = 1.0 is used for these extensive tests. In contrast
to the validation case, we anticipate flow decelaration ahead of the corner, accompanied by a
reduction in skin friction. Beyond the corner the flow is expected to accelerate again as a result
of the monotonic decrease in pressure. The plots for the first two models, in which the limit of
h0 → 0 is feasible, retain the scenario with no liquid film present, i.e. h0 = 0. These results
compare well, both qualitatively and quantitatively, with the extended discussion in Sychev
et al. (1998).
By analysing the results in Fig. 8.21-Fig. 8.23, we first notice a very familiar feature when
inspecting subplots a, c and e in each of the datasets. These represent the water-air test case,
with density ratio r = 787.32 and viscosity ratio m = 79.54. All three models result in
the same behaviour in the high viscosity contrast case. Since the first two models (a-c) were
tailored for this specific purpose, this result is again reassuring. The increase in liquid film
thickness h0 produces a gradual smoothing of both pressure and shear stress profiles, with the
already observed shift in the features further downstream still present. It is interesting to note
that in this case interfacial shear perturbation τ1(x, h0) decreases with the rise in h0, whereas
its counterpart on the solid wall, τf (x, 0), experiences a noticeable increase in local extrema.
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(a) Water-air system, model 1. (b) Low viscosity ratio fluids, model 1.
(c) Water-air system, model 2. (d) Low viscosity ratio fluids, model 2.
(e) Water-air system, model 3. (f) Low viscosity ratio fluids, model 3.
Figure 8.21: Flow past a corner with θf = 1.0. Pressure perturbation p(x) for a water-air
configuration with density ratio r = 787.32 and viscosity ratio m = 79.54 (left column) and
for a test case with air and a fluid of milder properties described by r = 4.0 and m = 2.0 (right
column). Results are presented for the high viscosity contrast model derived in subsection 8.4.1
(a− b), the reduced model derived in subsection 8.4.2 (c− d), as well as the model integrating
continuity of velocities across the interface discussed in subsection 8.4.3 (e− f ).
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(a) Water-air system, model 1. (b) Low viscosity ratio fluids, model 1.
(c) Water-air system, model 2. (d) Low viscosity ratio fluids, model 2.
(e) Water-air system, model 3. (f) Low viscosity ratio fluids, model 3.
Figure 8.22: Flow past a corner with θf = 1.0. Perturbation to shear in air τ1(x, h0), evaluated
at the lower edge of the viscous sublayer, for a water-air configuration with density ratio r =
787.32 and viscosity ratio m = 79.54 (left column) and for a test case with air and a fluid of
milder properties described by r = 4.0 and m = 2.0 (right column). Results are presented for
the high viscosity contrast model derived in subsection 8.4.1 (a−b), the reduced model derived
in subsection 8.4.2 (c− d), as well as the model integrating continuity of velocities across the
interface discussed in subsection 8.4.3 (e− f ).
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(a) Water-air system, model 1. (b) Low viscosity ratio fluids, model 1.
(c) Water-air system, model 2. (d) Low viscosity ratio fluids, model 2.
(e) Water-air system, model 3. (f) Low viscosity ratio fluids, model 3.
Figure 8.23: Flow past a corner with θf = 1.0. Perturbation to shear in the liquid layer τf (x, 0),
evaluated at the lower edge of the liquid film, for a water-air configuration with density ratio
r = 787.32 and viscosity ratio m = 79.54 (left column) and for a test case with air and a fluid
of milder properties described by r = 4.0 and m = 2.0 (right column). Results are presented
for the high viscosity contrast model derived in subsection 8.4.1 (a − b), the reduced model
derived in subsection 8.4.2 (c − d), as well as the model integrating continuity of velocities
across the interface discussed in subsection 8.4.3 (e− f ).
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Discrepancies between the three models derived in subsections 8.4.1-8.4.3 become evident
when studying the case with r = 4.0 and m = 2.0, where the ratio of physical properties is
of O(1). The test scenario constructed to highlight the effect of removing convective terms
and in general the influence of velocities on the interface achieves precisely this, as subplots b
and d (the simplified models) illustrate significant deviations from the profiles in subplots f. In
particular, we stress that the imposition of continuity of velocities across the interface leads to
a much less pronounced decrease in pressure perturbation as h0 is varied (shown in Fig. 8.21f).
Although the tendency is retained, the increase in h0 from 0.25 to 2.0 produces very similar
results (unlike Fig. 8.21b and d).
An analogous point can be raised regarding the behaviour of the wall shear perturbation in
Fig. 8.23. The most reduced model, discussed in subsection 8.4.2 and plotted in Fig. 8.23d,
deviates most strongly from the general case shown in Fig. 8.23f. Surprisingly, the shear stress
perturbation at the lower edge of the viscous sublayer, τ1(x, h0) in Fig. 8.22f, suffers a more
pronounced decrease in the presence of a liquid film of larger thickness h0. This suggests that,
when ignoring film-induced velocity effects at the interface, the increase in thickness h0 affects
the shear stress in both the liquid film and viscous sublayer in a similar manner (gradually de-
creasing each of the two). The transfer of flow information in the form of imposing continuity
of velocities across the interface appears to maintain the level of wall shear, whilst reducing
interfacial shear more strongly by comparison.
8.6 Discussion
To conclude the present chapter, we summarise the main findings of this investigation
within the next paragraphs and introduce possible extensions to the discussed mathematical
model.
We have studied the linear solution of boundary-layer flow in the presence of a thin liquid
film, interacting with typical aircraft surface elements, such as surface roughnesses and flaps.
The linear solution serves as an indicator of how sensitive the flow is to the nonlinear process
of separation. The physical properties of the system encouraged a comprehensive modelling
process, whereby the relevant physical properties of the system have been accounted for. Fully
analytical solutions have been obtained in the context of multiple deck asymptotics.
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The quantitative and qualitative analysis of the different models in relevant physically moti-
vated parameter regimes allowed strong insight into the effects of the liquid film on the system.
To the best knowledge of the author, this problem has not yet been attempted in the literature.
We find that the presence of the liquid film acts to delay separation by a smoothing of skin
friction and pressure profiles, along with a shift of the main flow features downstream within
the interaction region. Multiple test cases in different fluid-fluid systems have been attempted
and the discovered features are consistent throughout the examined scenarios.
Further parameter explorations are possible and may be of interest in the future. The mul-
tiple deck analysis is very flexible in terms of geometrical setup and other wing or fuselage
elements may be investigated within the same type of analysis. Finally, the derived models can
be enriched with the introduction of additional physical effects, such as accounting for surface
tension and gravitational forces, extensions presented in the work of Tsao et al. (1997), for
example.
One of the next significant milestones is the construction of a nonlinear computational
framework that would enable an extended analysis of the effects of the thin liquid films on
boundary layer separation. To this end, we aim to generalise the numerical method presented
by Kravtsova et al. (2005), based on an appropriate discretisation scheme for viscous-inviscid
interaction in high Reynolds number flows and efficient Newton iterations that reveal a com-
plete solution structure. Further details about future work on this topic are discussed in subsec-
tion 9.2.3.
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Chapter 9
Conclusions
In the second part of this dissertation we have concentrated on the investigation of multi-
fluid systems arising in high speed flow environments, motivated by applications in aerody-
namics. Chapter 7 has been dedicated to the problem of water collection efficiency on the
surface of solid bodies, a concept of primary interest for aircraft certification and safety. A new
method to quantify the amount of liquid retained on the surface has been proposed, taking into
account the intricate splashing dynamics resulting from the high speed impact of deformable
drops. While travelling through high liquid water content clouds, the surface of the aircraft
comes into contact with a large number of supercooled droplets. The droplet impacts even-
tually result in the formation of a thin liquid film, covering the surface of aircraft wings or
nacelles, for example. In chapter 8 we discuss the influence of liquid films on the process of
boundary-layer separation under the asymptotic structure of triple-deck theory.
Each of the two separate research questions poses individual challenges, stimulating the
use of different approaches in order to overcome some of the inherent natural difficulties of
each of the considered flow problems. The experimental study of high-speed droplet impact
is limited by the current technological state of laboratory equipment and the high-speed imag-
ing techniques required to capture the finer details of the evolution of the flow. Furthermore,
constructing devices capable of cleanly generating and projecting droplets towards a surface
at velocities beyond 100 m/s is highly problematic. Theoretical progress is hindered by the
violent nature of the impact and the strong topological changes associated with the splashing
dynamics, thus making the problem analytically intractable. The more involved impact process
of large supercooled droplets is presently of main concern in the aviation industry. We employ
state-of-the-art computational tools in order to study the local impingement of liquid droplets
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using direct numerical simulations based on the volume-of-fluid method.
The larger scale flow at the level of the entire aircraft geometry is however well beyond
reach, even with the current rise in computational capabilities and numerical resources. On the
other hand, theoretical techniques in the form of asymptotic methods for boundary-layer flows
provide an ideal tool to study the flow at later stages when a liquid film has already formed as
a result of the water collection process. We have extended the framework of triple-deck theory
to incorporate a thin liquid film covering the surface of a solid body and have described the
delay in the onset of the separation process induced by its presence. Flows past typical aircraft
surface elements such as surface roughnesses and corners/flaps have been used as applications
of the proposed theoretical model.
The theoretical and computational techniques complement one another to contribute to an
improved understanding of related multi-fluid problems in high speed flows. In the following
section we present a brief summary of the research in this part of the dissertation, highlighting
the main findings within the context of each investigation. We then discuss possible extensions
to the presented models and expand on potential research directions in section 9.2.
9.1 Summary of research
Modelling liquid retention on a surface in the event of large supercooled droplet impinge-
ment was the main aim of chapter 7. We zoom into the local region of the impact, where the
background air flow with a reference velocity ofO(100) m/s may be regarded in connection to
the classical oblique stagnation-point flow. The angle of incidence at a given point sufficiently
close to the solid body at the larger scale is embedded in the form of initial and boundary
conditions in the local two-dimensional domain of interest. The dynamics of impacting liquid
drops is then studied computationally.
We first examine the case of single droplet impact onto a solid surface, varying the diameter
of the initially circular droplets, as well as the angle of incidence of the background flow. The
droplet diameters range from tens of microns up to millimetres, thus accounting for some of the
largest drops encountered in high liquid water content clouds. The impingement of the smallest
droplets is described by a regular spreading motion, while beyond a certain size (estimated to
be of O(100) µm), violent splashing is observed. The average number of secondary drops
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resulting from the impact increases with the initial droplet diameter, with their sizes well-
represented by a log-normal distribution.
The water collection efficiency is considered under a new definition as a time-dependent
quantity measuring the fluid mass within a given distance from the solid surface in the normal
direction. This description includes effects such as the deformation of the droplet and topologi-
cal changes (droplet break-off or coalescence), as well as potential subsequent re-impingement
of smaller fragments, not accounted for in previous metrics. In the case of single droplet im-
pact approximately 10% of the initial fluid mass of the droplets is lost as a result of blow-off -
the rapid expelling of small drops immediately after impact. No trivial relationship is observed
between the amount of fluid splashed away from the surface and the angle of incidence of the
background flow.
In realistic conditions of aircraft travelling through clouds or during heavy rainfall, the
surface of the aircraft comes into contact with a large number of droplets. Beyond the first
few impingement events, the remaining droplets encounter a liquid surface, thus considerably
changing the nature of the splashing dynamics. We proposed a model encompassing multiple
droplet impact in subsection 7.3.2. The distance between droplets is derived from physical
parameters. With all droplet diameters considered to be equal and assuming that the drops
impact the surface at the same point, we measure the collection efficiency on the surface for
a more extended period of time. After the first impact, we observe features suggesting a self-
similar behaviour, such that contributions in terms of both water retention and blow-off of
subsequent droplet impingement events could be projected to longer timescales. The amount
of fluid mass lost a result of the impact increases due to the interaction of the drops with liquid
rather than solid surfaces. The liquid mass in the system is not only treated as a whole, but
also at the level of each individual droplet. As opposed to the case of single droplet impact, the
angle of incidence of the background flow plays a noticeable role in the splashing dynamics.
Impact at a normal angle of incidence results in the most pronounced blow-off effect, with each
new drop losing more than 20% of its initial mass in the form of ejection of secondary drops.
A more detailed examination of the problem of drop impact onto a liquid pool on shorter
timescales is performed in subsection 7.3.3 and is extended to three-dimensional geometries
in subsection 7.3.4. We study flow features in the absence of the background air flow, which
would cause significant difficulties in terms of stability of the liquid film fluid-fluid interface.
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Quantitatively, we concentrate on the amount of droplet liquid collected inside the film as a
result of the impact in the context of varying the finite height of the liquid pool. Shallower
pools lead to a significantly slower permeation of the droplet. We also analyse the drop num-
ber and distribution resulting from the splash, separating the liquid in the domain in terms of
origin (either from the spherical drop of the liquid pool). This is performed by the numerical
equivalent of using a dye in experimental conditions, effectively colour-coding the separate
fluid volumes, although they consist of the same fluid.
In chapter 8 we derived the linear solution of boundary-layer flow in the presence of a thin
liquid film. The linear solution is used as an indicator of the flow sensitivity to the nonlinear
process of separation in the context of interaction with typical aircraft surface elements, such
as surface roughnesses and flaps. The large density and viscosity ratios between the liquid
film and surrounding air are used as basis for the formulation of simplified models, however
a general model for any two given immiscible fluids is also presented in subsection 8.4.3. We
obtain fully analytical solutions in the context of an extension to the well-known asymptotic
framework of triple-deck theory.
The presence of the liquid film acts towards the delay or even suppression of separation by
a smoothing of the skin friction and pressure profiles, along with a shift of the main flow fea-
tures downstream within the interaction region. The discovered features are robust to changes
in surface geometry and physical parameters of the fluid-fluid system. Differences between
the simplified and general models are examined and are found to be significant only when
density and viscosity ratios are O(1) quantities. All models accurately describe the physically
motivated scenario of liquid films composed of either water or de-icing fluid encountered in
multi-fluid systems of interest in the aircraft industry.
9.2 Future work
In the present section we outline some of the natural extensions following the investigative
efforts of the previous two chapters. Possible research directions have been identified either as
direct generalisations of previous analytical or computational efforts or as related problems of
fundamental interest. Several application-oriented points will also be discussed.
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9.2.1 Droplet impingement onto solid surfaces
The model for droplet impact onto a solid surface presented in chapter 7 has offered useful
insight into how splashing dynamics can be accounted for within a new definition for water
collection efficiency. In the case of realistic modelling of droplet impingement onto large
scale aircraft-related geometries, a significant number of droplet impact events is necessary in
order to understand the interaction of the surface with the clouds it is traversing. The droplets
have a certain three-dimensional distribution in space inside the cloud and their sizes often
vary considerably. The impingement process and the splashing dynamics (or lack thereof)
differs drastically with changes in the droplet diameter. The parameter space of the problem is
extensive, therefore the use of direct numerical simulations can greatly benefit from accurate
modelling considerations.
The model presented in subsection 7.3.2 included several important assumptions regarding
the droplet size, inter-droplet distance and in general the spatial distribution of droplets. While
these allowed a much more systematic analysis of the multiple drop impact problem, additional
testing is required in order to improve the understanding of the highly complex problem. The
variation in the angle of incidence may be extended with a range of test cases from impact at
a normal angle to very oblique angles of incidence. Only two values have been considered for
multiple droplet tests (60◦ and 90◦). Even in the single droplet case, the test matrix containing
eight angles of incidence varying from 55◦ to 90◦ in increments of 5◦ could be enriched. An
interesting direction is inspired by the work of Sikalo et al. (2005), who have presented a
multitude of cases of complete rebound of fluid off the surface at angles below 45◦ for O(1)
m/s impact velocities.
An improved description of the self-similar behaviour indicated by the direct numerical
simulations in the case of multiple droplet impact would be particularly useful. Apart from
a more fundamental theoretical understanding of the processes involved, the characterisation
of the asymptotic behaviour of the water collection efficiency and splashing curves (re-visit
Fig. 7.21-7.22) in the limit of a large number of droplets is of primary concern. This would
allow the investigation to connect the results of droplet impingement with the longer timescales
of phase transition and ultimately icing. The inter-droplet distance s¯ is expected to play an
important role in such an extension and its variation should be considered in a systematic
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manner.
Figure 9.1: Arc-length parameterisation of a desired geometry, such as the leading edge of an
airfoil or the lipskin of a nacelle.
To fully couple the local impingement analysis with the larger scale air flow around the
solid body of interest, an arc-length parameterisation of the geometry of interest could be
constructed, as sketched in Fig. 9.1. This would enable a correct transfer of information from
the larger scale to the local scale in the form of an appropriate impingement angle θ, varying
from near-grazing cases up to impact at a normal angle of incidence at the front stagnation point
of the solid body. An additional shortcoming of the models presented in chapter 7 could also be
addressed at this point. Imposing droplets at a distance from the surface of the solid body based
on their diameter is a limitation, since it induces differences in the length of the trajectories of
the droplets and influences their deformation. To overcome this, a common distance from
the surface of Dm should be prescribed and the size of the computational domain should be
adjusted accordingly. Such adjustments are however expensive, since the reference lengthscale
would be given by the diameter of the largest droplet; reproducing similar paths would require
much larger sizes of the computational domain for the smaller droplets.
Another potential direction at a more fundamental level is the modelling and examination
of droplet impingement onto superhydrophobic surfaces (Deng et al. (2009), Tsai et al. (2009),
Sprittles & Shikhmurzaev (2012)). Even if such a study would be restricted to lower impact
velocities, understanding the changes at the level of water collection efficiency and in general
characterising the drop deformation and dynamics in this context form the basis of a stimulating
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investigation. A Navier slip condition of the form
Usurface = U0 + λ∂nUsurface, (9.1)
with λ as the slip length and n representing the coordinate normal to the surface is an adequate
initial model. Further control may also be required at the level of the contact angle implemen-
tation. Gerris, with its underlying volume-of-fluid formulation, is an ideal candidate for such
a study.
9.2.2 Droplet impingement onto liquid covered surfaces
Drop impact onto a liquid pool provides an opportunity to study fundamental flow proper-
ties at a much deeper level. Due to the complexity of the flow structures (see Thoraval (2013)),
accurate computational studies of the impingement are only possible for a short period, thus
focusing on the early stages of the impact. Especially in the case of high velocities, typical fea-
tures such as bubble entrapment, vortical roll-up around fluid-fluid interfaces and the dynamics
of the ejecta sheet (with subsequent break-off into secondary droplets) describe an incredibly
challenging fluid-fluid system. Therefore concentrated studies at the level of particular physi-
cal problems rather than the larger scale impingement process would be the most fruitful way
forward.
There is also scope for extending the framework of subsections 7.3.3-7.3.4 in the direction
of study of the evolution of the crater as a function of the pool depth. Berberovic´ et al. (2009)
perform a combined experimental and numerical investigation of the effects of the permeating
droplet onto the liquid film, focusing primarily on the evolution of the crater. Small film thick-
nesses are often encountered in the context of chapter 7 and the height variation has already
been shown to play an important part in the impingement of the droplets inside the fluid region
occupied by the liquid film.
Finally, in subsection 7.2.1 we have alluded to the attractive feature of studying the back-
ground flow from the perspective of a link to a classical theoretical solution, the oblique
stagnation-point flow. The background flow has been removed in the investigations of subsec-
tions 7.3.3-7.3.4 due to the additional complications arising at the level of the air flow acting
on the surface of the liquid pool. The problem of the background flow impinging at an angle on
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a liquid resting on a solid surface forms in itself a very interesting problem. Blyth & Pozrikidis
(2005) have already studied the rate of thinning of the film as a result of the action of the im-
pinging flow under the assumption of the interface remaining flat and parallel to the surface of
the solid body at all times. Extensions to the respective theory, consisting of a similarity-form
solution for the semi-infinite impinging fluid and an evolution equation for the film thickness,
to account for deformation of the liquid surface may be coupled with verifications and fully
non-linear studies via direct numerical simulations in Gerris.
9.2.3 Boundary-layer separation in the presence of liquid films
Chapter 8 concluded with a comprehensive analysis of the linearised boundary-layer flow
over a solid surface covered by a thin liquid film. Several parameter regimes of interest have
been investigated and different models, characterised by various degrees of simplification, have
been assessed and have revealed promising results. The natural next step is to generalise the
constructed framework to include nonlinear effects. Kravtsova et al. (2005) recently introduced
a highly efficient numerical technique for solving viscous-inviscid interaction problems, aris-
ing in a high speed flow context similar to the conditions described in chapter 8. In the present
subsection we briefly examine the very first steps in an attempted generalisation of this com-
putational method to include the modelled liquid film, thus extending its scope to multi-fluid
systems.
In order to formulate the full nonlinear problem, we retain most of the notation from sec-
tion 8.2, such as viscosity ratiom and density ratio r. We use Prandtl’s transposition to map the
horizontal axis to the obstacle surface and utilise the affine transformation introduced in sub-
section 8.2.3 for a direct rescaling of the variables in the liquid film and the viscous sublayer
in air:
x˜∗ = LRe−3/8λ−5/4X, y˜∗ = LRe−5/8λ−3/4(Y + F (X)),
U˜∗f = m
−1U∞Re−1/8λ1/4Uf , V˜ ∗f = m
−1U∞Re−3/8λ3/4(Vf +
dF
dX
Uf ),
U˜∗0 = U∞Re
−1/8λ1/4U1, V˜ ∗0 = U∞Re
−3/8λ3/4(V1 +
dF
dX
U1),
P˜ ∗ = P∞ + ρ0U2∞Re
−1/4λ1/2P.
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Before generating the final system of equations, we define constant cf = r/m2 for conve-
nience in notation. After having considered Re → ∞, the set of equations to be solved in the
liquid film are
cf
(
Uf
∂Uf
∂X
+ Vf
∂Uf
∂Y
)
= − ∂P
∂X
+
∂2Uf
∂Y 2
, (9.2)
∂Uf
∂X
+
∂Vf
∂Y
= 0. (9.3)
Their counterparts in the viscous sublayer in air become
U1
∂U1
∂X
+ V1
∂U1
∂Y
= − dP
dX
+
∂2U1
∂Y 2
, (9.4)
∂U1
∂X
+
∂V1
∂Y
= 0. (9.5)
The accompanying initial, boundary and interfacial condition are formulated under this
scaling as
No-slip/impermeability Uf = Vf = 0 at Y = 0, (9.6)
Continuity in U Uf = mU1 at Y = H(X)− F (X), (9.7)
Continuity in V Vf = mV1 at Y = H(X)− F (X), (9.8)
Shear stress continuity
∂Uf
∂Y
=
∂U1
∂Y
at Y = H(X)− F (X), (9.9)
Kinematic condition V1 = HXU1 at Y = H(X)− F (X), (9.10)
Initial condition for Uf Uf = Y at X = −∞, (9.11)
Initial condition for U1 U1 = Y +
(
1
m
− 1
)
H(X) + F (X) at X = −∞, (9.12)
Matching condition U1 = Y +
(
1
m
− 1
)
H(X) + F (X) +A(X) as Y →∞. (9.13)
A specialised discretisation scheme extended from the method presented in section 3 of
Kravtsova et al. (2005) shows promise in this scenario. The inclusion of upwinding, as well as
sufficiently high order finite difference terms, achieves the required accuracy to capture details
of the reversed flow in the local separation region. The main difficulty consists in efficiently
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incoroporating the interfacial conditions in the implementation, with the shape of the interface
itself as an additional unknown in the problem.
Once the algorithm is generalised to include the effects of the thin liquid film, a compari-
son against the most realistic linearised flow, as presented in subsection 8.4.3, is encouraged.
Following successful validation, the nonlinear effects are to be studied in detail in parameter
regimes of interest in the light of practical applications in aerodynamics.
Other possible extensions include the addition of surface tension to the model, as well as
the examination of a richer set of test cases.
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A Appendices Part I
A.1 Justification of the applicability of the electrostatic limit
We consider a simple scaling argument to justify why the existence of a magnetic field can
be ignored at leading order in our analysis. Starting from the magnetic induction equation
∇×H = J + ∂E
∂t
, (14)
where H is the magnetic field and J is the current, we use the following approach. By con-
struction, the electric field is scaled by E0 ∼ V¯ ∗/L and we write H = H0H′ and continue in
simplified notation (dropping the primes for convenience). We are particularly interested in the
effect of frequency Ω with which the electric field is switched on and off in the example at the
end of subsection 2.7. Using the induction equation (14) yields
H0 ∼ 0E0LΩ. (15)
Considering the approximations 0 ∼ 10−11 F/m, L ∼ 10−2 m and typical electric field strength
E0 ∼ 104 V/m, which are standard values within the context of the desktop experiments pre-
sented in chapters 2-4, gives
H0 ∼ 10−9Ω Ts, (16)
measured in an appropriate timescale 1/Ω, where T denotes teslas and s seconds. We argue that
within the current framework values of Ω that would yield a sufficiently high value of H0 are
never reached. The timescale leading to the dimensionless momentum equations (2.8)-(2.9) is
(L/g)1/2 (the velocity scale is proportional to
√
gL). Considering centimetre-sized geometries,
so L ∼ O(10−2) m, our dimensional times are approximately 101 − 102 s. Note that a cycle
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in the on-off protocol described in the subsection of interest develops over one dimensionless
time unit, therefore Ω ∼ 10−2 − 10−1 hertz. This brings H0 down to less than 10−10 T and
hence the contribution of the magnetic field is negligible.
We point out that even if we wish to model a system with a much higher frequency of the
on-off protocol, in the kilohertz range or even more, the induced magnetic field would still be of
very small scale and would play an inconsequential role in the studies discussed in chapters 2-4.
The result follows from previous explorations of this limit, such as the investigation of Conroy
et al. (2011).
B Appendices Part II
B.1 Oblique stagnation-point flow
The first rigorous study of the problem of stagnation-point flow dates back to the publica-
tion of Hiemenz (1911), who proposed a solution to the basic problem of fluid impinging onto
a wall at a normal angle of incidence. Tamada (1979) provides a clean and compact solution
to incorporate the details of the flow near the wall and adds an oblique angle of incidence, a
variation of which was also presented by Dorrepaal (1986). These solutions rely on consid-
ering the stagnation-point flow with an added shear flow far away from the solid body, with
given vorticity at infinity. Several recent extensions have since been proposed. Holm et al.
(2003) study the boundary effects on the exact solutions in a Lagrangian-averaged turbulent
flow. John et al. (2012) propose a three-dimensional generalised similarity solution at arbitrary
wall-normal suction velocities. In their work, stagnation-point flow is combined with an the
asymptotic suction boundary layer (ASBL) over a flat wall, thus integrating two of the rare
exact solutions to the Navier-Stokes equations.
Stagnation-point flow also appears in the context of multi-fluid systems. Blyth & Pozrikidis
(2005) present solutions in the case of a semi-infinite viscous fluid flowing against a liquid
film at rest on the surface of a solid body. Under the assumption of the fluid-fluid interface
remaining flat at all times, an evolution equation for the film thickness is formulated and the
rate of thinning of the liquid film under the action of the semi-infinite fluid is determined. For
a brief introduction of the classical oblique stagnation-point flow we refer to Tooke & Blyth
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(2008), who provide a unifying framework for the previous investigations of Hiemenz (1911),
Tamada (1979) and Dorrepaal (1986). In the following paragraphs we briefly outline how
analytical progress can be made in this problem.
It is first useful to introduce relevant elements of notation. We consider a two-dimensional
Cartesian coordinate system (x, y), with the solid wall placed at y = 0 and fluid occupying the
semi-infinite region y > 0. Our goal is to find a closed form solution for the flow impinging on
the wall at a certain angle. In a standard stream-function formulation with ψ(x, y) denoting the
streamlines, the horizontal velocity u is given by u = ψy, while the vertical velocity v = −ψx.
The kinematic viscosity ν, irrotational flow strength k and vorticity −ζ < 0 are the only other
terms required to construct the desired solution.
Far away from the wall, the flow takes the form
ψ = kxy +
1
2
ζy2, (17)
where the expression is a combination of an irrotational flow of magnitude k and a rotational
shear flow in the x-direction. An angle of tan−1(−2k/ζ) is formed by the ψ = 0 streamline
and the solid wall. With the help of the similarity variable η =
√
k/νy, a solution of the form
ψ =
√
νkxf(η) + ζ(ν/k)
η∫
0
g(s)ds (18)
is to be determined. As η → ∞, we require f ∼ η − α and g ∼ η − β for matching with
the flow away from the wall, given in eq. (17). α and β are arbitrary constants. The matching
relations, along with no-slip and impermeability conditions on the wall, form the boundary
conditions for the problem. We then insert formulation (18) inside the Navier-Stokes equations
to retrieve an equation for f , together with associated boundary conditions
f ′′′ + ff ′′ − (f ′)2 + 1 = 0, f(0) = 0, f ′(0) = 0, f ′(∞) = 1. (19)
Solving for f would suffice to determine the normal component of the flow. The tangential
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component is found as a solution to the following ordinary differential equation
g′′ + fg′ − f ′g = β − α, g(0) = 0, g′(∞) = 1. (20)
Equations (19)-(20) are then easily solved numerically and velocity components u and v, as
well as pressure p are found in closed form. The solution may be obtained in a number of ways,
as constant β (which can be interpreted as a variation in the horizontal pressure gradient of the
shear flow) is a free parameter in the problem. By contrast, α is found as part of the solution
to the orthogonal flow. In the study of Tamada (1979) β = α, while Dorrepaal (1986) set
β = 0. We note that removing the shear flow altogether (ζ = 0) reduces the formulation to the
classical non-oblique stagnation-point flow solution of Hiemenz (1911). For further insight into
the physical interpretation of these variables, the interested reader is referred to Tooke & Blyth
(2008). A particularly interesting point is the elegant explanation of how increasing β (the
free parameter) corresponds to the freedom of displacing the origin of the system (aspect also
touched upon by Stuart (1959)), which is surprising given that previous authors have suggested
mechanisms that at first glance appear to employ different types of shear to introduce a non-
orthogonal flow.
We underline that there are a number of differences between the solution obtained via di-
rect numerical simulations when implementing the model presented in Fig. 7.5 and the classical
theoretical solution of the oblique stagnation-point flow problem. Such an example is the im-
position of generic outflow conditions at the lateral boundaries; this approximation is however
necessary when re-introducing droplet impact in the more general context. The numerically
imposed outflow condition causes modifications to the flow profiles in the close vicinity of
the lateral boundaries. While further refinement of the solution for the problem of single-phase
stagnation-point flow is possible, the main goal of the initial computational setup is to construct
a simple framework in which the problem of interest of droplet impingement onto a solid wall
can be linked in a reasonable manner to the background air flow. The remarks in the previous
paragraphs were primarily inspired by the similarity between the present setup and a classical
problem in fluid mechanics with a known theoretical solution.
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B.2 Alternative thin liquid film scaling
In subsection 8.2.3 we outline, specifically through scalings (8.43), how the magnitudes of
the horizontal and vertical velocities in the liquid film are modified by the viscosity ratio m as
U˜f ∼ 1
m
Re−1/8, V˜f ∼ 1
m
Re−3/8. (21)
The 1/m factors are obtained by using shear stress continuity and noting that we are interested
in studying a system which induces a similarly strong displacement effect from the thin liquid
film and the viscous sublayer in air, thus prompting the vertical scale in the liquid film to be
fixed at y˜f ∼ Re−5/8.
In the present appendix we discuss an alternative scaling and elaborate on why the model
in subsection 8.2.3 has significant advantages over the choice described here.
The main difference lies in ignoring the strong viscosity contrast and assuming continuity
of horizontal velocities across the interface, shear stress continuity, as well as known scales
from the boundary layer above the liquid film in order to estimate the height of the film y˜f .
Magnitudes of U˜0 and y˜ are known from classical triple-deck analysis (shown in eq. (8.42)).
Hence in this context we obtain
U˜f ∼ y˜f
m
Re1/2 ⇔ y˜f ∼ mRe−5/8, (22)
while continuity ensures that U˜f ∼ U˜1 ∼ Re−1/8.
At this point we make use of the asymptotic expansion for the lower deck in air, which we
recall to be given by
U˜0 ∼ Re−1/8, y˜ ∼ Re−5/8, P˜0 ∼ Re−1/4, x˜ ∼ Re−3/8. (23)
We write down similar scalings in the liquid layer, in which only y˜f is modified as being m
times thicker than in the viscous sublayer in air, which is significantly larger than expected
U˜f ∼ Re−1/8, y˜f ∼ mRe−5/8, P˜f ∼ Re−1/4, x˜ ∼ Re−3/8. (24)
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We also require the order of magnitude for the vertical velocity component V˜f , which is
derived from the continuity equation as follows
∂U˜f
∂x˜
+
∂V˜f
∂y˜f
= 0⇔ U˜f
x˜
∼ V˜f
y˜f
⇔ V˜f ∼ mRe−3/8. (25)
Note another issue arising at the level of continuity of vertical velocities, since now V˜f appears
to be m times greater than V˜1 (see eq. (8.19)).
Therefore we use asymptotic expansions
U˜f (x˜, y˜f ,Re) = Re
−1/8Uf (X, Yf ) + ..., (26)
V˜f (x˜, y˜f ,Re) = mRe
−3/8Vf (X, Yf ) + ..., (27)
P˜f (x˜, y˜f ,Re) = Re
−1/4Pf (X, Yf ) + ..., (28)
in the liquid layer. The continuity equation simply becomes
∂Uf
∂X
+
∂Vf
∂Yf
= 0, (29)
which is natural and simply states that continuity is preserved in the usual manner. The vertical
momentum equation only retains the pressure gradient as leading order term
∂Pf
∂Yf
= 0, (30)
while the horizontal momentum equation, after division by r, transforms into
Uf
∂Uf
∂X
+ Vf
∂Uf
∂Yf
= −1
r
∂P
∂X
+
1
mr
∂2Uf
∂Y 2f
, (31)
in which we note that for realistic air-water systems the density ratio r and viscosity ratio m
are large. All terms in eq. (31) have a strong disparity in magnitude, which hinders further
explorations of the interaction of the liquid film with the flow.
We aim to provide a framework in which the pressure gradient plays a primary role in the
flow dynamics; therefore we search for a context in which the pressure gradient term on the
right hand side of the above equation matches the leading order terms.
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To do this, we allow the height of the liquid film to vary based on a parameter K such that
now y˜f ∼ KRe−5/8 and rederive the momentum equation in the same manner as before with
this new quantity. We hope to find a suitable K(m, r) that produces a rich system with a more
complete interaction of the terms in the momentum equations. If we follow the previous steps,
in its final form the X−momentum equation appears as
Uf
∂Uf
∂X
+ Vf
∂Uf
∂Yf
= −1
r
∂P
∂X
+
m
K2r
∂2Uf
∂Y 2f
. (32)
Hence if we setK =
√
m, the pressure gradient term and vertical diffusion term will match
in terms of magnitude. This means that on the first attempt we have overestimated the height
of the liquid layer up to a stage where we lose the type of dynamics we were aiming to study.
However, eq. (32) reveals we have a strong mismatch between the left and right hand sides and
the pressure gradient term again plays a secondary role within this re-dimensionalisation.
The limitations of the parameter regimes explored in the previous paragraphs suggest a
different mechanism should be called upon, as provided by the analysis in subsection 8.2.3.
B.3 Displacement effect in von Mises variables
Due to the presence of the interface at height H(X) and the fact that multiple interfacial
conditions are imposed at the level of this spatially varying function, describing the displace-
ment effect directly in Cartesian coordinates becomes inconvenient. Following the procedure
suggested by Ruban (2013b), we convert our set of equations and boundary conditions to von
Mises variables, which offer the distinct advantage of operating on streamlines. In the follow-
ing paragraphs we expand on why this manipulation is the natural framework to conduct the
analysis of a multi-fluid system.
The procedure aims to convert general coordinates (x, y) to new independent variables
(s,Ψ) in the form s = s(x, y) and Ψ = Ψ(x, y). In this context Ψ represents the stream
function defined in the classical way,
∂Ψ
∂x
= −v, ∂Ψ
∂y
= u, (33)
whereas s(x, y) simply coincides with x, such that s(x, y) = x. For simplicity in introducing
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the method, we use generic notation for horizontal and vertical velocities (u and v), as well as
pressure p. We define
u(x, y) = u[s(x, y),Ψ(x, y)], (34)
v(x, y) = v[s(x, y),Ψ(x, y)], (35)
p(x, y) = p[s(x, y),Ψ(x, y)], (36)
and analyse, in turn, each term in the momentum and continuity equations (8.69)-(8.70), chang-
ing variables to the new frame of reference. The pressure term handling is shown in full detail,
while all others follow in an analogous manner and for a complete derivation we refer the
interested reader to the notes of Ruban (2013b).
The generic notation is applied to the liquid film and viscous sublayer variables once all
building blocks are in place. We start from
∂p
∂y
=
∂p
∂s
∂s
∂y
+
∂p
∂Ψ
∂Ψ
∂y
(37)
and note that the following relations
∂s
∂y
= 0,
∂Ψ
∂y
= u (38)
lead to the simplification
∂p
∂y
= u
∂p
∂Ψ
. (39)
We already know that the term in eq. (39) is equal to zero in our problem, however the
discussion is necessary in order to compute the contribution of the pressure gradient in x,
written as
∂p
∂x
=
∂p
∂s
∂s
∂x
+
∂p
∂Ψ
∂Ψ
∂x
. (40)
Making use of (39) and the previous comment, we finally state that the change is simply
dp
dx
=
dp
ds
, (41)
which essentially remains unchanged. A similar procedure is applied to all terms in the mo-
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mentum equation. The key results are
∂u
∂x
=
∂u
∂s
− v ∂u
∂Ψ
, (42)
∂u
∂y
= u
∂u
∂Ψ
, (43)
∂2u
∂y2
= u
∂
∂Ψ
(
u
∂u
∂Ψ
)
. (44)
We are now prepared to recast the momentum equation into von Mises variables using
(41)-(44), resulting in
u
∂u
∂s
= −dp
ds
+ u
∂
∂Ψ
(
u
∂u
∂Ψ
)
. (45)
An important aspect of this transformation is the direct elimination of v from the momen-
tum equation. This is in some sense expected given the use of the streamline formulation,
however it is important to note how to retrieve the vertical velocity from the continuity equa-
tion, which is of course implied to exist given the use of stream function Ψ. In von Mises
variables, the continuity equation is written as
∂u
∂s
− v ∂u
∂Ψ
+ u
∂v
∂Ψ
= 0, (46)
which can be reformulated to
∂
∂s
(
1
u
)
− ∂
∂Ψ
(v
u
)
= 0. (47)
This implies the existence of a function N(s,Ψ) with properties
∂N
∂s
=
v
u
,
∂N
∂Ψ
=
1
u
. (48)
The physical significance of this function is explained by Ruban (2013b) to be the distance
y from a point in the flow field with von Mises coordinates (s,Ψ), to the surface of the body in
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the problem. If in this case we naturally choose Ψ = 0 on the body surface, we recover v as
v = u
∂
∂s
Ψ∫
0
1
u
dΨ. (49)
We underline at this stage the key term in finding displacements in the flow, namely function
N(s,Ψ). This will be used at later stages to formulate an interaction law.
We consider the full system of equations as given by the liquid film (8.48)-(8.49), along
with conditions given by (8.53) and (8.63), as well as equations for the lower deck in air (8.21)-
(8.22), together with initial and boundary and interfacial conditions described by (8.54), (8.55),
(8.57), (8.64) and (8.65), transforming everything to a von Mises variables. We take into
account all arguments above, particularly (45) and switch to a more convenient notation. We
consider vertical coordinate Yf = Y in the thin film and Y1 = Y − H in the lower deck in
air. Yf varies between 0 (on the surface of the solid body) and H (the interface), whereas Y1 is
taken to be 0 at the interface and Y1 → ∞ as we aim to match the viscous sublayer with the
main deck in air, as in classical triple deck analysis.
Based on the above, we recall that all variables with a (·)f subscript refer to quantities in
the liquid film, whereas (·)1 denotes variables in air. Quantities which do not require changes
in the domain as a whole (such as s and P ) are denoted in a plain manner.
We introduce a stream function in the liquid film as Ψf , used to represent both the surface
of the solid body (Ψf = 0) and the interface (Ψf = q, where q is a generic variable attributed
to the value of the stream function on H). Allowing the representation of the interface via
streamline Ψf = q is a natural effect of the conversion to von Mises variables and one of the
main reasons we have adopted this framework. As we move into the lower deck in air, Ψ1 = 0
denotes the interface, given how Y1 is defined.
We first turn to the liquid film equations, described by
r
m2
Uf
∂Uf
∂s
= −dP
ds
+ Uf
∂
∂Ψf
(
Uf
∂Uf
∂Ψf
)
. (50)
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A similar argument transforms the momentum equation in the viscous sublayer in air to
U1
∂U1
∂s
= −dP
ds
+ U1
∂
∂Ψ1
(
U1
∂U1
∂Ψ1
)
. (51)
To formulate the initial condition in the liquid film, the following argument is used
Uf = λfYf at s = −∞⇒ ∂Ψf
∂Yf
= λfYf at s = −∞, (52)
where λf is defined to be the dimensionless shear stress coefficient in the liquid layer. Inte-
grating with respect to Yf and setting the integration constant to zero (since the velocity at the
body surface is zero in the absence of effects such as suction or blowing), we obtain
Ψf =
λf
2
Y 2f ⇒ Yf =
(
Ψf
2
λf
)1/2
at s = −∞. (53)
We provide a final expression in von Mises variables as
Uf = (2λfΨf )
1/2 at s = −∞. (54)
Given the scaling in the liquid film from eq. (8.64), the contribution from this region is ne-
glected from an asymptotic perspective in the lower deck in air and the initial condition is
treated as
U1 = (2λ1Ψ1)
1/2 at s = −∞. (55)
We also trivially include the no-slip condition on the body surface as
Uf = 0 at Ψf = 0 (56)
in order to conclude the discussion on initial and boundary conditions that do not relate to the
interface itself. If we now turn to the interface, where Ψf = q and Ψ1 = 0, the following must
hold due to the magnitudes considered in eq. (8.43):
U1(s, 0) = 0, V1(s, 0) = 0, (57)
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where the equation for the vertical velocities is at this point hidden, as V1 does not appear
directly in the equations of motion. The shear stress continuity is rewritten as
Uf
∂Uf
∂Ψf
= U1
∂U1
∂Ψ1
, (58)
at the coordinates where the interface is known to be defined in each of the two layers. We also
incorporate the kinematic condition as
Vf = UfHs or V1 = U1Hs, (59)
taken again at either Ψf = q or Ψ1 = 0, depending on which fluid is chosen as reference. In
the current context, we turn to approximate the displacement functions.
We are foremost interested in finding the displacement Vf/Uf , induced by the presence
of the liquid film. To this end we define function Nf (s,Ψf ), which effectively measures the
distance Yf from a point in the flow field whose von Mises coordinates are (s,Ψf ) to the body
surface, where Ψf = 0. The displacement is then found via
∂Yf
∂s
=
Vf
Uf
=
∂Nf
∂s
∣∣∣∣
(s,Ψf )
. (60)
Function Nf is computed making use of the fact that in the liquid layer Ψf ∈ [0, q] as
Nf (s,Ψf )
∣∣∣∣
Ψf=q
=
q∫
0
dϕ
Uf (s, ϕ)
. (61)
The next step is to follow a similar procedure in the air layer, where we also take into
account the contribution of the liquid film. Function N1(s,Ψ1) is defined as
N1(s,Ψ1) =
q∫
0
dϕ
Uf (s, ϕ)
+
Ψ1∫
0
dϕ
U1(s, ϕ)
, (62)
where the first summand on the right hand side represents the previously computed displace-
ment in eq. (61), whereas the last summand is the current displacement from the lower deck
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in air. On the interface (Ψ1 = 0) and as we move into the main part of the boundary layer
(Ψ1 → ∞), a matching exercise has to be performed. Thus N1 is similarly interpreted as the
vertical distance from a point in the flow to the 0 streamline in the problem, namely the solid
body. This comes as a consequence of having already included the effects of Nf in formula
(62). Without this addition, we would have calculated the distance to the interface only, defined
as Ψ1 = 0.
We convert the expression in equation (62) to a form that allows us to discuss the displace-
ment effect in the problem. If we define ϑ as the streamline slope angle at the outer edge of the
viscous sublayer in air, we need to analyse the expression
ϑ
∣∣∣∣
Ψ1→∞
=
∂N1
∂s
∣∣∣∣
Ψ1→∞
=
∂
∂s
 q∫
0
dϕ
Uf (s, ϕ)
+ ∂
∂s
 Ψ1∫
0
dϕ
U1(s, ϕ)
∣∣∣∣
Ψ1→∞
. (63)
Given the context of studies in chapter 8, a description of the streamline slope angle in
Cartesian coordinates is necessary. This appendix serves as a starting point in the discussion of
how the entire problem can be formulated in streamline-dependent coordinates and we restrict
our attention to discussing the displacement effect here. In the following paragraphs we con-
struct a detailed description of the conversion process from von Mises to Cartesian coordinates
of the first integral. The same procedure is then applied in an analogous manner to the second
integral term in eq. (63).
Since the integration is performed on the streamline, we insert the ∂/∂s derivative inside
the integral expression as
∂
∂s
 q∫
0
dϕ
Uf (s, ϕ)
 = q∫
0
∂
∂s
(
1
Uf (s, ϕ)
)
dϕ = −
q∫
0
∂Uf (s, ϕ)
∂s
1
U2f (s, ϕ)
dϕ. (64)
To start the conversion, we first note again that
Uf = Uf (s, ϕ) = Uf (s(X, Yf ), ϕ(X, Yf )), (65)
and proceed to express ∂Uf/∂s in terms of Cartesian coordinates. Making use of eq. (65), we
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first compute the partial derivative in X by the chain rule
∂Uf
∂X
=
∂Uf
∂s
∂s
∂X
+
∂Uf
∂ϕ
∂ϕ
∂X
. (66)
We then include the results of the following identities
∂s
∂X
= 1,
∂ϕ
∂X
= −Vf (67)
inside eq. (66), which results in
∂Uf
∂X
=
∂Uf
∂s
− Vf ∂Uf
∂ϕ
⇔ ∂Uf
∂s
=
∂Uf
∂X
+ Vf
∂Uf
∂ϕ
. (68)
The last term however still contains a streamline-dependent component, prompting the dif-
ferentiation of Uf with respect to Yf in order to allow for the full description in Cartesian
coordinates
∂Uf
∂Yf
=
∂Uf
∂s
∂s
∂Yf
+
∂Uf
∂ϕ
∂ϕ
∂Yf
. (69)
We now note that
∂s
∂Yf
= 0,
∂ϕ
∂Yf
= Uf (70)
and obtain an expression for the target term in eq. (68) as
∂Uf
∂Yf
≡ Uf ∂Uf
∂ϕ
⇔ ∂Uf
∂ϕ
≡ 1
Uf
∂Uf
∂Yf
. (71)
We have all ingredients to cast ∂Uf/∂s in eq. (64) to Cartesian coordinates in the form
∂Uf
∂s
=
∂Uf
∂X
+
Vf
Uf
∂Uf
∂Yf
, (72)
where the left hand side is the original von Mises (s, ϕ) expression, whereas the right hand side
is now transformed to a dependence of all terms to spatial coordinates (X, Yf ).
There are two additional terms that require manipulation in eq. (64) in order to complete
the conversion process. First, we use the initial definition of q = H(X) in order to describe the
position of the interface. Furthermore, we adapt the integration variable from streamline form
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ϕ = ϕ(X, Yf ) to its Cartesian equivalent
dϕ ≡ ∂ϕ
∂X
dX +
∂ϕ
∂Yf
dYf = −VfdX + UfdYf . (73)
Using equations (71)-(73) and the comments of the previous paragraphs, the integral in
eq. (64) is reformulated as
∂
∂s
 q∫
0
dϕ
Uf (s, ϕ)
 ≡ − H(X)∫
0
(
∂Uf
∂X
+
Vf
Uf
∂Uf
∂Yf
) −VfdX + UfdYf
U2f (X, Yf )
. (74)
There are four separate terms in the previous expression, however a scale analysis or a
standard linearisation procedure reveal that only two of the terms should be considered at
leading order, namely
1
Uf
∂Uf
∂X
and
Vf
U2f
∂Uf
∂Yf
. (75)
The integral (74) becomes
∂
∂s
 q∫
0
dϕ
Uf (s, ϕ)
 ≡ − H(X)∫
0
(
1
Uf
∂Uf
∂X
+
Vf
U2f
∂Uf
∂Yf
)
dYf . (76)
Using the intuition on the expected result of the streamline slope angle, which is classically
Vf/Uf , we compute the Yf -derivative of this expression as
∂
∂Yf
(
Vf
Uf
)
=
1
U2f
(
∂Vf
∂Yf
Uf − ∂Uf
∂Yf
Vf
)
=
1
Uf
∂Vf
∂Yf
− Vf
U2f
∂Uf
∂Yf
. (77)
From the continuity eq. (8.48)
∂Vf
∂Yf
= −∂Uf
∂X
, (78)
which can be used in eq. (77) to give
∂
∂Yf
(
Vf
Uf
)
= − 1
Uf
∂Uf
∂X
− Vf
U2f
∂Uf
∂Yf
. (79)
Note the similarity between the expression being integrated in eq. (76) and the recently
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obtained result in eq. (79). This calculation allows us to reformulate the integral in eq. (76) as
−
H(X)∫
0
(
1
Uf
∂Uf
∂X
+
Vf
U2f
∂Uf
∂Yf
)
dYf =
H(X)∫
0
∂
∂Yf
(
Vf
Uf
)
dYf . (80)
This result can then be directly integrated and we obtain
H(X)∫
0
∂
∂Yf
(
Vf
Uf
)
dYf =
Vf
Uf
∣∣∣∣
Yf=H(X)
− Vf
Uf
∣∣∣∣
Yf=0
. (81)
The last term in the right hand side of eq. (81) is reduced to zero, as the expression is eval-
uated the solid body surface and no effects such as suction and/or blowing have been proposed
thus far. The only remaining contribution comes from
−
H(X)∫
0
(
1
Uf
∂Uf
∂x
+
Vf
U2f
∂Uf
∂Yf
)
dYf =
Vf
Uf
∣∣∣∣
Yf=H(X)
. (82)
To conclude, the conversion from von Mises coordinates to Cartesian coordinates of the
first integral term in eq. (63) results in
∂
∂s
 q∫
0
dϕ
Uf (s, ϕ)
 ≡ Vf
Uf
∣∣∣∣
Yf=H(X)
. (83)
The same type of treatment is then applied to the second term in eq. (63) and we deduce
that
∂
∂s
 Ψ1∫
0
dϕ
U1(s, ϕ)
∣∣∣∣
Ψ1→∞
≡ V1
U1
∣∣∣∣
Y1→∞
, (84)
which allows us to express the streamline slope angle at the outer edge of the viscous sublayer
in air from eq. (63) as
ϑ
∣∣∣∣
Y1→∞
=
Vf
Uf
∣∣∣∣
Yf=H(X)
+
V1
U1
∣∣∣∣
Y1→∞
. (85)
Having derived an expression for the displacement at the outer edge of the viscous sublayer
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in air, we proceed to the main part of the boundary layer. At this point we take advantage of
the fact that ϑ does not suffer any changes in this deck, since it is independent of Y1 (see Ruban
(2013a)). As anticipated, in the presented model the main contribution to the displacement
effect comes from the viscous sublayer in air and the liquid film (in equal measure), whereas
the middle deck in air has a negligible contribution at leading order. The streamline slope angle
ϑ in eq. (85) is then shifted upward to the upper tier of the triple-deck structure.
The analysis in this appendix gives us confidence that the inspection analysis and proposed
scalings in subsection 8.2.3 have been performed appropriately and that the natural physical
mechanisms have been recovered as a consequence of the modelling exercise.
B.4 Explicit solutions: continuity of velocities across the interface
Here we present the full algebraic details for the solution of the flow in the general case of
accounting for continuity of velocities across the interface, as previously formulated at the end
of subsection 8.4.3. The system arises when considering equations (8.136), (8.235), (8.236),
(8.237), (8.242) and (8.176) and, with compact notation, is formulated as
Sf (cf iα)
2/3A3 + Tf (cf iα)
2/3A4 − iαp¯ = 0,
h0
m2
h¯− h0
m2
f¯ +
h0
m2
SfC1(α, h0) +
h0
m2
TfC2(α, h0) + p¯− S1(iα)−1/3B3(α) = 0,
SfC3(α, h0) + TfC4(α, h0) + h0h¯− h0f¯ = 0,
SfB1(α) + TfB2(α)− c−1/3f S1B4(α) = 0,
a¯+ f¯/m− SfC1(α, h0)/m− TfC2(α, h0)/m+ h¯(1− 1/m)− S1I1(α) = 0,
|α|a¯− p¯ = 0.
We proceed to eliminate unknowns step by step and express all relevant quantities with
respect to pressure. To find the analogue of eq. (8.182) we use additional helper functions
for algebraic convenience. A cleaner representation of the solution in this context is produced
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using
D5(α) =
h0
m2
C1(α, h0)− 1
m2
C3(α, h0)−
( cf
iα
)1/3 B1(α)B3(α)
B4(α)
,
D6(α) =
h0
m2
C2(α, h0)− 1
m2
C4(α, h0)−
( cf
iα
)1/3 B2(α)B3(α)
B4(α)
,
D7(α) =
1
m
C1(α, h0) + (1− 1/m)C3(α, h0)
h0
+ c
1/3
f
B1(α)I1(α)
B4(α)
,
D8(α) =
1
m
C2(α, h0) + (1− 1/m)C4(α, h0)
h0
+ c
1/3
f
B2(α)I1(α)
B4(α)
and the Fourier transformed pressure perturbation is given by
p¯(α) =
(
D6 − A4
A3
D5
)
f¯(
A4
A3
D5 −D6
)(
1
|α| −
(iα)1/3
c
2/3
f
D7
A3
)
+
(
A4
A3
D7 −D8
)(
1 +
(iα)1/3
c
2/3
f
D5
A3
) . (86)
Having found an expression for pressure, all other quantities of interest are derived in ex-
plicit form in Fourier space. We start with functions Tf , Sf and S1 and subsequently present
the results for the displacement function, the interfacial perturbation and horizontal and vertical
velocities at the position of the undisturbed interface in each of the two layers:
Tf (α) =
1 +
(iα)1/3
c
2/3
f
D5(α)
A3
A4
A3
D5(α)−D6(α)
p¯, (87)
Sf (α) =
(iα)1/3
c
2/3
f A3
p¯− Tf (α)A4
A3
, (88)
S1(α) = c
1/3
f
B1(α)
B4(α)
Sf (α) + c
1/3
f
B2(α)
B4(α)
Tf (α), (89)
a¯(α) =
1
|α| p¯, (90)
h¯(α) = f¯(α)− C3(α, h0)
h0
Sf (α)− C4(α, h0)
h0
Tf (α), (91)
u¯f (α, h0) = −f¯ + Sf (α)C1(α, h0) + Tf (α)C2(α, h0), (92)
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u¯1(α, h0) =
1
m
u¯f (α, h0) + (1/m− 1)h¯, (93)
v¯f (α, h0) = h0iαh¯, (94)
v¯1(α, h0) =
h0
m
iαh¯. (95)
Shear stress at the surface of the solid body, as well as the position of the unperturbed
interface are given by
∂u¯f
∂y
∣∣∣∣
y=0
= (cf iα)
1/3 [Sf (α)A1 + Tf (α)A2] , (96)
∂u¯1
∂y
∣∣∣∣
y=h0
= (iα)1/3S1(α)B4(α). (97)
By using the inverse Fourier transform (presented in eq. (8.113)), we recover all quantities
of interest in real space. The results are examined in an extended discussion in section 8.5.
C Additional notes on computational aspects
In the present section we elaborate on several computational aspects of the numerical work
presented in this thesis. We first discuss the striking benefits of employing adaptive mesh re-
finement (AMR) in the direct numerical simulations that underlie the results in previous chap-
ters, also outlining the numerical effort undertaken to produce previously presented results. We
then conclude by providing a full Gerris .gfs simulation file for both reproducibility purposes
and to illustrate a typical example of such an implementation.
Table 1 provides an overview of the numerical resources used throughout the dissertation.
The first two columns underline the section and the figures that each of the codes support, such
that for example the first row (Section 2.5.1, Fig. 2.4-2.7) refers to the study of the Rayleigh-
Taylor instability under the action of an electric field parallel to the fluid-fluid interface. Almost
without exception, computational resources were selectively invested in the most sensitive and
relevant quantities in the flow, which usually revolve around a correct capturing of the fluid-
fluid interfaces. Therefore very often the mesh refinement has been adapted to the evolution of
the interface and flow quantities of interest, be they of hydrodynamic or of electric nature. This
technique has clear advantages over using a fixed mesh, as evidenced by the third and fourth
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columns of Table 1. In the third column, DOFFM shows the number of degrees of freedom
achieved by using a uniform (fixed) mesh at the most refined interfacial level. The format of
b · (2r)d was chosen to illustrate the number of computational boxes b, the prescribed maxi-
mum level of refinement r and the number of dimensions d. The smallest computations require
O(104) degrees of freedom, while the most demanding computation on a liquid drop impacting
a liquid surface in three dimensions would have been performed using O(109) degrees of free-
dom. With adaptive mesh refinement, max(DOFAMR) highlights the largest number of degrees
of freedom reached during each computation, which are extracted from post-processing each
relevant set of direct numerical simulations. By studying the factor between the two, we notice
a significant gain, often of one or even two orders of magnitude. Given the timesteps required
to complete a run (right column) are in the order of thousands or more, this feature of Gerris,
alongside its parallelisation capabilities, has proven immensely beneficial and guaranteed the
implementations could be executed in a reasonable time frame.
Section Figure DOFFM max(DOFAMR) Factor Timesteps
2.5.1 2.4− 2.7 4 · (28)2 = 218 ≈ 2.62 · 105 3.11 · 104 8.42 8000
3.4.1 3.4 1 · (29)2 = 218 ≈ 2.62 · 105 7.23 · 104 3.62 24000
3.4.3 3.6− 3.8 1 · (28)2 = 216 ≈ 6.55 · 104 6.55 · 104 1.00 15000
4.4 4.7− 4.8 1 · (29)2 = 218 ≈ 2.62 · 105 2.52 · 104 10.39 75000
4.5 4.10− 4.11 1 · (27)3 = 221 ≈ 2.10 · 106 2.35 · 105 8.93 17000
5.2.4 5.1 1 · (27)2 = 214 ≈ 1.64 · 104 4.51 · 103 3.63 30000
7.3.1 7.7− 7.17 2 · (211)2 = 223 ≈ 8.39 · 106 2.42 · 105 34.66 50000
7.3.2 7.19− 7.24 2 · (211)2 = 223 ≈ 8.39 · 106 3.56 · 105 23.56 85000
7.3.3 7.26− 7.30 2 · (214)2 = 229 ≈ 5.37 · 108 2.32 · 106 231.45 400000
7.3.4 7.31− 7.37 1 · (210)2 = 230 ≈ 1.07 · 109 3.27 · 107 32.72 25000
Table 1: Summary of the key computational properties of the implementations underlying the
numerical results of chapters 2-7. DOFFM denotes the number of degrees of freedom if a fixed
mesh were used, while max(DOFAMR) denotes the maximum number of degrees of freedom
used when taking advantage of the adaptive mesh refinement capabilities of the code.
An example Gerris simulation file, including detailed comments and running instructions,
is provided below. The .gfs is used in chapter 4 of the thesis, in order to study the effects of a
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vertical electric field on mixing in a two-dimensional confined geometry. The relevant results
are presented in section 4.4 of the dissertation, more specifically as protocol 3 in Fig. 4.7a-4.7c
and subsequent discussions. Gerris keywords are higlighted in blue, while general notes/com-
ments either appear in green or have the # symbol in front. Usage of the awk text processing
and data extraction language is shown in red.
1 # Title: Electrostatically induced mixing in two dimensions
2 #
3 # Description:
4 #
5 # A stably stratified flow is subjected to a vertical electric field
6 # which is successively switched on and off, producing sustained
7 # interfacial oscillations in a flow confined within a small
8 # scale channel in between two electrodes. The mixing induced by
9 # the action of the electric field is measured by means of introducing
10 # a passive tracer in the shape of a circular drop, with a concentration
11 # field monitored during the progres of the simulation in order to
12 # quantify the mixing efficiency of the proposed on-off electric
13 # field protocol.
14 #
15 # Author: Radu Cimpeanu
16 # Commands:
17 # gerris2D mixingOnOff.gfs
18 # awk ’!($1 in array) { array[$1]; print }’ borderprofile.dat >
borderprofile_f.dat
19 # awk ’!($1 in array) { array[$1]; print }’ centerprofile.dat >
centerprofile_f.dat
20 # Version: 131206-155120
21 # Required files: mysection.gfv testmask yprof0 yprof04999
22 # Runtime: 72 hours
23 # Generated files: simulation-x.y.gfs; centerprofile_f.dat; borderprofile_f
.dat; tracers.dat; Particle%n.txt (where %n refers to one of nine
possible positions); Animations in .mpg format of all flow quantities
of interest
24
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25 GModule electrohydro
26 # 1 computational box with 1 connection for
27 # periodicity in the horizontal direction
28 1 1 GfsElectroHydro GfsBox GfsGEdge {} {
29 Global {
30 /* Refinement parameters */
31 #define levelmin 5
32 #define levelmax 9
33
34 /* Physical parameters (SI) */
35
36 /* Density */
37 #define rho_1 918.0 /* Density fluid 1 (kg/mˆ3) */
38 #define rho_2 153.0 /* Density fluid 2 (kg/mˆ3) */
39 #define CoefR (rho_1/rho_2) /* Density ratio */
40
41 /* Viscosity */
42 #define mu_1 0.081 /* Viscosity fluid 1 (kg/(s.m)) */
43 #define mu_2 0.02025 /* Viscosity fluid 2 (kg/(s.m)) */
44 #define CoefM (mu_2/mu_1) /* Viscosity ratio */
45
46 /* Permittivity */
47 #define eps_1 1.55 /* Permittivity fluid 1 */
48 #define eps_2 3.1 /* Permittivity fluid 2 */
49 #define CoefEps (eps_2/eps_1) /* Permittivity ratio */
50
51 /* Non-dimensional parameters */
52 #define invRe 0.1 /* inverse Reynolds number */
53 #define invWe 0.5 /* inverse Weber number */
54 #define invFr 1.0 /* inverse square Froude number */
55 }
56 # Run simulation for 20 dimensionless units;
57 # do not exceed a timestep of 1e-3 (for stability)
58 Time { end = 20.0 dtmax = 1e-3 }
59
60 # Initial refinement at 2ˆ(levelmax-3) cells per dimension
61 Refine (levelmax-3)
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62
63 # Define interface, assign curvature variable
64 VariableTracerVOF T
65 VariableCurvature K T
66 # Set surface tension coefficient
67 SourceTension T invWe K
68
69 # Track interfacial coordinates
70 VariablePosition Y T y
71 VariablePosition X T x
72
73 # Define passive tracer
74 VariableTracer TPassive
75 # Initial condition for passive tracer
76 # Circular shape of radius r_d = 0.15, centred at (0.0, 0.2)
77 InitFraction {} TPassive (x*x + (y - 0.2)*(y - 0.2) - 0.15*0.15)
78
79 # The initial interfacial shape
80 # T = 1 for top fluid 2, T = 0 for bottom fluid 1
81 InitFraction {} T (-0.005*cos (1*10.*M_PI*(x+0.5)) + y)
82
83 # Strong grid refinement with respect to the position of
84 # the interface T, with two lower levels for other variables
85 # of interest, such as the voltage potential, the horizontal
86 # velocity and the passive tracer. It is recommended to keep
87 # the passive tracer refinement at the same level as the background
88 # flow to avoid the introduction of numerical artifacts.
89 AdaptVorticity { istep = 1 } { maxlevel = levelmax-2 minlevel = levelmin
cmax = 1e-4 }
90 AdaptGradient { istep = 1 } { maxlevel = levelmax minlevel = levelmin
cmax = 1e-4 } T
91 AdaptGradient { istep = 1 } { maxlevel = levelmax-2 minlevel = levelmin
cmax = 1e-4 } U
92 AdaptGradient { istep = 1 } { maxlevel = levelmax-2 minlevel = levelmin
cmax = 1e-4 } TPassive
93 AdaptGradient { istep = 1 } { maxlevel = levelmax-2 minlevel = levelmin
cmax = 1e-4 } Phi
APPENDIX 341
94
95 # Set density contrast between the two fluids
96 # T = 0 => density = CoefR
97 # T = 1 => density = 1.0
98 PhysicalParams { alpha = 1./(T*1.0 + (1. - T)*CoefR) }
99
100 # Set viscosity contrast between the two fluids
101 # T = 0 => viscosity = invRe
102 # T = 1 => viscosity = CoefM*invRe
103 SourceViscosity CoefM*invRe*T + invRe*(1. - T)
104 EventBalance { istep = 1 } 0.1
105
106 # Gravity
107 Source {} V -1.*invFr
108
109 # Add any electric volumetric forces to the momentum equation
110 SourceElectric
111
112 # Impose a more stringent tolerance on the
113 # error allowed in local mass conservation
114 ProjectionParams { tolerance = 1e-10 }
115 ApproxProjectionParams { tolerance = 1e-10 }
116
117 # Plot a given variable every 0.0025 dimensionless
118 # t units and use it as a frame in an .mpg
119 # animation. The min/max of the color scheme
120 # are set conveniently in the case of each variable
121 OutputPPM { step = 0.0025 } { ppm2mpeg > vort.mpg} {
122 min = -100 max = 100 v = Vorticity
123 maxlevel = 10
124 }
125 OutputPPM { step = 0.0025 } { ppm2mpeg > t.mpg } {
126 min = 0 max = 1 v = T
127 maxlevel = 10
128 }
129 OutputPPM { step = 0.0025 } { ppm2mpeg > tpassive.mpg } {
130 min = 0 max = 1 v = TPassive
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131 maxlevel = 10
132 }
133 OutputPPM { step = 0.0025 } { ppm2mpeg > elfield.mpg } {
134 min = 0 max = 15 v = Phi
135 maxlevel = 10
136 }
137 OutputPPM { step = 0.0025 } { ppm2mpeg > u.mpg } {
138 v = U
139 maxlevel = 10
140 }
141 OutputPPM { step = 0.0025 } { ppm2mpeg > v.mpg } {
142 v = V
143 maxlevel = 10
144 }
145 OutputPPM { step = 0.0025 } { ppm2mpeg > pressure.mpg } {
146 v = P
147 maxlevel = 10
148 }
149
150 # use the gfsview module in order to create an animation
151 # with additional functionality, in this case overlaying
152 # the active fluid-fluid interface on top of the passive
153 # tracer, as defined in mysection.gfv.
154 # Produce the image every 0.005 t units
155 # at a resolution of 1200x1200.
156 GModule gfsview
157 OutputView { step = 0.005 } {
158 ppm2mpeg -s 1200x1200 > mysection.mpg
159 } { width = 1200 height = 1200 } mysection.gfv
160
161 # Terminal output to monitor the simulation
162 # progress and produce statistics regarding
163 # resource usage
164 OutputTime { istep = 10 } stderr
165 OutputBalance { istep = 10 } stderr
166 OutputTiming { start = end } stderr
167
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168 # Save all flow quantities every 0.5 dimensionless t units
169 OutputSimulation { step = 0.5 } simulation-%3.1f.gfs
170
171 # Track particles (in a Lagrangian sense) that are originally
172 # located either at the centre of the passive tracer or along
173 # its initial contour in order to visualise the advection
174 # of the tracer and quantify the movement of the particles
175 # under the action of the electric field for comparison
176 # with molecular diffusion only.
177 OutputParticle { istep = 1 } ParticleCenter.txt 0.0 0.2 0.0
178 OutputParticle { istep = 1 } ParticleE.txt 0.15 0.2 0.0
179 OutputParticle { istep = 1 } ParticleNE.txt 0.1061 0.3061 0.0
180 OutputParticle { istep = 1 } ParticleN.txt 0.0 0.35 0.0
181 OutputParticle { istep = 1 } ParticleNW.txt -0.1061 0.3061 0.0
182 OutputParticle { istep = 1 } ParticleW.txt -0.15 0.2 0.0
183 OutputParticle { istep = 1 } ParticleSW.txt -0.1061 0.0939 0.0
184 OutputParticle { istep = 1 } ParticleS.txt 0.0 0.05 0.0
185 OutputParticle { istep = 1 } ParticleSE.txt 0.1061 0.0939 0.0
186
187 # Save flow data every 0.25 dimensionless t units
188 # at every point on a pre-created grid given in x-y format
189 # in file testmask.
190 # Here we monitor t ($1), spatial coordinates x, y and z
191 # ($2, $3, $4), the active interface ($12), the passive
192 # tracer ($19) and velocity compnents U and V ($7, $8)
193 # for post-processing at later stages
194 OutputLocation { step = 0.25 } {
195 awk ’{if ($1 != "#") {
196 {print $1, $2, $3, $4, $12, $19, $7, $8;}
197 }
198 }’ > tracers.dat
199 } testmask
200
201 ####################################
202
203 # Use awk in order to extract the position of the interface
204 # in the transition region where its associated function varies
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205 # between 0 and 1 rather than in the whole domain.
206 # First do this in the center of the domain, where x=0.0
207 # and y varies from -0.5 to 0.5 (with x-y coordinates defined
208 # inside yprof0).
209 OutputLocation { step = 0.001 } {
210 awk ’{if ($1 != "#") {
211 if ($17 < 5. && $15 > 0. && $15 < 1.) {print $1, $17;}
212 }
213 }’ > centerprofile.dat
214 } yprof0
215
216 # Then perform the same operation at the side of the domain,
217 # where x \approx 0.5 and y varies from -0.5 to 0.5 (with x-y
218 # coordinates defined inside yprof04999).
219 OutputLocation { step = 0.001 } {
220 awk ’{if ($1 != "#") {
221 if ($17 < 5. && $15 > 0. && $15 < 1.) print $1, $17;
222 }
223 }’ > borderprofile.dat
224 } yprof04999
225 }{
226 # Set permittivity contrast between the two fluids
227 # T = 0 => permittivity = 1.0
228 # T = 1 => permittivity = CoefEps
229 perm = CoefEps*T + 1.0*(1. - T)
230 ElectricProjectionParams { tolerance = 1e-8 }
231 }
232 # BCs
233 GfsBox {
234 # Bottom: no-slip and impermeability
235 # and constant electric potential set to zero
236 bottom = Boundary {
237 BcDirichlet U 0.
238 BcDirichlet V 0.
239 BcDirichlet Phi 0.0
240 }
241 # Top: no-slip and impermeability
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242 # Alternate between zero electric potential
243 # and a constant value of 15.0 at regular time
244 # intervals
245 top = Boundary {
246 BcDirichlet U 0.
247 BcDirichlet V 0.
248 BcDirichlet Phi {return (t > 0.0 && t < 0.2) || (t > 2.0 && t < 2.1) ||
(t > 4.0 && t < 4.1) || (t > 6.0 && t < 6.1) || (t > 8.0 && t <
8.1) || (t > 10.0 && t < 10.1)|| (t > 12.0 && t < 12.1)|| (t > 14.0
&& t < 14.1)|| (t > 16.0 && t < 16.1)|| (t > 18.0 && t < 18.1) ?
15.0 : 0.0;}
249 }
250 }
251 # Set connection for periodicity in the horizontal direction
252 1 1 right
Listing 1: Gerris .gfs file example - mixingOnOff.gfs
