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1. INTRODUCTION 
Let H be a separable Hilbert space and 0 < T, T < ec. For 0 < t < T, Ct := C([-~-, t]; H) be the 
Banach space of all continuous functions from l--T, t] into H endowed with the supremum norm, 
Ilullt := sup I lu(s)l l ,  u • Ct, (1.1) 
-r<_s<t 
where I].H is the norm in H. For u • CT and 0 < t < T, us • Co be the function defined by 
u,(e) = u(t + e), for e • [-~,0]. 
We are interested in the following neutral functional differential equation in H, 
d 
d--t (u (t) + g (t, u (t) ,  ut)) + Au  (t) = f (t, u (t) ,  us) ,  0 < t < T < co, (1.2) 
(t) = x (t), t ~ [-~, 0], 
where A : D(A)  C H --~ H is a closed, densely defined positive definite, self-adjoint linear 
operator and the nonlinear functions f and g are defined from [0, T] x H x Co into H and X E Co. 
For the earlier work on existence, uniqueness, regularity, and stability of various types of solu- 
tions of differential equations, functional differential equations, and neutral functional differential 
equations under different conditions, we refer to [1-6] and reference cited in these papers. 
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Also, for the works on existence, uniqueness, we refer to [7-11], and references cited in these 
papers. 
Hernandez and Henriquez [2,3] have established some results concerning the existence, unique- 
ness, and qualitative properties of the solution operator of the following general partial neutral 
functional differential equation with infinite delay, 
d 
d-~ (u (t) - g (t, ut)) = Au (t) + f (t, ut),  t > 0, 
uo = ~ ~ Co, 
where A generates an analytic semigroup on a Banach space B, g, and f are continuous functions 
from [0, ~)  × Co into B and for each u :  ( -~ ,  b] -~ B, b > 0, and t e [0, b], u~ represents, as 
usual, the mapping defined from (-c~, 0] into B by 
ut (0) = u (t + t9), for O e ( -co,  0]. 
Adimy, Bouzahir and Ezzinibi [1] have studied the existence and stability of solutions of the 
following general class of nonlinear partial neutral functional differential equations with infinite 
delay, 
d 
d--t (u(t) -g ( t ,  ut)) = A(u( t )  -g ( t ,  ut)) +f ( t ,u t ) ,  t > O, (1.3) 
uo = qa E Co, 
where the operator A is the Hille-Yosida operator not necessarily densely defined on the Banach 
space B. The functions g and f are continuous from [0, ~)  x C0 into B. 
The related results for the approximation of solutions may be found in [12-14]. 
Initial studies concerning existence, uniqueness, and finite-time blow-up of solutions for the 
following equation, 
u' (t) + Au( t )  = g(u( t ) ) ,  t >_ O, 
u (0) = ¢, (1.4) 
have been considered by Segal [15], Murakami [16], and Heinz and vonWahl [17]. Bazley [18,19] 
has considered the following semilinear wave equation, 
u" (t) + Au (t) = g (u (t)), t > O, 
(1.5) 
u (0) = ¢, u' (0) = ¢, 
and has established the uniform convergence of approximations of solutions to (1.4) using the 
existence results of Heinz and von Wahl [17]. Goethel [20] has proved the convergence of approx- 
imations of solutions to (1.4) but assumed g to be defined on the whole of H. Based on the 
ideas of Bazley [18,19], Miletta [21] has proved the convergence of approximations to solutions 
of (1.4). In the present work, we use the ideas of Miletta [21] and Bahuguna [7,8] to establish the 
convergence of finite-dimensional approximations of the solutions to (1.2). 
2. PREL IMINARIES  AND ASSUMPTIONS 
We assume in (1.2) that the linear operator A satisfies the following hypothesis. 
(H1) A is a closed, positive definite, self-adjoint linear operator from the domain D(A) C H 
into H such that D(A) is dense in H, A has the pure point spectrum, 
O< AO _~ A1 ~ A2 ~ "'" , 
and a corresponding complete orthonormal system of eigenfunctions {¢i}, i.e., 
A¢i = A~¢~ and (¢~, Cj) = 5~j, 
where 5ij = 1 if i = j and zero, otherwise. 
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If (H1) is satisfied, then -A  is the infinitesimal generator of an analytic semigroup {e - tA  : 
t >__ 0} in H. It follows that the fractional powers A a of A for 0 < a _< 1 are well defined from 
D(A a) c_ H into H (cf., [22, pp. 69-75]). Hence, for convenience, we suppose that 
II:*AII < M, for all t > 0, 
and 0 e p(-A) ,  the resolvent set of -A .  
The space D(A ~) which is denoted by H~, is a Banach space endowed with the norm, 
ISxiia = IIA~zli, x • D (A~). (2.5) 
For t e [0, T], we denote by C~ := C( [ -% t]; D(Aa)) endowed with the norm, 
l[~bllt,.:= sup II¢(.)II~,. 
--r_<u<t 
(H2) The function x(t) • D(Aa), for all t E [ - r ,  0] and X is locally Hhlder continuous on I - r ,  0]. 
We define 
f ~((t), te [ -~ ' ,O] ,  (t) l, x(o), t • [O, To]. 
(H3) The nonlinear map f : [0, T] × Ha × C~ --* X satisfies a local Lipschitz-like condition, 
and 
J:(t,x,~)-f(t,y,~) Sf~(t)[llx-yll~ + ¢-~ 0,~1 
llf (t,x,g,)Li __% f~(t) ,  
for all t,s 6 [0,T] and x,y 6 B~(Ha,~((8)) where -T  < 0 < T, ~ ,~ 6 B~(C~',)~), where 
fr  : R+ --, R+ is a nondecreasing function depending on r > 0 and for z0 in a Banach 
space (Z, ]]-ilz) and r > 0, 
B~ (Z,~0) = {z  • Z :  IL~ - ~0ilz < ~}.  
(H4) There exist positive constants 0 < c~ < ~ < 1 and r > 0, such that the function AZg is 
continuous for (t, u, v) E [0, T0] × Ha × C~', such that 
liA'~ (t, u,, u~) -  A~g (s, vi,v~)ll _< L { i t -  s,~ + HUl - vii'. + il~: - v:ll0,°} 
and 
4L IIA°-~lt < 1, 
for all t ,s e [0,T], 0 < ~ < 1, and x,y E Br(H~,~(O)),  where -~- <_ 0 _< T, ~ E 
Br(C~, :~), L is a constant and for z0 in a Banach space (Z, ]I-Hz) and r > 0, 
Br (Z, zo) = {z 6 Z :  [ Iz- Zo][z <- r}. 
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3. APPROXIMATE SOLUTIONS AND CONVERGENCE 
Let Hn denote the finite-dimensional subspace of H spanned by {¢o, ¢1 , " "  , Ca} and let pn : 
H -----* Hn be the corresponding projection operator for n = 0, 1, 2 . . . . .  Let 0 < To _< T, c~, 8. 
and "y be such that 
4L I IA°-BI I  = ,7 < 1, (3.6) 
B1 = max IIA%(t, (o), o)ll (37) 
O<t<_To 
RI = 2R + 4 II~:llTo,a, (3.8) 
R (3.9) II ( e-tA - i )  A a ix (o) + g,, (0, u (0), uo))ll _< ~-, 
and 
n (3.10) IIAa- IIL{Tg + R1} <_ 
For t > 0, IlAae-'All < Cat-% where Ca is a positive constant. We have 
H(e -{A - I) xll < C~ u II=llv, (3.11) 
from Part (d) of Theorem 2.6.13 in [22] where 0 < u _< 1 and x E D(Aa).  Let u, where 
0 < u < min{1 - a,  fl - a}, be a real number, then Aay E D(AV), for any y • D(Aa+V). For all 
t ,s  • (0, T0], t > s, and 0 < 6 < 1, we get the following inequalities, 
(e -~a - I) Aae -(t -s)a < 96-~u (3.12) 
- (t - s) a+~' 
I1(  - 'A - x) Aa -'AII _< IIA -< ta+-' (3.13) 
and 
(e -6A - I) A1+'~-Ze (t-~)A I <- 
s)l+a+u-/~ ' (t 
where C -- C~ max{Ca+~, Cl+a+v-~}. 
We choose To, a and/~ in such a way that 
To ~-a  Tol-~ 
2CI+a-~L-z- - - - -  + 2CaIR (To) < 1 - ~7 
1 p- -c~ O 
and 
where 
We define 
To < min {dl, d2}, 
dl = { ~ (~- oz) (Cl+a-/~ (LRl + Bl))-l } 1//~-a 
d2 = (1 - a) (fR (To) Ca) - '  • 
g,-,: [0, T] x Ha x C~ , H, 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
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such that 
and 
given by 
Let A a 
g. (t, u (t), ut) = g (t,p~u (t), Pnut) 
fn: [0, T] x Ha xC~ ----* H, 
In (t, u (t), ut) = f (t,pnu (t), pnut). 
: C~ ~ Ct be given by (Aa¢)(t) = Aa(¢(t)) and (Pnut)(s) = pn(u(t + s)), for 
t • [-~, 01, 
s C [-~',0], t E [0, T]. We define a map Fn on BR(C~o,2 ) as follows, 
{ ~(t), e -tA ()((0) + gn (0, f((0), f(O)) -- gn (t, U (t), Ut) (3.19) (Fnu) (t) = + ft  Ae_(t_S)Ag n (s, u (s), Us) ds 
+ fte-(t-s)Afn (S,U(S),Us) ds, t e [0, To] , 
for u C BR(C~o, 2). 
THEOREM 3.1. Let us assume that Assumptions (H1)-(H4) holds and x(t) E D(A), for all 
t • [-%0]. Then, there exists a unique un • BR(C~ro,2 ), such that Fnu,~ = un, for each 
n = 0, 1, 2, 3 , . . . ,  i.e., u,~ satisfies the approximate integral equation, 
{ 2 (t), t • [-~, 0], e -`A (~ (0) + gn (0, ~ (0), (2)0)) -- gn (t, U n (t), (Un)t) (3.20) Un(t) = + f~Ae-(t-s)agn(S, Un(S),(Un)s) ds 
+ fo e-( ' - ' )AA (s, ~n (s), (~n),) ds, t • [0, To]. 
PROOF. In order to proved the above theorem, first we need to show that the map t ~ (Fnu)(t) 
is continuous from [ - r ,  To] into D(A a) with respect o I1.11~ norm and F,~u • BR(CTo,a 2) for any 
u • BR(C~o ,~). Thus, for any u • BR(C~o, 2), and tl, t2 • I - r ,  0], we have 
(FnU) (tl) - (Fnu) (t2) = 2 (tl) - )((t2). (3.21) 
Now for tl,t2 • (0, To] with tl < t2, we have 
ll(Fnu) (t2) - (Fnu)(ta)Ll~ 
I(e-(t~-tl)a--I)aae -tim) (112(0)11 +]lg(0, P '5~(0),P '~o) l l )  < 
+ II Aa-~ II IIm%~ (t=, ~ (t~), ~,~) - A~g~ (t~,~ (t~), u,,)ll 
+fot' (e-(t~-s)A_e-(t l -s)A)al+a-a I lA~g~(s,u(s),u,)l lds 
(3.22) 
Z? + ( ]\e-(t2-~)A/Al+a-a I IA~g~(s,~(s),~,) l l  ds. 
+ fO 'l ( e-(tz-s,A- e-(t l -s 'a)m~ll l f~ (s,u(s),u,)ll ds 
~:2 (e_(t2_s)a) Z a 'lfr~ (s,u(s),us)l, + ds. 
Now, we use inequality (3.12) to get the inequality given below, 
fo tl (e-(t2-s)A--e-(t l -s)A)Aa [Ifn(s,u(s),us)ll ds 
<_ fotl (e -(t2-tl)a -- I )  e-(t l-s)aa a I I f ,~(s,u(s),u,)l l  ds (3.23) 
(t2 - t l )"  fR (To) To a-(a+~) < 
- 1 - (a + v) 
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Similarly, we get inequality given below, 
~ti211e-(t2-s)AAalHfn(s,u(s), u H ds<_ C~(t2-tl)l-~fR(T°)(1 - c~) (3.24) 
Also, we use the inequality (3.t4) to get the inequality given below, 
~o tl (e-(t2-s)A--e-(tl-s)A)A '+~-~ IIAZgn(s,u(s),us)Hds 
(3.25) 
< ¢ (t2 - tl)" (LR1 + B1) To ~-(~+') 
- f~ - (a + ~) ' 
where R1 and B1 are given by equalities (3.7) and (3.8). Also, we have 
-- ~- -O  ' 
where RI and B1 are same as given in the above inequality. Hence, from (3.21)-(3.26), the map 
t ~-~ (Fnu)( 0 is continuous from [-~-, To] into D(A ~) with respect to H' 11o norm. 
Now, for t E [-r,  0], 
(F,,u) (t) - ~ (t) = O. 
Now, for t E (0, To], we have 
]t( Fnu) (t) - ~l (t)[[~ 
<- II ( e-tA - I) A ~ (R (0) + gn (0, ~ (0),)(o))11 
+ I[A°'-~I[ [[A~g,~ (0,2 (0),~:o) - A~g,~ (t,u(t),ut)[I 
f~  A l+~-~e- (~-~)  ~ ] ]A~g. (s ,~(s ) ,us ) l [  d~ + 
[e-(t-~)AA a [[[fn(s,u(s),us)ll ds + 
< II ( e- '~ - 0 A" (~ (o) + g~ (o, ~ (o), ~o))ll 
+ llAC'-~ll L {To ~ + Hu(t) -  2 (0)H~, + [[ut- XOHo,~} 
T2 - o T~ - ° 
+ C1+~-~ (LR1 + B1) ~ + C~fn (To) -~--~ 
<_R. 
Hence, 
Thus, 
IIFnu - ~lITo,~ <~ R. 
Fn: BR (C~o,)~) ~ BR (e~o, x). 
Now, for any u, v E BR(C~o, )~) and t E [-'r, 0], we have 
HF,~u (t) - Fnv (t)]t~ = 0. (3.27) 
Now, if t E (0, To] and u, v E BR(C~. o, ~), then 
Il(F~u) (t) - (F .v )  (0H~ < IIA°-~[I IIA~ g~ (t, ~ (t) , ~)  - A~ g .  it, ~ iO , u, ) jL  
÷ e-(t-s)AA l+a-~ I{A/3gn(s,u(s),us)-A~gn(S,V(S),Vs)ll ds (3.28) 
le-(t-S)AA a Hfn(s,u(s),us)-- fn(s,v(s),vs)[I ds. + 
! 
Approximation of Solutions 543 
Here, we have 
IIA~ gn (t, u (t) , ut) - A~ gn (t, v (t) , vt)I] -< 2L Ilu - VlITo,~, (3.29) 
Hfn (s, u (s), u,) - fn (s, v (s), vs)ll < 2fn (To) Ilu - VllTo,a. (3.30) 
Thus, from inequalities (3.29) and (3.30), the inequality (3.28) becomes 
IlF,,u (t) - F~v (t)ll~ 
r:-o (3.311 
<_ Ilda-al] 2L + 2Cl+~_an-~-~ + 2CafR (To) ~_~j  Ilu - VllTo,a • 
Thus, for all t e [--r, T0], we have 
sup IIF,,u(t) - F,,v(t)ll~ 
-r<_t<To 
To~_ a T(~_a ~ (3.32) 
_< IlA~-~ll 2L + 2CI+~_aL~--~ + 2C~['R (To) ~_~j  [lu - VIITo.~ '
Thus, we get 
IIF~u - F~vllzo~ < Ilu -- VlITo,~ • 
Hence, there exist a unique Un E R(CTo,)~), such that Fnun Un, which satisfies the approxi- 
mate integral equation (3.20), hence, the theorem is proved. 
COROLLARY 1. If Assumptions (H1)-(H4) hold and x(t) 6 D(A), for all t 6 [-T, 0] then un(t) 6 
D(A~), for all t 6 [-~', To] where 0 <:_ v _</3 < 1. 
PROOF. For all t 6 I-T, 0], it is obvious. Therefore, we left with t 6 (0, T]. From Theorem 3.1, 
we have the existence of a unique un e BR(C~, ~) satisfying (3.20). Part (a) of Theorem 2.6.13 
in [22] implies that, for t > 0 and 0 < 0 < 1, e -tA : H ~ D(A tg) and for 0 _< 0 _< /3 < 1. 
D(A ~) C_ D(A~). (H4) implies that the map t ~ A~g(t, un(t), ut) is H61der continuous on [0, T] 
with the exponent p = min{7, 0} since the Hhder continuity of un can be easily established using 
the similar argument from (3.22) to (3.26). It follows that (cf., Theorem 4.3.2 in [22]) 
fo te-(t-s)AA~gn (S),Uns) ds 6 D(A) .  (S,~n 
Also, from Theorem 1.2.4 in [22], we have e- tax  E D(A) i fx  E D(A). The required result follows 
from these facts and the fact that D(A) c_ D(A°), for 0 < 0 < 1. 
COROLLARY 2. I f  Assumptions (H1)-(H4) hold and x(t) E D(A), t'or all t E [-~', 0], then there 
exist a constant Mo, independent of n, such that 
[IA~u,. (t)ll < Mo, 
for a11 -~" < t < To and 0 < v < ~ < 1. 
PROOF. Now, applying A ~ on both the sides in (3.20), and for any t E [--T, O], we have 
[lu= (t)ll~ < I1~ (t)[I,, for all t E [-~', 0]. (3.33) 
Now, for t E (0, To], we have 
Ilu~ (t)ll~ ___ M ([[X (0)ll~ + Ilg. (0, u= (0), (U~)o)ll~) 
TS -~ 1To"~ (3.34) 
+ IlA - ll (LR1 + B1) + Cl+v-~ (LR1 + B,) ~ + CvfR (To) 
Thus, we get the required result. 
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COROLLARY 3.4. I f  Assumptions (H1)-(H4) hold and x(t) 6 D(A), for all t 6 [-r ,  0] then the 
sequence {Un} C C~o is a Cauchy sequence and therefore converges to a unique function u 6 C~, . 
PROOF. Let0<a<v<B.  Forn_>mandtE(0 ,  To],wehave 
Ill,, (t, u., (t),  (u, J ,)  - f~ (t, u, .  (t),  (u.,),) l l  
< Ilfn (t, un (t), (un),)  - f .  (t, um (t), (um)t II 
+ Ill,, (t, u~ (t) ,  (u,.,),) - fm (t, ~ (t) ,  (u~),  II 
[ , _< FR (To) Ilu,, (t) - u,,, (t)ll,~ + II(u,,h - (umhllo.,~ + ~ [IA%m (t)ll 
, ] + ~-'~-z II(u~)tllo.,, 
and 
l lA'g.  ( t ,u .  (t), (u.) ,)  - A'gm (t,~m (t), (U.,),)li 
<-- liA%- (t,u. (t), (u.h) - A~g. (t, um (t), (umh)ii 
+ ilA~gn (t, Um (t), (urn)t) - A~gm (t, um (t), (Um)t)ll 
1 (3.35) 
_< L [llu, (t) -um (t)Ila + ]I(U,) t -- (Um)til0,a + A--~ HA~um (t)][ 
+A--~I ll(~,,.,)tllo,,,] 
Now for t E [--r, 0] we have 
~,,, (t) - u,,, (t) = o. 
Now, for 0 < t~ < t < To, we may write 
Ilun (t) -um (t)ll,~ < [le-tAA "" (g,, (0, ~ (0),  (X)o) - g,n (0, ~ (0),  Xo))ll 
+ IIA'~-~II I IA%,  Ct, u,, (t), Cu,,),) - A%, ,  Ct, u,,, (t), Cum),)ll 
+ \Jo JtS] 
" ( f , ,+  ft]-  Aae -('-s)A IlY-(t, u. (t), (u.),) - fm (t, um (t), (Umh)l' ds. 
+ \ Jo at~,] 
We estimate the first term as 
I l e - taA  ~ (g,, (0, ~ (0),  ~o) - gm (0, ~ (0),  2o))11 
_< M IIA'~-~II I IA%,  (0, P"~ (0),  P"2o)  - AZg (o, pm2 CO), P"2o)II 
< M IIAO-~II L [ I I(P" - P" )  A°':~ (0)II + If(P" - p,.r,) :~olIo,,~] - 
The estimation of the second term is same as the estimation of inequality (3.35), and hence, 
NAa-~]] liA~ g,~ (t, un (t) , (un)t) - AB gm (t, Um (t) , (Um)t)ll 
1 
<_ 2L llAa-~ll [llun - umllTo,a + -~-f f  Mo ] . 
The first integral is given by 
s 
Lto iiA~g n (s, un (s), (un)s) - A~gm (S, Um (S), (Um)s)li ds Al+a-Ze-(t-s)A 
< 2Cl+a-O (LRx + B1) (to t~) -(l+a-~) ' _ - t O 
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and the third integral is given by 
t 
fo ° IIA (s, ~ (~), ("~L) - fm (~, ~.~ (s), (~L) I I  Aae-(t-s)A ds 
< 2c~IR  (To) (to - t'o) -~  t'o. 
Second term is calculated as follows 
ft l  Al+C'-~e -(t-s)A IIA~gn (s, un (s), - A~gm (s, um (s), (um)s ]l ds (u~L) 
< CI+~-~L (t - -  8) -(l+a-B) HUn (S) -- Um (S)II~, 
+ II(unL -- (UmL 0 ~ + ~ I lA%m (s)ll + ~ Ilum~llo,~ ds 
<- CI+"-~2L { M°T°~-~ ftt[ } :~_~ (Z _ ,~) + (t - s) - (1+~-~) Ilu~ - umll~,~ ds . 
Fourth term calculated as follows, 
f~i A"e - " -~)a  Ilfn (s,u~ ( s ) , -  I,~ (~,um (~), d~ (~)~) (~mL)tl 
< 2C'~fR(T°) { M°TI-`~ ft~i } ~-~ (1 - ~) + (t - s) -~ Ilu~ - UmL,~ ds . 
Therefore, 
Hun (t) -um (t)lla <_ M ]]Aa-~ll L [II(P n - pro) Aa~( (0)11 + jl(pn _ pro) S:OJ[o,a] 
+2Cl+a-Z (LR1 + B1) (to - t~) -(1+'~-~) t'o, +2CafR (To) (to - t'o) -'~ t'o 
+CI+a-z2L A"m-a (~-  a) + it - Ilu~ - umll~,~ ds 
+2Cafn (To) X~ a (1 - c~) + (t - s) -a Ilun - umlls,~ ds . 
Hence, 
where 
Ilun (t) - um (t)ll~ _< A1 -4- 2L IIA~-~II II=n - umllTo,~ 
+ + A4 [ '  it - s) - °  IlUn - u lls,o ds 
,]to' 
A1 = M IIA'~-~H [ll(p n - pro)~i0) l l~  + IliP n -- pro)~o110,~], 
A2 = 2Cl+a-~ (LR1 + B1) (to - t~) -(1+a-z) + 2CafR (To) (to - t'o) -~ , 
M0 To ~-~ A3 = 2L ]IA~-ZlI Mo + 2LCl+a-~To ~-~ (~ _-------~ + 2Caf R (To) Mo (1 - a) '  
and 
(3.37) 
A 4 = 2LCI+a_~ + 2C~fR (To). 
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Now, we replace t by t + 0 in inequality (3.37) where 0 • [t~ - t, 0], we get 
I]Un (t + O) -- Urn (t + 0)[[a < A1 + 2L [[A'~-~[[ [u~ - urnllTo.~ + A2t~o 
A3 t+o (3.38) 
+A--~ + A4 [ (t + o - s) -~  Ilu- - urnlls,~ ds. 
,]tO r 
We put s - 0 = 3, in inequality (3.38) and we get 
Hun (t + O) - urn (t + 0)l[,~ < A1 + 25 [[Am-a[[ Hun - urnllTo,a 
A3 f t  I ' (t - ,~) - "  Ilu,~ - ~rnll-,,,~ dr + A2to + ~-~ + A4 -o 
(3.39) 
< A1 + 2L IIA~-~II Ilun - urnllTo,~ 
÷ A2t'o + + A4 (t - -~)-~ I lun - urnll.~,,~ dr. 
Thus, 
sup 
t~-t<o<o 
Ilu,~ (t ÷ o) -Um (t ÷ 0)11~ ~ A, + 2L IIA~-~II Ilu~ - Uml]To,. 
(3.40) 
and 
u. (t) = { 
2 (t), 
e- tA  (X (0) ÷ gn (0, 2 (0) , 20) - gn (t, Un (t) , (Un)t) 
+ fo Ae-(t-s)Agn (s, un (S), (Un)s) ds 
+ f t  e_(t_s)Af n (S, am (S), (Un)s) ds, 
t • [-~-, o] ,  
t • [0, To],  
{ 2 ( t ) ,  t E [-~-,0], e- tA  (2 (0) ÷ g (0, 2 (0),  20)) -- gn (t, It ( t ) ,  Ut) u (t) = + fo Ae-(t-s)Ag (s, u (s), Us) ds 
+ Jo e-(t-s)Af (s, u (S), Us) ds, t e [0, To], 
such that un ~ u in C([ - r ,  To]; H) as n ~ c~, where fn and gn are as defined earlier. 
(3.43) 
(3.44) 
, Az ff~ +A2to + ~ + A4 (t - 7) -~ ]Ju~ - UmIi.y,~ dr. 
Am 
Now, we have 
sup HUn (t + O) - Um (t + o)ll. < sup Hun (t + O) -Um (t + O)]I~ 
-~'-t<O<O O<O+t<_t' o (3.41) 
+ sup I lu~(t+O)-Um(t+O)l [~.  
t~-t<O<_O 
Using inequalities (3.40) and (3.36) in the above inequality, we get 
1 1 
sup I lun( t+0) -um(t+0) l l~< (1 4L IIA~-~II ¢2A1) + (1 4L IIA~-~[I) 2A2t~° -r<t+O<t -- -- 
1 (A3 + As) 1 f f  (3.42) 
-~ (1 - 4L ]]A~-~[I ) /Win -~ + (1 -4LI IAa-~II)A4 -oo ( t -7 )  -a [Iu~ - umIl~.~ dr, 
where A5 = 2LIIA'~-~IIM o. 
Application of Gronwall's inequality to the above inequality, letting m, n ~ oc and as to is 
arbitrary small gives the required result. This completes the proof of the theorem. 
With the help of Theorems 3.1 and 3.4, we may state the following existence, uniqueness, and 
convergence r sult. 
THEOREM 3.5. Suppose that (H1)-(H4) are satisfying and x(t) E D(A) for all t E [--r, 0] then 
there exist functions u~ E C([--T, To]; Hn) and u E C( [ - r ,  To]; H) satisfying 
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4. FAEDO-GALERKIN  APPROXIMATIONS 
We knows from the previous sections that for any -7" _< To _< T, we have a unique u • C~,, 
satisfying the integral equation, 
{ ~ (t), e -*A (~ + g (o, 2 (o), ~o)) - g.  (t, u (t), u,) u (t) = + fo Ae-(t-s)ag (s,u (s),us) ds 
+ f t  e_(t_~)Af (s, u (s), u~) ds, 
t•  [-~,01, 
t • [0,To]. 
Also, there is a unique solutions un • C~o of the approximate integral equation, 
(4.45) 
~n (t) = { 
(t), 
e -tA ()~ (o) + gn (o, 9~ (o), ~(o)) - gn (t, un (t), (Un)t) 
+ ft Ae_(t_s)Ag n (s, un (s), (un)s) ds 
+ f; e-(t-')Afn (S, Un (s), (un)s) ds 
Now, Faedo-Galerkin approximation is given by fin = pnun satisfying 
t • [-T,o],  
t • [o, To]. 
(4.46) 
{ pn~((t), e-~Ap n (~ (o) + gn (o, ~ (o), ~o)) - gn (t, un (t), (unh) fin(t) = + foAe-(t-s)apngn(S, Un(S),(Un)s) ds 
q_ f t  e_(t_s)apnf n (s, Un (S), (Un)s) ds, 
where f,~ and gn are as defined earlier. 
If the solution u(t) to (4.45) exits on - r  < 
t • f-T, o], 
t • [0, To], 
t < To, then it has the representation, 
(4.47) 
oo 
u (t) : ~ ~, (t) ¢{, (4.48) 
i=0 
where c~i(t) = (u(t),¢~), for all i = 0, 1 ,2 ,3 , . . . ,  and 
n 
fin (t) = E a~ (t) ¢,, (4.49) 
i=0  
where a~(t) = (~n(t), ~) ,  for all i = 0, 1, 2, 3 , . . . .  
As a consequence of Theorems 3.1 and 3.4, we have the following result. 
THEOREM 4.1. Suppose that (H1)-(H4) hold and x(t) • D(A), for 411 t • f - r ,  0], then there 
exist functions an E C([-T, To]; H,)  and u • C([ - r ,  To]; H), such that 
and 
an(t) = { 
p-~ (t), 
e-tAp n (X (0) -{- gn (0,)~ (0) ,  ~0)) -- gn (t, U n ( t ) ,  (Un)t) 
+ fo Ae-(t- ' )Apng n (s, un (s), (Un)s) ds 
"4- f ;  e - ( t -s )Apny n (8, U n (8), (Un)s) d8, 
t•  [-~-,o], 
t•  [o, To] 
t • [-~-, 0], { ~ (t), e - 'A (~ (o) + g (o, ~ (o), ~o)) - g (t, u (t), u,) u(t)  = +f~Ae- ( ' - ' )mg(~, , , (~) ,u , ) ,~  
+ f ;e - ( t - s )Ay(s ,u (s )  ,us) ds, t • [0, To]. 
Here, fin ~ u in C([ - r ,  To]; H) as n ~ oc, where f,~ and gn are as defined earlier. 
(4.50) 
(4.51) 
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THEOREM 4.2. Let (H1)-(H4) hold, then we have the fo]lowing. H h( t ) E D( A ), for all t E l - r ,  0], 
l" n then for any -v  <_ To <_ T, tm~_+oo sup_r<t<To[~i= 0 A~{ai(t )  -- cl?(t)} 2] = 0. 
PROOF. We have 
Thus, we have 
IIA ~ [u (t) - a,~ (t)]ll 2 > ~ )~2~ ~. _ i , (t) - a~'~ (t)l 2 . (4.53) 
i=0 
Hence, as a consequence of Theorem 4.1, we have the required result. 
5.  APPL ICAT IONS 
Let X = L2(0, 1) and r > 0. Consider the partial differential equation, 
o~ (~, (t, ~) + (A  (t, x) (L 1 )/° )) 
+ hi (w (t, x),  Ozw (t, x)) dx kl (-~7) h2 (w (t + 8, x) ,  Oxw (t + 8, x)) d~7 
T 
-o~w (t, x) =/2 (t, x) 
+ h3(w(t ,x) ,Oxw(t ,x) )  dx k2(-8)  h4(w(t+~7, x),O~w(t+~7, x)) d~7, 
T 
x c (0,1), t>0,  
(t, x) = x (t, x ) ,  t e [ -~,  01, z e (0 ,1) ,  
w(t,o)=w(t,1)=o, t e [0,T],  0<T<cc ,  
where hi, h2, h3, h4, f l ,  and f2 are real valued smooth functions, kl and k2 are square integrable 
functions and X is locally HSlder continuous function on l - r ,  0] satisfies the condition X(0, 0) = 
x(0,1)  = 0. 
We define an operator A, as follows, 
Au = -u" ,  with u • D (A) = {u • Ho 1 (0, 1) n g 2 (0, 1): u" • X} .  (5.55) 
Here, clearly, the operator A is self-adjoint, with compact resolvent and is the infinitesimal 
generator of an analytic semigroup S(t). Now, we take a = 1/2, D(A 1/2) is the Banach space 
endowed with the norm, 
11~11,/2 := A' i2z , ~= • D (A~i ' )  , 
and we denote this space by Xl12. Also, for t • [0, T], we denote 
= O-.,,j; (.,,.)), 
endowed with the sup norm 
I1¢11<,~/~ := sup II~b(v)ll~/2, ~C:  12. 
-r<_rl<_t 
We observe some properties of the operators A and A 1/2 defined by (5.55) (cf., [22], for more 
details). For u • D(A) and A E R, with Au = -u"  = Au, we have (Au, u) = (Au, u); that is, 
(-~", ~)= 1~'1~,: = J, I~i~=, 
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so, )~ > 0. A solution u of Au = Au is of the form, 
u (x ) = C cos ( v~x ) + D sin (x/~x ) , 
and the conditions u(0) = u(1) = 0 imply that C = 0 and ~ = )~n = n 27r2, n • N. Thus, for each 
n E N, the corresponding solution is given by 
un (x) = Dsin (V /~X)  - 
We have (Un, urn) = O, for n ¢ m and (Un, Un) = 1, and hence, D = vr2. For u • D(A), there 
exists a sequence of real numbers (an}, such that 
u (51 = ~ ~nun (~), Z (~n)~ < +~'  
hen neN 
We have 
and 
A1/:u (2) = ~ v~ an Un (2) 
nEN 
(~n) 2 (an) 2 < +~ 
neN 
d 
d-t (u (t) + g (t, u (t), ut)) + Au (t) = f (t, u (t), ut) 
u (t) = x (t), 
t > o, (5.56) 
t•  [-r ,0],  
where u(t) = w(t,.) that is u(t)(x) = w(t,x),  ut(O)(x) = w(t + O,x), t e [0, T], $ E [ - r ,  0], 
z • (0, 1) and u(t, x) = x(t, x), t • [ - r ,  0], x • (0, 1). Operator A is as define in equation (5.55) 
and the function g : [0, T] x X1/2 x Clo/2 --* X,  is given by 
g (t, ¢, ~) (x) = f l  (t, 2) 
(I )f + (hi (¢ (x), ¢' (x)) dx) k (-0)  h2 (~ (0) (x), 0x (~ (0) (x))) de. T 
(5.57) 
Also f l ,  define from [0, T] × (0, 1) into R, is such that f l(0, .) e L2(0, 1) and satisfies the following 
property, 
I f l ( t ,x ) - f l ( s ,x ) l~_k3(x) l t - s l  e, fo ra l l t ,  sER ,  a.e. xe(0 ,1 ) ,  
where k3 E L2(0, 1). We can easily verified that the function g is satisfied Assumption (H4). In 
the similar manner, we can define the function f which satisfies Assumption (H3). 
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