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Abstract 
 
Assisted History Matching Workflow for Unconventional Reservoirs 
Sutthaporn Tripoppoom, M.S.E. 
The University of Texas at Austin, 2019 
 
Supervisor:  Kamy Sepehrnoori 
 
The information of fractures geometry and reservoir properties can be retrieved 
from the production data, which is always available at no additional cost. However, in 
unconventional reservoirs, it is insufficient to obtain only one realization because the non-
uniqueness of history matching and subsurface uncertainties cannot be captured. Therefore, 
the objective of this study is to obtain multiple realizations in shale reservoirs by adopting 
Assisted History Matching (AHM).  
We used multiple proxy-based Markov Chain Monte Carlo (MCMC) algorithm and 
Embedded Discrete Fracture Model (EDFM) to perform AHM. The reason is that MCMC 
has benefits of quantifying uncertainty without bias or being trapped in any local minima. 
Also, using MCMC with proxy model unlocks the limitation of an infeasible number of 
simulations required by a traditional MCMC algorithm. For fractures modeling, EDFM can 
mimic fractures flow behavior with a higher computational efficiency than a traditional 
local grid refinement (LGR) method and more accuracy than the continuum approach.  
We applied the AHM workflow to actual shale gas wells. We found that the 
algorithm can find multiple history matching solutions and quantify the fractures and 
reservoir properties posterior distributions. Then, we predicted the production 
 vii 
probabilistically. Moreover, we investigated the performance of neural network (NN) and 
k-nearest neighbors (KNN) as a proxy model in the proxy-based MCMC algorithm. We 
found that NN performed better in term of accuracy than KNN but NN required twice 
running time of KNN. Lastly, we studied the effect of enhanced permeability area (EPA) 
and natural fractures existence on the history matching solutions and production forecast. 
We concluded that we would over-predict fracture geometries and properties and estimated 
ultimate recovery (EUR) if we assumed no EPA or no natural fractures even though they 
actually existed. The degree of over-prediction depends on fractures and reservoir 
properties, EPA and natural fractures properties, which can only be quantified after 
performing AHM. 
The benefits from this study are that we can characterize fractures geometry, 
reservoir properties, and natural fractures in a probabilistic manner. These multiple 
realizations can be further used for a probabilistic production forecast, future fracturing 
design improvement, and infill well placement decision. 
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 1 
Chapter 1: Introduction  
1.1 MOTIVATION  
In shale reservoirs, the permeability of organic-rich mudrocks is very low in the 
magnitude of nano Darcy compared with the magnitude of 0.1 md-1000 md in conventional 
reservoirs. This means the oil and gas production from shale reservoirs by a traditional 
technique as used in conventional reservoirs is not achievable or economically viable. 
Fortunately, with the advancements of horizontal-well drilling and multi-stage hydraulic 
fracturing in the recent decades, oil and gas production from shale reservoirs has been 
unlocked and emerged to fulfill energy demand. As a result, this shale reservoirs production 
inevitably became one of the major portions of oil and gas production worldwide. 
As a number of hydraulically-fractured, shale-reservoir wells have been increasing 
in the past decades, production data, which is always available at no additional cost, can 
be beneficial to help characterize fracture geometry and reservoir properties. These 
fractures properties such as effective fracture half-length, fracture height and fracture 
conductivity are not always available by other methods. Although microseismic 
information sometimes is available, it does not provide the effective fracture geometry or 
fracture conductivity as we obtain from the production data. Besides, the matched model 
from history matching can be used further for production forecast. However, history 
matching is an inverse problem that the solutions are non-unique. Different sets of reservoir 
and fractures properties can mimic the same historical production data. In addition, 
traditionally, engineer performs a manual history matching which is a tedious and time-
consuming task. Above all, after all these tedious tasks, only one realization of the history 
match solution can be obtained. This causes concerns that only one calibrated model is not 
capable to capture reservoir and fractures uncertainties and history matching non-
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uniqueness. Furthermore, it is too risky for further production forecast, reserves estimation 
for asset valuation, further fracturing design improvement and well placement decision. 
Therefore, this is why Assisted History Matching (AHM) has been adopted to tackle this 
problem, which leads to the objective of this study. 
1.2 RESEARCH OBJECTIVES 
Because a traditional manual history matching is infeasible and has only one 
retrieved realization, we cannot capture subsurface uncertainties and the non-uniqueness 
of history matching. The objectives of this study are to obtain multiple realizations from 
history matching in shale reservoirs by performing Assisted History Matching (AHM) and 
then to perform production forecast probabilistically. The AHM tool that will be developed 
should be a workflow that is practical, efficient and accurate. 
1.3 THESIS OUTLINE 
The thesis consists of seven chapters and is structured as follows. Chapter 2 reviews 
the current literature regarding assisted history matching in shale reservoirs. Different 
history matching algorithms along with their advantages and limitations are discussed. In 
addition, several fractures modeling methods are investigated and compared. Also, several 
challenges in shale reservoirs are presented and lastly, assisted history matching in 
unconventional reservoirs is discussed. 
 Chapter 3 emphasizes the proposed methodology of AHM workflow in shale 
reservoirs. The proposed AHM workflow is developed based on the philosophy of 
practicability, efficiency and accuracy. Firstly, the framework of AHM workflow is 
presented. Then, each component of the AHM framework is discussed in detail including 
Embedded Discrete Fracture Model (EDFM), reservoir simulator, proxy model (k-nearest 
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neighbors and neural network used in this study), multiple proxy-based Markov Chain 
Monte Carlo (MCMC) algorithm. Lastly, the steps in AHM workflow are explained. 
 Chapter 4 illustrates the application of the proposed AHM workflow to an actual 
shale gas well. The comparison between EDFM and local grid refinement (LGR) is firstly 
presented. Then, step-by-step in AHM workflow is emphasized including parameter 
identification and screening, history matching and production forecast. The multiple-proxy 
based MCMC algorithm using k-nearest neighbors is adopted in this chapter. 
 Chapter 5 continues to improve the history-matching algorithm by evaluating the 
comparison between neural network and k-nearest neighbors as proxy models in the proxy-
based MCMC algorithm. The comparison of number of solutions found and elapsed time 
of both proxy models are demonstrated by an application of AHM to another shale gas 
well. Then, the effect of having enhanced permeability area (EPA) in fractures modeling 
to the history matching solutions and production forecast is investigated in the same shale 
gas well using neural network as proxy model. Two scenarios of the cases with and without 
EPA along with hydraulic fractures are performed. 
 Chapter 6 adopts the proposed AHM workflow to study the impact of natural 
fractures existence in shale gas reservoirs. Neural network as proxy model in proxy-based 
MCMC algorithm is utilized to perform AHM in shale gas well. Two scenarios of the case 
with and without natural fractures are presented. Natural fractures parameters are included 
as uncertain parameters in AHM for the case with natural fractures instead of using 
deterministic values. 
 Lastly, Chapter 7 summarizes the key findings of the study including their 
interpretation and implication, and the benefits of the study. Then, recommendations for 
future work are provided to improve the study in several aspects including the proxy-based 
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MCMC algorithm and AHM workflow codes, fractures modeling and the possible 
applications of the AHM workflow. 
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Chapter 2: Literature Review 
The purpose of this chapter is to review and summarize the current literature of 
assisted history matching in unconventional reservoirs (shale reservoirs). We discuss the 
history matching algorithms along with their benefits and limitations, different fractures 
modeling techniques, the challenges in unconventional reservoirs and the assisted history 
matching in unconventional reservoirs. 
2.1 HISTORY MATCHING ALGORITHM 
There are many assisted history matching algorithms (AHM) but can be grouped 
into three categories including optimization-based methods, Ensemble-based methods and 
Bayesian Markov Chain Monte Carlo (MCMC) (Oliver and Chen 2011).    
Optimization-based methods are popular for AHM to obtain multiple realizations 
due to their efficiency and relatively low computational efforts. Some algorithms rely on 
gradient or derivative of objective function calculation such as gradient method (Ding 
2011) and Gauss Newton method (Gao et al. 2017; Chen et al. 2017). Others use the 
derivative-free method including particle swarm (Vazquez et al. 2015) and evolutionary 
algorithm (Yin et al. 2011; Zhang et al. 2013; Mirzabozorg et al. 2013; Xie et al. 2015).  
However, the optimization-based methods are not suitable for effectively quantifying 
uncertainty as history matching problem. Moreover, the history matching solutions can be 
biased by using different optimization algorithms (Goodwin 2015). Erbas and Christie 
(2007) also demonstrated that different optimized algorithms (genetic algorithm and 
neighborhood algorithm) affect the history matching solution ensemble and production 
forecast. Ensemble-based methods such as Ensemble Kalman Filter (EnKF) (Emerick and 
Reynolds 2011) and Ensemble Smoother (EnS) (Chai et al. 2018, Chang and Zhang 2018) 
are another AHM method using covariance matrix to update ensemble of parameters. 
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Nevertheless, in most cases, history matching is a highly nonlinear problem, which is 
challenging for Ensemble-based method assumption of linear relationship between input 
and output parameters (Emerick and Reynolds 2012; Goodwin 2015). 
 Therefore, the method in Bayesian inference as MCMC, including several types such 
as Gibbs, Metropolis-Hasting (MH) and Hamiltonian, is used for history matching to 
capture history-matching uncertainties. The reason is that MCMC has benefits of 
quantifying uncertainty without bias or being trapped in any local minima. However, due 
to the fact that MCMC is a sampling algorithm normally requiring more than 105-106 steps 
to reach a stable final distribution, there is a limitation of computation effort for the 
traditional MCMC requiring infeasible number of simulations. Many studies have been 
done to overcome this issue. Maucec et al. (2007) used a semi-analytical streamline model 
together with MCMC for history matching. Elsakout et al. (2015) proposed multilevel 
MCMC to use coarser grid before finer grid with MCMC. However, one prominent 
solution is to use surrogate or proxy model to minimize the expensive reservoir simulation 
runs of those MCMC steps (Slotte and Smorgrav 2008; Goodwin 2015; Yeh et al. 2016). 
Various proxies are used together with MCMC as AHM algorithm. Wantawin et al. (2017a, 
2017b) used polynomial proxy with MCMC to perform history matching in shale gas wells. 
Yu et al. (2018c) and Tripoppoom et al. (2019) used k-nearest neighbor (KNN) proxy with 
MCMC for history matching and probabilistic production forecast of shale gas wells.  
 Dachanuwattana et al. (2019) also made comparison of using different proxies 
including polynomial, KNN and Kriging and found that Kriging is relatively more 
predictive proxy than the rest while it needs more computational efforts than others as well. 
They also found that KNN could be a balance choice between model predictability and 
computational effort. Indeed, machine learning such as neural network (NN) can be 
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beneficial as the proxy model. Some studies used NN with other history matching 
applications such as NN with optimization-based method (Cullick et al. 2006), NN with 
pattern recognition technology for permeability field history matching (Shahkarami et al. 
2015) and NN in proxy-based Acceptance-Rejection algorithm (PAR) (Yang et al. 2015). 
Due to the flexibility of NN formulation and training process to mitigate overfitting issues, 
NN could fit any highly non-linear function better than KNN proxy. Nevertheless, there 
are very few studies utilizing a machine learning technique such as NN together with 
MCMC algorithm for AHM workflow. 
 To sum up, to achieve the practical application, and efficient and accurate history 
matching results, one of the most suitable algorithms to perform assisted history matching 
should be in the category of Bayesian MCMC together with proxy models to solve the 
issue of an infeasible number of simulation runs of a traditional MCMC. 
2.2 FRACTURE MODELING 
Another aspect to be considered for assisted history matching in shale reservoirs is 
fracture modeling for both hydraulic fractures and natural fractures.  
 There are several modeling techniques to mimic fractures flow behavior. One 
traditional method is a continuum approach such as dual porosity dual permeability model 
(DPDK). However, the continuum approach has the limitation to model non-uniform and 
irregular spaced fractures due to its assumption of uniform distributed fractures. Rubin 
(2010) also found that the continuum approach cannot accurately capture the fracture-
matrix connection in very low permeability reservoirs. This leads to the advent of Discrete 
Fracture Model (DFM). DFM using Local Grid Refinement (LGR) (Cipolla et al. 2009) 
has been used to accurately model fractures but one major issue is that it requires 
tremendous computational effort especially when the number of fractures is high, and 
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fracture becomes more complex. Methods such as logarithmically spaced, locally refined 
and dual permeability grid (LS-LR-DK) by Rubin (2010) also tried to improve model 
accuracy but it is still around the concept of LGR. Therefore, a general 3D Embedded 
Discrete Fracture Model (EDFM) has been developed to combine benefits from the 
continuum approach and LGR (Moinfar et al. 2014; Cavalcante Filho et al. 2015a; Shakiba 
et al. 2015; Xu et al. 2017a, 2017b; Yu et al. 2018b, 2018d). The EDFM can model 
fractures flow behavior with an acceptable accuracy as LGR but with much less 
computational efforts (Moinfar et al. 2014; Xu et al. 2017a, 2017b, 2018; Yu et al. 2018d). 
Many applications of EDFM have been done due to its computational efficiency such as 
interwell fracture interference (Fiallos et al. 2019a, 2019b) and CO2 Huff-n-Puff (Yu et al. 
2019b). 
 To model fractures, in conventional reservoirs, we can model the hydraulic fractures 
with the bi-wing planar type, which is acceptable. While for shale reservoirs, in some cases, 
the bi-wing planar type assumption sometimes cannot represent the actual hydraulic 
fracture propagation because the hydraulic fractures can interact with pre-existing natural 
fractures and will induce the complex fracture network rather than bi-wing planar fractures. 
Figure 2.1 (Warpinsky et al. 2008) shows different fracture complexity from simple to 
extremely complex. More and more results from microseismic also support the complex 
induced fracture network in shale reservoirs as illustrated in Figure 2.2 (Fisher et al. 2004).  
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Figure 2.1:  Different types of fracture complexity from simple fracture to complex 
fracture network. (Ref. Warpinsky et al. 2008). 
 
Figure 2.2:  Microseismic events map in vertical well showing complex fracture network 
in Barnett. (Ref. Fisher et al. 2004). 
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 To obtain the complex fracture networks, a geomechanical model is utilized to predict 
the fracture propagation (Cipolla et al. 2012; Taleghani et al. 2013; Wu and Olson 2015; 
Shrivastava et al. 2018) considering reservoir properties, fracturing operation and the 
interaction with pre-existing natural fractures. However, the complex fracture geometries 
generated from this fracture propagation model are a challenging task to obtain accurate 
and reliable results. This is because there are high uncertainties and assumptions in the 
model and input information is sometimes limited. Therefore, many studies attempted to 
compromise the concept of complex fractures by a simpler concept of simulated rock 
volume (SRV) rather than the fully complex fractures from the geomechanical model. The 
SRV is defined as the stimulated reservoir volume occurred by hydraulic fractures and their 
interaction with pre-existing fractures (Mayerhofer et al. 2010).  
 Du et al. (2010) adopted the dual porosity model to represent fracture networks in 
shale gas well. Chang and Zhang (2018) used dual permeability and dual porosity to model 
SRV together with the explicit hydraulic fractures for history matching in shale gas 
reservoirs. Besides using the continuum approach alone, Rubin (2010) modeled the SRV 
area by the marriage of LGR concept and dual permeability model, or known as 
logarithmically spaced, locally refined, dual permeability grid (LS-LR-DK). Yin et al. 
(2011) used another method of enhanced permeability area together with explicit hydraulic 
fractures to represent the SRV region. Shakiba and Sepehrnoori (2015) used EDFM to 
model fracture networks. 
 To estimate SRV, fracture extent and orientation, several studies utilized the outputs 
from microseismic interpretation. Xie et al. (2015) utilized microseismic information and 
wiremesh discrete fracture models to represent SRV from microseismic. They also 
integrated analytical solution of drainage volume calculation by fast marching method with 
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genetic algorithm to perform history matching of production data. Shakiba and Sepehrnoori 
(2015) used microseismic to constrain the SRV modeling by using EDFM, which provides 
more running computational efficiency than a traditional LGR.   
 Other studies also utilized microseismic interpretation to calibrate geomechanical 
model. Shaffner and Cheng et al. (2011) used microseismic temporal and spatial events to 
confirm the completion diversion during each fracturing stages. They also used 
microseismic events mapping for fractures geometry over time to calibrate the fracture 
mechanical model such as fracture half-length, fracture height, and azimuth. Xu et al. 
(2009) integrated microseismic with semi-analytical pseudo 3D-geomechanical model. 
They considered the mass conservation of injected fluid and mechanic behavior interaction 
between fluid and fractures. The spatial and temporal microseismic events were utilized to 
calibrate the fracture propagation, fluid pressure and fracture width in the fracture model.  
Nevertheless, microseismic is not always available in every well. Chang and Zhang 
(2018) show that history match of SRV without microseismic interpretation is a 
challenging task. They investigated the non-uniqueness of SRV shape and volume by 
performing production history matching. This will highlight the benefits of having 
microseismic as the initial constrain of fracture geometry and for fracture model 
calibration. 
 In addition, one limitation of microseismic is that it cannot provide the effective 
fractures that contribute to the production. In other words, the fracture conductivity and 
propped/unpropped fracture area cannot be extracted from microseismic (Maxwell et al. 
2013). This causes the fracture geometry after calibrating with the actual production history 
or history matching always less than the fracture geometry from microseismic (Sharma et 
al. 2004). Cipolla and Wallace (2014) also emphasized that SRV provided from 
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microseismic may not be a good indication of the effectiveness of fractures. They also 
supported the using of fractures modeling to estimate the propped and un-propped fracture 
area by performing production history matching. Mayerhofer et al. (2010) also used 
reservoir and fracture model to evaluate the effective fractures by varying fracture spacing 
for many cases with identical SRV from microseismic. Shakiba et al. (2015) also 
demonstrated microseismic cannot capture the small fissures due to microseismic 
resolution because microseismic can only capture 0.1% of the fracturing events, which 
most of them are aseismic process.  
In sum, the main limitation of using microseismic for fracture modeling is that 
microseismic cannot give any further information about the effective fractures volume. If 
engineers only calibrated the fracture mechanical model or used fracture modeling 
techniques such as DPDK or discrete fracture geometry from only microseismic 
interpretation, the simulation results will not be accurate. Also, not every well has 
microseismic information. Therefore, to determine the effective SRV, or effective fracture 
geometry, the need to calibrate with production historical data, which is always available 
at no additional cost, is crucial for later production forecast or fracturing design and future 
well spacing placement. 
2.3 OTHER CHALLENGES IN UNCONVENTIONAL RESERVOIRS  
To perform AHM in unconventional reservoirs such as shale reservoirs, there are 
many challenges in addition to those in conventional reservoirs. Those challenges include 
complicated fluid transport in nanopores and reservoir heterogeneity and natural fractures 
existence.  
Firstly, the complex fluid transports in nanopores are illustrated by Javadpour et al. 
(2007, 2009) and Shabro et al. (2011, 2012). Those complicated mechanisms are such as 
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slip flow, Knudsen diffusion, gas desorption and gas diffusion in kerogen, which the 
traditional Darcy’s law cannot be directly applied. Secondly, in shale reservoirs, very high 
heterogeneity in reservoir properties are normally observed as demonstrated by  Aderibigbe 
et al. (2016) and Amin et al. (2016). They performed multi-mineral analysis using well 
logging information and the results indicated the high heterogeneity in a vertical direction. 
Different rock qualities could be observed and is an important criterion to be selected as 
production target. Also, Yu et al. (2018b) demonstrated the effect of gas desorption, gas 
slippage and diffusion, non-Darcy flow to production forecast in shale gas reservoirs. In 
the case study, the total effect could increase 30- year gas recovery by 18%.  
 Another challenge in unconventional reservoirs is the existence of natural fractures in 
shale reservoirs. Natural fractures not only affect fractures propagation during hydraulic 
fracturing (Taleghani et al. 2014; Wu and Olson 2016; Agrawal et al. 2019) but also have 
an effect to the production performance in the long term. Yu et al. (2018b) investigated the 
effect of natural fractures existence modeled by EDFM and found that the gas recovery 
could be increase by 23.2% in the case study when natural fractures exists. Moreover, Yu 
et al. (2019a) showed the impact of natural fractures on the long-term production forecast 
of hydraulic-fractured well and well spacing decision. Many studies attempted to 
characterize natural fractures using information from core data, image log, seismic and 
outcrop. Shrivastava et al. (2018) used core data to characterize natural fractures and 
calibrated fracture propagation model. However, the information about natural fractures is 
challenging to obtain, and often is not available. On the other hand, production data, which 
is always available, can be used to help reducing natural fractures uncertainty by 
performing assisted history matching. By using EDFM for fractures modeling, a higher 
computational efficiency of modeling natural fractures discretely can be achieved during 
the assisted history matching. 
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2.4 ASSISTED HISTORY MATCHING IN UNCONVENTIONAL RESERVOIRS 
Due to these challenges in shale reservoirs, there are several studies attempting to 
understand more on shale reservoirs. For instance, analytical models such as Rate Transient 
Analysis (RTA) have been used to characterize shale reservoirs and forecast production 
with various assumptions (Guo et al. 1994; Raghavan et al. 1997; Brown et al. 2009; 
Stalgorova and Mattar 2013). Luo et al. (2014) combined RTA with Monte Carlo analysis 
to evaluate uncertainty in matrix and fracture properties leading to uncertainty in 
production forecast. Even though RTA is a fast method to characterize reservoir and 
forecast the production, the limitation of RTA is that there are many simplified assumptions 
about fluid type and hydraulic fractures pattern and heterogeneity, which cause the 
constraint in application to the real complex unconventional fields. Moinfar et al. (2016) 
demonstrated the limitation of RTA assumptions applied to real field and emphasized the 
benefits of using numerical model over analytical model.  
With the limitation of RTA, this leads to several studies on numerical models in 
unconventional reservoirs (Cipolla et al. 2009; Rubin 2010; Novlesky et al. 2011; Yu and 
Sepehrnoori 2014, 2018; Yu et al. 2016, 2018a). The study of numerical model is later 
extended to integrate with AHM in unconventional reservoirs. Nejadi et al. (2015) used 
discrete fracture network with upscaling technique and EnKF for the shale gas well in Horn 
River, Canada. Yang et al. (2015) adopted LGR to model fractures and the proxy-based 
Acceptance-Rejection method was applied for HM in shale oil reservoir. Wantawin et al. 
(2017a, 2017b) used LGR to model fractures and polynomial proxy with MCMC was used 
for an iterative AHM in shale gas wells.  
However, LGR is computationally expensive especially in the complex fractures 
scenario. The using of EDFM with AHM can improve the efficiency of history matching 
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Nevertheless, a few implementations of EDFM with AHM in unconventional reservoirs 
have been performed. Cavalcante Filho et al. (2015b) used EDFM and Simplex 
optimization algorithm for AHM in fishbones wells. Eltahan et al. (2019) coupled EDFM 
with commercial AHM tool to perform history matching in shale oil well. Dachanuwattana 
et al. (2018a, 2018b) used proxy-based MCMC algorithm with EDFM in a shale oil and 
shale gas condensate well. Yu et al. (2018c) and Tripoppoom et al. (2019) used multiple-
proxy based MCMC algorithm with EDFM for shale gas reservoir. 
To conclude, by considering all advantages and disadvantages of each method in the 
aspects of history matching algorithm, fractures modeling and challenges in 
unconventional reservoirs, the use of proxy-based MCMC algorithm with EDFM and 
numerical reservoir simulator could be a practical, efficient and accurate AHM workflow 
for unconventional reservoirs. This could achieve the goal of the study of obtaining 
multiple history matching solutions and performing the production forecast 
probabilistically. 
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Chapter 3: Methodology 
3.1 INTRODUCTION 
This chapter will discuss the methodology we are using to perform Assisted History 
Matching (AHM) in shale reservoirs. The methodology we used revolves the concept of a 
practical, efficient and accurate workflow. We start explaining what components consist in 
a framework of the AHM workflow to achieve the objective of the study. Then, each 
element in the framework is discussed including Embedded Discrete Fracture Model 
(EDFM) preprocessor, reservoir simulator, proxy model and proxy-based Markov chain 
Monte Carlo (MCMC) algorithm. Finally, the steps in AHM workflow are summarized in 
flow charts. 
3.2 ASSISTED HISTORY MATCHING (AHM) FRAMEWORK 
 The AHM framework consists of four components including EDFM preprocessor, 
reservoir simulator, proxy model and proxy based-MCMC algorithm, as shown in Figure 
3.1. Firstly, the fractures are modelled by EDFM preprocessor to pre-calculate the non-
neighboring connections. Then, the outputs from EDFM preprocessor are coupled to 
commercial simulator DATA file. Next, the proxy model is constructed to be used for the 
history-matching (HM) algorithm. The proxy-based MCMC algorithm is used as history 
matching algorithm in the AHM workflow. This workflow continues automatically until 
the proxy model is converged or the maximum number of simulations is exceeded.  
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Figure 3.1: Integrated framework of Assisted History Matching (AHM) workflow. 
3.3 EMBEDDED DISCRETE FRACTURE MODEL (EDFM) 
 
 
 
Figure 3.2: Concept of Embedded Discrete Fracture Model (EDFM) 
The EDFM method combines the benefits from both the continuum approach and 
local grid refinement (LGR) method. As shown in Figure 3.2, an example with three matrix 
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grid blocks, two fractures and wellbore, the EDFM concept is that it creates two sets of 
grids including matrix and fractures. The fractures grid blocks are generated by the 
intersection between fractures and matrix grid blocks. Then, each grid block communicates 
through non-neighboring connection keywords. 
Because fractures are superimposed into matrix grid and linear pressure gradient is 
assumed, there is no need to discretize a lot of small grid blocks as the traditional LGR. 
With this lower number of grid blocks, EDFM could provide an acceptable accuracy as 
LGR but with lower computational time than the LGR. This improvement becomes more 
dominant when fracture networks are more complex (Xu et al. 2017a, 2017b, 2018). 
As illustrated by Xu et al. (2017a), EDFM creates the additional cells to represent 
fractures. Each additional cell is assigned to each fracture segment discretized by matrix 
cell boundaries. The effective porosity for each additional fracture cell, f , is calculated 
by 
 
,                (3.1)                                                          
where segS   is the area of the fracture segment perpendicular to the fracture aperture , fw  
is the fracture width and bV  is the bulk volume of the cell assigned for the fracture segment. 
 
Then, non-neighboring connections (NNCs) are later defined to allow the transport 
phenomena between cells. There are four types of NNCs including matrix-fracture, 
fracture-fracture in an individual fracture, fracture-fracture of two different fractures and 
well-fracture as shown in Figure 3.3. 
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(a) Fluid flow between matrix grid blocks 
and fracture segments 
(b) Fluid flow between fracture segments 
within an individual fracture 
  
(c) Fluid flow between intersecting fracture 
segments within different fractures 
(d) Fluid flow between fracture segments 
and wellbore 
Figure 3.3: Four types of NNC in the EDFM method (Xu, 2015; Xu et al., 2017a). 
Xu et al. (2017a) explained the calculation of NNCs in detail but in short, each pair 
of cells is communicated by transmissibility factors. The volume flow rate of phase l 
between two cells in an NNC pair is calculated by 
 
,        (3.2)                                                                 
 
l NNCq T P 
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where l  is the relative mobility of phase l, NNCT   is the NNC transmissibility factor,  
is the potential difference between two points. The transmissibility calculation is different 
depending on what type of NNCs. For the matrix-fracture connection, the NNC 
transmissibility depends on the matrix permeability and fracture geometry and is calculated 
by 
 
,            (3.3) 
                                                          
where NNCk  is the matrix permeability in the normal direction to the fracture plane, NNCA  is 
the contact area of the fracture plane inside the matrix block and NNCd  is the average normal 
distance from matrix block to fracture plane. For the fracture-fracture connection, the NNC 
transmissibility is calculated by using two-point flux approximation scheme: 
 
,          (3.4) 
                                                           
 The detailed formulations to calculate each fracture segment transmissibility ( 1T  
and 2T )  depend on either the two fracture segments are in the same individual fracture 
discretized by matrix cell boundary or they are from two different fractures. For the well-
fracture connection, the effective well index is assigned to model each fracture segment  
that intersects the well trajectory. The well index formulation, fWI , (Moinfar et al. 2013), 
is derived from the formula proposed by Peaceman (1983): 
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,                   (3.5) 
                                                  
,                (3.6) 
                                                  
where fk   is the fracture permeability, er  is the effective wellbore radius, wr  is the 
wellbore radius, sL   is the length of the fracture segment, and sH  is the height of the 
fracture segment. 
3.4 COMMERCIAL RESERVOIR SIMULATOR 
For this study, after the outputs from EDFM preprocessor are obtained, these 
outputs will be coupled with a commercial reservoir simulator. CMG-IMEX for shale oil 
and CMG-GEM for shale gas reservoirs are used in this study. Our developed code in the 
proposed AHM workflow will generate the input to EDFM preprocessor and output to edit 
reservoir simulation data file automatically.  
3.4.1 Multiphase Flow Governing Equations 
 For reservoir simulator, the governing equations is 3D multiphase flow black oil 
model. Starting with a mass conservation, mass in minus mass out equals to net change in 
mass content. The continuity equation is shown in Equation 3.7. Then, Darcy’s law of 
Equation 3.8 shows the relationship between the potential difference and velocity of phase 
“f”. With accounting for the well, from continuity equation and Darcy’s law, they become 
flow equations as shown in Equations 3.9 and 3.10 (Aziz and Settari 1979). In addition, we 
have auxiliary equations of capillary pressure to relate each phase pressure, and saturation 
of all phases must be equal to 1, as shown in Equations 3.11 and 3.13. 
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Continuity Equation  
   (3.7) 
Darcy’s Law  
       (3.8)  
           
Flow Equations  
         
           (3.9) 
   (3.10) 
 
where 𝜌௙   is density of phase f, ?⃑?௙ is velocity vector of phase f, ∅ is posity, 𝑠௙ is 
saturation of phase f, 𝑘௦   is permeability, 𝑘௥௙  is relative permeability of phase f, 𝜇௙ is 
viscosity of phase f, 𝛷 is potential equal to 𝑃௙ - 𝜌௙𝑔, A is area, 𝐵௙ is formation volume 
factor of phase f,  𝑣௕ is bulk volume, qfsc is flow rate of phase f at standard condition, and 
PI is productivity index. 
Auxiliary Equations 
                                                          
           (3.11)         
           (3.12)  
     (3.13) 
where 𝑃௖௢௪ is capillary pressure between oil and water, and 𝑃௖௚௢ is capillary pressure 
between gas and oil. 
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The boundary and initial conditions for this study problem are as follows: 
 Neumann boundary condition  
o No flow boundary: 𝛻𝑃 = 0 
 Initial condition 
o Initial pressure (P) = reservoir pressure 
o Other parameters as initial condition input are history matching parameters 
or uncertain parameters. 
 The simulation is constrained by either bottomhole pressure or main fluid flow rate 
(oil flow rate, gas flow rate). 
3.4.2 CMG Reservoir Simulator 
The summary of CMG reservoir simulator is as below, 
 Body-Centered Finite Difference Method. 
 Fully Implicit Method to solve time dependent problem. 
 Preconditioner order: REDBLACK (similar to D4 ordering) for ILU(1) 
 CMG’s AIMSOL (Non-parallel iterative solver) 
 Residual check, material balance check 
3.5 PROXY MODEL 
Proxy model is a fast approximation of the original or actual model, which is 
normally more complicated and time-consuming to obtain the value. Depending on the 
purposes, proxy model is interchangeably used with several other terms such as surrogate 
model and response surface model, but the main objective of each term is the same. In this 
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study, two types of proxy models are utilized including K-Nearest Neighbors (KNN) and 
Neural Network (NN). 
3.5.1 K-Nearest Neighbors (KNN) 
 
 
Figure 3.4: Concept of K-Nearest Neighbors (KNN) 
The concept of KNN is to estimate the unmeasured point value by using 
information from measured neighboring points. As shown in Figure 3.4, the predicted value 
is a function of two parameters, and we would like to predict the value at red point by 
having available measured points around the red point. However, the problem is how many 
neighboring points should be used. To answer this question, K-fold cross validation is 
performed, evaluating from K=1 to 1.5 times number of measured points. For example, 
there are 50 measured points. These 50 points are generated into 5 folds. Each fold consists 
of different set of 40 training points and 10 validating points. The nearest K points for each 
response-parameter proxy is selected based on one giving the lowest root mean square 
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error; in other words, the highest R squared. As illustrated in Figure 3.4, if K of 3 gives the 
lowest lower, the red point values will be estimated from the nearest 3 points surrounding 
it as shown as green points. To construct KNN proxy model, each uncertain parameter is 
normalized to eliminate the effect of different value ranges. Then, the value of unmeasured 
point is estimated by averaging the values of k- nearest measured points and giving more 
weight to the nearer points as Equation 3.14. The inverse distance weighted averaging 
method is used. 
 
,          (3.14) 
                                                              
where 0

 is a vector of independent variables (uncertain parameters),  is the 
estimated response (response parameters of unmeasured points), i

is a vector of the 
nearest K measured points, ( )iz 

 is the response of measured points, and 0i  is the weight 
function between 0

 and i

 defined by Equation 3.15. 
 
                (3.15) 
 
There are several benefits to use KNN as a proxy model. Firstly, KNN is an exact 
proxy and this means the value at measured point is an exact unlike polynomial fitting 
which needs to fit the polynomial curve to measured points and overfitting issue can exist. 
Secondly, KNN requires relatively low computational efforts. Even though Kriging 
provides more accurate estimated response based on variogram, it needs a lot more 
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computational time than KNN. As a result, KNN could be an acceptable proxy having the 
balance between accuracy and computational time. 
3.5.2 Neural Network (NN) 
  
 
Figure 3.5: Structure of Neural Network consisting of input, hidden, and output layers.  
 Neural network is an artificial intelligence to mimic human neurons in the brain. The 
structure of neural network consists of input, hidden and output layers as shown in Figure 
3.5. Between each layer, there are weight values assigned to each connection between each 
neuron. In each neuron, the combined input signals are calculated and compared to 
threshold level as the activation function for the output calculation. The structure of NN 
used in this study is fully connected as shown in Figure 3.5. The number of input 
parameters is equal to the number of uncertain parameters and the output for each NN has 
only one parameter for each response parameter. In this study, multiple proxies are utilized 
to handle non-linearity of the problem, so that several NNs were constructed for each 
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response parameter. To train the networks’ weight values, the supervised training algorithm 
is adopted. In this study, Levenberg-Marquardt algorithm (Hagan and Menhaj, 1994) is 
used for back propagation feedback algorithm to train the neural networks. The Levenberg-
Marquardt is similar to quasi-newton method that no Hessian matrix computation is needed 
while the algorithm maintains approximately the second order of convergence as Newton’s 
method. 
While NN is considered as a universal function that can fit any highly nonlinear 
behavior, one major concern of NN is about an overfitting of the network. In other words, 
neural network can fit the training data set accurately but it cannot generalize and predict 
the values when being applied with other data sets. To overcome this issue, the data set is 
divided into three separate groups including training, calibration and blind-test sets 
(Mohaghegh, 2017). The neural networks are firstly trained by each epoch of the data 
training set until no further improvement is observed, then the calibration data set, which 
has not been trained by the networks, is validated for the neural network prediction error. 
The objective of having calibration data set is to prevent the overtraining of neural 
networks. The training process will continue if both training and calibration data sets are 
still improving. However, the networks will stop training when no improvement of 
prediction error in calibration data set is observed. Therefore, neural network is considered 
as converged. With this manner, the overfitting issue can be mitigated. For the blind-test 
data set, this is used as a tracker and it has no effect to the neural network training process. 
For the portion of each data set, more portions of data sets should be partitioned to the 
training data set and less portion assigned to the calibration and blind-test data sets. In this 
study, 70:15:15 was used for the training, calibration and blind-test data sets, respectively. 
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 There are several aspects to be considered for building the successful and predictive 
neural networks. Those aspects include how many hidden layers and neurons in each 
hidden layer should be used, what activation function should be adopted, and what portion 
of the training, calibration and blind-test data set should be assigned (Mohaghegh, 2017). 
However, these aspects are not the key factor to determine the success or failure of neural 
networks. Indeed, more important factor is the input parameters to train the networks. To 
illustrate, what parameters mainly affect the response parameters and should be used as the 
input, and what their ranges based on prior knowledge of this well and reservoir. Therefore, 
we should focus more on the quality of input information rather than other aspects of neural 
network construction. 
3.6 PROXY-BASED MARKOV CHAIN MONTE CARLO (MCMC) ALGORITHM 
3.6.1 Markov Chain Monte Carlo (MCMC) 
The fundamental concept of all history matching algorithms is to find the parameter 
domain that can provide low objective function value or history matching solutions. 
Nevertheless, not all methods such as optimization-based method are for uncertainty 
quantification. MCMC, one of Bayesian inference methods, is the suitable method to 
quantify uncertainty of history matching. While a traditional Monte Carlo (MC) is a 
random sampling algorithm, MCMC could be viewed as the MC algorithm with memory. 
This means the next sampling point is proposed around the current point and decide 
whether to move to the next point based on the current condition. This is a reason why this 
method is called Markov Chain because the chain of sampling points is formed by the 
algorithm. In this study, Metropolis-Hasting (MH) MCMC is adopted. The MH MCMC, 
proposed by Metropolis et al. (1953) and Hastings (1970), is a random walk with 
probability. The concept is that if the next step gives lower objective function value than 
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the current state, there is higher probability close to one that the algorithm will step to the 
next point rather than staying at the current state. On the other hand, if the next step gives 
higher objective function value than the current state, there is lower probability closer to 
zero that the algorithm will step to the next point and may prefer staying in the current 
state. With this manner, after the sufficient step numbers (normally 105-106 steps), the 
MCMC algorithm will reach the stable distribution. Besides, with walking with probability 
concept, this algorithm will not be trapped in any local minima and can explore the entire 
domain.  
The formulation and detailed steps of MH MCMC are summarized in Figure 3.6. 
Firstly, the Markov chain is initialized at the realization that has the lowest objective 
function. Then, the proposed uncertain parameters realization, * , for the next step of 
Markov chain is calculated from a random walking distance, not exceeding the specified 
maximum distance from the previous points as Equation 3.16. 
 
,       (3.16) 
                                                                      
where   is the uncertain parameter realization at the current step and  is the walking 
distance. 
 
Then, the global error is estimated from the proxy. Normally, without using proxy 
together with MCMC algorithm, the simulation run is needed in order to get the global 
error value of the proposed case. However, with using proxy-based MCMC algorithm, the 
global error can be estimated from proxy model. Next, the acceptance probability ratio, *
, is calculated, defined by Equation 3.17 with the assumption of Gaussian distribution. 
 
*   
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,     (3.17) 
                                    
where  p x   is the posterior distribution of the uncertain parameters, θ, given the 
measured production history x. The initial value of variance 2  is calculated based on the 
variance of global error of known samples (cases with actual simulation results). *2 and 
2 are global error of the proposed uncertain parameter realization and one in current step, 
respectively, calculated from multiple-response-parameter proxies. 
The MH algorithm will accept the proposed * with probability of *  and reject it 
with probability 1- * . In other words, the Markov chain will move to the next point if *
is higher than the random number between 0 to 1. Otherwise, the Markov chain will remain 
at the current point. The MH algorithm continues until Markov chain is converged. 
Normally the number of steps of 105-106 gives the converged Markov chain. In addition, 
the acceptance ratio should be in 15-51%. The variance, 2 , will be adjusted automatically 
in the workflow until the acceptance ratio is within this range.  
Then, the initial 20% of Markov chain should be removed due to a burn-in period 
before the chain converges to the target distribution (Slotte and Smorgrav 2008). Lastly, 
the remaining MCMC ensemble is obtained for the later step of filtering for cases to be 
validated with reservoir simulator. 
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Figure 3.6: Steps and formulation in Metropolis-Hasting (MH) MCMC algorithm. 
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3.6.2 Proxy-Based MCMC Algorithm and Stopping Criteria 
 One issue with the traditional MCMC is that it requires the simulation runs for all 
those 105-106 steps, which are not feasible for a practical use for history matching. 
Therefore, proxy model is utilized together with MCMC in this study, as shown in Figure 
3.7. Either K-Nearest Neighbors or Neural Network is constructed as proxy model to 
minimize a number of actual reservoir simulation runs. While history matching is a highly 
non-linear problem, constructing one proxy model to predict objective function values may 
be challenging to handle the nonlinearity of the problem. Therefore, multiple proxies are 
constructed to represent each production data point such as gas rate and water-gas ratio at 
different selected date. Then, these multiple points are calculated to obtain global objective 
function value. There are some rules of constructing multiple proxies, firstly, number of 
proxies should be higher than number of input parameters and secondly, constructing more 
proxy models should give more information to the global objective function calculation 
such as different production trend (Goodwin, 2015). Using Proxy-based MCMC algorithm, 
history matching can be performed automatically in an iterative manner, and at the end of 
each iteration, new proposed cases such as 25 cases are filtered from MCMC ensemble 
obtained from the algorithm to be validated with reservoir simulator.  
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Figure 3.7: Proxy-based MCMC algorithm illustration. 
The first filtering scheme for MCMC ensemble is the lowest 10% of proxy-
estimated global error criteria. The reason is that more points in low global error area are 
needed to improve proxy quality (adding more measured points from actual simulation 
runs in the possible HM solution domain). Because more accuracy in the low global error 
domain is needed in order to better estimate the objection function value from proxy. Then, 
the remaining ensembles are further filtered by two criteria. For example, if the final 
number of cases to be validated with reservoir simulator is 25. The first half of 25 is filtered 
by the criteria 1 of the lowest objective function value and the latter half is filtered by the 
criteria 2 of the farthest points from all previous measured points. The reason we include 
two criteria is that first to find the HM solutions based on proxy-estimated values (criteria 
1) and second to improve proxy quality by scattering the points over the uncertain-
parameters domain at the same time (criteria 2). This means the workflow would find more 
possible HM solutions in other uncertain parameter domains. Finally, the candidate cases 
obtained at the end of each iteration are validated with reservoir simulator. 
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 Then, the new actual simulation results are included into the data set for further re-
training the proxy models. This algorithm continues iteratively until the stopping criteria 
is triggered. In this study, the maximum number of simulations and proxy convergence are 
used. The reason that the proxy convergence is used is because no more resources should 
be utilized further if proxy model improvement is minimal. For the calculation of proxy 
convergence, we evaluated whether the current proxy negligibly changes from the previous 
proxy. 100,000 random uncertain parameter realizations will be generated. Next, proxy-
estimated global errors from both current and previous proxy are calculated and compared. 
The percentage of relative discrepancies of global error between two proxies (current and 
previous proxy) of all 100,000 random cases are averaged and evaluated whether it reaches 
the specified proxy convergence threshold. In this workflow, 5% relative discrepancy was 
used as the threshold. 
3.7 STEPS IN ASSISTED HISTORY MATCHING (AHM) WORKFLOW 
There are three main steps in the AHM workflow including (1) parameters 
identification and screening, (2) history matching and (3) probabilistic forecasting. The 
main steps of AHM workflow are illustrated in Figure 3.8. At the end of the first step of 
parameter identification and screening, the significant parameters and objective function 
formulation should be determined. Then, at the end of history matching step, multiple 
solutions and posterior distribution of uncertain parameters can be obtained and lastly, at 
the end of probabilistic forecasting, P10-50-90 Estimated Ultimate Recovery (EUR) should 
be available based on production prediction. The detailed AHM workflow is also shown in 
Figure 3.9.   
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Figure 3.8: Main steps in Assisted History Matching (AHM) workflow. 
3.7.1 Parameters Identification and Screening 
 There are two types of parameters consisting of uncertain parameters and response 
parameters. First, uncertain parameters should be identified. They are subsurface 
parameters that have uncertainty and need to be characterized by the dynamic data; for 
example, matrix permeability, fracture conductivity and fracture geometry. Then, response 
parameters are determined, which are the flowing bottomhole pressure (BHP) and 
historical production data used in history matching, for example: oil, gas and water flow 
rate. 
Multiple Objective Functions 
 First, the objective function is defined. In this study, the multiple objective functions 
are used and defined either as Equation 3.18 or Equation 3.19.  
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Objective Function = global error (ε) = 
      ,   (3.18)              
where i is an index of data point, j is an index of response parameter, n is a number of data 
points, m is a number of response parameters, xij,model is the value from model (simulation 
run or proxy model) at index i of response parameter j, xij,history is the historical data at index 
i of response parameter j, and wij is the weight of data points i of response parameter j.  
Objective Function = global error (ε) = 
    ,   (3.19) 
where i is an index of data point, j is an index of response parameter, n is the number of 
data points, m is the number of response parameters, xij,model is the value from model 
(simulation run or proxy model) at index i of response parameter j, xij,history is the historical 
data at index i of response parameter j, NFj is Normalized Factor defined as the maximum 
of data value minus the minimum of data value of response parameter j, and wij is the weight 
of data points i of response parameter j. 
 The main difference between Equation 3.18 and 3.19 is that Equation 3.19 
magnifies the high relative error case to have a higher error than those of Equation 3.18 
due to its squared formula. This means if we would like to distinguish the low and high 
error dramatically, Equation 3.19 should be used.  
 The concept of using global error as objective function is to have multiple objective 
functions into one objective function, normalized by some factor in order to eliminate the 
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different values and ranges of each response parameter. In addition, there is a weight factor 
to be applied to each response parameters and further to each data point as needed (CMG-
CMOST, 2017; Christie et al., 2013). In sum, the formulations can represent multiple 
objective functions into one value as the global error. Many response parameters such as 
oil flow rate and water cut at different production dates can be used.  
After the objection function is defined, the effective ranges of each uncertain 
parameter are specified based on prior knowledge. Next, the two-level factorial design of 
experiments is performed in order to screen significant uncertain parameters for history 
matching. In this workflow, the EDFM was utilized to model fractures. After obtaining the 
response values of two-level factorial design, in this case global error, we evaluated 
whether any transformation was needed for the analysis by using Box-Cox plot (Box and 
Cox, 1964). Then, the significant uncertain parameters can be identified from the Pareto 
chart of t-value. Uncertain parameters with higher t-value will have more effect on the 
objective function. Ones above Bonferroni limit should be selected due to their certain 
importance to objective function. Ones above t-value limit are possibly important and 
depend on user whether to include them or not. The rest below t-value limit are the 
insignificant parameters and should be selected only to support hierarchy.  
In addition, one thing to check is whether the specified parameter ranges generate 
the simulated production results covering all the historical data range or not. If they fail, 
the parameter ranges have to be adjusted and the workflow in this step should be run again. 
The benefits of having the parameter-screening step are that the number of simulation runs 
can be optimized in history matching step by eliminating the insignificant uncertain 
parameters. 
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(a) Parameters identification and screening 
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(b) History matching 
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(c) Probabilistic forecasting 
Figure 3.9: Steps in AHM workflow: (a) parameters identification and screening, (b) 
history matching and (c) probabilistic forecasting. 
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3.7.2 History Matching 
After identifying the significant uncertain parameters, the initial simulation cases 
are generated by Latin Hypercube Design. The concept of Latin Hypercube sampling 
(LHS) is to divide the domain into squares in case of 2 parameters or cubes for 3 
parameters. The same concept is also applicable to any higher dimension. Then, the LHS 
evenly samples the points all over each square or cube as shown in Figure 3.10, unlike MC 
sampling that will sample randomly in the domain. This makes Latin Hypercube Design 
generate a good spatial location of initial points for proxy modeling by scattering all initial 
points all over parameters domain (Goodwin, 2015; Yang et al., 2015) unlike MC or the 
two-level factorial design that evaluates at the maximum and minimum values only. There 
is no strict rule for the number of initial points because it depends on the complexity of the 
problem and number of uncertain parameters. In this study, based on experience and 
empirical observation, we used number of initial points around five times of number of 
uncertain parameters. However, the concept is that we would not like to waste too much 
simulation points at the initial iteration in the domain that have high objective function 
values, which is the non-HM solution domain. More points should be added into the 
possible HM solution domain (Wantawin et al., 2017a). 
 
 
Figure 3.10: Latin Hypercube sampling (LHS) concept 
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Then, the multiple-response-parameter proxies will be constructed based on a 
training data set of the initial iteration cases. Then, proxy-based MCMC algorithm is 
performed automatically. As explained in detail in section 3.6.2, the algorithm continues 
iteratively until the stop criterion is triggered. Then, the last iteration is generated but with 
different filtering scheme to obtain the cases for the next iteration. That is the remaining 
MCMC ensemble will be screened only with the criteria 1 of lowest objective function 
value for the last iteration. The reason is that the final proxy is used to only obtain another 
set of possible history matching solutions cases and not to consider improving the proxy 
accuracy using the criteria 2 of the farthest points from all previous measured points as in 
the previous iterations. Finally, all simulation runs from all iterations are screened by HM 
tolerance to obtain HM solutions. 
3.7.3 Probabilistic Forecasting 
After multiple HM solutions are retrieved from history matching step, production 
forecast based on these solutions can be performed. Then, the forecasted Estimated 
Ultimate Recovery (EUR) of all solutions are retrieved as Empirical Cumulative 
Distribution Function (ECDF). The P10, P50 and P90 of EUR are quantified. In some case, 
the number of solutions is insufficient to create the smooth EUR ECDF. The MH MCMC 
algorithm can be used to generate different 10,000 solutions from the latest multiple-
response-parameter proxies. This is to collect the realizations that the proxy-estimated 
global error is lower than HM solution tolerance until 10,000 solutions are reached. Then, 
another proxy for EUR is created from the actual simulation EUR retrieved previously. 
Next, the EUR of 10,000 solutions will be estimated from EUR proxy. Finally, a smoother 
ECDF and P10-P50-P90 of EUR for proxy solutions can be obtained and compared to the 
ECDF from the actual solutions. 
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Chapter 4:  Application of the Assisted History Matching Workflow to 
Shale Gas Well1 
4.1 INTRODUCTION 
The objective of this chapter is to illustrate how the proposed Assisted History 
Matching (AHM) workflow can be applied to the real field case. We emphasized step-by-
step of the AHM workflow including parameter identification and screening, history 
matching, and probabilistic production forecast. We utilized the multiple proxy-based 
Markov Chain Monte Carlo (MCMC) algorithm in the history matching steps with k-
nearest neighbors (KNN) as proxy model and Embedded Discrete Fracture Model (EDFM) 
as fractures model. In this chapter, we illustrated the application of the AHM workflow to 
a shale gas well in China with the 724-day historical production data. We had direct 
measurements of production data including gas and water flow rates while the bottomhole 
pressure (BHP) data were estimated from the tubing head pressure with pressure-loss 
correlation. 
4.2 RESERVOIR MODEL 
The field case study is a shale gas well in China. The well is a horizontal well with 
a length of 5800 ft. The well was completed with 20 stages of hydraulic fractures and in 
each stage, three perforation clusters were shot (except for the first and last stage with 2 
perforation clusters). The total number of hydraulic fractures is 58.  
 
                                                 
1 This chapter is based on previous research performed by the author, as seen in Tripoppoom, S., Yu, W., 
Huang, H., Sepehrnoori, K., Song, W., and Dachanuwattana, S., 2019. A Practical and Efficient Iterative 
History Matching Workflow for Shale Gas Well Coupling Multiple Objective Functions, Multiple Proxy-
based MCMC and EDFM. Journal of Petroleum Science and Engineering 176: 594–611. 
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Normally, reservoir engineer receives a static reservoir model built from the 
integrated information from geologist, geophysicist and petrophysicist to represent the 
complexity of shale reservoir – high heterogeneity especially in vertical direction in terms 
of porosity, permeability, total organic carbon content and water saturation (Aderibigbe et 
al. 2016; Amin et al. 2016). Due to the lack of this information for this study, we built a 
homogeneous reservoir model with constant thickness for the history matching (HM) 
purpose. The model dimension is 6000 ft long × 2950 ft wide × fracture height. We also 
assumed the fracture height as model dimension in Z axis, meaning that fractures penetrate 
the whole reservoir thickness. The number of grid blocks is 120, 59 and 1 in x, y and z 
direction, respectively. Basic reservoir and fractures properties are summarized in Table 
4.1. The relative permeability curves for modeling gas and water flow are shown in Figure 
4.1. For gas desorption, we used Langmuir isotherm as shown in Table 4.2. The reservoir 
model including 58 hydraulic fractures in a horizontal well is demonstrated in Figure. 4.2. 
 
Reservoir description Value Unit 
Model dimension (x × y) 6000 × 2950 ft 
Number of grid blocks (x × y × z) 120 × 59 × 1 - 
Initial reservoir pressure 7397 psi 
Reservoir temperature 200 oF 
Residual water saturation 20% - 
Total compressibility  3×10-6 psi-1 
Reservoir depth 8228 ft 
Matrix porosity 12% - 
Well length 5800 ft 
Number of stage 20 - 
Clusters per stage (18 stages) 3 - 
Clusters per stage (2 stages) 2 - 
Cluster spacing 100 ft 
Table 4.1: Summary of basic reservoir and fracture parameters used in this study 
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Langmuir isotherm parameters Value Unit 
Inverse-pressure parameter for the 
Langmuir isotherm model, CH4 
0.000534 1/psi 
Maximum moles of adsorbed 
component per unit mass of rock, 
CH4 
0.060148 
gmole of 
component/lb of 
rock 
Rock density 162.318 lb/ft3 
Table 4.2: Langmuir isotherm model parameters for the gas desorption effect 
 
 
Figure 4.1: Relative permeability curves for modeling gas and water flow in shale gas 
reservoirs. 
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Figure 4.2: Reservoir model including 58 hydraulic fractures in a horizontal well. 
 
4.3 COMPARISON BETWEEN EDFM AND LOCAL GRID REFINEMENT (LGR) 
We verified the EDFM with a traditional local grid refinement (LGR) to model 
fractures in this field case study. We used the same reservoir and fractures properties for 
both methods as summarized in Tables 4.1-4.2 and other fracture and matrix parameters 
summarized in Table 4.3. The only difference is fracture modeling technique. For LGR, 
we refined the parental cells containing fractures into 7 cells in I-direction. For EDFM, we 
used EDFM preprocessor to calculate non-neighboring connections (NNCs) and modified 
reservoir simulator data file. Figure 4.3 shows the production profile results from both 
methods. The cumulative gas and water production for LGR are 5.35 Bscf and 15.74 MSTB 
while the cumulative gas and water production for EDFM are 5.47 Bscf and 15.71 MSTB. 
The relative differences are 2% and 0.2%, respectively. We can see that there is no 
significant difference between EDFM and LGR. Table 4.4 shows the CPU computational 
time of LGR and EDFM. EDFM can complete the run twice faster than LGR for this field 
case study. To conclude, EDFM can mimic the fractures flow behavior as LGR with less 
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computational time for this well application. That means we can perform AHM faster for 
unconventional reservoirs by using EDFM. 
 
Matrix and fractures parameters Value Unit 
Matrix permeability 0.02005 md 
Fracture width 0.01 ft 
Fracture conductivity 5.5 md-ft 
Fracture half-length 800 ft 
Fracture height 65.5 ft 
Fracture dip angle 90 degree 
Initial water saturation 40% - 
Table 4.3: Summary of matrix and fracture parameters used in EDFM and LGR 
comparison. 
 
 
Method CPU time (sec) Elapsed time (sec) Ratio 
LGR 2318 340 
1: 0.5 
EDFM 1159 176 
Table 4.4: Comparison of CPU time and elapsed time between EDFM and LGR 
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(a) Flowing BHP as constraint 
 
 
 
(b) Gas flow rate  
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(c) Cumulative gas production 
 
 
 
(d) Water flow rate 
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(e) Cumulative water production 
Figure 4.3: Comparison between simulation results from LGR and EDFM methods: (a) 
Flowing BHP as constraint, (b) Gas flow rate, (c) Cumulative gas 
production, (d) Water flow rate and (e) Cumulative water production. 
4.4 PARAMETERS IDENTIFICATION AND SCREENING  
For the proposed workflow, we can identify an unlimited number of uncertain 
parameters for the HM purpose. It depends on how many available data we already had 
and what is the uncertainty of each data. In this study, we identified 6 uncertain parameters 
and their ranges were summarized in Table 4.5 with uniform distribution based on prior 
knowledge about this well. We modeled the fracture width of 1 ft and adjusted fracture 
permeability to have the product of fracture width and fracture permeability to be equal to 
fracture conductivity (Rubin 2010). We then defined the objective function as the global 
error of both gas rate and water rate as Equation 3.19.   
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Code Uncertain parameter Unit Distribution Min value Max value 
A Matrix permeability mD Uniform 0.0001 0.04 
B Fracture half-length ft Uniform 300 1300 
C Fracture height ft Uniform 16 115 
D Fracture conductivity md-ft Uniform 1 10 
E Matrix water saturation - Uniform 0.30 0.50 
F Fracture water saturation - Uniform 0.40 0.90 
Table 4.5: Summary of six uncertain parameters and their prior distributions 
Then, we screened uncertain parameters for HM by performing two-level factorial 
design. Normally, the 26 or 64 cases should be generated for 6 parameters using two-level 
full factorial design. The full factorial design can analyze all parameters interactions, but 
it requires too many runs for the screening purpose. The 24 - 25 is sufficient for the 
screening step and the analysis of partial parameter interaction (Stat-Ease Inc 2017). 
Therefore, we used 25 or 32 cases to screen significant uncertain parameters. We 
constrained the production by BHP and monitored global error of gas rate and water rate. 
We used EDFM preprocessing code coupling with commercial simulator to create 
simulation files automatically. The results of 32 cases are shown in Figure 4.4. The 
simulated data covering the historical data confirms the specified ranges of 6 uncertain 
parameters are acceptable and do not need the revision of uncertain-parameter range at this 
step.  
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(a) Gas flow rate 
 
 
 
 
(b) Cumulative gas production 
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 (c) Water flow rate 
 
 
 
 (d) Cumulative water production 
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 (e) Flowing BHP 
 
Figure 4.4: Comparison between simulation results and historical data of cases from 
two-factorial design: (a) Gas flow rate, (b) Cumulative gas production, (c) 
Water flow rate, (d) Cumulative water production and (e) Flowing BHP.  
To select significant uncertain parameters, first, we evaluated whether any 
transformation of response values (global error) is needed by looking at Box-Cox plot (Box 
and Cox 1964). The lowest lambda value indicates what transformation is needed (λ = 1 
for no transformation, λ = 0.5 for square root, λ = 0 for natural log, λ = -0.5 for inverse 
square root, λ = -1 for inverse). In this case, log transformation was most appropriate for 
both gas and water global error.  
Then, we analyzed the Pareto chart of t-value, as shown in Figures 4.5-4.6. The 
Pareto chart indicated all parameters are lower than Bonferroni limit but only AC and ACD 
are above t-value limit, which are matrix permeability, fracture height and fracture 
conductivity. This means fracture parameters except fracture half-length have more impact 
on gas rate. For water global error, in Pareto chart, CF, DF, F, C and D are above Bonferroni 
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limit. The C, D and F are fracture height, fracture conductivity and fracture water 
saturation, respectively. Even the next one is above the t-value limit but we did not select 
it as significant parameter because there is a large gap between D and the next one. In sum, 
we screened from 6 uncertain parameters to 4 significant uncertain parameters including 
matrix permeability, fracture height, fracture conductivity and fracture water saturation. 
However, for the later demonstration in this study, we included matrix water saturation for 
HM. 
 
 
 
Figure 4.5: T-value ranking of two-level factorial design for global error of gas rate.  
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Figure 4.6: T-value ranking of two-level factorial design for global error of water rate. 
4.5 HISTORY MATCHING 
After screening uncertain parameters, we performed Latin Hypercube Design to 
sample the initial 25 cases from 5 uncertain parameters summarized in Table 4.6, scattering 
over the uncertain-parameter domain. The fracture half-length is a constant value of 700 ft 
for all cases in history matching. Figure 4.7 shows the results of initial 25 cases, which also 
cover the historical production data. Then, we created multiple response-parameter proxies 
from these initial 25 cases by using KNN. We created total 20 proxies including 10 proxies 
for gas rate and 10 proxies for water rate at days 20, 67, 199, 258, 325, 400, 508, 602, 680 
and 723. Each proxy represents the different trend of historical production data. These 
multiple proxies will be later used in proxy-based MCMC algorithm to propose new 
possible realizations as HM solutions in the next iteration. 
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Code Uncertain parameter Unit Distribution Min value Max value 
A Matrix permeability mD Uniform 0.0001 0.04 
B Fracture half-length ft Deterministic value 700 
C Fracture height ft Uniform 16 115 
D Fracture conductivity md-ft Uniform 1 10 
E Matrix water saturation - Uniform 0.30 0.50 
F Fracture water saturation - Uniform 0.40 0.90 
Table 4.6: Summary of the five uncertain parameters after screening step with a given 
fracture half-length of 700 ft 
Then, the iterative HM workflow continued automatically by our developed code. 
Using proxy-based MCMC algorithm and filtering scheme selected the next iteration cases. 
We used one chain of MCMC and started the chain at the lowest global error points at each 
iteration. The iteration progressed until it reached the stopping criteria, which is the 
percentage of relative discrepancies between current and previous proxy with a threshold 
of 5% or the maximum iteration number (12 iterations or 300 simulation runs). For this 
study, the workflow stopped at iteration 11 because the percentage of relative discrepancies 
between current and previous proxy is below the threshold of 5%, as shown in Figure 4.8. 
The total computational time for each iteration - including proxy-based MCMC algorithm, 
simulation-running time - is around 2 hours on 4 processors, 3.0 GHz Dell computers. The 
total computational time for HM section is around one day. 
After that, the proxy-based MCMC algorithm generated the last iteration cases with 
different filtering scheme using the lowest global error value for all 25 cases. Then, we 
evaluated all 300 cases from iteration 1 to the last iteration and screened them for HM 
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solutions. Firstly, the global error used as the threshold value for screening solutions was 
unknown. It can be specified only after we have the simulation results available for a 
comparison to production history so that we can identify which case and what maximum 
global error are the least acceptable as HM solutions. We used the gas global error of 220 
and water global error of 220 as HM solutions threshold. 64 cases passed the threshold out 
of 300 simulation runs, which is approximately 21%. With more relaxed threshold, the 
number of HM solutions can be as high as 98 cases, which is approximately 33% out of 
300 simulation runs. For this study, we used 64 HM solutions for production forecast. 
 
 
 
 (a) Gas flow rate 
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(b) Cumulative gas production 
 
 
 (c) Water flow rate 
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 (d) Cumulative water production 
 
(e) Flowing BHP 
Figure 4.7:  Comparison between simulation results and historical data of cases from 
Latin Hypercube Design (Iteration 1): (a) Gas flow rate, (b) Cumulative gas 
production, (c) Water flow rate, (d) Cumulative water production and (e) 
Flowing BHP.  
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Figure 4.8: The percentage of relative discrepancies between current and previous proxy 
vs. iteration number.  
 
The simulation results of 64 HM solutions are shown in Figure 4.9. The best match 
case are also illustrated in Figure 4.10. The best match realization has properties as follows: 
matrix permeability of 0.027 md, fracture height of 40 ft, fracture conductivity of 9.9 md-
ft, matrix water saturation of 0.38 and fracture water saturation of 0.48. In addition, parallel 
plot of 64 HM solutions are also shown together with non-HM solutions cases in Figure 
4.11. The prior and posterior distributions of each uncertain parameters from 64 HM 
solutions are shown in Figure 4.12. To get smoother posterior distribution, we also 
performed MCMC sampling to obtain 10000 HM solutions using multiple-response-
parameter proxies. The prior and posterior distributions of each uncertain parameter from 
10000 proxy-generated HM solutions are shown in Figure 4.13. Both Figure 4.12 and 
Figure 4.13 show a similar distribution shape. Besides, we observed the obvious change 
from prior uniform distribution to posterior distribution for all 5 parameters. For fracture 
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height, fracture conductivity and fracture water saturation, the posterior distribution 
changed significantly and had the narrower ranges. This implied that these three parameters 
are very sensitive to the objective function. On the contrary, matrix permeability and matrix 
water saturation had relatively wider ranges. This indicated that matrix permeability and 
matrix water saturation are not very sensitive to the objective function (Yang et al. 2015). 
The finding here is aligned with the parameter screening step which emphasized that matrix 
water saturation was not a significant uncertain parameter. The values with the highest 
frequency of each parameters are as follows: matrix permeability of 0.031 md, fracture 
height of 39 ft, fracture conductivity of 9.5 md-ft, matrix water saturation of 0.37 and 
fracture water saturation of 0.46.  
 
 
(a) Gas flow rate 
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(b) Cumulative gas production 
 
 
(c) Water flow rate 
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(d) Cumulative water production 
 
(e) Flowing BHP 
Figure 4.9: Comparison between simulation results and historical data of 64 HM 
solutions: (a) Gas flow rate, (b) Cumulative gas production, (c) Water flow 
rate, (d) Cumulative water production and (e) Flowing BHP. 
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(a) Gas flow rate 
 
 
(b) Cumulative gas production 
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(c) Water flow rate 
 
 
(d) Cumulative water production 
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(e) Flowing BHP 
Figure 4.10: Comparison between simulation results and historical data of the best match 
case: (a) Gas flow rate, (b) Cumulative gas production, (c) Water flow rate, 
(d) Cumulative water production and (e) Flowing BHP. 
 
Figure 4.11: Parallel coordinate plot of 64 HM solutions. Each green line represents one 
realization of the solution. The grey lines represent non-HM solution 
realizations. 
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(a) Matrix permeability 
 
 
(b) Fracture height 
 
 
 
 
(c) Fracture conductivity (d) Matrix water saturation 
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(e) Fracture water saturation 
Figure 4.12: Comparison between prior and posterior probability density function of five 
parameters from 64 HM solutions: (a) Matrix permeability, (b) Fracture 
height, (c) Fracture conductivity, (d) Matrix water saturation and (e) 
Fracture water saturation. 
 
 
 
(a) Matrix permeability (b) Fracture height 
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(c) Fracture conductivity 
 
 
(d) Matrix water saturation 
 
(e) Fracture water saturation 
Figure 4.13: Comparison between prior and posterior probability density function of five 
parameters from 10000 HM solutions generated by proxy-based MCMC 
algorithm: (a) Matrix Permeability, (b) Fracture Height, (c) Fracture 
conductivity, (d) Matrix water saturation and (e) Fracture water saturation. 
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Figure 4.14a and 4.14b illustrate the improvement of proxy predictability in gas 
and water flow rate at day 723 (2 of 20 proxies). Despite the final proxy before stopping 
criteria triggered (iteration 11) is not perfect, we can still see the gradual improvement of 
proxy comparing to simulation results. The more iteration continues, the points are getting 
closer to unit slope line. Figure 4.14c also shows the objective function estimated from 
multiple-response-parameter proxies versus actual one from simulation runs. The 
improving trend is clearly seen when iteration progresses and there are more measured 
points for proxy modeling. One thing to be aware is that the objective of using proxy in 
HM is not to create the most accurate proxy to represent the highly non-linearity in actual 
simulation results. To achieve that, we have to actually run a lot more simulation cases as 
measured points. In statistics, there is a saying that most of proxies are wrong; some of 
them can only be used. As a result, the actual objective for using proxy is just to adopt 
proxy to guide where MH-MCMC algorithm should propose possible HM solutions in the 
iterative HM workflow while being aware of the inaccuracy of proxy.  
The workflow not only gradually improved proxy quality in the interested area in 
the iterative manner, but it also explored HM solutions at the same time (first, adding more 
points in the possible HM solutions domain, and second, adding some measured points by 
the farthest distance criteria from measured points to explore new possible HM solutions 
in other areas). Figure 4.15 shows the number of solutions versus iteration number. The 
number of solutions is getting higher at the later iterations. This is because the proxy 
accuracy at the later iteration is better due to having more measured points. 
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(a) Gas flow rate at day 723 
 
 
 
(b) Water flow rate at day 723 
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(c) Objective function (global error) 
Figure 4.14: Cross plot of simulation values and proxy-estimated values showing the 
improvement of proxy predictability as iteration progresses: (a) Gas flow 
rate at day 723, (b) Water flow rate at day 723, (c) Objective function 
(global error). 
 
Figure 4.15: Number of HM solutions vs. iteration number. 
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Figure 4.16 shows objective function and each uncertain parameter of the proposed 
history realization cases vs. simulation run index. As shown, the objective function is 
improving when we have more simulation runs. This is to confirm the improvement of 
proxy modeling accuracy when we have more measured points. In the initial iteration 
where we used Latin Hypercube Design, we can see the simulation run cases scattered over 
the parameters domain. As iteration progresses and more simulation runs are available, the 
ranges of the proposed cases in each iteration are narrowed down to possible HM solutions 
domain for fracture height, fracture conductivity and fracture water saturation while the 
narrowing trend is less for matrix permeability and matrix water saturation. As mentioned, 
the proxy-based MCMC algorithm will sample and propose more points around HM 
solutions in order to improving proxy accuracy where we are interested in and also do not 
waste too much simulation runs in other area but still have them in order to find new 
possible HM solutions domain.  
Figure 4.16 also shows that the proxy-based MCMC algorithm discovers more HM 
solutions (red dot) in the later iteration where proxies have more measured points. In 
addition, the algorithm still can find the new solutions in each new iteration and are not 
trapped in any local HM solutions as iteration progresses, especially for matrix 
permeability and matrix water saturation. In addition, we can see that the HM solutions in 
fracture height, fracture conductivity, fracture water saturation domain are quickly 
converged to specific ranges because these three parameters have more impact to the 
objective function. This confirms that proxy-based MCMC algorithm is efficient and 
practical to explore the HM solutions and to capture the uncertainty of HM realizations as 
posterior distribution. 
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 (a) Objective function (global error) 
 
 
(b) Matrix permeability 
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(c) Fracture height 
 
 
(d) Fracture conductivity 
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(e) Matrix water saturation 
 
(f) Fracture water saturation 
Figure 4.16: Proposed points (HM solutions in red, non-HM solutions in black) vs. 
simulation run index and iteration number: (a) Objective function (global 
error), (b) Matrix permeability, (c) Fracture height, (d) Fracture 
conductivity, (e) Matrix water saturation and (f) Fracture water saturation.  
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4.6 PROBABILISTIC FORECASTING 
After obtaining HM solutions from the iterative HM workflow, we performed the 
production forecast. The code we developed will automatically generate the simulation 
files for production forecasting of all 64 HM solutions. We used BHP of 500 psi as 
production constraint. The production forecast period is 30 years. The results of gas rate, 
water rate, cumulative gas production and cumulative water production including the best 
match case and P10-50-90 cases are shown in Figure 4.17. 
The Empirical Cumulative Distribution Function (ECDF) of gas Estimated 
Ultimate Recovery (EUR) from all 64 HM solutions is shown in Figure 4.18a. P10, P50 
and P90 of gas EUR are 15.1, 18.8, and 20.3 Bscf, respectively while the gas EUR at end 
of history is 3.65 Bscf. The P90/P10 ratio of gas EUR is 1.34. The realization 
corresponding to P50 gas EUR has values for each parameter as follows: matrix 
permeability of 0.027 md, fracture height of 38 ft, fracture conductivity of 8.9 md-ft, matrix 
water saturation of 0.37 and fracture water saturation of 0.51. For the best match case, the 
gas EUR is 19.3. 
To illustrate, we also generated 10000 HM solutions by the proxy-based MCMC 
algorithm and constructed gas EUR proxy to estimate gas EUR for all 10000 HM solutions. 
The comparison of ECDF of gas EUR between all 10000 HM solutions and 64 HM 
solutions is shown in Figure 4.18b. P10, P50 and P90 of gas EUR from 10000 HM solutions 
are 16.8, 19.4, and 20.7 Bscf, respectively. The P50 value from both 10000 HM solutions 
and 64 HM solutions is similar while the P10 and P90 of 10000 HM solutions are narrower. 
This difference is from the accuracy of gas EUR estimated from the gas EUR proxy. The 
gas EUR proxy predictability depends on the number of measured points, in this case 64 
of actual HM solutions, and how they are distributed over uncertain parameter space. The 
computational time for probabilistic forecasting part is around 1 hour. 
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Finally, pressure distributions at different times are illustrated in Figure 4.19 in 
order to show reservoir depletion and the drainage area from one year of production until 
the end of production forecast of 30 years after historical period. 
 
 
 
(a) Flowing BHP as constraint 
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(b) Gas flow rate 
 
 
 (c) Cumulative gas production with P10, P50, P90 and the best match case 
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(d) Water flow rate 
 
(e) Cumulative water production with P10, P50 and P90 and the best match case 
Figure 4.17: Posterior production forecast of 64 HM solutions: (a) Flowing BHP as 
constraint (b) Gas flow rate, (c) Cumulative gas production with P10-50-90 
and the best match case, (d) Water  flow rate and (e) Cumulative water 
production with P10-50-90 and the best match case. 
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 (a) 64 HM solutions 
 
(b) Comparison between 64 HM solutions and 10000 HM solutions from proxy-based 
MCMC algorithm 
Figure 4.18: ECDF of gas EUR: (a) 64 HM solutions and (b) Comparison between 64 
HM solutions and 10000 HM solutions from proxy-based MCMC 
algorithm.  
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Figure 4.19: Pressure distributions of the best match case. 
4.7 CONCLUSIONS 
We developed a practical and efficient iterative AHM workflow through integrating 
the benefits of using multiple objective functions, multiple proxy-based MCMC algorithm, 
non-intrusive EDFM and commercial reservoir simulator. The workflow was applied to 
history match and perform probabilistic production forecast for a real case of shale gas well 
in China. In this chapter, we concluded as follows: 
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1. The AHM workflow efficiently performed history matching of gas rate and water 
rate for a shale gas well. The workflow found 64 HM solutions with 5 uncertain 
parameters from 11 iterations or 300 total simulation runs, which is around 21%. 
The computational time starting from parameter screening, history matching and 
probabilistic forecast is around 1 day. 
2. The posterior distributions of 5 uncertain parameters were obtained from the AHM 
workflow. The reservoir and fracture properties uncertainties were effectively 
characterized and narrowed down.  
3. The values with the highest frequency of each parameter are as follows: matrix 
permeability of 0.031 md, fracture height of 39 ft, fracture conductivity of 9.5 md-
ft, matrix water saturation of 0.37 and fracture water saturation of 0.46.   
4. The P50 gas EUR realization has properties as follows: matrix permeability of 
0.027 md, fracture height of 38 ft, fracture conductivity of 8.9 md-ft, matrix water 
saturation of 0.37 and fracture water saturation of 0.51. 
5. With the flowing BHP of 500 psi, the probabilistic production forecast of gas EUR 
in this shale gas well is 15.1, 18.8 and 20.3 Bscf for P10, P50 and P90, respectively.  
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Chapter 5:  Assisted History Matching and Production Forecasting in 
Shale Gas Reservoirs Considering Enhanced Permeability Area 
5.1 INTRODUCTION 
Due to the fact that micro-fractures and fissures are normally created around main 
hydraulic fractures acting as simulated rock volume (SRV), modeling with only planar 
hydraulic fractures could be unrealistic and too simplified for this complex system flow 
behavior. Therefore, the objective of this chapter is to investigate how the Enhanced 
Permeability Area (EPA) around hydraulic fractures affects the history matching solutions 
comparing with the case with hydraulic fractures only. Also, we performed the comparison 
of different proxy models including K-nearest neighbors (KNN) and Neural Network (NN) 
about how each proxy performs in the multiple-proxy-based MCMC algorithm in terms of 
efficiency and running time. 
All three main steps in the AHM workflow were performed including parameter 
identification and screening, history matching and production forecast. In this study, we 
used another shale gas well with 74-day historical production data. We had direct 
measurements of production data including gas and water flow rates while the bottomhole 
pressure (BHP) data were estimated from the wellhead pressure (WHP) with pressure-loss 
correlation. We structured this chapter by starting with the case with hydraulic fractures 
only comparing two different proxies including KNN and NN. Then, the case with EPA 
was performed with NN proxy and compared with the case with hydraulic fractures only. 
5.2 RESERVOIR MODEL 
The field case study is a shale gas well in China. The well is a horizontal well with 
a length of 4921 ft with 30 stages of hydraulic fractures and in each stage, 3 perforation 
clusters were shot. The total number of hydraulic fractures is 90.  
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We built a homogeneous reservoir model with a constant thickness. The model 
dimension is 5500 ft long, 2200 ft wide and 28 ft thickness. We also assumed hydraulic 
fractures penetrate the whole reservoir thickness, as model dimension in Z axis. The 
number of grid blocks is 275, 22 and 1 in x, y and z direction, respectively. Basic reservoir 
and fractures properties are summarized in Table 5.1. For shale gas reservoirs, we modeled 
gas desorption using Langmuir isotherm as shown in Table 5.2. Also, the effect of 
geomechanics during production depletion was also included. The pressure-dependent 
permeability for both matrix and fractures was modeled to capture the permeability 
reduction when reservoir pressure was depleted, by Equation 5.1. The permeability 
modulus of 0.055 and 0.056 were used for matrix and fractures, respectively. The 
normalized pressure-dependent permeability curves for both matrix and fracture are 
illustrated in Figure 5.1. The reservoir model including 90 hydraulic fractures in a 
horizontal well modeled by EDFM is demonstrated in Figure. 5.2. 
 
      𝑘 =  𝑘௜𝑒𝑥𝑝ିఊ∙(௉೔ି௉),     (5.1) 
where  
𝑘 = pressure-dependent permeability (md) 
𝑘௜ = permeability at initial reservoir pressure (md) 
𝛾 = permeability modulus (1/psi)  
𝑃௜ = Initial reservoir pressure (psi) 
𝑃 = reservoir pressure (psi) 
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Reservoir description Value Unit 
Model dimension (x × y × z) 5500 × 2200 × 28 ft 
Number of grid blocks (x × y × z) 550 × 22 × 1 - 
Grid block dimension (x × y × z) 10 × 100 × 28 ft 
Initial reservoir pressure 8847 psi 
Reservoir temperature 215 oF 
Residual water saturation 20% - 
Matrix water saturation 39% - 
Matrix porosity 5.6% - 
Total compressibility  3×10-6 psi-1 
Reservoir depth 10499 ft 
Well length 4921 ft 
Number of stages 30 - 
Clusters per stage  3 - 
Cluster spacing 55 ft 
Table 5.1: Summary of basic reservoir and fracture parameters used in this study 
 
Langmuir isotherm parameters Value Unit 
Inverse-pressure parameter for the 
Langmuir isotherm model, CH4 
0.000985 1/psi 
Maximum moles of adsorbed 
component per unit mass of rock, 
CH4 
0.071 
gmole of 
component/lb of 
rock 
Rock density 158.6 lb/ft3 
Table 5.2: Langmuir isotherm model parameters for the gas desorption effect 
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(a) Matrix permeability 
 
 
(b) Fracture permeability 
Figure 5.1:  Pressure-dependent permeability for (a) Matrix permeability and (b) 
Fracture permeability to capture geomechanics effect of the permeability 
reduction when reservoir pressure was depleted. 
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Figure 5.2: Reservoir model including 90 hydraulic fractures in a horizontal well. 
 
5.3 PROXY MODEL COMPARISON BETWEEN NEURAL NETWORK (NN) AND K-NEAREST 
NEIGHBORS (KNN)  
To compare the performance between NN and KNN, we performed history 
matching twice using different proxy models. The steps are as AHM workflow including 
parameters identification and screening, history matching and production forecast as usual. 
The only difference is proxy type used in the proxy-based MCMC algorithm during the 
history matching. 
5.3.1 Parameters Identification and Screening 
In this study, we identified 8 uncertain parameters and their ranges were 
summarized in Table 5.3 with uniform distribution based on prior knowledge about this 
well. The uncertain parameters can be grouped into two groups, fracture and matrix 
properties. We also included relative permeability curves parameters into uncertain 
parameters. 
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Code Uncertain parameter Unit Distribution Min value Max value 
A Matrix permeability mD Uniform 0.00001 0.0001 
B Fracture half-length ft Uniform 200 1000 
C Fracture conductivity md-ft Uniform 1 100 
D Fracture water saturation - Uniform 0.6 0.9 
E Exponent of kro - Uniform 1 4 
F Endpoint of krw - Uniform 0.5 1 
G Exponent of krw - Uniform 1 4 
H Fracture width ft Uniform 0.01 5 
Table 5.3: Summary of eight uncertain parameters and their prior distributions 
Then, we screened uncertain parameters for HM by performing partial two-level 
factorial design. For the screening purpose, we generated the 28-2 or 64 cases to investigate 
each parameter effect and only partial interactions of parameters, not all interactions as full 
factorial design, which requires 28 or 256 cases. We constrained the production by gas flow 
rate and monitored BHP and water-gas ratio. The BHP is calculated from the available 
wellhead pressure and pressure loss estimation as shown in Figure 5.3a. The pressure loss 
is related directly to depth as calculated by Equation 5.2. However, to account for a high 
initial water gas ratio (WGR), we also added an extra pressure loss of 4000 psi at day 1, 
estimated from the pressure loss at initial water-gas ratio and at this well reservoir depth, 
and then linearly declining to 0 psi at day 30 as shown in Figure 5.3b.   
 
𝐵𝐻𝑃 =  𝑊𝐻𝑃 +  0.1 𝑝𝑠𝑖/𝑓𝑡 ×  𝑑𝑒𝑝𝑡ℎ   (5.2) 
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(a) WHP and calculated BHP 
 
 
(b) Pressure loss and WGR 
Figure 5.3:  Calculate BHP from WHP by assuming pressure loss in the wellbore: (a) 
WHP and calculated BHP and (b) Pressure loss and WGR. 
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As in Chapter 4, to model hydraulic fractures, we used Embedded Discrete Fracture 
Model (EDFM) preprocessing code coupling with commercial simulator to create 
simulation files automatically. The simulation results of 64 cases are shown in Figure 5.4. 
One thing to check is whether the simulated data covered the historical data or not. If they 
did not cover the historical data, the initial ranges needed to be revised. Nevertheless, in 
this case, the results confirm the specified ranges of 8 uncertain parameters are acceptable 
and do not need the revision of uncertain-parameter range at this step.  
 
 
 
 
(a) Gas flow rate as constraint 
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(b) Flowing BHP 
 
 
 
 
 
(c) Water flow rate 
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 (d) WGR 
 
Figure 5.4: Comparison between simulation results and historical data of 64 cases from 
partial two-factorial design: (a) Gas flow rate, (b) Flowing BHP, (c) Water 
flow rate and (d) Water-gas ratio (WGR).  
Then, we performed t-value test or f-value test to see what uncertain parameters 
have more impact on BHP and WGR. In this study, we used f-value test and the plots of F-
values of BHP error response and WGR error response of the individual parameters are 
shown in Figure 5.5 and 5.6, respectively. The formula to calculate response error is 
Equation 3.18. 
For the BHP error response, B, C, D and H that are fracture half-length, fracture 
conductivity, fracture water saturation and fracture width, have more effect to the response. 
For the WGR error response, C, D, E, and H, which are fracture conductivity, fracture 
water saturation, exponent of krg and fracture width have more impact than the others. By 
considering both responses, we could screen from 8 parameters to 5 parameters by not 
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including matrix permeability, exponent of krw and endpoint of krw. However, for a later 
demonstration, we will include all 8 uncertain parameters to the history matching part. 
Because we used multiple proxies instead of a single proxy for each error response 
to lessen the non-linearity of the problem; therefore, we had to identify the points to create 
multiple proxy models. We selected ten proxy points, five proxy points for BHP at day 7, 
23, 36, 55 and 72, and another five proxy points for WGR 7, 17, 28, 40 and 59 as shown 
in Figure 5.7. Adding more proxy points should yield more valuable information such as 
different production trend. In this case, the selected 10 proxy points can capture the major 
trend of production data. 
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Figure 5.5:  F-value ranking of partial two-level factorial design for the BHP error 
response. 
 
Figure 5.6:  F-value ranking of partial two-level factorial design for the WGR error 
response.  
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(a) 5 proxy points of BHP 
 
(b) 5 proxies of WGR 
Figure 5.7: 10 multiple proxies including (a) 5 proxies of BHP and (b) 5 proxies of 
WGR.  
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5.3.2 History Matching 
After we obtained uncertain parameters to be used for history matching, we 
generated initial iteration cases by using Latin Hypercube Design to sample the initial 50 
cases from 8 uncertain parameters summarized as shown in Table 5.3, scattering over the 
uncertain-parameter domain. Figure 5.8 shows the results of initial 50 cases from Latin 
hypercube design. The simulation results also cover the historical production data as two 
factorial design but they distributed more evenly this time. With distributing more 
uniformly, it will be beneficial to construct multiple proxy models in the next step either 
NN or KNN. These multiple proxies will be later used in the proxy-based MCMC 
algorithm to propose new possible realizations as HM solutions in the next iteration. 
 
 
 
(a) Gas flow rate as constraint 
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(b) Flowing BHP 
 
 
 
 
(c) Water flow rate 
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 (d) WGR 
 
Figure 5.8:  Comparison between simulation results and historical data of 50 cases from 
Latin hypercube design: (a) Gas flow rate, (b) Flowing BHP, (c) Water flow 
rate and (d) WGR.  
Then, the iterative HM workflow continued automatically by the developed code. 
We used one chain of MCMC and started the chain at the lowest global error points at each 
iteration. The proxy-based MCMC algorithm with filtering scheme proposed the next 25 
cases for the next iteration to be validated with reservoir simulator. Then, these actual 
reservoir simulation results in each iteration were included into the training data set to 
further train proxies and improve the quality of proxies.  
After that, the AHM workflow progressed until the stopping criteria was triggered, 
either relative discrepancies between the current and previous proxy with a threshold of 
5% or the maximum iteration number (12 iterations or 325 simulation runs). For this study, 
the workflow stopped at the maximum iteration of 12 for both NN and KNN.  
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Next, we screened all cases from all iterations with the history matching solution 
criteria of 20% for both BHP and WGR error. The algorithms found 111 HM solutions 
(34%) and 20 HM solutions (6%) from a total 325 simulation runs for NN and KNN, 
respectively, as shown in Figure 5.9. We can observe that NN performs much better in 
terms of proposing higher number of history matching solutions. One thing to point out is 
that more solutions are found in the later iteration because the proxy model was improved 
by having more cases to train the proxy models in the interested domain. 
With the low number of history matching solutions for k-nearest neighbors, we 
continued running until the number of history matching solutions is approximately the 
same as ones from NN for the comparison reason. In this case, we ran until 30 iterations 
and we obtained 105 history matching solutions from 775 simulation runs (14%) as shown 
in Figure 5.10. the simulation results of history matching solutions for NN and KNN are 
plotted in Figure 5.11-5.12. 
 
 
 
 
 102 
 
Figure 5.9:  Comparison of number of history matching solutions vs. iteration number 
and between NN and KNN until iteration 12. 
 
Figure 5.10: Comparison of number of history matching solutions vs. iteration number 
and between NN (until iteration 12) and KNN (continue running until obtain 
around 100 history matching solutions). 
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(a) Gas flow rate as constraint 
 
 
  
(b) Flowing BHP 
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(c) Water flow rate 
 
 
 (d) WGR 
 
Figure 5.11: Comparison between simulation results and historical data of 111 history 
matching solution of using NN as proxy model: (a) Gas flow rate, (b) 
Flowing BHP, (c) Water flow rate and (d) WGR.  
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(a) Gas flow rate as constraint 
 
 
  
(b) Flowing BHP 
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(c) Water flow rate 
 
 
 (d) WGR 
 
Figure 5.12: Comparison between simulation results and historical data of 105 history 
matching solution of using KNN as proxy model: (a) Gas flow rate, (b) 
Flowing BHP, (c) Water flow rate and (d) WGR.  
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Next, we could obtain the posterior distribution of history matching solutions from 
the AHM workflow for both NN and KNN as shown in Figure 5.13. Overall, both NN and 
KNN provide similar posterior distributions of each uncertain parameter. Posterior 
distribution of fracture half-length, fracture conductivity, fracture water saturation and 
fracture width have changed significantly from prior distribution; for example, higher side 
of fracture conductivity above 50 md-ft, fracture half-length around 400-700 ft, fracture 
water saturation around 0.75-0.85 and higher side of fracture width above 2 ft. On the other 
hand, the posterior distribution of uncertain parameter such as matrix permeability changed 
less significantly from prior distribution and any values of matrix permeability can provide 
history-matching solutions. These results confirm the screening step of identifying 
insignificant parameters such as matrix permeability. In sum, the results of in-lined 
posterior distribution between NN and KNN, and changes in posterior distribution 
guarantee the accuracy and efficiency of the proxy-based MCMC algorithm that we used 
as history matching algorithm.  
To obtain smoother posterior distributions, we generated 1000 solutions from proxy 
models for both NN and KNN as shown in Figure 5.14. However, one thing to be 
highlighted is that these 1000 solutions are not validated with the actual reservoir simulator, 
this means some cases will not be history-matching solutions when they validate with the 
simulator. This can be illustrated by Figure 5.10 that KNN has a low accuracy rate about 5 
solutions out of 25 proposed cases at iteration 30 while NN has a high accuracy rate of 21 
solutions out of 25 proposed cases at iteration 12. With this reason, as shown in Figure 
5.14h for fracture width, we can observe the posterior distribution difference of proxy 
solutions between NN and KNN. However, for other uncertain parameters, there is no 
significant difference between NN and KNN for proxy solutions. 
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(a) Matrix permeability 
 
 
(b) Fracture half-length 
  
(c) Fracture conductivity 
 
(d) Fracture water saturation 
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(e) Exponent of krg 
 
(f) Endpoint of krw 
  
(g) Exponent of krw (h) Fracture width 
Figure 5.13: Comparison between prior and posterior distribution of uncertain parameter 
for NN (111 solutions) and KNN (105 solutions) proxy model : (a) Matrix 
permeability, (b) Fracture half-length, (c) Fracture conductivity, (d) Fracture 
water saturation, (e) Exponent of krg, (f) Endpoint of krw, (g) Exponent of 
krw and (h) Fracture width.  
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(a) Matrix permeability 
 
 
(b) Fracture half-length 
  
(c) Fracture conductivity 
 
 
 
(d) Fracture water saturation 
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(e) Exponent of krg 
 
(f) Endpoint of krw 
  
(g) Exponent of krw (h) Fracture width 
Figure 5.14: Comparison between prior and posterior distribution of uncertain parameter 
for NN and KNN proxy model (1000 solutions from proxy): (a) Matrix 
permeability, (b) Fracture half-length, (c) Fracture conductivity, (d) Fracture 
water saturation, (e) Exponent of krg, (f) Endpoint of krw, (g) Exponent of 
krw and (h) Fracture width.  
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To compare the performance between NN and KNN, we plotted the proxy values 
vs simulation values cross plot for both NN and KNN as shown in Figure 5.15-5.17 for 
global error, BHP error and WGR error. The unit slope line represents 100% aligned 
between proxy and simulation values. As you can see that as iteration progressed, the 
proposed points came closer to unit slope line for both NN and KNN. However, NN 
predictability is obviously superior to KNN as more points located in the unit slope line in 
the later iteration while we can still observe the vertical lining up for KNN. The vertical 
line up implies that the proxy suggests the lower error values, but the simulation results 
values are still spreading over from low to high error values. This reflects a less accuracy 
and predictability of KNN than NN. All plots of 10 multiple proxies for both NN and KNN 
are also illustrated in Figure 5.18-5.19. Similarly, the proxy accuracy is improved as 
iteration progressed while NN provided more accuracy than KNN in all proxies and we 
still observed vertical lining up for KNN.  
 
 
 
 
 
 
 
 113 
 
 
 (a) Neural network 
 
 
 
 (b) K-nearest neighbors 
Figure 5.15: Proxy vs. Simulation values of global error: (a) Neural network and (b) K-
nearest neighbors. 
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 (a) Neural network 
 
 
 
 (b) K-nearest neighbors 
Figure 5.16: Proxy vs. Simulation values of BHP error: (a) Neural network and (b) K-
nearest neighbors. 
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 (a) Neural network 
 
 
 
 
 (b) K-nearest neighbors 
Figure 5.17: Proxy vs. Simulation values of WGR error: (a) Neural network and (b) K-
nearest neighbors. 
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(a) BHP at day 7 (b) BHP at day 23 
  
(c) BHP at day 36 (d) BHP at day 55 
  
(e) BHP at day 72 
 
(f) WGR at day 7 
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(g) WGR at day 17 (h) WGR at day 28 
  
(i) WGR at day 40 (j) WGR at day 59 
Figure 5.18: Cross plot between proxy and simulation values of 10 proxies for neural 
network as proxy model. 
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(a) BHP at day 7 (b) BHP at day 23 
  
(c) BHP at day 36 (d) BHP at day 55 
  
(e) BHP at day 72 (f) WGR at day 7 
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(g) WGR at day 17 (h) WGR at day 28 
  
(i) WGR at day 40 (j) WGR at day 59 
Figure 5.19: Cross plot between proxy and simulation values of 10 proxies for k-nearest 
neighbors as proxy model. 
Figure 5.20 shows the objective function vs. simulation number index for both NN 
and KNN. This plot also emphasizes the better accuracy of NN over KNN as we observed 
faster improvement of objective function value. Figure 5.21-5.22 depicts scatter plots of 
the proposed cases in each iteration vs. simulation number index for each uncertain 
parameters for both NN and KNN, respectively. Firstly, the proxy-based MCMC algorithm 
proposed points over uncertain parameter domain; however, only some certain range of 
values can produce as history matching solutions. Secondly, we can see that the proposed 
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values were converged to the final range as simulation number index was higher for some 
parameters such as fracture half-length, fracture conductivity, fracture water saturation, 
exponent of krw and fracture width. This is because these parameters had more impact or 
more sensitive to the objection function. In sum, for both NN and KNN, Figure 5.20 
reassures the accuracy and efficiency of the proxy-based MCMC algorithm for history 
matching. 
For a total running time, we plotted the cumulative number of history matching 
solutions vs. elapsed time as shown in Figure 5.23. The elapsed time included all steps 
occurred in the AHM workflow such as automatic cases generating, proxy model training, 
proxy-based MCMC algorithm running, EDFM preprocessor running, simulation runs and 
stopping criteria evaluation. But the difference from using either NN or KNN would 
contribute to proxy model training, proxy-based MCMC algorithm and stopping criteria 
evaluation. By considering elapsed time required to obtain the same number of solutions, 
NN spent 1.6 times longer elapsed time than KNN. However, if we consider the number 
of simulation runs or total resources of simulation license as shown in Figure 5.24, NN 
performed significantly better than KNN, by obtaining 111 solutions from less total number 
of simulation runs than KNN by a factor of two. Therefore, in order to select which proxy 
model to be used, this would depend on each project limitation that either the running time 
or the available reservoir simulator resources are more important. In this study, we 
prioritize more on simulation runs resources; therefore, NN will be used to study in next 
section of the effect of EPA. 
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(a) Neural network 
 
 
(b) K-nearest neighbors 
 
Figure 5.20: Scatter plot of objective function (global error) vs. simulation number index: 
(a) Neural network (b) K-nearest neighbors. 
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 (a) Matrix permeability 
 
 
(b) Fracture half-length 
  
(c) Fracture conductivity 
 
 
 
 
(d) Fracture water saturation 
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(e) Exponent of krg 
 
 
(f) Endpoint of krw 
  
(g) Exponent of krw (h) Fracture width 
Figure 5.21: Uncertain parameter values vs. simulation number index for neural network. 
Black circles are non-HM solutions proposed by NN-MCMC algorithm in 
each iteration while filled red circles are HM solutions screened by the HM 
solution criteria.  
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 (a) Matrix permeability 
 
 
(b) Fracture half-length 
  
(c) Fracture conductivity 
 
 
 
 
(a) (d) Fracture water saturation 
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(e) Exponent of krg 
 
 
(f) Endpoint of krw 
  
(g) Exponent of krw (h) Fracture width 
Figure 5.22: Uncertain parameter values vs. simulation number index for k-nearest 
neighbors. Black circles are non-HM solutions proposed by NN-MCMC 
algorithm in each iteration while filled red circles are HM solutions screened 
by the HM solution criteria.  
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Figure 5.23: Comparison between NN and KNN for cumulative number of history 
matching solutions vs. elapsed time.  
 
Figure 5.24: Comparison between NN and KNN for cumulative number of history 
matching solutions vs. number of simulation runs. 
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5.3.3 Probabilistic Forecasting 
Following the multiple history matching solutions that we obtained from the AHM 
workflow, we can perform probabilistic production forecast for all solutions of both NN 
and KNN. In this study, we forecasted production for 30 years by constraining BHP at 500 
psi, as shown in Figure 5.25. The production forecast of cumulative gas production for both 
NN and KNN is shown in Figure 5.26 with P10-50-90 cases. After that, we can estimate 
the empirical cumulative distribution function (ECDF) of gas estimated ultimate recovery 
(EUR) from all cases as shown Figure 5.27. The figures illustrated both the solutions from 
the AHM workflow and 1000 solutions generated by the proxy models. Both ECDF from 
AHM workflow and proxy models are quite in line to each other but more difference is 
seen in KNN due to its nature of lower predictability as the proxy model. To compare 
between NN and KNN, the P10-50-90 of forecasted gas EUR are in the same range with a 
slight discrepancy of 10%. 
 
 
Figure 5.25: BHP of 500 psi was used as production constraint for 30-year production 
forecast. 
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(a) Neural network 
 
 
(b) K-nearest neighbors 
Figure 5.26: Cumulative gas production production forecast of all history matching 
solutions from AHM workflow: (a) Neural network and (b) K-nearest 
neighbors. 
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(a) Neural network 
 
 
(b) K-nearest neighbors 
Figure 5.27: Empirical cumulative distribution function (ECDF) of gas estimated 
ultimate recovery (EUR) for history matching solutions from AHM 
workflow and 1000 history matching solutions generated by proxy model: 
(a) Neural network and (b) K-nearest neighbors. 
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5.4 COMPARISON OF CASE WITH ENHANCED PERMEABILITY AREA (EPA) 
In this section, we performed another scenario to investigate how the EPA existence 
around main hydraulic fractures would impact the history matching solutions and 
production forecast. We used NN as proxy for proxy-based MCMC algorithm. 
 
 
Figure 5.28: The concept of enhanced permeability area (EPA) with main hydraulic 
fractures. 
5.4.1 Parameters Identification & Screening and History Matching 
 For parameter identification and screening, we used the screening results from 
section 5.3 that all determined parameters will be used further in history matching. To 
model EPA, we identified two additional parameters including Simulated Rock Volume 
 131 
(SRV) permeability or the permeability in the EPA and the length of SRV from hydraulic 
fractures as illustrated in Figure 5.28. In this study, we assumed initial range of SRV 
permeabilities to be around 10% of hydraulic fracture conductivity range, and SRV length 
is from no EPA area to fully connected across fractures spacing. For SRV length, besides 
we modified permeability as SRV permeability, we also modified water saturation inside 
the SRV length the same as fracture water saturation. All parameters ranges for EPA case 
are summarized in Table 5.4. 
 
Code Uncertain parameter Unit Distribution Min value Max value 
A Matrix permeability mD Uniform 0.00001 0.0001 
B Fracture half-length ft Uniform 200 1000 
C Fracture conductivity md-ft Uniform 1 100 
D Fracture water saturation - Uniform 0.6 0.9 
E Exponent of kro - Uniform 1 4 
F Endpoint of krw - Uniform 0.5 1 
G Exponent of krw - Uniform 1 4 
H Fracture width ft Uniform 0.01 5 
I SRV permeability md Uniform 0.1 1 
J SRV length ft Uniform 0 27.5 
Table 5.4:  Summary of ten uncertain parameters and their prior distributions for EPA 
case 
The AHM workflow continued as previously explained in section 5.3. In this case, 
the workflow also stopped at the maximum iteration of 12. 72 history-matching solutions 
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were found from total 325 simulation runs or around 22% comparing to 34% for the case 
with only hydraulic fractures (without EPA). The lower of number solutions found is 
obviously from a higher number of uncertain parameters including additional two EPA 
parameters. The number of history matching solutions vs. iteration number is shown in 
Figure 5.29. The simulation results of all 72 solutions are shown in Figure 5.30. In addition, 
the best match cases for both without EPA (section 5.3) and with EPA are shown in Figure 
5.31 and 5.32, respectively, and Table 5.5 summarizes uncertain properties of the best cases 
for both scenario 
. 
 
 
Figure 5.29: Comparison of number of history matching solutions vs. iteration number 
between cases without EPA and with EPA. 
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(a) Gas flow rate as constraint 
 
 
 
  
(b) Flowing BHP 
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(c) Water flow rate 
 
 
 
 (d) WGR 
 
Figure 5.30: Comparison between simulation results and historical data of 72 history 
matching solutions for case with EPA: (a) Gas flow rate, (b) Flowing BHP, 
(c) Water flow rate and (d) WGR.  
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(a) Gas flow rate as constraint 
 
 
 
 
  
(b) Flowing BHP 
 
 136 
 
 
(c) Water flow rate 
 
 
 
 (d) WGR 
 
Figure 5.31: Comparison between simulation results and historical data of the best match 
case (iteration 12 case 14) for hydraulic fracture only or without EPA 
(section 5.3): (a) Gas flow rate, (b) Flowing BHP, (c) Water flow rate and 
(d) WGR.  
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(a) Gas flow rate as constraint 
 
 
 
 
  
(b) Flowing BHP 
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(c) Water flow rate 
 
 
 
 (d) WGR 
 
Figure 5.32: Comparison between simulation results and historical data of the best match 
case for the case with EPA: (a) Gas flow rate, (b) Flowing BHP, (c) Water 
flow rate and (d) WGR.  
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Uncertain parameter Unit Without EPA (Iteration 12 Case14) 
With EPA  
(Iteration 9 Case 25) 
Matrix permeability mD 0.000031 0.0000024 
Fracture half-length ft 442 379 
Fracture conductivity md-ft 59 53 
Fracture water 
saturation - 0.81 0.81 
Exponent of kro - 1.87 1.71 
Endpoint of krw - 0.89 0.92 
Exponent of krw - 1.01 1.68 
Fracture width ft 4.98 3.79 
SRV permeability md n/a 0.55 
SRV length ft n/a 18.4 
Table 5.5: Summary of ten uncertain parameters of the best match cases for both 
without EPA and with EPA. 
 Similarly, we obtained posterior distribution of uncertain parameters including the 
additional uncertain parameters for EPA including SRV permeability and SRV length. The 
comparison of each uncertain parameter between case without EPA and with EPA is 
illustrated in Figure 5.33. We can see that when there is EPA around the main hydraulic 
fractures, matrix permeability, fracture half-length, fracture conductivity, fracture water 
saturation and fracture width are shifted to lower values. This is because there are more 
contributed areas to the fluid flow by the EPA around main hydraulic fractures. 
 
 140 
 
 
  
(a) Matrix permeability 
 
(b) Fracture half-length 
  
(c) Fracture conductivity 
 
(d) Fracture water saturation 
 
 
 
 
 
 
 141 
 
 
 
 
 
 
(e) Exponent of krg 
 
(f) Endpoint of krw 
  
(g) Exponent of krw 
 
(h) Fracture width 
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(i) SRV permeability (j) SRV length 
Figure 5.33: Comparison between prior and posterior distribution of uncertain parameter 
for case without EPA (111 solutions) and case with EPA (72 solutions): (a) 
Matrix permeability, (b) Fracture half-length, (c) Fracture conductivity, (d) 
Fracture water saturation, (e) Exponent of krg, (f) Endpoint of krw, (g) 
Exponent of krw, (h) Fracture width, (i) SRV permeability and (j) SRV 
length. 
5.4.2 Probabilistic Forecasting 
After we obtained history-matching solutions, we can perform production forecast 
in the probabilistic manner as previously explained in section 5.3.3. The predicted gas 
productions for the case without EPA and with EPA of all 72 solutions are shown in Figure 
5.34a and 5.34b, respectively. Also, the Gas EUR ECDF for the case without EPA and 
with EPA are illustrated in Figure 5.35a and 5.35b respectively. We can observe that gas 
EUR is predicted around 25% lower than the case without EPA in section 5.3, comparing 
between P50 of 3062 MMscf and 2302 MMScf for the case without EPA and with EPA, 
respectively. This is because the lower fracture geometry cases were obtained from history 
matching when EPA existed around the hydraulic fractures. 
 
 143 
  
 
 
 
 
(a) Hydraulic fractures only (Without EPA) 
 
 
 
 
 
 
 
 
 
 
(b) With EPA 
 
Figure 5.34: Cumulative gas production forecast of all 72 history matching solutions 
from AHM workflow with best match case and P10-50-90 cases: (a) 
Hydraulic fractures only (Without EPA) (b) With EPA. 
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(a) Hydraulic fractures only (Without EPA) 
 
 
(b) With EPA 
 
Figure 5.35: Empirical cumulative distribution function (ECDF) of gas estimated 
ultimate recovery (EUR) for 72 history matching solutions and 1000 history 
matching solutions generated by proxy model (neural network): (a) 
Hydraulic fractures only (Without EPA) (b) With EPA. 
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 To sum up, when the EPA existed around hydraulic fractures, the history matching 
solutions changed to lower values of hydraulic fracture geometries and lower matrix 
permeability. These changes triggered the discrepancy of production forecast between the 
case with and without EPA. The lower gas EUR production forecast was obtained for the 
case with EPA. This means that if we assume a simple model with only hydraulic fractures 
but in a realistic situation, there are EPA due to the small fracture networks created around 
main hydraulic fractures, we would overpredict the fracture geometry and Gas EUR 
prediction, in this case around 25-30%.  
 The pressure distributions at different times from best match cases of two scenarios, 
without EPA and with EPA, are illustrated in Figure 5.36. We can see that pressure between 
each hydraulic fracture cluster for the case without EPA is higher than the case with EPA 
at each time step. However, the fracture half-length for case without EPA is longer than 
the case with EPA. Therefore, this causes the case without EPA to drain more gas as 
illustrated by a wider area of depleted pressure than the case with EPA, and certainly, 
resulting in a higher gas EUR as discussed in Figure 5.35. 
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Figure 5.36: Pressure distributions comparison between case with hydraulic fractures 
only (without EPA) and case with hydraulic fractures and EPA (with EPA). 
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5.4 CONCLUSIONS 
We applied the AHM workflow to shale gas well and the performances of different 
proxy models such as NN and KNN were firstly investigated. NN performs better than 
KNN in terms of predictive accuracy when validating with the actual simulator. In other 
words, NN requires a smaller number of simulation runs than KNN in order to obtain the 
same number of solutions. On the other hand, KNN performs better in terms of running 
time, as it required almost half of running time compared with NN. We also investigated 
the impact of EPA existence to the history matching solutions and production forecast. 
With EPA, the lower fracture geometry solutions were obtained in the history matching 
solutions compared with the case of hydraulic fractures only (without EPA). This causes 
the production forecast of the case with EPA to be significantly lower than the one with 
only hydraulic fractures (without EPA). This means that if a simple model with only 
hydraulic fractures was assumed while in the actual operation, there is EPA due to the small 
fracture networks created around main hydraulic fractures, we would overpredict the 
fracture geometry and gas EUR prediction. 
 
 
 
 
 
 148 
Chapter 6:  Application of the Assisted History Matching Workflow to 
Shale Gas Well with Natural Fractures using Neural-Network Markov 
Chain Monte Carlo Algorithm 
6.1 INTRODUCTION 
The objective of this chapter is to emphasize the application of the Assisted History 
Matching (AHM) workflow to a shale gas well. We used proxy-based MCMC algorithm 
and neural network (NN) as proxy model for history matching. In addition, we investigated 
the effect of natural fractures (NF) existence on the posterior distribution of history 
matching solutions and production forecast. We performed two cases including hydraulic 
fractures only (No NF) and hydraulic fractures and natural fractures (With NF). 
6.2 RESERVOIR MODEL 
For this study, we constructed a homogeneous reservoir model due to the fact that 
the static model integrating geological and petrophysical inputs were not available. A 
model dimension is 6600 ft × 2950 ft in x and y direction and a model dimension in z 
direction is equal to fracture height. The grid block dimension is 50 ft × 50 ft × fracture 
height. The initial reservoir pressure is 7397 psi. The reservoir model description is 
summarized in Table 6.1. Also, the well and fracture information are summarized in Table 
6.2. The horizontal well has a lateral length of 5800 ft. As shown in Figure 6.1, the well 
was completed with 20 stages of hydraulic fractures with a total cluster number of 58. For 
the fractures modeling, we used EDFM method to handle fractures non-intrusively to the 
main reservoir grid. 
For shale gas reservoirs, we included the gas desorption effect using Langmuir 
isotherm as shown in Table 6.3. Also, we considered the pressure-dependent permeability 
for both matrix and fractures due to a geomechanical effect during reservoir depletion. The 
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permeability reduction happens when reservoir pressure was depleted. As shown in 
Equation 5.1, the permeability will be decreased when reservoir is depleted with the 
permeability modulus of 0.055 and 0.056 for matrix and fractures, respectively. The 
normalized pressure-dependent permeability curves for both matrix and fracture are 
illustrated in Figure 6.2. 
Reservoir description Value Unit 
Model dimension (x × y) 6000 × 2950 ft 
Number of grid blocks (x × y × z) 120 × 59 × 1 - 
Initial reservoir pressure 7397 psi 
Reservoir temperature 200 oF 
Residual water saturation 20% - 
Total compressibility 3×10-6 psi-1 
Matrix porosity 6% - 
Table 6.1: Summary of basic reservoir properties used in this study 
Well and fractures description Value Unit 
True vertical depth of a lateral 
section 8228 ft 
Well length 5800 ft 
Number of stages 20 - 
Number of clusters 58 - 
Cluster spacing 100 ft 
Table 6.2: Summary of well and hydraulic fractures information 
 150 
 
 
Figure 6.1: Reservoir model including 58 hydraulic fractures (in blue) modeled by 
EDFM method in a horizontal well (in red). 
 
 
Langmuir isotherm parameters Value Unit 
Inverse-pressure parameter for the 
Langmuir isotherm model, CH4 
0.000534 1/psi 
Maximum moles of adsorbed 
component per unit mass of rock, 
CH4 
0.060148 
gmole of 
component/lb of 
rock 
Rock density 162.318 lb/ft3 
Table 6.3: Langmuir isotherm parameters for modeling the gas desorption effect 
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(a) Pressure-dependent matrix permeability 
 
 
(b) Pressure-dependent fracture permeability 
 
Figure 6.2: Pressure-dependent normalized permeability for (a) Matrix permeability and 
(b) Fracture permeability to capture the geomechanical effect of the 
permeability reduction when reservoir is depleted. 
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6.3 HISTORY MATCHING 
In this section, we performed history matching for two-phase flow of gas and water 
in shale gas reservoirs. In addition, we investigated the effect of natural fracture existence 
by performing two cases including hydraulic fractures only and hydraulic fractures with 
natural fractures. We had a historical production of 724 days including gas flow rate, water 
flow rate, and wellhead pressure. For history matching, we used gas flow rate, water flow 
rates and bottomhole pressure (BHP) calculated from wellhead pressure (WHP) due to 
wellbore pressure loss. We assumed the constant pressure loss from wellhead to 
bottomhole.  
6.3.1 Case 1 Hydraulic Fractures Only (No NF) 
For the case with only hydraulic fractures, we identified the uncertain parameters 
and their ranges as summarized in Table 6.4. We can categorize the uncertain parameters 
into two groups including first, reservoir properties including matrix permeability, matrix 
water saturation and relative permeability curves parameters, and second, hydraulic 
fractures properties including fracture height, fracture half-length, fracture conductivity, 
fracture water saturation and fracture width. We determined the initial ranges of each 
parameter based on our initial knowledge or prior knowledge about this well and reservoir. 
Based on our experience, the success of history matching significantly depends on the 
reasonable parameter values in order to mimic the production data that we are matching. 
We cannot achieve the reasonable matching quality with the wrong parameter range inputs, 
even though, an accurate and efficient history-matching algorithm is already used. In case, 
the good history matching quality cannot be achieved, the first thing to review are 
parameter inputs and then adjust them.  
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Then, we used Latin Hypercube design to populate 50 initial cases scattering the 
entire parameter domain. This will benefit the proxy model construction to achieve the 
better quality rather than using random sampling as Monte Carlo method. The simulation 
results of 50 initial cases from Latin Hypercube design are shown in Figure 6.3. We could 
observe that the simulation results cover the historical data and their shapes are similar to 
production history. This means we can possibly find history matching solutions in our 
initial uncertain parameter ranges. On the other hand, if the simulation results do not cover 
the historical data or the shapes of production profile are totally different, we need to review 
our initial uncertain parameter range inputs and revise them. 
 
 
Table 6.4: Summary of the uncertain parameters of reservoir and fractures properties 
 
Uncertain Parameter Unit Min Value Max Value 
Matrix Permeability (km) md 0.0001 0.04 
Fracture Height ft 16 115 
Fracture Half-length (Xf) ft 200 1000 
Fracture Conductivity md-ft 1 100 
Fracture Water Saturation  - 0.50 0.90 
Matrix Water Saturation - 0.30 0.50 
Exponent of krg - 1 4 
Endpoint of krw -  0.5 1 
Exponent of krw - 1 4 
Fracture Width ft 0.1 1 
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(a) Gas flow rate as simulation constraint 
 
 
 
(b) Flowing BHP 
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(c) Water flow rate 
 
(d) Water-gas ratio 
Figure 6.3: Comparison between simulation results and historical data of the cases from 
Latin Hypercube design (Iteration 1): (a) Gas flow rate, (b) Flowing BHP, 
(c) Water flow rate, and (d) Water-gas ratio (WGR). 
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Instead of constructing one proxy model for each response parameter, we used 
multiple proxy models to mitigate the nonlinearity of the problem. Therefore, we had to 
define the proxy points to construct proxy models (NNs in this case study for proxy-based 
MCMC algorithm). The global objection function will be calculated from many points that 
we selected based on assigned weight values. In an ideal case, we could choose many proxy 
points as long as the computational effort allows. However, adding unnecessary proxy 
points would hinder the performance of history matching algorithm. This means we need 
to achieve the acceptable accuracy with the optimized computational effort. The criterion 
is to choose proxy points that capture the major trend of production data. In this case study, 
we used total 12 proxies from different dates in production data. This included 6 proxies 
for BHP at day 12, 100, 250, 350, 530 and 680 (Figure 6.4a) and 6 proxies for water gas 
ratio (WGR) at 12, 50, 120, 180, 400 and 600 (Figure 6.4b). All 12 proxies captured the 
major trend of BHP and WGR. The reason we used WGR instead of water flow rate to 
represent water phase is that water-gas ratio behavior in shale gas reservoirs is predictable. 
The trend will start from the high water-gas ratio due to initial flow back period from 
fractures then drop to some constant WGR reflecting matrix response. This requires a 
smaller number of proxy points to capture the WGR trend due to the constant part after 
flow back period, as illustrate in Figure 6.4b. Moreover, the water-gas ratio can directly be 
related to relative permeability curves and water saturation for multiphase flow behavior. 
We used NN as a proxy model to predict the values without running actual 
simulations during performing NN-MCMC algorithm. The NN-MCMC algorithm 
progressed iteratively. In each iteration, the algorithm proposed new 25 cases as history 
matching solution candidates to be validated with the actual reservoir simulator. Then, new 
simulation results were included into the training data set and then re-train the NNs. The 
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stopping criteria of the workflow are either the proxy convergence or maximum number of 
iterations. In this study, we used proxy convergence value of 5% difference between 
current proxy and previous proxy. The workflow stopped at the maximum of 12 iterations 
in this case.  
After the AHM workflow stopped and all simulation runs were completed, we 
screened history-matching solutions from all runs of all iterations. We defined the history 
matching criteria of 10 % and 40 % for BHP and WGR responses based on our decision 
for the least acceptable matching quality. The history matching solutions must pass these 
two criteria, or the intersection of two response parameters as shown in Figure 6.5. The 
criteria for WGR is higher due to more acceptable range of water phase and also their low 
values naturally create a higher value of relative error percentage. For example, if the 
historical WGR is 5 BBL/MMscf and the simulation WGR is 10 BBL/MMscf. Because we 
used relative error to calculate WGR error objective function, as shown in Equation 3.18, 
the discrepancy between historical data and simulation result would be 100%. Even though 
the absolute value difference is only 5 BBL/MMscf. 
Figure 6.6 illustrates the number of history matching solutions vs. iteration number. 
We obtained 89 solutions from the total of 325 simulation runs, which is around 27%. One 
thing to highlight is that more solutions were found at the later iteration because the quality 
of NN is better - more actual data points from more simulation runs are included in the NN 
training. All simulation results of 89 history matching solutions are shown in Figure 6.7, 
and the simulation results of the best match case for hydraulic fractures only case (No NF) 
are illustrated in Figure 6.8, including BHP, gas flow rate, water flow rates and WGR.  
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(a) 6 proxies of BHP 
 
(b) 6 proxies of WGR 
Figure 6.4: Multiple proxies of 12 including (a) 6 proxies of BHP and (b) 6 proxies of 
WGR. 
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Figure 6.5:  History matching solutions are screen by the criteria of 10 and 40 for each 
objective function of BHP and WGR, respectively. 
 
 
Figure 6.6: Number of history matching solutions vs. iteration number for case 1 
hydraulic fractures only (No NF) and case 2 hydraulic fractures and natural 
fractures (With NF).  
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(a) Gas flow rate as simulation constraint 
 
 
 
(b) Flowing BHP 
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(c) Water flow rate 
 
 
(d) Water-gas ratio 
Figure 6.7: Comparison between simulation results of 89 history matching solutions and 
historical data of case 1 with hydraulic fractures only (No NF): (a) Gas flow 
rate, (b) Flowing BHP, (c) Water flow rate and (d) Water-gas ratio (WGR). 
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(a) Gas flow rate as simulation constraint 
 
 
 
(b) Flowing BHP 
 163 
 
(c) Water flow rate 
 
 
(d) Water-gas ratio 
Figure 6.8: Comparison between simulation results of the best match case (Iteration 10 
Case 10) and historical data of the case with hydraulic fractures only (No 
NF): (a) Gas flow rate, (b) Flowing BHP, (c) Water flow rate and (d) Water-
gas ratio (WGR). 
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One thing we can obtain from history matching workflow is the posterior 
distribution of uncertain parameters from 89 history-matching solutions. As shown in 
Figure 6.9, the prior uniform distribution we specified at the beginning has changed to the 
posterior distribution. This means we can characterize reservoir and fractures properties 
from historical production data in a probabilistic manner. Not just one realization of history 
matching solution is obtained as the traditional method and we still are uncertain what this 
case would locate in the uncertainty range. While the initial range of matrix permeability 
0.0001-0.04 md, exponent of krg of 1-4 and endpoint of krw 0.5-1 can make  combinations 
with other uncertain parameters to produce history matching solutions, we can characterize 
other uncertain parameters; for example, fracture height mostly in the range of 40-100 ft, 
fracture half-length in the lower bond and fracture conductivity in the higher side near 50-
80 md-ft tend to produce as history matching solutions. In addition, fracture water 
saturation in the range of 0.55-0.8, matrix water saturation of 0.35-0.45, the exponent of 
krw in the higher end of 4 and fracture width below 0.8 ft are likely to match the values of 
historical WGR trend. 
  
(a) Matrix permeability 
 
(b) Fracture height 
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(c) Fracture half-length  
 
 
 
(d) Fracture conductivity 
  
(e) Fracture water saturation 
 
 
 
(f) Matrix water saturation 
 166 
 
 
 
  
   (g) Exponent of krg 
 
 
(h)  Endpoint of krw 
  
(i) Exponent of krw (j) Fracture width 
Figure 6.9: Prior and posterior distribution of case 1 with hydraulic fractures only (No 
NF) with P10-50-90 values and best match case. 
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6.3.2 Case 2 Hydraulic Fractures and Natural Fractures (With NF) 
The second case we investigated is the case of hydraulic fractures and natural 
fractures. The objective is to evaluate the effect of natural fractures existence on the history 
matching solutions and production forecast. All reservoir model information and uncertain 
parameter ranges are same as in case 1 (Table 6.1-6.3). In this case, we added uncertain 
parameters of natural fractures properties including number of natural fractures, natural 
fractures length and natural fractures conductivity as shown in Table 6.5. The number and 
the length of natural fractures we used are from our prior knowledge of the natural fractures 
length per area in this reservoir. The maximum of natural fracture conductivity is assumed 
ten times lower than the maximum of hydraulic fractures conductivity. These three 
uncertain parameters normally have more impact on the flow behavior and overshadow 
other natural fractures parameters. Therefore, we used deterministic values of all other 
natural fractures parameters such as theta, dip angle and natural fracture width, as 
summarized in Table 6.6. We specified two sets of natural fractures with different theta. 
To illustrate, Figure 6.10 shows hydraulic fractures with natural fractures modeled by 
EDFM. With the effect from natural fractures, our hypothesis is that the natural fractures 
intersection with themselves and hydraulic fractures could enhance more connection to the 
production well. This means the existence of natural fractures could affect the history 
matching solutions of other fractures and reservoir uncertain parameters and production 
forecast, but we still do not know how much this impact would be until the history matching 
is performed. 
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Figure 6.10: The horizontal well (in red) with hydraulic fractures of 58 clusters (in blue) 
and two sets of natural fractures modeled by EDFM. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 6.5:  Summary of the uncertain parameters of natural fractures properties 
 
  
Uncertain Parameter Unit Min Value Max Value 
Total number of NF  - 200 1200 
NF Length  
(same for both NF sets) ft 200 800 
NF Conductivity md-ft 1 10 
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Table 6.6:  Summary of the fixed parameters of natural fractures properties 
The history matching process progressed the same as case 1. In this case, the history 
matching workflow also stopped at the maximum iteration of 12. With the same history 
matching solution screening criteria, the workflow found 83 history matching solutions 
from total 325 simulation runs (around 26%) compared to 89 history matching solutions of 
case 1 with only hydraulic fractures (Figure 6.6). The lower number of history matching 
solutions is obviously from the higher degree of freedom including natural fractures 
uncertain parameters. 
All simulation results of 83 history-matching solutions are shown in Figure 6.11, 
including gas flow rate, water flow rates and WGR. Figure 6.12 also illustrates the 
simulation results of best match case of the case with natural fractures. Similarly, we can 
obtain posterior distribution of uncertain parameters, especially natural fractures 
parameters, together with best match case values and P10-50-90 values, as shown in Figure 
6.13. The comparison between prior and posterior distribution of uncertain parameters for 
both case 1 (No NF) and case 2 (With NF) are presented in Figure 6.14.  
When natural fractures exist together with hydraulic fractures, the posterior 
distribution of some uncertain parameters significantly changed from the case with only 
Fixed Parameter Unit Value 
Number of NF Set - 2 
NF Height ft As HF height 
NF Theta degree NF set 1: 45 NF set 2:135 
NF Dip Angle degree 90 
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hydraulic fractures. While there is no significant change for matrix permeability and 
fracture half-length, we observed the significantly lower fracture height, lower fracture 
conductivity, higher fracture water saturation because more fluid flow is enhanced by 
natural fractures. For relative permeability, we see the lower exponent of krg and lower 
exponent of krw or less curvature on both krg and krw. These changes are possibly to 
compensate lower flow from other uncertain parameters. Lastly, the uncertainty of natural 
fractures can be reduced from the prior distribution by using the AHM workflow. As shown 
in Figure 6.13 k, l and m, we can observe that natural fractures conductivity and natural 
fracture length did not change significantly from prior distribution while we see the 
significant change in the posterior distribution of number of natural fractures from the 
initial prior distribution. The higher end values tend to provide more history matching 
solutions. This implies that, for this case, number of natural fractures has more impact on 
the production, than natural fractures length and conductivity because any value of natural 
fractures length and conductivity can yield history matching solutions 
The summary of uncertain parameters values of the best match cases for both case 
1 with hydraulic fractures only (No NF) and case 2 with hydraulic fractures and natural 
fractures (With NF) are given in Table 6.7. The pressure distributions for both cases are 
also depicted in Figure 6.15. We can see the difference in pressure profile of uniform and 
non-uniform depleted area in x-y plane for case 1 and case 2, respectively. One thing to 
note is that these depleted areas in x-y between two cases are not obviously different 
because the fracture half-length posterior distribution of two cases (Figure 6.14c) are not 
significantly different based on history matching. In fact, the main difference should be 
from fracture height (Figure 6.14b) or in z direction, which is previous discussed.  
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(a) Gas flow rate as simulation constraint 
 
 
 
(b) Flowing BHP 
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(c) Water flow rate 
 
(d) Water-gas ratio 
Figure 6.11: Comparison between simulation results of 83 history matching solutions and 
historical data of case 2 with hydraulic fractures and natural fractures (With NF): 
(a) Gas flow rate, (b) Flowing BHP, (c) Water flow rate and (d) Water-gas ratio 
(WGR).  
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(a) Gas flow rate as simulation constraint 
 
 
 
(b) Flowing BHP 
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(c) Water flow rate 
 
(d) Water-gas ratio 
Figure 6.12: Comparison between simulation results of the best match case (Iteration 
12 case 7) and historical data of case 2 with hydraulic fractures and 
natural fractures (With NF): (a) Gas flow rate, (b) Flowing BHP, (c) 
Water flow rate and (d) Water-gas ratio (WGR).  
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(a) Matrix permeability 
 
 
(b) Fracture height 
  
(c) Fracture half-length  
 
 
 
 
(d) Fracture conductivity 
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(e) Fracture water saturation 
 
 
(f) Matrix water saturation 
  
   (g) Exponent of krg 
 
 
 
 
(h)  Endpoint of krw 
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(i) Exponent of krw 
 
 
(j) Fracture width 
  
(k) Number of NF (l) NF length 
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(m) NF conductivity 
Figure 6.13: Prior and posterior distribution of case 2 with hydraulic fractures and natural 
fractures (With NF) with P10-50-90 values and best match case. 
 
 
 
  
(a) Matrix permeability 
 
 
 
 
(b) Fracture height 
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(c) Fracture half-length  
 
 
(d) Fracture conductivity 
  
(e) Fracture water saturation 
 
 
 
 
(f) Matrix water saturation 
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   (g) Exponent of krg 
 
 
(h)  Endpoint of krw 
  
(i) Exponent of krw (j) Fracture width 
Figure 6.14: Prior and comparison of posterior distribution between case 1 with hydraulic 
fractures only (No NF) and case 2 with hydraulic fractures and natural 
fractures (With NF). 
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Uncertain parameter Unit Without NF (Iteration 10 Case 10) 
With NF  
(Iteration 12 Case 7) 
Matrix Permeability md 0.0366 0.0275 
Fracture Height ft 62 53 
Fracture Half-length  ft 233 257 
Fracture Conductivity md-ft 62 76 
Fracture Water 
Saturation  - 0.74 0.55 
Matrix Water 
Saturation - 0.34 0.42 
Exponent of krg - 1.77 3.8 
Endpoint of krw -  0.53 0.52 
Exponent of krw - 3.85 2.5 
Fracture Width ft 0.95 0.68 
Total number of NF  - n/a 778 
NF Length  ft n/a 538 
NF Conductivity md-ft n/a 9.9 
Table 6.7: Summary of ten uncertain parameters of the best match for both cases with 
and without NF. 
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Figure 6.15: Pressure distributions comparison between case 1 with hydraulic fractures 
only (No NF) and case 2 with hydraulic fractures and natural fractures (With 
NF). 
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6.4 HISTORY MATCHING RESULT DISCUSSION 
In this section, we emphasize the performance of NN-MCMC algorithm in the 
proposed AHM workflow by presenting the history matching results and analysis of the 
case 2 with hydraulic fractures and natural fractures (With NF). 
Figure 6.16 shows the parallel coordinate plot of history matching solutions and 
non-history matching solutions. Each line represents one realization of uncertain 
parameters. We can see that only some combinations of uncertain parameters can be 
history-matching solutions; for example, ones with lower fracture half-length and higher 
fracture conductivity in the ranges tend to be history matching solutions. Another thing to 
be highlighted is that NN-MCMC algorithm already explored and validated other 
combinations but they could not reproduce as history match solutions, as shown as the grey 
lines in Figure 6.16. This confirms the NN-MCMC algorithm efficiency to explore 
throughout the possible uncertain parameter domain.  
As NN-MCMC algorithm performed automatically and proposed new cases in each 
iteration to be validated with reservoir simulator, Figure 6.17 shows the objective function 
values from simulation results vs. simulation number index. We can observe that objection 
function values are improving as iteration goes by (higher simulation number index) and 
more solutions are found at the later iteration due to the improvement of NNs. For each 
uncertain parameter, Figure 6.18 illustrates how the proposed cases of each uncertain 
parameter vs. simulation number index progresses by NN-MCMC algorithm. We can 
observe that the proposed points are converged to the posterior distribution as simulation 
number index increases especially fracture height and fracture half-length emphasizing the 
performance of NN-MCMC algorithm. Only certain ranges can be history-matching 
solutions as shown in filled red points. In addition, Figure 6.19 displays the cross plot 
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between proxy or NNs estimation vs. simulation results for global error, BHP error and 
WGR error. We can see the improvement of NN quality by comparing to the unit slope 
line. As iteration number is higher, the proposed points are closer to the unit slope line. 
Moreover, Figure 6.20 shows details of each 12 NN or proxy estimate vs simulation results. 
As iteration progresses, the NN prediction quality is better and closer to the unit slope line. 
To sum up, the NN-MCMC algorithm in the proposed AHM workflow can perform history 
matching automatically and find multiple history matching solutions efficiently.  
 
 
Figure 6.16: Parallel coordinate plot of all cases proposed by NN-MCMC algorithm of 
case 2 with hydraulic fractures and natural fractures (With NF).  
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Figure 6.17: Objective function value or global error vs. simulation number index of case 
2 with hydraulic fractures and natural fractures.  
 
 
  
(a) Matrix permeability 
 
 
(b) Fracture height 
 186 
 
 
  
(c) Fracture half-length 
 
 
(d) Fracture conductivity 
  
(e) Fracture water saturation 
 
 
 
 
 
(f) Matrix water saturation 
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(g) Exponent of krg 
 
 
 
(h) Endpoint of krw 
  
(i) Exponent of krw 
 
 
 
 
(j) Fracture width 
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(k) Number of NF 
 
(l) NF length 
 
(m) NF conductivity 
Figure 6.18: Uncertain parameter values vs. simulation number index. Black circles are 
non-HM solutions proposed by NN-MCMC algorithm in each iteration while 
filled red circles are HM solutions screened by the HM solution criteria.  
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(a) Global error 
 
 
 
(b) BHP error 
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(c) WGR error 
Figure 6.19: Cross plot between proxy and simulation values of (a) global error 
(calculated from 12 proxies), (b) BHP error (calculated from 6 BHP proxies) 
and (c) WGR error (calculated from 6 WGR proxies). 
 
  
(c) BHP at day 12  (d) BHP at day 100 
 191 
  
(c) BHP at day 250 (d) BHP at day 350 
  
(e) BHP at day 530 (f) BHP at day 680 
  
(g) WGR at day 12 (h) WGR at day 50 
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(i) WGR at day 120 (j) WGR at day 180 
  
(k) WGR at day 400 (l) WGR at day 600 
Figure 6.20: Cross plot between proxy and simulation values of 12 proxies of case 2 
with hydraulic fractures and natural fractures. 
6.5 PRODUCTION FORECAST 
After we obtained multiple realizations of history matching solutions from the 
AHM workflow, we can perform production forecast probabilistically. In this study, we 
forecasted the production for 30 years. In order to perform a reasonable production 
forecast, we assumed the constant BHP constant of 3500 psi for prediction (Figure 6.17a). 
The reason is that the BHP has been constant around 3500 psi for several months at the end 
of historical period. We performed production forecast for both cases with and without 
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natural fractures. The simulation results of production forecast for both cases are plotted in 
Figure 6.21-6.22 together with the best match and P10-50-90 cases. 
To compare the gas EUR between both cases, the empirical cumulative distribution 
function (ECDF) curves of gas EUR are shown in Figure 6.23. With the existence of natural 
fractures, the ECDF of gas EUR is lower than the case with only hydraulic fractures. This 
is because lower fracture height posterior distribution is obtained during history matching 
when natural fractures exist. In other words, we would over-predict the gas production if 
we assumed this well with only hydraulic fractures in spite the fact that there are natural 
fractures in the system. The degree of gas EUR over-prediction would depend on natural 
fractures properties and reservoir properties, and certainly, these would be different for 
each reservoir. In this case, we observe around 10 % discrepancies of predicted gas EUR. 
To conclude, if there are natural fractures in an actual reservoir, they should be 
included into reservoir model for history matching, in other words, we cannot represent the 
whole system of natural fractures and hydraulic fractures by a simplified model with 
hydraulic fractures only.  
 
(a) BHP 
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(b) Cumulative gas production 
 
 
(c) Gas flow rate 
Figure 6.21: Production forecast of history matching solutions of case 1 with hydraulic 
fractures only (No NF): (a) BHP (b) Cumulative gas production and (c) Gas 
flow rate.  
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(a) Cumulative gas production 
 
 
(b) Gas flow rate 
Figure 6.22: Production forecast of history matching solutions of case 2 with hydraulic 
fractures and natural fractures (With NF): (a) Cumulative gas production 
and (b) Gas flow rate.  
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Figure 6.23: The comparison of Gas EUR empirical cumulative distribution function 
between case 1 with hydraulic fractures only and case 2 with hydraulic 
fractures and natural fractures. 
6.6 1000 HISTORY SOLUTIONS FROM NEURAL NETWORKS 
In case that we would like the smoother posterior distribution of uncertain 
parameters, we can use the latest proxy model or NN to generate more history matching 
solutions such as 1000 cases. To illustrate, Figure 6.24 shows the posterior distribution and 
ECDF of 1000 history matching solutions for both case 1 with hydraulic fractures only (No 
NF) and case 2 with hydraulic fractures and natural fractures (With NF). We can observe 
that the distributions are similar to those of 89 and 83 history-matching solutions of case 1 
and case 2 (Figure 6.14) but with the smoother distribution. Furthermore, NNs can be 
created for gas EUR prediction based on the production forecast results of 89 and 83 history 
matching solutions of each case. Then, we can estimate gas EUR of 1000 history matching 
solutions from proxy (NN), as plotted in Figure 6.25. The gas EUR ECDF of the 1000 
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solutions from proxy yields approximately the same range compared to the actual history 
solutions. However, there is some slight difference between actual history matching 
solutions and 1000 solutions from proxy. The reasons are first, these 1000 solutions from 
proxy have not been validated with the actual simulator whether they are all history 
matching solutions or not as it is infeasible to perform and second, the oil and gas EUR 
proxy or NN in this study could contribute to the EUR prediction inaccuracy as we did not 
run all production forecast of all 1000 cases directly. Therefore, we have to use the outputs 
and analysis of proxy solutions with caution and should use them just to be compared to 
the actual history matching solutions from the AHM workflow. 
 
 
  
(a) Matrix permeability 
 
 
 
 
 
(b) Fracture height 
 198 
 
 
  
(c) Fracture half-length  
 
 
 
(d) Fracture conductivity 
  
(e) Fracture water saturation 
 
 
 
 
(f) Matrix water saturation 
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   (g) Exponent of krg 
 
 
 
(h)  Endpoint of krw 
  
(i) Exponent of krw 
 
 
 
(j) Fracture width 
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(k) Number of NF 
 
 
(l) NF length 
 
(m) NF conductivity 
Figure 6.24: Prior and comparison of posterior distribution of 1000 history matching 
solutions from proxy between case 1 with hydraulic fractures only (No NF) 
and case 2 with hydraulic fractures and natural fractures (With NF). 
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(a) Case 1 with hydraulic fractures only (No NF) 
  
(b) Case 2 with hydraulic fractures and f natural fractures (With NF) 
Figure 6.25: The comparison of gas EUR empirical cumulative distribution function 
(ECDF) between history matching solutions from the AHM workflow and 
1000 history matching solutions generated by proxy (NN): (a) Case 1 with 
hydraulic fractures only (No NF) and (b) Case 2 with hydraulic fractures 
and natural fractures (With NF). 
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6.7 BENEFITS FROM THE STUDY 
The benefits from this work are that we can characterize fracture properties such as 
fracture height, fracture half-length and fracture conductivity and more importantly, 
quantify their uncertainties from production data as shown in Figure 6.9, 6.13 and 6.14. 
With this information, they can be integrated to calibrate fracture propagation model to 
improve any future hydraulic fracturing design and infill well placement optimization. For 
example, we can obtain dimensionless fracture conductivity (FCD) as shown in Figure 6.26 
from this AHM workflow by calculating from fracture conductivity, fracture half-length 
and matrix permeability values of each realization. The results of FCD could be used to 
reflect the effectiveness of hydraulic fracturing for this well and proppant transport 
performance. In this case, we can interpret that the created hydraulic fractures are still finite 
fracture conductivity based on FCD values and can be improved. 
 Besides, we can characterize reservoir properties and their uncertainties such as 
matrix permeability, matrix water saturation and relative permeability which are sometimes 
challenging to be acquired by other methods for shale reservoirs. To illustrate, the relative 
permeability curves for shale reservoirs are sometimes infeasible to perform in the 
laboratory. However, with the AHM workflow, the relative permeability curves can be 
characterized and their uncertainty can be captured. As shown in Figure 6.27, relative 
permeability curves of all 83 history matching solutions together with the best match case 
are plotted. Furthermore, in case we can characterize those reservoir properties by other 
methods, the reservoir properties information from the workflow can be integrated with 
other techniques such as petrophysical interpretation and core data to produce more 
comprehensive analysis. Lastly, we can reduce the uncertainty of natural fractures from the 
AHM workflow and included  them as the part of realization uncertainty as natural 
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fractures could play an important role in the long-term production forecast as demonstrated 
in section 6.5. Furthermore, the probabilistic production forecast, capturing the uncertainty 
during history matching, can be obtained from the physical-based numerical model rather 
than using the empirical method such as decline curve analysis alone. 
6.8 CONCLUSIONS 
 We developed the Neural-Network Markov Chain Monte Carlo algorithm (NN-
MCMC) for the assisted history matching (AHM) workflow. We utilized the proposed 
algorithm and AHM workflow to perform history matching with a real shale gas well 
automatically. Two scenarios including hydraulic fractures only (No NF) and hydraulic 
fractures and natural fractures (With NF) were investigated. From the AHM workflow, the 
effect of natural fractures existence on the posterior distribution of uncertain parameters 
can be evaluated. Besides, we can obtain multiple history matching solutions and 
characterize hydraulic fractures, natural fractures and reservoir properties in the 
probabilistic manner. This information can be used further for hydraulic fracturing design 
improvement and well placement optimization. After that, we performed production 
forecast for both scenarios and found that there would be some difference in gas production 
forecast. If we simplified the system of hydraulic fractures with natural fractures by only 
modeling hydraulic fractures, we would have over-predicted gas EUR.  
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Figure 6.26: Dimensionless fracture conductivity (FCD) of 83 history matching solutions 
of case 2 with hydraulic fractures and natural fractures (With NF) shown 
with the best match case. 
 
Figure 6.27: Relative permeability curves of all 83 history matching solutions of case 2 
with hydraulic fractures and natural fractures (With NF) shown with the best 
match case. 
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Chapter 7: Summary, Conclusions, and Recommendations for Future 
Work  
 In this chapter, we summarize the findings from the study and also present 
recommendations for future work. 
7.1 SUMMARY AND CONCLUSIONS 
We developed the Assisted History Matching (AHM) workflow for shale reservoirs 
with natural fractures. We adopted a practical, efficient and accurate AHM workflow by 
using Embedded Discrete Fracture Model (EDFM), commercial simulator and multiple 
proxy-based Markov Chain Monte Carlo (MCMC) algorithm. Also, instead of retrieving 
one matched model, we obtained automatically multiple solutions of history matching and 
their posterior distributions of uncertain parameters including fractures geometry and 
properties, reservoir properties and natural fractures properties from the AHM workflow.  
In Chapter 4, we demonstrated the application AHM workflow to a real shale gas 
well. Firstly, the comparison between local grid refinement (LGR) and EDFM was 
performed and confirmed the accuracy and efficiency of using EDFM to model fractures 
non-intrusively in the AHM workflow. Then, the step of parameter identification and 
screening was performed to determine the uncertain value ranges and to optimize number 
of uncertain parameters to be later used during history matching step. After that, we used 
proxy-based MCMC algorithm with k-nearest neighbors as proxy model to perform AHM 
automatically, and we then obtained the posterior distribution of uncertain parameters. 
Lastly, we presented probabilistic production forecast by using multiple matched models 
in order to account for the non-uniqueness of history matching. 
Next, in Chapter 5, we applied the AHM workflow to another real shale gas well. 
The effects of pressure-dependent permeability and gas desorption were included into shale 
 206 
gas reservoir modeling. Then, we investigated the performance of different proxy models 
in proxy-based MCMC algorithm including neural network and k-nearest neighbors. We 
found that neural network performed better in terms of accuracy and requires less number 
of simulations than k-nearest neighbors in order to achieve the same number of history 
matching solutions. However, k-nearest neighbors have benefits of requiring a lower 
running time by a half of one in neural networks. Therefore, which proxy model to be used 
depends on the limitation of each project either number of simulations or elapsed running 
time is more important aspect.  
Then, we investigated on a more realistic concept of modeling hydraulic fractures. 
We compared the cases with and without enhanced permeability area (EPA) around main 
hydraulic fractures. By performing AHM with neural network-MCMC algorithm, we 
found that the existence of EPA would affect the history matching solutions. The posterior 
distributions of fracture geometries and properties and matrix permeability shifted to the 
lower values. These changes in history-matched solutions have an impact on probabilistic 
production forecast. In this case study, we observed that the case with EPA has the lower 
gas estimated ultimate recovery (EUR) around 25-30% compared with the case without 
EPA. This means if we simplified the simulated rock volume created during hydraulic 
fracturing by modeling only hydraulic fractures, this could over-estimate fracture geometry 
and gas EUR prediction. 
Lastly, in Chapter 6, we continued applying the AHM workflow to a shale gas well 
to investigate the impact of natural fractures existence. The effects of gas desorption and 
pressure-dependent permeability were also included in shale gas reservoir modeling. Then, 
we performed two cases with and without natural fractures as uncertain parameters 
adopting neural network-MCMC algorithm. Similarly, we examined the effects of natural 
fractures on the history matching solutions and production forecast. In this case, we found 
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that the case with natural fractures has posterior distributions significantly lower in fracture 
height, lower in fracture conductivities and higher in fracture water saturation than the case 
without natural fractures. Also, we observed less curvature on relative permeability curves 
of krg and krw. All changes due to natural fractures existence are to compensate more flow 
contributed by natural fractures and changes in other uncertain parameters. For production 
forecast, in this case, we found that the case with natural fractures has lower gas EUR 
around 10% compared with the case without natural fractures due to lower fracture height. 
With this effect on production forecast, this means a decision to include natural fractures 
modeling in the actual system of natural fractures and hydraulic fractures will depend on 
the natural fractures and reservoir properties whether they have a significant effect on 
history matching solutions and production forecast or not. However, these effects can only 
be quantified after we included natural fractures as uncertain parameters in AHM. 
One of benefits of this study is that we can characterize fracture geometries and 
properties, reservoir properties and natural fracture uncertainties in a probabilistic manner 
from the production data which is always available at no additional cost. These information 
from history matching can be used to calibrate fracture propagation model to optimize any 
future hydraulic fracturing design, infill well placement decision. Lastly, we can forecast 
production in a probabilistic way to capture subsurface uncertainties and the non-
uniqueness of history matching problem. 
 
7.2 RECOMMENDATIONS FOR FUTURE WORK 
Proxy-based MCMC Algorithm and AHM Workflow Codes 
 In this study, we used only one long MCMC chain during proxy-based MCMC 
algorithm. The effect of using multiple short MCMC chains has not been studied. 
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Therefore, the investigation of using multiple short MCMC chains vs. one long MCMC 
chain could determine whether there is any significant difference or not and which 
options gives a better efficiency of proxy-based MCMC algorithm. 
 The current study handled the convergence of MCMC by using a high number of 
MCMC chain. However, the further development of evaluating MCMC chain 
convergence specifically for each case rather than one constant number of MCMC steps 
could improve the efficiency of the algorithm. 
 The number of initial points in the first iteration in this study is based on experience 
and empirical method, which is five times the number of uncertain parameters. 
However, the study on varying number of initial points could help determine the 
optimum number of initial points and could improve the efficiency and accuracy of the 
proxy-based MCMC algorithm 
 The current study only adopted Metropolis-Hasting (MH) MCMC, which is a random 
walk with probability. Future work could evaluate the performance comparison 
between MH MCMC and other types of MCMC such as Gibbs and Hamiltonian 
MCMC in terms of the number of history matching solutions found and computational 
efforts.  
 In chapter 5, we compared the performance of neural network vs. k-nearest neighbors 
and found that neural network provides a lot more accuracy in terms of number of 
history matching solutions found but with higher elapsed time. Therefore, to speed up 
neural network related calculation, the study to find alternative ways of training neural 
network could be beneficial to the history matching algorithm in order to achieve 
approximately the same accuracy with less computational time. Also, the architecture 
of neural network we used in this study is fully connected neural network and has one 
hidden layer of 10 neurons. While many literatures recommend focusing on the quality 
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of training data rather than finding the optimized neuron network architecture, another 
study on different architecture of neural network such as partially connected structure, 
number of hidden layers and number of hidden neurons can be performed whether they 
help optimize the history matching algorithm or not. 
 The current AHM workflow codes now only linked to one commercial simulator, 
which is CMG such as CMG-GEM and CMG-IMEX. Extending the scope of AHM 
workflow codes to other commercial reservoir simulators such as ECLIPSE or UT in-
house simulators could make this AHM tool to be more powerful.  
 All of AHM workflow codes are currently written in MATLAB and Excel VBA. 
Translating the codes into more efficient and robust programming language such as 
Python or C++ could improve the running time of AHM workflow codes. Moreover, 
for the current usage of AHM workflow, users must learn and understand the source 
codes before they can perform AHM workflow. Therefore, the development of graphic 
user interface of AHM workflow can help increase the accessibility of this workflow 
to general users. 
Fractures Modeling 
 The current study modeled hydraulic fractures either by planar fractures or planar 
fractures with enhanced permeability representing simulated rock volume (SRV). The 
comparison study of other SRV modeling techniques such as DFN model around main 
hydraulic fractures with the current methods could be useful to determine whether there 
is any necessity to model fractures with more complicated concept or not and may 
provide more realistic fracture flow behavior. 
 The study to integrate the current AHM workflow with fractures output from fractures 
propagation model can provide more realistic and complex fractures geometry. In 
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addition, more constraints for history matching from other diagnostic tools and analysis 
such as microseismics, fiber optic distributed acoustic sensing (DAS)/distributed 
temperature sensing (DTS) data and Diagnostic Fracture Injection Test (DFIT) analysis 
can help narrowing down the parameter uncertainty ranges during AHM workflow. 
Applications of AHM Workflow 
 All current studies were the single well model. The study of multi-well history 
matching can be useful to characterize the multi-well performance in more holistic 
view and to account for their interaction and inference between wells. 
 In the current study, the geological and petrophysical inputs were not available to 
provide a static model that represents heterogeneity of shale reservoirs, only 
homogeneous model was assumed to perform AHM. Therefore, the study to integrate 
the AHM workflow with multi-disciplinary inputs to obtain realistic static model 
accounting for shale heterogeneity can extend and illustrate the benefits of AHM 
workflow in a more comprehensive point of view. 
 Another interesting study is to investigate the effect of different days of historical 
production data to the history matching solutions, posterior distribution of uncertain 
parameters and production forecast. The findings from the study may help determine 
the results validity of history matching and what concerns to be aware of when using 
history-matching results at different stages of well life.  
 Another useful application of AHM workflow is to investigate the wells with the same 
completion and fracturing design but having different production performances. By 
performing history matching, we may find the cause of the discrepancy and solve the 
poor performance in low production wells. 
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Glossary 
ACRONYMS 
 
AHM = Assisted history matching 
BHP = Bottomhole pressure 
DAS = Distributed acoustic sensing 
DFIT = Diagnostic fracture injection test 
DFM = Discrete fracture model 
DPDK = Dual porosity, dual permeability model 
DTS = Distributed temperature sensing 
ECDF = Empirical cumulative distribution function 
EDFM = Embedded discrete fracture model 
EPA = Enhanced permeability area 
EnKF = Ensemble Kalman Filter 
EnS =  Ensemble smoother 
EUR = Estimated ultimate recovery 
FCD = Dimensionless fracture conductivity 
HF = Hydraulic fractures 
HM = History matching 
ILU = Incomplete lower triangular upper triangular factorization 
KNN = K-Nearest Neighbors 
LGR = Local grid refinement 
LHS = Latin hypercube sampling 
LS-LR-DK = Logarithmically spaced, locally refined, dual permeability grid 
MCMC = Markov-chain Monte Carlo 
MH = Metropolis-Hasting 
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NF = Natural fractures 
NN = Neural network 
NNCs = Non-neighboring connections 
PDF = Probability density function 
PI = Productivity Index 
RTA = Rate transient analysis 
SRV = Simulated rock volume 
WGR = Water gas ratio 
WHP = Wellhead pressure 
 
NOMENCLATURE 
A = Area 
 = Contact area between the NNC pair 
𝐵௙ = Formation volume factor of phase f 
 = Distance between the NNC pair 
g = Gravitational acceleration  
sH  = Fracture-segment height 
K = Number of K nearest points 
k = Pressure-dependent permeability 
 = Fracture permeability 
𝑘௜ = Permeability at initial reservoir pressure 
 = Permeability associated with the connection 
𝑘௥௙ = Relative permeability of phase f 
NNCA
NNCd
fk
NNCk
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𝑘௦ = Permeability 
 = Fracture-segment length 
m = Number of response parameters 
n = Number of data points 
 = Difference between the minimum and the maximum value of response parameter j 
𝑃௖௚௢ = Capillary pressure between gas and oil 
𝑃௖௢௪ = Capillary pressure between oil and water 
𝑃௙ = Pressure of phase f 
 p x    = Posterior distribution of the uncertain parameters given the measured production history 
qfsc =  Flow rate of phase f at standard condition 
er  = Effective radius 
wr  = Wellbore radius 
𝑠௙ = Saturation of phase f 
se gS  = Area of the fracture segment perpendicular to the fracture aperture 
NNCT  = NNC transmissibility factor 
𝑣௕ = Bulk volume 
bV  = Bulk volume of fracture cell 
?⃑?௙ = Velocity vector of phase f 
fw  = Fracture width 
 = Weight of data points i of response parameter j 
fW I  = Well index 
Xf = Fracture half-length 
L
jNF
ijw
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 = Value from model at index i of response parameter j 
 = Historical data at index i of response parameter j 
 = Estimated response parameters of unmeasured points 
 = Response of measured points 
 = Acceptance probability ratio 
𝛾 = Permeability modulus 
P  = Potential difference 
 = Walking distance 
 = Global error of current-step uncertain parameters 
 = Global error of proposed uncertain parameters 
 = Uncertain parameter realization at the current step 
*  = Proposed uncertain parameters realization 
 = A vector of independent uncertain parameters 
 = A vector of the nearest k measured points 
  = Box-Cox plot lambda 
l  = Relative mobility of phase l 
 = Weight function between   and  
𝜇௙ = Viscosity of phase f 
𝜌௙ = Density of phase f 
𝛷 = Potential equal to 𝑃௙ - 𝜌௙𝑔 
∅ = Porosity 
,modelijx
,historyijx
0ˆ( )z 

( )iz 

*

2
*2

0

i

0i 0

i

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f  = Effective porosity of fracture cell 
𝛻𝑃 = Gradient of pressure 
 
SUBSCRIPTS 
f = Phase f 
f, frac = Fracture 
g = Gas 
i = Index of data points 
j = Index of response parameters 
m = Matrix 
NNC = Non-neighboring connection 
o = Oil 
sc = Standard condition 
srv = Simulated rock volume 
w = Water 
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