We extend a recently formulated coherence spectroscopy of dissipative media ͓J. Chem. Phys. 122, 084502 ͑2005͔͒ from the stationary excitation limit to the time domain. Our results are based on analytical and numerical solutions of the quantum Liouville equation within the Bloch framework. It is shown that the short pulse introduces a new, controllable time scale that allows better insight into the relation between the coherence signal and the phase properties of the material system. We point to the relation between the time-domain coherence spectroscopy and the method of interferometric two-photon photoemission spectroscopy, and propose a variant of the latter method, where the two time-delayed excitation pathways are distinguishable, rather than identical. In particular, we show that distinguishability of the two excitation pathways introduces the new possibility of disentangling decoherence from population relaxation.
I. INTRODUCTION
Coherent control of material properties has been the topic of intensive experimental and theoretical research for two decades, with applications ranging from atomic physics through chemical dynamics to biological systems and solid state devices. [1] [2] [3] [4] In recent years the related topic of coherence spectroscopies has been attracting increasing interest. [5] [6] [7] [8] [9] [10] [11] Underlying this concept is the anticipation that a spectroscopy that exploits the phase properties of light would provide new insights into material properties, beyond what is available from conventional spectroscopies, which utilize only the energy resolution of lasers. Particularly inviting is the possibility of extracting information with regard to the phase properties of matter. Of relevance in this context, and closely related to the subject of the present study, is the approach of Refs. 5-8, where the technology developed for energy-domain two-pathway excitation coherent control 2 is utilized to explore molecular continua. Here the system is simultaneously excited from a bound state into a continuum state via two coherent pathways, ␣ and ␤. The probability of observing products in a specific channel is then ͉A ␣ ͉ 2 + ͉A ␤ ͉ 2 +2͉A ␣ ͉͉A ␤ ͉cos͑ + ␦͒, where A , = ␣ , ␤, are the amplitudes for observing the product in question via the two independent pathways, is the relative phase of the laser fields, and ␦ f ͑often termed the channel phase or the molecular phase͒ is a material property, whose structure and information content are discussed in Refs. 5 and 6. A common example of twopathway excitation utilizes two multiphoton routes of common total energy nប ͑n͒ = mប ͑m͒ , with ͑n͒ / ͑m͒ = m / n. 12 In that event ␦ f conveys interesting information regarding both the properties of the continuum at the final level of excitation and those of resonances at intermediate levels of excitation. Developed and originally utilized in the limit of isolated molecules, the approach of Refs. 5-7 was recently extended to dissipative media within a density matrix formalism. 13 It was shown that the channel phase contains significantly richer information in the presence of dissipative mechanisms than in their absence, both with regards to the molecular continua and with regards to decay and decoherence pathways.
In the present work we generalize the formulation of Ref. 13 , where attention has been restricted to the case of stationary ͑continuous wave͒ excitation conditions, to the time domain first by considering the effects of a finite laser pulse width and next by exploring the effect of a finite time delay between the pulses. The latter signal reduces in the case of identical excitation pathways to the method of twophoton interferometry that has been extensively studied in the literature of solids and surfaces.
14 A comparative study of the standard interferometric signal with that of the present scheme provides interesting insight into the mechanism of interferometric techniques and exposes the origin of new information that may be gained with distinct pathways.
In the next section we develop the equations of motion underlying the signals and formulate an analytical limit within perturbation theory. Section III focuses on the timedependent dynamics following pulsed excitation. In Sec. IV we conclude with an outlook to future research.
II. MODEL HAMILTONIAN AND EQUATIONS OF MOTION
The complete Hamiltonian H is the sum of the system Hamiltonian H s and the interaction Hamiltonian H int , where the system Hamiltonian,
consists of three sets of noninteracting manifolds: an initial ͕͉i͖͘, an intermediate ͑resonance͒ ͕͉r͖͘, and a final ͕͉f͖͘ mani- 
͑2͒
where ab = ͗a͉͉b͘ and a , b = i , r , f are the respective electronic matrix elements of the dipole operator. The twocomponent electric field in Eq. ͑2͒ is given as
where ͑j͒ ͑t͒ = ͱ 4 ln 2 ͑j͒ 2 0
͑j͒ is the central frequency, ͑j͒ is the duration, and t 0 ͑j͒ is the temporal center of the j-photon field.
In Eq. ͑4͒, we have chosen a simple example of two phaserelated, equal energy excitation pathways, where E ͑1͒ is the fundamental and E ͑2͒ is the second harmonic of a common laser source. ͓Both the one-and the two-photon processes in Eq. ͑2͒ are symmetry allowed, as we consider angle resolved observables.͔ If the system interacts with an environment that introduces relaxation and dephasing into its dynamical processes, one needs to employ a density matrix formalism to describe the system-bath interactions. The optical Bloch model provides for a simple yet popular description of system-bath interactions that is useful for the present application since its validity improves as the bath time scales decrease with respect to the system time scales. The time evolution of the density matrix elements is determined by solution of the quantum Liouville equation which, with the introduction of phenomenological relaxation parameters from an optical Bloch model, assumes the form
In Eq. ͑5͒
⌫ pd is the pure dephasing rate and ⌫ aa is the relaxation rate of level a. The set of coupled differential equations ͑5͒ can be solved numerically for the time-dependent populations and coherences involving the various states of the system. As the photoemission intensity is proportional to the population in the final states, namely, f f , solution of the Liouville equation yields directly the qualitative features of the time-dependent signal. Equation ͑5͒ generates nine coupled differential equations of which three describe the evolution of the populations and six describe the evolution of the coherences. Since the six elements describing the coherences are complex conjugate pairs, the dynamics is fully contained in six coupled differential equations, namely,
A. Perturbative analysis of the photoemission signal:
Pathways in Liouville space
Time propagation of Eqs. ͑7͒-͑12͒ provides a numerically exact solution to the quantum Liouville equation ͑5͒ from which all observables of interest can be determined. The numerical approach has the advantage of allowing account of arbitrary field strengths as well as arbitrary temporal envelopes for the electric fields. It is useful, however, to complement the numerical solution with an analytical theory that would provide physical insight for the cost of certain approximations. In particular, the perturbative approach of Liouville space pathways, outlined in this section, enables one to obtain analytical expressions for the two limiting cases of stationary fields and extremely short pulses, which will prove useful in what follows.
We proceed by expanding the density operator to order n in the interaction Hamiltonian as
where the superoperators for propagation G and interaction V are given respectively as
and A is an arbitrary operator. The population in a given final state ͉f͘ can thus be expressed to the nth order in H int as
where Tr denotes a quantum mechanical trace. We invoke the rotating wave approximation by discarding all highly offresonant terms, and retain only the lowest order of perturbation in the external field that leads to population in any final state. For the one-photon transition, this is the second order term due to E ͑1͒ ͑t͒. Denoting this one-photon photoemission process as P f ͑1͒ ͓2͔, we have
One needs at least four interactions with the field E ͑2͒ ͑t͒ in order to populate the final mainfold via the intermediate manifold. This corresponds to the familiar two-photon photoemission ͑2PPE͒ process [15] [16] [17] that can be expressed as
The lowest order interference term is of order 3, arising from one interaction with the one-photon component of the field, E ͑1͒ ͑t͒, and two interactions with the two-photon component,
In Eq. ͑20͒ the superscripts specifying the field components are omitted, since either component can appear in the time ordered interactions in any of the three places. This leads to three distinct contributions and, taking into account their respective complex conjugates, results in six pathways in Liouville space. A schematic illustration of the three nonequivalent Liouville space couplings along with a diagrammatic representation of the associated processes are displayed in Fig. 1 . The photoemission signal thus consists of three contributions, corresponding to ͑i͒ direct excitation from the initial to the final state ͑P f ͑1͒ ͓2͔͒, ͑ii͒ resonant excitation that proceeds via the intermediate state ͑P f ͑2͒ ͓4͔͒, and ͑iii͒ the interference between the direct and resonant pathways ͑P f ͑3͒ ͓3͔͒.
We note that only the interference term depends on the relative phase of the two laser pulses, .
As is varied, the population in the final states, and hence the signal, undergo sinusoidal modulation, due to the presence of P f ͑3͒ ͓3͔ and higher order interference terms. The first maximum of the modulation curve is shifted from the origin by a system-dependent phase, denoted ␦ f in the previous literature, which arises from the interference among the continuum and/or quasibound wave functions accessed in the transitions and vanishes for certain classes of continua.
Within the present formulation, ␦ f can be interpreted in terms of interferences between pathways in Liouville space. Whereas the laser phase is the main control tool of the two-pathway method, the material phase ␦ f is the analytical tool of coherence spectroscopy within this approach. In particular, in dissipative media, it is sensitive to the various relaxation time scales of the system.
III. PULSED LASER EXCITATION
The parametric behavior of the channel phase for a three-level system has been systematically explored previously for stationary electric fields ͑or, what is tantamount to it under common experimental conditions, for laser pulses with long pulse duration as compared to system time scales͒. 13 Here the model calculations seek to uncover the properties of the channel phase over a wide range of pulse widths when the exciting laser pulses arrive coincidentally ͑Sec. III A͒, and the characteristics of the interferometric signal when the two phase-locked pulses are time delayed with respect to each other ͑Sec. III B͒.
A. Coincident pulses
We first consider the simplest case scenario, where the pulses overlap in time, t 0 ͑1͒ = t 0 ͑2͒ , and are equal in duration, ͑1͒ = ͑2͒ . In the limit of ultrashort pulses ͑short with respect to all time scales of the system͒, a valid approximation is that of delta function pulses. In this limit the electric field in the perturbative expansion of Eq. ͑13͒ takes the form 18 E͑t͒ ϵ E͑t͒␦͑t − T k ͒, ͑21͒
where k =1,2,3, ... ,n represents the time ordering of the interactions, i.e., the interactions with the pulsed electric fields occur at times
For the one-photon photoemission case, since both interactions are with the same pulsed field E ͑1͒ , one obtains, after summation over the two pathways of Eq. ͑18͒,
where t 0 = t 0 ͑1͒ = t 0 ͑2͒ indicates the instant when the system interacts with the field. As is evident from Eq. ͑22͒, the onephoton photoemission term decays exponentially due to the finite lifetime of the final state. In the infinitely short pulse limit, the different time orderings of interactions with the electric field collapse to a single instant, because they need to take place simultaneously. Since the system has no time to evolve within the infinitesimal span of time offered by the delta pulse, the six Liouville space pathways describing the two-photon process are equivalent and Eq. ͑19͒ yields
͑23͒
For the interference process between the two laser pulses, all three pathways depicted in Fig. 1 and their complex conjugates can contribute provided that the pulses are coincidental. In this case one obtains from Eq. ͑20͒
where is the relative phase of the two laser fields introduced in Secs. I and II = ͑1͒ −2 ͑2͒ . Equation ͑24͒ illustrates that in the limit of ultrashort pulses the two-pathway method loses its value in coherence spectroscopy; ␦ f is fixed at / 2 irrespective of the system parameters. From the physical perspective, when the excitation is much shorter than the system time scales, the channel phase carries no imprint of the system dynamics since the interaction time does not suffice to observe dynamical processes. Figure 2 illustrates the numerical solution for the signal versus the phase , as obtained through time propagation of the equations of motion of the density matrix elements, Eqs. ͑7͒-͑12͒. As the pulse width is increased, the intensity of the signal in Fig. 2 decreases, in accordance with Eq. ͑4͒. For short pulses the numerical solution is consistent with the analytical model; the signal undergoes a sinusoidal modulation with a phase shift ␦ f Ϸ / 2. As the pulse duration increases, ␦ f deviates from the limit of Eq. ͑24͒, thus becoming informative ͑␦ f Ͻ /2͒. As long as the pulse width is short with respect, or comparable, to the pure dephasing time ͑ ͑j͒ ഛ⌫ pd −1 ͒, dephasing plays a minor role and the signal carries the same information as in the isolated molecule limit ͓compare solid and dashed curves in Fig. 2͑a͔͒ . As the pulse width exceeds the pure dephasing time, Fig. 2͑b͒ , pure dephasing becomes noticeable and may enhance the signal. This situation arises for off-resonance excitation ͓ប⍀ ir ϵ͑ r − i ͒ − ប ͑2͒ = 0.05 eV in Fig. 2͔ , since pure dephasing broadens the levels involved in the transition and hence lends intensity to nonresonance processes. Figure 3 complements this picture by examining the channel phase as a function of the incident photon energy. Figure 3͑b͒ studies the role played by pure dephasing, whereas Fig. 3͑a͒ , corresponding to the isolated molecule limit, is provided as a reference. In the impulse limit ͑Fig. 3, dotted curves͒ we have ␦ f pinned at /2, as Eq. ͑24͒ predicts. As the pulse width increases, the channel phase becomes sensitive to variation in the photon energy. In the isolated molecule case ͓Fig. 3͑a͔͒ it is determined by the relative magnitudes of the pulse width and the system time scales, which, in the case of Fig. 3͑a͒ , is only the intermediate state lifetime, ⌫ rr −1 = 40 fs. For ͑j͒ Ӷ⌫ rr −1 , ␦ f is insensitive to the lifetime and its shape evolves with the pulse width from a constant through a double inflection curve to a sigmoidal curve, converging to the cw result as ͑j͒ exceeds ⌫ rr −1 .
In this limit ␦ f is, up to a constant, the Breit-Wigner phase of the resonance ͑in the absence of dissipation͒, depending only on ⌫ rr . The physical interpretation of Fig. 3 is thus simple; the pulse duration has to exceed the system time scales in order to measure these time scales. More interesting is the evolution of the channel phase with increasing pulse width in the presence of pure dephasing, Fig. 3͑b͒ . As in the ⌫ pd =0 case, when the pulse duration increases from the impulse limit, ␦ f gets unpinned as a function of the photon energy, becoming sensitive to the system properties as the interaction time becomes comparable to the system time scales. For ⌫ pd 0, however, the increasing pulse width also allows pure dephasing processes to set in during the interaction time, as ͑j͒ becomes comparable to and exceeds ⌫ pd −1 . Consequently, ␦ f becomes much more gradual due to the additional scattering process that pure dephasing entails and is less sensitive to the photon energy. Figure 3 focuses on the case where the final state investigated is on resonance, ͑ f − i ͒ =2͑ r − i ͒. Previous work in the stationary ͑cw͒ limit 13 showed that the channel phase provides better insight into the dissipative dynamics for red or blue detuning from resonance, ͑ f − i ͒ =2͑ r − i ͒ ± ⌬, and illustrated also the information content of plots of ␦ f ͑ f ͒ as a function of the final state energy. In particular, offresonance excitation reveals an interesting feature in the phase spectrum, that is, a condensed phase phenomenon with no analog in isolated molecules. Pure dephasing redistributes the intensity of the scattered photoelectrons, giving rise to a new feature in the emission spectrum, centered about the intermediate state energy. Mathematically, this feature can be shown to arise from interference between sequential and coherent pathways in Liouville space. 13 From a physical perspective, it can be understood by analogy to the emergence of spontaneous light emission from the interplay between Raman and fluorescence processes in optics. 18 In the phase spectrum, this phenomenon is exhibited as a distortion of the sigmoidal structure into a hairpin bend, where the bending edge is related to the location of the intermediate state peak of the photoelectron emission spectrum. Figure 4 complements the discussion surrounding Fig. 3 and extends the conclusions of Ref. 13 to the time domain. As expected, in the ultrashort pulse limit ͑Fig. 4, dotted curve͒, ␦ f is constant in the photon energy. As ͑j͒ becomes comparable to the system time scales, the "observation" time becomes sufficient to record the decay and decoherence rates and the characteristic hairpin structure is gradually formed. With further increase of ͑j͒ , the hairpin structure eventually stabilizes as seen in the cw limit. 13 As pointed out above, pure dephasing processes introduce the dependence of the channel phase on the final state energies. It is thus interesting to examine the dependence of ␦ f on the detuning of ប ͑2͒ from resonance with the ͉r͘ to ͉f͘ transition, ⍀ rf = ͑͑ f − r ͒ / ប͒ − ͑2͒ . This function is plotted in Fig. 5 for ប ͑2͒ on resonance ͓panel ͑a͔͒ and red detuned from resonance ͓panel ͑b͔͒ with the ͉i͘ → ͉r͘ transition ͑ r − i = 1.425 eV͒. In both cases, Figs. 5͑a͒ and 5͑b͒, one observes the temporal shaping of the channel phase, as the increasing pulse width allows for the intermediate state lifetime and pure dephasing time scales to emerge from the interference of distinct Liouville space pathways. When ͑j͒ exceeds the system time scales, ␦ f converges to the cw limit ͑compare the dot-dashed and solid curves͒. 
B. Signal interferometry
Interferometric signals, produced by excitation of a system with two phase-locked pulses that are time-shifted with respect to one another, have been successfully utilized to probe decoherence processes in various systems, including holes, 19 surface states, 20 and chemisorbed states. 21 The similarity to the two-pathway approach detailed in the previous sections is evident: the variable time delay between the two pulses translates into a controllable phase difference between the two coherent excitation routes that plays an analogous role to , although it is not independent of the system properties.
As applied so far, the interferometric method uses pulses of identical photon energies ͑in practice, the output of a single laser source is split into two components that are subsequently time delayed with respect to one another 20, 21 ͒. The purpose of this subsection is to briefly propose that new insights can be derived with a similar method to that of Refs. 19-21, where, however, the two equal energy excitation routes correspond to different frequencies, e.g., ͑1͒ =2 ͑2͒ . To that end we modify the scheme of the previous sections by introducing a variable time delay between the two pulses. With this modification, assuming that the two pulses do not overlap appreciably, pathway B of Fig. 1 and its complex conjugate disappear, since simultaneous interactions with both electric fields are needed at any given time to complete these pathways. Also, depending on which pulse field arrives first, only one of the pathways, A or C, of Fig. 1 , and its complex conjugate, will be available and contribute to the interference process. The first pulse creates a coherence ͉i͗͘f͉ and the second, time-delayed pulse probes how much of this coherence has survived the pure dephasing process. Pathway C of Fig. 1 corresponds to a process where the pulse of the electric field E ͑1͒ arrives first at a time T 1 and is followed by the pulse of electric field E ͑2͒ at a time T 2 . The expression for the interference term that is given by Eq. ͑20͒, in the delta pulse limit becomes
where t Ͼ T 2 Ͼ T 1 and
. Pathway A of Fig. 1 describes the case where the electric field E ͑2͒ arrives first, at time T 1 , and is followed by E ͑1͒ at time T 2 . In this case the expression for P f ͑3͒ ͓3͔ ͓Eq. ͑20͔͒ reduces, in the delta pulse limit, to
Thus, by reversing the time order of the pulses, a sign change occurs within the argument of the sine function. It is worth reemphasizing that the two pulses interfere ͑although they are separated by a finite time delay͒ as a consequence of their being phase locked. In a phase-averaged variation of this experiment the interference term P f ͑3͒ ͓3͔ vanishes. As Eq. ͑26͒ shows, the interference term decays as a function of the time delay, and its rate of decay is determined by the decoherence rate between the initial and final states. Thus, irrespective of the order of the pulses, the interference term decays at the pure dephasing rate and is independent of the intermediate state decay rate ͑the initial and final states have been assumed to be sufficiently long lived͒.
The analytical result of Eqs. ͑25͒ and ͑26͒ is derived in the ␦-pulse approximation, but its conclusions hold equally in the finite pulse case. This is illustrated through numerical calculations in Fig. 6͑a͒ , where the pulses are of equal duration of 4 fs ͓full width at half maximum ͑FWHM͔͒. The pulse is centered at t = 0 and the center of the ͑2͒ pulse is varied from negative to positive time delays. In the absence of pure dephasing, the interference signal does not decay, whereas for finite ⌫ pd , the oscillation's amplitude decays with time, providing a direct measure of the pure dephasing rate. In contrast, in the case of two pulses of equal frequency, ͑1͒ = ͑2͒ , the Liouville space pathways for the interference term depend on both the pure dephasing rate and the lifetime of the intermediate state. Consequently, the pure dephasing and the intermediate state decay rates are entangled, both affecting the decay of the oscillation amplitude in a similar fashion. The ensuing interference signal is illustrated in Fig.  6͑b͒ . Also, for the case of two pulses of identical frequencies ͑nonoverlapping in time͒, only two of the six Liouville space pathways for the interference terms yield a nonzero laser phase, and consequently, the interference terms survive phase averaging. Hence, the interferometric signal obtained via a two-pathway excitation, as proposed here, is sensitive to phase averaging ͑it disappears in a phase-averaged signal͒ in contrast to the case of two pulses of identical frequencies. Finally, we remark that the decay of the signal in Fig. 6 is determined by the system time scales, since the laser pulse width is chosen to be much shorter than the latter time scales. If this condition does not hold, one needs to take into account the effect of the finite pulse width while extracting the dephasing and intermediate state lifetimes from interferometric signals. 16 The case of short or comparable pulse duration vis-a-vis system time scales is considered in Fig. 7 , where it is seen that the decay of the interferometric signal is sensitive to the pulse duration.
IV. CONCLUSIONS
Our goal in the work described in the previous sections has been to extend a recently formulated coherence spectroscopy of dissipative dynamics from the stationary excitation limit to the time domain. To that end we employed a generic three-manifold Hamiltonian, wherein dipole transitions between the manifolds are induced by two distinct phaselocked laser pulses of equal center energy. The Liouville equation was solved within the Bloch method both analytically, using perturbation theory, and numerically.
The short pulse introduces a new, controllable time scale into the dynamics that allows better understanding of the relation between the coherence signal and the phase properties of the material system. In the case of overlapping oneand two-photon pulses ͓with ប ͑1͒ =2ប ͑2͒ ͔ of variable duration, the ␦ f ͑ ; f ͒ versus = ͑2͒ and ␦ f ͑ f ; ͒ versus f spectra provide complementary probes of both the system continua and its interaction with the dissipative bath provided that the pulse duration is comparable, or long with respect, to the time scales probed. The case of isolated molecules is particularly simple. In the sudden excitation limit, where the pulse is much shorter than the system time scales, ␦ f ͑͒ is pinned at / 2. As the ratio of the interaction time to the natural time scales increases, the structure of ␦ f ͑͒ develops; when this ratio far exceeds unity, the spectrum converges to the cw limit. In the presence of a dissipative environment, where ␦ f becomes f dependent, the variable pulse duration introduces the possibility of tuning the effects of pure dephasing, these becoming noticeable when the pulse duration exceeds the dephasing time constant, ͑j͒ Ͼ⌫ pd −1 . More interesting is the case of time-delayed pulses, where the present approach is akin to the familiar method of two-photon interferometry, 14 already successfully utilized to probe a variety of dephasing mechanisms, but differs in its use of two distinct excitation pathways. Our results suggest that the distinguishability of the two optical pathways provides potentially new information that are not available from the conventional two-photon interference method. In particular, we find that the combination of the two-pathway excitation method and the time-domain interferometry method could be used to disentangle relaxation from pure dephasing and determine the rates of both processes. 
