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1. INTRODUCTION 
The ultimate goal of nuclear physics is to obtain a com­
plete understanding of the structure of nuclei. Since nuclei 
are in general many-nucleon systems for which a complete math­
ematical description is as yet neither possible nor practical, 
nuclear structure physicists have contented themselves with 
developing models which are both mathematically simple and 
physically significant in the sense that they are capable of 
describing nuclear observables. The most successful of such 
models take as their starting point the single-particle shell 
model in which it is assumed that each nucléon moves in an 
average potential created by the other nucléons of the nu­
clear system. To be sure there are theoretical difficulties 
inherent in the assumption that the strong internucleon 
forces could average out in such a simple manner. This is 
precisely the reason that this simple model, proposed as 
early as 1930 (1) in direct analogy with the single-particle 
model proven to be useful in atomic physics, was not fully 
appreciated until 1949 when Mayer (2) and Haxel, Jensen and 
Suess (3) independently demonstrated the effectiveness of 
the single-particle shell model in describing, predicting 
and cataloging nuclear data. Although a complete theoretical 
justification for such a simple average nucléon interaction 
is still pending, the usefulness of the technique remains 
and has led nuclear structure physicists to continue to 
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develop useful modifications and extensions. 
Outside of the hierarchy of models built upon the sim­
ple phenomenological models possessing the descriptive titles 
rigid rotor and spherical vibrator, the most promising de­
velopments lie in attempts to take into account within the 
framework of the shell model the many-particle character­
istics of nuclei. This may be accomplished by treating a 
nucleus as a system of Fermions moving in a common potential. 
For example, the three-dimensional isotropic harmonic oscil­
lator potential has long been known to serve as a mathematically 
convenient choice. In fact, as early as 1940 Jauch and Hill 
(4) pointed out the invariance of the corresponding particle 
Hamiltonian to unitary transformations in three dimensions, 
U(3), or equivalently to unitary unimodular transformations 
in three dimensions, SU(3). It remained however for Elliott 
(5, 1958) to exploit this invariance in firmly establishing 
the physical significance of the three-dimensional isotropic 
harmonic oscillator in many-particle shell model calculations. 
Some four years later SU(3) was also recognized as being of 
importance in the classification of elementary particles (6). 
Spurred on by these discoveries physicists have been led to 
devote considerable effort to the investigation of the uni­
tary group in n-dimensions, U(n) (7), the fundamental prop­
erties of which have been available for many years in the 
pioneering researches of Wayl (8) and Murnaghan (9). 
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The most complete comprehension of U(n) has been ob­
tained by establishing the connection between the abstract 
Weyl (8) basis vectors and the boson calculus familiar from 
the work of Schwinger (10) and Bargmann (11). This together 
with the adaptation by Nagel and Moshinsky (12) of the work 
of Gel'fand and Zetlin (13) has given a canonical setting to 
the state labeling problem for U(n). This labeling scheme 
involves the natural chain of subgroups U(n) ZD U(n-l) 3 ...ZD 
U(2) ID U(l). In each step of the chain the reduction 
U(m) 3 U(m-l) X U(l) must be considered. In particular, 
for U(3) one must consider the reduction U(3)3U(2) xU(l) 
or equivalently in terms of the unitary unxmodular groups, 
the reduction SU(3) 3 SU(2) x U(l). 
The canonical decomposition SU(3) ZD SU(2) x U(l) is 
particularly useful in elementary particle theory since the 
SU(2) and the U(l) refer respectively to the isotopic spin 
and hypercharge of a given SU(3) multiplet. For use in nu­
clear physics, however, it is essential to recognize that 
this SU(2) is not equivalent to the physical angular momentum 
subgroup R(3). The required reduction is SU(3) 3 R(3) and 
involves a well-known multiplicity problem since a given 
irreducible representation, IR, of R(3) may be contained 
more than once in a given IR of SU(3). One of Elliott's 
(5) main contributions was a resolution of this problem by 
a projection technique which introduced a quantum number K 
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that may be given the physical interpretation of being anal­
ogous to the projection of the total physical orbital angular 
momentum on an intrinsic axis of a nuclear many-body system. 
More recently, Bargmann and Moshinsky (14) have also resolved 
this problem by introducing an auxiliary operator related 
to the Casimir operators of SU(3) whose eigenvalue co may be 
given the physical interpretation of the projection of the 
mass quadrupole moment along the direction of the total orbital 
angular momentum also in the nuclear many-body system. In 
both solutions to the multiplicity problem the requisite 
quantum number introduced has simple selection rules but 
the states to which they refer are in general nonorthogonal. 
This is a result of the fact demonstrated by Racah (15) that 
it is impossible to define an auxiliary quantum number in the 
reduction SU(3) 3 R(3) which yields both simple selection 
rules and state orthogonality. 
Although the physically different requirements for ele­
mentary particle theory and for nuclear theory have led to 
the development of the properties of U(3) along seemingly 
different paths, whether one works in the SU(3) Z) SU(2) x U(l) 
scheme or in the SU(3) 3 R(3) scheme one is interested in 
such quantities as coupling coefficients and tensorial matrix 
elements. To avoid a duplication of effort it is therefore 
necessary to have an explicit expression for the transfor­
mation brackets between the two state labeling schemes. In 
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preparation for the derivation of such an expression. Section 
2 of this thesis is devoted to a review of the angular mo­
mentum projection techniques introduced by Elliott (5) and 
Section 3 is devoted to a review of the canonical state label­
ing scheme as adapted by Nagel and Moshinsky (12) from the 
work of Gel'fand and Zetlin (13). In Section 4 the connec­
tion between the two state labeling schemes is established 
and a complete reinterpretation and generalization of Elliott's 
work is given in terms of the canonical Gel'fand state label­
ing scheme. These results in turn are used to derive an ex­
plicit expression for the transformation brackets. In Sec­
tion 5 the transformation brackets are used to establish a 
basis for the development of a complete SU(3) 3 R(3) tensorial 
algebra. Such an algebra is necessary if the U(3) Z) R(3) 
states are to become as useful in nuclear physics, as, for 
example, R(3) angular momentum states have proven to be. 
Having established in Sections 4 and 5 the connection 
between the Elliott SU(3) Z) R(3) state labeling scheme and 
the canonical Gel'fand state labeling scheme, in Section 6 
it is shown that the results of Sections 2 through 5 are 
equally applicable to the consideration of nucléons moving 
in an average deformed nuclear potential. Such a situation 
is known to exist physically since many nuclei possess nonzero 
quadrupole moments, a measure of nuclear deformation. In 
fact, perhaps the most often used theoretical energy levels 
6 
are those of Nilsson (16) who gave a description of the mo­
tion of a single particle moving in an axially symmetric 
deformed potential created by a core of nucléons which it­
self is allowed to rotate adiabatically giving rise to ro­
tational bands built upon the single particle energy levels. 
Newton (17) generalized Nilsson's work to the case of a non-
axially symmetric deformed potential and Section 6 of this 
thesis may well serve as the mathematical basis for the 
generalization of Newton's work to deformed potential many-
particle states. In essence then the theory is a generali­
zation of the work of Nilsson and Newton to deformed poten­
tial many-particle states in much the same way as Elliott's 
work is a generalization of single-particle shell model to 
many-particle shell model states. 
In Section 7 the deformed potential many-particle states 
are expanded in terms of the nondeformed potential many-
particle states. The expansion is carried out in three 
steps. First, the deformed potential SU(3) Z) SU(2) x U(l) 
many-particle states are expanded in terms of the nondeformed 
SU(3) 13 SU(2) X U(l) many-particle states. Secondly, eigen-
states of the physical orbital angular momentum are obtained 
from the deformed potential SU(3)Z) SU(2) x U(l) many-particle 
states. And thirdly, eigenstates of the physical orbital angular 
momentum are obtained from the deformed potential SU(3) 3 R(3) 
many-particle states. Such expansions are basic to a study 
7 
of the extent to which the deformed potential many-particle 
states represent particle-hole structure found to be neces­
sary for an adequate description of nuclear energy levels in 
nondeformed potential many-particle theory (18). 
In Section 8 a theoretical description of the motion of 
nucléons coupled to that of a deformed core which itself is 
allowed to rotate adiabatically is presented. This is in 
preparation for Section 9 in which an actual calculation for 
18 
the A = 18 nuclear system is performed treating 0 as hav­
ing two nucléons moving in an axially symmetric deformed 
potential created by the A = 16 core of nucléons. 
Section 10 is reserved for an analysis of the theory 
developed and the calculations performed in this thesis. 
A projective resume of additional research possibilities 
is also included. 
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2. U(3) Z> R(3) BASIS 
In firmly establishing the importance of the three-
dimensional isotropic harmonic oscillator in nuclear many-
particle shell model calculations by exploiting the invar­
iance of the corresponding many-particle Hamiltonian to 
unitary transformations in three dimensions, Elliott (5) 
gave a prescription for performing the reduction of U(3) 
with respect to the rotation group in three dimensions, 
R(3), generated by the three components of the physical 
orbital angular momentum. This prescription serves as a 
basic tool for many developments in this thesis. To be 
sure, modifications and generalizations will be presented 
but the fundamental importance of Elliott's work remains 
and this section will be devoted to a review of both the 
basic concepts introduced by Elliott and the usefulness of 
the techniques as demonstrated in the literature. No at­
tempt will be made at completeness nor will the notation 
introduced by Elliott be strictly adhered to; rather, the 
material will be presented in a form appropriate for the 
reinterpretations and generalizations to be given in 
Section 4.1. 
2.1. Infinitesimal generators 
If n denotes the total number of particles moving in 
an m-dimensional isotropic harmonic oscillator potential 
9 
and a and p are cartesian tensor indices then the infinites­
imal generators of U(m) may be written as 
t 
where the and are oscillator creation and annihila­
tion operators satisfying the commutation relations 
= 'ar 
[A= ,R^ ] = [A®,A^] = 0, li{^]<tn,l<{®}<n (2.2) 
S t 
with equal to one if a = P and s = t and zero otherwise. 
For m = 3 the total number of such infinitesimal generators 
is 3 X 3 = 9 and these may be conveniently divided in a man­
ner familiar from the theory of R(3) irreducible tensorial 
sets (19) into three sets containing one, three and five mem­
bers respectively. Explicitly these are the oscillator 
Hamiltonian 
3 
H = Z C , (2.3) 
(1=1 
the three components of the physical orbital angular momentum 
and the five components of a second rank spherical tensor 
10 
~ ^S3"^ll"^22' (2.5a) 
= +j372[(C^3+C3^)±i(C23+C32)], (2.5b) 
0+2 = j372[(Cii-C22)±i(Ci2+C2i)]. (2.5c) 
the zeroth component of which is related to the mass quadrupole 
moment of the oscillator. In Equation 2.4 g „ is the third 
ccpy 
rank Levi-Civita tensor. The operators of Equation 2.4 
satisfy the usual R(3) commutations relations 
[L^,Lp] = iL^, (aPy cyclic), (2.6) 
explicitly demonstrating that R(3) is a proper subgroup of 
U(3). 
The particular linear combination of infinitesimal gen­
erators given by 
Al = 2(^12^^21)' (2.7a) 
^2 ~ "i^^l2"^21^ ' (2.7b) 
^3 ~ 2^^11-^22) (2.7c) 
also satisfy the commutation relations 
[ A  / A n ]  = iA / (aPy cyclic), (2.8) 
a p Y 
explicitly demonstrating that they too generate a proper 
subgroup of U(3). This is the SU(2) subgroup in the reduction 
11 
U(3) Z) SU(3) 3 SU(2) x U(l). The IR of SU(3) differ from 
those of U(3) by nothing more than a multiplicative phase 
factor. The infinitesimal generators of this SU(2) subgroup 
may be written in terms of the L's and the Q's as 
Equation 2.9b expresses the relationship of the SU(2) in­
finitesimal generator Ag to the R(3) infinitesimal generator 
Lg. This correspondence forms the basis for the proof that 
the u(3) Z) R(3) basis states defined by Elliott span the 
U(3) IR space. It will also prove to be essential for the 
development of Section 4.2. 
2.2. Irreducible representations 
An IR of U (3) may be labeled by a three-rowed Young pat­
tern (20) or equivalently by three numbers, specifying 
the length of each row in the Young pattern. That is, by 
(2.9a) 
2 2^3 
(2.9b) 
(2.9c) 
[H13, Hgg, Hgg] or by 
H 13 
H, 23 
(2.10) 
H 33 
12 
The corresponding SU(3) IR is obtained by subtracting 
from each row yielding with a Young pattern 
^13~^33 
^23"^33 • 
In the more usual (\|j,) notation with X = and 
ji, = ^23~^33 is simply 
X+n 
P- -
(2.12) 
Three additional labels are necessary to specify the rows 
within the IR. In the reduction U(3) Z) U(2) x U(l) or equiv-
alently SU(3) Z) SU(2) x U(l) these correspond to the IR label 
£ of U(l), the IR label A of SU(2) and the row label Aq 
within the SU(2) IR. In terms of the infinitesimal gener­
ators of U(3) as defined in Section 2.1 these are the 
2 2 2 2 
eigenvalues of Qq, A - A^ + A2 + A3 and Aq respectively, where 
Aq is one of the components A^, A2 or A^. The rules for 
determining the allowable values of e, A and Aq given the 
values of X and p, are 
e = 2X + |x - 3 (p+q), (2.13a) 
A = (^+P-q)/2, (2.13b) 
Aq = -A+ r (2.13c) 
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where p, q and r may take on the values 
p—0/1/2/.../X/ (2.14a) 
q — 0/1/2/.«./jj,/ (2.14b) 
r - 0,1/2/...,2A. (2.14c) 
In the SU(3) 3 R(3) scheme Elliott (5) has determined 
that three additional labels K, L and M may be obtained from 
a Hill-Wheeler (21) projection integral of the form 
dQDjj^(S2)R(Q) [ (\|j,)eAAo> (2.15) 
Where |(X)j,)eAAQ> is an SCJ(3) 3 SU(2) x U(l) basis state and 
T ^  
R(i2) and (Q) are respectively an R(3) rotation and an R(3) 
rotation matrix with 12 specifying three Euler angles. In 
2 2 2 2 
Equation 2.15 the eigenvalue of L - + Lg + is 
L(L+1) so that L labels an IR of R(3), M is the eigenvalue 
of labeling the row within that IR and K is a label that 
distinguishes possible multiple occurrences of that IR in 
the reduction of the (Xjj.) IR of SU(3). The rule for deter­
mining the allowable K values is 
K = min(Xfi)/min(X|j,)-2, ... /1 or 0. (2.15) 
For each K, L may have the values 
L = K/K+l/...,K+max(X^),K / 0/ (2.17a) 
L = max(X}j,) ,max(Xp,)-2/... /1 or 0, K = 0. (2.17b) 
Elliott's proof that these projected states span the SU(3) 
14 
IR space hinges upon the fact that the SU(3) Z> SU(2) x U(l) 
state involved in the projection is the one having e = = 
2\ + |x if and e = n^iin ~ if There is however 
an incompleteness in Elliott's proof and this will be rectified 
in the generalization of Section 4.1.where a simplified rule 
for determining the allowable K values for projection from 
^min both and X<}j, is given. 
2.3. Permutation symmetry 
Since a nucleus is a system of Fermions the overall 
wavefunction must be antisymmetric under simultaneous ex­
change of both spatial and spin-isospin coordinates of a 
pair of particles. It is therefore necessary to require 
that each IR of SU(3) be associated with a definite particle 
permutation symmetry so that multiplication by the conjugate 
spin-isospin symmetry leads to overall antisymmetry (22). 
Such a requirement makes it necessary to consider the re­
duction of the symmetric group in n-dimensions, S(n), with 
respect to SU(3) where n is the number of particles. Since 
an IR of S(n) may also be labeled by a Young pattern (23) 
the required reduction may most easily be studied by con­
structing many-particle spatial wavefunctions from those 
of a single particle by taking direct products. A simple 
example will serve to demonstrate the technique. 
Consider a single particle state for the 2s-ld oscillator 
15 
shell. It has an S(l) symmetry label Q and an SU(3) sym­
metry label m corresponding to two oscillator phonons. 
Taking the direct product of two such states we find by 
using Littlewood's rules (24) for multiplying Young pat­
terns that 
• X • = m +g 
([1] X [1] = [2] + [1,1]) (2.18) 
( 6 X Ô = 21 + 15 ) 
for S(2) and 
m X m = rrm + [jn + g 
((2,0)sd X (2,0)sd = (4,0)sdg + (2,l)pdf + (0,2) sd) (2.19) 
( 6 x 6  =  1 5  +  1 5  +  6 )  
for SU(3). 
In Equations 2.18 and 2.19 we have indicated the dimen­
sionality (20) of the IR in each term of the direct product 
and the spectroscopic notation for the L values contained in 
each of the IR of SU(3). Since p, d and f are the only anti­
symmetric orbital angular momentum states consistent with the 
2 2 
configurations s , sd and d , the (2,1) IR of SU(3) must be 
associated with the antisymmetric IR [1,1] of S(2). The com­
plete reduction S(2) ZD SU(3) for this example must therefore 
16 
be [2] (4/0)sdg (0,2)sd and [1,1] (2/l)pdf; the dimension­
ality in each case serves as a check. 
The continuation of such a procedure for more than two 
particles can be used to determine the IR of SU(3) contained 
in a given IR of S(n). Elliott (5) has done this for the com­
plete 2s-ld oscillator shell and has given a table listing 
the results. Notice that there may be multiple occurrences 
of a given IR of SU(3) in the reduction of a particular IR 
of S(n). In the 2s-ld shell this first occurs for the [3,2] 
IR of S(5) which contains the (4,0) IR of SU(3) twice. A 
resolution of this multiplicity problem is not available and 
although Section 3 of this thesis gives a more complete math­
ematical definition of the problem, the problem itself re­
mains unsolved. 
2.4. Physical significance 
Since the Elliott SU(3) ID R(3) projected wavefunctions 
form a complete set satisfying the boundary conditions im­
posed upon bound state nuclear wavefunctions they form a 
basis in terms of which such wavefunctions may be expanded. 
Whether the basis is physically significant or not is de­
termined by the number of basis states required in the ex­
pansion. A determination of the expansion coefficients re­
quires a knowledge of the matrix elements of operators con­
sidered to be of physical significance in describing nucléon 
17 
interactions. Since this is a somewhat more difficult task 
to perform in the SU(3) Z) R(3) projected basis than in either 
the j-j or 1-s coupled basis such calculations are limited. 
However, by using the mass quadrupole interaction Qq of 
Section 2.1, Elliott (5) and Elliott and Harvey (25) have 
explicitly demonstrated for 2s-Id shell nuclei that the 
eigenstates of the nuclear Hamiltonian are nearly pure 
SU(3) 3 R(3) projected states obtained from the most sym­
metric IR of SU(3). More recently other authors have also 
performed calculations using the SU(3) Z) R(3) projected 
states. For positive (26) as well as negative (27) parity 
levels the results again indicate that these states are in­
deed physically significant. 
The model Hamiltonian, 
E [(P®)^+ (Q®)^], (2.20) 
s=l 
when written in terms of the center of mass coordinates 
°a = j, 
is 
H = H intrinsic + H center of mass (2.21) 
1 p2 p 
- H intrinsic + + n.Q ]. (2.22) 
This result expresses the fact that the center of mass moves 
18 
in a harmonic potential. Spurious excitations necessarily 
result and must be removed since they are unphysical. 
Verhaar (28) has developed a group theoretical technique 
based upon the SU(3) symmetry of the states for the elim­
ination of these spurious excitations. To demonstrate the 
technique consider a l-^ico excitation in 0^^. The SU(3) 
configurations which result are 
(0,1) X (2,0) = (2,1) + (1,0). (2.23) 
Since a 1-jW) excitation of the center of mass carries a 
(1,0) IR of SU(3) which when coupled to the (0,0) SU(3) IR 
of the ground state yields 
(0,0) X (1,0) = (1,0), (2.24) 
the (1,0) IR of SU(3) in Equation 2.23 is completely spurious 
and must be eliminated. The generalization of the method is 
equally straightforward and allows one to circumvent the 
difficulties which arise in the elimination of such spurious 
excitations in other coupling schemes based upon the shell 
model (29). 
19 
3. U(3) 3 U(2) X U(l) BASIS 
Since a thorough understanding of the unitary group in 
n-dimensions, U(n), is basic to developments in the remain­
ing sections of this thesis, this section is devoted to a 
review of the basic properties of U(n) as reported by 
Moshinsky and his associates (30) in a series of papers 
studying the unitary groups and their relationship to nuclear 
structure. No attempt at completeness will be made; rather, 
the material presented will be limited to that which will 
prove to be useful in the following sections. 
3»1. Infinitesimal generators 
If n denotes the total number of particles moving in 
an m-dimensional isotropic harmonic oscillator potential then 
the infinitesimal generators of U(mn) may be written as 
Equation 2.2 it is not difficult to show that these oper­
ators do satisfy the appropriate commutation relations, 
namely. 
(3.1) 
where the Af ana are defined in Section 2.1. By using 
Pp acr ca pP 
(3.2) 
Furthermore, if we define 
1 
20 
and 
s t ^ s t 
v: 2 cj! (3.4) 
a=l 
then by using Equation 3.2 it is not difficult to show that 
" 'Pp^aa " <^"5' 
and 
= 6t"csv _ (3.6) 
In addition, we have that 
[Cap.C®^] = 0. (3.7) 
The commutation relations. Equations 3.5 through 3.7, express 
sin the fact that the and C are respectively the generators 
of the unitary groups U(m) and U(n) in the reduction 
U(mn) D U(m) x U(n). (3.8) 
Although other such reductions are possible this particular 
one is physically significant in the sense that it separates 
the particle labels from the cartesian tensor labels. 
21 
3.2. Irreducible representations 
Using the results of Equation 3.5 we find for U(m) that 
It therefore follows that the basis states of a given IR of 
U(m) may be labeled simultaneously by the m eigenvalues, 
W^, of the . These eigenvalues, called weights, may be 
considered to form the m components of a weight vector. 
Although to each basis state there corresponds a unique 
weight vector, the weight vectors do not uniquely specify 
all the basis states (15). Additional state labels are 
necessary. A solution to this state labeling problem, 
given first by Weyl (8), consists of recognizing that 
U(m) 3 U(m-l) 3 ... Z) U(2) Z) U(l) (3.10) 
forms a complete canonical reduction of U(m) in the sense 
that in each step where the reduction U(p) 3 U(p-l) x U(l) 
must be considered, 1 < P < m, a given IR of U(p) contains at 
most one occurrence of any IR of U(p-l) (31). Such a re­
duction therefore allows the basis states of a given IR of 
U(m) to be labeled uniquely in terms of the IR labels of 
its canonical subgroups U(p). 
A particularly convenient form for expressing this 
result is to label each state vector by a Gel'fand pattern 
(12, 13, 14) 
22 
^Im "2m 
"lm-1 "2m-l' 
H 11 
H 
mm 
.H 
m-1 m-1 
"l2 ^22 
l<a:^<m. 
(3.11) 
The H n are integers satisfying the betweeness conditions 
ap 
(3.12) 
made evident by the geometrical construction of the pattern. 
In terms of the reduction given by Equation 3.10, the H 
ap 
specify the length of each row in the Young pattern (20) 
labeling for the IR of U(p) to which the state belongs. 
The weights of these Gel'fand states defined by 
(3.13) 
are 
a 
"a = p!, «Pa - «ea-1-
a-1 
S 
1=1 
(3.14) 
The corresponding SU(m) Gel'fand states are obtained in 
precisely the same manner as indicated in Section 2.2 for 
U(3), that is, by subtracting from each of the . 
Notice that the allowable values of e, A and Aq of that 
section are nothing more than the betweeness conditions 
for U(3) given by Equation 3.12. 
i-
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Gel'fand states of particular interest are those for 
which Ho=H/H - H _ (32). These are called extremal 
ap Y Ï ym 
states and are ml in number if all of the H are distinct. 
Y 
These states have the property of being uniquely specified 
by their weight vectors. That particular extremal state 
for which l<a<p <m, is called the highest weight 
state since from Equation 3.14 together with Equation 3.12 
we have that > ^ 2 ~ ^ 2—•**—~ ^m* Explicitly, 
|H^> = 
H, 
H, H, 
H, 
H. 
m-1 
Hi H, 
(3.15) 
Lowering operators constructed from the infinitesimal gen­
erators of U(m) which allow any of the Gel'fand states in 
the [H^] IR of U(m) to be obtained from this state are 
particularly simple since by construction 
= 0' <">• (3.16) 
A Hilbert space representation of these Gel'fand basis 
vectors for U(m) may be given in terms of the creation op-
I 
erators A° operating on the vacuum ket |0> defined by 
Ag|0> = 0, 1 < a <m, l<p<n. (3.17) 
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-h 
Since the form the components of a single vector in the 
mn-dimensional space, products of the A® operating on |0> 
can only form bases for the completely symmetric IR of U(mn) 
(33). In particular, the IR of U(mn) labeled by [H] is spanned 
by the set of linearly independent homogeneous polynomials 
of degree H in the A® operating on |0>, that is, states of 
H oscillator phonons. This places a restriction on the al­
lowable IR of U(m) and U(n) which occur in the reduction 
given by Equation 3.8. In particular, if for convenience 
we assume m> n then only those IR [H^] of U(m) and [H®] of 
U(n) can occur for which H = 0 if a >n and H = H® for 
oc a 
1 <a < n with 
In other words, the IR labels for U(m) and U(n) must be 
identical and the must form a partition of H. It is 
also possible to show that if [H®] and [H] 
denote respectively the dimensionalities of the [H^] IR of 
U(m), the [H®] IR of U(n) and the [Hj IR of U(mn) then 
= Z. grHjDjHjDjH»] (3.18) 
with g[H^] = 1. The sum is over all partitions of H. 
This demonstrates that each partition [H^] of H occurs pre­
cisely once in the reduction (34). Therefore, using the 
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reduction schemes given by Equations 3.8 and 3.10 we have 
that 
Hi H, 
^Im-l ^2m-l* • 
"l2 ^22 
H 11 
H 11 
H 
m 
.H in—Im—1 
flln 1 jj2n 1. , , -ln-1 
jjl2 jj22 
(3.19) 
with H = 0 if a>n, H = for 1 < a < n and 
a a _ — 
n 
a=l "a = H 
affords a complete labeling scheme. The subsets of these 
g4-
states having fixed or H form, respectively, a rep­
resentation of the Gel'fand basis vectors for the IR [H J 
of U(m) and [H^j of U(n). 
In addition to forming a Hilbert space representation 
of the Gel'fand basis vectors for U(m) and U(n), these 
states are physically significant because they represent 
a unique distribution of H oscillator phonons among the m 
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cartesian directions and over the n particles. The distri­
butions are given by the weights in U(m) and U(n) respec­
tively. Explicitly there are phonons in the direction a 
and W® phonons on particle s. That particular state which 
is highest weight with respect to both U(m) and U(n) may be 
constructed explicitly (35). It is 
|H > = IH ;H®> 
' a ' CL 
1 19 Hp-H- 22 r 
= N[H^](aP ^ ^ |0> (3.20) 
where r equals the minimum of m and n and 
42:::: = 
Af 
^2 ^2 
a a 
.cc 
»ci 
+ 
(3.21) 
N[H^] is the normalization given by 
r p—1 1/ N[H ] = [ n n (H -Hp.+p-a):p 
^ 3=2 a=l P 
X [ n (H +r-a)i]^. 
a=l G 
(3.22) 
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S t 
Since the C „ and C commute/ any of the D _[Hl states 
ap mn"-
can be constructed from this highest weight state 
by simply applying independently the appropriate lowering 
operators for U(m) and U(n). Notice that the are 
necessarily orthogonal since each is labeled by a distinct 
set of IR labels for the subgroups U(p) and U(q) of U(m) 
and U(n) respectively. The normalization follows from the 
normalization factor for the lowering operators as given by 
Nagel and Moshinsky (12). 
3.3. Permutation symmetry 
Although the basis vectors introduced in Section 3.2 
as a Hilbert space representation of the Gel'fand basis vec­
tors are uniquely labeled and represent a unique distribution 
of H oscillator phonons in the m cartesian oscillator direc­
tions and over the n particles, they are not appropriate for 
describing a system of Fermions since they in no way take 
into account the Pauli principle. That is, these basis vec­
tors possess no definite particle permutation symmetry (30). 
In order to resolve this fundamental difficulty it is neces­
sary to consider the reduction U(n) 3 S(n) rather than the 
canonical reduction used in Equation 3.19. This reduction, 
however, leads to another difficulty; namely, a given IR of 
S(n) may occur more than once in any given IR of U(n). This 
is the multiplicity problem for U(n) Z) S(n) and necessitates 
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finding additional labels with which to distinguish multiple 
occurrences of the IR of S(n) which occur in the reduction 
of any particular IR of U(n). 
To obtain a more thorough understanding of this 
U(n) Z) S(n) multiplicity problem, consider the 
Since the energy of particle s is AïjW® we see that the 
shell structure of the n-particle system is determined 
by the weights of the states. In particular, if by a 
weight structure, U = with U^>U^>... 
we mean the set of all weight vectors which are equivalent 
to U under permutation of weight components then the set 
of all having weight vectors W =(W^,W^,... ,W^) 
belonging to a given weight structure form a basis for the 
shell structure having one particle of energy /licoU^, one 
particle of energy jHcoU and so on. In particular, the 
having the weight structure U = (U,U,...,U) 
form a basis for describing the motion of n particles mov­
ing in the U oscillator shell. Therefore, choosing a par­
ticular weight structure determines the shell structure 
and limits the number of basis states, from which 
states of definite particle permutation symmetry must be formed. 
Group theoretically this reduction is equivalent to saying 
that the weight structure specifies the IR of a subgroup 
A(n) of U(n). The semidirect product (36) of this group 
with S(n) yields a subgroup K(n) of U(n) whose IR labels 
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may be used to label state vectors. That is, the states may 
be labeled by the chain 
U(n) 3 K(n) 3 S(n) (3.23) 
where the IR of K(n) determine the shell structure and the 
IR of S(n) the particle permutation symmetry (37). For 
n = 1 and 2 these results are sufficient to yield a unique 
labeling scheme. For n^3, however, additional labels may 
be necessary. Although standard projection_techniques (30) 
are applicable, a truly elegant reduction including S(n) is 
as yet unavailable. 
3.4. Physical applications 
As an example, complementary to that of Section 2.3, 
which will serve to illustrate the concepts introduced in 
Sections 3.1 through 3.3 as well as lay the ground work for 
the study of the A = 18 system in Sections 8 and 9, consider 
the case of two particles moving in the 2s-ld oscillator 
shell. The required reduction analogous to Equation 3.8 is 
U(5) 3 U(3) X U(2). (3.24) 
\ 
Since two particles moving in the 2s-ld oscillator shell 
corresponds to H = 4 oscillator phonons, the IR of U(6) 
under consideration is the [4]. The allowable U(3) and 
U(2) IR consistent with the constraints that the form 
1 2 
a partition of 4 and that = H , Hg = H and Hg = 0 are 
the [4], [3,1] and [2,2]. Using the fact that the dimension­
30 
ality of the completely symmetric IR [H] of U(n) is given 
in terms of a binomial coefficient by (20) 
,n + H - 1. 
D„[H] = ( ) (3.25) 
rl 
and the fact that the dimensionality of the [H^] IR of U(3) 
and U(2) are given by (34) 
D3LH1H2H3] = (Hj^-H2+1) (H2-H3+I) (HJ^-H3+2)/2 (3.26) 
and 
°2[^V2^ = H^-Hg+l, (3.27) 
respectively, we find that ^ , 
6  +  4 - 1 ,  
4 ' 
= 126 
and 
D3[4]D2[4] + D3[31]D2[31] + D3[22]D2[22J 
= (15)(5) + (15) (3) + (6)(1) 
= 126 
explicitly demonstrating the validity of Equation 3.18 and 
therefore the completeness of the reduction for the case 
under consideration. 
The given by 
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Hi 0 Hi H^ 
^12 ^22 H 
11 
H 11 
(3.28) 
are all obtainable from the highest weight state 
|H„> -
Hi »2 ° «1 «2 
H, H, H. 
H, 
1 12 ^ 2 
= N[Hj^H2](Ap (Aig) |0> (3.29) 
with 
(H, -H_+l ) (H, +2 ) (H_+l ) ,/ 
(Hj^+2) : (Hg+l) 1 (3.30) 
by application of the normalized lowering operators for U(3) 
and U(2). Using the definitions of Equations 3.3, 3.4 and 
3.17 together with the commutation relations of Equations 
2.2, 3.5, 3.6 and 3.7 it is not difficult to explicitly 
demonstrate for this example the results given by Equation 
3.14, namely, = ^i2^^22~^ll' ^ 3 ~ 
^12"^22' and For the highest 
weight state |H^> this reduces to = H^, Wg = 
and Wg = 0. In particular, the highest weight state for 
the [4] IR of U(3) and U(2) corresponds to one particle 
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carrying 4 phonons of excitation and vibrating in the first 
cartesian oscillator direction with the other particle in 
the oscillator ground state. 
Restricting the particles to the 2s-ld shell requires 
= 2. Since only one of the Dg ] states for the 
IR ] of U(2) has = 2, this shell structure requirement 
reduces the number of states from 125 to 15 + 15 + 6 = 36 
which is equivalent to the result found in Section 2.3. 
Explicitly these states are 
H, 0 
H 12 H 22 
H 11 
(3.31) 
obtainable from 
H, 
Hn 
H, 
(2-H )i ^ H -2 
= [(Hi_2)l(Hi_H2).]' ) l«a> 
(H,-H„+l) (H,+2) (H,fl) ,/ , „ H,-2 
(4A2) 2|o> 
(3.32) 
by application of the normalized lowering operators for U(3) 
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From this equation it is a simple matter to recognize that 
the states with even, [4] and [2,2], correspond to the 
symmetric [2] IR of S(2) and the state with Hg odd, [3,1], 
corresponds to the antisymmetric [1,1] IR of 5(2). That 
is, the states for 2 particles in the 2s-ld shell may be 
uniquely labeled by ;[H^](2,2)[f]> corresponding to 
the IR labels of the groups in the chain U(2)3 K(2) 3 S(2). 
The notation is usually abbreviated to [H^p;[f]> since the 
[H ] is redundant and the shell structure is assumed known 
in any particular physical problem. Although these states 
are equivalent to those obtained in Section 2.3, the method 
used to obtain them is different. It gives a more complete 
comprehension of the multiple shell structure of the n-
particle system and also casts the problem of constructing 
states of definite particle permutation symmetry into pre­
cise group theoretical language. 
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4. U(3) 3 R(3) BASIS PROJECTED FROM THE 
U(3)3 U(2) X U(l) BASIS 
In this section U(3) ID R(3) states will be obtained by 
applying the angular momentum projection technique intro­
duced by Elliott (Section 2) to the Hilbert space represen­
tation of the Gel'fand U(3) basis introduced in Section 3. 
A rule complementary to the one given by Elliott (Equations 
2.16 and 2.17) for the quantum number K will be given and 
the use of K in state labeling will be clarified. Using 
the expression for a finite U(3) transformation and the re­
sult expressed by Equation 2.9b an explicit expression for 
the transformation brackets between the bases for an IR of 
U(3) labeled in the U(3) 3 R(3) scheme and the U(3) Z) U(2) 
X U(l) scheme will be given. This result will be used to 
derive an explicit expression for the normalization and 
overlaps of the projected states. 
4.1. Projected basis 
As demonstrated in Section 3.4 for the case of two 
particles moving in the 2s-ld oscillator shell, the 
U(3)Z)U(2) xU(l) basis states are equivalent to the 
l(XjjL)eAAQ> states used by Elliott (5) in obtaining the 
U(3) ID R(3) projected states for the n-particle system 
if under the reduction U(n) ID K(n) ID S(n) only those states 
having weights belonging to the weight structure 
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Û = (U,U,...,U) with U = H/n are included. However, from 
Equations 2.4 and 3.7 we see that R(Q) commutes with the 
lowering operators of U(n) so that a generalization of 
Elliott's work is possible by defining 
|H Q,KLM;H®^> =, dQD?;^(S2)R(Q) |H Q ;H®S. (4.1) 
We have retained the complete symbol on the left as a 
reminder of the U(3)Z)U(2) xU(l) basis state from which 
the projected states are obtained; however, only the U(3) 
IR labels H remain valid state labels. Furthermore, it 
a 
is possible to abbreviate this to simply 
|H^p:KLM> = d£2D^(Q)R(Q) |H .> (4.2) 
for the highest weight U(n) state. The 
appropriate physical states may then be obtained directly 
from these projected states by the techniques outlined in 
Section 3.3. These generalized U(3) R(3) states corres-
2 pond to eigenstates of L and obtained from the multiple-
shell configurations of the n-particle system. 
As pointed out in Section 2.2, Elliott's rule for 
determining the allowable K values and the corresponding 
values of L resolves the multiplicity problem for the 
U(3) Z) R(3) reduction if the | (>^)eAAQ> states involved 
in the projection have e = = 2\ + p, for X>|x and 
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e = e 
min = -\-2ji, for X<jX. From Equations 2.5a and 2.7c 
we see that for Aq chosen to be the eigenvalue of the 
explicit correspondence between the two labeling schemes 
may be expressed in terms of the U(3) Gel'fand patterns as 
l«ccp> = 
H 13 H 23 H 33 
H 12 H 22 
H 11 
P+Ll+V 
r+q+v 
(4.3) 
with the given by Equation 3.12 and the p, q and r given 
by Equation 2.14. Neglecting phase differences we find 
that under the unimodular restriction this reduces to 
%3~^33 ^ 23~^33 
%2~^33 ^22-^33 
H1I-H33 
(X|j,)eAAQ> (4.4) 
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where e, A and Aq are given by Equations 2.13. Using these 
results we then see that the e = e and e = e correspond 
max mm 
respectively to the lowest weight and highest weight state 
W2 if 2^2(1 ' l<a<3. Clearly these are only 2 of the 
31 = 6 extremal states for the [H ] IR of u(3). Since the 
^ a 
remaining extremal states may be obtained from either of 
these by a simple permutation of cartesian axis labels, it 
is clear that a rule must exist which is analogous to the 
one given by Elliott (5) for projection from any of the 
extremal states. In particular, it will prove to be con­
venient to have such a rule for the canonical U(3) ZD R(3) 
states defined by the projection 
on the highest weight U(3) state |H^> given explicitly by 
As a first step in the determination of such a rule, 
consider the origin of the conditions imposed upon e by 
Elliott (5) in proving that the projected states of Equa­
tion 2.15 span the SU(3) IR space. For e = and 
e = £ . A is fixed by Equations2,13 at |i/2 and X/2 
of the I> where is defined to be of higher weight than 
|H^;KLM> E di2Djj^(i2)R(f2) |H^> (4.5) 
|H^> = 
= NfXp.) (A];)^(A];2)^ |o>. (4.6) 
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respectively. Interpreting Aq as the eigenvalue of 
Ag = the orthogonality of the functions e^^^ occurring 
in the integral of Equation 2.15 then forces K = 2Aq. 
Therefore we have that 
K ~ —jj,/ — jji,+2/...fjj, (4.7a) 
" ® = ®raax 
K — —"Kt —X"*" 2/.../X ( 4 « 7b) 
if e = e . . This set of K values contains all those re-
min 
quired by the rule of Equation 2.16 for arbitrary X and jj, 
if and only if „ is used for X > u, and e„. „ is used for 
max — ~ mm 
X < p,. Consider a special case which violates these condi­
tions, projection from when X < p,. The available 
values of K are given by Equation 4.7a. The set of K values 
defined by Equation 2.16 include the positive values in the 
set defined by Equation 4.7b. This set of K values will be 
contained in the set given by Equation 4,7a if and only if 
X and jj, are both even or both odd. For the rule of Equa­
tion 2.16 to be completely general it is therefore necessary 
to require projection from if X>fi and if X<|i,. 
This is contrary to Elliott's second paper (5) in which it 
is stated that these conditions on e are made only so as to 
involve the fewest possible number of the ( (Xja.)eAAQ> states. 
Indeed, this ambiguity manifests itself in the vanishing of 
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certain normalization integrals given in the paper by 
Elliott and Harvey (25) in which all the R(3) basis states 
are obtained by projection from the |(\^)&AAg> with 
^ = ^max-
The difficulty is associated with the rule of Equa­
tions 2.16 and 2.17 and not with Equations 4.7. If one 
wishes to project from states with e = for X > jj, and 
e = for X < p  then Equations 2.16 and 2.17 must be re­
placed by 
K = max(X|J,)/niax(X|J,)-2, ... /1 or 0 (4.8) 
where for each K, L may have the values 
L = K,K+l,...,K+min(X^),K / 0, (4.9a) 
L = min(XjJ,) ,min(Xix)-2/.../I or 0,K = 0. (4.9b) 
It is not difficult to convince oneself that this rule and 
that of Equations 2.16 and 2.17 give the same values of L 
for a given (X^) except that L will be associated in general 
with a different value of K. For example consider the IR 
(5,2). According to Equations 2.16 and 2.17 
K = 2, L - 2,3,4,5,6,7 
K - 0, L =5,3,1 
while Equations 4.8 and 4.9 yield 
K = 5, L = 5,6,7 
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K = 3, L = 3,4,5 
K = 1, L = 1,2,3 
2 2 
so that in both cases L = 1,2,3 ,4,5 ,5,7. This new rule 
is complementary to that of Elliott and the use of the two 
may be summarized as follows; 
If using for X>ix and for X<|j, then use 
K = min(>^) rule. 
If using for \>|x and for X < [i then use 
K = max(X[j,) rule. 
If one chooses always to project from e = as was done 
in (25) then for X <p, one must use the K = max (>41) rule 
while for X >p, one must use the K = min (Xp,) rule. On the 
other hand, if one chooses always to project from e = 
corresponding to the highest weight Gel'fand state then for 
X <}j. one must use K = min (X^) rule while for X >p, one must 
use the K - max (Xji,) rule. For these two cases we summarize: 
Projection from e = 
For both X > p, and X < |i: 
K — 2/«..,l or O7 
L = K,K+1, . ..,K+X,K/ 0, 
L = X,X-2,...,1 or 0,K=0. (4.10) 
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Projection from e = 
^min 
For both \ > p, and X < p- : 
K — X/X—2 t • • • f 1 or 0; 
L = K,K+1 f •• m t K+^,K/ 0 
L = p,/jj,-2,.../l or 0/K = 0 (4.11) 
The e = and e = £_•„ conditions used above clearly 
m SX rniii 
refer to the 3-axis in view of the definitions of Equations 
2.5a and 2.7c. For projection from the other extremal states 
one must simply apply the same rules to the appropriately 
permuted cartesian axis labels. In addition, notice that the 
rules of Equations 4.10 and 4.11 may be obtained from one 
another by simply interchanging X and p,. The simplicity of 
this result propagates throughout the remaining developments 
of this thesis and for this reason, unless otherwise speci­
fied, we shall be concerned only with the canonical U(3) 
R(3) projected states as defined by Equation 4.5 together 
with the rule of Equation 4.11. It is to be emphasized, 
however, that the techniques are equally applicable to the 
U(3) Z) R(3) states obtained by projection from any of the 
extremal U(3) Z) U(2) x U(l) basis states. 
The proof given by Elliott that the R(3) projected basis 
defined by Equation 4.5 span the space of the [H^] IR of 
U(3) is made by reductio ad absurdum. It consists of showing 
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that the hypothesis that there exists a function [H^;L''M'> 
belonging to the [H^] IR of U(3) and linearly independent 
of the |H^;KLM> given by Equation 4.5 together with the rule 
of Equation 4.11 necessarily leads to the conclusion that an 
integral of the form 
dT <H ;L'M'IPIH > 
a ' ' a 
vanishes identically with P being an arbitrary U(3) operator 
and the integration being carried out over the U(3) group 
manifold. Since any of the |H^p> may be expressed in the 
form p|h^>, the vanishing of this integral leads to the con­
clusion that the 1h^7L''M'> does not belong to the [H^] IR of 
U(3). If however there exists anL' in the ] IR of U(3) 
which is not represented by at least one of the R(3) pro­
jected basis states given by Equation 4.5 together with the 
rule of Equation 4.11 then the result is trivially true and 
inconclusive. It is therefore necessary, as pointed out by 
Williams and Pursey (38) for the case of the rotation group 
in five dimensions, to show that those values of L predicted 
to be missing from the [H^] IR of U(3) by the rule of Equa­
tion 4.11 are indeed absent. This is done by means of de­
generacy diagrams. Before proceeding, however, we shall 
first demonstrate that the rule of Equation 4.11 does in 
fact give the correct SU(3) dimension formula. 
Let d(K) denote the number of states for fixed K. 
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Then if K / 0 
d(K) = 2 [2(K+j) + 1] 
j=0 
= (^i+l) (2K+(X+1) . 
If K = 0, for either |x even or jx odd, 
d(0) ^ (p,+l) (X+l)/2. 
Denoting the dimensionality of the (Xp.) IR of SU(3) by 
D(Xjj,) we then have for X even that 
X 
D(X|i) = Z d(K) + d(0) 
K=2 
even 
= (X+1) (1J.+1) (X+p.+2)/2 (4.12) 
which^is the correct dimension formula (39) equivalent to 
the result given by Equation 3.26 for U(3). For X odd we 
similarly find that 
X 
D(X[i) = Z d(K) 
k=l 
odd 
= (X+1) (l-i+l) (X+iJ.+2)/2. 
We now proceed to complete the Elliott proof by proving 
the following LEMMA; Any angular momentum L which is not 
allowed by the rules of Equations 4.10 and 4.11 applied to 
an IR of SU(3) is entirely absent from that IR. 
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First of all, one sees that either rule predicts that 
+ p,. For the special cases (X,0) or (0,|i) the rules 
predict L = 1 or 0 and L = - 2,..., 1 or 0, 
respectively. For these cases, we shall demonstrate the 
Lemma directly. The other possibilities are summarized in 
Table 1 in which it is assumed that neither X nor )j, is zero. 
A degeneracy diagram for SU(3) is a rectangular lattice 
of points (q,p) with p and q defined by Equations 2.13 and 
2.14. In Figure 1 the coordinate axes corresponding to 
2A = p. + p-q and -e = 3 (p+q)-(2X+ii) are superimposed on the 
p and q axes with the coordinates of the boundary points of 
the lattice labeled by both their [q,p] and their (-e/2A) 
values. We have also indicated the equations of the bound­
ary lines in terms of the 2A and -e coordinates. In passing, 
note that -e is three times the hypercharge (40). Each 
point represents a state labeled by the corresponding values 
of e and A and is 2A + 1 fold degenerate. 
We shall be interested in the number of occurrences of 
a value of Aq>0 in an IR (X|x) when Aq is interpreted as the 
eigenvalue of A2- Then the number of occurrences of 2Aq = 
K = Lq may be used to determine whether or not a particular 
value of L occurs in a manner very similar to the well-
known derivation of the R(3) Clebsch-Gordan series (20). 
Denote by d^^^^CLg) the number of occurrences of a particular 
value of Lq in the IR (Xjx). Then a particular L occurs if 
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and only if 
Indeed, n^^^^(L) is just the number of times the angular 
momentum L occurs in the IR (XjJ.). To determine 
one need merely count the total number of points in alter­
nate rows with constant 2A from the minimum allowable value 
of 2A = 2Aq = Lq upward toward the maximum allowable value 
of 2A = \ + li. For example, consider Figure 2 which gives 
the degeneracy diagram for the IR (7,5). Table 2 lists the 
values of d^^^^CLg). The maximum value of L is 12 and this 
occurs once. Similarly L = 11 also occurs once, L = 10 
twice, etc. 
From the general degeneracy diagram of Figure 1 note 
that 2Aq = Lq has a maximum value of X + ^. Therefore 
Lmax = X + jX/ or L<X + jx. Consider the special cases of 
(X,0) or (0,^) for which the rectangle degenerates to a 
straight line. For (\,0) it is clear that L = \,\-2/..., 
1 or 0 and similarly the values of L in the (0,^) are L = 
jX/ji - 2,..., 1 or 0. We are therefore now faced with con­
sideration of the three special cases summarized in Table 
1. 
It is not difficult to convince oneself that 
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and 
a,^,(2) = , 
where [] denotes largest integer contained in the argument. 
Consider then n^^^ (0) . Unless both X and jj, are even this 
is clearly zero. Therefore in cases (i) and (iii) L = 0 
cannot occur. Finally consider n^^^^(1) and note that this 
is zero only if \ and ^  are both even so that in case (ii) 
L = 1 does not occur. All angular momentum L predicted to 
be missing from an IR of SU(3) by the rules of Equations 
4.10 and 4.11 are therefore indeed absent. 
4.2. Transformation brackets 
For many of the remaining developments in this thesis 
it will prove to be convenient to abbreviate the notation 
introduced in Sections 3.1 through 4.1 by replacing by 
G and by G^. Sums on the allowable as given by 
Equation 3.12 for a given IR [H^] of U(3) will simply be 
indicated as a sum on G. In addition, whenever it is nec­
essary to specify Hg, H^/ ^22 ^11 explicitly 
these will be replaced by h^, h^, h^/ s, t and r respectively. 
It will also prove to be convenient to replace A by j and 
Aq interpreted as the eigenvalue of A^ by m. Furthermore, 
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we shall feel free to suppress redundant U(3) IR labels H 
which occur in Gel'fand basis vectors. That is. 
a 
iG> = I H^p> 
% «2 «3 
^12 ^22 
«11 
hi hg "3 
s t 
s t 
r 
(4.13) 
Since the Gel'fand basis vectors |G> for a given IR of 
U(3) form an orthonormal set which spans the representation 
space, an arbitrary U(3)Z) R(3) basis vector |G;KLM> be­
longing to the IR may be expanded in terras of the |G> as 
1G;KLM> = 2 <G'|G;KLM>jG'> , 
G' 
(4.14) 
where it is to be understood that h' = h . The <G' G;KLM> 
a a 
in Equation 4.14 are the transformation brackets between 
the Gel'fand U(3) 3 U(2) x U(l) scheme and the U(3) R(3) 
scheme introduced by Elliott. The inverse of the transfor­
mation is only guaranteed to exist if the |G;KLM> are 
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U(3) Z) RC3) basis vectors obtained from extremal 
U(3) Z) U(2) X U(l) basis vectors together with the ap­
propriate rule for determining the allowable K and L 
values. We shall derive an expression for the general 
transformation brackets <G')G;KLM>; those for the canonical 
U(3) ID R(3) basis vectors of Equation 4.5 follow as a special 
case. 
From Equation 4.2 we have 
<G' G;KLM> = dUD^^(Q)<G'|R(U)|G> (4.15) 
so that the problem reduces to one of finding an explicit 
expression for the matrix elements <G'|R(Q)|G>. Following 
the convention of Rose, R(Q) may be written as 
R(12) = R3(8i)R2(®2)*3(®3) (4.16) 
where the 8^ are Euler angles and the R^(0) are given by 
-i0L 
Rg(0) = e ® . (4.17) 
The are the cartesian components of the physical orbital 
angular momentum given by Equation 2.4. Since any cartesian 
component of the angular momentum can be related to by 
the appropriate axis permutation we may write 
Lg = (23)(-L3)(23) (4.18) 
or by using Equation 2.9b 
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Lg = (23)(-2A2)(23) . (4.19) 
Thus the rotation operator R(û) may be written in terms of 
the Ag as 
ft(12) = S(20j^ )(23)S(-2©2) (23)8(203) (4.20) 
where 
5(0) = e 
-i0A, 
(4.21) 
Using the fact that the basis for an IR of U(2) and 
SU(2) differ by at most a phase factor and the fact that 
the Gel'fand basis vectors diagonalize the A3 component of 
A we have from the isomorphism of SU(2) and R(3) that 
f 
r ' 
S(0) &s's&t'tdm'm(^^ * (4*22) 
j = (s-t)/2, m = r-(s-t)/2, m' = r'- (s'+t')/2 . 
Here we have used the convention of Rose (41) for the rota­
tion matrix addition, using the result given 
by Chacon and Moshinsky (42) for the matrix elements of the 
transposition (23) in the Gel'fand basis in terms of Racah 
(43) coefficients we have that 
(23) 
- (-1) &r'r^s'+t'-r% h-s-t 
XN/(2j'+l)(2j+l) W(abcd;ef); 
(4.23) 
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a (h^+h2-s'-t')/2, b - (hg+r-t-t'j/Z, c = (s+s'-hg-r)/^, 
d = (s'+t'-hg-r)/^, e = (h^+r-t-s')/2, f - (h^+r-s-t')/2, 
and where h = h^+h^+h^ is the total number of quanta. From 
these results it then follows that 
s' t' 
R(Q) 
s t s' t" 
= Z 
(TT 
pp* 
S(20J_) 
s ' t ' 
s' t' 
p* 
(23) 
<T T\ / # T 
P '  /  \  P '  
S(-202) 
cr T 
P 
cr X 
(23) 
s t\ / s t 
P  /  \  P  
R(203) 
s t 
r 
(4.24) 
or. 
s' t' 
r' 
R(0) 
s t 
= V%j'+l)(2j+l) 2 dj' (20^) 
X z 3^^(283) S (2k+l)dr,^(_202)W(a'b'c'd';e'f') 
X . W(abed;ef ) Ô3. ' -p • ,h-o-T; Vx-p ,h_s_t ; (4.25) 
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j ' = (s'-t')/2, m* = r ' - (s'+t* )/2, = p'-(s'+t')/2, 
j = (s-t)/2, m = r - (s+t)/2, jx = p - {s+t)/2, 
k = (a-t)/2, V = p-(c+T)/2, v' = p'-(o+T)/2, 
a' = (hj+hg-G'-f )/2, b' = (hg+p -T-t')/2, c' = (cr+s'-hj-p')/2« 
d' = (5'+t'-h^-p')/2, e' = (hj+p'-T-^ )/2, f = (h^+p'-(T-t')/2, 
a — o^^)/2, b — %)/2* c — (s+o"~b2~p )/2» 
d = (cr+T-h^-p)/2, e - (h^+p-t-a)/2, f = (h^+p-s-T)/2. 
The transformation brackets of Equation 4.15 are then given 
by 
<G'1G7KLM> = V(2j'+l)(2j+l) 2 I, (m'j'n'M) 
P' 
X Z Ij^CjijrnK) Z (Zk+lilgtv'kvMLKiWta'b'c'd'fe'f') 
p ctt 
X M(abcd,ef)6g,+t,_p,_h_p_^&,+^_p,h_s_t (4.26) 
where we define 
Il(m'jml) :: ^ J d0dJ.j^ (20)e^^^ (4.27) 
0 
and 
TT 
l2(m'jmn'ln) = | sin0dgfd^,^(-20)^^' (4.28) 
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The evaluation of the integrals and Ig is performed in 
Appendices A and B respectively. Since U(3)ZD SU(3) Z) R(3) 
these transformation brackets are of course invariant under 
the unimodular restriction. In addition, if one chooses to 
perform the projection of Equation 4.2 on the state 
|G) 5 i *2|G> where |G> is the Gel'fand basis state^efined 
by Chacon and Moshinsky (42) and Wg = h-s-t, it can be shown 
that the transformation brackets are real. 
These transformation brackets relate the set of non-
orthogonal basis vectors |G;KLM> to the set of orthonormal 
basis vectors |G> and are therefore in general the elements 
of a nonunitary matrix A. As already pointed out, the in­
verse expansion of the (G> in terms of the exists 
and the coefficients can be obtained by inverting the ap­
propriate A matrix. The dimensionality of this matrix A is 
equal to the dimensionality of the IR, d(\p.), given by Equa­
tion 4.12. For our purposes it will prove to be more con­
venient to consider a nonunitary matrix B the elements of 
which are the coefficients in the expansion 
|G;KLM> = S B(GK;G'K')jG';K'LM> (4.29) 
G'K' 
where again it is to be understood that h'^ = h^. In 
general these B's are not uniquely determined since the 
|G';K'LM> over-span the representation space. One may, 
however, restrict G' = G^^^ since the 1Gjj^7K'LM> span the 
53 
representation space. In this case a unique solution for 
the B's exists and may be determined from the set of simul­
taneous equations 
<Gjj^1G;KLM> = S B(GK;Gjj^')<Gjj^lGjj^^;K'LM> (4.30) 
in which the coefficients of the B's are a particularly 
simple special case of Equation 4.26. Explicitly, 
<GJJW|GHW'^> = 2 Ij^(jjmM)I^(mjjK)l2(kkkMLK) ; 
P 
k = (p-hg)/^, j = (h^-h2)/2, m = p-Ch^+hg)/^. 
(4.31) 
The dimensionality of the matrix B is equal to the number of 
allowable K values corresponding to a given L value. Since 
K resolves the degeneracy in the U(3)3 R(3) scheme, this 
must be equal to the total number of occurrences, n(\^)(L)' 
of L in the IR. 
4.3. Normalization and overlap integrals 
The normalization and overlap integrals for the 
U(3) 3 R(3) basis vectors are simply related to the trans­
formation brackets. This may most easily be seen by con­
sidering 
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A^(G'K' ;GK) E <G';K'LM|G;KIJM> 
(ÎQDJJJÇ, (&)<G' |R"^(U) (G7KLM> 
= 2 d^2D^, (^2)D^, (5)<G' |G;XLM'> 
M' 
2 (2L+1)~^6 
M' 
K'M'CG'|G;KLM'> 
= (2L+1)~^ <G'|G;KLK'> . (4.32) 
Notice that the special case of Equation 4.31 is simply 
(2L+1) times the Aj^;G^^^) for the canonical U(3) ZD R(3) 
basis vectors. 
For the canonical U(3) 3 R(3) basis vectors it is per-
zero. From Equation 4.11 it is clear that there can only 
be overlap if K' and K differ by an even interger. In ad­
dition the A|^(Gjjç^';Gjj^) must be zero if L lies outside 
the following range of values 
L = max(K'K), max(K'K) + 1,...,min(K'K) +min(K'K) / 0, 
L = jj,,jj,-2/.../max{K«K) + 1 or max(K'K), min(K'K) = 0. 
For the rule of Equation 4.10 p, must be replaced by X and 
the K values appropriately redefined. In either case the 
same set of L's emerges. By using the conditions on K' and 
K and following a logic similar to that of Williams and 
haps well to note for which values of L the overlap is non 
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Pursey (30) we find that these considerations also yield a 
formula for the number of occurrences n^^^^(L) of a given 
L in the IR (Xjj,). Explicitly 
n(^^)(L) = [(X+ii-L)/2] + [(X+l~L)/2] + [(|j,+l-L)/2] + 1 (4.33) 
where [] means the largest integer contained in the argument 
and is to be interpreted as zero if the argument is negative. 
In addition to yielding an explicit expression for the di­
mensionality of the matrix B introduced in Section 4.2, 
Equation 4.29 this result may also be used to derive the 
dimension formula of Equation 4.12. Explicitly, 
D() - (\+l) (jx+1) (\+j.i+2)/2 
X+ji 
= 2 (2L+l)n,. \(L) . 
L=0 
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5. U(3) Z) R(3) TENSORS PROJECTED FROM THE 
U(3) 3 U(2) X U(l) TENSORS 
When working within the framework of the full invariance 
group of the Hamiltonian for the isotropic harmonic oscillator 
it is necessary to consider the U(3) tensorial properties of 
physical operators. It is again convenient to consider the 
reduction U(3) 3 R(3) rather than the reduction U(3) ZD U(2) 
X U(l) for tensor.labeling because the U(3) ID R(3) reduction 
involves the physical orbital angular momentum properties of 
the operators which are so important to their physical inter­
pretation. This section is therefore devoted to a study of 
U(3) Z) R(3) tensors. First of all, U(3) ID R(3) tensors are 
defined in analogy with Equation 4.2 for the U(3)3 R(3) 
basis states. Then an explicit form for the U(3) ID R(3) 
coupling coefficients is derived and used to give the first 
steps in the development of a complete U(3)ZD R(3) tensorial 
algebra. 
5.1. Projected tensors 
A u(3) ID R(3) tensor labeling scheme is possible by 
defining in analogy with Equation 4.2 
T{G;KLM) 5 dQD^(Q)R(Q)T(G)R"^(Q) , (5.1) 
where T(G) is a U(3) ZD U{2) x U(l) tensor defined by 
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[C o/T(G)] = S <G'|C O|G>T(G') . (5.2) 
ap Qi ap 
In Equation 5.2 the are the infinitesimal generators of 
U{3). The requisite quantum number K resolves the multi­
plicity in the reduction U(3) Z) R(3) for the generalized 
spherical tensors in precisely the same manner as found to 
be true for the basis vectors. In particular, the 
T (Gjj^rKLM) with K given by the rule of Equation 4.11 may be 
considered to be a set of canonical U(3) ID R(3) projected 
tensors forming a complete basis for a tensorial representa­
tion of the [H^] IR of U(3). In what follows we shall 
consider the T (G;KLM). 
By simply using the definition of Equation 5.1 it is 
not difficult to show that the generalized spherical tensors 
possess the following properties; 
R(^2)T(G7KLM)R"^(Q) = Z DJ;, (Q)T(G;KLM') , (5.3) 
M' ™ 
[T(G;KLM) = {-1)^"^T(G;-K,L,-M) (5.4) 
and 
T(G;KLM) r i; (Q)T'(G;K'LM) (5.5) 
K-
where 
T' (G;KLM) ^ [R"^(^2)T(G)R(S2) ](G;KLM) . (5.6) 
Equation 5.3 gives the transformation properties of the 
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generalized spherical tensors under rotations. Equation 
5.4 relates the set of Hermitian conjugate generalized 
spherical tensors to the set of generalized spherical 
tensors, and Equation 5.5 relates generalized spherical 
tensors obtained from rotated U(3)lDU(2) xU(l) tensors 
in terms of the generalized spherical tensors of Equation 
5.1. 
5.2. Coupling coefficients 
The U(3) 3 R(3) coupling coefficients are defined by 
|G,;K,L,M,>|G„;K^L M > = 2 
X ± X X A A z 2. G K_L_M_a 
^ ^ ^ 
X |G^,K^L^M^;G2,K2L2M2>^ |G^^;K^L^M^>^ (5.7) 
where a distinguishes the multiple occurrences of the IR 
Gg in the reduction of the direct product G^^ x Gg. These 
may be related to the SU(3) 3 SU(2) x U(l) coupling coef­
ficients (40) by using the transformation brackets of Sec­
tion 4.2. Explicitly, if R(U;^) is the rotation operator 
in the space labeled by p, then from the definition of 
Equation 4.2 we have 
L, * 
l°l '^l^l^l^l°2'^2^2^2> = J d^2Dj^^j^^(Q)R(Q;l)  |G3^>1G27K2L2M2> 
= j dS2D^^* (Q)R(^;1) jGj^>Ra2;2)R~^(Q;2) Ig^;K2L^M2> 
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= 2 
K2' 
dQD^^* ,(0)R(0;l)R(0;2)|Gi>|G2;K2L2K2'> 
1 1  2  2  
(5.8) 
From the well-known R(3) Clebsch-Gordan series for the ro­
tation matrices and the fact that R(Q;1)R(Q;2) = R(Q;3), 
this may be written as 
^3^2 
X CtL^LgLgTK^Kg'Kg') dS2Dj^^*3, (Q)R(Q;3) |g^>1G27K2L2K2'>. 
(5.9) 
By applying Equation 4.14 we find that the right-hand side 
of Equation 5.9 becomes 
Z c (L^LgLg ;M^M2M3 ) 'Kg') 
Gz'K,' 
X <G2'|G2;K2L2K2'> ,(U)R(U;3)|Gi>|G2'> (5.10) 
NOW/ if we use the SU(3) 3 SU{2) x U(l) coupling coefficients 
to express 
|Gi>|G2'> = Z <G3|Gi;G2'>a|G3>a 
G^a 
(5.11) 
together with Equation 4.29 we obtain the final results 
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GoL^a 
=,.4. 
X C(L^L2L3,K^K2'K3')<G2' |G2:K2L2K2 ' XG3 iG^rGj • >^ 
X J .'£i'R"«3) |G3>^ 
- s ca^L^LjîM^MjMjjCttj^LjLjîK^Kj'Kj') 
G3L33 
Gj'Kj' 
X <G2MG2--K2L2K2'><G3|GirG2'>al°3''^3'^3"3>a (5-12*' 
E CtL^LgLgfMiMgMgiCtL^LgL^rKiKg'Kg') 
K^L^a 
G^'Kg'G," 
X <0,' |G2,K2L2K2'><G3' |' >^B(G3 •K3 ' îGjjj^j) 
* l'^3Hw''^3^3'^3^a (S.12b) 
Where it is- to be understood that the h ' of GL' are equal 
a 3 ^ 
to the of Gjjj^. 
From this development we see that the U(3) 3 R(3) 
coupling coefficients are given by 
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= S ^ C(L^LgL^; )C(L^L^L^;K^K^'K3') 
°2 ^ 2 
G3' 
X <G2'|G2;%K2'><G3'|Gi;G2'>^B(G^'K^';G3H^3) . 
(5.13) 
The reduced U(3)3 R(3) coupling coefficients follow directly 
as 
<°3HW'^3^3lMlh'-°2'K24>a " ^  .1 , = ' V2 '^^3 ' > 
°2 ^ 2 
G3' 
X <62' iGgTKgLgKg'XG^' l°l'(^2'\^(°3'^3''^3HW^3^ * <5.14) 
Since Resnikoff (40) has given a complete general solution 
for the SU(3) Z) SU(2) x U(l) coupling coefficients, including 
a resolution of the multiplicity problem in an orthogonal 
way. Equations 5.13 and 5.14 yield the complete general 
solution for the U(3) Z) R(3) coupling coefficients. 
Although the |G2;K2L2M2> are a set of nonlinearly inde­
pendent basis vectors which over-span the representation 
space so that no unique expansion of the direct product in 
terms of these basis vectors exists, the particular expansion 
coefficients of Equation 5,12a are well-defined and for this 
reason are useful for computational purposes. It is to be 
emphasized, however, that the expansion coefficients of 
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Equations 5.13 and 5.14 are unique to within the resolution 
of the multiplicity problem as given by Resnikoff (40). 
Pursey^ has pointed out that a more symmetric form 
for the U(3) Z) R(3) coupling coefficients may be given in 
terms of the product of two transformation brackets by using 
the unitarity properties of the Clebsch-Gordan coefficients. 
Explicitly, if we expand 
, «3i'|GrK2Vl'> 
°1 °2 
X <G2'IG^îK^L^K^'>1G^•>IG2'> 
2  C G ^ ' l G ^ ; ' > < 6 2 ' [ G g ; K g L g K g ' >  
G^a 
Gl'Gg' 
x<G,IG '7G,'> (G,> (5.15) 
o ' X / a J cc 
then 
dS2Dj^^* , (Q)R(Q;3) | G^ 7K^L;K2L2K^ > 
= Z 
% 
(2L,+1) ^  S 
"l"2 
1 
D. L. Pursey, Department of Physics, Iowa State Uni­
versity, Ames, Iowa. U(3)3 R(3) coupling coefficients. 
Private communication. 1968. 
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X |Gj^;K^Lj^M^>|G2;K2L2M2> (5.16) 
which from Equation 5.15 is equal to 
|GL;K_'L_Mt> 3'^3 ^3'3 a ' (5.17) 
Multiplying both Equation 5,16 and 5.17 by C(L^L2Lg;Kj^'KgK^') 
and summing over ' and K2 ' we find by using the unitarity 
of the R(3) Clebsch-Gordan coefficients that 
Z C(LJ^L2L3;MJ^M2M3) |GJ^;KJ^LJ^M^>|G2?K2L2M2> 
X <62' |G2;K2L2K2'><G3|GJ^';G2'>^1G3;K3'L3M3>^ . (5.18) 
Multiplying this result by C (L^L2L3 ;Mj^M2M3 ) and summing over 
L3 and once again using the unitarity of the R(3) Clebsch-
Gordan coefficients we find the following results analogous 
to Equations 5.12a and 5.12b 
|Gi;KiLiMi>|G2;K2L2M2> = 2 C(Lj^ L2L3 ;Mj^M2M3) 
^3^3® 
Gl'Kl'Gz'Kz' 
X C(L^L2L3;Kj^'K2'K3') (2L3+1)<GJ^' • XG2 ' 132^*2^2*2 
X <G3|Gi';G2'>^|G3;K3'L3M3>g (5.19a) 
Z 
638 
(2L3+1)C(Lj^L2L3 7Kj^'K2'K3' )<G^' jGj^;' > 
6 
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= S CtLiLgL^TMiMgMslCtLiLgLsTKi'Kg'Ks') 
K^h^a 
Gi'KI'G2'K2'G3' 
X (2L3+1)<GJ^' |Gj^;Kj^Lj^K^'><G2' jG2;K2L2K2 ' XG3; |Gi'?G2'>a 
X BfGg'Kg'TGgHMKsllGgHwfKs^sMs^a (5.19b) 
where again it is to be understood that h ' of G?' must be 
cc 
equal to the h^ of G^g^^. An alternative expression for the 
U(3) Z) R(3) coupling coefficients is then given by 
<°3HW'K3^3M3l°l'^lVl'®2'K2^2^2>a = , .C<^lL2^3'^1^2M3^ 
Gi 
Gg'Kg' 
°3' 
X C(Lj^L2L3;KJ^'K2'K3') (2L3+1)<GJ^' | ' > 
X <G2MG2'K2L2K2'><=3'|Gi'!G2'>^B(G3'K3',G3j,^3) . (5.20) 
An alternative expression for the reduced U(3) Z> R(3) 
coupling coefficients follow directly as 
^°3HW' ^3^3II^1 ' ^1^1 '°2 ' ^2^2^a ~ p , ^ ^^1^2^3'^1'^2'^3 ' ^ 
Gi 
Gg'Kg' 
^3' 
X (2L3+l)<Gi' |G3^;K^L^Kj^'><G2' 1?K2L2K2 ' XG3 ' |Gi''*G2'>a 
X B(G3'K3';G3jjj^3) . (5.21) 
Although this form for the U(3) 3 R(3) coupling coefficients 
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is convenient for a study of their symmetry properties, the 
results of Equations 5,13 and 5.14 are more convenient for 
computational purposes since they involve fewer sums. 
5.3. Tensorial matrix elements 
It remains to determine the matrix elements of the 
generalized spherical tensors in the U(3) ZD R(3) basis. 
This may be accomplished by using Equation 5.1 to write 
T(G^;Kj^L^M^) |G2;K2L2M2> = 
X )G2;K2L2M2> 
di2Dj^^* (Q)R(Q)T(Gj^ )R~^(Q) 
Li j. £j 
= r 
K2' -J "1^1 
(12), (0)R(0)T(Gi)|G2;K2L2K2'> . (5.22) 
From the well-known R(3) Clebsch-Gordan series for the ro­
tation matrices and the result expressed by Equation 4.14 
we obtain 
T(G^;K^Lj^Mj^) |G2;K2L2M2> = 5? C(Lj^L2L3;M^M2M3) 
L3K2' 
X C(LJ^L2L2 7K^K2'K2') , (U)R(U)T(Gi)|G2;K2L2K2'> 
S C(Lj^L2L3;M^M^M3) C(L^L2^3;KJ^K2 'K^ ' ) <G2'1 G2 7K2L2K2' > 
LaGg'Kg 
X 
Lo* 
d^2DK <M (U)R(U)T(Gi)|G2'> . (5.23) 
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Now, if we use the SU(3) 3 SU(2) x U(l) tensorial result 
T(Gj_)|G2'> = Z<G^|T(G^) |G2'>^|G^>^ 
G^a 
= 2 <63 IGi;Gg ' >^<Gg|I T(G]^)|IGg ' >^ IGg>^ / (5.24) 
G^a 
where <G^|T(G^)||G2'>g is the reduced U(3) Z) U(2) x U(l) 
tensorial matrix element corresponding to the state iGg)^, 
we obtain the final results analogous to Equations 5.12a 
and 5.12b 
G3L3G 
G^'K,' 
X C(L^L2L3?KiK2'K3')<G2' | G2;K2L2K2 ' XG3 | G^;G2 ' >^ 
X <G3||T(G^)|lG2'> dL2Dj^^ti4^a2)Ra2) jG3>^ 
S C(Lj^L2L3;MJ^M2M3)C(LJ^L2L3;K^K2'K3')<G2' |G2 7K2L2K2'> 
GoL^a 
X <G3lG3^;G2'>^<G3|lT{G^)|lG2'>^|G37K3'L3M3>^ (5.25a) 
E C(L^L2L3;Mj^ M2M3)C(L^L2L3;Kj^ K2'K3')<G2' |G2'-K2L2K2'> 
^3^3® 
Gg'Kg'G,' 
X <G3' |Gi*G2'>a^®3'll'^^®l^il'^2'>a®^®3'^3''°3HW^ ^I°3Hw'*3^3^3^a 
(5.25b) 
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The matrix elements of the generalized spherical tensors are 
then given by 
<G3,-K3L3M3|T(G^;K^L^M^) = 
^ ,i , C(L^L2L3,-M^M2M3)C(L^L2L3,K^K2'K3')<G2' |G2"^2^2'^2'> 
G^-K^" 
X <63" |G^;G2'>^<G3"||T(G^)||G2'>^B(G3"K3';G3H^3") 
X <G2;K2L2M2 1 G2JJY^;K2"L2M2>^ . (5.25) 
By using Equation 5.13 together with the result that 
<GJ'|| T(G, )|| G« ' > depends only upon the h h ' and h 
«3 J. M ce cc cc cc 
we find that 
= <G3||T(G^)||G2>^ >:^ <G3jj„,K3"L3M3|G^,Kj^L^M^:G2,K2L2M2>^ 
^3 
X <G3'K3L3M2 I G2JJJ^;K2"L2M2>^ . (5.27) 
The reduced matrix elements of the generalized spherical 
tensors follow from Equation 5.14 and are 
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«33 '-KsLjII T(G^ ;K^L^)|| G2 
= <G3||T(G^)||G2>_^ Z, <G3JJ„:K3"L3||GJ^,KJL^:G2,K2L2>^ 
•^3 
X <G3,K3L3|G3HW,K3"L3>^ , (5.28) 
where we have made use of the fact that the normalization 
and overlap integrals defined by Equation 4.32 are inde­
pendent of the M projection. 
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6. DEFORMED U(3) Z) R(3) AND 
U(3) Z) U(2) X U(l) BASES 
In this section the invariance of the fundamental com­
mutators to a canonical transformation is used as a basis 
for developing a group theoretical generalization of the re­
sults of Sections 2 through 5. The physical significance of 
the generalization obtained is considered. 
6.1. Canonical transformation 
A necessary and sufficient condition for a transforma­
tion between generalized coordinates and their conjugate 
momenta to be canonical is that the fundamental commutators 
be invariant under the transformation (44). As a simple ex­
ample, consider the one-dimensional harmonic oscillator 
H(P,Q) = P^/(2m) + m?Q^/2 (6.1) 
with 
[P,Q] = iii,[Q,Q] = [P,P] = 0 . (6.2) 
Define 
Q' = (I/V2) (Vir^ Q - iP/N/itto) / (6.3a) 
P' = (l/^/2) (P/^/rr^ - i\^ Q) . (6.3b) 
Then by direct substitution into Equation 6.1 and 6.2 we 
have that 
H(P,Q) = K(P',a') = icoQ'P'+ Ao/2 (6.4) 
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with 
[Q',P'] = ih, [Q',Q'] = [P',P'] = 0 . (6.5) 
Equation 6.5 proves that the transformation defined by Equa­
tions 6.3 is canonical. Identifying = Q'/n^ and A=iP'/'7K 
we recognize in addition that this is the well-known trans­
formation which takes one from the coordinate-momentum rep­
resentation to the creation-annihilation operator representa­
tion for the oscillator. Explicitly, 
H = AX){A^A + . (6.6) 
For the case of n particles moving in an m-dimensional 
anisotropic harmonic oscillator potential we have 
m n 2 _ 2 
H(P,0) = Z Z [(P®) /(2m) + moj (Q ) /2] (6.7) 
a 
_1 g—2 CC CI cc 
with 
[Q^,P^] = = [P^Pg] = 0 . (6.8) 
Rather than rewriting this in the form 
H(P,Q) = Hq(P,Q) + H^(P/Q) (6.9) 
with 
m n 2 g _ 2 
Hn(P,Q) = Z Z [(P ) /(2m) f vnœi(Q ) /2] 
a~l s-1 ^ 
and 
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m n « « 2 
H, (P,Q) = Z Z m(%r-Wn)(Qn) /2 
^ a=l s=l ce u a 
so as to reduce the problem to that of an isotropic harmonic 
oscillator with an anisotropy add as a perturbation, we 
define in analogy with Equation 6.3 the canonical transfor­
mation 
Q'® r- {1/J2)U^ Q® - iPV-s/imT) , (6.10a) 
a a a a a 
P ' ®  =  ( 1 /n/ 2 )  (pVn/H^ - iVir^ Q®) . (6.10b) 
a a a a a 
By direct substitution into Equations 6.7 and 6.8 we then 
have that 
m n 
H ( P , Q )  =  K ( P ' , Q ' )  =  2  S  ( i c o  Q ' V ®  +  / 2 )  ( 6 . 1 1 )  
a=l s=l cc a  cc a  
with 
^ = 0  .  (6 .12)  
Again identifying a^ = and a^ = iP^^/\^ we recognize 
this to be the creation-annihilation operator representation 
for the anisotropic harmonic oscillator. Explicitly, 
m n =+ - ] 
H =: Z Z /ÏJCO (a® a® + ^ ) . (6.13) 
a=l s=l cc a a 2 
Dropping the additive constant term 
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m 
2 Ao (n/2) 
a=l ® 
and introducing dimensionless variables by setting /ri, m and 
ûù« = œ /e equal to one this reduces to the form 
0 a a 
m n + 
H = Z E e a® a® (5.14) 
a=l 8=1 G a a 
for the reduced Hamiltonian. If m = 3 this is the appro­
priate anisotropic harmonic oscillator generalization of 
Equation 2.3. If the = 1 for 1 < a < m this result reduces 
to that of the isotropic harmonic oscillator. 
The canonical transformation defined by Equations 6.10 
is basic for the reduction of Equation 6.7 to that of Equa­
tion 6.14. It corresponds to an anisotropic scale change 
for the cartesian coordinates. This may most easily be seen 
by defining 
q^ = Vt: / (6.15a) 
a a a 
p^ = . (6.15b) 
a a a 
Then the transformation becomes 
Q'® = (1/J2) (^^^coo q^ - ip^/\Am)n) , 
a u d cc u 
P'® = (1/J2) (p^/VmcDr, - ijmcùo q®) . 
a a ^ "a 
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obtainable from Equations ô. 10 directly by setting e^= 1. 
Equation 5.10 also yield a powerful tool with which 
to study the anisotropic harmonic oscillator. It is 
L3% -Sp] = '**9] = ° (G'lS) 
obtainable from Equation 6.12 together with the definition 
of the a's. Explicitly this result says that the deformed 
creation and annihilation operators satisfy precisely the 
same commutation relations as do the nondeformed creation 
and annihilation operators introduced in Equation 2.2. There­
fore, any group theoretical results for the isotropic har­
monic oscillator which depends only upon the commutation 
relations of the A's must also be applicable to the aniso­
tropic harmonic oscillator. This result is basic to the 
development of our deformed potential many-par tide theory. 
6.2. Irreducible representations 
In the remaining sections of this thesis we shall adopt 
the convention that the lower case form for a quantity intro­
duced in Sections 2 through 5 as referring to the isotropic 
harmonic oscillator, refers to the anisotropic harmonic 
oscillator analogue of the quantity. For example, the 
4-
a® and a® introduced in Section 5.1 refer respectively to 
a a + 
the anisotropic oscillator analogue of the A^ and A^ in­
troduced in Section 2.2. 
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S "t 
Employing this convention, consider the operators c 
St 
c _ and c defined by 
ap 
=' 2 c®® (5.18) 
s=l cP 
and 
s t ^ st cSt ^ 2 eft . (6.19) 
a 
=1 cccc 
From Equation 6.13 we see that these operators satisfy the 
commutation relations 
^^ap'^pcr^ ^ ^ pp^acT " ^aa^pp (6.21) 
and 
_ avs^ut (6.22) 
respectively. In addition, we have that 
[c^p,cSt] ^  Q , (6.23) 
S t 
Therefore, in analogy with the results found for the C , 
St C g and C in Section 3.1 these operators may also be 
ap 
interpreted as the infinitesimal generators of the unitary 
groups in the reduction U(mn) Z) U(m) x U(n). In addition. 
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the results of Section 3.2 are applicable for a Hilbert 
space representation of the Gel'fand basis vectors expressed 
g+ , 
in terms of the a^ operating on the |o> defined by 
a®|o> = 0 / l<a<m , l<s<n . (5.24) 
Such states will be labeled by |h^p> or equivalently by |g>. 
Since they are obtainable from the results given in Section 
+ + 
3.2 by simply replacing by h^^ and A® by a® , a de­
velopment similar to the one given in that section would 
be redundant. For this reason we shall not consider the 
explicit construction of the |h^^>. Notice, however, that 
the I  h o >  are not equal to the |H „>. And in particular, 
' ap ' ap 
notice that the |o> defined by Equation 5.24 is not equal 
to the |0> defined by Equation 3.17. The explicit relation­
ship between the |h^p> and the |H^p> will be investigated 
further in Section 7. Let it suffice here to reiterate 
that although they are group theoretically equivalent they 
are not equal. 
Outside of the definition of Equation 4.2, the results 
of Section 4 are purely group theoretical, depending only 
upon the labeling scheme involved. Therefore, if we define 
in analogy with Equation 4.2 
|g;klm> = j di2D^*(^2)r(fl) lg> (5.25) 
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the results of that section are applicable to these deformed 
U(3) 3 R(3) projected basis states. In Equation 6.25 r(Q) 
is the R(3) rotation operator with infinitesimal generators 
3 
^ (S-26) a 
satisfying 
[1^/lp] = ily/taPy cyclic) . (5.27) 
Notice that the 1^ in Equation 5.25 are not the components 
of the physical orbital angular momentum of Equation 2.4. 
Their relationship will be discussed in Section 7. The 
states of Equation 5.25 are however well-defined and do 
possess simple mathematical properties. Specifically, they 
2 
are eigenstates of 1 and 1^. The quantum number k may in 
turn be given precisely the same interpretation as the K 
of Section 4 and is to be given by either the rule of Equa­
tion 4.10 or Equation 4.11. The transformation brackets 
of Section 4.2 and the normalization and overlaps of Section 
4.3 are also applicable to these deformed U(3) ID R(3) pro­
jected basis states without any modification. 
In a similar manner it is possible to generalize the 
results of Section 5 by defining in analogy with Equation 
5.1 
T(g;klm) d£2D^(^2)r(S.2)T(g)r"^(k2) . (5.28) 
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Again it is true that the 1 does not refer to the physical 
orbital angular momentum. Nevertheless, the tensors are 
well-defined and possess simple mathematical properties. 
Specifically, the U(3) ZD R(3) coupling coefficients of 
Section 5.2 and the tensorial results of Section 5.3 are 
applicable to these deformed U(3) Z) R(3) projected tensors 
without any modification. 
6.3. Physical significance 
Although the |hgp> introduced in Section 6.2 diagonalize 
the physical Hamiltonian H given by Equation 6.14, H is not 
a constant for all the |h^p> of a given IR of U(3). This 
is because H is a measure of the total energy of a system 
and for the deformed oscillator, phonons oscillating in dif­
ferent cartesian directions may carry different energy 
quanta. The generalization of H for the nondeformed oscil­
lator, 
3 
ht. = 2 c , (6.29) 
a=l 
is a constant for all the |hgp> of a given IR of U(3). This 
is because it is a measure of the total number of phonons 
and not a measure of the total energy of the system. For 
example, suppose = iLg ~ ^^3* Then for a single particle 
carrying two phonons of excitation H may be respectively 
2, 3 or 4 corresponding to 2, 1 or 0 phonons of excitation 
78 
in the 3-direction. On the other hand, h is always equal 
to 2. Group theoretically this result may be stated quite 
simply; h is a Casimir operator for the deformed IR of U(3) 
and H is merely a linear combination of the diagonalized 
infinitesimal generators. In the limit of small deformation 
these two approach one another. In fact by construction we 
have the more general result 
lim |hgg> = |H^g> . (6.30) 
e -^1 ^ 
a 
The group theoretical concept of a weight structure 
introduced in Section 3.3 can only be equated to the phys­
ical concept of an oscillator shell structure for small de­
formation. This may be seen from Figure 3 where we have 
plotted the relative energy levels for a single particle 
moving in an axially symmetric oscillator potential as a 
function of the oscillator deformation. In the plot we have 
required the product EiEgEg = 1; that is, we have set 
= Gg = e^ and = e~^^. This is the so-called constant 
volume constraint (45) derived from the incompressibility 
of nuclear matter. For small b, say b < 0.1 a shell-like 
structure is seen to persist. For b > 0.1, however, the 
splitting of the levels which are degenerate at b = 0 be­
comes comparable to -ÎTCÛ and a shell structure can no longer 
be assigned. Explicitly, for the case of = Eg = 
considered above we see that the weight structure u = (2,0,0) 
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only dictates two phonons of excitation on a single par­
ticle and clearly not a particular shell structure since 
the energy may be 2, 3 or 4 /6m. Conversely, if an energy 
of 3^100 is specified then the single particle configurations 
in terms of weight structures could be either u = (2,0,0) 
as above or u = (1,0,0) corresponding to one phonon of ex­
citation in the 1 or 2 direction. Regardless of the de­
formation, however, the weight structure concept is sig­
nificant in that the reduction U(n) 3 K(n)D S(n) of Equation 
3.23 leads to states of definite particle permutation sym­
metry . 
Although the |g;Tclm> introduced in Equation 5.3 are 
obtained from the |g> these states do not diagonalize the 
physical Hamiltonian H given by Equation 6.14. This may 
most easily be seen by recognizing that although [l^,h] = 0 
as for the isotropic oscillator, [l^,H] ^  0. These states 
2 do however diagonalize 1 and 1^, but again these are not 
2 the physical angular momentum operators L and L^. That 
is, the |g;klm> states diagonalize neither the physical 
Hamiltonian H nor the physical angular momentum operators 
2 L and Lj. For this reason they possess no obvious physical 
significance; they are merely the group theoretical general­
ization of the |G;KLM>, 
lim |g;klm> = |G;KLM> (6.31) 
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Both sets of states, the "unphysical" |g;klm> and the 
"physical" |G;KLM>/ form a complete set and therefore either 
forms an adequate basis with which to study nuclear struc­
ture. Which basis is most useful is determined by the 
number of states required in the expansion of the nuclear 
wavefunction. Nuclear structure physicists have prefer­
entially chosen the |G;KLM> because of the physical sig­
nificance of the individual states. The |g;klm> should 
not however be excluded; they may well be the most suitable 
choice. This is particularly true in light of the fact 
that many nuclei are known to be deformed. In the next 
sections of this thesis we shall investigate this possi­
bility. 
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7. DEFORMED BASES EXPANDED IN TERMS OF 
THE NONDEFORMED BASES 
This section is devoted to the tedious task of expand­
ing to first order in the deformation the deformed bases in 
terms of the nondeformed bases. To carry out such a task 
it is necessary to first of all expand the rotation operator 
r(L<!) introduced in Equation 6.25 in terms of the rotation 
operator R(&) introduced in Equation 2.15. This is done in 
Section 7.1. It is also necessary to expand the |g> of Sec­
tion 6 in terms of the |G> of Section 3 and in particular 
the |o> defined by Equation 6.24 in terms of the |0> defined 
by Equation 3.17. This is done in Section 7.2. These re­
sults are then used in Sections 7.3 and 7.4 to complete the 
reduction of the deformed U(3) Z) R(3) states in terms of the 
nondeformed U(3) ZD R(3) states. The results serve as a basis 
for further study of the extent to which the deformed bases 
represent particle-hole mixing found to be necessary in non­
deformed potential many-particle theory in order to obtain 
closer agreement with experiment. The results will also 
serve as a basis for truncating the allowable values for 
the core angular momentum in the phenomenological theory 
of Sections 8 and 9. 
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7.1. Operators 
To expand the r(i><i) in terms of the R(^2) first of all 
consider the fundamental relationships of the A's, a's, Q\s, 
P's, q's and p's to one another. Using dimensionless vari­
ables we have from Equations 6.10 and 5.15 that 
A® = (1/^/2) (0^ + ipG) = (1/J2) (qVVT + iJTp^) , (7.1a) 
CC OL CL CL CL CX Q, 
A® =(1/J2)(Q® - iP®) = (1/V2) (qf/Vë" - iVZp^) (7.1b) 
Cl CC CC CX Ci vX cx 
and 
a® = (1/J2) (J7"q® + iPV^i") = (1/J2) (q®+ip®) , (7.2a) 
CL IX CL (X (X (X Cl 
a®^= (l/j2)(jI~Q®-iPVji~) = (1/V2) (q^-ip^) . (7.2b) 
OL CX OL cl CL CL U 
It follows that 
+ + 
Q® = (1/J2)(A® + A® ) = (1/V^) (a^+ . (7.3a) 
a a oc a CC CC 
+ + 
P" = (l/i)(l/V2)(A®-A^ ) = (l/i)(jr72)(a^ -af ) . 
a CC oc a CC CC 
(7.3b) 
Letting s(0) and c(0) represent respectively the hyperbolic 
b 
sine and the hyperbolic cosine of 0 and defining = e & 
so that the constant volume condition introduced in Section 
6 becomes 
3 
>: b =1 (7.4) 
a-1 " 
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we have that 
+ 
(7.5a) 
+ + 
A 
a 
= c(b /2)a® - s(b /2)a® 
a a a a 
(7.5b) 
and 
+ 
a® = c(b /2)A® + s(b /2)A® 
a a a a a 
(7.5a) 
+ + 
a 
s 
I
a 
= c(b /2)A® + s(b /2)A® 
CC CI QC CC 
(7.6b) 
Notice that either of these expansions may be obtained from 
the other by simply interchanging upper and lower case oper­
ators and changing b^ to -b^. This symmetry is related to 
the fact that oscillator anisotropy corresponds to coordinate 
deformation and hence is relative to the system with respect 
to which the anisotropy is measured. For example, if with 
respect to system A, system B is oblately deformed then with 
respect to system B, system A is prolately deformed. This 
symmetry allows the inverse of any expansion given in the 
following sections to be obtained by simply interchanging 
upper and lower case operators and replacing b^ by -b^. To 
avoid redundancy we will therefore simply expand lower case 
operators in terms of upper case operators. If the inverse 
expansion is required it is to be understood that this sym­
metry must be applied to the equation used as a reference. 
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Furthermore/ since definitions given for upper case operators 
in terms of the A's will apply equally well for the lower 
case analogue in terms of the a's, the lower case analogue 
will not be given explicitly. Again it is to be understood 
that this interchange of upper and lower case operators must 
be applied to the equation used as a reference. 
It will also prove to be convenient to have expressions 
for the expansions of the C's in terms of the c's. For this 
we define 
c Sp = Cap' (7.7b) 
C 
.+ st m ^st (7.7c) 
Then by direct substitution we have 
= ':(b/2)c(bp/2)C=^ + c(by2)s(bp/2)c;p 
st 
+ 8(b/2)c(bp/2)c;^t + s(b/2)8(bp/2)(C^=+6^p) 
(7.8a) 
+ 8(b/2)c(bp/2)c;^^+ s(b/2)8(bp/2) (Cp^ + 
(7.8b) 
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cSt ^ ^ st ^ (1/2) 2 [8(b )(C 
a=l G 
(7.8c) 
In deriving these expressions we have made use of trigono­
metric identities for the hyperbolic sine and cosine func­
tions (46). 
Now we shall apply these results to the angular momentum 
operators. Adopting the summation convention we have from 
Equation 7.8b that 
-- -ie^p^{[c(bp/2) c(b^/2) - s (bp/2) s (b^/2) 
- c(bp/2)s(b^/2)(C-p-C+^)) 
-iEapY(c[(tp-tY)/2]CpY 
= c[(bp-b^)/2]L^+ s[(bp-b^)/2]N^ , (apy cyclic). 
(7.9) 
N 
n 
(7.10) 
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with = l&apyl. 
We now address ourselves to finite rotations. For this 
it is convenient to define 
B® ~ iP® , (7.11a) 
+ 
Q® (7.11b) 
a a 
so that 
Then in analogy with the C's of Section 3 and the H, L's 
and Q's of Section 2 we define 
°ap ' (7.13b) 
3 
DSt ^ jjSt ^ (7.13c) 
a=l 
3 
K ^ D (7.14) 
a=l 
L : -it Q Dn , (7.15) 
a apY PY 
PQ - ^^33 - ^ 11 - ^22 ' (7.16a) 
P^^ r +J372[ (Djl3 + 03^) ± i(D23 + Dgg)] , (7.16b) 
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P_^2 = A/372[ - D22) ± i(Dj^2 + °21^^ * (7.16c) 
In light of -Equation 7.12 the results of the previous sections 
are equally applicable to these newly defined variables and 
their lower case analogues. This is simply a manifestation 
of the fact that the D's of Equations 7.13 are respectively 
the infinitesimal generators of the general linear groups in 
the chain GL(mn) ID GL(m) x GL(n) (47). From Equations 7.1, 
7.7 and 7.13 we have that 
"ap * °Pa = V - "la ' 
Therefore, Equation 7.10 may be written as 
«CC = "yP' 
We now specialize to the case of axial symmetry with 
b^ = bg = b and b^ = -2b. We then have that 
= c(3b/2)Li + s(3b/2)N^ , (7.19a) 
Ig = c(3b/2)L2 - s(3b/2)N2 , (7.19b) 
I3 = L3 . 
Defining x = -i0c(3b/2) and y = +i0s(3b/2) the rotation 
operators of Equation 4.17 become 
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xL^-yN, 
r^{0) = e ^ ^ , (7.20a) 
xLj+yN, 
rgf#) = e ^ , (7.20b) 
—i0Lo 
r^f#) = e . (7.20c) 
From Equation 4.15 we have thatr(Q) = ^3^®2^^3* 
To expand r(Q) in terms of R(Q) it is therefore necessary 
to expand ^2^^^ in terms of • To do this, define 
? (-i/2) (D3j^ - Dj^^) , (7.21a) 
M2 = (1/2) (D33 - , (7.21b) 
M3 E (l/2)(D2i + D^g) , (7.21c) 
Kg E 4M2 / (7.22a) 
L2 E 2M^ , (7.22b) 
Ng -SiM^ . (7.22c) 
The M 's satisfy the SU(2) commutation relations 
a 
[M^,Mpj = iM^ , (aPy cyclic) (7.23) 
and therefore 
[N2,L2] = K2 / (7.24a) 
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[Kg/LgJ = 4N2 . (7.24b) 
Defining the n-fold multicommutator of u with v by 
(uv^) 5 [[...[[u,vj,v],...],v] (7.25) 
we have by mathematical induction that 
(Ng'Lg^) = ^^^^2 ' (7.26a) 
(NgfLg^^l) = 2^^K2 . (7.26b) 
Hausdorff's theorem (48) then says that for y < 1 
xL_ 
r2(0) = e [1 + ^{(Ng'XLg) + ...] (7.27a) 
xL« 
= [1 + ygiNgfXLg) + ...]e (7.27b) 
where 
f^Ng/XLg) = Ng + (x/2:)(NgyLg) + (x^/3i)(N2,L^) + ... 
g(N2/XL2) = ftN^'-xLg) . 
Considering only f(N2/XL2) we have from Equations 7.26 that 
f(N2,xL2) = [s(2x)/(2x) ]N2 + [ (c(2x) -l)/(4x) ]K2 . 
For b small so that x = -i0 and y - i(3b/2)0 we find that 
this reduces to 
f(N2/XL2) = [(sin0 COS0)/0]N2 - i[(sin^0)/(20)]K2 
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yielding 
yftNg/xLg) ~ [i(3b/2)(sin0 cos^jNg + (3b/4)(sin^0)K2] 
(7.28) 
Using Equations 7.16, 7.21 and 7.22 one may write this in 
terms of the P's as 
yffNg/xLg) = - n/3/8 b[sin0 cos0 
'+2 ^-2 ~ + (1/2) sin^# (P,o + P « - V6 Pn)] 
(7.29) 
To complete the expansion of r(Q) in terms of R($2) we 
use Equation 7.27a and the fact that 
ie.L. -ie.L_ iqe-
e PQ e = PQ e 
to write for small b 
i0- -ie. 
r(Q) = R(Q)[l-^^78 b[sin0 cos0 (e P+j-- e •^P_^) 
_ 210. -2ieu 
4- (l/2)sin^0(e P^,^ + ® ^P_2-JG Pg)]] . 
Then by using the definition of the rotation matrices given 
2 by Rose (41) and the explicit formulae for the d , (@u) 
t'i''  ^
given for example by Brink and Satchler (49) we obtain the 
form 
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r(^) - R(U)fl + (b/2) i  (1 - DQ*(U))Pg -
- - DoI(U)P+ 2  - DglzlUlP,:]] 
= R(!.2){1 + (b/2)[PG - 2 PJJD^^W)]} . (7.30a) 
m 
In a similar fashion using Equation 7.27b one finds 
r(U) = [1 - (b/2)[(l - Dqq(!>'2)Pq + D2^o(&)P^^ + D2*(U)P_i 
- D^*q(<.2)P^2 - D2*(U)P_ 2]]R(U) 
^ {1 - (b/2)[Py - 2 (-l)Mp_^D^^(U)]]R(U) . (7.30b) 
m 
These results may be put into the form 
r(V) - R(L2) (1 + (b/2)[PQ - R"1(U)PQR(^)]] , (7.31a) 
r(U) = [1 - (b/2)[PQ - R(Û)PoR"l(U)]jR(U) . (7.31b) 
7.2. U(3) 3 U(2) X U(l) basis 
As a first step in the expansion to lowest order in the 
deformation of the | g'> in terms of the |G> consider the case 
of a single particle in a one dimensional oscillator, m - n 
- 1. In terms of Hermite polynomials we have 
n> - t/e/TT .7l/(2^n!) exp[-eQ''/2 ]H^(JtQ) , (7.32a) 
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|N> = .^ïT^r 7l/(2nni) exp[-Q^/2]H^(Q) . (7.32b) 
Therefore in the expansion 
|n> = E <N|n>lN> (7.33) 
N 
the expansion coefficients <N)n> are given by 
oo 
<N|n> ^ ill Vl/(Tr2^^"Nlni) dQ exp[-(l+G)o2/2]HQ(0)H^(JEQ) . 
_a3 
(7.34) 
The evaluation of the integral in Equation 7.34 is performed 
in Appendix C. For e = e^ and a and p equal to zero or one 
the result is 
<2N+a|2n+p> = 6^^(-1)^"^^n/(2N+a) i (2n+a) l/c(b/2) 
X l/(cO(b/2)2^^*Nln:)F(1/2+a7-N,-n;l/2+a,l/2+a; 
(7.35) 
where Zj^ - |V&c(b/2) |~^ and Zg - <v/e[ c(b/2) ]~^ and F is the 
second Appel1 function as given for example by Rainville 
(50). For the special case of the deformed vacuum Equation 
7.35 reduces to 
<2N|o> = (-1)^[N/(2N) :/c(b/2)/(2^N:) ][t{b/2) (7.36) 
with t(b/2) = s(b/2)/c(b/2). For a first order theory in 
the deformation we then find that Equation 7.33 together 
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with Equation 7.35 yields 
|o> - |0> - b/(2j2)|2> 
= Ll - (b/4)C+]|0> . (7.37) 
In general 
|n> = Vl/n2 (a^)"jo> . (7.38) 
But by using the fact that [(a^)^,(b/4)C^] = 0 to first 
order in b we may use Equation 7.37 to write this in the 
form 
|n> = [1 -(b/4)C^](a^)^|0> . (7.39) 
By mathematical induction we have 
(a+)*|0> = [(A"^)^ + (b/4)n(n-l) (A"^)^"^] |0> 
= Ll + (b/4)C-](A+)*|0> . (7.40) 
Equation 7.39 may therefore be further simplified to 
|n> = [1 + (b/4) (C" - C"^)]|N> 
= [1 + (b/2)D]|N> (7.41) 
with n = N. Here we have used the result of Equation 7.17 
to express C~ - = 2D. 
Now consider the expansion to first order in the de­
formation of the |g> in terms of the |G>. By definition 
\ 
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m n 
|o> = n n |o>f . 
a=l s=l 
Applying the result of Equation 7.37 to this expression we 
have that 
m n ss 
]l°>a 
m n ss 
- [1- S S (b /4)C ]|0> 
cc=l s=l ® 
- 11 - (b/4)0"*']|0> (7.42) 
in analogy with Equation 7.37. Here we have set 
m n .ss 
0 = S 2 (b /b)C 
a=l s=l ^ 
m 
= 2 . (7.43) 
( I  —  X  
In general 
|g> - f(a^)|o> . (7-44) 
But in analogy with Equation 7.39 we may use the fact that 
[f(a^),(b/4)0^] = 0 to first order in b together with Equa­
tion 7.42 to write this in the form 
|g> ~ [1 - (b/4)0^]f(a^)|0> . (7.45) 
4* 
The function f(a ) is a homogeneous polynomial in the a® . 
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Applying the result of Equation 7.40 to an arbitrary term 
in f(a^) we see that 
m n + n® m n + n® 
Ti n (af ) G|o> = n n [1+ (b /4)c ) "|o> 
a=l s=l " a=l s=l a aa a 
m n m n + n® 
= [1+ S S (b /4)c:®®] n n (A® ) G|0> 
a=l s=l a=l s=l 
m n + n^ 
= [1+ (b/4)0~ J  n  n  (A® ) G|o> (7.46) 
a=l s=l G 
where 
m n 
O" = S 2 (b /b)C~®® 
a=l s=l ® 
m 
= S (b /b)C ^  . (7.47) 
a=l " GO 
Therefore it must be true that 
f (a"^) |0> = [1 + (b/4)0"]f (A^) l0> . (7.48) 
Using this result we may further simplify Equation 7.45 to 
)g> = [l+(b/4)(0~ - 0^)]|G> 
^ [1+ (b/2)D]|G> (7.49) 
with g - G. Here we have used the result of Equation 7.17 
to write 
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a=l 
m 
(7.50) 
For m = 3 with axial symmetry Equation 7.49 reduces to simply 
with Pq given by Equation 7.16a. 
7.3. Mixed bases 
In this section we shall adhere strictly to the con­
vention that upper and lower case symbols refer respectively 
to nondeformed and deformed quantities. For example, the 
state labeled by Jg;KLM> refers to the state obtained by 
application of the nondeformed angular momentum projection 
operator on the deformed cartesian basis state |g>. Ex­
plicitly 
Furthermore, we shall indicate equality of the upper and 
lower case labels by letting g-G, k=K, 1=L and m = M. 
Using these conventions and the results of Sections 7.1 and 
7.2 it is then a simple matter to give an expression for the 
expansion to first order in the deformation of the |g;KLM> 
and the |G;KLM>. To see this we use Equation 7.51 to write 
jg> = [1 - (B/2)PQ]|G> (7.51) 
|g;KLM > r di2D^(^2)R(!.2) |g> (7.52) 
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Equation 7.52 in the form 
|g;KLM> = |G;KLM> - (b/2) J di.2Djj^(k^)R(L2)PQ|G> . (7.53) 
Writing 
R(^2)PQ = R(U)PQR"1(U)R(&) 
= ZD^,oW)PM'R(^) 
M' 
= 2 (_i)M'D2^_(a)P_ ,R(a) 
M' 
and using the R(3) Clebsch-Gordan series for rotation 
matrices we see that Equation 7.53 becomes 
M' 
|g;KLM> = |G;KLM> - (b/2) E (-1) P_„, 
M' 
X a2D^(V)D^*QW)R(L2) |G> 
= |G7KLM> - (b/2) S (-l)^'p ,C(L2L';MM',M+M') 
L'M' 
X C(L2L';KOK)|G;KL',M+M'> (7.54) 
In a similar fashion by applying the results of Equation 
7.30b we have that 
|g;KLM> = [ 1-(b/2 ) P^, ] I g7klm> + (b/2) 2 (-l)^'p 
u m' 
X J d!.2D^*(U)D^to(!'^)r(L2) | g> 
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mV 
= [1 - (b/2)Po]|g;klm> + (b/2) Z (-.1) ' P_^, 
I'm' 
X C(121';mm',m+m')C(121';kOk)|g;kl',m+m'> (7.55) 
Applying the results of Section 5 then completes the ex­
pansion. 
7.4. U(3) Z) R(3) basis 
To obtain the expansion of the |g;klm> in terms of the 
IG;KLM> we must apply the results of both Equations 7.31b 
a n d  7 . 5 1 .  I n  p a r t i c u l a r ,  a g a i n  l e t t i n g  g  =  G ,  k  =  K ,  1 = L  
and m - M we have 
|g;klm> = J* |g> 
D^2D^*A2)[L - (b/2) [Pq-R(<.2)PqR ^(Q)]]R(I2) 
x {[1 - (b/2)PQ]R"l(&)R(&)]|G> 
a* di2D^ (U) [ 1 - (b/2) Pq ]R (U) I G> 
^ [1 - (B/2)PQ]|G;KLM> (7.55) 
Apply the results of Section 5 again completes the expansion. 
Notice that the expansions of Equations 7.51, 7.54, 7.55 
and 7.56 all invlove only the second rank spherical tensors 
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P defined by Equations 7.16. These correspond to L = 2 
r 
and from Equation 7.17 are seen to correspond to linear 
combination of the C"o - ct . The P, are therefore linear 
f pa P 
combinations of (2,0) and (0,2) SU(3) tensors. Although 
we shall not consider their tensorial properties here, 
Biedenharn and Louck (32) have given the mathematical tools 
to do so. Physically, however, we now see explicitly that 
a particular deformed basis state corresponds to the same 
nondeformed state plus a particular particle-hole mixture 
of the same parity dictated by the deformation. Such par­
ticle-hole mixing has been used within the framework of 
nondeformed potential many-particle theory to obtain theo­
retical results in closer agreement with experiment. The 
deformed potential many-particle states already include 
such mixing and possess in addition simple state labels. 
The fact that these states are indeed physically significant 
18 
remains to be shown. We shall do this in Section 9 for O 
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8. PHENOMENOLOGY 
A first step in testing to see whether or not the de­
formed potential many-particle states are in fact physically 
significant is to apply the phenomenological technique in­
troduced by Nilsson (16) for the case of a single particle 
moving in a deformed potential to the case of one or more 
particles moving in a deformed potential. That is, to con­
sider the motion of one or more particles moving in an 
axially symmetric deformed potential, describable in terms 
of the deformed potential many-particle states, coupled to 
that of a deformed core which itself is allowed to rotate 
adiabatically. This section is therefore devoted to first 
of all describing the Hamiltonian for such a system and then 
obtaining the appropriate overall wavefunctions. A diag-
onalization technique for the Hamiltonian in the basis ob­
tained is also presented. 
8.1. Hamiltonian 
The Hamiltonian for a physical system described by 
collective and particle coordinates may be written in the 
form 
H = H + H (8.1) 
c p 
where H^ is the collective Hamiltonian and H^ is the par­
ticle Hamiltonian. For a system of particles moving in a 
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potential created by a deformed core which itself is allowed 
to rotate adiabatically, is simply the rigid rotor Hamil­
tonian for the core given in terms of body-fixed coordinates 
by 
3 2 
n ^ Z L^/(2Ua) (8.2) 
^ a=l 
and Hp is the deformed particle Hamiltonian plus an ap­
propriate particle-particle interaction. 
H_ - Z E c 4- V . (8.3) 
P a aa 
This is the strong coupling limit (51) and the usual ap­
proach used is to set I = L + j and write Equation 8.2 in 
the form 
3 2 
H = S (I -j^)^/(2ia) 
^ a=l ^ ° 
Ct — J-
with If L and j being the total, core and particle angular 
momentum respectively. Then in the limit of axial symmetry 
so that j^/ the projection of j on the body-fixed symmetry 
axis, is a constant of the motion and ~ -^2 ~ ^ ^  "^3' 
H can be written in the form 
5 = »! + HRPC + «0 (8-41 
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with 
Hj = (I^ - 13^ - j3^)/(2^) + , 
^pc ~ ^^1^1 ' 
Hq = Hp + (j^)/(2i) . 
Hj is called the I-rotor for the system, the rotational-
particle-coupling term and Hg the new particle Hamiltonian. 
The Hamiltonian given by Equation 8.4 is then diago-
nalized in the appropriately symmetrized basis (51), 
1/2 
j jK|IM|m|> = [—2l-+_i _] 
IS.^2(I+&KOÔ„O' 
^ ' (8.5) 
I* treating H^^^ as a perturbation. Here the Dj^(k<i) are the 
rotation matrices of Rose (41) and the X's are the eigen-
states of Hq. Notice that L is not a constant of the motion 
in this basis. This is because L and j are not explicitly 
coupled up to I. The basis is suitable for the Hamiltonian 
H - Hj + Hq. The part of the Hamiltonian constraining 
I - L H- j is Hj^pq and this has been thrown into the residual 
interaction. Working within this basis one is therefore 
forced to allow L to take on all values consistent with 
jl-j|<L<I+j. 
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. In reality however, the core Hamiltonian represents 
the motion of a closed shell nuclear system constrained to 
move in its ground state. Since the core is deformed we 
know from the formalism of Sections 6 and 7 together with 
the nondeformed analogue that this is the deformed ground 
state. Furthermore, we also know from Section 7 that this 
-J- -j- -j-
deformed O ground state corresponds to L = O and L - 2 
to first order in the deformation. Allowing the core to 
have higher values of L corresponds to treating the core to 
a higher degree of approximation in the deformation. Since 
one is usually content with treating the particles outside 
the core to first order in the deformation to be consistent 
one must allow only the L = and L = 2^ states of the core 
to mix in. As has been pointed out, this is not possible 
in the basis given by Equation 8.5. It is necessary to 
explicitly couple L and j to get I if the values of L are 
to be truncated. This we will do in the next section. 
8.2. Coupled basis 
The appropriate wavefunctions for describing the rota­
tion of a deformed nuclear core are those of the symmetric 
top given in normalized form by (52) 
P 1/2 T * |KLM> = [ (2L+l)/(87r^) ] D^(U) . (8.6) 
Xj ^ 
As in Equation 8.5 the D^(U) are the rotation matrices 
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given by Rose (41), L is the total angular momentum associ­
ated with the rotation, M refers to the space-fixed z-axis 
projection of L and K refers to the body-fixed 3-axis pro­
jection of L. For axial symmetry about the body-fixed 3-axis 
these functions are eigenstates of the core Hamiltonian. 
However, because in this case the Hamiltonian is invariant 
-±o V rotations about the principle axes these wavefunctions 
must be appropriately symmetrized. To demonstrate the sym-
metrization technique let be the operator for a TT rota­
tion about the a-axis. These three operators together with 
the identity form a representation of the point group Dg 
(53). Of the four symmetry types for D^, only the A type 
symmetry has an L = 0 state and since all even-even nuclei have 
L = O ground states we shall adopt this symmetry type for 
the wavefunctions; that is, we require 
H^||K|LM> = ||K|LM> , L<a<3 . (8.7) 
Since n Ho ~ IT / a / B / y, we need only consider the effect 
a p Y r I 
of two of the Hg's on the states |KLM>; we shall choose to 
consider [[2 and n^- Using the properties of the rotation 
matrices we have that 
IKLM> = |-KLM> , (8.8a) 
n^|KIjM> = e~^^^(KLM>. (8.8b) 
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Consider then 
I |K|LM> = N[|KLM> +  a l -KLM>] . 
We apply Ilg and to obtain 
n2l|K|LM> = |KLM> + (l/a)|-KLM>] , 
n2||K|LM> = Ne"^'^^[ 1KLM> + ae^^'^^|-KIiM>] . 
From Equation 8.7 we then see that K must be an even integer 
and that a = e^^^ = (-1)^. The appropriately symmetrized 
wavefunctions are therefore given by 
I1K|LM> = NLIKLM> + (-1)^|-KLM>] 
with K an even integer and the obvious requirement that if 
K is zero L must be even. To determine the normalization 
N we take the inner product to obtain 
1 = 2(1 + 6j^o) 
so that 
N ^ 1/^/2 (L+S^G) . 
The final form for the normalized and symmetrized wave-
functions is then 
||K|LM> --- l/JTÏÏ+b^ L |KLM> + (-1)^|-KLM>] . (8.9) 
For arbitrary core deformation the eigenstates of the core 
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Hamiltonian are simply linear combinations of these func­
tions with L and M fixed. 
To the core states given by Equation 8.6 we must couple 
states describing the motion of the particles. Since the 
particles are moving in the potential created by the core 
the appropriate particle states are the lg;klm> of Section 
5 with the b^ dictated by the core deformation. To these 
we must couple the conjugate spin-isospin states |g;sm> to 
obtain states of the form |gklsjm> (22). From Equations 
7.19 it is seen that 1 is not the physical orbital angular 
momentum of the particles so this is not the usual 1-s 
coupling used in nuclear physics. However, for a first 
order theory in the deformation we see from Equation 7.56 
that 1 may be considered to be the physical orbital angular 
momentum of the particles insofar as the energy matrix is 
concerned. We shall therefore use the |gklsjm> as if they 
are states of total physical angular momentum j for the 
particles with projection m on the body-fixed 3-axis. 
The product states, 
|gklsjm>g|KLM> , (8.10) 
with |KLM> given by Equation 8.1 and |gklsjm>G the particle 
wavefunction in the body-fixed system form a complete basis 
for the composite system of the core plus particles. How­
ever, such a basis does not exploit the fact that the total 
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angular momentum I and its projection M on the space-fixed 
z-axis must be constants of the motion. Furthermore, notice 
that for axial symmetry both |m| and |K| must remain good 
quantum numbers (15). Figure 3 describes this situation 
diagramatically. Appropriately coupled wavefunctions may 
be obtained by coupling in the space-fixed system the |KLM> 
of the core to the |gklsjm>g of the particle given by 
|gklsjm>g = R"^(^2) | gklsjm>g 
- Z Igklsjm'> (8.11) 
m' 
in which il specifies the Euler angles of the body-fixed 
system with respect to the space-fixed system. That is 
(54), 
I  gklsj ;KL;IM> = S C( jLI;m,M-m,M) | gklsjm> g  |KLM-m> . 
m 
(8.12) 
This result may be put into the form of Equation 8.10 by 
using Equations 8.6 and 8.11 together with the R(3) Clebsch-
Gordan series for the rotation matrices and the symmetry 
and unitarity properties of the R(3) Clebsch-Gordan co­
efficients . 
[gklsj;KL;IM> = 2 C(jIL;m,M-m,M)|gklsjm'> 
mm' 
1/2 
X [ ( 2 L + l ) / ( 8 T r 2 ) ]  d£ ,  
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2 C(jLI;m,M-m,M)C(jLI';m,M-m,M)C(jLI';m'K,m'+K) 
I 'mm' 
2 1/2, 
X [(2L+l)/(Sir^)] |gklsjm'>g 
1/2 
= E C(jLl7m,K,m+K)[(2L+1)/(2I+1)] 
m 
X lgklsjm>g|m+K,IM> 
= Z (-1) J^C(jIL;m,-m-K,-K) |gklsjm>glm+K,IM> . (8.13) 
m 
For the case of axial symmetry about the body-fixed 3-
axis the Hamiltonian of the system is again invariant to tt 
rotations about the three body-fixed axes. The wavefunctions 
of Equation 8.13 must therefore be appropriately symmetrized. 
To do this we need in addition to Equations 8.8 the fact that 
|gkl8jm>Q = , (8.14a) 
11^ |gklsjm>g = e~^^'^'"lgklsjm>g . (8.14b) 
Consider then 
Igklsj|m(;|m+K|IM> = N[(gklsjm>g|m+K/IM> 
+ a Igklsj-m>g|-m-K,IM> . 
Again requiring that the wavefunctions transform according 
to the A type symmetry of the point group Dg we find that 
K + 2m must be an even integer and that a = (-1) 
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with I + j an integer. Furthermore, if both m and K are 
zero I + j must be an even integer. We also find that 
N = N/2 (1+6^QÔJÇQ) SO that the final form for the normalized 
and symmetrized wavefunctions is 
Igklsj |m|; |m+K|lM> = 1/^2 (l+b^^&^o) [ |gklsjm>g |m+K,IM> 
+ (-1)^^-^ |gklsj-m>g|-m-K/IM>. (8.15) 
This basis diagonalizes the following operators with their 
corresponding eigenvalues : 
~ 1(1 + 1) 
~ (m + K) ^ 
~ j(j + 1) 
~ (m)2 
2 
s ~ s(s + 1) 
1^ ~ 1(1 + 1) 
Casimir operators for U(3) ~ [h^ ]. 
For arbitrary deformation the eigenstates of the Hamil-
tonian will be linear combinations of these functions with 
I and M fixed. 
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Now consider the syrranetrization of the coupled wave-
functions of Equation 8.13. We need the fact that 
112 I gl^lsj ;KL;IM> = (-1)jgklsj ;-KL;IM> , 
(8.15a) 
llg |glclsj;KL;IM> = e"^"^ | gklsj ;KL;IM> . (8.16b) 
Consider then 
1gklsj7 IKIL;IM> = N[|gklsj;KL;IM> fa|gklsj;-KL;IM>] . 
Once again requiring the w.avef unctions to transform according 
to the A type symmetry of the point group Dg we find that 
K + 2m must be an even integer and that 
'fe- T -
with I + j an integer. Furthermore# if K is zero then 
21 - L must be an even integer. We also find that 
N = I/^/TTI+Ôjçq) so that the final form for the normalized 
and symmetrized wavefunctions is 
[gklsj; |K|L;IM> = l/jT(ï+ô]^[ [gklsj 
+ (-l)2l-L|gkisj._KL;IM>] . (8.17) 
A somewhat more convenient form for these coupled wave-
functions may be obtained by expressing them in terms of 
the Igklsj[m|;|m+K[IM> of Equation 8.15. Explicitly, 
Ill 
jgklsj ; |K1L;IM> = 2 (-1)jIL;m,-m-K,-K) 
in 
X Vl+ô^o&mO I I m I ; I m+K | IM> . (8.18) 
This basis diagonalizes the following operators with their 
corresponding eigenvalues : 
- 1(1 + 1) 
I ~ M 
z 
~ L(L+ 1) 
L,: - (K)2 
~ j(j 1-1) 
s^ ~ s(s + 1) 
1^ ~ 1(1 + 1) 
Casimir operators for U(3) ~ [h^] . 
Again for arbitrary deformation the eigenstates of the 
Hamiltonian will be linear combinations of these func­
tions with I and M fixed. Notice that since a quantum 
mechanical body cannot rotate about a symmetry axis one 
normally chooses K = O in Equations 8.15 and 8.18 (54). 
As may be seen from Equation 8.15 we may then restrict 
m>0 with the constraint that if m is zero I + j must be 
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even. In this limit Equation 8.18 reduces to 
|gklsj;OL;IM> = 1/72 2 (-1)jIL;m,-m,0) 
m 
X  I j  | m | ;  | m ) l M >  
= >: (_l)j-^V2/(l+ômn) C(jIL;M,_m,0) 
m>0 
X Igklsjjm|;|m|IM> . (8.19) 
To be sure both the basis given by Equation 8.15 and 
the basis given by Equation 8.18 are complete and therefore 
must yield the same results for the energy matrix diagonal-
ization if the complete bases are used. However, as pointed 
out in Section 7.1, to be consistent in working to only 
first order in the deformation L must be truncated at L = 0 
and L - 2. Only the basis given by Equation 8.18 which 
explicitly demonstrates L as a good quantum number allows 
this to be done. Therefore the Jgklsj;|K|L;IM> with L - 0 
and L = 2 form the appropriately coupled basis in terms of 
which to diagonalize the Hamiltonian for the system. 
8.3. Matrix diaqonalization 
In this section we shall consider the diagonalization 
of the Hamiltonian H given by Equation 8.1 together with 
Equation 8.2 and 8.3. Only the special case of axial syn-
metry with ^ ~"*^2 ''I ~ ^ 2 ~ ^3 ~ 
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will be treated. The appropriate wavefunctions are given 
by Equation 8.19 in which K taken to be zero reflects the 
fact that ef ^  is small compared to . The diagonalization 
procedure is complicated by the fact pointed out in Section 
1 and again in Section 4.3 that the particle wavefunctions 
are not necessarily orthogonal on the k quantum number. It 
is therefore necessary to consider the diagonalization of H 
in a nonorthogonal basis. In general this leads to the 
eigenvalue problem for non-Hermitian matrices, a nontrivial 
problem (55). However, for the U(3) ID R(3) states it is 
possible to avoid this difficulty by using the results of 
Section 4.3. The simplification is based upon the fact that 
Equation 4.32 together with Equation 4.26, 4.27 and 4.28 
allows one to determine explicitly the elements in the 
overlap matrix and hence the fact that the matrix so formed 
is itself Hermitian. To demonstrate the simplification 
explicitly, consider the model problem of nonorthogonal 
states |p> whose overlap matrix 0^,^ = <p'|p> is known to 
be Hermitian. Expand these states )p> in terms of some 
orthonormal basis |a> spanning the representation space; 
that is, 
|p> = 2 T^p|a> , 
a 
<P I = % I 
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Then form the Hermitian overlap matrix 
0 = T'^ T . 
Let S be the unitary matrix which diagonalizes O, 
S^OS = E , 
and define 
Then 
R"''OR = I - (T"'')~^ OT"^  
and we may choose 
T = R~^ 
or 
R = T~^ . 
From this we then have 
|a> = Z RpJ|3> . 
It follows that 
H(a) = R'^H(p)R 
where H(a) is the energy matrix in the |a> basis and hence 
Hermitian and H(p) is the energy matrix in the |p> basis 
and in general non-Hermitian. To be sure this is equivalent 
to a Gram-Schmidt orthogonalization process but the technique 
115 
is somewhat simpler to use computationally since matrix 
multiplications and inversions are standard procedures. 
It is to be emphasized that this procedure requires 
the overlap matrix be known and that it be Hermitian. As 
pointed out in Section 4.3 the overlap matrix for the U(3) 
R(3) basis states may be obtained from the transformation 
brackets. In fact, using the phase convention indicated 
in Section 4.2 following Equation 4.28 the overlap matrix 
is seen to be real Hermitian and hence real symmetric. It 
can therefore be diagonalized by the standard Jacobi routine 
for real symmetric matrices (56). Therefore, although the 
Ig;klm> states are in general nônorthogonal on the quantum 
number k, this simple procedure allow one to solve for the 
energy matrix between such states in a simple and direct 
manner. 
To complete the diagonalization then we must first of 
all obtain the overlap matrix elements for the wavefunctions 
given by Equation 8.19. To do this consider the overlap 
matric elements for the jgklsj|m|;|m|IM> given by Equation 
8.15. Using the fact that 
|gklsjm>„ = X Cdsj ;m',m-m',m) lg;klm'>Q|gsm-m'>g 
m' 
together with the unitarity of the R(3) Clebsch-Gordan 
coefficients we have that 
116 
<gk ' Is j I m I ; | m | IM | gklsj |m| ; |m| IM> 
= 1/[2(1+&J^q) ][[<gk'lsjm|g<niIM| 
+ (-1)<gk'lisj-mIg<-mIM|][|gklsjm>g|mIM> 
+ (-l^^j I gklsj -m>g ]} 
= S (Isj;m',m-m',m)<g;k'Im'Igrklm'> 
m' 
= A(gk'rgk) (8,20) 
with A(gk';gk) given by Equation 4.32. It then follows 
that the overlap matrix elements for the wavefunctions 
given by Equation 8.19 are 
<gk'lsj;OL;IM|gklsj;OL;IM> = Z 2/V (!+&„,«)(l+G^n) 
m'>0 
m>0 
X (_lfj-"^-"''c(jIL;m,-m,0)C(jIL;m\-m%0) 
X <gk'Isj|m'Ij|m'IIMjgklsj|m|j|m|IM> 
= A(gk';gk) Z 2/(l+fi o)C^(jIL7m,-m,0) 
m>0 
- A(gk';gk). (8.21) 
Next consider the matrix elements of the collective 
Hamiltonian. Since 
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H^|gklsj;OL;IM> = [ (I,^_L^)/(2.P) + 
X Igklsj;OL;IM> 
= L(L+l)/(2j)|gklsj;0L;IM> 
we have quite simply that 
<gk'Isj 70L;IM||gklsj;OL;IM> 
= L(L+l)/(2^)A(gk';gk) (8.22) 
with A(gk';gk) again given by Equation 4,32. 
Finally we must consider the matrix elements of the 
particle Hamiltonian. This is a somewhat more difficult 
task because as pointed out in Section 6.3 is not diagonal 
in the )g;klm> basis. To find the matrix elements of it 
is therefore necessary to apply the results of Section 4.2. 
Explicitly, for the particle Hamiltonian given by H = Ze C 
^  P a a a  
we have that 
<gk ' 1 ' m IH I gklm> = Z <g' |g;klm><g" ;gk'l'm> <g"|H |g'> 
P g i g l .  P 
= s <g'|g;klm><g'|g;k'l'm> (e w* ) (8.23) 
g I It  a 
Here the <g'|g;klm> are the transformation brackets given by 
Equation 4.14 and the w'^ are the components of the weight 
vector for the state |g'> given explicitly in terms of the 
h^p by Equation 3.14. We may now use this result to find 
the matrix elements of H^ between the states given by 
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Equation 8.15. 
<gk•1'sj'1 m I ; Im IIM[Hp Igklsj|m|;j m|IM> 
= 1/[2(1+6J^q) ] [[<gk'l'sj 'm!g<mIM| 
+ (-l^^j<gk'l'j '-m(g<-mIM( ]Hp[ jgklsjm>g(niIM> 
+ (-l)^"*"-^ I gklsj-m>gl-mIM>] j 
= <gk'l'sj'm|Hpjgklsjin> 
= S C(l'sj';m',m-m',m)C(lsj;m',m-m',m) 
m' 
X <gk'l'm*lHp|gklm'> . (8.24) 
In deriving this result we have made use of Equation 8.14a 
to relate |gklsj-m>g to |gklsjm>g. Using this result to­
gether with Equation 8.19 we finally have 
<gk•1'sj';OL;IMI Hp j gklsjjOL;IM> 
= (-l)j+j' 2 2/(1+6 q) 
m>0 
X C(j'IL';m,-m,0)C(jIL;m,-m,0) 
X  <gk'1'sj'I m I ; ImIIMI HpIgklsj|m|;|m|IM> . (8.25) 
Inserting the results of Equation 8.23 into Equation 8.24 
and this in turn into Equation 8.25 yields the matrix ele­
ments of Hp in the basis given by Equation 8.19. 
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We have therefore found the H(p) and the overlap matrix 
from which R and may be found by diagonalization. 
Diagonalizing H(a) = R^H(p)R then yields the energy eigen­
values and the corresponding eigenvectors. Notice that the 
results of Equations 8.24 and 8.25 are completely general. 
Equation 8.23 however applies only to the deformed particle 
Hamiltonian. This result must be generalized for given 
by Equation 8.3. 
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9. AN EXAMPLE: OXYGEN 18 
In this section we shall test the formalism developed 
in the previous sections by applying the results to the 
18 
A = 18 system treating 0 as having two particles moving 
in an axially symmetric deformed potential created by the 
deformed core which is allowed to rotate adiabatically. 
The angular momentum of the core is restricted to L = 0 
and L = 2 to be consistent with a first order theory in 
the deformation for the particles. 
9.1. Hamiltonian and coupled basis 
The Hamiltonian which we shall diagonalize is given 
explicitly by Equation 8.1 with 
= L^/(2-e) (9.1a) 
and 
Hp = ^ œ[e^(Cj^j^ + C22) + jo * (9.1b) 
In units of the /ko) these reduce to 
H^ = RL^ (9.2a) 
and 
Hp = e (c^i+Cgg) + e (C33) - P6jo (9.2b) 
where R is the rotational parameter, P the pairing parameter 
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and b the deformation parameter. The term in Equation 
9.1b is a pairing interaction acting only within particle 
states having j = 0. In a multipole expansion of a particle-
particle interaction it corresponds to the short range ef­
fects of the multipoles having 1 > 2 (57). The long range 
effects associated with the 1=2 term in such an expansion 
promote collective effects and hence produce deformation 
(5, 22, 57); this we have already included. Since the two 
produce opposite effects on the energy levels of a system 
one expects a larger to be required for the deformed 
potential many-particle states than for the comparable non-
deformed potential many-particle theory. We shall see that 
X8 
this is indeed found to be the case for O 
As pointed out in Section 8.2 the appropriate basis to 
use if one is to truncate the allowable values of the core 
angular momentum is the one given by Equation 8.19. Since 
the Hamiltonian we are considering the type given by Equa­
tion 8.1 together with Equations 8.2 and 8.3 the formalism 
presented in Section 8.3 is applicable. However, it is 
necessary to consider the decoupling of the particle orbital 
angular momentum and the particle spin-isospin coordinates. 
In the general case of n particles this is not a trivial 
task (22). However, for the case of two particles it is 
straightforward. In fact, most of the work has already been 
done in Section 3.4 where we saw that the [4] and [2,2] IR of 
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U(3) correspond to symmetric space wavefunctions and the 
[3,1] IR of U(3) corresponds to antisymmetric space wave-
functions. The overall antisymmetry requirement of the 
Pauli principle then requires antisymmetric spin-isospin 
functions to be associated with the [4] and [2,2] IR of 
U(3) and symmetric functions to be associated with the 
18 [3,1] IR of U(3). For the low-lying states in O the iso-
spin must be equal to one and therefore s = 0 for the [4] 
and [2,2] IR of U(3) and s = 1 for the [3,2] IR of U(3). 
18 
That is, the appropriate wavefunctions for O are given by 
1[4]kl01;OL;IM> , (9.3a) 
|[3,l]kllj;0L;IM> , (9.3b) 
1[2,2]klOl;OL7lM> (9.3c) 
with k and 1 given by the rule of Equation 4.11 and L = 0 
or L = 2. The angular momenta j and I may take on the values 
ll-sl<j<l+s and |L-j|<I<L+j respectively. Notice that for 
these IR of U(3) there are no multiple occurrences of 1 so 
that the k label is redundant and the states are orthonormal. 
That is, standard diagonalization procedures are applicable. 
9.2. Results 
Although this section is devoted to reporting the re­
sults of diagonalizing the Hamiltonian given by Equation 
8.1 together with Equations 9.2, first of all consider 
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Figure 5 which is given for completeness. It shows the 
energy levels as a function of deformation for the diag-
onalization of the two particle Hamiltonian given by 
Equation 9,2b with P = 0 in the deformed IR [4], [3,1] and 
[2,2] of U(3). The curves are simply (n^ + ngie^ + (n^ie"^^ 
with 0<n^<4 indicating the number of quanta in the a di­
rection. These are the levels which when appropriately 
summed and truncated couple to L = 0 or L = 2 to give the 
states of good total orbital angular momentum indicated in 
Equations 9.3. 
The results of the diagonalization of the phenom-
enological Hamiltonian H given by Equation 8.1 together 
18 
with Equations 9.2 for O are indicated in Figures 6 
through 11 where we have plotted the energy eigenvalues as 
a function of the deformation, -0.08<b<0.08, systematically 
varying the rotational parameter R and the pairing parameter 
P from graph to graph. Fourteen of the sixteen levels given 
belong to the [4] IR of U(3). The other two levels corres­
ponding to the second 0^ and the third 2^ level in the ex­
perimental spectrum (58) given in Figure 12b belong to the 
[3,1] IR of U(3). These we have indicated by broken curves. 
The base of these two levels has been adjusted so as to 
yield a best fit at the values of the parameters b, R and 
P determined from a best fit for the levels of the [4] IR. 
This corresponds to accepting the hypothesis of Elliott 
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(5, 22) that the more symmetric an IR of U(3) is the lower 
it will lie in energy. The scaling factor must be pro­
portional to some function of the Casimir operators for the 
group. One such function has been shown by Elliott to cor­
respond to a particle quadrupole-quadrupole interaction (22). 
We shall not consider this further except to reiterate that 
the base of the two levels taken from the [3,1] IR of U(3) 
has been adjusted so as to yield a best fit at the values 
of the parameters b, R and P determined from a best fit for 
the levels of the [4] IR. 
Specifically consider Figures 6, 7 and 8 where we have 
fixed P = 0.2 and have varied R from R = 0.015 to R = 0.025 
in steps of 0.005. Notice that at zero deformation as R in­
creases, the ground state 0^ level and the 2^ and 4^ levels 
degenerate at E/^!uo = 4 remain fixed. These levels correspond 
to L = 0. The remaining levels correspond to L = 2 and are 
shifted upward by the factor 6 x - R^nitial^ ac­
cordance with Equation 9.2a. At nonzero deformation a cor­
responding change in the splitting of the levels can be 
detected. In general, at a fixed value of nonzero deforma­
tion increasing R shifts all the levels upward. The upper 
levels are shifted to a lesser degree at b / 0 than at 
b = 0 because the deformation allows the L = 0 and L = 2 
levels to mix. The strength of the mixing determines the 
magnitude of the shifts and is dependent upon the levels 
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involved. A particularly clear example of this is the 
second 2 and the first 4 levels for positive deformation. 
The 2^ is pulled upward more strongly with increasing R 
than is the 4^. 
Next consider Figures 9 and 10 together with Figure 7. 
Here we have fixed R = 0.020 and have varied P from P = 0.15 
to P = 0.25 in steps of 0.05. At zero deformation as P in­
creases the only levels affected are the ground state 0^ and 
» 
the first 2 state. These correspond to the j = 0 states 
for L = 0 and L = 2 respectively. For nonzero deformation 
a corresponding change can be detected. In general at a 
fixed value of nonzero deformation increasing P shifts all 
the levels downward. The ground state 0 and the first 2 
state are shifted to a lesser degree at b / 0 than at b = 0. 
This is because the deformation allows the levels which are 
shifted at b = 0 and levels which are not shifted at b = 0 
to mix. Again note that the magnitude of the shifts is 
dependent upon the levels involved. This may be most 
+ + 
clearly seen for the second 2 level and the first 4 ' 
level. With increased P at fixed b these levels move more 
closely together. 
By varying the parameters b, P and R in a systematic 
manner the final values of b = 0.021, P = 0.222 and R = 
0.0216 were obtained as giving a best overall fit to the 
experimental spectrum. Figure 11 is a plot similar to 
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those of Figures 6 through 10 at these values for P and R. 
The value of b - 0.021 is indicated by the vertical line 
marked final value. Figure 12c is a bar graph of the same 
results multiplied by the scale factor /&D = 16 MeV to which 
the fit obtained was insensitive. That is, a comparable fit 
could have been obtained with /hm in the range 12 <,6œ < 20 MeV. 
It is to be noted that a least squares fit has not been car­
ried out. We have simply obtained the results given by 
assigning a tolerance of 0 - 3.5% on the first five levels 
and 3.5 - 7.0% on the remaining levels. This is consistent 
with the fact that experimentally the lower levels are known 
more accurately than are the upper levels. Indeed, had we 
neglected the levels above 5 MeV we could have given a per­
fect fit to the lowest five experimental levels. It is to 
be emphasized that the second 0 level and the third 2 level 
have been obtained from the states of the [3,1] IR of U(3) 
given by Equation 9.3b. The other levels have been obtained 
from the states of the [4] IR of U(3) given by Equation 9.3a. 
The final values obtained for the parameters P, R and 
jlW) are amenable to simple physical interpretations. The 
value of the pairing energy parameter is 3.55 MeV. This is 
1 - 1.5 MeV larger than the usual pairing energy parameter 
but as pointed out in Section 9.1 this is indicative of the 
fact that we have incorporated deformation into our theory. 
The value of the rotational energy parameter is 0.346 MeV. 
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Simply applying the empirical L(L+1) rule (51) to the first 
18 
excited state of O implies a rotational energy parameter 
of 0.33 MeV. The energy parameter of 16 MeV can be compared 
—1/3 
to the empirical 4lA~ rule (51) which yields a value of 
18 15.8 MeV for 0 . To be sure these do not prove the cor­
rectness of the theoretical results but it is reassuring to 
know the results obtained are not in disagreement with such 
simple physical interpretations. 
The bar graph of Figure 12 gives in addition to the 
experimental spectrum and the spectrum obtained from the 
deformed U(3) calculation, the spectrum obtained by de Llano, 
Mello, Chacon and Floras (59) for a nondeformed theoretical 
U(3) calculation taking into account the quadrupole-quadrupole, 
pairing and spin-orbit interactions. The striking contrast 
in these results compared with those obtained for the deformed 
U(3) states would seem to indicate that the deformed U(3) 
states are indeed physically significant! 
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10. SUMMARY AND CONCLUSION 
The basic aim of this thesis has been to extend the 
ideas introduced by Nilsson (16) and Newton (17) for the 
case of a single particle moving in a deformed potential 
to the case of one or more particles moving in a deformed 
potential. This we have done by first of all establishing 
the relationship between the U(3) Z) R(3) state labeling 
scheme introduced by Elliott (5) and the Gel'fand U(3)Z) 
U(2) X U(l) state labeling scheme introduced by Nagel and 
Moshinsky (12). The establishment of this relationship 
then allowed a rule complementary to the one given by 
Elliott (5) for the quantum K required in the reduction 
U(3) 3 R(3) to be given and the use of this K in state 
labeling to be clarified. An explicit expression for the 
transformation brackets between the two state labeling 
schemes was then derived and the results related to the 
normalization and overlap integrals for the projected 
states. The transformation brackets were then used to 
obtain an expression for both the U(3) Z) R(3) coupling 
coefficients and U(3) ZD R(3) projected tensor matrix 
elements. 
Having established the necessary mathematical tools 
we then made use of the invariance of the fundamental com­
mutators of the infinitesimal generators of U(3) to a 
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canonical transformation in order to generalize the results 
to a deformed potential many-particle theory. An expansion 
of the deformed potential many-particle states in terms of 
the nondeformed potential many-particle states was then made 
The results were used as a basis for truncating the allow­
able values of the angular momentum of the core in a phenom-
enological description of nucléons moving in a deformed 
potential created by a deformed core which itself was al­
lowed to rotate adiabatically. An application to the A = 
18 18 system was made, treating 0 as having two particles 
moving in a deformed potential created by the core. 
The results obtained from the calculations indicated that 
the deformed potential many-particle states are in fact 
physically significant in the sense that the eigenvalue 
spectrum that resulted was in excellent agreement with the 
experimental spectrum. 
In each stage of the development we attempted to pre­
sent as general a discussion as possible, considering 
limiting cases only when mathematical complexity became 
prohibitive. Nevertheless, there remains several areas in 
which additional research effort may be profitably applied. 
The first of these was presented in Section 3.3 and involves 
the group theoretical problem of reducing U(n) with respect 
to S(n). Additional labels must be obtained to distinguish 
multiple occurrences of a given IR of S(n) occurring in a 
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given IR of U(n). As indicated in Section 3.3 the problem 
is not trivial but its general solution is a prerequisite 
to solving the problem of n particles moving in a harmonic 
oscillator potential. 
An explicit form for the transformation brackets be­
tween the U(3) 3 R(3) and the U(3)3U(2) xU(l) state 
labeling schemes was derived in Section 4.2. However, in 
programming the results for computational purposes there 
appeared to be a high degree of symmetry among the coef­
ficients within an IR of U(3). Furthermore, most of the 
coefficients were found to be zero with the nonzero coef­
ficients being simple ratios of integers and the square 
roots of simple ratios of integers. This would seem to 
suggest that a thorough study of the symmetry properties 
of the transformation brackets would lead to a reduction 
in the complexity of the expression given by Equation 4.26 
and perhaps even a reduction to a simple algebraic expres­
sion. 
Another group theoretical problem which merits con­
sideration is that of U(m) fractional parentage coeffi­
cients. This is intimately associated with the more gen­
eral problem of U(m) irreducible tensors introduced in 
Section 5.3 for the case of U(3). These must be considered 
if one is to investigate particle-particle interactions 
known to be of importance in nuclear structure calculations 
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from 1-s and j-j coupling shell model results. In fact, 
the whole area of inner and outer tensorial products prom­
ises to be a most interesting study. To be sure such a 
study has been initiated by Biedenharn and Louck (23) but 
there exists the possibility of expanding their results 
into a generalized Schwinger (10) and Bargmann (11) algebra. 
In expanding the deformed potential many-particle 
states in terms of the nondeformed potential many-particle 
states the operators introduced in Section 7.1 were 
identified as the infinitesimal generators of the general 
linear group in three dimensions. Furthermore, Equation 
7.23 demonstrated that in the reduction GL(3)3 GL(2) x GL(1) 
one of the infinitesimal generators of GL(2) was equivalent 
to an angular momentum operator. It therefore appears that 
the general linear groups play an important role in the 
expsmsion of the deformed potential many-particle states 
in terms of the nondeformed potential many-particle states. 
Since ultimately one would like to have such an expansion 
to all orders in the deformation an investigation of this 
role played by the general linear groups merits consider­
ation. The expansion itself is of course required to de­
termine the strength and the precise manner in which particle 
hole interactions enter into the deformed potential many-
particle theory. In fact, even for the first order expan­
sion given in Section 7.3 it would be well to complete the 
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reduction and compare the results in a specific case with 
particle-hole calculations for the nondeformed potential 
many-particle theory. 
As stated at the beginning of Section 8 the phenomeno-
logical theory presented is admittedly a simple first attempt 
to test the deformed potential many-particle states. Such 
things as nonaxially symmetric deformations, vibrations of 
the neutron-proton fluid, rotation-vibration couplings and 
sophisticated particle-particle interactions have not been 
included. The results of the simple theory for the case of 
18 O indicate that such amplifications of the theory merit 
18 
consideration. Even in the simple case of O additional 
testing of the deformed potential many-particle states may 
be obtained by calculating electromagnetic transition prob­
abilities between various energy levels. Furthermore, as a 
18 glance at the table of nuclides will indicate, 0 is not 
the only system with which to test the theoryZ 
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11. APPENDIX A 
To evaluate the integral defined by Equation 4.27 
consider 
2ir 
T(o.q,l) û ^ j d0(cos0)'^(sin0)^ e^^^ . (A.l) 
0 
By applying Cauchy's residue theorem one can obtain the re­
sult 
^ (s?n) (n) (A-2) 
where s = (p+q+l)/2 must be integral for I to be nonzero. 
Then by using the result given by Edmonds (60) for the 
(Edmonds) = '3JS^°=®'(0) one obtains 
>: (-D" 
^ A 
n 
2ir 
d0( COS#) ' ( Sin0) 2J ' -Sn^il# 
0 
X I(2n+m+ra*/ 2j-m-m'-2n, 1) . (A.3) 
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12. APPENDIX B 
To evaluate the integral Ig defined by Equation 4.28 
consider 
w/2 
I(p,q) = f j d^(cos0)P(sin0)^ . (B.l) 
0 
In terms of gamma functions one has (46) 
r(Eii)r(2ii> 
Then by once again using the results given by Edmonds (60) 
one obtains 
^2 
, 1/2 
(m.jmn.ln) = (_i) ( W j 1-^) M 
X Z (-1)3 /j-m\ /j+m \ z (_l)t /1-n) fl+n \ 
\ s I \j-m'-s/ t ^ t ' U-n'-t' s 
TT 
X I j 30(0080)2=+»""' 
X (cos0/2)2t+n+n' (sin0/2) 
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/ 1» j-m• +l-n,2j-m-m'+2rli+m' ) i ( i-m') i (1+n ' ) J Q-n ' ) J . 
(j+m) : (j-m): (1+n): (1-n) i J 
Z 
s 
(_1)S 2-2s (J+» \ I (_l)t fl-"\ \ 
I s '  \j- m ' - s /  t  V t  / i l - n ' - t /  
2 (-1)^ |-£si-mrin I i[2(j+s+t-r)+m+m'+n+n'+l , 
2(j-s+l-t+r)-m-m'-n-n'+l]. (B.3) 
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13. APPENDIX C 
To evaluate the integral <N|n> defined by Equation 
7.34 consider 
2.2 i.r I   I(a,r) = dx exp[-a x ]x' 
J—CO 
Jn(l/2,r/2)/a^^^, r even 
^ 0 r odd ^ 
The Appel1 symbol (61) (a,k) is given by 
(a,k) = a(a + l)...(a + k - 1) . 
Using the polynomial expansion for the Hermite polynomials 
as given for example by Lebedev (62) and Equation C.l we 
have for a and p equal to zero or one 
<2N+a|2n+p> = (-1)^^" (2N+a) I (2n+p ) ic(b/2) ] 
X 22N+2n+a+p(i/2+a Q) (l/2+p,n)/[c(b/2)](G+P)/2 
^ ^ y ( (l+a+3 )/2/P+q) (-N,p) (-n,q)J^ES ^ 
p=0 q=0 ((l+a+p)/2,p)((l+a+p)/2,q)p:ql[JËc(b/2)}P+S 
= ôgp(-l)H^*2N+*(l/2+a,N) (l/2+a,n)K/l/[ (2N+a) i (2n+a) ic(b/2) ] 
X [l/c(b/2)f 
Z S (^/2+a,p4q) (-N,P) (-n,q) [JËc(b/2) ]"P[c(b/2)/yë]"^ 
p-0 qrrO (1/2+a/p) (l/2+a,q)plq: 
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= ( -1 ) 2N+a ) 1 ( 2n+a ) i /c (b/2 K(c® (b/2 ) 2^'^'^Nln : ) 
X F(l/2+a7-N/-n;l/2+a/l/2+a;Z||^,Z2) . (C.2) 
In Equation C.2 we have set 
= [Jbc(b/2)]"^ 
and 
Zg = /v/£[c(b/2) ]~^ . 
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14. APPENDIX D TABLES 
Table 1. Values of L missing from the IR(Xjj,) of SU(3) when 
neither X nor p, are zero 
case X Missing values 
of L 
(i) Odd Odd 0 
(ii) Even Even 1 
(iii) Odd 
Even 
Even 
Odd 
0 
/ 
Table 2. Number of occurrences of L in the IR(7,5) of SU(3) 
LQ 
"(Xp) 
12 1 1 
11 2 1 
10 4 2 
9 6 2 
8 9 3 
7 12 3 
6 15 3 
5 18 3 
4 20 2 
3 22 2 
2 23 1 
1 24 1 
0 24 0 
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APPENDIX E FIGURES 
2A ~€ 
.  0 , 0  J  
(-2X-/1, 
Figure 1. Degeneracy diagram for the IkOax) of SU(3). Equations of the lines are, 
given by (I) 2l\~ (2X-2u.-E)/3, (iI)2A= (4X+2|J,+E)/3/ (III) 2A- (4jj,+2X-E)/3/ 
and (IV) 2A= (2jj,-2X+e)/3. The boundaries are denoted [q,p] and (-e 2A) . 
(2,12) (17.7 ) 
2A 
(-19,5) ^ ^ ( - 4 . 0 )  
O A 
2 2 3 
Figure 2. Degeneracy diagram for the IR (7,5) of SU(3). L=l, 2, 3 , 4 , 5 , 
5^, 7^, 8^, 9^, 10^, 11, 12. 
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Figure 3. Energy levels as a function of deformation for a single particle moving 
in an axially symmetric deformed harmonic oscillator potential. The 
equations of the lines are given by m[exp(b)]+ n[exp(-2b)] for m - n = 
1, 2 and 3. 
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Figure 4. Angular momentum coupling relations for a deformed 
core plus particle Hamiltonian. 
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Figure 5. Energy levels as a function of deformation for two particles moving in 
an axially symmetric deformed harmonic oscillator potential. The equa­
tions of the lines are given by m[exp(b)]+ n[exp(-2b)] for m ^ n = 4. 
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Figure 6. Energy levels as a function of deformation for the core plus two particle 
Hamiltonian of Oxygen 18. The angular momentum of the core has been re­
stricted to L = 0 and L = 2. The deformed particle states belonging to the 
[4] (solid curves) and the [3,1] (broken curves) IR of U(3) have been used. 
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Figure 7. Energy levels as a function of deformation for the core plus two particle 
Hamiltonian of Oxygen 18. The angular momentum of the core has been re­
stricted to L=0 and L =2. The deformed particle states belonging to the 
[4] (solid curves) and the [3,1] (broken curves) IR of U(3) have been used. 
-0.Q6 -0.04 -0 .02 0.00 0.02 0.04 0.06 
Figure 8, Energy levels as a function of deformation for the core plus two particle 
Hamiltonian of Oxygen 18. The angular momentum of the core has been re­
stricted to L=0 and L=2. The deformed particle states belonging to the 
[4] (solid curves) and the [3,1] (broken curves) IR of U(3) have been used. 
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Figure 9, Energy levels as a function of deformation for the core plus two particle 
Hamiltonian of Oxygen 18. The angular momentum of the core has been re­
stricted to L = 0 and L = 2. The deformed particle states belonging to the 
[4] (solid curves) and the [3,1] (broken curves) IR of U(3) have been used. 
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Figure 10, Energy levels as a function of deformation for the core plus two particle 
Hamiltonian of Oxygen 18. The angular momentum of the core has been re­
stricted to L = 0 and L = 2. The deformed particle states belonging to the 
[4] (solid curves) and the [3,1] (broken curves) IR of U(3) have been used. 
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Figure 11. Energy levels as a function of deformation for the core plus two particle 
Hamiltonian of Oxygen 18. The angular momentum of the core has been re­
stricted to L = 0 and L=2. The deformed particle states belonging to the 
[4] (solid curves) and the [3,1] (broken curves) IR of U(3) have been used. 
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Figure 12, 
(a) 
Nondeformed 
U(3) 
(b) 
Experimental 
(c) 
Deformed 
U(3) 
Energy eigenvalue spectrum determined by a nonde­
formed U(3) calculation (a), experimentally (b) 
and by a deformed U(3) calculation (c). Results 
of (a) are taken from the work of de Llano, Mello, 
Chac&n and Flores (59). In (c) the second O"*" and 
the third 2"*" states belong to the [3,1] IR ofU(3) 
and the other states belong to the [4] IR of U(3). 
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