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Abstract
The  -polynomial is an invariant of an oriented link in Euclidean 3-space, which is
contained in both the HOMFLYPT and Kauman polynomials as their common
zeroth coecient polynomial. In this sense, the  -polynomial is similar to the
Jones polynomial. It is known that the cable Jones polynomial is related to the
volume conjecture. In this thesis, we focus on the cable  -polynomial. One of
our interests is what kind of information of knots the cable  -polynomial has. In
particular, we introduce the 2-cable  -polynomials of the Kanenobu knots and the
3-cable  -polynomials of mutant knots.
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1 Introduction
The  -polynomial is an invariant of an oriented link in Euclidean 3-space R3, which
is constructed by induction on the complexity of an oriented link diagram, that
is, a pair of the crossing number and the warping degree with lexicographic order
[11]. The HOMFLYPT polynomial is an invariant of an oriented link in R3, which
specializes to both the Alexander and Jones polynomials [3, 16, 23]. The Kauman
polynomial is an invariant of an oriented link in R3, which specializes to both the
Jones and Q-polynomials [8]. The  -polynomial is similar to the Jones polynomial
in that it is contained in both the HOMFLYPT and Kauman polynomials as
their common zeroth coecient polynomial [9, 10, 11, 13, 14]. It is known that
the cable version of the Jones polynomial, that is, the colored Jones polynomial is
related to the volume conjecture [20]. In this thesis, we focus on the cable version
of the  -polynomial, which is often called the cable  -polynomial. One of our
interests is what kind of information of knots the cable  -polynomial has.
In Section 2, we review the well-denedness of the coecient HOMFLYPT
polynomials and show their properties written in [11]. In Section 3, we calculate
the  -polynomials of pretzel knots. Moreover, we dene the cable  -polynomial of
a knot and give some properties. In Section 4, we give a basic computation of the 2-
cable  -polynomial of a knot. In particular, we calculate the 2-cable  -polynomials
of twist knots and introduce the 2-cable  -polynomials of the Kanenobu knots [26].
Moreover, we estimate the braid indices of the Kanenobu knots [28]. In Section 5,
we show that the 3-cable  -polynomial is invariant under mutation [27].
1
2 Coecient HOMFLYPT polynomials of an ori-
ented link
In this section, we review the well-denedness of the coecient HOMFLYPT poly-
nomials and show their properties written in [11].
2.1 Diagrams of an oriented link
An r-component link is the disjoint union of r simple closed polygonal curves in
R3, which is the union of a nite set of line segments. We call a 1-component link
a knot. Throughout this thesis, we consider oriented links. An oriented link L
is equivalent to an oriented link L0 if there exists an auto-homeomorphism h of
R3 such that h(L) = L0 and h, hjL are orientation-preserving. It is known that
every oriented link L has a regular projection p onto a plane E in R3, that is, an
orthogonal projection p : R3 ! E satisfying the following conditions (cf. [10]):
(i) The set of multiple points of the image p(L) consists of nitely many double
points.
(ii) No point in the preimage p 1(c) \ L of any double point c 2 p(L) is a vertex
of L.
We call the regular projection image p(L) with the orientation induced by L and
height information of p 1(c)\L as shown in Fig. 1 at each double point c in p(L)
a diagram of L and such a double point a crossing point. Moreover, we call a
diagram of a component of L obtained by p a component diagram of the diagram
of L. We dene the sign of a crossing point c, denoted by "(c), as shown in Fig. 1.
Figure 1: Crossing point
It is known that an oriented link L is equivalent to an oriented link L0 if and
only if a diagram of L is transformed to a diagram of L0 by a nite sequence of
the oriented Reidemeister moves of types 1, 2, 3 shown in Figs. 2, 3, 4, where
two parts which are not depicted in each oriented Reidemeister move are identical
[24]. Moreover, all oriented Reidemeister moves are generated by four oriented
Reidemeister moves 
1a, 
1b, 
2a, and 
3a [22].
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Figure 2: Oriented Reidemeister moves of type 1
Figure 3: Oriented Reidemeister moves of type 2
Figure 4: Oriented Reidemeister moves of type 3
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2.2 Denition of the coecient HOMFLYPT polynomials
We introduce the coecient HOMFLYPT polynomials. Let (L+; L ; L0) be a
triple of three oriented links L+, L , and L0 which are identical except near one
point as shown in Fig. 5. We call (L+; L ; L0) a skein triple.
-
Figure 5: Skein triple
Theorem 2.2.1 ([11]). There exists a unique Laurent polynomial cn(L) = cn(L;x) 2
Z[x1] for an oriented link L and n 2 Z satisfying the following properties:
(i) cn(L) is an invariant of L.
(ii) For the unknot U , we have
cn(U) = n;0 =
(
1 if n = 0;
0 if n 6= 0:
(iii) For a skein triple (L+; L ; L0), we have
 xcn(L+) + cn(L ) = ( x)cn (L0); (1)
where  = (r+   r0 + 1)=2 (= 0 or 1) for the number of components r+, r0 of L+,
L0, respectively.
We call cn(L) the nth coecient HOMFLYPT polynomial of L. By the construc-
tion of n(D; y) in the proof of Proposition 2.3.1 and (4), we see that if n < 0
then cn(L) = 0. Moreover, by Corollary 2.4.1 (viii), we see that there exists a
non-negative integer m such that if n > m then cn(L) = 0. Putting
P (L; y; z) = (yz) r+1
X
n2Z
cn(L; y2)z2n (2)
for an oriented r-component link L, P (L; y; z) satises the following theorem:
Theorem 2.2.2 ([3, 16, 23]). There exists a unique Laurent polynomial P (L) =
P (L; y; z) 2 Z[y1; z1] for an oriented link L satisfying the following properties:
(i) P (L) is an invariant of L.
(ii) For the unknot U , we have
P (U) = 1:
(iii) For a skein triple (L+; L ; L0), we have
yP (L+) + y
 1P (L ) = zP (L0): (3)
We call P (L) the HOMFLYPT polynomial of L.
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2.3 Well-denedness of the coecient HOMFLYPT poly-
nomials
Let L be an oriented r-component link and D a diagram of L. We call a point
in D which is not a crossing point a base point of D. Let a = (a1; : : : ; ar) be a
sequence of r base points obtained by choosing one base point from each component
diagram of D, which is called a base point sequence of D. We denote an oriented
r-component link diagram D with a base point sequence a = (a1; : : : ; ar) by (D; a)
and the component diagram with ai by Di for i (1  i  r). Then D is monotone
with respect to a if (D; a) satises the following properties:
(i) At each crossing point of Di, we rst encounter the crossing point along the
over-arc when we go along Di by starting from ai.
(ii) At each crossing point in Di \Dj with i < j, the arc of Di is always over the
arc of Dj.
We can always obtain a unique monotone diagram from (D; a) by reversing crossing
information at some crossing points. Then we call a crossing point reversed its
information a warping crossing point of (D; a). We dene the warping degree,
denoted by d(D; a), of (D; a) as the number of warping crossing points of (D; a).
Moreover, we dene the warping degree, denoted by d(D), of D as the minimum
number of the warping degrees among all base point sequences of D. We dene
the crossing number, denoted by c(D), of D as the number of crossing points of D.
The complexity, denoted by cd(D), of D is a pair of the crossing number and the
warping degree of D, that is, cd(D) =
 
c(D); d(D)

with lexicographic order. In
order to prove Theorem 2.2.1, we show the following proposition because we can
see that
cn(L; y2) = y w(D)+r 1n(D; y); (4)
where D is a diagram of an oriented r-component link L, w(D) is the writhe of
D, that is, w(D) =
X
p
"(p), where "(p) is the sign of a crossing point p of D, and
n(D; y) is dened as follows:
Proposition 2.3.1 ([11]). There exists a unique Laurent polynomial n(D) =
n(D; y) 2 Z[y1] for an oriented link diagram D and n 2 Z satisfying the following
properties:
(i) Under the oriented Reidemeister moves of types 2 and 3, n(D) is invariant.
Under the oriented Reidemeister moves of type 1, we have
n( ) = yn( ); n( ) = yn( ); n( ) = y
 1n( ); n( ) = y 1n( ):
(ii) For a knot diagram O with no crossing points, we have
n(O) = n;0 =
(
1 if n = 0;
0 if n 6= 0:
(iii) For any crossing point p of D = Dp, we have
n(D
p) + n(D
p) = n (p)(Dp^); (5)
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where Dp is the diagram obtained by reversing the crossing information of p,
Dp^ is the diagram obtained by smoothing p as shown in Fig. 6, and (p) =(
0 if p is a self-crossing point of D;
1 if p is a non-self-crossing point of D:
Figure 6: Diagrams Dp, Dp, and Dp^
Proof. In each oriented Reidemeister move shown in Figs. 2, 3, 4, we always con-
sider D as the left diagram. We often denote D with crossing points p1; : : : ; pl by
D = Dp1:::pl and an oriented r-component link diagram with no crossing points by
Or.
Step 1. For a negative integer i, we set i(D) = 0 for any D. Then we see clearly
that i(D) satises the conditions (i), (ii), and (iii). For any i (0  i < n), we
assume that there exists a unique Laurent polynomial i(D) 2 Z[y1] for any D
which satises the conditions (i), (ii), and (iii). For i = n, we show that there
exists a unique Laurent polynomial n(D) 2 Z[y1] for any D which satises the
conditions (i), (ii), and (iii) by induction on the crossing number, c(D), of D.
Step 2. For any D with c(D) = 0, that is, D = Or, we set
n(O
r) = (y + y 1)r 1n;0; (6)
where r is the number of component diagrams of D. Then we see clearly that
n(O
r) satises the conditions (i), (ii), and (iii). For any D with 0 < c(D) < k,
we assume that there exists a unique Laurent polynomial n(D) 2 Z[y1] which
satises the conditions (i), (ii), and (iii). For any D with c(D) = k, we show
that there exists a unique Laurent polynomial n(D) 2 Z[y1] which satises the
conditions (i), (ii), and (iii) in the remaining part.
Step 3. We construct a Laurent polynomial n(D; a) 2 Z[y1] for an oriented link
diagram (D; a) with a base point sequence a and c(D) = k by induction on the
warping degree, d(D; a), of (D; a). For any (D; a) with c(D) = k and d(D; a) = 0,
we set
n(D; a) = y
w(D)(y + y 1)r 1n;0; (7)
where r is the number of component diagrams of D. For any (D; a) with c(D) = k
and d(D; a) > 0, we set
n(D
p; a) =  n(Dp; a) + n (p)(Dp^) (8)
for a warping crossing point p of (D; a). Since
 
(p); d(Dp; a); c(Dp^)

= (0;m  
1; k   1) or  (p); d(Dp; a) = (1;m   1), n(Dp; a) is well-dened. Moreover, we
conrm that n(D
p; a) is independent of p as follows:
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Lemma 2.3.2. Let p and q be warping crossing points of (D; a). Then we have
n(D
p; a) = n(D
q; a):
Proof. By (8), we have
n(D
p; a) =   n(Dpq; a) + n (p)(Dp^q)
=      n(Dpq; a) + n (q)(Dpq^)
+
   n (p)(Dp^q) + n (p) (q)(Dp^q^);
n(D
q; a) =   n(Dpq; a) + n (q)(Dpq^)
=      n(Dpq; a) + n (p)(Dp^q)
+
   n (q)(Dpq^) + n (q) (p)(Dp^q^):
Base point sequences a = (a1; : : : ; ar) and a
0 = (a01; : : : ; a
0
r) of an oriented r-
component link diagram are connected if ai and a
0
i are contained in the same
component diagram for each i (1  i  r).
Lemma 2.3.3. Let a and a0 be connected base point sequences of D. Then we
have
n(D; a) = n(D; a
0):
Proof. Let r be the number of component diagrams ofD. It is sucient to consider
the case of a = (a1; : : : ; ai; : : : ; ar) and a
0 = (a1; : : : ; a0i; : : : ; ar) as shown in Fig. 7.
Figure 7: Crossing point p of (D; a) and (D; a0)
Let p be a crossing point of (D; a) and (D; a0) as shown in Fig. 7. By (8), for a
warping crossing point q(6= p), we have n(Dq; a) =  n(Dq; a) + n (q)(Dq^) and
n(D
q; a0) =  n(Dq; a0)+n (q)(Dq^). Therefore, we have n(Dq; a) n(Dq; a0) =
n(D
q; a0)  n(Dq; a). By applying this operation repeatedly, we have
n(D
q; a)  n(Dq; a0) = 

n
 
(D0)p; a
  n (D0)p; a0;
where (D0)p is a diagram satisfying one of the following four conditions:
(i) (p) = 1, d
 
(D0)p; a

= 0, and d
 
(D0)p; a0

= 0.
(ii) (p) = 1, d
 
(D0)p; a

= 1, and d
 
(D0)p; a0

= 1, that is, p is only one warping
non-self-crossing point of
 
(D0)p; a

and
 
(D0)p; a0

.
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(iii) (p) = 0, d
 
(D0)p; a

= 1, and d
 
(D0)p; a0

= 0, that is, p is only one warping
self-crossing point of
 
(D0)p; a

.
(iv) (p) = 0, d
 
(D0)p; a

= 0, and d
 
(D0)p; a0

= 1, that is, p is only one warping
self-crossing point of
 
(D0)p; a0

.
In the case (i), by (7), we have n
 
(D0)p; a

= n
 
(D0)p; a0

.
In the case (ii), by (8), we have n
 
(D0)p; a

=  n
 
(D0)p; a

+ n 1
 
(D0)p^

and
n
 
(D0)p; a0

=  n
 
(D0)p; a0

+ n 1
 
(D0)p^

. By d
 
(D0)p; a

= d
 
(D0)p; a0

= 0
and (7), we have n
 
(D0)p; a

= n
 
(D0)p; a0

.
In the case (iii), by (8), we have n
 
(D0)p; a

=  n
 
(D0)p; a

+ n
 
(D0)p^

. By
d
 
(D0)p; a

= 0 and (7), we have n
 
(D0)p; a

= yw((D
0)p) 2"(p)(y+y 1)r 1n;0. Since
d
 
(D0)p^; a00

= 0 by choosing a00 = (a001; : : : ; a
00
i 1; a
00
i ; a
00
i+1; a
00
i+2; : : : ; a
00
r+1) with a
00
j =
aj for j (1  j  i  1), a00i = a0i, a00i+1 = ai, and a00j = aj 1 for j (i+2  j  r+1)
as a base point sequence of (D0)p^, by (7), we have n
 
(D0)p^

= n
 
(D0)p^; a00

=
yw((D
0)p) "(p)(y + y 1)rn;0. Therefore, we have
n
 
(D0)p; a

=   yw((D0)p) 2"(p)(y + y 1)r 1n;0 + yw((D0)p) "(p)(y + y 1)rn;0
= yw((D
0)p) 2"(p)(y + y 1)r 1
   1 + y"(p)(y + y 1)n;0
= yw((D
0)p) 2"(p)(y + y 1)r 1y2"(p)n;0
= yw((D
0)p)(y + y 1)r 1n;0
= n
 
(D0)p; a0

:
In the case (iv), we can show that n
 
(D0)p; a

= n
 
(D0)p; a0

in the same way as
the case (iii).
Lemma 2.3.4. Under the oriented Reidemeister moves 
1a and 
1b, we have
n( ; a) = yn( ; a) and n( ; a) = yn( ; a):
Proof. By Lemma 2.3.3, we can choose a base point sequence a shown in Fig. 8.
Then each warping crossing point of (D; a) corresponds to each warping crossing
point of (D0; a) one to one.
Figure 8: 
1a and 
1b
We use induction on the warping degree, d(D; a), of (D; a). For any (D; a) with
d(D; a) = 0 and c(D) = k, by (7), we have n(D; a) = y
w(D)(y + y 1)r 1n;0,
where r is the number of component diagrams of D. By c(D0) = k   1, n(D0; a)
satises Proposition 2.3.1 (i) and is independent of a. Therefore, by (6), we have
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n(D
0; a) = yw(D
0)n(O
r) = yw(D
0)(y + y 1)r 1n;0. By w(D) = w(D0) + 1, we
have n(D; a) = yn(D
0; a). For any (D; a) with 0 < d(D; a) < m and c(D) = k,
we assume that the desired statement holds. For any (D; a) with d(D; a) = m
and c(D) = k, we show that the desired statement holds. There exists a warping
crossing point p of (D; a). By (8), we have n(D
p; a) =  n(Dp; a) + n (p)(Dp^).
By c(D0) = k   1, n(D0; a) satises Proposition 2.3.1 (iii). Therefore, we have
n
 
(D0)p; a

=  n
 
(D0)p; a

+ n (p)
 
(D0)p^

. By d(Dp; a) = m   1, we have
n(D
p; a) = yn
 
(D0)p; a

. By c(Dp^) = k 1, n(Dp^) satises Proposition 2.3.1 (i).
Therefore, we have n (p)(Dp^) = yn (p)
 
(D0)p^

. Hence, we have n(D; a) =
yn(D
0; a).
Lemma 2.3.5. Let p and q be warping crossing points of (D; a) as shown in Fig. 9,
where (p) = (q) = 1 and i < j. Then we have
n(D
pq; a) = n(D
pq; a):
Figure 9: Special move
Proof. By (8), we have
n(D
pq; a) =  n(Dpq; a) + n 1(Dp^q)
=     n(Dpq; a) + n 1(Dpq^)+ n 1(Dp^q):
By Dpq^ = Dp^q, we have n(D
pq; a) = n(D
pq; a):
Lemma 2.3.6. n(D; a) is invariant under the oriented Reidemeister move 
2a.
Proof. First, we consider two arcs on the left hand side shown in Fig. 10 which
are contained in dierent component diagrams.
Figure 10: 
2a
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By Lemmas 2.3.3 and 2.3.5, we can choose a base point sequence a with i < j shown
in Fig. 10. Then each warping crossing point of (D; a) corresponds to each warp-
ing crossing point of (D0; a) one to one. We use induction on the warping degree,
d(D; a), of (D; a). For any (D; a) with d(D; a) = 0 and c(D) = k, by (7), we have
n(D; a) = y
w(D)(y+ y 1)r 1n;0, where r is the number of component diagrams of
D. By c(D0) = k 2, n(D0; a) satises Proposition 2.3.1 (i) and is independent of
a. Therefore, by (6), we have n(D
0; a) = yw(D
0)n(O
r) = yw(D
0)(y+y 1)r 1n;0. By
w(D) = w(D0), we have n(D; a) = n(D0; a). For any (D; a) with 0 < d(D; a) < m
and c(D) = k, we assume that the desired statement holds. For any (D; a) with
d(D; a) = m and c(D) = k, we show that the desired statement holds. There exists
a warping crossing point p of (D; a). By (8), we have n(D
p; a) =  n(Dp; a) +
n (p)(Dp^). By c(D0) = k   2, n(D0; a) satises Proposition 2.3.1 (iii). There-
fore, we have n
 
(D0)p; a

=  n
 
(D0)p; a

+ n (p)
 
(D0)p^

. By d(Dp; a) = m  1,
we have n(D
p; a) = n
 
(D0)p; a

. By c(Dp^) = k   1, n(Dp^) satises Propo-
sition 2.3.1 (i). Therefore, we have n (p)(Dp^; a) = n (p)
 
(D0)p^; a

. Hence, we
have n(D; a) = n(D
0; a). Next, we consider two arcs on the right hand side shown
in Fig. 10 which are contained in the same component diagram. By Lemma 2.3.3,
we can choose a base point sequence a shown in Fig. 10. Then each warping cross-
ing point of (D; a) corresponds to each warping crossing point of (D0; a) one to
one. We can show this case by using induction on the warping degree, d(D; a), of
(D; a) in the same way as the previous case.
Lemma 2.3.7. n(D; a) is invariant under the oriented Reidemeister move 
3a.
Proof. By Lemma 2.3.3, we can choose a base point sequence a shown in Fig. 11.
Then each warping crossing point of (D; a) corresponds to each warping crossing
point of (D0; a) one to one.
Figure 11: 
3a
We use induction on the warping degree, d(D; a), of (D; a). For any (D; a) with
d(D; a) = 0 and c(D) = k, by (7), w(D) = w(D0), and d(D0; a) = 0, we have
n(D; a) = n(D
0; a). For any (D; a) with 0 < d(D; a) < m and c(D) = k, we
assume that the desired statement holds. For any (D; a) with d(D; a) = m and
c(D) = k, we show that the desired statement holds. There exists a warping
crossing point x of (D; a). First, we consider the case of x 6= p; q; r. By (8), we
have n(D
x; a) =  n(Dx; a) + n (x)(Dx^) and n
 
(D0)x; a

=  n
 
(D0)x; a

+
n (x)
 
(D0)x^

. By d(Dx; a) = m   1 and c(Dx^) = k   1, we have n(Dx; a) =
n
 
(D0)x; a

and n (x)(Dx^) = n (x)
 
(D0)x^

. Therefore, we have n(D; a) =
n(D
0; a). If x = q, then we have n(Dq; a) =  n(Dq; a) + n (q)(Dq^) and
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n
 
(D0)q
0
; a

=  n
 
(D0)q
0
; a

+ n (q0)
 
(D0)q^
0
. By d(Dq; a) = m   1, Lem-
mas 2.3.4, 2.3.6, and Fig. 12, we see that Dq is transformed to (D0)q
0
by the
oriented Reidemeister moves 
2c, 
2b, 
3g, 
2a, and 
2d. By c(Dq^) = k   1,
Proposition 2.3.1 (i), and Fig. 12, we see that Dq^ is transformed to (D0)q^
0
by the
oriented Reidemeister moves 
2d and 
2c.
Figure 12: Diagrams Dq, (D0)q
0
, Dq^, and (D0)q^
0
Therefore, we have n(D; a) = n(D
0; a). By Fig. 13, we can show the case of
x = r in the same way as the case of x = q.
Figure 13: Diagrams Dr, (D0)r
0
, Dr^, and (D0)r^
0
We see that if x = p then q is a warping crossing point of (D; a) or r is a warping
crossing point of (D; a). This completes this lemma.
Lemma 2.3.8. n(D; a) is independent of a.
Proof. We use induction on the warping degree, d(D), of D. For any diagram
D with d(D) = 0, by Lemmas 2.3.4, 2.3.6, 2.3.7, and (6), we have n(D; a) =
yw(D)n(O
r) = yw(D)(y+y 1)r 1n;0 for any base point sequence a of D, where r is
the number of component diagrams of D. For any diagram D with 0 < d(D) < m,
we assume that the desired statement holds. For any diagram D with d(D) = m,
we show that the desired statement holds. Let a be a base point sequence of D
with d(D) = d(D; a). Let p be a warping crossing point of (D; a). By (8), we have
11
n(D
p; a) =  n(Dp; a) + n (p)(Dp^). By d(Dp)  d(Dp; a) = m   1, the right
hand side is independent of a.
From the above lemmas, this proposition holds.
2.4 Properties of the coecient HOMFLYPT polynomials
Let L be an oriented 2-component link with the components K1 and K2. Let D be
a diagram of L and D1, D2 the component diagrams of D of K1, K2, respectively.
The linking number, denoted by lk(D1; D2), of D1 and D2 is dened as follows:
lk(D1; D2) =
1
2
X
p2D1\D2
"(p);
where "(p) is the sign of a crossing point p 2 D1 \ D2. It is known that the
linking number lk(D1; D2) is an invariant of L. We often denote lk(D1; D2) by
lk(L) or lk(K1; K2). Let L be an oriented r-component link with the components
K1; : : : ; Kr. Let D be a diagram of L and D1; : : : ; Dr the component diagrams of
D of K1; : : : ; Kr, respectively. The total linking number, denoted by lk(D), of D
is dened as follows:
lk(D) =
X
i<j
lk(Di; Dj):
The total linking number lk(D) is an invariant of L. We often denote lk(D) by
lk(L). The canonical genus, denoted by gc(L), of an oriented link L is dened as
follows:
gc(L) = min
D
g(D);
where g(D) is the genus of a surface obtained from a diagram D of L by applying
Seifert's algorithm (cf. [25]). The Seifert circles of an oriented link diagram D
is mutually disjoint simple loops obtained by smoothing all crossing points of D.
Let (L) = max
D
(D), (L) = min
D
(D), and s(L) = min
D
s(D) for an oriented
r-component link L, where D is a diagram of L,
(D) =
(r   1)  w(D)   s(D)  1
2
;(D) =
(r   1)  w(D) +  s(D)  1
2
;
w(D) is the writhe of D, and s(D) is the number of Seifert circles of D. Here,
by Proposition 2.4.2 (viii), we see that (D) has an upper bound and (D) has a
lower bound. Let mindeg cn(L) and maxdeg cn(L) be the minimum and maximum
degrees of cn(L) 6= 0, respectively. Then the coecient HOMFLYPT polynomials
have the following properties:
Corollary 2.4.1. (i) Let LtL0 and L#L0 be the split union and a connected sum
of oriented links L and L0, respectively. Then we have
cn(L t L0) = (1  x)cn(L#L0):
(ii) Let L#L0 be a connected sum of oriented links L and L0. Then we have
cn(L#L
0) =
X
i+j=n
ci(L)cj(L
0):
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(iii) Let L be an oriented r-component link with the components K1; : : : ; Kr. Then
we have
c0(L) = (1  x)r 1( 1)lk(L)c0(K1)    c0(Kr):
(iv) Let K be an oriented knot. Then we have
c0(K; 1) = 1:
(v) Let  L be the inverse of an oriented link L, that is, the link obtained by
reversing the orientation of each component of L. Then we have
cn( L) = cn(L):
(vi) Let L be the mirror image of an oriented r-component link L. Then we have
cn(L
; x) = ( x)r 1cn(L;x 1):
(vii) Let L be an oriented r-component link. Then we haveX
n2Z
cn(L)(2  x  x 1)n = (1  x)r 1:
(viii) Let L be an oriented r-component link. If n > gc(L)+ r  1, then cn(L) = 0.
Moreover, we have
(L)  mindeg cn(L)  maxdeg cn(L)  (L)
for any n 2 N = fn 2 Z j cn(L) 6= 0g. In particular, we have
max
n2N
maxdeg cn(L) min
n2N
mindeg cn(L)  s(L)  1: (9)
It is known that s(L) is equal to the braid index, braid(L), of L. The inequality (9)
is called the MFW inequality [2, 18]. We will use this inequality in Subsection 4.5.
By (4), the following proposition gives this corollary.
Proposition 2.4.2. (i) Let D tD0 and D#D0 be the split union and a connected
sum of oriented link diagrams D and D0, respectively. Then we have
n(D tD0) = (y + y 1)n(D#D0):
(ii) Let D#D0 be a connected sum of oriented link diagrams D and D0. Then we
have
n(D#D
0) =
X
i+j=n
i(D)j(D
0):
(iii) Let D be an oriented r-component link diagram with the component diagrams
D1; : : : ; Dr. Then we have
0(D) = (y + y
 1)r 1( 1)lk(D)0(D1)    0(Dr):
13
(iv) Let D be an oriented knot diagram. Then we have
0(D;
p 1) = (p 1)w(D):
(v) Let  D be the inverse of an oriented link diagram D, that is, the diagram
obtained by reversing the orientation of each component diagram of D. Then we
have
n( D) = n(D):
(vi) Let D be the mirror image of an oriented link diagram D. Then we have
n(D
; y) = n(D; y 1):
(vii) Let D be an oriented r-component link diagram. Then we haveX
n2Z
n(D)(y + y
 1)2n = yw(D)(y + y 1)r 1:
(viii) Let D be an oriented r-component link diagram. Let g(D) be the genus of a
surface obtained from D by applying Seifert's algorithm. Let s(D) be the number
of Seifert circles of D. Let mindeg n(D) and maxdeg n(D) be the minimum and
maximum degrees of n(D) 6= 0, respectively. If n > g(D)+ r 1, then n(D) = 0.
Moreover, we have
  s(D)  1  mindeg n(D)  maxdeg n(D)  s(D)  1
for any n 2 Z with n(D) 6= 0.
Proof. (i) We use induction on the complexity, cd(D), of D. In general, for an
oriented r-component link diagram Dp with only one crossing point p, by (5),
we have n(D
p t D0) + n(Dp t D0) = n(Dp^ t D0). By Proposition 2.3.1 (i),
we have yn(O
r t D0) + y 1n(Or t D0) = n(Or+1 t D0). That is, n(Or+1 t
D0) = (y + y 1)n(Or t D0). Therefore, for any D with cd(D) = (0; 0), we have
n(D t D0) = (y + y 1)n(D#D0). For any D with (0; 0) < cd(D) < (k;m), we
assume that the desired statement holds. For any D with cd(D) = (k;m), we show
that the desired statement holds. Let r be the number of component diagrams of
D. If m = 0, by Proposition 2.3.1 (i), we have n(D tD0) = yw(D)n(Or tD0) =
yw(D)(y+y 1)n(Or 1tD0) = (y+y 1)n(D#D0). Ifm > 0, there exists a warping
crossing point p of D. By (5), we have
n(D
p tD0) =   n(Dp tD0) + n (p)(Dp^ tD0)
=   (y + y 1)n(Dp#D0) + (y + y 1)n (p)(Dp^#D0)
= (y + y 1)
   n(Dp#D0) + n (p)(Dp^#D0)
= (y + y 1)n(Dp#D0):
(ii) We use induction on the complexity, cd(D), of D. For any D with cd(D) =
(0; 0), by (i) and (6), we have
n(D#D
0) = n(Or#D0)
= n(O
r 1 tD0)
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= (y + y 1)r 1n;0n(D0)
=
X
i+j=n
(y + y 1)r 1i;0j(D0)
=
X
i+j=n
i(D)j(D
0);
where r is the number of component diagrams of D. For any D with (0; 0) <
cd(D) < (k;m), we assume that the desired statement holds. For any D with
cd(D) = (k;m), we show that the desired statement holds. Let r be the number
of component diagrams of D. If m = 0, by Proposition 2.3.1 (i), (i), and (7), we
have
n(D#D
0) = yw(D)n(Or#D0)
= yw(D)n(O
r 1 tD0)
= yw(D)(y + y 1)r 1n;0n(D0)
=
X
i+j=n
yw(D)(y + y 1)r 1i;0j(D0)
=
X
i+j=n
i(D)j(D
0):
If m > 0, there exists a warping crossing point p of D. By (5), we have
n(D
p#D0) =   i(Dp#D0) + n (p)(Dp^#D0)
=  
X
i+j=n
i(D
p)j(D
0) +
X
i+j=n (p)
i(D
p^)j(D
0):
If (p) = 0, then we have
 
X
i+j=n
i(D
p)j(D
0) +
X
i+j=n
i(D
p^)j(D
0)
=
X
i+j=n
   i(Dp) + i(Dp^)j(D0)
=
X
i+j=n
i(D)j(D
0):
If (p) = 1, then we have
 
X
i+j=n
i(D
p)j(D
0) +
X
i+j=n 1
i(D
p^)j(D
0)
=   0(Dp)n(D0) +
n 1X
k=0
   k+1(Dp) + k(Dp^)n k 1(D0)
= 0(D
p)n(D
0) +
n 1X
k=0
k+1(D
p)n k 1(D0)
=
X
i+j=n
i(D)j(D
0);
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where  k+1(Dp) + k(Dp^) = k+1(Dp) and  0(Dp) = 0(Dp) by (5).
(iii) For a non-self-crossing p of D, we have 0(D
p) =  0(Dp) by (5). Let D0 =
D1 t    tDr be the split union of the component diagrams of D. By applying (i)
repeatedly, we have
0(D) = ( 1)lk(D)0(D0)
= ( 1)lk(D)(y + y 1)r 10(D1)    0(Dr):
(iv) Since 0(O; y) = 1 = (
p 1)w(O), we only consider the case of c(D)  1. For a
crossing point p ofD, by (5), we have 0(D
p; y)+0(D
p; y) = 0(D
p^; y). By (iii), we
have 0(D
p^; y) = (y + y 1)( 1)lk(Dp^)0(D1; y)0(D2; y), where D1 and D2 are the
component diagrams of Dp^. Therefore, we have 0(D
p;
p 1) =  0(Dp;
p 1).
By applying this equality repeatedly and Proposition 2.3.1 (i), we have
0(D;
p 1) = ( 1)w(D) w(D0)2 0(D0;
p 1)
= (
p 1)w(D) w(D0)(p 1)w(D0)0(O;
p 1)
= (
p 1)w(D);
where D0 is a diagram of the unknot.
(v) We use induction on the complexity, cd(D), of D. For any D with cd(D) =
(0; 0), by (6), we have n( D) = n(D). For any D with (0; 0) < cd(D) < (k;m),
we assume that the desired statement holds. For any D with cd(D) = (k;m), we
show that the desired statement holds. If m = 0, by Proposition 2.3.1 (i), (7), and
w( D) = w(D), we have n( D) = n(D). If m > 0, then there exist warping
crossing points p, q of D,  D, respectively. By (5), we have
n( Dq) =   n( Dq) + n (q)( Dq^)
=   n(Dq) + n (q)(Dq^)
= n(D
q)
= n(D
p):
(vi) We use induction on the complexity, cd(D), of D. For any D with cd(D) =
(0; 0), by (6), we have n(D
; y) = n(D; y 1). For any D with (0; 0) < cd(D) <
(k;m), we assume that the desired statement holds. For any D with cd(D) =
(k;m), we show that the desired statement holds. If m = 0, then since d(D) = 0,
by (7) and w(D) =  w(D), we have n(D; y) = n(D; y 1). If m > 0, then we
see that there exists the warping crossing point q of D corresponding to a warping
crossing point p of D. By (5), we have
n
 
(D)q; y

=   n
 
(D)q; y

+ n (q)
 
(D)q^; y

=   n(Dp; y 1) + n (p)(Dp^; y 1)
= n(D
p; y 1):
(vii) By (2) and (4), we haveX
n2Z
n(D; y)z
2n = yw(D)zr 1P (L; y; z):
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Putting z = y + y 1, we haveX
n2Z
n(D; y)(y + y
 1)2n = yw(D)(y + y 1)r 1P (L; y; y + y 1):
Since P (U r; y; y + y 1) = 1 for the r-component unlink U r (r  1), we have
P (L; y; y+ y 1) = 1 by considering a skein tree of the HOMFLYPT polynomial of
L.
(viii) We use induction on the complexity, cd(D), of D. For any D with cd(D) =
(0; 0), we have g(D) = 0, s(D) = r, and n(D) = (y+y
 1)r 1n;0 by (6). Therefore,
if n > g(D) + r  1, then n(D) = 0. If n = 0, since mindeg 0(D) =  (r  1) and
maxdeg 0(D) = r   1, the desired inequalities hold. If n 6= 0, then n(D) = 0.
For any D with (0; 0) < cd(D) < (k;m), we assume that the desired statement
holds. For any D with cd(D) = (k;m), we show that the desired statement holds.
If m = 0, then we have n(D) = y
w(D)(y + y 1)r 1n;0 by (7). Therefore, if
n > g(D) + r   1, then n(D) = 0. We consider the following two cases:
(a) D has a self-crossing point.
(b) D has no self-crossing points.
In the case (a), we can obtain two diagramsD0 andD00 by smoothing a self-crossing
point of D such that c(D0) = 0 and d(D00) = 0. By c(D00) < k, we have
  s(D00)  1  mindeg n(D00)  maxdeg n(D00)  s(D00)  1:
By d(D00) = 0, we have n(D00) = yw(D
00)(y + y 1)r 1n;0 by (7). If n = 0, then we
have
  s(D00)  1  w(D00)  r + 1  w(D00) + r   1  s(D00)  1:
By w(D) = w(D00) 1, we have
  s(D00)  1 1  w(D)  r + 1  w(D) + r   1  s(D00)  1 1:
Since we see easily that s(D)  s(D00) + 1, we have
  s(D)  1  w(D)  r + 1  w(D) + r   1  s(D)  1:
Therefore, the desired inequalities hold. If n 6= 0, then n(D) = 0.
In the case (b), let D0 and D00 be a component diagram of D and the other
component diagrams of D, respectively. By c(D00) < k, we have
  s(D00)  1  mindeg n(D00)  maxdeg n(D00)  s(D00)  1:
By d(D00) = 0 and w(D00) = 0, we have n(D00) = (y+ y 1)r 2n;0 by (7). If n = 0,
we have
  s(D00)  1   r + 2  r   2  s(D00)  1:
Since we see easily that s(D)  s(D00) + 1, we have
  s(D)  1   r + 1  r   1  s(D)  1:
By w(D) = 0, the desired inequalities hold. If n 6= 0, then n(D) = 0.
If m > 0, then there exists a warping crossing point p. By (5), we have n(D
p) +
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n(D
p) = n (p)(Dp^). Let r(D) and u(D) be the numbers of component dia-
grams and connected component diagrams of D, respectively. By calculating the
Euler characteristics of surfaces obtained from Dp and Dp^ by applying Seifert's
algorithm, we have
g(Dp) + r(Dp)  1 = 2u(D
p)  s(Dp) + c(Dp) + r(Dp)  2
2
;
g(Dp^) + r(Dp^)  1 = 2u(D
p^)  s(Dp^) + c(Dp^) + r(Dp^)  2
2
:
We consider the following cases:
() (p) = 1.
() (p) = 0 and u(Dp^) = u(Dp).
() (p) = 0 and u(Dp^) = u(Dp) + 1.
In the case (), by u(Dp^) = u(Dp), s(Dp^) = s(Dp), c(Dp^) = c(Dp)   1, and
r(Dp^) = r(Dp) 1, we have g(Dp)+r(Dp) 1 > g(Dp^)+r(Dp^) 1. By c(Dp^) < k,
if n > g(Dp) + r(Dp)  1, then n(Dp) = 0.
In the case (), by s(Dp^) = s(Dp), c(Dp^) = c(Dp)  1, and r(Dp^) = r(Dp) + 1, we
have g(Dp)+r(Dp) 1 = g(Dp^)+r(Dp^) 1. By c(Dp^) < k, if n > g(Dp)+r(Dp) 1,
then n(D
p) = 0.
In the case (), let D0 and D00 be two diagrams obtained by smoothing p. Then
we have Dp^ = D0tD00. By g(Dp) = g(D0)+g(D00) and r(Dp) = r(D0)+r(D00) 1,
we have
g(Dp) + r(Dp)  1 =  g(D0) + r(D0)  1+  g(D00) + r(D00)  1:
By (ii), we have
n(D
p) = y"(p)
X
i+j=n
i(D
0)j(D00):
By c(D0) < k and c(D00) < k, if i > g(D0) + r(D0)  1 and j > g(D00) + r(D00)  1,
then i(D
0) = 0 and j(D00) = 0. Therefore, if i+ j = n > g(Dp)+ r(Dp)  1, then
since i > g(D0) + r(D0)  1 or j > g(D00) + r(D00)  1, we have n(Dp) = 0.
By c(Dp) < k, d(Dp^) < m, and s(Dp) = s(Dp) = s(Dp^), we have
mindeg n(D
p)  minfmindeg n(Dp);mindeg n(Dp^)g   
 
s(Dp)  1;
maxdeg n(D
p)  maxfmaxdeg n(Dp);maxdeg n(Dp^)g  s(Dp)  1:
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3 Cable  -polynomial of a knot
In this section, we calculate the  -polynomials of pretzel knots. Moreover, we
dene the cable  -polynomial of a knot and give some properties.
3.1  -polynomial of a knot
We call the zeroth coecient HOMFLYPT polynomial, c0(L), of an oriented link
L the  -polynomial,  (L), of L. From Theorem 2.2.1, the skein relation of the
 -polynomial is given as follows:
(i) For the unknot U , we have
 (U) = 1:
(ii) For a skein triple (L+; L ; L0), we have
 x (L+) +  (L ) =
(
 (L0) if  = 0;
0 if  = 1;
(10)
where  = (r+   r0 + 1)=2 (= 0 or 1) for the number of components r+, r0 of L+,
L0, respectively. By Corollary 2.4.1, the following holds:
Proposition 3.1.1. (i) Let L = K1 [    [Kr be an r-component link and lk(L)
the total linking number of L. Then we have
 (L) = (1  x)r 1x  lk(L) (K1)    (Kr): (11)
(ii) Let L be an r-component link and L the mirror image of L. Then we have
 (L; x) = ( x)r 1 (L;x 1):
(iii) Let L#L0 be a connected sum of two links L and L0. Then we have
 (L#L0) =  (L) (L0):
By (10) and (11), we obtain a special skein relation for a knot as follows:
 x (K+) +  (K ) = (1  x)x  lk(K0[K00) (K 0) (K 00); (12)
where (K+; K ; K 0[K 00) is a skein triple such that K+, K , K 0, and K 00 are knots.
The Kauman polynomial F (L) = F (L; a; b) 2 Z[a1; b1] is an invariant of an
oriented link L, which is computed by the following recursive formula [8]:
(i) For the unknot U , we have
F (U) = 1:
(ii) For four oriented link diagramsD+, D , D0, andD1 which are identical except
near one point as shown in Fig. 14, we have
aF (D+) + a
 1F (D ) = b
 
F (D0) + a
 2F (D1)

;
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where 2 = w(D+)   w(D1)   1 for the writhes, w(D+) and w(D1), of D+ and
D1, respectively.
Figure 14: Four oriented link diagrams
The Kauman polynomial of an r-component link L is presented by the following:
F (L; a; b) = (ab) r+1
X
n0
fn(L; a)b
n;
where fn(L; a) 2 Z[a1]. It is known that the following holds [10, 13, 14]:
f0(L; y) =  (L; y2):
That is, the  -polynomial is contained in both the HOMFLYPT and Kauman
polynomials as their common zeroth coecient polynomial. The Jones polynomial
V (L) = V (L; t) 2 Z[t1=2] is an invariant of an oriented link L, which is computed
by the following recursive formula [4]:
(i) For the unknot U , we have
V (U) = 1:
(ii) For a skein triple (L+; L ; L0), we have
t 1V (L+)  tV (L ) = (t1=2   t 1=2)V (L0):
It is known that the following holds [14]:
P
 
L;
p 1t 1;p 1(t1=2   t 1=2) = F (L; t 3=4; t1=4 + t 1=4) = V (L; t):
That is, the Jones polynomial is also contained in both the HOMFLYPT and
Kauman polynomials. For example, in the case of the negative Hopf link H , we
have
P (H ) = (yz) 1
 
( y2   y4) + y2z2;
F (H ) = (ab) 1
 
( a2   a4) + a3b+ (a2 + a4)b2;
 (H ) = x  x2;
V (H ) =   t 5=2   t 1=2:
In the case of the gure eight knot 41, we have
P (41) = ( y 2   1  y2) + z2;
F (41) = ( a 2   1  a2) + ( a 1   a)b+ (a 2 + 2 + a2)b2 + (a 1 + a)b3;
 (41) = x
 1   1 + x;
V (41) = t
 2   t 1 + 1  t+ t2:
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3.2  -polynomials of pretzel knots
In the paper [11], the  -polynomials of a (2; 2m + 1)-torus knot and a twist knot
are calculated as follows:
Proposition 3.2.1. Let T (2m + 1) and K(m) be the (2; 2m + 1)-torus knot and
the twist knot for m 2 Z, respectively, as shown in Fig. 15. Then we have
 
 
T (2m+ 1)

= (m+ 1)x m  mx m 1;
 
 
K(m)

=
(
x 
m
2 + x  x 2 m2 if m is an even integer;
x 
m+1
2 + x 1   x m+32 if m is an odd integer:
Figure 15: (2; 2m+ 1)-torus knot T (2m+ 1) and twist knot K(m)
In this thesis, we calculate the  -polynomials of pretzel knots as follows:
Proposition 3.2.2. Let P = P ("1p1; : : : ; "mpm) be a pretzel link as shown in
Fig. 16, where "i = 1, pi 2 N, m 2 N, and the rectangle labeled "ipi stands for
"ipi half twists. Let  =
mX
i=1
"i and  =
mX
i=1
"ipi.
(i) If m is odd and pi is odd for i (1  i  m), then we have
 (P ) =
 + 1
2
x
 1
2     1
2
x
+1
2 +
mX
k=1
 
x
 "kpk
2   x "k2 :
(ii) If m is odd, p1 is even, and pi is odd for i (2  i  m), then we have
 (P ) = x
"1p1
2
mY
k=2
"kpk + 1
2
x 
"kpk 1
2   "kpk   1
2
x 
"kpk+1
2

+ x 
 "1p1
2   x  2"1p12 :
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(iii) If m is even, p1 is even, and pi is odd for i (2  i  m), then we have
 (P ) = x 
"1p1
2
mY
k=2
"kpk + 1
2
x 
"kpk 1
2   "kpk   1
2
x 
"kpk+1
2

+ ( 1)  "1+12 p1
2
 
x 
+1
2   x  12 :
Figure 16: Pretzel knot P ("1p1; : : : ; "mpm)
Proof. (i) By applying (12) to P = P ("1p1; : : : ; "mpm) repeatedly, we reduce the
"1p1 half twists to the "1 half twist as follows:
 (P ) = A
p1 1
2
1 P1 +B1Q1
p1 3
2X
i=0
Ai1;
where A1 = x
"1 , B1 = ( x)
"1 1
2 , P1 =  
 
P ("1; "2p2; : : : ; "mpm)

, and Q1 is the
 -polynomial of a 2-component link obtained by smoothing one crossing of the
half twists "1p1 in the skein tree which consists of two trivial knots and has the
linking number `1 =  1
2
mX
i=2
pi"i, that is, Q1 = (1   x)x `1 . Similarly, for j  2,
letting Aj = x
"j , Bj = ( x)
"j 1
2 , Pj =  
 
P ("1; : : : ; "j; "j+1pj+1; : : : ; "mpm)

, Qj =
(1  x)x `j , and `j =  1
2
(
j 1X
i=1
"i +
mX
i=j+1
pi"i), we have
P1 = A
p2 1
2
2 P2 +B2Q2
p2 3
2X
i=0
Ai2,
...
Pm 1 = A
pm 1
2
m Pm +BmQm
pm 3
2X
i=0
Aim.
Since P ("1; "2; : : : ; "m) is the (2; 
Pm
i=1 "i)-torus knot, by Proposition 3.2.1, we
have
Pm =
 (Pmi=1 "i) + 1
2
x
(
Pm
i=1 "i)+1
2    (
Pm
i=1 "i)  1
2
x
(
Pm
i=1 "i) 1
2 :
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Hence, we have
 (P ) =
 mY
i=1
A
pi 1
2
i

Pm +
mX
k=1
 k 1Y
l=1
A
pl 1
2
l

BkQk
pk 3
2X
i=0
Aik:
By
mY
i=1
A
pi 1
2
i = x
1
2
Pm
i=1 "i(pi 1), we have
 mY
i=1
A
pi 1
2
i

Pm
= x
1
2
Pm
i=1 "i(pi 1)
 (Pmi=1 "i) + 1
2
x
(
Pm
i=1 "i)+1
2    (
Pm
i=1 "i)  1
2
x
(
Pm
i=1 "i) 1
2

=
 (Pmi=1 "i) + 1
2
x
(
Pm
i=1 "ipi)+1
2    (
Pm
i=1 "i)  1
2
x
(
Pm
i=1 "ipi) 1
2
=
 + 1
2
x
 1
2     1
2
x
+1
2 :
By
k 1Y
l=1
A
pl 1
2
l = x
1
2
Pk 1
l=1 "l(pl 1) and BkQk = ( 1)
"k 1
2 (1 x)x 12 ( 1+
Pk
i=1 "i+
Pm
i=k+1 "ipi),
we have  k 1Y
l=1
A
pl 1
2
l

BkQk
= x
1
2
Pk 1
l=1 "l(pl 1)( 1) "k 12 (1  x)x 12 ( 1+
Pk
i=1 "i+
Pm
i=k+1 "ipi)
= ( 1) "k 12 (1  x)x 12 ( 1+"k+
Pm
i=1;i6=k "ipi)
= ( x) "k 12 (1  x)x 12 (
Pm
i=1;i6=k "ipi):
By
pk 3
2X
i=0
Aik =
1  A
pk 1
2
k
1  Ak =
1  x 12 ("kpk "k)
1  x"k , we have
 k 1Y
l=1
A
pl 1
2
l

BkQk
pk 3
2X
i=0
Aik
= ( x) "k 12 (1  x)x 12 (
Pm
i=1;i6=k "ipi)
1  x 12 ("kpk "k)
1  x"k
= x
1
2
(
Pm
i=1;i6=k "ipi)
 
1  x 12 ("kpk "k)
= x
1
2
(
Pm
i=1;i6=k "ipi)   x 12 ((
Pm
i=1 "ipi) "k):
Therefore, we have
mX
k=1
 k 1Y
l=1
A
pl 1
2
l

BkQk
pk 3
2X
i=0
Aik
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=
mX
k=1
 
x
1
2
(
Pm
i=1;i6=k "ipi)   x 12 ((
Pm
i=1 "ipi) "k)

=
mX
k=1
 
x
 "kpk
2   x "k2 :
(ii) By applying (12) to P = P ("1p1; : : : ; "mpm) repeatedly, we reduce the "1p1 half
twists to no half twists as follows:
 (P ) = A
p1
2
1  
 
P (0; "2p2; : : : ; "mpm)

+B1Q1
p1
2
 1X
i=0
Ai1;
where A1 = x
"1 , B1 = ( x)
"1 1
2 , and Q1 is the  -polynomial of a 2-component
link obtained by smoothing one crossing of the half twists "1p1 in the skein tree
which consists of two trivial knots and has the linking number `1 =
1
2
mX
i=2
pi"i,
that is, Q1 = (1   x)x `1 . Since P (0; "2p2; : : : ; "mpm) = T ("2p2)#   #T ("mpm),
by Proposition 3.2.1, we have
 
 
P (0; "2p2; : : : ; "mpm)

=
mY
k=2
"kpk + 1
2
x 
"kpk 1
2   "kpk   1
2
x 
"kpk+1
2

:
By
p1
2
 1X
i=0
Ai1 =
1  A
p1
2
1
1  A1 =
1  x "1p12
1  x"1 , we have
B1Q1
p1
2
 1X
i=0
Ai1
= ( x) "1 12 (1  x)x  12
Pm
i=2 pi"i
1  x "1p12
1  x"1
= x 
1
2
Pm
i=2 pi"i(1  x "1p12 )
= x 
 "1p1
2   x  2"1p12 :
(iii) By applying (12) to P = P ("1p1; : : : ; "mpm) repeatedly, we reduce the "1p1
half twists to no half twists as follows:
 (P ) = A
p1
2
1  
 
P (0; "2p2; : : : ; "mpm)

+B1
p1
2X
i=1
Ai 11 Ri;
where A1 = x
 "1 , B1 = ( x)
 "1 1
2 , and Ri is the  -polynomial of a 2-component
link obtained by smoothing one crossing of the half twists "1p1 in the skein tree
which consists of two trivial knots and has the linking number `i =  1
2
 
(p1  
2i + 1)"1 +
mX
j=2
pj"j

, that is, Ri = (1   x)x `i . Since P (0; "2p2; : : : ; "mpm) =
24
T ("2p2)#   #T ("mpm), by Proposition 3.2.1, we have
 
 
P (0; "2p2; : : : ; "mpm)

=
mY
k=2
"kpk + 1
2
x 
"kpk 1
2   "kpk   1
2
x 
"kpk+1
2

:
We have
B1
p1
2X
i=1
Ai 11 Ri
= ( x) "1 12
p1
2X
i=1
x (i 1)"1(1  x)x  12 ((p1 2i+1)"1+
Pm
j=2 pj"j)
= ( x) "1 12
p1
2X
i=1
(1  x)x  12 ((p1 1)"1+
Pm
j=2 pj"j)
= ( 1)  "1+12 p1
2
 
x 
+1
2   x  12 :
3.3  p=q-polynomial of a knot
Let K be a knot and N(K) a tubular neighborhood of K. For coprime integers
p(> 0) and q, let T (p; q) be the (p; q)-torus knot given on the standard solid torus
V , which is homologous to pl + qm in @V , where (m; l) is the standard meridian-
longitude pair of V . Let ': V ! N(K) be a faithful homeomorphism, that is, a
homeomorphism sending the standard meridian-longitude pair of V to a meridian-
longitude pair of K on N(K). Then we call the knot '
 
T (p; q)

the (p; q)-cable
knot, denoted by K(p;q), of K. An invariant of K(p;q) is also an invariant of K. We
dene the  p=q-polynomial, denoted by  p=q(K), of K as follows:
 p=q(K) =  (K
(p;q)):
Thus, in particular, we have  1=q(K) =  (K) for any integer q and we denote
 p=1(K) and  p=( 1)(K) by  p(K) and   p(K), respectively. The following holds:
Proposition 3.3.1. (i) Let K be a knot and n 2 N. Then we have
 n(K;x) = x
 (n 1)  n(K; x) 
n 1X
j=1
x j(1  x)  j(K;x) n j(K;x):
(ii) Let K be the mirror image of a knot K and l 2 N. Then we have
  l(K;x) =  l(K;x 1):
(iii) Let K be the mirror image of a knot K and n 2 N. Then we have
 n(K
;x) = x (n 1) n(K; x 1) 
n 1X
j=1
x j(1  x) j(K; x 1) n j(K; x):
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(iv) Let K be an amphicheiral knot and n 2 N. Then we have
 n(K;x) = x
 (n 1) n(K; x 1) 
n 1X
j=1
x j(1  x) j(K; x 1) n j(K;x):
(v) Let K be an amphicheiral knot and m 2 N. Then we have
 2m(K; 1) = ( 1)m+1 m(K; 1)2 + 2
m 1X
j=1
( 1)j+1 j(K; 1) 2m j(K; 1):
Proof. By applying the skein relation (12), (i) holds. By Proposition 3.1.1 (ii), (ii)
holds as follows:
  l(K;x) =  
 
(K)(l; 1);x

=  
 
(K(l;1)); x

=  (K(l;1); x 1) =  l(K; x 1):
By (i) and (ii), (iii) holds. By (iii), (iv) holds. By (iv), (v) holds as follows:
 2m(K; 1) =    2m(K; 1)  2
2m 1X
j=1
( 1)j j(K; 1) 2m j(K; 1)
=    2m(K; 1)  2
 
2
m 1X
j=1
( 1)j j(K; 1) 2m j(K; 1)
+ ( 1)m m(K; 1)2

:
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4 2-cable  -polynomial of a knot
In this section, we give a basic computation of the 2-cable  -polynomial of a knot.
In particular, we calculate the 2-cable  -polynomials of twist knots and introduce
the 2-cable  -polynomials of the Kanenobu knots [26]. Moreover, we estimate the
braid indices of the Kanenobu knots [28].
4.1 2-cable knot diagram
For an integer f , we call the (2; 2f + 1)-cable knot of a knot K the 2-cable knot
of K with a framing f and denote K(2;2f+1) by eKf . If f = 0, then we denote eK0
by eK. Let D = Dp be a diagram of K with a crossing point p, Dp the diagram
obtained by reversing the crossing information of p, and Dp^ the diagram obtained
by smoothing p as shown in Fig. 17. Let D1 and D2 be the component diagrams
of Dp^ as shown in Fig. 17.
Figure 17: Diagrams Dp, Dp, and Dp^ = D1 [D2
Then eKf has a diagram eDf = eD(f ; a; b; c; d) withm half twists as shown in Fig. 18,
where m = 2f   2w(D) + 1, w(D) is the writhe of D, and a; b; c; d are crossing
points corresponding to p. We call the diagram eD(f ; a; b; c; d) the 2-cable knot
diagram of Dp with a framing f . If f = 0, then we denote eD0 = eD(0; a; b; c; d) byeD = eD(a; b; c; d).
Figure 18: 2-cable knot diagram eD(f ; a; b; c; d) of Dp with a framing f
The following lemma is useful to calculate the  -polynomial of a 2-cable knot
when we change the framing.
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Lemma 4.1.1. Let eKf , eKf 0 be 2-cable knots of a knot K with framings f , f 0,
respectively. Then we have
 ( eKf ) = x (f f 0) ( eKf 0)  (f   f 0)(1  x)x f 1 (K)2:
Proof. Let D be a diagram of K. We consider 2-cable knot diagrams eDf , eDf 0 of
D with framings f , f 0, respectively. First, we prove the case of f   f 0  0. We
change the 2f   2w(D) + 1 half twists of eDf to the 2f 0  2w(D) + 1 half twists ofeDf 0 by (12) inductively as follows:
 ( eDf ) = (x 1)f f 0 ( eDf 0)  f f 0X
j=1
x j(1  x)x f+j 1 (D)2
= x (f f
0) ( eDf 0)  (f   f 0)(1  x)x f 1 (D)2:
Similarly, we obtain the same equality as above in the case of f   f 0 < 0.
Figure 19: Diagrams bD+1 , bD 1 , bD+2 , and bD 2 obtained from Dp
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Moreover, we dene knot diagrams f bD"i j i = 1; 2; and " = 1g obtained from
Dp as shown in Fig. 19, where " = "(p) is the sign of the crossing point p. For
convenience, we denote bD+1i , bD 1i by bD+i , bD i , respectively. For example, for a
trefoil knot diagram Dp, the diagrams Dp, Dp^, eD(1; a; b; c; d), bD+1 , bD 1 , bD+2 , andbD 2 are shown in Fig. 20.
Figure 20: Diagrams obtained from a trefoil knot diagram Dp
4.2 Basic computation of the 2-cable  -polynomial of a
knot
Theorem 4.2.1. Let K, eKf , D = Dp, Dp, D1, D2, eDf = eD(f ; a; b; c; d), bD+1 ,bD 1 , bD+2 , and bD 2 be dened in the previous subsection. Let eD(w; a;b; c; d) be the
diagram obtained from eD(w; a; b; c; d) by reversing the crossing information at the
crossing points a, b, c, d, where w = w(D). Let fD1w1  12 "  12 be the 2-cable knot
diagram of D1 with the framing w1   12"   12 , where w1 = w(D1). Let fD2w2+" be
the 2-cable knot diagram of D2 with the framing w2 + ", where w2 = w(D2). Let `
be the linking number of D1 and D2, that is, ` = lk(D1; D2). Then we have
 2=(2f+1)(K) =  ( eKf ) =    eD(f ; a; b; c; d)
= x f+w 4" 
  eD(w; a;b; c; d)
  2"(1  x)x f+w1 2" 1 ( bD "1 ) (D2)
  2"(1  x)x f+w2  32 "  12 (D1) ( bD "2 )
+ (1  x)2x f `  32 "  32 (D1) (D2) (Dp)
+ (1  x)2x f 2`+w2 1 (D1)2 (fD2w2+")
+ (1  x)2x f 2`+w1  32 "  32 (fD1w1  12 "  12 ) (D2)2
  (f   w)(1  x)x f 1 (D)2:
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Proof. We only prove the case of " = +1 because we can prove the case of " =  1
in a similar way.
Step 1. We reduce the 2f   2w + 1 half twists of the diagram eDf to only one
positive half twist by Lemma 4.1.1. Then we have
 ( eDf ) = x f+w ( eDw)  (f   w)(1  x)x f 1 (D)2:
Step 2. We apply the skein relation (10) at the crossing points a, b, c, d of the
diagram eDw = eD(w; a; b; c; d) as follows:
 
  eD(w; a; b; c; d)
= x 4 
  eD(w; a;b; c; d)  x 1   eD(w; a^; b; c; d)  x 2   eD(w; a; b^; c; d)
  x 3   eD(w; a;b; c^; d)  x 4   eD(w; a;b; c; d^):
Step 3. We consider a relation between  
  eD(w; a^; b; c; d) and    eD(w; a;b; c; d^).
By the skein relation (10) as shown in Fig. 21, we have
 
  eD(w; a^; b; c; d) = x 2 (X)  x 2 (Y )  x 1 (Z):
The diagrams eD(w; a;b; c; d^) and X consist of D1 and bD 2 . For the total linking
number, we have lk
  eD(w; a;b; c; d^) + 1 = lk(X) and lk   eD(w; a;b; c; d^) = 2` +
w1   1. By (11), we have
 (X) = x 1 
  eD(w; a;b; c; d^) = (1  x)x 2` w1 (D1) ( bD 2 ):
The diagram Y consists of D1, D2, and D
p. We have lk(Y ) = 3` + w1 + w2 + 1:
By (11), we have
 (Y ) = (1  x)2x 3` w1 w2 1 (D1) (D2) (Dp):
The diagram Z consists of two copies of D1 and fD2w2+1. We have lk(Z) = 4`+w1:
By (11), we have
 (Z) = (1  x)2x 4` w1 (D1)2 (fD2w2+1):
Hence, we have
 
  eD(w; a^; b; c; d) = (1  x)x 2` w1 2 (D1) ( bD 2 )
  (1  x)2x 3` w1 w2 3 (D1) (D2) (Dp)
  (1  x)2x 4` w1 1 (D1)2 (fD2w2+1):
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Figure 21: Skein tree of eD(w; a^; b; c; d)
Step 4. We consider a relation between  
  eD(w; a; b^; c; d) and    eD(w; a;b; c^; d).
By the skein relation (10) as shown in Fig. 22, we have
 
  eD(w; a; b^; c; d) = x 1   eD(w; a;b; c^; d)  x 1 (W ):
The diagram eD(w; a;b; c^; d) consists of bD 1 and D2. We have lk   eD(w; a;b; c^; d) =
2`+ w2 + 1: By (11), we have
 
  eD(w; a;b; c^; d) = (1  x)x 2` w2 1 ( bD 1 ) (D2):
The diagram W consists of two copies of D2 and fD1w1 1. We have lk(W ) =
4`+ w2 + 1: By (11), we have
 (W ) = (1  x)2x 4` w2 1 (fD1w1 1) (D2)2:
Hence, we have
 
  eD(w; a; b^; c; d) = (1  x)x 2` w2 2 ( bD 1 ) (D2)
  (1  x)2x 4` w2 2 (fD1w1 1) (D2)2:
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Figure 22: Skein tree of eD(w; a; b^; c; d)
Now, we consider some conditions to simplify the computation of the 2-cable
 -polynomial of a knot. We consider a strongly invertible knot diagram which is
symmetric with respect to a crossing point (see, for example, Fig. 23).
Figure 23: Strongly invertible knot diagram D which is symmetric with respect to
a crossing point p
Lemma 4.2.2. (i) If the diagrams Dp, D1, and D2 are diagrams of the trivial
knot, then we have
 
  eD(w; a;b; c; d) = (w   2"+ 1)x w+2"   (w   2")x w+2" 1;
 (fD1w1  12 "  12 ) = w1   1
2
"+
1
2

x w1+
1
2
"+ 1
2  

w1   1
2
"  1
2

x w1+
1
2
"  1
2 ;
 (fD2w2+") = (w2 + "+ 1)x w2 "   (w2 + ")x w2 " 1:
(ii) If the diagram D is a strongly invertible knot diagram which is symmetric with
respect to a crossing point p, then we have
 ( bD+2 ) =  ( bD+1 );
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 ( bD 2 ) = x 1 ( bD 1 )  (1  x)x ` w2 1 (Dp) (D2):
Proof. (i) If the diagrams Dp, D1, and D2 are diagrams of the trivial knot, theneD(w; a;b; c; d), fD1w1  12 "  12 , and fD2w2+" are diagrams of the torus knots T (2w  
4" + 1), T (2w1   "), and T (2w2 + 2" + 1), respectively. Hence, we can apply
Proposition 3.2.1.
(ii) The rst equality holds as shown in Fig. 24. The second equality holds by the
skein relation (12) as shown in Fig. 25.
Figure 24: Diagrams bD+2 and bD+1
Figure 25: Skein tree of bD 2
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4.3 2-cable  -polynomials of twist knots
A twist knot has a diagram satisfying all conditions in Lemma 4.2.2. Therefore,
we can easily calculate the 2-cable  -polynomial of a twist knot as follows:
Theorem 4.3.1 ([26]). Let K(m) be the twist knot for m 2 N. Then we have
 2
 
K(m)

=
8>>>>>>>><>>>>>>>>:
 x 2 + 2x 3 + x n 1 + 2x n 2   3x n 3   (2n  1)x 2n
+(6n  1)x 2n 1   (6n+ 1)x 2n 2 + (2n+ 1)x 2n 3
if m = 2n  1 (n 2 N);
3x2   2x  5x n+2 + 6x n+1   x n   (2n  2)x 2n+2
+(6n  4)x 2n+1   (6n  2)x 2n + 2nx 2n 1
if m = 2n (n 2 N):
Proof. First, we construct a knot diagram D(m) with a tangle Tm as shown in
Fig. 26. We see that D(m) is equivalent to DK(m) as shown in Fig. 27, where DK(m)
is a diagram of K(m). The diagram D(m)p satises all conditions in Lemma 4.2.2
as shown in Fig. 28. Hence, we can apply Theorem 4.2.1 and Lemma 4.2.2. More-
over, we see that the sign " = "(p), the writhes w
 
D(m)

, w(D1), and the linking
number lk(D1; D2) of D(m)
p^ = D1 [D2 are as follows:
If m = 2n  1, then we have
" = +1; w
 
D(m)

= 3; w(D1) =  n+ 1; and lk(D1; D2) = n:
If m = 2n, then we have
" =  1; w D(m) =  1; w(D1) =  n; and lk(D1; D2) = n:
In addition, we see that the diagrams bD 1 and bD+1 are diagrams of the trivial knot
as shown in Fig. 29.
.
.
.
Figure 26: Knot diagram D(m) obtained from a tangle Tm
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Figure 27: Diagrams D(m) and DK(m)
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Figure 28: Diagrams D(m)p, D(m)p, and D(m)p^ = D1 [D2
Figure 29: Diagrams bD 1 and bD+1 of the trivial knot
4.4 2-cable  -polynomials of Kanenobu knots
It is known that the Kanenobu knots fk(n) j n  0g shown in Fig. 30 have
the same HOMFLYPT polynomial and the same Khovanov-Rozansky homology
[5, 6, 17]. By applying Theorem 4.2.1 and Lemma 4.2.2 (i), we showed in [26]
that the 2-cable  -polynomial distinguishes the Kanenobu knots fk(n) j n  0g
completely as follows:
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Theorem 4.4.1 ([26]). Let k(n) be the Kanenobu knot for n  0. Then we have
 2
 
k(0)

= 5x4   22x3 + 48x2   60x+ 39
+ 4x 1   34x 2 + 34x 3   17x 4 + 4x 5;
 2
 
k(n)
   2 k(n  1)
=   2xn+2 + 8xn+1   10xn + 10xn 2   8xn 3 + 2xn 4
+ 2x n+3   8x n+2 + 10x n+1   10x n 1 + 8x n 2   2x n 3:
-
... ...
Figure 30: Kanenobu knot k(n)
4.5 Braid index of Kanenobu knots
Let I3 = f(x; y; z) j 0  x; y; z  1g and n 2 N. Let pi = ( in+1 ; 12 ; 1) and
qi = (
i
n+1
; 1
2
; 0) for i = 1; 2; : : : ; n. An n-string braid is the union of n mutually
disjoint polygonal arcs s1; : : : ; sn satisfying the following properties (cf. [10]):
(i) @(s1 [    [ sn) = fp1; : : : ; pn; q1; : : : ; qng.
(ii) Each arc si is monotone with respect to the z-coordinate.
A braid b is equivalent to a braid b0 if there exists an ambient isotopy ft : I3 ! I3
(0  t  1) such that ftj@I3 = id (0  t  1), f0 = id, and f1(b) = b0. The product,
denoted by b1b2, of two n-string braids b1  I31 and b2  I32 is an n-string braid
obtained by attaching the bottom face of I31 to the top face of I
3
2 naturally and
contracting the height of I31 [ I32 as shown Fig. 31. The quotient space of the set
of n-string braids modulo the equivalence relation above becomes a group with
product operation. The identity element of this group is the braid which consists
of n vertical straight line segments connecting pi and qi for each i = 1; 2; : : : ; n.
The inverse element of a braid is the mirror image with respect to the plane z = 1
2
.
This group is called the n-string braid group and denoted by Bn. It is known that
the n-string braid group Bn has the following presentation:

1; : : : ; n 1 j ij = ji (ji  jj  2); ii+1i = i+1ii+1 (1  i  n  2)

;
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where i is the element of Bn shown in Fig. 33. An n-string braid b is positive if b
can be written as a product of positive power of the generators 1; : : : ; n 1. We
denote the set of n-string positive braids by B+n .
Figure 31: Product b1b2 of two n-string braids b1 and b2
Figure 32: Closed braid
Figure 33: Element i
Let b  I3  R3 be an n-string braid. The link obtained by connecting pi and
qi for each i with trivial arcs in the exterior of I
3 as shown in Fig. 32 is called closed
braid. The orientation of a closed braid is given by the downward direction of the
braid. It is known that every oriented link is presented as a closed braid [1]. The
braid index, denoted by braid(L), of an oriented link L is the minimum number of
strings needed for L to be presented as a closed braid, which is an invariant of L.
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The MFW inequality is known for giving a lower bound of braid(L) by applying
the HOMFLYPT polynomial P (L) = P (L; v; z) 2 Z[v1; z1] [2, 18]:
1
2
v-spanP (L) + 1  braid(L); (13)
where v-spanP (L) is the dierence between the maximum and minimum degrees
of P (L) on the variable v, denoted by v-maxdegP (L) and v-mindegP (L), respec-
tively. The HOMFLYPT polynomial P (L) is an invariant of L, which is computed
by the following recursive formula [3, 16, 23]:
(i) For the unknot U , we have
P (U) = 1:
(ii) For a skein triple (L+; L ; L0), we have
v 1P (L+)  vP (L ) = zP (L0): (14)
We see easily that the skein relation (14) is same as (3). In particular, we study
the braid index of the Kanenobu knot k(n) for n  0 as shown in Fig. 30. The
Kanenobu knots fk(n) j n  0g have the same HOMFLYPT polynomial [5, 6]:
P
 
k(n)

= (v 2   1 + v2   z2)2 for any n.
By (13), we have
braid
 
k(n)
  5 for any n.
Therefore, it is not easy to determine braid
 
k(n)

. In the paper [26], we gave an
upper bound and a sharper lower bound of braid
 
k(n)

by applying the 2-cable
 -polynomial as follows:(
braid
 
k(n)

= 5 if n = 0; 1;
n+ 3  braid  k(n)  2n+ 3 if n  2:
In the paper [28], we gave a sharper upper bound of braid
 
k(n)

for n  2 and
determined braid
 
k(2)

as follows:
Theorem 4.5.1 ([28]). Let k(n) be the Kanenobu knot for n  0. Then we have(
braid
 
k(n)

= 5 if n = 0; 1; 2;
n+ 3  braid  k(n)  2n+ 1 if n  3:
Proof. First, we transform the Kanenobu knot k(n) as shown in Fig. 34 I{VII
and set the axis perpendicular to this thesis through the point x as shown in
Fig. 34 VII. Next, we turn over strands with counterclockwise orientation with the
axis as shown in Fig. 35 VIII and transform k(n) as shown in Fig. 35 VIII{XIII.
Finally, we see that braid
 
k(n)
  2n+ 1.
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Figure 34: Transformations I{VII
40
Figure 35: Transformations VIII-XIII
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Remark 4.5.2. In Theorem 4.5.1, we give a lower bound of braid
 
k(3)

by ap-
plying the 2-cable  -polynomial. However, we cannot give a sharper lower bound
of braid
 
k(3)

from the entire HOMFLYPT polynomial of the (2; q)-cable link,
denoted by k(3)(2;q), of k(3) for any q 2 Z. In fact, we have P k(3)(2;0) and
P
 
k(3)(2;1)

as shown in Tables 1 and 2. Here the HOMFLYPT polynomial
P (L; v; z) is given as a matrix of coecients (pij), where P (L; v; z) =
X
pijv
izj,
with the range of i and j indicated at the side.
 1 1 3 5 7 9 11 13 15 17 19 21
0  17  236  1058  2214  2507  1652  651  151  19  1 0  11
1 59 700 3251 7434 9534 7387 3591 1103 208 22 1  9
 5  84  668  2874  6674  8823  7023  3486  1087  207  22  1  7
14 95 245 500 1031 1442 1147 519 133 18 1 0  5
 26  126  168 102 426 378 150 28 2 0 0 0  3
35 143 237 171 30  20  9  1 0 0 0 0  1
 35  143  237  171  30 20 9 1 0 0 0 0 1
26 126 168  102  426  378  150  28  2 0 0 0 3
 14  95  245  500  1031  1442  1147  519  133  18  1 0 5
5 84 668 2874 6674 8823 7023 3486 1087 207 22 1 7
 1  59  700  3251  7434  9534  7387  3591  1103  208  22  1 9
0 17 236 1058 2214 2507 1652 651 151 19 1 0 11
Table 1: P
 
k(3)(2;0)

0 2 4 6 8 10 12 14 16 18 20 22
 2  85  685  2262  3840  3729  2185  785  169  20  1 0  10
11 264 2046 7151 13368 14762 10195 4525 1291 229 23 1  8
 26  300  1865  6340  12117  13765  9740  4405  1274  228  23  1  6
48 216 490 1026 1909 2260 1564 636 150 19 1 0  4
 66  236  172 339 700 504 176 30 2 0 0 0  2
45 172 248 136  3  30  10  1 0 0 0 0 0
10 29 11  35  33  10  1 0 0 0 0 0 2
 40  110  4 237 274 126 26 2 0 0 0 0 4
34 121 245 526 878 818 417 117 17 1 0 0 6
 21  216  1197  3466  5443  4942  2717  919  187  21  1 0 8
10 205 1346 3900 5934 5228 2808 934 188 21 1 0 10
 2  68  449  1204  1626  1222  533  134  18  1 0 0 12
Table 2: P
 
k(3)(2;1)

We see that
v-maxdegP
 
k(3)(2;0)

= 11; v-mindegP
 
k(3)(2;0)

=  11;
v-maxdegP
 
k(3)(2;1)

= 12; v-mindegP
 
k(3)(2;1)

=  10:
By (14), we have
P
 
k(3)(2;q)

=
(
v2P
 
k(3)(2;q 2)

+ vzP
 
k(3)(2;q 1)

if q  2;
v 2P
 
k(3)(2;q+2)
  v 1zP k(3)(2;q+1) if q   1:
We see inductively that
v-spanP
 
k(3)(2;q)
  22 for any q 2 Z:
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By (13), we have
1
2
v-spanP
 
k(3)(2;q)

+ 1  braid  k(3)(2;q):
By Theorem 1 in [29], we have
braid
 
k(3)(2;q)

= 2braid
 
k(3)

:
Therefore, we have
6  braid  k(3):
We discuss how to compute P
 
k(3)(2;0)

and P
 
k(3)(2;1)

by Kodama's KNOT
program [12]. Since k(3)(2;0) and k(3)(2;1) have large crossing numbers, we cannot
apply Kodama's KNOT program to these links directly. We use a skein relation for
the HOMFLYPT polynomial of 2-cable links given in [7]. Let L(t+), L(t ), L(e+),
L(e ), L(f+), L(f0), and L(f ) be oriented links identical outside a ball and inside
are 8-end tangles t+, t , e+, e , f+, f0, and f  as shown in Fig. 36, respectively.
We call the ordered set of links
 
L(t+); L(t ); L(e+); L(e ); L(f+); L(f0); L(f )

a
double skein 7-tuple. We denote the HOMFLYPT polynomial of the link L(s) by
P (s), where s is one of these tangles. Then we have
v 5P (t+) + v5P (t )
= v 3P (e+) + v3P (e ) +
 
v 3P (f+) + (v 1 + v)P (f0) + v3P (f )

z2: (15)
Figure 36: 8-end tangles t+, t , e+, e , f+, f0, and f 
Let k(a; b; c) and T (d) be two oriented links as shown in Fig. 37, where 8-end
tangles labelled a and  b are a double full twists and  b double full twists for
a; b  0, respectively and 4-end tangles labelled c and d are c half twists and
d half twists for c; d 2 Z, respectively. Since we can compute P k(3)(2;1) in
the same way as P
 
k(3)(2;0)

, we only compute P
 
k(3)(2;0)

. We apply (15) to
k(3)(2;0) = k(3; 3; 0) as shown in Figs. 38 and 39. Then we obtain the following
double skein 7-tuple: 
k(3; 1; 4); k(3; 3; 0); k(3; 2; 0); k(3; 2; 4); T (5) t T ( 1);
T (4) t T ( 2); T (3) t T ( 3):
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Figure 37: k(a; b; c) and T (d)
We can compute P
 
T (5)tT ( 1), P T (4)tT ( 2), and P T (3)tT ( 3) by Ko-
dama's KNOT program. However, since k(3; 1; 4), k(3; 2; 0), and k(3; 2; 4)
have still large crossing numbers, we cannot apply Kodama's KNOT program to
these links directly. In the case of k(a; b; c), we obtain the following double skein
7-tuples: 
k(a; b; c); k(a  2; b; c+ 4); k(a  1; b; c+ 4); k(a  1; b; c);
T (x+ 1) t T (y + 1); T (x) t T (y); T (x  1) t T (y   1); (16)
where a, b, c, x, and y are integers satisfying a  2, b  0, and x+y = 4a 4b+c 2, 
k(a; b+ 2; c  4); k(a; b; c); k(a; b+ 1; c); k(a; b+ 1; c  4);
T (x+ 1) t T (y + 1); T (x) t T (y); T (x  1) t T (y   1); (17)
where a, b, c, x, and y are integers satisfying a  0, b  2, and x+y = 4a 4b+c+2.
In order to compute P
 
k(3; 1; 4), we apply (16) as follows: 
k(3; 1; 4); k(1; 1; 0); k(2; 1; 0); k(2; 1; 4); T (3) t T (1);
T (2) t T (0); T (1) t T ( 1):
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Figure 38: L(t+), L(t ), L(e+), and L(e )
We can compute P
 
k(1; 1; 0), P T (3) t T (1), P T (2) t T (0), and P T (1) t
T ( 1) by Kodama's KNOT program. Since k(2; 1; 0) and k(2; 1; 4) have
still large crossing numbers, we apply (16) as follows: 
k(2; 1; 0); k(0; 1; 4); k(1; 1; 4); k(1; 1; 0); T (3) t T (1);
T (2) t T (0); T (1) t T ( 1);
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Figure 39: L(f+), L(f0), and L(f ) 
k(2; 1; 4); k(0; 1; 0); k(1; 1; 0); k(1; 1; 4); T ( 1) t T (1);
T ( 2) t T (0); T ( 3) t T ( 1):
Since we can compute P
 
k(1; 1; 0) and P k(1; 1; 1) by Kodama's KNOT
program, we obtain P
 
k(1; 1; q) by applying (14) inductively as follows:
P
 
k(1; 1; q)
=
(
v2P
 
k(1; 1; q   2)+ vzP k(1; 1; q   1) if q  2;
v 2P
 
k(1; 1; q + 2)  v 1zP k(1; 1; q + 1) if q   1:
We can compute the HOMFLYPT polynomials of the remaining links with small
crossing numbers by Kodama's KNOT program. In this way, we can compute
P
 
k(3; 1; 4). Since we can compute P k(3; 2; 0) and P k(3; 2; 4) in
the same way as P
 
k(3; 1; 4), we can nally compute P k(3)(2;0).
Question 4.5.3. braid
 
k(3)

= 6; 7?
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5 Cable  -polynomials of mutant knots
In this section, we show that the 3-cable  -polynomial is invariant under mutation.
5.1 Mutation
As shown in Fig. 40, for a link with a 4-end tangle R, a possibly dierent link
obtained by replacing R by a tangle obtained by rotating R by 180 degree is called
a mutant link. This operation is called mutation.
Figure 40: Mutation
It is known that the HOMFLYPT and Kauman polynomials, their 2-cable ver-
sions, and the satellite versions of the Alexander and Jones polynomials are invari-
ant under mutation [13, 14, 15, 19]. Therefore, the following holds immediately:
Proposition 5.1.1. The  -polynomial and its 2-cable version are invariant under
mutation. Namely, let K and K 0 be a mutant knot pair. Then we have  (K) =
 (K 0) and  2=q(K) =  2=q(K 0) for any odd integer q.
Moreover, it is known that the 3-cable version of the HOMFLYPT polynomial
distinguishes a mutant knot pair, for example, a pair of the Kinoshita-Terasaka
knot and the Conway knot in Fig. 41 [19, 21].
Figure 41: Kinoshita-Terasaka knot K-T and Conway knot C
One of our interests is whether the p-cable version of the  -polynomial can dis-
tinguish a mutant knot pair for p  3. In the paper [27], we gave the following
theorem:
Theorem 5.1.2 ([27]). The 3-cable version of the  -polynomial is invariant under
mutation. Namely, let K and K 0 be a mutant knot pair. Then we have  3=q(K) =
 3=q(K
0) for any integer q with gcd(3; q) = 1.
By Theorem 5.1.2, the following holds:
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Corollary 5.1.3. Let K and K 0 be a mutant knot pair.
(i) If K 0 = K, then we have
 4(K
0;x) = x 3 4(K; x 1) 
3X
j=1
x j(1  x) j(K; x 1) 4 j(K;x):
(ii) If K and K 0 are amphicheiral, then we have
 4(K; 1) =  4(K 0; 1):
Proof. By Propositions 5.1.1, 3.3.1 (iii), and Theorem 5.1.2, (i) holds. By Propo-
sitions 5.1.1, 3.3.1 (v), and Theorem 5.1.2, (ii) holds.
5.2 Proof of Theorem 5.1.2
Without loss of generality, we may consider a diagram D(G) with 4-end tangles
G and R in Fig. 42 as a diagram of K, where the dotted arcs mean knotted and
linked arcs in each tangle. Then K 0 has one of the diagrams D(Gx), D(Gy), and
D(Gz) in Fig. 42, where Gx, Gy, and Gz are tangles obtained from G by rotating
180 degree about the x-, y-, and z-axes, respectively.
Figure 42: Mutant knot diagrams D(G), D(Gx), D(Gy), and D(Gz)
Next, we consider (p; q)-cable knot diagrams eD(G), eD(Gx), eD(Gy), and eD(Gz) of
D(G), D(Gx), D(Gy), and D(Gz), respectively as shown in Fig. 43, where g is
a diagram of a p-string braid whose closure is the
 
p; q   pw D(G)-torus knot,
w
 
D(G)

is the writhe of D(G), and eG, eR are the p-parallel versions of the tangles
G, R, respectively.
Figure 43: Cable knot diagrams eD(G), eD(Gx), eD(Gy), and eD(Gz)
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By using a tangle Q in Fig. 44, we see that the diagrams eD(G), eD(Gx), eD(Gy), andeD(Gz) are equivalent to diagrams eD(Q), eD(Qx), eD(Qy), and eD(Qz), respectively.
Figure 44: Cable knot diagrams eD(Q), eD(Qx), eD(Qy), and eD(Qz)
Now, our goal is to show that  
  eD(Q) =    eD(Qx) =    eD(Qy) =    eD(Qz).
If  
  eD(Q) =    eD(Qx) =    eD(Qy), then    eD(Q) =    eD(Qz). Therefore,
it is sucient to show that  
  eD(Q) =    eD(Qx) =    eD(Qy). Moreover, the
following lemma holds by Fig. 45 immediately.
Lemma 5.2.1. If  
  eD(Q) =    eD(Qx), then    eD(Q) =    eD(Qy):
Figure 45: Proof of Lemma 5.2.1
By Lemma 5.2.1, it is sucient to show that  
  eD(Q) =    eD(Qx). We reduce
crossing points in the tangle Q by applying the skein relation (12) repeatedly.
At the same time, we apply the skein relation (12) to the corresponding crossing
points in Qx. We remark that in this process the linking number of a 2-component
link diagram obtained by smoothing a crossing point is equal to the linking number
of a 2-component link diagram obtained by smoothing the corresponding crossing
point. We see that all diagrams of ends of the skein tree are contained in the set
of diagrams eD(Q0) in Fig. 46, where Q0 is a tangle in Tp = T (l;m; n; ; 0)	= ,
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where \" is the equivalence relation dened below, and eR0 is a parallel version
of the tangle R which ts Q0.
Figure 46: Diagram eD(Q0)
Here T (l;m; n; ; 0) is a tangle in Fig. 47 which consists of a tangle t(l;m; n) with
non-negative integers l, m, and n satisfying l +m+ n  p; in particular, t(0; 0; 0)
is a circle and two positive braids  2 B+l+m and 0 2 B+m+n with the identication
() as shown in Fig. 48, where B+0 = ;.
Figure 47: Tangle T (l;m; n; ; 0)
Figure 48: Identication ()
Moreover, we need the condition that the closure, denoted by bT (l;m; n; ; 0),
of T (l;m; n; ; 0) in Fig. 49 is a knot diagram. The number of vertical arcs in
t(l;m; n), that is, l + n is less than or equal to the number of smoothings at a
50
crossing point which consists of an arc whose both boundaries are in the upper
side of a tangle in the skein tree and an arc whose both boundaries are in the lower
side. The number of these smoothings is less than or equal to 2p  (l + 2m + n).
Therefore, we need the condition l +m+ n  p.
Figure 49: Closure bT (l;m; n; ; 0) of T (l;m; n; ; 0)
As shown in Fig. 50, we denote  and 0 by  = (a1; a2; a; a3; a4) and 0 =
0(a01; a
0
2; a
0; a03; a
0
4) in detail, where a1; a3 2 B+l , a2; a4; a01; a03 2 B+m, a02; a04 2 B+n ,
a 2 B+l+m, and a0 2 B+m+n. Let  be the equivalence relation on Tp generated by
the following:
(i) T
 
l;m; n; (ba1; a2; a; a3; a4); 
0(a01; a
0
2; a
0; a03; a
0
4)

 T l;m; n; (a1; a2; a; a3b; a4); 0(a01; a02; a0; a03; a04) for b 2 B+l ;
(ii) T
 
l;m; n; (a1; ba2; a; a3; a4); 
0(a01; a
0
2; a
0; a03; a
0
4)

 T l;m; n; (a1; a2; a; a3; a4); 0(bza01; a02; a0; a03; a04) for b; bz 2 B+m;
(iii) T
 
l;m; n; (a1; a2; a; a3; ba4); 
0(a01; a
0
2; a
0; a03; a
0
4)

 T l;m; n; (a1; a2; a; a3; a4); 0(a01; a02; a0; a03bz; a04) for b; bz 2 B+m;
(iv) T
 
l;m; n; (a1; a2; a; a3; a4); 
0(a01; ba
0
2; a
0; a03; a
0
4)

 T l;m; n; (a1; a2; a; a3; a4); 0(a01; a02; a0; a03; a04b) for b 2 B+n ;
where bz is a positive braid obtained from b by rotating 180 degree about z-axis.
Figure 50: Positive braids  = (a1; a2; a; a3; a4) and 
0 = 0(a01; a
0
2; a
0; a03; a
0
4)
Some examples of eD(Q0) are shown in Fig. 51.
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Figure 51: Examples of eD(Q0)
We see that T3 is the set of tangles shown in Fig. 52. Moreover, we see that eD(Q0)
is equivalent to eD(Q0x) for any Q0 2 T3.
Figure 52: T3
This completes the proof of Theorem 5.1.2. 
Remark 5.2.2. In a similar way, we consider the  p=q-polynomials of mutant
knots for p  4. By the construction of Tp, we have Tp  Tp+1. We see that T4 nT3
is the set of tangles shown in Fig 53.
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Figure 53: T4 n T3
As shown in Fig. 54, there exists a tangleQ0 2 T4 satisfying  
  eD(Q0) 6=    eD(Q0x):
 
  eD(Q0) = 6x 8   29x 7 + 23x 6 + 134x 5   390x 4 + 432x 3
  214x 2 + 39x 1;
 
  eD(Q0x) = x 9   x 8   8x 7   12x 6 + 169x 5   411x 4 + 439x 3
  215x 2 + 39x 1:
Figure 54: Tangle Q0 2 T4 satisfying  
  eD(Q0) 6=    eD(Q0x)
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However, we have
 4(K-T)
= 390x 7   4357x 6 + 20609x 5   54135x 4 + 86633x 3   80568x 2
  7051x 1 + 245676  679524x+ 1151317x2   1326671x3 + 1058691x4
  578863x5 + 208028x6   44483x7 + 4309x8
=  4(C):
The above polynomials are calculated by Kodama's KNOT program [12].
Question 5.2.3. The  p=q-polynomial distinguishes a mutant knot pair for p  4?
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