Principal Component Analysis (PCA) is a very successful dimensionality reduction technique, widely used in predictive modeling. A key factor in its widespread use in this domain is the fact that the projection of a dataset onto its first K principal components minimizes the sum of squared errors between the original data and the projected data over all possible rank K projections. Thus, PCA provides optimal low-rank representations of data for least-squares linear regression under standard modeling assumptions. On the other hand, when the loss function for a prediction problem is not the least-squares error, PCA is typically a heuristic choice of dimensionality reduction -in particular for classification problems under the zero-one loss. In this paper we target classification problems by proposing a straightforward alternative to PCA that aims to minimize the difference in margin distribution between the original and the projected data. Extensive experiments show that our simple approach typically outperforms PCA on any particular dataset, in terms of classification error, though this difference is not always statistically significant, and despite being a filter method is frequently competitive with Partial Least Squares (PLS) and Lasso on a wide range of datasets. * xluo@xaut.edu.cn † bobd@waikato.ac.nz 1
Background and Introduction
Dimensionality reduction techniques are a core part of the Statistics and Machine Learning toolbox, widely used in predictive modeling to improve a range of measures including generalization performance, interpretability or identifiability of models, and the time and space complexity of learning or prediction. There are many such techniques, see e.g. [7] for a survey, but chief amongst them are simple linear techniques and the most widely-used of these in practice is probably Principal Components Analysis (PCA) [15] and its variants. Applications of PCA include [27, 28, 33] .
PCA works as follows: Suppose we have a data matrix X ∈ R D×N of N, D-dimensional observations. PCA works by linearly projecting our original D-dimensional data onto K uncorrelated (orthogonal) directions -the first K 'Principal Components' -where typically K ≪ D. Denote by P ∈ R D×K the matrix with the Principal Components as columns, then the Principal Components are chosen to maximize the orthogonal projection of the dataset X onto the column space of P , that is P is chosen to satisfy:
As a result, PCA gives the best K-dimensional representation of the original D-dimensional data in the least-squares sense or, equivalently, if the data are centered, using PCA means that (for a fixed dataset) we discard the smallest amount of the total sample variation of any linear dimensionality reduction scheme. For data analysis tasks other than Ordinary Least Squares Regression (OLS) using PCA is a heuristic which works well frequently but, as noted in [11, 20, 16, 12] , it can work very poorly (even for a linear regression task) in some natural scenarios. For the task of classification, PCA often seems to work very well experimentally [13, 14] , but it is trivial to construct examples for which PCA will work badly in a classification task 1 . In other words since the PCA objective is disconnected from the classification task at hand and, in particular it does not take account of the class structure inherent in the problem, vanilla PCA is prone to underfitting. In supervised settings where class labels are present, it would be a waste not to use the label information in the selection of useful features for classification, thus we propose a (weakly) supervised variant of PCA. There are a few supervised dimensionality reduction approaches, of which the most related to PCA is Fisher Linear Discriminant (FLD). FLD picks out the most useful feature for classification by maximizing the ratio of between-class variance to with-in class variance. It is supposed to outperform PCA for classification tasks in theory. However, as pointed out in [19] , PCA often outperforms FLD in practice, especially for small datasets. This is due the poor estimations of betweenclass variance and with-in class variance. Another important and widely used supervised approach is the wrapper methods based on partial least squares (PLS), e.g. [4] and references therein. These take advantage of known structure in the classification problem by rotating the uncorrelated components to minimize the least square error on the predicted labels. While such wrapper approaches are frequently successful in practice, it is well known that they need careful tuning to avoid overfitting especially when sample size is small [4] . More recently, a discriminative feature extraction method inspired by PCA was proposed in [17] . This method picks out the directions along which two classes differ most in their class-conditional second moments. However, it also suffers from the inaccurate second moment estimation problem that plagues FLD in the case of small size high dimensional datasets. Finally, the ℓ 1 regularization and sparse model selection method Lasso [26] widely used in regression can also be used for dimensionality reduction for classification tasks, like ℓ 1 -regularized SVM. LARS [5] is another similar approach.
In this paper we describe and empirically validate a PCA variant that attempts to address both issues: In particular, we choose a projection that maximally preserves (a proxy for) the sample margin distribution between two classes. Our approach is very simple to implement and only involves changing several lines of code to vanilla PCA but, as far as we are aware, it is neither previously published nor folklore. More importantly it has the same time and space complexity as PCA, targets a sensible objective (for classification) yet it is not a wrapper method, has a clear interpretation in terms of the problem at hand, and in our experience it works unreasonably wellour experimental outcomes are typically better than vanilla PCA, frequently significantly better, and never significantly worse, and also competitive with PLS and Lasso.
The remainder of this paper is structured as follows: In the next section we describe PCA more precisely and recall that the principal components are the solution to a straightforward eigenvector problem. Next we discuss the importance of the margin distribution as a measure of the difficulty of a clas-sification problem, which motivates our altering the PCA objective in order to maximally preserve the sample margin distribution. Then we introduce several schemes based on our idea and provide some theoretical intuitions for how they work. We present extensive experiments on several datasets which demonstrate the utility of our approach and compare its performance to vanilla PCA, PLS, and Lasso, we use a simple non-parametric sign test to demonstrate the statistically significant superiority of our approach over vanilla PCA. Finally we summarize our findings and discuss some possible future directions for this research.
Preliminaries
Our main contribution is a novel PCA variant that aims to preserve the margin distribution, and in this section we therefore briefly review vanilla PCA, minimum margin and the margin distribution.
Principal Component Analysis
is minimized. In words, PCA finds the linear projection P that best preserves the data in the least squares sense when the reconstruction R is also a linear map. Representing P and R by matrices, it is easy to show that the optimal solution satisfies:
Therefore, PCA amounts to solving the convex optimization problem:
arg min
where R K×D is the space of K × D matrices. Solving (4) is equivalent to solving:
arg max
where
Since A is positive semi-definite the principal components can be found simply by diagonalizing A as A = U T ΛU where U is orthogonal, U T U = UU T = I D , and Λ is a diagonal matrix of the nonnegative eigenvalues of A in descending order of magnitude. The first K principle components comprise the eigenvectors of A corresponding to the K largest eigenvalues: That is, the first K rows of U.
The computational cost of PCA is dominated by constructing the matrix A and diagonalizing it. 
} depending on whether the sample size is greater than the dimensionality or not.
Remark. Above we introduced PCA as a linear (lossy) compression approach. The well-known PCA as a dimensionality reduction approach is actually to apply the common practice to run it on the 'mean-centered' data.
T , that is A is proportional to the maximum likelihood consistent estimator of the covariance matrix. In this case the projection onto the column space of P maximizes the retained total sample variance. For some further perspectives on PCA, we refer the interested reader to [3] .
Margin and Margin Distribution
Let H be a hypothesis class of linear classifiers (separating hyperplane normals). The minimum margin or just margin between two separable classes is defined to be the supremum of the smallest Euclidean distances between the members of the classes and the separating hyperplane of classifiers h ∈ H. That is, if D − , D + represent the distribution of the two separable classes with D = D − ∪ D + , then we define the margin γ to be:
where z is any point on the separating hyperplane, y(x) ∈ {−1, +1} is the label of x, sup and inf are the supremum and infimum operators. For nonseparable classes the margin is negative 2 , so one can either enforce a non-zero 'soft' margin by allowing a fraction of observations to be misclassified at training, or given a fixed classifying hyperplane consider instead the distribution of the signed distances between the members of classes and the fixed classifying hyperplane by defining the margin at the point x ∈ D with respect to classifier h by:
where again z is any point on the separating hyperplane. We call the distribution of γ(x, h) := y(x)h T (x − z), ∀x ∈ D the margin distribution with respect to h. The empirical margin and empirical margin distribution of a sample are defined similarly -for a fixed classifierĥ ∈ H and training set D N of size N, we define the empirical margin:
where z represents a point on the separating hyperplane ofĥ, and the empirical margin at a point x i ∈ D N with respect toĥ as:
The empirical margin distribution with respect toĥ is defined as the distribution ofγ(
The importance of the margin between classes for classification has been studied extensively, where it can be viewed as a dimension-free measure of the difficulty of a classification task. For separable classes, [29] bounds the generalization performance of the support vector machine (SVM) in terms of the empirical margin of the training dataset, and indeed both hard-and softmargin SVM learn a discriminative hyperplane which maximizes the singlepoint minimum margin [32] . It has been pointed out that the information of the margin distribution is largely lost in the minimum margin which depends so critically on a small number of the training data points [23] , but there is no such problem for the margin distribution. Thus tighter bounds for the generalization error of classifiers utilizing the margin distribution as the measure of difficulty of a classification problem have been obtained in, for example: [8, 24, 23] . Alternative classification algorithms based on the idea of margin distribution optimization have also been proposed [9, 21, 1, 31, 32] and found empirically to outperform SVM for many real datasets. Therefore, the margin distribution provides discriminative information that is crucial for classification. However, the margin and margin distribution can only be evaluated once the classifier has been learned. The dimensionality reduction schemes we introduce in this paper are based on the idea of preserving the margin distribution, but crucially without having access to the classifier.
Algorithms

Motivation
From the definitions above it is clear that optimizing the margin distribution requires a classifying hyperplane from which to measure it, and applying PCA to preserve exactly the sample margin distribution would therefore require a wrapper approach which could be prone to overfitting in small sample conditions. We therefore propose to run PCA on a proxy for the optimal margin distribution to obtain uncorrelated features that approximately preserve the margin distribution, and hence the important discriminative information for classification, without the same risk of overfitting.
Our heuristic argument runs as follows: PCA is the best linear (lossy) compression method if the reconstruction process is also linear. Therefore, the strength of PCA is in preserving the data on which it is applied to. For the purpose of dimensionality reduction for linear classification tasks, we are not interested in preserving the data points, but we are interested in selecting the features best for discriminating the data points. If we know in advance what information is useful for classification, we can extract some structures containing that information from the dataset and run PCA on those structures to obtain the features that are best for preserving them. If we then reduce the dimension of the original data by projecting to these features, we expect that the discriminative information is preserved in a good way by the projection. Based on this intuition, we devised four PCA variants for the task of linear classification, which we will evaluate in Section 4, 5. For now, we simply present the four heuristic alternatives in this section.
To illustrate the basic ideas, we focus on the two-class classification problem since generalization to multi-class cases is straightforward. Let
be a set of labeled training data points, where for convenience we assume x i is a point in R D , and y i ∈ {−1, +1} is the class label, ∀i ∈ {1, · · · , N}. The crucial question is how to approximate the margin distribution of the dataset without access to a classifying hyperplane. Now the margin distribution contains the information about the differences between the data points of the two classes that is meaningful for the classification problem. Therefore, our first PCA variant represents the margin distribution as the differences between the data points of the two classes. Let C − and C + be the sets of indices of the data points that belong to class -1 and class +1 respectively, i.e. C − = {i : y i = −1}, C + = {j : y j = +1}.
Algorithm: M-PCA0
Define the following structures
Then the structures {z ij } i∈C − ,j∈C + should reasonably represent the margin distribution well. We can then run "uncentered" PCA on these structures to obtain the most significant principal components. These principal components are the features that best represent this proxy for margin distribution and therefore contain the most discriminative information. We call this scheme M-PCA0. The algorithm of M-PCA0 is shown in Figure 1 .
It is not hard to see that the size of {z ij } i∈C − ,j∈C + is N − N + , where N − = |C − |, N + = |C + |, which is very large for large sample data. As a result, the M-PCA0 algorithm is more computationally expensive than usual PCA, it will be min{O(
Algorithm: M-PCA1a and M-PCA1b
With a little more consideration, it is not hard to come up with a natural alternative to {z ij } i∈C − ,j∈C + that resolves this time complexity issue. The Maximum Likelihood (ML) consistent estimates of the class means arê
Define the variables
In words, z k is defined as the difference between x k and the mean of the other class. Intuitively, {z k } N k=1 captures the same information as z ij and it can be viewed as a conditioning of the previous problem. The sample size is now N which is typically much smaller than the size of {z ij } i∈C − ,j∈C + . We call the resulting algorithm M-PCA1a.
In the definition (12), the sample means of the two classes are used. Especially in the situation of small sample data or very imbalanced classes, the quality of the estimates of the class conditional means is a concern. In this case, replacing the sample means with the sample medoids may be a more robust option 3 . We call the corresponding algorithm M-PCA1b. Both versions of the algorithm are shown in Figure 2 . Time complexity for this approach is the same as the standard PCA.
Algorithm: M-PCA2
Our final algorithm, M-PCA2, attempts to capture the margin distribution more closely by simulating equation (9) more closely. In this algorithm, we do not use all the pairs of data points in the two classes. Instead, we construct the difference vector between a datapoint and its nearest neighbor in the other class as a proxy for the margin distribution.
Our experimental results show that M-PCA2 works extremely well, especially for small size high dimensional datasets. It is not hard to see that 
Theory
Analyzing our schemes in full generality is difficult. To give some insight into how these work, in this section, we analyze a toy setting to provide some intuition, which suggests why our schemes can work better than PCA.
We consider a simple case where the classes have a shared class-conditional covariance matrix and for convenience we assume the class-conditional distributions are multivariate Gaussian, and the difference between the class means is aligned with one eigenvector of the class-conditional covariance matrix. Without loss of generality, we assume the class-conditional covariance matrix is diagonal. Let X and Y be two random variables such that
and where λ i , i = 1, · · · , D are not in any particular order. As a result, we have
It is clear in this setting that the only feature that is useful for classification is the first coordinate. A successful dimensionality reduction approach for this classification problem would have to include the first coordinate in the selected features. In the case π + = π − = 1 2 , the optimal separating hyperplane is x 1 = 0 and the corresponding margin distribution is N(a, λ 1 ). The whole margin distribution would be preserved if an approach includes the first coordinate in the reduced features. Now suppose we sample N data points {(
wherex is the sample mean. In expectation the above expression is just the covariance of the variable X, which is equal to
Suppose the target dimension is K = 1, then for PCA to be successful, λ 1 + 4π + π − a 2 has to be larger than λ i , i = 2, · · · , D. In most classification problems the between-class variance is usually larger than within-class variances, that is a 2 is usually large enough that λ 1 + 4π + π − a 2 is larger than λ i , i = 2, · · · , D. This is why PCA can work well for classification tasks even though it is not designed for that purpose. In other situations, PCA may not work well. In particular here it will either be as good as possible or as bad as possible.
To see how M-PCA0 works, we define the random variable
M-PCA0 works by eigen-decomposing
In expectation, this matrix is equal to
Since
, M-PCA0 has a better chance of selecting the first coordinate in the case K = 1. Our experiments indeed shows that M-PCA0 usually performs better than PCA.
To see how M-PCA1a and M-PCA1b work, we use similar arguments. First, define the following random variable Z (1) := X + − µ − with probability π + , µ + − X − with probability π − .
From the definition, we have
M-PCA1a and M-PCA1b work by eigen-decomposing
, the expectation of which is equal to
This indicates that M-PCA1a and M-PCA1b have a much better chance than PCA of selecting the first coordinate as the useful feature in the case the target dimension K is 1, since a larger quantity 4a 2 is added to λ 1 rather than 4π + π − a 2 ≤ a 2 .
Remark. From the insight obtained above, PCA works poorly in the case of class imbalance due to the fact that the more class imbalance the smaller 4π + π − a 2 becomes. Our schemes do not suffer from the same problem.
Remark. Our schemes are much less vulnerable to the low between-class variance to within-class variance ratio problem that makes PCA fail. However, our schemes can still fail in the extreme cases. To make it even less vulnerable, we devise the scheme M-PCA2. M-PCA2 is based on our intuitive arguments.
The situation quickly becomes intractable to analysis in the more general case that the difference between the class means is not aligned with any eigenvector of the class-conditional covariance matrix. In this case µ + = −µ − = (a 1 , · · · , a D ) with other quantities assumed the same as above. Now the covariance matrices to be eigen-decomposed are
T respectively. These are not diagonal and there is no simple analytical form for the eigenvectors. The most discriminative feature in theory is now FLD along the direction
which is not an eigenvector of the above matrices. We shall see from our experiments in Section 5 that for small target dimension K, our approach nevertheless outperforms PCA in general, and despite being a (supervised) filter method, is highly competitive with wrapper approaches such as PLS and Lasso.
Experiments
In this section, we present empirical results on the performance of our schemes: M-PCA0, M-PCA1a, M-PCA1b, and M-PCA2. For comparison, we compare them to vanilla PCA, PLS, and Lasso in terms of test errors. To obtain a comprehensive picture of the performance of the new schemes, we run experiments evaluating several widely used classifiers on a range of publicly available datasets with different characteristics. The classifiers used were Fisher Linear Discriminant (FLD), SVM, Logistic Regression (LR), and Naive Bayes (NB). We use two groups of publicly available real datasets. The first group contains datasets with the numbers of data points larger than the dimensions; these are ionosphere [18] , sonar [18] , mushrooms [18] , and splice [18] . The other group contains several small sample datasets with the numbers of data points smaller than the dimensions. These datasets are colon [2] , prostate [25] , ovarian [22] , leukemia [10] , leukemia large [10] , and duke [30] . The information on these datasets is shown in Table 1 . 
Experiment Setup
In the experiments, the test errors of combinations of a dimensionality reduction scheme, a target dimension K, a classifier and a dataset are obtained. Each combination of a dimensionality reduction scheme, a target dimension K, a classifier and a dataset is fed 50 independent partitions of the dataset into a training set and a test set, where four fifths of the data was used for training and the remainder for testing, and the sampling was stratified to preserve class membership proportions. Hence 50 test errors are produced for each combination. These are then used to compute the mean and the standard deviation of the test errors for that combination. For each loop iteration for a particular dataset, the data splits were held constant. We did not use cross validation since sign test assumes independent observations. We choose two representative target dimensions for each dataset. For small sample (N < D) datasets, the target dimensions are , where D is the number of features (original data dimension). We do not include here larger target dimensions. This is because, on one hand, small target dimensions are the settings of practical interest. On the other hand, with increased target dimension K, the differences between different dimensionality reduction schemes become less obvious. This is due to that fact that as the target dimension K approaches the rank of the training data matrix, the number K of features retained by different schemes are large enough to incorporate almost all the discriminative information. Our own experiments, not presented here, also indicate this fact.
For the datasets with more features than instances, the test errors of M-PCA0, M-PCA1a, M-PCA1b, and M-PCA2 are compared with that of PCA, PLS, and Lasso. While for the datasets with fewer features than instances, due to the high computational cost of the M-PCA0 scheme, only M-PCA1a, M-PCA1b, and M-PCA2 are run and compared to PCA, PLS, and Lasso. We use the SVM and Logistic Regression implemented by liblinear [6] . The version of SVM classifier used for experiment is the ℓ 2 -regularized ℓ 2 -loss SVM. While the logistic regression classifier used here is ℓ 2 -regularized. The classifier parameters used were selected by cross validation on the whole original dataset to provide a consistent baseline, even though this may have favored the full wrapper methods since they have access to the tuned classifier. The Naive Bayes model uses a Gaussian class-conditional likelihood model and we used the built-in MATLAB version.
Finally, the way we run PLS and Lasso to reduce dimensionality for the classification tasks is by casting the classification tasks as regression tasks with discrete targets and obtain the important features. The implementations of PLS and Lasso used are the built-in MATLAB functions plsregress and lasso. 
Results
The detailed results are in the appendix and shown in Table 4 -13. As can be seen from the tables, our schemes are superior to PCA in general and highly competitive with PLS and Lasso. This indicates that our schemes are indeed able to select the most discriminative features. Due to the large variance of the test errors 4 , it appears initially that our schemes are not statistically significantly better than PCA, however these averages are across the different partitions of the datasets and performance on the different individual data splits is highly variable. To see if our approach indeed significantly outperforms PCA, we compare test errors on independent data splits and use a non-parametric sign test to evaluate the null: See Figure 4 -Each test error corresponds to an independent data split. We see that for this dataset M-PCA1b is at least as good as PCA on every individual split, but the high between-sample variance in the test error will mask this fact if we only consider the average test error across data splits. We tabulate the sign test p-values of our algorithms versus PCA in Tables 2 and 3 . Here we only show results on SVM and Logistic Regression. The boldfaced numbers indicate the cases where p < 0.05 and we have made no correction to these values for multiple comparisons since the smallest p-values are generally below 0.0125 in any case. We see that our approach does significantly outperform PCA, especially when the number of retained dimensions is small. 
Discussion
We presented four simple filter PCA variants, each of which seems to improve the performance on projected data in a classification task over standard PCA. Our ideas in this paper are primarily based on the observation that the margin distribution contains most of the discriminative information, for a classification task and the PCA objective is not obviously aligned with preserving this quantity. Therefore we propose four heuristic structures to represent the margin distribution on which we then perform PCA. Extensive empirical evaluations suggest these do indeed represent the margin distribution well. Whether there are some better structures for representing the margin distribution that can be evaluated outside of a wrapper approach is an interesting question for future research. Any such better structures should give us a better dimensionality reduction scheme for linear classification. Whether theoretical guarantees on classification performance using our approach are possible looks like a difficult open problem -the main hurdle is how to provide typical case guarantees for a deterministic algorithm without imposing restrictive conditions on the data generator. A further direction for future research is to consider non-linear dimensionality reduction schemes, such as kernel PCA in a similar light.
A Detailed Experimental Results
In the tables below, the test errors (mean±std) are shown in percent and the boldfaced numbers represent the best performing schemes. 
