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Abstract
The theory of Maximum Probability Domains (MPDs) is formulated
for the Hubbard model in terms of projection operators and generating
functions for both exact eigenstates as well as Slater determinants. A
fast MPD analysis procedure is proposed, which is subsequently used to
analyse numerical results for the Hubbard model. It is shown that the
essential physics behind the considered Hubbard models can be exposed
using MPDs. Furthermore, the MPDs appear to be in line with what is
expected from Valence Bond Theory-based knowledge.
1 Introduction
Chemists often rely on a set of concepts that are not directly derivable from
quantum mechanical observables [1]. As such, these tools are not uniquely
defined from first principles, and are highly prone to user bias. Nevertheless,
despite the inherent arbitrariness behind them, these tools still constitute a
major part of chemical theory as they have proven their value over and over
again for decades.
One of these tools is the theory of Lewis structures, which was proposed by
Lewis in 1916 [2], only 20 years after the discovery of the electron and 10 years
before Schrödinger’s seminal paper [3]. The visionary character of Lewis can
hardly be overestimated as the far majority of electronic structures, especially
in organic chemistry, are based on Lewis’s rules. The combination of Lewis
˚Corresponding author. Email: Patrick.Bultinck@UGent.be
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structures along with Valence Shell Electron Pair Repulsion (VSEPR) theory
[4, 5] also laid the foundations of structural chemistry.
In view of the marvel of Lewis’s theory, major problems remain for modern
day theoretical chemists in explaining this success. Lewis structures rely on non-
observable properties, just as, for instance, atoms-in-molecules (AIM) [6, 7, 8, 9]
and the chemical bond. In this context, “non-observable” indicates that these
concepts cannot be extracted uniquely from the wave function using a Hermitian
operator based on the correspondence principle. This does not mean that these
concepts are per se orthogonal to quantum mechanics but it does mean that
there exist multiple ways to extract them from a wave function, in the best case
using well argued but nonetheless biased approaches.
In the present work we discuss a method that does not introduce the concept
of Lewis structures into quantum mechanics but rather lets them — when appli-
cable — emanate from the structure of the wave function Ψ without reference
to an AIM model. This central idea sets this method apart from methods based
on e.g. delocalisation indices [10, 11, 12], also known as shared electron distribu-
tion indices (SEDIs) [13], where first an AIM method is chosen to identify two
bonded atoms or atomic domains or more in the case of multicenter bonding
[14, 15].
According to the Copenhagen interpretation of quantum mechanics, a prob-
ability is obtained when the quantity |Ψ|2 is multiplied by an infinitesimal vol-
ume element. For an N -electron wave function Ψpx1, . . . ,xN q, where x denotes
a space-spin coordinate x “ pr, σq with r P R3 and σ P tÒ, Óu, the probability
pp1,Ωq of finding an electron in a volume Ω Ă R3 is given by summing over
all N spin-coordinates and integrating one electron over the domain Ω while
integrating the remaining N ´ 1 electrons over the entire space
pp1,Ωq “ N
ÿ
σ1,...,σN
ż
Ω
dr1
ż
R3
dr2 . . .
ż
R3
drN
looooooooomooooooooon
N´1
|Ψpx1, . . . ,xN q|
2
. (1)
The prefactor N corrects for the permutational symmetry of the N electrons.
A related, but different question is the probability P p1,Ωq of finding one (and
only one) electron in a domain Ω with all other electrons outside this volume
(or, equivalently, in the complementary domain Ω “ R3zΩ).
P p1,Ωq “ N
ÿ
σ1,...,σN
ż
Ω
dr1
ż
Ω
dr2 . . .
ż
Ω
drN
loooooooomoooooooon
N´1
|Ψpx1, . . . ,xN q|
2
. (2)
This can be generalised to the probability P pν,Ωq of finding ν (and only ν)
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electrons in Ω, resulting in the probability
P pν,Ωq “
ˆ
N
ν
˙ ÿ
σ1,...,σN
ż
Ω
dr1 . . .
ż
Ω
drν
loooooooomoooooooon
ν
ż
Ω
drν`1 . . .
ż
Ω
drN
loooooooooomoooooooooon
N´ν
|Ψpx1,x2, . . . ,xN q|
2
.
(3)
When the domain Ω is related to some AIM, these formulae link directly to
Domain Averaged Fermi Holes [16], SEDI [13] and multicenter indices [14, 15,
17, 18, 19, 20, 21, 22]. Interestingly, Savin showed that chemical interpretations
can also be associated to those domains whose shapes have been optimised so as
to maximise these probabilities. The resulting domains are called the ‘Maximum
Probability Domains’ or MPDs [23]. An MPDpνq is a domain Ω˚ for which the
probability of finding ν (and only ν) electrons is maximal
P pν,Ω˚q “ max
Ω
P pν,Ωq , (4)
where the maximality criterion is understood to include local maxima. This
makes the domain the result of a well-defined criterion without inferring it from
an AIM model. The underlying hope is that the resulting MPDs will capture
those regions in space where the bonding pairs of the Lewis model would appear.
In 2004, Cancès et al. [24] devised an algorithm to perform this optimisation,
spurring renewed interest in MPDs [25, 26, 27, 28, 29, 30, 31, 32, 33].
Despite many interesting results from probabilities computed from user spec-
ified domains, only relatively little work has appeared where true MPD’s are
computed, i.e. where the domains are actually optimised under probability
criteria. This is due to several bottlenecks. The optimisation procedure has
currently only been derived for single determinant wave functions, which are
known to fail for many interesting molecules where correlation is important.
Furthermore, technical issues with the optimisation algorithms lead to numeri-
cal errors, which cloud the fundamental properties and understanding of MPDs.
Such fundamental questions have only been addressed using analytical models
[34, 35].
In the present work, we aim to go beyond purely analytical models by per-
forming full configuration interaction (FCI) calculations for a discrete Hubbard
model system. In this model system, both the domain probabilities as well as the
optimisation of the domains can be formulated much more succinctly because
the bottlenecks associated to optimising probability domains in R3 evaporate by
discretising the space on a lattice. In quantum chemical terms, Hubbard models
can be described as networks of hydrogens where a minimal basis set is used and
a zero differential overlap occurs between the basis functions, rendering them
orthonormal. The diagonalisation of the model Hamiltonian may be performed
for different values of U and t, known as the on-site and hopping terms in the
Hubbard Hamiltonian [36] (see Section 2). The physics of the problem foretells
what is to be expected for different limiting regimes and this model will thus
serve well as a testing ground for MPD theory. For reasons explained below,
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MPDs are slightly generalised to a setup where a separate domain for νÒ (and
only νÒ) electrons with spin Ò is sought as well as a possibly different domain
for νÓ (and only νÓ) electrons with spin Ó, for which the probabilities are given
by:
P pνÒ, Ò,ΩÒ, νÓ, Ó,ΩÓq “
ˆ
NÒ
νÒ
˙ˆ
NÓ
νÓ
˙ ż
ΩÒ
dr1Ò . . .
ż
ΩÒ
drνÒ
loooooooooomoooooooooon
νÒ
ż
ΩÒ
drνÒ`1 . . .
ż
ΩÒ
drNÒ
loooooooooooomoooooooooooon
NÒ´νÒż
ΩÓ
drNÒ`1 . . .
ż
ΩÓ
drNÒ`νÓ
loooooooooooooomoooooooooooooon
νÓ
ż
ΩÓ
drNÒ`νÓ`1 . . .
ż
ΩÓ
drNÒ`NÓ
looooooooooooooooomooooooooooooooooon
NÓ´νÓ
|Ψppr1, Òq, . . . , prNÒ , Òq, prNÒ`1, Óq, . . . , prNÒ`NÓ , Óq|
2 , (5)
with NÒ and NÓ the total number of spin-Ò and spin-Ó electrons respectively.
The actual test case corresponds to a 6-site, 6-electron system with and with-
out periodic boundary conditions, which chemically corresponds to a minimal
Hubbard model of benzene and 1,3,5-hexatriene. Results of these calculations
can be put in the context of the well-known work by Hückel, whose theory very
closely resembles Hubbard models [37].
2 Methodology
2.1 Hubbard models
The most general Fermi-Hubbard model Hamiltonian allowing for intersite hop-
ping between any L sites, together with a site-dependent on-site repulsion is
given by
Hˆ “ ´
Lÿ
i,j“1
ÿ
σ“Ò,Ó
tij aˆ
:
iσaˆjσ `
Lÿ
i“1
UinˆiÒnˆiÓ , (6)
with tij an intersite-dependent spin-independent hopping, Ui the site-dependent
on-site repulsion depending on the local charges, and aˆ:iσ and aˆiσ the creation/an-
nihilation operators of a particle with spin σ (σ “Ò, Ó) on site i. The number
operator1 nˆiσ “ aˆ
:
iσ aˆiσ counts the number of particles with spin σ on site i,
with eigenvalues 0 and 1 because of the fermion anticommutation relations
taˆiσ, aˆ
:
jτ u “ δijδστ , taˆ
:
iσ, aˆ
:
jτ u “ 0 , taˆiσ, aˆjτ u “ 0 . (7)
Although the adjacency matrix t allows for hopping between any two sites in
general, it usually follows the geometry of the lattice, which means that only
hopping between neighbouring sites is considered. In the same vein, the on-site
1We will explicitly use hat notation for the number operators nˆiσ to distinguish between
the operators and their eigenvalues niσ .
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repulsion is usually chosen site-independent because of symmetry considerations.
In the present paper (see Section 4), we will consider a Hubbard model on a 1D
chain with and without periodic boundary conditions, but it is clear that the
following derivations are generally valid for Hubbard models.
The eigenstates of the Hamiltonian can be expanded in the orthonormal
basis spanned by the eigenstates of the number operators nˆiσ,
|Ψy “
ÿ
rns
crns |rnsy , (8)
with crns the coefficient belonging to a basis state labelled by the partitioning
rns “ rrnÒs, rnÓss “ rrn1Ò, n2Ò . . . , nLÒs, rn1Ó, n2Ó, . . . , nLÓss of nÒ spin-Ò and nÓ
spin-Ó particles over L sites. Note that these basis states have in essence the
same structure as the FCI basis vectors described by [38] and can be represented
accordingly as bitstrings [39]. Both nÒ and nÓ are good quantum numbers for
the eigenstates (8) due to the particle-number and spin-projection symmetry of
the Hamiltonian (6). Explicitly, the basis states |rnsy can be expressed in Fock
space
|rnsy “
Lâ
i“1
|niÒy
Lâ
i“1
|niÓy “
Lź
i“1
paˆ:iÒq
niÒ
Lź
i“1
paˆ:iÓq
niÓ |θy , (9)
with |θy the particle vacuum. Using this representation, it is straightforward to
verify that these states are eigenstates of the number operators nˆiσ
nˆiσ |rnsy “ niσ |rnsy , (10)
leading to the interpretation of the number operator nˆiσ as a projection oper-
ator for fermionic systems. Indeed, if the site i is not occupied with a spin-σ
particle (niσ “ 0q, then the state |rnsy is annihilated, whereas it is left unaltered
otherwise (niσ “ 1q. More general, the number operator nˆiσ projects a general
state onto that part of the Hilbert space that has the ith site occupied with a
spin-σ particle
nˆiσ
ÿ
rns
crns |rnsy “
ÿ
rns|niσ“1
crns |rnsy . (11)
Consequently, the probability of finding a spin-σ electron at site i is also equiv-
alent to the expectation value of the corresponding number operator
xΨ|nˆiσ|Ψy “
ÿ
rns|niσ“1
|crns|
2 . (12)
Formally, the number operators nˆiσ fulfil the requirements of projection opera-
tors thanks to the fermionic anticommutation relations
nˆ2iσ “ nˆiσ , (13)
however they do not partition the Hilbert space into disjoint orthogonal sub-
spaces due to
nˆiσnˆjτ ‰ 0 , @i, j, σ, τ . (14)
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The orthogonal complement of each projection operator nˆiσ has a physical in-
terpretation
1´ nˆiσ “ 1´ aˆ
:
iσaˆiσ “ aˆiσaˆ
:
iσ , (15)
as the number operator counting the number of spin-σ holes at site i. Like
its complementary particle number operator, the hole number operator has the
structure of a projection operator, so we will use the following definitions in the
remainder of the paper for ease of notation
Oˆiσ :“ nˆiσ Uˆiσ :“ 1´ nˆiσ , (16)
projecting against the orthogonal subspaces that are occupied (O) and unoccu-
pied (U) with a spin-σ respectively. Note that Oˆiσ ` Uˆiσ “ 1 and OˆiσUˆiσ “ 0,
@i, σ.
2.2 MPDs using projection operators
In contrast to the intricate definition for continuous domains (see Section 1), in
discrete lattice models such as the Hubbard model, a domain Ω can be defined
as a subset of the total set of sites. So, a domain Ω of size M within a Hubbard
model of size L can also be represented as a partitioning
Ω “ rωs “ rω1, ω2, . . . , ωLs , (17)
with the restriction that ωi “ 0 or 1 (@i), and
řL
i“1 ωi “M . A domain Ω does
not necessarily have to be connected, so there are
`
L
M
˘
different possibilities
to pick a domain of size M , adding up to 2L different domains of variable
size in total. Often it is more convenient to use a different notation for Ω, as
the subset ti1, i2, . . . , iMu of the M sites constituting the domain, so for which
ωi “ 1. For instance, a domain Ω of size M “ 2, consisting of the 1st and
3rd site within a total of L “ 5 sites can be represented in two different ways:
Ω “ r1, 0, 1, 0, 0s “ t1, 3u.
Although the present definition of MPDs (Eq. 4) is blind to the spin degree
of freedom in the model, it is possible to resolve the spin dependency. Not
to complicate matters, we first focus on same-spin particles. The probability
P pνσ, σ,Ωq of finding νσ (and only νσ) spin-σ particles within a domain Ω can be
conveniently formulated using the projection operators (16). Before introducing
the general formula, it is instructive to discuss some special cases. As pointed
out in the previous section, the probability P p1, σ, tiuq of finding one (and only 1)
spin-σ particle at a single site i (or domain Ω “ tiu of size M “ 1) is simply the
expectation value of the number of spin-σ particles at that site, or equivalently,
the expectation value of the projection operator
P p1, σ, tiuq “ xΨ|nˆiσ|Ψy “ xΨ|Oˆiσ|Ψy . (18)
Equivalent, the probability of finding νσ “ 0 particles within Ω “ tiu is
P p0, σ, tiuq “ xΨ|1´ nˆiσ|Ψy “ xΨ|Uˆiσ|Ψy . (19)
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The situation is a little more involved for the M “ 2 case. The probability of
finding exactly νσ “ 0, 1, or 2 can be written respectively as
P p0, σ, ti1, i2uq “ xΨ|Uˆi1σUˆi2σ|Ψy , (20)
P p1, σ, ti1, i2uq “ xΨ|pOˆi1σUˆi2σ ` Uˆi1σOˆi2σq|Ψy , (21)
P p2, σ, ti1, i2uq “ xΨ|Oˆi1σOˆi2σ|Ψy . (22)
Indeed, the projection operators Oˆiσ and Uˆiσ make sure that only those compo-
nents |rnsy of the state |Ψy survive that correspond to νσ “ 1 within the domain
ti1, i2u. The combined use of Oˆ and Uˆ projection operators in P p1, ti1, i2uq is
essential to ascertain that one (and only one) particle is contained within the
domain. From these examples, the general formulation of the probabilities in
terms of projection operators comes naturally. Explicitly, the probability to find
νσ (and only νσ) particles within a domain Ω “ ti1, . . . , iMu is given by
P pνσ, σ,Ωq “ xΨ|Pˆ pνσ, σ,Ωq|Ψy , (23)
with the probability domain operator defined as
Pˆ pνσ, σ,Ωq “
1
νσ!pM ´ νσq!
ÿ
piPSM
νσź
k“1
Oˆipipkqσ
Mź
k“νσ`1
Uˆipipkqσ , (24)
and π a permutation of the M sites within the domain Ω (π is an element of
SM , the permutation group overM elements). The prefactor corrects for double
counting. Because the projection operators are consistent with the interpreta-
tion as probabilities, we will omit the expectation value notation, and continue
with the projection operator formulation (24).
2.3 Generating function
2.3.1 General case
The generating function operator
Gˆpσ,Ω, tq “
Mÿ
νσ“0
Pˆ pνσ, σ,Ωqt
νσ , (25)
condenses all possible probabilities for a given domain Ω into one polynomial
function in t of degree M . It is straightforward to prove (see Appendix A.1)
that the generating function operator for a domain Ω “ ti1, . . . , iMu of size M
can be factorised as
Gˆpσ,Ω, tq “
Mź
k“1
pUˆikσ ` tOˆikσq , (26)
or, equivalently
Gˆpσ,Ω, tq “ tnˆσpΩq , (27)
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in which nˆσpΩq counts the number of sites in the domain Ω that are occupied
by a spin-σ particle. When evaluating the generating function operator for a
quantum state |Ψy, it is convenient to express |Ψy in the site basis spanned by
the basis states (9). We obtain
Gpσ,Ω, tq “ xΨ|Gˆpσ,Ω, tq|Ψy (28)
“
ÿ
rns,rms
c˚rnscrms xrns|Gˆpσ,Ω, tq|rmsy . (29)
All projection operators (16) are diagonal in the site basis, so the generating
function reduces to diagonal elements only,
Gpσ,Ω, tq “
ÿ
rns
|crns|
2 xrns|Gˆpσ,Ω, tq|rnsy . (30)
The factorised expression for the generating function operator (26) now comes
in handy, because one can evaluate each factor separately. Making use of the
explicit notation for |rnsy in Eq. (9), one obtains
xrns|Gˆpσ,Ω, tq|rnsy “
Mź
k“1
xnikσ|Uˆikσ ` tOˆikσ|nikσy “
Mź
k“1
p1 ´ nikσ ` tnikσq ,
(31)
in which we have used the diagonal property of the projector operators in the
site basis. Because nikσ is either 1 (the site ik in Ω is occupied with a spin-σ
particle in state |rnsy) or 0 (the site ik in Ω is not occupied with a spin-σ particle
in state |rnsy), the formula reduces to
xrns|Gˆpσ,Ω, tq|rnsy “ tnσpΩq , (32)
in which nσpΩq is the number of sites in the domain Ω that are occupied by a
spin-σ particle in the state |rnsy, consistent with the exponential form of the
generating function operator (27). For a general state, one gets the result
Gpσ,Ω, tq “
ÿ
rns
|crns|
2tnσpΩq . (33)
It is now possible to extract the probabilities P pνσ, σ,Ωq by filtering those coef-
ficients that have νσ “ nσpΩq particles in the domain Ω
P pνσ, σ,Ωq “
ÿ
rns
|crns|
2δνσ ,nσpΩq . (34)
2.3.2 Slater determinants
The factorisation of the generating function (26) holds for arbitrary states and is
not necessary limited to eigenstates of a Hamiltonian. However, as can be seen
from (33), an exact evaluation of the generating function requires a summation
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over the whole Hilbert space, limiting the practical applicability to small sys-
tems. This problem was previously encountered for MPDs in continuous space.
Nevertheless, it was shown how the generating function and resulting probabil-
ities can be efficiently evaluated for a Slater determinant [24]. These results
can be immediately generalised towards lattice models. Taking |Φy as a Slater
determinant with N “ nÒ ` nÓ orthonormal occupied states, the generating
function can be shown to reduce to
xΦ|
Mź
k“1
pUˆikσ ` tOˆikσq|Φy “ det trIN ´ SσpΩqs ` tSσpΩqu , (35)
with IN the N ˆ N identity matrix and SσpΩq the N ˆ N symmetric matrix
defined as
SσpΩqαβ “ xα|
Mÿ
k“1
nˆikσ|βy “ xα|nˆσpΩq|βy , (36)
where α, β “ 1 . . .N label the occupied single-particle states in the Slater deter-
minant. A dual expression can be found as
xΦ|
Mź
k“1
pUˆikσ ` tOˆikσq|Φy “ det trIM ´ TσpΩqs ` tTσpΩqu , (37)
with IM the M ˆM identity matrix and TσpΩq the M ˆM symmetric matrix
defined as
TσpΩqij “ xiσ|
Nÿ
α“1
nˆα|jσy , (38)
where |iσy “ aˆ:iσ |θy, with i, j occupied sites in Ω, and nˆα is the occupation
number of the orbital α. Starting from the factorised expression for the gener-
ating function, the proof for these identities is analogous to the one presented
previously [24] and is given in Appendix A.2.
The size of these matrices scales with the number of occupied orbitals and
the size of Ω respectively, and both the matrix elements and the determinant can
be calculated in a polynomial time. Furthermore, all probabilities P pνσ, σ,Ωq
can be expressed in the eigenvalues of these matrices [24]. However, it should be
stressed that these results present a trade-off: starting from a Slater determinant
allows for an efficient calculation of the MPDs of an approximate state, whereas
starting from the exact solution allows for an involved calculation of the MPDs
of the exact state. In the present paper, we will limit ourselves to calculations
using the exact ground state.
2.4 Spin dependency of the MPD
The extra spin degree of freedom complicates matters because a single site i
within a domain Ω can now be occupied with a spin-Ò particle, a spin-Ó parti-
cle, or both. Consequently, the site number operator nˆi “ nˆiÒ ` nˆiÓ loses its
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interpretation as a projection operator
nˆ2i “ pnˆiÒ ` nˆiÓq
2 “ nˆiÒ ` nˆiÓ ` 2nˆiÒnˆiÓ ‰ nˆi , (39)
so the probabilities need to be broken down into its spin projections σ “Ò, Ó. At
its most generality, the probability of finding νÒ (and only νÒ) and νÓ (and only
νÓ) in respective domains ΩÒ and ΩÓ is given at the operator level
Pˆ pνÒ,ΩÒ; νÓ,ΩÓq “ Pˆ pνÒ, Ò,ΩÒqPˆ pνÓ, Ó,ΩÓq . (40)
Note that the domains ΩÒ and ΩÓ do not need not to be taken equal in general,
however it is often in the interest of interpretation to do so (ΩÒ “ ΩÓ “ Ω). The
differentiation between the two spin degrees of freedom necessitates the intro-
duction of an additional degree of freedom in the generating function operator
GˆpΩÒ, t; ΩÓ, sq “
MÒÿ
νÒ“0
MÓÿ
νÓ“0
Pˆ pνÒ,ΩÒ; νÓ,ΩÓqt
νÒsνÓ . (41)
The probabilities are nicely factorised (40), which easily extends to the generat-
ing function
GˆpΩÒ, t; ΩÓ, sq “
MÒÿ
νÒ“0
Pˆ pνÒ, Ò,ΩÒqt
νÒ
MÓÿ
νÓ“0
Pˆ pνÓ, Ó,ΩÓqs
νÓ (42)
“ GˆpÒ,ΩÒ, tqGˆpÓ,ΩÓ, sq , (43)
implying that many properties of the generating function (such as the exponen-
tial form (27), or the expectation value for a single Slater determinant) can be
simply transferred from the single spin-σ case.
Multiple “spin-averaged” properties can now be extracted from the spin-
resolved generating function (41). For ease of interpretation, we will choose
ΩÒ “ ΩÓ “ Ω, but everything can be formulated with distinct domains
• The probability of finding ν particles (independent of the spin, so ν “
νÒ ` νÓ) in a domain Ω can be found by putting s “ t in the generating
function, and reorganising the summation
GˆpΩ, t; Ω, tq “
2Mÿ
ν“0
¨
˝ minpM,νqÿ
νÒ“maxpν´M,0q
Pˆ pνÒ, Ò,ΩqPˆ pν ´ νÒ, Ó,Ωq
˛
‚tν . (44)
The probability of finding ν (and only ν) particles is obtained by taking
the coefficient of tν (assume ν below or equal to half filling of the domain
ν ďM , the other case is symmetric)
PˆÒÓpν,Ωq :“
νÿ
νÒ“0
Pˆ pνÒ, Ò,ΩqPˆ pν ´ νÒ, Ó,Ωq . (45)
Note that this definition of PˆÒÓpν,Ωq coincides with the original definition
of MPDs, independent of the spin of the particles that are in the domain.
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• An interesting variant of the previous definition is the probability of finding
νÒ spin-Ò particles in a domain Ω, irrespective of how many spin-Ó particles
there are. This can be found by substituting s “ 1 in the generating
function (41)
GˆpΩ, t; Ω, 1q “ GˆpÒ,ΩÒ, tqGˆpÓ,ΩÓ, 1q “ GˆpÒ,ΩÒ, tq . (46)
The probability of finding νÒ spin-Ò particles then coincides with the defi-
nition of the spin-dependent probabilities defined previously (24)
PˆÒpνÒ,Ωq :“ Pˆ pνÒ, Ò,Ωq . (47)
The same argument holds for the spin-Ó probabilities when taking t “ 1 .
3 Implementation
For the calculation of the MPDs, we assume that an eigenvector |Ψy of the rele-
vant Hubbard model Hamiltonian Hˆ has been determined and can be expressed
in the site basis t|rnsyu with coefficients
 
crns
(
. If we constrain all spin-resolved
domains ΩÒ,ΩÓ to occupy the same sites, such that for all spin-unresolved do-
mains Ω the following is valid: @Ω : ΩÒ “ ΩÓ “ Ω, then we can construct 2L
domains in total, with L the number of sites. Since we can represent such do-
mains Ω P tΩu , |tΩu| “ 2L in the same site basis t|rnsyu, we can store them as
bitstrings (Section 2.2). As such, we can determine the associated probabilities
as follows:
Data: t|rnsyu (explicit or via addressing scheme),
 
crns
(
, tΩu
Result: P pν,Ωqp@Ω P tΩuq
for |rnsy in t|rnsyu do
for Ω in tΩu do
if POPCNT p|rnsy ^ Ωq ““ ν then
P pν,Ωq `“
ˇˇ
crns
ˇˇ2
end
end
end
In this algorithm, POPCNT counts the number of ‘1’ bits in the passed
bitstring (this functionality is available as an intrinsic procedure in most Fortran
and C/C++ compilers).
Since the definition of MPDs (Eq. (4)) allows for local maxima, we can
define the set of MPDs for ν electrons in the present context as follows:
MPDspνq “ tΩ˚|@Ω P ǫΩ˚ : P pν,Ω
˚q ě P pν,Ωqu , (48)
where ǫΩ˚ defines the set of domains which are within a certain ‘distance’ ǫ from
the domain Ω˚
ǫΩ˚ “ tΩ|}Ω
˚ ´ Ω} ď ǫu . (49)
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In this work, we use the Hamming distance as a distance measure [40]. If we set
ǫ “ 1, this reduces to a single-bit flip stability criterion. Only domains which
are maximal in their probability within this distance are retained as MPDs.
If we suppose that the computational cost for diagonalising the Hubbard-
model for L sites is of the order of the dimension of the Hilbert space H cubed,
CHubbard “ rdimHs
3
, (50)
and the cost for the MPD procedure is of the order of the product of the number
of coefficients, the number of domains and the number of single-bit flips for a
given domain,
CMPD “ rdimHs 2
LpL ´ 1q , (51)
then for Hubbard models at half-filling, imposing Sz symmetry, CHubbard ą
CMPD. Hence, for Hubbard models at half-filling, this analysis procedure will
always take less time than the determination of the eigenvector to be analysed.
This allows for the use of MPDs as an efficient interpretational tool, since they
can be calculated at a fraction of the computational cost of the determination
of the eigenvector to be analysed.
4 Applications: 1D Hubbard with 6 sites at half-
filling
As discussed in Section 1, we analyse the 1D Hubbard model with 6 sites at half
filling (denoted as 6s, 6e in the accompanying plots), with and without periodic
boundary conditions, for a U{t range from 0 to 100 in unit steps. For every value
of U{t, the corresponding Hamiltonian is diagonalised through a FCI calculation
and the resulting ground-state wave function is used as input for the domain
probability computation. The domains are then tested for stability against
single-bit flips, resulting in a set of (point group) symmetric classes of MPDs.
In all cases, only one representative structure of a symmetry equivalent class of
MPDs will be plotted.
In the following we will focus on the set of MPDs for two electrons regardless
of their spin (i.e. tMPDpνqu “ tΩ˚|P pν,Ω˚q “ maxΩ P pν,Ωqu with ν “ 2)
as well as the set of MPDs for spin-resolved electrons (i.e. tMPDpνÒ, νÓqu “
tΩ˚|P pνÒ, Ò, νÓ, Ó,Ω
˚q “ maxΩ P pνÒ, Ò, νÓ, Ó,Ωqu with νÒ ` νÓ “ 2q.
4.1 With periodic boundary conditions: Hubbard ben-
zene
The 1D Hubbard model with 6 sites at half filling and periodic boundary condi-
tions can be used as a minimal model for benzene (Hubbard benzene). As shown
in Figure 1, tMPDp2qu always consists of the same three classes of MPDs, irre-
spective of the U{t value. This behaviour is not due to any constraints imposed,
but stems from the structure of the wave function itself.
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In the large U{t regime, the probabilities for each of the three two-site MPD
classes become equal. At lower U{t values, the probabilities of the classes differ.
This is in line with what we expect from the underlying physics: in the large U{t
regime, we expect static correlation to become very important, in other words,
we expect large on-site repulsion to force one electron per site, leading to the
anti-ferromagnetic character of the wave function. At lower U{t values, a mean
field solution of the Hamiltonian dominates the FCI expansion. This solution
should render the probabilities of the classes different.
When turning to spin-resolved MPDs we note that the theory itself does
not require that tMPDp2qu “ tMPDp1Ò, 1Óqu “ tMPDp2Ò, 0Óqu, nor that the
ranking of the associated probability values should remain the same between
groups. The coincidence that for benzene and for all U{t values the same MPDs
do appear is noteworthy (Figures 2 and 3). This allows us to expand the spin-
unresolved MPDs in terms of their spin-resolved counterparts. If the sets of
MPDs would not have been the same, one could still calculate the probabilities
associated with the non-maximal domains, but they should not be interpreted
as maximum probability domains.
Although the classes of MPDs remain the same, we can observe that in gen-
eral the ranking of the probability values between the three groups does not
remain the same. Figure 2 shows that MPD structure ‘1’ remains the most
probable when choosing 1 up-spin and 1 down-spin electron. This indicates
that, for a typical electron pair consisting of one spin-up and one spin-down elec-
tron, the highest probability is found for an MPD containing two adjacent sites.
However, this situation is reversed when choosing 2 up-spin and 0 down-spin
electrons, where structure ‘3’ is the most probable (Figure 3). Same-spin elec-
trons therefore tend to remain in non-adjacent sites. In both spin-configurations,
the second highest probability is associated with what could be called the para-
delocalisation of class ‘2’.
Note that the associated probabilities for the set of MPDs are quite small
when choosing 2 up-spin and 0 down-spin electrons compared to the other two
choices. Also, structure ‘1’ is not stable against the single-bit flip criterion in the
low U{t regime, where a higher probability can be obtained by adding another
site to the domain. However, the resulting three-site domain is again ‘unstable’
and can flip to a genuine MPD, which is why three-site MPDs do not appear.
It is tempting to relate these MPD findings to the well-known resonance
structures of benzene, where the two Kekulé structures are the most important
ones followed by the three Dewar structures shown as structure classes I and II
respectively in Figure 4. The third type of MPD could be interpreted as related
to class III in the same figure. It is indeed gratifying that, as was the case
for delocalisation indices [41, 42], the MPD results also seem to be in line with
Valence Bond Theory results. However, our FCI wave functions are expressed
in terms of orthogonal orbitals and as such, the individual valence bond wave
functions for the different structures do not appear immediately in the FCI
expansion. In future work, a CASVB [43, 44] type approach will be used to
re-express — without altering the energy — the FCI wave function in terms
of VB structures using a non-unitary transformation. As this lies outside the
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scope of the present work the apparent agreement momentarily remains to be
treated with caution. However, from a global perspective, the MPDs do behave
as expected for the different correlation regimes, from the mean field regime at
zero U to the high static correlation regime, and appear to be in line with what
is expected from Valence Bond Theory-based knowledge.
4.2 Without periodic boundary conditions: Hubbard 1,3,5-
hexatriene
The 1D Hubbard model with 6 sites at half filling and no periodic boundary con-
ditions can be used as a model for 1,3,5-hexatriene (Hubbard 1,3,5-hexatriene).
If we determine the MPDs for 2 electrons (regardless of spin), we find the same
9 symmetry classes for all values in the U{t range (Figure 5).
The MPDs consisting of terminal sites are more probable than the MPDs
containing the interior sites, with a clear decrease in probability for other domain
configurations. This is again in line with what we expect from the underlying
physics: the on-site repulsion ‘pushes’ the electrons towards the extremal sites.
All probabilities again converge for high U{t values due to the anti-ferromagnetic
properties of the wave function.
If we determine the spin-resolved MPDs (Figures 6 and 7), we again obtain
the same classes of MPDs as in the spin-unresolved case, although this is not
dictated by the theory as such. For typical electron pairs, the highest prob-
ability is again found for MPDs consisting of two adjacent sites; the relative
low probability of structure ‘3’ for tMPDp1Ò, 1Óqu can be linked to the required
nodal structure of the underlying wave function. The probabilities associated
to tMPDp2Ò, 0Óqu are again lower compared to the two other choices.
Again, the MPDs behave as can be expected for different correlation regimes.
Furthermore, they appear to be in line with what is expected from Valence Bond
Theory (see for instance the discussion of 1,3,5-hexatriene by [45]).
5 Concluding remarks and perspectives
We have shown that the framework of the Hubbard model can be used to high-
light the essential theoretical structure behind MPDs, both for FCI wave and
HF wave functions. Furthermore, we have implemented a fast analysis proce-
dure which can be used to analyse numerical results, and we have illustrated
this with two applications at the FCI level. We have shown that the physics
behind the considered Hubbard model can be captured using MPDs.
It is important to note that the theory of MPDs allows the user to choose
a number of electrons which is different than two for determining MPDs. For
the small systems under scrutiny, these types of analyses typically provide less
information. However, we are currently investigating larger systems, where we
might be able to link MPDs to other chemical concepts.
We also note that the problem of multi-domain optimisation, where several
domains are optimised simultaneously for a given partition of electrons, becomes
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Figure 1: MPDs for choosing 2 spin-unresolved electrons for 1D Hubbard with
periodic boundary conditions for 6 sites at half-filling for different U{t values.
0 5 10 15 20
U/t
0.0
0.2
0.4
0.6
0.8
1.0
p
Behavior of p(1 ,1 , ) for 1D Hub(6s, 6e) MPDs
1
2
3
1: 2: 3:
Figure 2: MPDs for choosing 1 up-spin and 1 down-spin electron for 1D Hubbard
with periodic boundary conditions for 6 sites at half-filling for different U{t
values.
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Figure 3: MPDs for choosing 2 up-spin and 0 down-spin electrons for 1D Hub-
bard with periodic boundary conditions for 6 sites at half-filling for different
U{t values.
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Figure 4: Kékule, Dewar and bi-radical structures of Hubbard benzene.
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feasible in the Hubbard model using the method of projection operators. We
are currently investigating algorithms along these lines.
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A Generating function
A.1 Factorisation of the generating function
In the present appendix, we will make abstraction of the spin-σ variable. Before
proving the factorisation of the generating function, it is instructive to consider
a simple recurrence relation at the operator level. Assume that we construct a
domain ΩY tiu by adding a single site i to an existing domain Ω, then one has
Pˆ pν,ΩY tiuq “ Pˆ pν,ΩqPˆ p0, tiuq ` Pˆ pν ´ 1,ΩqPˆ p1, tiuq . (52)
The proof goes via the explicit definition of the probability domain operator
(24). Indeed, using the permutation symmetry among occupied (Oi) and unoc-
cupied (Ui) operators, one can decompose the sum over all permutations into
permutations restricted within the smaller domain and the single site i. Note
that for the special case of ν “ 0 , the recurrence relation simplifies to
Pˆ p0,ΩY tiuq “ Pˆ p0,ΩqPˆ p0, tiuq . (53)
The recurrence relation (52) has a nice classical interpretation. The proba-
bility of finding exactly ν particles within an extended domain ΩYtiu is indeed
the probability of finding exactly ν particles in Ω and zero particles at the site
i, plus the probability of finding ν ´ 1 particles in Ω and the remaining particle
at site i. It is worth stressing though that this interpretation is strictly classical
and is not necessarily true in general at the quantum level
P pν,ΩY tiuq “ xΨ|rPˆ pν,ΩqPˆ p0, tiuq ` Pˆ pν ´ 1,ΩqPˆ p1, tiuqs|Ψy, (54)
‰ xΨ|Pˆ pν,Ωq|ΨyxΨ|Pˆ p0, tiuq|Ψy (55)
` xΨ|Pˆ pν ´ 1,Ωq|ΨyxΨ|Pˆ p1, tiuq|Ψy, (56)
“ P pν,ΩqP p0, tiuq ` P pν ´ 1,ΩqP p1, tiuq . (57)
The equality only holds when the quantum state |Ψy is an eigenstate of the
projection operators (16), which means that the resolution of the identity is
equivalent to taking the expectation values of the projection operators. This is
explicitly the case for Slater determinant states in the site basis (9).
We are now at the position of proving the factorisation of the generating
function at the operator level
GˆpΩ, tq “
Mÿ
ν“0
Pˆ pν,Ωqtν “
Mź
k“1
pUˆik ` tOˆik q . (58)
The proof goes by induction. Assume that the factorisation is valid for domains
Ω of size M . Adding one additional site i gives rise to a domain ΩY tiu of size
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M ` 1. The generating function for the latter domain is
GˆpΩY tiu, tq “
M`1ÿ
ν“0
Pˆ pν,ΩY tiuqtν (59)
“
M`1ÿ
ν“0
rPˆ pν,ΩqPˆ p0, tiuq ` Pˆ pν ´ 1,ΩqPˆ p1, tiuqstν , (60)
in which we have used the recurrence relation (52). Careful reorganisation of
both summation terms leads to
GˆpΩY tiu, tq “
Mÿ
ν“0
Pˆ pν,Ωqtν
´
Pˆ p0, tiuq ` tPˆ p1, tiuq
¯
(61)
“ GˆpΩ, tq
´
Uˆi ` tOˆi
¯
. (62)
If we label site i as iM`1, the factorisation is proven.
It is possible to condense the generating function even further in notation
using the Taylor expansion of the projection operator
eαOˆi “
8ÿ
k“0
αk
k!
Oˆki “ 1`
8ÿ
k“1
αk
k!
Oˆi “ 1` pe
α ´ 1qOˆi “ Uˆi ` e
αOˆi . (63)
Identifying eα “ t, we can rewrite the generating function (58) in exponential
form
GˆpΩ, tq “
Mź
k“1
tOˆik “ t
ř
M
k“1 Oˆik “ tnˆpΩq , (64)
with nˆpΩq the number operator counting the number of particles contained
within the domain Ω.
A.2 Generating function for Slater determinants
We will again make abstraction of the spin-σ variable and consider a Slater
determinant wave function with N occupied orthonormal single-particle states
|Φy “
Nź
α“1
˜
Lÿ
i“1
qiαaˆ
:
i
¸
|θy , (65)
in which qiα denotes the unitary transformation from the site basis to the Slater
determinant basis, with
řL
i“1 q
˚
iαqiβ “ δαβ . It is now possible to evaluate the
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generating function
xΦ|tnˆpΩq|Φy “
Lÿ
j1,...jN
k1,...kN
q˚j1α1 . . . q
˚
jNαN
qk1α1 . . . qkNαN
ˆ xθ|ajN . . . aˆj1t
nˆpΩqaˆ
:
k1
. . . aˆ
:
kN
|θy (66)
“
Lÿ
j1...jN
ÿ
piPSN
p´1qpiq˚j1α1 . . . q
˚
jNαN
qpipj1qα1 . . . qpipjN qαN t
nΩpj1...jN q ,
(67)
with SN the group of permutations of rj1 . . . jN s, nΩpj1 . . . jN q denoting the
number of sites of Ω in rj1 . . . jN s, and where we have used the fact that tnˆpΩq is
diagonal in the site basis, with the fermionic anticommutation relations resulting
in a phase factor. This can be further simplified to
xΦ|tnˆpΩq|Φy “
Lÿ
j1...jN
ÿ
piPSN
p´1qpiq˚j1α1 . . . q
˚
jNαN
qj1pipα1q . . . qjNpipαN qt
nΩpj1...jN q
(68)
“
Lÿ
j1...jN
det rQpj1 . . . jN qs t
nΩpj1...jN q , (69)
with Qpj1 . . . jN q an N ˆ N matrix with matrix elements Qpj1 . . . jN qik “
q˚jiαiqjiαk . This can be seen as the expansion of a single determinant, where
each column contains a summation over ji and is given a weight t if ji P Ω and
a weight 1 if ji R Ω. This results in
xΦ|tnˆpΩq|Φy “ det
 
SpΩ¯q ` tSpΩq
(
, (70)
where we have introduced two N ˆN matrices defined as
SpΩ¯qjk “
ÿ
iRΩ
q˚iαj qiαk , SpΩqjk “
ÿ
iPΩ
q˚iαj qiαk . (71)
The orthonormality condition results in SpΩ¯q ` SpΩq “ IN , which allows us to
rewrite
xΦ|tnˆpΩq|Φy “ det trIN ´ SpΩqs ` tSpΩqu . (72)
This is the first determinant expression to be proven, which can be further
rewritten by noting that SpΩq “ qpΩq:qpΩq , with qpΩq an M ˆ N matrix
defined as qpΩqiα “ qiα , with i P Ω. From Sylvester’s determinant theorem, we
have
det
 
IN ` pt´ 1qqpΩq
:qpΩq
(
“ det
 
IM ` pt´ 1qqpΩqqpΩq
:
(
, (73)
resulting in the second determinant expression for the generating function.
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Figure 5: MPDs for choosing 2 spin-unresolved electrons for 1D Hubbard with-
out periodic boundary conditions for 6 sites at half-filling for different U{t values.
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Figure 6: MPDs for choosing 1 up-spin and 1 down-spin electron for 1D Hubbard
without periodic boundary conditions for 6 sites at half-filling for different U{t
values.
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Figure 7: MPDs for choosing 2 up-spin and 0 down-spin electrons for 1D Hub-
bard without periodic boundary conditions for 6 sites at half-filling for different
U{t values.
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