I. INTRODUCTION
T HE channel capacity is recognized as an essential subject of the (discrete memoryless) multiple-access channel (MAC) . The MAC we study here is composed of input-terminals and one output-terminal. It is called the -user MAC. The channel capacity is defined as the maximum of the mutual information. We know that the so-called Kuhn-Tucker conditions are necessary to achieve the channel capacity. For the single-user MAC , which is called a discrete memoryless channel (DMC), the Kuhn-Tucker conditions are sufficient. However, for the -user MAC , the Kuhn-Tucker conditions are not entirely examined as sufficient. Thus it is natural to ask how the sufficiency could be formulated for the -user MAC in general.
To investigate the Kuhn-Tucker conditions we focus on the set of all input probability distributions (IPDs) for the -user MAC. Since the set of all IPDs forms a vector space (or a manifold), we refer to each IPD as an IPD vector. Sometimes the set of all IPDs is called the probability simplex (see Cover and Thomas [1, Ch. 11] for this terminology). The set of all IPD vectors is regarded as the domain of the mutual information. For the DMC, the domain is convex by its definition and the mutual information is concave (convex-above) on the domain. Then, as is well known, the Kuhn-Tucker conditions of the DMC are sufficient (also necessary) for the channel capacity [2, Ch. 4] . On the other hand, for the MAC , the domain itself is not convex at all and the mutual information does not act as concave as a whole on the domain. Then the Kuhn-Tucker conditions of the MAC are not sufficient (but necessary) in general for the channel capacity.
In this paper, we demonstrate that there exists a nontrivial MAC where the Kuhn-Tucker conditions are sufficient (and obviously necessary) for the channel capacity. We refer to it as an elementary MAC. The -user elementary MAC is defined as the MAC such that the sizes of input alphabets are not greater than the size of output alphabet. Most of this paper is devoted to the proof that the Kuhn-Tucker conditions of the elementary MAC are sufficient (the necessity is self-evident) for the channel capacity.
For any given -user MAC we can uniquely determine a finite set of elementary MACs. We can set up an aggregate of the largest possible elementary MACs that are included in the given MAC. We refer to it as the master elementary set and denote it by . We first prove as our main theorem that the channel capacity of the -user MAC is achieved by the channel capacity of an elementary MAC of the set . The proof here appears quite straightforward by using merely the very definition of the elementary MAC. We need no other properties such as the sufficiency of the Kuhn-Tucker conditions. Then we proceed to prove the second theorem that the Kuhn-Tucker conditions are sufficient for the channel capacity of the elementary MAC. To prove the second theorem we require no result of the main theorem. These are quite independent of each other.
Thus, as far as the channel capacity is concerned, an MAC can be regarded as simply an aggregate of elementary MACs, where the Kuhn-Tucker conditions of the elementary MAC are necessary and sufficient. Roughly speaking, an MAC comprises a finite number of elementary MACs. This statement is a basic idea behind our formulation of this paper.
At this point we emphasize that several steps are required to prove the sufficiency of the Kuhn-Tucker conditions of the elementary MAC. In fact, we have to prove two distinctive properties of the MAC: local maximum and connectedness. The first is that every solution vector of the Kuhn-Tucker conditions is a local maximum on the domain for any MAC (not restricted to the elementary MAC). The second is that, particularly for the elementary MAC, a set of IPD vectors for which the value of the mutual information is not smaller than an arbitrary positive number is connected on the domain. Here the terms, local maximum and connectedness, are applied to the set of IPD vectors in a vector space (or a manifold) as usual.
The first property of local maximum is required to prove the second property of connectedness. Then we prove after a few steps that solution vectors of the Kuhn-Tucker conditions are uniquely determined for the elementary MAC. In other words, each solution vector takes the same value for the mutual information and therefore it achieves the channel capacity. This completes the theorem that the Kuhn-Tucker conditions are sufficient for the channel capacity of the elementary MAC.
After Shannon [3] , the study of multiuser channels (multiterminal network) has long been carried out in various fields including MAC, broadcast channel, relay channel, interference channel, two-way channel and so forth. The channel coding theorem was proved independently by Liao [4] , Ahlswede [5] and Meulen [6] . These are followed by many authors ( [7] - [13] ) to provide a deeper insight into the capacity region. Recently, the information-theoretic approach has been applied to large scale networks, such as code division multiple-access channel, continuous time multiple-access channel and space-time multiple-access channel (e.g., [14] - [18] ). Also a computation procedure for the channel capacity of MAC has been developed (e.g., [19] ).
The purpose of the study of MAC is on the whole to investigate the multiuser coding that retains both reliability and efficiency. The investigation has been carried out mostly using computational calculations for practical applications. Not much has been done for the mathematical rigorousness of the formulation. It appears rather hard to solve a nonlinear optimization problem of the mutual information with several variables under constraints. For the MAC we have been highly expecting the theoretical foundations, in particular, for the rigorous evaluation of the channel capacity and the exact determination of the capacity region. These can provide us with the mathematical essence as well as the fine structure of the MAC. Also these can in part complement the computational approaches to many practical applications.
In the past, for two-user MACs with binary outputs [20] , we have shown that the Kuhn-Tucker conditions are necessary and sufficient for the channel capacity. The basic idea was to identify the channel matrix of the MAC as a linear mapping from the convex-closure of IPD vectors to the range of output probability distributions.
Now we expand the idea to describe the MAC as a pair of the channel matrix and the domain . Here stands for a set of IPD vectors and is interpreted as a mapping (nonlinear in general) from to output probability distributions. Thus we prefer, only for this paper to clearly demonstrate the procedures of the proof, to use explicitly the IPD vectors (probability distributions) for the variables of the mutual information rather than to use ordinary random variables. This causes no new interpretation on the mutual information itself but provides in fact a clear understanding of our ideas throughout this paper. These are seemingly nonstandard in contrast to the ordinary description of information theory as in [1] . However, we emphasize that the terminologies and expressions adopted in this paper successfully overcome some difficulties and cumbersome procedures underlying in the nonlinear optimization problem relating to the mutual information of the MAC.
In Section II we describe some expressions and definitions. In particular, we introduce the elementary MAC and the master elementary set for the MAC. In Section III we prove the main theorem of this paper as Theorem 1. In Section IV, we investigate some important properties of the MAC that are required to prove the succeeding Theorem 2. In Section V, we investigate a special case of binary-inputs MAC, where Kuhn-Tucker conditions are necessary and sufficient for the channel capacity. We summarize it as a lemma to be used for the proof of Theorem 2. In Section VI, we prove Theorem 2. In Section VII, we show two examples how the channel capacity is evaluated according to our discussions. In the last Section VIII, we summarize the paper with some comments.
II. ELEMENTARY MAC
In this section, we describe some expressions and definitions to be used in this paper. In particular, we introduce the elementary MAC and the master elementary set for the MAC.
An -user MAC is specified by input alphabets with sizes ,
, , respectively. However, in this paper we denote it by , using directly the probability distributions: The IPD vectors , , act as for the variables of the mutual information. As we know, is the probability distribution of the random variable . To deeply examine the mutual information and the Kuhn-Tucker conditions in our discussion, we have to identify visibly which variables , , are taken for the calculation of the partial differentiations. In fact, we have introduced the Kronecker product of the IPD vectors to precisely define the domain of the mutual information. Also in the later discussion we are going to introduce the concept of subchannels that are required to analyze the fine structure of the mutual information. Thus, for our purposes only, the direct expressions by the probability distributions , would be much more effective than the indirect expressions by the random variables , even it is unusual information theoretic notation. As we mentioned before, this causes no new interpretation on the mutual information itself but provides in fact a clear understanding of our ideas throughout this paper. Thus the mutual information of -MAC is defined and expressed in this paper as follows: (1) where is an output probability of the th symbol of and is the natural logarithm. For any , a convex-linear combination , , does not always belong to , since is not convex except . Therefore, is considered as a nonlinear mapping from to T :
. Also is regarded as a multivariables function defined on the domain and is concave (convex-above) on each , when 's, , are fixed, but is not concave on the whole domain .
The channel capacity of the -user -MAC is defined by the maximum of the mutual information (1): (2) An IPD vector which achieves the channel capacity is referred to as an optimal IPD vector.
The Kuhn-Tucker conditions are introduced as the conditions to obtain the local extrema of a function of several variables subject to one or more constraints. For the mutual information (1) of the -user -MAC , the conditions to take the maximum value (channel capacity) are stated as follows: If is optimal, then it satisfies
where These (3) are collectively referred to as the Kuhn-Tucker conditions for the mutual information (1). These are quite easy to obtain, for example, by a method of Lagrange multipliers to maximize the mutual information (1) subject to the constraints of : , . Note that the Kuhn-Tucker conditions (3) are obviously necessary but not in general sufficient for the channel capacity of the MAC . In the case of DMC, however, they are necessary and sufficient for the channel capacity [2] .
A sub-MAC , or a subchannel, of an -user -MAC is defined as an -user MAC where the channel matrix is set to the same and the domain is assigned to a nonempty subset of . In the subsequent discussions we focus mostly on the sub-MAC where is restricted to a subdomain . It is sufficient to prove only the sufficiency since the necessity is self-evident. From these two theorems the MAC in general can be regarded as simply an aggregate of a finite number of elementary MACs where the Kuhn-Tucker conditions for the channel capacity are necessary and sufficient.
IV. PROPERTIES OF ELEMENTARY MAC
In this section we investigate six important properties of the -user MAC that are required to prove Theorem 2. The first five properties hold for any MAC, but the last one holds only for the elementary MAC.
The first property A is the chain rules [1] : The mutual information of the -user MAC is decomposed into components with different decompositions by the chain rules. The second property B is the capacity region. The capacity region of the -user MAC is given by the convex-closure of all achievable rate regions comprising decompositions for the mutual information [5] . It is summarized as Proposition 1.
The third property C is the boundary equations. The boundary of an achievable rate region satisfies a set of conditions called the boundary equations for the capacity region of the -user MAC. Here we use the method of Lagrange multipliers.
The fourth property D is a relation between the Kuhn-Tucker conditions and the boundary equations. A solution of the Kuhn-Tucker conditions of the -user MAC with some restrictions satisfies the boundary equations. It is summarized as Proposition 2.
The fifth property E is local maximum. For any MAC , every solution of the Kuhn-Tucker conditions is local maximum in the domain . It is summarized as Proposition 3. To prove Proposition 3, we need Proposition 2.
Finally, the sixth property F is connectedness. For the elementary MAC , a set of IPD vectors, for which the value of the mutual information is not smaller than an arbitrary positive number, is connected in the domain . It is summarized as Proposition 4. To prove Proposition 4, we use Proposition 3.
The last two properties, i.e., local maximum and connectedness, are the most distinctive features to the MAC.
A. Chain Rules
The mutual information of the -user -MAC is decomposed into components by the chain rules [1] .
For the IPD vectors , , , let be a Kronecker product of , , and let be a Kronecker product of , . 
B. Capacity Region
A set of all achievable rates for the -user -MAC is called a capacity region (e.g., [1] , [4] , [5] ). By a decomposition we obtain, with components
There exist as a whole different decompositions. Define an -dimensional subregion as
The set implies a set of achievable rates for the decomposition (7). Other sets of achievable rates are also defined in the same way as . Then the capacity region is determined by those subregions 's. We state it as a proposition [5] , [1, Th. 15.3.6].
Proposition 1:
The capacity region of the -user -MAC is given by (8) where "co" implies the convex-closure.
C. Boundary Equations
The boundary of each subregion , , for an -user -MAC , can be determined by the method of Lagrange multipliers. The boundary of , for example, is evaluated by a Lagrange multiplier function where and are so-called Lagrange multipliers. The conditions that an IPD vector takes extremum (maximum or minimum) for are given by the equations (see Fig. 2 for ) see (9) at the bottom of the page. Here, we define partial derivatives as Total (9) are collectively referred to as the boundary equations for . Solutions of (9) include both maximization and minimization problems. Successively we can set up the boundary equations for . Note that the boundary equations have the same form as (9) for the different choices of a starting Lagrange multiplier function.
D. A Relation Between the Kuhn-Tucker Equations and the Boundary Equations
The boundary equations thus obtained have an important property. We state it as a proposition:
Let be a solution of the Kuhn-Tucker conditions for the mutual information of the -user -MAC . If it satisfies (10) then is a solution of the boundary equations for subregions , . Proof: It is sufficient to prove that satisfies the boundary (9) for . By the assumption (10), it holds
Then the second column of (9) reduces to zeros. Therefore is a solution of the boundary (9).
Remark that Proposition 2 holds for any MAC including the elementary MAC if it satisfies the conditions (10).
E. Local Maximum
An IPD vector is called a local maximum for the mutual information , if there exists a neighborhood of such that for any . For any MAC every solution of the Kuhn-Tucker conditions is a local maximum. We state it as a proposition:
Proposition 3: Every solution of the Kuhn-Tucker conditions for the mutual information of the -user -MAC is a local maximum on .
Proposition 3 holds for any (elementary or nonelementary) MAC. In some cases, the Kuhn-Tucker conditions have two or more solutions. Even then every solution is local maximum on , whereas the values of the mutual information for those solutions are in general distinct from each other.
Proof: It is sufficient to investigate two cases for the solution of the Kuhn-Tucker conditions: The first is that every is nonzero and the second is that at least one of 's is zero.
In the first case, since for all components, satisfies the Kuhn-Tucker conditions: (11) We put and in such that where , , and . Then we put by using , ,
We investigate the Kuhn-Tucker conditions and the boundary equations for . The Kuhn-Tucker conditions are simple to see as (12) where . Also by a decomposition we obtain a set of achievable rates (13) Then we have the boundary equation for as shown in (14) at the bottom of the page where . Since satisfies (11), is a solution of the Kuhn-Tucker conditions (12) . Then by Proposition 2 it satisfies the boundary (14) and . Now we examine a gradient of the boundary of at . Note that the solution of the boundary (14) around defines a set of achievable rates (13) as . Obviously . At this step we investigate a cross-section of (13) subject to the restrictions such that . . . (15) We denote a cross-section (subset) of subject to (15) as . This is composed of The cross-section is a region in the two-dimensional -plain as shown in Fig. 3 . Since it holds . . . Fig. 3 . Boundary of cross-section G (R ;R ) in R 0 R plain. Rates R ; . . . ;R are fixed as specified by (15) .
by (15), then we have . Thus the gradient of the boundary of appears (16) The right-hand side of (16) is estimated as (17) according to the maximization (minimization) conditions of subject to (15) where it holds Also the gradient of the boundaries of any cross-section is given by (17) . For any region of decompositions, the gradient of the boundary of at takes the same condition as that of .
Since the inequalities (17) are valid for any , , , there exists a neighborhood of on , such that . This means that is a local maximum on .
In the second case, since at least one of 's is zero, satisfies the Kuhn-Tucker conditions: (18) 
. By the definition of , it holds (20) and by (18) , it holds (21) From (20) and (21), we obtain for any . Hence, there exists a neighborhood of such that . This means that is a local maximum on .
By these two cases Proposition 3 is proved.
F. Connectedness
Finally, we prove the property of connectedness. The term connectedness is applied to the set of IPD vectors in a vector space (or a manifold): Let be a set of IPD vectors. The set is connected (or not separated) if and only if there exists no subset of such that , where and . The connectedness holds only for the elementary MAC. We state it as the following proposition. , and , for . 2) For any , all IPD vectors , , , satisfying belongs to , and also for any , all IPD vectors , , , satisfying belongs to (cf. Fig. 4 ). It is easy to see
The first part of (23) is just the first property of and . The second part of (23) comes from the second property of and together with the property of the connectedness of (and also the nonconnectedness of for any ). The (23) means that satisfies the Kuhn-Tucker conditions Therefore is local maximum on by Proposition 3 . Then there exists a neighborhood of in such that for any . On the other hand, since is strictly concave on each , there exists such that (see Fig. 4 ). This is inconsistent with the assumption of the existence of such that is connected and is disconnected. Therefore is connected. Second, consider the degenerate elementary case. In this case, as explained in Section II, there exists a maximum dimensional subdomain of such that is strictly concave on . Therefore, as in the nondegenerate elementary case, it is proved that is connected. Since the MAC is degenerate on and moreover is a maximum subdomain, then for any , there exists (19) such that . Then we have
This means that there exists no solution of the Kuhn-Tucker condition on , i.e., there exists an optimal IPD vector in . Therefore, for any , it holds
This implies , i.e., . Therefore is connected.
V. BINARY-INPUTS MAC
In this section, we investigate an -user MAC with binary-inputs of the -user -MAC , where each of is a line segment. In this case we can prove that the Kuhn-Tucker conditions are necessary and sufficient for the channel capacity.
For any given , , define a line segment by and denote . Reasonably we set and write , . Thus we can build up an -user binary -MAC whose channel matrix is and the domain is a subset of . Obviously it is an elementary MAC since . The mutual information of the -user binary -MAC is given by (24) where , , and , . It depends on the choice of , . The Kuhn-Tucker conditions for (24) are given by (25) where . For simplicity we omit , from the expression and denote , in the subsequent discussions. We prove the lemma to be used for the proof of Theorem 2 as follows. Lemma 1: The Kuhn-Tucker conditions for the -user binary -MAC are necessary and sufficient for optimality.
Proof: It is sufficient to prove the sufficiency. Assume that there exist two solutions and of the Kuhn-Tucker conditions (25) Clearly, this includes and it holds for (see Fig. 5 ). Note that each point in is local maximum. Then for any , there exists a neighborhood , such that for any . Here we define a subset of as . Assume that is nonempty. Then it holds for any , since .
On the other hand, it holds that for any since by the definition of . This is inconsistent with the assumption that is nonempty. Thus is empty and . Since both and belong to , it holds . Therefore the assumption is invalid. This means that any solution of the Kuhn-Tucker conditions (25) for gives the same value for and then it is optimal. Thus the sufficiency is proved.
Note that the Lemma 1 holds for any domain of formed by and .
VI. PROOF OF THEOREM 2
In this section, we prove Theorem 2 by using Lemma 1. We state again Theorem 2. on the whole domain . This implies that is optimal. Thus we proved the theorem.
VII. EXAMPLES
In this section, we show two examples how the channel capacity is obtained according to our discussions.
The first is a two-user nonelementary MAC. We calculate the channel capacity based on Theorem 1 and Theorem 2. The second is a three-user elementary MAC. We evaluate the channel capacity together with the capacity region based on the boundary equations. T are optimal and the channel capacity of is equal to 1 (bit), again by Theorem 2. In the same way, for , T and T are optimal and is equal to 1 (bit). Consequently, by Theorem 1, the channel capacity of is
Example 2:
The second example is the channel capacity and the capacity region of a three-user multiple-access adder channel (MAAC). The three-user MAAC is an MAC with three input alphabets , , output alphabet and channel matrix This model is practical unlike the first model. The channel capacity and the capacity region for this channel have been already calculated in [9] . We evaluate the channel capacity according to the Kuhn-Tucker conditions and we figure the capacity region based on the boundary equations. The derivative of with respect to is and the other two derivatives and are derived in the same way as . Then, the solution of (32) is optimal and the channel capacity is equal to The capacity region is provided from the boundary equations. In the case of three-user MAC, the mutual information (33) is decomposed into three components with six different forms by the chain rules (34) Three components in the first line of (34) Fig. 4 of [9] ). Thus the capacity region of the three-user MAAC can be evaluated according to the boundary equation. Except for binary inputs MAC, it is not always easy to calculate the capacity region, since the boundary equations for subregion are composed of two or more equations.
VIII. CONCLUSION
After Shannon [3] multiuser channel has long been studied in various fields. However not much works have been done for the fundamental property of the channel capacity of an -user -MAC in general except for some specific cases.
We have shown that there exists a nontrivial MAC where the Kuhn-Tucker conditions are necessary and sufficient for the channel capacity. We called it as an elementary MAC. It is defined by the MAC whose sizes of input alphabets are not greater than the size of output alphabet. Obviously the -user binary inputs -MAC , is a typical example of the elementary MAC.
In our notation the ordinary DMC is denoted by -DMC , where is the domain of the IPD vector . The DMC is elementary only if . Even if it is not elementary, i.e., , since the whole domain is still convex, then it is proved that the solutions of the Kuhn-Tucker conditions give the same value for the mutual information. Thus the Kuhn-Tucker conditions are sufficient (and obviously necessary) for the channel capacity.
The elementary MAC plays a fundamental role to precisely evaluate the channel capacity of the MAC. In fact, we have proved as Theorem 1 that the channel capacity of any MAC is achieved by the channel capacity of an elementary MAC contained in the original MAC. Thus an MAC in general can be regarded as simply an aggregate of elementary MACs as far as the channel capacity is concerned. This statement is a basic idea behind our formulation of this paper.
Most of this paper was devoted to the proof of Theorem 2: For the elementary MAC, the Kuhn-Tucker conditions are sufficient (the necessity is self-evident) for the channel capacity. We have shown as Proposition 2 that a solution of the Kuhn-Tucker conditions, if it satisfies the equality portion of the conditions, satisfies the boundary equations for the capacity region. Then we could prove the property of local maximum as Proposition 3. Also we proved particularly for the elementary MAC the property of connectedness as Proposition 4. By using these two distinctive properties we proved that any solution of the Kuhn-Tucker conditions of the elementary MAC was uniquely determined, that is, each solution takes the same value for the the mutual information and therefore it achieves the channel capacity. This implies the sufficiency of the Kuhn-Tucker conditions for the elementary MAC.
Here we remark that the nonelementary MAC has inevitably a degenerate property: there exist some IPDs for which an output probability distribution is unchanged, as explained in Section II. If the degenerate property exists, then it is difficult to identify which IPD vectors are precisely contributed to the mutual information of the MAC. However, we could overcome these difficulties by introducing the idea of elementary MAC, where any solution of the Kuhn-Tucker conditions is optimal. On the other hand, the optimality condition for the DMC can be formulated without the degenerate property, since its mutual information is concave on the convex domain of IPD vectors. Consequently Theorem 2 implies that the elementary MAC can be regarded as an extension of the DMC.
Incidentally, our notation introduced in this paper would be unusual since we adopted for the variables of the mutual information directly the probability distributions rather than the ordinary random variables. Also nonstandard notations are introduced including expressions of IPD vector , Kronecker products , the channel matrix regarded as a nonlinear mapping, domain , face , and more. However, we emphasize again that these notations appear understandable to resolve the cumbersome procedures relating to the extremum evaluation of the multivariable mutual information with constraints for the MAC.
Before closing we remark that the very essence of information theory consists in two major subjects such as source coding and channel coding. This paper seems to be quite effective in working out the subject of channel coding since we provide for a formalism to rigorously determine the channel capacity of the MAC. We emphasize that two distinctive properties such as local maximum (Proposition 3) and connectedness (Proposition 4) represent an intrinsic structure inherent in the MAC. However we are not content ourselves with this stage. We are expecting that our results will be a mathematical base for various subjects of the MAC including the numerical and/or rigorous evaluation of the capacity region, the analysis of the MAC with feedback as well as the structured approach to the multiuser coding, and so forth.
