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El problema de asignación cuadrática (QAP) [1] es uno de los problemas de optimización
combinatoria (COP) [2][3] más estudiados en la ciencia de la computación. Su plantea-
miento es simple: imaginemos que tenemos n fábricas que debemos asignar a n loca-
lizaciones distintas. Las fábricas tendrán un ujo de trabajo entre ellas (transporte de
mercancías, personal...) que implica unos costes de planicación, logística y movilidad
que hay que tener en cuenta. Debido a ello, nuestra meta será encontrar la asignación de
fábricas a emplazamientos que minimice dichos costes. Todas las instancias de este pro-
blema tienen, por lo tanto, dos componentes principales: una matriz de distancias entre
las localizaciones (Dn×n) y una matriz de ujo de trabajo entre las fábricas (Hn×n). La





di, jhx(i),x( j) (1.1)
donde x(i) es la fábrica asignada a la localización i, di, j es la distancia entre las locali-
zaciones i y j, y hp,q es el ujo de trabajo entre las fábricas p y q. Dado que la función
objetivo mide el coste de una asignación concreta, nuestro objetivo será encontrar la
solución que minimice dicha función.
Aunque el QAP fue originalmente propuesto en el ámbito de la planicación logística de
plantas de producción, su relevancia no se reduce tan solo a dicho ámbito. En [4], por
ejemplo, se propone utilizar el QAP para congurar el diseño de un hospital de manera
que las esperas y retrasos derivados de los desplazamientos entre consultas disminuyan.
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En [5], por otro lado, se adopta un enfoque similar al QAP para encontrar la congura-
ción de teclas más eciente en el teclado de una máquina de escribir. Otros ejemplos de
sus áreas de aplicación son el diseño del cableado de tableros eléctricos [6] y la planica-
ción de líneas de producción paralelas [7]. Toda esta variedad de utilidades hace que el
problema de asignación cuadrática sea uno de los problemas más importantes en lo que
a optimización combinatoria se reere, convirtiéndolo en un candidato ideal para este
proyecto.
Al igual que muchos otros problemas similares, el QAP entra dentro de la clase NP-hard
[8], por lo que no se conoce ningún algoritmo que sea capaz de resolverlo de forma
exacta en un tiempo polinómico respecto a la dimensión del problema. Esto no es un in-
conveniente cuando trabajamos con instancias pequeñas (n < 20), pero a partir de cierto
tamaño los algoritmos de búsqueda exhaustiva dejan de ser una opción viable. Por esta
razón, la comunidad cientíca ha propuesto una gran variedad de métodos heurísticos y
meta-heurísticos [9] que, aunque no aseguran obtener la solución óptima, permiten rea-
lizar aproximaciones razonablemente buenas en un tiempo asumible: búsquedas locales
[10], algoritmos evolutivos [11]... Poco a poco, estos métodos han ido reemplazando a los
algoritmos clásicos de la investigación operativa, convirtiendo a los algoritmos heurís-
ticos en una alternativa simple y ecaz para la resolución de problemas de optimización
combinatoria tales como el QAP.
No obstante, en ocasiones los métodos heurísticos convencionales no son sucientes
para hallar resultados satisfactorios, por lo que es necesario considerar técnicas comple-
mentarias que permitan mejorar su rendimiento. Si bien existen muchas técnicas de este
tipo, un ejemplo que nos interesa especialmente es la descomposición de la función ob-
jetivo del problema en varias sub-funciones independientes. Este enfoque fue propuesto
en el ámbito de la multi-objetivización de problemas de un solo objetivo [12], y permi-
te aprovechar las propiedades de las sub-funciones para aumentar la diversidad de la
búsqueda y evitar caer en óptimos locales. Entre todas las técnicas de descomposición
conocidas, en este proyecto nos centraremos en estudiar la descomposición en landscapes
elementales (ELD) [13] aplicada al problema de asignación cuadrática [14].
Tomando todo esto en cuenta, el trabajo a realizar se divide en tres apartados diferen-
ciados que se llevarán a cabo de forma secuencial:
1. Primero, se analizarán las propiedades de la descomposición en landscapes elemen-
tales del QAP en un benchmark de instancias. La meta de este primer apartado es
entender mejor los distintos landscapes elementales y extraer patrones en función
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de las características de las instancias que puedan ser de utilidad para su posterior
optimización. Nos centraremos principalmente en dos aspectos:
La complejidad de los landscapes medida en función del número de óptimos
locales.
La relación entre los landscapes de la descomposición y el landscape original
del QAP.
Además del análisis experimental, también incluiremos desarrollos teóricos para
demostrar formalmente algunas de las propiedades observadas.
2. En el segundo apartado, usaremos los conocimientos adquiridos para diseñar al-
goritmos heurísticos especializados que optimicen el QAP. Diseñaremos dos algo-
ritmos distintos, uno basado en la búsqueda local y un algoritmo evolutivo.
3. Finalmente, compararemos los algoritmos diseñados y realizaremos un análisis
estadístico para comprobar cual de los métodos presenta unos resultados más pro-
metedores en un benchmark de instancias.
En base a los resultados del proyecto, se establecerán los pasos a seguir en un futuro
para continuar investigando el método de descomposición en landscapes elementales
como herramienta para resolver problemas de optimización combinatoria.

2. CAPÍTULO
Planicación y gestión del proyecto
En este capítulo se presenta la planicación y gestión prevista para el proyecto. Además,
se proporcionan detalles sobre la consecución del mismo una vez ejecutado. Dado que
este proyecto tiene un carácter marcadamente cientíco y de investigación, los procedi-
mientos y objetivos planeados pueden sufrir modicaciones.
2.1. Objetivos del proyecto
El presente proyecto se fundamenta en la consecución de los siguientes objetivos y sub-
objetivos:
1. Analizar y estudiar la descomposición en landscapes elementales del QAP en un
benchmark de instancias.
a) Estimar la cantidad de óptimos locales en cada landscape de la descomposi-
ción.
b) Cuanticar la relación entre los landscapes de la descomposición y el lands-
cape original del QAP.
2. En base al conocimiento generado en las tareas realizadas para el primer objetivo,
diseñar e implementar dos algoritmos heurísticos para la resolución del QAP.
a) Diseñar e implementar un algoritmo basado en la búsqueda local.
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b) Diseñar e implementar un algoritmo evolutivo.
3. Medir y comparar el rendimiento de los algoritmos propuestos en un benchmark
de instancias.
a) Comprobar si los algoritmos propuestos mejoran a un algoritmo baseline.
b) Realizar un análisis estadístico.
2.2. Estructura del proyecto
Para facilitar la gestión del proyecto, las tareas a realizar se han distribuido en varios
paquetes de trabajo que se denen a continuación. La organización propuesta para el
proyecto se puede observar de forma más visual en la estructura de descomposición de
trabajo (Figura 2.1).
1. Planicación y seguimiento: Incluye la planicación del proyecto junto con el
seguimiento y control que se realizará durante el desarrollo del mismo. Las reunio-
nes semanales que se llevarán a cabo con los directores del proyecto son parte de
este paquete de trabajo.
2. Conocimientos previos: Comprende el estudio inicial de los conceptos básicos
necesarios para la correcta comprensión del proyecto: optimización combinatoria
[2][3], problema de asignación cuadrática [1], landscapes elementales [15][16][17],
descomposición en landscapes elementales [13][14] y estimación de óptimos loca-
les [18].
3. Estudio del ELD: Este paquete de trabajo se divide en dos sub-apartados relacio-
nados con el análisis de la descomposición en landscapes elementales del QAP:
a) Experimentación:Diseño y realización de los experimentos necesarios para
analizar los landscapes de la descomposición en un benchmark de instancias.
b) Análisis de resultados: Estudio de los resultados obtenidos en la experi-
mentación. Se compararán los resultados obtenidos en cada landscape ele-
mental y se extraerán posibles patrones o características que resulten de uti-
lidad.
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4. Desarrollo de algoritmos: Incluye el diseño e implementación de dos algoritmos
heurísticos especializados que resuelvan el QAP basándose en su descomposición
en landscapes elementales. Este paquete de trabajo se divide en dos sub-apartados:
a) Búsqueda local: Desarrollo de un algoritmo de búsqueda local.
b) Algoritmo evolutivo: Desarrollo de un algoritmo evolutivo.
5. Estudio comparativo: Comprende la comparación de rendimiento entre los algo-
ritmos desarrollados, así como las tareas a realizar para preparar y llevar a cabo la
experimentación necesaria. Este paquete de trabajo se divide en dos sub-apartados:
a) Experimentación: Diseño y realización de las pruebas en un benchmark de
instancias.
b) Análisis de resultados: Comparación y análisis estadístico de los resultados
obtenidos en la experimentación.
6. Memoria y presentación: Abarca la redacción de la memoria del proyecto y la
preparación de la presentación nal del mismo.
Figura 2.1: Estructura de descomposición de trabajo (WBS) del proyecto.
2.3. Planificación temporal
Una vez denidos los paquetes de trabajo que componen el proyecto, el siguiente paso
es planicar cuánto tiempo vamos a dedicar a cada una de las tareas necesarias para
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alcanzar los objetivos. Debido a que se trata de un proyecto basado enteramente en la
investigación, se ha intentado realizar una planicación temporal exible.
2.3.1. Dedicación estimada por paquetes de trabajo
A continuación se muestra la dedicación estimada para la realización del proyecto di-
vidida por paquetes de trabajo. Es importante remarcar que estos tiempos son solo una
estimación, lo que implica que en algunos casos podríamos exceder el tiempo previsto
y en otros no llegar a cumplirlo. De todos modos, cualquier desviación excesiva debería
ser inmediatamente corregida mediante los mecanismos de seguimiento y control.
1. Planicación y seguimiento: 20 horas (incluyendo las reuniones semanales).
2. Conocimientos previos: 50 horas.
3. Estudio del ELD: 40 horas (suma de los sub-apartados).
a) Experimentación: 30 horas.
b) Análisis de resultados: 10 horas.
4. Desarrollo de algoritmos: 100 horas (suma de los sub-apartados).
a) Búsqueda local: 50 horas.
b) Algoritmo evolutivo: 50 horas.
5. Estudio comparativo: 20 horas (suma de los sub-apartados).
a) Experimentación: 10 horas.
b) Análisis de resultados: 10 horas.
6. Memoria y presentación: 90 horas.
Además del tiempo previsto para cada apartado, se han reservado otras 30 horas que
podrán ser repartidas entre aquellos paquetes de trabajo que lo necesiten. Contando con
esto, se prevé una dedicación total de 350 horas. En la Figura 2.2 se muestra de forma
más visual el porcentaje del proyecto estimado para cada uno de los paquetes de trabajo.
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Figura 2.2: Distribución de la dedicación por paquetes de trabajo.
2.3.2. Calendario del proyecto
La duración del proyecto será de 7 meses, comenzando el 1 de julio de 2020 y nalizando
el 31 de enero de 2021. En los dos primeros meses (julio, agosto) la dedicación al pro-
yecto será a tiempo parcial, realizando la planicación y adquiriendo los conocimientos
previos. A partir del tercer mes (septiembre) se comenzará a llevar a cabo el grueso del
proyecto a tiempo completo. Finalmente, el último mes (enero) se reservará para nalizar
la memoria y preparar la presentación nal programada para la convocatoria ordinaria
de febrero.
La organización temporal de las tareas a realizar se resume en el diagrama de Gantt
que se muestra en la Figura 2.3. En dicho diagrama, la realización del proyecto se divide
en periodos de aproximadamente dos semanas y se indican las tareas planicadas para
cada uno de los periodos. Cada paquete de trabajo se presenta con un color diferente
para facilitar la visualización.
Tal y como se ha mencionado anteriormente, se realizará una reunión semanal1 con
los directores del proyecto para aanzar el progreso realizado y planicar las tareas a
completar en la siguientes semanas. Esta supervisión continuada permitirá ajustar el
calendario descrito en el diagrama de Gantt de una forma rápida y ecaz siempre que
sea necesario.
1A excepción del mes de agosto y las vacaciones de navidad.
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Figura 2.3: Diagrama de Gantt del proyecto.
2.4. Gestión de recursos
Para la consecución de los objetivos previstos en este proyecto, se utilizarán las herra-
mientas tanto software como hardware enumeradas a continuación:
Software
• Overleaf: Editor de texto online basado en el sistema de composición de tex-
tos LaTeX. Se utilizará principalmente para la redacción de la memoria.
• Lucidchart: Herramienta para la creación de diagramas en línea. Se usará
para diseñar grácos simples.
• Inkscape: Editor de grácos vectoriales que permite crear ilustraciones. Se
utilizará para diseñar guras complejas que requieran de un editor de imá-
genes.
• Atom: Editor de código fuente con soporte para múltiples plugins y sistema
de control de versiones Git integrado. Servirá para la redacción de código en
lenguaje C.
• Jupyter Notebook: Aplicación que proporciona un entorno de trabajo in-
teractivo que facilita el desarrollo de código en varios lenguajes de progra-
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mación. Además, también permite la inclusión de texto, guras e incluso grá-
cos. Servirá para la redacción de código en lenguaje Python.
• RStudio: Entorno de desarrollo integrado para el lenguaje de programación
R que incluye consola, editor de sintaxis y herramientas para la gestión del
espacio de trabajo. Servirá para la redacción de código en lenguaje R.
• Bitbucket: Herramienta de gestión de código en línea que utiliza el sistema
de control de versiones Git. Todo el código desarrollado para el proyecto se
guardará en un repositorio de Bitbucket.
• Dropbox: Servicio de alojamiento de archivos multi-plataforma en la nube
que permite almacenar, sincronizar y compartir archivos. Se crearán dos car-
petas:
◦ Una carpeta compartida entre alumno y profesores que servirá para in-
tercambiar bibliografía o código cuando sea necesario.
◦ Una carpeta personal que guardará una copia de seguridad de todo el
trabajo realizado. Dicha carpeta se actualizará una vez a la semana.
• LibreOce Calc: Aplicación de hojas de cálculo incluida en el paquete de
software LibreOce. Se utilizará para registrar los resultados de la experi-
mentación de una forma más visual.
Hardware
• Equipo propio: Ordenador portátil que se utilizará para la realización del
proyecto. Se trata de un Asus ROG Strix G15 G512LV-AL007 con 16GB de
memoria RAM, 512GB de disco duro y un procesador Intel Core i7-10750H.
• Cluster de computadores: Cluster perteneciente al grupo de investigación
ISG que servirá para agilizar el proceso de experimentación. Dicho hardware
cuenta con 800 unidades de cómputo (cores), 2.5TB de memoria RAM y 50TB
de disco. Además, en la última actualización se han añadido varias unidades
de procesamiento gráco (GPU) apropiadas para realizar cómputos relacio-
nados con Machine Learning y Reinforcement Learning.
Todos los recursos externos utilizados son gratuitos o de código libre, lo que implica que
no será necesario ningún tipo de gasto relacionado con la compra de licencias software
para la realización del proyecto.
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2.5. Gestión de riesgos
El desarrollo de este proyecto conlleva una serie de riesgos que es importante tener en
cuenta, ya que sus efectos pueden causar desde pequeños inconvenientes hasta situacio-
nes en las que no sea posible continuar. Con el objetivo de evitar este tipo de circuns-
tancias, se han identicado algunos de los riesgos más probables y se han preparado los
correspondientes planes de contingencia:
Subestimar el tiempo de dedicación
• Descripción: Estimar menos horas de las realmente necesarias para la realiza-
ción de alguno de los paquetes de trabajo.
• Impacto: Proyecto inacabado o realizado de forma apresurada.
• Plan de contingencia: Se han reservado 30 horas extra que podrán ser distri-
buidas entre todos los paquetes de trabajo. Si aún así algún apartado especí-
co necesita más dedicación, se permitirá utilizar el tiempo sobrante de otros
apartados siempre que no se superen las 350 horas totales.
Experimentación inicial no concluyente
• Descripción: Obtener resultados en la experimentación inicial que no mues-
tren ventajas reales a la hora de utilizar la descomposición en landscapes ele-
mentales para resolver el QAP.
• Impacto: Imposibilidad para diseñar métodos heurísticos que mejoren los re-
sultados de los algoritmos del estado del arte.
• Plan de contingencia: Se modicará el enfoque del proyecto para orientarlo
hacia un marco más teórico. De esta forma, el diseño de los algoritmos solo
servirá para comprender mejor la descomposición en landscapes elementales,
dejando de lado las posibles aplicaciones prácticas de los métodos desarro-
llados.
Problemas en la experimentación debido a los recursos externos
• Descripción: Fallo en los recursos externos utilizados para agilizar los proce-
sos de experimentación, ya sea por caídas del servidor o problemas de acceso
desde el cliente.
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• Impacto: Retraso en la obtención de resultados en los procesos de experimen-
tación.
• Plan de contingencia: Durante el tiempo que el recurso externo se mantenga
inaccesible se utilizará el equipo personal para avanzar con la experimenta-
ción. En caso de que la situación se alargue, se reorganizará el calendario en
base a las nuevas circunstancias.
Pérdida del avance realizado
• Descripción: Perder los documentos o el código del proyecto de forma irre-
versible. Esto se puede deber, por ejemplo, a un fallo en el equipo personal
utilizado para trabajar.
• Impacto: Retroceso en el avance del proyecto que obliga a rehacer partes o
incluso la totalidad del mismo.
• Plan de contingencia: Se guardarán en todo momento dos copias del trabajo
realizado, una en el equipo personal y otra en la nube. En caso de perder una
de ellas, se procederá a realizar otra copia a la mayor brevedad posible.
2.6. Seguimiento y control
Tras denir y planicar todos los aspectos del proyecto a realizar, pasamos ahora a ex-
poner las principales diferencias que han surgido durante el desarrollo del mismo. Esta
sección ha sido redactada una vez nalizado el proyecto, por lo que el objetivo es com-
probar el impacto de las modicaciones realizadas a la planicación inicial.
2.6.1. Objetivos del proyecto cumplidos
Todos los objetivos planteados inicialmente han sido abarcados en la realización del pro-
yecto. Sin embargo, cabe destacar que ha habido varias modicaciones importantes:
A la hora de realizar las experimentaciones no se ha podido considerar una muestra
de instancias lo sucientemente grande, por lo que las conclusiones extraídas en
algunos de los objetivos quedan sujetas a futuros análisis más completos.
En lugar de desarrollar un nuevo algoritmo evolutivo hemos tomado un algoritmo
ya existente y lo hemos modicado para adaptarlo al QAP.
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2.6.2. Dedicación real por paquetes de trabajo
En la Tabla 2.1 se indican las horas de dedicación que se han necesitado para completar
las tareas de cada paquete de trabajo y se comparan con la dedicación estimada al inicio
del proyecto. Esta comparativa también se muestra de forma más visual en la Figura 2.4.
Tabla 2.1: Horas de dedicación estimadas y horas realmente dedicadas a cada paquete de trabajo.
La dedicación total tomando en cuenta las 30 horas de libre asignación se indica entre paréntesis.
Paquete de trabajo Estimado (horas) Real (horas) Diferencia
1. Planicación y seguimiento 20 26 +6
2. Conocimientos previos 50 42 -8
Experimentación 30 50 +203. Estudio del ELD Análisis de resultados 10 15 +5
Búsqueda local 50 51 +14. Desarrollo de algoritmos Algoritmo evolutivo 50 72 +22
Experimentación 10 11 +15. Estudio comparativo Análisis de resultados 10 8 -2
6. Memoria y presentación 90 97 +7
TOTAL 320 (350) 372 +52 (+22)
Figura 2.4: Comparativa entre la dedicación estimada (naranja) y la dedicación real (azul).
Como se puede observar, nalmente hemos necesitado 372 horas para completar el pro-
yecto, lo que se traduce en 22 horas más de las previstas aún contando con las 30 horas
de libre asignación. Esto se debe principalmente al estudio del ELD y al desarrollo de
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los algoritmos, ya que entre ambos paquetes de trabajo hemos necesitado casi 50 horas
más de lo previsto. Dado que estos dos apartados son el núcleo del proyecto, no nos ha
importado aumentar su tiempo de dedicación aún a riesgo de no cumplir la planicación




Conceptos y conocimientos previos
Antes de comenzar con el proyecto en sí, es importante entender y comprender varios
conceptos que serán de vital importancia durante el desarrollo del mismo. A continua-
ción se proporciona una explicación resumida de cada uno de ellos.
3.1. Optimización combinatoria
La optimización combinatoria [2][3] es una rama de la optimización que agrupa la reso-
lución de problemas cuyo objetivo es encontrar la mejor conguración posible para un
conjunto de variables discretas en base a uno o más objetivos. Los problemas de optimi-
zación combinatoria (COP) se denen teniendo en cuenta dos conceptos: el espacio de
búsqueda (Ω) y la función objetivo ( f ).
Espacio de búsqueda (Ω): El espacio de búsqueda (también conocido como es-
pacio de soluciones) es el conjunto de todas las soluciones posibles que satisfacen
las restricciones de un problema. En los problemas de optimización combinatoria
este conjunto debe ser discreto, pudiendo ser nito o innito numerable.
Función objetivo ( f ): La función objetivo es una función f : Ω→ R que cuanti-
ca la calidad de las soluciones en el espacio de búsqueda. El valor de la función
objetivo para una solución concreta se denomina tness de la solución, y se trata
del valor que se busca minimizar o maximizar según el propósito del problema.
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Dadas dos soluciones x1,x2 ∈ Ω, diremos que x1 es mejor que x2 en base a f si se
cumple lo siguiente:
• Minimización: f (x1)< f (x2)
• Maximización: f (x1)> f (x2)
Los problemas de optimización combinatoria pueden constar de una o varias fun-
ciones objetivo a optimizar. En este trabajo, nos centraremos en los problemas que
se denen mediante una única función objetivo (también conocidos como proble-
mas mono-objetivo).
En resumen, a la hora de resolver un problema de optimización combinatoria la meta
es encontrar los óptimos globales del problema, es decir, aquellas soluciones en Ω que
optimicen la función objetivo f . Dado un problema de minimización1, se considerará
óptimo global a toda solución x∗ ∈Ω que cumpla f (x∗) = mı́nx∈Ω f (x).
Si bien algunos problemas de optimización combinatoria pueden ser resueltos en un
tiempo polinómico respecto a la dimensión del problema, muchos de ellos pertenecen
a la clase de complejidad NP-hard [8], lo que implica que no existen algoritmos exac-
tos que puedan resolver todas sus instancias en un tiempo polinómico (suponiendo que
P 6= NP). Algunos ejemplos clásicos de problemas de este tipo son el problema de orde-
namiento lineal (LOP) [19], el problema de la mochila [20] o el problema de asignación
cuadrática (QAP) [1], entre otros. Es precisamente este último el que vamos a estudiar
en profundidad en este proyecto.
3.1.1. Problema de asignación cuadrática
El problema de asignación cuadrática (QAP) es un problema de optimización combi-
natoria que fue introducido por Koopmans y Beckmann en 1955 [1] como un modelo
matemático que describe la manera de asignar un conjunto de actividades económicas
indivisibles a un conjunto de localizaciones disponibles minimizando los costes deriva-
dos. El planteamiento del QAP nació de la necesidad de modelar de forma más precisa
algunas situaciones de la vida real que no podían ser modeladas mediante el problema
de asignación lineal (LAP) [21]. Debido a las similitudes entre ambos problemas, el QAP
se puede considerar una extensión del LAP.
1Cualquier problema de maximización puede transformarse fácilmente en un problema de minimiza-
ción multiplicando el valor de la función objetivo por −1.
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De forma resumida, el LAP consiste en asignar n tareas a n recursos disponibles, teniendo
en cuenta que una tarea solo puede ser asignada a un único recurso y viceversa. Cada
posible asignación de una tarea p a un recurso i tiene un coste asociado ap,i que se guarda
en la matriz An×n. El objetivo es obtener la conguración que minimice el sumatorio del






donde x(i) es la tarea asignada al recurso i. Una de las ventajas de este planteamiento es
que puede ser resuelto en un tiempo polinómico respecto a la dimensión del problema.
Sin embargo, el LAP asume que las asignaciones realizadas son independientes unas de
otras, lo que en muchos casos se trata de una idealización que no se corresponde con la
realidad. En dichas situaciones, es necesario utilizar el QAP para modelar el problema.
Tal y como se ha mencionado anteriormente, el QAP fue propuesto en el contexto de
la planicación logística de plantas de producción. Este problema toma como punto de
partida un conjunto de n plantas de producción indivisibles y un conjunto de n localiza-
ciones físicas a las que deben ser asignadas. Cada planta p tiene un coste de construcción
distinto para cada posible localización i denominado bp,i, el cual se especica en una ma-
triz Bn×n. Si bien hasta este punto el planteamiento es idéntico al mostrado en el LAP,
todo cambia cuando tenemos en cuenta que las plantas de producción deben comunicar-
se entre ellas, ya sea para compartir recursos, servicios, personal... Por lo que además de
tener en cuenta los costes de construcción, también debemos considerar los gastos que
se producen por la interacción entre las plantas. Por ello, es necesario denir la cantidad
de ujo de trabajo hp,q que hay entre cada planta p y cada planta q en una matriz Hn×n.
Cuanto más ujo de trabajo entre dos plantas, más cerca deberán ser construidas para
minimizar los costes que conlleva dicha comunicación, por lo que otro factor a tener
en cuenta es cuán lejos están unas localizaciones de otras. Esto nos lleva a considerar
una última matriz Dn×n que indica la distancia di, j que hay entre cada localización i y
cada localización j. El gasto derivado de la interacción entre dos plantas se calcula, por
lo tanto, como la multiplicación entre el ujo de trabajo entre ellas y la distancia que
las separa. En base a esto, el coste total asociado a cada posible conguración se mide
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donde x(i) es la planta de producción asignada a la localización i. Como se puede obser-
var, la función objetivo se puede dividir en dos partes: la parte asociada al coste derivado
de la comunicación entre las plantas y la parte asociada al coste de construcción de las
mismas. La segunda parte es completamente equivalente a un LAP, y por lo tanto, no
será objeto de estudio en este proyecto. Por este motivo, a partir de ahora dicha parte








di, jhx(i),x( j) (3.3)
donde solo se tienen en cuenta los costes asociados al ujo de trabajo entre plantas. El
objetivo principal de esta versión simplicada del QAP es asignar las plantas de pro-
ducción a las localizaciones disponibles de forma que el coste que se deriva de la comu-
nicación entre las mismas sea minimizado. De forma similar a lo visto en el LAP, este
planteamiento presenta varias restricciones que condicionan las posibles soluciones al
problema:
Cada planta de producción debe ser asignada a una única localización. Además,
debido a su naturaleza indivisible, no es posible asignar fracciones de plantas.
A cada localización se le debe asignar una única planta de producción.
Debido a estas restricciones, el espacio de búsqueda de un QAP con n plantas y n locali-
zaciones se describe como el conjunto de todas las permutaciones x de tamaño n, donde
el valor de x(i) se corresponde con la planta asignada a la localización i. En la Figura 3.1









Figura 3.1: Ejemplo de una posible solución para un QAP con n = 4. La asignación de plantas
de producción a localizaciones se codica mediante la permutación x = (4132).
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A pesar de que hasta ahora solo hemos hablado de la planicación logística de plantas
de producción, esta no es ni mucho menos la única área en la que podemos encontrar el
QAP. De hecho, algunos de los problemas de optimización combinatoria más conocidos
pueden ser expresados como casos particulares de este problema, lo que le hace adquirir
una importancia especial. Uno de los ejemplos más claros es el problema del vendedor
viajero (TSP) [22], el cuál ha sido ampliamente estudiado desde el siglo XIX. En este
problema, se dispone de n ciudades que se han de visitar pasando una vez por cada una
de ellas antes de volver a la ciudad de inicio. El objetivo es, por lo tanto, minimizar la
distancia recorrida a la hora de realizar dicho tour entre ciudades. Para ello, se considera
una matriz Wn×n que guarda la distancia wp,q que hay entre cada ciudad p y cada ciudad






donde x(i) es la ciudad que se visita en la posición i del recorrido. Aunque en un principio
el TSP y el QAP parezcan problemas completamente distintos, en realidad el primero es
un caso particular del segundo si tenemos en cuenta lo siguiente:
La matriz de ujo Hn×n del QAP se sustituye por la matriz de distancia Wn×n.
La matriz de distancia Dn×n del QAP se sustituye por la matriz de adyacencia Rn×n
de un ciclo Hamiltoniano dirigido cuyos valores se denen a continuación:
ri j =
1 si j ≡ (i mod n)+10 en otro caso (3.5)
Como se puede observar, la matriz de adyacencia está compuesta íntegramente de
ceros excepto en las posiciones que representan la arista que va desde un nodo (i)
al siguiente (i+ 1) 2. Esto nos indica que la función objetivo solo tiene en cuenta
la distancia recorrida desde cada ciudad a la inmediatamente posterior en el tour.








ri, jwx(i),x( j) (3.6)
2Excepto cuando i = n. En ese caso, se considera la arista que va desde el nodo n al nodo 1.
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lo cual es un caso particular del QAP. De todos modos, este tan solo es un ejemplo,
ya que hay muchos problemas de optimización combinatoria que no son más que rein-
terpretaciones del problema de asignación cuadrática. Esto nos permite extrapolar las
conclusiones a las que lleguemos en este proyecto a una gran variedad de ámbitos, tales
como el diseño de la distribución de instalaciones [4], la conguración de teclados [5],
el cableado de tableros eléctricos [6] o la planicación de líneas de producción paralelas
[7].
3.2. Landscapes
El concepto de landscape [23][24] en el ámbito de la optimización combinatoria se dene
como una tripleta (Ω,N, f ) donde Ω es el espacio de búsqueda, f es la función objeti-
vo que asigna un tness a cada solución y N es la función de vecindario que conecta
las soluciones del espacio de búsqueda en una estructura de vecindad. De forma más
concreta, se denomina función de vecindario a la función N : Ω 7→ P(Ω) que mapea los
elementos en Ω a su conjunto potencia, asignando a cada solución x ∈ Ω un conjunto
de soluciones N(x) ∈ P(Ω) que se conoce como vecindario. Dicho conjunto de solucio-
nes varía según la función de vecindario que se aplique, por lo que existen múltiples
vecindarios posibles para un mismo espacio de búsqueda3. En el caso del QAP, una de
las funciones de vecindario más utilizadas se basa en el operador de vecindario swap, el
cual consiste en intercambiar dos elementos x(i) y x( j) (i 6= j) en la solución original









. A modo de ejemplo, dado el operador swap y la
permutación (123), el vecindario resultante estaría compuesto por las soluciones (213),
(321) y (132). El tamaño del vecindario derivado de este operador es, por consiguiente,
|N(x)|= n(n−1)2 .
A partir de la denición de landscape se derivan los conceptos de mínimo y máximo local
de un problema de optimización combinatoria:
Mínimo local: Cualquier solución x ∈Ω tal que f (x)≤ f (y) para todo y ∈ N(x).
Máximo local: Cualquier solución x ∈Ω tal que f (x)≥ f (y) para todo y ∈ N(x).
Como se puede observar, los óptimos locales en el espacio de búsqueda dependen del
vecindario escogido, por lo que un óptimo local en un vecindario puede no ser óptimo
3Para simplicar, en este proyecto solo tendremos en cuenta vecindarios que sean simétricos
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local en otro vecindario. Este no es el caso de los óptimos globales, ya que por denición
son óptimos locales en todos los vecindarios.
3.2.1. Landscapes elementales
Entre todos los posibles landscapes, existen algunos con ciertas propiedades que resul-
tan de interés a la hora de abordar problemas de optimización. Este es el caso de los
landscapes elementales [15][16], los cuales fueron descubiertos por L.K. Grover [17] al
percatarse de que los procesos de búsqueda local en algunos problemas de optimización
combinatoria podían ser modelados mediante una fórmula discreta similar a la ecuación
de onda usada en la física. Esta fórmula, conocida como la ecuación de onda de Grover,
permite calcular el tness medio del vecindario de cualquier solución x ∈Ω a partir del







f̄ − f (x)
)
(3.7)
donde f̄ es el valor medio de la función objetivo en todo el espacio de búsqueda y k es
una constante característica de valor jo para todo el landscape. Todas aquellas tripletas
(Ω,N, f ) para las que se cumple la ecuación de onda de Grover se consideran, por lo
tanto, landscapes elementales. De forma más concreta, esto implica que un landscape es
elemental si y solo si su función objetivo f es una función elemental con respecto a la
estructura de vecindad creada por la función de vecindario N [13][16][17].
Tal y como se demuestra en [25], una de las peculiaridades de los landscapes elementales
es que cumplen con las siguientes expresiones:
f (x)< f̄ =⇒ f (x)< avg{ f (y)}
y∈N(x)
< f̄
f (x) = f̄ =⇒ f (x) = avg{ f (y)}
y∈N(x)
= f̄
f (x)> f̄ =⇒ f (x)> avg{ f (y)}
y∈N(x)
> f̄
Estas características derivadas de la ecuación de onda conrman las conclusiones ex-
puestas en [17] en las que se arma que el tness de los mínimos locales x∗ ∈ Ω en
un landscape elemental es siempre inferior a la media del tness en todo el espacio de
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búsqueda ( f (x∗) < f̄ ). De forma análoga, también demuestran que todos los máximos
locales y∗ ∈ Ω tienen un tness superior a dicha media ( f (y∗) > f̄ ). Esto implica que
los landscapes elementales describen una clase de problemas que tienen una estructura
relativamente conocida.
Una de las principales ventajas que ofrecen los landscapes elementales es que dada cual-
quier solución x∈Ω es posible calcular el tness medio de su vecindario N(x)mediante la
ecuación de onda de Grover. Sin embargo, esta no es la única utilidad de dicha ecuación,
ya que tras explorar una parte del vecindario M ⊂ N(x) también nos permite calcular el
tness medio de las soluciones restantes N(x)−M. En concreto, el valor esperado para





















Para entender las ventajas de este planteamiento, supongamos que disponemos de dos
soluciones x1,x2 ∈ Ω. Por otro lado, supongamos que hemos explorado parte de los ve-
cindarios de dichas soluciones M1 ⊂ N(x1) y M2 ⊂ N(x2). Si y1 e y2 son soluciones alea-
torias pertenecientes a N(x1)−M1 y N(x2)−M2 respectivamente, podemos calcular el
valor esperado para ambas soluciones. Si el valor esperado para y1 es mejor que el valor
esperado para y2, resulta más prometedor seguir explorando las soluciones restantes del
vecindario de x1, independientemente de si el tness medio calculado para todo N(x1) es
peor que el tness medio calculado para todo N(x2) (Figura 3.2).
En resumen, los landscapes elementales proporcionan ventajas que los vuelven especial-
mente adecuados para la optimización combinatoria. Algunos ejemplos conocidos de
landscapes elementales en problemas combinatorios son:
1. El TSP simétrico y antisimétrico con un operador de vecindario basado en cambiar
dos aristas no contiguas del recorrido por otras dos aristas distintas que formen
un tour (2-opt) [15].
2. El problema de coloración de grafos con un operador de vecindario que se basa en
cambiar el color de un único vértice [17].
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Figura 3.2: Asumiendo minimización, el tness medio de N(x1) es peor que el tness medio de
N(x2). Sin embargo, el tness esperado para una solución aleatoria en N(x1)−M1 es mejor que el
tness esperado para una solución aleatoria en N(x2)−M2, por lo que es más prometedor seguir
explorando el vecindario de x1.
3.2.2. Descomposición en landscapes elementales del QAP
Aunque no todos los landscapes son elementales, cualquier landscape cuyo vecindario
sea simétrico (y∈N(x)↔ x∈N(y)) se puede caracterizar como la combinación lineal de
un conjunto de landscapes elementales independientes. El proceso mediante el que se ob-
tienen dichos landscapes a partir del problema original se conoce como descomposición
en landscapes elementales (ELD) [13].
Realizar el ELD de un landscape (Ω,N, f ) se basa en encontrar un conjunto de funciones
elementales { f1, ..., fm} que formen m landscapes elementales junto con el espacio de
búsqueda Ω y la función de vecindario N. Dicho conjunto de funciones se extrae de
la descomposición de la función objetivo original f , por lo que se debe cumplir que
f = f1 + ...+ fm. Consideramos que una función fi forma un landscape elemental si
cumple la función de onda de Grover, es decir, si existen dos constantes a y b tal que
para todas las soluciones x ∈Ω se cumple:
avg{ fi(y)}
y∈N(x)
= a · fi(x)+b (3.9)
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|N(x)| , podemos multiplicar ambas partes de la ecuación por
|N(x)| para reducir la expresión:
∑
y∈N(x)
fi(y) = c · fi(x)+d (3.10)
donde c = a|N(x)| y d = b|N(x)|. Si esta ecuación se cumple para ciertos valores de las
constantes, se demuestra que fi es una función elemental con respecto a la estructura de
vecindad creada por la función de vecindario N, y por consiguiente, la tripleta (Ω,N, fi)
resulta ser un landscape elemental.
Teniendo en cuenta lo anterior, en este apartado nos centraremos en analizar la descom-
posición en landscapes elementales del QAP con la función de vecindario swap que hemos
explicado al inicio de la Sección 3.2 [13][14]. Para empezar, comenzamos reescribiendo













donde δ ba es la función delta de Kronocker que devuelve 1 si a = b y 0 en caso contrario.
Esta nueva función se compone de dos partes diferenciadas:
La parte relacionada con la propia instancia, compuesta por la información de las
matrices de distancia y ujo: di, jhp,q. Esta parte no varía en función de x.
La parte relacionada con el propio problema a resolver, compuesta por el producto
entre las funciones delta de Kronocker: δ px(i)δ
q
x( j).
Organizar la función objetivo de esta manera permite obtener una combinación lineal
de funciones (la parte relacionada con el problema) donde los coecientes son determi-
nados por la parte relacionada con la instancia. Esto nos interesa especialmente ya que
la combinación lineal de funciones elementales con una misma constante característi-
ca k es también una función elemental. Partiendo de este planteamiento, se formula una





ψi, j,p,qϕ(i, j)(p,q)(x) (3.12)
3.2 Landscapes 27





4. Tomando esto en cuenta, pode-
mos centrarnos en descomponer la parte relacionada con el problema (ϕ), ya que cual-
quier resultado que obtengamos puede ser extendido a una combinación lineal de ϕ , y
por lo tanto, a f . Considerando la función de vecindario basada en el operador swap,
diferenciamos tres escenarios distintos que analizaremos por separado:
1. i = j ∧ p = q: En este caso, ϕ(i, j)(p,q)=ϕ(i,i)(p,p). Los dos posibles valores de ϕ(i,i)(p,p)
son los siguientes:
ϕ (x) = 1: Toda solución x que cumpla x(i) = p tendrá n− 1 vecinos con
ϕ(y) = 0 y el resto de vecinos con ϕ(y) = 1. Esto se debe a que el operador
de vecindario swap modica la posición i en n− 1 vecinos (uno por cada




ϕ(y) = |N(x)|−n+1 (3.13)
ϕ (x) = 0: Toda solución x que cumpla x(i) 6= p tendrá un solo vecino con
ϕ(y) = 1 y el resto de vecinos con ϕ(y) = 0. Esto se debe a que el operador
de vecindario swap intercambia la posición i por la posición j tal que x( j) = p




ϕ(y) = 1 (3.14)














Este sistema se resuelve como c = |N(x)|− n y d = 1, lo que nos lleva a que a =
1− n|N(x)| y b =
1



















4Para facilitar la comprensión de las ecuaciones, a partir de este punto se omitirán los parámetros de
las funciones siempre que no haya confusión.
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Comparando las Ecuaciones 3.16 y 3.7 se deduce que la función ϕ(i,i)(p,p) puede ser
caracterizada por la ecuación de onda de Grover con k = n y ϕ̄ = 1n . Por lo tanto,
se trata de una función elemental.
2. i 6 6 6= j ∧ p 6 6 6= q: Para analizar este caso, debemos introducir una familia de funcio-




(i, j)(p,q) (x) =

α si x(i) = p∧ x( j) = q
β si x(i) = q∧ x( j) = p
γ si x(i) = p⊕ x( j) = q
ε si x(i) = q⊕ x( j) = p
ζ si x(i) 6= p,q∧ x( j) 6= p,q
(3.17)
donde 1≤ i, j, p,q≤ n con i 6= j y p 6= q. Los parámetros α , β , γ , ε y ζ son paráme-
tros reales (R) que se deben determinar de antemano, y el símbolo⊕ representa el
operador de disyunción exclusiva (XOR). Los cinco posibles valores para φ α,β ,γ,ε,ζ
(i, j)(p,q)
son los siguientes5:
φ (x) = α : Toda solución x que cumpla x(i) = p y x( j) = q tendrá un vecino
con φ(y) = β , 2(n−2) vecinos con φ(y) = γ y el resto de vecinos con φ(y) =
α . Por lo tanto:
∑
y∈N(x)
φ(y) = β +2(n−2)γ +(|N(x)|−2n+3)α (3.18)
φ (x) = β : Toda solución x que cumpla x(i) = q y x( j) = p tendrá un vecino
con φ(y) = α , 2(n−2) vecinos con φ(y) = ε y el resto de vecinos con φ(y) =
β . Por lo tanto:
∑
y∈N(x)
φ(y) = α +2(n−2)ε +(|N(x)|−2n+3)β (3.19)
5En aras de la brevedad, a partir de este punto se ha omitido la explicación sobre por qué cada caso
tiene una cierta cantidad de vecinos con valores de φ concretos. El razonamiento a seguir es completamente
equivalente al explicado en la casuística de ϕ(i,i)(p,p), solo que en vez de considerar una solo posición (i) y
un solo valor (p) ahora se consideran dos posiciones (i, j) y dos valores (p, q). Para más información, se
recomienda acudir a [13] y [14].
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φ (x) = γ : Toda solución x que cumpla x(i) = p o x( j) = q pero no ambas
tendrá un vecino con φ(y) = α , dos vecinos con φ(y) = ε , n−3 vecinos con
φ(y) = ζ y el resto de vecinos con φ(y) = γ . Por lo tanto:
∑
y∈N(x)
φ(y) = α +2ε +(n−3)ζ +(|N(x)|−n)γ (3.20)
φ (x) = ε : Toda solución x que cumpla x(i) = q o x( j) = p pero no ambas
tendrá un vecino con φ(y) = β , dos vecinos con φ(y) = γ , n−3 vecinos con
φ(y) = ζ y el resto de vecinos con φ(y) = ε . Por lo tanto:
∑
y∈N(x)
φ(y) = β +2γ +(n−3)ζ +(|N(x)|−n)ε (3.21)
φ (x) = ζ : Toda solución x que cumpla x(i) 6= p,q y x( j) 6= p,q tendrá dos
vecinos con φ(y) = γ , dos vecinos con φ(y) = ε y el resto de vecinos con
φ(y) = ζ . Por lo tanto:
∑
y∈N(x)
φ(y) = 2γ +2ε +(|N(x)|−4)ζ (3.22)

















α +2ε +(n−3)ζ +(|N(x)|−n)γ
β +2γ +(n−3)ζ +(|N(x)|−n)ε
2γ +2ε +(|N(x)|−4)ζ
 (3.23)
Este sistema puede ser resuelto para algunas combinaciones de valores de los pará-
metros α , β , γ , ε y ζ . En este caso, nos interesan las siguientes tres combinaciones:
a) α = n−3, β = 1−n, γ =−2, ε = 0, ζ =−1
b) α = n−3, β = n−3, γ = 0, ε = 0, ζ = 1
c) α = 2n−3, β = 1, γ = n−2, ε = 0, ζ =−1
Con la primera combinación (a), el sistema se resuelve6 como c= n(n−5)2 y d =−2n,
6Recordemos que el tamaño del vecindario derivado del operador swap es |N(x)|= n(n−1)2 .
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lo que nos lleva a que a = 1− 2n|N(x)| y b =
−2n
|N(x)| . Contando con esto, sustitui-





















Comparando las Ecuaciones 3.24 y 3.7 se deduce que la función φ 1(i, j)(p,q) puede
ser caracterizada por la ecuación de onda de Grover con k = 2n y φ̄ 1 =−1. Por lo
tanto, se trata de una función elemental.
Con la segunda combinación (b), el sistema se resuelve como c = (n−1)(n−4)2 y
d = 2(n− 3), lo que nos lleva a que a = 1− 2(n−1)|N(x)| y b =
2(n−3)
|N(x)| . Contando con
esto, sustituimos a y b en la Ecuación 3.9. Para simplicar, hemos denido que





















Comparando las Ecuaciones 3.25 y 3.7 se deduce que la función φ 2(i, j)(p,q) puede ser
caracterizada por la ecuación de onda de Grover con k = 2(n−1) y φ̄ 2 = n−3n−1 . Por
lo tanto, se trata de una función elemental.
Por último, con la tercera combinación (c), el sistema se resuelve como c = n(n−3)2
y d = n, lo que nos lleva a que a = 1− n|N(x)| y b =
n
|N(x)| . Contando con es-
to, sustituimos a y b en la Ecuación 3.9. Para simplicar, hemos denido que





















Comparando las Ecuaciones 3.26 y 3.7 se deduce que la función φ 3(i, j)(p,q) puede ser
caracterizada por la ecuación de onda de Grover con k = n y φ̄ 3 = 1. Por lo tanto,
se trata de una función elemental.
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La razón por la que estas tres funciones elementales (φ 1,φ 2, φ 3) resultan de especial
interés es que la función ϕ(i, j)(p,q) con i 6= j y p 6= q puede ser expresada como una


















Esta igualdad se demuestra en la Tabla 3.1 en la que se compara el valor del suma-
torio de los tres componentes de la combinación lineal con el valor de la función
ϕ(i, j)(p,q) en los cinco posibles escenarios.







n(n−2) ∑ ϕ (x)










x(i) = p⊕ x( j) = q −22n 0
n−2
n(n−2) 0 0
x(i) = q⊕ x( j) = p 0 0 0 0 0





Dado que en todos los casos ambos valores son equivalentes, queda demostrado
que la función ϕ(i, j)(p,q) con i 6= j y p 6= q se puede descomponer en tres funciones
elementales con distinta constante característica.
3. i = j⊕ p = q: En este caso, el valor de ϕ(i, j)(p,q) siempre será cero. Esto se debe a
que en el QAP no puede haber dos fábricas en una misma localización (si x(i) = p,
x(i) 6= q para todo q distinto de p) ni una misma fábrica en dos localizaciones (si
x(i) = p, x( j) 6= p para todo j distinto de i). Por ello, podemos dejar de lado este
caso a la hora de realizar la descomposición de ϕ .
En resumen, la función objetivo generalizada del QAP (Ecuación 3.12) puede ser expre-
sada como una combinación lineal de varias funciones elementales:






















Si agrupamos dichas funciones según su constante característica k7, nos quedamos con



































donde f1 tiene la constante k1 = 2n, f2 tiene la constante k2 = 2(n− 1) y f3 tiene la
constante k3 = n. Como hemos explicado anteriormente, f = f1 + f2 + f3. Estas tres
funciones elementales forman junto con el espacio de búsqueda del QAP y la función
de vecindario swap los tres landscapes elementales que componen la descomposición del
problema.
7Recordemos que la combinación lineal de funciones elementales con una misma constante caracterís-
tica es también una función elemental.
4. CAPÍTULO
Análisis de los landscapes de la descomposición
Uno de los objetivos que más interesan en la consecución de este trabajo es entender
mejor las características de los landscapes elementales derivados de la descomposición
del QAP (Sub-sección 3.2.2) de forma que podamos utilizar dicho conocimiento para
proponer algoritmos ecientes de optimización. En ese sentido, las características que
creemos que son más interesantes son:
1. El número de óptimos locales 1 que posee cada uno de los landscapes de la descom-
posición. Esta medida parece estar relacionada con la dicultad que entraña hallar
los óptimos globales [18][26], por lo que puede ser considerada como un indicati-
vo indirecto de la complejidad del problema al resolverlo mediante algoritmos de
búsqueda local.
2. La relación entre los landscapes de la descomposición y el landscape original del
QAP, centrándonos sobre todo en las regiones localmente óptimas del espacio de
búsqueda, es decir, aquellas en las que se agrupan los óptimos locales. De esta
forma, podemos estudiar qué landscapes de la descomposición tienen un mayor
peso en la estructura del problema.
Con esto en mente, hemos realizado un análisis de los landscapes de la descomposición
en un benchmark de instancias. Para facilitar la comprensión y legibilidad, a partir de
este punto los landscapes se denominarán de la siguiente forma:
1Dado que el QAP es un problema de minimización, siempre que hablemos de óptimos locales nos
referiremos a mínimos locales a menos que se indique lo contrario.
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L0: Landscape original del QAP cuya función objetivo ( f0) está descrita en las Ecua-
ciones 3.3 y 3.12.
L1: Primer landscape elemental de la descomposición del QAP cuya función obje-
tivo ( f1) está descrita en la Ecuación 3.29.
L2: Segundo landscape elemental de la descomposición del QAP cuya función ob-
jetivo ( f2) está descrita en la Ecuación 3.30.
L3: Tercer landscape elemental de la descomposición del QAP cuya función obje-
tivo ( f3) está descrita en la Ecuación 3.31.
Cabe recordar que en los cuatro landscapes el espacio de búsqueda (Ω) se compone por
el conjunto de todas las permutaciones de tamaño n siendo n la dimensión del problema,
mientras que la función de vecindario (N) se basa en el operador swap (Sección 3.2).
4.1. Instancias
La experimentación se ha realizado en base a 9 instancias extraídas de la librería QAPLIB
[27]. Dichas instancias tienen características muy variadas, ya que se ha intentado abar-
car un espectro muy amplio que nos permita comprobar cómo cambian las propiedades
de los landscapes en función de las características de la instancia a resolver. Debido a
las restricciones temporales del proyecto, no se han considerado tamaños mayores que
n = 30. Las instancias elegidas son las siguientes:
Bur26a, Bur26b, Bur26c [5]: La matriz de distancia de los problemas se compone
del tiempo de desplazamiento medio de un estenotipista entre las teclas de una
máquina de escribir, mientras que la matriz de ujo representa las frecuencias de
aparición de los distintos pares de letras calculadas a partir de 100,000 pares de
ejemplo en varios idiomas. El objetivo es encontrar la conguración de letras en
el teclado de la máquina de escribir que minimice el tiempo medio de escritura. El
tamaño de las instancias es n = 26.
Tai15b, Tai20b [28][29]: Las matrices de distancia y ujo de los problemas están
generadas de forma aleatoria pero no uniforme para asemejarse a problemas de la
vida real. El tamaño de las instancias es n = 15 para Tai15b y n = 20 para Tai20b.
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Chr15a [30]: La matriz de distancia del problema se corresponde con la matriz de
adyacencia de un árbol ponderado, mientras que la matriz de ujo se corresponde
con la matriz de adyacencia de un grafo completo. Este caso particular del QAP en
el que una de las matrices tiene estructura de árbol se denomina QAP-árbol [31].
El tamaño de la instancia es n = 15.
Esc16a [32]: Los datos del problema provienen del análisis de circuitos secuencia-
les auto-comprobables donde el objetivo es minimizar el hardware necesario para
realizar las comprobaciones. El tamaño de la instancia es n = 16.
Had20 [33]: La matriz de distancia del problema se compone de las distancias de
Manhattan de un complejo celular conectado en el plano, mientras que la matriz de
ujo está generada con valores muestreados uniformemente del intervalo [1,10].
El tamaño de la instancia es n = 20.
Rou20 [34]: Las matrices de distancia y ujo del problema están generadas con
valores muestreados del intervalo [1,100]. El tamaño de la instancia es n = 20.
Uno de los aspectos que nos interesa comprobar en esta experimentación es el impacto
que tiene la simetría2 de las matrices de distancia y ujo de las que se componen las
instancias en las propiedades de los landscapes de la descomposición. Por este motivo,
hemos decidido agrupar las 9 instancias en base a esta característica:
Matrices de distancia y ujo asimétricas: Bur26a, Bur26b, Bur26c.
Matriz de distancia simétrica y matriz de ujo asimétrica: Tai15b, Tai20b.
Matrices de distancia y ujo simétricas: Chr15a, Esc16a, Had20, Rou20.
Como se puede observar, ninguna de las instancias escogidas tiene una matriz de distan-
cia (Dn×n) asimétrica y una matriz de ujo (Hn×n) simétrica. Esto se debe a que, dadas
dos matrices An×n y Bn×n, resolver una instancia I1 con D=A y H =B es completamente
equivalente a resolver otra instancia I2 con D = B y H = A si para I1 consideramos la




donde x(i) es la localización a la que se
asigna la fábrica i. Esto también se cumple para cada uno de los landscapes de la descom-
posición, por lo que las características que observemos en las instancias en las que D es
simétrica y H asimétrica se pueden extrapolar a las instancias en las que D es asimétrica
y H simétrica, permitiéndonos así ahorrarnos varias experimentaciones redundantes.
2Una matriz An×n es simétrica si y solo si ai, j = a j,i para todo 1≤ i, j ≤ n.
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4.2. Número de óptimos locales
En esta sección nos centraremos en analizar la estructura de los distintos landscapes
de la descomposición desde el punto de vista del número de óptimos locales que posee
cada uno de ellos. Con este objetivo, hemos realizado dos experimentos distintos pero
estrechamente relacionados:
1. Estimar el número de óptimos locales (Sub-sección 4.2.1).
2. Agrupar los óptimos locales en mesetas (Sub-sección 4.2.2).
4.2.1. Experimento 1: Estimación del número de óptimos locales
Contabilizar de forma exacta el número total de óptimos locales en las instancias elegidas
no es una opción temporalmente viable, por lo que se ha optado por utilizar un método
de estimación que nos permita obtener valores aproximados. Por este motivo, hemos
considerado la revisión de técnicas de estimación de óptimos locales propuesta en [18],
y en base a ella se ha seleccionado el estimador ChaoLee2 [35]. La razón por la que se ha
optado por este método es que en [18] se recomienda su uso cuando el tamaño de muestra
elegido es pequeño en comparación con el número total de óptimos locales, algo que es
muy probable en nuestro caso debido a la alta cardinalidad del espacio de búsqueda del
QAP. Aunque ChaoLee2 fue propuesto inicialmente para estimar la cantidad de especies
en una población, es posible adaptarlo a este problema de la siguiente forma:
1. Dada una muestra aleatoria de soluciones uniformemente distribuida S = {x1,x2,
...,xM} ⊂Ω, se realiza una búsqueda local partiendo de cada solución xi ∈ S.
2. A partir de las M búsquedas locales realizadas se obtienen r óptimos locales dis-
tintos {x∗1,x∗2, ...,x∗r} (r ≤M).
De esta manera, podemos considerar que S es una muestra de individuos en la que se han
hallado r especies distintas. Esto nos permite utilizar el método ChaoLee2 para estimar la
cantidad de especies en toda la población, o dicho de otra forma, el número de óptimos
locales en todo el espacio de búsqueda. En este proyecto, la búsqueda local implementada
para obtener los datos muestrales es el método Iterative Best Improvement (Algoritmo 1).
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Algorithm 1 Iterative Best Improvement.
Input:
x - Solución inicial (x ∈Ω) f - Función objetivo N - Función de vecindario
Output:
x∗ - Óptimo local (x∗ ∈Ω)
1: procedure Mejora_Iterativa (x, f ,N)
2: x∗← x
3: Me jora← True
4: while Me jora = True do
5: Vecindario← N(x∗)
6: Me jora← False
7: for y ∈Vecindario do
8: if f (y)< f (x∗) then . Suponemos minimización.
9: x∗← y




14: return x∗ . Óptimo local de f con la función de vecindario N.
15: end procedure
Al igual que otros métodos similares, ChaoLee2 requiere la denición de lo que se conoce
como óptimos fáciles de encontrar (especies abundantes) y óptimos difíciles de encontrar
(especies raras). Un óptimo local se considera fácil de encontrar si aparece más de δ veces
en la muestra, mientras que si aparece δ veces o menos se considera difícil de encontrar.
El estimador se basa en el número de óptimos locales en cada grupo para realizar las
estimaciones. Si bien δ puede tomar cualquier valor razonable, existen estudios [36] que
recomiendan utilizar δ = 10.
Uno de los inconvenientes de este enfoque es que ChaoLee2 produce resultados impreci-
sos cuando la gran mayoría de los óptimos locales encontrados solo aparecen una vez en
la muestra. Esto ocurre cuando la cantidad de búsquedas realizadas es demasiado peque-
ña en comparación con el número total de óptimos locales, por lo que si el landscape a
analizar es muy rugoso, es decir, tiene muchos óptimos locales, es necesario adoptar en-
foques alternativos. En estos casos, la estrategia utilizada consiste en tomar una muestra
aleatoria de soluciones uniformemente distribuida S = {x1,x2, ...,xM} ⊂Ω y comprobar
qué porcentaje de soluciones xi ∈ S son óptimos locales. Suponiendo que la proporción
de óptimos locales en la muestra se corresponde con la proporción de óptimos locales
en todo el espacio de búsqueda, este porcentaje nos servirá para sacar conclusiones. A
este método de estimación alternativo lo denominamos CountOptima.
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Experimentación y resultados
Las muestras utilizadas en las estimaciones constan de 200,000 búsquedas locales por
instancia y landscape. El número de óptimos locales distintos hallados en cada caso se
indica en la Tabla 4.1.
Tabla 4.1: Número de óptimos locales distintos obtenidos tras realizar 200,000 búsquedas locales
en L0, L1, L2 y L3 para cada instancia comenzando desde soluciones aleatorias. Las instancias han
sido agrupadas según la simetría de las matrices de distancia (D) y ujo (H).
Bur26a Bur26b Bur26c Tai15b Tai20b Chr15a Esc16a Had20 Rou20
L0 169.606 196.590 149.738 2.046 23.251 37.405 199.580 34.267 187.232
L1 190.491 199.979 195.252 200.000 200.000 200.000 200.000 200.000 200.000
L2 83.134 141.689 55.346 5.125 17.942 41.893 199.580 95.927 193.590
L3 13.823 199.057 40.837 2 1 4 200.000 768 1
 D, H asimétricas.  D simétrica, H asimétrica.  D, H simétricas.
En base a estos resultados, hemos aplicado el método ChaoLee2 con δ = 10 tal y como
se recomienda en [36] para estimar el número de óptimos locales en todo el espacio de
búsqueda. En los casos en los que el número de óptimos distintos hallados en la muestra
excede los 190,000 (> 95% del total de búsquedas), se ha realizado una estimación com-
plementaria mediante el método CountOptima con 200,000 soluciones aleatorias. Los
resultados obtenidos se indican en la Tabla 4.2.
Tabla 4.2: Estimación de óptimos locales a partir de los resultados muestrales obtenidos (Tabla
4.1). Los casos marcados en rojo implican que el número de óptimos locales distintos hallados en
la muestra es superior a 190,000, por lo que en dichos casos se ha utilizado el método alternativo
CountOptima con 200,000 soluciones aleatorias para estimar el porcentaje de óptimos locales en
el espacio de búsqueda.
Bur26a Bur26b Bur26c Tai15b Tai20b Chr15a Esc16a Had20 Rou20
ChaoLee2 1.569.731 6.552.437 1.304.359 2.131 41.131 59.098 47.715.522 94.832 4.402.028L0
CountOptima - 0,00% - - - - 0,0015% - -
ChaoLee2 5.457.456 952.280.952 6.968.950 inf. inf. inf. inf. inf. inf.L1
CountOptima 0,00% 0,00% 0,00% 100,0% 100,0% 100,0% 100,0% 100,0% 100,0%
ChaoLee2 279.052 1.147.330 145.401 5.787 28.443 72.729 47.715.522 445.087 6.151.671L2
CountOptima - - - - - - 0,0015% - 0,00%
ChaoLee2 13.823 21.300.868 41.400 2 1 4 inf. 768 1L3
CountOptima - 0,00% - - - - 100,00% - -
Los resultados de este experimento presentan escenarios muy distintos dependiendo de
la simetría de las matrices que forman las instancias:
En las instancias en las que alguna de las matrices es simétrica (Tai15b, Tai20b,
Chr15a, Esc16a, Had20, Rou20), el porcentaje de óptimos locales en el espacio de
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búsqueda del landscape L1 estimado por el método CountOptima es del 100,00%
en todos los casos, es decir, ninguna de las 200,000 soluciones aleatorias que se han
considerado en cada instancia tiene una solución mejor que ella en su vecindario.
Por otro lado, en la mayoría de dichas instancias el landscape L3 cuenta con muy
pocos óptimos locales según el método ChaoLee2, llegando a tener una estimación
de menos de 10 óptimos distintos en cuatro de las seis instancias analizadas.
En las instancias asimétricas (Bur26a, Bur26b, Bur26c), la única característica co-
mún a las tres instancias analizadas es que, según el método ChaoLee2, el landscape
L1 tiene un número estimado de óptimos locales mucho mayor que L2 y L3.
Cabe destacar que hay varios casos en los que el método ChaoLee2 estima que el número
de óptimos locales en el espacio de búsqueda es innito, lo cual es imposible. Esto ocurre
cuando todos los óptimos locales encontrados en las búsquedas aparecen una única vez
en la muestra, es decir, cuando se encuentran 200,000 óptimos distintos. En estos casos,
el tamaño de la muestra es tan pequeño respecto al número total de óptimos locales que
el estimador da error. De forma similar, el método CountOptima también produce resul-
tados imposibles cuando la muestra es demasiado pequeña, indicando que el porcentaje
de óptimos locales en el espacio de búsqueda es del 0,00%3.
4.2.2. Experimento 2: Agrupación en mesetas
En el primer experimento los óptimos locales han sido considerados de forma indepen-
diente, por lo que hay aspectos que inuyen en la estructura de los landscapes que no
hemos tenido en cuenta. Uno de dichos aspectos son las mesetas compuestas por óptimos
locales [37]. Una meseta es un conjunto de soluciones P⊆Ω en el que para todo x,y ∈ P
se cumple f (x) = f (y) y existe un camino (x = a1,a2, ...,ak = y) tal que para todo i se
cumple ai ∈ P y ai+1 ∈ N(ai). Una meseta compuesta por óptimos locales se comporta
como una única región localmente óptima al aplicar algoritmos de búsqueda local, por
lo que un landscape en el que la mayoría de óptimos se agrupan en unas pocas mesetas
puede ser mucho menos rugoso de lo que indican las estimaciones. Por este motivo, para
profundizar más en las características de los landscapes, hemos agrupado en mesetas los
óptimos locales hallados en las búsquedas locales del primer experimento. Debido a las
limitaciones temporales del proyecto, esta experimentación se ha llevado a cabo de la
siguiente forma:
3Aunque se barajó la posibilidad de aumentar los tamaños de muestra para subsanar estos errores, las
limitaciones temporales del proyecto lo impidieron.
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Θ ⊂ Ω es el conjunto de óptimos locales que han sido hallados en la muestra de
búsquedas locales.
Dados dos óptimos locales x∗,y∗ ∈Θ , consideramos que ambas soluciones pertene-
cen a una misma meseta si f (x∗)= f (y∗) y existe un camino (x∗= a∗1,a∗2, ..,a∗k = y∗)
tal que para todo i se cumple a∗i ∈Θ y a∗i+1 ∈ N(a∗i ).
Considerar solo los óptimos locales hallados en la muestra (a∗i ∈Θ ) nos permite acelerar
los cálculos necesarios para esta experimentación, aunque los resultados no son tan pre-
cisos ya que podríamos estar considerando como dos mesetas distintas dos conjuntos de
soluciones unidos por un camino de óptimos locales (b∗1,b∗2, ...,b∗k) en el que para todo
i se cumple b∗i /∈Θ . Estos errores son más pronunciados cuantos más óptimos locales
tenga el landscape, ya que el número de óptimos locales b∗i /∈Θ aumenta de forma pro-
porcional. De todos modos, esta experimentación nos permite obtener una cota superior
aproximada del número de mesetas localmente óptimas en las muestras con un coste
computacional asumible.
Experimentación y resultados
Los resultados muestrales utilizados en esta experimentación son los obtenidos en las
búsquedas locales del primer experimento (Tabla 4.1). La cota superior aproximada del
número de mesetas en las que se pueden agrupar los óptimos locales hallados en las
búsquedas se indica en la Tabla 4.3.
Tabla 4.3: Cota superior del número de mesetas en las que se pueden agrupar los óptimos locales
hallados en las muestras (Tabla 4.1). El número total de óptimos locales distintos se indica entre
paréntesis. Se han omitido los casos en los que el porcentaje de óptimos locales estimado para
todo el espacio de búsqueda es del 100,00% (Tabla 4.2).































































Para visualizar mejor las diferencias, en la Tabla 4.4 se muestra el porcentaje de dis-
minución del número de mesetas localmente óptimas con respecto al número total de
4.2 Número de óptimos locales 41








donde m es el número de mesetas y o el número total de óptimos locales.
Tabla 4.4: Porcentaje de disminución del número de mesetas localmente óptimas con respecto
al número total de óptimos locales distintos hallados en las muestras (Tabla 4.1). Se han omitido
los casos en los que solo se ha encontrado un óptimo local o el porcentaje de óptimos locales
estimado para todo el espacio de búsqueda es del 100,00% (Tabla 4.2).
Bur26a Bur26b Bur26c Tai15b Tai20b Chr15a Esc16a Had20 Rou20
L0 24,66% 9,31% 30,40% 0,00% 0,00% 1,22% 3,81% 22,41% 0,00%
L1 8,52% 0,20% 5,02% - - - - - -
L2 53,62% 45,36% 59,50% 0,00% 0,00% 0,00% 3,81% 48,04% 0,00%
L3 99,99% 14,67% 99,99% 100,00% - 100,00% - 100,00% -
Si bien agrupar en mesetas los óptimos locales hallados en las muestras conlleva va-
riaciones en los resultados de L1 y L2 en algunas de las instancias (sobre todo en las
asimétricas), en general el landscape que más se ve afectado es L3. De hecho, en las ins-
tancias en las que alguna de las matrices es simétrica (Tai15b, Tai20b, Chr15a, Esc16a,
Had20, Rou20), L3 parece contar con una única meseta localmente óptima en todos los
casos analizados. En las instancias asimétricas (Bur26a, Bur26b, Bur26c), por otro lado,
el porcentaje de disminución en L3 es del 99,99% en dos de los tres casos, lo cuál resulta
en menos de 10 mesetas localmente óptimas en las instancias Bur26a y Bur26c.
4.2.3. Conclusiones
En las instancias en las que alguna de las matrices es simétrica (Tai15b, Tai20b,
Chr15a, Esc16a, Had20, Rou20), tal y como observamos en el primer experimento,
el porcentaje de óptimos locales estimado en el espacio de búsqueda del landscape
L1 es del 100,00%. Esto puede ocurrir por dos motivos:
1. Se trata de un landscape extremadamente rugoso, con muchas regiones lo-
calmente óptimas distintas.
2. Se trata de un landscape cuya función objetivo tiene un valor constante en
todo el espacio de búsqueda.
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De acuerdo con lo señalado en [38], en este caso la opción correcta es la segunda,
es decir, el valor de la función objetivo de L1 es constante para todo x ∈Ω cuando
la matriz de distancia y/o la matriz de ujo son simétricas. Hasta donde llega nues-
tro conocimiento esta armación no ha sido demostrada formalmente en trabajos
previos de la literatura, por lo que en el Anexo A de este proyecto hemos incluido
una demostración matemática de esta característica de L1.
En las instancias en las que alguna de las matrices es simétrica (Tai15b, Tai20b,
Chr15a, Esc16a, Had20, Rou20), el espacio de búsqueda del landscape L3 parece
tener muy pocas regiones óptimas. De hecho, en la mayoría de las instancias de
este tipo solo se ha hallado una única meseta localmente óptima en L3, lo que lo
convierte en un landscape relativamente simple a la hora de resolverlo mediante
algoritmos de búsqueda local. Como caso particular, en la instancia Esc16a nos
encontramos con una situación similar a la del landscape L1 (100,00% de óptimos
locales), por lo que sospechamos que en este caso la función objetivo de L3 también
podría ser constante en todo el espacio de búsqueda.
En base a los dos puntos anteriores, el landscape L2 parece ser el más rugoso de
los landscapes de la descomposición en las instancias en las que alguna de las ma-
trices es simétrica (Tai15b, Tai20b, Chr15a, Esc16a, Had20, Rou20). De hecho, este
landscape parece ser el que más se asemeja a L0 en cuanto al número estimado
de óptimos locales, por lo que sospechamos que ambos landscapes pueden estar
especialmente relacionados en este tipo de instancias.
En las instancias asimétricas (Bur26a, Bur26b, Bur26c), el landscape L1 parece ser el
más rugoso de los landscapes de la descomposición. Esta es la principal diferencia
entre las instancias simétricas y asimétricas, ya que cabe recordar que en Tai15b,
Tai20b, Chr15a, Esc16a, Had20 y Rou20 la función objetivo del landscape L1 es
constante.
En las instancias asimétricas (Bur26a, Bur26b, Bur26c), el espacio de búsqueda del
landscape L3 también parece tener pocas regiones óptimas. De hecho, en dos de
las instancias analizadas (Bur26a, Bur26c) el número de mesetas localmente ópti-
mas halladas en el segundo experimento es inferior a 10. La única excepción es
la instancia Bur26b, pero dado que se trata de una instancia con un alto número
de óptimos locales en comparación con las demás, es posible que la cota superior
calculada en la experimentación esté muy alejada del número real de mesetas.
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4.3. Relación entre landscapes
En esta sección estudiaremos la relación entre el landscape original del QAP y los lands-
capes de la descomposición para comprobar cuál de los landscapes elementales tiene una
mayor inuencia en la estructura del problema a resolver. Con este objetivo, hemos rea-
lizado dos experimentos:
1. Cuanticar la correlación lineal entre los valores de las funciones objetivo (Sub-
sección 4.3.1).
2. Estimar el porcentaje de óptimos locales compartidos entre landscapes (Sub-sección
4.3.2).
4.3.1. Experimento 3: Correlación lineal entre funciones objetivo
Lo primero que hemos comprobado a la hora de analizar la relación entre los landscapes
es si el tness en las funciones objetivo f1, f2 y f3 guarda alguna dependencia lineal con
el tness en la función objetivo f0. Para ello, se ha seleccionado una muestra aleatoria
de soluciones uniformemente distribuida S = {x1,x2, ...,xM} ⊂ Ω para cada una de las
instancias y, en base a sus valores de tness, se ha estimado el coeciente de correlación
de Pearson [39] entre las funciones objetivo de los distintos landscapes. El motivo por el
que hemos elegido esta medida sobre otras como la covarianza es que el coeciente de
correlación de Pearson es independiente de la escala de las variables, lo cual nos interesa
en este caso ya que las funciones objetivo tienen escalas muy diferentes.
El coeciente de correlación de Pearson (r) es una medida de dependencia lineal acotada
en el intervalo [−1,1] que nos indica el nivel de correlación lineal entre dos variables
cuantitativas X e Y . Cuanto más cerca de 1 esté el valor de r, mayor será la correlación
lineal positiva entre ambas variables (X ↑⇔Y ↑), mientras que cuanto más cerca esté de
−1, mayor será la correlación lineal negativa (X ↑⇔ Y ↓). Si r ≈ 0, entonces el valor de
las dos variables no tendrá ninguna correlación lineal. Dada una muestra de tamaño M,
el coeciente de correlación de Pearson se puede estimar de la siguiente forma:
r =













donde xi e yi son los valores de las variables X e Y en el elemento i-ésimo de la muestra.
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Experimentación y resultados
Las muestras seleccionadas para realizar esta experimentación constan de 10,000 solu-
ciones aleatorias por instancia. En la Figura 4.1 se compara de forma visual el tness de











Figura 4.1: Representación gráca de los valores de tness de 10,000 soluciones aleatorias para
cada instancia (azul). El eje X de las grácas marca el tness de las soluciones en f0, mientras que
el eje Y marca el tness de las soluciones en f1, f2 y f3 respectivamente. Como punto de referencia,
también se representan los 1,000 mejores óptimos locales de L0 (rojo) y los 1,000 mejores óptimos
locales del landscape de la descomposición correspondiente (verde) encontrados en las búsquedas
locales del primer experimento (Tabla 4.1).
Como se puede apreciar, en algunos de los casos las soluciones aleatorias están muy
agrupadas entorno a la diagonal de la gráca. Esto se puede ver principalmente en la
comparación entre las funciones objetivo f0 y f2 en las instancias en las que ambas
matrices son simétricas (Chr15a, Esc16a, Had20, Rou20), por lo que ya a simple vista
se intuye una fuerte correlación lineal positiva entre dichas funciones en este tipo de
instancias. En el resto de casos, sin embargo, las soluciones aleatorias están en general
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más distribuidas por toda la gráca, por lo que no podemos sacar conclusiones sin antes
cuanticar de forma más precisa las correlaciones. Una notable excepción es el caso de
la función f1 en las instancias en las que alguna de las matrices es simétrica (Tai15b,
Tai20b, Chr15a, Esc16a, Had20, Rou20), ya que como hemos explicado anteriormente su
valor es constante en todo el espacio de búsqueda.
En base a las muestras de soluciones aleatorias generadas, se ha estimado el coeciente
de correlación de Pearson entre el tness en f0 y el tness en f1, f2 y f3 para cada una
de las instancias. Los resultados obtenidos se indican en la Tabla 4.5.
Tabla 4.5: Coeciente de correlación de Pearson entre el tness en f0 y el tness en f1, f2 y f3
estimado a partir de las muestras aleatorias (Figura 4.1). La función objetivo que tiene la mayor
correlación lineal positiva con f0 en cada caso está marcada en verde.
Bur26a Bur26b Bur26c Tai15b Tai20b Chr15a Esc16a Had20 Rou20
f1 0,182985 0,182161 0,178930 0,00 0,00 0,00 0,00 0,00 0,00
f2 0,604764 0,641440 0,587050 -0,016312 0,650269 0,952239 1,00 0,838233 0,924578
f3 0,774646 0,744030 0,785484 0,999997 0,758697 0,303525 0,00 0,554388 0,365383
Lo primero que podemos observar es que en prácticamente todos los casos encontra-
mos una correlación lineal nula o positiva (r ≥ 0) entre f0 y las funciones objetivo de
los landscapes de la descomposición, lo cuál tiene sentido ya que f0 se calcula como la
suma de f1, f2 y f3. Teniendo esto en cuenta, los resultados de este experimento presen-
tan escenarios muy distintos dependiendo de la simetría de las matrices que forman las
instancias:
Tal y como hemos apreciado previamente en las grácas, en las instancias en las
que ambas matrices son simétricas (Chr15a, Esc16a, Had20, Rou20) la función obje-
tivo f2 es la que más correlación lineal positiva presenta con f0, con un coeciente
de correlación lineal mayor que 0,90 en tres de las cuatro instancias. Además, en
estos casos las funciones f1 y f0 tienen un coeciente de correlación lineal de 0
debido a que el valor de f1 es constante.
En las instancias en las que solo una de las matrices es simétrica (Tai15b, Tai20b),
la función objetivo f3 es la que más correlación lineal positiva presenta con f0,
aunque con una importante variabilidad entre ambas instancias. Además, en estos
casos las funciones f1 y f0 tienen un coeciente de correlación lineal de 0 debido
a que el valor de f1 es constante.
En las instancias asimétricas (Bur26a, Bur26b, Bur26c), los resultados obtenidos
son muy similares en las tres instancias analizadas, siendo en los tres casos la
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función objetivo f3 la que más correlación lineal positiva presenta con f0 (r ≈
0,75), seguida por f2 (r ≈ 0,60) y f1 (r ≈ 0,18).
Cabe destacar que la información que nos proporciona el coeciente de correlación de
Pearson entre las funciones objetivo es prácticamente equivalente a los resultados que
se obtienen al calcular los coecientes Wi utilizados para el cálculo de la auto-correlación
[40] que se describen en la Ecuación 22 de [14] (Anexo B). Esto nos sugiere que el enfoque
utilizado en este experimento es de utilidad a la hora de cuanticar la relación entre los
landscapes de la descomposición y el landscape original del QAP.
4.3.2. Experimento 4: Porcentaje de óptimos locales compartidos
Una vez analizada la relación entre los valores de tness en las distintas funciones ob-
jetivo, queda comprobar si las similitudes que hemos encontrado se mantienen cuando
consideramos la estructura de vecindario. Con este objetivo, hemos calculado el porcen-
taje de óptimos locales de L0 hallados en las búsquedas locales del primer experimento
que también son óptimos locales de L1, L2 o L3. Esta métrica nos sirve para hacernos una
idea sobre qué landscapes comparten más regiones localmente óptimas con L0 en cada
tipo de instancia, algo que puede ser de interés a la hora de diseñar algoritmos de bús-
queda local que resuelvan el QAP haciendo uso de los landscapes de la descomposición.
Experimentación y resultados
Los resultados muestrales utilizados en esta experimentación son los obtenidos en las
búsquedas locales del primer experimento (Tabla 4.1). El porcentaje de óptimos locales
de L0 hallados en las búsquedas que también son óptimos locales de L1, L2 o L3 se indica
en la Tabla 4.6.
Tabla 4.6: Porcentaje de óptimos locales de L0 hallados en las muestras (Tabla 4.1) que también
son óptimos locales de L1, L2 o L3. Se han omitido los casos en los que el porcentaje de óptimos
locales estimado para todo el espacio de búsqueda es del 100,00% (Tabla 4.2).
Bur26a Bur26b Bur26c Tai15b Tai20b Chr15a Esc16a Had20 Rou20
L1 0,00% 0,00% 0,00% - - - - - -
L2 0,00% 0,00% 0,00% 0,68% 0,19% 9,57% 100,00% 0,89% 39,19%
L3 0,00% 0,00% 0,00% 0,00% 0,00% 0,00% - 0,00% 0,00%
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El único landscape que parece compartir un número signicativo de los óptimos locales
de L0 es el landscape L2. Esto se puede observar principalmente en las instancias con
ambas matrices simétricas (Chr15a, Esc16a, Had20, Rou20), y en menor medida en las
instancias en las que solo una de las matrices es simétrica (Tai15b, Tai20b). En las instan-
cias asimétricas (Bur26a, Bur26b, Bur26c), sin embargo, ninguno de los landscapes de la
descomposición parece compartir óptimos locales con L0, ya que el porcentaje calculado
es del 0,00% en todos los casos.
Toda esta información también se puede apreciar de forma visual en la Figura 4.1 del
tercer experimento. Si observamos los puntos verdes y rojos que simbolizan los 1,000
mejores óptimos locales de los distintos landscapes, podemos comprobar que en los casos
en los que el porcentaje de óptimos locales compartidos es mayor los colores se solapan
en algunas regiones de la gráca, lo cuál signica que los óptimos locales de ambos
landscapes tienen valores de tness similares. Lo contrario ocurre en los casos en los que
los landscapes no comparten óptimos locales, ya que en general en estos casos los puntos
verdes y rojos están mucho más separados entre sí.
4.3.3. Conclusiones
En las instancias en las que ambas matrices son simétricas (Chr15a, Esc16a, Had20,
Rou20), el landscape L2 parece ser el landscape de la descomposición que más in-
uencia la estructura de L0. Esto se ha comprobado desde dos puntos de vista
distintos:
1. En el tercer experimento, f2 es la función objetivo que tiene mayor correla-
ción lineal positiva con f0.
2. En el cuarto experimento, L2 es el único landscape que comparte un porcen-
taje signicativo de los óptimos locales de L0.
Esto conrma las sospechas indicadas en las conclusiones de la Sección 4.2, en
las que mencionábamos que el número estimado de óptimos locales de L0 y L2
parecía indicar que ambos landscapes guardaban algún tipo de relación en este
tipo de instancias. Como caso particular, es interesante destacar que en la instancia
Esc16a la estructura de los landscapes L0 y L2 es prácticamente equivalente (r = 1
y 100,00% de óptimos compartidos).
En las instancias en las que solo una de las matrices es simétrica (Tai15b, Tai20b),
nos encontramos con resultados diferentes dependiendo de si tenemos en cuenta
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la estructura de vecindario o no. Por un lado, f3 parece ser la función objetivo que
más correlación lineal positiva tiene con f0, mientras que por otro, el landscape
L2 es el único que parece compartir óptimos locales con L0. De todos modos, el
porcentaje estimado de óptimos compartidos es bastante reducido en ambos casos
(< 1,00%), por lo que sospechamos que esta propiedad no es tan relevante y se
debe a alguna característica propia de Tai15b y Tai20b. Por lo tanto, sería recomen-
dable considerar más instancias de este tipo para tener una visión más global de
sus propiedades.
En las instancias asimétricas (Bur26a, Bur26b, Bur26c), ninguno de los landsca-
pes de la descomposición parece inuenciar de forma predominante la estructura
de L0. Si bien las funciones objetivo f2 y f3 parecen tener una correlación lineal
positiva signicativa con f0 (r > 0,50), cuando consideramos los óptimos locales
de cada landscape no encontramos ninguna relación (0,00% de óptimos compar-
tidos). Esto nos sugiere que este tipo de instancias podrían tener una estructura




Una vez analizadas las características de los landscapes elementales que se obtienen de
la descomposición del QAP, en este capítulo desarrollamos varios algoritmos heurísti-
cos de optimización [9] que tratan de dar un paso adelante en términos de rendimiento
haciendo uso de lo aprendido en capítulos anteriores1. En concreto, proponemos dos mé-
todos distintos: un algoritmo basado en la búsqueda local y un algoritmo evolutivo. En
las siguientes secciones explicaremos en detalle cada uno de los algoritmos propuestos
y realizaremos una comparación de rendimiento entre ellos mediante un análisis esta-
dístico. Para mantener la coherencia a lo largo del documento, seguiremos utilizando la
nomenclatura descrita al principio del Capítulo 4 para referirnos a los landscapes y sus
componentes.
5.1. Algoritmo de búsqueda local
Los algoritmos de búsqueda local [10] son métodos heurísticos de optimización que re-
corren el espacio de búsqueda del problema utilizando la estructura de vecindario para
pasar de una solución a otra. Una búsqueda local, por lo tanto, se puede denir de for-
ma resumida como un camino (x0,x1,x2, ...,xk) tal que para todo i se cumple xi ∈ Ω y
xi+1 ∈N(xi), donde N es una función de vecindario (Sección 3.2) y xi es la solución actual
en la i-ésima iteración del algoritmo.
1El código de los algoritmos implementados para este capítulo se encuentra disponible en el siguiente
enlace: https://bitbucket.org/Xab_Ben/algoritmos/src/master/.
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Además de la función de vecindario, otra de las claves de este tipo de métodos es el
criterio mediante el que decidimos a qué solución vecina movernos en cada paso del
algoritmo. Dado que estamos tratando de optimizar, esta decisión se suele basar en el
tness de las soluciones candidatas. Suponiendo minimización, un ejemplo es el método
Iterative Best Improvement (Algoritmo 1) que utilizamos para la estimación de óptimos
locales de la Sub-Sección 4.2.1, en el cuál solo nos movemos de una solución x ∈ Ω a
otra solución y ∈ N(x) si f (y) < f (x), es decir, si hay una mejora en el tness. Este
método es una de las búsquedas locales más básicas, y sirve como base para muchos
otros algoritmos más complejos como el que vamos a proponer en esta sección.
5.1.1. Descripción del algoritmo desarrollado
El mayor problema que presentan los métodos de búsqueda local es que pueden quedarse
atrapados en óptimos locales de poca calidad, por lo que una gran parte del trabajo a rea-
lizar a la hora de desarrollar algoritmos de este tipo se resume en encontrar estrategias
que nos permitan escapar de los óptimos locales de manera eciente para alcanzar solu-
ciones con un mejor tness. En este proyecto, hemos diseñado una estrategia de escape
que se basa en las funciones objetivo de los landscapes de la descomposición. En concre-
to, el algoritmo que proponemos para optimizar el QAP se fundamenta en los siguientes
pasos:
1. Aplicamos una búsqueda local básica (Iterative Best Improvement) en base a la fun-
ción objetivo original f0 partiendo de una solución x ∈Ω. De esta forma, hallamos
una solución x∗ ∈Ω que es un óptimo local del problema para la función de vecin-
dario escogida N.
2. Para escapar del óptimo local, exploramos el vecindario N(x∗) en base a las dife-
rentes funciones objetivo de la descomposición ( f1, f2, f3). En este punto hay dos
opciones:
a) Encontramos una solución vecina y∈N(x∗) que mejora a x∗ en al menos una
de las funciones objetivo de la descomposición. Volvemos al paso 1 con x = y.
b) No encontramos ninguna solución vecina que mejore a x∗ en al menos una
de las funciones objetivo de la descomposición. Paramos la búsqueda y de-
volvemos la mejor solución encontrada hasta el momento según f0.
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El motivo por el que nos hemos decidido por esta estrategia es que f0 es una combina-
ción lineal de f1, f2 y f3, lo que implica que optimizar en una de las funciones objetivo
de la descomposición se traduce en optimizar en uno de los sub-objetivos que forman el
problema. Esta propiedad nos permite ampliar la búsqueda local a regiones prometedo-
ras del espacio de búsqueda a las que no se llegaría considerando solo f0, favoreciendo
además una mayor diversidad en las soluciones que se visitan.
Por lo tanto, el método que proponemos se inspira en el Variable Neighborhood Search
(VNS) [41], con la diferencia de que en este caso en lugar del vecindario lo que varía
es la función objetivo con la que medimos el tness de las soluciones. En base a esto, el
algoritmo desarrollado se ha denominado Variable Function Search (VFS). Los detalles de
este método se describen en el Algoritmo 2.
Algorithm 2 Variable Function Search.
Input:
x - Solución inicial (x ∈Ω) F1, ...,Fkmax - Conjunto de kmax funciones objetivo (kmax ≥ 1)
N - Función de vecindario Tabu - Criterio tabú
Output:
x∗ - Solución nal (x∗ ∈Ω)
1: procedure VFS (x,F,N,Tabu)
2: x∗← x
3: k← 1 . F1 es la función objetivo principal de la búsqueda.
4: while k ≤ kmax do
5: Vecindario← N(x)
6: Me jora← False
7: for y ∈Vecindario do
8: if Fk(y)< Fk(x)∧¬Tabu(y) then . Suponemos minimización.
9: x← y
10: Me jora← True
11: end if
12: end for
13: if Me jora = True then
14: k← 1







22: return x∗ . Mejor solución hallada en base a F1.
23: end procedure
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Tal y como se puede observar, el algoritmo VFS consta de dos tipos de funciones objetivo:
la función principal que se pretende optimizar y una o más funciones auxiliares que se
usan para escapar de los óptimos locales. Como hemos explicado previamente, en nuestro
caso la función objetivo principal es la del landscape original del QAP ( f0), mientras que
las funciones objetivo de los landscapes de la descomposición ( f1, f2, f3) sirven como
funciones auxiliares. En cuanto a la función de vecindario, hemos considerado la función
swap (Sección 3.2) ya que es la que se utiliza en la descomposición del problema.
Por último, cabe destacar que el VFS requiere un criterio tabú similar a los que se usan
en el Tabu Search [42] que limite a qué soluciones puede moverse el algoritmo en cada
paso. Esto se debe a que, como la función de vecindario no varía durante la ejecución,
al escapar de un óptimo local x∗ el algoritmo siempre se quedará en una solución veci-
na y ∈ N(x∗), siendo probable que en la siguiente iteración vuelva a moverse a x∗. En
consecuencia, el objetivo del criterio tabú es evitar este tipo de bucles impidiendo en
la medida de lo posible volver a soluciones ya visitadas. En este proyecto, esto ha sido
implementado mediante una lista tabú que guarda los movimientos de vecindario que
han sido realizados más recientemente, los cuáles no podrán volver a realizarse hasta
que salgan de la lista.
5.1.2. Experimentación y resultados
Con el objetivo de medir el rendimiento del algoritmo propuesto, hemos llevado a cabo
una experimentación en las instancias descritas en la Sección 4.1. Dado que el rendi-
miento del VFS depende en gran medida de las funciones auxiliares que se utilizan para
escapar de los óptimos locales, hemos probado todas las conguraciones que incluyan
f1, f2 y/o f3 para comprobar cuáles son más prometedoras. Además, hemos incluido un
Tabu Search como algoritmo baseline cuyo criterio tabú es el mismo que el implementa-
do en el VFS. Siendo n el tamaño de la instancia, el tamaño máximo de la lista tabú en
ambos algoritmos se ha establecido a n.
La experimentación consta de 100 repeticiones para cada escenario algoritmo-instancia
con un máximo de 1000n2 evaluaciones por repetición. En la Tabla 5.1 se compara la
mediana del tness de las soluciones obtenidas en cada caso en forma de mapa de calor.
De forma adicional, en la Figura 5.1 incluimos los box-plots calculados a partir de los
resultados de las ejecuciones para tener una visión más detallada sobre el rendimiento
de los algoritmos.
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Tabla 5.1: Mediana del tness en base a 100 repeticiones de los algoritmos. Los colores verdes
indican los valores más bajos de cada instancia, mientras que los colores rojos indican los valores
más altos. Se han omitido las conguraciones que incluyen f1 en las instancias en las que alguna
de las matrices es simétrica, ya que en dichos casos f1 es constante. Además, también se indica
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(d) Tai15b. (e) Tai20b.
(f) Chr15a. (g) Esc16a.
(h) Had20. (i) Rou20.
Figura 5.1: Box-plots generados a partir del tness de las soluciones obtenidas en 100 repeticiones
de los algoritmos. Se han omitido las conguraciones que incluyen la función f1 en las instancias
en las que alguna de las matrices es simétrica, ya que en dichos casos f1 es constante.
Lo primero que podemos observar en los resultados es que las funciones auxiliares que
se consideran en el VFS y el orden en el que estas se utilizan tiene un impacto reseñable
en el rendimiento del algoritmo. En concreto, nos encontramos con varias situaciones
distintas dependiendo de la simetría de las matrices que forman las instancias:
En las instancias en las que alguna de las matrices es simétrica (Tai15b, Tai20b,
Chr15a, Esc16a, Had20, Rou20), en general las conguraciones que mejor ren-
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dimiento presentan son aquellas que incluyen la función f3 entre sus funciones
auxiliares. Además, tal y como se observa en los box-plots, estas conguraciones
parecen presentar una menor dispersión en los resultados obtenidos.
En las instancias asimétricas (Bur26a, Bur26b, Bur26c), no hemos encontrado un
patrón claro sobre qué conguraciones son mejores, por lo que parece que en este
tipo de instancias es necesario estudiar cada caso de forma independiente. De to-
das formas, parece que la función auxiliar que más determina el rendimiento del
VFS es la primera de la conguración. En cuanto a la dispersión de los resultados
obtenidos, las conguraciones del VFS que comienzan con la función f3 son las
que menos variabilidad presentan.
En cuanto a la comparación de rendimiento entre el VFS y el algoritmo baseline, el méto-
do propuesto parece ser mejor en los casos en los que alguna de las matrices es asimétrica
(Bur26a, Bur26b, Bur26c, Tai15b, Tai20b). En las instancias en las que ambas matrices son
simétricas (Chr15a, Esc16a, Had20, Rou20), sin embargo, los resultados del VFS son en
general iguales o peores que los del Tabu Search independientemente de la conguración
de funciones auxiliares que utilicemos.
5.1.3. Conclusiones
En base a los resultados obtenidos y considerando los conocimientos extraídos en el
análisis del Capítulo 4, concluimos lo siguiente:
Tomando como punto de referencia el algoritmo baseline, el VFS parece ser espe-
cialmente prometedor en aquellas instancias en las que alguna de las matrices es
asimétrica (Bur26a, Bur26b, Bur26c, Tai15b, Tai20b).
Las conguraciones de funciones auxiliares que mejores resultados presentan en
el VFS parecen estar determinadas por las características de la instancia a resolver.
En concreto, algunas de las características que más parecen inuir son:
• El porcentaje de los óptimos locales de L0 que también son óptimos locales de
los landscapes de la descomposición (Sub-sección 4.3.2). En general, cuanto
menor sea dicho porcentaje para el landscape de la descomposición Li, más
ecaz resulta utilizar la función objetivo fi para escapar de los óptimos lo-
cales, y viceversa. Esto se debe a que si nos encontramos con una solución
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que es óptimo local tanto de L0 como de Li utilizar fi como función auxi-
liar no nos servirá para escapar del óptimo local, por lo que cuanto menor
sea la probabilidad de que esto ocurra mayor será la capacidad de escape del
algoritmo. Como ejemplo, en el caso de las instancias en las que alguna de
las matrices es simétrica (Tai15b, Tai20b, Chr15a, Esc16a, Had20, Rou20), el
landscape que menor porcentaje de óptimos locales comparte con L0 es el
landscape L3, lo que se corresponde con que las mejores conguraciones en
este tipo de instancias sean las que incluyen f3 como función auxiliar. En el
caso de las instancias asimétricas (Bur26a, Bur26b, Bur26c), por otro lado, se
estima que los tres landscapes de la descomposición tienen un 0,00% de óp-
timos compartidos con L0, lo que explicaría por qué no hay unanimidad en
este tipo de instancias.
• El número de óptimos locales en el espacio de búsqueda (Sub-secciones 4.2.1
y 4.2.2). Como ya mencionamos al inicio del Capítulo 4, esta característica
parece estar relacionada con la complejidad que entraña el proceso de bús-
queda local, por lo que utilizar como función auxiliar la función objetivo de un
landscape con pocos óptimos locales puede facilitar la convergencia del VFS.
Sin embargo, esto también puede llevar a una menor diversidad en los resul-
tados, ya que el proceso de búsqueda local se ve condicionado hacia las pocas
soluciones localmente óptimas que se derivan de la función auxiliar. Sospe-
chamos que es esto lo que ocurre en el caso de f3, puesto que el landscape al
que pertenece (L3) es el que menos óptimos locales tiene en prácticamente
todas las instancias analizadas.
5.2. Algoritmo evolutivo
Los algoritmos evolutivos [11] son métodos heurísticos de optimización que se inspi-
ran en la teoría de la evolución de las especies propuesta por Charles Darwin. Una de
las principales diferencias respecto a la búsqueda local es que los algoritmos evolutivos
no mantienen una única solución actual, si no que trabajan sobre un conjunto de so-
luciones llamado población que es optimizado mediante un proceso iterativo que imita
la evolución natural. Las variables que componen cada individuo en la población se co-
nocen como genes. En la Figura 5.2 se muestra un ejemplo de estos conceptos para la
codicación de soluciones que utilizamos en este proyecto.
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Figura 5.2: Ejemplo de gen, individuo y población con co-
dicación basada en permutaciones en el contexto de un
algoritmo evolutivo.
A la hora de optimizar la población, los algoritmos evolutivos hacen uso de un conjun-
to de operadores de búsqueda inspirados en procesos naturales. De forma general, los
operadores más importantes son los siguientes:
Operadores de selección: Seleccionan los individuos de la población que serán
utilizados para crear nuevos individuos mediante criterios basados en mantener
los genes más beneciosos. Se inspiran en la selección natural.
Operadores de recombinación: Combinan los genes de varios individuos selec-
cionados (denominados progenitores) para crear nuevos individuos. Se inspiran en
el proceso de reproducción del mundo animal.
Operadores de mutación: Modican de forma aleatoria uno o más genes de los
nuevos individuos para añadir diversidad al proceso de búsqueda. Se inspiran en
la mutación genética.
Según las características de los operadores, los algoritmos evolutivos se pueden dividir
en varias sub-categorías, entre las que se encuentran los algoritmos genéticos [43], la
programación evolutiva [44], las estrategias de evolución [45][46] o los algoritmos de
estimación de distribuciones [47].
5.2.1. Descripción del algoritmo desarrollado
A diferencia del algoritmo de búsqueda local, en este caso hemos tomado un algoritmo
evolutivo ya existente y lo hemos adaptado para mejorar su rendimiento mediante el uso
de la descomposición en landscapes elementales. En concreto, el algoritmo que hemos
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elegido para este propósito es el Multi-Objective Evolutionary Algorithm based on De-
composition (MOEA/D) [48]. En esta sub-sección tan solo explicaremos los fundamentos
básicos de dicho algoritmo, por lo que los detalles más especícos se pueden consultar
en el artículo original.
El MOEA/D es un algoritmo para la resolución de problemas de optimización multi-
objetivo (MOP), es decir, problemas en los que se dispone de un conjunto de funcio-
nes objetivo { f1(x), f2(x), ..., fm(x)} que se deben optimizar. Normalmente, como los
sub-objetivos del problema se pueden contradecir, no suele existir una solución que sea
óptima para todas las funciones de forma simultanea, por lo que la jerarquía entre las
soluciones se suele medir en base al criterio de dominancia de Pareto. Suponiendo mini-
mización, dadas dos soluciones x1,x2 ∈Ω, consideramos que x1 domina a x2 si y solo si
fi(x1)≤ fi(x2) para todo 1≤ i≤m y f j(x1)< f j(x2) para al menos un índice 1≤ j≤m.
Toda solución x∗ ∈ Ω que no sea dominada por ninguna otra solución en el espacio de
búsqueda se considera óptimo de Pareto, y es por denición un óptimo global. El con-
junto de todas las soluciones Pareto óptimas se denomina frente de Pareto (Figura 5.3).
Figura 5.3: Ejemplo de frente de Pareto para un
problema con dos funciones objetivo (F1, F2).
Uno de los problemas que presenta la dominancia de Pareto es que a priori no hay forma
de ordenar la calidad de las soluciones que no se dominan entre sí. Esto también ocurre
en el propio frente de Pareto, por lo que al resolver un MOP suele ser recomendable
encontrar tantos óptimos de Pareto como sea posible para posteriormente elegir uno
de ellos mediante criterios externos. En consecuencia, la meta de los algoritmos multi-
objetivo no es encontrar un único óptimo global, sino una gran variedad de ellos.
Teniendo esto en cuenta, la principal particularidad que presenta el MOEA/D con res-
pecto a otros algoritmos similares es que no considera el MOP como un único problema
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con múltiples objetivos, si no que lo transforma en varios sub-problemas de un solo obje-
tivo que se resuelven de forma simultanea. Si bien existen muchas maneras para generar
estos sub-problemas a partir del MOP original, en este proyecto nos centraremos en el
enfoque de Tchebyche [49]. Según este enfoque, cada sub-problema se dene como:
minimizar
x∈Ω
g(x|λ ,z∗) = max
1≤i≤m













es un punto de
referencia que se calcula2 como z∗i = mı́nx∈Ω fi(x). Para toda solución x∗ ∈ Ω que sea
parte del frente de Pareto existe un vector de pesos λ para el que el óptimo global del sub-
problema es x∗. Además, el óptimo global de un sub-problema generado mediante esta
técnica es siempre parte del frente de Pareto. Estas características nos permiten obtener
diversos óptimos de Pareto mediante la resolución de sub-problemas mono-objetivo con
distintos vectores de pesos.
El MOEA/D, por lo tanto, toma como punto de partida un conjunto de P vectores de pe-
sos λ 1,λ 2, ...,λ P a partir de los cuales genera P sub-problemas mono-objetivo mediante
la Ecuación 5.1. El algoritmo mantiene en cada iteración una población compuesta por
P individuos que representan la mejor solución encontrada hasta el momento para cada
uno de los sub-problemas. Esta población va mejorando iteración a iteración mediante
operadores de recombinación y mutación como los utilizados en otros algoritmos evo-
lutivos, con la diferencia de que la selección de los individuos para cada sub-problema
p se realiza escogiendo las soluciones actuales de los T sub-problemas más cercanos a p
con respecto a la distancia euclídea entre los vectores de pesos. Dicho conjunto de sub-
problemas se conoce como vecindario de p. Dado que los sub-problemas con vectores
de pesos similares también suelen tener óptimos globales similares, esta estrategia nos
permite optimizar de forma más eciente cada uno de los individuos de la población.
Para más información sobre el funcionamiento del MOEA/D, se recomienda consultar el
pseudocódigo de la Sección III.A de [48].
Como hemos explicado anteriormente, el MOEA/D solo sirve para problemas con múlti-
ples objetivos, por lo que no se puede aplicar al QAP en su forma original. Sin embargo,
si bien inicialmente el QAP consta de un solo objetivo, es posible convertirlo en un MOP
en base a la descomposición en landscapes elementales del problema [38]. Teniendo en
cuenta que f0 = f1 + f2 + f3, el QAP puede ser considerado como un MOP en el que las
2Calcular z∗ de forma exacta es computacionalmente inasumible. Una alternativa es inicializar z∗ de
forma arbitraria e ir actualizando z∗i con los mejores valores de tness que se hallen durante la búsqueda.
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funciones objetivo son los tres componentes de la suma: f1, f2 y f3. De esta forma, es po-
sible aplicar el MOEA/D. Este proceso en el que convertimos un problema mono-objetivo
en multi-objetivo se denomina multi-objetivización [50].
Para resolver esta versión multi-objetivo del QAP, el MOEA/D ha sido implementado
con los operadores de recombinación y mutación que se utilizan en [38]:
Recombinación: Operador propuesto en la Figura 3 de [51].
Mutación: Intercambio de dos genes (swap).
Puesto que en el QAP conocemos el tness general de cada solución, el MOEA/D imple-
mentado devuelve la mejor solución encontrada durante la búsqueda en base a f0.
5.2.2. Experimentación y resultados
Con el objetivo de medir el rendimiento del algoritmo propuesto, hemos llevado a cabo
una experimentación en las instancias descritas en la Sección 4.1. Dado que dependiendo
de las características de la instancia las funciones f1, f2 y f3 tienen un nivel de corre-
lación distinto con f0 (Sub-sección 4.3.1), hemos decidido considerar varias estrategias
de generación de vectores de pesos que den más importancia a una función objetivo o a
otra. Para simplicar, hemos supuesto que la suma de los coecientes de los vectores de
pesos es siempre λ1 +λ2 +λ3 = 1.
Constante: Los coecientes de los vectores tienen el mismo valor (λ1 = λ2 = λ3).
Aleatorio: Los vectores se muestrean de una distribución de Dirichlet [52] con
α1 = 1, α2 = 1, α3 = 1. Representa una distribución uniforme.
Dir_1: Los vectores se muestrean de una distribución de Dirichlet con α1 = 2,
α2 = 0,5, α3 = 0,5. El sub-objetivo f1 tiene mayor importancia.
Dir_2: Los vectores se muestrean de una distribución de Dirichlet con α1 = 0,5,
α2 = 2, α3 = 0,5. El sub-objetivo f2 tiene mayor importancia.
Dir_3: Los vectores se muestrean de una distribución de Dirichlet con α1 = 0,5,
α2 = 0,5, α3 = 2. El sub-objetivo f3 tiene mayor importancia.
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En la Figura 5.4 se representa grácamente la forma en la que se distribuye una muestra
de vectores de pesos generada mediante cada una de las cinco estrategias utilizadas. Las
coordenadas de cada punto en las grácas vienen determinadas por los coecientes de
un vector distinto. De esta forma, podemos observar que en las estrategias Dir_1, Dir_2
y Dir_3 la mayoría de puntos se agrupan en los vértices del triángulo, mientras que en
la estrategia aleatoria los puntos se distribuyen de manera mucho más uniforme. Por
último, en el caso de la estrategia constante todos los puntos se agrupan en el mismo
sitio ya que todos los vectores tienen los mismos coecientes.
(a) Constante. (b) Aleatorio. (c) Dir_1.
(d) Dir_2. (e) Dir_3.
Figura 5.4: Representación gráca de muestras de vectores de pesos generadas mediante las
cinco estrategias consideradas en esta experimentación. El eje Z de las grácas se corresponde
con el valor de λ1, el eje X con el valor de λ2 y el eje Y con el valor de λ3.
De forma adicional, hemos incluido un algoritmo genético (GA) básico en la experimen-
tación como algoritmo baseline. Los operadores de recombinación y mutación de dicho
algoritmo son los mismos que hemos utilizado en el MOEA/D, mientras que el opera-
dor de selección es el torneo binario [53][38]. Siendo n el tamaño de la instancia, los
parámetros que hemos considerado para los métodos evaluados son los siguientes3:
MOEA/D:
• Cantidad de sub-problemas (P): 351
3Los valores de los parámetros han sido escogidos en base a los utilizados en [48] y [38] con la intención
de realizar una comparación lo más justa posible.
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• Tamaño del vecindario de los sub-problemas (T ): 10
• Tasa de mutación: 1,0
GA (Baseline):
• Tamaño de la población: 351
• Tamaño de la selección: 351
• Tamaño de la descendencia: 351
• Tasa de mutación: 1,0
La experimentación consta de 100 repeticiones para cada escenario algoritmo-instancia
con un máximo de 1000n2 evaluaciones por repetición. En la Tabla 5.2 se compara la
mediana del tness de las soluciones obtenidas en cada caso en forma de mapa de calor.
De forma adicional, en la Figura 5.5 incluimos los box-plots calculados a partir de los
resultados de las ejecuciones para tener una visión más detallada sobre el rendimiento
de los algoritmos.
Tabla 5.2: Mediana del tness en base a 100 repeticiones de los algoritmos. Los colores verdes
indican los valores de tness más bajos de cada instancia, mientras que los colores rojos indican
los valores más altos. Se ha omitido la estrategia Dir_1 en las instancias en las que alguna de las
matrices es simétrica, ya que en dichos casos f1 es constante. Además, también se indica el tness
de la mejor solución conocida para cada instancia [27] como punto de referencia.
(a) Bur26a. (b) Bur26b.
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(c) Bur26c. (d) Tai15b.
(e) Tai20b. (f) Chr15a.
(g) Esc16a. (h) Had20.
(i) Rou20.
Figura 5.5: Box-plots generados a partir del tness de las soluciones obtenidas en 100 repeticiones
de los algoritmos. Se ha omitido la estrategia Dir_1 en las instancias en las que alguna de las
matrices es simétrica, ya que en dichos casos f1 es constante.
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Lo primero que podemos observar en los resultados es que las características de los vec-
tores de pesos que se utilizan para generar los sub-problemas en el MOEA/D tienen un
impacto reseñable en el rendimiento del algoritmo. Las estrategias de generación de vec-
tores de pesos que se basan en dar más importancia a una función objetivo concreta no
parecen ser muy efectivas, ya que en prácticamente todas las instancias la estrategia que
ofrece mejores resultados es la uniformemente aleatoria.
En cuanto a la comparación de rendimiento entre el MOEA/D y el algoritmo baseline,
el método multi-objetivo parece ser mejor en los casos en los que ambas matrices son
simétricas (Chr15a, Esc16a, Had20, Rou20). En las instancias en las que alguna de las ma-
trices es asimétrica (Bur26a, Bur26b, Bur26c, Tai15b, Tai20b), sin embargo, los resultados
del MOEA/D son en general iguales o peores que los del GA independientemente de la
estrategia de generación de vectores de pesos que utilicemos, siendo la única excepción
la instancia Bur26b.
5.2.3. Conclusiones
En base a los resultados obtenidos y considerando los conocimientos extraídos en el
análisis del Capítulo 4, concluimos los siguiente:
Tomando como punto de referencia el algoritmo baseline, el MOEA/D parece ser
especialmente prometedor en aquellas instancias en las que ambas matrices son
simétricas (Chr15a, Esc16a, Had20, Rou20).
No hemos encontrado una relación clara entre el rendimiento de las estrategias de
generación de vectores de pesos y el nivel de correlación entre las funciones obje-
tivo (Sub-sección 4.3.1). Sin embargo, es importante destacar que los parámetros
de las distribuciones que hemos utilizado en Dir_1, Dir_2 y Dir_3 han sido elegidos
de forma arbitraria, por lo que para poder sacar conclusiones más precisas sería
recomendable ajustar dichos parámetros.
A falta de un análisis más exhaustivo, parece que lo más prometedor es utilizar
conjuntos de vectores de pesos uniformemente distribuidos para crear los sub-
problemas, tal y como se recomienda en [48]. Esto puede deberse a que esta es-
trategia produce conjuntos de sub-problemas más diversos que las demás, lo que
permite al algoritmo explorar una mayor parte del espacio de búsqueda.
5.3 Análisis estadístico de los resultados experimentales 67
5.3. Análisis estadístico de los resultados experimentales
A la hora de comparar los algoritmos desarrollados hemos separado las instancias en
tres grupos: por un lado las instancias en las que ambas matrices son simétricas (Chr15a,
Esc16a, Had20, Rou20), por otro las instancias en las que solo una de las matrices es simé-
trica (Tai15b, Tai20b) y por último las instancias asimétricas (Bur26a, Bur26b, Bur26c). De
esta forma, en vez de realizar un único análisis estadístico global hemos llevado a cabo
tres análisis distintos, uno por cada grupo de instancias. Esto nos ha permitido comparar
los resultados de los algoritmos en los tres escenarios de forma independiente, algo que
nos interesa especialmente ya que el rendimiento de los algoritmos parece variar según
la simetría de las matrices que forman las instancias. Teniendo esto en cuenta, el método
que hemos utilizado para el análisis estadístico es el Bayesian Signed-Rank Test [54][55],
el cuál es el equivalente Bayesiano del test de Wilcoxon [56]. La implementación utili-
zada está disponible en el paquete de R scmamp [57].
Como ya hemos mencionado anteriormente, los algoritmos desarrollados dependen en
gran medida de dos factores: las funciones auxiliares en el caso del VFS y la estrategia
de generación de vectores de pesos en el caso del MOEA/D. Dado que queremos llevar a
cabo una comparación lo más justa posible, hemos considerado las estrategias más pro-
metedoras para cada tipo de instancia según las experimentaciones de las Sub-secciones
5.1.2 y 5.2.2:
Ambas matrices simétricas:
• Funciones auxiliares (VFS): [ f3].
• Generación de vectores de pesos (MOEA/D): Aleatorio.
Una matriz simétrica:
• Funciones auxiliares (VFS): [ f3].
• Generación de vectores de pesos (MOEA/D): Aleatorio.
Ambas matrices asimétricas:
• Funciones auxiliares (VFS): [ f1].
• Generación de vectores de pesos (MOEA/D): Aleatorio.
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El análisis estadístico ha sido realizado sobre 100 repeticiones por instancia y método ex-
traídas de las experimentaciones de las Sub-secciones 5.1.2 y 5.2.2. Como cada instancia
dispone de escalas de tness muy distintas, hemos utilizado los errores relativos respec-
to a la mejor solución conocida [27] para obtener resultados comparables. El método
utilizado requiere la denición de lo que entendemos como region of practical equivalen-
ce (rope), es decir, el intervalo en el que los resultados de dos algoritmos se consideran
prácticamente equivalentes. En nuestro caso, consideramos que el rendimiento de los al-
goritmos es equivalente cuando la diferencia en el error relativo con respecto a la mejor
solución conocida es inferior a 10−6. Tomando esto en cuenta, en la Figura 5.6 se muestra
un resumen de los resultados del análisis estadístico para cada grupo de instancias.
(a) Ambas matrices simétricas. (b) Una matriz simétrica.
(c) Ambas matrices asimétricas.
Figura 5.6:Resultados del Bayesian Signed-Rank Test mostrados en forma de diagramas ternarios.
De forma resumida, los puntos en las grácas representan un muestreo de la distribución
a posteriori de la probabilidad de ganar, perder o empatar. Es decir, cuanto más cerca
estén los puntos del vértice MOEA/D, mayor probabilidad habrá de que el MOEA/D
produzca mejores resultados, y vice-versa. Lo mismo ocurre con los vértices VFS y rope,
siendo este último el que simboliza el empate. Por lo tanto, las regiones delimitadas por
las líneas intermitentes representan las áreas de dominancia, esto es, las áreas donde
la mayor probabilidad corresponde a su respectivo vértice. En base a esto, las grácas
muestran escenarios muy distintos en los tres grupos de instancias:
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En las instancias en las que ambas matrices son simétricas (Chr15a, Esc16a, Had20,
Rou20), la mayoría de los puntos se encuentran en el área de dominancia del
MOEA/D. Si calculamos la esperanza matemática de la probabilidad a posterio-
ri de cada caso, obtenemos que hay un 0,511 de probabilidades de que el MOEA/D
sea mejor, un 0,065 de que ambos algoritmos sean equivalentes y un 0,424 de que
el VFS sea mejor. Por lo tanto, parece que el MOEA/D es algo más prometedor en
este tipo de instancias, aunque el VFS también resulta competente.
En las instancias en las que solo una de las matrices es simétrica (Tai15b, Tai20b),
todos los puntos se encuentran en el área de dominancia del VFS. Si calculamos
la esperanza matemática de la probabilidad a posteriori de cada caso, obtenemos
que hay un 0,168 de probabilidades de que el MOEA/D sea mejor, un 0,113 de
que ambos algoritmos sean equivalentes y un 0,719 de que el VFS sea mejor. Por
lo tanto, parece que el VFS es mucho más prometedor en este tipo de instancias,
teniendo una probabilidad de ser mejor casi cinco veces mayor que el MOEA/D.
En las instancias asimétricas (Bur26a, Bur26b, Bur26c), todos los puntos se encuen-
tran en el área de dominancia del VFS. Si calculamos la esperanza matemática de
la probabilidad a posteriori de cada caso, obtenemos que hay un 0,262 de proba-
bilidades de que el MOEA/D sea mejor, un 0,001 de que ambos algoritmos sean
equivalentes y un 0,737 de que el VFS sea mejor. Por lo tanto, parece que el VFS es
más prometedor en este tipo de instancias, teniendo una probabilidad de ser mejor
casi tres veces mayor que el MOEA/D.

6. CAPÍTULO
Conclusiones y futuro trabajo
En este proyecto nos hemos centrado en analizar las características de la descomposición
en landscapes elementales del QAP y sus posibles aplicaciones a la hora de desarrollar
algoritmos heurísticos. Durante la consecución de estos objetivos hemos extraído varias
conclusiones generales que creemos que es importante destacar:
1. La simetría de las matrices de distancia y ujo que forman las instancias del QAP
tiene mucha inuencia en los landscapes de la descomposición. Si bien no es el úni-
co factor a tener en cuenta, sí que es importante considerarlo a la hora de estudiar
la descomposición en landscapes elementales del problema.
2. Se ha demostrado formalmente que la función objetivo del landscape L1 es cons-
tante en las instancias en las que al menos una de las matrices (distancia o ujo)
es simétrica. Por lo tanto, en dichos casos el problema se resume en optimizar la
suma de dos sub-objetivos en lugar de tres.
3. La descomposición en landscapes elementales del QAP puede ser utilizada para
desarrollar algoritmos heurísticos especícos para este problema. De hecho, he-
mos propuesto dos ejemplos muy diferentes (una búsqueda local y un algoritmo
evolutivo) que han demostrado poder obtener mejores resultados que otros algo-
ritmos más básicos en algunas instancias.
4. En relación con la primera conclusión, la simetría de las matrices que forman las
instancias del QAP también parece afectar al rendimiento de los algoritmos, por lo
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que puede ser buena idea tener en cuenta esta característica a la hora de decidirse
por un método u otro.
Sin embargo, el trabajo realizado cuenta con ciertas limitaciones y posibles mejoras que
sería interesante considerar en un futuro para validar y extrapolar todo lo observado en
este proyecto. En concreto, los puntos que se deberían estudiar en más profundidad son
los siguientes:
1. Ampliar la muestra de instancias considerada en las experimentaciones. Debido a
las limitaciones temporales de este proyecto la muestra de instancias utilizada ha
sido demasiado pequeña como para extraer conclusiones rmes, por lo que sería
interesante comprobar qué ocurre si aumentamos el tamaño de la muestra. Con
este objetivo, se proponen dos estrategias:
a) Considerar instancias más grandes (n > 30). De este modo, podremos com-
probar si las características y patrones que hemos observado en las instancias
más pequeñas pueden extrapolarse a instancias más grandes y complejas.
b) Generar instancias aleatorias. Esta estrategia evitará que las conclusiones que
extraigamos se vean sesgadas o condicionadas por las características de los
benchmark a los que pertenecen las instancias. Tal y como se ha observado en
trabajos previos [58], la correcta generación de instancias aleatorias no es un
proceso trivial, por lo que habrá que prestar especial atención al desarrollo
de este aspecto.
2. Estudiar la complejidad de los landscapes de la descomposición de forma más deta-
llada. Si bien en este proyecto solo hemos analizado el número de óptimos locales,
existen muchas más medidas que tratan de cuanticar la complejidad de los pro-
blemas de optimización combinatoria desde diversos puntos de vista [59].
3. Optimizar los parámetros de los algoritmos desarrollados mediante técnicas de
Parameter Tuning [60]. Esto incluye las funciones auxiliares en el caso del VFS y la
estrategia de generación de vectores de pesos en el caso del MOEA/D, ya que son
dos elementos decisivos para el rendimiento de los algoritmos.
4. En el caso del VFS, estudiar y aplicar las ventajas que nos ofrecen los landsca-
pes elementales a la hora de realizar búsquedas locales. Por ejemplo, un aspecto
interesante es que podemos conocer el tness medio de las soluciones vecinas ba-
sándonos en el tness de la solución actual, algo que podría ser aprovechado para
mejorar el VFS y volverlo más eciente.
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5. Analizar los motivos por los que los algoritmos desarrollados funcionan mejor en
un tipo de instancias o en otro. Aunque esto ha sido observado de forma expe-
rimental, no hemos sido capaces de descubrir a qué se debe. Por lo tanto, sería
interesante estudiar este aspecto desde un punto de vista más teórico.
El trabajo realizado en este proyecto es, en denitiva, una introducción a las posibilidades
que nos ofrece la descomposición en landscapes elementales del QAP. Por lo tanto, sería
interesante continuar con esta línea de investigación en un futuro, ya que ha demostrado
tener potencial tanto teórico como práctico.

A. ANEXO
Función objetivo de L1 constante
En este anexo demostramos formalmente que la función objetivo del landscape L1 es
constante cuando al menos una de las dos matrices que forman la instancia es simétrica











donde di, j es la posición (i, j) de la matriz de distancia Dn×n, hp,q es la posición (p,q) de
la matriz de ujo Hn×n y la función φ(x)1(i, j)(p,q) tiene los siguientes posibles valores:
φ(x)1(i, j)(p,q) =

n−3 si x(i) = p∧ x( j) = q
1−n si x(i) = q∧ x( j) = p
−2 si x(i) = p⊕ x( j) = q
0 si x(i) = q⊕ x( j) = p
−1 si x(i) 6= p,q∧ x( j) 6= p,q
(A.2)
con i 6= j, p 6= q y 1 ≤ i, j, p,q ≤ n. Teniendo esto en cuenta, reescribimos la Ecuación






























Si podemos demostrar que g(x)(a,b),(c,d) siempre tiene el mismo valor independiente-
mente de x, entonces queda demostrado que f1 es una función constante. Para ello, ana-
lizamos primero los posibles casos de g(x)(a,b),(c,d):
1. x(a) = c∧ x(b) = d : Si analizamos cada uno de los cuatro términos de g(x)(a,b),(c,d)
por separado obtenemos que:
Término Conguración Caso Valor
da,bhc,d
φ(x)1(a,b)(c,d)















2n i = b, j = a, p = d, q = c x(i) = p∧ x( j) = q db,ahd,c
n−3
2n














2. x(a) = d ∧ x(b) = c: Si analizamos cada uno de los cuatro términos de g(x)(a,b),(c,d)
por separado obtenemos que:
Término Conguración Caso Valor
da,bhc,d
φ(x)1(a,b)(c,d)















2n i = b, j = a, p = d, q = c x(i) = q∧ x( j) = p db,ahd,c
1−n
2n














3. x(a) = c⊕ x(b) = d : Si analizamos cada uno de los cuatro términos de g(x)(a,b),(c,d)
por separado obtenemos que:
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Término Conguración Caso Valor
da,bhc,d
φ(x)1(a,b)(c,d)





2n i = b, j = a, p = c, q = d x(i) = q⊕ x( j) = p 0
da,bhd,c
φ(x)1(a,b)(d,c)
2n i = a, j = b, p = d, q = c x(i) = q⊕ x( j) = p 0
db,ahd,c
φ(x)1(b,a)(d,c)
2n i = b, j = a, p = d, q = c x(i) = p⊕ x( j) = q db,ahd,c
−2
2n








4. x(a) = d ⊕ x(b) = c: Si analizamos cada uno de los cuatro términos de g(x)(a,b),(c,d)
por separado obtenemos que:
Término Conguración Caso Valor
da,bhc,d
φ(x)1(a,b)(c,d)
2n i = a, j = b, p = c, q = d x(i) = q⊕ x( j) = p 0
db,ahc,d
φ(x)1(b,a)(c,d)










2n i = b, j = a, p = d, q = c x(i) = q⊕ x( j) = p 0








5. x(a) 6 6 6= c, d ∧ x(b) 6 6 6= c, d : Si analizamos cada uno de los cuatro términos de g(x)(a,b),(c,d)
por separado obtenemos que:
Término Conguración Caso Valor
da,bhc,d
φ(x)1(a,b)(c,d)















2n i = b, j = a, p = d, q = c x(i) 6= p,q∧ x( j) 6= p,q db,ahd,c
−1
2n
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En base a esto, veamos lo que ocurre si la matriz de distancia D es simétrica (es decir,
da,b = db,a). En este caso, los cinco posibles valores de g(x)(a,b),(c,d) son los siguientes:























































































































































para todo 1≤ a,b,c,d ≤ n con a 6= b y c 6= d. Es decir, el valor de g(x)(a,b),(c,d)
es independiente de x. En consecuencia, la función f1 es constante en todo el espacio de
búsqueda.
De forma similar, estudiemos ahora lo que ocurre cuando la matriz de ujo H es si-
métrica (es decir, hc,d = hd,c). En este caso, los cinco posibles valores de g(x)(a,b),(c,d) son
los siguientes:
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para todo 1≤ a,b,c,d ≤ n con a 6= b y c 6= d. Es decir, el valor de g(x)(a,b),(c,d)
es independiente de x. En consecuencia, la función f1 es constante en todo el espacio de
búsqueda.
B. ANEXO
Coecientes para el cálculo de la auto-correlación
Los coecientes Wi utilizados para el cálculo de la auto-correlación que se describen en
[14] se pueden considerar como una medida de la contribución de los landscapes de la
descomposición al valor de la función objetivo de L0, siendo W1 la contribución de L1,
W2 la contribución de L2 y W3 la contribución de L3. Cuanto más alto sea el valor de Wi,
mayor será la contribución del landscape Li, y viceversa. Estos coecientes se calculan
mediante la siguiente expresión:
Wi =
f 2i − fi
2
f 20 − f0
2 (B.1)
donde fi se reere a la función objetivo del landscape Li. Como ejemplo, se han calculado
los coecientes W1, W2 y W3 para las instancias descritas en la Sección 4.1. Dado que f 2i
no se puede calcular de forma exacta mediante una ecuación cerrada, los coecientes
han sido aproximados a partir de una muestra aleatoria de soluciones. Teniendo esto en
cuenta, los resultados obtenidos se muestran en la Tabla B.1.
Tabla B.1: Coecientes W1, W2 y W3 utilizados para el cálculo de la auto-correlación que se
describen en [14]. El coeciente de mayor valor en cada caso está marcado en verde.
Bur26a Bur26b Bur26c Tai15b Tai20b Chr15a Esc16a Had20 Rou20
W1 0,030883 0,033055 0,031696 0,00 0,00 0,00 0,00 0,00 0,00
W2 0,363862 0,405233 0,342857 0,000006 0,426158 0,908042 1,00 0,699599 0,860496
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