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Abstract
In this paper we show that, for multi-D scalar nonconservative hy-
perbolic problems with an expansive discontinuity of the coefficient
localized on {xd = 0}, a solution can successfully be singled out via a
small viscosity approach. An interesting feature is that the so selected
small viscosity solution is, in general, less regular than the data. Two
stability results are also given under different assumptions on the co-
efficients. Finally, we give results about the small viscosity solution
for discontinuous coefficients in either compressive setting or travers-
ing setting. By doing so, we show that both the loss of regularity
illustrated by Fig.1. and the need to make a stability assumption on
the coefficients in order to get uniform Evans stability are specific to
discontinuous coefficients in expansive configuration.
∗Imath, Universite´ de TOULON et du VAR, B.P. 132 83957 LA GARDE CEDEX,
FRANCE.
1
1 Introduction
For the sake of simplicity we will restrict ourselves to Cauchy problems
with piecewise constant coefficients on each side of {xd = 0}. Let y :=
(x1, . . . , xd−1) denote the space variable tangential to the boundary and
let t stand for the time parameter belonging to (0, T ). Let us fix T > 0
arbitrarily once for all and consider the following problem:
(1.1)

∂tu+
d∑
j=1
aj∂ju = f, (t, x) ∈ (0, T )× Rd,
u|t=0 = h.
where the source term f belongs to Hs((0, T ) × Rd) with s > 12 and the
Cauchy data h belongs to Hs(Rd). We underline that no corner compability
conditions are assumed to hold. For the sake of simplicity, the coefficients
aj are assumed to be piecewise constant and only discontinuous through
{xd = 0}. Let aj,R [resp aj,L] stand for the restriction of the coefficient aj
to {xd > 0} [resp {xd < 0}]. Well-posedness theory for equations of the
form (1.1) is well-established when the characteristics for the problem are
uniquely defined, which is the case for sufficiently regular coefficients. These
arguments break down when the coefficient is, for instance, discontinuous
across a fixed hypersurface, which is our current framework. For conser-
vative problems, Poupaud and Rascle, by using generalized characteristics
in the sense of Filippov, extend the basic theory to a new framework in-
cluding some cases in which the coefficients may be discontinuous. Their
approach works very well as long as there is uniqueness of the characteris-
tics in the sense of Filippov, but breaks down otherwise. The subject has
been studied by various approaches in many works. Bouchut, James and
Mancini ([3]) show for a linear scalar problem in several space dimensions
existence and uniqueness of a solution, as well as a stability result. These re-
sults are proved provided a one-sided Lipschitz condition on the coefficients
is satisfied. There are several works on the topic, as these kinds of prob-
lems naturally arise from mathematical modeling. Among the works on this
subject, we may refer to the works of Bachmann and al. ([1],[2]), Diperna
and Lions ([5]), Fornet ([6],[16]), Galloue¨t([8]), LeFloch and al. ([4],[11],[12],
[10]).
Considering the behavior of the characteristics in a neighborhood of the
area of discontinuity of the coefficients, three cases arise. This paper will
mainly focus on the expansive case, for which sign(ad) = sign(x) in a neigh-
borhood of the interface {xd = 0}.
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This case is the most troublesome as far as uniqueness is concerned. Since
one of the main concerns of this paper is the interesting case where the
discontinuity of the coefficient is expansive, except for the last section of
the paper devoted to the other two cases, the reader shall assume that the
discontinuity of the coefficient is in expansive setting, which writes:
Assumption 1.1. For all (t, y) ∈ (0, T )× Rd−1, there holds:
ad|xd=0+(t, y) > 0
and
ad|xd=0−(t, y) < 0.
Under Assumption 1.1, there are an infinity of solutions to problem (1.1).
Indeed, prescribing u|xd=0 = g gives an unique solution to the problem. In
particular, if g belongs to Hs((0, T )×Rd−1), the induced solution u belongs
to Hs((0, T ) × Rd). A crucial remark is that, as stated in the abstract,
the natural solution selected by a small viscosity approach is not, generally
speaking, in Hs((0, T )×Rd); thus the viscous approach, viewed as a selective
process to get a unique solution, does not favor smoothness in the expansive
framework. The loss of regularity remains hidden for problems in one space
dimension but takes place as far as several space dimensions are present.
Let us now describe our approach of the problem. We introduce the
regularization uε of u, which is defined as the unique solution of the following
viscous problem:
(1.2)

∂tu
ε +
d∑
j=1
aj∂ju
ε − ε∆uε = f, (t, x) ∈ (0, T )× Rd,
uε|t=0 = h,
where ∆ stands for the spatial Laplacian
∑d
j=1 ∂
2
j .
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Fig. 1
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s− 1
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This picture shows the Sobolev smoothness of the small viscosity solution
u := limε→0+ uε over the open domains ΩeL, Ω
i
L, Ω
i
R and Ω
e
R.
Let us consider the following transmission problem:
(1.3)

∂tuR +
d∑
j=1
aj,R∂juR = f, (t, y, xd) ∈ (0, T )× Rd−1 × R∗+,
∂tuL +
d∑
j=1
aj,L∂juL = f, (t, y, xd) ∈ (0, T )× Rd−1 × R∗−,
uR|xd=0+ − uL|xd=0− = 0,
∂duR|xd=0+ − ∂duL|xd=0− = 0,
uR|t=0 = h, uL|t=0 = h,
where we recall that the source term f belongs to Hs((0, T )× Rd) and the
Cauchy datum h belongs to Hs(Rd). In what follows, we shall abbreviate
Rd−1 × R∗+ [resp Rd−1 × R∗−] as Rd+ [resp Rd−].
Let us denote by E the set of functions whose Sobolev regularity is as
described by Fig. 1. The following lemma states the well-posedness of
problem (1.3), which is the limit problem satisfied by the small viscosity
solution for coefficients with discontinuities in expansive setting.
Lemma 1.2.
There is a unique solution u := uL1xd<0 + uR1xd>0 of (1.3) in E.
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Remark 1.3. The function u belongs at most to C1
(
(0, T )× Rd) (when
the corner compatibility conditions are checked) but not to C2
(
(0, T )× Rd) ,
hence, by Sobolev embedding, u has an upper bound on its global Sobolev
smoothness.
This paper is mainly devoted to the proof of the following results con-
cerning the case of one fixed line of discontinuity in expansive setting. In the
first result stability estimates are obtained as a result of the uniform Evans
condition holding, while in the second result estimates are proved by integra-
tion by parts. Prior to the statement of the two theorems, let us stress that
problem (1.2) is proved to be always Evans-stable. However, contrary to the
uniform Evans stability, Evans stability alone is not sufficient to yield (or
even infirm) the L2 stability of the hyperbolic-parabolic problem at hand.
Theorem 1.4. Problem (1.2) is uniformly Evans stable if and only if there
holds:
(1.4) a−1d,Raj,R − a−1d,Laj,L = 0, 1 ≤ j ≤ d− 1.
Let uε stand for the solution of problem (1.2) and u be the solution of problem
(1.3). If the equalities (1.4) are checked, then there is C > 0, such that for
all 0 < ε < 1, we have:
‖uε − u‖L2((0,T )×Rd) ≤ Cε.
Remark that Theorem 1.4 can be extended for piecewise C∞ coefficients
constant outside a compact set, which would also result in longer and more
technical proofs.
In the case equalities 1.4 are not checked, assuming that s ≥ 1, we
establish the stability of the problems by integration by parts. The proof
conducted here for piecewise constant coefficient seems difficult to generalize
to variable coefficients.
Theorem 1.5. There holds:
‖uε − u‖L∞((0,T ):L2(Rd)) ≤ Cε.
Theorem 1.5 is deduced from the L2 stability of the problem which still
holds even though the Evans condition is not uniformly holding. For both
Theorem 1.4 and Theorem 1.5, we refer to Fig.1 for details about the small
viscosity solution u.
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2 Proof of Lemma 1.2
Let us consider (uL, uR) defined as the solution of the transmission problem
(1.3). We recall that the transmission conditions on the boundary {xd = 0}
write:
(2.1)
{
[u]xd=0 := uR|xd=0+ − uL|xd=0− = 0,
[∂du]xd=0 := ∂duR|xd=0+ − ∂duL|xd=0− = 0.
We will focus on showing the following result, which leads to Lemma 1.2:
Proposition 2.1. The Sobolev regularity of the trace of the small viscosity
solution, namely u|xd=0, is, generally speaking, given by the worst Sobolev
smoothness between the trace of the source term f |xd=0 and trace of the
Cauchy datum h|xd=0.
Proof. From the first transmission condition over the boundary, we get
that:
u|xd=0 := uR|xd=0+ = uL|xd=0− ,
moreover, denoting x0 := t, we have:
∂juR|xd=0+ = ∂juL|xd=0− = ∂ju|xd=0, ∀0 ≤ j ≤ d− 1.
Using the equation, we obtain that:
[∂du]xd=0 = a
−1
d,R
f |xd=0 −
∂t + d−1∑
j=1
aj,R∂j
u|xd=0

−a−1d,L
f |xd=0 −
∂t + d−1∑
j=1
aj,L∂j
u|xd=0

Hence the second transmission condition states that the trace u0 :=
u|xd=0 is solution of the following well-posed Cauchy problem with constant
coefficients:

∂tu0 +
d∑
j=1
(
a−1d,R − a−1d,L
)−1 (
a−1d,Raj,R − a−1d,Laj,L
)
∂ju0 = f |xd=0, (t, y) ∈ (0, T )× Rd−1,
u0|t=0 = h|xd=0.
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The Sobolev regularity of u0 is fixed by the Sobolev regularity of the
data hence implying Proposition 2.1. As illustrated by Fig. 1, u is then less
regular on the zone where it results from the propagation of the trace u0
along the characteristic, while it remains as regular as the Cauchy datum
on the area where u can be computed from the propagation of the Cauchy
datum along the characteristics. 2
3 Proof of Theorems 1.4 and 1.5
3.1 Construction of an approximate solution
Let us proceed with our first step of the proof. We wish to emphasize that
this step is common to both the proofs of Theorem 1.4 and Theorem 1.5.
We construct an approximate solution uεapp of the following formulation of
equation (1.2) as a transmission problem:
(3.1)

uε := uε,eL 1ΩeL + u
ε,i
L 1ΩiL + u
ε,i
R 1ΩiR + u
ε,e
R 1ΩeR ,
∂tu
ε,i
R +
d∑
j=1
aj,R∂ju
ε,i
R − ε∆uε,iR = f, (t, x) ∈ ΩiR,
∂tu
ε,e
R +
d∑
j=1
aj,R∂ju
ε,e
R − ε∆uε,eR = f, (t, x) ∈ ΩeR,
∂tu
ε,i
L +
d∑
j=1
aj,L∂ju
ε,i
L − ε∆uε,iL = f, (t, x) ∈ ΩiL,
∂tu
ε,e
L +
d∑
j=1
aj,L∂ju
ε,e
L − ε∆uε,eL = f, (t, x) ∈ ΩeL,
uε ∈ C1((0, T )× Rd),
uε|t=0 = h.
Since for fixed positive ε the exact solution uε belongs to C1((0, T )×Rd), we
will seek uεapp as a function in C
1((0, T )×Rd). We will construct the profiles
separately on the four domains ΩiL, Ω
e
L, Ω
i
R and Ω
e
R as a first step then
impose the necessary transmission conditions in order for uεapp to belong to
C1((0, T )× Rd).
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In other words, we will construct separately pieces of the approximate
solution as follows:
uε,iapp,L := u
ε
app|ΩiL =
2M∑
j=0
(
Uij,L(t, y, x) +U
c,i
j,L
(
t, y,
xd − ad,Lt√
ε
))
ε
j
2 ,
with Uij,L belonging to L
2(ΩiL) and the characteristic boundary layer profiles
Uc,ij,L(t, y, θL) belong to e
−δθLL2((0, T )× Rd−1 × R∗+), for some δ > 0.
uε,eapp,L := u
ε
app|ΩeL =
2M∑
j=0
(
Uej,L(t, y, x) +U
c,e
j,L
(
t, y,
xd − ad,Lt√
ε
))
ε
j
2 ,
with Uej,L belonging to L
2(ΩeL) and the characteristic boundary layer profiles
Uc,ej,L(t, y, θL) belong to e
δθLL2((0, T )× Rd−1 × R∗−), for some δ > 0.
The functions uε,iapp,L and u
ε,e
app,L also check the following transmission condi-
tions on ΓL :
lim
xd→ad,Lt,xd>ad,Lt
uε,iapp,L = limxd→ad,Lt,xd<ad,Lt
uε,eapp,L,
lim
xd→ad,Lt,xd>ad,Lt
(∂d − ad,L∂t)uε,iapp,L = limxd→ad,Lt,xd<ad,Lt (∂d − ad,L∂t)u
ε,e
app,L.
In a symmetric manner, we have:
uε,iapp,R := u
ε
app|ΩiR =
2M∑
j=0
(
Uij,R(t, y, x) +U
c,i
j,R
(
t, y,
xd − ad,Rt√
ε
))
ε
j
2 ,
with Uij,R belonging to L
2(ΩiR) and the characteristic boundary layer profiles
Uc,ij,R(t, y, θR) belong to e
δθRL2((0, T )× Rd−1 × R∗−), for some δ > 0.
uε,eapp,R := u
ε
app|ΩeR =
2M∑
j=0
(
Uej,R(t, y, x) +U
c,e
j,R
(
t, y,
xd − ad,Rt√
ε
))
ε
j
2 ,
with Uej,R belonging to L
2(ΩeR) and the characteristic boundary layer pro-
files Uc,ej,R(t, y, θR) belong to e
−δθRL2((0, T )× Rd−1 × R∗+), for some δ > 0.
The functions uε,iapp,R and u
ε,e
app,R also satisfy the following transmission con-
ditions on ΓR :
lim
xd→ad,Rt,xd<ad,Rt
uε,iapp,R − limxd→ad,Rt,xd>ad,Rtu
ε,e
app,R = 0,
lim
xd→ad,Rt,xd<ad,Rt
(∂d − ad,R∂t)uε,iapp,R − limxd→ad,Rt,xd>ad,Rt (∂d − ad,R∂t)u
ε,e
app,R = 0.
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In addition uε,iapp,R and u
ε,i
app,L check the following transmission conditions on
{xd = 0} : {
uε,iapp,R|xd=0+ − uε,iapp,L|xd=0− = 0,
∂du
ε,i
app,R|xd=0+ − ∂duε,iapp,L|xd=0− = 0.
We will now show that the underlined profiles can be computed by in-
duction as a first step. Plugging our ansatz in the equation and identifying
the terms with same powers of ε, we get, to begin with, that (U0,R,U0,L)
satisfies the following transmission problem:
∂tU0,R +
d∑
j=1
aj,R∂jU0,R = f, (t, x) ∈ (0, T )× Rd+,
∂tU0,L +
d∑
j=1
aj,L∂jU0,L = f, (t, x) ∈ (0, T )× Rd−,
U0,R|xd=0+ −U0,L|xd=0− = 0,
∂dU0,R|xd=0+ − ∂dU0,L|xd=0− = 0,
U0,R|t=0 = h, U0,L|t=0 = h.
The profiles Ui0,R, U
e
0,R, are then obtained as the restrictions of U0,R
respectively to ΩiR and Ω
e
R and the profiles U
i
0,L and U
e
0,L are obtained as
the restrictions of U0,L respectively to ΩiL and Ω
e
L.
If n is an even number greater than 1, we get that (Un,R,Un,L) is solution
of the following transmission problem:
∂tUn,R +
d∑
j=1
aj,R∂jUn,R = ∆Un−2,R, (t, x) ∈ (0, T )× Rd+,
∂tUn,L +
d∑
j=1
aj,L∂jUn,L = ∆Un−2,L, (t, x) ∈ (0, T )× Rd−,
Un,R|xd=0+ −Un,L|xd=0− = 0,
∂dUn,R|xd=0+ − ∂dUn,L|xd=0− = 0,
U0,R|t=0 = 0, U0,L|t=0 = 0.
On the other hand, if n is an odd number then both Un,R = 0 and
Un,L = 0. This shows that the right scale for observing the underlined
profiles is of order ε, not
√
ε. The profiles Uin,R [resp U
e
n,R] are by definition
the restriction of Un,R to the domain ΩiR [resp Ω
e
R].
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The profiles Uin,R, U
e
n,R, U
i
n,L and U
e
n,L are deduced from Un,R and Un,L
by taking the appropriate restrictions the same way as described above.
We will now compute as second step the characteristic boundary layer
profiles by induction. Since the computations of these profiles are symmetric
on both half-spaces, we will focus here on describing the construction of
the profiles Uc,iL and U
c,e
L . The domains Ω
i
L and Ω
e
L are separated by the
characteristic curve ΓL. The characteristic hypersurface ΓL is given as:
ΓL :
{
(t, x) ∈ (0, T )× Rd− : xd = ad,Lt
}
.
Let us consider a function f depending of (t, x) ∈ (0, T )×Rd. The jump
of f through ΓL, denoted by [f ]ΓL , is defined as:
[f ]ΓL(t, y) := limxd→ad,Lt,xd>ad,Lt
f(t, x)− lim
xd→ad,Lt,xd<ad,Lt
f(t, x), ∀(t, y) ∈ (0, T )×Rd−1.
Since uεapp belongs to C
0((0, T )×Rd−1), we recover the following transmission
condition: [UcL]θL=0 = −[UL]ΓL , where [UcL]θL=0 is defined as
[UcL]θL=0(t, y) := lim
θL→0+
UcL(t, y, θL)− lim
θL→0−
UcL(t, y, θL), ∀(t, y) ∈ (0, T )×Rd−1.
In what follows, to simplify the notations, we will drop the ”L” subscripts.
Since uεapp belongs actually to C
1((0, T )×Rd), the function ∂duεapp−ad∂tuεapp
is continuous through Γ. As a consequence, we get, for j ≥ 0, the following
jump condition:
[∂dUj − ad∂tUj ]Γ = ad[∂tUcj ]θ=0 − (1 + a2d)[∂θUcj+1]θ=0.
Taking as a convention that the profiles indexed with a negative subscript
vanishes, the above equality writes:
[∂θUcj ]θ=0 =
1
1 + a2d
(
ad[∂tUcj−1]θ=0 − [∂dUj−1 − ad∂tUj−1]Γ
)
,
thus leading to the following profile equation for (Uc,+j ,U
c,−
j ) :
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
(
∂t +
d−1∑
k=1
ak∂k
)
Uc,+j − ∂2θUc,+j =
d−1∑
k=1
∂2kU
c,+
j−2, (t, y, θ) ∈ (0, T )× Rd−1 × R∗+,(
∂t +
d−1∑
k=1
ak∂k
)
Uc,−j − ∂2θUc,−j =
d−1∑
k=1
∂2kU
c,−
j−2, (t, y, θ) ∈ (0, T )× Rd−1 × R∗−,
[Ucj ]θ=0 = −[Uj ]Γ,
[∂θUcj ]θ=0 =
1
1 + a2d
(
ad[∂tUcj−1]θ=0 − [∂dUj−1 − ad∂tUj−1]Γ
)
,
Uc,+j |t=0 = 0, Uc,−j |t=0 = 0.
Note well that we avoid the use of the ”e” and ”i” superscripts since it
would force us to distinguish each side of the interface. This problem reduces
itself, after change of unknowns, to a parabolic Cauchy problem. Indeed let
us take ψ whose restriction to (0, T ) × Rd+ [resp (0, T ) × Rd−] belongs to
H∞((0, T )× Rd+) [resp H∞((0, T )× Rd−)] and satisfies:

[ψ]θ=0 = −[Uj ]Γ,
[∂θψ]θ=0 =
1
1 + a2d
(
ad[∂tUcj−1]θ=0 − [∂dUj−1 − ad∂tUj−1]Γ
)
.
Let us denote by P the parabolic operator:
P := ∂t +
d−1∑
k=1
ak∂k − ∂2θ .
Making use of the linearity of the considered equation, the profile Ucj is
obtained as Ucj = ψ + V
c
j , with V
c
j solution of the well-posed parabolic
Cauchy problem:
PV cj = −Pψ +
d−1∑
k=1
∂2kU
c
j−2, (t, y, θ) ∈ (0, T )× Rd,
V cj |t=0 = 0.
Remark that the characteristic boundary layers forming are of weak am-
plitude since there holds: Uc,+0 = 0, U
c,−
0 = 0. This explains that the speed
of convergence towards u in L2 norm occurs at a rate in O(ε), even though
characteristic boundary layers form.
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3.2 Stability of the problem
We will now prove stability estimates for the problem (1.2). We define
the error wε := uεapp − uε. Let us denote by wε± the restriction of wε to
{±xd > 0}. (wε+, wε−) is then solution of the transmission problem:
∂tw
ε+ +
d∑
j=1
aR,j∂jw
ε+ − ε∆wε+ = εMRε+, xd > 0, (t, y) ∈ (0, T )× Rd−1,
∂tw
ε− +
d∑
j=1
aL,j∂jw
ε− − ε∆wε− = εMRε−, xd < 0, (t, y) ∈ (0, T )× Rd−1,
wε+|xd=0+ − wε−|xd=0− = 0,
∂dw
ε+|xd=0+ − ∂dwε−|xd=0− = 0,
wε+|t=0 = 0, wε−|t=0 = 0.
By construction of our approximate solution, Rε belongs to L2((0, T )×Rd).
We have to extend the definition of wε to (t, x) ∈ Rd+1. In this paper, for
the sake of simplicity, we will make a slight abuse of notations and write:
∂tw
ε+ +
d∑
j=1
aR,j∂jw
ε+ − ε∆wε+ = εMRε+, xd > 0, (t, y) ∈ Rd,
∂tw
ε− +
d∑
j=1
aL,j∂jw
ε− − ε∆wε− = εMRε−, xd < 0, (t, y) ∈ Rd,
wε+|xd=0+ − wε−|xd=0− = 0,
∂dw
ε+|xd=0+ − ∂dwε−|xd=0− = 0,
wε+|t<0 = 0, wε−|t<0 = 0,
with Rε belonging to L2(Rd+1) and vanishing in the past. We prove in [6]
that we can do so.
We will now reformulate this problem into an equivalent problem, posed
on one side of the boundary. Defining w˜ε :=
(
wε+(t, x)
wε−(t,−x)
)
, the error
equation rewrites as the doubled problem on one side of the boundary:
H˜εw˜ε = εM R˜ε, {xd > 0},
Γw˜ε|xd=0 = 0,
w˜ε|t<0 = 0.
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where Hε = ∂t +
∑d
j=1 A˜j∂j − ε∆,
A˜d =
[
ad,R 0
0 −ad,L
]
,
A˜j =
[
aj,R 0
0 aj,L
]
, ∀j = 1, · · · , d− 1 and Γ =
[
1 −1
∂x ∂x
]
.
As established for instance in [16], if our linear mixed parabolic problem
satisfies a Uniform Evans Condition, the following stability estimate holds:
‖uε − uεapp‖L2((0,T )×R) = O
(
ε
M−1
2
)
,
taking M large enough achieves then the proof of Theorem 1.4. Uniform
Evans stability of the problem will be investigated in section 4 while stabil-
ity through integration by parts will be established in section 5 under no
assumption at all on the coefficients of the tangential derivatives, leading
then to Theorem 1.5.
4 Evans Stability analysis of the problem
Let us introduce:
AR(ζ) =
(
0 1
i
(
τ +
∑d−1
j=1 ηjaj,R
)
+ γ ad,R
)
AL(ζ) =
(
0 1
i
(
τ +
∑d−1
j=1 ηjaj,L
)
+ γ ad,L
)
In what follows let κR be
κR(τ, η) := τ +
d−1∑
j=1
aj,Rηj
and κL be
κL(τ, η) := τ +
d−1∑
j=1
aj,Lηj .
As shown in the 1-D framework in [16], the uniform Evans condition is
checked if and only if for all ζ := (γ, τ, η) ∈ R∗+ × Rd, there holds:
|det (E− (AR(ζ)) ,E+ (AL(ζ)))| ≥ C > 0,
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where, in the case M ∈ MN (C), E−(M) [resp E+(M)]denotes the space
spanned by the generalized eigenvectors associated to the eigenvalues of M
with negative [resp positive] real part. In addition, if E and F are two linear
subspaces of E such that dimE+dimF = dimE, then the notation det(E,F)
stands for the determinant obtained by taking orthonormal bases for both
E and F. In our case, for fixed ζ, E− (AR(ζ)) and E+ (AL(ζ)) are two linear
subspaces of dimension one of C2.
4.1 Computation of the Evans function for medium frequen-
cies
There holds:
E−(AR(ζ)) = Span
{(
1
µ−R(ζ)
)}
where µ−R denotes the eigenvalue of AR with negative real part and is given
by:
µ−R(ζ) =
1
2
ad,R − 14
(
(a2d,R + 4γ)
2 + 16κ2R
) 1
4

1 + 16κ2R(
a2d,R + 4γ
)2

− 1
2
+ 1

−i sign(κR)14
(
(a2d,R + 4γ)
2 + 16κ2R
) 1
4
1−
1 + 16κ2R(
a2d,R + 4γ
)2

− 1
2

Moreover, we have:
E+(AL(ζ)) = Span
{(
1
µ+L (ζ)
)}
where µ+L denotes the eigenvalue of AL with positive real part and is given
by:
µ+L (ζ) =
1
2
ad,L +
1
4
(
(a2d,L + 4γ)
2 + 16κ2L
) 1
4

1 + 16κ2L(
a2d,L + 4γ
)2

− 1
2
+ 1

14
+i sign(κL)
1
4
(
(a2d,L + 4γ)
2 + 16κ2L
) 1
4
1−
1 + 16κ2L(
a2d,L + 4γ
)2

− 1
2

If we consider ζ such that 0 < c ≤ |ζ| ≤ C < ∞, an Evans function is
the modulus of the following determinant:∣∣∣∣ 1 1µ−R(ζ) µ+L (ζ)
∣∣∣∣
that is to say: |µ+L (ζ) − µ−R(ζ)|, since µ+L keeps a positive real part and µ−R
keeps a negative real part, for all ζ such that 0 < c ≤ |ζ| ≤ C < ∞, there
holds: ∣∣µ+L (ζ)− µ−R(ζ)∣∣ > 0.
Hence the Evans Condition is checked for medium frequencies.
4.2 Computation of the asymptotic Evans function when
|ζ| → ∞.
As in [13], to deal properly with high frequencies, we introduce the weight
Λ defined by:
Λ(ζ) =
(
1 + τ2 + γ2 + |η|2) 12
We recall that the scaled eigenspaces for high frequencies write then:
E−(AR(ζ)) = Span
{(
1
Λ−1µ−R(ζ)
)}
E+(AL(ζ)) = Span
{(
1
Λ−1µ+L (ζ)
)}
An asymptotic Evans function for high frequencies writes:
lim
|ζ|→∞
∣∣∣∣µ+L (ζ)− µ−R(ζ)Λ(ζ)
∣∣∣∣ .
Since there is C > 0 such that, for all ρ ≥ C > 0, <eµ
+
L (ζ)
Λ(ζ) ≥ C and
<eµ
−
R(ζ)
Λ(ζ) ≤ −C, making |ζ| → ∞, we have:∣∣∣∣µ+L (ζ)− µ−R(ζ)Λ(ζ)
∣∣∣∣ ≥ C ′ > 0.
Therefore, the Evans Condition is checked for high frequencies.
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4.3 Low frequency analysis of the Evans condition in the 1-D
framework.
Due to the expansive setting of the discontinuity the two eigenvalues µ+L and
µ−R are hyperbolic, which means that:
µ+L |ζ=0 = 0,
µ−R|ζ=0 = 0.
As a result, both linear subspaces E−(AR(ζ)) and E+(AL(ζ)) cease to be
well-defined. Since AL and AR have similar definitions, let us focus on
proving the continuous extension of the linear subspace E−(AR) to low fre-
quencies.
AR(ζ) appears in an ODE of the form:
∂z
(
wR
∂zwR
)
= AR(ζ)
(
wR
∂zwR
)
+ FR,
This time let ρ be ρ := (τ2 + γ2)1/2. We have then:
∂z
(
wR
ρ−1∂zwR
)
:=
(
0 ρId
ρ−1(iτ + γ)Id ad,R
)(
wR
ρ−1∂zwR
)
:= ρAˇR(ζˇ, ρ)
(
wR
ρ−1∂zwR
)
,
where
AˇR(ζˇ, ρ) :=
(
0 1
ρ−1(iτˇ + γˇ) ρ−1ad,R
)
with τˇ := τρ and γˇ :=
γ
ρ .
A continuous extension of the positive and negative spaces of AL and AR has
to be performed if we want to study the Evans function for low frequencies.
These extended spaces will be denoted by Elim− (AR) and Elim+ (AL), and are
computed as follows:
Elim− (AR) = E−(AˇR)|τˇ=1,γˇ=0,ρ=0,
and
Elim+ (AL) = E+(AˇL)|τˇ=1,γˇ=0,ρ=0.
The low frequency asymptotic Evans condition writes then:
Elim− (AR)
⋂
Elim+ (AL) = {0}.
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Let us look at the negative eigenvalue of AˇR(ζˇ, ρ) that we will note
λˇR(ζˇ, ρ) and compute its associated eigenvector:
AˇR
(
v1
v2
)
= λˇR
(
v1
v2
)
,
We get:
v2 = λˇv1,
and multiplying by ρ > 0 the second coordinate of our vector gives:
(iτˇ + γˇ)v1 + ad,Rv2 = ρλˇv2
Making ρ→ 0+, we obtain that:
λˇR(ζˇ, ρ) = − iτˇ + γˇ
ad,R
As a result
lim
ρ→0+
E−
(
AˇR(ζˇ, ρ)
)
= Span
{(
1
− iτˇ+γˇad,R
)}
The same way, we have:
lim
ρ→0+
E+
(
AˇL(ζˇ, ρ)
)
= Span
{(
1
− iτˇ+γˇad,L
)}
Since, by assumption, ad,L < 0 and ad,R > 0, taking γˇ = 0, we get that
the asymptotic Evans condition for low frequencies always holds.
4.4 Study of the uniform Evans stability in several space
dimensions.
Let ρ be ρ := (τ2+|η|2+γ2)1/2, using similar notations as the one introduced
in 1-D, we have:
∂z
(
wR
ρ−1∂zwR
)
:=
(
0 ρId
ρ−1(iκR + γ)Id ad,R
)(
wR
ρ−1∂zwR
)
:= ρAˇR(ζˇ, ρ)
(
wR
ρ−1∂zwR
)
,
where
AˇR(ζˇ, ρ) :=
(
0 1
ρ−1(iκˇR + γˇ) ρ−1ad,R
)
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with κˇR := κRρ and γˇ :=
γ
ρ .
Proceeding like in 1-D, we get:
Elim− (AR) = E−(AˇR)|τˇ2+|ηˇ|2=1,γˇ=0,ρ=0,
and
Elim+ (AL) = E+(AˇL)|τˇ2+|ηˇ|2=1,γˇ=0,ρ=0.
The low frequency Evans condition is satisfied if and only if for all (ηˇ, τˇ)
such that |ηˇ|2 + τˇ2 = 1, there holds:
a−1d,L
τˇ + d−1∑
j=1
aj,Lηˇj
 6= a−1d,R
τˇ + d−1∑
j=1
aj,Rηˇj

which means that for all 0 ≤ |ηˇ| ≤ 1 :(
a−1d,L − a−1d,R
)√
1− |ηˇ|2 +
d−1∑
j=1
ηˇj(a−1d,Laj,L − a−1d,Raj,R) 6= 0
As a first step, we assume that d = 2. In this case, our geometric stability
criterion for low frequencies consists in checking whether for all −1 ≤ ηˇ ≤ 1,
there holds: (
a−12,L − a−12,R
)√
1− ηˇ2 + ηˇ(a−12,La1,L − a−12,Ra1,R) 6= 0
This property has no chance to hold true if we have not a−1d,La1,L = a
−1
d,Ra1,R.
Indeed, taking ηˇ = ±1, the studied expression would change sign otherwise,
which would mean vanishing of the low frequency asymptotic Evans function
for some ηˇ.
In several space dimensions taking ηˇj = 0, ∀j 6= k, τˇ = 0 and ηˇk = ±1
the same reasoning leads to the following conditions:
(4.1) a−1d,Raj,R − a−1d,Laj,L = 0 , ∀1 ≤ j ≤ d− 1
If these conditions are checked, the low frequency Evans function does not
depend of η. As a consequence, the problem is then uniformly Evans sta-
ble as the stability analysis becomes identical to the one-dimensional one
performed section 4.3.
Remark 4.1. 1. Basically equalities (4.1) being checked means that the
uniform Evans stability of our multi-D problem behaves in a similar
manner as the stability of a 1-D problem. Indeed, the operator ∂t +∑
aj∂j also writes: ∂t + adX where X := ∂x +
∑d−1
j=1(ad)
−1aj∂j . For
d = 1, X := ∂x, our geometric condition of stability states that, for
d ≥ 2 X remains a differential operator with continuous coefficients.
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2. Be it in one or several space dimensions no such geometric stability
condition appears in the compressive case (ad,R < 0 and ad,L > 0) or
the traversing case (sign(ad,R = sign(ad,L)). Our stability condition is
specific to the multi-D expansive case. Let us try to explain the speci-
ficity of the setting inducing a drastic change in behavior from the 1-D
feature to the multi-D feature. Actually, our transmission conditions
satisfied for the viscous problem couples two hyperbolic modes by the
uniform Evans condition. This coupling bodes well in one space dimen-
sion but induces instabilities in a multi-D framework. For compressive
or traversing discontinuities of the coefficient, at least one parabolic
mode is present in the coupling, which results in uniform Evans sta-
bility be it in one or several space dimensions.
We underline that the uniformity of the Evans condition is a crucial
matter as far as we are interested in the stability of the problem (see [13]).
It is actually a sufficient condition to obtain stability estimates although it
is not the case of the (not uniform) Evans condition.
5 Stability by integration by parts
Our goal here is to show the stability of the problem holds under no assump-
tion on the coefficients of tangential derivatives, thus establishing Theorem
1.5.
Let us consider wε := wε+1xd>0 + w
ε−1xd<0 the solution of the error
equation. In order to get bounds on wε a preliminary step is to control
the normal derivative W ε := ∂dwε. We remark that W ε = W ε+1xd>0 +
W ε−1xd<0 is solution of the transmission problem:
(5.1)
∂tW
ε+ +
d∑
j=1
∂j(aR,jW ε+)− ε∆W ε+ = εM∂dRε+, xd > 0, (t, y) ∈ (0, T )× Rd−1,
∂tW
ε− +
d∑
j=1
∂j(aL,jW ε−)− ε∆W ε− = εM∂dRε−, xd < 0, (t, y) ∈ (0, T )× Rd−1,
W ε+|xd=0+ −W ε−|xd=0− = 0,
ad,R∂dW
ε+|xd=0+ − ε∂dW ε+|xd=0+ = ad,L∂dW ε−|xd=0− − ε∂dW ε−|xd=0− ,
W ε+|t=0 = 0, W ε−|t=0 = 0.
Constructing the approximate solution up to order M = 2 is sufficient.
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Assuming that the data f and h belong to H1 of their respective definition
domains, we get that ∂dRε+ belongs to L2((0, T ) × Rd+) and that ∂dRε−
belongs to L2((0, T )×Rd−). Note that W ε is also the solution of the following
Cauchy problem:
∂tW
ε +
d∑
j=1
∂j(ajW ε)− ε∆W ε = εM∂dRε , (t, x) ∈ (0, T )× Rd,
W ε|t=0 = 0.
W ε is the error obtained when replacing the exact viscous solution
U ε := ∂duε
by the approximate solution
U εapp := ∂du
ε
app.
We emphasize that, for all fixed positive ε, U ε satisfies the following two
transmission conditions through the hypersurface {xd = 0} :
U ε|xd=0+ − U ε|xd=0− = 0
(ad,R − ε∂d)U ε|xd=0+ − (ad,L − ε∂d)U ε|xd=0− = 0
For the sake of simplicity, we introduce the following notations: ‖.‖L2+ =
‖.‖L2(Rd+) and ‖.‖L2− = ‖.‖L2(Rd−). Let us consider the conservative error equa-
tion (5.1) whose unknown is ∂dwε. We proceed with the estimations in two
steps. In the first step, we multiply each equation of (5.1) by respectively
W ε+ and W ε− then, for fixed time t, integrate the obtained formulae sep-
arately on both half-space. We sum the obtained estimates and make use
of the transmission conditions over the boundary to get global estimates.
Secondly, we consider the following nonconservative error equation:

∂tw
ε +
d∑
j=1
aj∂jw
ε − ε∆wε = εMRε, (t, x) ∈ (0, T )× Rd,
wε|t=0 = 0.
In a second step, we multiply the equation by wε then integrate on the
whole space. The obtained estimate for W ε := ∂dwε yields then the desired
stability estimates.
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Multiplying by the solution W ε+ and integrating by parts on the half-
space {xd > 0}, we get:
1
2
d
dt
‖W ε+‖2L2+ + ε
d∑
j=1
‖∂jW ε+‖2L2+
+
∫
Rd−1
−ad,R|xd=0
2
(
W ε+|xd=0
)2 + ε
W ε+∂dW ε+|xd=0 + d−1∑
j=1
W ε+∂jW
ε+|xd=0
 dy
= εM
∫
Rd+
∂dR
ε+W ε+ dx.
Remark that:
−ad,R|xd=0
2
(
W ε+|xd=0
)2 + εW ε+∂dW ε+|xd=0
=
ad,R|xd=0
2
(
W ε+|xd=0
)2 −W ε+|xd=0 (ad,RW ε+|xd=0 − ε∂dW ε+|xd=0) .
We multiply the equation on {xd < 0} by W ε− and integrate by parts
on this half-space, which gives:
1
2
d
dt
‖W ε−‖2L2− + ε
d∑
j=1
‖∂jW ε−‖2L2−
+
∫
Rd−1
aL|xd=0
2
(
W ε−|xd=0
)2 − ε
W ε−∂dW ε−|xd=0 + d−1∑
j=1
W ε−∂jW ε−|xd=0
 dy
= εM
∫
Rd−
∂dR
ε−W ε− dx.
Let us underline that:
aL|xd=0
2
(
W ε−|xd=0
)2 − εW ε−∂dW ε−|xd=0
= −aL|xd=0
2
(
W ε−|xd=0
)2 +W ε−|xd=0 (aLW ε−|xd=0 − ε∂dW ε−|xd=0) .
Thanks to our boundary condition, there holds:{
W ε+|xd=0 (aRW ε+|xd=0 − ε∂dW ε+|xd=0) = W ε−|xd=0 (aLW ε−|xd=0 − ε∂dW ε−|xd=0)
W ε+|xd=0∂jW ε+|xd=0 = W ε−|xd=0∂jW ε−|xd=0, ∀j = 1 · · · d− 1.
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Thus, by adding our estimates, we obtain that:
1
2
d
dt
‖W ε‖2L2(Rd)+ε
d∑
j=1
‖∂jW ε‖2L2(Rd)+
aR|xd=0 − aL|xd=0
2
‖W ε|xd=0‖2L2(Rd−1)
= εM
∫
Rd
(∂dRε)W ε dx.∣∣∣∣∫
Rd
(∂dRε)W ε dx
∣∣∣∣ ≤ 12‖∂dRε‖2L2(Rd) + 12‖W ε‖2L2(Rd).
Since aR|xd=0 > 0 and aL|xd=0 < 0, by Gronwall Lemma, there is a constant
C > 0 such that:
‖W ε‖2L2(Rd)(t) ≤ CεM
∫ T
0
eC(t−s)
(
‖∂dRε+‖2L2(Rd+)(s) + ‖∂dR
ε−‖2
L2(Rd−)
(s)
)
ds.
Constructing the profiles up to order M = 1, we have then:
‖∂dwε‖L∞((0,T ):L2(Rd)) = O(ε)
and, since aR|xd=0 − aL|xd=0 > 0, we also have:
‖ (∂dwε) |xd=0‖L∞((0,T ):L2(Rd−1)) = O(ε).
Now going back to our initial error equation with unknown wε, we mul-
tiply it by wε then integrate on the whole domain. With ‖.‖L2 standing for
‖.‖L2(Rd), we get then:
1
2
(
d
dt
‖wε‖2L2 + (aL − aR)‖ (∂dwε) |xd=0‖2L2(Rd−1)
)
+ε
d∑
j=1
‖∂jwε‖2L2 = ε2
∫
Rd
Rεwε dx.
Remark that aL−aR is negative, that is why we had to control ‖ (∂dwε) |xd=0‖2L2(Rd−1)
as a first step. Since ‖ (∂dwε) |xd=0‖L∞((0,T ):L2(Rd−1)) = O(ε), proceeding the
same way as before, we obtain that:
‖wε‖L∞((0,T ):L2(Rd)) = O(ε),
which achieves the proof of Theorem 1.5.
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6 Small viscosity solution when the setting of the
discontinuity is either traversing or compressive
We add this section for the sake of completeness. Its aim is to recall results,
which can be obtained as corollaries of the main Theorem proved in [16].
Corollary 6.1 concerns the compressive case while the object of Corollary
6.2 is the small viscosity solution in the traversing case. In order to be
able to use the results of [16] as they stand, we assume moreover that the
data vanishes in the past as well as the solution, which ensures that the
compatibility conditions hold for the considered hyperbolic problem. We
aim to emphasize two main points, which are:
1. Other than in the expansive case, no additional stability assumption
on the coefficients need to be added to ensure uniform Evans stability
of the problem in several space dimensions.
2. Other than in the expansive case, the restriction of the obtained solu-
tions to the half-spaces {xd > 0} and {xd < 0} have the same Sobolev
regularity as the data, even when several space dimensions are in-
volved.
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Corollary 6.1. Let us consider the case where ad,R < 0 and ad,L > 0. Let uε
denote the solution of (1.2), where we recall that f belongs to Hs((0, T )×Rd).
Let us define u := uR1xd>0 + uL1xd<0 as the solution of the well-posed
problem:

∂tuR +
d∑
j=1
aj,R∂juR = f, (t, y, xd) ∈ (0, T )× Rd−1 × R∗+,
∂tuL +
d∑
j=1
aj,L∂juL = f, (t, y, xd) ∈ (0, T )× Rd−1 × R∗−,
uR|t<0 = 0, uL|t<0 = 0.
Problem (1.2) is uniformly Evans stable and there holds:
‖uε − u‖L2((0,T )×Rd) = O(ε).
Moreover uR belongs to Hs((0, T )×Rd+) and uL belongs to Hs((0, T )×Rd−).
Let us see now the Corollary giving the small viscosity solution in the
case of a discontinuity in traversing setting.
Corollary 6.2. Let us consider the case where sign(ad,R) = sign(ad,L). Let
uε denote the solution of (1.2). Let us define u := uR1xd>0 + uL1xd<0 as
the solution of the following well-posed transmission problem:

∂tuR +
d∑
j=1
aj,R∂juR = f, (t, y, xd) ∈ (0, T )× Rd−1 × R∗+,
∂tuL +
d∑
j=1
aj,L∂juL = f, (t, y, xd) ∈ (0, T )× Rd−1 × R∗−,
uR|xd=0 − uL|xd=0 = 0,
uR|t<0 = 0, uL|t<0 = 0.
Problem (1.2) is uniformly Evans stable and there holds:
‖uε − u‖L2((0,T )×Rd) = O(ε).
Moreover uR belongs to Hs((0, T )×Rd+) and uL belongs to Hs((0, T )×Rd−).
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