Abstract. This paper studies the worst-case performance of the successive approximation algorithm for four identical knapsacks. The algorithm packs the knapsacks successively by using an exact algorithm on the remaining items for each single knapsack. We show that it is an 8 11 -approximation algorithm, and the bound is tight.
1. Introduction. The multiple knapsack problem (MKP for short) can be defined as follows: Given a set of n items and m knapsacks such that each item j has a profit p j and a weight w j , and each knapsack i has a capacity c i . The goal is to select a subset of items that can be packed into m knapsacks and the total profit of all items in the knapsacks is maximized. For m = 1, MKP reduces to the classical 0-1 knapsack problem (KP for short). KP and MKP are classical combinatorial optimization problems that have been intensively studied because of both their theoretical interest and their wide applications. It is well-known that both KP and MKP are NP-hard, and MKP is strongly NP-hard if the number of knapsack is a part of the input [3] .
KP has been regarded as the simplest NP-hard problem as many instances of KP can be solved efficiently by branch-and-bound algorithms and dynamic programming. Furthermore, FPTAS exists [4, 6] and a dynamic programming can solve KP in pseudo-polynomial time. A flagrant contrast is that MKP is much harder to solve. Even for the simplest MKP with two identical knapsacks, FPTAS does not exist unless P = N P [2] . Though a PTAS is derived for MKP, it is only of theoretical interest, since it requires huge computing time for any reasonably small value of the required accuracy [2] . The reader is referred to [5, 7] for more details on KP and MKP.
A natural approach is to apply a KP algorithm to the knapsacks one by one. Though this approach may not be polynomial time, it is fast and practical as it only needs solve several single knapsack problems. A similar idea also appears in the literature of bin packing problem [1] .
Wang and Xing [8] considered such an algorithm that packs the knapsacks in nondecreasing order of their capacities for two and three knapsacks, and obtain all 652 ZHENBO WANG tight error bounds. A significant open problem is: What are the error bounds of the algorithm for four or more knapsacks. For the problem with three knapsacks, there are eight different error bounds according to the capacities of knapsacks. The error bounds are sensitive to the change of knapsacks' capacities, and the structure will be more complex with increasing number of knapsacks. So it is unlikely to obtain a uniform formulation of the error bounds for general MKP. This paper focuses on a special MKP in which the capacities of knapsacks are the same. To the best of our knowledge, the only known result on this problem owes to Chekuri and Khanna [2] who adopted the FPTAS with the error tolerance for each knapsack successively and obtain an error bound ( m − O( )) for a fixed m. This paper will improve this result for m = 4. The remaining part of this paper is organized as follows. In Section 2, we present some notations. The main results, the worst-case ratio of the algorithm for four identical knapsacks is proved in Section 3. Some concluding remarks are included in Section 4.
2. Notations and preliminaries. We adopt the notations used in [8] . Let H be an exact algorithm for KP, and H m be the successive approximation algorithm for multiple knapsack problem. Let z and z * be the objective values produced by H m and the optimal algorithm respectively. Let S i be the set of items packed into the
If some items belonging to S i (1 ≤ i ≤ m − 1) are packed into the jth knapsack in the optimal algorithm, denote the set of these items by S ij . Let S mj be the set of items which are packed into the jth knapsack in the optimal algorithm and do not belong to any of the sets S 1 , · · · , S m−1 .
Let w(S) and p(S) be the total weight and total profit of items in set S respectively. It is easily verified that
(1) This paper will consider the case of m = 4 and each knapsack has the same capacity c.
The following lemma will be used frequently in the following section.
Lemma 2.1 ([8]). Let S be a set of items. If w(S) ≤ c and S
In the following section, if a set S satisfies the two conditions of Lemma 2.1, we will only mention the first one to simplify the presentation. For example, when it is said "As w(S) ≤ c, we have p(S) ≤ p(S i ) according to Lemma 2.1", it implies that we can verify S ∩ S j = ∅ for each 1 ≤ j ≤ i − 1. According to Lemma 2.1, it is easily verified that Figure 1 . Sketch of an optimal solution.
We first present some technical lemmas.
As 4 i=2 w(S ij ) ≤ c for j = 1, · · · , 4, according to Lemma 2.1 we have
. Together with (2), we have
As 4 i=3 w(S ij ) ≤ c for j = 1, · · · , 4, according to Lemma 2.1 we have
. Together with (2) and (3), we have
The following argument will show the fourth upper bound also holds. If there are i, j ∈ {1, 2, 3, 4} and i = j such that w(S 4i ) + w(S 4j ) ≤ c, without loss of generality, assume w(S 41 ) + w(S 42 ) ≤ c, then we have p(S 41 ) + p(S 42 ) ≤ p(S 4 ) according to Lemma 2.1. Together with (2)- (5), we have
Otherwise, i.e. w(S 4i ) + w(S 4j ) > c for any i, j ∈ {1, 2, 3, 4} and i = j, we have 4 j=1 w(S 4j ) > 2c and 3 i=1 4 j=1 w(S ij ) < 4c − 2c = 2c. Therefore, at least one of the following two formulas holds. 
We only discuss the case that (10) holds, and a similar proof can be constructed for another case. When (10) holds, according to Lemma 2.1 we have
If (3) and (5), we have
Therefore, the fourth upper bound is obtained by (9), (12) and (13). 
The lemma holds by (14) and(15). Theorem 3.3. The worst-case ratio of H 4 is 8/11 for identical knapsacks.
Proof. From Lemma 3.2, we know z
If
From (16) and (17), we know z ≥ 8 11 z * for all instances. The instance below will show that the bound is tight. Instance 1. The information of the items is described in table 1, in which > 0 is small enough. By algorithm H 4 , items 1-4 are packed into knapsack 1; items 5-8 are packed into knapsack 2; knapsack 3 and knapsack 4 contain one of items 9-12 respectively, thus the objective value is z = 8/3 + 8 . We can construct an optimal solution as follows. Items 1, 5 and 9 are packed into one knapsack, so do items 2, 6, 10, items 3, 7, 11, and items 4, 8, 12. Thus the optimal value is z * = 11/3 + 8 . The bound is tight as z/z * → 8/11 when → 0 for the instance.
4. Conclusion and extension. This paper presents the worst-case ratio of the successive approximation algorithm for four identical knapsacks, that packs the knapsacks successively by using an exact algorithm on the remaining items for each single knapsack. As mentioned before, though it is not polynomial time in theory, this algorithm will be practical. Furthermore, this paper shows that the algorithm is 8 11 -approximation algorithm.
We can also adopt an approximation approximation algorithm of KP for each knapsack to obtain a polynomial time approximation algorithm for MKP. Assume that a (1 − )-approximation algorithm is adopted for each knapsack. Wang and Xing presented the following lemma. Following the same framework presented in Section 3, a similar argument can be constructed to obtain the theorem below. 
