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Introduction
« Universe, n. : The problem »
L’informatique et en particulier l’Internet jouent un rôle grandissant dans
notre société. Un grand nombre d’applications critiques d’un point de vue de
leur sécurité sont déployées dans divers domaines comme le domaine militaire,
la santé, le commerce électronique, etc. La sécurité des systèmes informatiques
devient alors une problématique essentielle tant pour les individus que pour les
entreprises ou les états.
Pour chaque système informatique, une politique de sécurité doit donc être
déﬁnie pour garantir les propriétés de sécurité qui doivent être rendues par ce
dernier. Cette politique s’exprime par des règles ﬁxant trois objectifs distincts :
– la confidentialité c’est-à-dire la non-occurrence de divulgations non-
autorisées de l’information ;
– l’intégrité c’est-à-dire la non-occurrence d’altérations inappropriées de
l’information ;
– la disponibilité c’est-à-dire le fait d’être prêt à l’utilisation.
Dans cette thèse, nous entendons par intrusion, une violation d’un de ces
trois objectifs. Plusieurs approches ont été déﬁnies pour s’assurer que la poli-
tique de sécurité déﬁnie pour un système informatique est bien respectée. Elle
peut en eﬀet être contournée par un utilisateur malveillant ou plus simplement
une faute de conception peut être à l’origine d’une violation de celle-ci.
La première approche s’appuie sur des mécanismes préventifs : il s’agit alors
de mettre en place des dispositifs capables d’empêcher toute action qui entraî-
nerait une violation de la politique de sécurité. Cependant l’expérience montre
qu’il est impossible de construire un système entièrement sûr pour des raisons
techniques (granularité du contrôle d’accès par exemple) ou pratiques (la mise
en place d’un système préventif occasionnerait une gêne trop importante pour
les utilisateurs par exemple). Il est en outre très diﬃcile de développer un logiciel
complexe exempt de fautes de conception dont certaines peuvent être exploitées
aﬁn de produire un non-respect de la politique de sécurité.
1
2 Introduction
Acceptant ce fait, une deuxième approche pour traiter les intrusions consiste
à détecter les violations de la politique de sécurité et à les signaler aux adminis-
trateurs pour qu’ils puissent prendre les mesures nécessaires pour remédier aux
problèmes éventuels qu’ont pu générer ces violations. La détection d’intrusions
est fondée sur l’analyse à la volée ou en diﬀéré de ce qui se passe sur le système.
Une troisième approche, la tolérance aux intrusions, vise à ce que le service
reste assuré et que la politique de sécurité du système global reste inviolée même
en présence d’intrusions dans certains composants du système. Des intrusions
peuvent aﬀecter certains composants du système mais les propriétés de conﬁ-
dentialité, d’intégrité et de disponibilité du système global doivent être vériﬁées.
Les travaux que nous présentons dans cette thèse s’intègrent de manière es-
sentielle dans le domaine de la détection d’intrusions et permettent de plus une
certaine tolérance aux intrusions.
En détection d’intrusions, deux types d’approche sont utilisées principale-
ment : l’approche par signature (misuse detection) et l’approche comportemen-
tale (anomaly detection).
L’approche par signature consiste à déﬁnir des scénarios d’attaque et recher-
cher des traces de ces scénarios, par exemple dans les ﬁchiers d’audit du système.
Cette approche pose certains problèmes notamment celui de la détection de nou-
velles attaques (qui nécessite la mise à jour de la base de signatures de manière
extrêmement fréquente) ou celui de la détection d’attaques inconnues.
Le principe de base de l’approche comportementale est de construire un
modèle de référence du comportement de l’entité surveillée (utilisateur, ma-
chine, service, application) auquel on peut comparer le comportement observé.
Si ce dernier est trop éloigné de la référence, une alerte est émise pour signaler
l’anomalie. Les techniques classiques fondées sur l’approche comportementale
proposent un modèle de référence construit de manière explicite. Cependant
il n’est pas simple de déﬁnir ce qui est représentatif du comportement à mo-
déliser et les systèmes de détection d’intrusions (IDS pour Intrusion Detection
Systems) fondés sur cette méthode génèrent un grand nombre de fausses alertes.
Face à ces diﬃcultés, il peut être intéressant de rechercher une approche
où le modèle de référence est implicite. L’approche que nous proposons s’ins-
pire d’une méthode classique en sûreté de fonctionnement : la diversiﬁcation
fonctionnelle et plus spéciﬁquement la programmation N-versions. La diversi-
ﬁcation fonctionnelle est une technique de tolérance aux fautes de conception
qui s’appuie sur la comparaison, par un décideur, des résultats fournis par des
mises en œuvre dissemblables (ou variantes) d’une même fonction. Dans le cas
de la programmation N-versions, les variantes sont appelées des versions et le
décideur eﬀectue un vote sur les résultats de toutes les versions. Les versions
ont la même spéciﬁcation mais sont de conception diﬀérente (équipe de déve-
loppeurs diﬀérentes, utilisation de plates-formes diﬀérentes etc.). Ces diﬀérences
dans la conception assurent avec une probabilité assez élevée que les fautes pré-
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sentes dans les variantes seront indépendantes c’est-à-dire qu’elles n’auront pas
de causes communes. Cette technique a cependant un coût élevé puisqu’il est
nécessaire de développer chaque version indépendamment. Elle a ainsi été es-
sentiellement utilisée dans des systèmes critiques du point de vue de la sécurité-
innocuité tel que l’aéronautique ou le ferroviaire. Il est possible d’utiliser des
COTS (Components-Off-The-Shelf ) en lieu et place des versions spéciﬁquement
développées. Nous appelons cette technique la diversiﬁcation de COTS. Ce choix
est plus économique mais pose certaines diﬃcultés qu’il faut prendre en compte
et sur lesquels nous reviendrons.
La diversiﬁcation de COTS peut être appliquée au domaine de la sécurité
pour assurer des propriétés de détection d’intrusions et de tolérance aux intru-
sions. C’est l’approche que nous avons poursuivie lors de cette thèse. Plusieurs
autres projets et travaux de recherche sont également fondés sur cette idée, soit
dans une optique de tolérance aux intrusions, soit dans une optique de détection
d’intrusions. Ces projets et travaux peuvent être classés, suivant les éléments
de comparaison choisis, en deux types d’approches : les approches de type boîte
noire et les approches de type boîte grise. Les approches de type boîte noire
comparent le comportement des COTS au niveau de sorties standardisées. Les
approches de type boîte grise comparent le comportement interne des COTS.
Les projets de type boîte noire se sont essentiellement consacrés à la tolé-
rance aux intrusions de leur architecture. Ces projets, à l’exception du projet
BASE [CRL03], utilisent d’autres IDS pour assurer la détection et la détection
d’intrusions ne repose que très peu sur la diversiﬁcation de COTS. Très peu
d’évaluations ont été faites sur les taux de couverture. De la même manière,
très peu d’évaluations ont été réalisées sur les faux positifs générés par l’ar-
chitecture que ce soit de manière théorique ou pratique, excepté dans le cadre
du projet BASE, où les auteurs proposent un modèle abstrait permettant de
masquer les diﬀérences de spéciﬁcation. Nous proposons dans cette thèse une
première méthode de détection d’intrusions qui suit une approche de type boîte
noire. Nous avons cherché à évaluer l’eﬃcacité de l’approche par diversiﬁcation
en termes de faux positifs notamment.
Les projets suivant une approche de type boîte grise peuvent être classés en
deux catégories : les projets utilisant des techniques de diversiﬁcation automa-
tique et les travaux de Gao proposant l’utilisation de diversité naturelle. Les
projets utilisant des techniques de diversiﬁcation automatique ont un taux de
couverture limité à certaines classes d’attaques. L’utilisation de diversité natu-
relle laisse espérer un taux de couverture de détection plus important. La se-
conde méthode de détection que nous proposons dans cette thèse se rapproche
des travaux de Gao [Gao07]. Cependant, contrairement à ces travaux, notre
approche ne repose pas sur l’apprentissage des correspondances entre les sé-
quences d’appels système mais sur une abstraction sous la forme de graphes de
ﬂux d’informations. Cette abstraction permet d’apporter plus de sémantique à
la détection et peut fournir une aide à un premier diagnostic, facilitant ainsi le
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travail de l’administrateur de sécurité.
Dans cette thèse, nos contributions sont donc les suivantes :
– La prise en compte dans notre modèle général de détection d’intrusions
des spéciﬁcités liées à l’utilisation de COTS en lieu et place de versions
spéciﬁquement développées et la proposition de deux solutions pour parer
aux problèmes induits par ces spéciﬁcités.
– Une étude théorique de la diversiﬁcation de COTS pour la détection et la
tolérance aux intrusions.
– Deux méthodes de détection d’intrusions fondées sur une architecture de
type N-versions : l’une suivant une approche de type boîte noire et l’autre
suivant une approche de type boîte grise. Notre méthode de type boîte
grise peut aider l’administrateur de sécurité à eﬀectuer un premier diag-
nostic des alertes.
– Deux IDS pour serveurs web fondés chacun sur une des ces méthodes et
l’évaluation pratique de la pertinence et de la ﬁabilité de ces deux IDS.
Le mémoire est organisé de la manière suivante.
Le chapitre 1 décrit les grands domaines qui soutiennent cette thèse et les
travaux similaires aux nôtres. Il est divisé en trois parties. La première partie
présente les deux grandes approches de détection d’intrusions et également la
détection d’intrusions web qui sera le domaine d’application de nos propositions.
La deuxième partie décrit les grands principes de la sûreté de fonctionnement
qui sont la base théorique de notre approche. La troisième partie présente les
travaux de recherche similaires aux nôtres : les approches de type boîte noire et
de type boîte grise.
Le chapitre 2 présente le cœur de notre travail. Nous présentons en détail
l’architecture de détection d’intrusions que nous avons utilisée et les propriétés
qui découlent de l’utilisation de COTS et d’un modèle de fautes intentionnelles
où l’attaquant a la possibilité de contrôler l’erreur que son intrusion produit.
Nous décrivons les deux méthodes de détection d’intrusions que nous avons pro-
posées : l’approche de type boîte noire est très proche du modèle général de
détection alors que l’approche de type boîte grise s’en distingue bien plus. Cette
méthode repose sur un calcul de similarité entre des graphes de ﬂux d’infor-
mations. Ces graphes ont une sémantique très forte et les diﬀérences entre les
graphes des diﬀérents serveurs peuvent servir d’aide à un premier diagnostic des
alertes.
Le chapitre 3 détaille l’application aux serveurs web et donne des indications
sur les implémentations de nos deux IDS pour serveurs web. Nous présentons
d’abord rapidement le protocole HTTP qui est l’un des protocoles qui soutient
l’Internet. Nous présentons la manière dont nous avons appliqué les concepts
présentés au chapitre 2 dans le cadre des serveurs web pour l’approche de type
boîte noire et pour l’approche de type boîte grise tout en essayant de présenter
les limitations techniques auxquelles nous avons été confrontées qui peuvent
diminuer le taux de couverture de l’approche et/ou augmenter le taux de faux
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positifs.
Le chapitre 4 présente les résultats des tests que nous avons menés sur les
deux IDS développés pour les serveurs web et présentés dans le chapitre 3.
Nous présentons d’abord dans ce chapitre l’environnement de test et les jeux de
données que nous avons utilisés : attaques et traﬁc « normal ». Nous présentons
ensuite les résultats de détection obtenus pour nos deux IDS en évaluant leur
ﬁabilité et leur pertinence. Nous détaillons par la suite deux exemples d’aide au
diagnostic que peut apporter notre approche de type boîte grise. Finalement,
nous évaluons les performances des nos IDS.
Enﬁn, notre conclusion constitue un récapitulatif général du travail accom-
pli : méthodes de détection proposée, leur application dans le cadre des serveurs
web et les résultats en terme de détection des deux IDS développés. Nous ter-




« Of all men’s miseries, the bitterest is this :
to know so much and have control over nothing. »
Hérodote
Ce chapitre présente les travaux antérieurs liés aux domaines de cette thèse
que sont la détection d’intrusions et la sûreté de fonctionnement.
Nous allons d’abord présenter les deux grandes approches en détection d’in-
trusions : l’approche par signature et l’approche comportementale. Les proto-
types implémentant les méthodes de détection d’intrusions proposées dans cette
thèse ayant été développés pour des serveurs web, nous détaillons ensuite des
méthodes de détection d’intrusions et IDS spéciﬁques aux intrusions web.
La deuxième section de ce chapitre présente, d’abord, certaines notions fon-
damentales en sûreté de fonctionnement que sont les notions de faute, erreur
et défaillance et le concept de tolérance aux fautes. Dans la suite de cette sec-
tion, nous présentons, de manière générale, un moyen d’assurer la sûreté de
fonctionnement d’un système : la diversiﬁcation fonctionnelle, et ensuite, plus
précisément, une technique spéciﬁque de diversiﬁcation fonctionnelle : la pro-
grammation N-versions. Ce chapitre se termine par une analyse des concepts du
domaine de la sécurité dans le domaine de la sûreté de fonctionnement.
La troisième section de ce chapitre présente les principes de la détection
d’intrusions et de la tolérance aux intrusions par diversiﬁcation fonctionnelle.
Nous présentons ensuite les divers travaux fondés sur ces principes et similaires
en cela aux nôtres tout en positionnant les deux méthodes proposées dans cette
thèse par rapport à ces travaux.
1.1 Détection d’intrusions
La détection d’intrusions a été introduite en 1980 par J.P. Anderson qui a
été le premier à montrer l’importance de l’audit de sécurité [And80] dans le but
de détecter les éventuelles violations de la politique de sécurité d’un système.
Anderson déﬁnit une intrusion comme une violation de la politique de sécurité
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du système, c’est-à-dire une violation d’une des propriétés de conﬁdentialité,
d’intégrité ou de disponibilité du système. Nous diﬀérencions les notions d’at-
taques et d’intrusions : une intrusion est une violation de la politique de sécurité
alors qu’une attaque est une tentative (eﬀective ou non) de violer la politique
de sécurité du système.
Le but de la détection d’intrusions est de signaler les intrusions ou les at-
taques, suivant la conception de l’IDS, à l’administrateur de sécurité pour que
celui-ci puisse prendre les mesures de réaction adéquates, comme remettre le sys-
tème dans un état sûr, etc. La recherche en détection d’intrusions s’oriente éga-
lement vers la réponse automatique aux intrusions [Tho07] : en plus de prévenir
l’administrateur de sécurité, le système de détection d’intrusions (on parle alors
généralement d’IPS, Intrusion Prevention System ou système de prévention d’in-
trusion) prend des mesures pour bloquer l’intrusion : couper la connexion TCP
et changer les règles du pare-feu pour bloquer l’adresse IP de l’attaquant pour
un IPS réseau par exemple.
Les méthodes de détection d’intrusions reposent sur l’observation d’un cer-
tain nombre d’événements et sur l’analyse de ceux-ci.
Il s’agit premièrement de collecter les informations que l’on souhaite analy-
ser. Ces informations proviennent des ﬁchiers journaux du système, d’applica-
tions spéciﬁques (tels que des serveurs web, serveurs ftp, serveurs de courriers
électroniques, etc...) ou de sondes mises en place par les outils de détection
d’intrusions tels des « sniﬀers » réseau, des modules spéciﬁques à certaines ap-
plications ou au système d’exploitation. On distingue généralement deux grands
types de sources de données et l’on peut classer les IDS suivant leurs sources :
les ﬂux réseau (network-based IDS ou NIDS ) et les données système ou appli-
catives (host-based IDS ou HIDS ). Suivant les sources de données utilisées, il
est possible de détecter certaines intrusions ou non : une attaque par déni de
service par syn flooding [Edd07] est plus facilement détectable au niveau réseau
qu’au niveau applicatif. Certains IDS utilisent des données provenant des deux
types de sources pour augmenter leur capacité de détection.
Les données récoltées doivent ensuite être analysées pour y rechercher des
traces d’intrusions. Cette analyse peut se faire de plusieurs manières : après
les faits, de manière quasi temps-réel ou bien en temps réel. Deux approches
principales de détection d’intrusions que nous décrirons par la suite ont été
proposées : l’approche par signature (misuse detection) et l’approche compor-
tementale (anomaly detection). Ces approches présentent diﬀérents avantages
et inconvénients ; il a été proposé relativement rapidement dans la recherche
en détection d’intrusions de combiner ces deux approches pour augmenter leur
taux de détection [Lun88, HK88].
L’évaluation et la comparaison des systèmes de détection d’intrusions est
un problème en soi de par la diversité des sources de données possibles et la
représentativité des données utilisées lors des tests notamment. Une vue d’en-
semble des problèmes et des diﬀérents projets de plate-formes de tests peut être
trouvée dans [MHL+03]. Les systèmes de détection d’intrusions sont évalués
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traditionnellement suivant deux critères :
– La fiabilité de l’IDS : toute intrusion doit eﬀectivement donner lieu à
une alerte. Une intrusion non signalée constitue une défaillance de l’IDS,
appelée faux négatif. La ﬁabilité d’un système de détection d’intrusions
est liée à son taux de faux négatifs (c’est-à-dire le pourcentage d’intrusions
non-détectées), qui doit être le plus bas possible.
– La pertinence des alertes : toute alerte doit correspondre à une intrusion
eﬀective. Toute « fausse alerte » (appelée également faux positif) diminue
la pertinence de l’IDS. Un bon IDS doit présenter un nombre de faux po-
sitifs aussi bas que possible.
Il ne suﬃt pas de détecter correctement les intrusions ; il faut surtout éviter
de lever trop de fausses alertes. Si la pertinence des alertes est trop faible, par
exemple si plus de 50% des alertes sont des faux positifs (50% étant un chiﬀre
prudent), l’administrateur de sécurité risque de considérer toutes les alertes
comme des faux positifs [Axe00a], de ne pas les analyser et de ne pas prendre
des mesures de protection au cas où l’alerte ne serait pas un faux positif. Dans
ce cas, le système de détection d’intrusions devient inutile.
Dans la suite, nous allons décrire les deux principales approches de détection
d’intrusions puis les IDS spéciﬁques aux serveurs web
1.1.1 Détection d’intrusions par signature et comporte-
mentale
Les systèmes de détection d’intrusions peuvent être classés suivant leur ap-
proche d’analyse des données. Deux grandes approches ont été proposées dans
la littérature : la détection d’intrusions par signature et la détection d’intrusions
comportementale. Ces deux approches s’opposent dans leur principe de détec-
tion : l’approche par signature se fonde sur la recherche de traces d’attaques ou
d’intrusions alors que l’approche comportementale recherche les déviations du
comportement de l’entité observée par rapport à un modèle du comportement
normal de cette entité. Bien que la première approche proposée par Anderson
en 1980 [And80] soit de type comportementale, nous allons d’abord présenter
les approches par signature qui ont les faveurs des industriels de la sécurité mais
présentent des inconvénients, inhérents à l’approche, diﬃcilement contournables.
1.1.1.1 Détection d’intrusions par signature
Principe Les systèmes de détection d’intrusions par signature fondent leur
détection sur la reconnaissance, dans le ﬂux d’évènements générés par une ou
plusieurs sondes, de signatures d’attaques qui sont contenues dans une base de
signatures. Une signature est un motif, dans le ﬂux d’événements, de scénarios
d’attaques déﬁnis au préalable. Un IDS par signature se compose :
– d’une ou plusieurs sondes, générant un ﬂux d’événements, qui peuvent être
de type réseau ou hôte ;
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– d’une base de signatures ;
– d’un système de reconnaissance de motifs dans le ﬂux d’événements.
La base de signatures Le taux de couverture de l’IDS dépend essentielle-
ment de la qualité de la base de données puisque seules les attaques dont la
signature est présente dans la base sont susceptibles d’être détectées. Les signa-
tures sont décrites à l’aide de langages de description d’attaques [EVK02, CO00,
MM01]. Elles sont la plupart du temps déﬁnies par un opérateur bien que des
travaux récents permettent la génération automatique des signatures [BNS+06,
NS05].
La base de signatures doit également être maintenue :
– Les nouvelles attaques détectées par la communauté doivent être intégrées
à la base.
– Suivant les choix de l’administrateur de sécurité, les signatures qui ne cor-
respondent plus à une possible intrusion (parce qu’un logiciel ou un sys-
tème d’exploitation a été mis à jour, remplacé ou supprimé par exemple)
peuvent être enlevées de la base.
La maintenance de la base de signatures est une tâche importante. Sans main-
tenance, l’IDS ne peut détecter les nouvelles attaques. La rapidité de la propa-
gation de certains vers comme Slammer [MPS+03] montre également une limite
de cette approche car le temps de mise à jour de la base de signatures par
l’administrateur est supérieur au temps de propagation du ver.
Le système de reconnaissance de motifs Le système de reconnaissance
de motifs est chargé d’identiﬁer les motifs présents dans la base de signa-
ture, dans le ﬂux d’événements. Diﬀérents systèmes de reconnaissance de mo-
tifs ont été déﬁnis dans la littérature. Cela va de systèmes simples à base de
règles comme [Pax98] ou de correspondances de chaînes de caractères [MHL94]
(string matching) à des systèmes bien plus complexes à base de systèmes ex-
perts comme [PN97] ou de modélisation d’états [EVK02] qui peuvent appor-
ter suﬃsamment d’abstraction pour détecter des attaques inconnues mais qui
font partie d’une même classe d’attaques. On pourra consulter la classiﬁcation
d’Axelsson [Axe00b] pour plus de détails sur ces systèmes.
Discussion Généralement, la pertinence des IDS suivant cette approche est
bonne car les signatures correspondent à des éléments caractéristiques des at-
taques qui ne sont pas présents dans le ﬂux d’événements en absence d’attaques.
Cependant, les signatures sont souvent généralisées pour que l’IDS soit capable
de détecter les modiﬁcations des attaques. Cette généralisation des signatures
peut entraîner une baisse de la pertinence de l’IDS.
Les signatures sont, de manière générale, associées à des attaques spéciﬁques.
En cas d’alertes, il est alors assez facile d’identiﬁer exactement l’attaque voire
la vulnérabilité qui a pu être exploitée ou non suivant la réussite de l’attaque.
L’administrateur a alors la possibilité d’utiliser les informations présentes dans
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des bases de vulnérabilité pour prendre les mesures nécessaires à la remise en
état du système.
Les IDS suivant cette approche sont généralement performants d’un point
de vue utilisation de ressources. En particulier pour les IDS au niveau réseau,
l’IDS ne fonctionne pas sur les machines rendant un service dans le système.
Les performances des services rendus par le système ne sont pas inﬂuencées
signiﬁcativement par la présence de l’IDS.
Les signatures décrivent généralement des attaques qui peuvent réussir ou
non. Très peu d’IDS par signature sont capables de faire la diﬀérence entre une
attaque ayant échoué et une intrusion. La présence d’attaques peut être une
information importante pour l’administrateur de sécurité ; celle d’intrusions est
cependant plus importante.
Les deux principaux avantages de solutions suivant l’approche par signature
sont la pertinence des alertes et une certaine facilité de mise en place de l’IDS.
Cependant, cette approche présente certaines limites dont la plus gênante est
de ne pouvoir détecter que les attaques connues.
1.1.1.2 Détection d’intrusions comportementale
La détection d’intrusions comportementale a été la première approche pro-
posée et développée. Anderson [And80] propose de détecter des violations de la
politique de sécurité du système en observant le comportement des utilisateurs
et en le comparant à un modèle du comportement considéré comme normal,
appelé profil.
D’une manière générale, l’approche comportementale comporte deux phases :
une phase d’apprentissage où le proﬁl est constitué en observant le comporte-
ment de l’entité surveillée et une phase de détection pendant laquelle l’IDS
observe le comportement de l’entité, mesure la similarité entre ce dernier et le
proﬁl et émet une alerte si la déviation est trop importante.
L’idée principale de cette approche est de considérer toute déviation, toute
anomalie dans le comportement comme une intrusion. Cette hypothèse est cer-
tainement fausse : des événements ou des comportements rares peuvent tout à
fait être légitimes du point de vue de la politique de sécurité du système. Le
système est susceptible d’émettre des faux positifs. Tant que le nombre de faux
positifs reste suﬃsamment faible, la méthode peut être valide.
Cela conduit à poser deux questions essentielles, dans le domaine de la dé-
tection d’intrusions comportementale, sur le caractère correct et complet du
modèle de comportement normal (voir la ﬁgure 1.1).
Le modèle de comportement normal est dit correct s’il ne modélise que le
comportement légitime, du point de vue de la politique de sécurité, de l’entité
surveillée. Toutes les intrusions sont alors détectées par l’IDS : il n’y a pas de
faux négatif.
Le modèle de comportement normal est dit complet s’il modélise entièrement
le comportement légitime, du point de vue de la politique de sécurité, de l’entité
surveillée. Dans ce cas, toutes les alertes correspondent à des intrusions : il n’y
a pas de faux positifs.
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Fig. 1.1 – Caractères complet et correct du modèle de comportement normal
L’idéal est d’obtenir un modèle à la fois complet et correct. Le choix de
la méthode de modélisation, des attributs à considérer dans les événements
observés vont avoir un impact important sur le caractère correct et complet du
modèle.
Plusieurs méthodes de modélisation ont été proposées pour établir le proﬁl
de l’entité surveillée : modèles statistiques [LTG+90, ALJ+95], systèmes ex-
perts [VL89], réseaux de neurones [DBS92], approche immunologique [DFH96].
Modèles statistiques Dans cette approche, le proﬁl est établi en observant
la valeur de certains paramètres du système considéré comme des variables aléa-
toires. Pour chaque paramètre du système, un modèle statistique est utilisé pour
établir la distribution de la variable aléatoire correspondante. Une fois le modèle
établi, un vecteur distance est calculé entre le ﬂux d’événements observés et le
proﬁl. Si la distance dépasse un certain seuil, une alerte est émise.
Les premiers IDS utilisant un modèle statistique comme, par exemple, celui
proposé par Anderson [And80] ou IDES [LTG+90] (Intrusion Detection Ex-
pert System) ciblent la détection de comportements anormaux d’utilisateurs en
étudiant des paramètres comme le temps processeur, la durée des sessions, le
nombre de tentatives de login, etc. NIDES [ALJ+95] (Next Intrusion Detection
Expert System) propose des améliorations par rapport à IDES en combinant
les approches comportementales et par signature et étend cette approche à la
modélisation statistique d’applications.
Systèmes experts Dans cette approche, le proﬁl est établi en observant le
ﬂux d’événements pour en déduire un certain nombre de règles qui décrivent le
comportement normal du système. Pendant la phase de détection, le système
applique les règles au ﬂux d’événements et vériﬁe si ce ﬂux d’événements respecte
ou non les règles apprises.
Ce modèle est utilisé dans le projet W&S [VL89] (Wisdom and Sense) pour
détecter des comportements inhabituels chez les utilisateurs d’un système d’in-
formation.
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Réseaux de neurones Un réseau de neurones peut être utilisé pour modé-
liser le comportement du système et apprendre à classiﬁer les comportements
normaux et anormaux. Ce modèle permet de prendre naturellement en compte
des séries temporelles soit avec des réseaux de neurones récurrents ou des tech-
niques de fenêtre glissante en entrée du réseau de neurones.
C’est la méthode employée dans [DBS92] pour modéliser le comportement
des utilisateurs d’un système informatique. Dans ce travail, le réseau de neurones
est utilisé en conjonction avec un système expert pour décider de la présence
d’intrusions ou non.
Approche Immunologique Cette méthode a été proposée par Forrest et
al. [FHSL96] et vise à détecter les comportements anormaux d’applications
en observant les séquences d’appels système qu’eﬀectue l’application surveillée.
Pendant la phase d’apprentissage, toutes les séquences d’appels système d’une
taille donnée sont stockées dans une base de séquences et constitue le proﬁl.
Lors de la phase de détection, une alerte est émise lorsqu’une séquence d’appels
système eﬀectués par l’application n’est pas présente dans la base de séquences.
Discussion L’avantage majeur de l’approche comportementale par rapport à
l’approche par signature est de ne pas chercher à caractériser les intrusions mais
le comportement attendu du système et donc de pouvoir détecter des intrusions
inconnues.
De manière générale, les IDS fondés sur cette approche sont ﬁables car une
intrusion génère souvent une anomalie dans le comportement observé. Cela reste
cependant une question ouverte, comme le font remarquer Myers [Mye80] et
Anderson [And80] et comme le montrent les développements récents dans le
domaine des mimicry attacks [TKM02, WS02].
Par contre, ces IDS sont, généralement, peu pertinents. Il y a relativement
peu d’études de performances des IDS comportementaux en termes de faux
positifs : Helman et Liepins [HL93] étudient les performances à la fois théoriques
des modèles statistiques et pratiques d’un détecteur statistique simple et de
W&S [VL89]. Cette étude montre que les résultats de ces IDS restent loin des
objectifs ﬁxés par la DARPA : taux de détection de 99% pour un taux de faux
positifs inférieurs 0,1% [McH01].
De plus, la phase d’apprentissage présente quelques problèmes : il faut s’assu-
rer que la base d’apprentissage soit exempte d’intrusions. Dans le cas contraire,
l’IDS risquerait d’apprendre des comportements intrusifs et ne serait donc pas
capable de les détecter ensuite. Le comportement de l’entité surveillée peut
également évoluer au cours du temps, il est possible de modiﬁer le proﬁl conti-
nûment pendant la phase de détection pour que ce dernier représente toujours
le plus ﬁdèlement possible le comportement de l’entité. Dans ce cas, le système
peut apprendre progressivement des comportements intrusifs introduits par un
attaquant.
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Dans cette thèse, nous avons choisi une approche diﬀérente de celles pro-
posées dans les travaux en détection d’intrusions comportementale en décidant
de ne pas construire le modèle de comportement normal explicite mais en utili-
sant plusieurs composants logiciels en parallèle et en comparant leur comporte-
ment. Le comportement de chaque logiciel est considéré comme un modèle de
comportement normal pour les autres logiciels : on parle ainsi de modèle impli-
cite. Ce modèle est, de manière évidente, incorrect car les composants logiciels
contiennent des vulnérabilités. Pour limiter le nombre de faux positif, il faut
que ce modèle soit le plus complet possible.
Ce modèle est également incomplet, comme le montre la présence de faux
positifs dans le cadre de nos expérimentations.
Pour tester les méthodes de détection d’intrusions que nous avons proposées,
nous avons choisi de développer un IDS pour serveurs web. Dans la sous-section
suivante, nous présentons les travaux précédents plus spéciﬁques à la détection
d’intrusions pour serveurs web quelque soit leur approche.
1.1.2 Détection d’intrusions web
Les serveurs web sont un environnement de test intéressants pour la détection
d’intrusions, d’une part, par leur importance et par l’universalité du protocole
HTTP [FGM+99] (Hypertext Transfert Protocol) et, d’autre part, par le nombre
de vulnérabilités les frappant.
Les serveurs web sont la vitrine des entreprises, associations, états, voire des
individus par l’intermédiaire des blogs sur l’Internet. Ils sont, dans certains cas,
une source de revenus importants (commerce en ligne par exemple). De plus en
plus d’applications web sont déployées sur l’Internet : applications médicales,
commerce en ligne, bureaux virtuels, services de cartographie, réseaux sociaux,
services de paiement, services administratifs (paiement des impôts notamment),
etc.
Ces serveurs et les applications fonctionnant sur ceux-ci sont accessibles
de l’extérieur et peuvent présenter des vulnérabilités. Les serveurs présentent
beaucoup moins de vulnérabilités qu’il y a quelques années, les développeurs
ayant pris conscience de l’importance de la sécurité. Ce n’est, par contre, pas
encore le cas pour les applications web : d’après Robertson et al. [RVKK06], 25%
des entrées CVE (Common Vulnerabilities and Exposures) de 1999 à 2005 sont
liées à des vulnérabilités web ; de plus, ce chiﬀre ne tient pas compte de toutes les
applications développées en interne, dans diﬀérentes entreprises, pour répondre
à des besoins particuliers. Les pirates informatiques essaient de proﬁter de ces
vulnérabilités pour y installer de faux sites dans le but de faire de l’hameçonnage
(phishing) ou pour y installer des malwares qui infecteront les clients visitant le
site [PMRM08].
La sécurité des serveurs web et des applications fonctionnant sur ces serveurs
est une priorité tant pour l’entité représentée par le serveur que pour les clients
visitant ces serveurs.
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Les outils de détection d’intrusions « génériques » peuvent être utilisés pour
détecter les intrusions contre les serveurs web : les NIDS comme Bro [Pax98],
NSM [HDL+90, MHL94] (Network Security Monitor) ou Snort [Roe99] ou les
Host-based IDS qui surveillent le comportement de programmes tels que ceux
développés par Forrest et al. [FHSL96, WFP99] ou Ghosh [GMS00] par exemple.
Bien que ces IDS n’aient pas été spécialement évalués dans le domaine de la
détection d’intrusions web, le web reste un domaine de prédilection pour la
détection d’intrusions notamment pour les IDS au niveau réseau : dans la version
2.3.3 de Snort, 1064 signatures sur les 3111 sont consacrées à la détection des
attaques web.
Les outils de détection d’intrusions utilisés pour détecter les attaques contre
les serveurs web utilisent principalement une approche par scénario bien que des
approches comportementales soient apparues récemment. Nous allons donc pré-
senter les diﬀérents IDS spéciﬁques au web suivant leur approche de détection.
1.1.2.1 Les approches par signature
Les IDS par signature spéciﬁques au web sont pour la plupart des HIDS
au niveau applicatif. Ils évitent certains écueils des NIDS : reconstruction des
paquets, perte de paquets en cas de charge, vulnérabilité aux techniques d’éva-
sion, gestion de la cryptographie, etc. La plupart de ces outils utilisent les ﬁchiers
d’audit des serveurs web comme source d’événements.
WWWstat [Fie96] est principalement un programme destiné à établir des
statistiques sur l’utilisation du serveur web. Il ne réalise pas de détection d’in-
trusions par lui-même mais sa sortie peut être utilisée à des ﬁns de détection
d’intrusions manuelle.
Autobuse [Tay99] est un cadre d’applications pour l’analyse de ﬁchiers d’au-
dit en provenance de pare-feu ou de serveurs web. Il recherche parmi les diﬀé-
rentes entrées de ces ﬁchiers la présence d’attaques connues et alerte l’adminis-
trateur (notamment par mail).
Almgren et al. [ADD00] ont proposé également un système analysant les
logs générés par le serveur web, recherchant des motifs qui correspondent à des
attaques connues. L’analyse peut se réaliser en temps réel et n’aﬀecte pas les
performances du serveur web. Ce système est également capable d’apprendre de
nouvelles attaques en surveillant plus particulièrement les activités des clients
considérés comme suspects. Cependant les attaques analysées sont limitées à
l’exploitation de vulnérabilités dans les scripts CGI. Les attaques concernant
le serveur en lui-même, comme certains dépassements de tampon, ne sont pas
détectées. De plus, même si un module combinant les alertes est fourni, les
attaques complexes nécessitant plusieurs étapes ne peuvent être modélisées et
ne sont donc pas détectées.
Un autre système WebSTAT [VRKK03] fondé sur le cadre d’applications
STAT [VVK03] utilise un langage de haut-niveau STATL [EVK02] pour décrire
les attaques en termes d’états et de transitions. Ce langage permet la description
d’attaques complexes. La détection d’intrusions se fait en temps réel et plusieurs
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autres sources d’événements peuvent être utilisées (même si cela n’a pas encore
été fait) comme les ﬁchiers d’audit du système d’exploitation ou encore des ﬂux
réseaux. Cette méthode présente une dégradation en performance et les auteurs
n’ont pas présenté de résultats concernant la ﬁabilité et la pertinence du sys-
tème de détection.
Les approches précédentes utilisent comme entrée les ﬁchiers de log du ser-
veur web. Ces outils sont donc vulnérables aux attaques capables d’empêcher
le serveur d’écrire dans le ﬁchier d’audit ou aux attaques compromettant l’inté-
grité du ﬁchier d’audit. De plus, les ﬁchiers d’audit des serveurs ne contiennent
qu’une partie de la requête HTTP (la première ligne essentiellement). Des élé-
ments caractéristiques des intrusions peuvent cependant se trouver dans les
autres parties de la requête. D’autres outils de détection ont été proposés pour
prendre en compte ce problème.
Almgren et Lundqvist [AL01] ont proposé un système de détection d’intru-
sions intégré à un serveur Apache. L’avantage de cette solution réside dans sa
capacité à détecter les intrusions à diﬀérents stades du traitement de la requête.
Cette méthode entraîne également une dégradation dans les performances du
serveur mais est également spéciﬁque au serveur Apache. Cet outil a également
la possibilité de recevoir des informations provenant d’autres sources notamment
des ﬂux réseaux.
L’IDS présenté ci-dessus est à rapprocher de ModSecurity [Ris08] qui est
un module pour Apache permettant d’écrire des règles pour détecter, bloquer,
modiﬁer les requêtes parvenant au serveur Apache. ModSecurity peut également
être utilisé en tant que reverse proxy ce qui permet notamment de faire du virtual
patching, c’est-à-dire d’empêcher une vulnérabilité d’être exploitée dans une
application web le temps que le correctif soit disponible pour cette application.
1.1.2.2 Les approches comportementales
Bien que les approches par signature soient eﬀectives, elles posent certains
problèmes. La plupart des applications web sont spéciﬁques et sont dévelop-
pées rapidement sans souci de sécurité particulier. Il est diﬃcile d’écrire des
signatures pour ces applications car il n’y a pas forcément de caractéristiques
communes contrairement aux buffer overflows. Les entreprises n’ont pas forcé-
ment le temps et les ressources nécessaires pour employer un expert pour écrire
ces signatures. L’approche comportementale semble ici adaptée à la nature des
vulnérabilités.
Breach Security propose un produit nomméWebDefend [Sec08] qui modélise
le traﬁc normal à destination et en provenance des applications web protégées
et est ensuite capable de bloquer les attaques.
Kruegel et al [KV03, KVR05] ont proposé le premier IDS comportemental
spéciﬁque aux serveurs web. Il utilise les ﬁchiers d’audit comme source d’évé-
nements. Il ne traite cependant que les requêtes de type GET comportant des
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paramètres et se concentre donc sur la détection d’attaques contre les scripts
CGI. Ce système utilise une approche statistique et étudie plusieurs caractéris-
tiques des requêtes comme la longueur des valeurs des attributs, la distribution
des caractères présents dans les valeurs des attributs, la présence ou l’absence
d’attributs, l’ordre des attributs et la détermination si oui ou non la valeur d’un
attribut fait partie d’un ensemble ﬁni. Ce système nécessite donc une phase
d’apprentissage, l’apprentissage se faisant diﬀéremment pour chaque caractéris-
tique prise en compte. L’évaluation s’est faite sur chacune des caractéristiques
étudiées indépendamment des autres et chaque caractéristique permet de dé-
tecter plus ou moins bien les attaques suivant leur type. Ce système repose
également sur les ﬁchiers d’audit du serveur web donc les attaques qui ciblent
spéciﬁquement le serveur web ne seront pas détectées si le serveur web n’écrit
pas dans son ﬁchier d’audit ou si l’intégrité du ﬁchier de log est compromise. Il
ne peut pas détecter non plus les intrusions dont aucun élément caractéristique
ne se trouve dans la première ligne de la requête HTTP. Les auteurs notent
qu’il est possible d’intégrer leur IDS au serveur pour pouvoir traiter les requêtes
entièrement comme cela est fait dans [AL01].
Robertson et al. [RVKK06] présentent une amélioration des travaux précé-
dents en ajoutant à la détection d’anomalies deux composants : un composant
permettant la génération de signatures d’alertes et groupant les alertes suivant
les signatures et un composant permettant d’identiﬁer les anomalies suivant
des heuristiques. Le premier composant permet de réduire le nombre d’alertes
présentées à l’administrateur en les groupant suivant leurs caractéristiques (dis-
tribution de caractères similaire, longueur similaire, etc). En suivant des heu-
ristiques, le second associe les alertes à des groupes d’attaques spéciﬁques au
web : remontée dans l’arborescence (directory traversal), injection SQL, buffer
overflow et cross-site scripting.
Valeur et al. [VVKK06] proposent également une amélioration des travaux
de Kruegel et Vigna [KV03]. Leur approche permet de limiter l’inﬂuence des
faux positifs en intégrant les travaux de Kruegel et Vigna dans un reverse proxy
qui redirige les requêtes HTTP anormales vers un serveur web ayant un accès
plus restreint aux parties critiques du site.
Wang et al. [WS04] présentent un travail proche des travaux de Kruegel et
al. [KTK02]. Ce travail consiste en la modélisation statistique de la distribution
de la valeur des octets pour chaque paquet ou pour chaque connexion. Ils testent
leur approche sur les données de DARPA 99 [LHF+00] et sur des données pro-
venant d’un serveur universitaire. Ils appliquent leur approche notamment sur
le port 80 dédié au traﬁc web et obtiennent des résultats corrects en termes de
faux positifs.
Estévez-Tapiador et al. [ETGTDV04] modélisent les requêtes HTTP grâce
à des chaînes de Markov. Ils proposent deux approches : l’une utilisant une ex-
tension des histogrammes de distribution de chaque caractère et l’autre prenant
en compte des éléments de spéciﬁcation du protocole HTTP pour eﬀectuer un
découpage en blocs syntaxiques. Les tests ont été eﬀectués sur les données de
DARPA 99 [LHF+00] pour le traﬁc normal et une base d’attaques de variantes
de 86 attaques HTTP présentes dans la base ArachNIDS [Ara03]. La seconde
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méthode donne des résultats bien meilleurs (d’un ordre de magnitude) en termes
de faux positifs pour un taux de détection de 95%.
Ingham et al. [ISBF07] et Ingham [Ing07] proposent également une méthode
portant sur toute la requête HTTP. Après l’application de certaines heuristiques,
ils modélisent les requêtes HTTP grâce à des automates à états ﬁnis détermi-
nistes. Ils présentent un nouvel algorithme de généralisation pour déﬁnir l’au-
tomate à états ﬁnis et utilisent une technique similaire à celle de Robertson et
al. [RVKK06] pour grouper les alertes et réduire le nombre d’alertes présentées
à l’administrateur de sécurité. L’apprentissage de l’automate peut se faire même
en présence d’attaques dans la base d’apprentissage, ce qui est un avantage par
rapport aux autres méthodes proposées.
Une comparaison des techniques précédentes est présentée par Ingham et
Inoue [II07]. Ils ont constitué une base de 63 attaques web et ont collecté un
ensemble de requêtes HTTP pour 4 sites distincts. Ils proposent et mettent
à disposition de la communauté un framework permettant la comparaison des
outils de détection d’intrusions spéciﬁques au web. Ils montrent que les méthodes
s’attachant aux unités lexicales (token) sont sensiblement plus performantes que
les méthodes s’attachant à modéliser les requêtes au niveau des octets.
Nous ne pouvons malheureusement utiliser tel quel le framework qu’ils pro-
posent. En eﬀet, nous avons non seulement besoin des requêtes pour tester notre
approche mais nous devons réellement les jouer sur les serveurs de notre archi-
tecture et observer leurs comportements. Il nous est donc nécessaire d’avoir, en
plus des requêtes, les applications fonctionnant sur les serveurs et les données
présentes sur les serveurs. Il nous est tout de même possible d’utiliser la base
d’attaques en installant les diﬀérentes applications et serveurs nécessaire pour
la réussite des exploits. Cela n’a pu malheureusement être fait, faute de temps
mais est considéré dans la poursuite des travaux.
1.1.2.3 Une approche hybride
Une approche hybride a été proposée par Tombini et al. [TDMD04, DT05].
Cette approche consiste en la sérialisation d’un IDS comportemental suivi d’un
IDS par signature. L’IDS comportemental permet de ﬁltrer les requêtes normales
et ainsi seules les requêtes anormales sont passées à l’IDS par signature. Bien
que l’IDS comportemental utilisé soit simple, ceci permet de réduire le nombre
de faux positifs générés globalement. La source d’entrées est le ﬁchier d’audit
du serveur web. Cet IDS est donc soumis aux mêmes problèmes que les autres
utilisant cette source de données.
1.1.2.4 Discussion
Les approches par signature montrent des limites quant à la détection des
intrusions/attaques de par le fait que la plupart des vulnérabilités web sont spé-
ciﬁques à des applications précises éventuellement développées en interne par
les entreprises. Les méthodes comportementales sont donc une approche intéres-
sante dans ce domaine. Les premiers IDS comportementaux [KV03, TDMD04]
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proposés ne prenaient en compte que la première ligne de la requête HTTP, la
seule présente dans les ﬁchiers d’audit des serveurs et ne sont capables de détec-
ter que les attaques qui vont inﬂuer sur cette partie de la requête. Des approches
plus récentes prennent en compte la sémantique des requêtes en eﬀectuant une
analyse lexicale du protocole [ETGTDV04, ISBF07]. Ces outils semblent obtenir
de meilleurs résultats [II07]. Notre approche se distingue par la prise en compte
du comportement des serveurs web et non seulement des caractéristiques de la
requête et nous cherchons à détecter les anomalies dans le comportement des
serveurs pour identiﬁer les intrusions, ceci dans le but de diﬀérencier les intru-
sions des éventuelles attaques ou requêtes anormales.
Nous présentons dans la suite un panorama rapide du domaine de la sûreté
de fonctionnement, plus précisément des concepts et méthodes qui concernent
les travaux de cette thèse : modèle faute - erreur - défaillance, tolérance aux
fautes, diversiﬁcation fonctionnelle.
1.2 Détection d’erreurs
Notre approche de détection d’intrusions est fondée sur une technique du
domaine de la sûreté de fonctionnement : la diversiﬁcation fonctionnelle. Dans
cette section, nous déﬁnissons les concepts fondamentaux de la sûreté de fonc-
tionnement et les divers moyens d’assurer les propriétés de sûreté informatique.
La ﬁn de cette section se consacre à l’analyse des concepts du domaine de la
sécurité dans le domaine de la sûreté de fonctionnement, travaux réalisés dans
le cadre du projet européen MAFTIA [AAC+03].
1.2.1 Le modèle faute - erreur - défaillance
Les déﬁnitions sont issues du guide de la sûreté de fonctionnement [ABC+95].
La sûreté de fonctionnement d’un système informatique est la propriété qui
permet à ses utilisateurs de placer une conﬁance justiﬁée dans le service qu’il leur
délivre. Un utilisateur n’est pas forcément un être humain mais peut tout à fait
être un autre système qui interagit avec le service considéré. Le service délivré
par le système est le comportement perçu par ses utilisateurs. La sûreté d’un
système peut être analysée suivant diﬀérentes propriétés appelées attributs :
– le fait d’être prêt à l’utilisation conduit à la disponibilité ;
– la continuité du service conduit à la fiabilité ;
– la non-occurrence de conséquences catastrophiques pour l’environnement
conduit à la sécurité-innocuité ;
– la non-occurrence de divulgations non-autorisées de l’information conduit
à la confidentialité ;
– la non-occurrence d’altérations inappropriées de l’information conduit à
l’intégrité ;
– l’aptitude aux réparations et aux évolutions conduit à la maintenabilité.
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L’association, à la conﬁdentialité, de l’intégrité et de la disponibilité vis-à-vis
des actions autorisées, conduit à la sécurité-confidentialité. La sécurité telle que
nous l’entendons, c’est-à-dire la sécurité-conﬁdentialité dans le cadre de la sû-
reté de fonctionnement, fait donc partie intégrante du domaine de la sûreté de
fonctionnement.
Dans un système donné, on considère que ces propriétés peuvent être mises
en défaut par des entraves au sein du système. Ces entraves sont de trois types :
– les défaillances qui surviennent lorsque le service délivré dévie de l’accom-
plissement de la fonction du système ;
– les erreurs sont les parties de l’état du système susceptibles d’entraîner
des défaillances ;
– les fautes sont les causes adjugées ou supposées des erreurs.
Ces entraves forment une chaîne causale logique : une faute peut entraîner une
erreur, qui peut elle-même entraîner une défaillance. De plus cette chaîne est
récursive, et une défaillance externe à un composant, peut provoquer une faute
interne dans ce composant, qui peut elle-même entraîner une erreur, etc.
Les fautes peuvent être classées suivant 5 critères : leur cause phénoméno-
logique, leur nature, leur phase de création ou d’occurrence, leur situation par
rapport aux frontières du système, et leur persistance.
On distingue suivant leur cause phénoménologique : les fautes physiques et
les fautes dues à l’homme. Suivant la nature des fautes, on distingue : les fautes
accidentelles et les fautes intentionnelles. Suivant leur phase de création ou d’oc-
currence, les fautes de développement et les fautes opérationnelles. Suivant la
situation des fautes par rapport aux frontières du système : les fautes internes
et les fautes externes. Suivant leur persistance : les fautes permanentes et les
fautes temporaires.
Bien que l’on puisse détecter des fautes physiques grâce à la diversiﬁcation
fonctionnelle, dans le cadre de nos travaux, nous nous intéressons aux fautes
dues à l’homme. Celles-ci peuvent être réparties en quatre classes de fautes
combinées :
– les fautes de conception, qui sont des fautes de développement accidentelles
ou intentionnelles sans volonté de nuire ;
– les fautes d’interaction, qui sont des fautes externes, accidentelles ou in-
tentionnelles sans volonté de nuire ;
– les logiques malignes (ver, virus, bombe logique, porte dérobée, cheval de
Troie) qui sont des fautes internes intentionnellement nuisibles ;
– les intrusions qui sont des fautes opérationnelles externes intentionnelle-
ment nuisibles.
Une faute est active lorsqu’elle produit une erreur. Une faute active est soit
une faute interne qui était préalablement dormante et qui a été activée par le
processus de traitement, soit une faute externe. Une faute interne peut cycler
entre ses états dormant et actif.
Une erreur peut être latente ou détectée ; une erreur est latente tant qu’elle
n’a pas été reconnue en tant que telle ; une erreur est détectée par un algorithme
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ou un mécanisme de détection. Une erreur peut disparaître sans être détectée.
Par propagation, une erreur crée de nouvelles erreurs.
Une défaillance survient lorsque, par propagation, une erreur aﬀecte le ser-
vice délivré par le système. Cette défaillance peut alors apparaître comme une
faute du point de vue d’un autre composant. On obtient ainsi la chaîne fonda-
mentale suivante :
. . . → défaillance → faute → erreur → défaillance → faute → . . .
Les ﬂèches dans cette chaîne expriment la relation de causalité entre fautes,
erreurs et défaillances. Elles ne doivent pas être interprétées au sens strict : par
propagation plusieurs erreurs peuvent être créées avant qu’une défaillance ne
survienne.
Les moyens, permettant d’assurer que les attributs de la sûreté de fonction-
nement sont présents et maintenus au sein du système, sont classés selon quatre
axes :
– prévention des fautes : comment empêcher l’occurrence ou l’introduction
de fautes ;
– tolérance aux fautes : comment fournir un service à même de remplir la
fonction du système en présence de fautes ;
– élimination des fautes : comment réduire la présence des fautes ;
– prévision des fautes : comment estimer la présence, la création et les consé-
quences des fautes.
Ces moyens sont complémentaires et dépendants et doivent être utilisés de ma-
nière combinée. Nous allons nous intéresser dans la suite de cette section aux
divers techniques de tolérance aux fautes et surtout à une technique particulière :
la diversiﬁcation fonctionnelle.
1.2.2 La tolérance aux fautes
La tolérance aux fautes [Avi67] est mise en œuvre par le traitement des er-
reurs et par le traitement des fautes [AL81]. Le traitement d’erreur est destiné
à éliminer les erreurs, de préférence avant qu’une défaillance ne survienne. Le
traitement de faute est destiné à éviter qu’une ou des fautes ne soient activées
de nouveau.
Le traitement d’erreur fait appel à trois types de primitives :
– la détection d’erreur permet d’identiﬁer un état erroné ;
– le diagnostic d’erreur permet d’estimer les dommages créés par l’erreur
qui a été détectée et par les erreurs éventuellement propagées avant la
détection ;
– le recouvrement d’erreur permet de substituer un état exempt d’erreur à
un état erroné, cette substitution pouvant prendre trois formes :
• la reprise qui substitue à l’état courant un état préalablement sauve-
gardé au niveau d’un point de reprise ;
22 Chapitre 1. État de l’art
• la poursuite qui trouve un état à partir duquel le système peut fonc-
tionner ;
• la compensation d’erreur qui construit un état exempt d’erreur pour peu
qu’un niveau de redondance suﬃsant ait été introduit dans l’application.
Le traitement des fautes, de son côté, peut être divisé en trois étapes : le
diagnostic de fautes qui consiste à déterminer les causes des erreurs, la passiva-
tion des fautes qui permet d’empêcher une nouvelle activation des fautes, et la
reconﬁguration qui vise à modiﬁer l’état du système pour qu’il puisse continuer
à délivrer un service, même dégradé.
La compensation d’erreur peut être appliquée systématiquement, même en
l’absence d’erreur, procurant alors un masquage de faute (par exemple par vote
majoritaire). La détection d’erreur n’est pas alors stricto sensu nécessaire pour
eﬀectuer le recouvrement ; cependant, aﬁn d’éviter une diminution non perçue
de la redondance disponible lors de la défaillance d’un composant, les mises en
œuvre pratiques du masquage comportent généralement une détection d’erreur,
qui peut dans ce cas être eﬀectuée après le recouvrement.
Nos travaux entrent dans le cadre de la détection d’erreur et de la compensa-
tion d’erreur. Nous cherchons à détecter des états du système où une violation
de la politique de sécurité a eu lieu et nous cherchons à masquer cet état de
l’extérieur par la redondance des composants.
1.2.3 La diversification fonctionnelle
Il existe plusieurs approches de tolérance aux fautes de conception. La pro-
grammation défensive cherche à éviter qu’une défaillance d’un composant n’en-
traîne la défaillance de tout le système. La diversiﬁcation fonctionnelle cherche,
quant à elle, à assurer la continuité du service. Elle suppose l’existence de plu-
sieurs composants capables d’assurer la même tâche et conçus et réalisés de
manière diﬀérente à partir de la même spéciﬁcation. La diversiﬁcation fonction-
nelle est une approche dédiée au masquage de faute mais permet également de
détecter des erreurs.
Il existe trois techniques de base de tolérance aux fautes par diversiﬁcation
fonctionnelle : les blocs de recouvrement, la programmation N-autotestable et la
programmation N-versions. Nous allons décrire brièvement les deux premières
dans la suite de cette sous-section et présenter la programmation N-versions de
manière plus complète dans la sous-section suivante. La technique de détection
que nous proposons est en eﬀet fondée sur la programmation N-versions, les
deux autres techniques ne pouvant être appliquées soit par déﬁnition pour les
blocs de recouvrement soit à cause d’une trop grande complexité de mise en
œuvre pour la programmation N-autotestable.
Toutes les techniques de diversiﬁcation fonctionnelle nécessitent la présence
de plusieurs variantes c’est-à-dire d’exemplaires diﬀérents ou non d’un produit.
Ces techniques nécessitent également la présence d’un décideur, destiné à four-
nir un résultat supposé exempt d’erreur à partir des exécutions des variantes. La
spéciﬁcation commune aux variantes doit mentionner explicitement les points
de décision, c’est-à-dire quand les décisions doivent être prises et également les
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données sur lesquelles les décisions doivent être prises.
La notion de diversiﬁcation du logiciel pour la tolérance aux fautes de concep-
tion a été formulée dans les années 1970 [Elm72, Ran75, CA78] et a été utilisée
ensuite en pratique dans les systèmes critiques (notamment dans le domaine
aéronautique) pour assurer des propriétés de sécurité-innocuité.
Le gain en ﬁabilité est surtout obtenu au niveau de l’impact des fautes indé-
pendantes (ce qui constitue la majorité des cas) entre les diﬀérentes variantes. Le
gain est limité par les fautes corrélées, résultant soit d’une spéciﬁcation erronée
(commune à toutes les variantes) soit de dépendances dans les conceptions et
réalisations séparées des variantes. De surcroît, il a été constaté que l’exécution
de logiciels multi-variantes peut mettre en évidence des fautes de spéciﬁcation.
1.2.3.1 Les blocs de recouvrement
Dans le cadre des blocs de recouvrement [Ran75], les variantes sont appelées
des alternants et le décideur est un test d’acceptation, qui est appliqué séquen-
tiellement aux résultats fournis par les alternants : si les résultats fournis par
l’alternant primaire ne satisfont pas le test d’acceptation, l’alternant secondaire
est exécuté, et ainsi de suite jusqu’à la satisfaction du test d’acceptation ou
l’épuisement des alternants disponibles. Dans ce dernier cas, le bloc de recou-
vrement est globalement défaillant.
1.2.3.2 La programmation N-autotestable
La programmation N-autotestable [LABK90] nécessite l’exécution parallèle
d’au moins deux composants autotestables, un composant autotestable étant
constitué soit de l’association d’une variante et d’un test d’acceptation, soit de
deux variantes et d’un algorithme de comparaison. Chaque composant fournit
donc un résultat acceptable ou non. Si tous les composants du système ne four-
nissent pas de résultat acceptable, le logiciel est alors défaillant. Ici, l’exécution
des variantes se fait donc de manière parallèle et non séquentielle comme dans
le cas des blocs de recouvrement.
1.2.4 La programmation N-versions
Dans la programmation N-versions [AC77, AK84, ALS88, Avi95], les va-
riantes sont appelées des versions et le décideur eﬀectue un vote sur les résultats
de toutes les versions. Le schéma d’exécution des variantes est donc parallèle à
l’instar de la programmation N-autotestable ; par contre, le jugement sur l’ac-
ceptabilité des résultats est relatif par rapport aux résultats produits par toutes
les variantes ; ce n’est pas le cas dans les deux techniques décrites précédemment.
La programmation N-versions est déﬁnie comme la génération indépendante
de N ≥ 2 programmes fonctionnellement indépendants à partir de la même spé-
ciﬁcation initiale. La spéciﬁcation initiale doit également comporter les points
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Fig. 1.2 – Processus de développement des versions en programmation N-
versions
de comparaison entre les versions (Fig. 1.2).
La programmation N-versions comporte trois éléments distincts :
– le processus de spéciﬁcation initiale qui doit assurer l’indépendance et
l’équivalence fonctionnelle des N versions ;
– la production des programmes qui doivent pouvoir s’exécuter en parallèle
et présenter les valeurs demandées aux diﬀérents points de décision ;
– l’environnement qui assure l’exécution des N logiciels et fournit les algo-
rithmes de décision aux points de décision.
L’objectif de la programmation N-versions est de maximiser l’indépendance
entre le développement des versions et de minimiser ainsi la probabilité que deux
ou plus des versions produisent des erreurs similaires qui coïncident temporelle-
ment. Le succès de la programmation N-versions repose donc sur la conjecture
suivante : la génération indépendante des N versions réduit considérablement la
probabilité que des fautes logicielles identiques soient produites dans deux ou
plus des versions. Cela implique que la spéciﬁcation initiale doit être exempte
d’erreurs et laisser la plus grande liberté possible aux développeurs quant au
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choix de réalisation.
On peut se poser la question de l’eﬃcacité de la programmation N-versions.
Des éléments de réponse sont apportés par trois types d’étude :
– des expériences de l’application de la programmation N-versions dans le
monde de l’industrie ;
– des expériences dans des environnements contrôlés ;
– des modèles mathématiques des processus de défaillances de diﬀérentes
versions.
Expériences industrielles De nombreuses expériences industrielles ont été
réalisées notamment chez Boeing [WYF83] et Airbus [Tra88]. Cependant re-
lativement peu de données ont été publiées. Aucun incident grave attribué à
des fautes de conception/réalisation n’a été signalé concernant les logiciels cri-
tiques d’un point de vue de la sécurité-innocuité utilisant la programmation
N-versions. Il semble raisonnable de penser que la diversiﬁcation fonctionnelle a
contribué à la sûreté de fonctionnement de ces applications mais il est diﬃcile
de savoir jusqu’à quel point. La programmation N-versions reste très utilisée
dans l’industrie pour un certain nombre de projets critiques.
Expériences menées dans des environnements contrôlés Des expé-
riences [KAU+86, ALS88] menées dans des environnements contrôlés ont éga-
lement été réalisées notamment durant les années 1980 sous le sponsorship de
la NASA. Ces études avaient pour but de vériﬁer statistiquement que des ver-
sions développées indépendamment conduisent à des fautes indépendantes. Ces
études montrent cependant que des fautes peuvent être communes à plusieurs
versions. Même si l’hypothèse d’indépendance semble fausse, l’utilisation de la
programmation N-versions conduit à une amélioration sensible de la sûreté de
fonctionnement en moyenne car, même si des fautes corrélées existent entre cer-
taines des versions produites, l’utilisation de 3 variantes parmi celles développées
dans ces études, réduit le taux d’erreurs du système N-versions. Des critiques ont
reproché à ces études l’utilisation d’étudiants en tant que développeurs ainsi que
le possible manque d’indépendance dans la réalisation des diﬀérentes versions.
Modèles mathématiques Diﬀérents modèles mathématiques ont été propo-
sés [EL85, LM89]. Nous allons ici décrire brièvement le modèle de Eckhardt
et Lee [EL85] (EL). Dans le modèle EL, il y a deux sources basiques d’in-
certitude : d’une part, le choix aléatoire d’une entrée dans l’espace des en-
trées et d’autre part, le choix aléatoire d’un programme parmi l’espace des
programmes. Le premier choix se fait suivant une loi de probabilité sur l’es-
pace des entrées, cette loi établissant un proﬁl des entrées. Le second choix
représente le fait que l’écriture d’un programme revient en fait à son choix
dans l’ensemble des programmes possibles. Certains programmes ont claire-
ment une probabilité nulle d’être "choisis" (par exemple ceux qui ne s’inté-
ressent pas du tout au problème posé). D’autres ont une probabilité stricte-
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ment positive d’être choisis (par exemple les programmes corrects résolvant le
problème posé ainsi que ceux qui contiennent des fautes). La variable clé du
modèle est la fonction de diﬃculté θ(x), déﬁnie par la probabilité qu’un pro-
gramme choisi aléatoirement (suivant la loi de probabilité de choix d’un pro-
gramme dans l’ensemble des programmes pour le problème posé) donnera un
résultat faux sur l’entrée x. C’est une déﬁnition intuitive de la notion de diﬃ-
culté : plus une entrée est diﬃcile, plus grande est la chance qu’un programme
inconnu échoue sur cette entrée. Il est alors clair que la probabilité qu’un pro-
gramme choisi aléatoirement échoue sur une entrée choisie aléatoirement est :
EX(θ(X)). La probabilité que deux programmes pi1 et pi2, développés indépen-
damment, c’est-à-dire vériﬁant ∀x P (pi1 e´choue sur x | pi2 e´choue sur x) =
P (pi1 e´choue sur x) = θ(x) échouent sur une entrée choisie aléatoirement est
alors :
∑




2 + V arX(θ(X)).
La variance V arX(θ(X)) est toujours positive donc la probabilité que deux
programmes développés indépendamment échouent sur une entrée choisie aléa-
toirement est donc supérieure à la supposition "naïve" d’indépendance donnée
par EX(θ(X))2. L’intérêt de ce modèle est de déﬁnir précisément la notion d’in-
dépendance des processus de développement de deux versions et de la relier à
l’indépendance statistique. Ce modèle reste cependant très théorique puisqu’il
décrit des objets auxquels on ne peut avoir accès dans la pratique (loi de pro-
babilité pour le choix d’un programme notamment).
Ces trois types d’études montrent que la programmation N-versions est une
technique eﬃcace dans le domaine de la sûreté de fonctionnement et surtout pour
la sécurité-innocuité. Dans nos travaux, nous avons cependant choisi d’utiliser
l’architecture de la programmation N-versions avec des COTS dans le but de
détecter des fautes spéciﬁques : les intrusions.
1.2.5 La diversification de COTS
L’utilisation de COTS en lieu et place des versions spécialement développées
comme c’est le cas en diversiﬁcation fonctionnelle pose évidemment certains
problèmes [ABB+00] que nous détaillons ci-après.
En eﬀet, les techniques de diversiﬁcation fonctionnelle supposent que les va-
riantes soient conçues exactement à partir de la même spéciﬁcation fonctionnelle.
L’utilisation de COTS n’assure pas ce premier point. Par exemple, dans le cadre
des serveurs HTTP, certains serveurs, comme thttpd, n’intègrent pas de support
du langage PHP alors que c’est une caractéristique commune à d’autres serveurs
web COTS : Apache, Lighttpd, IIS, etc. IIS supporte la technologie ASP ce qui
n’est pas le cas d’Apache ou de Lighttpd.
La spéciﬁcation doit mentionner explicitement les points de décision, c’est-
à-dire les instants dans le traitement où le décideur doit être invoqué et les
données sur lesquelles les décisions doivent être prises. Étant donné que les
COTS n’ont pas été conçus dans l’optique d’être utilisés dans une architecture
de diversiﬁcation fonctionnelle, leur spéciﬁcation ne comprend évidemment pas




de vue des fautes (??)
et outils de
Equipe A : règles
développement
et outils de







Hardware A Hardware B
Executable B
Execution
Conception A Conception B
Sources BSources A
COTS A Compilateur B COTS BCompilateur A
Fig. 1.3 – Processus de développement et utilisation de COTS dans une archi-
tecture N-versions
ces informations.
Dans le cadre de la programmation N-versions, les versions sont développées
de manière à limiter la probabilité de défaillances communes, ou, autrement dit,
d’augmenter la probabilité que l’activation des fautes soient décorrélées. Les
COTS, de par leur nature, ne sont pas développés avec les mêmes contraintes :
les équipes de développement de diﬀérents COTS peuvent communiquer entre
elles, dans le cadre du respect de la licence d’un COTS libre, il est possible de
réutiliser le code de ce COTS dans un autre COTS, etc. Les COTS ne sont pas
développés dans l’optique de limiter la probabilité de défaillances communes. Il
est alors nécessaire de vériﬁer si les COTS que l’on souhaite utiliser vériﬁent bien
cette propriété. Cela est partiellement possible soit en utilisant un jeu de tests,
de préférence, le plus complet possible, soit en étudiant leurs fautes connues ou,
plus précisément en ce qui concerne la détection d’intrusions, leurs vulnérabilités
connues. La Figure 1.3 résume certains de ces points.
Il est possible d’envisager d’utiliser des COTS devant se conformer à une in-
terface standardisée. Les invocations de l’interface standardisée peuvent consti-
tuer des points de décision. Ceci résout les deux premiers points évoqués ci-
dessus. Il reste cependant un problème lié au non-déterminisme de l’exécution
des COTS en l’absence d’activation des fautes. Il est possible que des appels
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identiques aux COTS conduisent à des comportements diﬀérents dus aux entre-
lacements de threads qui ne sont pas forcément observables.
C’est cette approche que nous avons suivie dans la première méthode de
détection d’intrusions que nous avons proposée dans cette thèse. Cela avait été
envisagé auparavant dans le cadre d’une instance de l’architecture GUARDS
destinée aux applications de propulsion nucléaire [PABD+99]. Cette approche
a été étudiée plus récemment dans le cadre du projet DOTS [GPSS04, PS03]
(Diversity with Off-The-Shelf components) pour des bases de données SQL.
Le projet DOTS s’est intéressé à la réalisation de wrappers de protection
pour les COTS [vdMRSJ05] en introduisant le concept de Acceptable Behaviour
Constraints. Gashir et al. [GPS04] ont proposé diﬀérentes architectures possibles
correspondant à des compromis diﬀérents entre disponibilité et performance.
Dans ce même article, ils ont mesuré le potentiel qu’oﬀrait la diversité en termes
de gain en ﬁabilité. Ils ont analysé 180 bugs dans les diﬀérents COTS utilisés et
ont vériﬁé si ces bugs aﬀectaient également les bases de données COTS utilisées
pour lesquelles le bug n’était pas rapporté. Ils ont abouti à deux conclusions.
Premièrement, la plupart des bugs ne produisent pas des défaillances franches
et ne peuvent pas être tolérées sans diversité. Deuxièmement, la plupart des
bugs seraient tolérés par l’utilisation de la diversité car une simple architecture
comprenant deux variantes détecterait de 94% à 100% des bugs.
Même si l’utilisation de COTS en diversiﬁcation fonctionnelle introduit cer-
tains problèmes, les résultats obtenus par le projet DOTS en termes de tolérance
aux fautes nous conduisent à penser qu’il est possible d’utiliser des COTS en
diversiﬁcation fonctionnelle pour faire de la détection et de la tolérance aux
intrusions.
1.2.6 La détection d’intrusions du point vue de la sûreté
de fonctionnement
Nous avons vu précédemment que la sécurité fait partie intégrante de la sû-
reté de fonctionnement. Le projet MAFTIA [AAC+03, WWRS03] est un projet
européen qui a proposé une approche complète pour tolérer à la fois les fautes
accidentelles et les fautes malignes dans des systèmes distribués à grande échelle.
Le projet propose, entre autres choses, un modèle de fautes adapté au cadre de
la sécurité.
Dans le cadre de la sécurité, on s’intéresse à trois attributs spéciﬁques de
la sûreté de fonctionnement : la conﬁdentialité, l’intégrité, et la disponibilité.
Ces attributs contribuent à la déﬁnition des propriétés du système en terme de
sécurité. La déﬁnition de ces propriétés est appelée la politique de sécurité du
système.
Les entraves à la sécurité communément admises sont : les intrusions, les
attaques, les vulnérabilités. De même que dans le domaine de la sûreté de fonc-
tionnement, ces entraves ont un lien de causalité : une attaque exploite une
ou plusieurs vulnérabilités aﬁn de réaliser une intrusion. Ces entraves peuvent










Fig. 1.4 – Vue d’une intrusion comme une faute composée
être interprétées dans le cadre général de la sûreté de fonctionnement, et des
déﬁnitions précises ont été proposées dans le cadre de MAFTIA :
– une attaque est une faute d’interaction externe maligne dont le but, à
terme, est de violer une ou plusieurs des propriétés de sécurité (réaliser
une intrusion) ;
– une vulnérabilité est une faute accidentelle ou intentionnelle, maligne ou
non, dans les exigences, la spéciﬁcation, la conception ou la conﬁguration
du système, ou dans la manière de l’utiliser, (ce qui correspond en fait à
une faute de conception) qui peut être exploitée dans le but de provoquer
une intrusion ;
– une intrusion est une faute maligne externe conséquence d’une attaque
réalisée avec succès (c’est-à-dire qui a mené à une violation des propriétés
de sécurité) par l’exploitation d’une vulnérabilité.
Les vulnérabilités sont les fautes essentielles présentes dans les composants,
en particulier dans la conception et la conﬁguration : fautes de développement
permettant un stack overflow, mots de passe naïfs, ports TCP/IP non protégés,
etc. Il faut remarquer qu’un attaquant peut éventuellement introduire une vul-
nérabilité (par exemple sous forme de logique maligne) dans le but de poursuivre
son attaque globale par la suite.
Les attaques peuvent être vues de deux façons diﬀérentes : du point de vue
de l’activité humaine de l’attaquant ou au niveau de l’activité observable dans
le système considéré :
– attaque (point de vue humain) : une faute maligne d’interaction par la-
quelle un attaquant essaie de violer de façon délibérée une ou plusieurs
propriétés de sécurité.
– attaque (point de vue technique) : une faute technique maligne d’interac-
tion qui vise à exploiter une vulnérabilité dans le but d’atteindre le but
de l’attaquant.
Une attaque qui a activé avec succès une vulnérabilité provoque une intru-
sion. Cela conduit à une défaillance qui est caractérisée par une erreur dans le
système, comme par exemple : un compte non-autorisé avec un accès ssh, un
ﬁchier système auquel l’attaquant peut accéder à cause de la modiﬁcation de
droits d’accès. De tels états peuvent être corrigés ou masqués mais si rien n’est
fait pour traiter les erreurs résultant de l’intrusion, cela conduit soit à une dé-
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faillance du système soit à une violation d’une propriété de sécurité.
De même que dans le cadre général de la sûreté de fonctionnement, des
moyens peuvent être mis en œuvre de manière à assurer l’obtention et le maintien
des propriétés de sécurité :
– prévention des vulnérabilités et intrusions : comment empêcher l’occur-
rence ou l’introduction de vulnérabilités et d’intrusions ;
– tolérance aux vulnérabilités et intrusions : comment fournir un service à
même de remplir la fonction du système en présence de vulnérabilités et
d’intrusions ;
– élimination des vulnérabilités : comment réduire la présence de vulnérabi-
lités ;
– prévision des vulnérabilités : comment estimer la présence, la création et
les conséquences des vulnérabilités.
La détection d’intrusions entre dans le cadre de la tolérance aux intrusions
au même titre que la détection d’erreurs entre dans le cadre de la tolérance aux
fautes mais la détection d’intrusions couvre un plus large spectre de techniques
que la seule détection d’erreurs. En eﬀet, la détection d’intrusions peut être vue
de trois manières diﬀérentes suivant qu’elle est réalisée hors-ligne, presque en
temps réel ou en temps réel :
– diagnostic de faute hors-ligne (en tant que partie de la maintenance) ;
– détection d’erreur et diagnostic de fautes en ligne (de manière à assister
l’administrateur de sécurité dans le traitement de faute) ;
– détection d’erreur (en tant qu’étape préalable à un recouvrement automa-
tique d’erreur) ou détection d’erreurs et diagnostic de faute en ligne (en
tant qu’étape préalable au traitement automatique de faute).
Dans le cadre du projet MAFTIA, la détection d’intrusions est déﬁnie comme
l’ensemble des pratiques et techniques utilisées dans le but de détecter des er-
reurs pouvant conduire à des violations de la politique de sécurité, et/ou de
diagnostiquer des attaques.
Dans le cadre de cette thèse, nous nous intéressons essentiellement à la pre-
mière partie de cette déﬁnition car la technique de diversiﬁcation fonctionnelle
permet de masquer des fautes et de détecter des erreurs. Nous examinons dans
la section suivante les travaux concernant la détection et la tolérance aux intru-
sions par diversiﬁcation.
1.3 Détection d’intrusions et tolérance aux in-
trusions par diversification
La diversiﬁcation (ici dans le sens création et utilisation d’une certaine di-
versité) est une technique qui a fait peu à peu sa place dans le domaine de la
sécurité dans le but de limiter l’impact des vulnérabilités. Forrest et al. [FSA97]
proposent d’introduire de la diversité dans les systèmes d’exploitation pour li-
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miter la propagation de vers. L’homogénéité importante de l’ensemble des ordi-
nateurs (on pourra, en eﬀet, penser au duo : processeur Intel et systèmes d’ex-
ploitation Microsoft Windows et l’ensemble d’applications venant de Microsoft)
a pour conséquence que si une erreur est présente dans un de ces systèmes,
elle l’est également dans la grande majorité d’entre eux. Si une méthode d’ex-
ploitation automatique d’une vulnérabilité vient à être développée, elle pourra
ainsi aﬀecter toutes les machines ayant la même conﬁguration. Depuis cet ar-
ticle, de nombreuses méthodes ont été proposées pour introduire de la diversité
dans les diﬀérents systèmes à des ﬁns de sécurité : des méthodes réarrangeant
ou modiﬁant la mémoire [FSA97, BDS03, XKI03, BS08], des méthodes pour
diversiﬁer les appels système [CS02], des méthodes pour diversiﬁer le jeu d’ins-
tructions [KKP03, BAF+03].
Il est alors assez naturel d’avoir vu apparaître, au début des années 2000,
en partie sous l’inﬂuence de la DARPA (Defence Advanced Research Projects
Agency) et de son programme OASIS (Organically Assured and Survivable In-
formation Systems) des projets proposant une architecture de type N-versions
pour détecter et tolérer les intrusions. Cependant la première proposition [JA88]
d’utiliser cette architecture est beaucoup plus ancienne et date de 1988. Joseph
et Avizienis ont réalisé une analyse de la diversiﬁcation fonctionnelle pour voir
si cette technique était capable de masquer certaines intrusions en faisant le
parallèle entre les fautes qui peuvent aﬀecter la sûreté de fonctionnement du
système et les intrusions qui peuvent aﬀecter la sécurité du système.
Deux autres articles [DKL99, LS04] mettent en avant le rôle de la diversité
et de la redondance dans le domaine de la sécurité.
Dans cette section, nous présentons les principes de la détection d’intrusions
par diversiﬁcation fonctionnelle et discutons les propriétés de tolérance aux in-
trusions qu’une telle approche procure. Nous présentons les diﬀérents travaux
proches des nôtres et en quoi notre travail se diﬀérencie de ces travaux.
1.3.1 Principes de la détection et de la tolérance
L’idée principale repose sur l’exécution en parallèle d’un service, souvent
sur des machines diﬀérentes, par des COTS souvent distincts. Le principe de
la détection et de la tolérance repose sur le même principe que celui de la pro-
grammation N-versions. L’hypothèse essentielle pour obtenir les propriétés de
détection et de tolérance aux intrusions est celle de l’indépendance des vulnéra-
bilités, c’est-à-dire que les diﬀérents serveurs n’ont pas les mêmes vulnérabilités.
Sans aucune diversiﬁcation, il n’est pas possible de détecter ou de tolérer les in-
trusions car toutes les vulnérabilités sont corrélées et entraînent des erreurs
similaires.
Il faut ici revenir sur le concept de vulnérabilité. Il est, dans notre cas,
contraire au sens commun. Au sens commun du terme, une vulnérabilité af-
fecte un logiciel dans une ou plusieurs versions, une ou plusieurs conﬁgurations,
un ou plusieurs contextes d’exécutions (processeur, système d’exploitation par
exemple), etc. Par exemple (ﬁctif), une vulnérabilité peut être un dépassement
de tampon dans les versions d’Apache inférieures à 1.2.10 quelque soit la conﬁgu-
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ration et le contexte d’exécution. Dans notre cas, nous diﬀérencions les vulnéra-
bilités suivant la version du logiciel, sa conﬁguration et son contexte d’exécution.
Nous allons expliciter cette considération sur un exemple. Il est possible de faire
tourner un serveur HTTP comme Apache sur des systèmes d’exploitation dif-
férents (Linux et MacOS-X) et des architectures de processeurs diﬀérents (x86
et PowerPC). Si le code source d’Apache contenait une vulnérabilité (ici au
sens commun du terme) de type dépassement de tampon, la vulnérabilité serait
présente dans les deux serveurs. Cependant, il serait hautement improbable de
construire une même requête HTTP exploitant cette vulnérabilité sur les deux
serveurs à la fois car le code injecté pour exploiter la vulnérabilité dépend à la
fois du jeu d’instructions du processeur et de l’architecture du système d’ex-
ploitation (par exemple, la manière dont sont appelés les appels système, la
convention pour le passage des arguments des appels système, . . .). Dans ce cas,
nous considérons que les serveurs sont bien aﬀectées par deux vulnérabilités dif-
férentes qui vont conduire à des erreurs distinctes en cas de tentative d’injection
de code.
Il est possible de conserver des capacités de détection même si l’attaquant
est capable d’exploiter des vulnérabilités dans les diﬀérentes versions grâce à
une même entrée. C’est le cas si l’intrusion entraîne un comportement diﬀérent
des diﬀérentes versions. Il n’est éventuellement pas possible de tolérer dans ce
cas.
Nous reviendrons de manière plus formelle et plus en détails sur ces concepts
dans 2.1.2.2.
Les diﬀérents projets qui utilisent la diversiﬁcation pour réaliser de la dé-
tection d’intrusions peuvent être classés en deux grande catégorie : l’approche
de type boîte noire et l’approche de type boîte grise. L’approche boîte noire
consiste à considérer les COTS comme des boîtes noires et à n’observer que les
événements se déroulant au niveau de l’interface standardisée. Les projets qui
utilisent une approche de type boîte grise inspectent le comportement des COTS
à un niveau plus bas : au niveau des appels système ou des accès mémoire, par
exemple.
1.3.2 Les approches de type boîte noire
Plusieurs approches de type boîte noire ont été proposées, la moitié étant
proposée dans le cadre du programme OASIS de la DARPA. Toutes ces ap-
proches proposent d’utiliser diﬀérents COTS pour protéger le service, ce n’est
pas le cas de certaines approches de type boîte grise. Les approches de type
boîte noire sont sensibles aux intrusions qui n’aﬀectent pas les sorties des diﬀé-
rents COTS ou celles où l’attaquant est capable de prendre le contrôle du ﬂux
d’exécution du programme et ainsi éventuellement de faire en sorte que la sortie
du COTS compromis soit identique (du point de vue de l’algorithme de com-
paraison) à celles des autres COTS. Pour compenser ce point faible, certains
projets introduisent d’autres IDS au niveau hôte pour détecter les intrusions
que leur approche de type boîte noire pourrait manquer.
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1.3.2.1 Le projet BASE
Le projet BASE (BFT with Abstract Specification Encapsulation, BFT étant
une bibliothèque développée précédemment par les auteurs et qui signiﬁe Bizan-
tine Fault Tolerance) [RCL01, CRL03] est un projet qui propose d’utiliser un
modèle abstrait du comportement du service protégé dans le but de permettre
l’utilisation de COTS et ainsi de réduire le coût de la tolérance aux fautes byzan-
tines et d’améliorer la capacité à masquer les erreurs. Les auteurs ont développé
un prototype de service NFS (Network File System) et pour une base de don-
nées objet et évoquent la possibilité d’utiliser leur approche pour des bases de
données relationnelles. Le modèle abstrait décrit le fonctionnement normal du
service diversiﬁé et masque les diﬀérences de spéciﬁcation et de conception entre
les COTS, comme, par exemple, le descripteur de ﬁchier dans le système NFS
proposé grâce à des wrappers de conformité (conformance wrappers). Ces wrap-
pers sont utilisés pour normaliser les sorties des diﬀérentes implémentations du
service également dans le cas du non-déterminisme liée à l’approche, comme,
par exemple, pour les timestamps de dernière modiﬁcation d’un ﬁchier.
Cette approche peut être utilisée dans la cas où l’interface du service est
bien documentée et bien déﬁnie. C’est le cas pour NFS mais cela est moins
vrai pour les serveurs web : il est à notre avis très diﬃcile de construire un
modèle abstrait complet pour les serveurs web ; de plus, ce modèle va dépendre
de l’application web fonctionnant sur le serveur. Il en est de même pour les
wrappers de conformité.
Les auteurs étudient également de manière approfondie et théorique une
approche proactive de rajeunissement logiciel grâce au modèle abstrait déﬁni et
des points de reprise.
Les auteurs sont les premiers à avoir clairement mis en avant les problèmes
liés au non-déterminisme et aux diﬀérences de spéciﬁcation entre les diﬀérentes
implémentations utilisées.
Les tests menés dans le cadre de ce projet ne s’intéressent qu’aux perfor-
mances de l’architecture mise en place et ne mesurent pas la capacité de détec-
tion ni le nombre des faux positifs et le coût éventuel de ces faux positifs en
terme de recouvrement.
1.3.2.2 Le projet HACQIT
Le projet HACQIT (Hierarchical Adaptive Control for QoS Intrusion Tole-
rance) a été présenté dans les articles [RJL+02, JRC+02, RJCM03]. Les auteurs
proposent un système tolérant aux intrusions fondé sur la détection de nouvelles
intrusions en généralisant les signatures de certaines attaques. Le système est
capable de détecter de nouvelles attaques grâce à l’utilisation d’une paire de
serveurs web COTS (un serveur IIS et un serveur Apache) en comparant les
réponses données par ces deux serveurs. Une diﬀérence entre les deux réponses
signiﬁe la présence d’une attaque. Sur le serveur primaire comme sur le ser-
veur de backup, sont installés un logiciel de détection d’intrusions réseaux (en
l’occurrence Snort [Roe99]), un programme moniteur d’hôte, un programme mo-
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Fig. 1.5 – Schéma général de l’architecture de HACQIT
niteur applicatif, un logiciel de contrôle d’intégrité (Tripwire [Tri]) ; une alerte
peut également être levée par un de ces outils et transmise au « Out-of-Band
Controller » qui est chargé de gérer les diﬀérentes alertes. Il peut en eﬀet chan-
ger les règles du pare-feu, échanger le rôle du primaire et du backup, généraliser
la signature d’une nouvelle attaque détectée grâce à l’utilisation d’une sandbox.
Des techniques de rajeunissement sont également utilisées lorsqu’une erreur a
été détectée sur un serveur pour le remettre dans sa conﬁguration d’origine.
La ﬁgure 1.5 montre l’architecture générale du projet HACQIT. La requête
d’un client est transmise au serveur primaire. Celui-ci la relaie au « Out-of-Band
Controller » qui est chargé de décider si la requête est correcte ou non. Ce choix
est fondé sur la comparaison de la requête avec une liste de requêtes étiquetées
comme des intrusions. Si la requête correspond à une requête présente dans la
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liste, elle est rejetée sinon, elle est fournie au serveur IIS et au serveur Apache.
Si les réponses sont distinctes, le serveur considéré comme fautif est relancé et
le système essaie d’établir une signature de l’attaque à partir des dernières re-
quêtes.
La détection des diﬀérences entre les réponses des serveurs est assez res-
treinte ; elle prend en compte la présence ou non de réponse (dépassement de
délai d’un des deux serveurs). Si les deux serveurs ont répondu, elle se focalise sur
le code HTTP retourné et deux cas sont seulement pris en compte (combinaison
2XX/4XX et combinaison 2XX/3XX). De plus, l’utilisation de deux serveurs
uniquement ne permet pas réellement de détecter lequel des deux serveurs a été
attaqué.
Le système est capable de développer de nouvelles signatures d’attaques au-
tomatiquement. En eﬀet, lorsqu’une intrusion est détectée par l’un des IDS ou
grâce à la diversiﬁcation, toutes les requêtes depuis le dernier rajeunissement
sont rejouées dans une sandbox pour déterminer quelles requêtes sont respon-
sables de l’intrusion. Diﬀérentes étapes sont suivies pour établir une règle de
ﬁltrage de ce type de requêtes plus générales que les requêtes incriminées.
Les auteurs n’ont pas évalué en pratique l’apport de la diversiﬁcation en
termes de détection d’intrusions et ont cherché à évaluer le système de test et
de généralisation proposé pour bloquer une nouvelle attaque détectée.
1.3.2.3 Le projet SITAR
Le projet SITAR [WGS+01, WWB01, WMT03] (Scalable Intrusion Tole-
rant ARchitecture) est un autre projet proposant une architecture tolérante aux
intrusions. Ils mettent également en œuvre des techniques de redondance, de
diversité et de rajeunissement pour garantir la tolérance. L’architecture propo-
sée est relativement proche de celle que nous proposons. La ﬁgure 1.6 montre
cette architecture. Il est à noter que cette architecture n’est pas spéciﬁque aux
serveurs web.
Le service proprement dit est assuré par des serveurs COTS vulnérables à des
intrusions. Les serveurs proxy sont les points d’entrée du système. Toutes les re-
quêtes arrivent sur l’un des serveurs proxy. Celui-ci assure la politique de service
suivant la stratégie de tolérance aux intrusions en cours. La politique de service
détermine à quels serveurs COTS la requête doit être envoyée et quelle stratégie
est mise en place pour décider quelle réponse doit être renvoyée ﬁnalement au
client. Les requêtes sont traitées tout d’abord par les moniteurs d’acceptation
(acceptance monitors). Si elles sont valides, elles sont ensuite transférées aux
serveurs COTS. Les réponses des serveurs COTS sont de nouveau traitées par
les moniteurs d’acceptation. Ceux-ci vériﬁent la validité des réponses suivant
diﬀérents critères puis transfèrent les réponses avec une analyse de la validité
des réponses aux ballot monitors. Si une réponse ne vériﬁe pas les critères de
validité testés, ils envoient également une alerte au module de reconﬁguration
dynamique (adaptive reconfiguration module) signalant la présence d’une intru-
sion. Les ballot monitors reçoivent les réponses des moniteurs d’acceptation.
36 Chapitre 1. État de l’art
Fig. 1.6 – Schéma général de l’architecture de SITAR
Diﬀérentes conﬁgurations sont proposées : soit un ballot monitor est associé à
un serveur COTS et reçoit donc la réponse d’un seul moniteur d’acceptation,
soit un ballot monitor reçoit les réponses de tous les moniteurs d’acceptation.
Dans le premier cas, il est nécessaire d’eﬀectuer un protocole d’accord entre les
diﬀérents ballot monitors. Dans le second cas, chaque ballot monitor est capable
de décider quelle réponse envoyer au serveur proxy. Cette réponse peut être
envoyée par un seul ballot monitor désigné lors du lancement du système, par
un ballot monitor désigné aléatoirement au cours de l’exécution ou encore tous
les ballot monitors envoient leur version du résultat et laissent le serveur proxy
décider de la réponse ﬁnale.
Deux autres modules sont présents dans l’architecture : le module de contrôle
(audit control module) et le module de reconﬁguration dynamique (adaptive re-
configuration module). Le module de contrôle vériﬁe les ﬁchiers d’audit générés
par chacun des diﬀérents composants de l’architecture : serveur proxy, ballot
monitor, moniteur d’acceptation et le module de reconﬁguration dynamique.
Il exécute périodiquement des suites de tests sur chacun des composants pour
vériﬁer leur comportement. Les résultats de ces tests et de l’analyse des ﬁchiers
d’audit sont envoyés au module de reconﬁguration dynamique qui va décider
1.3. Détection d’intrusions par diversification 37
Fig. 1.7 – Schéma général de l’architecture de DIT
de la stratégie à adopter. C’est en eﬀet ce module qui décide du nombre de
serveurs COTS interrogés, de la conﬁguration des ballot monitors. Ce module
sert à adapter le niveau de performances au degré de danger actuel. En eﬀet,
si aucune attaque n’a été détectée depuis un certain temps, il n’est pas néces-
saire de maintenir un haut niveau de redondance pour les serveurs COTS, par
exemple, car cela entraîne une dégradation des performances du système qui
n’est pas nécessaire dans la conﬁguration actuelle.
La détection des diﬀérences entre les réponses des diﬀérents serveurs se fait
par transformation des données suivant trois méthodes en fonction du niveau
de sécurité désiré :
– Fletcher checksum [Mck84] ;
– MD5 checksum [Riv92] ;
– keyed MD5 checksum.
Cela permet des comparaisons rapides des résultats notamment lorsque la
taille des données est importante mais manque certainement de ﬁnesse et ne
permet pas de réaliser un diagnostic des diﬀérences. Ce projet manque égale-
ment pour l’instant de résultats expérimentaux qui valideraient l’approche et
l’architecture.
1.3.2.4 Le projet DIT
DIT (Dependable Intrusion Tolerance) [VAC+02, VNC03, SDN03] est un
projet proposant également une architecture pour un système tolérant aux in-
trusions. Cette architecture est très similaire à celle proposée par SITAR. La
ﬁgure 1.7 présente l’architecture générale proposée.
L’architecture se compose d’un ensemble de serveurs proxy redondants qui
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transfèrent les requêtes à un ensemble de serveurs applicatifs redondants. Ici
aussi, l’architecture proposée n’est pas spéciﬁque aux serveurs web. La conﬁ-
guration entière est surveillée par divers mécanismes assurant l’intégrité des
serveurs dont un système de détection d’intrusions basé sur le framework EME-
RALD [PN97]. Les serveurs d’application ainsi que les serveurs proxy sont di-
versiﬁés : ils fournissent le même service mais ont été développés de manière
indépendante. Ainsi, la probabilité qu’ils soient vulnérables à la même attaque
est moins importante. Les serveurs d’application peuvent utiliser des COTS ;
cela permet de réduire le coût de l’architecture. Un système de gestion dis-
tribuée est présent pour décider de la politique de tolérance aux intrusions à
adopter par le système en fonction des conditions externes. Ce système peut
décider d’utiliser des protocoles d’accord plus stricts, de ﬁltrer les requêtes pro-
venant de clients suspects ou encore de redémarrer des serveurs ou des services
qui sont compromis.
Les serveurs d’application sont pourvus de moniteurs d’hôtes et exécutent
principalement des COTS. Les serveurs proxy sont l’interface avec les serveurs
d’application. Ils reçoivent les requêtes des clients et les transfèrent aux serveurs
d’application, surveillent l’état de ces derniers et également des autres serveurs
proxy et adaptent dynamiquement la politique du système en fonction des alertes
émises par le sous-système de surveillance. Un proxy est désigné comme leader ;
il est chargé de ﬁltrer et de transférer les requêtes à un ou plusieurs serveurs
d’application, de mettre en œuvre un mécanisme de décision, dépendant du
régime actuel, pour le choix de la réponse à envoyer au client, et également de
répartir la charge entre les diﬀérents serveurs d’application. Les autres serveurs
proxy sont optionnels et sont utilisés pour surveiller toutes les communications
entre le serveur leader et les serveurs d’application. Ils sont eux-mêmes surveillés
par les autres serveurs proxy et le sous-système de surveillance.
L’architecture fonctionne de la manière suivante :
1. Le serveur proxy leader accepte une requête, la vériﬁe et la rejette dans le
cas où celle-ci est malformée.
2. Il la transfère à un certain nombre de serveurs d’application en fonction
de la politique actuelle.
3. Les serveurs d’application traitent la requête et retournent les résultats au
serveur proxy leader. Si un accord suﬃsant est trouvé entre les diﬀérentes
réponses, le serveur renvoie le contenu au client.
4. La politique du système est ajustée en fonction de la présence ou non
d’alertes émises par le sous-système de surveillance et suivant les réponses
envoyées par les diﬀérents serveurs d’application.
5. Les serveurs proxy auxiliaires, s’il y en a, vériﬁent la transaction pour as-
surer que le comportement du leader est correct.
Pour assurer la tolérance aux intrusions, d’autres techniques sont proposées
dans l’architecture. Un protocole de challenge-réponse eﬀectué périodiquement
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qui permet de vériﬁer le fonctionnement à la fois des serveurs d’application et
des serveurs proxy. Ce protocole peut être engagé par un serveur proxy quel-
conque. La vériﬁcation en ligne des serveurs proxy permet d’assurer que ceux-ci
se comportent conformément à leur spéciﬁcation. Une technique de rajeunisse-
ment (redémarrage des machines et/ou des services) des serveurs proxy et des
serveurs d’application qui permet d’empêcher la baisse de ﬁabilité introduite
par l’utilisation prolongée du service et d’empêcher des intrusions incrémentales
longues à se mettre en place.
Une implémentation a été menée dans le cadre de serveurs web. La compa-
raison des réponses se fait grâce au calcul d’une somme MD5. Un seul serveur
d’application renvoie la somme MD5 et le contenu, les autres se contentant d’en-
voyer la somme MD5. Cela permet d’économiser de la bande passante et permet
une comparaison rapide dans le cas d’un contenu important. Le serveur proxy
leader calcule la somme MD5 du contenu reçu et la compare à celle envoyée
avec celui-ci et aux autres sommes MD5. Ce type de comparaison ne permet
pas par contre de faire du diagnostic. De plus, les expérimentations menées sont
assez succinctes et ne mettent pas en exergue le fait que la comparaison des
réponses des diﬀérentes versions permet de détecter de nouvelles attaques. En
eﬀet, les sous-systèmes de détection d’intrusions utilisés comportent la signature
de l’attaque utilisée comme exemple (le ver informatique Code Red).
1.3.2.5 Discussion
L’architecture de l’ensemble de ces projets est sensiblement la même que
celle que nous utilisons : elle est fondée sur l’architecture classique utilisée en
programmation N-versions. Cependant, plusieurs points diﬀérencient notre ap-
proche de celles présentées ci-dessus.
Ces 4 projets sont essentiellement des projets orientés vers la tolérance aux
intrusions alors que notre objectif est d’avantage d’évaluer les capacités de dé-
tection d’intrusions d’une approche fondée sur la diversiﬁcation fonctionnelle.
À l’exception du projet BASE, les autres projets mettent en place d’autres
systèmes de détection d’intrusions dans le but de détecter au plus tôt les éven-
tuelles intrusions. Pour détecter les intrusions qui ne seraient pas visibles au
niveau des sorties des COTS, des IDS au niveau hôte sont mis en place sur
chaque serveur COTS. Le projet HACQIT ajoute également un IDS au niveau
réseau (Snort [Roe99]). À l’instar de BASE, nous proposons seulement une ar-
chitecture de détection d’intrusions fondée sur la diversiﬁcation fonctionnelle.
Du fait de l’orientation tolérance aux intrusions de ces 4 projets, aucune
évaluation en termes de faux positifs et de faux négatifs n’a été faite. Des études
théoriques ont été faites pour évaluer les capacités de détection, c’est-à-dire
évaluer les intrusions qui peuvent être détectées et tolérées. Aucune évaluation
quantitative des faux positifs n’a été faite par contre. Ceux-ci ont un impact
potentiel sur l’architecture : choix du niveau de sécurité dans SITAR et DIT,
recherche de nouvelles attaques et ﬁltrage potentiel de requêtes normales pour
HACQIT, reconﬁgurations non nécessaires des serveurs. Dans cette thèse, nous
avons cherché à évaluer les capacités de détection de cette architecture et tester
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notre approche en termes de faux positifs de l’approche.
1.3.3 Les approches de type boîte grise
Les approches de type boîte grise, contrairement aux approches de type boîte
noire, sont potentiellement capables de détecter les intrusions qui n’inﬂuencent
pas les sorties normalisées des COTS, notamment celles par lesquelles l’atta-
quant est capable de prendre le contrôle du ﬂux d’exécution de l’application.
Elles sont moins naturelles que les approches de type boîte noire où le choix
des éléments comparés est dicté par l’interface standardisée commune à tous
les COTS. Dans les approches de type boîte grise, les éléments comparés sont
internes aux diﬀérents COTS et il n’y aucune raison pour que ceux-ci soient di-
rectement comparables. Deux types d’approches ont été proposées pour résoudre
le problème de la comparaison :
– Certains travaux [BZ06, CEF+06, NTEK+08, SGJ+08, SGF08] ont pro-
posés d’utiliser le même COTS mais diversiﬁé grâce à des techniques de
diversiﬁcation automatique, essentiellement de la position en mémoire des
données. Cela permet de résoudre les problèmes de comparaison puisque
que le code exécuté est le même. Cela permet également de compenser
certains problèmes liés au non-déterminisme. Le désavantage éventuel est
une moins grande couverture de détection. Ces approches se concentrant
souvent sur un type d’exploitation de vulnérabilités.
– Gao, Song et Reiter [GRS05, GRS06a] proposent de leur côté un mé-
canisme fondé sur l’apprentissage pour eﬀectuer la comparaison des sé-
quences d’appels système entre des COTS diﬀérents.
Nous avons également proposé une approche de type boîte grise au cours
de cette thèse : elle est plus proche des travaux menés par Gao au cours de sa
thèse dans le sens où nous avons choisi d’utiliser des COTS diﬀérents et non de
diversiﬁer automatiquement les COTS. Elle se diﬀérencie par l’utilisation d’une
abstraction, les graphes de ﬂux d’informations, pour comparer le comportement
des COTS plutôt que de reposer sur un apprentissage.
Dans la suite, nous détaillons les diﬀérents projets utilisant une approche de
type boîte grise.
1.3.3.1 DieHard
Berger et Zorn [BZ06, BZ07] ont proposé DieHard qui est un framework
d’exécution redondante où chaque réplique utilise un agencement diﬀérent et
aléatoire des objets à l’intérieur du tas, tout ceci dans le but d’oﬀrir une protec-
tion probabiliste contre les erreurs aﬀectant la mémoire. Leur méthode repose
sur un nouvel allocateur de mémoire, nommé DieFast, plaçant les objets sur le
tas de manière à les éloigner le plus possible et ainsi éviter que certaines erreurs
de programmation n’aﬀectent un autre objet. Leur allocateur de mémoire per-
met, avec une probabilité élevée, de masquer cinq types d’erreurs de mémoire
sur les six possibles sur le tas sans utiliser plusieurs variantes. Seules les lectures
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sur du contenu non initialisé requièrent la présence de plusieurs variantes pour
être détectées.
DieHard passe toutes les entrées aux diﬀérentes variantes et récupère les
sorties des variantes. La comparaison se fait sur les sorties des variantes quand
les buﬀers de sortie sont remplis. Si ces buﬀers contiennent les mêmes données,
DieHard écrit un des buﬀers de sortie. Si non, il y a une forte probabilité qu’une
seule des variantes est un buﬀer de sortie diﬀérent, cette variante est tuée par
DieHard et le nombre de variantes est diminué de un.
Les auteurs eﬀectuent une analyse théorique des probabilités de détection et
de masquage de certaines erreurs. Ils eﬀectuent également des tests en injectant
des fautes dans un programme et montrent aussi l’eﬃcacité de leur allocateur
sur un buffer overflow dans le proxy Squid.
Novark, Berger et Zorn [NBZ07] ont proposé Exterminator qui repose éga-
lement sur DieFast. Exterminator reprend les mêmes idées que DieHard mais
permet le masquage des fautes de programmation en proposant des correctifs
binaires. Ces correctifs sont mis en place par un allocateur correctif qui permet
de prendre en compte les dépassements de tampons notamment en allouant un
espace plus grand pour l’objet aﬀecté.
1.3.3.2 Le projet N-variant
Le projet N-variant [CEF+06, NTEK+08] utilise une approche similaire à
celle de DieHard. Au lieu d’utiliser diﬀérents COTS pour assurer l’indépen-
dance des fautes, les auteurs utilisent des techniques automatiques de diversiﬁ-
cation (partitionnement de l’espace d’adressage, étiquetage des instructions par
exemple) pour construire à partir d’un seul COTS des variantes diversiﬁées de
ce COTS. Ces variantes présentent les mêmes vulnérabilités mais ces vulnéra-
bilités ne peuvent pas être exploitées par exactement la même attaque. Chaque
variation permet de détecter de manière certaine un certain type d’attaques :
si l’espace d’adressage global est partitionné et que chaque variante occupe une
partition de cet espace d’adressage, toutes les attaques nécessitant une adresse
absolue vont échouer de manière certaine dans au moins une des variantes.
Comme dans le cas de DieHard, les variantes sont exécutées sur la même
plate-forme. Le prototype développé modiﬁe le noyau du système d’exploitation
pour s’assurer que les diﬀérentes variantes exécutent les mêmes appels système
dans le même ordre. Même si cette approche résout certains problèmes liés
au non-déterminisme, il en reste certains liés par exemple à l’utilisation des si-
gnaux POSIX. Certains appels système sont considérés comme dangereux car ils
peuvent impliquer des canaux cachés (mmap) ou de sortir du schéma redondant
(execve).
Cette approche présente cependant un inconvénient : il est nécessaire de
construire des variantes pour chaque type d’attaques que l’on souhaite détecter.
Sans hypothèse supplémentaire, pour être sûr de détecter une classe d’attaques,
il est nécessaire d’avoir deux variantes qui ne diﬀèrent que par la variation
permettant de détecter cette classe d’attaques : pour deux classes d’attaques, il
faudra donc trois variantes ; de manière générale, pour n variations binaires, il
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faut n+ 1 variantes.
Ce projet se diﬀérencie de DieHard par le fait que la protection apportée
n’est plus probabiliste mais certaine ; elle ne s’applique par contre qu’à certaines
classes d’attaques.
1.3.3.3 Travaux de Babak Salamat
Les travaux de Babak Salamat [SGJ+08, SGF08] portent sur l’exécution de
multiples variantes d’un même programme dans un environnement multi-cœur.
Les variantes se diﬀérencient par le positionnement des diﬀérents éléments de
la mémoire : la pile est renversée dans l’une des deux variantes. Cela assure
notamment qu’en cas de dépassement de tampon, le comportement des serveurs
sera diﬀérent rendant possible la détection. La synchronisation et la comparaison
se font au niveau des appels système : les variantes doivent exécuter les mêmes
appels système avec des arguments équivalents.
Ce projet est donc très proche du projet N-variant : il se heurte aux mêmes
diﬃcultés techniques : gestion des signaux, de l’appel système mmap. Les dif-
férences se situent essentiellement d’une part, dans la variation appliquée et
d’autre part, dans les techniques utilisées : le moniteur est, dans le cas de ces
travaux, un processus utilisateur classique et non lié au noyau comme dans le
cas du projet N-variant et les variations sur la pile sont également réalisées par
le compilateur alors que les variantes sont créées soit grâce à un script gérant la
liaison des objets soit par de la réécriture de binaire, pour le projet N-variant.
1.3.3.4 Distance comportementale
Les travaux menés lors de la thèse de Gao [Gao07] sont les plus proches des
travaux que nous avons menés sur notre seconde approche de détection d’in-
trusions par diversiﬁcation fonctionnelle. Contrairement aux autres approches
de type boîte grise présentées ci-dessus, Gao, Reiter et Song [GRS05, GRS06a,
GRS06b] proposent l’utilisation de diﬀérents COTS dans un système de dé-
tection d’intrusions par diversiﬁcation fonctionnelle de type boîte grise. Les
auteurs justiﬁent leurs travaux par la possibilité de détecter les mimicry at-
tacks [TKM02, WS02] qui aﬀectent les approches classiques surveillant les ap-
pels système de processus.
La diﬃculté dans cette approche est le choix des éléments de comparaison
et la méthode de comparaison. Il n’est pas aisé de comparer le fonctionnement
interne de deux applications diﬀérentes. Gao, Reiter et Song ont choisi de com-
parer les séquences d’appels système eﬀectuées par les diﬀérents COTS. Ces
appels système ne sont pas directement comparables car les COTS sont des
applications diﬀérentes avec une conception interne diﬀérente. Même s’ils fonc-
tionnent sur le même système d’exploitation, les COTS ne vont pas exécuter
les mêmes appels système avec les mêmes arguments. Si les systèmes d’exploi-
tation sur lesquels fonctionnent les diﬀérents COTS sont eux aussi diversiﬁés,
la comparaison est encore plus ardue. En eﬀet, il n’y a pas de correspondance
directe entre les appels système de plusieurs systèmes d’exploitation : un appel
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système sur un système d’exploitation S1 peut correspondre à un ou plusieurs
appels système sur un système d’exploitation S2, voire aucun ou encore un ou
plusieurs appels système mais avec des paramètres particuliers.
Les auteurs de ces travaux proposent une manière de comparer des suites
d’appels système eﬀectués par des COTS sur diﬀérents systèmes d’exploita-
tion. Ils introduisent la notion de distance comportementale qui est une mesure
de la déviation des comportements de deux processus. Ils proposent deux ma-
nières d’évaluer cette distance : en utilisant une distance évolutionnaire [GRS05]
ou des modèles de Markov cachés [GRS06a]. Une intrusion devrait modiﬁer le
comportement de l’un des deux processus et devrait donc accroître la distance
comportementale. Si la distance calculée est au-dessus d’un certain seuil, une
alerte est émise.
L’architecture présentée par les auteurs consiste en l’exécution de COTS dif-
férents ou identiques sur des systèmes d’exploitation diﬀérents. Les auteurs ont
implémenté deux prototypes de leur architecture : un prototype pour serveurs
web avec diﬀérents serveurs web (Apache, Abyss et MyServer) fonctionnant sous
Linux et sous Windows et un prototype d’un serveur de jeu en ligne écrit en
Java fonctionnant à la fois sous Linux et Windows. En ce qui concerne le serveur
de jeu, c’est le même code qui est exécuté sur les deux systèmes d’exploitation.
L’utilisation de deux systèmes d’exploitation diﬀérents a de bonnes chances de
détecter les attaques ayant pour objectif l’injection de code binaire. Les attaques
exploitant des fautes de logique dans le serveur ne pourront être détectées que si
elles sont spéciﬁques à un système d’exploitation. Les auteurs ont également fait
des tests plus poussés en utilisant seulement un serveur web Apache [GRS06b].
Les versions Windows et Linux d’Apache sont conçues à partir de codes sources
diﬀérents en partie au moins. Les auteurs aﬃrment qu’ils peuvent être ainsi
considérés comme des COTS diﬀérents.
Les auteurs ont eﬀectué des tests en terme de faux positifs pour leurs deux
prototypes. Ils ont ﬁxé la distance au-delà de laquelle les séquences d’appels
système sont considérées comme diﬀérentes, ce qui serait symptomatique d’une
attaque, grâce à l’évaluation de la distance qu’aurait la meilleure attaque mimi-
cry possible. Cette évaluation est théorique et assez limitée : la meilleure attaque
mimicry doit contenir un appel système open et un appel système write. Ils ob-
tiennent alors des résultats relativement bons en termes de faux positifs : dans
le cas de la distance évolutionnaire, dans la pire conﬁguration (couple de ser-
veurs web diﬀérents), il y a 2,08% de faux positifs et dans le cas des modèles de
Markov cachés, dans la pire conﬁguration (couple de serveurs web diﬀérents),
il y a 1,44% de faux positifs. Pour le serveur de jeu, 14 faux positifs ont été
comptabilisés pour 39 000 événements de jeu.
Pour améliorer les performances de leur approche, les auteurs proposent
d’utiliser des machines virtuelles pour exécuter les deux systèmes d’exploitation
et les COTS. Ceci a notamment pour but d’éviter les latences dues au réseau.
Tous les transferts entre les machines virtuelles se font en eﬀet grâce à des copies
en mémoire. Bien que nous ayons choisi dans notre implémentation d’utiliser
des machines réelles, cette technique peut être utilisée également dans notre
approche. L’avantage de machines réelles est double : d’une part, d’avoir de la
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redondance physique et donc d’être capable de tolérer des fautes physiques et
d’autre part, il est possible de diversiﬁer, sans perdre trop de performances, les
processeurs ce qui rend peu probable le fait qu’une injection de code binaire
fonctionne sur deux machines à la fois.
Un inconvénient de l’approche décrite dans ce paragraphe est qu’elle ne
considère que le numéro des appels système, alors que l’opération eﬀectuée par
un appel système dépend souvent des paramètres qui lui sont passés. Il est ainsi
possible d’utiliser ce fait pour éviter la détection.
1.3.3.5 Discussion
Deux grands types d’approches ont été proposés pour la détection d’intru-
sions par diversiﬁcation de type boîte grise : d’une part, les travaux utilisant les
mêmes COTS et des techniques de diversiﬁcation automatique et, d’autre part,
les travaux menés par Gao, sur la comparaison de séquences d’appels système
eﬀectués par diﬀérents COTS.
Les premiers travaux permettent une granularité beaucoup plus faible : il est
possible de comparer instruction par instruction l’exécution des variantes. Cela
aurait cependant un coup prohibitif en termes de performance. Il est plus raison-
nable de comparer les appels système et leurs arguments comme l’ont choisi Cox
et al. [CEF+06] et Babak et al. [SGJ+08] ou alors les buﬀers d’entrées/sorties
comme dans le cas du projet DieHard [BZ06]. Il est alors possible de détecter
des intrusions de manière assez précise tout en limitant fortement le nombre de
faux positifs dus aux diﬀérences de spéciﬁcation s’ils utilisaient des COTS diﬀé-
rents. Un des inconvénients de ce type d’approche est le fait qu’elles sont toutes
destinées à détecter un type particulier d’erreurs ou d’intrusions. DieHard ne
s’attache qu’aux erreurs en mémoire sur le tas (ce qui comprend les attaques de
type heap overflow), Babak et al. s’intéressent aux attaques en mémoire ayant
une inﬂuence sur la pile du programme et Cox et al. proposent deux variations
qui permettent de détecter les intrusions nécessitant l’utilisation d’une adresse
absolue et les intrusions injectant du code binaire.
Le taux de couverture de l’approche suivie par Gao, Reiter et Song, qui est
semblable à la nôtre, est potentiellement plus important. Il dépend entièrement
de la diversiﬁcation entre les COTS, au niveau applicatif, des systèmes d’exploi-
tation et du matériel. Cette approche est cependant probabiliste dans le sens
où des vulnérabilités communes peuvent exister et conduire à leur exploitation
simultanée sur les diﬀérents COTS, qui pourrait ne pas être détectée. Cette ap-
proche présente également un taux de faux positifs potentiellement plus élevé :
les COTS étant diﬀérents, tout comme les systèmes d’exploitation et le matériel,
des diﬀérences de spéciﬁcation et de conception peuvent naturellement conduire
à des comportements diﬀérents suivant les COTS. Gao, Reiter et Song ont choisi
de résoudre ce problème par une phase d’apprentissage où le système apprend
les correspondances entre les séquences d’appels système. Leur démarche est
donc sensible à toutes les critiques concernant l’apprentissage (voir 1.1.1.2).
Nous avons choisi d’utiliser une abstraction pour modéliser ce comportement et
comparer le comportement des diﬀérents COTS au niveau des appels système.
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Notre méthode peut éventuellement s’accompagner d’une phase d’apprentissage
des correspondances, qui pourrait réduire le nombre de faux positifs.
1.4 Résumé
Bien que l’approche de détection d’intrusions par signature montre de bons
résultats en terme de pertinence, elle présente des défauts inhérents : elle est
incapable de détecter de nouvelles attaques ou intrusions. En choisissant de
modéliser le comportement normal de l’entité, il est possible de détecter de
nouvelles attaques ou intrusions ; c’est ce qui est fait dans l’approche compor-
tementale. Cette approche se heurte à certaines diﬃcultés : choix des éléments
du modèle de comportement, taux de faux positifs généralement élevé.
Parallèlement à ces approches dites classiques, un rapprochement s’est ef-
fectué entre le domaine de la sécurité et celui de la sûreté de fonctionnement :
dès les années 1980, certains chercheurs [RD86, JA88] ont aﬃrmé les bénéﬁces
pouvant être apportées par certaines techniques de la tolérance aux fautes dans
le domaine de la sécurité. Plus récemment, par l’intermédiaire du projet MAF-
TIA et du programme OASIS, des ponts ont été créés entre les deux domaines.
Notre démarche entre pleinement dans ce cadre : nous utilisons une technique
de tolérance aux fautes pour détecter les intrusions.
D’autres projets, notamment dans le cadre du programme OASIS, ont déjà
exploré des approches de détection et de tolérance aux intrusions utilisant une
approche reposant sur la diversité et la redondance. Ces projets se distinguent
suivant l’approche choisie : de type boîte noire ou de type boîte grise.
Les projets de type boîte noire se sont essentiellement consacrés à la tolérance
aux intrusions de leur architecture. Très peu d’évaluations ont été faites sur
les faux positifs générés par l’architecture que ce soit de manière théorique ou
pratique, excepté dans le cadre du projet BASE, où les auteurs proposent un
modèle abstrait permettant de masquer les diﬀérences de spéciﬁcation. Notre
première méthode est une approche de type boîte noire et entre plus dans le
cadre de la détection d’intrusions et nous avons cherché à évaluer l’eﬃcacité de
l’approche par diversiﬁcation en termes de faux positifs notamment.
Les projets suivant une approche de type boîte grise peuvent être classés en
deux parties : les projets utilisant des techniques de diversiﬁcation automatique
et les travaux de Gao proposant l’utilisation de diversité naturelle. Notre seconde
méthode de détection se rapproche des travaux de Gao mais ne repose pas
sur l’apprentissage des correspondances entre les séquences d’appels système
mais sur une abstraction sous la forme de graphes de ﬂux d’informations. Cette
abstraction permet d’apporter plus de sémantique à la détection et peut fournir
une aide à un premier diagnostic, facilitant ainsi le travail de l’opérateur.
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Chapitre 2
Modèles et algorithmes de
détection
« Dans le passé, aucun gouvernement n’avait eu le pouvoir de maintenir ses
citoyens sous une surveillance constante. Maintenant, la Police de la pensée
surveillait tout le monde, constamment. »
George Orwell, 1984.
La détection d’intrusions comportementale repose sur la comparaison du
comportement de l’entité surveillée avec un modèle du comportement correct
de cette entité. Ce modèle de comportement correct est diﬃcile à établir expli-
citement car il faut que le modèle soit complet, c’est-à-dire qu’il représente tous
les comportements corrects de l’entité, et précis, c’est-à-dire qu’il ne représente
que les comportements corrects de l’entité. Les approches de détection d’intru-
sions que nous avons proposées sont fondées sur une technique du domaine de
la sûreté de fonctionnement, la diversiﬁcation fonctionnelle, qui ne nécessite pas
la construction d’un modèle explicite de l’entité.
Ce chapitre présente les deux approches de détection que nous avons pro-
posées et étudiées au cours de la thèse : la première de type boîte noire et la
seconde de type boîte grise. Ce chapitre présente également de manière géné-
rale les algorithmes de détection proposés. Nous allons tout d’abord détailler les
principes fondamentaux de la détection d’intrusions par diversiﬁcation fonction-
nelle que nous avons mis en évidence. Ensuite, nous décrirons l’architecture du
système de détection d’intrusions proposé en mettant en valeur les similarités
et les diﬀérences entre les deux approches de type boîte noire et de type boîte
grise. Ceci permettra de montrer les avantages et les limites à la fois théoriques
et pratiques des approches proposées.
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2.1 Principes fondamentaux de la détection d’in-
trusions par diversification de COTS
Les deux approches de détection d’intrusions que nous avons proposées sont
fondées sur la programmation N-versions [AC77], une technique de diversiﬁ-
cation fonctionnelle [Elm72]. Il n’est pas réaliste d’utiliser cette méthode telle
quelle, pour des raisons de coût, et nous avons choisi de remplacer les versions qui
sont développées spéciﬁquement, par des COTS (Components-Oﬀ-The-Shelf).
Nos deux approches de détection reposent sur la comparaison du comporte-
ment de ces COTS. Le choix d’utiliser des COTS implique certaines contraintes
que nous exhibons d’abord. Ensuite, nous présentons l’architecture générale que
nous avons utilisée pour nos deux approches, architecture inspirée de celle de
la programmation N-versions. Les diﬀérences de comportement entre les COTS
ne sont pas forcément dues à des intrusions ; nous classiﬁons ces diﬀérences de
comportement suivant leur cause et proposons une méthode pour masquer celles
qui doivent l’être et ainsi éviter des faux positifs. Finalement, nous discutons
des impacts sur les performances qu’entraîne l’utilisation de cette architecture
et des choix possibles pour les améliorer.
2.1.1 Utilisation de COTS dans un système de type N-
versions
Les deux approches de détection d’intrusions que nous avons proposées
sont basées sur la programmation N-versions ; elles s’en diﬀérencient par l’uti-
lisation de COTS. Ce choix est motivé par le fait que la programmation N-
versions [AC77] est une technique coûteuse puisque chaque version doit être
développée de manière indépendante par diﬀérentes équipes en utilisant des
méthodes de développement diﬀérentes, des langages diﬀérents, etc. Elle est
ainsi réservée à des systèmes critiques du point de vue de la sécurité-innocuité.
Il n’est pas viable d’un point de vue économique d’utiliser cette technique pour
tout type de système.
Dans le domaine des services liés à l’Internet, de nombreux COTS sont dis-
ponibles. Il existe, par exemple, de très nombreux serveurs HTTP : Apache,
IIS, IPlanet, thttpd, Lighttpd, Xitami, Caudium, Abyss, MyServer, etc. C’est
également le cas pour les serveurs FTP ou POP3 ou encore pour les bases de
données. Pour les services Internet, il est ainsi possible de remplacer les versions
par des COTS dans un système de type N-versions.
Nous avons déjà mis en évidence (voir 1.2.5) trois problèmes posés par l’uti-
lisation de COTS dans un système N-versions :
– leurs spéciﬁcations peuvent ne pas être identiques ;
– les points de décision et les données sur lesquelles sont fondées ces décisions
doivent être déterminées ;
– les COTS n’ont probablement pas été développés de manière à limiter les
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défaillances communes (partage de code, communication entre les équipes
de développement, etc.).
Les deux premiers points peuvent être contournés, en partie, par l’utilisa-
tion de COTS respectant une interface standardisée comme des serveurs HTTP
ou FTP, par exemple. Les points de décision et les données de comparaison
sont alors naturels. Des diﬀérences de spéciﬁcation peuvent tout de même ap-
paraître à cette interface standardisée. Il est nécessaire de déﬁnir précisément
l’algorithme de comparaison et les données de comparaison pour obtenir un
compromis entre le taux de faux positifs et la couverture de détection.
Ce qui a été dit ci-dessus concerne évidemment l’approche dite boîte noire.
Les approches de type boîte grise se confrontent aux diﬀérences de spéciﬁcation
et de conception des diﬀérents COTS. Plusieurs méthodes ont été proposées
pour pouvoir comparer le comportement interne des COTS (voir section 1.3) :
– utiliser le même COTS en le diversiﬁant grâce à des méthodes automa-
tiques ;
– apprendre les correspondances entre les comportements internes ;
– utiliser une abstraction pour rendre comparable les comportements in-
ternes de diﬀérents COTS, méthode que nous avons proposée.
Pour le troisième point, le projet DOTS [GPSS04] a montré que, pour les
bases de données COTS qu’ils ont utilisés et pour les bugs connus, la diversiﬁ-
cation de COTS est eﬃcace (voir 1.2.5).
Dans le cadre du projet SITAR [WWB01], R. Wang, F. Wang et Byrd ont
analysé les vulnérabilités d’IIS et d’Apache. Leur analyse répertorie les vulné-
rabilités publiées dans la base de vulnérabilités bugtraq de IIS et d’Apache jus-
qu’en 2001. Nous avons complété cette analyse jusqu’en 2003 et également ana-
lysé les vulnérabilités aﬀectant le serveur thttpd (voir tableaux 2.2, 2.3 et 2.1).
Les vulnérabilités sont classées suivant leur eﬀet potentiel sur le serveur. L’étude
de ces vulnérabilités montre qu’il n’y a aucune vulnérabilité connue commune
entre IIS, Apache et thttpd. Cela conforte l’idée qu’il est généralement possible
d’utiliser des COTS dans un système N-versions pour la détection d’intrusions
et plus généralement la détection d’erreurs.
Il faut bien avoir conscience que cette étude ne démontre pas qu’il n’y a pas
de vulnérabilité commune et exploitable de la même manière sur les diﬀérents
serveurs. Si les résultats de cette analyse avaient montré que de nombreuses
vulnérabilités étaient communes, il aurait été possible de soulever des ques-
tions quant à l’indépendance des équipes de programmation ou à d’éventuels
emprunts de code.
Notre étude n’a pas montré s’il était possible d’exploiter des vulnérabilités
diﬀérentes dans ces serveurs avec la même requête. Cela aurait représenté un
travail très important puisqu’il aurait fallu vériﬁer que pour chaque couple de
vulnérabilités, il est possible ou non d’exploiter ces vulnérabilités grâce à une
même requête. De manière générale, cela est possible. Le nombre de serveurs
utilisés dans les architectures de type N-versions dépendant explicitement du
nombre de fautes ou d’intrusions que l’on souhaite tolérer, il n’est pas évident
de déterminer ce nombre pour détecter et tolérer les intrusions.





















































































autres 8226 3009 (dir) 5981
Tab. 2.2 – Vulnérabilités liées à Apache (dir signiﬁe directory traversal)






























































191 882 5900 (XSS)
Conﬁguration 1818 1065 4078
4084












autres 193 9660 2909 8244 (XSS)
Tab. 2.3 – Vulnérabilités liées à IIS (dir signiﬁe directory traversal ; XSS cross-
site scripting)




























Fig. 2.1 – Architecture générale
2.1.2 Description de l’architecture
2.1.2.1 Architecture et fonctionnement
L’architecture proposée (Fig. 2.1) est inspirée de l’architecture classique
utilisée en programmation N-versions. Cette architecture permet à la fois de
détecter et de tolérer des intrusions : nous discutons ces propriétés par la suite
(voir 2.1.2.2). Elle se compose de deux éléments : un couple proxy/IDS et un
ensemble de serveurs. Nous allons tout d’abord détailler le cheminement d’une
requête puis décrire plus précisément les diﬀérents éléments de l’architecture et
enﬁn discuter certaines propriétés de cette architecture.
Le traitement d’une requête suit le cheminement suivant :
1. le client envoie la requête au proxy. Ce dernier peut éventuellement eﬀec-
tuer certains traitements (ﬁltrage de certaines requêtes, ajouts de données
dans la requête, . . .) ;
2. le proxy envoie la requête au service exécuté sur chaque serveur ;
3. chaque service eﬀectue le traitement de la requête qui peut éventuellement
nécessiter de contacter d’autres machines ;
4. chaque service envoie la réponse à la requête au proxy ;
5. suite à l’exécution de la requête, chaque serveur envoie les éléments de
comparaison à l’IDS ;
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6. l’IDS compare ces éléments et essaie de dégager une majorité de serveurs
ayant eu le même comportement ;
7. l’IDS indique au proxy quelle réponse ce dernier doit envoyer au client ou
si le proxy doit envoyer une réponse d’erreur par défaut ;
8. le client reçoit la réponse envoyée par le proxy.
Le proxy/IDS Le proxy/IDS est l’interface avec le client : c’est la seule partie
du système visible de l’extérieur. Le proxy est chargé de transmettre les requêtes
des clients aux serveurs COTS et ensuite de transmettre en retour au client la
réponse que choisit l’IDS. Il s’assure que les serveurs COTS reçoivent les mêmes
requêtes dans le même ordre. Ceci permet de synchroniser l’état des serveurs.
L’IDS, quant à lui, est chargé de comparer les données choisies lors de la mise en
place de l’architecture de type N-versions : ce peut être les réponses des COTS en
elles-mêmes (c’est le cas dans l’IDS boîte noire proposé), des séquences d’appels
système, des graphes de ﬂux d’informations (c’est le cas dans l’IDS boîte grise
proposé). L’IDS est alors chargé de trouver une majorité de serveurs ayant le
même comportement du point de vue des éléments comparés (les méthodes
de comparaison proposées sont décrites dans les sections 2.2 et 2.3). S’il en
trouve une, il indique au proxy de choisir une réponse de cette majorité et lève
éventuellement une alerte pour les serveurs ne se trouvant pas dans la majorité.
S’il n’y a pas de majorité, l’IDS le signale au proxy qui dans ce cas renvoie un
message d’erreur par défaut lié à l’application surveillée et l’IDS lève une alerte.
Les serveurs COTS L’ensemble des serveurs COTS constitue le cœur de l’ar-
chitecture. Ils fournissent le même service au client. Les serveurs COTS utilisés
doivent être choisis de manière à décoreller au maximum l’activation des fautes.
Il est ainsi préférable de choisir des serveurs COTS diversiﬁés à la fois au niveau
des applications utilisées, des systèmes d’exploitation et au niveau matériel (no-
tamment du type de processeurs). Cela permet de minimiser la probabilité qu’il
existe des vulnérabilités communes entre les serveurs COTS.
Règles de détection et de localisation La règle générale de détection que
nous avons choisie est de lever une alerte dès qu’une diﬀérence est détectée dans
les observations des comportements des serveurs.
En ce qui concerne la localisation des serveurs compromis, s’il y a une majo-
rité d’observations équivalentes, tous les serveurs dont les observations ne sont
pas dans la majorité sont considérés comme compromis. S’il n’y a pas de ma-
jorité, nous considérons tous les serveurs comme compromis. C’est la règle de
localisation que nous utilisons par la suite.
Exemple de session POP3 Pour rendre plus concret l’approche présentée,
nous déroulons un exemple d’une session POP3. Le protocole POP3 (Post Of-
ﬁce Protocol, version 3) est un protocole permettant de récupérer les courriers
électroniques sur les serveurs de messagerie. Il est possible d’implémenter l’ar-
chitecture que nous proposons pour ce service. Dans cet exemple, l’IDS compare
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les séquences d’appels système et l’architecture comprend 3 serveurs. L’un des
trois serveurs sera vulnérable à une attaque par débordement de tampons dans
la gestion du mot de passe. Nous allons détailler une session qui exploite cette
vulnérabilité et une alerte sera levée par l’IDS.
1. Le client se connecte au proxy sur le port TCP 110.
2. Le proxy se connecte aux serveurs COTS sur le port TCP 110.
3. Les serveurs COTS envoient un message de bienvenue au proxy du type
+OK suivi d’un message :
+OK POP3 server ready <7B670F00C11AF35FB0A51C@mail.domain.org>
+OK Hello there
+OK Server ready
4. Les serveurs envoient à l’IDS la séquence d’appels système exécutés par
les services POP3.
5. L’IDS se charge de comparer les séquences d’appels système et ne détecte
aucune diﬀérence de comportement.
6. Il indique au proxy d’envoyer le message de l’un des serveurs.
7. Le client reçoit la réponse de la part du proxy et envoie ensuite une com-
mande pour indiquer le nom de l’utilisateur :
USER prenom.nom@domain.org
8. Le proxy reçoit cette commande et la transfère aux serveurs.




10. Ils envoient à l’IDS les appels système exécutés lors du traitement de cette
commande.
11. L’IDS compare ces séquences d’appels système et ne détecte aucune diﬀé-
rence.
12. Il indique au proxy d’envoyer la réponse d’un des serveurs au client.
13. Le client reçoit la réponse et envoie ensuite la commande PASS suivi d’un
shellcode exploitant la vulnérabilité. Le shellcode télécharge un ﬁchier sur
un serveur HTTP distant, exécute ce ﬁchier et répond au client que tout
s’est bien passé en envoyant +OK shellcode executed.
14. Le proxy reçoit cette commande et la transfère aux serveurs.
15. Les serveurs non-vulnérables envoient les messages suivants :
-ERR [AUTH] invalid user or password
-ERR invalid password
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Le serveur vulnérable envoie la réponse suivante (déterminée par l’atta-
quant) :
+OK shellcode executed
16. Les serveurs envoient la séquence d’appels système à l’IDS.
17. l’IDS compare ces séquences et détecte que la séquence correspondant au
serveur vulnérable est diﬀérente des autres qui sont semblables (la sé-
quence d’appels système va contenir au moins les appels correspondant à
la création de la socket et la lecture des données sur cette socket). L’IDS
lève une alerte concernant le serveur vulnérable et indique au proxy d’en-
voyer la réponse d’un des deux autres serveurs.
18. Le client reçoit une réponse lui indiquant une erreur d’authentiﬁcation.
L’intrusion sur le serveur vulnérable est détectée et le serveur vulnérable a pu
être localisé. Dans cet exemple, si le pare-feu bloque le téléchargement du ﬁchier,
l’intrusion est tolérée par le système.
2.1.2.2 Propriétés de détection et de tolérance aux intrusions
Cette architecture permet de détecter des intrusions et également de les to-
lérer dans certains cas. Nous allons tout d’abord considérer que les observations
sur le comportement de l’entité sont parfaites : ce n’est eﬀectivement jamais le
cas. Nous considérons le cas où elles ne le sont pas ensuite. Nous allons reprendre
les diﬀérentes hypothèses liées à la programmation N-versions, à la diversiﬁca-
tion de COTS en sûreté de fonctionnement et en sécurité (voir le tableau 2.4).
Comme précisé précédemment, la diversiﬁcation est obligatoire : une simple
redondance des composants ne permet ni de détecter ni de tolérer les intrusions
(de manière générale, certaines fautes peuvent, par contre, être tolérées par la
redondance simple [Gra85, Gra86]).
Programmation N-versions pour la tolérance aux fautes Ce cas cor-
respond à la première case du tableau 2.4. Le processus de développement en
programmation N-versions tend à ce que que la probabilité de fautes corrélées
soient nulles d’où pn ≈ 0. Généralement, on suppose que pn = 0. Dans ce cadre,
les fautes sont considérées accidentelles : on en déduit que des fautes décor-
rélées conduisent à des erreurs distinctes et donc que les versions fautives se
comportent de manière diﬀérente les unes des autres (ce n’est pas toujours le
cas [AK84]). La spéciﬁcation des versions est la même donc les serveurs non
fautifs se comportent de la même manière. Par un simple vote, il suﬃt de f +2
versions pour tolérer f fautes : dans une architecture à f+2 serveurs, si f fautes
sont activées, on peut trouver au moins deux serveurs non-fautifs se comportant
de la même manière.
La sous-ﬁgure 1 de la ﬁgure 2.2 présente le cas f = 2. Il est possible de
tolérer les fautes activées f1 et f2 avec une architecture comportant quatre
serveurs car les serveurs S3 et S4 se comportent de la même manière, alors que
les serveurs S1 et S2 se comportent diﬀéremment.
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Programmation N-versions Diversiﬁcation de COTS
1. pn ≈ 0 mais on suppose
pn = 0
1. pc ≈ 0 ? et pc > pn mais
on suppose pc = 0
2. les versions non fautives
se comportent de la même
manière
2. les COTS non fautifs
peuvent se comporter de
manière diﬀérente à cause
des diﬀérences de spéciﬁca-
tion
tolérance aux fautes 3. les versions fautives se
comportent de manière dif-
férente les unes des autres
3. les COTS fautifs se com-
portent de manière diﬀé-
rente les uns des autres
⇒ il faut f+2 versions pour
tolérer f fautes
⇒ on ne peut pas toujours
tolérer f fautes avec f + 2
COTS à cause de l’hypo-
thèse 2
1. pn ≈ 0 mais on suppose
pn = 0
1. pc ≈ 0 ? et pc > pn mais
on suppose pc = 0
2. les versions non compro-
mises se comportent de la
même manière
2. les COTS non compro-
mis peuvent se comporter de
manière diﬀérente à cause
des diﬀérences de spéciﬁca-
tion
tolérance aux intrusions 3. les versions compromises
peuvent se comporter de la
même manière
3. les COTS compromis
peuvent se comporter de la
même manière
⇒ il faut 2f + 1 versions
pour tolérer f intrusions
⇒ on ne peut pas tou-
jours tolérer f intrusions
avec 2f + 1 COTS à cause
de l’hypothèse 2
Tab. 2.4 – Hypothèses de tolérance et détermination du nombre de serveurs
pour tolérer f fautes ou intrusions ; pn est la probabilité de fautes corrélées
pour la programmation N-versions ; pc pour la diversiﬁcation de COTS
Diversification de COTS pour la tolérance aux fautes Ce cas corres-
pond à la deuxième case du tableau 2.4. Une des diﬃcultés liée à l’utilisation de
COTS est l’évaluation de la probabilité de fautes corrélées pc. Elle est certaine-
ment supérieure à pn car les COTS ne sont pas développés dans un processus de
programmation N-versions. L’étude du projet DOTS (voir 1.2.5) montre qu’elle
est faible pour certaines bases de données. Généralement, on suppose cette pro-
babilité nulle. Pour les mêmes raisons que celles présentées dans le paragraphe
précédent, on fait l’hypothèse que les COTS fautifs se comportent de manière
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Fig. 2.2 – Exemples présentant certains cas limites des considérations sur la
tolérance aux fautes et aux intrusions dans le cadre de la programmation N-
versions et de la diversiﬁcation de COTS. Dans ces exemples, f = 2, e est une
entrée ; f1, f2 des fautes activées ; v1, v2 des vulnérabilités exploitées ; C∗ les
diﬀérents comportements.
diﬀérente les uns des autres. Par contre, à cause des diﬀérences de spéciﬁcation
potentielles entre les COTS, les COTS non fautifs peuvent éventuellement se
comporter de manière diﬀérente. Il n’est alors pas toujours possible de tolérer f
fautes avec f +2 COTS. Augmenter le nombre de COTS au-delà de f +2 n’ap-
portent pas la garantie de tolérer f fautes, les spéciﬁcations des COTS n’étant
en général pas connu.
La sous-ﬁgure 2 de la ﬁgure 2.2 présente le cas f = 2 où l’entrée e active
deux fautes f1 et f2 et les COTS S3 et S4 ne se comportent pas de la même
manière pour cette entrée. Il n’est pas alors possible de tolérer les deux fautes
dans ce cas car aucune majorité ne peut être dégagée des comportements des
serveurs.
Programmation N-versions pour la tolérance aux intrusions Ce cas
correspond à la troisième case du tableau 2.4. L’hypothèse 3 est diﬀérente par
rapport au cas de la sûreté de fonctionnement. En eﬀet, le modèle de fautes
est diﬀérent : les fautes considérées sont des fautes intentionnelles. Il n’est plus
possible de faire l’hypothèse que des fautes décorrellées conduisent à des erreurs
distinctes : l’attaquant peut éventuellement s’assurer que des versions compro-
mises se comportent de la même manière. Ainsi pour tolérer f intrusions, il
faut 2f + 1 versions : le vote, dans ce cas, est un vote majoritaire. Si moins
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de f intrusions se produisent sur des versions de l’architecture, au moins f + 1
versions vont se comporter de la même manière.
La sous-ﬁgure 3 de la ﬁgure 2.2 présente le cas où f = 2 où l’entrée e exploite
deux vulnérabilités v1 et v2 et conduit les serveurs S1 et S2 à se comporter de la
même manière. S’il n’y avait que quatre serveurs dans l’architecture, il n’aurait
pas été possible de tolérer les deux intrusions. Un cinquième serveur permet par
vote majoritaire de tolérer les deux intrusions.
Diversification de COTS pour la tolérance aux intrusions Ce cas cor-
respond à la dernière case du tableau 2.4. C’est le cas de notre approche. Il
correspond à une combinaison des cases 2 et 3 du tableau. À cause du modèle
de fautes et des diﬀérences de spéciﬁcation, il n’est plus assuré de tolérer f
intrusions avec 2f + 1 COTS. De la même manière que pour la tolérance aux
fautes, augmenter le nombre de COTS au-delà de 2f + 1 ne garantit pas de
tolérer f intrusions.
La sous-ﬁgure 4 de la ﬁgure 2.2 est l’analogue de la sous-ﬁgure 2 dans le
cas des COTS. Si l’entrée e exploite deux vulnérabilités v1 et v2 et entraîne
également des comportements diﬀérents parmi les serveurs non compromis, il
n’est pas possible de tolérer les intrusions car aucune majorité ne peut être
trouvée.
Cas des atteintes à la disponibilité Les atteintes à la disponibilité, autres
que les floods, visent soit à faire défaillir le serveur ou le service soit à utiliser
de manière disproportionnée les ressources du serveur (processeur, mémoires,
. . .) pour qu’il ne puisse plus répondre aux requêtes des clients légitimes. Ces
défaillances potentielles sont des défaillances temporelles. Il est raisonnable de
ﬁxer une limite temporelle à l’envoi des observations (éléments de comparaison)
et des réponses. Ces défaillances sont détectées grâce à des chiens de garde
(watchdogs), au niveau de l’IDS pour les observations et au niveau du proxy
pour la réponse du serveur. Si un chien de garde se déclenche, le serveur surveillé
par ce chien de garde est considéré comme compromis et doit être reconﬁguré.
La détection et la localisation sont immédiates dans ce cas.
Détection Nous nous plaçons toujours dans le cas où les observations sont
parfaites. Cette hypothèse signiﬁe qu’une intrusion a forcément une conséquence
sur les observations et donc que l’on peut considérer que les observations sur
le comportement d’un serveur sont le comportement de ce serveur. Si l’on ne
cherche qu’à détecter des intrusions et non à les tolérer, il n’est pas nécessaire
d’utiliser autant de serveurs. Que ce soit dans le cadre de la programmation
N-versions ou grâce à de la diversiﬁcation de COTS, il faut f +1 serveurs pour
détecter f intrusions. Si l’on estime qu’il est possible d’exploiter f vulnérabilités
grâce à une même entrée, il est nécessaire d’utiliser f +1 serveurs pour détecter
ces intrusions. En eﬀet, il est nécessaire qu’au moins un des serveurs se com-
portent de manière diﬀérente des serveurs compromis. Ainsi pour déterminer
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Fig. 2.3 – Exemple présentant un cas de détection d’intrusions valable dans le
cadre de la programmation N-versions et de la diversiﬁcation de COTS. Dans
cet exemple, f = 3, e est une entrée ; v1, v2, v3 des vulnérabilités exploitées ;
C∗ les diﬀérents comportements.
le nombre de serveurs de l’architecture, il est nécessaire d’évaluer la probabi-
lité qu’un attaquant puisse compromettre plusieurs serveurs grâce à une même
entrée et faire en sorte que ces serveurs aient le même comportement. Comme
expliqué en 2.1.1, cette évaluation n’est pas possible : toutes les vulnérabilités ne
sont pas connues, et toutes les attaques exploitant ces vulnérabilités non plus.
La ﬁgure 2.3 présente un exemple dans lequel f = 3 et l’attaquant est capable
de compromettre trois serveurs et faire en sorte que ces serveurs aient le même
comportement, la détection reste possible grâce au quatrième serveur.
Formalisation de la détection Soit N le nombre de serveurs COTS. Soit e
une entrée utilisateur qui appartient à l’ensemble des entrées possibles E. On
note Ci,e le comportement du serveur i pour l’entrée e avec i compris entre 1
et N . Il faut également savoir que l’attaquant n’a pas forcément le contrôle du
comportement d’un serveur quand il l’attaque. La propriété de détection d’une
intrusion pour une entrée e s’écrit donc de la manière suivante :





∃m ∈ {1, N} \ {l}, Cm,e 6= Cl,e
On note DN,l,e la proposition à droite de l’accolade. La première propriété
signiﬁe que l’attaquant arrive à compromettre au moins le serveur l avec l’entrée
e et la seconde signiﬁe qu’il existe au moins un serveur m dont le comportement
est diﬀérent de celui du serveur l. Comme les observations sont considérées
parfaites, si au moins un serveur n’est pas compromis, son comportement est
diﬀérent des serveurs compromis.
Si aucun serveur n’est compromis et qu’il existe deux serveurs dont le com-
portement sont diﬀérents, ces diﬀérences de comportement proviennent d’une
diﬀérence de conception ou de spéciﬁcation, l’alerte émise est un faux positif.
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Si aucun serveur ne présente de diﬀérences de comportement par rapport
à un serveur compromis l, cela signiﬁe que tous les serveurs sont compromis
et que l’attaquant a réussi à faire en sorte que le comportement de tous les
serveurs soient identiques. Ce cas est un faux négatif. L’architecture est mal
dimensionnée par rapport au nombre d’intrusions possibles grâce à une entrée.
Il faut remarquer que la propriété n’indique rien sur le comportement du
serveur m, celui-ci peut donc être compromis. Il est donc possible de détecter
une intrusion même si tous les serveurs sont compromis dans le cas où ceux-ci
se comportent diﬀéremment.
Localisation La localisation du ou des serveurs compromis se produit après
qu’une alerte a été levée. Cette localisation est plus délicate que la détection. Il
faut savoir quels serveurs se sont comportés de manière légale et lesquels se sont
comportés de manière illégale. Si on estime le nombre au maximum égal à f , il
faut 2f + 1 serveurs, comme pour la tolérance aux intrusions, si l’on souhaite
localiser les serveurs compromis.
Formalisation de la localisation Nous utilisons les mêmes notations que
précédemment et introduisons des notations supplémentaires : Ce = {Ci,e|i ∈
{1, N}}, l’ensemble des comportements pour l’entrée e, CM,e le multi-ensemble
des comportements identiques formant une majorité (CM,e peut être vide) et
Cm,e = Ce \ CM,e. Si CM,e n’est pas vide, son cardinal est supérieur à N2 . On
déﬁnit la localisation parfaite par la propriété suivante :







∀i ∈ {1, N}, Ci,e est illégal ⇒ Ci,e 6∈ CM,e
∧
∀i ∈ {1, N}, Ci,e est légal ⇒ Ci,e ∈ CM,e
La première propriété est la propriété de détection du serveur l ; la deuxième
qu’une majorité a pu être trouvée parmi les comportements de tous les serveurs.
Les deux dernières signiﬁent que tous les serveurs compromis ne sont pas dans
la majorité contrairement aux serveurs non compromis. Cela signiﬁe qu’aucune
diﬀérence de spéciﬁcation n’est intervenue dans le comportement des serveurs
non compromis.
Il est possible d’aﬀaiblir la notion de localisation en déﬁnissant la localisation
imparfaite par la propriété suivante :







∀i ∈ {1, N}, Ci,e est illégal ⇒ Ci,e 6∈ CM,e
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Pour une localisation imparfaite, on n’exige plus que tous les serveurs non
compromis soient dans la majorité. Ceci signiﬁe qu’en plus des serveurs com-
promis, une minorité de serveurs COTS non compromis sont considérés comme
compromis par notre approche, ceci à cause de de diﬀérences de spéciﬁcation.
Tolérance Comme expliqué dans le tableau 2.4, cette architecture permet,
dans certains cas, de tolérer f intrusions dans le système en utilisant 2f + 1
serveurs COTS. Les intrusions sont tolérées, c’est-à-dire que des composants du
système peuvent subir des intrusions mais que celles-ci ne doivent pas entraîner
de violations de la politique de sécurité du système global.
La tolérance aux intrusions est assurée par deux mécanismes distincts :
1. vote majoritaire sur les éléments de comparaison permettant de choisir la
réponse envoyée au client (c’est-à-dire du masquage d’intrusions) ;
2. détection des intrusions et reconﬁguration des serveurs compromis.
Le vote majoritaire permet de tolérer les intrusions contre la conﬁdentialité
du système dans le cas où les données conﬁdentielles sont envoyées dans la ré-
ponse du serveur compromis. Si le nombre d’intrusions est inférieure ou égal à f
et qu’il est possible de trouver une majorité dans le comportement des serveurs
COTS, l’intrusion contre la conﬁdentialité est tolérée et une réponse correcte du
point de vue de la spéciﬁcation est envoyée au client/attaquant. S’il n’est pas
possible de trouver une majorité dans les comportements des serveurs, l’intru-
sion est tout de même tolérée car une erreur par défaut, qui n’est pas forcément
correcte du point de vue de la spéciﬁcation, est envoyée au client/attaquant ;
les données conﬁdentielles ne sont pas envoyées au client (dans le cadre où les
données conﬁdentielles sont envoyées dans la réponse).
Après une intrusion, les serveurs compromis doivent être retirés de l’architec-
ture. Du code a pu être injecté dans un ou des processus, de nouveaux processus
ont pu être lancés, le disque dur a pu être modiﬁé (création ou modiﬁcation
d’un ou plusieurs ﬁchiers), etc. Son fonctionnement correct vis-à-vis de sa spé-
ciﬁcation n’est ainsi plus garanti. La capacité de tolérance aux intrusions de
l’architecture diminue puisque le nombre d’intrusions pouvant être tolérées est
égal à ⌊N−12 ⌋ où N est le nombre de serveurs de l’architecture. Dans le cas où
il n’y a que deux serveurs, sans capacité de diagnostic des intrusions, il n’est
pas possible par simple comparaison de localiser le serveur compromis ; les deux
serveurs doivent alors être considérés comme compromis. Le service n’est plus
rempli par l’architecture. Même si l’objectif ﬁnal de l’intrusion était une atteinte
à la conﬁdentialité ou à l’intégrité, l’intrusion ne peut être considérée comme
tolérée car elle a pour eﬀet une indisponibilité (temporaire) du service.
Quand un serveur est retiré de l’architecture, il est possible de le reconﬁgurer,
c’est-à-dire le remettre dans un état considéré comme correct et cohérent par
rapport aux autres serveurs de l’architecture. Pour être complet, cette reconﬁ-
guration nécessite un redémarrage du serveur et de remettre une image correcte
du disque dur sur le serveur, ceci permet d’enlever les traces potentielles de
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l’intrusion en mémoire et sur le disque dur. Il peut être également nécessaire de
rejouer certaines requêtes pour mettre le serveur reconﬁguré dans un état cohé-
rent par rapport aux autres serveurs de l’architecture. Dans le cadre du projet
BASE [CRL03], un mécanisme de reconﬁguration fondé sur des mécanismes de
checkpointing et de reprise, a été proposé et décrit en détail. Le mécanisme de
détection puis reconﬁguration est le dernier mécanisme de tolérance aux intru-
sions : il permet d’éviter que les eﬀets d’une intrusion se propagent.
Il peut être intéressant, en termes de sécurité, de reconﬁgurer les serveurs
périodiquement car, en cas de faux négatif, un serveur peut être compromis et
l’attaquant peut éventuellement rester indétecté tout en violant la politique de
sécurité du système.
Il est évidemment possible qu’une intrusion ne soit pas tolérée : d’une part
dans le cas où elle n’est pas détectée, d’autre part même si elle est détectée
mais que des mécanismes de prévention ne sont pas mis en place ou que le
diagnostic de l’alerte n’est pas eﬀectué par l’administrateur de sécurité. Nous
allons expliciter ces deux derniers cas.
Supposons qu’un attaquant prenne le contrôle du ﬂot d’exécution d’un des
serveurs de l’architecture. Sans un pare-feu très strict, il pourrait envoyer des
informations conﬁdentielles en utilisant des canaux de communication permis
pour le pare-feu : il pourrait faire sortir ces informations conﬁdentielles en ef-
fectuant des requêtes DNS vers un domaine qu’il contrôle.
Si l’administrateur n’eﬀectue pas d’analyse de l’alerte, il est possible qu’une
intrusion ne soit pas tolérée même si elle a été détectée. Supposons de la même
manière que l’attaquant a réussi à prendre le contrôle du ﬂot d’exécution d’un
des serveurs. Il lui est possible d’attaquer un autre composant du système global
tel qu’un serveur de base de données ou le serveur DNS et éventuellement de le
corrompre. Même si le serveur COTS est lui-même détecté comme compromis
et reconﬁguré, il faut que l’administrateur puisse diagnostiquer l’intrusion et
déterminer qu’un autre composant a été compromis.
Formalisation de la tolérance Il est possible de formaliser les propriétés
de tolérance apportées par les deux derniers mécanismes présentés ci-dessus : le
vote majoritaire et la détection/reconﬁguration.
Nous reprenons les notations introduites précédemment. Nous ajoutons les
notations suivantes : Ri,e la réponse du serveur i à l’entrée e et Rc,e la réponse
choisie par le proxy/IDS.
La détection/reconﬁguration repose sur les propriétés nécessaires pour ob-
tenir la détection des intrusions et la localisation des serveurs compromis pré-
sentées dans la partie concernant la formalisation de la détection et de la loca-
lisation.
Le vote majoritaire permet de tolérer les intrusions à la conﬁdentialité en
choisissant une réponse « majoritaire » si CM,e n’est pas vide sinon une réponse
par défaut. L’attaquant doit ainsi vériﬁer les propriétés suivantes pour que ce
mécanisme de tolérance soit contourné :
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La seconde propriété : Rl,e = Rc,e implique que CM,e ne soit pas vide et
contienne Cl,e. Ce qui signiﬁe que l’attaquant a réussi à compromettre plus de
la moitié des serveurs COTS. Le nombre de serveurs de l’architecture est insuf-
ﬁsant.
Nous avons étudié et formalisé les mécanismes de détection, de localisation et
de tolérance quand les observations sont parfaites, c’est-à-dire qu’une intrusion
a forcément une inﬂuence sur l’observation. Cela peut ne pas être le cas et c’est
une raison pour laquelle nous avons proposé une approche de type boîte grise.
Dans la suite, nous développons le cas où les observations sont imparfaites. Nous
entendons par observations imparfaites deux concepts distincts mais qui ont la
même conséquence. D’une part, une intrusion peut ne pas avoir de conséquence
sur les observations, ce qui est un défaut inhérent au choix des éléments de
comparaison. D’autre part, l’algorithme de comparaison est imparfait et peut
décider que des observations sont semblables bien que l’une des observations
corresponde à un comportement intrusif.
Détection d’intrusions : observations imparfaites Nous reprenons les
mêmes notations que précédemment. Nous notons Oi,e les observations sur le
comportement du serveur i pour l’entrée e. Les comparaisons sur les obser-
vations sont relatives à l’algorithme de comparaison choisi. Il faut noter qu’un
attaquant ne peut pas toujours prendre le contrôle du comportement du serveur
et qu’obtenir le contrôle du comportement du serveur n’implique pas forcément
obtenir le contrôle des observations sur le comportement du serveur compromis.
La détection est réussie pour une entrée e, si la proposition suivante est vraie :





∃(m,n) ∈ {1, N}2, Om,e 6= On,e
On note DON,l,e la proposition à droite de l’accolade. La diﬀérence par rap-
port au cas où les observations sont parfaites porte sur la seconde propriété.
Les observations sur le comportement des serveurs COTS ou l’algorithme de
comparaison peuvent ne pas mettre en évidence l’intrusion sur le serveur l.
Il est ainsi possible d’être en présence d’un faux négatif si toutes les ob-
servations sont égales bien qu’il y ait eu une intrusion sur au moins l’un des
serveurs. Dans le cas où les observations sont parfaites, il est nécessaire pour
l’attaquant de réussir une intrusion sur tous les serveurs et de faire en sorte que
leur comportement soit identique.
Une alerte est un faux positif s’il existe au moins deux serveurs dont les ob-
servations sont jugées diﬀérentes par l’algorithme de comparaison alors qu’aucun
serveur n’a été attaqué.
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mimicry attack Si l’attaquant cherche à masquer son intrusion, il faut qu’il




∃l ∈ {1, N}, Cl,e est illégal
∧
∀(m,n) ∈ {1, N}2, Om,e = On,e
C’est le cadre d’une mimicry attack : l’attaquant est capable de contrôler
le comportement du serveur compromis l et les observations sur son comporte-
ment. Il est capable alors de faire en sorte que les observations sur le comporte-
ment du serveur compromis l ne soient pas diﬀérentes des observations pour les
autres serveurs. La diﬃculté supplémentaire provient du fait que l’attaquant ne
maîtrise pas les eﬀets de l’attaque sur les serveurs non compromis qui peuvent
réagir de manière diﬀérente suivant leur spéciﬁcation et leur conception. Par
exemple pour des serveurs HTTP, une tentative de buffer overflows dans l’URL
peut être détectée par un serveur non-compromis qui va fermer la connexion
alors qu’un autre serveur non-compromis peut chercher le ﬁchier correspondant
à l’URL sur le disque et ne va pas le trouver, répondant alors à l’attaquant que
le ﬁchier n’existe pas ; les deux serveurs ne sont pas aﬀectés par l’attaque mais
les observations sur leur comportement peuvent être diﬀérentes.
Localisation : observations imparfaites Nous reprenons les notations pré-
cédentes et déﬁnissons Oe l’ensemble des observations du comportement de tous
les serveurs pour l’entrée e : Oe = {Oi,e|i ∈ {1, N}} ; OM,e le multi-ensemble
des observations pour l’entrée e qui sont équivalentes du point de vue de l’al-
gorithme de comparaison et qui forment une majorité. OM,e peut être vide. S’il
n’est pas vide, son cardinal est supérieur à N2 . Nous notons O
m,e = Oe \OM,e.
Om,e contient toutes les observations qui ne sont pas dans la majorité si elle
existe. Si la majorité n’existe pas, Oe = Om,e. Les observations dans Om,e ne
sont pas forcément égales du point de vue de l’algorithme de comparaison.
On dit que la localisation est parfaite pour une entrée e lorsque la proposition
suivante est vraie :









∀i ∈ {1, N}, Ci,e est illégal ⇒ Oi,e 6∈ OM,e
∧
∀i ∈ {1, N}, Ci,e est légal ⇒ Oi,e ∈ OM,e
Les deux premières propriétés représentent la détection de l’intrusion ; la
deuxième est légèrement simpliﬁée à cause des autres propriétés mais cela ne
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change pas sa signiﬁcation. La troisième signiﬁe qu’il y a une majorité d’obser-
vations équivalentes suivant l’algorithme de comparaison. La quatrième signiﬁe
que tous les observations sur les serveurs compromis ne sont pas la majorité et
la cinquième que les observations sur le comportement des serveurs non compro-
mis sont dans la majorité. La localisation parfaite est diﬃcile à assurer à cause
des diﬀérences de conception/spéciﬁcation et des observations imparfaites.
De la même manière, il est possible de déﬁnir la notion de localisation im-
parfaite par la proposition suivante :









∀i ∈ {1, N}, Ci,e est illégal ⇒ Oi,e 6∈ OM,e
Certains serveurs non compromis peuvent ne pas être dans la majorité. Ils
sont considérés comme compromis par l’IDS. Par contre, tous les serveurs com-
promis sont considérés comme compromis par l’IDS.
Tolérance aux intrusions : observations imparfaites Le vote majoritaire
permet de tolérer les intrusions à la conﬁdentialité en choisissant une réponse
« majoritaire » si OM,e n’est pas vide sinon une réponse par défaut. L’attaquant
doit ainsi vériﬁer les propriétés suivantes pour que ce mécanisme de tolérance
soit contourné :







Cette proposition est la même que dans le cas où les observations sont par-
faites mais son interprétation est diﬀérente. La seconde propriété : Rl,e = Rc,e
implique que OM,e ne soit pas vide et contienne Ol,e. Le choix de la réponse
par le proxy/IDS est également un paramètre de l’architecture : plusieurs choix
peuvent être faits : choix aléatoire parmi les réponses qui correspondent aux ob-
servations qui sont dans OM,e, choix de la réponse la plus rapide, détermination
d’un ordre sur les serveurs, etc. Dans le cas d’un choix aléatoire, la probabilité




(ceci équivaut à 2
N+1 si N est impair et à
2
N+2 si N est pair).
Le mécanisme de vote majoritaire est eﬀectif lorsqu’une des trois propositions
suivantes est vériﬁée :
– OM,e = ∅ ⇔ Om,e = Oe ;
– ou OM,e 6= ∅ ∧ ∀l ∈ {1, N}, Cl,e est illégal ⇒ Ol,e 6∈ OM,e.
– ou OM,e 6= ∅ ∧ ∀l ∈ {1, N}, Cl,e est illégal ∧Ol,e ∈ OM,e ⇒ Rl,e 6= Rc,e.
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En ce qui concerne le mécanisme de vote majoritaire, si l’attaquant compro-
met une majorité de serveurs, il a de grandes chances que la réponse envoyée
soit celle qu’il attend. Cette probabilité est de 1 si la majorité n’est constituée
que de serveurs compromis, c’est-à-dire OM,e n’est pas vide et ne contient pas
les observations des serveurs non compromis.
2.1.3 Classification des différences détectées
La programmation N-versions permet de détecter et tolérer des fautes en
comparant la sortie de plusieurs programmes répondant à une même spéciﬁca-
tion. Les diﬀérences détectées correspondent dans ce cas à des fautes de concep-
tion dans l’une des variantes puisque la spéciﬁcation est la même pour toutes les
variantes. Les éléments de comparaison (qui peuvent être des états internes à
chaque variante) et les points de décision sont précisés dans cette spéciﬁcation.
L’utilisation de COTS dans une architecture de type N-versions ne permet
plus de faire cette hypothèse (Fig. 1.3) : toutes les diﬀérences détectées ne sont
pas dues à des fautes de conception mais peuvent être liées à des diﬀérences de
spéciﬁcation entre les COTS.
Dans le cadre de l’approche boîte noire et l’utilisation de COTS respectant
une interface standardisée, la spéciﬁcation d’un COTS peut être décomposée en
deux parties : une partie commune qui correspond à la spéciﬁcation des autres
COTS et une partie spéciﬁque qui diﬀère de celles des autres variantes.
Ainsi, les diﬀérences en sorties des COTS (Fig. 2.4) sont la conséquence :
– des diﬀérences de conception qui sont dues à des diﬀérences dans les parties
de la spéciﬁcation spéciﬁques à chaque COTS. Ces diﬀérences de concep-
tion peuvent être dues à des fautes de conception ou non ;
– des diﬀérences de conception qui sont dues à des fautes de conception dans
la partie de spéciﬁcation commune entre les diﬀérents COTS.
– de non-déterminisme dans l’exécution (threads, informations spéciﬁques
telles que la date, etc.)
Dans le cadre de l’approche boîte grise, la situation est bien plus complexe.
Il n’y a aucune raison que le comportement interne des COTS soit directement
comparable. La spéciﬁcation des COTS n’est pas censée imposer tous les choix
de conception interne. Certains fonctionnements internes sont cependant dictés
par la spéciﬁcation : de manière générale, un serveur FTP ou HTTP lira le
contenu qu’il dessert sur le disque dur, un serveur SMTP redirigera des mails
vers d’autres serveurs en ouvrant des connexions réseaux et stockera les mails
pour les utilisateurs sur le disque dur. Au niveau de l’interface avec le système
d’exploitation, certains comportements des COTS peuvent être communs de
manière générale. On peut ainsi établir une ﬁgure similaire à la ﬁgure 2.4. Ce ne
sont plus les sorties qui sont comparées mais une abstraction du comportement
des COTS au niveau de l’interface avec le système d’exploitation. De plus, des
diﬀérences de conception peuvent apparaître même dans la partie où les spéci-
ﬁcations des COTS sont communes.
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Fig. 2.4 – Taxonomie des diﬀérences en sortie
Nous cherchons à détecter des intrusions, c’est-à-dire des diﬀérences qui sont
la conséquence de l’exploitation d’une vulnérabilité. Ces vulnérabilités sont des
fautes de conception. L’exploitation d’une vulnérabilité conduit à une intrusion
dans le système, c’est-à-dire une violation de l’intégrité, de la disponibilité ou
de la conﬁdentialité. Il est ainsi possible de classer les diﬀérences détectées en
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deux ensembles : d’une part, les intrusions et, d’autre part, les diﬀérences de
spéciﬁcation et les fautes de conception classiques, c’est-à-dire les fautes qui
ne violent pas la politique de sécurité. Il peut être intéressant de détecter les
fautes de conception classiques dans l’optique de les signaler aux développeurs
des diﬀérents COTS, tout comme les vulnérabilités exploitées. L’administra-
teur de sécurité doit cependant analyser les diﬀérences détectées par l’IDS pour
remonter à l’éventuelle faute de conception classique ou vulnérabilité. Notre ap-
proche boîte grise permet une aide à ce premier diagnostic. Il faut, par contre,
remarquer qu’il n’est pas possible à l’IDS de classer les diﬀérences détectées sans
l’ajout de diagnostics supplémentaires (expertise humaine, utilisation d’autres
IDS, etc.).
Un problème de l’approche réside dans le traitement des diﬀérences de spé-
ciﬁcation qui peuvent conduire à des faux positifs. Plusieurs approches peuvent
être utilisées :
– utiliser des algorithmes de comparaison relativement généraux ;
– utiliser un modèle abstrait de la spéciﬁcation et modiﬁer les réponses grâce
à des wrappers pour répondre à ce modèle de spéciﬁcation ;
– apprendre les correspondances ;
– masquage des diﬀérences par apprentissage (manuel ou automatique) ;
La première solution a notamment été utilisée par le projet HACQIT [RJCM03]
(voir section 1.3.2.2). Dans le cadre des serveurs web, ils n’utilisaient que le code
de retour de la réponse HTTP pour comparer les comportements des deux ser-
veurs utilisés et ne considéraient que trois cas possibles de couple de réponses.
Cette méthode permet d’éviter de prendre en compte des diﬀérences de spéciﬁ-
cation minimes et certains comportements non-déterministes entre les serveurs.
La détection est moins précise et les auteurs proposent l’ajout d’autres IDS pour
compenser ce fait.
La deuxième solution a été proposée dans le cadre du projet BASE [CRL03]
(voir section 1.3.2.1). Il propose un modèle abstrait complet de la spéciﬁca-
tion et utilise des wrappers de conformité pour faire la translation entre les
choix de conception de chaque COTS et le modèle abstrait de spéciﬁcation.
Les wrappers implémentent également des fonctions pour gérer les éventuels
non-déterminismes qui ne peuvent être masqués par l’abstraction (lecture de
la date, par exemple) et les problèmes de concurrence dus aux traitements en
parallèle. Cette méthode est diﬃcilement implémentable quand les COTS pré-
sentent des comportements très diﬀérents ou quand les comportements ne sont
pas documentés.
La solution proposée par Gao [GRS06a] (voir section 1.3.3.4) permet de
contourner le problème : la méthode repose sur l’apprentissage des correspon-
dances entre les comportements normaux des diﬀérents COTS utilisés. La spé-
ciﬁcation et les diﬀérences de spéciﬁcation n’entrent ﬁnalement plus en compte
dans cette méthode. Cette méthode a l’avantage d’être générique mais dépend
fortement de la base d’apprentissage. Elle peut être aﬀectée éventuellement par
deux problèmes : la présence d’attaques dans la base et une couverture partielle
de tous les comportements possibles.
La dernière solution que nous décrivons dans la sous-section suivante est
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celle que nous avons proposée dans cette thèse : elle permet de pallier en partie
les défauts des deux premières approches. Elle permet de mettre en place des al-
gorithmes moins généraux pour la détection et ainsi de se passer éventuellement
d’IDS supplémentaires et peut s’appliquer à des COTS dont les comportements
sont mal documentés ou très diﬀérents les uns des autres.
2.1.4 Mécanismes de masquage des différences de spécifi-
cation
Les mécanismes que nous avons mis en place pour masquer les diﬀérences
de spéciﬁcation des COTS et ainsi limiter le nombre de faux positifs ont été
implémentés de manière manuelle dans notre prototype de type boîte noire. Il est
tout à fait envisageable, en utilisant une base d’apprentissage, de les implémenter
de manière automatique.
Pour l’essentiel (et c’est ce que nous avons vériﬁé expérimentalement), les
diﬀérences détectées par notre algorithme de comparaison sont dues à des diﬀé-
rences de spéciﬁcation entre les COTS. Les fautes de conception classiques sont
très rares dans les COTS car ce sont des produits qui ont souvent été large-
ment testés. De plus, même si une alerte est levée à cause de l’activation d’une
faute de conception classique et qu’elle constitue un faux positif, il n’est pas
inintéressant de détecter les fautes de ce type.
L’algorithme de comparaison va détecter presque exclusivement des diﬀé-
rences entre les observations dues à des diﬀérences de spéciﬁcation et des in-
trusions. Il s’agit alors d’éliminer les diﬀérences entre les observations résultant
des diﬀérences de spéciﬁcation puisque ce serait des faux positifs (il n’y a pas
eu violation de la politique de sécurité). Cela est réalisé par masquage de deux
manières :
– soit par modiﬁcation de la requête par le proxy ;
– soit par traitement au niveau de l’IDS.
Le mécanisme situé au niveau du proxy est utile lorsque les COTS ne res-
pectent pas tout à fait la même spéciﬁcation au niveau de leur interface. Il per-
met de modiﬁer une requête du client avant sa transmission à tous les serveurs
ou seulement à certains d’entre eux, la requête originale étant alors envoyée aux
autres serveurs. Par exemple, certains serveurs HTTP refusent de traiter une
requête contenant une remontée dans l’arborescence même si celle-ci ne fait pas
sortir de l’arborescence desservie par le serveur. Dans ce cas, il est possible par
exemple de modiﬁer la requête en simpliﬁant le chemin indiqué par l’URL.
Le mécanisme présent au niveau de l’IDS permet de masquer des diﬀérences
détectées qui sont des diﬀérences de spéciﬁcation connues aﬁn de ne pas lever
d’alertes pour ces diﬀérences. Des règles de masquage sont alors déﬁnies. Une
règle établit une relation entre une classe d’entrées et des classes de sorties
de chaque serveur COTS et associe à cette relation un ensemble d’actions. Les
actions permettent la modiﬁcation de certaines parties des réponses des serveurs.
Ces modiﬁcations permettent de rendre les réponses identiques du point de vue
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de l’algorithme de détection et ainsi de masquer les diﬀérences de spéciﬁcation
entre les serveurs COTS.
Si N est le nombre de serveurs utilisés dans l’architecture. Une règle est
un (N + 2)-uplet (E,S1, S2, · · · , SN , A) où E est un sous-ensemble des entrées
possibles, Si un sous-ensemble de sorties du serveur i et A un ensemble d’actions.
Lorsqu’un ensemble de réponses {s1, s2, · · · , sN} à une entrée e est reçu, si e fait
partie de E et si, pour tout i, si fait partie de Si, alors les actions de l’ensemble
A sont eﬀectuées.
Les règles de masquage telles que nous les avons déﬁnies peuvent éventuel-
lement masquer une intrusion si l’attaquant est capable d’envoyer une requête
qui induit des réponses qui correspondent à une règle. L’ensemble d’actions peut
masquer les diﬀérences de comportement imputables à l’intrusion sur le serveur
compromis. La déﬁnition de ces règles de masquage doit être suﬃsamment pré-
cise pour ne pas introduire de faux négatifs. Une diﬀérence due à l’exploitation
d’une vulnérabilité ne doit pas être masquée par ces règles. Ainsi la pertinence
de la détection dépend de l’ensemble des règles mises en place par l’administra-
teur et de leur qualité.
Les règles présentes au niveau du proxy et de l’IDS constituent un modèle
explicite des diﬀérences entre les serveurs. Ce modèle est relativement réduit et
facile à construire car on ne modélise que les diﬀérences entre les serveurs COTS
et non les serveurs COTS complets. Le modèle implicite que constitue chaque
COTS pour les autres n’est pas suﬃsant dans le cas général.
Pour établir ce modèle, la solution la plus simple est d’identiﬁer expérimenta-
lement ces diﬀérences et de développer les règles et mécanismes pour les masquer
à un des deux niveaux décrits. Ces règles sont dépendantes des COTS utilisés et
de leur version. Une nouvelle version peut apporter de nouvelles fonctionnalités,
corriger des bugs. Les règles doivent donc être mises à jour, si nécessaire, lors
d’un changement de version d’un des serveurs COTS.
Ces mécanismes ont pour but de réduire le nombre de faux positifs qu’engen-
drerait un algorithme de comparaison seul. Réduire le nombre de faux positifs
est un problème essentiel en détection d’intrusions, surtout pour les approches
comportementales, et il est nécessaire de les limiter au maximum pour qu’une
approche soit utilisable en pratique [Axe00a]. Dans le cadre de notre approche,
cela est encore plus essentiel car l’IDS est très intimement lié à l’architecture.
Les faux positifs et les faux négatifs ont un impact important sur les capacités
de détection.
2.1.5 Influence des faux négatifs et des vrais et faux posi-
tifs
Les faux négatifs et les vrais et faux positifs vont aﬀecter les performances
de l’IDS mais également les performances globales de l’architecture que nous
étudierons plus complètement dans la sous-section suivante 2.1.6.
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2.1.5.1 Effets des vrais et faux positifs
Les eﬀets des vrais positifs et des faux positifs sont les mêmes sur l’architec-
ture, excepté le fait que les mesures qui doivent être prises en cas d’alertes ne
sont pas nécessaires en cas de faux positifs alors qu’elles le sont en cas de vrais
positifs.
Il faut distinguer deux cas : la localisation du ou des serveurs éventuellement
compromis a été possible et le cas contraire où la localisation du ou des serveurs
éventuellement compromis ne l’a pas été.
Dans le premier cas, comme la localisation a « réussi », les serveurs consi-
dérés comme compromis sont au nombre de M < N2 . Ils doivent être retirés de
l’architecture et reconﬁgurés. L’architecture comprend alors N −M serveurs :
les capacités de détection et de tolérance aux intrusions de l’architecture di-
minuent. Si l’architecture n’a plus que deux serveurs, le vote majoritaire n’est
plus possible en cas de diﬀérences dans les observations des comportements des
deux serveurs restants. Si les observations sont diﬀérentes, les deux serveurs sont
considérés comme compromis et le service est alors indisponible.
Un attaquant peut proﬁter de ce fait de deux manières. Il peut développer
une attaque contre la disponibilité du service par une suite de requêtes entraî-
nant des diﬀérences dans les observations des comportements de serveurs COTS,
obligeant à retirer tous les serveurs de l’architecture et les reconﬁgurer. Il peut
également diminuer volontairement les capacités de détection et de tolérance
de l’architecture par des requêtes entraînant des faux positifs puis tenter une
intrusion qui ne sera pas détectée car le nombre de serveurs ne sera pas suﬃ-
sant. Dans ce second scénario, son attaque n’est cependant pas discrète car ses
premières requêtes génèrent des alertes.
Si l’alerte est un vrai positif mais que la localisation a échoué dans le sens où
le serveur réellement compromis ne fait pas partie des serveurs considérés comme
tels, ce serveur n’est pas retiré de l’architecture, ni reconﬁguré. La requête est
détectée comme intrusive mais aucune mesure automatique n’est prise pour
limiter les eﬀets de l’intrusion. Ce cas correspond presque au cas d’un faux
négatif à part le fait qu’une alerte a été générée et que l’administrateur de
sécurité pourra procéder à une analyse de l’alerte.
Dans le second cas, une seule requête suﬃt à créer une indisponibilité du
service : tous les serveurs doivent en eﬀet être reconﬁgurés. Si l’attaquant est
capable de trouver une requête ayant pour conséquence l’impossibilité de locali-
ser les serveurs éventuellement compromis, il peut rendre le service indisponible.
Il est donc nécessaire de limiter fortement les faux positifs car, dans ce cas,
les reconﬁgurations sont inutiles et diminuent les capacités de détection et de
tolérance. Il faut également améliorer la localisation des serveurs compromis si
l’on veut éviter des attaques contre la disponibilité du service.
2.1.5.2 Effets des faux négatifs
Les faux négatifs ont un eﬀet potentiellement important sur l’IDS du fait
de la liaison très forte entre le service et l’IDS. Si l’attaquant est capable de
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contrôler le comportement et les observations du serveur qu’il a compromis, il
peut tenter de compromettre successivement les autres serveurs et, à terme,
obtenir une majorité de serveurs sous son contrôle. Dans ce cas, les capacités de
détection et de tolérance de l’architecture sont fortement limitées : les serveurs
éventuellement considérés comme compromis seront dans les faits les serveurs
non compromis, l’attaquant pourra contourner le vote majoritaire pour accéder
à des informations conﬁdentielles, etc.
La seule manière de limiter le problème des faux négatifs est de reconﬁgurer
périodiquement tous les serveurs de l’architecture.
2.1.6 Performances de l’architecture
Tout mécanisme de sécurité a généralement un coût en termes de perfor-
mances sur le service. Nous étudions dans cette sous-section quels sont les élé-
ments qui vont dégrader les performances du service et les solutions éventuelles
pour limiter cette dégradation. Ces solutions ont, par contre, un contrecoup en
termes de sécurité.
2.1.6.1 Obstacles aux performances
L’architecture décrite précédemment permet à la fois de détecter des intru-
sions et de tolérer des intrusions au prix d’un certain coût en performance :
le fonctionnement de l’architecture tel que présenté section 2.1.2.1 entraîne une
augmentation du temps de réponse et la sérialisation du traitement des requêtes
aﬁn de parer aux problèmes de non-déterminisme liés à leur exécution concur-
rente peut entraîner une baisse du débit des requêtes traitées.
Latence Tel que nous avons présenté le fonctionnement de l’architecture, le
proxy attend la décision de l’IDS pour renvoyer la réponse au client. L’architec-
ture introduit donc une latence à plusieurs endroits du traitement de la requête.
Dans le cas d’un serveur seul répondant aux requêtes des clients, sans méca-
nisme de sécurité supplémentaire, le temps de réponse va être égal à la somme
du temps d’envoi de la requête, du temps de traitement au niveau du serveur et
du temps d’envoi de la réponse. On note respectivement trep,s, treq,c→s, ttr et
trep,s→c les quatre temps précédents. On a donc :
trep,s = treq,c→s + ttr + trep,s→c
L’architecture introduit de nombreux délais supplémentaires dans le trai-
tement d’une requête. On note tpr le temps de traitement de la requête au
niveau du proxy, treq,pr→i le temps d’envoi la requête du proxy au serveur i,
ttr,i le temps de traitement de la requête au niveau du serveur i, trep,i→pr le
temps d’envoi des réponses du serveur i au proxy. Il faut également prendre en
compte les temps liés à l’IDS : on note tobs,i le temps nécessaire pour collecter
les observations sur le comportement du serveur i, tobs,i→ids le temps d’envoi
des données d’observation du serveur i à l’IDS, tids le temps de traitement au
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niveau de l’IDS, tdec,ids→pr le temps d’envoi de la décision de l’IDS au proxy. De
la même manière que ci-dessus, on note treq,c→pr le temps d’envoi de la requête
du client au proxy et trep,pr→c le temps d’envoi de la réponse du proxy au client.
Le temps de réponse va être égal à :
trep,a = treq,c→pr + tpr + tmax + tids + tdec,ids→pr + trep,pr→c
où tmax = max({treq,pr→i + ttr,i + trep,i→pr|i ∈ {1, N}}∪{treq,pr→i + tobs,i +
tobs,i→ids|i ∈ {1, N}}). tmax représente le temps que prend le serveur le plus lent
pour soit recevoir, traiter la requête et envoyer la réponse, soit pour recevoir la
requête, collecter les observations et les envoyer au proxy.
Il est possible de simpliﬁer cette expression en faisant certaines hypothèses.
Même si le temps d’envoi de la requête du proxy aux serveurs est diﬀérent, ces
temps sont sensiblement les mêmes ; on peut donc noter treq,pr→s ≈ treq,pr→1 ≈
· · · ≈ treq,pr→N . De manière générale, on peut considérer que le temps de col-
lecte des observations sera supérieur au temps de traitement de la requête :
tobs,i ≥ ttr,i. L’expression de tmax devient alors : tmax = treq,pr→s+max({ttr,i+
trep,i→pr|i ∈ {1, N}} ∪ {tobs,i + tobs,i→ids|i ∈ {1, N}}).
Dans le cas de notre approche boîte noire, les observations considérées sont
les réponses des serveurs. Ainsi, on obtient : tobs,i + tobs,i→ids ≈ ttr,i + trep,i→pr.
Dans le cadre de notre approche boîte grise, on a : tobs,i ≥ ttr,i+ trep,i→pr. Dans
les deux cas, on peut donc simpliﬁer l’expression de tmax : tmax = treq,pr→s +
max({tobs,i + tobs,i→ids|i ∈ {1, N}}).
Si on considère de plus comme négligeables les temps de transfert sur le
réseau local (ce qui n’est pas forcément vrai), l’expression de trep peut être
simpliﬁée en :
trep,a = treq,c→pr + tpr +max({tobs,i|i ∈ {1, N}) + tids + trep,pr→c
En comparant les temps de réponses d’un serveur trep,s et de l’architecture
trep,a, une latence supplémentaire est ajoutée par le traitement de la requête
dans le proxy, le traitement des réponses dans l’IDS et à la récupération des
observations sur le serveur le plus lent.
Débit de traitement des requêtes La sérialisation des requêtes aﬁn de
parer aux problèmes de non-déterminisme liés à leur exécution concurrente peut
entraîner une diminution des performances de l’architecture.
De manière générale, les serveurs COTS tels que les serveurs HTTP, FTP,
POP3, par exemple, sont conçus de manière à pouvoir traiter les requêtes en
parallèle, grâce à l’emploi de threads et/ou de plusieurs processus. Si l’on veut
que les comparaisons des comportements soient cohérentes, il est nécessaire que
les états des diﬀérents serveurs COTS soient synchronisés. Si ce n’est pas le cas,
cela peut conduire à des faux positifs.
Deux cas peuvent se présenter :
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– les requêtes des clients sont indépendantes entre elles, c’est-à-dire le com-
portement des serveurs ne dépend pas de l’ordre d’arrivée et de traitement
des requêtes ;
– les requêtes des clients peuvent avoir des dépendances entre elles, c’est-à-
dire le comportement des serveurs peut dépendre de l’ordre d’arrivée et de
traitement des requêtes. Ces dépendances sont la conséquence d’opérations
en écriture sur le système considéré.
Le premier cas ne nécessite ﬁnalement pas de synchronisation de l’état entre
les serveurs. Les requêtes peuvent être traitées de manière concurrente par l’ar-
chitecture. C’est le cas typique d’un serveur web statique par exemple ou d’un
serveur FTP qui n’autorise pas les clients à déposer des ﬁchiers.
Le second cas nécessite une synchronisation du traitement des requêtes par
les serveurs. C’est le cas, par exemple, d’un serveur web dynamique ou d’un
serveur FTP permettant le dépôt de ﬁchiers. Cette synchronisation est assurée
par le proxy en donnant un numéro de séquence à chaque requête.
La solution la plus simple pour assurer la synchronisation est d’ordonner
toutes les requêtes en fonction de leur ordre d’arrivée au niveau du proxy. Le
proxy envoie les requêtes en série. Ceci peut cependant dégrader fortement les
performances de l’architecture comparée à un serveur seul.
Une solution plus élégante est de calculer les dépendances entre les requêtes
et de ne mettre en série que les requêtes ayant des dépendances entre elles.
Suivant le service considéré, cette solution est plus ou moins diﬃcile. Cela est
relativement évident pour un système de ﬁchier NFS [CRL03] mais peut être
beaucoup plus complexe pour des requêtes HTTP ou des requêtes SQL. Cette
seconde solution permet de limiter l’inﬂuence de la mise en série et d’exécuter de
manière concurrente toutes les requêtes indépendantes au prix d’un traitement
un peu plus conséquent au niveau du proxy. Nous n’avons pas explorer plus
avant ce problème.
2.1.6.2 Compromis performances-sécurité
Des solutions sont envisageables pour limiter les dégradations des perfor-
mances entraînées par les deux problèmes cités ci-dessus. Ces solutions ont par
contre une inﬂuence sur les propriétés de sécurité oﬀertes par l’architecture.
Compromis pour pallier le problème de latence Il est possible de mo-
diﬁer le fonctionnement de l’architecture de manière à limiter (voire améliorer)
la latence introduite par l’architecture.
Le proxy peut envoyer une réponse au client sans attendre la décision de
l’IDS. Plusieurs stratégies peuvent être développées pour le choix de la réponse
à envoyer au client. Un ordre sur les serveurs peut être déﬁni, par exemple sur
la base d’une évaluation de la sécurité de chaque serveur. Le proxy envoie alors
la réponse du premier serveur dans la liste établie si celui-ci répond. Le serveur
dont la réponse est envoyée peut être choisi aléatoirement. La réponse envoyée
au client est la première réponse reçue par le proxy.
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En utilisant les mêmes notations qu’auparavant, le temps de réponse devient
donc :
trep,a = treq,c→pr + tpr + tserveur + trep,pr→c
où tserveur = treq,pr→i + ttr,i + trep,i→pr va être le temps de réponse d’un
serveur déterminé (grâce à l’ordre déﬁni ou choisi aléatoirement) ou tserveur =
min({treq,pr→i+ttr,i+trep,i→pr|i ∈ {1, N}}) si la réponse choisie est la première
reçue.
Les latences introduites alors par l’architecture sont liées au temps de trans-
fert sur le réseau local et au temps de traitement au niveau du proxy. Si ces
temps sont relativement négligeables par rapport au temps de traitement par
un serveur, il est même possible d’obtenir de meilleures performances qu’en uti-
lisant un seul serveur notamment si le choix du proxy est d’envoyer la première
réponse reçue.
Cette solution contourne un des mécanismes de tolérance aux intrusions :
le vote majoritaire. Les atteintes à la conﬁdentialité ne sont donc éventuelle-
ment plus tolérées puisque l’attaquant peut recevoir une réponse comprenant
des informations conﬁdentielles.
Compromis pour pallier le problème de débit Pour éviter que la mise
en série des requêtes ait un impact du point de vue des utilisateurs, il est éga-
lement possible de modiﬁer l’architecture en désignant un serveur leader (voir
Fig. 2.5). Le proxy envoie toutes les requêtes au leader sans les mettre en série et
renvoie les réponses du leader au client. Ainsi le leader peut traiter les requêtes
de manière concurrente et assurer un débit plus important. Le proxy envoie
également les requêtes mais mises en série aux autres serveurs sans prendre en
compte leurs réponses. Les observations sur leur comportement sont envoyées
à l’IDS qui les compare et décide de lever une alerte ou non. Il est raisonnable
d’utiliser un serveur COTS identique en tout point (processeur, système d’ex-
ploitation, logiciels, . . .) au leader parmi les serveurs dont le comportement sera
comparé.
Ce choix d’architecture va avoir impact relativement important sur les pro-
priétés de sécurité.
En terme de détection, il va surtout être intéressant de détecter les intrusions
qui aﬀectent le serveur COTS qui est un réplica du leader puisque c’est ce dernier
qui rend le service au client.
Premièrement, la détection ne se fait plus en temps réel mais si le débit de
requêtes n’est pas trop important en quasi temps-réel. Si le débit de requêtes est
élevé, la partie détection de l’architecture peut prendre du retard par rapport
au leader.
Le vote majoritaire ne fait plus partie du chemin de traitement des requêtes.
Ce mécanisme de tolérance ne fait plus alors oﬃce. De même que dans le para-
graphe ci-dessus, certaines atteintes à la conﬁdentialité contre le leader ne seront













Fig. 2.5 – Architecture générale modiﬁée pour limiter la dégradation de perfor-
mances au niveau du débit de requêtes traitées
plus tolérées.
Certaines intrusions contre le leader fondées sur des race conditions peuvent
ne pas être détectées de par le fait que l’ordre des requêtes n’est pas le même
pour le réplica que pour le leader. Le leader peut donc être compromis sans que
cela ne soit détecté par l’IDS. Il est préférable d’ajouter d’autres IDS pour se
prémunir contre ce type d’intrusions.
Si une intrusion contre le serveur réplica est détectée, il est probable que
le serveur leader a également été aﬀecté par l’intrusion. Il est nécessaire de le
reconﬁgurer, tout comme le réplica. Plusieurs solutions sont possibles pour le
remplacer : choisir temporairement un autre leader parmi les (N − 1) serveurs
COTS restant, sachant qu’il n’y aura pas de serveur réplica ou revenir tempo-
rairement à l’architecture proposée initialement dans la section 2.1.2.1.
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2.1.7 Extension de l’architecture à la tolérance aux dé-
faillances du proxy
Dans le cadre de l’ACI-SI DADDi (Dependable Anomaly Detection with Diag-
nosis), en collaboration avec l’IRISA, nous avons étendu l’architecture dans le
but de tolérer les défaillances franches du couple proxy/IDS [HNM+06]. L’archi-
tecture que nous avons proposée présente, en eﬀet, un seul point de défaillance
dur au niveau du proxy/IDS. Dans le but d’améliorer la disponibilité de ce
composant, nous proposons l’utilisation de techniques classiques en sûreté de
fonctionnement : la réplication et les services d’accord. Les services d’accord
sont fournis par une bibliothèque de composants d’accord EDEN [Tro03]. Cette
bibliothèque est développée à l’IRISA et est utilisé pour fournir des services d’ac-
cord dans les systèmes distribués asynchrones où des défaillances franches sont
possibles. Cette approche a été réutilisée dans le cadre des serveurs web pour
assurer l’intégrité des requêtes SQL grâce à des proxys SQL formant un groupe
d’accord. La première partie de l’architecture (réplication des proxys/IDS) a
fait l’objet d’une implémentation commune entre l’IRISA et Supélec.
Nous avons présenté la partie commune entre les deux approches que nous
avons proposées. Dans la suite, nous allons détailler les parties spéciﬁques aux
deux approches puis les comparer.
2.2 Approche de type boîte noire : comparaison
des sorties réseau
L’approche de type boîte noire que nous avons proposée consiste en la com-
paraison des sorties réseau au niveau d’une interface standardisée comme par
exemple les protocoles HTTP, FTP ou POP3. Cette approche a fait l’objet de
deux publications internationales [TMM05, MTM07] et d’une publication na-
tionale [MTM05]. Les observations récupérées et comparées par l’IDS sont donc
les réponses des COTS aux requêtes. C’est une approche naturelle comparée à
l’approche boîte grise car tous les COTS doivent se conformer à la spéciﬁcation
du protocole. L’approche boîte noire est très proche du modèle général déﬁni
précédemment. Nous allons insister sur certaines spéciﬁcités : la méthode de
comparaison et le masquage des diﬀérences.
2.2.1 Méthode de comparaison
Nous avons voulu évaluer les possibilités en terme de détection d’une ap-
proche fondée sur la diversiﬁcation fonctionnelle. Nous souhaitions fonder l’IDS
seulement sur la diversiﬁcation fonctionnelle et ne pas ajouter d’autres IDS ré-
seau ou hôte comme cela a pu être fait dans le cadre d’autres projets tels que
DIT [VNC03] ou HACQIT [RJCM03].
Notre algorithme de comparaison doit être alors suﬃsamment précis pour
détecter la plupart des intrusions mais en limitant le nombre de faux positifs
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potentiels. Une approche comme celle du projet BASE [CRL03] n’est pas réelle-
ment applicable aux serveurs réseaux car les diﬀérences de comportement sont
parfois réellement importantes entre les COTS et il n’est pas possible d’établir
une spéciﬁcation abstraite valable pour tous les COTS.
La spéciﬁcation des protocoles va déﬁnir diﬀérentes parties ayant une séman-
tique précise dans les réponses au niveau réseau. Nous proposons de comparer
certains éléments spéciﬁques et signiﬁcatifs de la spéciﬁcation des diﬀérents pro-
tocoles. Certains codes de réponses correspondent à des cas précis et ces codes
peuvent être comparés de manière évidente. D’autres éléments non-déterministes
peuvent éventuellement être comparés entre eux ou par rapport à un modèle créé
auparavant.
Pour reprendre l’exemple du protocole POP3 présenté précédemment dans ce
chapitre, les messages des serveurs se composent d’une réponse +OK ou -ERR suivi
d’un message textuel. La première partie de la réponse comporte le sens prin-
cipal de la réponse : le traitement correct ou incorrect de la requête. Le mes-
sage textuel n’est pas précisé dans la spéciﬁcation du protocole : ces messages
peuvent donc être entièrement diﬀérents et donc diﬃcilement comparables. Il
s’agit d’une partie non-spéciﬁée du protocole. Plusieurs solutions peuvent être
envisagées : ne pas les comparer, utiliser une méthode de comparaison approxi-
mative (dans l’exemple de POP3, une comparaison approximative des chaînes
de caractère [Nav01]) ou comparer ces éléments avec un modèle précédemment
appris.
Toutes ces solutions apportent un compromis diﬀérent en termes de couver-
ture de détection et de possibles faux positifs. L’absence de comparaison limite
le nombre de faux positifs mais permet éventuellement à l’attaquant de se ser-
vir des éléments non-comparés comme des canaux cachés du point de vue de
l’algorithme de comparaison pour porter atteinte à la conﬁdentialité du sys-
tème. Les comparaisons approximatives ne résolvent pas vraiment réellement
ce problème mais rendent la tâche de l’attaquant éventuellement plus ardue,
tout en laissant présager un nombre de faux positifs accru. Les comparaisons
par rapport à un modèle précédemment appris peuvent limiter les possibilités
de l’attaquant mais nécessitent une phase d’apprentissage et introduit donc les
problèmes liés à l’apprentissage : couverture et généralisation de l’apprentissage,
base d’apprentissage saine, etc.
Dans notre prototype de type boîte noire, nous avons choisi de ne pas compa-
rer ces éléments non-spéciﬁés mais il serait intéressant d’introduire des éléments
d’apprentissage car le découpage en token est intéressant a priori dans le cadre
des réponses réseau comme le montrent Kruegel et al. [KTK02] ou plus spéci-
ﬁquement pour le protocole HTTP Estévez-Tapiador [ETGTDV04] ou Ingham
et Inoue [II07].
Notre algorithme de détection doit être précis pour compenser l’absence
d’autres IDS ; il est alors plus susceptible de générer des faux positifs. Nous
l’avons donc couplé à un mécanisme de masquage des diﬀérences de spéciﬁcation
pour limiter le nombre de faux positifs.
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2.2.2 Masquage des différences de spécification
Le mécanisme de masquage de diﬀérences s’intègre au modèle présenté précé-
demment en 2.1.4. Certaines requêtes doivent être modiﬁées au niveau du proxy
et certaines réponses doivent parfois être modiﬁées pour masquer des diﬀérences
de spéciﬁcation.
Il est parfois nécessaire de masquer certaines diﬀérences liées au non-détermi-
nisme comme la prise en compte des cookies dans le protocole HTTP ou de l’UID
(identiﬁcateur unique) dans le cas du protocole POP3. Sur le principe, notre pro-
position a exactement le même eﬀet que celle du projet BASE [CRL03]. Dans
cet article, les auteurs proposent de masquer ces diﬀérences par une spéciﬁca-
tion abstraite vériﬁée au niveau des wrappers de conformité. Nous avons choisi
de ne pas déﬁnir de spéciﬁcation abstraite mais de prendre l’une des valeurs
envoyées par un serveur comme valeur de référence : le proxy se charge ensuite
de modiﬁer la requête envoyée par le client pour chaque serveur.
Dans la suite, nous présentons le principe de détection de notre approche de
type boîte grise qui comporte plus de spéciﬁcités par rapport au modèle global
de détection que notre approche boîte noire.
2.3 Approche de type boîte grise : graphes de
flux d’informations
Les approches de type boîte noire ont globalement deux défauts : un taux
de couverture qui se limite aux intrusions ayant un eﬀet sur la sortie considé-
rée et un défaut commun à beaucoup d’IDS comportementaux, une absence de
diagnostic des anomalies détectées. L’approche de type boîte grise que nous pro-
posons tente de résoudre en partie ces deux problèmes. Elle repose sur le calcul
d’une similarité entre les graphes de ﬂux d’informations des diﬀérents COTS.
Les observations sur le comportement des serveurs récupérées et comparées par
l’IDS sont des graphes de ﬂux d’informations. Cette approche a fait l’objet d’une
publication internationale [MTMS08] et d’une publication nationale [MTMS07].
Nous allons d’abord déﬁnir les notions de ﬂux d’informations et de graphes
de ﬂux d’informations, puis nous présenterons le modèle et les algorithmes de
calcul de la similarité entre les graphes de ﬂux d’informations. Enﬁn, nous mon-
trons comment il est possible de détecter des intrusions en utilisant ce calcul de
similarité.
2.3.1 Notions de flux d’informations
Il est nécessaire de déﬁnir la notion de ﬂux d’informations. Nous considérons
qu’un ﬂux d’informations d’un objet o1 vers un objet o2 a eu lieu si l’état de
l’objet o2 dépend causalement [d’A94] de l’état de l’objet o1.
Bell et LaPadula [BP76] ont modélisé la création de ﬂux d’informations. Ils
ont pour cela considéré deux types d’objets dans le système : les objets actifs
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(tels que les processus, les utilisateurs, etc. suivant le niveau de granularité
considéré) et les objets passifs qui sont les conteneurs d’informations (tels que les
ﬁchiers, les sockets, les pipes, les segments mémoires, les variables, etc. suivant le
niveau de granularité considéré). Les ﬂux d’informations peuvent être produits
par les trois opérations suivantes :
– Un objet actif peut lire un objet passif, ce qui produit un ﬂux d’informa-
tions de l’objet passif vers l’objet actif. Un exemple de ce type d’opérations
est la lecture d’un ﬁchier par un processus.
– Un objet actif peut écrire un objet passif, ce qui produit un ﬂux d’informa-
tions de l’objet actif vers l’objet passif. Un exemple de ce type d’opérations
est l’écriture d’informations dans un ﬁchier par un processus.
– Un objet actif o1 peut invoquer un objet actif o2, ce qui produit un ﬂux
d’informations de o1 vers o2. Un exemple de ce type d’opérations est la
création d’un nouveau processus par un autre processus.
Dans notre approche, nous nous intéressons aux ﬂux d’informations au ni-
veau du système d’exploitation. Les objets actifs et passifs considérés seront
donc des processus, des ﬁchiers, des sockets, des pipes, etc.
Nous avons considéré les ﬂux d’informations au niveau du système d’exploi-
tation pour deux raisons.
Cela permet d’avoir une granularité suﬃsamment importante pour masquer,
en partie, les diﬀérences de conception entre les COTS. Notre hypothèse, qui
est vériﬁée pour notre prototype d’IDS pour les serveurs web, est que les ﬂux
d’informations, à ce niveau de granularité et en l’absence d’intrusions, sont très
semblables dans les COTS. Nous pensons que cette hypothèse se vériﬁe pour les
serveurs HTTP, FTP, POP3, SMTP par exemple. Il est beaucoup plus diﬃcile
d’émettre cette hypothèse en considérant les ﬂux d’informations à l’intérieur
de l’application COTS elle-même : par exemple, les paramètres et appels des
fonctions ont très peu de chances d’être comparables entre les diﬀérents COTS.
L’autre raison est qu’une intrusion, en général, aura une manifestation au
niveau des ﬂux d’informations au niveau du système d’exploitation. En eﬀet,
une intrusion contre la conﬁdentialité ou l’intégrité du système se manifeste
par un ﬂux d’informations illégal à un niveau de granularité déﬁni : ce peut
être le changement de la valeur d’une variable dans l’application, la lecture d’un
ﬁchier et l’envoi de son contenu par l’intermédiaire d’une socket, l’exécution d’un
nouveau programme, etc. Certaines intrusions ne peuvent avoir d’eﬀets qu’au
niveau de l’application elle-même comme la modiﬁcation d’une ou plusieurs
variables et n’ont pas d’impact sur les ﬂux d’informations au niveau du système
d’exploitation. Cependant, de manière générale, les cibles intéressantes pour un
attaquant peuvent être les ﬁchiers et les processus du système d’exploitation
et les moyens pour extraire de l’information du système, de manière distante,
passent par des sockets. Dans ces cas, un ﬂux d’informations illégal au niveau
du système d’exploitation sera créé.
Le taux de couverture de l’approche n’est pas complet puisque nous ne consi-
dérons que les ﬂux d’informations au niveau du système d’exploitation ce qui
peut conduire à des faux négatifs. L’approche pourra également générer des faux
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positifs car les ﬂux d’informations au niveau du système d’exploitation ne sont
pas toujours semblables pour tous les COTS.
Dans la suite, nous appelons ﬂux d’informations, un ﬂux d’informations au
niveau du système d’exploitation.
2.3.2 Graphes de flux d’informations
Nous appelons graphe de ﬂux d’informations un ensemble de ﬂux d’infor-
mations et d’objets impliqués dans ces ﬂux qui ont été créés lors d’un appel
au service surveillé. Un graphe de ﬂux d’informations est un graphe orienté éti-
queté c’est-à-dire que des étiquettes (une chaîne de caractères, un entier, etc.)
sont associées aux nœuds et aux arcs.
Les objets du système d’exploitation (processus, ﬁchiers, sockets, . . .) sont
les nœuds du graphe et les ﬂux d’informations les arcs du graphe. Les étiquettes
sont des informations relatives aux nœuds et aux arcs. Les étiquettes ont un
rôle dans le calcul de la similarité comme nous le verrons dans la section 2.3.3.
Dans notre prototype, les étiquettes possibles sont les suivantes :
– un type est associé aux nœuds : PROCESS, SOCKET, FILE, PIPE, MAP-
PING ;
– un type est également associé aux arcs : PROCESS_TO_FILE, FILE_TO-
_PROCESS, PROCESS_TO_SOCKET, SOCKET_TO_PROCESS, PRO-
CESS_TO_PIPE, PIPE_TO_PROCESS, PROCESS_TO_LOGFILE,
EXECUTE.
D’autres données sont associées avec les nœuds et les arcs mais ne sont
pas considérés comme des étiquettes dans le sens où elles ne sont pas utilisées
dans le calcul de la similarité. Les nœuds du type FILE, c’est-à-dire les ﬁchiers,
sont associés à un nom, un descripteur de ﬁchier, une date de création et de
destruction du descripteur de ﬁchier dans l’OS. Les nœuds de type PROCESS,
c’est-à-dire les processus, sont associés avec leur nom, leur pid, le pid de leur
parent et la date de création et de destruction du processus dans l’OS. Les arcs,
c’est-à-dire les ﬂux d’informations, sont associés avec les données transférées
entre la source et la destination du ﬂux et avec un temps d’accès.
En pratique, un processus o qui accède à un ﬁchier f en lecture crée un ﬂux
d’informations avec deux nœuds o et f , liés par un arc étiqueté par un type et
associé aux données lues par le processus o et le temps d’accès.
La ﬁgure 2.6 présente un exemple de graphes de ﬂux d’informations. Ce
graphe de ﬂux d’informations représente le traitement d’une requête HTTP par
le serveur web Apache. Les étiquettes et autres données associées ne sont pas
toutes représentées pour éviter de surcharger la ﬁgure. Le type des objets est
représenté par la forme des nœuds :
– Les sockets sont représentées par des losanges.
– Les processus sont représentés par des hexagones. Le nom du processus
est inscrit dans l’hexagone.
– Les ﬁchiers sont représentés par des ellipses. Le nom du ﬁchier est inscrit
dans l’ellipse.




Fig. 2.6 – Graphe de ﬂux d’informations pour une requête HTTP donnée traitée
par le serveur Apache sur Mac-OS X
Le graphe de la ﬁgure 2.6 montre que le processus Apache lit une socket,
puis lit le ﬁchier index.html, écrit dans le ﬁchier de log access.log et écrit sur
la socket des en-têtes HTTP puis le ﬁchier index.html (la chronologie des ﬂux
d’informations est donnée par les temps d’accès associés aux ﬂux ; ces temps
d’accès ne sont pas représentés sur la ﬁgure).
2.3.3 Similarité entre deux graphes de flux d’informations
L’IDS est en charge de la comparaison des graphes de ﬂux d’informations
des diﬀérents COTS. Il est donc nécessaire d’avoir une méthode pour évaluer si
deux graphes de ﬂux d’informations sont similaires ou non. Pour cela, nous avons
décidé d’utiliser le modèle développé par Champin et Solnon [CS03], qui permet
de mesurer la similarité entre deux graphes étiquetés. Ces travaux peuvent ainsi
s’appliquer aux graphes de ﬂux d’informations que nous considérons. Dans ces
travaux, ils donnent une déﬁnition numérique de la similarité entre deux graphes
étiquetés et proposent deux algorithmes pour la calculer. Nous allons présenter
leur approche et détailler l’algorithme que nous utilisons pour comparer des
graphes de ﬂux d’informations.
2.3.3.1 Définition formelle d’un graphe étiqueté
Un graphe étiqueté est un graphe orienté G = (V, rV , rE) où :
– V est l’ensemble des nœuds ;
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– rV ⊆ V × LV est une relation entre les nœuds du graphe et les étiquettes
des nœuds (LV est l’ensemble des étiquettes des nœuds) ; (v, l) appartient
à rV si et seulement si v possède l’étiquette l ;
– rE ⊆ V × V × LE est une relation entre les arcs et les étiquettes des arcs
(LE est l’ensemble des étiquettes des arcs) ; (u, v, l) appartient à rE si et
seulement si l’arc (u, v) possède l’étiquette l.
On note E l’ensemble des arcs (E ⊆ V ×V ). Le descripteur d’un graphe étiqueté
G = (V, rV , rE) est déﬁni par desc(G) = rV ∪ rE .
Dans notre cadre des graphes de ﬂux d’informations, V contient un ensemble
d’objets du système d’exploitation, E un ensemble de ﬂux d’informations entre
ces objets, et LV et LE sont les ensembles suivants :










2.3.3.2 Similarité entre deux graphes en fonction d’un mapping
Considérons deux graphes étiquetésG1 = (V1, rV1 , rE1) etG2 = (V2, rV2 , rE2) ;
nous cherchons à mesurer la similarité entre ces deux graphes.
Notion de mapping Pour cela, la notion de mapping est introduite : un
mapping m est une relation m ⊆ V1 × V2. m est un ensemble de couples de
nœuds. Dans un mapping m, un nœud v1 ∈ V1 (resp. v2 ∈ V2) peut être associé
avec zéro, un ou plusieurs nœuds de V2 (resp. V1). Une notation fonctionnelle
peut être utilisée pour m : m(v) est l’ensemble des nœuds qui sont associés à v
dans le mappingm. Nous allons également déﬁnir la notion de mapping unitaire :
m est un mapping unitaire s’il ne contient qu’un seul couple de nœuds, c’est-à-
dire Card(m) = 1. Il faut remarquer que la notion de mapping se déﬁnit sur les
nœuds et non sur les arcs. On dit qu’un arc (v1,i, v1,j) de G1 est associé à un
arc (v2,k, v2,l) de G2 dans le mapping m si v1,i est associé à v2,k et v1,j à v2,l
dans le mapping m.
De manière informelle, l’idée derrière la notion de mapping est d’associer
des nœuds de G1 et de G2 qui ont le même rôle dans les deux graphes. Les
ﬁgures 2.7 et 2.8 montrent deux exemples de mapping entre deux graphes de ﬂux
d’informations. Les graphes de ﬂux d’informations sont les mêmes sur chaque
ﬁgure et seuls les mappings sont diﬀérents. Le graphe de ﬂux d’informations
de gauche représente le traitement d’une requête HTTP par un serveur Abyss
fonctionnant sous Windows 2000 Server ; celui de droite représente le traitement
de la même requête HTTP par un serveur Apache fonctionnant sous MacOS-X.
La ﬁgure 2.7 montre un mapping qui associe les nœuds ayant des « positions
similaires » dans les deux graphes et les mêmes étiquettes. La ﬁgure 2.8 montre
au contraire un mapping qui associe des nœuds des deux graphes ayant des
étiquettes diﬀérentes et des « positions diﬀérentes » dans les graphes.







Fig. 2.7 – Exemple de mapping entre deux graphes de ﬂux d’informations :







Fig. 2.8 – Exemple de mapping entre deux graphes de ﬂux d’informations :
mapping entraînant une similarité faible
Similarité en fonction d’un mapping m La similarité entre G1 et G2 en




où f est une fonction positive croissante en fonction de l’inclusion (le cardinal
est une fonction qui respecte ces critères par exemple) et ⊓m, appelé intersection
en fonction du mapping m, est un opérateur ensembliste fonctionnant sur des
descripteurs de graphe et est déﬁni par la formule suivante :
desc(G1) ⊓m desc(G2) = {(v, l) ∈ rV1 |∃v
′ ∈ m(v), (v′, l) ∈ rV2}
∪ {(v, l) ∈ rV2 |∃v
′ ∈ m(v), (v′, l) ∈ rV1}








j , l) ∈ rE2}








j , l) ∈ rE1}
Cet ensemble représente l’ensemble des éléments des descripteurs des deux
graphes pour lesquels les étiquettes correspondent dans le mapping m. Cette
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formule est symétrique pour G1 et G2 : les lignes 1 et 3 correspondent à des élé-
ments de G1 alors que les lignes 2 et 4 correspondent à des éléments de G2. Les
lignes 1 et 2 correspondent aux nœuds alors que les lignes 3 et 4 correspondent
aux arcs des graphes. Un couple (v, l) appartient à cet ensemble si et seulement
si v est associé, dans le mapping m, à un nœud v′ qui a la même étiquette
l. La même relation existe pour les arcs : un triplet (vi, vj , l) appartient à cet
ensemble si et seulement si l’arc (vi, vj) est associé, dans le mapping m, à un
arc (v′i, v
′
j) qui possède la même étiquette l.
Le dénominateur de la formule de la similarité en fonction d’un mapping est
constant si les graphes G1 et G2 sont ﬁxés. Il permet de normaliser le calcul de
la similarité qui est une valeur comprise entre 0 et 1. Étant donné les contraintes
sur la fonction f , plus le mapping m associe des nœuds et des arcs qui ont les
mêmes étiquettes plus la similarité est grande.
Dans notre modèle de graphes de ﬂux d’informations, les seules étiquettes
que nous considérons pour le calcul de la similarité sont les types décrits pré-
cédemment ; les nœuds et les étiquettes ont une seule étiquette. Par abus de
langage, on peut dire alors qu’un nœud ou un arc appartient à l’ensemble
desc(G1) ⊓m desc(G2). Sur les ﬁgures 2.7 et 2.8, les nœuds et les arcs qui ap-
partiennent à cet ensemble sont marqués en gris et d’un trait plus épais. Sur
la ﬁgure 2.7, le mapping est intéressant car de nombreux nœuds et arcs ap-
partiennent à l’ensemble déterminant le numérateur. Ce n’est pas le cas sur la
ﬁgure 2.8 où le mapping associe des nœuds qui n’ont pas les mêmes étiquettes.
La similarité en fonction du mapping représenté sur la ﬁgure 2.7 est donc supé-
rieure ou égale à la similarité en fonction du mapping représenté sur la ﬁgure 2.8.
Notion de splits Cette déﬁnition de la similarité en fonction d’un mapping
peut aboutir à des résultats surprenants : une similarité égale à 1 est éventuel-
lement possible même si les deux graphes sont diﬀérents ; le mapping complet,
c’est-à-dire qui associe tous les nœuds de G1 à tous les nœuds de G2 et réci-
proquement conduit à la similarité la plus élevée parmi tous les mappings. Pour
résoudre ces deux problèmes, il est nécessaire d’introduire un dernier concept
pour calculer la similarité entre deux graphes. Un nœud peut en eﬀet être as-
socié avec plusieurs autres nœuds dans un mapping. Ce concept est intéressant
dans notre cas car il permet d’associer plusieurs processus sur un système d’ex-
ploitation donné avec un seul processus sur un autre système d’exploitation par
exemple. La notion de splits peut être ajoutée pour prendre en compte l’as-
sociation d’un nœud particulier avec plusieurs autres nœuds. Les splits d’un
mapping m représentent les nœuds qui sont associés avec strictement plus d’un
nœud dans le mapping m :
splits(m) = {(v, sv)|v ∈ V1 ∪ V2, sv = m(v), |m(v)| ≥ 2}
Sur la ﬁgure 2.8, l’ensemble splits(m) (m étant le mapping représenté sur la ﬁ-
gure) contient un seul nœud : le nœud du graphe placé à gauche qui est marqué
en rouge. Ce nœud qui représente le processus père du serveur Abyss est en eﬀet
associé à deux nœuds du graphe de droite : le processus Apache et le ﬁchier de
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log access.log.
La déﬁnition de la similarité en fonction d’un mapping m est alors modiﬁée
pour prendre en compte la notion de splits :
simm(G1, G2) =
f(desc(G1) ⊓m desc(G2))− g(splits(m))
f(desc(G1) ∪ desc(G2))
où g est une fonction positive, croissante en fonction de l’inclusion. Le cardinal
est une fonction qui vériﬁe ces propriétés ; la fonction constante égale à 0 vériﬁe
également ces propriétés et permet de retrouver la première déﬁnition de la
similarité en fonction d’un mapping. Ainsi deux graphes diﬀérents ne peuvent
plus avoir une similarité de 1 et le mapping complet n’est plus forcément le
mapping qui donne la similarité la plus élevée entre les deux graphes.
Si l’on choisit les fonctions f et g égales au cardinal, la similarité en fonction
du mapping représenté sur la ﬁgure 2.7 est égale à 1619 ≈ 0.842 ; la similarité en
fonction du mapping représenté sur la ﬁgure 2.8 est égale à 119 ≈ 0.053.
Dans le cadre des graphes de ﬂux d’informations, cette notion de splits
introduit une nouvelle question : comment considérer les ﬂux d’informations
existant entre deux processus d’un graphe qui sont associés, tous les deux, à
un même processus de l’autre graphe dans un mapping. Ce cas est visible sur
la ﬁgure 2.9 où les deux ﬂux d’informations entre les deux processus du ser-
veur Abyss sont représentés en noir. Ces ﬂux d’informations représentent des
communications entre ces deux processus qui correspondraient éventuellement
à des ﬂux internes au processus Apache avec lequel sont associés les deux pro-
cessus Abyss. Dans le modèle déﬁni, ces ﬂux d’informations ne sont associés à
aucun ﬂux alors qu’il est possible de les considérer comme associés à des ﬂux
internes au processus Apache qui ne sont pas visibles du point de vue du sys-
tème d’exploitation. Il y a trois possibilités pour gérer ces ﬂux : rester ﬁdèle
au modèle déﬁni et les considérer comme non-associés, créer des ﬂux du même
type du processus Apache vers lui-même et les considérer donc comme associés,
les considérer comme non-existant. Les deux dernières solutions modiﬁent le ca-
ractère constant du dénominateur de la formule de similarité en fonction d’un
mapping. Dans notre prototype, nous avons choisi la dernière solution qui est
la solution médiane de manière générale.
Similarité entre deux graphes À partir de la déﬁnition de la similarité
entre deux graphes en fonction d’un mapping m, il est possible de déﬁnir la
similarité entre deux graphes :
sim(G1, G2) = max
m⊆V1×V2
f(desc(G1) ⊓m desc(G2))− g(splits(m))
f(desc(G1) ∪ desc(G2))
La similarité entre deux graphes est le maximum sur l’ensemble des mappings
possibles des similarités en fonction d’un mapping. Trouver la similarité entre
deux graphes, c’est trouver un mapping m qui maximise cette valeur.







Fig. 2.9 – Exemple d’un meilleur mapping entre deux graphes de ﬂux d’infor-
mations
Il est alors possible de déﬁnir la notion de meilleur mapping : un meilleur
mapping m est un mapping tel que sim(G1, G2) = simm(G1, G2). La notion
de meilleur mapping dépend des déﬁnitions des fonctions f et g. Cette notion
est intéressante pour nous car c’est à partir d’un meilleur mapping que l’on
cherchera à expliquer éventuellement les anomalies.
Si l’on choisit pour f et g le cardinal, un meilleur mapping entre les graphes
des ﬁgures 2.7 ou 2.8 est représenté sur la ﬁgure 2.9. La similarité entre ces
graphes est alors égale à 1617 ≈ 0.941.
Algorithmes de calcul de la similarité Le problème du calcul de la simi-
larité entre deux graphes est plus général que le problème d’isomorphisme de
graphes qui est lui-même un problème NP-complet. Champin et Solnon [CS03]
ont proposé deux algorithmes pour résoudre ce problème : un algorithme de
recherche complète avec des optimisations pour couper les branches de l’arbre
de recherche et un algorithme glouton. L’algorithme de recherche complète est
en temps exponentiel en fonction du nombre de nœuds des graphes mais per-
met d’obtenir un meilleur mapping donnant la similarité entre les deux graphes.
L’algorithme glouton a une complexité polynomiale en fonction du nombre de
nœuds des graphes mais ne permet d’obtenir, de manière certaine, un meilleur
mapping.
Nous avons choisi d’utiliser l’algorithme de recherche complète dans notre
prototype. Nous sommes en eﬀet plus intéressés par la précision du calcul de
la similarité plutôt que par la rapidité de l’algorithme. L’implémentation de
l’algorithme glouton proposé est cependant envisagée.
De plus, nous avons introduit certaines optimisations adaptées aux cas des
graphes de ﬂux d’informations :
– Cela n’a pas de sens d’associer un processus à un ﬁchier, une socket ou un
pipe ; ces mappings sont donc interdits.
– Les ﬁchiers peuvent être utilisés comme moyen de communication entre
processus. Cependant cette manière de faire n’est pas très performante et
88 Chapitre 2. Modèles et algorithmes de détection
n’est donc utilisée que dans certains cas relativement précis. Nous considé-
rons que les associations entre une socket ou un pipe et un ﬁchier ne sont
pas permises dans un mapping. Ceci revient à dire que nous considérons
que les ﬁchiers ne sont pas des moyens de communications entre processus.
– Pour les serveurs réseau que nous considérons, nous pouvons envisager un
certain nombre de points ﬁxes : les sockets recevant les requêtes sont asso-
ciées ensemble au début de l’algorithme, ainsi que les processus lisant ces
sockets. Les ﬁchiers de log sont également associés ensemble. Ces mappings
sont établis au début de l’algorithme et les opérations de backtracking de
l’algorithme de recherche complète ne sont pas autorisées à les enlever des
diﬀérents mappings testés.
Grâce à ce modèle et ces algorithmes, il est possible d’obtenir une mesure
de la similarité entre deux graphes de ﬂux d’informations. L’IDS de notre ap-
proche de type boîte grise va donc utiliser ce modèle et l’algorithme de recherche
complète pour comparer les graphes de ﬂux d’informations des diﬀérents COTS.
2.3.4 Détection d’intrusions par calcul des similarités
Ce modèle permet d’obtenir une valeur représentant la « ressemblance » entre
deux graphes de ﬂux d’informations. Plus la similarité est proche de 1, plus les
graphes de ﬂux d’informations sont semblables. Ces graphes de ﬂux d’informa-
tions représentent le comportement du COTS en termes de ﬂux d’informations
au niveau du système d’exploitation.
À ce niveau de granularité, les ﬂux d’informations pour des COTS fournis-
sant des services réseau comme les services HTTP, FTP, POP3 sont semblables
dans le cas de requêtes normales. Les graphes de ﬂux d’informations doivent
alors être sensiblement les mêmes sur les diﬀérents serveurs et donc la similarité
doit être « élevée » dans le cas de requêtes normales.
2.3.4.1 Intrusions et graphes de flux d’informations
Nous considérons ici les intrusions qui ont un eﬀet sur les ﬂux d’informations
au niveau du système d’exploitation. Les autres intrusions ne peuvent être détec-
tées par notre modèle. Une intrusion se caractérise par des ﬂux d’informations
illégaux entre des processus et des ﬁchiers, des sockets, des pipes, etc. Dans un
graphe de ﬂux d’informations, une intrusion sera responsable de la création ou
de la modiﬁcation de ﬂux d’informations, d’objets actifs et/ou d’objets passifs.
Une intrusion contre la conﬁdentialité sera caractérisée par la création de
ﬂux d’informations d’objets passifs vers des objets actifs et, si nécessaire, par
la création de nouveaux objets. Par exemple, l’intrusion peut consister en l’ou-
verture d’un ﬁchier, la lecture du contenu de ce ﬁchier et l’envoi des données à
l’attaquant.
Une intrusion contre l’intégrité sera caractérisée par la création ou la mo-
diﬁcation de ﬂux d’informations d’objets actifs vers des objets passifs et, si
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nécessaire, la création de nouveaux objets. Par exemple, l’intrusion peut consis-
ter en l’ouverture d’un ﬁchier et l’écriture dans ce ﬁchier d’un contenu provenant
du réseau. Un autre exemple possible est la création d’un nouveau processus qui
va ouvrir une socket pour télécharger un exécutable de type cheval de Troie.
Une intrusion contre la disponibilité (autre que les dénis de service) sera
caractérisée par la création ou la disparition de ﬂux d’informations ou d’ob-
jets actifs ou passifs. Par exemple, l’intrusion peut consister à faire défaillir le
processus : il y a alors disparition de l’objet du processus et éventuellement de
certains ﬂux d’informations. Un autre exemple est la consommation excessive de
ressources telles que le processeur ou la mémoire : une intrusion ayant cet objec-
tif peut entraîner la disparition de certains ﬂux d’informations comme l’écriture
dans le ﬁchier de log par exemple.
Une intrusion aﬀecte le graphe de ﬂux d’informations d’un serveur compro-
mis. La valeur de la similarité entre les graphes de ﬂux d’informations d’un
serveur compromis et d’un serveur non-compromis peut donc diminuer en cas
d’intrusion.
2.3.4.2 Notion de seuil de similarité
Une valeur élevée de la similarité signiﬁe que les serveurs se sont comportés
d’une manière identique en ce qui concerne les ﬂux d’informations. Une valeur
peu élevée de la similarité signiﬁe que les serveurs se sont comportés de manière
relativement diﬀérente, ce qui peut être la conséquence d’une intrusion ou d’une
diﬀérence de conception ou de spéciﬁcation. Il n’est pas possible de distinguer,
à partir de la similarité entre les graphes de ﬂux d’informations, une intrusion
d’une diﬀérence de conception ou de spéciﬁcation. Cette approche est donc
susceptible de générer des faux positifs.
Plusieurs approches peuvent être utilisées pour décider quand lever une
alerte ou non. Nous avons choisi d’utiliser une solution binaire en choisissant un
seuil de similarité t en-dessous duquel une alerte est levée. t est strictement in-
férieur à 1 à cause des diﬀérences de conception : nous souhaitons qu’au-dessus
de ce seuil, il y ait une forte probabilité que la diﬀérence détectée soit due à une
diﬀérence de conception. En-dessous de ce seuil, la diﬀérence peut s’expliquer
soit par une intrusion soit par une diﬀérence de conception ou de spéciﬁcation
importante.
Une approche probabiliste peut être envisagée en calculant à partir de la
similarité une probabilité d’intrusion. La fonction de calcul de probabilité d’in-
trusion en fonction de la similarité doit vériﬁer deux contraintes : f(0) = 1 et
f(1) = 0. Il est possible d’imposer des contraintes supplémentaires : f(t) = 12 ou




les trois contraintes : f(0) = 1, f(t) = 12 et f(1) = 0 ; c’est tout simplement le
polynôme d’interpolation de Lagrange passant par ces trois points.
Pour déterminer t, nous avons décidé de procéder par apprentissage dans
un contexte normal d’utilisation. Se superposent aux problèmes d’apprentissage
classique (absence d’attaques dans la base d’apprentissage notamment) un pro-
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blème lié aux diﬀérences de conception ou de spéciﬁcation. Il est préférable que
la base d’apprentissage ne contiennent pas de requêtes entraînant des diﬀérences
de spéciﬁcation ou de conception trop importantes entre les serveurs COTS. De
même qu’il est diﬃcile de vériﬁer que la base d’apprentissage est exempte d’in-
trusions, il est diﬃcile de vériﬁer qu’elle ne contient pas de requêtes entraînant
des similarités « basses » dues à des diﬀérences de conception ou de spéciﬁca-
tion. Il n’est ainsi pas possible de choisir t comme le minimum des similarités
calculées lors de la phase d’apprentissage. Nous avons alors décidé de déterminer
t comme une valeur qui permet qu’un pourcentage élevé (supérieur à 99% par
exemple) des requêtes de la base d’apprentissage ne créent pas d’alertes.
Il faut noter que le seuil de similarité t dépend des couples de COTS uti-
lisés : il doit être donc déterminé pour chaque couple de services diversiﬁés. Il
est intéressant de le déterminer non seulement en fonction des serveurs COTS
mais également en fonction du type de requêtes. La similarité dépend en eﬀet
du cardinal des descripteurs des graphes considérés et dépend de l’application
surveillée mais aussi des requêtes. Si les graphes sont grands (c’est-à-dire qu’ils
ont beaucoup de nœuds et d’arcs), un ou plusieurs objets ou ﬂux d’informations
non associés auront moins d’inﬂuence sur le calcul de la similarité que si les
graphes sont petits (c’est-à-dire ont peu de nœuds et d’arcs). Il est cependant
diﬃcile de classer tous les types de requêtes : dans le cas d’un serveur web,
la réponse et le traitement de la requête vont dépendre d’un éventuel contexte
(authentiﬁcation par exemple), de la ressource accédée et des paramètres de la
requête. Il est plus simple de déﬁnir diﬀérents seuils de similarité en fonction
du cardinal des descripteurs : Card(desc(G1) ∪ desc(G2)) en choisissant par
exemple des intervalles pour lesquels chaque seuil est valable.
2.3.4.3 Algorithmes de détection
En déterminant le seuil t, nous avons donc une méthode pour décider quand
lever une alerte lorsque l’IDS compare les graphes de ﬂux d’informations de deux
serveurs. Dans le contexte d’une architecture à N > 2 serveurs COTS Si (i dans
{1, N}), il faut déterminer un seuil ti,j pour chaque couple de serveurs comme
expliqué précédemment. ti,j est le seuil choisi pour les serveurs Si et Sj . Notons
Gi,e le graphe de ﬂux d’informations du serveur Si pour la requête e, si,j,e la
similarité entre le graphe Gi,e et Gj,e. Comme la similarité est symétrique, nous
avons si,j,e = sj,i,e pour tout (i, j) dans {1, N}2 et pour tout e dans l’espace
des requêtes. Appelons la relation « être semblable à », la relation entre deux
graphes de ﬂux d’informations notée ≈ et déﬁnie par :
Gi,e ≈ Gj,e ⇔ si,j ≥ ti,j
La relation « être semblable à » est symétrique mais n’est pas a priori une
relation transitive : rien ne prouve en eﬀet que si Gi,e est semblable à Gj,e et
Gj,e est semblable à Gk,e, alors Gi,e est semblable à Gk,e. Il n’est alors pas
possible dans ce cas d’établir des classes d’équivalence entre les graphes de ﬂux
d’informations.
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Détecter une intrusion requiert alors de calculer la similarité entre les graphes
de chaque couple de serveurs pour une requête au service surveillé, ce qui cor-
respond au calcul de C2N =
N !
(N−2)!×2! similarités entre graphes de ﬂux d’infor-
mations.
Notons Ii,j1 = [0, ti,j [ et I
i,j
2 = [ti,j , 1]. Nous avons choisi les règles suivantes
pour déterminer la décision de lever une alerte dans le cas de N serveurs :
∃(i, j) ∈ {1, N}2, i < j, si,j,e ∈ I
i,j
1 ⇒ Alerte
∀(i, j) ∈ {1, N}2, i < j, si,j,e ∈ I
i,j
2 ⇒ Pas d
′alerte
c’est-à-dire qu’une alerte est émise dès qu’une similarité si,j,e est faible (en-
dessous de ti,j,e). Aucune alerte n’est émise seulement lorsque toutes les simi-
larités calculées sont supérieures à leur seuil respectif. Ces règles correspondent
aux règles formulées dans le cas général (voir 2.1.2.2). Ces règles sont strictes
et peuvent éventuellement générer des faux positifs dans des cas limites : par
exemple, dans le cas où tous les graphes sont semblables deux à deux sauf pour
un couple de graphes où la similarité calculée est juste en-dessous du seuil de
similarité.
D’autres règles peuvent être suivies pour limiter ces cas. Notons mi,e la












règles suivantes peuvent alors être utilisées pour déterminer si une alerte doit
être levée ou non :
∃i ∈ {1, N},mi,e < ti ⇒ Alerte
∀i ∈ {1, N},mi,e ≥ ti ⇒ Pas d
′alerte
Ces règles sont à rapprocher des règles émises pour la localisation du serveur
compromis dans la section 2.1.2.2.
2.3.4.4 Localisation du serveur compromis
Le fait que la relation « être semblable à » n’est pas une relation transitive
pose certaines diﬃcultés : il n’est pas possible dans tous les cas d’établir des
classes d’équivalence entre les graphes. Dans les cas où il est possible de trouver
une classe d’équivalence entre des graphes semblables qui forme une majorité
(son cardinal est supérieur à N2 ), la règle classique peut être utilisée : tous les
serveurs non présents dans cette classe d’équivalence sont considérés comme
compromis. La ﬁgure 2.10 montre un cas où il n’est pas possible de trouver de
classe d’équivalence formant une majorité : les graphesG1 etG2 sont semblables,
le graphe G3 est semblable à G1 et G2 mais n’est pas semblable à G4 ; de la
même manière, G4 est semblable à G1 et G2 mais non à G3 ; le graphe G5 n’est
semblable à aucun des autres graphes.
Dans le cas présenté sur la ﬁgure 2.10, la règle générale indique que la lo-
calisation n’est pas possible : tous les serveurs doivent être considérés comme










Fig. 2.10 – Problème lié à la non-transitivité de la relation « être semblable à » ;
chaque nœud représente un graphe, = signiﬁe que de graphes sont semblables
et ! = signiﬁe que les graphes ne sont pas semblables.
compromis. Ceci entraîne une indisponibilité de l’architecture. Pourtant il est
possible de trouver deux majorités : G1, G2 et G3 peuvent constituer une ma-
jorité tout comme G1, G2, G4. Des règles de localisation moins strictes peuvent
alors être choisies. Il est possible de choisir aléatoirement entre G3 et G4 pour
obtenir une majorité et considérer l’autre serveur compromis. Il est possible
d’établir d’autres règles de localisation :
∃i ∈ {1, N}, Card(Gi,e) > N2 ⇒ Si est compromis
où Gl,e est l’ensemble {Gk,e|k ∈ {1, N} \ {l}, sl,k,e ∈ I
l,k
1 }.
Avec cette règle, sur l’exemple de la ﬁgure 2.10, seul le serveur S5 dont le
graphe est G5 est considéré comme compromis.
En modiﬁant seulement, le signe de comparaison, il est possible d’obtenir
une localisation plus stricte :
∃i ∈ {1, N}, Card(Gi,e) ≥ N2 ⇒ Si est compromis
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s2,3 ∈ I
2,3











I1,21 A/? A/S2 A/S1 A/?
I1,22 A/S3 A/? A/? NA
Tab. 2.5 – Alertes et localisation du serveur compromis dans le cas N = 3 ; A
signiﬁe alerte, NA signiﬁe pas d’alerte, ? signiﬁe que la localisation n’est pas
possible, Si signiﬁe que le serveur Si est considéré comme compromis
Avec cette règle, les serveurs G3, G4 et G5 sont considérés comme compromis
dans l’exemple de la ﬁgure 2.10.
Ces deux règles signiﬁent que les serveurs considérés comme compromis sont
ceux dont le graphe de ﬂux d’informations n’est pas semblable à plus de la
moitié des autres graphes.
2.3.4.5 Cas de trois serveurs
Le tableau 2.5 résume, dans le cas de trois serveurs S1, S2 et S3, dans quels
cas une alerte doit être levée (dans le cas de l’utilisation des premières règles de
détection) et s’il est possible de localiser le serveur compromis en fonction des
similarités calculées. Dans le cas de trois serveurs, les trois règles de localisation
proposées sont identiques.
La localisation n’est pas possible dans certains cas : par exemple, si s1,2
et s2,3 sont élevées et s1,3 faible. Cela signiﬁe que les comportements de S1 et
S2 sont proches, ainsi que les comportements de S2 et S3 mais que les com-
portements de S1 et S3 sont diﬀérents. Il n’est pas possible d’exhiber à partir
du calcul de similarité un serveur dont le comportement est diﬀérent des deux
autres.
Nous avons présenté la méthode de comparaison de notre IDS de type boîte
grise. Cette comparaison est fondée sur le calcul de la similarité entre les graphes
de ﬂux d’informations des serveurs COTS. Cette méthode permet de prendre
en compte des intrusions qui seraient invisibles à des approches de type boîte
noire comme celle que nous avons présentée auparavant. Un autre intérêt de
cette approche est d’apporter un premier diagnostic de l’anomalie détectée.
2.3.5 Aide au diagnostic
Les graphes de ﬂux d’informations représentent schématiquement les ﬂux
d’informations se déroulant au niveau du système d’exploitation. L’algorithme
de recherche complète permettant le calcul de la similarité entre deux graphes
de ﬂux d’informations donne également un meilleur mapping entre ces deux
graphes. Nous allons utiliser ce meilleur mapping pour aider l’opérateur à établir
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un diagnostic d’une alerte. L’algorithme de recherche complète est capable de
nous donner la liste des meilleurs mappings entre deux graphes : nous avons
décidé de considérer le premier mapping trouvé par l’algorithme dont le cardinal
est minimal comme le meilleur mapping.
Cette aide au diagnostic repose sur les objets actifs (processus), les objets
passifs (sockets, ﬁchiers, pipes, . . .) et les ﬂux d’informations non-associés dans
le meilleur mapping.
En cas de vrai positif, les objets et ﬂux d’informations non associés dans le
meilleur mapping sont les eﬀets visibles au niveau du système d’exploitation de
l’exploitation d’une vulnérabilité. L’analyse de ces objets et ﬂux d’informations
permet d’obtenir des informations sur l’intrusion : processus créés, ﬁchiers lus
ou écrits, sockets créées, etc. S’il n’est pas possible de retrouver directement la
vulnérabilité exploitée, ces informations peuvent y conduire. Dans le cas d’un
zero-day, cela peut constituer un bon point de départ pour découvrir la vulné-
rabilité inconnue.
En cas de faux positif, ces objets et ﬂux d’informations seront l’explication
de la diﬀérence de conception ou de spéciﬁcation qui a eu pour conséquence la
levée d’une alerte.
Nous proposons de montrer à l’administrateur de sécurité du système les
graphes des diﬀérents serveurs pour la requête suspecte en mettant en valeur
les objets et les ﬂux non associés dans le meilleur mapping. Nous reprenons
ici, en partie, l’idée présentée par King et Chen [KC03, KC05] et également
repris plus tard dans Sebek [Pro03, BV05]. L’idée proposée par King et Chen
est de présenter un graphe de ﬂux d’informations à l’administrateur de sécurité
en cas d’intrusion car ce graphe, s’il n’est pas trop grand, peut être facilement
interprété par l’administrateur. Balas et Viecco [BV05] reprennent ce principe
en l’intégrant dans Sebek, un outil pour Honeypot. Dans notre approche, nous
présentons les graphes de ﬂux d’informations de chaque serveur en mettant en
valeur (en coloriant par exemple) les objets ou les ﬂux d’informations non asso-
ciés. Des exemples d’aide au diagnostic que peut apporter cette méthode sont
présentées dans la section 4.5.
Nous avons présenté le modèle général de détection d’intrusions et ses pro-
priétés puis les spéciﬁcités de nos deux approches de détection par diversiﬁcation
de COTS, tout en mettant en évidence les avantages et limitations de l’approche
globale et des deux approches. Dans la section suivante, nous comparons plus
en détails les deux approches et présentons comment il est possible de corréler
leurs alertes.
2.4 Comparaison des deux approches proposées
Les deux approches que nous proposons peuvent être utilisées en collabora-
tion pour améliorer la couverture de détection de l’architecture. C’est ce que
nous présentons tout d’abord. Nous discutons ensuite des diﬀérences entre les
deux approches.





pas d’alerte alerte pas d’alerte
Tab. 2.6 – Corrélation entre l’approche boîte noire et l’approche boîte grise
2.4.1 Corrélation entre les approches par comparaison des
sorties et calcul de similarité
Même si beaucoup de travaux [WFMB03, RM08] ont porté sur la collabo-
ration ou la composition d’IDS, notre cas est relativement simpliste puisque
nous ne considérons que deux IDS. Nous utilisons donc une simple approche en-
sembliste. Le tableau 2.6 résume la décision prise par la combinaison en cas de
désaccord. Si un des deux IDS lève une alerte, nous avons décidé que la combi-
naison des deux IDS lèvera également une alerte. Si aucune des deux méthodes
ne lève une alerte, aucune alerte n’est levée. Cette solution est logique dans
le sens où chacune des deux approches a une couverture de détection en par-
tie diﬀérente alors que les faux positifs vont être principalement générés, dans
le cadre des deux approches, par les diﬀérences de spéciﬁcation ou de concep-
tion. Ces diﬀérences risquent souvent d’avoir à la fois une inﬂuence sur les ﬂux
d’informations et sur les sorties réseau.
2.4.2 Discussion
Les deux approches que nous avons proposées présentent des diﬀérences que
nous résumons ici.
La méthode de masquage des diﬀérences de spéciﬁcation est naturelle dans
le cas de l’approche de type boîte noire. Elle peut également s’appliquer dans le
cas de l’approche de type boîte grise. Cela est cependant plus complexe. Les ob-
servations sont, en eﬀet, dans ce cas, des graphes de ﬂux d’informations. La mé-
thode que nous proposons pour les comparer est coûteuse puisque l’algorithme
utilisé est exponentiel en temps. Une méthode non optimisée pour appliquer la
méthode de masquage de diﬀérences de conception ou de spéciﬁcation obligerait
à calculer d’autres similarités, ce qui ne semble pas très raisonnable. En outre,
le modèle utilisé permet de masquer des diﬀérences de conception ou de spéci-
ﬁcation mineures grâce à la notion de seuil de similarité.
Le choix du moment des observations est naturel pour l’approche boîte noire :
à chaque fois que l’interface standardisée est utilisée. Ce n’est pas toujours
le cas pour l’approche de type boîte grise. Pour le protocole HTTP, les re-
quêtes/réponses sont bien délimitées et il est naturel de comparer les graphes
de ﬂux d’informations après l’envoi des réponses au proxy. Les cas des proto-
coles FTP et POP3 sont plus complexes. Les sessions peuvent être très longues
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et peuvent comporter beaucoup de requêtes/réponses. Comparer les graphes de
ﬂux d’informations pour chaque couple requête/réponse de la session peut, d’une
part, être pénalisant pour les performances et, d’autre part, non signiﬁcatif car
les graphes peuvent être limités à des lectures et écritures sur la socket. Si l’on
décide de ne comparer les graphes de ﬂux d’informations qu’à la ﬁn de la session
ou tous les X couples de requêtes/réponses, il reste à déterminer quelle réponse
envoyer pour chaque requête, ce qui pose problème si seul l’IDS boîte grise est
utilisé. Une solution, dans ce cas, est de choisir un leader dont on enverra les
réponses au client.
On peut remarquer que l’approche de type boîte noire est presque « conte-
nue » dans l’approche de type boîte grise. En eﬀet, les sorties réseau comparées
par la première approche sont les ﬂux d’informations en écriture d’un processus
vers la socket ou les sockets. Comme on ne considère dans le modèle que le type
des ﬂux d’informations, cette inclusion n’est pas valide mais il est envisageable
de déﬁnir les étiquettes sur les ﬂux d’informations en écriture sur les sockets à
partir de l’approche boîte noire : les étiquettes des ﬂux d’informations en écri-
ture sur les sockets seraient les mêmes pour les sorties réseau considérées comme
équivalentes par l’IDS boîte noire. La coopération entre les deux IDS seraient
ainsi renforcés et la décision de l’IDS boîte noire intégrée à l’IDS boîte grise.
2.5 Résumé
Nous avons proposé une architecture de détection d’intrusions fondée sur la
diversiﬁcation de COTS, qui reste très similaire à celle d’autres projets. Nous
en avons étudié diﬀérents aspects pour mettre en évidence les avantages et
les limites. Nous avons formalisé les propriétés de détection d’intrusions, de
localisation des serveurs compromis et de tolérance aux intrusions dans le cadre
de la diversiﬁcation de COTS en distinguant deux cas : observations parfaites ou
non. Nous avons ensuite présenté les deux approches de détection d’intrusions,
que nous avons proposées, fondées sur cette architecture.
Notre approche de type boîte noire se distingue de l’existant par un al-
gorithme de détection précis et une méthode de masquage des diﬀérences de
conception ou de spéciﬁcation diﬀérente, qui permet de limiter les faux positifs
même dans des cas où le comportement des COTS est très diﬀérent ou mal
déﬁni.
Notre approche de type boîte grise repose sur le calcul de similarité entre
graphes de ﬂux d’informations au niveau du système d’exploitation. Nous avons
présenté le modèle et l’algorithme de calcul de la similarité. Nous avons discuté
les choix faits lors de l’utilisation de ce modèle dans le cadre de la diversiﬁ-
cation de COTS pour la détection et la tolérance aux intrusions. En plus de
ces capacités de détection, il est possible d’utiliser cette méthode pour aider




« Profanity is the one language all programmers know best. »
Nous avons appliqué nos deux approches de détection au cadre des serveurs
web. Comme expliqué dans la section 1.1.2, de nombreux IDS « génériques » ont
été testés sur des serveurs web et de nombreux IDS spéciﬁques aux serveurs
web ont été développés. En eﬀet, le protocole HTTP est l’un des protocoles
fondamentaux de l’Internet et un protocole universel qui est utilisé pour de
nombreuses applications diﬀérentes : partage de ﬁchiers, paiement électronique,
etc. Pour toutes sortes d’applications, la sécurité des serveurs web est critique.
Les serveurs web sont ainsi des cibles intéressantes pour les pirates, par exemple
dans des buts de chantage ou comme moyen d’infection des clients web.
La sécurité des serveurs web et des applications fonctionnant sur ces serveurs
est critique tant pour l’entité représentée par le serveur que pour les clients
visitant ces serveurs.
Dans ce chapitre, nous présentons brièvement le protocole HTTP puis les
implémentations de nos deux approches dans le cadre des serveur web. Notre
méthode de détection d’intrusions repose sur la diversiﬁcation, nous proposons
ﬁnalement une méthode permettant de diversiﬁer automatiquement les applica-
tions fonctionnant sur les serveurs HTTP pour détecter et tolérer des intrusions
par injection de code.
3.1 Description du protocole HTTP
Le protocole HTTP est un protocole de communication au niveau applicatif.
Il a été conçu dans une optique de légèreté et de rapidité pour les systèmes
d’information distribués et hypermédias. Il en existe trois versions : HTTP/0.9,
HTTP/1.0 et HTTP/1.1 [FGM+99]. Le protocole est déconnecté et fondé sur
le paradigme requête/réponse.
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GET / HTTP/1.0
Fig. 3.1 – Requête HTTP valide simple
3.1.1 Format des requêtes HTTP
Un client établit une connexion avec un serveur et envoie une requête au
serveur se composant d’une méthode, d’une URI (Uniform Ressource Identiﬁer)
indiquant l’entité concernée, de la version du protocole, suivi par un message
de type MIME qui contient des éléments modiﬁant la requête, des informations
sur le client et un corps de message si cela est nécessaire. De manière formelle,
exprimé dans une grammaire BNF (forme de Backus-Naur) où l’on ne déﬁnit







Request-Line = Method SP Request-URI SP HTTP-Version CRLF
CRLF représente les deux caractères retour chariot (carriage return) et line
feed (nouvelle ligne) du code ASCII. SP représente le caractère espace. Deux
exemples de requêtes sont présentés sur les ﬁgures 3.1 et 3.2 :
Le premier exemple (ﬁgure 3.1) montre une requête valide extrêmement
simple. La requête ne contient qu’une seule ligne, la ligne de requête.
Le second exemple (ﬁgure 3.2) montre une requête bien plus complexe conte-
nant, en plus de la ligne de requête, des nombreux en-têtes et contenant un corps
de message.
Le fait que les requêtes puissent avoir des formes très distinctes, comme
le montrent les deux exemples, participe au caractère universel du protocole
HTTP, qui fait que ce protocole est utilisé de multiples manières. De nom-
breux en-têtes sont déﬁnis et certains serveurs n’implémentent pas ou incorrec-
tement certains en-têtes voire même certaines méthodes HTTP (qui sont, elles,
en nombre plus restreint). La diversité importante des requêtes peut conduire
tout naturellement à des diﬀérences de spéciﬁcation entre les COTS que nous
allons utiliser dans notre architecture de détection. Il est nécessaire d’introduire
un mécanisme de normalisation des requêtes au niveau du proxy, comme indi-
qué au 2.1.4, pour essayer de limiter les requêtes à l’intersection des diﬀérentes
spéciﬁcations des COTS.
























Fig. 3.2 – Requête HTTP valide plus complexe
3.1.2 Format des réponses HTTP
Le serveur répond à une requête par une ligne de statut se composant de
la version du protocole et d’un code de succès ou d’erreur, suivi également par
un message de type MIME contenant des informations sur le serveur, des méta-
informations sur l’entité et un contenu si cela est nécessaire.
Une réponse peut être de deux types : soit simple soit complète. Les réponses
simples ne contiennent que du contenu et doivent se limiter aux requêtes des
clients ne supportant que la version 0.9 du protocole. Les réponses complexes
contiennent une ligne de statut, des en-têtes généraux, des en-têtes liés à la
réponse, des en-têtes liés à l’entité et le contenu de l’entité.
Une réponse complexe se déﬁnit de manière plus formelle à l’aide d’une
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HTTP/1.1 200 OK








<html><header><title> BibTeX Database Manager </title>
<link href="css/style.css" rel="Stylesheet" type="text/css">
</header><body class="texte"><center><img src="images/banner2.gif"
width="700" height="50" /><table><tr><FORM NAME="usersAdd"
ACTION="index.php" METHOD="POST"><td>User</td><td><input type="text"
name="user" size="8"></td></tr><tr><td>Password</td><td>
<input type="password" name="pwd" size="8"></td></tr><tr>
<td COLSPAN=2 align="center"><input type="submit" name="login"
value="Login"></td></tr></form></tr></table></center></body></html>
0
Fig. 3.3 – Réponse HTTP d’un serveur Apache
CRLF
[ message-body ]
Status-Line = HTTP-Version SP Status-Code SP Reason-Phrase CRLF
La ligne de statut est la plus importante car elle renvoie notamment le code
de réponse et donc comporte une grande partie du sens de la réponse. Ces codes
sont classés comme suit :
– 1XX : codes d’information ;
– 2XX : codes indiquant le succès de la requête ;
– 3XX : codes indiquant la nécessité d’entreprendre d’autres actions pour
compléter la requête ;
– 4XX : codes indiquant une erreur du client ;
– 5XX : codes indiquant une erreur du serveur.
Une liste de codes est déﬁnie dans la spéciﬁcation ; il est également possible
d’étendre cette liste en ajoutant de nouveaux codes et leur sémantique.
Les en-têtes généraux s’appliquent spéciﬁquement au message HTTP trans-
mis et contiennent des informations sur l’état de la connexion et sur le contrôle
des mécanismes de cache par exemple.
Les en-têtes liés à la réponse contiennent des informations additionnelles qui
n’ont pas pu prendre place sur la ligne de statut comme le nom du serveur
répondant à la requête, la méthode d’authentiﬁcation utilisée, la localisation





Date: Thu, 18 Sep 2008 13:21:59 GMT
Server: Abyss/2.0.6-X1-Win32 AbyssLib/2.0.6
<html><header><title> BibTeX Database Manager </title>
<link href="css/style.css" rel="Stylesheet" type="text/css">
</header><body class="texte"><center><img src="images/banner2.gif"
width="700" height="50" /><table><tr><FORM NAME="usersAdd"
ACTION="index.php" METHOD="POST"><td>User</td><td><input type="text"
name="user" size="8"></td></tr><tr><td>Password</td><td>
<input type="password" name="pwd" size="8"></td></tr><tr>
<td COLSPAN=2 align="center"><input type="submit" name="login"
value="Login"></td></tr></form></tr></table></center></body></html>
Fig. 3.4 – Réponse HTTP d’un serveur Abyss
exacte de la ressource demandée dans la requête...
Les en-têtes concernant l’entité comportent des informations sur le contenu
de l’entité. Ils peuvent comporter notamment la taille du contenu, le type du
contenu et l’encodage de celui-ci si cela est nécessaire, la dernière modiﬁcation de
l’entité sur le serveur, la langue du contenu (si celui-ci est textuel notamment),
l’encodage utilisé pour le transport.
La ﬁgure 3.3 présente un exemple de réponse HTTP. Cette réponse contient
la ligne de statut qui indique que la requête a été traitée avec succès par le
serveur, des en-têtes qui indiquent la date, la version du serveur, par exemple,
et un contenu qui est ici du HTML qui sera interprété par le navigateur. La
ﬁgure 3.4 présente une autre réponse HTTP à la même requête. On peut re-
marquer que les deux réponses sont valides mais diﬀérentes. L’approche boîte
noire que nous avons proposée est chargée de comparer ces réponses. C’est ce
que nous détaillons dans la section suivante.
3.2 Approche boîte noire : description de l’im-
plémentation
L’algorithme de comparaison des réponses est spéciﬁque à chaque service ; un
algorithme doit donc être développé pour chaque type de service. Nous exposons
ici d’abord l’architecture implémentée, dans le cadre de notre approche boîte
noire, pour les serveurs web puis l’algorithme de comparaison en lui-même et
enﬁn l’implémentation du masquage des diﬀérences de spéciﬁcation.












Fig. 3.5 – Architecture de l’approche boîte noire
3.2.1 Architecture
Dans le cas de l’approche boîte noire, les observations sur le comportement
des serveurs web sont leurs réponses HTTP ; il n’est pas nécessaire d’envoyer
deux fois ces réponses. Le proxy les transmet donc à l’IDS (voir ﬁgure 3.5). De
plus, le proxy transmet la requête à l’IDS ce qui est nécessaire pour le masquage
des diﬀérences de spéciﬁcation comme expliqué en 2.1.4. Après avoir comparé
les réponses, l’IDS donne sa décision au proxy et lève éventuellement une alerte.
3.2.2 Algorithme de comparaison
Comme nous l’avons vu dans la section précédente, une réponse HTTP est
composée de deux parties distinctes : les en-têtes HTTP et le corps. Le corps
contient les données demandées par le client si la requête est acceptée. Les en-
têtes contiennent des informations sur la réponse : état de la réponse (refus
ou acceptation de la requête), le nom du serveur, la date, le nombre d’octets
transmis, etc. Certains en-têtes sont obligatoires, d’autres seulement facultatifs.
Une comparaison brute des réponses est impossible car les serveurs ne ren-
voient pas les mêmes en-têtes pour une même requête ni même exactement le
même corps suivant l’encodage de transmission choisi (en-tête Transfer-Encoding).
En eﬀet, les en-têtes « Date » et « Server » risquent d’être diﬀérents pour chaque
serveur. Cela se vériﬁe sur les exemples ﬁgures 3.3 et 3.4. Sur ces ﬁgures, on peut
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remarquer que le serveur Apache a choisi d’utiliser un encodage de transmis-
sion de type chunked alors que le serveur Abyss marque la ﬁn de la réponse en
fermant la socket.
Nous avons alors choisi de comparer les codes de statut de la réponse et les en-
têtes : Content-Length, Content-Type, Last-Modified, Location. Il faut également
vériﬁer la présence de l’en-tête ou l’absence de l’en-tête Set-Cookie dans la
réponse de tous les serveurs. Nous avons également choisi de comparer le corps
de la réponse. Il faut distinguer deux cas : le cas d’un serveur servant un contenu
statique et celui d’un serveur servant un contenu dynamique.
Contenu statique Lorsque le contenu des serveurs est statique, il est possible
de comparer de manière binaire le corps des réponses, en gérant toutefois les
diﬀérents types d’encodage de transmission. Même dans le cas où le serveur web
est statique, certains contenus peuvent être générés dynamiquement comme les
pages d’erreur, la page d’erreur 404 par exemple, ou les pages listant le contenu
de répertoire. Dans ces cas, le serveur web génère dynamiquement le code HTML
de la réponse. Celui est généralement diﬀérent d’un serveur à l’autre et empêche
une comparaison binaire. Certains serveurs donnent la possibilité de déﬁnir des
pages d’erreurs pour chaque type d’erreur ; il est ainsi possible de comparer de
manière binaire le corps des réponses même en cas d’erreur. Ce n’est cependant
pas le cas de tous les serveurs. De la même manière, certains serveurs peuvent
être conﬁgurés pour interdire aux serveurs de lister le contenu d’un répertoire
automatiquement ; les serveurs répondent alors par un message d’erreur aux
requêtes souhaitant le contenu d’un répertoire.
Contenu dynamique Dans le cas de serveurs web dynamiques, la comparai-
son des corps de réponse est encore moins évidente que dans le précédent cas.
Une comparaison binaire peut poser certains problèmes lorsque des éléments
spéciﬁques des serveurs tels que la date ou le nom du serveur sont présents dans
le corps. C’est le cas par exemple pour des forums où la date des messages est
présente dans le corps du message envoyé au client. Si aucun élément spéciﬁque
n’est contenu dans les réponses, la comparaison binaire est possible.
Pour résoudre le problème des éléments spéciﬁques, plusieurs solutions peuvent
être envisagées :
– La première solution est de modiﬁer l’application et ainsi éviter qu’elle
n’envoie des données spéciﬁques des serveurs. Ceci n’est pas toujours pos-
sible si le code source de l’application n’est pas disponible ou si retirer ces
informations empêche l’application de remplir correctement son service.
Ceci permet de faire la comparaison du corps de manière binaire.
– Une autre solution proposée dans le cadre du projet BASE [CRL03] est
d’identiﬁer les parties des réponses qui vont contenir des éléments spéci-
ﬁques aux serveurs et d’introduire des fonctions de comparaison de ces
éléments : par exemple, si les serveurs sont synchronisés grâce à NTP,
les dates de chaque serveur ne doivent pas diﬀérer de plus de quelques
secondes.
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– Une autre solution proposée dans [SDN03] est de considérer que tout le
contenu dynamique est placé à un seul endroit, dans une base de données.
L’architecture est modiﬁée pour prendre en compte ce fait par l’ajout d’un
adjudicator qui sert de proxy/IDS pour les requêtes SQL. L’adjudicator
compare également les requêtes SQL envoyées par chaque serveur COTS
vers la base. La comparaison des corps peut donc être fait de manière
binaire dans ce cas.
La solution du projet BASE est la plus générique puisqu’elle n’impose pas
de conditions sur l’application qui fonctionne sur le serveur web. Elle peut ce-
pendant être diﬃcile à mettre en place si l’application devient d’une taille im-
posante. Les deux autres solutions nécessitent de modiﬁer l’application ou im-
posent des conditions sur l’application (source de données dynamiques unique
extérieure aux COTS). Dans nos tests sur des serveurs web dynamiques en 4.2.2.2,
nous avons choisi de modiﬁer l’application pour que les dates ne soient pas en-
voyées dans le corps des réponses.
Principe de l’algorithme Notre algorithme de détection repose sur trois
parties : un chien de garde au niveau du proxy, le mécanisme de masquage (décrit
dans la sous-section suivante) et l’algorithme de comparaison des réponses.
Un chien de garde permet de repérer les serveurs qui ne répondent pas à la
requête. Les serveurs qui n’ont pas répondu sont considérés comme indisponibles
et une alerte est levée pour chacun d’entre eux.
L’algorithme 1 détaille notre algorithme de comparaison. L’algorithme de
comparaison est appliqué à l’ensemble des réponses reçues. Sont d’abord com-
parés le code de statut, ensuite les diﬀérents en-têtes choisis, puis le corps de
la réponse. Lorsqu’aucune majorité parmi les réponses ne peut être trouvée, la
comparaison est stoppée, l’IDS lève une alerte et une réponse d’erreur standard
est envoyée au client. Si une majorité est trouvée, l’IDS indique au proxy la ré-
ponse à envoyer, qui est une réponse de la majorité. L’IDS lève une alerte pour
chaque serveur ne faisant pas partie de la majorité. La comparaison des corps
de réponse ne se fait que dans le cas où la réponse est de type 200, c’est-à-dire
que la requête a été traitée avec succès par le serveur ; les autres types de ré-
ponses étant générés dynamiquement par les serveurs, la comparaison des corps
de réponse causerait de nombreux faux positifs. S’il est possible de déﬁnir pour
tous les serveurs les réponses envoyées en cas d’erreur, il est également possible
de comparer le corps des réponses correspondant à des messages d’erreur des
serveurs web.
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Algorithm 1: Algorithme de détection par comparaison des réponses des
serveurs web
Data: n le nombre de serveurs web et R = {Ri|1 ≤ i ≤ n} l’ensemble de réponses des
serveurs web pour une requête donnée Req, D l’ensemble des différences de
conception connues pour les serveurs web de l’architecture, headers le tableau
tel que headers[0] = ’Content-Length’, headers[1] = ’Content-Type’,
headers[2] = ’Last-Modified’, headers[3] = ’Location’
if (Req, R) ∈ D then
/* traiter les différences de conception qui ne sont pas dues à des vulnérabilités */
modifier R pour masquer les différences
Partitionner R en Ci, ∀(Rl, Rk) ∈ C
2
i
, Rl.statusCode = Rk.statusCode
1 ≤ i ≤ m ≤ n ∀(i, j) ∈ [1, m]2, i 6= j, Ci ∩ Cj = ∅, m le nombre de partitions
if ∀i Card(Ci) < n/2 then
Lever une alerte /* Pas de majorité dans l’ensemble des réponses */
Sortir
else
/* Une majorité existe dans l’ensemble des réponses */
Trouver p tel que Card(Cp) ≥ n/2
if Cp.statusCode 6= 2XX then
/* Une majorité des serveurs web a renvoyée la même erreur : ce n’est pas la
peine de comparer les autres en-têtes */
for k = 1 to n do
if Rk /∈ Cp then Lever une alerte pour le serveur k
Sortir
else
/* Une majorité de serveurs a traité correctement la requête */
for i = 0 to 3 do
/* Comparer tous les en-têtes */
T ←− Cp /* Affectation de l’ensemble contenant la majorité à T */
Vider tous les Cj /* On efface toutes les partitions avant de créer les
nouvelles */
Partitioner T en Cj , ∀(Rl, Rk) ∈ C
2
j
, Rl.headers[i] = Rk.headers[i]
1 ≤ j ≤ m ≤ Card(T ) ∀(j, k) ∈ [1, m]2, j 6= k, Cj ∩ Ck = ∅, m le nombre de partitions
if ∀j Card(Cj) < n/2 then
Lever une alerte /* Pas de majorité dans l’ensemble des réponses */
Sortir
else
/* Une majorité a été trouvée */
Trouver p tel que Card(Cp) ≥ n/2
/* Comparer les corps des réponses */
T ←− Cp
Vider tous les Ci
Partition T in Cj , ∀(Rl, Rk) ∈ C
2
j
, Rl.body = Rk.body
1 ≤ j ≤ m ≤ Card(T ) ∀(i, j) ∈ [1, m]2, i 6= j, Ci ∩ Cj = ∅, m le nombre de partitions
if ∀j Card(Cj) < n/2 then
Lever une alerte /* Pas de majorité dans l’ensemble des réponses */
Sortir
else
/* Une majorité a été trouvée */
Trouver p tel que Card(Cp) ≥ n/2
for k = 1 to n do
if Rk /∈ Cp then
/* La réponse k est différente de la majorité */
Lever une alerte pour le serveur k
Sortir
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3.2.3 Mécanismes de masquage
Le masquage des diﬀérences de spéciﬁcation est réalisé à deux niveaux : au
niveau du proxy par réécriture des requêtes et au niveau de l’IDS par modiﬁ-
cation des réponses. Comme expliqué en 2.1.4, ces mécanismes sont nécessaires
pour limiter le nombre de faux positifs que pourrait générer l’algorithme de
comparaison.
Normalisation des requêtes Le proxy est chargé de réécrire certaines re-
quêtes pour les normaliser. Dans notre implémentation, nous n’avons pas choisi
d’envoyer des requêtes éventuellement diﬀérentes à chaque COTS : tous les
COTS reçoivent la même requête. Nous allons présenter trois règles de norma-
lisation des requêtes mises en place dans notre prototype.
Sous Unix, la casse est prise en considération au niveau du système de ﬁ-
chiers, ce qui n’est pas le cas sous Windows. Une requête HTTP simple de-
mandant l’envoi d’un document HTML peut aboutir à une erreur de type 404
(document non trouvé) si la casse ne correspond pas exactement à celle du ﬁchier
sous Unix, alors que sous Windows, le ﬁchier serait trouvé et envoyé au client.
Cette diﬀérence de comportement est due à une diﬀérence de spéciﬁcation au ni-
veau des systèmes d’exploitation utilisés. Le proxy est en charge de modiﬁer les
requêtes pour mettre en minuscule l’URL demandée ce qui permet de masquer
ces diﬀérences, les noms de tous les ﬁchiers accessibles sur nos serveurs étant en
minuscule. Ceci pose une contrainte sur les ﬁchiers accessibles par le serveur :
si le serveur est statique, cette contrainte n’est pas très forte. Cela peut poser
une contrainte sur les développeurs d’application web par contre.
Le serveur Apache gère correctement les requêtes contenant des ancres HTML
(anchors) contrairement à d’autres serveurs. Ces ancres sont utilisées pour des
liens internes à une page HTML. L’URL est alors suivi du caractère # et du
nom de l’ancre. Les serveurs Abyss et thttpd, par exemple, ne gèrent pas ce
type d’URL et renvoient une erreur 404 pour indiquer qu’ils n’ont pas trouvé le
ﬁchier correspondant à l’URL. Nous avons décidé de normaliser les requêtes en
enlevant l’ancre de l’URL. Ainsi tous les serveurs sont capables de répondre au
client de manière correcte. La petite diﬀérence du point de vue du navigateur
est qu’il n’est pas redirigé sur l’ancre que l’utilisateur avait demandé.
Tous les serveurs ne gèrent pas l’en-tête Range. Cet en-tête permet au client
de ne demander qu’une partie par de l’entité pointée par l’URL. Ceci permet,
par exemple, de reprendre le téléchargement interrompu d’un ﬁchier de taille
importante sans avoir à télécharger de nouveau les données déjà téléchargées.
Apache gère correctement cet en-tête ce qui n’est pas le cas de thttpd. En eﬀet,
thttpd envoie l’intégralité de l’entité. Nous avons décidé d’enlever cet en-tête de
la requête. Le client reçoit alors l’intégralité de l’entité pointée par l’URL, ce
qui ne correspond pas exactement à sa demande.
Modification des réponses Toutes les diﬀérences de spéciﬁcation ne peuvent
être masquées par la normalisation des requêtes. Au niveau de l’IDS, certaines
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<request id="0">





















Fig. 3.6 – Exemple d’une règle de masquage au niveau de l’IDS
réponses des serveurs sont modiﬁées avant l’exécution de l’algorithme de com-
paraison dans le but de masquer les diﬀérences de spéciﬁcation qui n’ont pas été
masquées par la normalisation des requêtes. La ﬁgure 3.6 présente un exemple
de règle de masquage au niveau de l’IDS. Cette règle est exprimée en XML. Par
rapport à la déﬁnition formelle d’une règle donnée en 2.1.4, les balises regexpURI
et regexpMethod déﬁnissent par expression régulière l’ensemble d’entrées E. Les
balises server déﬁnissent l’ensemble des réponses des serveurs Si, c’est-à-dire
les sorties attendues, produites par les diﬀérents serveurs confrontés à une entrée
de E. Les autres balises : compareContent, response, warn, alert déﬁnissent
l’ensemble d’actions A que doit eﬀectuer l’IDS.
Une diﬀérence bénigne entre les codes de statut des réponses ne doit pas
lever d’alertes. Ainsi, une requête HTTP de type GET dans laquelle l’URL
pointe sur un répertoire du serveur mais ne se termine pas par un ’/’ entraîne
des réponses diﬀérentes des serveurs utilisés dans les tests : certains serveurs
renvoient un code 301, d’autres un code 302. Cette diﬀérence correspond bien
à une diﬀérence de spéciﬁcation et non à une intrusion. La Figure 3.6 donne la
représentation en XML de la règle de masquage correspondant au cas explicité
ci-dessus. Cette règle décrit la diﬀérence : si l’URL de la requête ne se termine
pas par un ’/’ quelle que soit la méthode de la requête HTTP et si les serveurs
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IIS et thttpd envoient une réponse HTTP dont le code de statut est 302 et
l’en-tête « Content-Type » est text/html et le serveur Apache une réponse dont
le code de statut est 301 et l’en-tête « Content-Type » est également text/html
alors l’IDS transforme les réponses pour les rendre identiques à celle du serveur
IIS, ne compare pas le corps de la réponse HTTP et ne lève pas d’alertes ni
d’avertissements.
D’autres règles ont été écrites pour masquer des diﬀérences dans les en-têtes
Content-Type quand les valeurs de celui-ci ne peuvent pas être spéciﬁés dans la
conﬁguration du serveur : ils sont inclus dans le code source du serveur thttpd ;
il n’est donc pas possible de les modiﬁer sans devoir recompiler le code du ser-
veur et il semble plus naturel de les masquer au niveau de l’IDS. D’autres règles
masquent des diﬀérences dans les codes de retour : par exemple, dans le cas où
l’URL dépasse une certaine taille, le serveur IIS renvoie un code d’erreur 415
pour signaler que l’URL est trop longue alors que la plupart des autres serveurs,
de manière générale, ne trouvent pas l’entité pointée par l’URL car elle n’existe
pas et renvoie une erreur 404.
La combinaison de notre algorithme de comparaison et du masquage de dif-
férences de spéciﬁcation permet d’obtenir des bons résultats en termes de détec-
tion que nous détaillons dans le chapitre suivant. Dans la suite, nous détaillons
l’implémentation de notre approche de type boîte grise.
3.3 Approche boîte grise : description de l’im-
plémentation
Nous décrivons dans cette section l’implémentation pour serveurs web de
notre approche de type boîte grise. Nous présentons d’abord l’architecture de
l’IDS. Pour obtenir les ﬂux d’informations au niveau du système d’exploitation,
nous récupérons les appels système. Nous décrivons donc ensuite la modélisation
de ces appels système en termes de ﬂux d’informations, puis comment nous
construisons les graphes de ﬂux d’informations. Nous discutons ﬁnalement les
choix possibles pour les fonctions f et g utilisées dans le calcul de la similarité
entre les graphes dans le cas des serveurs web.
3.3.1 Architecture
L’architecture détaillée de notre approche boîte grise est présentée sur la
ﬁgure 3.7. Elle est composée de plusieurs éléments : un proxy HTTP, l’IDS fondé
sur la similarité entre graphes de ﬂux d’informations et, sur chaque serveur, un
moniteur d’appels système, un générateur de graphes et un wrapper.
Le proxy HTTP a le rôle classique utilisé dans ce type d’architectures :
il reçoit les requêtes provenant des clients et les transfère à tous les serveurs.
Nous avons utilisé le même proxy que dans notre approche boîte noire. Celui-
ci normalise certaines requêtes pour masquer des diﬀérences de spéciﬁcation
comme expliqué précédemment. Il attend ensuite leurs réponses. Idéalement, le































Fig. 3.7 – Architecture de l’IDS par comparaison des graphes de ﬂux d’infor-
mations
proxy attend la décision de l’IDS pour envoyer la réponse au client ; cependant,
le temps de calcul de la similarité entre les graphes de ﬂux d’informations est
important. Il est préférable soit d’utiliser nos deux approches en conjonction,
le proxy attend alors la décision de l’IDS boîte noire ; soit de renvoyer une des
réponses reçues sans attendre la décision de l’IDS.
L’IDS reçoit les graphes de ﬂux d’informations des diﬀérents wrappers, cal-
cule les similarités entre ces graphes et lève une alerte dans les cas explicités
dans la section 2.3.4.
Le rôle du moniteur d’appels système est d’enregistrer les appels système
eﬀectués par le serveur web et de les envoyer au générateur de graphes. Ces mo-
niteurs d’appels système sont des programmes utilisateurs sur chacun des sys-
tèmes que nous avons utilisés : strace sous Linux, ktrace sous MacOS-X (ktrace
fonctionne également sous FreeBSD, NetBSD et OpenBSD) et detours sous
Windows. Ces trois programmes sont des processus utilisateurs ; des moniteurs
d’appels système au niveau noyau seraient plus performants car ils généreraient
moins de changements de contexte. Ils seraient cependant bien plus complexes
à développer et maintenir.
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Le générateur de graphes construit les graphes de ﬂux d’informations à partir
des appels système et les renvoie sur demande du wrapper. Nous détaillons son
fonctionnement en 3.3.3.
Un problème reste à régler pour la construction des graphes de ﬂux d’in-
formations : comment associer les appels système à une requête donnée. Si la
conception interne des serveurs COTS le permet, il est possible de faire l’asso-
ciation entre la requête et le processus qui traite cette requête. C’est le cas par
exemple pour les serveurs Apache 1.3 et Abyss : un processus/thread ne traite
qu’une seule requête à la fois. Il suﬃt alors d’ajouter, au niveau du proxy, un
en-tête dans la requête contenant un identiﬁant unique qu’il sera possible de
récupérer dans les logs d’appels système et ainsi faire l’association entre le pro-
cessus et la requête. Ceci n’est pas toujours possible : le serveur thttpd n’utilise
qu’un seul processus pour traiter toutes les requêtes : il n’est pas possible de
réaliser l’association entre les appels système et une requête donnée par l’inter-
médiaire du processus exécutant ces appels système.
Deux possibilités sont envisageables pour régler le problème de l’association
appels système/requêtes : n’utiliser que des serveurs où il est possible de faire
cette association ou alors mettre en série les requêtes.
La première solution limiterait la diversité disponible et nécessiterait de véri-
ﬁer pour chaque serveur COTS envisagé dans l’architecture si cette association
est possible. C’est la solution choisie par Gao, Reiter et Song [GRS06b] : ils
n’utilisent que deux COTS : un Apache sous Windows et un Apache sous Li-
nux.
Comme il est déjà nécessaire de mettre en série les requêtes qui sont dé-
pendantes, nous avons choisi la seconde solution. Les serveurs ne traitent alors
qu’une seule requête à la fois. Le rôle du wrapper est de lier une requête parti-
culière avec les temps de début et de ﬁn de cette requête. Il reçoit une requête
HTTP du proxy, stocke le temps de début de cette requête et la transfère au
serveur. Il renvoie la réponse du serveur et, à la ﬁn de cette réponse, stocke le
temps de ﬁn. Il demande ensuite le graphe de ﬂux d’information correspondant
au temps de début et de ﬁn de la requête au générateur de graphes et envoie ce
graphe à l’IDS. Il est ainsi possible d’obtenir la séquence d’appels système cor-
respondant à une requête ; nous explicitons dans la suite comment il est possible
d’obtenir les ﬂux d’informations à partir de cette séquence d’appels système.
3.3.2 Modélisation des appels système
Pour obtenir les ﬂux d’informations au niveau du système d’exploitation, le
plus simple est de considérer les appels système eﬀectués par un ou des proces-
sus car ces appels système sont l’interface entre les processus utilisateurs et le
noyau du système d’exploitation. Il est éventuellement possible de les obtenir
en observant chaque instruction assembleur exécutée par le processus mais les
instructions assembleur réalisent des actions très limitées et éloignées séman-
tiquement des ﬂux d’informations au niveau du système d’exploitation. Cette
solution est donc beaucoup plus diﬃcile à mettre en place. De plus, elle est
beaucoup plus coûteuse en terme de performances.
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Appels système Modélisation en ﬂux d’informations
read(fd,. . .) ; (FILE|PIPE|SOCKET) -> PROCESS
readv(fd,. . .) ; (FILE|PIPE|SOCKET) -> PROCESS
pread64(fd,. . .) ; FILE -> PROCESS
recv(fd,. . .) ; SOCKET -> PROCESS
recvfrom(fd,. . .) ; SOCKET -> PROCESS
recvmsg(fd,. . .) ; SOCKET -> PROCESS
write(fd,. . .) ; PROCESS -> (FILE|PIPE|SOCKET)
writev(fd,. . .) ; PROCESS -> (FILE|PIPE|SOCKET)
pwrite64(fd,. . .) ; PROCESS -> FILE
send(fd,. . .) ; PROCESS -> SOCKET
sendto(fd,. . .) ; PROCESS -> SOCKET
sendmsg(fd,. . .) ; PROCESS -> SOCKET
sendﬁle(fd1,fd2,. . .) ; FILE2 -> PROCESS & PROCESS ->
FILE1
sendﬁle64(fd1,fd2,. . .) ; FILE2 -> PROCESS & PROCESS ->
FILE1
mmap(„PROT_READ„fd,) FILE -> PROCESS
mmap(„PROT_WRITE„fd,) PROCESS -> FILE
mmap(„PROT_READ|
PROT_WRITE„fd,)
PROCESS -> FILE & FILE -> PRO-
CESS
mmap2(„PROT_READ„fd,) FILE -> PROCESS
mmap2(„PROT_WRITE„fd,) PROCESS -> FILE
mmap2(„PROT_READ|
PROT_WRITE„fd,)
PROCESS -> FILE & FILE -> PRO-
CESS
mprotect(„PROT_READ„,) FILE -> PROCESS
mprotect(„PROT_WRITE„,) PROCESS -> FILE
mprotect(„PROT_READ|
PROT_WRITE„,)
PROCESS -> FILE & FILE -> PRO-
CESS
fork() PROCESS -> CHILD_PROCESS
vfork() PROCESS -> CHILD_PROCESS
clone() PROCESS -> CHILD_PROCESS &
CHILD_PROCESS -> PROCESS
Tab. 3.1 – Modélisation des appels système Linux en termes de ﬂux d’informa-
tions
Nous avons instrumenté environ 20 appels système sur chaque OS utilisé.
Tous les appels système générant des ﬂux d’informations, excepté trois que
nous présentons dans la suite, correspondent au modèle des ﬂux d’informations
présenté dans la sous-section 2.3.1. Par exemple, un processus exécutant un
appel système read est l’objet actif de l’opération de lecture du modèle ; le
ﬁchier, la socket ou le pipe lu est l’objet passif. Cet appel système correspond
à une opération de lecture du modèle et crée donc un ﬂux d’informations de
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Appels système Modélisation en ﬂux d’informations
read(fd,. . .) ; (FILE|PIPE|SOCKET) -> PROCESS
readv(fd,. . .) ; (FILE|PIPE|SOCKET) -> PROCESS
aio_read(. . .) ; (FILE|PIPE|SOCKET) -> PROCESS
pread(fd,. . .) ; FILE -> PROCESS
recvfrom(fd,. . .) ; SOCKET -> PROCESS
recvmsg(fd,. . .) ; SOCKET -> PROCESS
write(fd,. . .) ; PROCESS -> (FILE|PIPE|SOCKET)
writev(fd,. . .) ; PROCESS -> (FILE|PIPE|SOCKET)
aio_write(. . .) ; PROCESS -> (FILE|PIPE|SOCKET)
pwrite(fd,. . .) ; PROCESS -> FILE
sendto(fd,. . .) ; PROCESS -> SOCKET
sendmsg(fd,. . .) ; PROCESS -> SOCKET
mmap(„PROT_READ„fd,) FILE -> PROCESS
mmap(„PROT_WRITE„fd,) PROCESS -> FILE
mmap(„PROT_READ|
PROT_WRITE„fd,)
PROCESS -> FILE & FILE -> PRO-
CESS
mprotect(„PROT_READ„,) FILE -> PROCESS
mprotect(„PROT_WRITE„,) PROCESS -> FILE
mprotect(„PROT_READ|
PROT_WRITE„,)
PROCESS -> FILE & FILE -> PRO-
CESS
fork() PROCESS -> PROCESS_FILS
vfork() PROCESS -> PROCESS_FILS
Tab. 3.2 – Modélisation des appels système MacOS-X en termes de ﬂux d’in-
formations
l’objet passif vers l’objet actif, étiqueté par les données lues, la date d’exécution
et le type du ﬂux d’informations, qui est la seule étiquette utilisée dans le calcul
de la similarité entre les graphes. Les tableaux 3.1, 3.2 et 3.3 référencent les
appels système créant des ﬂux d’informations et leur modélisation en termes
de ﬂux d’informations sous Linux, MacOS-X et Windows. Dans ces tableaux,
fd correspond au descripteur de ﬁchier (file descriptor) du ﬁchier, de la socket
ou du pipe ; dans le cas de sendﬁle, fd1 correspond à FILE1 et fd2 à FILE2 ;
PROCESS est le processus eﬀectuant l’appel système ; CHILD_PROCESS est
le processus ﬁls créé par le processus appelant.
Les appels système qui créent un autre thread tel que clone (sur Linux) per-
mettent aux processus père et ﬁls de communiquer ensemble par l’intermédiaire
de la mémoire. Il est possible de surveiller tous les ﬂux de communication entre
ces threads mais cela nécessite de vériﬁer tous les accès mémoire des processus
père et ﬁls, ce qui a un impact important sur les performances. Nous avons
donc décidé de modéliser l’appel système clone par deux ﬂux d’informations :
un du père vers le ﬁls et un du ﬁls vers le père. Ces ﬂux d’informations ont des
étiquettes ’donnée’ vides.
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Appels système Modélisation en ﬂux d’informations
ReadFile(fd,. . .) ; FILE -> PROCESS
ReadFileEx(fd,. . .) ; FILE -> PROCESS
MapViewOfFile(fd,. . .) ; FILE -> PROCESS
MapViewOfFileEx(fd,. . .) ; FILE -> PROCESS
recv(fd,. . .) ; (SOCKET|PIPE) -> PROCESS
recvfrom(fd,. . .) ; (SOCKET|PIPE) -> PROCESS
WSARecv(fd,. . .) ; (SOCKET|PIPE) -> PROCESS
WSARecvFrom(fd,. . .) ; (SOCKET|PIPE) -> PROCESS
WriteFile(fd,. . .) ; PROCESS -> FILE
WriteFileEx(fd,. . .) ; PROCESS -> FILE
send(fd,. . .) ; PROCESS -> (SOCKET|PIPE)
sendto(fd,. . .) ; PROCESS -> (SOCKET|PIPE)
WSASend(fd,. . .) ; PROCESS -> (SOCKET|PIPE)
WSASendTo(fd,. . .) ; PROCESS -> (SOCKET|PIPE)
CreateProcess(. . .) PROCESS -> PROCESS_FILS
Tab. 3.3 – Modélisation des appels système Windows en termes de ﬂux d’infor-
mations
Les appels système créant un nouveau processus tels que fork sur Linux
correspondent à une opération execute du modèle. Pour la même raison que
précédemment, le ﬂux d’informations créé par cet appel système a une étiquette
’donnée’ vide.
Les appels système tels que mmap peuvent également être la source de ﬂux
d’informations qui ne peuvent être modélisés sans observer les accès mémoire
des processus. L’appel système mmap permet à un processus de projeter en
mémoire un ﬁchier. Lire ou écrire dans le ﬁchier se fait tout simplement par des
lectures ou des écritures en mémoire. Suivant les argument de mmap, nous avons
décidé de créer des ﬂux d’informations entre le processus qui exécute cet appel
système et le ﬁchier considéré. Si la projection est en lecture seule (resp. écriture
seule), un ﬂux d’informations du ﬁchier (resp. du processus) vers le processus
(resp. le ﬁchier) est créé. Si la projection est en mode lecture-écriture, deux
ﬂux d’informations sont créés du processus vers le ﬁchier et du ﬁchier vers le
processus. Ces ﬂux d’informations ont également des étiquettes ’donnée’ vides.
Notre prototype ne prend pas en compte certains mécanismes d’IPC tels que
les messages et les mémoires partagées et les signaux. Les mécanismes d’IPC
peuvent être modélisés par des objets passifs. Les signaux créent des ﬂux d’in-
formations entre le processus qui envoie le signal et celui qui le reçoit. Il est donc
possible de les modéliser par un ﬂux d’informations avec une étiquette ’donnée’
qui contient le numéro du signal envoyé.
La granularité oﬀerte par les appels système n’est pas suﬃsante si l’on veut
obtenir précisément les ﬂux d’informations entre les diﬀérents objets du système
d’exploitation : la communication entre threads par accès direct à la mémoire,
ainsi que les accès à un ﬁchier projeté en mémoire, ne sont pas entièrement
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réalisés à travers des appels système. Pour suivre ces ﬂux d’informations, il est
nécessaire de surveiller les accès mémoire des processus à des adresses particu-
lières, qui correspondent aux données partagées entre les threads ou à l’adresse
où est projeté le ﬁchier en mémoire par exemple. Techniquement, il n’est pas
évident de faire ceci de manière performante.
À partir cette modélisation, il est possible de construire les graphes de ﬂux
d’informations correspondant aux requêtes.
3.3.3 Construction des graphes de flux d’informations
Nous détaillons ici quelques propriétés de la construction de graphes de ﬂux
d’informations à partir des appels système.
La construction des graphes nécessite d’instrumenter eﬀectivement d’autres
appels système que ceux générant des ﬂux d’informations présentés dans la sous-
section précédente. Il est également nécessaire d’instrumenter tous les appels
système créant des objets passifs tels que open, socket, accept, pipe sous MacOS-
X par exemple, les appels système modiﬁant certaines informations comme dup,
dup2 ou fcntl qui modiﬁent un descripteur de ﬁchier associé à un ﬁchier, une
socket ou un pipe par exemple, ou encore execve qui modiﬁe un objet processus.
Les appels système close, shutdown ou exit doivent également être instrumentés
car ils modiﬁent certains éléments permettant de suivre les ﬂux d’informations
du système.
Pour masquer certaines diﬀérences de conception entre les COTS au niveau
des ﬂux d’informations, il est nécessaire de regrouper toutes les écritures d’un
même processus vers un même objet passif, ainsi que toutes les lectures d’un
même objet passif par un processus. En eﬀet, que le processus lise le contenu
d’un ﬁchier octet par octet ou kilo-octet par kilo-octet, en termes de ﬂux d’infor-
mations, cela n’a pas d’importance. Tous ces ﬂux d’informations sont regroupés
ensemble et les données lues sont concaténées dans l’étiquette du ﬂux d’infor-
mations résultant.
Dans le même but que celui du regroupement des diﬀérentes lectures ou
écritures, lors de la construction du graphe, nous essayons de ﬁltrer les pipes
lorsque cela est possible : nous remplaçons l’écriture de données dans un pipe
puis la lecture par un autre processus des mêmes données par un ﬂux d’infor-
mations unique entre les deux processus avec une étiquette ’donnée’ contenant
les données transférées entre les deux processus. S’il n’y a pas de données en
attente dans le pipe (toutes les données écrites ont été lues), l’objet pipe est
éliminé du graphe.
3.3.4 Similarité entre les graphes de flux
Nous détaillons une optimisation supplémentaire introduite dans le calcul de
la similarité et les choix des fonctions f et g que nous avons pris dans le cadre
des serveurs web.
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Optimisations du calcul En plus de l’interdiction de certains mappings
présentée en 2.3.3.2, dans le cadre des serveurs, nous avons décidé d’interdire
d’autres mappings. Ceci permet d’éviter des associations qui n’ont pas de sens
et permet également d’optimiser le calcul. Du point de vue du serveur web, le
système de ﬁchiers peut être partitionné en deux : l’espace du serveur web et
le reste. L’espace du serveur web contient les ﬁchiers qui sont accessibles par
l’intermédiaire du serveur web et le reste, les ﬁchiers qui ne le sont pas. Les
ﬁchiers qui sont à l’intérieur de l’espace web ne peuvent être associés dans un
mapping unitaire à des ﬁchiers en dehors de l’espace web. De plus, les ﬁchiers
qui sont à l’intérieur de l’espace web ne peuvent pas être associés à des ﬁchiers
de l’espace web qui ont un nom diﬀérent.
Choix des fonctions f et g Ces fonctions ont un impact important sur le
calcul de la similarité. Il faut les choisir convenablement pour reﬂéter la signiﬁca-
tion des mappings eﬀectués lors du calcul de la similarité. Dans notre prototype,
nous avons testé deux fonctions diﬀérentes pour f et une pour g. D’abord, nous
avons choisi pour f et g le cardinal des ensembles considérés. Ensuite, nous
avons modiﬁé f sans changer g. En utilisant les mêmes notations que dans la
sous-section 2.3.3, on considère S ∈ V1 ∪ V2 ∪E1 ∪E2 et (v, v′, l) ∈ rE1 ∪ rE2 . f
est déﬁni par :
f(∅) = 0
f(S ∪ {v, l}) = f(S) + 1
f(S ∪ {(v, v′, l}) = f(S) + 1 si l 6= PROCESS_TO_FILE
f(S ∪ {(v, v′, l}) = f(S) + 3 si l = PROCESS_TO_FILE
Avec cette fonction f , si un ﬂux d’informations de type PROCESS_TO_FILE
n’est pas associé dans le mapping m, cela va entraîner une baisse plus impor-
tante de la similarité entre les deux graphes considérés. Cette fonction permet
de mettre l’accent sur la détection des attaques contre l’intégrité du serveur.
3.4 Combinaison des deux approches
Il est possible de combiner les deux approches comme proposé en 2.4. Pour
la corrélation entre les deux IDS, nous avons utilisé la même logique que celle
décrite dans la section susnommée, c’est-à-dire qu’une alerte est levée si un des
IDS lèvent une alerte. Au niveau de l’architecture, étant donné le temps de
calcul des similarités, nous avons choisi de placer l’IDS de type boîte noire sur
le chemin de traitement de la requête, c’est-à-dire que le proxy attend la réponse
de l’IDS de type boîte noire pour renvoyer la réponse au client. L’IDS de type
boîte grise n’est pas, quant à lui, placé sur le chemin de la requête, c’est-à-dire
que le proxy n’attend pas sa décision pour envoyer une réponse au client.
Nous avons également mis en place une collaboration entre nos deux IDS.
Quand les deux IDS sont utilisés conjointement, l’IDS de type boîte grise utilise
la décision de l’IDS de type boîte noire dans son calcul de mapping. L’IDS de
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type boîte noire compare, en eﬀet, les réponses des serveurs, ce qui correspond
dans la modélisation par ﬂux d’information au niveau du système d’exploita-
tion aux ﬂux en écriture sur la socket qui correspond au client. Nous utilisons
la décision de l’IDS de type boîte noire pour déterminer si ces ﬂux sortant sont
considérés comme associés ou non. Cette implémentation permet de raﬃner le
calcul de similarité en prenant en compte les données d’un seul ﬂux : celui d’écri-
ture sur la socket du côté client. Si on veut prendre en compte cette modiﬁcation
dans le modèle, on considère que l’IDS de type boîte grise change l’étiquette de
ce ﬂux d’écriture en fonction du résultat de l’IDS de type boîte noire. Dans le cas
où N = 3, si les réponses des serveurs S1 et S2 sont considérées équivalentes par
l’IDS de type boîte noire et sont diﬀérentes de la réponse du serveur S3, alors
les étiquettes des ﬂux d’écriture sur la socket qui correspond au client dans les
graphes de S1 et S2 sont modiﬁées en PROCESS_TO_SOCKET_12 et celle
dans le graphe de S3 est modiﬁée en PROCESS_TO_SOCKET_3. Ceci fait
que l’on peut considérer que les ﬂux de S1 et S2 sont associés ensemble contrai-
rement aux mappings entre S1 et S3 et entre S2 et S3.
Nous avons présenté dans ces sections comment était appliqué au cas des
serveurs web le modèle général décrit dans le chapitre précédent pour les deux
approches proposées. Ces deux approches permettent de détecter les intrusions
aﬀectant le serveur web car celui-ci est diversiﬁé. Elles ne permettent pas de
détecter toutes les intrusions aﬀectant éventuellement l’application web fonc-
tionnant au-dessus du serveur web. Nous proposons dans la section suivante
une méthode permettant d’augmenter le taux de couverture de notre approche.
3.5 Diversification automatique des scripts web :
randomisation des éléments du langage
Nous présentons dans cette section une solution pour augmenter le taux de
couverture de nos approches dans le cadre des serveurs web. Nous explicitons,
d’abord, les problèmes liés à la diversiﬁcation d’applications web dans les ap-
proches de détection d’intrusions par diversiﬁcation de COTS. Ensuite, nous
détaillons la solution que nous proposons. Nous n’avons pas d’implémentation
automatique de cette méthode.
3.5.1 Diversification des applications web
Si les applications web fonctionnant au-dessus des serveurs web ne sont pas
diversiﬁés, l’hypothèse d’indépendance d’exploitation des vulnérabilités n’est
plus assurée. Il est alors possible de ne pas détecter certaines intrusions af-
fectant l’application web elle-même. Les intrusions qui sont indépendantes du
sous-système (serveur web, système d’exploitation, matériel) sur lequel fonc-
tionne l’application ne pourront pas être détectées. Les intrusions qui dépendent
de ces paramètres peuvent être détectées grâce à la diversiﬁcation des sous-
systèmes. Par exemple, une injection de code binaire, par l’intermédiaire d’un
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buffer overflow dans un script CGI écrit en C ou C++, n’est pas indépendante
du processeur et éventuellement du système d’exploitation (en cas, d’appels sys-
tème notamment). Cette injection de code pourra donc être détectée. Par contre,
il ne sera pas possible de détecter une injection de code PHP par l’intermédiaire
d’une vulnérabilité de type include si le code injecté n’est pas spéciﬁque au ser-
veur web ou au système d’exploitation. Ce problème touche toutes les approches
présentées dans la section 1.3.
Il semble donc nécessaire de diversiﬁer les applications si l’on veut augmenter
le taux de couverture. Les méthodes de diversiﬁcation par programmation de
versions ou par l’utilisation de COTS posent cependant des problèmes dans le
cadre des applications web.
3.5.1.1 Problématique
Pour augmenter la couverture de détection de l’approche par diversiﬁcation
de COTS, il serait nécessaire de diversiﬁer également les applications web. Il
faut distinguer deux cas : soit l’application web est elle-même un COTS, soit
c’est une application web développée pour un besoin interne spéciﬁque.
Dans le premier cas, de nombreux COTS existent pour remplir diﬀérentes
fonctions : serveurs d’applications en java (Tomcat, Websphere, Jonas, etc.) ou
un forum (phpbb, vBulletin, Phorum, etc.). La diversiﬁcation de COTS n’est
cependant pas vraiment possible à ce niveau, les spéciﬁcations des produits étant
complètement diﬀérentes : une requête HTTP permettant l’envoi d’un message
sur un forum phpbb n’a pas du tout le même format que celui d’une requête
pour un forum vBulletin. On pourrait penser à développer un proxy permettant
de convertir les requêtes pour un COTS donné en requêtes pour les autres mais
cela semble être un travail important, très spéciﬁque et voire dans certains cas,
impossible.
Dans le second cas, il est alors nécessaire de développer plusieurs fois l’appli-
cation de manière diﬀérente : c’est de la programmation N-versions. Cependant
si l’on ne souhaite pas modiﬁer nos algorithmes de comparaison, il faut spé-
ciﬁer exactement les sorties réseau de l’application et les ﬂux d’informations
au niveau du système d’exploitation, en plus de la spéciﬁcation fonctionnelle
qui se doit d’être précise au niveau de l’interface. Cette méthode présente trois
défauts : la nécessité de développer plusieurs fois la même application, ce qui
engendre un coût important, la déﬁnition précise de l’interface (méthode HTTP
pour l’envoi des formulaires GET ou POST, ordre et nombre des paramètres,
par exemple ; ces choix étant laissés à l’appréciation du développeur générale-
ment) et la déﬁnition des spéciﬁcations non-fonctionnelles. Le troisième défaut
est spéciﬁque au choix des algorithmes de comparaison. Toutes les approches
par diversiﬁcation de COTS ne sont pas forcément aﬀectées : l’approche suivie
dans HACQIT [RJCM03] ou celle de Gao, Reiter et Song [GRS06a] évitent cet
écueil. En eﬀet, dans HACQIT, seuls les codes de statut des réponses HTTP
sont comparés. La comparaison des comportements dans les travaux de Gao,
Reiter et Song repose sur un apprentissage préalable des correspondances.
Il nous semble diﬃcile de diversiﬁer soit par l’intermédiaire de COTS, soit
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par programmation d’autres versions. Les COTS posent un réel problème au
niveau de l’interface. La programmation de versions a un coût important et
nécessite de déﬁnir une spéciﬁcation précise de l’interface qui est généralement
laissée à l’appréciation du développeur web. Notre solution partielle repose sur
la diversiﬁcation automatique.
3.5.1.2 Diversification automatique
La solution que nous proposons est d’utiliser des techniques de diversiﬁ-
cation automatique comme celles présentées par Kc, Keromytis et Prevela-
kis [KKP03]. Les méthodes présentées dans le cadre du projet DieHard [BZ07],
N-variant [NTEK+08] ou par Babak Salamat [SGF08] peuvent être utilisées
par les applications web codées en C ou C++. Elles permettent, en eﬀet, de
détecter des attaques bas-niveau (injection de code binaire). Nous proposons
une méthode permettant de détecter des injections de code de plus haut niveau
dans les langages de script qui sont utilisés couramment dans le développement
d’applications web : perl, php, python ou ruby, par exemple. Ces langages sont
énormément utilisés dans les applications web de nos jours, bien plus que le C
ou le C++.
Notre méthode repose sur les travaux de Kc, Keromytis et Prevelakis [KKP03] :
ils proposent de modiﬁer l’interpréteur des langages de haut-niveau grâce à une
graine aléatoire. L’interpréteur, ainsi modiﬁé, comprend un autre langage que le
langage de base. La ﬁgure 3.8 explicite leur méthode sur un exemple simple de
scripts perl. Les opérateurs, les appels de fonctions et les mots clés du langage
sont modiﬁés par l’ajout d’un tag. L’interpréteur ne comprend plus le langage de
base mais le langage modiﬁé par l’ajout du tag. Si l’attaquant veut injecter du
code qui sera interprété correctement, il lui faut connaître la graine aléatoire. Il
est toujours possible à l’attaquant de chercher cette graine par attaque de type
brute force ou par des méthodes plus évoluées [SEP05] (bien que la technique
présentée dans cet article ne fonctionne pas pour les langages de haut-niveau).
La probabilité que l’attaquant trouve la graine est faible si l’aléa est suﬃsam-
ment important.
Notre méthode repose sur l’utilisation de cette technique dans le cadre de
notre architecture : l’application web reste la même sur les diﬀérents serveurs
COTS, elle est diversiﬁée sur chaque serveur avec une graine diﬀérente et les
interpréteurs sont modiﬁés pour interpréter le langage modiﬁé. Même si l’atta-
quant connaît toutes les graines utilisées, il ne pourra injecter du code qui sera
interprété par tous les serveurs web. En cas d’injection de code, au maximum un
seul interpréteur va interpréter le code injecté ; les autres vont se terminer par
une erreur. Il est ainsi possible de détecter l’intrusion en comparant les codes
de retour des interpréteurs. Trois cas sont possibles :
– Tous les interpréteurs ont interprété correctement le script : il n’y a pas
eu d’intrusion par injection de code.
– Un interpréteur a correctement interprété le script, les autres ont échoué.
Il y a eu une intrusion eﬀective sur le serveur dont l’interpréteur a réussi.
Une alerte doit être levée ; le serveur compromis doit être reconﬁguré.
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foreach $k (sort keys %$tre)
{
$v = $tre->{$k};
die ’’duplicate key $k\n’’
if defined $list{$k};
push @list, @{ $list{$k} };
}
foreach123456789 $k (sort123456789 keys %$tre)
{
$v =1234567889 $tre->{$k};
die123456789 ’’duplicate key $k\n’’
if123456789 defined123456789 $list{$k};
push123456789 @list, @{ $list{$k} };
}
Fig. 3.8 – Transformation d’une partie d’un programme perl par ajout d’un tag
– Tous les interpréteurs ont échoué dans l’interprétation du script : il y a
eu une tentative d’injection de code. Du code intrusif a cependant pu être
exécuté sur un des serveurs. Une alerte doit être levée et une analyse plus
poussée de l’attaque doit être menée pour déterminer si oui ou non, un
serveur a pu être compromis.
La détection de l’injection n’est pas probabiliste dans notre cas : elle est assu-
rée. Il faut noter que cette méthode permet d’étendre la couverture de détection
aux intrusions qui consistent en l’injection de code haut-niveau. Cependant les
intrusions n’injectant pas de code ne seront pas, de manière générale, détectées.
Le modiﬁcation de l’interpréteur n’est pas un problème en soi. La modiﬁca-
tion des scripts, par contre, peut être une tâche plus ardue car ceux-ci peuvent
générer d’autres types de code : un script php peut, par exemple, générer du
« code » shell ou des requêtes SQL. Si l’on souhaite aussi détecter les injections
de code généré par le script, la tâche est plus diﬃcile. On examine, dans la suite,
le problème du point de vue du langage racine (le premier à s’exécuter et qui
génère possiblement d’autres types de code) et du point de vue des langages
générés.
3.5.2 Randomisation du langage racine
La randomisation des ﬁchiers source est aisée à faire automatiquement d’après
[KKP03]. Il suﬃt de remplacer les opérateurs et mots clés choisis et les appels
de fonction par leur remplaçant qui peuvent par exemple consister à ajouter
un nombre aléatoire ou tout autre symbole ou suite de symboles. Il n’est même
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pas nécessaire que le nombre aléatoire ou la suite de symboles soit de taille im-
portante, étant donné que l’idée est que les langages soient distincts sur chaque
serveur. Ceci est possible de manière automatique en modiﬁant perltidy comme
proposé dans [KKP03]. L’inclusion de code externe par l’intermédiaire de mo-
dules oblige également à modiﬁer le code de tous les modules utilisés dans l’ap-
plication.
Il faut également modiﬁer l’interpréteur pour que celui-ci comprenne le nou-
veau langage choisi. Deux solutions sont possibles : modiﬁer directement l’inter-
préteur ou utiliser un programme qui va « dérandomiser » le programme puis
le passer à l’interpréteur modiﬁé. La première solution a été celle mise en place
dans [KKP03], la seconde dans [BK04] où la technique proposée dans l’article de
Kc, Keromytis et Prevelakis est appliquée au langage SQL. La seconde méthode
est légèrement moins performante mais également moins intrusive puisqu’il n’est
pas nécessaire de modiﬁer l’interpréteur.
Au niveau du langage racine, il n’y a pas de diﬃcultés pour modiﬁer l’inter-
préteur ou les scripts.
3.5.3 Randomisation des langages générés
Il est bien plus diﬃcile de « randomiser » les éléments de langages générés que
ceux du langage racine. En eﬀet, le code généré peut l’être de manière dynamique
et sera généralement stocké dans des chaînes de caractères dans le langage racine.
La ﬁgure 3.9 présente quelques diﬃcultés qu’il est possible de rencontrer dans le
traitement des éléments des langages générés. Cet exemple prend l’exemple d’un
script php générant une requête SQL : les mots clés peuvent être stockés dans des
variables, peuvent être concaténés dynamiquement, les variables peuvent être
utilisées dans des circonstances non reliées à la requête SQL, etc. Cet exemple est
irréaliste mais présente certaines des diﬃcultés pouvant éventuellement survenir.
Plusieurs méthodes peuvent être envisagées pour résoudre ce problème. L’ana-
lyse statique de code et des dépendances entre les variables doit permettre de
résoudre certains cas et identiﬁer les éléments du langage que l’on souhaite « ran-
domiser » parmi les chaînes de caractères utilisées dans le script. De l’analyse
dynamique peut être utilisée dans une phase d’apprentissage mais la modiﬁca-
tion dynamique est à proscrire puisqu’elle rendrait l’approche inopérante en cas
de code intrusif injecté. Une autre méthode est d’imposer au développeur des
contraintes sur son style de programmation soit en permettant au programme
« randomisant » de repérer aisément les éléments des langages générés soit en
développant de manière stricte pour que de l’analyse statique puisse fonctionner.
3.5.4 Limitations
Cette méthode, malgré ses avantages en termes de coût, de facilité de mise
en place dans le cas général, présente quelques limitations.
Il est nécessaire de disposer du code source des scripts de l’application et
des modules utilisés pour pouvoir les modiﬁer. Les langages de script sont gé-







$requete = "SEL" . "ECT * " . $fr . $om . "users " . $where
. "login=" . $login . ";";




Fig. 3.9 – Exemples de diﬃcultés dans la « randomisation » automatique des
langages générés
par exemple, d’avoir des applications en python compilé, le code source n’étant
alors pas disponible.
L’autre limitation de cette approche est qu’elle se limite aux applications
web dans lesquelles le client n’envoie pas de code directement à l’application.
Une application web qui permet à l’utilisateur d’envoyer des requêtes SQL (dans
un but d’apprentissage par exemple) ne peut pas être diversiﬁée au niveau du
langage SQL. Une grande partie des applications web ne nécessite cependant
pas de recevoir du code provenant du client.
3.6 Résumé
Dans ce chapitre, nous avons présenté la manière dont nous avons appliqué
le modèle général de détection d’intrusions au cadre des serveurs web. Nous
avons décrit plus précisément le protocole HTTP qui est un protocole léger et
universel. Ses caractéristiques permettent d’expliquer les quelques diﬃcultés que
doit résoudre notre algorithme de comparaison des réponses réseau. Nous avons
décrit précisément cet algorithme de comparaison et détaillé les mécanismes
de masquage des diﬀérences de spéciﬁcation que nous avons mis en place :
normalisation des requêtes et masquage des diﬀérences de sorties connues.
Nous avons présenté également notre IDS par comparaison des graphes de
ﬂux d’informations. Les ﬂux d’informations sont obtenus grâce à l’interception
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des appels système. Ces appels système ne sont cependant pas suﬃsants pour ob-
tenir tous les ﬂux d’informations. Les autres méthodes pour les obtenir semblent
entraîner une baisse de performance trop importante cependant. Nous avons
détaillé le processus de création des graphes de ﬂux d’informations et exposé
quelques choix concernant le calcul de la similarité entre les graphes. Nous avons
brièvement présenté notre architecture combinant les deux IDS.
Finalement, nous avons exposé le problème posé par l’exécution d’applica-
tions web au-dessus des serveurs web et une solution pour résoudre partielle-
ment ce problème, solution qui permet de détecter les injections de code de
haut-niveau.
Chapitre 4
Tests et résultats de
détection, diagnostic et
performances
« Half the people you know are below average. »
Steven Wright
Ce chapitre décrit les tests que nous avons menés et les résultats que nous
avons obtenus avec les prototypes d’IDS que nous avons développés pour les ser-
veurs web. Nous allons tout d’abord décrire l’environnement de test que nous
avons utilisés et les sources de données. Ensuite, nous présentons les tests et les
résultats obtenus avec notre prototype d’IDS de type boîte noire. Nous faisons
de même pour notre prototype d’IDS de type boîte grise puis étudions les résul-
tats de leur combinaison. Finalement, nous nous attachons à décrire quelques
expériences et résultats obtenus par notre approche de diagnostic des anomalies
et les performances de nos prototypes.
4.1 Description de l’environnement et des sources
de données
Tous nos tests ont été menés en environnement contrôlé en utilisant, dans
certains cas, des logs issus d’un environnement réel. Nous n’avons pas eu l’occa-
sion de faire des tests en environnements réels. Il est en eﬀet nécessaire de mettre
en place les diﬀérents serveurs COTS et le proxy. Notre approche de détection
ne consiste pas seulement en l’ajout d’un IDS mais bien en la modiﬁcation du
serveur, remplacé par notre architecture de détection, ce qui rend la mise en
place de tests en environnements réels bien plus complexe.
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4.1.1 Description de l’environnement contrôlé
Nous avons utilisés deux types de serveurs pour nos diﬀérents tests en envi-
ronnement contrôlé : un serveur web statique et un serveur web dynamique.
Le contenu du serveur web statique consiste en une copie du contenu du
serveur web du campus de Rennes de Supélec (http://www.rennes.supelec.
fr/ren/) sans les parties dynamiques comme la recherche, par exemple. Nous
avons utilisé deux versions diﬀérentes du contenu : la première version date de
mars 2005 et a été récupérée grâce à un script ; la seconde version date d’un
backup du 10 avril 2006.
Le contenu du serveur web dynamique consiste en une image d’une partie
d’un serveur web interne à l’équipe SSIR. La partie copiée concerne les données
gérées par l’application php Bibtex Manager (http://www.rennes.supelec.
fr/ren/perso/etotel/PhpBibtexDbMng/) et l’application en elle-même. Cette
application permet le partage de références bibliographiques dans une équipe de
recherche. L’application est composée de scripts écrits en php ; les données gérées
par l’application sont une base de données MySQL et des ﬁchiers contenant
les articles référencés dans la base MySQL. La version de l’application et des
données datent d’avril 2006.
Pour tester nos IDS dans ces deux environnements, il nous faut également
du traﬁc HTTP à destination de ces deux serveurs. Pour cela, nous avons eu
accès à deux types de données : les logs du serveur web du campus de Rennes
de Supélec et du traﬁc HTTP à destination d’une copie du serveur web interne
à l’équipe. Ces requêtes sont, dans la majorité, non-intrusives : il est diﬃcile
de savoir avec exactitude s’il y a des requêtes conduisant à des intrusions vu
la quantité de données représentées par ces logs ou le traﬁc sauvegardé. Ces
ensembles vont nous permettre de tester la pertinence de nos IDS. Pour tester
leur précision, nous avons développé des attaques permettant d’exploiter des
vulnérabilités.
4.1.2 Logs du serveur web
Nous avons eu accès à certains ﬁchiers de log du serveur web du campus de
Rennes de Supélec : une première partie couvre le mois de mars 2003, la seconde
partie couvrant, quant à elle, la période du 3 au 10 septembre 2006 et du 15 au
22 octobre 2006.
Les logs se présentent sous la forme d’un ﬁchier texte où chaque entrée
correspond à une requête. Le format CLF (common log format) est le format
standard pour stocker les logs HTTP. La ligne ci-dessous représente une entrée
dans ce format :
1.1.1.1 - - [20/Feb/2005:04:15:30 +0100]
"GET /ren/biblio/liens.htm HTTP/1.0" 200 9754
Ce format présente plusieurs champs : l’adresse IP du client, des informa-
tions d’identiﬁcation (ici, non présentes et remplacées par des ’-’), la date de la
requête, la première ligne de la requête, le code de statut de la réponse et le
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nombre d’octets envoyés dans la réponse du serveur web. Ce qui nous intéresse
ici est la première ligne de la requête, celle-ci comporte la majeure partie de la
sémantique de la requête : la méthode et l’URI de la ressource demandée. Cette
première ligne est suﬃsante dans le cadre d’un serveur web statique pour être re-
jouée sans autre information dans le cas des protocoles HTTP/0.9 et HTTP/1.0.
Le protocole HTTP/1.1 oblige en eﬀet à préciser dans la requête l’en-tête Host.
Cet en-tête est utile pour les serveurs physiques hébergeant plusieurs sites web
de manière transparente. Nous l’avons ﬁxé à l’adresse IP du proxy dans le cadre
de nos tests.
Si ces logs sont suﬃsants pour rejouer les requêtes sur un serveur web sta-
tique, ce n’est plus le cas pour un serveur web dynamique : le client peut envoyer
des données par l’intermédiaire d’une requête POST, les données étant alors si-
tuées dans le corps de la requête, les éléments d’identiﬁcation comme les cookies
sont stockés dans un en-tête de la requête, etc. Utiliser les ﬁchiers de logs du
serveur web n’a donc pas de sens dans le cadre d’un serveur web dynamique.
Nous avons donc capturé du traﬁc HTTP complet pour obtenir des requêtes
plus réalistes.
4.1.3 Trafic provenant d’une utilisation artificielle
Il ne nous a pas été matériellement possible de sauvegarder du traﬁc à des-
tination du serveur interne de notre équipe, sur lequel fonctionne l’application
web php Bibtex Manager. Pour obtenir du traﬁc normal à destination de cette
application, nous avons conﬁguré un autre serveur sur lequel nous avons installé
php Bibtex Manager et avons demandé aux personnes de l’équipe d’utiliser
ce serveur en imitant leur comportement habituel sur le serveur réel interne à
l’équipe. Nous avons ainsi sauvegardé du traﬁc à destination d’un clone du ser-
veur, représentatif d’un traﬁc normal sur le serveur.
Les requêtes obtenues grâce aux logs de serveur et le traﬁc sauvegardé est
a priori du traﬁc normal au moins en grande partie. Ces requêtes pourront
être utilisées pour tester la pertinence de nos prototypes d’IDS. Pour tester la
ﬁabilité des IDS, nous avons développé ou utilisé quelques attaques à l’encontre
des serveurs web ou de l’application php Bibtex Manager.
4.1.4 Descriptif des attaques
Nous décrivons tout d’abord les attaques utilisées ou développées contre les
serveurs HTTP. Ces attaques se concentrent sur l’exploitation de vulnérabilités
dans les serveurs COTS eux-mêmes. À l’opposé, dans le cas du serveur web
dynamique, les vulnérabilités ont été introduites dans l’application web php
Bibtex Manager.
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4.1.4.1 Attaques et vulnérabilités des serveurs web
Nous avons exploité plusieurs vulnérabilités dans diﬀérents serveurs : un
serveur HTTP minimal, Apache, IIS et thttpd.
Vulnérabilités du serveur HTTP minimal Ce serveur oﬀre un service
HTTP minimal. Il comporte un grand nombre de vulnérabilités qui peuvent être
facilement exploitées. Néanmoins, ces attaques constituent un prototype des at-
taques typiques que l’on peut trouver à l’encontre de serveurs tels qu’Apache ou
IIS. Nous avons modiﬁé le serveur de telle manière qu’il se conforme mieux aux
spéciﬁcations du protocole HTTP/1.0, en envoyant des en-têtes et notamment
ceux qui nous servent dans notre algorithme de comparaison de contenu.
Nous avons exploité plusieurs vulnérabilités du serveur HTTP minimal, de
manière à produire les eﬀets suivants :
1. Accès à des ﬁchiers soit faisant partie du site, soit des ﬁchiers conﬁdentiels ;
2. Modiﬁcation de ﬁchiers ;
3. Exécution d’opérations locales sur le serveur ;
La première vulnérabilité exploitée concerne les possibilités de remontées
dans l’arborescence pour accéder à des ﬁchiers conﬁdentiels, dans le sens non-
publics, c’est-à-dire qu’ils ne sont pas dans l’arborescence normalement servie
par le serveur web. Le serveur HTTP minimal n’eﬀectue aucun contrôle des
chemins d’accès dans les URL. Il est donc possible de l’utiliser pour accéder au
contenu de ﬁchiers lisibles uniquement par root, par exemple au moyen de la
requête :
GET /../../../../../../etc/shadow HTTP/1.0
En réponse à cette requête, ce serveur envoie le document demandé, c’est-à-
dire le ﬁchier /etc/shadow. Ce ﬁchier contient le hash des mots de passe de la
machine.
La deuxième vulnérabilité exploitée est la possibilité de remonter dans l’ar-
borescence à partir du répertoire d’exécution des scripts CGI pour exécuter
n’importe quel programme.
GET /cgi-bin/../../bin/sh
La requête suivante permet de modiﬁer le ﬁchier /etc/shadow du serveur :
GET /cgi-bin/../../bin/sh -c ’echo root::12492::::: > /etc/shadow’
Le ﬁchier /etc/shadow est modiﬁé et ne contient plus qu’une seule ligne indi-
quant que le compte administrateur (root) de la machine n’a pas de mot de
passe.
La troisième vulnérabilité exploitée est un débordement de tampon présent
dans le traitement de l’URL. En eﬀet, le serveur HTTP minimal ne vériﬁe pas la
taille de l’URL dans les requêtes et utilise un tampon de taille ﬁxe (512 octets)
pour stocker la première ligne de la requête. Il est alors possible de faire exécuter
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n’importe quelles instructions par le processeur. Nous avons modiﬁé le serveur
HTTP aﬁn qu’il utilise une approche fondée sur l’appel select plutôt qu’une
approche de type fork pour gérer les connexions réseau. Il est alors très simple
de faire défaillir le processus du serveur et donc de réaliser une attaque contre
la disponibilité du serveur.
Vulnérabilité affectant Apache Nous avons exploité une vulnérabilité contre
Apache pour attaquer la conﬁdentialité du serveur. Cette vulnérabilité (Bug-
traq ID 2503) consiste en l’envoi d’un grand nombre de caractères ’/’ dans
la requête. Si le serveur Apache a les modules : mod_dir, mod_negociation,
mod_autoindex activés, il est alors vulnérable à cette attaque et envoie la liste
des ﬁchiers du répertoire de la requête. Une requête du type :
GET /////////////...///// HTTP/1.0
permet d’obtenir la liste des ﬁchiers du répertoire racine servi par le serveur.
Les versions d’Apache précédant la version 1.3.19 sont vulnérables.
Vulnérabilité affectant IIS Nous avons exploité une vulnérabilité aﬀectant
IIS. Cette vulnérabilité (CVE-2000-0884) permet, suivant la charge utile, d’af-
fecter la conﬁdentialité, l’intégrité ou la disponibilité du serveur. IIS 4.0 et 5.0
permettent à l’attaquant de lire des documents à l’extérieur de l’arborescence
servie par le serveur web et/ou d’exécuter des commandes arbitraires, par l’in-
termédiaire d’URL malformées contenant des caractères encodés en unicode et
permettant une remontée dans l’arborescence. La requête suivante permet d’ob-
tenir le contenu du répertoire courant par l’intermédiaire de l’exécution du shell
cmd.exe et de la commande dir :
GET /scripts/..%c1%1c../winnt/system32/cmd.exe?/c+dir HTTP/1.0
Vulnérabilité affectant thttpd Nous avons mis en œuvre une vulnérabilité
contre le serveur thttpd. Cette vulnérabilité est de type cross site scripting
(Bugtraq ID 4601). Elle s’applique notamment à la version 2.19 du serveur. Le
serveur récupère sans traitement l’URL de la requête pour l’aﬃcher dans sa
réponse. Il est ainsi possible d’appeler un document en référençant un script par
exemple en javascript. Quand le client reçoit la réponse, le script sera exécuté
par le navigateur : il est possible de voler le cookie d’identiﬁcation ou d’eﬀectuer
des actions sur les sites où le client est authentiﬁé. Cette vulnérabilité aﬀecte le
client par l’intermédiaire du serveur.
Requête :
GET /<SCRIPT>document.write("test");</SCRIPT> HTTP/1.0
Réponse du serveur thttpd :
HTTP/1.0 404 Not Found
128 Chapitre 4. Tests et résultats de détection, diagnostic et performances
Server: thttpd/2.19 23jun00
Content-type: text/html
Date: Mon, 21 Jun 2004 12:59:24 GMT




<BODY BGCOLOR="#cc9999"><H2>404 Not Found</H2>
The requested URL ’/<SCRIPT>document.write("test");</SCRIPT>’





Dans l’exemple ci-dessus, le script utilisé se contente d’aﬃcher la chaîne de ca-
ractères « test » dans le navigateur de l’utilisateur.
Dans la suite, nous présentons les vulnérabilités et les exploits aﬀectant notre
serveur web dynamique.
4.1.4.2 Attaques et vulnérabilités spécifiques à l’application web
Nous avons introduit quatre vulnérabilités typiques des applications web
dans php Bibtex Manager et nous avons développé les exploits correspondants.
La première vulnérabilité consiste en la possibilité d’une injection de code
SQL dans la page d’authentiﬁcation de l’application. Les caractères permettant
l’injection de code ne sont pas correctement modiﬁés avant d’envoyer la requête à
la base de données SQL. Il est alors possible d’exécuter n’importe quelle requête
SQL que l’application est autorisée à exécuter. Il est notamment possible de
s’authentiﬁer auprès de l’application. La requête suivante permet eﬀectivement







L’attaquant a ensuite accès à toutes les données gérées par l’application, en
lecture et en écriture. Il peut, à loisir, modiﬁer le contenu de la base de données
(attaque contre l’intégrité), créer un nouveau compte administrateur, etc.
La deuxième vulnérabilité que nous avons introduite permet l’écriture d’un
ﬁchier quelconque à n’importe quel endroit du système de ﬁchiers où l’utilisa-
teur exécutant le processus du serveur HTTP a le droit d’écrire. Il faut d’abord
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être authentiﬁé auprès de l’application pour exploiter cette vulnérabilité. L’ap-
plication php Bibtex Manager permet d’envoyer au serveur les ﬁchiers PDF des
articles à insérer dans la base. Il est possible de préciser le nom du ﬁchier envoyé.
L’application ne vériﬁe pas, dans ce nom, la présence de caractères permettant
une remontée dans l’arborescence (typiquement une suite de ../). Il est ainsi
possible d’écrire un ﬁchier quelconque dans un répertoire où l’accès en écriture
est autorisé pour l’utilisateur exécutant le processus du serveur HTTP.
POST /bibtex/BibtexForm.php HTTP/1.1
Host: 192.168.0.31
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Insert
...
La requête précédente (représentée en partie) permet l’écriture d’un ﬁchier dans
le répertoire /tmp/. On peut remarquer aisément la remontée dans l’arbores-
cence.
La troisième vulnérabilité permet l’exécution d’un code quelconque. Il faut
au préalable s’être authentiﬁé auprès de l’application. L’exploitation consiste
dans le téléchargement d’un ﬁchier php dans un répertoire dans lequel le ser-
veur est conﬁguré pour exécuter des scripts php. C’est le cas par exemple du
répertoire où les ﬁchiers PDF sont stockés ou du répertoire parent où sont sto-
ckés les scripts php de l’application. Une requête sur la ressource pointant sur le
script téléchargé permet alors d’exécuter le code envoyé. Il est possible de créer
un shell php et d’exécuter n’importe quelle commande shell, par exemple.
La quatrième vulnérabilité permet de mettre en œuvre une attaque de type
Cross-site scripting. L’exploitation de cette vulnérabilité nécessite également
d’être authentiﬁé auprès de l’application. Lors de l’ajout d’une entrée dans la
base de données des articles, les champs du formulaire ne sont pas ﬁltrés par
l’application. Un attaquant peut exploiter ce fait pour mettre dans ces champs
des valeurs correspondant à l’exécution de scripts en javascript. Si un autre
utilisateur du site aﬃche l’entrée modiﬁée par l’attaquant, son navigateur va
exécuter le javascript. Il est ainsi possible de voler des cookies ou d’exécuter des
requêtes sur les sites où l’utilisateur est connecté. La requête suivante (repré-
sentée en partie) montre un exemple où le champ du titre est rempli avec un
script récupérant l’heure de l’ordinateur du client et l’aﬃchant.
POST /bibtex/BibtexForm.php HTTP/1.1
Host: 127.0.0.1:2000






















Ce type d’attaques aﬀecte au ﬁnal un utilisateur de l’application mais passe par
l’intermédiaire du serveur.
Dans la suite, nous présentons les résultats obtenus par nos deux IDS en uti-
lisant ces sources de traﬁc « normal », c’est-à-dire sain dans la grande majorité,
et ces attaques.
4.2 Résultats de l’IDS de type boîte noire
Quels que soient les tests, nous avons toujours utilisé une architecture com-
posée de trois serveurs. Nous détaillons dans la suite, à chaque fois, les serveurs
utilisés et les données utilisées pour rejouer les requêtes. Nous étudions la per-
tinence et la ﬁabilité de la détection pour les deux serveurs mis en jeu.
4.2.1 Fiabilité de la détection
Nous présentons les tests concernant les 3 vulnérabilités aﬀectant le serveur
HTTP minimal et les vulnérabilités aﬀectant Apache, IIS et thttpd. Ensuite,
nous présentons les tests sur l’exploitation des vulnérabilités liées au serveur
web dynamique. Le traﬁc HTTP n’était composé que des attaques et celles-ci
étaient jouées indépendemment les unes des autres. Ces tests ont été eﬀectués
avec nos règles standards de normalisation des requêtes et sans aucune règle de
masquage des diﬀérences de sortie.
4.2.1.1 Intrusions affectant les serveurs web
Intrusions à l’encontre du serveur HTTP minimal Pour ces tests, l’ar-
chitecture est composée d’une machine sous Linux sur laquelle fonctionnaient
le serveur HTTP minimal, le proxy et l’IDS de type boîte noire. Une autre ma-
chine sous Windows 2000 oﬀrait également un service HTTP grâce à un serveur
IIS 5.0. Le troisième serveur est un serveur Apache 1.3.29 géré par une ma-
chine fonctionnant sous MacOS-X. Les serveurs étaient conﬁgurés de manière
homogène : répertoire d’exécution des scripts CGI dans /cgi-bin/, le contenu
des répertoires n’est pas listé automatiquement, etc.
La première intrusion est détectée. En eﬀet, le code de réponse est diﬀérent
pour chaque serveur : le serveur HTTP minimal répond par un code 200 signi-
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ﬁant que la requête a été satisfaite et envoie le contenu du ﬁchier /etc/shadow ;
le serveur Apache refuse une requête cherchant à atteindre un document en de-
hors de l’arborescence servie et répond donc par un code 400 ; le serveur IIS
répond, quant à lui, par un code 404 signiﬁant que la ressource n’a pas été trou-
vée. La localisation du serveur suivant notre algorithme de comparaison n’est
pas possible, tous les codes de statut des réponses étant diﬀérents.
La deuxième intrusion est également détectée. L’IDS détecte l’intrusion et
est, de plus, capable d’indiquer quel serveur a été attaqué puisque les serveurs
Apache et IIS refusent la requête la considérant comme mal-formée et renvoie
un code 400 pour le signaler au client et le serveur HTTP minimal l’accepte en
renvoyant un code 200.
Pour la troisième intrusion, nous avons modiﬁé le serveur HTTP minimal
comme indiqué précédemment et eﬀectué un débordement de tampon dans le
but de faire défaillir le serveur. Cette intrusion est détectée par le chien de
garde car le serveur HTTP minimal ne répond pas à la requête. La localisation
du serveur échoue car le serveur Apache répond par un code de statut 400 pour
indiquer que la requête est mal-formée alors que le serveur IIS répond par un
code de statut 414 pour indiquer que l’URL est trop longue.
L’intrusion à l’encontre du serveur Apache Pour ce test, l’architecture
était composée d’un serveur Linux sur lequel fonctionnaient le proxy, l’IDS, un
serveur Apache 1.3.12 (vulnérable à l’attaque) et un serveur thttpd 2.25b. Un
serveur IIS 5.0 fonctionnant sur une machine sous Windows 2000 constitue la
troisième variante. Dans notre cas, il faut envoyer 4066 ’/’ pour obtenir la liste
des répertoires.
L’intrusion est détectée mais la localisation du serveur n’est pas possible. En
eﬀet, le serveur thttpd considère la requête comme mal-formée et répond par
un code de statut 400. Le serveur IIS, quant à lui, répond en envoyant la page
d’accueil du site (et donc un code de statut 200). Le serveur Apache répond par
un code 200 mais envoie le contenu du répertoire racine du serveur web.
Intrusions à l’encontre du serveur IIS Nous avons exploité la vulnérabilité
aﬀectant IIS de deux manières, pour attaquer d’une part la conﬁdentialité du
serveur et d’autre part son intégrité. Dans la première attaque, nous accédons
au contenu du répertoire C: du serveur Windows et, dans la seconde, nous
copions le ﬁchier cmd.exe vers un ﬁchier cmd1.exe. Pour ce test, l’architecture
est composée d’un serveur Linux sur lequel fonctionnent le proxy, l’IDS et un
serveur thttpd 2.25b. La seconde variante était constituée d’un serveur Apache
1.3.29 sous MacOS-X. La troisième variante vulnérable était constituée d’un
serveur IIS 5.0 sous Windows 2000.
Les deux intrusions sont détectées : le serveur IIS répond par un code 500
et envoie le résultat des deux commandes exécutées pour obtenir le contenu du
répertoire ou pour copier le ﬁchier. Les deux autres serveurs répondent par des
codes d’erreurs 404. L’IDS est de plus capable de localiser le serveur compromis
pour ces deux intrusions.
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L’intrusion à l’encontre du serveur thttpd L’exploitation de cette vulné-
rabilité ne cherche pas à aﬀecter le serveur mais un client potentiel du site, grâce
à un vol de cookie par exemple. Le serveur peut ensuite être aﬀecté si l’attaquant
réussit à récupérer la session d’un utilisateur normal. Cette attaque s’applique
notamment à la version 2.19 du serveur. L’architecture, pour ce test, se compo-
sait d’une machine sous Linux gérant le proxy, l’IDS et le serveur thttpd 2.19,
une machine sous Windows 2000 gérant un serveur IIS 5.0 et une machine sous
MacOS X gérant un serveur Apache 1.3.29.
L’intrusion n’est pas détectée : tous les serveurs répondent par un code de
statut 404. Comme nous avons décidé de ne pas comparer le contenu envoyé
dans ce cas-là, l’IDS n’est pas capable de voir que le serveur thttpd ne gère
pas correctement les caractères spéciaux alors que c’est le cas pour le serveur
Apache. Si on utilise seulement des serveurs pour lesquels il est possible de
déﬁnir chaque contenu correspondant à des codes d’erreurs, il est alors possible
de comparer le contenu même en cas de codes d’erreurs et éventuellement de
détecter ce genre d’attaques.
4.2.1.2 Intrusions affectant l’application web
Nous avons testé les quatre vulnérabilités introduites dans php Bibtex Ma-
nager. L’architecture était composée d’un serveur Lighttpd 1.4.13 sous Linux,
d’un Apache 1.3.31 sous MacOS-X, d’un serveur Abyss 2.0.6 sous Windows
2000. Nous avons introduit chaque vulnérabilité dans une des versions de php
Bibtex Manager.
La première vulnérabilité a été introduite sur le serveur Abyss. L’injection
de code SQL est détectée : tous les serveurs envoient un code 302 pour rediriger
le client vers une page spéciﬁée dans l’en-tête Location. Les serveurs Apache et
thttpd renvoie vers la page de login alors que le serveur Abyss renvoie vers la
page principale de l’application. Le serveur Abyss envoie également un cookie
au client par l’intermédiaire de l’en-tête Set-Cookie. L’IDS détecte l’intrusion et
est capable de localiser le serveur compromis.
La deuxième vulnérabilité a été introduite sur le serveur Lighttpd. Les ver-
sions non-vulnérables enlèvent les séquences de « ../ » permettant la remontée
dans l’arborescence. Les trois serveurs acceptent la requête et renvoient une page
contenant le chemin du ﬁchier envoyé. Ce chemin est diﬀérent pour le serveur
Lighttpd qui n’a pas ﬁltré les caractères ../ correctement. Nous avons vériﬁé que
dans le cas où la réponse du serveur ne contient que le message « file uploaded »,
l’intrusion n’est pas détectée.
La troisième vulnérabilité a été introduite sur le serveur Abyss. Les versions
non-vulnérables ajoutent l’extension « .txt » au ﬁchier envoyé si celui-ci n’a pas
une extension autorisée « .pdf », « .ps », etc. La version vulnérable ne fait pas
cet ajout. Nous avons modiﬁé php Bibtex Manager pour ne pas renvoyer le nom
du ﬁchier en réponse à l’envoi du ﬁchier, ainsi l’intrusion n’est pas détectée à ce
moment là. L’attaquant fait ensuite une requête sur le ﬁchier qu’il a téléchargé.
Celui-ci n’est pas trouvé par le serveur thttpd. Il est trouvé par le serveur Abyss
qui exécute le code php téléchargé. Le serveur Apache présente ici une diﬀérence
















Apache IIS 1 IIS 2 thttpd
(XSS)
Alerte Oui Oui Oui Oui Oui Oui Non












Alerte Oui Oui Oui Non Oui
Tab. 4.2 – Résultats de détection de l’IDS boîte noire pour les intrusions aﬀec-
tant l’application web
de spéciﬁcation par rapport à thttpd par exemple : le ﬁchier demandé n’existe
pas sur son disque dur car l’extension « .txt » a été ajouté mais Apache ren-
voie quand même le ﬁchier sous forme de texte. Les trois réponses des serveurs
sont diﬀérentes : l’intrusion est donc détectée. La localisation est, cependant,
impossible.
La quatrième vulnérabilité a été introduite dans Apache. Lors de l’insertion
dans la base SQL d’une entrée contenant du code javascript, les serveurs ré-
pondent tous de la même manière et l’intrusion n’est donc pas détectée. Par
contre, lors de la lecture de l’entrée modiﬁée, une diﬀérence dans le contenu des
réponses est détectée car les serveurs non-vulnérables ont modiﬁé l’entrée pour
qu’elle ne corresponde plus à du code javascript exécutable par le navigateur de
l’utilisateur.
Les tableaux 4.1 et 4.2 résument les résultats de détection. La majorité des
intrusions sont détectées car elles ont un eﬀet sur les réponses réseau des diﬀé-
rents serveurs. Ils mettent aussi en évidence les points faibles de notre approche
boîte noire. L’absence de comparaison des contenus dans tous les cas conduits
au premier faux négatif noté thttpd (XSS) dans le premier tableau. Le second
faux négatif est lié à une intrusion qui aﬀecte l’intégrité d’un des serveurs : le
serveur compromis a une entrée de sa base de données qui est corrompue. Cette
intrusion n’entraîne pas de réponses immédiatement diﬀérentes de la part des
serveurs. Par contre, quand cette entrée est envoyée à un autre client (ce qui
peut être bien après l’insertion de l’entrée), l’IDS boîte noire est capable de dé-
tecter l’intrusion. Un diagnostic est alors nécessaire pour comprendre l’alerte. Le
client qui demande la page n’est pas l’attaquant mais certainement une victime
redirigée sur cette page par l’attaquant.
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Ces tests montrent ainsi que notre approche de type boîte noire peut eﬀec-
tivement détecter des intrusions. Nous étudions dans la suite la pertinence de
la détection liée au taux de faux positifs.
4.2.2 Pertinence de la détection
Pour tester la pertinence de la détection, nous avons testé notre IDS de
type boîte noire avec plusieurs jeux de données correspondant aux serveurs
web statiques et dynamiques. Dans le cadre de nos tests sur le serveur web
statique, nous avons utilisé les logs des requêtes datant de mars 2003 et les
logs des requêtes datant de 2006. Dans le cadre de nos tests sur le serveur
web dynamique, nous avons utilisé le traﬁc obtenu « artiﬁciellement » décrit
précédemment.
4.2.2.1 Résultats pour le serveur web statique
Logs de mars 2003 Pour ce test, l’architecture était composée d’un serveur
Apache 1.3.29 sous MacOS-X, d’un serveur thttpd 2.25b sous Linux et un ser-
veur IIS 5.0 sous Windows 2000. Le proxy et l’IDS fonctionnaient sur la machine
sous Linux. Les trois serveurs contenaient une copie du contenu du serveur web
datant de mars 2005 de Supélec Rennes (voir 4.1.1) et ont été conﬁgurés de
manière la plus homogène possible de sorte à générer un minimum de faux po-
sitifs : les serveurs ne génèrent pas le contenu des répertoires dynamiquement
par exemple. Le test était constitué des requêtes provenant des logs du serveur
web du campus de Rennes de Supélec datant de mars 2003, ce qui représente un
peu plus de 800 000 requêtes. Une étude précédente [TDMD04] portant sur les
mêmes logs et utilisant un outil de détection d’intrusions très sensible montre
qu’au plus 1,4% des requêtes peuvent être considérées comme dangereuses.
Comme le montre la ﬁgure 4.1, 99,67% des diﬀérences entre les réponses des
serveurs sont masquées. Seules 36 règles sont utilisées pour le masquage des
diﬀérences de sortie. 5 règles seulement représentent près de 90% des diﬀérences
masquées. Il ne faut donc que peu de règles pour rendre le système viable,
même s’il est probable que toutes les diﬀérences de spéciﬁcation n’aient pas été
rencontrées et donc n’aient pas été masquées. Sans l’utilisation de règles, les
diﬀérences entre les réponses des serveurs auraient causé un grand nombre de
faux positifs. Cela met en évidence les diﬃcultés liées à l’utilisation de COTS
dans un système N-versions pour la détection.
Seules 0,37% des diﬀérences entre les réponses des serveurs génèrent une
alerte ; cela représente 0,016% des requêtes HTTP eﬀectuées et correspond à
peu près à 5 alertes par jour. Le responsable de la sécurité doit ensuite analyser
ces alertes pour en déterminer les causes et éliminer les faux positifs potentiels
en ajoutant d’éventuelles règles de masquage. Parmi les alertes obtenues lors
de notre expérimentation (voir Fig. 4.2), certaines sont, en eﬀet, probablement
des faux positifs : les quatre derniers types d’alertes correspondent en eﬀet
certainement à des attaques qui n’ont pas réussi et donc n’auraient pas du
engendrer d’alertes puisque l’IDS que nous proposons ne doit lever une alerte
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Différences détectées en sortie
Masquées par les règles;
32438; 91,95%




Fig. 4.1 – Analyse des diﬀérences détectées. Sur les 800 000 requêtes consti-
tuant le test, 35000 requêtes génèrent des diﬀérences détectées par l’IDS sans
mécanisme de masquage. Avec les règles de masquage, seules 131 alertes sont
levées.
qu’en cas d’intrusion eﬀective sur l’un des serveurs. Cela représente 22% des
alertes. Ces attaques sont composées de tentatives d’utiliser les fonctionnalités
de proxy de certains serveurs web (comme mod_proxy pour Apache) : ce sont
les requêtes du type ’GET http://url/’. Les requêtes de type ’CONNECT site’
sont également des tentatives d’utilisation de certaines fonctionnalités de proxy
que peuvent jouer les serveurs web. Les « requêtes encodées » correspondent à
des requêtes dont l’URL a été encodée dans le but de déjouer les mécanismes de
protection des serveurs web et ainsi accéder à des ﬁchiers non servis par le serveur
web normalement. Les quatre premiers types d’alertes correspondent bien à des
intrusions contre le serveur IIS : ce sont des attaques contre la conﬁdentialité
du serveur vraisemblablement générées par des scripts vériﬁant la vulnérabilité
du serveur ou non.
Sur cet ensemble de requêtes, nous avons comparé les résultats de notre ap-
proche à ceux de deux autres IDS connus, WebSTAT [VRKK03] et Snort [Roe99],
conﬁgurés avec leur ensemble de signatures par défaut. Cette comparaison reste
donc limitée car il est nécessaire de conﬁgurer la base de signature des IDS sui-
vant cette approche. Il n’est pas facile de comparer des IDS : ils ne possèdent
pas le même ensemble de signatures (WebSTAT et Snort) et produisent des faux
positifs diﬀérents. La ﬁgure 4.3 montre les alertes émises par jour par chaque
IDS. En moyenne, WebSTAT et Snort émettent 10 alertes par jour alors que
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Fig. 4.2 – Analyse des alertes
notre IDS n’en émet que 5. Ceci peut s’expliquer par le fait que Snort et WebS-
TAT émettent des alertes lors d’attaques, c’est-à-dire de tentatives d’intrusion
qui peuvent réussir ou non. Notre IDS est censé ne détecter que des intrusions,
c’est-à-dire des fautes provenant de l’exploitation d’une vulnérabilité et qui en-
traînent une violation de la politique de sécurité ; toutefois certaines alertes sont
des faux positifs qui correspondent eﬀectivement à des attaques ayant échoué
qui sont aussi détectées par Snort ou WebSTAT.
L’analyse des alertes montre qu’une partie des alertes sont communes aux
3 IDS et correspondent bien à des intrusions contre le serveur IIS. Les autres
alertes sont distinctes et celles émises par WebSTAT et Snort sont soit de « véri-
tables » faux positifs soit des alertes correspondant bien à des attaques mais qui
ne causent pas d’intrusions dans l’un des serveurs. Les IDS par signature, sans
mécanismes complémentaires comme par exemple celui décrit dans [KRV04], ne
peuvent généralement faire la diﬀérence entre alertes et intrusions. Cette analyse
laisse à penser que notre IDS de type boîte noire n’a pas manqué d’intrusions
sur cet ensemble. Si ce n’est pas le cas, les trois IDS ont manqué l’intrusion.
Logs de septembre-octobre 2006 En utilisant les mêmes serveurs pour l’ar-
chitecture et le même contenu pour les serveurs web, nous avons mené d’autres
tests en utilisant les requêtes présentes dans les logs de septembre-octobre 2006.
Nous avons utilisé les deux semaines constituant ce jeu de données. La première
semaine a été utilisée pour l’apprentissage des règles et la seconde pour tester
l’IDS et les règles mises en place. Comme expliqué précédemment, l’appren-
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Fig. 4.3 – Comparaison des résultats de l’IDS de type boîte noire avec Snort et
WebSTAT sur les logs datant de mars 2003
tissage des règles n’est pas automatique : l’administrateur écrit les règles qui
conviennent. Il n’est donc pas nécessaire de vériﬁer que la semaine d’appren-
tissage soit exempte d’intrusions. La semaine d’apprentissage comprend 71 596
requêtes HTTP. La semaine utilisée pour le test comprend 105 228 requêtes.
Lors de cette semaine de test, l’IDS de type boîte noire a levé 50 alertes, ce
qui représente donc 7 alertes par jour. Après analyse, toutes ces alertes se sont
révélées être des faux positifs.
Les règles de masquage au niveau de l’IDS prouvent leur nécessité et leur
eﬃcacité (voir ﬁgure 4.4). Sans règles de masquage de diﬀérences de sortie, 5975
alertes auraient été levées (ce qui aurait représenté 853 alertes par jour). Ceci
signiﬁe que 99,16% des diﬀérences de sortie ont été masquées par des règles.
4.2.2.2 Résultat pour le serveur web dynamique
L’architecture était composée d’un serveur Lighttpd 1.4.13 sous Linux, d’un
Apache 1.3.31 sous MacOS-X, d’un serveur Abyss 2.0.6 sous Windows 2000. Les
règles de masquage des diﬀérences en sortie utilisées sont celles déterminées pour
le jeu de traﬁc réel utilisé précédemment. Dans ce test, on utilise le traﬁc que
nous avons sauvegardé, destiné à l’application php Bibtex Manager (voir 4.1.3).
Comme expliqué en 3.2.2, nous avons du modiﬁer php Bibtex Manager pour
que le champ date ne soit plus présent dans les réponses.







Fig. 4.4 – Analyse des diﬀérences détectées. Sur les 800 000 requêtes consti-
tuant le test, 35000 requêtes génèrent des diﬀérences détectées par l’IDS sans
mécanisme de masquage. Avec les règles de masquage, seules 131 alertes sont
levées.
Dans cette conﬁguration, notre IDS de type boîte noire ne lève aucune alerte
pour les 89 requêtes saines présentes dans ce jeu de données.
Les résultats de notre IDS de type boîte noire sont relativement bons que ce
soit du point de vue de la pertinence de détection ou de la ﬁabilité de détection.
En eﬀet, très peu d’intrusions ne sont pas détectées par l’IDS dans nos tests de
ﬁabilité. De plus, le taux de faux positifs semble raisonnable. Si l’administrateur
établit des règles de masquage au fur et à mesure, cela contribue à diminuer le
taux de faux positifs. Nous étudions dans la suite les résultats de notre approche
boîte grise.
4.3 Résultats de l’IDS de type boîte grise
Notre IDS de type boîte grise a été développée après notre IDS de type
boîte noire : moins de tests ont pu être menés sur cet IDS. Cet IDS nécessite,
de plus, une phase d’apprentissage qui sert à déterminer les diﬀérents seuils de
similarité. Il n’est pas possible de tester la ﬁabilité seule comme nous l’avons
fait pour l’IDS de type boîte noire (il suﬃrait de placer le seuil de similarité
juste au-dessus de la plus faible des similarités calculées entre les graphes pour
détecter les attaques). Ainsi il est nécessaire pour cet IDS de tester la ﬁabilité en
fonction de la pertinence. C’est ce que nous faisons tout d’abord en étudiant sur
le traﬁc « artiﬁciel » sauvegardé pour l’application web php Bibtex Manager.
Par la suite, nous testons la pertinence de cet IDS sur un jeu de données.













Lighttpd et Apache 0.9655 0.725 0.5882 0.9677 0.9143
Apache et Abyss 0.7742 0.9715 0.6364 0.9677 0.9706
Lighttpd et Abyss 0.7838 0.7209 0.6667 1 0.9189
Tab. 4.3 – Similarités entre les graphes des diﬀérents serveurs dans le cas des
intrusions
4.3.1 Fiabilité de la détection
Nous testons la ﬁabilité et la pertinence de notre IDS de type boîte grise sur
l’application web php Bibtex Manager. Nous calculons la moyenne des similari-
tés pour les requêtes normales que nous avons sauvegardées et la similarité pour
les quatre intrusions que nous avons développées.
Nous avons testé les quatre vulnérabilités introduites dans php Bibtex Mana-
ger. L’architecture était composée d’un serveur Lighttpd 1.4.13 sous Linux, d’un
Apache 1.3.31 sous MacOS-X, d’un serveur Abyss 2.0.6 sous Windows 2000. Le
proxy et l’IDS fonctionnait sur la machine sous Linux. Nous avons introduit
chaque vulnérabilité dans une des versions de php Bibtex Manager de la même
manière qu’en 4.2.2.2.
Les similarités entre les diﬀérents graphes correspondant aux intrusions (à
l’exception du XSS) sont inférieures à celles des requêtes normales. En moyenne,
pour les requêtes normales, la similarité est environ de 0,95, alors que, pour les
intrusions, celle-ci est inférieure à 0,8. L’IDS boîte grise que nous proposons est
incapable, comme l’IDS boîte noire, de détecter le XSS. Cependant, contraire-
ment à l’IDS boîte noire, il ne détecte pas non plus cette intrusion lorsqu’une
requête demande une page contenant l’entrée corrompue. En eﬀet, dans ce cas,
le comportement des serveurs est proche en terme de ﬂux d’informations : seules
les données envoyées diﬀèrent. Le tableau 4.3 résume les diﬀérentes similarités
obtenues pour les intrusions.
La localisation du serveur compromis est immédiatement visible à partir des
similarités dans les cas des deux premières intrusions. Dans le cas de l’injection
SQL, les similarités concernant le serveur Abyss sont plus faibles et dans le
cas de l’écriture d’un ﬁchier par remontée dans l’arborescence, les similarités
concernant le serveur Lighttpd sont plus faibles. Ce sont bien les deux serveurs
aﬀectés par les intrusions. Ce n’est pas le cas dans la troisième intrusion testée
à cause de diﬀérences de spéciﬁcations entre les serveurs qui entraînent une
similarité basse entre tous les serveurs. La localisation n’est donc pas possible
dans ce cas : tous les serveurs sont considérés comme compromis.
En plaçant le seuil pour chaque couple de serveurs à 0,8, notre prototype est
capable de détecter toutes les intrusions à l’exception du XSS et lève 6 fausses
alertes lorsque l’on rejoue les 86 requêtes normales enregistrées. En ﬁxant les
4.3. Résultats de l’IDS de type boîte grise 141
seuils à 0,85, toutes les intrusions à l’exception du XSS sont détectées et l’IDS
lève 9 fausses alertes.
Ces tests montrent que notre prototype est capable de détecter des intru-
sions, lorsque celles-ci impliquent une diﬀérence dans le comportement des ser-
veurs. Actuellement, le taux de faux positifs reste sensiblement élevé dans ce
test.
4.3.2 Pertinence de la détection
Dans ce test, nous ne testons que la pertinence de l’IDS de type boîte grise
dans le cadre du serveur web statique en utilisant un jeu de données réelles.
4.3.2.1 Logs de septembre-octobre 2006
Pour ce test, l’architecture était composée d’un serveur Apache 1.3.29 sous
MacOS-X, d’un serveur thttpd 2.25b sous Linux et un serveur IIS 5.0 sous
Windows 2000. Le proxy et l’IDS fonctionnaient sur la machine sous Linux.
Les trois serveurs contenaient une copie du contenu du serveur web de Supélec
Rennes datant de mars 2005. Nous avons procédé de la même manière que
pour l’IDS de type boîte noire pour ce jeu de données : nous avons utilisé la
première semaine qui contient 71 596 requêtes comme semaine d’apprentissage
et la seconde semaine qui contient 105 228 requêtes comme semaine de test. La
semaine d’apprentissage est nécessaire pour déterminer les seuils de similarité
pour chaque couple de serveurs.
Détermination des seuils ti,j Comme expliqué en 2.3.4.2, les seuils ti,j
doivent être choisis expérimentalement pour chaque couple de serveurs utilisés.
Nous avons décidé de les ﬁxer de telle manière que, pour la plupart des requêtes
HTTP, notre prototype ne lève pas d’alertes, c’est-à-dire que la majorité des
similarités calculées soit supérieure aux seuils ti,j .
Contrairement à notre IDS de type boîte noire, il est nécessaire de vériﬁer
que l’ensemble des requêtes constituant la semaine d’apprentissage est dénué
d’un grand nombre d’intrusions sur nos serveurs. Pour vériﬁer que cet ensemble
ne contient pas d’intrusions contre l’un des serveurs utilisés, nous avons utilisé
WebSTAT [VRKK03]. WebSTAT lève 33 alertes qui se sont révélées être des faux
positifs. Cette vériﬁcation n’est pas sûre mais c’est la seule méthode possible
puisqu’il n’est pas envisageable d’analyser toutes les requêtes manuellement.
La ﬁgure 4.5 représente la répartition des requêtes pour les trois couples de
serveurs utilisés lors de nos tests. Cette ﬁgure nous permet de déterminer les
seuils ti,j . Nous avons choisi de ﬁxer les trois seuils à 0,7. Dans ce cas, plus de
99,5% des requêtes sont considérées comme normales par notre IDS (le nombre
de requêtes sur la ﬁgure est exprimé en échelle logarithmique).
Notons S1 le serveur thttpd, S2 le serveur Apache et S3 le serveur Abyss et
si,j les similarités correspondantes. Le tableau 4.4 résume les alertes levées par
notre prototype pour la semaine d’apprentissage, tous les seuils étant ﬁxés à 0,7.



















similarité entre thttpd et Apache
similarité entre Apache et Abyss
similarité entre thttpd et Abyss
Fig. 4.5 – Répartition des requêtes en fonction de la similarité pour chaque
couple de serveurs (le nombre de requêtes est exprimé en échelle logarithmique)
s2,3 ∈ I
2,3











I1,21 0 (A/?) 0 (A/S2) 212 (A/S1) 1 (A/?)
I1,22 7 (A/S3) 11 (A/?) 16 (A/?) 71 349 (NA)
Tab. 4.4 – Nombre d’alertes et identiﬁcation du serveur considéré comme com-
promis pour la semaine d’apprentissage ; A signiﬁe alerte, NA signiﬁe pas
d’alerte, ? signiﬁe que la localisation n’est pas possible, Si signiﬁe que le serveur
Si est considéré comme compromis
Notre prototype lève 247 alertes, ce qui représente un taux de faux positifs de
0,35%. L’opérateur de sécurité doit alors analyser environ 35 alertes par jour.
Résultats L’ensemble constituant la semaine de test est composé de 105 228
requêtes. WebSTAT génère seulement 4 alertes pour cette semaine : 3 alertes
correspondent à des attaques qui échouent contre les serveurs de notre architec-
ture et la dernière ne correspond pas à une attaque et est donc un faux positif.
Le tableau 4.5 utilise la même notation que le paragraphe précédent et montre
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s2,3 ∈ I
2,3











I1,21 0 (A/?) 0 (A/S2) 120 (A/S1) 1 (A/?)
I1,22 2 (A/S3) 1 (A/?) 16 (A/?) 105 088 (NA)
Tab. 4.5 – Nombre d’alertes et identiﬁcation du serveur considéré comme com-
promis pour la semaine de test ; A signiﬁe alerte, NA signiﬁe pas d’alerte, ?
signiﬁe que la localisation n’est pas possible, Si signiﬁe que le serveur Si est
considéré comme compromis
la localisation du serveur compromis lorsque c’est possible. Toutes ces alertes
sont des faux positifs : elles ne sont en eﬀet pas dûes à des intrusions. Cela
représente un taux de faux positifs de 0,13% soit 20 alertes par jour.
Ces résultats montrent les capacités de détection de notre IDS de type boîte
grise. Les intrusions contre l’application web (excepté le XSS) sont détectées sans
que le taux de faux positifs ne soit trop élevé. Pour notre test de pertinence, le
taux de faux positif est acceptable bien que cela représente 20 alertes par jour
à traiter par l’administrateur. Un mécanisme de masquage des diﬀérences de
spéciﬁcation/conception peut améliorer les résultats de pertinence de détection.
Dans la suite, nous comparons les résultats des deux approches sur les tests
communs.
4.4 Comparaison des deux approches proposées
Il n’a pas été possible de tester sur l’ensemble des mêmes jeux de données
les deux IDS pour deux raisons. D’une part, il ne nous a pas été possible d’ins-
trumenter le serveur web IIS pour construire les graphes de ﬂux d’informations.
Il ne nous a pas été ainsi possible de refaire avec notre prototype d’IDS de type
boîte grise le premier de test pertinence eﬀectué sur notre approche boîte noire
(voir 4.2.2). D’autre part, tester la ﬁabilité de notre IDS de type boîte grise n’a
pas de sens sans tester à la fois sa pertinence car la détection dépend d’un seuil.
Les tests de ﬁabilité eﬀectués sur notre IDS de type boîte noire pour les intru-
sions aﬀectant les serveurs web (voir 4.2.1.1) n’ont pu être menés. En eﬀet, il
n’est pas raisonnable de rejouer de véritables requêtes sur le serveur HTTP mi-
nimal car celui-ci ne répond qu’aux requêtes de type GET. Les autres intrusions
aﬀectaient soit le serveur IIS qu’il ne nous a pas été possible d’instrumenter soit
des anciennes versions de serveurs Apache ou thttpd.
4.4.1 Comparaison et Corrélation
Nous avons mené deux tests communs aux deux IDS : notre test sur le jeu de
données de septembre-octobre 2006 et notre test sur le serveur web dynamique
faisant tourner l’application web php Bibtex Manager.




alerte 2 (A) 48 (A)
pas d’alerte 138 (A) 105 040 (NA)




alerte 3 (A) 1 (A)
pas d’alerte 6 (A) 81 (NA)
Tab. 4.7 – Corrélation entre les deux approches pour le serveur web dynamique
Logs de septembre-octobre 2006 Nous étudions tout d’abord les résultats
sur les logs de septembre-octobre 2006. Les résultats individuels sont donnés
en 4.2.2 et en 4.3.2.1. Pour la seconde semaine qui constitue la semaine de test,
l’IDS boîte noire lève 50 alertes et l’IDS boîte grise 140 alertes (voir tableau
4.6). Il est nécessaire de rappeler qu’aucune de ces requêtes n’est une intrusion.
La combinaison des deux IDS lève 180 alertes : les deux IDS ne sont d’accord
que sur deux requêtes. Cela représente un taux de faux positifs de 0,18% et
environ 28 alertes par jour.
Résultat pour le serveur web dynamique Nous avons également testé
les deux approches sur le serveur web dynamique. Les résultats individuels sont
décrits en 4.2.1.2 et en 4.2.2.2 pour l’IDS de type boîte noire et en 4.3.1 pour
l’IDS de type boîte grise. Nous avons considéré le cas où les seuils de similarité
étaient ﬁxés à 0,8.
Nous avons regroupé les résultats pour les 86 requêtes normales et cinq
requêtes constituées par les quatre intrusions en considérant chaque requête
jouée une fois. Le tableau 4.7 regroupe les résultats des deux IDS. Les trois
alertes communes sont pour les trois premières intrusions. Les six alertes levées
seulement par l’IDS de type boîte grise sont les six faux positifs de l’IDS dans
ce test. Seule l’intrusion XSS n’est détectée par aucun des deux IDS et complète
les 80 requêtes normales et considérées comme normales par les deux IDS.
4.4.2 Discussion
Seuls deux tests ont pu être menés sur les deux approches à la fois. Il semble
nécessaire de réaliser des tests plus nombreux pour pouvoir évaluer les capacités
de corrélation des deux approches.
L’IDS de type boîte grise est censé avoir une plus grande couverture de dé-
tection du fait d’observations plus précises que les seules sorties des serveurs
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COTS. Les tests eﬀectués ne permettent pas de conclure puisque l’IDS de type
boîte grise tout comme l’IDS de type boîte noire ne sont pas capables de dé-
tecter l’intrusion XSS lorsque se produit l’insertion du javascript dans la base
de données. L’IDS de type boîte noire est même capable de détecter l’intrusion
XSS lorsque la donnée corrompue est lue et envoyée au client alors que ce n’est
pas le cas de l’IDS de type boîte grise. Il faut cependant nuancer ces propos
car la prise en compte des données des ﬂux d’informations peut permettre de
détecter ces deux intrusions alors que l’IDS de type boîte noire ne semble pas en
mesure de détecter l’insertion de la donnée corrompue dans la base de données.
L’IDS de type boîte grise lève plus de faux positifs que l’IDS de type boîte
noire. Cela semble logique dans le sens où il est plus sensible que l’IDS de type
boîte noire et que nous n’avons pas développé de mécanismes de masquage des
diﬀérences comme nous l’avons fait pour l’IDS de type boîte noire. Ainsi, les
diﬀérences de spéciﬁcation/conception qui entraînent une diﬀérence importante
entre les graphes de ﬂux d’informations des diﬀérents serveurs va forcément
entraîner une alerte. Notre mécanisme de masquage des diﬀérences de sortie
peut éventuellement empêcher une alerte d’être levée dans ce cas.
L’autre avantage de notre IDS de type boîte grise est sa capacité de diag-
nostic : nous donnons quelques exemples de diagnostic dans la suite.
4.5 Aide au diagnostic
Dans cette section, nous évaluons sur quelques exemples d’intrusions les
capacités d’aide au diagnostic qu’apporte notre approche de type boîte grise.
Comme expliqué en 2.3.5, l’aide au diagnostic consiste en la mise en évidence
des objets et ﬂux non associés dans le meilleur mapping.
La ﬁgure 4.6 montre un exemple simple d’une intrusion contre la conﬁdentia-
lité d’un serveur web vulnérable qui a été développé dans un but pédagogique.
L’intrusion consiste en une attaque par remontée dans l’arborescence pour aller
lire le ﬁchier /etc/passwd. Le serveur vulnérable ne vériﬁe pas la présence de ’../’
dans la chaîne de caractères de l’url alors que les deux autres serveurs refusent
de traiter une telle requête et renvoient une erreur au client.
Les meilleurs mappings pour chaque couple de serveurs sont donnés dans les
ﬁgures 4.7, 4.8 et 4.9.
L’objet ﬁchier représentant le ﬁchier /etc/passwd n’est associé avec aucun
des objets dans les autres graphes. C’est le cas également pour le ﬂux d’infor-
mation représentant l’accès en lecture au ﬁchier /etc/passwd et l’écriture sur la
socket. Ces objets sont mis en évidence sur la ﬁgure 4.6 (trait très gras). Pour
le serveur Apache comme pour le serveur Abyss, les ﬂux d’informations repré-
sentant l’écriture sur la socket ne sont pas associés avec leur équivalent dans
le graphe du serveur vulnérable mais sont associés ensemble dans le mapping
concernant Abyss et Apache. Ils sont donc mis en valeur mais d’une manière
moins visible (trait gras). Dans cet exemple, les objets et ﬂux mis en valeur sont
bien les eﬀets de l’intrusion au niveau du système d’exploitation.
La ﬁgure 4.10 montre un autre exemple d’aide au diagnostic sur l’injec-
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a. Graphe de flux d’information pour le serveur web Abyss b. Graphe de flux d’information pour le serveur web Apache












Fig. 4.6 – Trois graphes de ﬂux d’informations liés à une même requête HTTP
traitée sur diﬀérents serveurs et l’identiﬁcation des objets et des ﬂux qui ne sont
pas associés










Fig. 4.7 – Meilleur mapping entre les graphes du serveur Apache et du serveur
HTTP minimal
tion de code SQL dans l’application php Bibtex Manager. Cette injection de
code permet à l’utilisateur de s’authentiﬁer auprès de l’application web en tant
qu’administrateur. Les manifestations de l’intrusion au niveau des ﬂux d’infor-
mations au niveau du système d’exploitation semblent moins importants que sur
l’exemple précédent. Les seuls objets et ﬂux non associés dans les trois meilleurs
mappings sont le ﬂux d’écriture sur la socket client et le ﬁchier de création de
session et l’écriture d’informations dans ce ﬁchier. Cette écriture est le symp-
tôme de l’intrusion au niveau des ﬂux d’informations. Elle marque le fait que le
serveur compromis crée une session pour pour le client et écrit les paramètres
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Graphe de flux d’information pour le serveur web Abyss









Fig. 4.8 – Meilleur mapping entre les graphes du serveur Abyss et du serveur
HTTP minimal







Fig. 4.9 – Meilleur mapping entre les graphes des serveurs Apache et Abyss
de la session dans le ﬁchier /tmp/sess_0015b077bca48135036c579b575179d4. Si
les données circulant lues et écrites par les processus étaient prises en compte,
les ﬂux d’informations modélisant la requête à la base SQL et la réponse de
cette base n’auraient pas été associés dans le cas du serveur compromis. Il est
moins évident en regardant les graphes et la mise en évidence des objets et ﬂux
non associés dans les meilleurs mappings de trouver la nature de l’intrusion.
L’approche indique tout de même à l’administrateur de vériﬁer les réponses
des serveurs et le contenu de ce ﬁchier, ce qui donne des premières pistes à
l’administrateur de sécurité pour commencer son analyse de l’alerte.
Nous pensons que cette approche peut être réellement bénéﬁque à un ad-
ministrateur de sécurité et peut être étendue pour automatiquement établir un
résumé des interactions impliquant les objets non associés.
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b. Graphe de flux d’information pour le serveur web Lighttpd
a. Graphe de flux d’information pour le serveur web Abyss






























Fig. 4.10 – Trois graphes de ﬂux d’informations liés à l’injection SQL contre
php Bibtex Manager et l’identiﬁcation des objets et des ﬂux qui ne sont pas
associés
4.6 Performances
Nous évaluons le coût en performances introduit par l’architecture : nous
avons réalisé une étude théorique de ce coût en 2.1.6. Ici, nous présentons les
résultats des prototypes que nous avons développés. Il faut noter que ceux-ci ne
sont pas optimisés dans leur conception et par le langage utilisé, perl, qui a été
utilisé pour sa facilité de programmation. Nous présentons les performances de
l’IDS de type boîte noire puis de l’IDS de type boîte grise.
4.6.1 Performances de l’IDS de type boîte noire
Pour mesurer les performances de l’IDS de type boîte noire, nous avons
mesuré du point de vue du client le coût en temps de réponse de l’architecture
de détection d’intrusions et de tolérance aux intrusions que nous proposons.
Pour cela, nous avons utilisé le jeu de données de mars 2003 en utilisant trois
serveurs : un thttpd 2.25b sur Linux, un Apache 1.3.29 sous MacOS-X, un IIS
5.0 sous Windows 2000. Le proxy et l’IDS fonctionnaient sur la machine Linux,
ce qui peut induire un temps de latence supplémentaire si le processeur n’est
pas assez puissant pour gérer à la fois la comparaison, le proxy et le serveur
web. Les trois serveurs contenaient une copie du contenu du serveur web datant
de mars 2005 de Supélec Rennes.
Le tableau 4.8 résume ces mesures. Les mesures donnent le temps de réponse
de l’architecture : le temps entre l’envoi de la requête du client et la réception de
la réponse. La ligne « Sans l’IDS » du tableau donne la moyenne des temps de ré-
ponse pour traiter une requête pour chaque serveur utilisé séparément. La ligne
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« Avec l’IDS » du tableau donne la moyenne des temps de réponse de l’architec-
ture pour traiter une requête. La ligne « Latence engendrée par l’IDS » donne
le coût en terme de latence de l’introduction de l’IDS et de l’architecture en
moyenne.
IIS thttpd Apache
Sans l’IDS 0.0214s 0.0173s 0.0183s
Avec l’IDS 0.1256s
Latence engendrée par l’IDS 0.1042s 0.1083s 0.1073s
Tab. 4.8 – Moyenne des latences en présence de l’IDS et en son absence.
En activant le proxy et l’IDS de type boîte noire, comme expliqué en 2.1.6,
de nombreuses communications supplémentaires sont introduites dans le chemin
de traitement de la requête : en moyenne, cela multiplie par 6 le temps de
traitement d’une requête. Le temps de traitement reste acceptable malgré la
latence introduite par l’architecture. Il faut rappeler que nous n’avons développé
qu’un prototype qui est loin d’être optimisé. De plus, nous avons proposé des
solutions en 2.1.6.2 pour diminuer le temps de latence au prix d’une diminution
des capacités de tolérance aux intrusions.
4.6.2 Performance de l’IDS de type boîte grise
Comme nous l’avons expliqué en décrivant le modèle de détection et l’algo-
rithme de calcul de similarité entre les graphes de ﬂux d’information en 2.3.3.2,
le temps de calcul est exponentiel en fonction du nombre de nœuds des deux
graphes. Nous avons cherché à optimiser ce calcul de similarité qui nécessite de
calculer tous les mappings possibles en limitant les mappings unitaires à ceux
ayant un sens du point de vue des graphes considérés qui sont des graphes de
ﬂux d’informations. Avec ces optimisations, le temps de calcul des mappings
est relativement bon pour des graphes de petite taille. Puisque l’algorithme est
exponentiel en temps en fonction du nombre de nœuds, le temps de calcul peut
être relativement long pour des graphes plus importants : de l’ordre de 5 minutes
pour des graphes de 15 nœuds par exemple. Notre prototype d’IDS de type boîte
grise ne peut donc être utilisé en temps réel actuellement. Nous l’avons donc
utilisé en système de détection d’intrusions a posteriori dans nos tests : il n’est
pas sur le chemin de traitement de la requête.
Pour améliorer les performances, il nécessaire, d’une part, d’évaluer d’autres
algorithmes tels que l’algorithme glouton proposé par Champin et Solnon. Il
faudrait vériﬁer que les approximations faites par cet algorithme n’entraînent
pas de faux positifs ou de faux négatifs. Il est d’autre part nécessaire d’optimiser
le code de notre prototype, écrit également en perl.
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4.7 Résumé
Dans ce chapitre, nous avons montré les résultats obtenus par nos deux
prototypes d’IDS : l’un suivant une approche de type boîte noire et l’autre
suivant une approche de type boîte grise. Nous avons étudié diﬀérents aspects
de ces IDS : leurs performances en terme de détection d’intrusions par une
évaluation de leur ﬁabilité (taux de faux négatifs) et leur pertinence (taux de
faux positifs).
Nous avons d’abord décrit les deux environnements de tests : serveur web
statique et serveur web dynamique, puis les diﬀérents jeux de données que nous
avons utilisé pour ces deux environnements : leur provenance pour le traﬁc ser-
vant à évaluer la pertinence (logs de serveurs web, traﬁc « artiﬁciel » sauvegardé)
et la description des attaques que nous avons jouées contre notre architecture.
Nous avons ensuite présenté les résultats de détection obtenus en utilisant
ces diﬀérents jeux de données pour étudier la pertinence et la ﬁabilité des deux
IDS. Les résultats sont corrects bien que le taux de faux positifs soit légère-
ment élevé spécialement pour l’IDS de type boîte grise. La mise en place de
solutions pour masquer les diﬀérences de spéciﬁcation semble nécessaire à ce
niveau, éventuellement grâce à un apprentissage des correspondances entre les
graphes.
Par la suite, nous avons présenté les capacités d’aide au diagnostic que l’IDS
de type boîte grise apporte à l’administrateur sur deux exemples d’intrusions :
dans le premier exemple, l’aide au diagnostic est ﬂagrante car les ﬂux et objets
non associés dans les meilleurs mappings correspondent exactement à l’objectif
de l’intrusion. Dans le second exemple, les objets et ﬂux non associés dans les
meilleurs mappings montrent les eﬀets de l’intrusion de manière indirecte et
l’aide au diagnostic est moins directe.
Finalement, nous avons présenté les performances en termes de latence et de
calcul des similarités de nos prototypes. Elles sont moyennes mais il faut noter
que nos prototypes sont loin d’être optimisés en terme d’algorithmique et de
programmation.
Conclusion
« Cattle die, Kinsmen die,
Even you yourself leave this world,
But one thing I know that never dies,
Judgement on a dead man. »
Hávamál.
L’objectif de cette thèse est la détection d’intrusions aﬀectant des logiciels
de type serveur. Les approches de détection par signature ayant des défauts in-
hérents tels que l’impossibilité de détecter des intrusions inconnues, nous avons
proposé une approche de détection comportementale. Contrairement aux mé-
thodes de détection classiques en détection comportementale pour lesquelles il
est nécessaire de déﬁnir et construire un modèle de référence du comportement
de l’entité surveillée, nous avons suivi une méthode issue de la sûreté de fonc-
tionnement fondée sur la programmation N-versions pour laquelle le modèle de
référence est implicite et est constitué par les autres logiciels constituant l’archi-
tecture. Contrairement à la programmation N-versions classique où les versions
sont développées spéciﬁquement, ce qui a un coût important, réservant ainsi
cette technique à des projets critiques du point de vue de la sécurité-innocuité,
nous proposons l’utilisation de COTS à la place des versions. C’est un choix fait
dans de nombreux projets. Cependant, peu d’autres travaux de recherche ont
mis en valeur les contraintes et problèmes qu’impose l’utilisation de COTS dans
une telle architecture.
Nous proposons ici un résumé de l’ensemble de notre travail puis terminons
par quelques perspectives.
Résumé
Le chapitre 2 présente le cœur de nos travaux. Nous avons utilisé une archi-
tecture de détection d’intrusions fondée sur la diversiﬁcation de COTS, qui reste
très similaire à celle d’autres projets. Nous en avons étudié diﬀérents aspects
pour mettre en évidence les avantages et les limites d’une approche de détection
fondée sur la diversiﬁcation de COTS. Nous avons formalisé les propriétés de
détection d’intrusions, de localisation des serveurs compromis et de tolérance
aux intrusions dans le cadre de la diversiﬁcation de COTS en distinguant deux
cas : observations parfaites ou non. Nous avons ensuite présenté les deux ap-
151
152 Conclusion
proches de détection d’intrusions, que nous avons proposées, fondées sur cette
architecture.
Notre approche de type boîte noire se distingue de l’existant par un al-
gorithme de détection précis et une méthode de masquage des diﬀérences de
conception ou de spéciﬁcation diﬀérente, qui permet de limiter les faux positifs
même dans des cas où le comportement des COTS est diﬀérent ou mal déﬁni.
Notre approche de type boîte grise repose sur le calcul de similarité entre
graphes de ﬂux d’informations au niveau du système d’exploitation. Nous avons
présenté le modèle et l’algorithme de calcul de la similarité. Nous avons discuté
les choix faits lors de l’utilisation de ce modèle dans le cadre de la diversiﬁca-
tion de COTS pour la détection et la tolérance aux intrusions. En plus de ces
capacités de détection, il est possible d’utiliser cette méthode pour aider l’ad-
ministrateur à diagnostiquer les anomalies détectées.
Le chapitre 3 présente la manière dont nous avons appliqué le modèle gé-
néral de détection d’intrusions au cadre des serveurs web. Nous avons décrit
plus précisément le protocole HTTP qui est un protocole léger et universel. Ses
caractéristiques permettent d’expliquer les quelques diﬃcultés que doit résoudre
notre algorithme de comparaison des réponses réseau. Nous avons décrit précisé-
ment cet algorithme de comparaison et détaillé les mécanismes de masquage des
diﬀérences de spéciﬁcation que nous avons mis en place : normalisation des re-
quêtes et masquage des diﬀérences de sorties connues dans le cadre des serveurs
web.
Nous avons présenté également notre IDS par calcul de la similarité entre
graphes de ﬂux d’informations. Les ﬂux d’informations sont obtenus grâce à
l’interception des appels système. Ces appels système ne sont cependant pas
suﬃsants pour obtenir tous les ﬂux d’informations. Les autres méthodes pour
les obtenir semblent entraîner une baisse de performance trop importante ce-
pendant. Nous avons détaillé le processus de création des graphes de ﬂux d’in-
formations et exposé quelques choix concernant le calcul de la similarité entre
les graphes. Nous avons brièvement présenté notre architecture combinant les
deux IDS.
Finalement dans ce chapitre, nous avons exposé le problème posé par l’exécu-
tion d’applications web au-dessus des serveurs web et une solution pour résoudre
partiellement ce problème, solution qui permet de détecter les injections de code
de haut-niveau.
Le chapitre 4 présente les tests que nous avons menés et les résultats obtenus
par nos deux prototypes d’IDS pour serveurs web. Nous avons évalué diﬀérents
aspects de ces IDS : leurs performances en terme de détection d’intrusions par
une évaluation de leur ﬁabilité (taux de faux négatifs) et leur pertinence (taux
de faux positifs).
Nous avons d’abord décrit les deux environnements de tests : serveur web
statique et serveur web dynamique, puis les diﬀérents jeux de données que nous
avons utilisés pour ces deux environnements : leur provenance pour le traﬁc ser-
vant à évaluer la pertinence (logs de serveurs web, traﬁc « artiﬁciel » sauvegardé)
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et la description des attaques que nous avons jouées contre notre architecture.
Nous avons ensuite présenté les résultats de détection obtenus en utilisant
ces diﬀérents jeux de données pour étudier la pertinence et la ﬁabilité des deux
IDS. Les résultats sont corrects : les intrusions jouées sur l’architecture sont
toutes détectées à l’exception des intrusions par cross-site scripting. Le taux de
faux positifs de notre IDS de type boîte noire est raisonnable : inférieur à 1%. Le
taux de faux positifs de notre IDS de type boîte grise est plus élevé. La mise en
place de solutions pour masquer les diﬀérences de spéciﬁcation semble nécessaire
à ce niveau, éventuellement grâce à un apprentissage des correspondances entre
les graphes.
Par la suite, nous avons présenté les capacités d’aide au diagnostic que l’IDS
de type boîte grise apporte à l’administrateur sur deux exemples d’intrusions :
dans le premier exemple, l’aide au diagnostic est ﬂagrante car les ﬂux et objets
non associés dans les meilleurs mappings correspondent exactement à l’objectif
de l’intrusion. Dans le second exemple, les objets et ﬂux non associés dans les
meilleurs mappings montrent les eﬀets de l’intrusion de manière indirecte et
l’aide au diagnostic est moins directe.
Finalement, nous avons présenté les performances en termes de latence et de
calcul des similarités de nos prototypes. Elles sont moyennes. Notre IDS de type
boîte noire est utilisable en ligne, c’est-à-dire placé sur le chemin de la requête
bien que le temps de traitement de la requête augmente signiﬁcativement. Il
n’est pas, par contre, possible d’utiliser notre IDS de type boîte grise en temps
réel : le temps de calcul de la similarité entre les graphes peut être de l’ordre de
la dizaine de minutes si les graphes ont de nombreux nœuds. Il faut, cependant,
noter que nos prototypes sont loin d’être optimisés en terme d’algorithmique et
de programmation.
Perspectives
Notre travail ouvre des perspectives donnant lieu à des études complémen-
taires dans les directions suivantes :
– Il serait intéressant d’évaluer cette méthode de détection dans un autre
cadre que celui des serveurs web comme par exemple, celui des serveurs
FTP, POP3 ou SIP. La plupart des travaux fondés sur l’approche par di-
versiﬁcation de COTS, ainsi que les nôtres, ont choisi le cadre des serveurs
web. Des études dans un autre cadre pourraient conﬁrmer la généralité
de l’approche ; il est notamment nécessaire de vériﬁer que les propriétés
des COTS : indépendance des vulnérabilités et spéciﬁcation suﬃsamment
proche. La mise en œuvre de cette méthode du côté client, par exemple
dans des navigateurs web, dans le cadre d’une approche boîte grise pour-
rait éventuellement être intéressante en termes de tolérance aux intrusions,
étant donné que de nombreuses vulnérabilités ont été découvertes dans les
applications clientes récemment.
– Dans le cadre de notre approche de type boîte noire, il peut être intéressant
de modiﬁer les choix de détection : nous avons en eﬀet choisi de ne pas
comparer certaines parties des réponses quand elles ne sont pas spéciﬁées
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dans la spéciﬁcation standardisée. Cela laisse la possibilité à l’attaquant
de faire sortir des informations conﬁdentielles. La modélisation statistique
de ces parties des réponses est, par exemple, une solution envisageable
pour assurer une couverture de détection plus importante.
– Notre approche de type boîte grise comporte de nombreux paramètres qu’il
serait intéressant d’évaluer plus en avant : nous avons proposé plusieurs
méthodes pour décider quand lever une alerte ou non, plusieurs règles de
localisation, la prise en compte de diﬀérents seuils suivant le type de la re-
quête. Il serait intéressant également d’évaluer l’inﬂuence d’un algorithme
glouton sur les résultats de détection. L’avancée la plus importante serait
de prendre en compte les données des ﬂux d’informations. Nous avons li-
mité cette idée aux ﬂux sortant sur la socket vers le client en prenant en
compte la réponse de l’IDS de type boîte noire. La prise en compte des
données dans tous ou au moins une grande majorité des ﬂux d’informa-
tions permettrait une plus grande précision dans l’algorithme de calcul de
la similarité et ainsi une meilleure ﬁabilité de l’IDS. Éventuellement, les
mêmes problèmes que ceux posés par les sorties réseau peuvent se poser
au niveau de la comparaison de ces ﬂux d’informations et il faudrait intro-
duire des algorithmes de comparaison prenant en compte les diﬀérences
de conception et de spéciﬁcation.
– Dans le cadre de notre application pour les serveurs web, nous avons pro-
posé une méthode pour assurer la diversiﬁcation des langages de script
dans lesquels sont écrits une grande partie des applications web. Cette
méthode permet de détecter les tentatives d’injection de code. Une implé-
mentation automatique de cette méthode est nécessaire pour évaluer la
faisabilité de l’approche.
– Les tests que nous avons menés ne l’ont été que dans des environnements
contrôlés. Il serait souhaitable de tester nos propositions dans un environ-
nement réel. Cela n’est pas évident puisque nos IDS sont intimement liés
au service rendu. Une utilisation de type « Honeypot » pourrait éventuel-
lement servir à évaluer la ﬁabilité de l’approche dans un contexte réel. Si
l’on souhaite conserver les propriétés de tolérance aux intrusions, l’évalua-
tion de la pertinence dans un environnement réel semble bien plus problé-
matique car les faux positifs entraînent des interruptions du service qui
n’auraient pas lieu d’être.
– Les méthodes que nous avons proposées ne prennent pas en compte la
politique de sécurité : ce sont des méthodes comportementales où le com-
portement de référence est le comportement des autres COTS. Elles se
rapprochent dans ce sens des approches de détection d’intrusions fondées
sur la spéciﬁcation. La combinaison ou la corrélation des nos IDS avec
d’autres IDS prenant en compte la politique de sécurité pourrait amélio-
rer la ﬁabilité et la pertinence voire le diagnostic des alertes.
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