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Abstract
Fourth order Partial Differential Equations (PDE’s) arise in many different physic’s fields. As an example,
the research group for Mathematical and Computational Modeling at UPC LaCàN is studying flexoelec-
tricity, a very promising field which aims to replace some of the uses of piezoelectric materials, and whose
equations involve 4th order derivatives. This work provides a method to solve these 4th order PDE’s us-
ing the Finite Element Method (FEM) with C0 elements, which provides many advantages with respect
to other methods that involve using C1 elements or decoupling the equation. The method is developed
over the equations of the deformation of a Kirchoff plate, which is also a 4th order PDE. This method
is then successfully validated with numerical experiments, both physical and artificial. An analysis of the
convergence as well as the method’s sensitivity to a newly added parameter is also provided. Due to the
success of the method, LaCàN group will use this method to solve flexoelectricity’s PDE’s.
1
1. Introduction
Partial Differential Equations (PDE’s) with 4th order derivatives arise in many physics fields. At LaCàN
research group numerical tools for the resolution of flexoelectricity problems (electroactive materials)
[CMFMA19] are being developed. The equations of flexoelectricity are 4th order PDE’s, so it’s weak
form involves second derivatives. This means that the standard Finite Element Method (FEM) with C0
elements cannot be used. Nowadays, these equations are being solved with C1 approximations over struc-
tured meshes, known as b-splines. These approximations have some limitations, namely, they have to use
embedded boundaries for non-rectangular domains, ill-conditioning problems...
The focus of this work is the development of a suitable formulation for the solution of 4th order PDE’s using
C0 standard FEM approximations, and imposing C1 continuity in weak form. As a proof of concept the
formulation is developed and tested for a simpler, but similar, 4th order PDE: the Kirchoff plate problem,
which is a 1-dimensional equation that models the deformation of a plate.
The developed formulation is based on the ideas of the Interior Penalty Method (IPM) [Arn82], which
considers discontinuous approximations and imposes C0 continuity in weak form for second order PDEs.
Here, the same ideas are applied for 4th order PDE’s, but considering C0 approximations and imposing the
continuity of the derivative in weak form. It is worth mentioning that the resulting weak form involves in
this case second order derivatives, two different types of Dirichlet and Neumann boundary conditions and
punctual forces on corners of the boundaries. The derivations of the weak form will also require the use of
the surface divergence theorems.
The document is structured as follows. The basics of the standard FEM method are recalled next in
subsection 1.1, in the context of second order PDE’s. The formulation for 4th order PDE’s (in this work for
the Kirchoff plate problem) is developed in Section 2, including the problem statement and the derivation
of the weak form, as well as an analysis of the behaviour of a parameter that arises in the formulation
of the weak form. In Section 3 we provide the results of multiple numerical experiments that validate
our formulation form Section 2, as well as an analysis of the method’s convergence and sensitivity to the
aforementioned parameter. Finally, the conclusions of this work are stated in Section 4, which include the
knowledge I acquired for this work in 4.1.
1.1 Finite Element Method
To recall the basics of the Finite Element Method (FEM) let us consider the following 2nd order elliptic
problem:
−∆u = f on Ω (1a)
u = uD on ∂Ω (1b)
The weak form of the problem is: find u ∈ H10(Ω) + ψ such that
a(u, v) = `(v) ∀v ∈ H1(Ω) (2)
with
a(u, v) =
∫
Ω
∇u · ∇v dΩ (3a)
`(v) =
∫
Ω
vf dΩ (3b)
2
ψ ∈ H10(Ω) such that ψ = uD on ∂Ω, and H10(Ω) = {v ∈ H1(Ω) : v = 0 on ∂Ω}
The FEM solution, uh, is obtained considering an approximation space, V h, of C0 piece-wise polynomial
functions based on a partition of Ω in elements. That is, solving the following problem: find uh ∈ V h0 +ψh
such that
a(uh, v) = `(v) ∀v ∈ V h0 (4)
where V h0 ⊂ H0(Ω).
In the Finite Element Method, V h0 is usually Pk or Qk , that is, the space of piece-wise polynomials of degree
k with each piece being a triangle or a quadrilateral respectively. Then, V h0 is a vector space generated by
a finite set of basis functions {N1, ...,Nn}, and the approximation can be written as
u ≈ uh =
n∑
i=1
uiNi (5)
Now, finding the coefficients {ui} is equivalent to solving a linear system of equations.
Ku = b (6)
with
Kij = a(Ni ,Nj) (7a)
bi = `(Ni)− a(Ni ,ψh) (7b)
where u is the vector with the coefficients {ui}.
Further explanation of classical FEM can be found in [QQ09].
Note that since the weak form involves only first order derivatives, standard C0 finite element approximations
can be considered, since V h ⊂ H1(Ω). This is not the case for 4th order PDE’s, for which the weak form
involves second order derivatives and therefore C0 FEM approximations may not be smooth enough. There
are 3 main strategies to overcome this problem: 1) decouple the PDE in 2 second order PDE’s, 2) consider
C1 approximations, which can be done via interpolant method, such as Argyris triangular element [ADMS77]
or Bogner-Fox-Schmit quadrilateral elements [BFS67], or via non-interpolant methods, such as using a b-
spline basis [CMFMA19] or a mesh free method [APM+14] or 3) develop a proper weak form suitable for
C0 approximations. Decoupling the PDE in 2 second order PDE’s has an important overcost in number
of unknowns. On the other hand, C1 approximations are difficult to define for unstructured finite element
meshes. A comparison between C0 and C1 elements can be found in [BS05]. This work focuses on the
third option: developing a formulation for C0 approximations imposing C1 continuity between elements in
weak form.
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2. An IPM-C0 method for Kirchoff plates
For this section we will use Einstein notation, where if an index appears twice in a single term and is not
otherwise defined, it implies summation of that term over all the values of the index.
We want to solve the following Kirchoff plate problem:
∂2σij(u)
∂xi∂xj
= f on Ω
u = g1 on Γ1D
∂u
∂n = g2 on Γ
2
D
t(u) = tn on Γ1N
r(u) = rn on Γ2N
jk(u) = jextk on Vk ∈ VN
(8a)
(8b)
(8c)
(8d)
(8e)
(8f)
where
σij(u) = Cijkl
∂2u
∂xk∂xl
(9a)
t(u) =
(
∇τ · (n)niσij(u) + ∂σij(u)
∂xi
)
nj −∇τ · (σ · n) (9b)
r(u) = n · σ · n (9c)
jk(u) = τ Lk · σ · nLk + τRk · σ · nRk (9d)
Γ1D ∪ Γ1N = Γ2D ∪ Γ2N = ∂Ω, VN are the vertices of the boundary in Γ1N , n is the exterior unitary normal
vector and τ is the tangent vector. At each vertex, superscripts L and R refer to the left and right edge
that meet there. An illustration of this can be seen in Figure 1.
Figure 1: Left and right tangent and normal vectors at a corner of the domain.
4
∇τ = τ ∂∂τ = τ (τ ·∇), g1 and g2 are prescribed variables for the displacement u and its normal derivative,
tN and rN are given forces on the boundary, and f is an applied force.
2.1 Weak Form
Let’s consider now a partition of Ω in subdomains Ωe called elements, and
Ω̂ =
⋃
e
Ωe (10a)
Γ̂1D =
⋃
e
(
Ωe ∩ Γ1D
)
(10b)
Γ̂1N =
⋃
e
(
Ωe ∩ Γ1N
)
(10c)
Γ̂2D =
⋃
e
(
Ωe ∩ Γ2D
)
(10d)
Γ̂2N =
⋃
e
(
Ωe ∩ Γ2N
)
(10e)
Problem (8) can now be stated in the broken domain as
∂2σij(u)
∂xi∂xj
= f on Ω̂
u = g1 on Γ̂1D
∂u
∂n = g2 on Γ̂
2
D
t(u) = tn on Γ̂1N
r(u) = rn on Γ̂2N
jk(u) = jextk on Vk ∈ VN
JunK = s∂u
∂n
{
= {r(u)} = 0 on Γ
Jt(u)K = 0 on Γ∑
ei∈Ek
jeik (u) = 0 on Vk ∈ VΓ
(11a)
(11b)
(11c)
(11d)
(11e)
(11f)
(11g)
(11h)
(11i)
where Γ is the union of all interior sides Γf ,
Γ =
[⋃
e
∂Ωe
]
\ ∂Ω =
⋃
f
Γf (12)
Ek is the set of elements Ωei that touch the vertex Vk , VΓ is the set of all the vertices in Γ, and the jump
and mean operators are defined on each face Γf as
JaK = aL + aR (13a)
{a} = 12
(
aL + aR
)
(13b)
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with aL and aR being the values from the elements ΩL and ΩR sharing the sides. Note that the jump
operator is always used including the normal vector. For instance,
JunK = uLnL + uRnR = (uL − uR)nL (14)
which is zero for a continuous function. Thus, equations (11g), (11h) and (11i) impose continuity of the
displacement and its normal derivative, equilibrium of internal forces across sides between elements and
equilibrium of forces on internal vertices.
Now, multiplying equation (11a) by an arbitrary function v and integrating over any element Ωe we get∫
Ωe
vf dΩ =
∫
Ωe
v ∂
2σij(u)
∂xi∂xj
dΩ
Using twice the following formula (integration by parts)∫
Ωe
a ∂b
∂xi
dΩ = −
∫
Ωe
∂a
∂xi
b dΩ+
∫
∂Ωe
abni dS (15)
we obtain
∫
Ωe
vf dΩ = −
∫
Ωe
∂v
∂xi
∂σij(u)
∂xj
dΩ+
∫
∂Ωe
v ∂σij(u)
∂xj
ni dS
=
∫
Ωe
∂2v
∂xi∂xj
σij(u) dΩ−
∫
∂Ωe
∂v
∂xi
σij(u)nj dS +
∫
∂Ωe
v ∂σij(u)
∂xj
ni dS
Now, using
∂u
∂xi
= ni
∂u
∂n + τi
∂u
∂τ
(16)
the following version of the divergence theorem∫
∂Ωe
∇τ (a) · (A · n) dS =
∫
∂Ωe
∇τ · (aA · n) dS −
∫
∂Ωe
a∇τ · (A · n) dS (17a)
and the surface divergence theorem∫
∂Ωe
∇τ · (aA · n) dS =
∫
∂Ωe
∇τ · (n)(aA · n)n dS +
∑
Γe
a
(
[τAn]end0
)
(17b)
where A is a matrix, a is a scalar function and τ is the tangent vector to the element side Γf ⊂ ∂Ωe , we
have
∫
Ωe
vf dΩ =+
∫
Ωe
∂2v
∂xi∂xj
σij(u) dΩ
+
∫
∂Ωe
v
[(
∇τ · (n)niσij(u) + ∂σij(u)
∂xi
)
nj −∇τ · (σ · n)
]
dS
−
∫
∂Ωe
∂v
∂n [niσij(u)nj ] dS
−
#vertices∑
k=1
v
(
τ Lk σ
e
knLk + τRk σeknRk
)
6
An illustration of the tangent and normal vectors for a face inside the mesh is provided in Figure 2, and an
illustration of the tangent and normal vectors for a vertex of an element inside the mesh can be seen in
Figure 3.
Figure 2: Left and right tangent and normal vectors for a face Γf inside the mesh.
Figure 3: Left and right tangent and normal vectors for an interior vertex of an arbitrary element Ωe inside
the mesh.
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Now, applying definitions (9b), (9c) and (9d), the equation becomes
∫
Ωe
vf dΩ =
∫
Ωe
∂2v
∂xi∂xj
σij(u) dΩ+
∫
∂Ωe
vte(u) dS −
∫
∂Ωe
∂v
∂n r
e(u) dS −
#vertices∑
k=1
vjek (u) (18)
where a superscript e means that it is the value on the element Ωe . Now, to obtain our final equation for
the whole domain, we add up every element,∫
Ω̂
vf dΩ =
∫
Ω̂
∂2v
∂xi∂xj
σij(u) dΩ+
∫
∂Ω
vt(u) dS −
∫
∂Ω
∂v
∂n r(u) dS
+
∑
f
∫
Γf
v
(
tL(u) + tR(u)
)
dS
−
∑
f
∫
Γf
[
∂vL
∂nL r
L(u) + ∂v
R
∂nR r
R(u)
]
dS
−
∑
Vk∈Vint
v
∑
ei∈Ek
jeik (u)−
∑
Vk∈Vext
v
∑
ei∈Ek
jeik (u)
where Vint, Vext are the set of interior and exterior vertices respectively. Since we have
(
tL(u) + tR(u)
)
=Jt(u)K = 0 because of equation (11h), and using
∂vL
∂nL r
L(u) + ∂v
R
∂nR r
R(u) =
s
∂v
∂n
{
{r(u)}+ {∇v} · Jnr(u)K+ {r(v)}s∂u
∂n
{
=
s
∂v
∂n
{
{r(u)} (19)
where we used equation (11g), we end up with
∫
Ω̂
vf dΩ =
∫
Ω̂
∂2v
∂xi∂xj
σij(u) dΩ+
∫
∂Ω
vt(u) dS −
∫
∂Ω
∂v
∂n r(u) dS
−
∫
Γ
s
∂v
∂n
{
{r(u)} dS
−
∑
Vk∈Vint
v
∑
ei∈Ek
jeik (u)−
∑
Vk∈Vext
v
∑
ei∈Ek
jeik (u)
Imposing now continuity from equations (11g) and (11h), and using the fact that punctual forces are at
equilibrium on interior corners from equation (11i), we get∫
Ω̂
vf dΩ =
∫
Ω̂
∂2v
∂xi∂xj
σij(u) dΩ+
∫
∂Ω
vt(u) dS −
∫
∂Ω
∂v
∂n r(u) dS −
∑
Vk∈Vext
v
∑
ei∈Ek
jeik (u)
−
∫
Γ
s
∂v
∂n
{
{r(u)} dS
To ensure symmetry and positive definiteness of the final matrix that will define our system of equations,
we can add terms that are analytically zero to the equation. The symmetric term of
∫
Γ
q
∂v
∂n
y {r(u)} dS is∫
Γ {r(v)}
q
∂u
∂n
y
dS, which is zero because of equation (11g). For the positive definiteness, we will add the
term
∫
Γ
q
∂v
∂n
y q
∂u
∂n
y
dS (which is also zero because of equation (11g)) times a sufficiently large constant
β1. Adding these terms, the obtained weak form is
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∫
Ω̂
vf dΩ =
∫
Ω̂
∂2v
∂xi∂xj
σij(u) dΩ+
∫
∂Ω
vt(u) dS −
∫
∂Ω
∂v
∂n r(u) dS −
∑
Vk∈Vext
v
∑
ei∈Ek
jeik (u)
−
∫
Γ
s
∂v
∂n
{
{r(u)} dS −
∫
Γ
{r(v)}
s
∂u
∂n
{
dS + β1
∫
Γ
s
∂v
∂n
{s
∂u
∂n
{
dS
This method of making the matrix symmetric and positive definite is inspired by Discontinuous Galerkin
Interior Penalty Methods, which impose continuity in a similar manner, which can be seen in [Arn82]. An
analysis of the value of the parameter β1 is provided in Subsection 2.3.
Finally, we need to impose the boundary conditions. Equations (11d), (11e) and (11f) can be imposed
directly by substituting its values in the corresponding terms. The boundary condition of equation (11b)
can be strongly imposed in our system of equations by prescribing the values of the nodal unknowns at the
boundary. Equation (11c) can be weakly imposed by adding two more terms paired with
∫
Γ2D
∂v
∂n r(u) dS:∫
Γ2D
r(v)
(
∂u
∂n − g2
)
dS and β2
∫
Γ2D
∂v
∂n
(
∂u
∂n − g2
)
dS, which we can add since
(
∂u
∂n − g2
)
is analytically zero.
This will also ensure symmetry and positive definiteness respectively. Note that this condition comes with
another parameter β2.∫
Ω̂
vf dΩ =
∫
Ω̂
∂2v
∂xi∂xj
σij(u) dΩ+
∫
Γ1N
vtn dS −
∫
Γ2N
∂v
∂n rn dS −
∑
Vk∈Vext
vjextk
−
∫
Γ
s
∂v
∂n
{
{r(u)} dS −
∫
Γ
{r(v)}
s
∂u
∂n
{
dS + β1
∫
Γ
s
∂v
∂n
{s
∂u
∂n
{
dS
−
∫
Γ2D
∂v
∂n r(u) dS −
∫
Γ2D
r(v)
(
∂u
∂n − g2
)
dS + β2
∫
Γ2D
∂v
∂n
(
∂u
∂n − g2
)
dS
(20)
This way of weakly imposing boundary conditions is known as Nitsche’s method [Nit71], and is frequently
used in FEM.
2.2 Discretization
As in Section 1, the weak form (20) can be written as: find u ∈ H10(Ω) + ψ such that
a(u, v) = `(v) ∀v ∈ H1(Ω) (21)
with
a(u, v) =
∫
Ω̂
∂2v
∂xi∂xj
σij(u) dΩ
−
∫
Γ
s
∂v
∂n
{
{r(u)} dS −
∫
Γ
{r(v)}
s
∂u
∂n
{
dS + β1
∫
Γ
s
∂v
∂n
{s
∂u
∂n
{
dS
−
∫
Γ2D
∂v
∂n r(u) dS −
∫
Γ2D
r(v)∂u
∂n dS + β2
∫
Γ2D
∂v
∂n
∂u
∂n dS
(22a)
`(v) =
∫
Ω̂
vf dΩ−
∫
Γ1N
vtn dS +
∫
Γ2N
∂v
∂n rn dS +
∑
Vk∈Vext
vjextk
−
∫
Γ2D
r(v)g2 dS + β2
∫
Γ2D
∂v
∂n g2 dS
(22b)
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ψ ∈ H10(Ω) such that ψ = g1 on Γ1D, and H10(Ω) = {v ∈ H1(Ω) : v = 0 on ∂Ω}
As before, the FEM solution, uh, is obtained considering an approximation space, V h, of piece-wise poly-
nomial functions. Then, the problem becomes: find uh ∈ V h0 + ψh such that
a(uh, v) = `(v) ∀v ∈ V h0 (23)
where V h0 ⊂ H0(Ω).
As in Section 1, our approximation will be
u ≈ uh =
n∑
i=1
uiNi (24)
To find the coefficients {ui} we will solve linear system of equations
Ku = b (25)
with
Kij = a(Ni ,Nj) (26a)
bi = `(Ni)− a(Ni ,ψh) (26b)
where u is the vector with the coefficients {ui} and {Ni} are the basis functions of V h0 .
2.3 Analysis of IPM parameter
We provide now an analysis of the method’s behaviour with respect to the newly added parameter β1. A
good choice for this parameter is essential, since we need β1 to be big enough to ensure coercivity, but
a value too large would yield an ill-conditioned matrix. For this analysis, we will set Γ2N = ∂Ω, which
eliminates the dependence on β2, and rn = 0. Because of this, we will refer to β1 as β for this subsection.
The condition for positive definiteness is a(v , v) > 0 ∀v ∈ V h0 + ψh.
Let A =
∫
Ω̂
∂2v
∂xi∂xj σij(u) dΩ ≥ 0 . Then, using the fact that Γ2N = ∂Ω and rn = 0 we have
a(v , v) = A− 2
∫
Γ
s
∂v
∂n
{
{r(v)} dS + β
∫
Γ
s
∂v
∂n
{2
dS (27)
Now, using Cauchy-Schwartz inequality we get:
a(v , v) ≥ A− 2
∥∥∥∥s∂v∂n
{∥∥∥∥
L2(Γ)
‖{r(v)}‖L2(Γ) + β
∥∥∥∥s∂v∂n
{∥∥∥∥2
L2(Γ)
(28)
Now, assume
‖{r(v)}‖2L2(Γ) ≤ C2A (29)
Then
a(v , v) ≥ A− 2C
√
A
∥∥∥∥s∂v∂n
{∥∥∥∥
L2(Γ)
+ β
∥∥∥∥s∂v∂n
{∥∥∥∥2
L2(Γ)
(30)
Using Young’s inequality
(
ab ≤ a22ε + ε2b2 ∀a, b, ε > 0
)
we have
a(v , v) ≥
[
1− C
ε
]
A+ [β − Cε]
∥∥∥∥s∂v∂n
{∥∥∥∥2
L2(Γ)
(31)
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So our condition for positive definiteness is 1− Cε > 0 and β − Cε > 0. This can be rewritten as just
β > C2 (32)
where C satisfies equation (29). Using that in the vector space V h0 + ψh we have
A = VTMV with Mkl =
∫
Ω̂
∂2Nk
∂xi∂xj
σij(u)(Nl) dΩ (33)
‖{r(v)}‖2L2(Γ) = VTKV with Kkl =
∫
Γ
{r(Nk)} {r(Nl)} dS (34)
where {Ni} are the basis functions and V is a vector containing all the coefficients of v for these basis
functions.
Then, defining the following eigenvalue problem
KV = λMV (35)
it follows that VTKV ≤ λmaxVTMV , or equivalently,
‖{r(v)}‖2L2(Γ) ≤ λmaxA = C2A (36)
So, the value for β must satisfy
β > λmax (37)
with λmax being the largest eigenvalue of problem (35). This analysis allows us to know the physical units
of the lower bound of β, which will be the same as the ones for λmax, which are the same as the units for
σ.
11
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3. Numerical Experiments
3.1 Convergence and sensitivity to penalty parameter
We expect the L2 error of our method to behave like:
||u − uh||L2(Ω) = Chp+1 (38)
where C is a positive constant, h is the size of an element in the mesh and p is the degree of the polynomial
approximation. The derivation of the order of the error can be found in [BS05].
To check the convergence of our method, we will solve the following equation, which has an analytical
polynomial solution:
∂2σij(u)
∂xi∂xj
= 6y on Ω
u = g1 on ∂Ω
r(u) = rn on ∂Ω
(39a)
(39b)
(39c)
with
σ(u) = t
3
12
(
2µH(u) + λI∆(u)) (40)
where H(u) is the Hessian matrix, which contains the second derivatives with respect x and y , ∆(u) is the
laplacian and I is the identity matrix. We will fix t = λ = µ = 1 and take Ω = [0, 1]2 as our domain. For
boundary conditions, we set Γ1D = Γ2N = ∂Ω. Then, we have in each edge
g1 = x4y on ∂Ω (41)
and
rn =

0 when y = 0
3y when x = 1
x2 when y = 1
0 when x = 0
(42)
The solution to this problem is u = x4y , which we will use to check the convergence of our method.
Note that with this boundary conditions, the problem only depends on the new parameter of this method
β1, which we will refer to as β. The equation we are solving depends on this parameter, which can affect
convergence if not chosen properly. We have seen in Subsection 2.3 that the value must be sufficiently high
for the final matrix to be definite positive, but a value too large for β can cause large condition number of
the system matrix which might spoil optimal convergence of the method. Instead of computing the lower
bound value for β analytically, we give an analysis of the sensitivity of our method to changes in β. From
equation (37) we know that the lower bound of β will be proportional to t3µ/h where h is the size of an
element of the mesh.
In Figure 4 we can see that for degrees 1 and 2, the method gives a poor convergence. This is probably
caused due to locking, since we are imposing continuity and for the solution and its first derivative, and
the elements do not have enough degrees of freedom to approximate the solution.
For degrees p > 2 we see optimal convergence for penalty parameter within a certain range (10t3µ/h -
100t3µ/h). A lower parameter does not ensure coercivity, and higher values get suboptimal convergence
because of ill-conditioning, though the error is still reasonably low.
12
Figure 4: Convergence plots of our method for different values of β and different degrees p. The numbers
indicated correspond to the slope of the line.
We also check the positive definiteness of the matrix of our system, by computing its smallest and largest
eigenvalue. This can be seen in Figure 5. For a value of β greater than 10t3µ/h, our system matrix is
positive definite for any mesh size h and polynomial degree p. Finally, we check the condition number of
the matrix for the values of β that give a positive definite matrix, which can be seen in Figure 6. We see
that a value for β too large gives us an ill-conditioned matrix.
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Figure 5: Plot of the spectral range for elements with degrees p 1 to 4 for different element sizes h. For
values of β greater that 10t3µ/h, the matrix is positive definite, since the minimum eigenvalue is always
greater than 0.
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Figure 6: Plot of the condition number for degrees p 1 to 4 for different values of β with which the matrix
is positive definite. We can see that a smaller valuer of β gives a lower condition number for all polynomial
degree, which means that the method will be less prone to numerical errors.
3.2 Distributed load
We will use the method developed in Section 2 to solve the Kirchoff plate problem with a distributed load.
Setting
σ(u) = t
3
12
(
2µH(u) + λI∆(u)) (43)
with
µ = E2(1 + ν) (44a)
λ = νE(1− ν2) (44b)
where t is the thickness of the plate, E is the Young’s modulus, and ν is Poisson’s ratio.
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For the experiment, we will set the parameters to the ones of a 1mm thick steel plate taken from [MDH+01],
that is,
t = 0.001m (45a)
E = 200 · 109Pa (45b)
ν = 0.28 (45c)
and set the distributed load to f = 100Pa. The dimensions of the plate are of 1 by 1 meters. As for the
penalty parameters, we will set β1 = β2 = 10t3µ/h = (781.25Nm) /h where h = 0.125m is the size of an
element of the mesh. This problem is taken directly from [EGH+02].
We show both the solution for a simply supported plate (Γ2N = ∂Ω) in Figure 7 and the solution for a
clamped plate (Γ2D = ∂Ω) in Figure 8. For these solutions, we used triangular elements of degree p = 4.
In Figure 9 we can see the mesh that we used to find these solutions.
Figure 7: Solution of the problem with distributed load and second Neumann boundary condition (Γ2N =
∂Ω), which corresponds to a simply supported plate.
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Figure 8: Solution of the problem with distributed load and second Dirichlet boundary condition (Γ2D = ∂Ω),
which corresponds to clamped plate.
Figure 9: Mesh used to obtain the solutions of Figure 7 and 8. Each blue dot corresponds to a nodal value.
As we expected, we obtain a bigger maximum deformation for the simply supported plate (22.5mm) than
with the clamped plate (7.0mm).
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4. Conclusions
As a conclusion for this work, we developed a novel method to solve 4th PDE’s numerically using C0 finite
elements. We performed several numerical experiments to validate the method, which gave us successful
results. This new way of solving 4th order PDE’s provides many advantages over existing methods (which
either used C1 elements, or decoupled the PDE in 2 second order PDE’s) and will be used by the LaCàN
group to solve problems with flexoelectricity.
This method depends on a new parameter β1. We observed optimal convergence for a given range of this
new parameter (10t3µ/h to 100t3µ/h in our case). If the parameter is too low, we lose coercivity. If we
fix the parameter to a value that is too large, we get suboptimal convergence due to ill-conditioning, but
the method still provides acceptable errors. This means that our method is robust even without an optimal
choice for β1, as long as its value is large enough.
We observed that our method works best and achieves optimal performance when using elements of degree
p at least 3. For degrees p = 1 and p = 2 the method seemed to lock, since the elements do not present
enough degrees of freedom to impose continuity for the first derivative.
Finally, we also tested this method with a realistic physical problem, which gave us the expected results,
further validating it.
4.1 Acquired knowledge
During my academic formation I only learnt the standard Finite Element Method described in 1.1. For this
work, I had to get familiar with the interior penalty method for discontinuous elements, and then learn how
to apply it to a 4th order PDE.
Then, an implementation of the new method had to be done. The standard implementation of FEM uses
a reference element to compute the values of the matrix of the system, which does not include the value
for the second order derivatives that we need for the formulation of the weak form, so these derivatives
had to be implemented.
Furthermore, the equation of the weak form had to be implemented from scratch. This equation includes a
term inside each element, two terms at each interior element face as seen from the left and right element,
and one term at each exterior element face, so the computation of the matrix involved three different loops.
All the implementation was done using the MATLAB programming language, which I had to get familiar
with, since I only used it sporadically during my education. The numerical experiments for the sensitivity
to different values of β1 and convergence were executed at a server in the LaCàN computer cluster, since
it would have taken too long to execute them in a basic computer. Computing the smallest and largest
eigenvalue of the matrix also involved using a special routine, since the matrices are very large and sparse.
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