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Abstract
Modeling the fate and transport of contaminants in the groundwater domain is
a complex task. Many factors influence these processes and should be included in a
model to accurately simulate the transport of thermal energy and of a single-solute
species in an aquifer system.
This thesis involved a study regarding the possible effects of injecting heated
water into an aquifer initially contaminated with naphthalene on the aqueous
concentration and subsequent bioavailability. The Saturated-Unsaturated Transport
(SUTRA) computer model was successfully modified to incorporate a temperature-
dependent, linear equilibrium distribution coefficient when simulating the transport of
a single-solute species. This effort showed that injecting water with a temperature
10°C greater than the initial groundwater temperature had a minimal effect on the
concentration distribution in the aqueous phase when using the linear equilibrium
sorption model.
Although the aqueous concentration was not significantly affected by the hot-
water-injection, increasing the temperature by 10 °c did increase the apparent
diffusion coefficient, and subsequent desorption, as well as the rate of the microbial
reactions. Thus, a small increase in aqueous concentration, due to the injection of
heated water into a contaminated aquifer, coupled with the increase in microbial
activity .may enhance the bioavailability of a contaminant and the rate of
biodegradation. Further research should be conducted to include a nonequilibrium
sorption model in the modified SUTRA code; kinetic sorption may provide a better
1
estimate of the effect of elevated groundwater temperatures on the concentration
distribution.
2
1. Introduction
1.1 Groundwater Contamination
Groundwater provides a significant amount of water that is used for
agricultural, domestic, and industrial purposes. In fact, nearly one-half of the
population in the United States relies on groundwater as the primary source of
drinking water [1,2]. As a result, it is important to minimize the amount of
contamination in the groundwater.
There has been an increase in the population, and agricultural and industrial
productions since World War II, prompting an increase in energy requirement [3].
These increases resulted in the production of more waste than could easily be
contained. Over 3 kg of refuse per capita are produced daily in North America [3].
Improper disposal of this waste has led to an increase of pollutants in the
environment.
The United States Environmental Protection Agency (EPA) claimed that there
are approximately 17 million waste disposal facilities and 6.5 billion cubic meters of
liquid waste entering the groundwater per year [3]. It is estimated that 70-80 percent
of the waste disposal facilities are producing hazardous contaminant plumes in the
groundwater [2,4]. Although only 1-2 percent of the aquifers in the United States
have been deemed contaminated, these aquifers are an important water resource and
sometimes the only water source available [5]. This groundwater contamination is a
major concern because the contaminants may be either toxic or suspected carcinogens
[2].
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Soluble chemicals entering the groundwater are usually detected only after a
water supply well has already been affected. At this point, it is too late to
immediately remediate the groundwater system. In addition, it usually takes a long
time for the contaminants to reach a water supply well and an even longer time for the
groundwater system to naturally flush all ofthe contaminants out.
1.2 Groundwater Contaminant Sources
Contaminants may enter the groundwater from many different sources. The
most common source of groundwater contamination are sanitary landfills [3]. There
are over 20,000 landfills in the United States that contain 90 percent of the solid
waste produced [3]. Because it is very inexpensive to use landfills as a disposal
method, 90 percent of all hazardous industrial wastes are landfilled [3]. Landfills are
also used to dispose 12-35 percent of the wastewater sludge that is produced [4].
Wastes that are disposed in landfills include common industrial solvents such as
trichloroethylene, 1,1,I-trichloroethane, tetrachloroethane, benzene, and carbon
tetrachloride, as well as municipal refuse, ashes, garbage, leaves, demolition debris,
sludges from municipal and industrial wastewater treatment facilities, and
radioactive, toxic, and hazardous wastes [5].
To store solid wastes in a landfill, the waste is first reduced in volume via
compaction and covered with earth [3]. When water from either rain or snowmelt
percolates through the landfill, liquid leachate percolates down toward the water
table. Leachate is a noxious, mineralized liquid capable of transporting bacterial
pollutants [2]. This leachate may contain organic and inorganic contaminants from
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the soil and waste [5]. Once the leachate reaches the groundwater, a leachate plume
may develop and migrate away from the landfill site. In time, the plume may reach
very large dimensions, such as the 3,000-meter long, 50-meter deep plume discovered
on Long Island, NY [3,6].
Contaminants may also enter the groundwater from various land sewage
disposal systems [2,3,5]. These sewage disposal systems include septic tanks, drains,
and cesspools. Leaky septic tanks account for an increase in nitrate levels in the
groundwater [5,7]. The EPA reported that septic tanks and cesspools were the largest
contributor of wastewater to the groundwater, providing 800 billion gallons of
wastewater per year to the subsurface environment [5]. The effiuent from these septic
tanks is important to monitor because it contains a large amount of bacteria and
viruses; resulting waterborne diseases contracted from wells include viral hepatitis
and typhoid [5]. Viruses persist a long time when in the groundwater and may be
transported large distances from the site of release [4].
Liquid sewage may' be sprayed and sewage sludge may be spread on
agricultural crops or forested lands [3,5]. These methods are very convenient and
economical means of disposing sludge [4]. Although this practice is good to aid in
the growth of grasses, trees, and agricultural crops, the added nitrogen, phosphorous,
and heavy metals to the soil may eventually contaminate the groundwater.
Agricultural industries add specialized synthetic chemicals to the environment
via fertilizers, herbicides, and pesticides [5,8,9]. Fertilizers containing nitrogen,
phosphorous, and potassium infiltrate into the groundwater and provide an increased
concentration ofnitrates. Also, the disposal of livestock and fowl wastes on farmland
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may influence the contamination of the groundwater. Ammonium released from
animals, as well as from humans via ruptured septic tanks, may be converted by soil
to form soluble nitrate that percolates down to the groundwater. It is estimated that
between 5-10 percent of all wells in the United States have nitrate levels greater than
the recommended maximum [10].
Petroleum leakages and spills may also lead to groundwater contamination.
These leakages or spills of synthetic organic and inorganic chemicals may come from
buried gasoline storage tanks, tanker trucks containing oil, and underground pipelines
transporting petroleum products [3,5,11,12]. Petroleum is a dense non-aqueous phase
liquid (DNAPL) and, when entering the groundwater system, is immiscible in water.
As a result, the liquid DNAPL, from these leaks and spills, sinks to the bottom of the
aquifer while the vapor DNAPL remains in the unsaturated zone [5]. Gasoline is a
light non-aqueous phase liquid (LNAPL) and floats at the water table [13].
The disposal of radioactive wastes may also lead to the contamination of the
groundwater [2,3]. Radioactive waste is generated when nuclear fuel is developed
and used. These processes include uranium mining, milling, refining, uranium
enrichment, fuel fabrication, fuel consumption in reactors, fuel reprocessing, waste
solidification, and the burial of solidified waste or unreprocessed spent fuel in deep
geological areas.
Because air and surface-water pollution has been a main concern, the
subsurface environment has been used to contain wastes [3]. Deep-well injections
have been used to store liquid wastes resulting in subsurface pollution [3,5]. Acid
rain runoff resulting from metallic ore and coal at abandoned coalmines may infiltrate
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to the groundwater [2,3,5]. Other sources for groundwater contamination include salt
runoff used to treat icy roads, saltwater intrusion into coastal aquifers, infiltration of
contaminants from surface water, seepage from ponds and lagoons containing
industrial wastes, and atmospheric contamination [2,3,5].
Manufactured gas plants (MGPs) were used from the mid-nineteenth century
to the 1950's. During. this time period, they produced many wastes that have
migrated toward the groundwater environment. These wastes were characterized by
tars and oils consisting of compounds including volatile organic compounds (VOCs)
and polycyclic aromatic hydrocarbons (pAHs) [14,15,16]; tars often do not migrate
far from the release site. Naphthalene is a PAH that will be explored in this thesis.
1.3 Project Objective
The objective ofthis thesis is to explore the effect of temp~ratureon the linear
equilibrium distribution coefficient and subsequent bioavailability of naphthalene. A
temperature-dependent distribution coefficient was. incorporated into the Saturated-
Unsaturated Transport (SUTRA) [17] computer model and used, to determine the
etrect of injecting clean heated water into an aquifer already contaminated with
naphthalene. It has been suggested that heated groundwater should reduce the extent
of sorption and enhance a contaminants' bioavailability and potential to undergo
biodegradation [18]. This is the first step in a longer research program that includes
studying temperature effects in a nonequilibrium model.
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2. Literature Review
2.1 Fate and Transport of Contaminants in the Subsurface Environment
Contaminants in the subsurface environment may reside in the aqueous, solid,
gaseous, or pure liquid phases. The aqueous phase includes contaminants that are
dissolved in the bulk groundwater; the solid phase includes contaminants that are
sorbed to soil particle surfaces or precipitated out; the gaseous phase includes
contaminants that have volatized and reside in the unsaturated zone; the pure liquid
phase includes non-aqueous phase liquids (NAPLs) [13]. These pure liquid
contaminants include dense non·aqueous phase liquids (DNAPLs) with a density
greater than water and light non-aqueous phase liquids (LNAPLs) with a density less
than water.
Naturally occurring microbial populations in the groundwater domain may act
to reduce the level of contaminant concentrations. Previous studies have used
epifluorescent microscopy and m~asured microbial populations as dense as 106 cells
per gram of aquifer materials [19]. These microorganisms consisted mostly of
bacteria and some higher life forms. In the upper 10 meters of the soil profile,
eucaryotic forms such as fungal spores or yeast cells were found [19].
Biodegradation results from the fact that subsurface microorganisms are
metabolically active and are able to degrade many types of hydrocarbon
contamination. The hydrocarbon may serve two purposes; one of these is a substrate
for microbial growth and the other is an energy source for the processes of
biodegradation possible under either aerobic or anaerobic conditions. Indigenous
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bacteria are capable of growing on various organic PAHs such as naphthalene,
toluene, benzene, ethylbenzene, p-creso~ xylene, phenol, and cresol. These
compounds are used as the sole source of carbon and energy in biodegradation
processes [4].
Many factors must be considered that could potentially limit biodegradation
while in the presence of adapted microorganisms. The chemical constituent that is to
be degraded, along with the bacteria required to aid in the degradation, must be
identified. Other limiting factors include the aquifer characteristics, the pH level, the
redox conditions, the concentration of the substrate, the inaccessibility of $e
substrate, the availability ofthe necessary microorganisms, the presence of a toxicant,
the transport of a contaminant in the subsurface, and the concentrations and
availability of inorganic nutrients such as nitrogen or phosphorous [4]. Sulfates may
inhibit methanogenic bacteria required to dehalogenate and mineralize chlorinated
aromatic compounds. In addition, a study showed that the biotransformation· of
naphthalene, 2-methyl naphthalene, dibenzofuran, fluorene, and phenanthrene was
greater when in the presence of oxygenated water that in oxygen-depleted water [19].
As a result, the concentration of the oxygen in the water is also a major factor in the
potential success ofbiodegradation.
A study was also conducted measuring the biodegradation of contaminants
when subjected to anaerobic conditions [19,20]. This study monitored the
mineralization of xylenes in samples of river alluvium under denitrifying conditions.
As a result, it was concluded that benzene, toluene, xylenes, and other alkylbenzenes
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were able to metabolize in methanogenic river alluvium contaminated with landfill
leachate.
Adsorption and desorption describe the amount of a contaminant that is in the
bulk liquid, solid, or gaseous phases and has a significant effect on the effectiveness
of biodegradation. Factors influencing adsorption and desorption processes have
been studied and may be influenced to enhance biodegradation.
Chemicals in the groundwater environment may leave the bulk liquid phase
and attach to the soil. This process is known as adsorption. Due to isomorphous
replacement, broken bonds, or lattice defects, the surfaces of solids have an electrical
charge. As a result ofthis imbalance in electrical charge, a charged ion may adsorb to
the solid surface. Clays are strong adsorbers because they have a high surface area
per unit volume and a significant electrical charge at the surface [5].
Sorption reactions may be described using either a nonequilibrium or an
equilibrium formulation. Kinetic nonequilibrium sorption reactions assume that the
rate of sorption is a function of both the concentration of mass in solution and the
mass sorbed on the soil [13]. The chemical reactions constituting nonequilibrium
sorption are slow and/or irreversible [21]. Equilibrium sorption reactions assume that
the concentration of sorbed mass is a function of mass in the aqueous solution [13].
The chemical reactions constituting equilibrium sorption are fast and reversible [21].
The equilibrium relation is represented by the distribution coefficient; the distribution
coefficient is defined as a ratio of the amount of contaminant sorbed to the soil
surface to the amount in the bulk liquid phase. A high distribution coefficient
indicates that there is a strong tendency for the chemical to sorb to the soil; likewise,
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a low distribution coefficient indicates that more of the chemical will remain in the
bulk liquid phase. Contamination that has undergone sorption is unavailable to
microorganisms for biodegradation and is retarded with respect to the flow of the
groundwater.
Desorption occurs when either the concentration in the bulk liquid phase
decreases or the distribution coefficient decreases; as a result, some of the sorbed
contaminant desorbs back into the bulk liquid phase to re-establish equilibrium as
defined by its distribution coefficient.
There have been numerous studies involving the processes of adsorption and
desorption. Due to sorption, the contaminant concentrations in groundwater are
usually at low concentration levels or at low aqueous solubility limits [18,22].
Relationships between the solid and liquid phases may be either linear or nonlinear
[18,22]. In most cases, however, the processes of sorption may be assumed to be
linear within a concentration range [18,22]. The degree of sorption for hydrophobic
organic compounds, such as PAHs, is due to a low-loading isotherm that is dependent
on the solute concentration, the fraction of organic matter present, and the octanol-
water partition coefficient [18]. Intrapartic1e diffusion is the leading rate limitation
for nonequilibrium sorption of hydrocarbons [18,23]. A study indicated that the
moisture content ofunsaturated soils has an effect on adsorption and desorption; dry
soils favor adsorption over desorption and humid soils favor desorption over
adsorption [24,25].
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The desorption process has been classified as biphasic; there is an initial rapid
loss of a chemical due to surface desorption followed by a slower loss rate due to
intraparticle diffusion [24,26,27,28].
Factors influencing the rate and amount of desorption include the soil
properties and surface area, the organic and water content, the pH, the presence of
surface metal oxides, and the temperature ofthe groundwater [24,29,30]. Because the
distribution coefficient is a function oftemperature, desorption may be encouraged by
elevating groundwater temperatures. For example, raising the temperature from
10°C to 20 °c would decrease the amount ofnaphthalene sorbed to a solid surface by
13 percent [18].
Once a contaminant has undergone sorption, it is important for desorption to
occur in order to allow for chemical or biological reactions to take place. If a
contaminant is sorbed to a solid surface, it is unable to attach to bacteria for the
purpose ofundergoing biodegradation [16,31]. Bioavailability describes the extent to
which a chemical is exposed to organisms; thus, desorption of contaminants into the
aqueous phase may enhance bioavailability [16,18]. In order for biodegradation to
take place, the organic compound must become in contact with the microorganism. A
sorbed chemical reduces the organic concentration in the aqueous phase and
subsequently hinders biodegradation [18]. Thus, for highly hydrophobic organic
compounds, biodegradation is limited by the low bioavailability [18]. Because many
PAHs are hydrophobic compounds, they are very difficult to remove and act as a
source oflow level, long-term contamination once sorbed to soil particles [16].
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2.2 Temperature Effects and Beat Transport in the Groundwater Domain
Because the goal of this study was to determine the effect of injecting heated
water into the groundwater domain on the bioavailability of a PAH, the effect of
temperature on various parameters must be explored. The temperature of the
groundwater domain has a significant effect on many processes and properties; these
include the processes of adsorption and desorption, biodegradation, the migration of
contaminants and microorganisms, and fluid properties such as density, viscosity,
thermal conductivity, and fluid velocity [24,32].
Under normal conditions, the effective perturbation depth. of groundwater
temperature fluctuations due to seasonal changes are usually 10 meters from the
surface of the earth [13,33]. At depths of 10-20 meters, the average groundwater
temperature is about 1-2 °c greater than the average local mean temperature. Thus,
for the mid-Atlantic and southern New England states, the groundwater temperature
generally ranges from 10-15 °c [13,34].
Heat flow in the groundwater domain is proportional to the temperature
gradient [13]. Therefore, an injection well providing heated water to an aquifer
should introduce a temperature gradient and stimulate increased heat flow.
Heat may be transported in the groundwater domain via three methods:
conduction, convection, and radiation [13]. Conduction describes the process where a
heat flux is created due to a temperature gradient. Convection is when heat is
transported with the flow of the groundwater. Convection may be through forced
convection where the flow field is caused by an external force or free convection
where a flow field is caused by density variations due to a temperature gradient. Heat
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may also be transported by radiation emitted because of the temperature of a body in
the aquifer. The heat flow created as a result of an injection well is an example of
forced convection. Conduction, due to the temperature gradient between the injected
water and the groundwater, does contribute to some ofthis heat flow.
There have been limited studies regarding the effects of temperature on
processes within the groundwater domain. Studies were conducted to determine the
effect of low temperatures on the fate and transport of contaminants [24,35,36].
These studies also explored the effects of low temperatures on the effectiveness of
bioremediation. Hydrocarbons may have higher freezing temperatures than water
and, when subjected to freezing conditions, the resulting hydrocarbon exclusion
might attenuate the transport of that particular hydrocarbon [24,35]. A study was
conducted at an Alaskan site that measured greater amounts of aerobic biodegradation
of toluene at 5 °c than at 20°C [24,36]. This result suggests that an increase in
temperature does not always lead to an increase in biodegradation and that the
adaptability of the microorganisms to each site must be considered. It has also been
claimed that microbial activity might cease at very low temperatures and soil
environments might sterilize at very high temperatures [32]. Thus, extreme
temperatures inhibit microbial activity and subsequent biodegradation.
A study in Finland measured the bioremediation of a chloropllenol
contaminated groundwater system [24,37]. The results showed that, in the
temperature range of 6-8 °c, aerobic biodegradation in a fluidized bed reactor
resulted in 99.9 percent chlorophenol removal. This study concluded that increasing
the temperature of the groundwater by injecting heated water might not be necessary
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and in-situ bioremediation costs could be minimized without requmng heat
generation.
Another study concluded that non-isothermal transport in unsaturated systems
is a function of the water content and the temperature gradient [24,38]. In the
unsaturated zone, the surface tension is a function of the temperature and is an
important factor to take into account. Also, thermal conductivity and thermal vapor
diffusivity are important for saturated conditions, but not for unsaturated conditions.
A study was also conducted that used thermal desorption processes to remove
organic contaminants, such as polynuclear aromatic hydrocarbons, from soils [39].
Thermal desorption involves heating the soil to temperatures greater than the boiling
point temperature ofthe contaminants to drive volatile and semivolatile organics from
the soil. This study showed that greater than 99 percent of the contaminants were
removed from the soil through thermal desorption processes.
2.3 Contaminated Groundwater Containment and Remedial Technologies
The environment has many natural mechanisms of attenuating the level of
groundwater contamination; these include dilution, dispersion, mechanical filtration,
volatilization, biological activity, ion exchange and adsorption onto soil particle
surfaces, chemical reactions, and radioactive decay [5]. These processes might not
always work fast or effectively enough for human purposes. As a result, engineered
technologies might need to be implicated.
Two general technologies may be used to address contaminated groundwater:
containment and remedial technologies. Containment technologies are intended to
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utilize temporary physical barriers to slow down or prevent the spreading of
contaminated groundwater [4,40]. These technologies include well systems,
interception systems, surface water control, capping and liners, sheet piling, grouting,
and slurry walls [13,40]. Remedial technologies are implemented to reduce the level
of contamination in the groundwater domain. Contaminated groundwater remedial
technologies may be classified into two categories: pump-and-treat systems and in-
situ systems.
The technology addressed in this thesis is in-situ bioremediation. Detailed
descriptions ofother containment and remedial technologies are available [41].
2.3.1 In-Situ Remediation
In-situ treatment takes place when the remediation occurs at the site of the
contamination. Biological or chemical processes may be used with in-situ treatment
processes to degrade, detoxify, or immobilize contaminants [13]. Biorestoration
describes the stimulation of the native microbial population with both nutrients and
oxygen in an attempt to aid in their removal of hydrocarbon contamination from the
groundwater.
2.3.2 Bioremediation Techniques
In-situ bioremediation uses biological processes to treat contaminated
groundwater [40]. The catabolic activity of the indigenous microorganisms is
enhanced with the addition of nutrients and oxygen via aeration processes [4]. The
oxygen may be in the form of air, pure oxygen, ozone, or hydrogen peroxide. These
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additions act to feed the microbial organisms present in the groundwater domain and
initiate biodegradation. In addition, specialized microbial populations are inoculated
and surfactants are added to increase the bioavailability of contaminants to the
microorganisms. This method of remediation is still being studied but has proven to
be quite effective because it almost completely eliminates, destroys, transforms, or
immobilizes a hydrocarbon' contaminant, rather than simply retarding it or
transferring it to another phase in the environment.
Successful studies have been conducted regarding the effectiveness of
utilizing microorganisms for the purpose of in-situ bioremediation. For example, the
addition of nitrogen and phosphorus was coupled with tilling to increase the oxygen
levels and stimulate the biodegradation of diesel oil in soil. As a result, the total
hydrocarbons were reduced by 95 percent, the PAHs were eliminated, and complete
detoxification was measured in 20 weeks [4,42]. Aboveground biodegraaation cells
were utilized to remove 95 percent ofoil and grease in a clay soil [4,43].
Microorganisms or enzymes may be added to the site to stimulate
biodegradation. These microorganisms are obtained through enrichment techniques
or recombinant DNA technology and must reach, and grow in, the contaminated zone
[4]. These were added to successfully stimulate the biodegradation of xenobiotics in
soils [4,44].
Air sparging may be used in-situ to remediate sites contaminated with
hydrocarbons. Introducing air to the groundwater domain may initiate volatilization
of some contaminants, their subsequent removal via the injected air stream, and also
promote biodegradation [13,45]. Biosparging involves the injection of air at a
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pressure sufficient enough to provide supplemental oxygen to the microorganisms,
but not enough to cause the contaminants to volatize [45]. This injection will also
enhance the process ofbiodegradation.
Bioslurping combines vacuum-enhanced free product recovery and bioventing
to remove LNAPL contaminants from the groundwater [13,46]. One pump is used to
extract free product, groundwater, and soil gas. The groundwater and the oil are then
separated so the free product can be recovered and recycled. Bioventing is used to
supply air to the soils to promote in-situ biodegradation of the remaining
contaminants.
Bioreactors, including soil slurry reactors, composting, and land treatment
units, have been used for the treatment of excavated soils [4]. In one study, a PCP
microbial consortium was added to enhance the rate of PCP biodegradation in soil
slurries [4,47]. Composting was used for the bioremediation of soils containing
explosives such as trinitrotoluene. This method was extremely effective and removed
90 percent ofthe explosives in only 80 days [4,48].
Heap pile bioremediation was used to remediate hydrocarbon impacted soil
[32]. For this process, a bioremediation facility was set up and microorganisms
indigenous to the heap pile consumed the hydrocarbons as their primary source of
food and energy. As a result, they produced nontoxic by-products such as carbon
dioxide and water. This process was effective in remediating 1,200 tons of soil every
3-4 months [32].
Thus, biological processes have the capability to either partially or completely
remove hydrocarbon contamination and a limited amount of organic materials from
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contaminated groundwater rather than just transfer it to another phase in the
environment. An important benefit of bioremediation techniques is that it is possible
to effectively remediate a contaminated site without disturbing the environment.
Everything can be done on-site (in-situ). It is an environmentally sound, fast, safe and
economical method. The necessary materials are inexpensive and treatment does not
require much time.
Bioremediation, however, does not remove cWorinated solvents or heavy
metals. A surface water stream located near the treatment site may be adversely
affected due to the introduction of nutrients containing phosphate and nitrogen. The
operation and maintenance costs may be increased due to the potential breakdown of
equipment including pumps, compressors, and diffusers.
2.4 Modeling in the Groundwater Domain
There are many environmental situations today that require site assessment
and remediation. It is important to maintain safe drinking water and to either
eliminate or prevent the contamination ofwater supplies. A chemical spill above the
ground or in the subsurface environment must be contained and remediated in order
to prevent the contamination from entering the groundwater. Before a remediation
scheme can be developed, it is important to accurately predict the transport and fate
ofthe contaminants in the groundwater through models.
Computer models can be used to aid in the understanding of flow systems, aid
in the identification of areas and mechanisms by which pollutants enter the
groundwater flow system, develop predictions about the transport of contaminants
19
within the flow system, and aid in minimizing the impact of existing or proposed
industrial, agricultural, or municipal activities on the quality of the groundwater [3].
There are many guidelines used when setting up and running a computer model [41].
This section provides a brief introduction to biodegradation modeling and current
computer models.
2.4.1 Biodegradation Modeling
Biological processes that occur naturally in the environment may significantly
enhance the rate of organic mass removal from a contaminated aquifer [49].
Biodegradation modeling may be performed to estimate the effect that
microorganisms will have on these contaminant concentrations over a given time
period. Biodegradation is better modeled as a macro-scale wastewater treatment-type
process than as microbial reactions on a micro-scale [49].
There are three aspects involved in the process of modeling biodegradation: a
proper description of the kinetics ofthe biotransformation in the subsurface, a proper
description of the transport processes of groundwater, contaminants and available
nutrients for the microorganisms, and an appropriate procedure for predicting the
effect of biotransformations [19]. The distribution and availability of potential
electron acceptors is very important in controlling the rate ofbiodegradation for most
petroleum release site plumes. Other important factors include the population of the
microbes, pH level, and groundwater temperature [49].
Previous attempts have been made to predict the degree of biodegradation in
the groundwater domain. One attempt used a one-dimensional finite-difference
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solution to simulate the movement of hazardous industrial wastewater through an
acclimated soil column [49,50]. Another attempt used a mathematical model to
simulate the movement of insoluble and soluble organic carbon through unsaturated
soil profiles [49,51]. One group simulated the transport ofgasoline by air, water, and
free hydrocarbon phases using a one-dimensional model [49,52]. Another group used
a numerical model to simulate substrate and oxygen transport and use by attached
microorganisms; the results suggested that the transport was limited by diffusion
through a stagnant layer adjacent to the microcolony [49,53].
A numerical model was used to simulate oxygen-limited biodegradation of
hydrocarbons in the saturated zone [49,54]. This model formed the basis for the
BIOPLUME IT model [19]. It was applied to creosote wastes at a Superfund site and
provided an adequate description ofthe hydrocarbon and oxygen distribution that was
observed in the shallow aquifer. In addition, it was used to aid in the study ofvarious
remedial actions at the site.
2.4.2 Computer Models
Computer models may be used to determine the flow of groundwater, the
transport of thermal energy, the transport of contaminants, and the amount of
biodegradation occurring in the groundwater domain. The results from these models
aid in the design ofeffective remediation schemes.
The McDonald and Harbaugh model (MODFLOW) can be used to model the
flow of groundwater [5,55]. It is a three-dimensional finite-difference code that
simulates confined, leaky, and unconfined aquifers. MODFLOW also is able to
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simulate recharge, evapotranspiration, areal recharge, flow to wells, flow to drains,
and flow through riverbeds. It assumes a constant fluid density, but allows for aquifer
heterogeneities with respect to hydraulic conductivity and transmissivity.
MODFLOWP is an improved version of MODFLOW that incorporates parameter
estimations to improve model calibration; these estimations can be effective when
either the field data is limited or considered to be unreliable [13].
The Konikow and Bredehoeft model (MOe) can be used to simulate
groundwater flow with the transport of contaminants [5,24,56]. It utilizes a finite-
difference grid to simulate a two-dimensional flowfield. MOe uses a method of
characteristics solution to compute the changes of concentration with time that may
be caused by advection, hydrodynamic dispersion, and mechanical mixing.
Modifications to the Moe code have been made to incorporate radioactive decay,
equilibrium sorption, and ion exchange.
This model assumes saturated aquifer conditions and that there is no effect on
the velocity distribution due to either the variations in the density or the solute
concentration. It is also assumes that the contaminant extends to the entire depth of
the aquifer thickness. Heterogeneity with respect to the hydraulic conductivity can be
applied as long as the values do not emphasize molecular diffusion as the
predominant transport mechanism. The equations governing the MOe model are the
two-dimensional flow equation and the transport equations for both advection and
dispersion. MOe then uses the method ofcharacteristics.
MT3D is a newer, more complex version ofMOe and is used to model three-
dimensional saturated flow and three-dimensional transport of a single species
22
[21,24,57]. Several solution schemes are incorporated into the code, including an
explicit finite-difference method with upstream weighting for the advection tenn.
MT3D utilizes a decoupled approach, using the head and flow solutions from a flow
model such as MODFLOW and then solving the solute transport equation.
The Prickett Lonquist Aquifer Simulation Model (pLASM) is a finite-
difference, groundwater model [5,21,58]. PLASM is a series of related programs that
can be used together for a distinct application and includes models for both two- and
three-dimensional, and confined and unconfined aquifers.
RNDWALK is a particle-tracking model [5,21,59]. The computer code
moves particles representing contaminant transport by advection. It then disperses
these particles using a nonnal distribution to represent dispersion..
BIOPLUME II is a model that is based on the MOC model [5,19,60,61]. This
model combines the biodegradation of a single solute species with limited oxygen
availability for microbial metabolism. Both the biodegradation and the oxygen
utilization occur instantaneously. BIOPLUME II solves the solute transport equation
twice simultaneously for the oxygen and the solute concentration. As a result, two
plumes are created: one plume for oxygen and one plume for the solute concentration.
BIOPLUME II also shows numerical dispersion.
BIOSCREEN is an easy-to-use screening model that simulates the
remediation of dissolved hydrocarbons at petroleum fuel release sites through the
process of natural attenuation [49]. BIOSCREEN was originally developed for the
Air Force Center for Environmental Excellence (AFCEE) Technology Transfer
Division at the Brooks Air Force Base. It was developed by Groundwater Services,
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Inc., Houston, Texas. The software is programmed using the Microsoft Excel
spreadsheet and is based on the Domenico analytical solute transport model. It is able
to simulate advection, dispersion, adsorption, and aerobic decay for a very simple
(one-dimensional) flow field. In addition, anaerobic reactions are also simulated
which have been shown to be dominant in the biodegradation process at some
petroleum sites.
BIOMOD 3-D is a two-/three-dimensional, finite-element, bioremediation fate
and multicomponent aqueous phase transport model [62]. It is linked to the USGS
finite;.difference MODFLOW, three-dimensional model. First, MODFLOW is run in
either transient or steady state mode to obtain a velocity distribution. This velocity
distribution is then used with BIOMOD 3-D to simulate the fate and migration of
contaminants.
BioF&T 3-D is a two-/three-dimensional model that simulates the flow of
water and multicomponent aqueous phase transport in a saturated or unsatur~ted zone
[63]. It models flow and transport in heterogeneous, anisotropic, porous or fractured
media based on a dual porosity approach. The model simulates convection,
dispersion, diffusion, adsorption, desorption, and microbial processes based on
oxygen-limited, anaerobic, first-order, or Monod-type biodegradation kinetics as well
as anaerobic or first-order sequential degradation involving multiple daughter species.
Up to five species in variably saturated porous media may be modeled.
The Saturated Unsaturated Transport Model (SUTRA) will be the focus of
this thesis. Finite-element models are better equipped to simulate conditions in a
complex area and geometry because they offer greater flexibility in spatial
24
discretization than finite-difference models [5,21]. SUTRA utilizes quadrilateral
elements in the finite-element mesh to simulate two conditions: groundwater flow via
a fluid mass balance equation, and the transportation of either thermal energy (heat
flow) or solute via energy or solute mass balance equations [5,17,21,24]. Variations
in either the temperature or the solute concentration are reflected in these equations.
SUTRA may represent either saturated or unsaturated aquifer conditions.
Density-dependent flow is incorporated into either the thermal energy transport or the
solute transport mode and is especially useful if the motion of saline water or a
landfill leachate is to be modeled. When simulating thermal energy transport, factors
such as subsurface heat conduction, geothermal reservoirs, and thermal storage in
aquifers may be accounted for. When simulating solute transport, the effect of
adsorption onto the porous medium as well as decay or production may be accounted
for. The variables that are used in the SUTRA model include pressure, temperature,
and solute concentration. These variables are coupled to the changes and effects of
the fluid density and the fluid viscosity.
SUTRA was used in this project because it is capable of being user-modified
and simulating the transport of thermal energy. Because the goal was to determine
the effect of injecting heated water into a contaminated aquifer on the bioavailability
of a PAH, a model needed to be used that would allow for variations in temperature.
Unlike many other codes, SUTRA can simulate thermal energy tranSPort and uses
temperature-dependent density terms. In addition, its potential to be modified
allowed for the inclusion of a temperature-dependent linear distribution coefficient.
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This capability allowed for the temperature distribution to directly influence the
transport ofa single-solute species.
Previous work was done to investigate the heat tran~fer in a contaminated
groundwater system [24]. Using constant linear distribution coefficients, this
previous study concluded that SUTRA was not overly sensitive to temperature
variations when simulating the transport of a single-solute species. This thesis is a
continuation of that work and was intended to determine the exact effect of
temperature on predicted solute transport using SUTRA.
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3. Theoretical Background and Governing Equations of SUTRA
3.1 Physical and Mathematical Basis of SUTRA
SUTRA solves fluid density-dependent saturated or unsaturated groundwater
flow as an interdependent process in conjunction with the transport of either thermal
energy or ofa single-solute species [17,24]. However, SUTRA does assume that the
temperature field and the contaminant distribution are uncoupled. Thus, to simulate
both the transport ofthermal energy and solute, SUTRA must first model heat flow to
get the temperature distribution and then model solute transport to obtain the
contaminant distribution. The primary variable to simulate the flow of the
groundwater is the pressure of the fluid. This fluid pressure is directly related to the
hydraulic head of the flow system and may vary either spatially or with respect to
time.
The pnmary variable in the thermal energy transport simulation is the
temperature of the fluid, expressed in degrees Celsius. The temperature of the
groundwater may vary either spatially or with respect to time. The primary variable
involved in the simulation ofthe solute transport is the solute mass fraction, or solute
concentration, and may vary spatially or with respect to time. Solute concentration is
expressed in terms ofthe mass of the solute per unit mass of fluid. It should be noted
that this is not equivalent to the solute volumetric concentration; solute volumetric
concentration is expressed in terms ofthe mass ofthe solute per unit volume offluid.
SUTRA is essentially a two-dimensional model. It can simulate a third
dimension, if it is assumed that all of the parameters and coefficients have a constant
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value in the third direction. Thus, SUTRA may be applied to a region where x and y
are two dimensions and z is a third variable used to represent the domain thickness
depending on the values of x and y. This dimensional setup is similar to the radial
flow case where the radial distance from an injection well is measured with the
variable x, the thickness of the aquifer is denoted by y, and the width of the radial
slice is measured by z. Here, z increases as the radial distance increases. Radial
geometry will be shown in detail later in Section 5.2.
3.2 Fluid Properties
Fluid properties influence the flow of the groundwater, the transport of
thermal energy, and the transport of contaminants and may be functions of
temperature, pH, ionic strength, and solute concentrations [17,24]. The total fluid
density is defined as the mass of the fluid per unit volume and is dependent on both
the temperature of the fluid and the solute concentration [64]. The total fluid density
is also slightly dependent on the fluid pressure. A variation in total fluid density may
be enough alone to drive groundwater flow. The total fluid density is [17,24]
op op
p-r= po+ -(T-To) + -(C-Co)or a: (1)
where:
p-r = total fluid density (MILl)
po =fluid density at the base temperature (MII))
: = change in density per change in temperature (MIL{fC)
T =fluid temperature (>C)
To = fluid base temperature (>C)
~ =change in density per change in solute concentration eM?!Ii1Ms)
C = solute concentration (MJM)
Co = original solute concentration (MJM)
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Equation (1) simply states that the total fluid density is equal to the sums of the
density at the base temperature, and the changes in density due to fluctuations in
temperature and solute concentration, e.g. the temperature and solute concentration
effects can be uncoupled. For the case where thermal energy transport is to be
simulated, the solute concentration becomes constant and equation (1) may be
simplified to (17]
op
PT= po + -(T - To)or (2)
For the case where the transport of solute concentration is to be simulated, the
temperature of the fluid is assumed constant and equation (1) may be simplified to
[17]
op
PT = po + a:::' (C - Co) (3)
For most cases, the uncoupling of fluid temperature and solute concentration should
not introduce much error.
A relationship between fluid density and temperature shows that a slight
increase in density occurs from 0 to 4 °c followed by a decrease in density with
increasing temperature [41]. This decrease in fluid density is because the atoms
possess more kinetic· energy and the volume increases as a result of their increased
random motion.
Fluid viscosity is defined as its resistance to an externally applied shear [64];
it is the fluid's resistance to motion [5]. Fluids with a high viscosity do not flow as
easily as a fluid with a low viscosity. Hence, a fluid with a low measure of viscosity
will move more readily when subjected to a driving force. The viscosity of the fluid
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is a function of the temperature of the fluid and slightly dependent on the fluid
pressure and solute concentration. Fluid viscosity varies when SUTRA simulates the
transport of thermal energy and is calculated from the following equation [17];
( 248.37 )lJ.(T) = (239.4 xlO-7).10 T+133.1~
where:
lJ.(T) = fluid viscosity as a function ofthe temperature (M/LfIs)
The fluid viscosity decreases with an increase in fluid temperature [41].
3.3 Simulating Groundwater Flow with SUTRA
(4)
SUTRA uses finite element approximations of equations ofgroundwater' flow.
This flow field is then used to determine the transport of thermal energy and the
transport ofa single-solute species.
3.3.1 Theory of Groundwater Flow
Fluid movement in porous media, where the fluid density changes spatially, is
driven by either differences in fluid pressure or by an unstable change in fluid density
[17]. When groundwater flow is driven by spatial differences in fluid pressure, the
flow moves from a point ofhigher pressure to a point of lower pressure. The pressure
head drives the flow in this case. It is also possible for gravity forces to cause the
groundwater to move from a region where the fluid has a greater density to a region
oflesser dense fluid. This phenomenon is termed density-driven flow.
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SUTRA uses a general form ofDarcy's Law to simulate groundwater flow in
porous media, and takes into account both fluid pressure and density-driven flow. To
calculate groundwater velocity, SUTRA uses [17]
( k'k )v=- _f .(Vp-pg)lf3 w f.l
where:
v= average groundwater flow velocity (LIT, Lis)
k' = solid matrix permeability (L2)
kr = relative permeability to fluid flow (L0)
E = soil porosity (L0) ,
Sw = degree of soil saturation (L0)
J.1 = fluid viscosity (M/Lfl, MfLt{s)
p = fluid pressure (MIL.T2, MIL·s2)
P = fluid density (MII1)
g = acceleration due to gravitation (L/T2, L/s2)
(5)
Ifthe soil is assumed to be fully saturated, kr and Sw are equal to 1.0 and equation (5)
reduces to
(6)
Equation (6) may be expressed in terms of the hydraulic head gradient instead of the
pressure gradient. First, the pressure head (hp) is defined as [3]
P
h =-
P Prg (7)
The hydraulic head (h) is defined as the sum of the pressure head and the elevation
head (z) [3].
P
h=hp+z= -+z
Prg
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(8)
The hydraulic gradient (i) of a groundwater flow system is a measure of the head
change (db) per distance (dx) [3]:
dh
1=--
dx
(9)
Thus, for a saturated flow system with a constant fluid density, the average velocity
may be expressed by [17]
v= -(~).Vh
where:
Vh = hydraulic head gradient
K = hydraulic conductivity (Lrr, Lis)
(10)
The hydraulic conductivity in equation (10) is a function of both the fluid and the
porous medium [3] and is expressed as
(11)
Equation (10) expresses the flow as a function of both the solute concentration and
the fluid temperature; the hydraulic conductivity is a function of the fluid viscosity,
and the fluid viscosity is a function of the fluid temperature and the solute
concentration. The hydraulic conductivity is not a good parameter to use to describe
the ease of flow if either the fluid density or viscosity are not constant values [17]. If
this is the case, permeability is the more fundamental parameter.
The term 'Darcy velocity" is commonly used to describe groundwater flow,
but is actually a fictitious quantity. The average velocity in equations (5), (6), and
(10) is more accurate and may be directly calculated from the Darcy velocity.
Because groundwater velocity calculations are performed later in this thesis, a brief
32
description of this conversion from the Darcy velocity to the average velocity is
introduced. The Darcy velocity may be expressed by [17]
q =ESwV
where:
q =Darcy velocity (LIT)
or, by [3]
and the average theoretical velocity may be expressed as [3]
where:
VD = Darcy velocity (LIT).
<kal =total flow rate (L IT)
A = flow area (L2)
V =average theoretical velocity (LIT)
E =porosity (L0)
(12)
(13)
(14)
Theoretical velocity calculations for an injection well using a radial coordinate
system accounts for the areal variation at each radial distance. Using Darcy's Law
[3],
<Mal = KiA
with the flow area of
A= 21trb
(15)
(16)
where b is the aquifer thickness (L). Combining equations (15) and (16) and solving
for the gradient yields
(17)
Also, from equations (13), (15), and (17), the Darcy velocity may be written as
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v = Qtolal =Ki = [QtOlal]!
D A 2JZb r (18)
From equation (14), the average theoretical velocity in a radial flow field can be
expressed as
v = vD= [Qtotal]!.~
6 2JZb r 6 (19)
The fluid velocity may be used to determine the time that a fluid particle will
take to travel a certain distance. This travel time is calculated from rearranging the
instantaneous velocity equation [65]:
dx=v·t
dx
t=-
v
where:
dx = distance (L)
v = velocity (LIT)
t =time (T)
3.3.2 Fluid Mass Balance
(20)
(21)
The groundwater flow simulation calculates temporal changes in the amount
of fluid mass contained within the void spaces of the solid matrix [17]. The total
mass of the fluid contained in the groundwater domain is the sum of the amount of
fluid contained in the soil matrix and in the pore volume. This total fluid mass is
equal to (ESwp)¥, where ¥ is equal to the total volume ofthe fluid and the soil matrix
[17]. The total fluid mass is dependent on variations of the pressure and either the
temperature or the solute concentration. The expression for this total mass, for a
given volume ofsolid matrix and fluid, is: [17,24]
34
(22)
where:
U = either the fluid temperature (OC) or the solute concentration (MJM)
The variable U is used to distinguish the type of transport: for thermal energy
transport, U is groundwater temperature and for the transport of a single-solute
species, U is the solute concentration. This total fluid mass shown in equation (22)
may change with respect to time due to the inflow or outflow of ambient
groundwater, the injection or withdrawal from wells, a change in fluid density caused
by a change in fluid temperature or solute concentration, or a change in the degree of
soil saturation. When the soil is fully saturated and the porosity is assumed to be
constant, equation (22) reduces to [17,24]
(23)
The fluid mass balance over time is [17]
(SopSop+&P~)~ +(.so Z)~ _V{(k';P).(Vp_pg)]=Q, (24)
where:
(SopS" + ep~)~ =temporal cbange in pressure due to the change in
storativity and saturation
( eSw ~) c::. = change in density with respect to either the temperature or
the pressure
V-[( k';P)' (Vp - pg)] = the groundwater flow when suhjectd to the
density and temperature changes
Qp =the flow rate from the fluid mass source (L3/T)
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But, [24]
06 Op
pSoP = P cp +6 cp (25)
So, substituting equation (25) into equation (24) and assuming that the soil is fully
saturated yields [17,24]
(26)
The fluid mass balance is used to simulate groundwater flow and is coupled to either
thermal energy transport or solute transport.
3.4 Simulating Thermal Energy Transport with SUTRA
SUTRA uses the groundwater flow field and the conductive laws of heat
transfer to simulate the transport of thermal energy in the groundwater domain;
thermal energy is modeled through the use of a thermal energy balance calculation.
3.4.1 Theory of Energy Transport in Groundwater
Thermal energy is transported in a water/solid matrix system by groundwater
flow, and by thermal conduction from higher to lower temperatures through both the
fluid and the solid matrix [17].
The actual velocity field on a microscale is much too complex to measure in
real systems due to various heterogeneities. It is for this reason that SUTRA uses the
average velocity discussed in Section 3.3 to simulate the groundater flow, which
neglects an additional thermal energy transport mechanism due to the effects of
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mixing different temperature groundwater moving at velocities both faster and slower
than the average velocity. For this reason, SUTRA uses an energy dispersion factor
in an attempt to approximate the effects ofthis mixing process.
SUTRA accomplishes this task by employing an energy dispersion into the
model that adds to the value of thermal conductivity of the fluid and solid medium.
This energy dispersion is applied in directions that are dependent on the direction of
the groundwater flow. As a result, mixing due to the existence ofnon-uniform, actual
flow velocities in three-dimensions is approximated in two-dimensions as a diffusion-
like process with anisotropic diffusivities. The results are still just approximations
and SUTRA predicts energy transport better in homogeneous domains compared to
heterogeneous ones [17].
3.4.2 Thermal Energy Balance
The transport of thermal energy is simulated by calculating the time rate of
change of the amount of energy stored in both the fluid and the solid matrix. The
amount of energy in any particular volume of fluid and solid matrix is equal to
[ESwpew + (l-E)pses}V, where ew and es are the amount of energy per unit mass of
water and solid matrix, respectively [17].
The amount of stored energy in any particular volume of fluid and solid
matrix can change with respect to time due to the inflow ofambient groundwater with
a different temperature, the injection of well water with a different temperature, a
change in the total mass of the water in the volume, thermal conduction and energy
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diffusion in or out of the volume, and energy dispersion in or out of the volume. The
change in stored energy is balanced with various energy fluxes per element from [17]
where:
~ [BSwpew +(1- s)pscs]= total energy in the element in terms of the
specific heats ofthe fluid and the soil, respectively
V.(Sw spewvT) = heat transport contributed by the flow
V{(Sw"-w+ (l-e)As)I + eSwpCwD*}VT :::: bulk thermal conductivity ofthe fluid
and soil, respectively, and the heat dispersion in the fluid
QpCwT* = heat ofthe source fluid
spSwY: +(I-s)AY;= heat due to either the exothermic or the endothermic
reactions occurring in the fluid and/or the soil matrix, respectively
3.5 Simulating Solute Transport with SUTRA
SUTRA uses the determined groundwater flow field and mass balances of the
solute and adsorbate mass to simulate the transport of a single-solute species in the
groundwater environment. As in the thermal energy simulation case, SUTRA is able
to describe the transport of solute mass in a homogeneous, porous medium with
uniform, one-dimensional flow quite well. Caution should be used when modeling
heterogeneous media [17].
For a volume of solid matrix, the solute concentration may change with
respect to time. These changes could be due to the inflow of ambient water with a
different concentration, the injection of water from a well containing a different
concentration, the change in the total fluid mass in the solid matrix, the diffusion of
the solute in and out of the volume, the transfer of dissolved species to adsorbed
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species through the process of adsorption, the transfer of adsorbed species to
dissolved species through the process of desorption, or the chemical, biological, or
radioactive reactions that cause solute production or decay [17].
3.5.1 Theory of Solute Transport in Groundwater
The many processes governing the transport of solute mass through porous
media include advection, molecular diffusion, dispersion, and chemical reactions
[21,40]. Advection is the process by which dissolved solutes in the groundwater are
transported by means of the flow of the groundwater [5]. Diffusion is a process by
which molecular and ionic species that are dissolved in the groundwater cause the
solute mass to move from areas of higher concentration to areas of lower
concentration [5,21]. For a field scale analysis, diffusion generally has a much
smaller influence than advection and is usually only significant when the groundwater
velocity is very low. Dispersion occurs when the velocity of the solute particles
differs from the average seepage velocity due to heterogeneity and tortuosity of the
porous media; dispersion occurs on both a microscopic and macroscopic scale.
Although microscopic dispersion is the more influential factor in laboratory studies,
macroscopic dispersion has been deemed more important in field studies [21].
Chemical reactions in the groundwater include sorption and desorption.
Sorption is a general term used to describe the process be which solute is
removed from solution and immobilized in or on the solid matrix of the porous
medium by either electrostatic or chemical forces, including ion exchange.
Adsorption is the adherence of chemical species on the surface of the porous matrix;
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absorption describes the uniform penetration of chemical species into solid grains.
Desorption is when the immobilized solute particles detach from the solid matrix and
reenter the dissolved phase [21].
Similar to the case where thermal energy is to be simulated, the solute
transport simulation also is affected by the average fluid velocity [17]. SUTRA uses
the average velocity from Darcy's Law, shown in equation (5), for two-dimensions.
In the actual groundwater domain, the velocity varies from point to point due to
subsurface heterogeneities. When two sections of groundwater containing different
solute concentrations and flowing at different velocities meet, a mixing process
occurs. This mixing process serves as an additional transport mechanism and is
accounted for by SUTRA's solute dispersion term. The solute dispersion term adds
to the molecular diffusivity value of the fluid in directions dependent on the
groundwater flow. As a result, the dispersion term is based on approximations of the
effects of solute advection and mixing in irregular flows not accounted for solely by
advection with the average groundwater velocity. Thus, mixing due to the non-
uniform, non-average fluid velocities in three-dimensions is factored into the SUTRA
model as a two-dimensional, diffusion-like process with anisotropic diffusivities [17].
3.5.2 Solute and Adsorbate Mass Balance
SUTRA accounts for the mass of a single-solute species in two forms: solute
mass stored in the fluid solution (C) and species mass that is stored as adsorbate on
the surfaces of the grains of the solid matrix (Cs) [17]. Although the current version
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of SUTRA assumes equilibrium sorption, SUTRA algorithms are structured to
directly accept nonequilibrium sorption models as an addition to the code [17].
On solid grains, the adsorbate concentration may also change with respect to
time. These changes could be due to a gain ofthe adsorbed species by the transfer of
solute from the fluid through t~e process ofadsorption, the loss of adsorbed species to
the fluid through the process of desorption, or the chemical, biological, or radioactive
reactions that cause adsorbate production or decay [17]. Once the mass is adsorbed to
the solid grains, it becomes immobile and is only affected by the possible desorption
or chemical and biological processes.
The governing equation used to calculate the solute and adsorbate mass
balance assumes that the total mass for a particular volume of fluid and solid grain
matrix is equal to the sum of the solute mass and the adsorbate mass in that volume
[17]. This mass balance is the basis for the SUTRA solute transport simulation.
SUTRA uses equation (28) to solve for the mass balance ofa single-solute species per
element. This equation states [17]
o(sSw,oC) 0[(1- s),oCa} [ 1it +-- it =-V.(sSwpvC)+V. BSw~DmI+D*).VC +
8Swpfw + (1-8)pJ's + QpC* (28)
where:
o(sSw,oC) 0[(1 - s),oCs] h . 1 .. h h fl·d ha + it c ange In so ute mass In elt er.t e Ul or t e
soil in the element per time
V.(sSw pvC)= change in the solute mass in the element due to advection
V.[sSwP{DmI +D*). VC]= change in the solute mass in the element due to
molecular diffusion and mechanical dispersion
8Swpfw + (1-8)pJ's=production and loss of solute due to reactions
QpC* =change in the solute mass in the element due to the solute source
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Assuming that the pore spaces are filled 100-percent with groundwater, solute
transport due to molecular diffusion is negligible (Om = 0), and that there is no
sorption (Cs = 0), equation (28) reduces to [17,24]
e~) =-V.(epvC)+ V.[epD*.VC]+Q,c' (29)
3.5.3 Adsorption Processes
Adsorption, as discussed in Sections 2.1 and 3.5.1, is an attraction and
adhesion of a layer of ions from an aqueous solution to the solid mineral surfaces
with which it is in contact [5]. This attraction causes the contaminants to adhere to
the solid grains as the groundwater continues to flow by. A linear adsorption model
is used where
Cs =1<dC (30)
where:
Cs = mass of the solute species adsorbed or precipitated on the solids per unit
bulk dry mass ofthe porous medium (M/Mo)
1<d =distribution coefficient (I)1Mo)
C = soiute concentration (MfI1)
The linear model shown in equation (30) is used because the site data used in
this thesis [18] is accurately represented by a linear isotherm. More general
equilibrium non-linear and nonequilibrium linear models will be considered in the
future. Assuming a constant fluid density, SUTRA models linear, equilibrium
sorption from [17]
(31)
where:
Cs = mass ofthe solute species adsorbed or precipitated on the solids per unit
bulk dry mass ofthe porous medium (Ms/Mo)
Xl =linear distribution coefficient (Ii1Mo)
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Po =fluid base density (MFlLl)
C= solute concentration (Ms/MF)
Allowing the adsorbate and solute concentrations to vary with respect to time yields
the expression [17]
(32)
Appendix A contains information regarding modeling non-linear adsorption with
SUTRA.
SUTRA allows a more general adsorption model for nonequilibrium sorption.
In order to obtain a nonequilibrium kinetic sorption model, the sorption rate must be
defined with a functional dependence on other parameters of the system. Therefore,
the sorption rate is not a constant value. A general expression for a nonequilibrium
sorption rate is [17]
(33)
Here, leI, le2, and le3 are empirically derived sorption coefficients for equilibrium and
nonequilibrium conditions [24]. SUTRA includes leI, le2, and le3 into the code in
order to provide the generality for possible inclusion of such nonequilibrium, kinetic
sorption models.
The distribution coefficient, Kt, is defined as the mass of the solute on the
solid phase per unit mass of solid phase divided by the concentration of the solute
dissolved in the aqueous solution [3]. For small temperature ranges, the change in the
distribution coefficient with respect to temperature may be approximated from the
Van't Hoffequation [18,24],
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(34)
where:
~T1 = distribution coefficient at temperature T1 (L31M)
~T2 =distribution coefficient at temperature T2 (L31M)
Mis =heat dissolution in water (F·LIM)
R =gas constant (F·L/M·K)
TI =temperature 1(K)
T2 =temperature 2 (K)
Once a contaminant has been sorbed to a solid grain in the groundwater
domain, it will no longer move with the groundwater via advection. As a result, the
/'
apparent velocity of the contamination is less than the groundwater velocity and the
solute is not transported as quickly when in the flow system. The contaminants will
then remain on the soil as opposed to being transported via advection. This
phenomena, as a result of sorption, is called retardation. The retardation coefficient is
defined as the ratio of the velocity of the groundwater to the apparent velocity of the
contamination. Thus, [3,40]
v Pt,R=-= l+-·Kd
Va e
where:
R =retardance coefficient
v =average velocity ofthe groundwater (LIs, LIT)
Va =apparent velocity at which the contaminant travels (LIs, LIT)
Ph =bulk mass density ofthe porous medium (MIL3)
E =porosity (L0)
(35)
A retardation factor of one indicates that the groundwater and the
contaminants travel at the same velocity (no retardation). Retardation factors are
always greater than or equal to one. Low retardat_ion factors indicate that the
contaminant travels with a velocity close to that of the groundwater and sorption is
not a significant factor. High retardation factors signify that the groundwater travels
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at a much greater velocity than the contaminant and there is a considerable amount of
sorption.
The bulk density may be calculated from the porosity equation, [3]
A=,q(l-e)
where:
ps =density ofthe solid grains (MIL3)
(36)
The apparent diffusion coefficient is affected by the distribution coefficient
[18,66]:
(37)
where:
Da =apparent diffusion coefficient (L2/T)
D = diffusivity in water (L2rr)
'X =tortuosity (L0)
pa = apparent density ofa soil particle (MIL3)
Because the diffusivity is directly proportional to the temperature of the system,
increasing the temperature results in an increase in the apparent diffusion coefficient.
However, an increase in the groundwater temperature from 10°C to 20 °c (100 %
increase) does not have a significant effect on the apparent diffusion coefficient; the
slight increase in apparent diffusion coefficient is because the absolute temperature in
Kelvins only increases from 283 K to 293 K (3.5 % increase). Although this is a
small increase, there are still increases in desorption to the bulk aqueous phase and in
the bioavailability ofthe system.
An increase in the temperature, coupled with this increase in bioavailability,
will also increase the rate of enzymatically catalyzed reactions. From the Arrhenius
relationship [18,67],
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where:
k = reaction rate coefficient
A= constant
Ea = activation energy (F·Llmole)
R =gas constant (F·L/mole·K)
T =temperature (K)
(38)
Rearranging equation (38) to represent a comparison of the reaction rates at two
temperatures yields
Equation (39) shows how the rate of microbial reactions increases with increases in
groundwater temperature.
The SUTRA user's manual should be consulted for further details regarding
the fundamentals and methodology underlying the model [17].
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4. Modified SUTRA Code to Account for a
Temperature-Dependent, Linear Distribution Coefficient
4.1 Modified SUTRA Code
The SUTRA code was modified to account for a temperature-dependent,
linear distribution coefficient. A detailed discussion ofthe actual code modifications
and model verification is available [41].
The modified SUTRA model requires two steps to calculate the concentration
distribution using a temperature-dependent, linear distribution coefficient: an energy
transport run and a solute transport run. Step 1 simulates energy transport to
determine the temperature distribution for each timestep. The second step simulates
solute transport using the temperature field saved from Step 1, calculates the correct
distribution coefficients, and uses these coefficients to determine the temperature-
dependent concentration distribution.
4.2 Test Case with the Modified SUTRA Code
After verifying that the modified SUTRA code correctly represented a
temperature-dependent, linear equilibrium distribution coefficient [41], a cold water
pocket test was done. Energy transport was simulated for the radial geometry
conditions described in Section 5.2 with a total injection rate of 0.30 m3/s (300 kg/s)
[24]. The resulting temperature distribution was then saved and altered to incorporate
a pocket of cold water injected into the groundwater domain. To accomplish this, the
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temperatures at nodes 11 and 12, located at a distance of 14 meters from the injection
well, were manually altered from 20°C to 6°C.
The solute transport model was then run and the results were checked to
determine the effect of the cold water pocket and verify that the manual temperature
change was indeed recognized by SUTRA. The modified SUTRA code successfully
read the new temperature values, calculated new distribution coefficients, and
calculated the expected results for solute concentration.
The results obtained from the case with the cold water pocket were compared
with the output that was obtained before the cold water pocket was introduced. This
comparison, expressed in terms of a percent deviation from the original values, is
shown in Figure 1 for different distances from the injection well at injection times of
1,3, 10, and 15 days.
From Figure 1, there is an initial peak deviation of about 1.23 % at the point
where the cold water pocket was injected. The effect of the cold water pocket
injection is greater at points closer to the point of injection. As the injection time
increases, however, the effect of the cold water pocket is flushed through the
groundwater system. As expected, the actual effect diminishes with time and should
become non-existent as the injection time continues to increase.
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5. Results
5.1 1-D Example
The fate and transport ofcontaminants in the vicinity ofa well injecting clean,
heated water into an aquifer with a constant partition between the aqueous and solid
(adsorbed) phases are complex. Even the geometry is complex, with variations in
quantities such as pressure and fluid velocity. Understanding of the problem is
enhanced if the geometry is simplified to a one-dimensional case (see Figure 2), with
a virtually constant gradient and velocity field. Deviations from a constant velocity
can be attributed to density and thermal effects. Comparing one-dimensional results
to those obtained from a radial flow field will show the effects of radial geometry.
First, the model was run in the energy transport mode to determine the
hydraulic head, hydraulic gradient, fluid velocity, travel time, and temperature
distributions as a function of the distance from the injection well. From these
distributions the amount of heat dissipated could be estimated. Next, the model was
run in the solute transport mode to determine the retardation factor and the effects of
different linear equilibrium distribution coefficients on the contaminant concentration
distribution. Additional details are available [41].
The one-dimensional simulation assumed that an injection trench, infinitely
long in one direction, was inserted into the ground and was used to flush the
groundwater system with heated water. It was assumed that the base groundwater
temperature was 12.20 °c and that clean water was injected at a temperature of
22.20 °c [24]. An observation well was placed at a distance of 100 meters from the
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injection trench and a constant pressure head was assumed to be located at a distance
of 1,000 meters from the injection trench.
The aquifer, consisting ofwell-sorted sand and glacial outwash, was assumed
to be a confined aquifer with a thickness of 10 meters, a width of 56.5 meters, and a
constant flow area of 565 m2 [5]. The slice of the ground that was considered to be
the groundwater domain was divided into 65 finite elements and 132 nodes in the x-y
plane. Heated water was injected into nodes 1 and 2 at a rate of 0.0012 m3/s (1.2
kg/s) per node. Thus, the total injection rate was 0.0024 m3/s (2.4 kg/s). The water
was injected for 40 days and modeled with a timestep size of 1 day.
For the solute transport case, it was assumed that naphthalene was initially in
the aquifer at a concentration of 1 ppm (1 mg!L, 1.0023 mglkg). The concentration
fraction shown in the results is denoted by C/Co, which is simply the calculated
concentration divided be the original concentration of 1.0023 mglkg. The initial
conditions for both the one-dimensional and radial geometry examples are shown in
Table 1.
At 20.0 °c, the linear equilibrium distribution coefficient (1<d) for naphthalene
was experimentally determined to be 6.43 L/kg at a MGP site [18]. Table 2 shows
the experimental sorption data for naphthalene and Figure 3 shows a constructed
sorption curVe. Equation (34) was used to determine that the distribution coefficient
ofnaphthalene at the base groundwater temperature (12.2 °c, 285.2 K) was 7.19 L/kg
and at the injection temperature (22.2 °c, 295.2 K) was 6.24 L/kg. Further
calculations were performed for the entire temperature range from 5.0 °c to 35.0 °c.
These results are plotted in Figure 4; the linear equilibrium distribution coefficient
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decreases as the temperature increases. This temperature effect is explored in greater
detail with the radial geometry example in Section 5.2.
5.1.1 1-D Thermal Energy Transport Results
The hydraulic head was calculated from the pressure distribution. From this
calculation, the hydraulic head decreased with a linear variation as the radial distance
from the injection well increased. An injection ofwater into the groundwater domain
will cause the water elevation to rise; the greatest effect will be at the point of
injection. In addition, the hydraulic head only decreases by about 5 meters from the
point of injection (nodes 1 and 2) to a radial distance of about 100 meters. This low
drop-off is due to the constant width of the flow area. The flow area for the radial
problem increases with radial distance; this effect will be explored in Section 5.2.1.
The hydraulic gradient was calculated at the midpoint of each node-pair using
the hydraulic head at these pairs and the distance between them. These results
showed that the hydraulic gradient was approximately a constant value, regardless of
distance from the injection well.
The fluid velocity was calculated at each element in the finite-element mesh.
From the output file, the fluid particles traveled at a constant velocity of 1.79 mid
through each of the 65 elements. The velocity was the same through each element
because the flow rate, flow area, and porosity were all constant values. The fluid
velocity was checked theoretically using equation (14) and deviated by less than
0.2%.
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Figure 5 shows the travel time through each element plotted as a function of
the distance from the injection well. The element length increases with increasing
distance; thus, the time required to travel through elements also increases. With the
constant velocity, it will take a longer time for the fluid particles to travel through the
longer elements.
The temperature distribution is shown in Figure 6 for injection times of 10,
20, 30, and 40 days. This temperature distribution shows that longer injection times
have a greater influence on the temperature of the groundwater. Also, there is a
greater influence near the injection well where the temperature of the groundwater
approaches that of the injected water. As the distance from the injection well
increases, the temperature of the groundwater approaches that of the base
groundwater temperature, 12.2 °C. From Figure 6, it should be noted that the
temperature CUIVes for the various injection times remain equally spaced regardless of
distance. This result is because the flow area is independent ofdistance.
The gradual decrease in temperature with respect to distance is due to heat
loss in the aquifer. To estimate the amount of heat that is lost, these t~mperature
CUIVes may be compared to those for an ideal plug flow condition with no heat loss.
The curves, with and without heat loss, for injection times of 10, 20, 30, and 40 days
are shown in Figures 7-10. These figures may be used to show the effectiveness of
the system. The region between the ideal plug flow CUIVe and SUTRA's temperature
CUIVe represents the amount ofheat lost in the aquifer. The amount ofheat loss in the
aquifer system increases as the injection time increases.
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There is a slight area at the predicted plug flow travel distance where the
SUTRA temperature is greater than the base groundwater temperature due to
dispersion ofthe fluid particles. The amount of fluid affected by dispersion decreases
as the injection time increases. This decrease in dispersion could be due to the fact
that the amount of heat loss is greater with higher injection times and will not
disperse as much.
Because it is desired to raise the temperature of the groundwater in order to
decrease sorption, and increase desorption and subsequent bioavailability, three
options are available: increase the injection time, increase the flow rate, or locate
wells very close to each other. Because Figures 7-10 show that the amount of heat
loss increases with injection time, increasing the injection rate might be a more
efficient method of increasing the bioavailability in the groundwater domain. The
effect of a higher flow rate will be explored with the radial geometry case in Section
5.2.3. In addition, after 40 days of injection, the effective distance of influence from
the injection well is only about 10 meters; thus, multiple wells located within 10
meters ofeach other may be able to effectively heat the groundwater domain.
5.1.2 I-D Solute Transport Results
SUTRA was run in the solute transport mode to determine the effects of
different linear equilibrium distribution coefficients on the retardation factor and on
the breakthrough distance of a single-solute species. To determine the effect of the
linear equilibrium distribution coefficient and retardation factors, SUTRA was run
with three different adsorption modes: no adsorption and two constant linear
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equilibrium distribution coefficients. The two constant linear equilibrium distribution
coefficients, !<d, were 7.19 Llkg (12.2 °C, TI2.2) and 6.24 Llkg (22.2 °C, T22.2).
Detailed discussions containing tables, figures, and calculations are available [41].
The results for the three adsorption modes are shown in Figure 11 for an
injection time of40 days. These results show that the contaminant front travels much
further when there is no adsorption because all of it moves with the groundwater and
none of it sorbs to the soil particles. When using T22.2, the contaminant front moved a
greater distance than when using T12.2. This difference in distance is because the
distribution coefficient decreases with an increase in temperature as shown in Figure
4. Injecting heated water into a contaminated aquifer will decrease sorption, thus
increasing the concentration of the contaminant in the bulk water phase and
enhancing the bioavailability ofthis contaminant.
Although an increase in temperature suggests that sorption will decrease and
desorption will increase, the concentration at any location was greater with T12.2 than
with T22.2. It is possible that contaminant may have successfully desorbed, but then
continued to travel further with the flow of the groundwater via advection. If
biological reactions had been included in the model, the enhanced bioavailability due
to the increase in temperature should be accounted for.
Although increasing the temperature by 10.0 °c decreased the sorption of
naphthalene by 13 percent [18], the breakthrough distance changed by only 0.26
meters, a very minor effect in a real groundwater environment. Also, increasing the
injection time increased the breakthrough distance of the contaminants [41]. This
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result makes sense because more water is injected into the groundwater environment
resulting in increased migration ofthe contaminants through advection.
The retardation factor is a comparison of the velocity of the groundwater to
the apparent velocity of the contaminants. Equation (35) was used to theoretically
determine the retardation factor for each of the linear equilibrium distribution
coefficients used. From these calculations, the retardation factor with a distribution
coefficient of 7.19 L/kg (12.2 DC, T12.2) was 77 and with a distribution coefficient of
6.24 L/kg (22.2 DC, T22.2) was 67. Thus, an increase in the temperature by 10.0 °c
decreases the retardation factor by 10 (13 % reduction). This decreased retardation
effect supports the results from Figure 11. The difference, however, is not as great as
theoretically predicted with the retardation factors. Because the retardation factors
are so high, the 13 % decrease is not very significant in the groundwater domain.
5.2 Radial Flow Example
A radial injection well geometry -was used to determine the effect of a
temperature-dependent, linear equilibrium distribution coefficient to simulate a
typical field geometry. An injection well simulated injecting heated water into the
groundwater domain. Unlike the one-dimensional geometry case, the width of the
flow area increased as the distance form the injection well increased as shown in
Figure 12. All other conditions are shown in Table 1.
The thermal transport mode was used to determine the temperature
distribution and the hydraulic head, gradient, fluid velocity, and fluid travel times as
functions of the radial distance from the injection well. The solute transport mode
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was then run to determine the effect that the temperature-dependent, linear
equilibrium distribution coefficient would have on the concentration distribution of a
single-solute species. The effect of a high injection rate was also included. Finally,
the effects of injecting heated water into an aquifer on the apparent diffusion
coefficient and biological reaction rates are explored. Additional details are available
[41].
5.2.1 Radial Thermal Energy Transport Results
SUTRA was run in the thermal energy transport mode to obtain the pressure
and temperature distributions as functions of the radial distance from the injection
well. From these distributions, the hydraulic head, hydraulic gradient, fluid velocity,
and travel times could be determined. The temperature di~bution could also be
used with the modified SUTRA code to simulate solute transport with a temperature-
dependent, linear equilibrium distribution coefficient. The results ofthis section were
obtained using a low flow rate (C1otal = 2.4 kg/s) and a timestep size equaling 1 day.
Analyses of the pressure, density, and hydraulic head were performed at
elevations of 0 meters (bottom nodes) and 10 meters (top nodes); these analyses,
along with the hydraulic gradient results, are omitted from this section but are
available [41]. The differences between the bottom and top node results are not
significant and are not explored further.
In general, the pressure decreased as the radial distance from the injection
well increased. The effects of the injection near the well were more significant than
at greater distances due to the difference in flow area.
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The fluid density decreased by only 0.2 % with the injection of heated water.
This slight decrease is because water with a higher temperature has a lower density
,"
due to an increase in kinetic energy of molecules and an increase in their motion and
randomness. As the injection time increased, the effect of the heated water
throughout the groundwater domain also increased.
The hydraulic head as a function of the radial distance from the injection well
is plotted in Figure 13. From Figure 13, the hydraulic head is greatest at the point of
injection and decreases as the radial distance increases. This decrease in head is
because the pressure decreases with increasing distance while the elevation head is
constant; thus, the hydraulic head must also decrease.
The hydraulic gradient was calculated using the same method as performed
with the one-dimensional case (see Section 5.1.1). The gradient decreased as the
distance from the injection well increased. This decrease in gradient is because the
increase in flow area minimizes the effect ofthe injected water on the hydraulic head.
The temperature of the groundwater as a function of injection time and radial
distance from the injection well is shown in Figure 14 for the bottom nodes. For a
.given injection time, the groundwater temperature is increased close to the injection
well and decreases as the radial distance from the injection well increases; this
decrease in temperature is because the heated water does not initially reach the entire
aquifer. The effect of the injection is greater as the injection time increases because
more water is injected into the groundwater domain.
As the injection time increases, the temperature fronts do not move as far,
even though the time intervals are the same. For example, the temperature front
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moved further from 20 to 30 days than it did from 30 to 40 days due to two factors:
flow area and heat loss. In addition to the changing flow area, the heated water cools
as the time is increased resulting in a dampened effect on the groundwater domain.
This cooling effect was shown in detail with the one-dimensional case in Section
5.1.1.
The theoretical velocity was calculated for the radial geometry case using
equation (19). From equation (19), the theoretical velocity is independent of injection
time and is assumed to be at a steady state solution. Because the injection flow rate is
fixed, the velocity at any radial distance is fixed and is not material dependent if in a
homogeneous material. Thus, the velocity field is independent of the hydraulic head,
gradient, and hydraulic conductivity. As expected, the theoretical and SUTRA
velocities are nearly identical and only vary at insignificant decimal points.
A comparison of the fluid velocity versus the radial distance from the
injection well for the one-dimensional and the radial geometry case is shown in
Figure 15. From this plot, it should be noted that the velocity is greater for the radial
geometry case at distances close to the injection well. As the radial distance from the
injection well increases, the fluid velocity decreases in a radial geometry flow field
and reaches values lower than with the constant velocity, one-dimensional flow field.
The travel time was calculated in the same manner as with the one-
dimensional case (see Section 5.1.1). The radial geometry results for the travel time
at an injection time of40 days may be observed in Figure 16. This figure shows that
the time for a fluid particle to travel across elements that are at far distances from the
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injection well is much greater than at close elements and small radial distances due to
the areal changes.
The travel time versus distance for an injection time of 40 days is plotted in
Figure 17 for both the one-dimensional and radial geometry cases. This plot shows
the nearly constant travel time for the one-dimensional case and the variable travel
time for the radial geometry case due to the dynamic flow area.
5.2.2 Radial Solute Transport Results
SUTRA was run in the solute transport mode to determine the effects of
injecting heated water into a PAH-contaminated aquifer for the injection well
geometry. Effects of different linear equilibrium distribution coefficients on the·
concentration distribution ofa single-solute species are analyzed.
SUTRA was run with four different adsorption modes: no adsorption, two
adsorption cases with constant linear equilibrium distribution coefficients, and
adsorption with a temperature-dependent, linear equilibrium distribution coefficient.
The two constant linear equilibrium distribution coefficients were 7.19 Llkg (T12.2)
and 6.24 Llkg (T22.2). The temperature-dependent, linear equilibrium distribution
coefficient (TvAR) used the temperature distribution calculated in the thermal energy
transport mode to determine the correct distribution coefficient for each node. This
case utilized the modified SUTRA code explained in Chapter 4. Detailed discussions
regarding tables, figures, and calculations not included in this section are available
[41].
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The results from using TVAR are shown in Figure 18. These results show that
there is a greater influence in the groundwater domain as the injection time increases.
Also, the contaminant front travels a greater distance in 10 days when closer to the
injection well than when further away due to the increase in travel time with an
increasing radial distance as discussed in Section 5.2.1.
The results from all of the adsorption modes for an injection time of 40 days
are shown in Figure 19. The case with no adsorption shows how far the clean
injection water penetrates. The curves for constant temperatures of 12.2 °c and
22.2 °c show very little variations because the effect of temperature on the
distribution coefficient was not significant for this case.
The results from Figure 19 show that the TVAR curve is in between the T12.2
and T22.2 curves because the temperature at any point in the groundwater domain lies
within the 12.2 °C-22.2 °c range. The TVAR curve is closer to the Tzz.2 curve because
the temperature of the injected water is 22.2 °c. This water moves with the
contaminant front and has a greater influence on the distribution coefficient than the
base groundwater temperature does.
5.2.3 Effect of Injection Rate on the Radial Geometry Results
The SUTRA model was run with two different injection flow rates to
determine the effect that the rate of injection has on the temperature and
concentration distributions. The simulation was run with a timestep size of 1 day, an
injection time of 30 days, and total injection rates of 0.0024 m3/s (2.4 kg/s) and 0.30
m3/s (300 kg/s). This simulation was run with both the thermal energy and solute
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transport modes. The solute transport mode was run with four adsorption cases: no
adsorption, T12.2, T22.2, and TvAR.
The results from the thermal energy transport case are shown in Figure 20.
These results show that the higher flow rate has a greater effect on the temperature
distribution than the lower flow rate. The results from the solute transport case using
the TvAR adsorption mode also show that there is a significant difference between the
two injection rates as shown in Figure 21.
The results from all of the solute transport cases with the low and the high
injection rates are shown in Figures 22 and 23, respectively. As in Section 5.2.2, the
results from TvAR are closer to those from T22.2 than from T12.2 because the water is
injected at a temperature of 22.2 °C. In addition, the TVAR curve was closer to the
T22.2 curve with the higher flow rate than with the lower flow rate. By not injecting
the heated water as quickly, the water temperature cools a little quicker and is closer
to the T12.2 curve.
Heated water injected at a higher rate might be able to influence the
groundwater domain at greater distances from the injection well before significant
cooling takes place. Lower flow rates would have to be pumped for a longer time in
order to reach far distances from the injection point. This long injection time may be
counteracted with the subsequent cooling that takes place, as shown in Section 5.1.1.
Also, a larger variation in the equilibrium distribution coefficient is necessary
for there to be a significant effect on the concentration distribution with the injection
ofheated water. For this example, the 13 % variation in distribution coefficient is not
enough to have a significant effect on the concentration distribution.
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5.2.4 Effects of Elevated Temperatures on the Apparent Diffusion Coefficient
and the Microbial Reaction Rate in a Radial Geometry Flow Field
The effect of injecting heated water into a contaminated aquifer on the linear
equilibrium distribution coefficient, apparent diffusion coefficient, and microbial
reaction rate was explored. The temperature distribution was obtained in Section
5.2.1 with the radial geometry flow field, a timestep of 1 day, and the low injection
rate of 0.0024 m3/s (2.4 kg/s). This temperature distribution is shown for injection
times of 1, 10,20,30, and 40 days in Figure 24.
The relationship between the linear equilibrium distribution coefficient and
the groundwater temperature was explained in Section 5.1.1. Figure 25 shows the
variations of the linear equilibrium distribution coefficient for naphthalene versus
distance due to the injection of the heated water; at any location, the distribution
coefficient decreases as the injection time increases.
The apparent diffusion coefficient was calculated from equation (37). This
coefficient was a function of the engineered temperature-dependent distribution
coefficient and is directly related to the rate of desorption. Increased injection times
result in an increase in the apparent diffusion coefficient as shown in Figure 26.
From Figures 24 and 25, increased injection times produced higher temperatures and
lower equilibrium distribution coefficient values. Therefore, for the same aqueous
concentration, a low concentration of naphthalene should be adsorbed to the soil. To
satisfy this equilibrium, either sorption should decrease or desorption should increase.
The increase in apparent diffusion coefficient, as shown in Figure 26, suggests an
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increase in desorption. This increased desorption supports the theory t~tlt injecting
heated water into a contaminated aquifer could potentially enhance bioa~lti.ability.
The microbial reaction rate is also enhanced through the injecti~t1 of hellted
water in the groundwater domain. Equation (39) was used to determine the increase
in microbial reaction rate due to the injection of the heated water. Figute 27 shows
that introducing heated water to an aquifer should increase the rate of ~lJe reacti()ns
due to microbial processes by a maximum of 82 %.
This increased reaction rate, coupled with the increase in bi~tl"a.ilabi1ity,
suggests that injecting heated water into a contaminated aquifer should enhance the
rate and effectiveness of biod~gradation. For this example, however, tl1~(e was I1()t a
significant effect on contaminant bioavailability with the injection ofheated water.
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6. Conclusions and Recommendations for Future Work
6.1 Conclusions
The SUTRA code was successfully modified to account for a temperature-
dependent, linear equilibrium distribution coefficient. This new code was able to
simulate the transport of thermal energy in the groundwater domain and use the
resulting temperature distribution to further simulate the transport of a PAH using a
temperature-dependent, linear equilibrium distribution coefficient. The modified
SUTRA code was used to determine the effect of injecting heated water into a
contaminated aquifer on the contaminant bioavailability; there was not a significant
effect on contaminant bioavailability for the problem considered.
Simulation of thermal energy transport shows that a considerable amount of
cooling occurs in the aquifer for long injection times with ineffective bioavailability
enhancement at large distances from an injection well. After an injection time of 40
days, the groundwater temperature was effectively influenced within a distance of
only about 10 meters from the injection well.
The injection of heated water into a contaminated aquifer decreases the
distribution coefficient as shown in Figure 4. This decrease in distribution coefficient
prompts a decrease in sorption and an increase in desorption as suggested by equation
(30). The elevated temperatures increased the apparent diffusion coefficient and the
rate of microbial reactions, as shown in Figures 26 and 27 respectively. This
increased rate of microbial reactions, coupled with the slight changes in contaminant
concentration, suggests the potential to enhance biodegradation.
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Although an increase in temperature of 10°C reduced the sorption capacity of
naphthalene by about 13 % [18] and increased the rate of microbial activity by as
much as 82 %, the concentration in the aqueous phase was not significantly affected
when using the linear equilibrium sorption model.
6.2 Recommendations for Future Work
Future work should be conducted to determine the most effective way to
elevate the temperature of the aquifer system at large radial distances from the
injection well. Injecting water with a temperature closer to that of steam (100°C)
may counteract the cooling effects in the aquifer. The effects of increased injection
rates should also be explored in greater detail than presented in this thesis.
Further research should also be conducted to determine whether or not the
increase in the microbial reaction rate, coupled with the slight increase in contaminant
concentration, is great enough to significantly enhance the rate ofbiodegradation. In
addition, other means of increasing desorption and decreasing sorption should be
researched. For example, desorption could be increased by increasing the
biodegradation rates. From equation (30), this enhanced biodegradation would lower
the contaminant concentration in the aqueous phase and encourage desorption.
Finally, the modified SUTRA code should be further modified to include a
nonequilibrium sorption model, which may provide a better estimation of the
enhanced bioavailability due to the injection of heated water in the groundwater
domain.
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Table 1: Initial Conditions for Model Simulations
Parameter One-Dimension Radial Geometry
Groundwater base temperature (C) 12.2 12.2
Groundwater base dens.ity (kg/m3) 999.4 999.4
Density of solid grains (kg/m3) 2,650.00 2,650.00
Specific heat ofwater (J/(kg*oC)) 4,182 4,182
Specific heat ofsolids (J/(kg*oC)) 840 840
Water conductivity (J/(s*m*oC)) 0.6 0.6
Soil conductivity (J/(s*m*oC)) 3.5 3.5
Soil matrix permeability (m2) 1.02*10-11 1.02*10.11
Reaction terms 0.0 0.0
Porosity 0.20 0.20
Specific pressure storativitv 0.0 0.0
Saturation 100 %, (~= 1.0) 100 %, (~= 1.0)
Longitudinal dispersivity (m) 10.0 10.0
Transverse dispersivity (m) 0.0 0.0
Flow rate ofinjected fluid per node (kg/s) 1.2 1.2
150
Total flow rate ofinjected fluid (kg/s) 2.4 2.4
300
Temperature ofinjected fluid (C) 22.2 22.2
Constant pressure at 1,000 m (N/m2) 98,000 98,000
Timestep size (s) 86,4QO 86,400
Distribution coefficients (L/kg) 6.24 (T12.2) 6.24 (T12.2)
7.19 (T22.2) 7.19 (T22.2)
temp.-dependent (TvAIJ
Solute production term 0.0 0.0
Solute decay term 0.0 0.0
Injected concentration (mg/kg) 0.0 0.0
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,Table 2: Experimental Sorption Data for Naphthalene
Solid Phase Loading, Aqueous Concentration,
S (mg sorbed/kg sorbent) C (mg sorbatelL fluid)
10.0000
41.7700 6.7000
42.3000 6.3000
28.7000 4.4000
17.2000 2.9000
5.4400 0.8700
4.8700 0.7600
4.2500 0.6500
4.1000 0.6100
0.6300 0.0800
0.5900 0.0850
0.4400 0.0760
0.2400 0.0550
0.0100
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Percent Deviation With Cold Water Injection Versus Radial Distance
(Injected Before Time 1 Day)
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Figure 1: Percent Deviation Versus Radial Distance Due to the Cold Water Injection
68
Injection Well Observation Well
1·
.............._........................................... . _ ",..",
....~f---------- 100 m
Figure 2: I-D Geometry
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Solid Phase Sorption Versus Aqueous Concentration for Naphthalene
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Figure 3: Experimental Sorption Curve for Naphthalene
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Linear Equilibrium Distribution Coefficient for Naphthalene
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Figure 4: Linear Equilibrium Distribution Coefficient Data for Naphthalene
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Figure 5: Travel Time for Each Element Versus Distance (1-0 Case)
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Figure 6: Temperature Versus Distance (1-0 Case)
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Figure 7: Heat Loss with 10-0ay Injection (1-0 Case)
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Figure 8: Heat Loss with 20-Day Injection (1-D case)
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Figure 9: Heat Loss with 3D-Day injection (1-0 Case)
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Figure 10: Heat Loss with 4O-0ay Injection (1-0 Case)
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Figure 11: Concentration Distribution with 4O-Day Injection (1-0 Case)
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Figure 12: Radial Geometry
100m
79
Observation Well
Average Hydraulic Head Versus Radial Distance for Various Injection Times
14.0 ,----.,----.,----.,...---.,----.,----.,----.,------,c------,----,
I I I I I.... I I I I
13.8 --------~---------~--------~---------~--------~---------~--------t--------~---------~--------
13.6 --------~---------~--------~---------~--------~---------~--------~--------~---------}--------
I I I I I I I I I
13.4 --------~---------~--------~---------~--------~---------~--------t--------~---------t--------
13.2 -------~---------~--------i---------~--------i---------~--------}--------~---------}-------­
E 13.0 --- - - - - ~ -- -- -- - - -~ - -- - -- - - ~ - - -- -- - - .:.. - - - -- -- - ~ - -- - - - - -.:. --- - - - - - ~ - - --- - --J. - -- - - -- - ~ - - -- - -- -
j ~~:~ ~~ -:::::~:::::::::~:::::::: ~:::::::::~:::::::: ~:::::::: :i:::::::::t::::::::~:::::::::t::::::::
:c 12.4 ---1---------r--------i---------~--------1--------~-~-------t--------~---------r--------
.!:! I I I I I I I I I
"5 12.2 ... ---------~ -- ------i --- ---- --~--------i -- --- ----:----- -- -- ~- -- -- --- -:-- --- ----~ --------
e 12.0 --- -- ---"'j - -----r-- -------1-- -- --- --:- --- --- --1--- - - - -- -:-- ----- --t -- -------:--- --- ---r-- ------
~ 11.8 ----- ---~------- : -- ----- -~ ---- -- ---~----- --- ~---- - - - --:---- ----- ~- -------~---------~----- ---
CD 11.6 --- - - - - -:- -- -- -- - -:- - - -- --- I - - - - - - - -:- - - - - - - --: - - - - - - - - -:- - -- - - - - - t-- -------;-- -------:--------
~ 11.4 --------i---------~--------i---------i--- ,---------~--------i--------i---------i-------­
CD 11.2 -- -- -- -- ~----- -- --~-- -- --- -~ ---- -----:------- --f--- ------:-- -----, ----,--- ------ ~- ---- ---
~ 11.0 - --- - -- -~ -- -- - - -- -~ - - -- - -- - ~ - - -- - -- --~ - - - - - - -- ~ -- - - - - - --:- -- - - - - - - ~ -- -- - - -- ~- -- --- - -- ~ - - - -- ---
10.8 - -- -- -- - ~ - -- -- - - --~ -. -- - -- - ~ -- -- - -- --:- - - - - - - -- ~ -- - - - - -- -:- -- - - - - -- f -- - -- -- - -:- - - -- - -- - f - - -. - ---
10.6 -- - - -- - -~- - -- - - -- -~ - - --- - - - ~ - -- - -- - --~ - -- -- --- ~ - - - - - - -- -:-- -- - - - -- ~ - -- -. - -- ~--- - - -- - - ~ -- - -- ---
I I I I I I I I I
10.4 - -- - - - - -~- - --- -- - -~ -- - -- -- - ~ -- - -- -- --:- - - - - - - -- ~ -- - - - - -- -:- -- - - - - - - ~ -- -- - - ---:- - - -- - -- - ~ - - - -.---
10.2 --------~---------~--------~---------~--------~---------~--------~--------~---------~--------
I I I I I I I I I
10.0 +---t----t---+---+----+----+---+---t---+---i
o 10 20 30 40 50 60
Radial Distance (m)
70 80 90 100
1--1 Day - - - 10 Days • _•• --20 Days - - _. 30 Days _. - - 40 Days I
Figure 13: Average Hydraulic Head Versus Radial Distance
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Temperature Versus Radial Distance for Various Injection Times
(Bottom Nodes; Elevation =0 m)
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Figure 14: Temperature Versus Radial Distance (Bottom Nodes)
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Figure 15: 1·0 and Radial Velocity Versus Distance
Fluid Velocity Versus Distance
(1-0 and Radial Flow)
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Travel Time Versus Radial Distance
(Radial FloW; Injection Time =40 Days)
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Figure 16: Travel Time Versus Radial Distance
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Figure 17: 1-0 and Radial Travel Time Versus Distance
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Figure 18: TVAR Concentration Distribution at Various Injection Times
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CICoVersus Radial Distance for Naphthalene with an Injection Time of 40 Days
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Figure 19: Concentration Distribution with 4Q..Day Injection
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Temperautre Versus Radial Distance for Various Injection Flowrates
(Injection Temperature =22.20 OC; Injection Time =30 Days)
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Figure 20: Temperature Distribution with Low/High Flow Rate (3D-Day Injection)
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(Injection Temperature =22.20 OC; Injection Time =30 Days; TVAR)
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Figure 21: TVAR Concentration Distribution with Low/High Flow Rate (30-Day Injection)
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Figure 22: Concentration Distribution with Low Flow Rate (3D-Day Injection)
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C/Co Versus Radial Distance for Naphthalene with an Injection Time of 30 Days
(High Flowrata; Q=300 kgls)
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Figure 23: Concentration Distribution with High Flow Rate (3O-Day Injection)
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Figure 24: Temperature Distribution at Various Injection Times
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Figure 25: Temperature-Dependent Distribution Coefficient at Various Injection Times
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Appendix A: SUTRA Modeling with Non-Linear Adsorption
In addition to the linear adsorption discussed in Section 3.5.3, SUTRA can
calculate the effect of adsorption from one of two non-linear, equilibrium adsorption
isotherm equations:· .Freundlich or Langmuir. For the solute transport simulations, it
is assumed that the distribution coefficient is not a function of the fluid temperature
and is a constant value.
SUTRA is able to model sorption using a Freundlich equilibrium model based
on a constant fluid density. This states [17]
(A-I)
and
(A-2)
where:
Xl = a Freundlich distribution coefficient (I11Mo)
Xz = Freundlich coefficient (I})
SUTRA is also able to model sorption using a Langmuir equilibrium model
based on a constant fluid density. This states [17]
(A-3)
and
(A-4)
where:
Xl =a Langmuir distribution coefficient (I11Mo)
Xz = Langmuir coefficient (I11Ms)
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