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reasons. This thesis addresses challenges associated with the use of museum data, such 
as sampling bias (paper I and II), the sample size and the design of pseudo-absence/
background data (paper II and III) and the sample size of presence data (paper IV). The 
understanding of how these factors affect species distribution models needs to be based 
on ecological theory. In paper I sampling bias is defined and explained with reference to 
gradient analytic reasoning and macro-ecological biogeographic theory. A set of presence 
ŽďƐĞƌǀĂƚŝŽŶƐŝƐĚĞĨŝŶĞĚĂƐƐĂŵƉůŝŶŐďŝĂƐĞĚŝĨƚŚĞĨƌĞƋƵĞŶĐǇĚŝƐƚƌŝďƵƚŝŽŶŽĨobserved 
ƉƌĞƐĞŶĐĞĂůŽŶŐŵĂũŽƌĞŶǀŝƌŽŶŵĞŶƚĂůĐŽŵƉůĞǆͲŐƌĂĚŝĞŶƚƐĚĞǀŝĂƚĞƐĨƌŽŵƚŚĞĨƌĞƋƵĞŶĐǇ
distribution of the trueƉƌĞƐĞŶĐĞŽĨƚŚĞƐƉĞĐŝĞƐ͘ĂƐĞĚŽŶƚŚŝƐĚĞĨŝŶŝƚŝŽŶ͕ǁĞƉƌŽǀŝĚĞĂ
framework for assessment of sampling bias in presence-only datasets, typically used for 
ƐƉĞĐŝĞƐĚŝƐƚƌŝďƵƚŝŽŶŵŽĚĞůŝŶŐ͕ďǇƵƐĞŽĨĨƌĞƋƵĞŶĐǇͲŽĨͲƉƌĞƐĞŶĐĞĐƵƌǀĞƐ͘tŝƚŚĂĐĐĞƐƐƚŽ
presence/absence data, sampling bias can be identified by statistical methods. In cases 





expert knowledge about the species into account). Shape differences between the two 
curves may indicate sampling bias in the response data. Four types of sampling bias can 
ďĞĞǆƉĞĐƚĞĚ͗;ϭͿƵŶĚĞƌͲƐĂŵƉůŝŶŐ͕ŝ͘Ğ͕͘ůŽǁĞƌͲƚŚĂŶͲƚƌƵĞ&KWŝŶŝŶƚĞƌǀĂůƐĂůŽŶŐĂŐƌĂĚŝĞŶƚ͖
;ϮͿŽǀĞƌͲƐĂŵƉůŝŶŐ͕ŝ͘Ğ͕͘ŚŝŐŚĞƌͲƚŚĂŶͲƚƌƵĞ&KWŝŶŝŶƚĞƌǀĂůƐĂůŽŶŐĂŐƌĂĚŝĞŶƚ͖;ϯͿƉĞƌŝƉŚĞƌĂů
sampling gap, i.e., lack of presence observations at one or both of the species’ tolerance 
limits; and (4) stochasticity, i.e., unsystematic variation in sampling effort. It is important to 
ďĞĂǁĂƌĞƚŚĂƚůŽĐĂůŵŝŶŝŵĂĂŶĚŵĂǆŝŵĂŽŶƚŚĞ&KWĐƵƌǀĞŵĂǇƌĞƉƌĞƐĞŶƚƌĞĂůƉƌŽƉĞƌƚŝĞƐŽĨ
the species in the study area. The extent to which strong cases for or against sampling bias 
ĐĂŶďĞŵĂĚĞǁŝůůĚĞƉĞŶĚŽŶƚŚĞƋƵĂůŝƚǇŽĨƚŚĞŝŶĨŽƌŵĂƚŝŽŶƚŚĂƚĨŽƌŵƐƚŚĞďĂƐŝƐĨŽƌƚŚĞd&W
curve. 




















conditions in sites where the focal species had been sampled and the ecological conditions 
ŝŶƐŝƚĞƐǁŚĞƌĞƚĂǆŽŶŽŵŝĐĂůůǇƌĞůĂƚĞĚƐƉĞĐŝĞƐŚĂĚďĞĞŶƐĂŵƉůĞĚ͘WZ&WĐƵƌǀĞƐǁĞƌĞŝŶ
ŐĞŶĞƌĂůƐŝŵŝůĂƌƚŽƚŚĞĐŽƌƌĞƐƉŽŶĚŝŶŐ&KWĐƵƌǀĞƐ͕ŵŽƐƚƐƚƌŽŶŐůǇƐŽĨŽƌĐƵƌǀĞƐĨŽƌƚŚĞŵŽƐƚ
complex models. This demonstrates good ability of the MaxEnt method to fit response 
models to the data, while at the same time points out that the appropriateness of these 
ŵŽĚĞůƐĚĞƉĞŶĚƐŽŶƚŚĞƋƵĂůŝƚǇŽĨƚŚĞƌĞƐƉŽŶƐĞĚĂƚĂ͘,ŽǁĞǀĞƌ͕ƌĞƐƵůƚƐĨƌŽŵƉĂƉĞƌƐ/ĂŶĚ//
also show that, in some cases, complex models overfit to irregularities in the presence data, 
and that simpler models fit the more general responses to the environmental variables, 
without significantly loosing predictive power in terms of AUC. Such complex models are 




absence data generated by different sampling designs and in different numbers were added 
ƚŽĂƐƐĞƐƐƚŚĞŝƌƌĞůĂƚŝǀĞŝŵƉŽƌƚĂŶĐĞĨŽƌƚŚĞ^DŽƵƚƉƵƚ͘dŚĞŶƵŵďĞƌŽĨƉƐĞƵĚŽͲĂďƐĞŶĐĞƐ
had minimal effect on the predictive performance (measured by AUC), while sampling 
design strongly influenced the AUC values. This was attributed to the relationship between 
the environmental range of the pseudo-absences (i.e. the extent of the environmental 
space being considered) and the environmental range of the presence observations (i.e. 
ϵunder which environmental conditions the species occurs). Results from paper II and IV 
ƐŚŽǁƚŚĂƚƵŶĐƌŝƚŝĐĂůƵƐĞŽĨd'ĚĂƚĂŝŶ^DƐŚŽƵůĚďĞĂǀŽŝĚĞĚĂŶĚƚŚĂƚƉůŽƚƚŝŶŐƐƉĞĐŝĞƐ
&KWĐƵƌǀĞƐ͕ĐĂůĐƵůĂƚĞĚďǇĚŝĨĨĞƌĞŶƚŬŝŶĚƐŽĨďĂĐŬŐƌŽƵŶĚĚĂƚĂƐĞƚƐ͕ĐĂŶďĞĂǀĂůƵĂďůĞĂŝĚŝŶ
the selection of an ecologically informative background.
Scarcity of presence data can also be a major obstacle for the modeling of species 
ĚŝƐƚƌŝďƵƚŝŽŶƐ͘ĐĐŽƌĚŝŶŐůǇ͕ŬŶŽǁŝŶŐƚŚĞŵŝŶŝŵƵŵŶƵŵďĞƌŽĨƉƌĞƐĞŶĐĞƐƌĞƋƵŝƌĞĚƚŽŽďƚĂŝŶ
ƌĞůŝĂďůĞĚŝƐƚƌŝďƵƚŝŽŶŵŽĚĞůƐŝƐŽĨĨƵŶĚĂŵĞŶƚĂůŝŵƉŽƌƚĂŶĐĞĨŽƌĂƉƉůŝĞĚƵƐĞŽĨ^D͘/Ŷ
paper IV the critical sample size (CSS) sufficient for non-random predictions of species 
distributions was assessed. Large presence datasets for thirty insect species were used to 
produce reference distribution models. Models based on replicated subsamples of different 
size drawn randomly from the full dataset were compared to the reference model using the 
index of vector similarity (IVS). Clearly non-random models were obtained with as few as 10 
ƉƌĞƐĞŶĐĞƐĨŽƌϵϬйŽĨƚŚĞƐƉĞĐŝĞƐĂŶĚϭϱƉƌĞƐĞŶĐĞƐĨŽƌϵϳйŽĨƚŚĞƐƉĞĐŝĞƐ͘tĞƌĞĐŽŵŵĞŶĚ
using a minimum sample size of 10–15 presences for Maxent modeling to obtain additional 
information about a species distribution.
 Small presence datasets (paper IV), the lack of absence data (paper III) and the choice 
of pseudo-absence/background data (paper II) can all be related to the issue of sampling 
ďŝĂƐĂŶĚƚŚĞĚŝƐƚƌŝďƵƚŝŽŶŽĨĨƌĞƋƵĞŶĐǇŽĨƉƌĞƐĞŶĐĞĂůŽŶŐĞŶǀŝƌŽŶŵĞŶƚĂůŐƌĂĚŝĞŶƚƐ;ƉĂƉĞƌ
I). The dataset is biased if the pseudo-absence/background dataset and the presences 
ƚŽŐĞƚŚĞƌĨĂŝůƚŽƌĞĨůĞĐƚƚŚĞĨƌĞƋƵĞŶĐǇŽĨƚƌƵĞƉƌĞƐĞŶĐĞŽĨƚŚĞŵŽĚĞůƚĂƌŐĞƚ͘DŽƌĞŽǀĞƌ͕ǁŝƚŚ
small presence (or pseudo-absence/background) datasets a high occurrence of stochasticity 
(the fourth type of sampling bias) is expected. 
dŚĞĚĞǀĞůŽƉŵĞŶƚŽĨ^DŵĞƚŚŽĚƐŚĂƐŽƉĞŶĞĚƵƉĨŽƌŶƵŵĞƌŽƵƐƉŽƐƐŝďŝůŝƚŝĞƐǁŝƚŚŝŶ
applied ecology and conservation biology. These methods have been seen as “shortcuts’ 
for inferring past, present and future species distributions, as well as exploring species-
ĞŶǀŝƌŽŶŵĞŶƚƌĞůĂƚŝŽŶƐŚŝƉƐĂŶĚĚĞĂůŝŶŐǁŝƚŚƉŚǇůŽŐĞŶĞƚŝĐƋƵĞƐƚŝŽŶƐ͕ǁŝƚŚƚŚĞĐůŝĐŬŽĨĂ
button. This shortcut may, however, turn out to be deceptive in cases where the data 
ƋƵĂůŝƚǇŝƐƉŽŽƌŽƌĚĂƚĂĂƌĞƐƉĂƌƐĞ͘ĨŝƌŵĨŽŽƚŚŽůĚŝŶĞĐŽůŽŐŝĐĂůƚŚĞŽƌǇ͕ŐŽŽĚƵŶĚĞƌƐƚĂŶĚŝŶŐ
of how the modeling methods work, how the data are handled, and how models are to 
be interpreted are all essential for predicting when and why limitations in museum data 
become obstacles for making reliable distribution models.
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3. Introduction 
Today species are disappearing at a faster rate than has been seen earlier in the 
ĂƌƚŚ͛ƐŚŝƐƚŽƌǇ;ĂƌŶŽƐŬǇĞƚĂů͘ϮϬϭϭͿĂŶĚƚŚĞƌĞŝƐƐĐŝĞŶƚŝĨŝĐĐŽŶƐĞŶƐƵƐƚŚĂƚŵŽƐƚƐƉĞĐŝĞƐ
extinctions are now caused by human actions such as land use changes, pollution, human 
caused climate change and introduction of alien species to new areas. One of today’s 
greatest challenges is to slow down the rate at which species are disappearing. Two 
obstacles are making this task difficult; the Linnean and the Wallacean shortfalls (Whittaker 
et al. 2005), i.e. the lack of knowledge about which and how many species populate the 




distributions will change under an altered climate regime (Thomas et al. 2004, Elith and 
>ĞĂƚŚǁŝĐŬϮϬϬϵ͕ƵƐƚŝŶĂŶĚsĂŶEŝĞůϮϬϭϭͿ͕ŽƌŝĨŝŶƚƌŽĚƵĐĞĚƚŽŶĞǁĂƌĞĂƐ;WĞƚĞƌƐŽŶϮϬϬϯ͕
ĞĂŶĞƚĂů͘ϮϬϭϮͿ͕ƚŽŝĚĞŶƚŝĨǇƐƵŝƚĂďůĞŚĂďŝƚĂƚƐĨŽƌƌĞŝŶƚƌŽĚƵĐƚŝŽŶŽĨƐƉĞĐŝĞƐ;KƐďŽƌŶĞĂŶĚ
Seddon 2012), to explore species-environment relationships (Osborne and Seddon 2012) 
ĞƚĐ͘dŚĞƚĞƌŵ^DƌĞĨĞƌƐƚŽĐŽƌƌĞůĂƚŝǀĞŵĞƚŚŽĚƐƚŚĂƚůŝŶŬŐĞŽƌĞĨĞƌĞŶĐĞĚƐƉĞĐŝĞƐƉƌĞƐĞŶĐĞ
(and sometimes also absence) data with relevant environmental variables in order to 
ƉƌĞĚŝĐƚƚŚĞƐƉĞĐŝĞƐĚŝƐƚƌŝďƵƚŝŽŶ;'ƵŝƐĂŶĂŶĚŝŵŵĞƌŵĂŶŶϮϬϬϬ͕ůŝƚŚĞƚĂů͘ϮϬϬϲͿ͘
In the last couple of decades we have seen a strong proliferation of scientific papers 
ĨŽĐƵƐŝŶŐŽŶ^DĂŶĚ͕ĂƐĨŽƌŵŽƐƚŶĞǁƚŽŽůƐ͕ƉƌŽďůĞŵƐĂŶĚĐŚĂůůĞŶŐĞƐĐŽŶĐĞƌŶŝŶŐƚŚĞ
methodology arise along the way. Questions such as which algorithms to use (Elith et al. 
ϮϬϬϲͿ͕ŚŽǁŐƌĂŝŶĂŶĚĞǆƚĞŶƚŽĨƚŚĞƐƚƵĚǇĂƌĞĂŝŶĨůƵĞŶĐĞƚŚĞŵŽĚĞůƐ;ŽƵůĂŶŐĞĂƚĞƚĂů͘




to detect and mitigate sampling bias (Kadmon et al. 2003, Kadmon et al. 2004, Loiselle et al. 
ϮϬϬϴ͕WŚŝůůŝƉƐĞƚĂů͘ϮϬϬϵ͕ĞĂŶĞƚĂů͘ϮϬϭϮͿŚĂǀĞĂůůďĞĞŶĚŝƐĐƵƐƐĞĚŝŶŶƵŵĞƌŽƵƐƐĐŝĞŶƚŝĨŝĐ
ƉĂƉĞƌƐ͘ůůŽĨƚŚĞƐĞƋƵĞƐƚŝŽŶƐŶĞĞĚƚŽďĞƉƌŽƉĞƌůǇĂŶƐǁĞƌĞĚĨŽƌ^DƚŽŽůƐƚŽďĞƐĂĨĞůǇ
applied for practical, e.g., management purposes. 
This thesis focuses on some of the greatest challenges concerning the application of 
museum data for distribution modeling purposes; the quality and quantity of the training 
data, particularly; the challenges of biased data (paper I and II), the sample size and 
the design of pseudo-absence/background data (paper II and III) and the sample size of 
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presence data (paper IV). In all the papers, and especially in the two first, the focus is also 
ŽŶǁŚĂƚƵƐƚŝŶ;ϮϬϬϳͿĐĂůůƐƚŚĞĞĐŽůŽŐŝĐĂůŵŽĚĞů͕ŝ͘Ğ͘ƚŚĞĞĐŽůŽŐŝĐĂůƵŶĚĞƌƐƚĂŶĚŝŶŐŽĨƚŚĞ




Museum data consist of records associated with objects held in museum collections 
and are the largest source of biodiversity data in the world. There may be as many as 3 
ďŝůůŝŽŶŽďũĞĐƚƐ;ŚƚƚƉ͗ͬͬǁǁǁ͘ƐĐŝĞŶĐĞĚĂŝůǇ͘ĐŽŵͬƌĞůĞĂƐĞƐͬϮϬϭϰͬϬϮͬϭϰϬϮϮϲϭϯϮϳϱϬ͘ŚƚŵͿŝŶ
the world’s natural history museums, but only a small fraction of these are digitized and 
georeferenced. Museum data span not only space, but time as well. Collections made in 
ŚĂďŝƚĂƚƐƚŚĂƚŶŽůŽŶŐĞƌĞǆŝƐƚŽƌŽĨƐƉĞĐŝĞƐŶŽǁĞǆƚŝŶĐƚĂƌĞĂŵŽŶŐƚŚĞƋƵĂůŝƚŝĞƐƚŚĂƚŵĂŬĞ
museum data a virtual goldmine for those interested in the distribution of species.
Most objects are accompanied by information about the locality where the object was 
ĨŽƵŶĚ͕ƚŚĞƚĂǆŽŶŽŵǇŽĨƚŚĞŽďũĞĐƚĂŶĚƐŽŵĞƚŝŵĞƐƚŚĞƚĞĐŚŶŝƋƵĞƵƐĞĚĨŽƌƐĂŵƉůŝŶŐ͘^ŽŵĞ
of the objects are sampled by museum staff, but most objects are collected in by amateurs. 
dŚŝƐƌĞƐƵůƚƐŝŶĂŐƌĞĂƚǀĂƌŝĂƚŝŽŶŝŶƚŚĞƋƵĂůŝƚǇŽĨƚŚĞŝŶĨŽƌŵĂƚŝŽŶƌĞůĂƚĞĚƚŽƚŚĞŽďũĞĐƚƐ͘/Ŷ
ĂŶ^DĐŽŶƚĞǆƚ͕ŽŶĞŽĨƚŚĞŐƌĞĂƚĞƐƚƉƌŽďůĞŵƐŝƐƉŽŽƌ;ŝŶĂĐĐƵƌĂƚĞͿŝŶĨŽƌŵĂƚŝŽŶĂďŽƵƚƚŚĞ
sampling locality. This is especially challenging when looking at old data. Earlier the focus 
was rarely on exactly where an organism was found, but rather on variations within species, 
which species it was, etc. As a result, museum staff has had to georeference these objects 
retrospectively by interpreting the often rather insufficient locality information supplied by 
ƚŚĞĐŽůůĞĐƚŽƌƐ͘KŶĞĞǆĂŵƉůĞŝƐƚŚĞƵƐĞŽĨƚŚĞůŽĐĂůŝƚǇŶĂŵĞ͞ŽǀƌĞ͛ĨŽƌĂůůŵŽƵŶƚĂŝŶĂƌĞĂƐ
ŝŶ^ŽƵƚŚĞƌŶEŽƌǁĂǇ͕ĂůƚŚŽƵŐŚŽǀƌĞsensu stricto is a specific mountain area in Central 
South Norway. Such specimens will inevitably have a very low georeferencing precision. 
ĞĐĂƵƐĞƚŚĞƚƌĂĚŝƚŝŽŶĂůƵƐĞŽĨŵƵƐĞƵŵĚĂƚĂŚĂƐďĞĞŶĨŽƌƚĂǆŽŶŽŵŝĐƐƚƵĚŝĞƐ͕ƚŚĞĨŽĐƵƐ
when managing the collections has mostly been on knowing what is in the collections 
and approximately where the material was collected, determined to country or region. 
EŽǁĂĚĂǇƐ͕ŚŽǁĞǀĞƌ͕ŵŽƐƚĐŽůůĞĐƚŽƌƐŽǁŶĂŐůŽďĂůƉŽƐŝƚŝŽŶŝŶŐƐǇƐƚĞŵ;'W^ͿƵŶŝƚĂŶĚůŽĐĂůŝƚǇ
information tends to include geographic coordinates. 
In addition to varying precision of the locality information, a problem with applying 
ŵƵƐĞƵŵĚĂƚĂĨŽƌ^DŝƐƚŚĂƚƚŚĞǇĂƌĞŶŽƌŵĂůůǇŶŽƚƐĂŵƉůĞĚĨŽƌƚŚŝƐƉƵƌƉŽƐĞ͘/ĚĞĂůůǇ͕
sampling should be random or designed to sample the whole environmental gradient, 
which is to be studied. Museum data is, however, likely to be biased towards areas that 
are easily accessible for biologists, that are known for their interesting fauna and flora, or 
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ŽƚŚĞƌǁŝƐĞŽĨƐƉĞĐŝĂůŝŶƚĞƌĞƐƚ͘ƐĂĐŽŶƐĞƋƵĞŶĐĞ͕ĚŝƐƚƌŝďƵƚŝŽŶŵŽĚĞůƐƚƌĂŝŶĞĚǁŝƚŚƐƵĐŚĚĂƚĂ
will be inaccurate. One example of biased sampling is the sampling of insects, with sweep 
nets, from cars, thus giving a heavy roadside bias in the resulting data. It is well known 
that the insect collections at the Natural History Museum of the University of Oslo are 
geographically biased to the south, were most people live. Although many authors have 
ĂĚĚƌĞƐƐĞĚƐĂŵƉůŝŶŐďŝĂƐͲƌĞůĂƚĞĚƋƵĞƐƚŝŽŶŝŶĂŶ^DĐŽŶƚĞǆƚ;>ŽŝƐĞůůĞĞƚĂů͘ϮϬϬϴ͕sĞůŽǌ
ϮϬϬϵ͕ŽĂŬĞƐĞƚĂů͘ϮϬϭϬ͕ŽƐƚĂĞƚĂů͘ϮϬϭϬ͕ZŽďĞƌƚƐŽŶĞƚĂů͘ϮϬϭϬ͕tŽůŵĂƌĂŶƐĞƚĂů͘ϮϬϭϬ͕
Anderson and Gonzalez 2011, Feeley and Silman 2011a, McCarthy et al. 2011, Merckx et al. 
2011, Yackulic et al. 2013) there is still a strong need for tools that can aid detection of bias 
and effects of such bias on distribution models, as well as guidelines for use of biased data 
;ŽƌǁŚĞŶƚŽůĞĂǀĞĚĂƚĂƵŶƵƐĞĚͿŝŶ^D;ŽĂŬĞƐĞƚĂů͘ϮϬϭϬͿ͘ĞǀĞůŽƉŵĞŶƚŽĨƐƵĐŚƚŽŽůƐ
ĂŶĚŐƵŝĚĞůŝŶĞƐƌĞƋƵŝƌĞƐƚŚĞŽƌĞƚŝĐĂůŝŶͲĚĞƉƚŚƵŶĚĞƌƐƚĂŶĚŝŶŐŽĨǁŚĂƚƐĂŵƉůŝŶŐďŝĂƐŝƐĂŶĚ
why and how it affects species distribution models, including an unambiguous definition of 
ƐĂŵƉůŝŶŐďŝĂƐŝŶĂŶ^DĐŽŶƚĞǆƚ͘
ŶŽƚŚĞƌƚǇƉĞŽĨďŝĂƐĂƐƐŽĐŝĂƚĞĚǁŝƚŚŵƵƐĞƵŵĚĂƚĂŝƐƚŚĞƚĞŵƉŽƌĂůďŝĂƐ͘ĞĐĂƵƐĞĂƚ
any time a limited number of collectors typically provide a large fraction of the objects 
(of a specific broad taxonomic group) delivered to the museum, objects will to a large 
extent represent the taxonomic groups of interest to the most productive collectors. 
Similarly, charismatic species or species of economic interest will be over-represented 
in the collections. Figure 1 shows that a disproportionately large fraction of the museum 
specimens from the four large Natural History Museums in Norway is made up by 
charismatic species groups such as vertebrates and vascular plants. If we restrict ourselves 
to specimens for which information is available in digital form, the bias is even stringer. The 
flipside of this is that few data are available, not only for rare species, which are hard to 
detect, but also for common species and species that, for some reason, are of little interest 
to the majority of collectors. Small datasets have been found to be a major obstacle for 
ŵŽĚĞůŝŶŐƐƉĞĐŝĞƐĚŝƐƚƌŝďƵƚŝŽŶƐ;>ŝŵĞƚĂů͘ϮϬϬϮ͕WĂƉĞƔĂŶĚ'ĂƵďĞƌƚϮϬϬϳ͕&ĞĞůĞǇĂŶĚ^ŝůŵĂŶ
2011b, Feeley and Silman 2011a, Kamino et al. 2012). The effect of sample size on species 
distribution models and the existence of a minimum presence sample size needed to 
generate reliable models have been widely debated. There exists a general agreement that 
ƚŚĞŵŽĚĞůƐ͛ĂĐĐƵƌĂĐǇŝŶĐƌĞĂƐĞƐǁŚĞŶƐĂŵƉůĞƐŝǌĞŝŶĐƌĞĂƐĞƐ;ƵŵŵŝŶŐϮϬϬϬ͕WĞĂƌĐĞĂŶĚ
&ĞƌƌŝĞƌϮϬϬϬ͕^ƚŽĐŬǁĞůůĂŶĚWĞƚĞƌƐŽŶϮϬϬϮ͕ZĞĞƐĞĞƚĂů͘ϮϬϬϱ͕,ĞƌŶĂŶĚĞǌĞƚĂů͘ϮϬϬϲ͕tŝƐǌ
et al. 2008), but no general consensus regarding the amount of presence data needed to 
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reliably predict a species’ distribution has yet been reached. 
Last, but not least, because museum data differ from observational data by being 
verifiable i.e., that the organism is sampled and stored as a physical object, these data 
do not include absence data, i.e. reliable data on where the species is not present. In the 
absence of absence data, pseudo-absence or ‘background’ data are typically created to 
ŵĂŬĞƉŽƐƐŝďůĞƚŚĞƵƐĞŽĨŵŽĚĞůŝŶŐŵĞƚŚŽĚƐƚŚĂƚƌĞƋƵŝƌĞĚĂƚĂƚŽǁŚŝĐŚƉƌĞƐĞŶĐĞĚĂƚĂ
are contrasted (group discriminating methods). Several principles for generating pseudo-
ĂďƐĞŶĐĞĚĂƚĂŚĂǀĞďĞĞŶƉƌŽƉŽƐĞĚĚƵƌŝŶŐƚŚĞůĂƐƚƚǁŽĚĞĐĂĚĞƐ;^ƚŽĐŬǁĞůůĂŶĚWĞƚĞƌƐϭϵϵϵ͕
,ŝƌǌĞůĞƚĂů͘ϮϬϬϭ͕ĂŶŝĞǁƐŬŝĞƚĂů͘ϮϬϬϮ͕ůŝƚŚĂŶĚ>ĞĂƚŚǁŝĐŬϮϬϬϳͿ͕ŽŶĞŽĨǁŚŝĐŚďĞŝŶŐ






models will depend on the extent to which the assumption of similar biases in training and 
d'ĚĂƚĂŚŽůĚƐƚƌƵĞ;WŚŝůůŝƉƐĞƚĂů͘ϮϬϬϵͿ͘
Natural history museums and databases all over the world contain large amounts 
ŽĨŝŶĨŽƌŵĂƚŝŽŶŽĨǁŚĞƌĞĚŝĨĨĞƌĞŶƚƐƉĞĐŝĞƐŽĨĂŶŝŵĂůƐĂŶĚƉůĂŶƚƐĂƌĞůŽĐĂƚĞĚ͘ĞƐƉŝƚĞƚŚĞ
deficiencies of museum data with respect to bias, data-set size and the lack of absence 
ĚĂƚĂ͕ƚŚĞƐĞĚĂƚĂĐĂŶďĞŽĨŐƌĞĂƚǀĂůƵĞĨŽƌ^DĂƐůŽŶŐĂƐǁĞĂƌĞĂďůĞƚŽĂƐƐĞƐƐƚŚĞ





































Figure 1. : Chart showing (a) the percent of all Norwegian species belonging to each 
organism group, (b) the percent of all museum objects in the four largest Natural History 
Museums in Norway belonging to each organism group, (c) the percent of all digitalized 




A good grasp of ecological theory, including knowledge about how species 
distributions are limited, is essential for appropriate use and skillful interpretation of 
ƐƉĞĐŝĞƐĚŝƐƚƌŝďƵƚŝŽŶŵŽĚĞůƐ;ƵƐƚŝŶϮϬϬϮ͕'ƵŝƐĂŶĂŶĚdŚƵŝůůĞƌϮϬϬϱ͕ƵƐƚŝŶϮϬϬϳ͕,ĂůǀŽƌƐĞŶ
2012). Here follows a brief introduction to some topics that are of particular relevance to 
understanding how properties of the data influence distribution modeling results: gradient 
analysis, niche theory, source-sink dynamics and biotic interactions. Albeit these topics are 
all interrelated, I will treat them separately in the next sub-chapters. 
3.2.1. Gradient analysis
dŚĞƐƉĞĐŝĞƐĚŝƐƚƌŝďƵƟŽŶŵŽĚĞůŝƐĂŐĞŶĞƌĂůŝǌĂƟŽŶŽĨƚŚĞĞĐŽůŽŐŝĐĂůƌĞƐƉŽŶƐĞŽĨ





which predicts that species respond to environmental complex-gradients, i.e., sets 
of environmental gradients that act on species in concert, rather than to each single 
ĞŶǀŝƌŽŶŵĞŶƚĂůǀĂƌŝĂďůĞŝŶĚŝǀŝĚƵĂůůǇ;tŚŝƩĂŬĞƌϭϵϱϲͿ͘dŚŝƐŝƐďĞĐĂƵƐĞĞŶǀŝƌŽŶŵĞŶƚĂů
variables of importance for the survival of the organisms tend to be correlated with other 
environmental variables. Furthermore, a few major complex-gradients do normally account 
ĨŽƌŵŽƐƚŽĨƚŚĞǀĂƌŝĂƟŽŶŝŶƐƉĞĐŝĞƐĐŽŵƉŽƐŝƟŽŶŝŶĂŐŝǀĞŶĞĐŽƐǇƐƚĞŵ͘













species belong to one of two categories; core species, characterized by wide tolerance 
ϭϲ
and high abundance, and satellite species, characterized by narrow tolerance and low 
ĂďƵŶĚĂŶĐĞ͘dŚĞhZ^ŵŽĚĞůŽĨŽůůŝŶƐĞƚĂů͘;ϭϵϵϯͿŽƉĞŶƐĨŽƌƚŚĞĞǆŝƐƚĞŶĐĞĂůƐŽŽĨƵƌďĂŶ
ƐƉĞĐŝĞƐǁŝƚŚƌĞƐƚƌŝĐƚĞĚĚŝƐƚƌŝďƵƟŽŶƐďƵƚŚŝŐŚůŽĐĂůĂďƵŶĚĂŶĐĞ͕ĂŶĚǁŝĚĞƐƉƌĞĂĚďƵƚƌĂƌĞ͕
rural, species, although fewer species belong to the urban and rural than to the core and 










commonness and increasing grid-cell size, while a truncated response curve will result if 
ƚŚĞĨƵůůƌĂŶŐĞŽĨƚŚĞƐƉĞĐŝĞƐĂůŽŶŐƚŚĞŐƌĂĚŝĞŶƚŝŶƋƵĞƐƟŽŶŝƐŶŽƚĐŽŶƚĂŝŶĞĚǁŝƚŚŝŶƚŚĞƐƚƵĚǇ
area (Halvorsen 2012). 
3.2.2. Niche theory
tŚĂƚŝƐƌĞĂůůǇďĞŝŶŐĞƐƟŵĂƚĞĚŝŶ^D͍dŚŝƐƋƵĞƐƟŽŶŚĂƐďĞĞŶǁŝĚĞůǇĚĞďĂƚĞĚŝŶ^D





















are considered part of Hutchinsons fundamental niche, or if they are to be interpreted as 








absences are chosen outside of the fundamental niche. 
dŚĞƌĞĂƌĞƐĞǀĞƌĂůŝƐƐƵĞƐĐŽŵƉůŝĐĂƟŶŐƚŚĞƵƐĞŽĨƚŚĞŶŝĐŚĞƚĞƌŵƐŝŶ^D͘WƵůůŝĂŵ














concept as such: ‘Niche ŝƐĂƚĞƌŵƚŚĂƚƐŚŽƵůĚƐƵƉƉŽƌƚĐŽŵŵƵŶŝĐĂƟŽŶĂŶĚƵŶĚĞƌƐƚĂŶĚŝŶŐŝŶ
ecology by helping us to re-characterize what living things do in models.’ As of now it seems 
ƚŚĂƚƚŚĞƚĞƌŵ͚ŶŝĐŚĞ͛ĐŽŵƉůŝĐĂƚĞƐƚŚĞĐŽŵŵƵŶŝĐĂƟŽŶĂŶĚƵŶĚĞƌƐƚĂŶĚŝŶŐŝŶĞĐŽůŽŐǇ͕ ƌĂƚŚĞƌ
than being a support.






3.2.3. Metapopulation theory and source-sink dynamics 
In the preceding chapter about niche theory I mention that the understanding of the 
term niche is complicated by metapopulation dynamics. Metapopulation theory shows that 
the distribution of populations is dynamic and shifting through time due to local extinctions 
ĂŶĚĚŝƐƉĞƌƐĂů;,ĂŶƐŬŝĂŶĚ^ŝŵďĞƌůŽĨĨϭϵϵϳ͕,ĂŶƐŬŝϭϵϵϴ͕,ĂŶƐŬŝĂŶĚKǀĂƐŬĂŝŶĞŶϮϬϬϬͿ͘
This explains how a species may regularly be found in unsuitable habitats or be absent 
from suitable habitats. A metapopulation is a ‘population of populations’ made up by a 
shifting mosaic of populations, linked by dispersal (the extent to which dispersal occurs and 
influences the populations will vary). 
WŽƉƵůĂƚŝŽŶƐĨŽƵŶĚŝŶŚĂďŝƚĂƚƐǁŚĞƌĞƌĞƉƌŽĚƵĐƚŝŽŶŝƐŝŶƐƵĨĨŝĐŝĞŶƚƚŽďĂůĂŶĐĞůŽĐĂů
mortality may continue to exist because of immigration from higher-productive areas 
ŶĞĂƌďǇ͘WƵůůŝĂŵ;ϭϵϴϴͿƚĞƌŵƐƐƵĐŚŚĂďŝƚĂƚƐ͚ƐŝŶŬ͛ĂŶĚ͚ƐŽƵƌĐĞ͛ŚĂďŝƚĂƚƐ͕ƌĞƐƉĞĐƚŝǀĞůǇ͘ƚƚŚĞ
same time species are sometimes absent from suitable habitats due to limited dispersal 
ĐĂƉĂĐŝƚǇ͕ĚŝƐƉĞƌƐĂůďĂƌƌŝĞƌƐŽƌŝŶƐƵĨĨŝĐŝĞŶƚƚŝŵĞƚŽĚŝƐƉĞƌƐĞ;WƌŝŵĂĐŬĂŶĚDŝĂŽϭϵϵϮ͕^ƉĞŶƐ
ĞƚĂů͘ϮϬϬϳ͕,ĂƚƚĞůĂŶĚĞƚĂů͘ϮϬϭϯͿ͕ŽƌĚƵĞƚŽůŽĐĂůĞǆƚŝŶĐƚŝŽŶƐ;,ĂƌƌŝƐŽŶϭϵϵϭ͕DĂƚƚŚŝĞƐĞƚĂů͘
2004, Ree and Smith 2008). 
A metapopulation can be made up of several short-lived populations, where the 
distribution of the species changes substantially from generation to generation, it can be 
made up by a few source populations and several sink populations, fluctuating with the 
ĂƌƌŝǀĂůƐŽĨŝŵŵŝŐƌĂŶƚƐ͕ŽƌƚŚĞĚŝƐƚƌŝďƵƚŝŽŶŽĨƉŽƉƵůĂƚŝŽŶƐĐĂŶďĞƌĞůĂƚŝǀĞůǇƐƚĂďůĞ;WƌŝŵĂĐŬ
2010). 
Understanding these dynamics of populations, on different spatial and temporal 
scales, is important for conservation biologists and nature managers, because the 
destruction of a source population may result in the extinction of numerous sink 
populations and because habitat fragmentation limits the dispersal necessary to recolonize 
ĂŚĂďŝƚĂƚĂĨƚĞƌůŽĐĂůĞǆƚŝŶĐƚŝŽŶ;,ĂŶƐŬŝĞƚĂů͘ϭϵϵϲͿ͘/ŶƚŚĞƐĂŵĞǁĂǇƚŚŝƐŝŶƐŝŐŚƚŝƐŝŵƉŽƌƚĂŶƚ
for distribution modelers by explaining that species’ distributions are dynamic, by providing 
a conceptual model for this dynamics, and by explaining that all presences do not indicate 



















place between many individuals and over a large area. The larger the study area, and the 


















There are some difficulties associated with introducing biotic effects as variables 
ŝŶ^D͘ďŝŽƚŝĐǀĂƌŝĂďůĞƐƵĐŚĂƐƚŚĞƉƌĞƐĞŶĐĞŽĨĂƉŽƚĞŶƚŝĂůůǇŝŶƚĞƌĂĐƚŝŶŐƐƉĞĐŝĞƐ
may represent a (real) biotic interaction, or it may act as a proxy for an unidentified 
environmental variable (Austin 2002). Separating these two cases is difficult because 
interspecific biotic interactions can only be detected at a spatial scale where organisms 
meet and interact (Huston 2002), and this scale will differ between organism groups, being 
broader for larger, more mobile species, such as mammals, and finer (and typically much 
ĨŝŶĞƌƚŚĂŶƚŚĞƐĐĂůĞĂƚǁŚŝĐŚ^DƐĂƌĞƉĞƌĨŽƌŵĞĚͿĨŽƌƐŵĂůů͕ƐĞƐƐŝůĞƐƉĞĐŝĞƐ͕ƐƵĐŚĂƐƉůĂŶƚƐ͘
The literature gives no unambiguous answer as to whether all biotic interactions 
should be considered as shaping the realized niche, or some of them should be considered 
part of the fundamental niche. I propose to treat biotic interactions, which are absolutely 
essential for a species (obligate biotic interactions), as part of the fundamental niche, 
while other biotic interactions (non-obligate) should be considered as part of the realized 
niche. Examples of the first can be the availability of an obligate prey species for specialist 
parasitic or predator species (or host plants for a specialist herbivore species), while 
examples of the latter are the distribution of predators or competitors. 
3.2.5 Purposes of distribution modeling
According to the gradient analytic perspective, a species’ response to important 
environmental gradients is generally unimodal, while niche theory defines the 
fundamental niche of a species as an n-dimensional hypervolume (with each dimension 
being an environmental variable), in which every point corresponds to a combination of 
environmental conditions that permits the species to exist indefinitely. The realized niche 
is the fundamental niche constrained by biotic interactions. Metapopulation dynamics 
complicate the relationship between realized niche and realized distribution even further, 
by predicting that species may regularly be absent from suitable habitats while present 
in unsuitable habitats. In the same way biotic interactions and metapopulation dynamics 
ĐĂŶďĞŝŶĐŽƌƉŽƌĂƚĞĚŝŶƚŽĂŐƌĂĚŝĞŶƚĂŶĂůǇƚŝĐƉĞƌƐƉĞĐƚŝǀĞ͘ŝŽƚŝĐŝŶƚĞƌĂĐƚŝŽŶƐŵĂǇŝŶĨůƵĞŶĐĞ
the shape of the response curve of the species along a gradient, by reducing (or increasing 
in cases of positive interactions) the tolerance of a species, or by reducing (or increasing) 
the abundance of the species within the tolerance limits. These effects are referred to 
as an amplitude response and a magnitude response, respectively, by Halvorsen (2012) 
and will increase towards finer spatial scales. It is, however, important to stress that the 
perspectives of gradient analysis and niche theory are fully compatible, merely being two 
different ways of presenting the same issue. 
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models that are closely fit to the data and models that express general species-environment 
relationships, respectively (Halvorsen 2012). The main purpose of ERM is to model the 
relationship between the distribution of a target species and a set of environmental 
variables. The focus is to find and understand general patterns in the overall ecological 
ƌĞƐƉŽŶƐĞŽĨƚŚĞŵŽĚĞůĞĚƚĂƌŐĞƚƚŽĞǆƉůĂŶĂƚŽƌǇǀĂƌŝĂďůĞƐŝŶĞŶǀŝƌŽŶŵĞŶƚĂůƐƉĂĐĞ͘^WD͕ŽŶ
the other hand, aims at modeling the distribution of the target species in a specific study 
area in a specific time interval, modeled by use of a set of explanatory variables. The main 








species-environment relationships, it can be argued that ERM models are estimating 
the fundamental niche, or the potential distribution, of the species. This is, however, 
a problematic argument because the presence/absence or presence-only data used to 
generate the model are drawn from the realized distribution of the species. According to 
ƚŚĞĐŽŶĐĞƉƚƵĂůŵŽĚĞůŽĨ^ŽďĞƌŽŶĂŶĚWĞƚĞƌƐŽŶ;ϮϬϬϱͿ΀ŵŽĚŝĨŝĞĚŝŶ^ŽďĞƌſŶ;ϮϬϬϳͿ΁͕Ă




Valverde et al. 2008) of the species is, however, also limited by the accessibility of the 
area (M). This is determined by the dispersal ability of the species, dispersal barriers and 
(anthropogenic) means of introduction. In practice the species can be found throughout 
ƚŚĞĞŶƚŝƌĞƌĞŐŝŽŶD͕ĚƵĞƚŽƚŚĞƉƌĞƐĞŶĐĞŽĨƐŝŶŬƉŽƉƵůĂƚŝŽŶƐ;WƵůůŝĂŵϮϬϬϬͿ͕ĂůƚŚŽƵŐŚ
populations with positive fitness (source populations) are only encountered in the area 
where all three regions intersect. 
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While metapopulation theory assumes that the environment consists of discrete 
ƉĂƚĐŚĞƐŽĨƐƵŝƚĂďůĞŚĂďŝƚĂƚƐƵƌƌŽƵŶĚĞĚďǇƵŶŝĨŽƌŵůǇƵŶƐƵŝƚĂďůĞŚĂďŝƚĂƚƐ͕ŵŽĚĞƌŶ^D
methods assign a continuous variable of probability of occurrence to each pixel into which 
the study area is gridded. This improves the realism of model predictions (compared to 
approaches which provide binary predictions), by attributing low probability of occurrence 
ƚŽƐŝŶŬŚĂďŝƚĂƚĂƌĞĂƐ͘dŚĞĚĞŐƌĞĞƚŽǁŚŝĐŚ^DƐĂƌĞŝŶĨůƵĞŶĐĞĚďǇƉƌĞƐĞŶĐĞŽďƐĞƌǀĂƚŝŽŶƐ
in sink habitats will depend on how large a fraction of the dataset such observations 
contribute. 
In addition to the three above-mentioned classes of factors (abiotic, biotic and factors 
related to accessibility), deficient sampling may also contribute to imperfect representation 
ŽĨƚŚĞĨƵŶĚĂŵĞŶƚĂůŶŝĐŚĞďǇĂŶZDͲƉƵƌƉŽƐĞ^D͘















The degree to which each of these factors will influence a distribution model is also 
ĂĨĨĞĐƚĞĚďǇƚŚĞƐĐĂůĞŽĨƚŚĞƐƚƵĚǇ͘ŝƐƉĞƌƐĂůďĂƌƌŝĞƌƐĂƌĞĞǆƉĞĐƚĞĚƚŽďĞƌĂƌĞǁŚĞŶƚŚĞ
ĞǆƚĞŶƚŽĨƚŚĞƐƚƵĚǇĂƌĞĂŝƐƐŵĂůů;^ŽďĞƌŽŶĂŶĚWĞƚĞƌƐŽŶϮϬϬϱͿ͘>ŝŵŝƚĂƚŝŽŶƐĂŶĚƉŽƚĞŶƚŝĂůůǇ
imperfect sampling are, hence, the main reasons why ERM models cannot be interpreted 
as representations of the fundamental niche at broader scales. At finer scales, biotic 
interactions and metapopulation dynamics may also contribute to mismatch between 
predictions from an ERM model and the fundamental niche. In cases where biotic 
interactions occur among many individuals over a large area, biotic interactions may also 
influence the distribution of a species on a broad scale. This is especially evident when the 
ďŝŽƚŝĐŝŶƚĞƌĂĐƚŝŽŶŝƐŽďůŝŐĂƚĞ΀ƐƵĐŚĂƐƚŚĞĂǀĂŝůĂďŝůŝƚǇŽĨŚŽƐƚƉůĂŶƚƐĨŽƌŚŽƐƚͲƐƉĞĐŝĨŝĐŝŶƐĞĐƚƐ
;ƌĂƷũŽĂŶĚ>ƵŽƚŽϮϬϬϳ͕^ĐŚǁĞŝŐĞƌĞƚĂů͘ϮϬϭϮͿ΁͘
 It is argued that ERM models should be simple, e.g., in terms of number of model 
parameters, in order to express fundamental species-environment relationships (Halvorsen 
2012), so that effects of biotic interactions, limited accessibility, source-sink dynamics and 
insufficient sampling are ideally smoothed out.
 ^WDŵŽĚĞůƐĂƌĞ͕ďǇĚĞĨŝŶŝƚŝŽŶ͕ůĞƐƐŐĞŶĞƌĂůƚŚĂŶZDŵŽĚĞůƐ;,ĂůǀŽƌƐĞŶϮϬϭϮͿ͘






et al. 2008). The only obstacle left for modeling the realized distribution, then, is imperfect 
sampling. 
ZDĂŶĚ^WDŵŽĚĞůƐĂƌĞƐƵŝƚĂďůĞĨŽƌĚŝĨĨĞƌĞŶƚĂƉƉůŝĞĚƉƵƌƉŽƐĞƐ͘^WDŵŽĚĞůƐĚŽ͕
by definition, specifically describe a species’ distribution in a specific study area at a given 
time-point (at which the data used to obtain the model are sampled). Models based on 
species-environment relationships characterized by idiosyncrasies of the study area, such as 
dispersal-barriers, anthropogenic influence or biotic interactions, tend not to be valid when 
ƉƌŽũĞĐƚĞĚŽŶƚŽĂŶŽƚŚĞƌƐƚƵĚǇĂƌĞĂŽƌƚŽĂŶŽƚŚĞƌƉŽŝŶƚŝŶƚŝŵĞ;ĂƌďŽƐĂϮϬϬϵ͕tŽůŵĂƌĂŶƐĞƚ
al. 2010, Schweiger et al. 2012). In cases where the study area is large, these relationships 
ŵĂǇŶŽƚĞǀĞŶďĞƚƌĂŶƐĨĞƌĂďůĞďĞƚǁĞĞŶĚŝĨĨĞƌĞŶƚƉĂƌƚƐǁŝƚŚŝŶƚŚĞƐƚƵĚǇĂƌĞĂ͘^WDŵŽĚĞůƐ
are the obvious choice for practical cases in which the purpose is to model suitable 
habitat in the area from which data for training the model is obtained, given that the 




finding suitable habitat for species reintroductions (Osborne and Seddon 2012) and 
nature reserves (Loiselle et al. 2003), and finding areas for cultivation of species for food, 
ďŝŽĨƵĞůƐ͕ĞƚĐ͘;ĂƌŶĞǇĂŶĚŝdŽŵĂƐŽϮϬϭϬ͕ǀĂŶƐĞƚĂů͘ϮϬϭϬͿ͘ZDŵŽĚĞůƐ͕ŽŶƚŚĞŽƚŚĞƌ
hand, express general species-environment relationships, more stable in space and time, 
e.g., with the purpose of projecting to other study areas and points in time (Halvorsen 
2012). ERM models are thus preferable for modeling invasive species in new areas, species 
distributions in an altered climate regime, for species niche conservancy studies and for 
exploring species-environment relationships. 
3.3. What determines the distribution of insect species? 
The distribution of insects have been found to be limited by different factors at 
different spatial scales (Hortal et al. 2010). As for most organisms abiotic factors and 
biogeographic processes (speciation, extinction, isolation and long distance dispersal) 
are the most important factors on a global to regional scale, while biotic factors and 
metapopulation dynamics are more important on a local to micro scale (Cabeza et al. 2010, 
Hortal et al. 2010). A clear limit between scales at which abiotic factors matters more than 
biotic factors and vice versa can, however, hardly be drawn. This will depend, inter alia, on 
the dispersal capabilities of the species and the heterogeneity of the physical environment 
(e.g. Holway et al. 2002) . 
 One abiotic factor of particular importance for the distribution of insects is 
ƚĞŵƉĞƌĂƚƵƌĞ͘ĞĐĂƵƐĞŝŶƐĞĐƚƐ͕ǁŝƚŚĨĞǁĞǆĐĞƉƚŝŽŶƐ͕ĂƌĞĞĐƚŽƚŚĞƌŵŝĐ͕ƚŚĞŝƌďŽĚǇ
temperature is ultimately determined by the ambient temperature. This in turn influences 
the speed and efficiency of their vital biological processes (such as development, 
metabolism, ecdysis and reproduction). It has been shown that temperature extremes 
are more important than temperature averages in defining species distributions, both in 
temperate regions and in the tropics (Overgaard et al. 2014). Several other temperature-
related descriptors have also been found to correlate with insect distributional limits, 
Ğ͘Ő͕͘ĚĞŐƌĞĞĚĂǇƐ;,ĂǁŬŝŶƐĂŶĚWŽƌƚĞƌϮϬϬϯ͕>ƵŽƚŽĞƚĂů͘ϮϬϬϲ͕WĞůůŝƐƐŝĞƌĞƚĂů͘ϮϬϭϮͿ͕ŵĞĂŶ
ƚĞŵƉĞƌĂƚƵƌĞƐ;>ƵŽƚŽĞƚĂů͘ϮϬϬϲͿĂŶĚƚŚĞĂŵŽƵŶƚƐŽĨƐŽůĂƌƌĂĚŝĂƚŝŽŶ;WĞůůŝƐƐŝĞƌĞƚĂů͘ϮϬϭϮͿ͘
Another important abiotic factor limiting insect distributions is humidity (Fink and 
sƂůŬůϭϵϵϱ͕,ŝůůĞƚĂů͘ϭϵϵϵͿ͘&ĂĐƚŽƌƐƌĞůĂƚĞĚƚŽŚƵŵŝĚŝƚǇĂŶĚƉƌĞĐŝƉŝƚĂƚŝŽŶĐĂŶŝŶĨůƵĞŶĐĞ
insect species directly by altering their water balance, and different species have 
different behavioral and physiological strategies for coping with unfavorable humidity 
regimes (Chown et al. 2011). Larger, more heavily sclerotized insects are less susceptible 
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to desiccation or waterlogging than smaller, more delicate species (Schowalter 2012). 
Similarly, immature stages may be much more vulnerable to dry conditions than adults 
(Chown et al. 2011). An insect’s water balance and exposure to desiccation is also linked 
to temperature. In general, temperature is a more important distribution-limiting factor in 
cool climates, whereas the availability of water is more critical in warmer climates (Hawkins 
et al. 2003).
Temperature and precipitation may also have indirect effects on the species through 
ŚĂďŝƚĂƚĂůƚĞƌĂƚŝŽŶƐ͕ǁŚŝĐŚĂŐĂŝŶĂĨĨĞĐƚƐƌĞƐŽƵƌĐĞƋƵĂůŝƚǇĂŶĚĂǀĂŝůĂďŝůŝƚǇ͕ĂŶĚĞǆƉŽƐƵƌĞƚŽ
predation and parasitism. Some herbivorous insects may for example be drawn to plants 
stressed by drought (Schowalter 2012). Other abiotic factors which may influence species 
ĚŝƐƚƌŝďƵƚŝŽŶƐĂƌĞǁŝŶĚ;&ŝŶŬĂŶĚsƂůŬůϭϵϵϱͿĂŶĚƐŽŝůĐŚĞŵŝƐƚƌǇ;^ĐŚŽǁĂůƚĞƌϮϬϭϮͿ͘
Land cover / habitat availability has also been found to influence insect distributions 
;,ŝůůĞƚĂů͘ϭϵϵϵ͕hůƌŝĐŚƐĂŶĚ,ŽƉƉĞƌϮϬϬϴͿ͘>ĂŶĚĐŽǀĞƌŝƐůŝŬĞůǇƚŽďĞĂŶŝŶĚŝƌĞĐƚƉƌĞĚŝĐƚŽƌ
of insect distributions, reflecting the effects of temperature, humidity and soil structure 
on the organisms’ physiology. Land cover may also reflect the availability of resources, 
such as host-plants for parasitic or plant-eating insects. The fact that land-use changes has 
been listed as one of the five biggest threats to the worlds biodiversity, insects included 
(Kålås et al. 2010), indicates that habitat availability is crucial. Habitat destruction is linked 
to metapopulation dynamics because habitat fragmentation limits the dispersal between 
ĚŝĨĨĞƌĞŶƚŚĂďŝƚĂƚƉĂƚĐŚĞƐ;,ĂŶƐŬŝĞƚĂů͘ϭϵϵϲͿ͘
ϯ͘ϰ͘ŝŵƐŽĨƚŚĞƚŚĞƐŝƐ




- to provide a theoretically founded understanding of what sampling bias is and to 
explore its effects on species distribution models (paper I and II)
- to explore how the choice of background data affects species distribution models 
(paper II and III)




4. General material and methods
4.1. Study area
































Insects were chosen as the only study organisms in two of the four papers of this 
thesis. One paper is a theoretical paper, without any analyses, while one paper includes two 
insect species as well as two fungi species (Table 1). 
Insects are particularly interesting because they comprise more than half of the 
ǁŽƌůĚƐĚĞƐĐƌŝďĞĚƐƉĞĐŝĞƐ;ŚĂƉŵĂŶϮϬϬϵͿĂŶĚďĞĐĂƵƐĞŵĂŶǇŽĨƚŚĞŵĂƌĞƌĞƉƌĞƐĞŶƚĞĚ
ďǇĨĞǁƉƌĞƐĞŶĐĞƌĞĐŽƌĚƐ;EĞǁϮϬϬϵͿ͘&ƵƌƚŚĞƌŵŽƌĞŝŶƐĞĐƚƐƌĞƉƌĞƐĞŶƚĂǁŝĚĞǀĂƌŝĞƚǇŽĨůŝĨĞ
histories, dispersal abilities, size and shapes, which can potentially influence their responses 
to environmental variables and, hence, their distributions. For the analyses in paper IV ten 
ƐƉĞĐŝĞƐĨƌŽŵĞĂĐŚŽĨƚŚƌĞĞŽƌĚĞƌƐ;ŽůĞŽƉƚĞƌĂ͕>ĞƉŝĚŽƉƚĞƌĂĂŶĚŝƉƚĞƌĂͿǁĞƌĞĐŚŽƐĞŶ;&ŝŐ͘
4). This was done to include species with different dispersal abilities, feeding habits, sizes 
and shapes. 
Coleoptera: ĂƐĞĚŽŶŶƵŵďĞƌƐŽĨĚĞƐĐƌŝďĞĚƐƉĞĐŝĞƐ͕ďĞĞƚůĞƐĂƌĞƚŚĞŵŽƐƚĚŝǀĞƌƐĞ
group of organisms on Earth. In most species the elytra cover the membranous flight 
wings and the abdomen. In this way the beetles are protected against predation and 
ĞŶǀŝƌŽŶŵĞŶƚĂůƐƚƌĞƐƐ;&ŽŽƚƚŝƚĂŶĚĚůĞƌϮϬϬϵͿ͘KĨƚŚĞĨĂŵŝůŝĞƐƌĞƉƌĞƐĞŶƚĞĚŝŶƉĂƉĞƌϰ͕ƚǁŽ
of them, Curculionidae and Cerambycidae are associated with wood and are known to 
sometimes cause damage to trees. The species belonging to Nitidulidae and Elateridae are 
herbivorous, while the Cantharidae species is a predator.
Diptera: ŝƉƚĞƌĂĂƌĞĐŽŵŵŽŶůǇĐĂůůĞĚƚƌƵĞĨůŝĞƐŽƌƚǁŽͲǁŝŶŐĞĚĨůŝĞƐĂŶĚĂƌĞĂŵŽŶŐ
the most diverse insect orders, not only in species richness, but also in structure, habitat 
ƐĞůĞĐƚŝŽŶĂŶĚůŝĨĞŚĂďŝƚƐ͘dŚĞůĂƌǀĂĞŽĨŵŽƐƚĚŝƉƚĞƌĂƐƉĞĐŝĞƐĐĂŶďĞĐŽŶƐŝĚĞƌĞĚĂƋƵĂƚŝĐŝŶ
ƚŚĞďƌŽĂĚĞƐƚƐĞŶƐĞ͕ďĞĐĂƵƐĞƚŚĞǇƌĞƋƵŝƌĞĂŵŽŝƐƚƚŽǁĞƚĞŶǀŝƌŽŶŵĞŶƚǁŝƚŚŝŶƚŚĞƚŝƐƐƵĞƐŽĨ
living plants, in decaying organic material, as parasites or parasitoids of other animals or in 
ĂƐƐŽĐŝĂƚŝŽŶǁŝƚŚďŽĚŝĞƐŽĨǁĂƚĞƌ;&ŽŽƚƚŝƚĂŶĚĚůĞƌϮϬϬϵͿ͘dŚĞĚŝƉƚĞƌĂƐƉĞĐŝĞƐŝŶƉĂƉĞƌ/s
include species from the families Conopidae (parasitic), Asilidae (predatory) and Syrphidae 
(adults feed on pollen and nectar, while larvae are either saphrotrophs or predatory). 
Lepidoptera: Lepidoptera is a large insect order, including moths and butterflies. They 
inhabit all kinds of terrestrial habitats, but almost all species are associated with higher 
plants, as they feed on nectar. Lepidopterans are soft bodied and fragile and, hence, 
exposed to predation. Almost all species have some form of membranous wings and are 
good dispersers. Some species are even migratory. However, they have to be warm in 
ŽƌĚĞƌƚŽĨůǇĂŶĚƚŚŝƐŝƐĨƵƌƚŚĞƌĚĞƉĞŶĚĞŶƚŽŶƚŚĞŝƌĞŶǀŝƌŽŶŵĞŶƚ;&ŽŽƚƚŝƚĂŶĚĚůĞƌϮϬϬϵͿ͘
>ĞƉŝĚŽƉƚĞƌĂŶƐĂƌĞĞĂƐǇƚĂƌŐĞƚƐĨŽƌ^DƐƚƵĚŝĞƐďĞĐĂƵƐĞƚŚĞǇĂƌĞĐŚĂƌŝƐŵĂƚŝĐĂŶĚƌĞůĂƚŝǀĞůǇ
easily identifiable. Therefore Lepidoptera species are well represented in museums 
28
and databases. The lepidopteran species used in paper IV include five species from the 
ƐƵƉĞƌĨĂŵŝůŝǇƉĂƉŝůŝŽŶŽŝĚĞĂ;ƚŚĞƚƌƵĞďƵƚƚĞƌĨůŝĞƐͿ͖ĨƌŽŵƚŚĞĨĂŵŝůŝĞƐWĂƉŝůŝŽŶŝĚĂĞ͕WŝĞƌŝĚĂĞ
and Lycaenidae, in addition to three species of the family Geometridae, one species from 
the family Lasiocampidae and one from Zygaenidae. 
The choice of species was also based on the desire to include species with different 
distribution patterns. I tried to include wide-spread species as well as species with more 
ůŝŵŝƚĞĚĚŝƐƚƌŝďƵƚŝŽŶƐ͘dŚŝƐǁĂƐ͕ŚŽǁĞǀĞƌ͕ŶŽƚĞĂƐǇ͕ĂƐĂŶĂĚĚŝƚŝŽŶĂůƌĞƋƵŝƌĞŵĞŶƚǁĂƐĂ
minimum sample size of 40 presences, for subsampling to be possible. Therefore, few 
red listed species were included, with the exception of three species within the order of 
Lepidoptera; Thecla betulae (Fig. 5 b) (category NT), Glaucopsyche alexis (Fig. 5a) (category 
NT) and Aporia crataegi (category VU) . 
WĂƉĞƌ//ǁĂƐǁƌŝƚƚĞŶĂĨƚĞƌƉĂƉĞƌ/s͕ĂŶĚĂůůĚĂƚĂƐĞƚƐĨƌŽŵƉĂƉĞƌ/sǁĞƌĞĂůƌĞĂĚǇ
available. In order to avoid having to present too many response curves in paper II, we 
only wanted to analyze a subset of the species used in paper IV. These were chosen to 
fit in a 3x3 design, with three species from each of three orders. Within each order we 
selected one species with a restricted distribution, one with an intermediate distribution 
and one with a broad distribution. If presented with more than one alternative from each 
distribution class, we selected the one with the largest presence dataset. 
DŽƐƚŽĨƚŚĞŝŶƐĞĐƚƉƌĞƐĞŶĐĞĚĂƚĂƵƐĞĚŝŶƚŚŝƐƚŚĞƐŝƐ;ϯϮϲϳŐĞŽƌĞĨĞƌĞŶĐĞĚƉƌĞƐĞŶĐĞƐ
altogether) were extracted from the database of the insect collection at the Natural History 
DƵƐĞƵŵ͕hŶŝǀĞƌƐŝƚǇŽĨKƐůŽ͕EŽƌǁĂǇ;ϴϵйͿ͘ĚĚŝƚŝŽŶĂůĚĂƚĂǁĞƌĞŽďƚĂŝŶĞĚĨƌŽŵƚŚĞŝŶƐĞĐƚ
ĐŽůůĞĐƚŝŽŶƐĂƚĞƌŐĞŶDƵƐĞƵŵ;hŶŝǀĞƌƐŝƚǇŽĨĞƌŐĞŶ͕EŽƌǁĂǇͿ;ϲйͿĂŶĚƚŚĞDƵƐĞƵŵ
of Natural History and Archaeology (Norwegian University of Science and Technology, 
dƌŽŶĚŚĞŝŵͿ;ϱйͿ͘
dŽŐĞŶĞƌĂƚĞďĂĐŬŐƌŽƵŶĚƚĂƌŐĞƚŐƌŽƵƉ;d'ͿĚĂƚĂƐĞƚƐĨŽƌĞĂĐŚƐƉĞĐŝĞƐŝŶƉĂƉĞƌ//ĂŶĚ
the beetle species in paper III, all geographically referenced presences of their respective 
taxonomic families in Norway, extracted from the database of the insect collection at the 
EĂƚƵƌĂů,ŝƐƚŽƌǇDƵƐĞƵŵ͕hŶŝǀĞƌƐŝƚǇŽĨKƐůŽ͕EŽƌǁĂǇǁĞƌĞƵƐĞĚ͘dŚĞd'ĚĂƚĂƐĞƚƐĨŽƌƚŚĞ
fungi in paper III were generated from all geographically referenced presences of their 
ƚĂǆŽŶŽŵŝĐĨĂŵŝůǇŝŶEŽƌǁĂǇ͕ĞǆƚƌĂĐƚĞĚĨƌŽŵƚŚĞEŽƌǁĞŐŝĂŶ'/&ĚĂƚĂďĂƐĞ͘dŚŝƐǁĂƐĚŽŶĞ
because it can be assumed that specimens from the same taxonomic family at the same 
museum (or from the same database) are sampled by the same group of collectors, with 
ĂƉƉƌŽǆŝŵĂƚĞůǇƚŚĞƐĂŵĞƐĂŵƉůŝŶŐƚĞĐŚŶŝƋƵĞ͘&ŽƌĞĂĐŚƚĂǆŽŶŽŵŝĐĨĂŵŝůǇƚŚĞƌĞĂƌĞŽĨƚĞŶĂ
few collectors contributing data to the museum, and the sampling effort has often been 
ĐŽŶĐĞŶƚƌĂƚĞĚĂƌŽƵŶĚƚŚĞ͚ĨĂǀŽƌŝƚĞƐĂŵƉůŝŶŐĂƌĞĂƐ͛ŽĨƚŚĞƐĞĐŽůůĞĐƚŽƌƐ͘ĂƚĂĨŽƌƐƉĞĐŝĞƐĨƌŽŵ
the same family may therefore share the same sampling bias. 
Ϯϵ
Although the datasets for all four papers cover the entire country, sampling intensity 
ŚĂƐŐĞŶĞƌĂůůǇďĞĞŶŚŝŐŚĞƌŝŶƚŚĞƐŽƵƚŚĞĂƐƚ;&ŝŐ͘ϲͿ͘dŚŝƐŝƐƌĞůĂƚĞĚƚŽƚŚĞĨĂĐƚƚŚĂƚƚŚĞ













Ips acuminatus Curculionidae Coleoptera Broad 65 X
Leptura 
maculata Cerambycidae Coleoptera Restricted 58 3292 X X
Meligethes 
aeneus Nitidulidae Coleoptera Restricted 60 443 X X
Otiorhynchus 
nodosus Curculionidae Coleoptera Broad 82 X
Pogonocherus 
hispidus Cerambycidae Coleoptera Restricted 44 X
Rhagium mordax Cerambycidae Coleoptera Intermediate 111 1228 X X
Rhagonycha 
limbata Cantharidae Coleoptera Broad 113 312 X X
Selatosomus 
aeneus Elateridae Coleoptera Broad 84 X
Strophosoma 
capitatum Curculionidae Coleoptera Intermediate 46 X
Tetrops praeusta Cerambycidae Coleoptera Intermediate 41 X
Anoplodera 
sexguttata Cerambycidae Coleoptera - 31 3292 X
Conops 
quadrifasciatus Conopidae Diptera Restricted 133 X
Dioctria 
hyalipennis Asilidae Diptera Restricted 95 375 X X
Eristalis 
arbustorum Syrphidae Diptera Broad 137 X
Eristalis 
interrupta Syrphidae Diptera Broad 92 X
Eristalis 
intricaria Syrphidae Diptera Broad 194 652 X X
Eristalis pertinax Syrphidae Diptera Intermediate 141 X
/DSKULDÀDYD Asilidae Diptera Intermediate 73 X
Neoitamus socius Asilidae Diptera Restricted 93 X
Sicus ferrugineus Conopidae Diptera Intermediate 210 X
Volucella 
bombylans Syrphidae Diptera Intermediate 103 598 X X
Aporia crataegi Pieridae Lepidoptera Intermediate 57 X
Glaucopsyche 
alexis Lycaenidae Lepidoptera Restricted 84 1541 X X
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Heterothera 
serraria Geometridae Lepidoptera Intermediate 49 X
Lasiocampa 
trifolii Lasiocampidae Lepidoptera Restricted 45 X
Parnassius 
apollo Papilionidae Lepidoptera Intermediate 88 211 X X
Pieris napi Pieridae Lepidoptera Broad 346 926 X X
Thecla betulae Lycaenidae Lepidoptera Restricted 43 X
Xanthoroe 
annotinata Geometridae Lepidoptera Restricted 112 X
Xanthoroe 
decoloraria Geometridae Lepidoptera Restricted 238 X
Zygaena exulans Zygaenidae Lepidoptera Restricted 169 X
Fomitopsis rosea Fomitopsidaceae Polyporales - 676 35.892 X
Xylobolus 
frustulatus Stereaceae Russulales
- 310 35.892 X
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Figure 4. (a) Conops quadrifasciatus (paper IV), (b) ƌŝƐƚĂůŝƐƉĞƌƟŶĂǆ (paper IV), (c) Pieris 
napi (paper II and IV), (d) Parnassius apollo (paper II and IV), (e) ŶŽƉůŽĚĞƌĂƐĞǆŐƵƩĂƚĂ
(paper III) and (f)  Leptura maculata;ƉĂƉĞƌ///ĂŶĚ/sͿ;WŚŽƚŽ͗<ĂƌƐƚĞŶ^ƵŶĚͿ͘
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paper II, collected in each region of Norway.
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ϰ͘ϯ͘ŶǀŝƌŽŶŵĞŶƚĂůǀĂƌŝĂďůĞƐ
In paper II and IV we used variables representing the two most important regional 
ďŝŽĐůŝŵĂƚŝĐŐƌĂĚŝĞŶƚƐŝŶEŽƌǁĂǇ;DŽĞŶϭϵϵϵ͕ĂŬŬĞƐƚƵĞŶĞƚĂů͘ϮϬϬϴͿ͕the oceanicity-
continentality gradient (bioclimatic sections) and the summer temperature gradient 
(bioclimatic zones), as explanatory variables. The bioclimatic gradients were expressed 
as step-less variables for which values were available for all 1×1 km grid cells in the 




topographical, hydrological and geological variables. The bulk of these 54 variables were 
ĚĞƌŝǀĞĚĨƌŽŵϭͲŬŵƌĞƐŽůƵƚŝŽŶƌĂƐƚĞƌĐůŝŵĂƚŝĐĚĂƚĂďĂƐĞĚŽŶƚŚĞϭϵϲϬͲϵϬŶŽƌŵĂůƐ;ƵŶĞ
ϭϵϵϯ͕&ƆƌůĂŶĚϭϵϵϯͿ͕ĐŽŵƉŝůĞĚďǇƚŚĞDĞƚĞŽƌŽůŽŐŝĐĂů/ŶƐƚŝƚƵƚĞ;dǀĞŝƚŽĞƚĂů͘ϭϵϵϳͿǁŚŝůĞ
terrain data (based upon a 100-m resolution digital elevation model) were obtained 
from the Norwegian Mapping Authorities, hydrological data from the Norwegian Water 
ZĞƐŽƵƌĐĞƐĂŶĚŶĞƌŐǇŝƌĞĐƚŽƌĂƚĞ;ĞůĚƌŝŶŐĞƚĂů͘ϮϬϬϮͿĂŶĚŐĞŽůŽŐŝĐĂůĚĂƚĂǁĞƌĞŽďƚĂŝŶĞĚ




prior to species distribution modeling to extract a few, step-less, axes of variation from 
large matrices of environmental variables. These variables are then used as environmental 
ƉƌĞĚŝĐƚŽƌǀĂƌŝĂďůĞƐŝŶƚŚĞƐƵďƐĞƋƵĞŶƚƐƉĞĐŝĞƐĚŝƐƚƌŝďƵƚŝŽŶŵŽĚĞů;ĂƌǀĞĞƚĂů͘ϮϬϭϭͿ͘
For the analyses in paper III the two above-mentioned variables were selected in 
addition to terrain ruggedness (the mean elevation difference between adjacent 100 m x 
100 m grid cells within the 5 km x 5 km grid cells of the rasterized study area, calculated 
ďǇĂƐƚĂŶĚĂƌĚƉƌŽĐĞĚƵƌĞ;dZ/ŝŶƌĐsŝĞǁ'/^ϵ͘ϭ͖;ZŝůĞǇĞƚĂů͘ϭϵϵϵͿ, forest cover (fraction 
of grid cell covered by forest according to the digital map series N50 from the National 




These variables were selected from a candidate set of 12 environmental predictor variables 
available for all of Norway, rasterized to 5 x 5 km resolution, of which no predictor was 
ĂůůŽǁĞĚƚŽŚĂǀĞĂWĞĂƌƐŽŶǭƐƉƌŽĚƵĐƚͲŵŽŵĞŶƚĐŽƌƌĞůĂƚŝŽŶĐŽĞĨĨŝĐŝĞŶƚŚŝŐŚĞƌƚŚĂŶϬ͘ϳǁŝƚŚ
any other selected predictor. 
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ϰ͘ϰ͘DŽĚĞůŝŶŐŵĞƚŚŽĚƐ







target over the set of all nŐƌŝĚĐĞůůƐŽĨĂƌĂƐƚĞƌŝǌĞĚƐƚƵĚǇĂƌĞĂ;WŚŝůůŝƉƐĞƚĂů͘ϮϬϬϲ͕WŚŝůůŝƉƐ
ĂŶĚƵĚşŬϮϬϬϴ͕ůŝƚŚĞƚĂů͘ϮϬϭϭͿ͘DĂǆŶƚŚĂƐƉƌŽǀĞĚƚŽŐŝǀĞŵŽĚĞůƐǁŝƚŚĂĐĐĞƉƚĂďůĞ





method MaxEnt). Maxent version 3.3.1 is used in paper IV, while the more recent Maxent 
version 3.3.3k (http://www.cs.princeton.edu/~schapire/maxent) ŝƐƵƐĞĚŝŶƉĂƉĞƌ//͘ĞĨĂƵůƚ
DĂǆĞŶƚƐĞƚƚŝŶŐƐŝŵƉůŝĞƐĂƵƚŽŵĂƚŝĐŐĞŶĞƌĂƚŝŽŶŽĨĚĞƌŝǀĞĚǀĂƌŝĂďůĞƐŽĨƵƉƚŽĨŝǀĞƚǇƉĞƐ΀͚ĂƵƚŽ
ĨĞĂƚƵƌĞƐ͛ŝŶƚŚĞƚĞƌŵŝŶŽůŽŐǇŽĨWŚŝůůŝƉƐĞƚĂů͘;ϮϬϬϲͿ΁͘A derived variable is a variable derived 
from the raw explanatory variable by transformation, i.e. by a mathematical operation. 







multiplier, set by the user, regulates the stringency of the variable selection procedure. The 
default regularization multiplier in Maxent is 1. When a smaller regularization multiplier 
is selected, the model will be closer fit to the data. The use of default parameterization 
ŝŶDĂǆĞŶƚŚĂƐďĞĞŶƋƵĞƐƚŝŽŶĞĚďǇƐĞǀĞƌĂůĂƵƚŚŽƌƐ;ZĂĞƐĂŶĚƚĞƌ^ƚĞĞŐĞϮϬϬϳ͕ŶĚĞƌƐŽŶ
and Gonzalez 2011, Merckx et al. 2011, Warren and Seifert 2011), and Halvorsen (2013) 
suggests that the complex response curves produced with default Maxent settings and 
the large number of derived variables with nonzero parameters listed in the NN.lambdas 
output file from Maxent software indicates that Maxent models tend to be overfit.
ϯϲ
In paper IV the raw output format was used. This consists of a set of values that sum to 
unity for the total training dataset of presence and uninformed background observations. 
/ŶƉĂƉĞƌ//ŵŽĚĞůŽƵƚƉƵƚǁĂƐĞǆƉƌĞƐƐĞĚŝŶƉƌŽďĂďŝůŝƚǇͲƌĂƚŝŽŽƵƚƉƵƚ;WZKͿĨŽƌŵĂƚ;,ĂůǀŽƌƐĞŶ͕
2013), obtained by multiplication of each raw output value with the total number of 
ďĂĐŬŐƌŽƵŶĚŽďƐĞƌǀĂƚŝŽŶƐ͘WZKŽƵƚƉƵƚǀĂůƵĞƐĚŝĨĨĞƌĨƌŽŵƌĂǁŽƵƚƉƵƚďǇďĞŝŶŐŝŶĚĞƉĞŶĚĞŶƚ
of N, the number of background observations and by attributing a specific interpretation to 
the output value of 1 (which is the average output value for all background observations).
4.4.2. An alternative MaxEnt process: A manuel forward selection method
/ŶƉĂƉĞƌ//ĂĚĚŝƟŽŶĂůDĂǆŶƚŵŽĚĞůƐ;ƌĞĨĞƌƌĞĚƚŽĂƐĞĐŽůŽŐŝĐĂůƌĞƐƉŽŶƐĞŵŽĚĞůƐ͖
ERM) were obtained for each species by a ƚǁŽͲƉŚĂƐĞƐƚĞƉǁŝƐĞĨŽƌǁĂƌĚƐĞůĞĐƟŽŶƉƌŽĐĞĚƵƌĞ









parsimonious set of explanatory variables, each represented by the sets of derived variables 
obtained in step (2). For comparison of two nested MaxEnt models, we used an FͲƌĂƟŽ






grid cell’s explanatory variable valueĂŶĚƚŚĞĞƐƟŵĂƚĞĚŽƉƟŵƵŵ͘ŌĞƌŐĞŶĞƌĂƟŶŐĚĞƌŝǀĞĚ





4.4.3. Boosted regression trees (BRT)
/ŶƉĂƉĞƌ///ďŽŽƐƚĞĚƌĞŐƌĞƐƐŝŽŶƚƌĞĞƐ;ZdͿ;&ƌŝĞĚŵĂŶĞƚĂů͘ϮϬϬϬ͕&ƌŝĞĚŵĂŶϮϬϬϮ͕
,ĂƐƚŝĞĞƚĂů͘ϮϬϬϱ͕ůŝƚŚĞƚĂů͘ϮϬϬϴͿŝƐĂƉƉůŝĞĚĂƐƚŚĞŵŽĚĞůŝŶŐŵĞƚŚŽĚ͘ZdŝƐĂŵĂĐŚŝŶĞ
learning method that in comparative studies has been shown, in general, to perform among 
ƚŚĞďĞƐƚ;ůŝƚŚĞƚĂů͘ϮϬϬϲͿ͘/ƚĐŽŵďŝŶĞƐƚŚĞƐƚƌĞŶŐƚŚƐŽĨƌĞŐƌĞƐƐŝŽŶƚƌĞĞƐ;ŵŽĚĞůƐƚŚĂƚ
relate a response to predictors by recursive binary splits) (Hastie et al. 2005) with those of 
boosting (an adaptive method for combining many simple models into a combined model 
with improved predictive performance) (Friedman 2002). 
Tree-based models partition the environmental space into rectangles using a series 
of rules to identify regions having the most homogenous responses to the predictors. 
Then the mean response for observations in each region is fit. A tree is built by recursive 
binary splits, i.e. the two subsets resulting from each split are again each split into two 
subsets. These subsets are described in terms of their homogeneity in the response variable 
;ƌĞĚƵĐƚŝŽŶŝŶĚĞǀŝĂŶĐĞŝƐŽŶĞŵĞĂƐƵƌĞŽĨŚŽŵŽŐĞŶĞŝƚǇͿ;ůŝƚŚĞƚĂů͘ϮϬϬϴ͕&ƌĂŶŬůŝŶϮϬϬϵͿ͘/ƚ
is recommended to grow a large tree and then ‘prune’ it , i.e. remove the splits that add the 
ůĞĂƐƚƚŽŽǀĞƌĂůůƐƵďŐƌŽƵƉŚŽŵŽŐĞŶĞŝƚǇ;,ĂƐƚŝĞĞƚĂů͘ϮϬϬϵͿ͘
ŽŽƐƚŝŶŐŝƐĂĨŽƌǁĂƌĚƐƚĂŐĞǁŝƐĞƉƌŽĐĞĚƵƌĞĨŽƌŝŵƉƌŽǀŝŶŐŵŽĚĞůĂĐĐƵƌĂĐǇĂŶĚǁŽƌŬƐďǇ
repeatedly sampling the data with replacement and developing trees for each dataset. Each 
observation sampled is weighted to have a higher probability of selection if it is modeled 
ƉŽŽƌůǇďǇƚŚĞĞǆŝƐƚŝŶŐĐŽůůĞĐƚŝŽŶŽĨƚƌĞĞƐ͘dŚĞĨŝŶĂůZdŵŽĚĞůƚŚƵƐĐŽŶƐŝƐƚƐŽĨŶƵŵĞƌŽƵƐ
simple trees that can be understood as an additive regression model (Elith et al. 2008). 
The model-building process performs best if it gradually improves the predictive 
performance of the model, and the contribution of each tree is hence shrunk by a learning 





improvement to the model as a result of each split, and averaged over all trees (Friedman 
and Meulman 2003). The fitted functions are visualized in partial dependence plots showing 








assessment of sampling bias in presence-only datasets and one for assessment of effects of 
sampling bias on species distribution models.












may, however, also represent real properties of the species in the study area and the extent 
ƚŽǁŚŝĐŚƐƚƌŽŶŐĐĂƐĞƐĨŽƌŽƌĂŐĂŝŶƐƚƐĂŵƉůŝŶŐďŝĂƐĐĂŶďĞŵĂĚĞǁŝůůĚĞƉĞŶĚŽŶƚŚĞƋƵĂůŝƚǇ
ŽĨƚŚĞŝŶĨŽƌŵĂƚŝŽŶƚŚĂƚĨŽƌŵƐƚŚĞďĂƐŝƐĨŽƌƚŚĞd&WĐƵƌǀĞ͘




In paper II the two frameworks are tested on nine different species differing with 
regards to taxonomic affiliation and distribution patterns. We find that comparisons 
ďĞƚǁĞĞŶ&KWͲĂŶĚd&WĐƵƌǀĞƐŝŶĚĞĞĚƐŚŽǁŝŶĚŝĐĂƚŝŽŶƐŽĨƐĂŵƉůŝŶŐďŝĂƐŝŶƉƌĞƐĞŶĐĞͲ






complex and ecologically unrealistic. This shows that MaxEnt models in general are efficient 
ĂƚƌĞƉƌŽĚƵĐŝŶŐƚŚĞ&KWĐƵƌǀĞƉĂƚƚĞƌŶƐ͕ĂŶĚƚŚĂƚĚĂƚĂƋƵĂůŝƚǇŝƐŵŽƌĞůŝŵŝƚŝŶŐƚŚĂŶŵŽĚĞůŝŶŐ
method for the species distribution modeling output.
5.2. Choice of background/pseudo-absence
The topic of background / pseudo-absence was treated both in paper II and paper III. 
As paper III was the first to be written, the frameworks had yet to be developed, so the 
main means of comparison between different models was AUC. We found that sampling 
design influenced strongly the predictive performance of the models. The models based 
on randomly selected and fixed-grid pseudo-absence observations were very similar with 
ƌĞƐƉĞĐƚƚŽhǀĂůƵĞƐ͕ǁŚŝůĞŵŽĚĞůƐďĂƐĞĚŽŶƚŚĞd'ĚĞƐŝŐŶŽďƚĂŝŶĞĚƐŝŐŶŝĨŝĐĂŶƚůǇůŽǁĞƌ
AUC values than the models based on random and fixed pseudo-absence observations. 
Varying the pseudo-absence design also influenced the relative importance of the 
environmental variables, which was similar in the fixed grid models and the random design 
ŵŽĚĞůƐ͕ďƵƚĚŝĨĨĞƌĞŶƚŝŶƚŚĞd'ĚĞƐŝŐŶŵŽĚĞůƐ͘/ŶƚŚĞůĂƚƚĞƌƚŚĞŽĐĞĂŶŝĐŝƚǇͲĐŽŶƚŝŶĞŶƚĂůŝƚǇ
variable generally scored higher than the temperature variable, while the reverse was true 
for the random and fixed designs. 
 In paper II we applied the framework for assessment of sampling bias in presence-









In the last paper of this thesis the critical sample size sufficient for generating a 
nonrandom prediction of species distribution was assessed by generating MaxEnt models 
for datasets of different sizes for 30 insect species. Models based on replicated random 
subsamples were compared to reference models, based on the full datasets, using the 
index of vector similarity (IVS). Nonrandom models were in most cases obtained from 
40
ĚĂƚĂƐĞƚƐĞǀĞŶǁŝƚŚǀĞƌǇĨĞǁƉƌĞƐĞŶĐĞƐ͖ĨŽƌϵϳйŽĨƐƉĞĐŝĞƐĐůĞĂƌůǇŶŽŶƌĂŶĚŽŵŵŽĚĞůƐǁĞƌĞ
made with less than 15 presences. Critical sample sizes were not found to be significantly 
correlated with the size of the full dataset, distributional range or taxonomic affiliation. 
In paper III we found that the number of pseudo-absences had minimal effect on 
the predictive performance of the models. The number of generated pseudo-absences 
did, however, have a direct effect on the predicted probability. A low number of pseudo-
absence observations led to a modeled distribution with a relatively large area of high 
relative predicted probability of presence, whereas the opposite was true when the number 
of pseudo-absence observation was large. However, when the prevalence (i.e. the number 
of presence observations as a fraction of all presence plus all pseudo-absence observations, 
see :ŝŵĠŶĞǌͲsĂůǀĞƌĚĞĞƚĂů͘ϮϬϬϵ) was used as a threshold for converting the predicted 
degree of presence into a black and white presence–absence map, the area with predicted 
presence was very similar for a wide range of prevalence values. 
















2013). The focus in paper I and II is on the latter. 
DĞƚŚŽĚƐĂŶĚĂƉƉƌŽĂĐŚĞƐƉƌŽƉŽƐĞĚĨŽƌĚĞƚĞĐƚŝŶŐĂŶĚƋƵĂŶƚŝĨǇŝŶŐƐĂŵƉůŝŶŐďŝĂƐĨĂůů
into two groups: those that address geographical sampling bias and those that address 
environmental sampling bias. Many studies addressing geographical bias do not investigate 
whether or not the observed geographical bias results in environmental bias (Hijmans et al. 
ϮϬϬϬ͕sĞůŽǌϮϬϬϵ͕ŽƐƚĂĞƚĂů͘ϮϬϭϬͿ͘&ƵƌƚŚĞƌŵŽƌĞ͕ĂŵŽŶŐƐƚƵĚŝĞƐŝŶǁŚŝĐŚƚŚĞƌĞůĂƚŝŽŶƐŚŝƉ
between the geographical and environmental bias is addressed, a general consensus about 
how these two, conceptually different biases, relate is lacking (Kadmon et al. 2004, Loiselle 
et al. 2008, Wolmarans et al. 2010, McCarthy et al. 2011, Merckx et al. 2011). Geographical 
sampling bias is addressed, e.g., by comparing the distribution of distances of presence 
observations to specific geographic features with the distances of a set of random points 
ƚŽƚŚĞƐĂŵĞĨĞĂƚƵƌĞƐ;,ŝũŵĂŶƐĞƚĂů͘ϮϬϬϬ͕ZĞĚĚǇĂŶĚĄǀĂůŽƐϮϬϬϯͿ͘&ĞĂƚƵƌĞƐƚĞƐƚĞĚĨŽƌ
being sources of geographical bias include roads, rivers, cities and ‘biodiversity hotspots’, 
the latter approached by comparing the number of observed species presences inside 
proposed conservation priority areas with the number of observed presences in adjacent 
ŶŽŶͲƉƌŝŽƌŝƚǇĂƌĞĂƐ;ZĞĚĚǇĂŶĚĄǀĂůŽƐϮϬϬϯͿ͘^ƵĐŚĐŽŵƉĂƌŝƐŽŶƐƌĞƐƚŽŶƚŚĞĂƐƐƵŵƉƚŝŽŶ
that a species true prevalence does not differ between the compared areas. Furthermore, 
for geographical sampling bias to be of relevance for assessment of sampling bias (response 
bias) as defined above, the assumption that geographical bias translates into environmental 
bias has to be justified. Several direct approaches to assessment of bias in environmental 
space are proposed. Kadmon et al. (2004) and Loiselle et al. (2008) apply the Kolmogorov-
^ŵŝƌŶŽǀƚĞƐƚ;DĂƐƐĞǇϭϵϱϭͿƚŽĞǀĂůƵĂƚĞƚŚĞĚŝĨĨĞƌĞŶĐĞďĞƚǁĞĞŶƚŚĞĨƌĞƋƵĞŶĐǇĚŝƐƚƌŝďƵƚŝŽŶƐ
for binned climatic variables in a set of localities where observations (collections) have 
been made and a random set of localities, taking differences as indications of sampling 
bias. None of these approaches can, however, be used to assess sampling bias as defined 
ĂďŽǀĞďĞĐĂƵƐĞƚŚĞǇĂƌĞďĂƐĞĚƵƉŽŶĂƐƐƵŵƉƚŝŽŶƐĂďŽƵƚƚŚĞĚŝƐƚƌŝďƵƚŝŽŶŽĨƚŚĞĨƌĞƋƵĞŶĐǇͲ
of-true-presence of the modeled species in environmental space. These assumptions 





presence in the environmental space (paper I). Our definition of sampling bias establishes 
one and only one standard for an unbiased sample: the true distribution of frequency of 
presence of the modeled species in environmental space. From this follows that the key to 
understanding sampling bias and to finding indications of sampling bias in presence data is 
ƚŽĞǆƉůŽƌĞƚŚĞ&KWĐƵƌǀĞŽĨƚŚĞƐƉĞĐŝĞƐ͘
ǇĞǆĂŵŝŶŝŶŐƚŚĞ&KWĐƵƌǀĞƐŽĨŶŝŶĞŝŶƐĞĐƚƐƉĞĐŝĞƐǁŝƚŚƌĞƐƉĞĐƚƚŽƚŚĞŽĐĞĂŶŝĐŝƚǇͲ
continentality gradient (paper II) we find examples of under- and oversampling well within 
the tolerance limits of a species (bias type 1 and 2 from paper I), as well as unsystematic 
variation or stochasticity (bias type 4 from paper I). Stochasticity is likely due to the amount 
ŽĨƉƌĞƐĞŶĐĞƐŶŽƚďĞŝŶŐůĂƌŐĞĞŶŽƵŐŚƚŽĂĚĞƋƵĂƚĞůǇƌĞĐĂƉƚƵƌĞƚŚĞƚƌƵĞƌĞƐƉŽŶƐĞŽĨƚŚĞ
species to the gradient. From the definition of sampling bias from paper I we conclude 
that such irregularities, even if they are minor, must be interpreted as sampling bias, as 
ƚŚĞǇŐŝǀĞƌŝƐĞƚŽĞƌƌŽŶĞŽƵƐĞƐƚŝŵĂƚĞƐŽĨĨƌĞƋƵĞŶĐǇŽĨƉƌĞƐĞŶĐĞĂůŽŶŐƚŚĞŐƌĂĚŝĞŶƚ͘tŝƚŚ
ƌĞƐƉĞĐƚƚŽƚŚĞƚĞŵƉĞƌĂƚƵƌĞŐƌĂĚŝĞŶƚ͕Ăůů&KWĐƵƌǀĞƐĂƌĞƌŝŐŚƚͲƚƌƵŶĐĂƚĞĚ͘dŚŝƐŝƐůŝŬĞůǇƚŽ
result from the species having their optimum outside the sampled portion of the gradient. 
The truncated response to the temperature gradient may also be strengthened as a result 
of over-sampling in the high temperature extreme of the gradient. The warmest (south-
eastern) parts of Norway contain the most densely populated areas and sampling intensity 
is particularly high there. 




gradient analytic and macro-ecological biogeographic theory, which again is build up from 
ŶƵŵĞƌŽƵƐĞŵƉŝƌŝĐĂůƐƚƵĚŝĞƐ͘^ĂŵƉůŝŶŐďŝĂƐŝŶĚĂƚĂƵƐĞĚĨŽƌ^DĐĂŶŽŶůǇďĞverified if an 
ŝŶĚĞƉĞŶĚĞŶƚƉƌĞƐĞŶĐĞͲĂďƐĞŶĐĞƚĞƐƚĚĂƚĂƐĞƚŝƐĂƉƉůŝĞĚƚŽŐĞŶĞƌĂƚĞĂŶ&WĐƵƌǀĞ͕ǁŝƚŚǁŚŝĐŚ
ƚŚĞ&KWĐƵƌǀĞĐĂŶďĞĐŽŵƉĂƌĞĚ͘EĞǀĞƌƚŚĞůĞƐƐ͕ƌĞƐƵůƚƐŽďƚĂŝŶĞĚŝŶƉĂƉĞƌ/ĂŶĚ//ƐŚŽǁƚŚĂƚ
the proposed framework for assessment of sampling bias in presence-only data by visual 
ĐŽŵƉĂƌŝƐŽŶŽĨĨƌĞƋƵĞŶĐǇͲŽĨͲŽďƐĞƌǀĞĚͲƉƌĞƐĞŶĐĞ;&KWͿĐƵƌǀĞƐǁŝƚŚƚŚĞŽƌĞƚŝĐĂůĨƌĞƋƵĞŶĐǇͲŽĨͲ
ƉƌĞƐĞŶĐĞ;d&WͿĐƵƌǀĞƐĐĂŶƉƌŽǀŝĚĞƵƐĞĨƵůindications of systematic sampling bias. 
6.1.2. Choice of background dataset (affecting the data model)
dŚĞĐŚŽŝĐĞŽĨďĂĐŬŐƌŽƵŶĚĚĂƚĂŝƐŚĞĂǀŝůǇĚĞďĂƚĞĚŝŶ^DůŝƚĞƌĂƚƵƌĞĂŶĚƐĞǀĞƌĂů









for the selection of background data has, however, not been made available. This thesis 
ŽĨĨĞƌƐĂƚŽŽůĨŽƌƚŚĞƐĞůĞĐƚŝŽŶŽĨĂƉƉƌŽƉƌŝĂƚĞďĂĐŬŐƌŽƵŶĚĚĂƚĂ͕ƵƐŝŶŐƐƉĞĐŝĞƐĨƌĞƋƵĞŶĐǇͲŽĨͲ
observed presence curves. 
/ŶƉĂƉĞƌ//ǁĞŝŶƚĞƌƉƌĞƚƚŚĞŽďƐĞƌǀĞĚĚŝƐĐƌĞƉĂŶĐŝĞƐďĞƚǁĞĞŶ&KWͲhĐƵƌǀĞƐĂŶĚd&W








shapes change from unimodal (truncated unimodal along the temperature gradient) to a 


















modeling and without testing other background designs for comparison (Cord and Rödder 
2011, Graham et al. 2011, Crall et al. 2013, Lohmann et al. 2013). Furthermore, in several 
ƐƚƵĚŝĞƐǁŚĞƌĞĚŝĨĨĞƌĞŶƚďĂĐŬŐƌŽƵŶĚĚĞƐŝŐŶƐĂƌĞĐŽŵƉĂƌĞĚ͕ŵŽĚĞůƐŐĞŶĞƌĂƚĞĚǁŝƚŚd'
data are found to be poorer than those generated by other background designs (Heibl and 
ZĞŶŶĞƌϮϬϭϮ͕DŝůůĂƌĂŶĚůŽƵŝŶͲĞŵĞƌƐϮϬϭϮͿ͘ǇƐƚƌŝĂŬŽǀĂĞƚĂů͘;ϮϬϭϮͿ͕ŽŶƚŚĞŽƚŚĞƌŚĂŶĚ͕
ĨŝŶĚd'ŵŽĚĞůƐƚŽƉĞƌĨŽƌŵďĞƚƚĞƌƚŚĂŶhŵŽĚĞůƐǁŚĞŶƚƌĂŝŶĞĚǁŝƚŚƐƉĞĐŝĞƐĚĂƚĂĨƌŽŵ







d'ĂƉƉƌŽĂĐŚ͘ŝĨĨĞƌĞŶĐĞƐŝŶhĂƌĞĂůƐŽŽďƐĞƌǀĞĚŝŶƉĂƉĞƌ///͕ǁŚĞƌĞƚhe random- and 
ƚŚĞĨŝǆĞĚĚĞƐŝŐŶƐƉƌŽĚƵĐĞĂůŵŽƐƚŝĚĞŶƚŝĐĂůƌĞƐƵůƚƐ͕ǁŚŝůĞƵƐĞŽĨƚŚĞd'ĚĞƐŝŐŶƌĞƐƵůƚƐŝŶ
smaller AUCs. However, AUC may be misleading for measuring the accuracy of distribution 
models for several reasons, one of which being that the extent of the study area and 
the environmental distance between the presences and absences, to a large degree, 
determines the AUC value (Lobo et al. 2008). AUC is measuring how efficient the model is at 
ĚŝƐĐƌŝŵŝŶĂƚŝŶŐƉƌĞƐĞŶĐĞƐĨƌŽŵ;ƉƐĞƵĚŽͲͿĂďƐĞŶĐĞƐ͘tŝƚŚƚŚĞd'ĚĞƐŝŐŶƚŚĞĞŶǀŝƌŽŶŵĞŶƚĂů
range of the pseudo-absences is typically much smaller and less segregated from the 
environmental range of the presences than in the fixed and random design. This causes 
hƚŽďĞůŽǁĞƌ͕ǁŚĞŶƚŚĞd'ĚĞƐŝŐŶŝƐƵƐĞĚ͕ĨŽƌĂůůƐƉĞĐŝĞƐŝŶƉĂƉĞƌƐ//ĂŶĚ///͘/ŶƉĂƉĞƌ
//ƚŚĞƉŽŽƌĚŝƐĐƌŝŵŝŶĂƚŽƌǇƉŽǁĞƌŽĨƚŚĞd'ŵŽĚĞůƐĂŶĚŚĞŶĐĞƚŚĞĚƌŽƉŝŶhǀĂůƵĞƐĂƌĞ
reflected also in the &KWĐƵƌǀĞƐ͖ŝŶŵĂŶǇĐĂƐĞƐƚŚĞƌĞĂƌĞŶŽĂƉƉĂƌĞŶƚƌĞůĂƚŝŽŶƐŚŝƉďĞƚǁĞĞŶ
the species’ presences and the environmental variables and in some cases either one of 
the variables do not contribute at all to explaining the distribution. Thus, I conclude that 
the drop in AUC is not merely an artefact due to the study area becoming smaller, but 
ƌĞĨůĞĐƚƐĂŶĂĐƚƵĂůƌĞĚƵĐĞĚĂďŝůŝƚǇŽĨƚŚĞd'ŵŽĚĞůƐƚŽƌĞƉƌŽĚƵĐĞƚŚĞ&dWŽĨƚŚĞƐƉĞĐŝĞƐ͘
Another factor influencing AUC is whether AUC is calculated using the training dataset or 
an independent test dataset. In almost all cases AUC will be lower when calculated with 




A change in the relative contribution of the environmental variables is also observed 
in paper III when changing the design of the pseudo-absence observations and, notably, the 
range of environmental variation spanned by presence and pseudo-absence observations. 
dŚĞƐĞĨŝŶĚŝŶŐƐĐŽƌƌĞƐƉŽŶĚƚŽƚŚĞƌĞƐƵůƚƐŽĨsĂŶĞƌtĂůĞƚĂů͘;ϮϬϬϵͿǁŚŽĨŝŶĚƚŚĂƚĨŝŶĞͲ
scaled environmental predictors are suppressed and coarsely varying climate factors 
become dominant when the environmental space for sampling pseudo-absences is 
enlarged. ůƚŚŽƵŐŚƚŚĞĐŽŶƚƌŝďƵƚŝŽŶŽĨĞĂĐŚĞŶǀŝƌŽŶŵĞŶƚĂůǀĂƌŝĂďůĞŝƐŶŽƚƋƵĂŶƚŝĨŝĞĚŝŶ






&ŝŐƵƌĞϳ͘;ĂͿSicus ferrugineus (paper IV) and (b) ZŚĂŐŝƵŵŵŽƌĚĂǆ(paper II and IV) 
;WŚŽƚŽ͗<ĂƌƐƚĞŶ^ƵŶĚͿ͘
ϰϲ
6.1.3. The assessment of effects of sampling bias on species distribution models (the 
statistical model)
WĂƉĞƌ//ĂŶĚ///ƐŚŽǁƚŚĂƚƚŚĞĐŚŽŝĐĞŽĨďĂĐŬŐƌŽƵŶĚĚĂƚĂ;ƉĂƉĞƌ//ͿĂŶĚƉƐĞƵĚŽͲĂďƐĞŶĐĞ
data (paper III) strongly influence the outcome of the modeling exercise, in terms of AUC 
;ƉĂƉĞƌ//ĂŶĚ///Ϳ͕ƚŚĞƐŚĂƉĞŽĨƚŚĞ&KWĐƵƌǀĞ͕ĂŶĚŚĞŶĐĞƚŚĞWZ&WĐƵƌǀĞ;ƉĂƉĞƌ//Ϳ͕ƚŚĞ
relative importance of environmental variables (paper III) and the size of the area with 
high predicted degree of presence. In paper III, the random and fixed grid sampling designs 
ĂůǁĂǇƐŐŝǀĞƐŝŵŝůĂƌƌĞƐƵůƚƐ͕ǁŚŝůĞƚŚĞƌĞƐƵůƚƐŽďƚĂŝŶĞĚďǇd'ƐĂŵƉůŝŶŐĚĞƐŝŐŶĂƌĞĚĞǀŝĂƚŝŶŐ͘




realistic or not. The fact that most of the differences between model results in paper II are 
observed between models trained with different background (or pseudo-absence) data and 
ŶŽƚďĞƚǁĞĞŶŵŽĚĞůƐƉĂƌĂŵĞƚĞƌŝǌĞĚŝŶĚŝĨĨĞƌĞŶƚǁĂǇƐ͕ƐŚŽǁƐƚŚĂƚƚŚĞĚĂƚĂƋƵĂůŝƚǇ͕ƌĂƚŚĞƌ
ƚŚĂŶƚŚĞŵŽĚĞůŝŶŐŵĞƚŚŽĚ͕ŝƐƚŚĞůŝŵŝƚŝŶŐĨĂĐƚŽƌĨŽƌ^DƉĞƌĨŽƌŵĂŶĐĞ͘
One means for mitigating sampling bias is to avoid overfitting the model to the data. 
The extent to which a model is overfit is, however, related to the modeling purpose. An 
^WDŵŽĚĞůŝƐŽǀĞƌĨŝƚǁŚĞŶŝƚŝƐĐůŽƐĞůǇĨŝƚƚŽŝƌƌĞŐƵůĂƌŝƚŝĞƐŝŶƚŚĞƚƌĂŝŶŝŶŐĚĂƚĂ;ƌĞƐƵůƚŝŶŐĨƌŽŵ
sampling bias), but not when fit to ‘irregularities’ (compared to theoretical response curves) 
caused by factors such as biotic interactions, metapopulation dynamics or the influence 
by complex-gradients other than those used for modelling. In practice, it is more or less 
ŝŵƉŽƐƐŝďůĞƚŽƐĞƉĂƌĂƚĞƚŚĞƐĞĐĂƵƐĞƐŽĨŝƌƌĞŐƵůĂƌŝƚŝĞƐďǇƚŚĞŝƌĂƉƉĞĂƌĂŶĐĞŽŶ&KWĐƵƌǀĞƐ͘Ŷ
ERM model, on the other hand, is overfit when it reflects patterns other than the response 
of the modelled target to anything else than the environmental variables (complex-
gradients) applied in the modeling. Halvorsen (2012) recognizes three types of overfitting: 
(1) that a more complex model has lower predictive performance on independent data 
than a simpler model; (2) that a more complex model is similar in predictive performance 
on independent data than a simpler model; and (3) that a more complex model with higher 
predictive performance on independent data than a simpler model fails to fit realistic 
overall ecological response curves. ERM models are considered to be overfit by all three 
ƚǇƉĞƐŽĨŽǀĞƌĨŝƚƚŝŶŐ͕ǁŚŝůĞ^WDŵŽĚĞůƐĂƌĞ͕ŚŽǁĞǀĞƌ͕ŽŶůǇĐŽŶƐŝĚĞƌĞĚƚŽďĞŽǀĞƌĨŝƚŝŶƚŚĞ
first case. This leads to the conclusion that overfitting is much easier to mitigate in an ERM 
ŵŽĚĞů͘&ƌŽŵŝŶƐƉĞĐƚŝŽŶŽĨ&KWƉĂƚƚĞƌŶƐŝƚĐĂŶ͕ŚŽǁĞǀĞƌ͕ŶŽƚďĞĚĞĐŝĚĞĚwith absolute 
certainty whether sampling bias is present or whether deviant curves represent real 
















often very similar. This shows that simple models with very few parameters (variables) 
can be as good as more complex models in representing (relatively) general features of 
&KWĐƵƌǀĞƐ͘tĞŚĞŶĐĞƐƵƉƉŽƌƚƉƌĞǀŝŽƵƐĂĚǀŝƐĞƐĂŐĂŝŶƐƚďƵŝůĚŝŶŐǀĞƌǇĐŽŵƉůŝĐĂƚĞĚ^WD
models, which seem neither to assist understanding of the focal species’ relationship to the 
environment nor to enhance predictive power (Anderson and Gonzalez 2011, Halvorsen 





performance in geographical space. An ERM model on the other hand must be judged by 
its ability to express the overall ecological response of the modeled target to the selected 
environmental variables in ecological space (Halvorsen 2012). This is usually done by fitting 
simple and smooth functions and can be accomplished using methods like generalized 
linear models (GLM), generalized additive models (GAM) or other functions by maximum 
ůŝŬĞůŝŚŽŽĚŵĞƚŚŽĚƐ;ƵƐƚŝŶĞƚĂů͘ϭϵϵϰ͕KŬƐĂŶĞŶϭϵϵϳ͕:ĂŶƐĞŶΘKŬƐĂŶĞŶϮϬϭϯͿ͘ZD
models have to be explicitly parameterized, i.e., the relationship between predictor and 
response variables has to be given by a parameterized mathematical function (Austin 
ĞƚĂů͘ϭϵϵϰ͕KŬƐĂŶĞŶϭϵϵϳ͕:ĂŶƐĞŶĂŶĚKŬƐĂŶĞŶϮϬϭϯͿ͘DĂĐŚŝŶĞͲůĞĂƌŶŝŶŐŵĞƚŚŽĚƐůŝŬĞ
ďŽŽƐƚĞĚƌĞŐƌĞƐƐŝŽŶƚƌĞĞƐ;ZdͿ͕ĂŶĚŽƚŚĞƌĞŶƐĞŵďůĞĨŽƌĞĐĂƐƚŝŶŐŵĞƚŚŽĚƐ;Ğ͘Ő͕͘/KDKͿ͕




can alternatively be explained by strict application of the maximum likelihood principle 
;,ĂůǀŽƌƐĞŶϮϬϭϯͿ͕ŝƐƚŚĞƌĞĨŽƌĞĂƉƉƌŽƉƌŝĂƚĞďŽƚŚĨŽƌZDĂŶĚ^WD;,ĂůǀŽƌƐĞŶϮϬϭϮͿ͘
6.2. How does the data quantity affect the species distribution models?
6.2.1. Presence datasets
Scarcity of presence data is a major obstacle for modeling species distributions (Lim 
ĞƚĂů͘ϮϬϬϮ͕WĂƉĞƔĂŶĚ'ĂƵďĞƌƚϮϬϬϳ͕&ĞĞůĞǇĂŶĚ^ŝůŵĂŶϮϬϭϭď͕&ĞĞůĞǇĂŶĚ^ŝůŵĂŶϮϬϭϭĂ͕
Kamino et al. 2012). The effect of sample size on species distribution models and the 
existence of a minimum presence sample size needed to generate reliable models are 
widely debated. There exists a general agreement that the models’ accuracy increases 
ǁŚĞŶƐĂŵƉůĞƐŝǌĞŝŶĐƌĞĂƐĞƐ;ƵŵŵŝŶŐϮϬϬϬ͕WĞĂƌĐĞĂŶĚ&ĞƌƌŝĞƌϮϬϬϬ͕^ƚŽĐŬǁĞůůĂŶĚ
WĞƚĞƌƐŽŶϮϬϬϮ͕ZĞĞƐĞĞƚĂů͘ϮϬϬϱ͕,ĞƌŶĂŶĚĞǌĞƚĂů͘ϮϬϬϲ͕tŝƐǌĞƚĂů͘ϮϬϬϴͿ͕ďƵƚĂŐĞŶĞƌĂů
consensus regarding the amount of presence data needed to reliably predict a species’ 
distribution is lacking. Recommendations span from 5–10 observations (Hernandez et al. 
ϮϬϬϲ͕WĞĂƌƐŽŶĞƚĂů͘ϮϬϬϳͿǀŝĂϭϬʹϯϬ;^ƚŽĐŬǁĞůůĂŶĚWĞƚĞƌƐŽŶϮϬϬϮ͕WĞĂƌƐŽŶĞƚĂů͘ϮϬϬϳ͕
Wisz et al. 2008, Mateo et al. 2010b) to more than 200 (Hanberry et al. 2012) presence 
observations being needed. The contrasting conclusions from these studies may result 
from differences with respect to characteristics of the study areas, resolution and extent of 
ƚŚĞƐƚƵĚǇĂƌĞĂ;>ŽĞĞƚĂů͘ϮϬϭϮͿ͕ŵŽĚĞůŝŶŐŵĞƚŚŽĚ;ƵƉŝŶĞƚĂů͘ϮϬϭϭͿĂŶĚĞŶǀŝƌŽŶŵĞŶƚĂů
ǀĂƌŝĂďůĞƐƵƐĞĚŝŶƚŚĞŵŽĚĞůŝŶŐ;^ǇƉŚĂƌĚĂŶĚ&ƌĂŶŬůŝŶϮϬϬϵͿ͕ĂƐǁĞůůĂƐĨƌŽŵĚŝĨĨĞƌĞŶƚ





specialist species, i.e., species with a narrow distribution in environmental variables space 
ĂŶĚƌĞƐƚƌŝĐƚĞĚĚŝƐƚƌŝďƵƚŝŽŶƐŝŶŐĞŽŐƌĂƉŚŝĐĂůƐƉĂĐĞ͕ĂƌĞĨŽƵŶĚƚŽďĞĞĂƐŝĞƌƚĂƌŐĞƚƐĨŽƌ^D
than generalist species, i.e., species with a broader distribution in the two conceptual 
spaces (geographical and environmental). Accordingly, fewer presences are needed to 
obtain acceptable distribution models for the former. The argument underpinning this 
ǀŝĞǁŝƐƚŚĂƚŐĞŶĞƌĂůŝƐƚƐŚĂǀĞďƌŽĂĚĞƌĞĐŽůŽŐŝĐĂůƌĞƋƵŝƌĞŵĞŶƚƐĂŶĚƚŚĂƚŵŽƌĞƉƌĞƐĞŶĐĞƐĂƌĞ
needed to represent the entire range of suitable environmental conditions for such species.
/ŶƉĂƉĞƌ/sǁĞĂƐƐĞƐƐƚŚĞŵŝŶŝŵƵŵŶƵŵďĞƌŽĨƉƌĞƐĞŶĐĞƐƌĞƋƵŝƌĞĚƚŽŽďƚĂŝŶŶŽŶͲ
random distribution models. In order to make non-arbitrary and verifiable conclusions 
about an eventual critical sample size (CSS), we determine thresholds based on 
ϰϵ
comparisons with randomly generated models. The idea behind this choice is that a model 
performing better than random (i.e., the model is more similar to the reference model than 
a randomly generated model) provides useful information about the modeled species. 
We find that models based on subsamples become more and more similar to the 
corresponding reference models as presence sample size increases; however, nonrandom 
models are in most cases obtained from datasets with very few presences. For the 
30 species there are no significant correlations between CSS and the species’ relative 
ecological range, the number of presences in the full dataset or taxonomic order. This 
suggests that our generally low CSS estimate is a robust result, of general validity. 
The results from paper IV should be understood in the light of the knowledge gained 
from the two papers discussing sampling bias (papers I and II). Removing presences from a 
dataset resembles the situation of sampling bias in the sense that stochasticity (sampling 
ďŝĂƐƚǇƉĞϰĨƌŽŵƉĂƉĞƌ/ͿŵĂǇďĞŝŶƚƌŽĚƵĐĞĚ͘dŚŝƐŝƐďĞĐĂƵƐĞĞǀĞƌǇ&KWǀĂůƵĞŝƐĐĂůĐƵůĂƚĞĚ
from a smaller number of presences and is hence infested with an increased degree of 
uncertainty. The low CSS obtained in paper IV confirm that MaxEnt models, even if they are 
complex, are able to effectively smooth out stochasticity in the data. 
6.2.2. Pseudo-absence/background datasets
In paper III we show that the number of pseudo-absence observations has a large 
effect on the relative predicted probability of presence, which in turn has a strong effect 
ŽŶƚŚĞƌĞƐƵůƚŝŶŐďŝŶĂƌǇĚŝƐƚƌŝďƵƚŝŽŶŵĂƉ͘tŚĞŶĨŽůůŽǁŝŶŐƚŚĞĂĚǀŝĐĞŽĨƌĂŵĞƌ;ϭϵϵϵͿƚŽ
ƐĞƚƚŚĞƚŚƌĞƐŚŽůĚĞƋƵĂůƚŽƚŚĞƉƌĞǀĂůĞŶĐĞ͕ŚŽǁĞǀĞƌ͕ƚŚĞĚŝƐƚƌŝďƵƚŝŽŶŵĂƉƐŐĞŶĞƌĂƚĞĚďǇ
different amounts of pseudo-absences, in most cases, become very similar. 
 Although the main aims of paper II concern sampling bias, the results also opens up 














6.3.1. The lack of an independent test dataset
In paper I we emphasize that the eventual existence of sampling bias cannot normally 
be conclusively confirmed without access to a reliable test dataset of independent 




bias or other sources, such as biotic interactions, the absence of species in habitable sites 
or the presence of sink populations in unhabitable sites, are likely to be found by evaluating 
the model on an independent dataset. Such data makes possible generating an empirical 
ĨƌĞƋƵĞŶĐǇͲŽĨͲƉƌĞƐĞŶĐĞ;&WͿĐƵƌǀĞ͕ĂƐŽƵƚůŝŶĞĚŝŶƉĂƉĞƌ/͘/ƚŚĞƌĞĨŽƌĞ͕ŝŶĂůůƉŽƐƐŝďůĞĐĂƐĞƐ͕
strongly recommend evaluating the model using an independent test dataset. Nevertheless, 
ĞǀĞŶƚŚŽƵŐŚŝƌƌĞŐƵůĂƌŝƚŝĞƐŝŶƚŚĞ&KWĐƵƌǀĞĚŽŶŽƚƉƌŽǀŝĚĞŝŶĚŝƐƉƵƚĂďůĞĞǀŝĚĞŶĐĞĨŽƌďŝĂƐŝŶ
ƉƌĞƐĞŶĐĞĚĂƚĂƐĞƚƐ͕ĂƌĞůĂƚŝǀĞůǇƐŵŽŽƚŚĂŶĚƵŶŝŵŽĚĂů&KWĐƵƌǀĞŝƐĂƵƐĞĨƵůindication that a 
sample of presences for the modelled target is unbiased. 
In paper III, the effects of combinations of pseudo-absence designs and sample sizes 
ŽŶ^DƌĞƐƵůƚƐĂƌĞĐŽŵƉĂƌĞĚ͘DĂŶǇŽĨƚŚĞĐŽŶĐůƵƐŝŽŶƐŝŶƉĂƉĞƌ///ĂƌĞďĂƐĞĚŽŶh
values. AUC is here used to measure the ability of a model to correctly predict presences 
and to predict absence for pseudo-absences used to train the model. If an independent 
dataset had been applied for model evaluation, AUC would most likely have been lower. 
'ŝǀĞŶƚŚĂƚƚŚĞd'ĂƉƉƌŽĂĐŚŐĞŶĞƌĂƚĞĚƌĞĂůŝƐƚŝĐŵŽĚĞůƐ͕ŝƚŝƐĂůƐŽƉŽƐƐŝďůĞ͕ŝŶƚŚĞŽƌǇ͕ƚŚĂƚ
ƚŚĞĚŝĨĨĞƌĞŶĐĞďĞƚǁĞĞŶhǀĂůƵĞƐĨŽƌƚŚĞd'ĚĞƐŝŐŶĂŶĚƚŚĞƌĂŶĚŽŵĂŶĚĨŝǆĞĚĚĞƐŝŐŶƐ
would have been levelled out, due to more false absences, and hence a decrease in AUC, in 
the random and fixed designs.
In paper IV the models based on the full datasets for the species are used as reference 
models, with which models based on subsamples are compared. As no independent 
datasets are available for evaluating these reference models, we cannot claim that they 
represent the true distributions of the species. This study therefore shows how the 
predicted distribution changes with decreasing presence sample size, not in relation to 
the true distribution, but in relation to a reference distribution, which may or may not be 
imperfectly sampled. 
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6.3.2. The inclusion of only two environmental variables
It can be argued that a limitation of the thesis is that only two environmental 
variables, oceanicity-continentality and temperature, are applied in the modeling exercises 
of paper II and IV. However, gradient analytic theory predicts that species do not respond 
to single environmental gradients, but to environmental complex-gradients, i.e., sets of 
ĐŽƌƌĞůĂƚĞĚĞŶǀŝƌŽŶŵĞŶƚĂůǀĂƌŝĂďůĞƐ;tŚŝƚƚĂŬĞƌϭϵϲϳͿ͘&ƵƌƚŚĞƌŵŽƌĞ͕ŽŶůǇĂĨĞǁŵĂũŽƌ
complex-gradients normally account for most of the variation in species’ composition that 
can be explained environmentally. The step-less oceanicity-continentality gradient and 
the step-less temperature gradient summarize the co-variation of several topographical, 
ŚǇĚƌŽůŽŐŝĐĂů͕ŐĞŽůŽŐŝĐĂůĂŶĚĐůŝŵĂƚŝĐǀĂƌŝĂďůĞƐ;ĂŬŬĞƐƚƵĞŶĞƚĂů͘ϮϬϬϴͿĂŶĚĐŽƌƌĞƐƉŽŶĚ
to the two main bioclimatic gradients used in expert classifications of Norway into 
ďŝŽŐĞŽŐƌĂƉŚŝĐĂůƌĞŐŝŽŶƐ͗ǀĞŐĞƚĂƚŝŽŶƐĞĐƚŝŽŶƐĂŶĚǀĞŐĞƚĂƚŝŽŶǌŽŶĞƐ;DŽĞŶϭϵϵϵͿ͘
In paper III a candidate set of 12 environmental predictor variables is used as the 




models. The oceanicity-continentality and the temperature gradients themselves, or 
variables strongly related to these, were always among the strongly contributing variables. 
This indicates that the oceanicity-continentality and temperature gradients are the most 
appropriate choices for a reduced set of environmental predictor variables for distribution 
modeling at a fine regional scale in Norway. 
In paper II we use data for variation at the fine regional scale (1 km x 1 km) to judge 
the performance of the bias assessment and bias effects frameworks proposed in paper I. 
WĞƌĨŽƌŵĂŶĐĞŽĨƚŚĞĨƌĂŵĞǁŽƌŬƐƐŚŽƵůĚĂůƐŽďĞũƵĚŐĞĚŽŶďƌŽĂĚĞƌ;ĐŽĂƌƐĞƌĞŐŝŽŶĂůʹŐůŽďĂůͿ
and finer (local–micro) scales. On a broader scales, distributions are expected to be limited 
by geophysical processes such as (historical) continental plate movements, sea-level 
changes, mountain-chain upfoldings, and glacial cycles, over very wide time spans (Willis 
and Whittaker 2002). On finer scales, as outlined in the theory chapter, the influence of 
biotic interactions and metapopulation dynamics on observed distributions are expected 
to increase. A shift from unimodal to polymodal or irregular curve shapes may occur when 
these factors are important, but a decrease or increase in the tolerance of a species, or a 
decrease or increase in the abundance of the species within the species’ tolerance limits, is 
expected to be observed more commonly, even in these cases (Halvorsen 2012). 
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7. Perspectives and conclusive remarks 
In paper I we define a set of presence observations for a modeled target to contain 
ƐĂŵƉůŝŶŐďŝĂƐŝĨƚŚĞĨƌĞƋƵĞŶĐǇĚŝƐƚƌŝďƵƚŝŽŶŽĨƉƌĞƐĞŶĐĞŽďƐĞƌǀĂƚŝŽŶƐĂůŽŶŐŵĂũŽƌ
ĞŶǀŝƌŽŶŵĞŶƚĂůĐŽŵƉůĞǆͲŐƌĂĚŝĞŶƚƐĚĞǀŝĂƚĞƐĨƌŽŵƚŚĞĨƌĞƋƵĞŶĐǇĚŝƐƚƌŝďƵƚŝŽŶŽĨƚŚĞŵŽĚĞůĞĚ
target’s true presence in the environmental space. From this I conclude that small presence 
datasets (paper IV), the lack of absence data (paper III) and the choice of pseudo-absence/
background data (paper II and III) all relate to the issue of sampling bias and the distribution 
ŽĨĨƌĞƋƵĞŶĐǇͲŽĨͲƉƌĞƐĞŶĐĞĂůŽŶŐĞŶǀŝƌŽŶŵĞŶƚĂůŐƌĂĚŝĞŶƚƐ;ƉĂƉĞƌ/Ϳ͘KŶĞŽƌďŽƚŚŽĨƚŚĞ
presence- and background/pseudo-absence datasets will be biased if these two, together, 
ĨĂŝůƚŽƌĞĨůĞĐƚƚŚĞƚƌƵĞĨƌĞƋƵĞŶĐǇƌĂƚŝŽŽĨƚŚĞŵŽĚĞůƚĂƌŐĞƚĂƐĂĨƵŶĐƚŝŽŶŽĨƉŽƐŝƚŝŽŶĂůŽŶŐƚŚĞ
ŐƌĂĚŝĞŶƚ͘/ƚŚĞƌĞĨŽƌĞƌĞĐŽŵŵĞŶĚďĞŐŝŶŶŝŶŐƚŚĞŵŽĚĞůŝŶŐĞǆĞƌĐŝƐĞďǇƉůŽƚƚŝŶŐƚŚĞ&KWĂůŽŶŐ
major complex gradients of importance to the species. If the presence datasets are too 
small and/or biased, or if the selected background is not suitable for revealing the species-
ĞŶǀŝƌŽŶŵĞŶƚƌĞůĂƚŝŽŶƐŚŝƉ͕ƚŚŝƐǁŝůůďĞĞǀŝĚĞŶƚďǇƚŚĞ&KWĐƵƌǀĞĚĞǀŝĂƚŝŶŐĨƌŽŵƚŚĞĞǆƉĞĐƚĞĚ
smooth and unimodal shape. 
dŚĞĐŽŵƉĂƌŝƐŽŶďĞƚǁĞĞŶƚŚĞŽƌĞƚŝĐĂůƌĞƐƉŽŶƐĞĐƵƌǀĞƐĂŶĚƐƉĞĐŝĞƐ͛&KWĐƵƌǀĞƐŝƐĨŽƵŶĚ
to be a promising procedure for encountering indications of sampling bias in presence data 
ŝŶƉĂƉĞƌ//͘/ŶƚĞƌĞƐƚŝŶŐůǇƚŚĞd'ĂƉƉƌŽĂĐŚ͕ǁŚŝĐŚŝƐĂƉƉůŝĞĚŝŶ^DĂƐĂǁĂǇŽĨĐŽƌƌĞĐƚŝŶŐ
ĨŽƌƐĂŵƉůŝŶŐďŝĂƐ͕ŝƐĨŽƵŶĚƚŽŐŝǀĞƌŝƐĞƚŽĐŽŵƉůĞǆ͕ŽĨƚĞŶĞĐŽůŽŐŝĐĂůŵĞĂŶŝŶŐůĞƐƐ&KW
curves, essentially modeling the relationship between ecological conditions found in sites 
where the focal species has been sampled and the ecological conditions in sites where 
ƚĂǆŽŶŽŵŝĐĂůůǇƌĞůĂƚĞĚƐƉĞĐŝĞƐŚĂǀĞďĞĞŶƐĂŵƉůĞĚ;ƉĂƉĞƌ//Ϳ͘dŚĞd'ĂƉƉƌŽĂĐŚŝƐĂůƐŽ
addressed in paper III, where it was contrasted against a fixed background design and a 
random background design. While the random and fixed designs produce almost identical 
ŵŽĚĞůƌĞƐƵůƚƐ͕ƚŚĞd'ŵŽĚĞůƐĚĞǀŝĂƚĞĨƌŽŵƚŚĞŽƚŚĞƌƚǁŽ͘/ŶƉĂƉĞƌ///ǁĞĐŽŶĐůƵĚĞƚŚĂƚ
when the main purpose of a study is to produce broad-scale distribution maps, pseudo-
absences should include environmental conditions from areas where a species does not 
occur to obtain complete map coverage. When the purpose is to investigate effects of 
environmental conditions within the distribution area, however, one should not include 
pseudo-absences from environmental conditions far outside the ecological tolerance of a 
species; as environmental factors working on a broader scale will tend to mask the effect 
ŽĨŽƚŚĞƌ͕ŵŽƌĞůŽĐĂůĞĐŽůŽŐŝĐĂůĨĂĐƚŽƌƐ͘ƉƌĞƌĞƋƵŝƐŝƚĞŝŶƚŚĞůĂƐƚƐĐĞŶĂƌŝŽŝƐƚŚĂƚƚŚĞƐƉĞĐŝĞƐ





most cases are obtained with very few presences available. Only 3 out of the 30 modeled 
ƐƉĞĐŝĞƐƌĞƋƵŝƌĞŵŽƌĞƚŚĂŶϭϬƉƌĞƐĞŶĐĞƐƚŽŽďƚĂŝŶĂŶŽŶƌĂŶĚŽŵŵŽĚĞů͕ĂŶĚŵŽƌĞƚŚĂŶϭϱ
ƉƌĞƐĞŶĐĞƐĂƌĞƌĞƋƵŝƌĞĚĨŽƌŽŶůǇϭŽƵƚŽĨϯϬƐƉĞĐŝĞƐ͘EŽŶƌĂŶĚŽŵŵŽĚĞůƐĐĂŶďĞŝŶƚĞƌƉƌĞƚĞĚ
as ‘useful’ in the sense that they add to the information available prior to modeling and, 
accordingly, may serve as valuable starting points for further studies of poorly known 
species with few known presence records. Generally, with small presence (or pseudo-
absence/background) datasets, a high occurrence of the fourth type of sampling bias; 
unsystematic variation or stochasticity (paper I) is expected.
 dŚŝƐƚŚĞƐŝƐŝŶĚŝĐĂƚĞƐƚŚĂƚ^DĐĂŶďĞƵƐĞĨƵůĨŽƌƉƌĂĐƚŝĐĂůƉƵƌƉŽƐĞƐ͘/ŶƉĂƉĞƌ/sǁĞ
demonstrate that although predictions get poorer with smaller presence sample sizes, 
useful predictions can be obtained with very few presence observations. Moreover, paper 
I and II outline a procedure for evaluating whether or not presence and pseudo-absence/
background datasets contain sampling bias and further, if they are suitable for generating 
ŝŶĨŽƌŵĂƚŝǀĞƐƉĞĐŝĞƐĚŝƐƚƌŝďƵƚŝŽŶŵŽĚĞůƐ͘/ŶĂƉƌĂĐƚŝĐĂů^DƉĞƌƐƉĞĐƚŝǀĞŝƚŝƐĞƐƐĞŶƚŝĂůƚŽ




assessment method. The distribution is often conditioned on other factors than availability 
of suitable environment. These factors are rarely known and can hence not be accounted 
ĨŽƌŝŶƚŚĞŵŽĚĞůŝŶŐƉƌŽĐĞƐƐ͘EĞǀĞƌƚŚĞůĞƐƐ͕/ĚŽĐŽŶƐŝĚĞƌ^DƚŽďĞĂƵƐĞĨƵůŝŶĚŝƌĞĐƚĂŝĚ
ŝŶŝĚĞŶƚŝĨǇŝŶŐƐŝƚĞƐƐƵŝƚĂďůĞĨŽƌƚŚĞƐƉĞĐŝĞƐŝŶƋƵĞƐƚŝŽŶĂŶĚŚĞŶĐĞŐƵŝĚĞĨƵƌƚŚĞƌĨŝĞůĚǁŽƌŬ͘
It may also be useful for other management purposes, such as predicting the distribution 
of invasive species, predicting species distributions in a future climate regime or finding 
habitats suitable for the reintroduction of species. For these purposes it is important to 
keep in mind that a model transferable in space and time is needed. Such models should 
not be too closely fit to idiosyncrasies in the dataset caused by sampling bias, idiosyncrasies 
ƐƉĞĐŝĨŝĐƚŽƚŚĞƐƚƵĚǇĂƌĞĂĞƚĐ͘WĂƉĞƌƐ/ĂŶĚ//ĚĞŵŽŶƐƚƌĂƚĞƚŚĂƚ͕ŝŶƐŽŵĞĐĂƐĞƐ͕ĐŽŵƉůĞǆ
models overfit to irregularities in the presence data, and that simpler models fit the more 




applied ecology and conservation biology. These methods have been seen as ‘shortcuts’ 
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for inferring past, present and future species distributions, as well as exploring species-
ĞŶǀŝƌŽŶŵĞŶƚƌĞůĂƚŝŽŶƐŚŝƉƐĂŶĚĚĞĂůŝŶŐǁŝƚŚƉŚǇůŽŐĞŶĞƚŝĐƋƵĞƐƚŝŽŶƐǁŝƚŚƚŚĞĐůŝĐŬŽĨĂ
button. This thesis shows that the shortcut may not be as short as hoped to be. In cases 
ǁŚĞƌĞƚŚĞĚĂƚĂƋƵĂůŝƚǇŝƐƉŽŽƌŽƌĚĂƚĂĂƌĞƐƉĂƌƐĞƚŚĞƐŚŽƌƚĐƵƚŵĂǇƚƵƌŶŽƵƚƚŽďĞĂĚĞƚŽƵƌ͘
A firm foothold in ecological theory, good understanding of how the modeling methods 
work, how the data are handled, and how models are to be interpreted are all essential 
for obtaining a good understanding of when these shortcomings are obstacles for making 
reliable distribution models. 
/ƚŚĂŶŬZƵŶĞ,ĂůǀŽƌƐĞŶ͕ŝƌŝŬZŝŶĚĂů͕dƌŝŶĞĞŬŬďǇ͕^ĂďƌŝŶĂDĂǌǌŽŶŝ͕EŝŬůĂƵƐ͘
ŝŵŵĞƌŵĂŶĂŶĚůďĞƌƚŽ:ŝŵĞŶĠǌͲsĂůǀĞƌĚĞĨŽƌŚĞůƉĨƵůĐŽŵŵĞŶƚƐŽŶƚŚĞŝŶƚƌŽĚƵĐƚŝŽŶ



































͘>͘>ŝŶĚƐĞǇ͕ <͘͘DĂŐƵŝƌĞ͕͘DĞƌƐĞǇ͕ ĂŶĚ͘͘&ĞƌƌĞƌ͘ ϮϬϭϭ͘,ĂƐƚŚĞĂƌƚŚ Ɛ͛ƐŝǆƚŚŵĂƐƐĞǆƟŶĐƟŽŶĂůƌĞĂĚǇ
arrived? Nature ϰϳϭ͗ϱϭʹϱϳ͘
ĂƌǀĞ͕E͕͘s͘ ĂƌǀĞ͕͘:ŝŵĠŶĞǌͲsĂůǀĞƌĚĞ͕͘>ŝƌĂͲEŽƌŝĞŐĂ͕^͘W͘ DĂŚĞƌ͕ ͘d͘ WĞƚĞƌƐŽŶ͕:͘^ŽďĞƌſŶ͕ĂŶĚ
























Environment, Water, Heritage and the Arts, Canberra, Australia.
ŚĞĨĂŽƵŝ͕Z͘D͕͘ĂŶĚ:͘D͘>ŽďŽ͘ϮϬϬϴ͘ƐƐĞƐƐŝŶŐƚŚĞĞīĞĐƚƐŽĨƉƐĞƵĚŽͲĂďƐĞŶĐĞƐŽŶƉƌĞĚŝĐƟǀĞĚŝƐƚƌŝďƵƟŽŶ

























listed vascular plant Scorzonera humilis͘EŽƌĚŝĐ:ŽƵƌŶĂůŽĨŽƚĂŶǇ29͗ϰϵϱʹϱϬϰ͘
ĚǁĂƌĚƐ͕d͘ ͘:͕͘͘Z͘ƵƚůĞƌ͕ E͘͘ŝŵŵĞƌŵĂŶŶ͕>͘'ĞŝƐĞƌ͕ ĂŶĚ:͘ůĞŐƌŝĂ͘ϮϬϬϱ͘DŽĚĞůͲďĂƐĞĚƐƚƌĂƟĮĐĂƟŽŶƐ
ĨŽƌĞŶŚĂŶĐŝŶŐƚŚĞĚĞƚĞĐƟŽŶŽĨƌĂƌĞĞĐŽůŽŐŝĐĂůĞǀĞŶƚƐ͘ĐŽůŽŐǇϴϲ͗ϭϬϴϭʹϭϬϵϬ͘
ĚǁĂƌĚƐ͕d͘ ͘:͕͘͘Z͘ƵƚůĞƌ͕ E͘͘ŝŵŵĞƌŵĂŶŶ͕>͘'ĞŝƐĞƌ͕ ĂŶĚ'͘'͘DŽŝƐĞŶ͘ϮϬϬϲ͘īĞĐƚƐŽĨƐĂŵƉůĞƐƵƌǀĞǇ
ĚĞƐŝŐŶŽŶƚŚĞĂĐĐƵƌĂĐǇŽĨĐůĂƐƐŝĮĐĂƟŽŶƚƌĞĞŵŽĚĞůƐŝŶƐƉĞĐŝĞƐĚŝƐƚƌŝďƵƟŽŶŵŽĚĞůƐ͘ĐŽůŽŐŝĐĂůDŽĚĞůůŝŶŐ
199:132–141.















ƌŝŬƐƚĂĚ͕>͕͘s͘ ĂŬŬĞƐƚƵĞŶ͕d͘ ĞŬŬďǇ͕ ĂŶĚZ͘,ĂůǀŽƌƐĞŶ͘ϮϬϭϯ͘/ŵƉĂĐƚŽĨƐĐĂůĞĂŶĚƋƵĂůŝƚǇŽĨĚŝŐŝƚĂůƚĞƌƌĂŝŶ


































































invasive slug Arion vulgarisDŽƋƵŝŶͲdĂŶĚŽŶŝŶEŽƌǁĂǇ͘&ĂƵŶĂŶŽƌǀĞŐŝĐĂ32͗ϭϯʹϮϲ͘
,ĂǁŬŝŶƐ͕͘͕͘Z͘&ŝĞůĚ͕,͘s͘ ŽƌŶĞůů͕͘:͘ƵƌƌŝĞ͕: Ͳ͘&͘ 'ƵĠŐĂŶ͕͘D͘<ĂƵĨŵĂŶ͕:͘d͘ <Ğƌƌ͕ '͘'͘DŝƩĞůďĂĐŚ͕d͘ 
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