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ANALYTICAL VALIDATION OF A CONTINUUM MODEL FOR THE
EVOLUTION OF A CRYSTAL SURFACE IN MULTIPLE SPACE
DIMENSIONS
JIAN-GUO LIU AND XIANGSHENG XU
Abstract. In this paper we are concerned with the existence of a weak solution to the
initial boundary value problem for the equation ∂u
∂t
= ∆(∆u)
−3
. This problem arises
in the mathematical modeling of the evolution of a crystal surface. Existence of a weak
solution u with ∆u ≥ 0 is obtained via a suitable substitution. Our investigations reveal the
close connection between this problem and the equation ∂tρ+ ρ
2∆2ρ3 = 0, another crystal
surface model first proposed by H. Al Hajj Shehadeh, R. V. Kohn and J. Weare in Physica
D: Nonlinear Phenomena, 240 (2011), no. 21, 1771-1784.
1. Introduction
1.1. Problems and physical motivation. Let Ω be a bounded domain in RN with C2
boundary ∂Ω. For T > 0 set
ΩT = Ω× (0, T ), ΣT = ∂Ω × (0, T ).
Consider the initial boundary value problem
∂u
∂t
= ∆(∆u)−3 in ΩT ,(1.1)
u = b0(x) on ΣT ,(1.2)
∆u = b1(x) on ΣT ,(1.3)
u(x, 0) = u0(x) on Ω(1.4)
for given data b0(x), b1(x), and u0(x) with properties:
(H1) b0(x) ∈ W 1,2(Ω) ∩ L∞(Ω);
(H2) b1(x) ∈ W 2,2(Ω) ∩ L∞(Ω) and there is a positive number c0 such that
(1.5) b1(x) ≥ c0 a.e. on Ω,
and thus we also have that (b1(x))
−3 ∈ W 2,2(Ω);
(H3) u0(x) ∈ W 2,2(Ω), ∆u0(x) ≥ c0 a.e. on Ω, and (∆u0(x))−3 ∈ W 2,2(Ω).
One should have the compatibility condition
b1(x) = ∆u0 on ∂Ω.
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We investigate the existence of a solution u to (1.1)-(1.4) with ∆u ≥ 0. Our interest in this
problem originated in the mathematical modeling of the evolution of a crystal surface. Such
a surface below the roughing temperature consists of steps and terraces. By the Burton,
Cabrera and Frank (BCF) model [3], atoms detach from the steps, diffuse across terraces,
and reattach at new locations, inducing an overall evolution of the crystal surface. At the
nanoscale, the motion of steps is described by large systems of ordinary differential equations
for step positions [1, 8]. At the macroscale, this description is often reduced conveniently
to nonlinear PDEs for macroscopic variables, e.g., for the surface height and slope profiles
(see [1, 8] and the references therein). The manufacturing of crystal films lies at the heart
of modern nanotechnology. How to accurately predict the motion of a crystal surface is of
fundamental importance. In this effort, the development of continuum models has gained
momentum. A number of PDE models have been proposed. See [1, 12, 16, 17, 15] and the
references therein. They are obtained as the continuum limit of a family of kinetic Monte
Carlo models of crystal surface relaxation that includes both the solid-on-solid and discrete
Gaussian models.
If the space dimension N is 1, (1.1)-(1.4) has a clear connection to a couple of existing
models. Set
(1.6) ρ = (∆u)−1.
Take the Laplacian of both sides of (1.1) and substitute ∆u = ρ−1 into the resulting equation
to obtain
(1.7) ∂tρ
−1 = ∆2ρ3.
Note that b0(x) is assumed to be a function of x only. Thus by (1.1), we have that
(1.8) ∆ρ3 = ∂tu = 0 on ΣT .
Consequently, ρ satisfies the problem
∂ρ
∂t
+ ρ2∆2ρ3 = 0 in ΩT ,(1.9)
ρ = ρb(x) on ΣT ,(1.10)
∆ρ3 = 0 on ΣT ,(1.11)
ρ(x, 0) = ρ0(x) on Ω,(1.12)
where
ρb(x) =
1
b1(x)
, ρ0(x) =
1
∆u0(x)
.
In [1], (1.9)-(1.12) is proposed as a continuum model for the evolution of an one-dimensional
monotone step train separating two facets of a crystal surface. In this case, x ∈ R1 is the
surface height and ρ the surface slope. Since the surface height is increasing, we have that
ρ ≥ 0. This together with (1.6) indicates
(1.13) ∆u ≥ 0 on Ω.
Starting with the ODE’s for the velocities of the steps, the authors of [1] analyzed the
system of ODE’s giving the evolution of the discrete slopes and obtained its limiting behaviors
both as the time goes to infinity and as the number of steps goes to infinity, while [14]
complemented the results by focusing its attention on the self-similar solutions. Questions
concerning existence, uniqueness, and asymptotic self-similarity for the continuum model
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suggested in [1] are left open there. In [7], the existence of a weak solution to (1.9) coupled
with the initial and periodic boundary conditions is established. However, the construction
of the weak solution there depends on the assumption that the space dimension is 1 in an
essential way. Another physical perspective from which to view (1.1)- (1.4) can be obtained
from [7]. Denote by ϕ(x, t) the step location of a crystal surface as a function of the surface
height x and the time t. Then φ = ∂xϕ satisfies the equation
(1.14) ∂tφ = ∂xxxx
(
1
φ3
)
.
Thus the function u in (1.1) is a second order anti-derivative of φ, i.e., ∂xxu = φ.
As observed in [1], working with the surface slope as a function of height has its advantages,
but this can only be done in one space dimension. In [13], we investigate the problem
∂u
∂t
= ∆e−∆u in ΩT ,(1.15)
∇u · ν = ∇e−∆u · ν = 0 on ΣT ,(1.16)
u(x, 0) = u0(x) on Ω,(1.17)
where ν is the unit outward normal vector to the boundary, in multiple space dimensions.
This problem was first proposed in [15] to model crystal surfaces. In this case, u is the surface
height. Obviously, (1.1) can be obtained by replacing the exponential function e−s in (1.15)
by the power function s−3. This connection is the key to our mathematical analysis of (1.1)-
(1.4). In fact, we will draw many inspirations from [13]. In spite of this, it is important to
note the difference between the two problems. In [13], we are just interested in the existence
of a solution, while in (1.1)-(1.4) we must obtain a solution u with ∆u ≥ 0.
As explained in [13], the equation (1.15) can be recast in a variational form. Denote an
energy functional by E(u) = 1
2
∫
Ω
|∇u|2 dx. Equation (1.15) can be recasted as a Cahn-
Hilliard equation with curvature-dependent mobility
(1.18)
∂u
∂t
= div
(
M∇δE
δu
)
, M = e δEδu = e−∆u
and it possesses an energy-dissipation relation
dE
dt
= −
∫
Ω
e
δE
δu |∇δE
δu
|2 dx = −4
∫
Ω
|∇e12 δEδu |2 dx .
The exponential nonlinearity in the curvature-dependent mobility models the asymmetric
behavior of the convex and concave crystal surface in solid on solid interface growth. Some in
depth discussions on the exponential nonlinearity and numerical simulations were conducted
in [15]. Similarly, the equation (1.1) can also be recast in the above variational form with
the curvature-dependent mobility given by
M = 3
(∆u)4
.
Note that this curvature-dependent mobility has even more singular behavior than that of
the exponential one in (1.18).
The objective of this paper is to develop an existence theory for (1.1)-(1.4). As a by-
product of our development, we shed light on the existence assertion for (1.9)-(1.12) in
high space dimensions. In particular, the existence result in [8] is a consequence of our
development.
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1.2. A priori estimates. To motivate the definition of a weak solution, we need to derive a
priori estimates for smooth solutions of (1.1)-(1.4) with ∆u ≥ 0 on ΩT . To begin, we square
both sides of the equation ∂tu − ∆ρ3 = 0, integrate the resulting one over Ω, and thereby
obtain
(1.19) − 2
∫
Ω
∂tu∆ρ
3 dx+
∫
Ω
(∂tu)
2 dx+
∫
Ω
(
∆ρ3
)2
dx = 0.
We calculate, with the aid of (1.8), that
−2
∫
Ω
∂tu∆ρ
3 dx = −2
∫
Ω
∂tu∆
(
(∆u)−3 − (b1(x))−3
)
dx− 2
∫
Ω
∂tu∆(b1(x))
−3
dx
= −2
∫
Ω
∂t∆u
(
(∆u)−3 − (b1(x))−3
)
dx− 2
∫
Ω
∂tu∆(b1(x))
−3
dx
=
d
dt
∫
Ω
[
(∆u)−2 + 2∆u(b1(x))
−3 − 2u∆(b1(x))−3
]
dx.(1.20)
Note that
(1.21) |u(x, t)| ≤
∫ T
0
|∂tu(x, t)|dt+ |u0(x)|.
Subsequently, we have
(1.22)
∫
Ω
|u(x, t)|2dx ≤ c∫
ΩT
|∂tu(x, t)|2dxdt + c.
Here and in what follows the letter c denotes a positive number depending only on the given
data. Substitute (1.20) into (1.19), integrate the resulting equation with respect t over (0, s),
where s ∈ (0, T ], and keep in mind (1.22) and the assumption that b1(x) is bounded to derive
(1.23)
∫
Ω
(
ρ2 + ρ−1
)
dx+
∫
Ωs
[
(∂tu)
2 +
(
∆ρ3
)2]
dx dt ≤ c,
where Ωs = Ω× (0, s). This is our first a priori estimate.
We can infer from the Calderon-Zygmund inequality that
(1.24)
∫ T
0
‖ρ3‖2W 2,2(Ω)dt ≤ c
∫
ΩT
(
∆ρ3
)2
dx dt+ c‖(b1(x))−3‖2W 2,2(Ω) ≤ c.
To derive our second a priori estimate, we multiply each term in (1.1) by ∆u− b1(x) and
then integrate over Ω to obtain
(1.25)
∫
Ω
∂tu(∆u− b1(x)) dx =
∫
Ω
∆(∆u)−3(∆u− b1(x)) dx.
Keeping (1.8) in mind, we compute∫
Ω
∂tu(∆u− b1(x)) dx = −
∫
Ω
∂t∇u∇u dx−
∫
Ω
∂tub1(x) dx
= − d
dt
∫
Ω
(
1
2
|∇u|2 + ub1(x)
)
dx.(1.26)
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The right-hand side of (1.25) can be estimated as follows.∫
Ω
∆(∆u)−3(∆u− b1(x)) dx
= −
∫
Ω
∇(∆u)−3∇(∆u− b1(x)) dx
= 3
∫
Ω
(∆u)−4 |∇∆u|2 dx+
∫
Ω
∇ ((∆u)−3 − (b1(x))−3)∇b1(x) dx
+
∫
Ω
∇(b1(x))−3∇b1(x) dx
= 3
∫
Ω
|∇ρ|2 dx−
∫
Ω
(
(∆u)−3 − (b1(x))−3
)
∆b1(x) dx
+
∫
Ω
∇(b1(x))−3∇b1(x) dx(1.27)
Use (1.26) and (1.27) in (1.25), integrate the resulting equation with respect to t, and thereby
obtain
(1.28)
∫
Ω
|∇u|2 dx+
∫
Ωs
|∇ρ|2 dx dt ≤ c
∫
Ωs
ρ6 dx dt+ c
∫
Ω
u2 dx+ c ≤ c.
The last step is due to (1.24) and (1.22).
For more a priori estimates, we differentiate (1.1) with respect to t, multiply through the
resulting equation by ∂tu, and integrate over Ω to obtain
1
2
d
dt
∫
Ω
(∂tu)
2 dx =
∫
Ω
∂t∆(∆u)
−3
∂tu dx
=
∫
Ω
∂t(∆u)
−3
∂t∆u dx(1.29)
= −3
∫
Ω
(∆u)−4 |∂t∆u|2 dx = −3
∫
Ωs
|∂tρ|2 dx(1.30)
Here we have used (1.8) and the fact that
(1.31) ∂t(∆u)
−3 = 0 on ΣT .
Integrating (1.30) with respect to t gives
1
2
∫
Ω
|∂tu(x, s)|2 dx+ 3
∫
Ωs
|∂tρ|2 dx dt = 1
2
∫
Ω
|∂tu(x, 0)|2 dx
=
1
2
∫
Ω
|∆(b1(x))−3|2 dx.(1.32)
This together with (1.1) and (1.9) yields
(1.33) ρ3 ∈ L∞(0, T ;W 2,2(Ω)), ρ2∆2ρ3 ∈ L2(ΩT ).
These a priori estimates motivate the following definition of a weak solution.
Definition 1.1. We say that a pair (u, ρ) is a weak solution to (1.1)-(1.4) if the following
conditions hold:
(D1) ρ ∈ W 1,2(ΩT ), ρ3 ∈ L∞(0, T ;W 2,2(Ω)), ρ ≥ 0 a.e. on ΩT , and 1ρ ∈ L∞(0, T ;L1(Ω));
(D2) u ∈ C([0, T ];L2(Ω)), ∂u
∂t
, |∇u| ∈ L∞(0, T ;L2(Ω));
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(D3) We have
(1.34) ∆u =
1
ρ
+ νs,
where νs ∈ L2(0, T ;W−1,2(Ω)) is a non-negative, finite Radon measure on ΩT whose
support is contained in the set A0, where
(1.35) A0 = {(x, t) ∈ ΩT : ρ(x, t) = 0};
(D4) There hold
∂u
∂t
= ∆ρ3 a.e. on ΩT ,(1.36)
u = b0(x) a.e. on ΣT ,(1.37)
ρ =
1
b1(x)
a.e. on ΣT .(1.38)
The initial condition (1.4) is satisfied in the space C([0, T ];L2(Ω)).
Obviously, (D3) is the decomposition of ∆u with respect to the Lebesgue measure ([6],
p.42) and 1
ρ
turns out to be the absolutely continuous part. According to the analysis in [13],
the possible existence of a singular part in ∆u is an intrinsic property of our weak solutions.
No matter how smooth ρ is, as long as A0 is not empty we can have νs 6= 0.
1.3. Main results. Our main result is the following
Theorem 1.1. Let Ω be a bounded domain in RN with C2 boundary and assume that (H1)-
(H3) hold. Then there is a weak solution to (1.1)-(1.4) in the sense of Definition 1.1.
Furthermore, the uniqueness assertion holds for these solutions whose Laplacians have no
singular parts. That is, there is only one weak solution u to (1.1)-(1.4) with νs = 0.
For each T > 0 there is a weak solution u on ΩT . In this sense, our weak solution is global.
For the uniqueness part of Theorem 1.1, we refer the reader to [13].
Does ρ obtained in Theorem 1.1 satisfy (1.9) in a suitable sense? That is, we want to find
out whether (1.36) combined with (D3) implies (1.9). If ρ is continuous on ΩT , the answer
is yes. To see this, we first note that the set ΩT \ A0 is open. Then we can infer from (D3)
that
(1.39) ∆u =
1
ρ
in D′(ΩT \ A0), and therefore everywhere on ΩT \ A0.
Observe that we have
(1.40)
1
ρ
∈ L∞loc(ΩT \ A0) ∩W
1,2
loc
(ΩT \ A0).
Take the Laplacian of both sides of (1.36) to yield
(1.41) − 1
ρ2
∂tρ = ∆
2ρ3 in ΩT \ A0.
Thus ∆2ρ3 exists as a function on ΩT \A0 and ρ2∆2ρ3 = −∂tρ ∈ L2(ΩT \A0). Since A0 has
Lebesgue measure 0, we have
(1.42) ∂tρ+ ρ
2∆2ρ3 = 0 a.e. on ΩT .
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If Ω = (0, 1), then (D1) combined with Lemma 2.2 in Section 2 asserts that ρ is continuous
on ΩT . Thus our theorem implies the existence result in [8]. At the end of Section 3, we
will briefly indicate how we can use our approximate scheme to construct a sequence of
approximate solutions that are uniformly Ho¨lder continuous on ΩT in the one-dimensional
case.
If νs = 0, the answer is also yes. In this case we can deduce from (1.36) that
(1.43) ∂t
(
1
ρ
)
= ∆2ρ3 in D′(ΩT ).
Let ξ be a C∞ function on RN × R with the property
(1.44) ξ |∂ΩT= 0.
It is not difficult to see that we can use ξρ3 as a test function in the above equation, from
whence follows
(1.45) −
∫
ΩT
ρ∂tρξdxdt =
∫
ΩT
∆ρ3∆
(
ρ3ξ
)
dxdt.
With the aid of (1.44), we can use the preceding equation as a weak formulation for (1.9)
and (1.11).
If ρ satisfies the additional integrability conditions
(1.46) ρ∂tρ ∈ L2(0, T ;W 1,20 (Ω)), ρ2 ∈ L2(0, T ;W 2,2(Ω)),
then the answer is still yes. In this case, (1.36) implies
(1.47) ∂t
(
1
ρ
+ νs
)
= ∆2ρ3 in D′(ΩT ).
Let ξ be given as before. The function ρ2ξ is a legitimate test function for (1.47). Upon
using it, we arrive at
(1.48) −
∫
ΩT
∂tρξdxdt−
∫
ΩT
(
2ρ∂tρξ + ρ
2∂tξ
)
dνs =
∫
ΩT
∆ρ3∆
(
ρ2ξ
)
dxdt.
The item (D3) asserts that the second integral in the above equation is 0. This leads to the
equation
(1.49) −
∫
ΩT
∂tρξdxdt =
∫
ΩT
(
∆ρ3∆ρ2ξ + 2∆ρ3∇ρ2∇ξ +∆ρ3ρ2∆ξ) dxdt.
As before, this equation can be viewed as a weak formulation for (1.9) and (1.11). Unfortu-
nately, we have not been able to deduce (1.46). Thus we seek to further weaken the notion
of a solution for (1.9)-(1.12).
In view of the a priori estimates we have been able to derive, we give the following definition
for (1.9)-(1.12).
Definition 1.2. We say that a function ρ is a weak solution to (1.9)-(1.12) if, in addition
to (D1), (1.10), and (1.12) , we have
(1.50)
∫
ΩT
(
∂tρρ+
(
∆ρ3
)2)
ξdxdt+ 2
∫
ΩT
∆ρ3∇ρ3∇ξdxdt+
∫
ΩT
ρ3∆ρ3∆ξdxdt = 0
for all ξ ∈ C∞ (RN × R) with the property
ξ |ΣT= 0.
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It is easy to see that if ρ is sufficiently smooth, the above equation implies (1.9) and
the boundary condition (1.11). Since ρ ∈ W 1,2(ΩT ), (1.12) makes sense. We would like to
remark that the model derived in [16] has been analyzed in [4] via a variational inequality
formulation. It is possible to cast (1.1) as the gradient flow of a suitably-defined functional
in a Hilbert space. We will pursue this possibility in a future study. However, the preceding
approaches do not seem to work for (1.9).
In general, we have the following result.
Theorem 1.2. The function ρ obtained in Theorem 1.1 satisfies the inequality
(1.51)
∫
ΩT
(
∂tρρ+
(
∆ρ3
)2)
ξdxdt+ 2
∫
ΩT
∆ρ3∇ρ3∇ξdxdt+
∫
ΩT
ρ3∆ρ3∆ξdxdt ≤ 0
for all ξ ∈ C∞ (RN × R) with the properties
ξ ≥ 0, ξ |ΣT= 0.
It would be interesting to know if the function ρ in Theorem 1.1 satisfies the equality
in (1.51) in general. If it did, it would be a weak solution to (1.9)-(1.12) in the sense of
Definition 1.2. Unfortunately, we have not been able to prove it under the assumptions of
Theorem 1.1.
Fourth-order nonlinear parabolic equations arise in a variety of physical settings. Two
well-known examples are the thin film equation [2] and the quantum drift-diffusion model
[11]. A well-known difficulty in the study of fourth-order equations is that the maximum
principle is no longer valid for such equations. As a result, the techniques one often uses in
the analysis of second-order equations are mostly not applicable. From the point of view of
mathematical analysis, it is a little bit surprising that (1.9)-(1.12) can have a non-negative
solution. There is really not much in the structure of the equation (1.9) that indicates the
existence of such a solution. One can easily see that if ρ is a solution, so is −ρ. Keep in
mind that the fundamental solution for the biharmonic heat equation changes signs, and sign
change is an intrinsic property of solutions to linear fourth-order parabolic equations. That
is to say, we have to rely on the nonlinear structure of our equation for possible existence
of a non-negative solution. In this regard, the nonlinearity in (1.9) does not seem to offer
much help. This probably explains why we have not been able to construct a sequence of
positive approximate solutions to (1.9)-(1.12) directly in high space dimensions. (It can be
done in the one-dimensional case. See [8] for details.) What saves us is the discovery of the
connection between (1.1) and (1.9), and we can study the latter via the former.
A solution to (1.1)-(1.4) will be constructed as the limit of a sequence of approximate
solutions. The key is to design an approximation scheme so that all the calculations in the
derivation of (1.23), (1.28), and (1.32) can be justified. This is accomplished in Sections 2
and 3. To be more specific, in Section 2 we state a couple of preparatory lemmas and present
our approximate problem. The trick here is the introduction of a suitable substitution. This
substitution takes care of the sign issue for ∆u in (1.1)-(1.4), and we also obtain the existence
of a classical solution to the approximate problem. We form a sequence of approximate
solutions based upon implicit discretization in the time variable. Section 3 is devoted to the
proof that the estimates (1.23), (1.28), (1.32), and (1.33) are all preserved for the sequence
except the second one in (1.33), and this is enough to justify passing to the limit.
ANALYTIC VALIDATION OF A CONTINUUM MODEL 9
2. Approximate Problems
Before we present our approximate problem, we collect a few frequently used elementary
inequalities in the following lemma.
Lemma 2.1. we have:
(L1) x · (x− y) ≥ 1
2
(|x|2 − |y|2) for x, y ∈ RN ;
(L2) if f is an increasing (decreasing) function on R and F an anti-derivative of f , then
f(s)(s− t) ≥ (≤)F (s)− F (t) for all s, t ∈ R;
(L3) (e−s − e−t)e3s ≤ −1
2
(e2s − e2t) for all s, t ∈ R;
(L4) (a3 − b3)(a−1 − b−1) ≤ −3(a− b)2, where a, b ∈ (0,∞).
Obviously, only (L3) and (L4) deserve some attention. To establish (L3), we set
s1 = e
−s, s2 = e
−t.
Then we compute from (L2) that
(e−s − e−t)e3s = (s1 − s2)s−31
≤
∫ s1
s2
s−3ds = −1
2
(s−21 − s−22 )
= −1
2
(e2s − e2t).
The proof of (L4) is also rather elementary. For a, b ∈ (0,∞) we compute
(a3 − b3)(a−1 − b−1) = (a− b)(a2 + ab+ b2)b− a
ab
= −(a− b)2
(
a
b
+
b
a
+ 1
)
≤ −3(a− b)2.
The one-dimensional existence theorem is based upon the following lemma, which is inspired
by ([5], p. 288) and [8].
Lemma 2.2. If ΩT = (0, 1)×(0, T ) and f ∈ W 1,2(ΩT )∩L∞(0, T ;W 2,2(Ω)) with the boundary
conditions
(2.1) f(0, t) = a, f(1, t) = b, a, b ∈ R,
then there is a positive number c = c(‖∂tf‖2, ‖f‖L∞(0,T ;W 2,2(Ω))) such that
(2.2) |f(x1, t1)− f(x2, t2)| ≤ c
(
|x1 − x2| 12 + |t1 − t2| 14
)
for all (x1, t1), (x2, t2) ∈ ΩT .
Here and in what follows ‖ · ‖p denotes the norm in the space Lp(ΩT ).
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Proof. Let (x1, t1), (x2, t2) ∈ ΩT be given. We calculate from the first boundary condition
that
|f(x1, t1)− f(x2, t2)| =
∣∣∣∣
∫ x1
0
∂sf(s, t1)ds−
∫ x2
0
∂sf(s, t2)ds
∣∣∣∣
≤
∫ 1
0
|∂sf(s, t1)− ∂sf(s, t2)| ds+
∣∣∣∣
∫ x2
x1
|∂sf(s, t2)|ds
∣∣∣∣
≤
(∫ 1
0
|∂sf(s, t1)− ∂sf(s, t2)|2 ds
) 1
2
+ c|x1 − x2| 12 .(2.3)
Note that our boundary conditions imply f(s, t1) − f(s, t2) = 0 for s = 0 and 1. Keeping
this in mind, we apply the integration-by-parts formula to obtain∫ 1
0
|∂sf(s, t1)− ∂sf(s, t2)|2 ds
= −
∫ 1
0
(∂2ssf(s, t1)− ∂2ssf(s, t2))(f(s, t1)− f(s, t2))ds
≤ c
(∫ 1
0
|f(s, t1)− f(s, t2)|2 ds
) 1
2
≤ c
(∫ 1
0
∣∣∣∣
∫ t1
t2
∂tf(s, t)dt
∣∣∣∣
2
ds
) 1
2
≤ c|t1 − t2| 12 .(2.4)
Plugging this into (2.3) yields the desired result. 
To design our approximate problem, we introduce a new unknown function ψ so that
(2.5) ∆u = e−ψ.
Obviously, this will force ∆u to be non-negative. Of course, there are trade-offs from doing
this, and we will see them later. Now (1.1) becomes
(2.6) ∂tu = ∆e
3ψ.
We employ an implicit discretization scheme in the time variable for this equation. This
leads to the consideration of the following system of two second-order elliptic equations
−∆e3ψ + τψ = −u−v
τ
in Ω,(2.7)
−∆u = −e−ψ in Ω(2.8)
coupled with the boundary conditions
u = b0(x) on ∂Ω,(2.9)
ψ = − ln b1(x) on ∂Ω,(2.10)
where τ > 0 is the step size and v is either u0 or the solution obtained in a preceding step
in the scheme. The term τψ in (2.7) has a regularizing effect, and, as we shall see, it helps
to overcome the possible degeneracy caused by the exponential nonlinearity in the equation.
Thus it is essential to the existence of a solution to (2.7)-(2.10). In addition to the non-
homogeneous Dirichlet boundary conditions considered here, another key difference between
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our approximate problem here and the one in [13] is due to the exponential term on the
right-hand side of (2.8). It turns out that this term renders many calculations in [13] invalid
here. Thus we must find a new way of deriving a priori estimates. The construction of our
approximate solutions will be based upon this problem.
Proposition 2.1. Let Ω be a bounded domain in RN with Lipschitz boundary. Assume:
(H4) b0(x), b1(x) ∈ W 1,2(Ω)∩H(Ω), where H(Ω) denotes the space of all Ho¨lder continuous
functions on Ω, i.e., u ∈ H(Ω) if and only if u ∈ C0,α(Ω) for some α ∈ (0, 1), and
there is a positive number c0 with the property
(2.11) b1(x) ≥ c0 on Ω;
(H5) v ∈ L∞(Ω).
Then there is a weak solution to (2.7)-(2.10). If, in addition, ∂Ω is C2, v ∈ H(Ω), b0(x), b1(x) ∈
C2,α(Ω) for some α ∈ (0, 1), then the solution is also classical.
Proof. The existence assertion will be established via the Leray-Schauder Theorem ([10], p.
280). For this purpose, we define an operator B from L∞(Ω) into itself as follows: for each
g ∈ L∞(Ω) we say B(g) = ψ if ψ solves the boundary value problem
−div (3e3g∇ψ)+ τψ = −u− v
τ
in Ω,(2.12)
ψ = − ln b1(x) on ∂Ω,(2.13)
where u satisfies the linear problem
−∆u = −e−g in Ω,(2.14)
u = b0(x) on ∂Ω.(2.15)
To see that B is well-defined, we observe from the classical existence and regularity theory
for linear elliptic equations ([10], Chap. 8) that (2.14)-(2.15) has a unique solution u in the
space W 1,2(Ω) ∩ H(Ω). Since g ∈ L∞(Ω) the elliptic coefficient in (2.12) is bounded above
and bounded away from 0 below. Thus we can conclude that (2.12)-(2.13) also has a unique
solution ψ in the space W 1,2(Ω) ∩ H(Ω). In view of these results, we can claim that B is
well-defined, continuous, and maps bounded sets into precompact ones. It remains to show
that there is a positive number c such that
(2.16) ‖ψ‖∞ ≤ c
for all ψ ∈ L∞(Ω) and σ ∈ (0, 1] satisfying
ψ = σB(ψ).
This equation is equivalent to the boundary value problem
−div (3e3ψ∇ψ)+ τψ = −σu− v
τ
in Ω,(2.17)
−∆u = −e−ψ in Ω,(2.18)
u = b0(x) on ∂Ω,(2.19)
ψ = −σ ln b1(x) on ∂Ω.(2.20)
Use (u− ‖b0(x)‖∞)+ as a test function in (2.18) to obtain
(2.21) u ≤ ‖b0(x)‖∞ on Ω.
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The term on the right-hand side of (2.17) satisfies
−σu− v
τ
≥ σv
τ
− σ‖b0(x)‖∞
τ
≥ −1
τ
(
min
Ω
v − ‖b0(x)‖∞
)−
on Ω.(2.22)
On the boundary ∂Ω, we have
(2.23) ψ = −σ ln b1(x) ≥ −σ ln ‖b1(x)‖∞ ≥ − (ln ‖b1(x)‖∞)+ .
We pick a number M with the properties
τM ≥ 1
τ
(‖v‖∞ + ‖b0(x)‖∞) ,(2.24)
M ≥ (ln ‖b1(x)‖∞)+ .(2.25)
Adding τM to both sides of (2.17) yields
(2.26) − div (3e3ψ∇ψ)+ τ(ψ +M) = −σu− v
τ
+ τM ≥ 0 in Ω.
The last step is due to (2.22) and (2.24). It follows from (2.25) and (2.23) that (ψ+M)− = 0
on ∂Ω. Use (ψ +M)− as a test function in (2.26) to derive
(2.27) −
∫
Ω
3e3ψ|∇(ψ +M)−|2dx− τ
∫
Ω
|(ψ +M)−|2dx ≥ 0.
This implies
(2.28) ψ ≥ −M on Ω.
Consequently, the term on the right-hand of (2.18) satisfies
(2.29) − eM ≤ −e−ψ ≤ 0 on Ω.
This puts us in a position to apply the classical L∞ estimate ([10], p. 189), from whence
follows
(2.30) ‖u‖∞ ≤ c‖b0(x)‖∞ + c‖∇b0(x)‖2 + c‖e−ψ‖∞ ≤ c.
Combining this with our assumption on v yields
(2.31) ‖u− v‖∞ ≤ c.
However, we can no longer use the classical L∞ estimate for (2.16) because the elliptic
coefficient in (2.17) depends on the up bound of ψ. Instead, we are saved by an argument
similar to the proof of (2.28). To see this, we choose a number L so large that it satisfies
1
τ
‖u− v‖∞ ≤ τL,(2.32)
(ln c0)
− ≤ L.(2.33)
Note that (2.32) implies
(2.34) − σu− v
τ
− τL ≤ 0 in Ω,
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while (2.33) asserts (ψ − L)+ = 0 on ∂Ω. Subtract τL from both sides of (2.17) and use
(ψ − L)+ as a test function in the resulting equation to derive
(2.35)
∫
Ω
3e3ψ|∇(ψ − L)+|2dx+ τ
∫
Ω
|(ψ − L)+|2dx ≤ 0.
This together with (2.28) gives (2.16).
Obviously, the preceding calculations rely on the term τψ in (2.17). Thus it is essential
to the existence proof.
The last part of the theorem ia s consequence of a rather standard bootstrap argument
and the Schauder estimates ([10], Chap. 6). One bootstraps from ψ ∈ L∞(Ω). We shall
omit the details. The proof is complete. 
3. Proof of Theorems 1.1 and 1.2
The proof of Theorem 1.1 will be divided into several propositions. To begin with, we
present our approximation scheme. This is based upon Proposition 2.1. Then we proceed to
derive estimates similar to (1.23), (1.28), and (1.32) for our approximate problems. These
estimates are shown to be sufficient to justify passing to the limit.
Let T > 0 be given. For each j ∈ {1, 2, · · · , } we divide the time interval [0, T ] into j
equal subintervals. Set
τ =
T
j
.
We discretize (1.1)-(1.4) as follows. For k = 1, · · · , j, we solve recursively the system
uk − uk−1
τ
−∆e3ψk + τψk = 0 in Ω,(3.1)
∆uk = e
−ψk in Ω,(3.2)
uk = b0j(x) on ∂Ω,(3.3)
ψk = − ln b1j(x) on ∂Ω,(3.4)
where the sequences {u0j(x)}, {b0j(x)}, and {b1j(x)} are the respective mollifications of
u0(x), b0(x), b1(x). Thus {b1j(x)} is bounded and convergent inW 2,2(Ω)∩L∞(Ω) and satisfies
(3.5) b1j(x) ≥ c0 on Ω for each j.
Similar statements can be made of the sequences {u0j(x)} and {b0j(x)}.
Introduce the functions
u˜j(x, t) =
t− tk−1
τ
uk(x) +
tk − t
τ
uk−1(x), x ∈ Ω, t ∈ (tk−1, tk],(3.6)
uj(x, t) = uk(x), x ∈ Ω, t ∈ (tk−1, tk],(3.7)
ψj(x, t) = ψk(x), x ∈ Ω, t ∈ (tk−1, tk],(3.8)
ρj(x, t) = ρk(x) ≡ eψk(x), x ∈ Ω, t ∈ (tk−1, tk],(3.9)
ρ˜j(x, t) =
t− tk−1
τ
eψk(x) +
tk − t
τ
eψk−1(x), x ∈ Ω, t ∈ (tk−1, tk],(3.10)
where tk = kτ and
(3.11) ψ0(x) = − ln∆u0j(x).
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We can rewrite (3.1)-(3.3) as
∂u˜j
∂t
−∆e3ψj + τψj = 0 in ΩT ,(3.12)
∆uj = e
−ψj in ΩT .(3.13)
We proceed to derive a priori estimates for the sequence of approximate solutions {u˜j, uj , ψj}.
Proposition 3.1. We have
(3.14) max
0≤t≤T
∫
Ω
(
e2ψj(x,t) + e−ψj(x,t)
)
dx+
∫
ΩT
(
∆e3ψj
)2
dxdt + τ
∫
ΩT
e3ψj |∇ψj|2 dxdt ≤ c.
Here and in what follows c is a positive number that depends only on the given data.
Proof. Take the Laplacian of both sides of (3.1) and substitute (3.2) into the resulting equa-
tion to obtain
(3.15)
e−ψk − e−ψk−1
τ
−∆2e3ψk + τ∆ψk = 0 in Ω.
Multiply through the above equation by
(
e3ψk − (b1j(x))−3
)
and integrate the resulting equa-
tion over Ω to yield
∫
Ω
e−ψk − e−ψk−1
τ
(
e3ψk − (b1j(x))−3
)
dx
−
∫
Ω
∆2e3ψk
(
e3ψk − (b1j(x))−3
)
dx+ τ
∫
Ω
∆ψk
(
e3ψk − (b1j(x))−3
)
dx = 0.(3.16)
We estimate each integral on the left-hand side of the above equation. We begin with the
first integral. This will be done via an application of (L3) as follows:
∫
Ω
e−ψk − e−ψk−1
τ
(
e3ψk − (b1j(x))−3
)
dx
=
∫
Ω
e−ψk − e−ψk−1
τ
e3ψk dx−
∫
Ω
e−ψk − e−ψk−1
τ
(b1j(x))
−3
dx
≤ −1
2
∫
Ω
e2ψk − e2ψk−1
τ
dx−
∫
Ω
e−ψk − e−ψk−1
τ
(b1j(x))
−3
dx.(3.17)
To estimate the second integral, we first observe from (3.1) and (3.4) that
(3.18) ∆e3ψk |∂Ω= −τ ln b1j(x).
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Keeping this in mind, we compute
−
∫
Ω
∆2e3ψk
(
e3ψk − (b1j(x))−3
)
dx
=
∫
Ω
∇ (∆e3ψk + τ ln b1j(x))∇ (e3ψk − (b1j(x))−3) dx
−τ
∫
Ω
∇ ln b1j(x)∇
(
e3ψk − (b1j(x))−3
)
dx
= −
∫
Ω
(
∆e3ψk + τ ln b1j(x)
)
∆
(
e3ψk − (b1j(x))−3
)
dx
+τ
∫
Ω
∆ ln b1j(x)
(
e3ψk − (b1j(x))−3
)
dx
≤ −c
∫
Ω
(
∆e3ψk
)2
dx+ ε
∫
Ω
(
e3ψk
)2
dx+ c(ε), ε > 0.(3.19)
The Carderon-Zygmund inequality implies
(3.20) ‖e3ψk‖2W 2,2(Ω) ≤ c
∫
Ω
(
∆e3ψk
)2
dx+ c‖b1j(x)‖2W 2,2(Ω) ≤ c
∫
Ω
(
∆e3ψk
)2
dx+ c.
Using this in (3.19) and then choosing ε sufficiently small, we arrive at
(3.21) −
∫
Ω
∆2e3ψk
(
e3ψk − (b1j(x))−3
)
dx ≤ −c
∫
Ω
(
∆e3ψk
)2
dx+ c.
Now we have reached the last integral in (3.16). For this, we have
τ
∫
Ω
∆ψk
(
e3ψk − (b1j(x))−3
)
dx
= −τ
∫
Ω
∇ψk∇
(
e3ψk − (b1j(x))−3
)
dx
= −τ
∫
Ω
∇ψk∇e3ψk dx+ τ
∫
Ω
∇ (ψk + ln b1j(x))∇(b1j(x))−3 dx
−τ
∫
Ω
∇ ln b1j(x)∇(b1j(x))−3 dx
≤ −3τ
∫
Ω
e3ψk |∇ψk|2 dx− τ
∫
Ω
(ψk + ln b1j(x))∆(b1j(x))
−3
dx+ c
≤ −3τ
∫
Ω
e3ψk |∇ψk|2 dx+
∫
Ω
(ψk)
2
dx+ c.(3.22)
Using (3.17), (3.21), and (3.22) in (3.16), multiplying through the resulting inequality by
−1, we deduce
1
2
∫
Ω
e2ψk − e2ψk−1
τ
dx+
∫
Ω
e−ψk − e−ψk−1
τ
(b1j(x))
−3
dx
+
∫
Ω
(
∆e3ψk
)2
dx+ τ
∫
Ω
e3ψk |∇ψk|2 dx
≤ c
∫
Ω
(ψk)
2
dx+ c.(3.23)
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Multiply through this inequality by τ and sum up the resulting inequality over k to derive∫
Ω
(
e2ψj + e−ψj
)
dx+
∫
Ωs
(
∆e3ψj
)2
dx dt
+τ
∫
Ωs
e3ψj |∇ψj |2 dx dt
≤ c
∫
Ωs
(
ψj
)2
dx dt+ c.(3.24)
Here we have used the assumption (3.5). It is not difficult to see that the above inequality
holds for each s ∈ (0, T ]. We easily conclude that there is a positive number K such that
e2s + e−s +K ≥ s2 for each s ∈ R.
That is,
(3.25)
∫
Ω
(
ψj
)2
dx ≤
∫
Ω
(
e2ψj + e−ψj
)
dx+ c.
Using this in (3.24), we deduce
(3.26)
∫
Ω
(
e2ψj + e−ψj
)
dx ≤ c
∫
Ωs
(
e2ψj + e−ψj
)
dx dt+ c.
An application of Gronwall’s inequality yields the proposition. The proof is complete. 
Note that we cannot mimic the calculations leading to (1.23) to prove this proposition.
Proposition 3.2. There holds
(3.27) max
0≤t≤T
∫
Ω
|∇uj |2 dx+
∫
ΩT
|∇eψj |2 dxdt− τ
∫
{ψj≤0}
ψje
−ψj dxdt ≤ c.
Obviously, this proposition is the discretized version of (1.28).
Proof. Multiply through (3.1) by ∆uk and then integrate over Ω to obtain
(3.28)
∫
Ω
uk − uk−1
τ
∆uk dx−
∫
Ω
∆e3ψk∆uk dx+ τ
∫
Ω
ψk∆uk dx = 0.
Note that
(3.29) (uk − uk−1) |∂Ω= 0.
The first integral in (3.28) can be estimated as follows:∫
Ω
uk − uk−1
τ
∆uk dx = −
∫
Ω
∇uk −∇uk−1
τ
· ∇uk dx
≤ − 1
2τ
∫
Ω
(|∇uk|2 − |∇uk−1|2) dx.(3.30)
ANALYTIC VALIDATION OF A CONTINUUM MODEL 17
Recalling (3.2), we compute the second integral in (3.28) as follows:
−
∫
Ω
∆e3ψk∆uk dx = −
∫
Ω
∆e3ψke−ψk dx
= −
∫
Ω
∆
(
e3ψk − (b1j(x))−3
)
e−ψk dx−
∫
Ω
∆(b1j(x))
−3
e−ψk dx
=
∫
Ω
∇ (e3ψk − (b1j(x))−3)∇e−ψk dx
−
∫
Ω
∆(b1j(x))
−3 (
e−ψk − b1j(x)
)
dx
−
∫
Ω
∆(b1j(x))
−3
b1j(x) dx
= −3
∫
Ω
e2ψk |∇ψk|2 dx−
∫
Ω
∇(b1j(x))−3∇e−ψk dx
+
∫
Ω
∇(b1j(x))−3∇
(
e−ψk − b1j(x)
)
dx
−
∫
Ω
∆(b1j(x))
−3
b1j(x) dx ≤ −3
∫
Ω
|∇eψk |2 dx+ c.(3.31)
Use (3.31) and (3.30) in (3.28) and multiply through the resulting equation by −1 to derive
(3.32)
1
2τ
∫
Ω
(|∇uk|2 − |∇uk−1|2) dx+ 3
∫
Ω
|∇eψk |2 dx− τ∫
Ω
ψke
−ψkdx ≤ c.
Multiplying through the above inequality by τ , summing up the resulting one over k, and
taking a note of the fact that
ψje
−ψj ≤ e−1 on the set where ψj ≥ 0,
we obtain the proposition. 
Now we are ready to present the next proposition.
Proposition 3.3. We have
(3.33) max
0≤t≤T
∫
Ω
(∂tu˜j)
2
dx+
∫
ΩT
(∂tρ˜j)
2
dxdt ≤ c.
Proof. First we claim
(3.34)
∫
Ω
(
u1 − u0j(x)
τ
)2
dx ≤ c.
To see this, we let k = 1 in (3.1) to obtain
(3.35)
u1 − u0j(x)
τ
−∆e3ψ1 + τψ1 = 0 on Ω.
Multiply through this equation by
u1−u0j(x)
τ
and integrate the resulting equation over Ω to
deduce
(3.36)
∫
Ω
(
u1 − u0j(x)
τ
)2
dx−
∫
Ω
∆e3ψ1
u1 − u0j(x)
τ
dx+ τ
∫
Ω
ψ1
u1 − u0j(x)
τ
dx = 0.
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Note that ∫
Ω
∆e3ψ1
u1 − u0j(x)
τ
dx =
∫
Ω
∆
(
e3ψ1 − e3ψ0) u1 − u0j(x)
τ
dx
+
∫
Ω
∆e3ψ0
u1 − u0j(x)
τ
dx
=
∫
Ω
(
e3ψ1 − e3ψ0)∆u1 − u0j(x)
τ
dx
+
∫
Ω
∆(b1j(x))
−3u1 − u0j(x)
τ
dx
≤ 1
τ
∫
Ω
(
e3ψ1 − e3ψ0) (e−ψ1 − e−ψ0) dx
+ε
∫
Ω
(
u1 − u0j(x)
τ
)2
dx+ c(ε)
≤ ε
∫
Ω
(
u1 − u0j(x)
τ
)2
dx+ c(ε), ε > 0.(3.37)
Here we have used the fact that(
e3ψ1 − e3ψ0) (e−ψ1 − e−ψ0) ≤ 0.
By Proposition 3.1 and (3.25), we have
∣∣∣∣τ
∫
Ω
ψ1
u1 − u0j(x)
τ
dx
∣∣∣∣ ≤ ε
∫
Ω
(
u1 − u0j(x)
τ
)2
dx+ c(ε)τ 2
∫
Ω
(ψ1)
2
dx
≤ ε
∫
Ω
(
u1 − u0j(x)
τ
)2
dx+ c(ε).(3.38)
Our claim is an easy consequence of (3.36), (3.37), and (3.38).
For k = 2, 3, · · · , j, we derive from (3.1) that
(3.39)
1
τ
(
uk − uk−1
τ
− uk−1 − uk−2
τ
)
−∆
(
e3ψk − e3ψk−1
τ
)
+ (ψk − ψk−1) = 0 in Ω.
Multiply through this equation by
uk−uk−1
τ
and integrate the resulting equation over Ω to
obtain
1
τ
∫
Ω
(
uk − uk−1
τ
− uk−1 − uk−2
τ
)
uk − uk−1
τ
dx
−
∫
Ω
∆
(
e3ψk − e3ψk−1
τ
)
uk − uk−1
τ
dx+
∫
Ω
uk − uk−1
τ
(ψk − ψk−1) dx = 0.(3.40)
Note that (
e3ψk − e3ψk−1) |∂Ω= (uk − uk−1) |∂Ω= 0.
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The second integral on the left-hand side of (3.40) can be evaluated from (L4) as follows:
−
∫
Ω
∆
(
e3ψk − e3ψk−1
τ
)
uk − uk−1
τ
dx
= −
∫
Ω
(
e3ψk − e3ψk−1
τ
)
∆
(
uk − uk−1
τ
)
dx
= −
∫
Ω
(
e3ψk − e3ψk−1
τ
)(
e−ψk − e−ψk−1
τ
)
dx
≥ 3
∫
Ω
(
eψk − eψk−1
τ
)2
dx.(3.41)
Invoking Proposition 3.1 and (3.25), we have∣∣∣∣
∫
Ω
uk − uk−1
τ
(ψk − ψk−1) dx
∣∣∣∣ ≤
∫
Ω
(
uk − uk−1
τ
)2
dx+ c
∫
Ω
(ψk − ψk−1)2 dx
≤
∫
Ω
(
uk − uk−1
τ
)2
dx+ c.(3.42)
Using (3.41) and (3.42) in (3.40) yields
1
2τ
∫
Ω
((
uk − uk−1
τ
)2
−
(
uk−1 − uk−2
τ
)2)
dx
+3
∫
Ω
(
eψk − eψk−1
τ
)2
dx ≤
∫
Ω
(
uk − uk−1
τ
)2
dx+ c..(3.43)
Multiply through the inequality by τ , sum up the resulting inequality over k, and thereby
derive
(3.44)
1
2
∫
Ω
(∂tu˜j)
2
dx+ 3
∫
Ωs
(∂tρ˜j)
2
dx dt ≤
∫
Ωs
(∂tu˜j)
2
dx dt+ c.
An application of Gronwall’s inequality establishes the desired result. 
In summary, we have:
Proposition 3.4. There hold:
(C1) the sequence {ρj3} is bounded in L∞(0, T ;W 2,2(Ω));
(C2) {u˜j} and {ρ˜j} are both bounded in W 1,2(ΩT ).
Proof. (C1) is an easy consequence of the preceding proposition and the equation
(3.45) ∆e3ψj =
∂u˜j
∂t
+ τψj in ΩT .
To see that {ρ˜j} is bounded in W 1,2(ΩT ), we estimate
ρ˜j
2(x, s)− ρ20(x) =
∫ s
0
∂
∂t
ρ˜j
2(x, t) dt = 2
∫ s
0
ρ˜j(x, t)
∂
∂t
ρ˜j(x, t) dt
≤
∫ s
0
ρ˜j
2(x, t) dt+
∫ s
0
(
∂
∂t
ρ˜j(x, t)
)2
dt.
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Integrate this inequality over Ω and then apply Gronwall’s inequality to obtain
(3.46) max
0≤t≤T
∫
Ω
|ρ˜j|2 dx ≤ c.
Next we compute∫
ΩT
|∇ρ˜j|2 dxdt
=
j∑
k=1
∫ tk
tk−1
∫
Ω
∣∣∣∣t− tkτ ∇eψk + (1− t− tkτ )∇eψk−1
∣∣∣∣
2
dxdt
≤
j∑
k=1
∫ tk
tk−1
[
t− tk
τ
∫
Ω
∣∣∇eψk ∣∣2 dx+ (1− t− tk
τ
)
∫
Ω
∣∣∇eψk−1∣∣2 dx] dt
=
j∑
k=1
τ
[∫
Ω
∣∣∇eψk ∣∣2 dx+ ∫
Ω
∣∣∇eψk−1∣∣2 dx]
≤ c
[
2
∫
ΩT
∣∣∣∇eψj ∣∣∣2 dxdt+ τ ∫
Ω
∣∣∇eψ0∣∣2 dx] ≤ c.
The last step is due to Proposition 3.2. The proof of the boundedness of {u˜j} in W 1,2(ΩT )
is entirely similar. The proof is completed. 
Proposition 3.5. We have:
(R1) {uj} and {ρj} are both precompact in L2(ΩT );
(R2) the sequence {ρj3} is precompact in L2(0, T ;W 1,2(Ω)).
Proof. For t ∈ (tk−1, tk], we calculate from (3.6) and (3.7) that
u˜j(x, t)− uj(x, t) = t− tk
τ
(uk − uk−1)
= (t− tk) ∂
∂t
u˜j(x, t).
Consequently, we derive, with the aid of Proposition 3.3, that
(3.47)
∫
Ω
(u˜j(x, t)− uj(x, t))2 dx ≤ τ 2
∫
Ω
(
∂
∂t
u˜j(x, t)
)2
dx ≤ cτ 2, t ∈ (tk−1, tk].
Similarly, we have∫
ΩT
|ρ˜j − ρj |2dxdt =
j∑
k=1
∫ tk
tk−1
(t− tk)2
∫
Ω
(
eψk − eψk−1
τ
)2
dxdt
=
j∑
k=1
τ 3
∫
Ω
(
∂
∂t
ρ˜j
)2
dx
= τ 2
∫
ΩT
(
∂
∂t
ρ˜j
)2
dxdt ≤ cτ 2.(3.48)
This implies (C1).
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We can infer from (C1) and (R1) that {ρj3} is precompact in L2(ΩT )). Then we compute∫
ΩT
|∇(ρj3 − ρ3i )|2 dxdt =
∫
ΩT
(∆e3ψj −∆e3ψi)(ρj3 − ρ3i ) dxdt
≤ c
(∫
ΩT
(ρj
3 − ρ3i )2 dxdt
) 1
2
(3.49)
for each i, j. This implies the desired result.

We are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Passing to subsequences if necessary, we may assume
u˜j ⇀ u weakly in W
1,2(ΩT ) and strongly in L
2(ΩT ),(3.50)
ρ˜j ⇀ ρ weakly in W
1,2(ΩT ) and strongly in L
2(ΩT ).(3.51)
In view of (3.47) and (3.48), we immediately have
ρj ⇀ ρ weakly in L
2(0, T ;W 1,2(Ω)) and strongly in L2(ΩT ),
and therefore a.e. on ΩT (pass to a further subsequence if need be),(3.52)
ρj
3 → ρ3 weakly in L2(0, T ;W 2,2(Ω))
and stronly in L2(0, T ;W 1,2(Ω)) ,(3.53)
uj ⇀ u weakly in L
2(0, T ;W 1,2(Ω)), strongly in L2(ΩT ),
and a.e. on ΩT .(3.54)
Proposition 3.1 also asserts that
(3.55) ψj ⇀ ψ weakly in L
p(ΩT ) for each p > 1.
Thus we can easily pass to the limit in (3.12) to obtain
(3.56) ∂tu = ∆ρ
3 a.e on ΩT .
The key question to our development is how to justify passing to the limit in (3.13). The
difficulty lies in the fact that we do not have enough controls over the sequence { 1ρj }. In
fact, we only have an L1 bound for the sequence (Proposition 3.1). With the aid of Fatou’s
Lemma, we deduce from Proposition 3.1 that∫
ΩT
1
ρ
dxdt ≤ lim inf
j→∞
∫
ΩT
1
ρj
dxdt ≤ c.
Therefore, the set
A0 = {(x, t) ∈ ΩT : ρ(x, t) = 0}
has Lebesque measure 0. This combined with (3.52) asserts that
(3.57)
1
ρj
→ 1
ρ
a.e. on ΩT .
Recall (3.13) to obtain
(3.58) ∆uj → 1
ρ
a.e. on ΩT .
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Observe from Proposition 3.2 that
(3.59) the sequence {∆uj} is bounded in L2(0, T ;W−1,2(Ω)).
Hence we have
(3.60) ∆uj ⇀ ∆u ≡ µ weakly in both M(ΩT ) and L2 (0, T ;W−1,2(Ω)).
The key issue is: do we have
∆u = µ =
1
ρ
?
The following proposition addresses this issue.
Proposition 3.6. The restriction of µ to the set ΩT \ A0 is a function. This function is
exactly 1
ρ
. That is, the Lebesgue decomposition of µ with respect to the Lebesgue measure is
1
ρ
+ νs, where νs is a measure supported in A0, and we have
(3.61)
1
ρ
= µ on the set ΩT \ A0.
Proof. The proof is almost identical to that in [13]. For the reader’s convenience, we
reproduce it here. Keep in mind that since µ ∈ L2 (0, T ;W−1,2(Ω)) each function in
L2
(
0, T ;W 1,20 (Ω)
)
is µ-measurable, and thus it is well-defined except on a set of µ mea-
sure 0. Furthermore,
∫ T
0
〈µ, v〉 dt = ∫
ΩT
v dµ for each v ∈ L2 (0, T ;W 1,20 (Ω)), where 〈·, ·〉
denotes the duality pairing between L2(0, T ;W−1,2(Ω)) and L2(0, T ;W 1,20 (Ω)). For ε > 0 let
θε be a smooth function on R having the properties
θε(s) =
{
1 if s ≥ 2ε,
0 if s ≤ ε and
0 ≤ θε ≤ 1 on R.
Then it is easy to verify from (3.53) that we still have
(3.62) θε(ρj
3)→ θε(ρ3) strongly in L2(0, T ;W 1,2(Ω)).
Pick a function ξ from C∞(RN ×R) with ξ |ΣT= 0. Multiply through (3.13) by ξ θε(ρj3) and
integrate the resulting equation over Ω to obtain
(3.63)
∫
ΩT
∆ujθε(ρj
3) ξ dxdt =
∫
ΩT
1
ρj
θε(ρj
3) ξ dxdt.
For each fixed ε the sequence { 1ρj θε(ρj
3)} is bounded in L∞(ΩT ). This, along with (3.52),
gives ∫
ΩT
1
ρj
θε(ρj
3) ξ dxdt→
∫
ΩT
θε(ρ
3)
1
ρ
ξ dxdt.
Observe from (3.62) and (3.60) that
(3.64)
∫
ΩT
∆uj θε(ρj
3) ξ dxdt =
∫ T
0
〈∆uj, θε(ρj3) ξ〉 dt→
∫
ΩT
θε(ρ
3) ξ dµ.
Taking j →∞ in (3.63) yields
(3.65)
∫
ΩT
θε(ρ
3) ξ dµ =
∫
ΩT
θε(ρ
3)
1
ρ
ξ dxdt.
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Remember that ρ3 ∈ L∞ (0, T ;W 2,2(Ω)), and thus it is well-defined except on a set of µ
measure 0. We can easily conclude from the definition of θε that {θε(ρ3)} converges every-
where on the set where ρ is defined as ε→ 0. With the aid of the Dominated Convergence
Theorem, we can take ε→ 0 in (3.65) to obtain
∫
ΩT \A0
ξ dµ =
∫
ΩT \A0
1
ρ
ξ dxdt.
This is true for every ξ ∈ C∞(RN × R) with ξ |ΣT= 0, which means
(3.66) µ =
1
ρ
on ΩT \ A0.
The proof is complete. 
With Proposition 3.6, we have concluded the proof of Theorem 1.1. 
Proof of Theorem 1.2. Let ξ be a function in C∞(RN × R) with the properties
ξ = 0 on ΣT and ξ ≥ 0 on ΩT .
We multiply each term in (3.15) by e3ψkξ and integrate the resulting equation over Ω to
obtain
(3.67)
∫
Ω
e−ψk − e−ψk−1
τ
e3ψkξ dx−
∫
Ω
∆2e3ψke3ψkξ dx+ τ
∫
Ω
∆ψke
3ψkξ dx = 0.
Note that
(
e−ψk − e−ψk−1) e2ψk ≤ ∫ e−ψk
e
−ψk−1
s−2ds
= − (eψk − eψk−1) .(3.68)
Keeping in mind (3.18), we calculate
−
∫
Ω
∆2e3ψke3ψkξ dx
=
∫
Ω
∇ (∆e3ψk + τ ln b1j(x))∇ (e3ψkξ) dx
−τ
∫
Ω
∇ ln b1j(x)∇
(
e3ψkξ
)
dx
= −
∫
Ω
(
∆e3ψk + τ ln b1j(x)
)
∆
(
e3ψkξ
)
dx
+τ
∫
Ω
(∆ ln b1j(x)) e
3ψkξ dx.(3.69)
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Use (3.68) and (3.69) in (3.67), multiply through the resulting equation by −τ , and sum up
over k to obtain∫
ΩT
∂tρ˜jρjξdxdt+
∫
ΩT
(
∆ρj
3
)2
ξdxdt
+
∫
ΩT
∆ρj
3
(
2∇ρj3∇ξ + ρj3∆ξ
)
dxdt
≤ −τ
∫
ΩT
∇ψj∇
(
e3ψjξ
)
dxdt− τ
∫
ΩT
∇ ln b1j(x)∆
(
e3ψjξ
)
dxdt
+τ
∫
ΩT
∆(ln b1j(x)) e
3ψjξdxdt.(3.70)
We estimate from Proposition 3.1 that
−τ
∫
ΩT
∇ψj∇
(
e3ψjξ
)
dxdt
≤ −τ
∫
ΩT
e3ψj∇ψj∇ξdxdt
≤ √τ
(
τ
∫
ΩT
e3ψj |∇ψj |2dxdt
) 1
2
(∫
ΩT
e3ψj |∇ξ|2dxdt
) 1
2
≤ c√τ
(∫
ΩT
e3ψj |∇ξ|2dxdt
) 1
2
.(3.71)
Use this in (3.70) and take τ → 0 (or equivalently, j → ∞ ) in the resulting inequality to
obtain ∫
ΩT
∂tρρξdxdt+
∫
ΩT
(
∆ρ3
)2
ξdxdt
+
∫
ΩT
∆ρ3
(
2∇ρ3∇ξ + ρ3∆ξ) dxdt ≤ 0.(3.72)
Here we have used the fact that the norm in a Banach space is weakly lower semi-continuous,
i.e.,
(3.73) lim inf
j→∞
∫
ΩT
(
∆ρj
3
)2
ξdxdt ≥
∫
ΩT
(
∆ρ3
)2
ξdxdt.
We conclude (1.51) from (3.72). This completes the proof of Theorem 1.2. 
If {ρj3} is precompact in L2(0, T ;W 2,2(Ω)), then we can easily show that the equality in
(1.51) holds. This does not seem likely because the sequence {ρj3} is not bounded away
from 0 below uniformly.
If the space dimension is 1, then ρ3 is continuous on ΩT . Unfortunately, our approximate
solutions ρj
3 are not continuous in the t-variable. It is natural to ask if we can construct
a sequence of approximate solutions that are Ho¨lder continuous on ΩT . In this regard, one
immediately thinks of the sequence {ρ˜j}. However, it does not seem possible that we can
show the sequence {ρ˜j3} is bounded in W 1,2(ΩT )∩ L∞(0, T ;W 2,2(Ω)). It turns out that the
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sequence {σ˜j} defined by
(3.74) σ˜j(x, t) =
t− tk−1
τ
ρ3k(x) +
tk − t
τ
ρ3k−1, t ∈ (tk−1, tk]
will do the trick. To see this, we derive from (C1) that
(3.75) ‖ρj3‖∞ ≤ c, ‖∂xρj3‖∞ ≤ c.
It immediately follows from (C1) that
(3.76) {σ˜j} is bounded in L∞(0, T : W 2,2(Ω)).
For t ∈ (tk−1, tk] we compute
(3.77) ∂tσ˜j =
1
τ
(ρk
3 − ρ3k−1) =
ρk − ρk−1
τ
(ρk
2 + ρkρk−1 + ρ
2
k−1),
from whence follows
(3.78) |∂tσ˜j | ≤ 3|∂tρ˜j |‖ρj‖2∞.
This together with (C2) and (3.75) implies that
(3.79) {σ˜j} is bounded in W 1,2(ΩT ).
Now we are in a position to use Lemma 2.2, from which we calculate for t ∈ (tk−1, tk] that∣∣σ˜j − ρj3∣∣ =
∣∣∣∣t− tkτ (ρk3 − ρ3k−1)
∣∣∣∣
=
∣∣∣∣t− tkτ (σ˜j(x, tk)− σ˜j(x, tk−1)
∣∣∣∣
≤ cτ 14 .(3.80)
Subsequently, we have
(3.81) {σ˜j} converges uniformly to ρ3 on ΩT .
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