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Introduction
Rare genetic diseases affect 7 million infants born every year worldwide 1 . Exome or genome sequencing is now entering clinical practice in aid of the identification of molecular causes of highly penetrant genetic diseases, and in particular Mendelian disorders (genetic diseases caused by pathogenic variants in a single gene [2] [3] [4] ). In a Mendelian context, typically one or two of the patient's genetic variants in a single gene are causative of the patient's disease. After following standard variant filtering procedures, a typical singleton patient exome contains 200-500 rare functional variants 5 . Identifying causative variants is therefore very time-consuming, as investigating each variant and deciding whether or not it is causative can take up to an hour 6 .
Various approaches are in development to accelerate this process [7] [8] [9] [10] . Identifying causative variants can be greatly accelerated if the patient's genome contains a previously reported pathogenic variant that partly or fully explains their phenotype. The American College of Medical Genetics (ACMG) guidelines for the interpretation of sequence variants recommend variant annotation using databases of reported pathogenic variants 11 .
The rapidly growing literature on human genetic diseases 12 , the costly process of manual variant curation 13 , and improved computational access to the full text of primary literature 14, 15 serve to incentivize automatic variant curation. Creating a variant database from the primary literature involves finding variant descriptions (such as "c.123A>G"), linking them to a transcript of the correct gene mention, and converting them to genomic coordinates (chromosome, position, reference and alternative alleles) so they can be readily intersected with any patient variants.
Previous work on automatic variant discovery in the literature has largely focused on finding variant descriptions in paper titles and abstracts with high accuracy without converting the discovered variants to genomic coordinates [16] [17] [18] [19] [20] [21] [22] . Previous automatic variant curation tools have also focused on mapping variant mentions to dbSNP 23 variant identifiers (rsIDs). Mapping textual variant descriptions directly to reference genome coordinates requires significant effort, and has thus far largely been left to manually curated databases such as HGMD 24 and ClinVar 25 , which devote many thousands of wo/man-hours to the task of collecting genetic variants from either the scientific literature or clinical laboratories.
The recently started ClinGen project has proposed to "develop machine-learning algorithms to improve the throughput of variant interpretation" 26 and note that a rate limiting factor for clinical use of variant information is the lack of openly accessible knowledgebases capturing genetic variants. We posed the question as to whether manual variant curation to genome coordinates can be accelerated with the help of machine learning approaches by first training an automatic curation system on a sample of manually curated variants (from ClinVar and HGMD), and then applying the trained system to the entire body of PubMed indexed literature for automatic curation of published variants. AVADA (Automatically curated VAriant DAtabase), our automated variant extractor, identifies variants in genetic disease literature and converts all detected variants into a database of genomic (GRCh37/hg19) coordinates, reference and alternative alleles. We show that AVADA improves on the state of the art in automated variant extraction, by comparing it to tmVar 2.0 27 , a best-in-class tool used to harvest variants from PubMed abstracts. Combining the free ClinVar and AVADA variant databases, we find that we can recover a significant fraction of diagnostic disease-causing variants in a cohort of 245 patients with Mendelian diseases.
Materials and Methods

Identification of relevant literature
PubMed is a database containing titles and abstracts of biomedical articles, only a subset of which contain descriptions of variants that cause human genetic disease. A document classifier is a machine learning classifier that takes as its input arbitrary text and classifies it as "positive"
(here, meaning an article about genetic disease) or "negative" (otherwise). We trained a scikit- Table 2 ). The articles used to construct AVADA are from a variety of journals, which are similar to the journals targeted by HGMD to curate its variants (9 out of the top 10 journals being the same between AVADA and HGMD; Figure 3A ,B). 
AVADA is 72% precise
To estimate the precision (the fraction of extracted variants that are correctly extracted), 100 distinct random variants mapped to genomic coordinates by AVADA were manually examined.
AVADA variants were manually counted as true extractions whenever the scientist reading the paper (using all lines of evidence in the paper such as Sanger sequencing reads, UCSC genome browser shots etc.) independently mapped the paper's variant mention to the same genomic coordinates as AVADA. Of the 100 distinct random variants, 72% were extracted and mapped to the correct genomic position in GRCh37/hg19 coordinates without error by AVADA (Supplementary Table S2 ).
AVADA recovers nearly 60% of disease-causing HGMD variants directly from the primary literature
We compared AVADA to HGMD and ClinVar versions with synchronized time stamps (Supplementary Methods). 85,888 AVADA variants coincided with variants marked as diseasecausing ("DM") in HGMD, corresponding to 61% of all disease-causing variants in HGMD.
From this set of 85,888 AVADA variants, we selected 100 random variants and manually verified that the genomic coordinates (chromosome, position, reference and alternative alleles)
were correctly extracted and the variant was reported as disease-causing in 97% of them (Supplementary Table S3 ). Thus, we infer that AVADA contains 59% of all disease-causing variants identified by HGMD.
We compared AVADA's performance to the best previously published automatic variant curation tool, tmVar 2. Table S4 ).
Diagnosis of patients with Mendelian diseases using AVADA
We analyzed the accuracy of patient variant annotation with AVADA, tmVar, ClinVar and HGMD using a set of 245 patients from the Deciphering Developmental Disorders 38 (DDD) study, harboring 260 causative variants reported by the original DDD study. De-identified DDD data were obtained from EGA 39 study number EGAS00001000775 (Supplementary Methods).
The DDD study is a large-scale sequencing study in which children affected with developmental disorders were sequenced in search of a molecular diagnosis. Disease-causing variants reported in DDD were obtained from Supplementary Table 4 in reference 38 .
Sensitivity of variant annotation using AVADA, tmVar, HGMD and ClinVar
The more complete a variant database is, the higher its sensitivity when annotating patient genomes and the higher the likelihood of finding a causative variant in the patient's genome. We Table S5 ).
Only 20 variants reported to be causative by the DDD study were listed in ClinVar and ascribed a pathogenicity level of "pathogenic" or "likely pathogenic". 43 variants were in HGMD, reported as "DM" (disease-causing). tmVar 2.0 contained 13 causative variants (Supplementary Table S6 ). AVADA and ClinVar together contained 41 causative variants. All of tmVar's variants were either in AVADA or ClinVar. Thus, combining the free variant databases AVADA and ClinVar resulted in our annotating almost as many causative variants as are listed in HGMD.
Combining all three databases yielded 51 variants ( Figure 3D ).
Discussion
We present AVADA, an automated approach to constructing a highly penetrant variant database 
Web resources
All code for automatic variant curation with AVADA, as well as the automatically curated variants database presented here, will be available upon publication for non-commercial use at http://bejerano.stanford.edu/AVADA. Tables   Table 1   HGVS(-like) 
Supplementary Methods
Variant Extraction Directly from Primary Literature
Download of literature
Articles were identified as potentially relevant based upon title and abstract in PubMed as previously described 9 . Briefly, all 25,793,020 available titles and abstracts from PubMed were downloaded. Subsequently, we trained a scikit-learn 28 
Identification of relevant articles based on the full text of articles
We created a full-text classifier that assigns a score between 0 and 1 to each downloaded article, 
Identifying candidate gene mentions in full text
Identification of candidate genes in full text was performed as previously described 9 . Briefly, a list of 188,975 gene and protein names was compiled from HGNC 35 and UniProt 51 . Gene and protein names in this list were matched to word groups in the PDF text. Extractions were supplemented by PubTator 52 gene extractions where available by matching gene names deposited in PubTator for a particular article to words occurring in that article.
Identifying candidate variant descriptions in full text
Candidate variant descriptions in Human Genome Variation Society (HGVS) or HGVS-like notation 53 were identified using 47 regular expressions (Supplementary Table S1 and   Supplementary Table S7 ). We partition mentioned variants into 3 broad categories: cDNA variants ("c." variants, such as "c.123T>C"), protein variants ("p." variants such as "p.T34Y") and splicing variants ("c." variants with a position and an offset, such as "c.123-2A>G" or "IVS" variants, such as "IVS4-2A>G"). Variant descriptions generally consist of a subset of the following components: variant type (cDNA, protein, splicing), position of the variant relative to the given transcript, reference nucleotide or amino acid, mutated nucleotide or amino acid, and type of genetic event (deletion, insertion, …). Using regular expression matching groups, information about all of these components is saved for each identified variant.
To create Figure 1 , when counting the number of variant descriptions in articles, we removed all non-alphanumeric characters from variant descriptions because inconsistencies throughout the article with respect to spacing and parentheses used can otherwise lead to double-counting variant descriptions. Table S8 ).
Mapping variants to candidate genes
 An alphanumeric character is a character in the ranges a-z, A-Z, and 0-9.
 A 2D position of a description in a PDF file consists of a page number and x and y coordinates of the mention on the page.
 A word position of a description in a PDF file consists of a single integer that gives the index of a word in the PDF document that contains the description.
 The Euclidean distance of two mentions associated with x and y coordinates (x1, y1) and 
Variant types contained in AVADA
To count the fractions of variant types contained in AVADA, each variant was assigned one of the types "missense" (single nucleotide variants changing an amino acid in the mapped gene), "nonframeshift" (insertion, deletion and indel variants adding a multiple of 3 nucleotides to a coding exon), "frameshift" (all other insertion, deletion and indel variants in coding exons),
"splicing" (splice-site variants), "stopgain" (single nucleotide variants changing an amino acid codon in a coding exon to a stop codon) and "stoploss" (single nucleotide variants changing a stop codon to an amino acid codon) by automatically analyzing the effect of the variant on the mapped transcript. Variants of all types were summed, and fractions of variant types were calculated as the number of variants of a particular type over the total number of variants of all types in AVADA.
Variant types contained in ClinVar and HGMD
To generate fractions of variant types in HGMD and ClinVar, variants in these databases were annotated with semantic effect using ANNOVAR 55 . All HGMD or ClinVar variants that had a missense, stoploss, stopgain, splice-site, frameshift or nonframeshift effect in ENSEMBL 36 
