Let M (n, d) be the maximum size of a permutation array on n symbols with pairwise Hamming distance at least d. In this paper we study permutation arrays produced by applying the contraction operation [2] to the groups AGL(1, q) and P GL(2, q) for a prime power q satisfying q ≡ 1 (mod 3). We introduce contraction graphs and show that they have large independent sets. We obtain the following lower bounds
Introduction

Notation and General Background
We consider permutations on a set Ω of size n. Given two such permutations π and σ, we let hd(π, σ) = |{x ∈ Ω : π(x) = σ(x)}|, so hd(π, σ) is the number of elements of Ω at which π and σ disagree. When hd(π, σ) = d, we say that π and σ and are at Hamming distance d, or that the Hamming distance between π and σ is d. A permutation array A is set of permutations on Ω. We say that hd(A) = d if d = min{hd(π, σ) : π, σ ∈ A}. For positive integers n and d with d ≤ n we let M (n, d) be the maximum number of permutations in any permutation array A satisfying hd(A) ≥ d.
Consider a fixed ordering x 1 , x 2 , · · · , x n of the elements of Ω. The image string of the permutation σ ∈ A is the string σ(x 1 )σ(x 2 ) · · · σ(x n ). Thus the permutation array A can also be regarded as an |A| × n matrix whose rows are the image strings of the permutations in A. When hd(A) = d, any two rows of A disagree in at least d positions and some pair of rows disagree in exactly d positions.
The study of permutation arrays began (to our knowledge) with the papers [9] and [13] , where good bounds on M (n, d) (together with other results) were developed based on combinatorial methods, motivated by the Gilbert-Varshamov bounds for binary codes. In recent years
In this paper we obtain new lower bounds on M (n, d) for n and d near a prime power. Previous results of this kind are given in [8] where it is shown that for n = 2 k with n ≡ 1(mod 3) we have M (n, n − 3) ≥ (n + 2)n(n − 1) and M (n, n − 4) ≥
Contraction
Consider a permutation array A acting on a set Ω = {x 1 , x 2 , · · · , x n } of size n, where the elements of Ω are ordered by their subscripts. We distinguish some element, say x n , by renaming it F . Thus the image string of any element σ ∈ A will be σ(x 1 )σ(x 2 ) · · · σ(F ), and we say that σ(x i ) occurs in position or coordinate x i of the string. Now for any π ∈ A, define the permutation π on Ω by
otherwise.
Thus the image string of π is obtained from the image string of π by interchanging the symbols F and π(F ) if π(F ) = F , while π = π if and only if π(F ) = F . In either case, π has F as its final symbol. We let π − be the permutation on n − 1 symbols obtained from π by dropping the last symbol F from π . As an example, if π = aF bcd, then π = adbcF , and π − = adbc. Further, for any subset R ⊂ A, let R = {π : π ∈ R}, and R − = {π − : π ∈ R}. So R − is a permutation array on the n − 1 symbols acting on the set Ω − {F }, and is called the contraction of R.
We note some basic properties of the contraction operation.
Lemma 2 Let G be a permutation group acting on the set Ω of size n, and π, σ ∈ G.
a) The only coordinates in either π or σ whose values are affected by the operation are π −1 (∞), σ −1 (∞), and ∞. Thus hd(π , σ ) ≥ hd(π, σ) − 3. b) Assume hd(π , σ ) = hd(π, σ) − 3. Then πσ −1 contains a 3-cycle in its disjoint cycle factorization, and |G| is divisible by 3. c) Let S ⊆ G. Then |S | = |S − | and hd(S ) = hd(S − ). If also hd(S) > 3, then |S| = |S |.
Proof. Part a) follows immediately from the definition of the operation. For b), the assumption implies that there are positions x i , x j , F at which the image strings of π and σ disagree and π and σ agree. So for some indices s, t we must have π(x i ) = x s , π(x j ) = F, π(F ) = x t , while σ(x i ) = F, σ(x j ) = x t , σ(F ) = x s . Then πσ −1 (composing left to right) contains the 3-cycle (x i , F, x j ) in its disjoint cycle factorization. Thus the subgroup of G generated by πσ −1 has order divisible by 3, and hence |G| is divisible by 3 by Lagrange's theorem.
Consider c). The first two equalities follow from the fact that all image strings in S have F as their last coordinate. To see |S| = |S | when hd(S) > 3, suppose to the contrary that π = σ for distinct π, σ ∈ S. As noted in the proof of part a), π and σ can agree in at most three positions where π and σ disagreed. Thus π and σ already agreed in at least n − 3 positions. So hd(π, σ) ≤ 3, a contradiction.
2 The contraction graph for AGL (1, q) Recall the Affine General Linear Group AGL(1, q) acting as permutation group on the finite field GF (q) of size q, as the set of transformations {x → ax + b : x, a = 0, b ∈ GF (q)} under the binary operation of composition. Clearly |AGL(1, q)| = q(q − 1), and it is easy to show that AGL(1, q) is sharply 2-transitive in this action. It follows from Theorem 1 (and is easy to verify directly) that hd(AGL(1, q)) = q − 1. For any π ∈ AGL(1, q) the permutation π on GF (q) is defined as in the introduction, based on some ordering x 1 , x 2 , · · · , x q of the elements of GF (q), where F = x q is a distinguished element.
Our goal in this section is to obtain a lower bound on M (q − 1, q − 3) for prime powers q ≥ 7 satisfying q ≡ 1(mod 3). Our method will involve the contraction of AGL(1, q). For brevity set H = AGL(1, q).
We begin with some motivation for the assumption q ≡ 1(mod 3) in the results of this section. We claim that if q ≡ 1(mod 3), then hd(H ) ≥ q − 3. If not, using hd(H) = q − 1 we have by Lemma 2a that hd(H ) = q − 4, and for some π, σ ∈ H we have hd(π , σ ) = hd(π, σ) − 3, and hd(π, σ) = 1. Let x be the coordinate of agreement between π and σ, and let H x be the stabilizer subgroup for x; that is, the subgroup of H fixing x. By the sharp 2-transitivity of H we have |H x | = q − 1, and by Lemma 2, πσ −1 contains a 3-cycle in its cycle factorization. Since πσ −1 ∈ H x it follows by Lagrange's theorem that 3 divides |H x | = q − 1, a contradiction. So with q ≡ 1(mod 3) we have that H − is a permutation array on q − 1 symbols satisfying hd(H − ) = hd(H ) ≥ q − 3 by Lemma 2c and the claim of the preceding paragraph. Also by Lemma 2c we have |H − | = |H | = |H| = q(q − 1) since q ≥ 7. So trivially we get the bound
So in this paper we investigate the case where q ≡ 1(mod 3), where this simple lower bound for M (q − 1, q − 3) is not available.
The key idea is to find a subset I ⊂ AGL(1, q) such that hd(I ) ≥ q − 3. Once we have such an I, then I − is a permutation array on q − 1 symbols, and by Lemma 2c satisfies hd(I − ) = hd(I ) ≥ q − 3. This implies the lower bound M (q − 1, q − 3) ≥ |I − | = |I | = |I|, the last equality by Lemma 2c, since q ≥ 7 implies hd(I) ≥ q − 1 > 3. The actual size of I will then yield our precise lower bound.
We will find I as an independent set in the following graph. Consider the contraction graph C A (q) defined by V (C A (q)) = AGL(1, q), and E(C A (q)) = {πσ : hd(π , σ ) = q−4}. Now recall that hd(AGL(1, q)) = q−1, so by Lemma 2a we have hd(π , σ ) ≥ q−4 for all π, σ ∈ AGL(1, q). So if I is an independent set in C A (q), then hd(I ) ≥ q − 3.
We are thus reduced to finding a large independent set I in C A (q), and from this we get the bound M (q − 1, q − 3) ≥ |I|. We begin on that in the following Lemma, which establishes relations in the the finite field GF (q) that correspond to edges in the graph C A (q).
Lemma 3 Let π and σ be vertices of the graph C A (q), q ≡ 1(mod 3), say with σ(x) = ax + r and π(x) = bx + s.
. There are at least q − 1 points π satisfying π(F ) = F . c) Suppose π and σ are neighbors in C A (q). Then c1) hd(π, σ) = q − 1, and hd(π , σ ) = hd(π, σ) − 3, and c2) a b and b a are the distinct roots of the quadratic t 2 + t + 1 = 0 over GF (q).
Proof. For a), just observe that π(x) = σ(x) has the unique solution x = s−r a−b . For the first claim in b), suppose not. Then for some vertex σ we have hd(π , σ ) = q − 4, implying also that hd(π, σ) = q − 1 by Lemma 2a. Let i be the coordinate of agreement between π and σ. Since π(F ) = F , we have π = π. Thus hd(π, σ ) = q − 4. Now σ can have only at most two coordinates, apart from i, in which it agrees with π, these being F and j, where σ(j) = F . So altogether π and σ agree in at most the 3 coordinates i, j, F . So
Now consider the second claim in b). Given that π(F ) = F , we have q − 1 choices for the value π(i) for any fixed i ∈ GF (q), i = F . For each such choice the permutation π is uniquely determined by the sharp 2-transitivity of AGL(1, q) acting on GF (q). The claim follows.
For c1), by the definition of edges in C A (q) we have q − 4 = hd(π , σ ) ≥ hd(π, σ) − 3 using Lemma 2a. Since hd(π, σ) = q or q − 1, it follows that hd(π, σ) = q − 1 and we have equality throughout, as required.
Consider c2). By part c1) we have hd(π, σ) = q − 1 and hd(π , σ ) = hd(π, σ) − 3. So there are distinct α, β ∈ GF (q), with neither α nor β being F , such that σ(F ) = i, σ(α) = F , and σ(β) = j, and π(F ) = j, π(α) = i, and π(β) = F for distinct i, j ∈ GF (q). This gives the following set of equations in GF (q).
(1)
The second and third equations of (1) imply
Now starting with the first equation of (1) we obtain
(by the second and fourth equations of (1)).
Multiplying equation (2) by a and the last equation by b, we obtain the equations
Thus a 2 (α − F ) = −b(a + b)(α − F ), and on dividing by α − F (since α = F ) we obtain
Dividing equation (4) by a 2 or by b 2 , we obtain that a/b and b/a are both roots of the equation
To see that a/b and b/a are distinct, it suffices to observe that 1 cannot be a root of t 2 +t+1 = 0 under our assumptions. Assuming otherwise, if q is even then from 1 + t + t 2 = 0 we get the contradiction 1 = 0 since the characteristic is 2. If q is odd, then by the assumption q ≡ 1(mod 3) and Corollary 19a the roots of t 2 + t + 1 = 0 are t = 1 2
(−1 ± √ −3). Neither of these roots is 1, again since q is odd and q ≡ 1(mod 3). We now define a graph H(q) on the same vertex set as that of C A (q) which contains C A (q) as a subgraph. Then any independent set in H(q) is also independent in C A (q), and thus it suffices to find a suitably large independent set in H(q). By Corollary 19a, the equation t 2 + t + 1 = 0 has two distinct roots in GF (q) for q ≡ 1 (mod 3). Also direct substitution shows that if t is a root of this equation, then so is are the distinct roots of the quadratic t 2 + t + 1 = 0 over GF (q). We then let V (H(q)) = AGL(1, q) and E(H(q)) = {πσ : π and σ are associates}. By Lemma 3 we know that C A (q) is a subgraph of H(q). Proof. For part a), let π ∈ AGL(1, q) be given by π(x) = ax + r, and let t 1 and t 2 be the distinct roots of t 2 + t + 1 = 0 over GF (q). Then by the definition of edges in H(q) we know that the neighbors of π in H(q) are of the form σ 1 (x) = at 1 x + r 1 and σ 2 (x) = at 2 x + r 2 = a t 1 x + r 2 , so far with arbitrary r 1 , r 2 ∈ GF (q). By Lemma 3a we have hd(π, σ 1 ) = hd(π, σ 2 ) = q − 1. Let u and v be such that π(u) = σ 1 (u) and π(v) = σ 2 (v). Then r 1 and r 2 are determined uniquely by r 1 = au(1 − t 1 ) + r and r 2 = av(1 − Now take an arbitrary point π 0 ∈ D, say with π 0 (x) = ax + r. Also let t 1 a fixed root of the equation t 2 + t + 1 = 0 over GF (q), where two distinct roots to this quadratic are guaranteed to exist in GF (q) by Corollary 19a (see the appendix).
For the claim which follows, let the vertices of D be listed as π 0 π 1 π 2 · · · π k π 0 , k ≥ 3, as we go cyclically around D; so π i π i+1 , 0 ≤ i ≤ k − 1, and π k π 0 are the edges of D.
Consider the subgroup Q = {x + b : b ∈ GF (q)} of AGL(1, q). Clearly |Q| = q, and for each h ∈ GF (q), h = 0, Q has the coset hxQ = {hx + b : b ∈ GF (q)}, which we abbreviate by Q h .
Proof of Claim A: Consider a) of the claim. By the definition of edges in H(q) we may take π 1 to be of the form π 1 (x) = at 1 x+c (otherwise change t 1 to
By part a) of the theorem π j+1 has exactly two neighbors in H(q), one of them in Q at j−1 1 and the other in Q at
by induction, and
, completing the inductive step. As in the inductive step we just argued, π 0 must be the neighbor of π k in Q at k+1 1 , completing part a). Now consider b) of the claim. Writing π 1 (x) = bx + c (so b = at 1 by part a) of the claim) and using π 0 π 1 ∈ E(C A (q)), we apply the first and third equations of (1), with π 0 and π 1 playing the roles of σ and π respectively. We then get
. For the inductive step suppose the claimed equation for t j 1 holds for 0 ≤ j ≤ r < k. Then let π r and π r+1 play the roles of σ and π again in the first and third equations of (1). Now applying the inductive hypothesis we get t
For c) of the claim, we apply b) with k + 1 playing the role of k, by regarding π 0 as π k+1 with edge π k π k+1 ∈ E(C A (q)). It follows that t
We now complete the proof of part b) of the theorem, using in what follows the facts that t , and from t 1 = 1 by Lemma 3c2. The second follows from t Suppose to the contrary that our component D of H(q) is isomorphic to C 3s+p , where p = 1 or 2 for some integer s ≥ 1. Take an arbitrary point π 0 in D, with π 0 (x) = ax + r. Assume first that p = 1, and let π 0 , π 1 , · · · , π 3s be the vertices of D listed cyclically as we traverse D, ie., with π i π i+1 ∈ E(H(q)), π 3s π 0 ∈ E(H(q)), and wlog π 1 (x) = at 1 x + r. Then by Claim Aa) we have π 0 ∈ Q at 3s+1 1 = Q at 1 , contradicting π 0 ∈ Q a . Now suppose p = 2. Then the vertices of D can be written in cyclic order π 0 , π 1 , · · · , π 3s+1 . Again by Claim Aa) we get π 0 ∈ Q at Corollary 5 Let q be a prime power with q ≡ 1 (mod 3) and q ≥ 7.
Proof. From the discussion preceding Lemma 3, we have the lower bound M (q − 1, q − 3) ≥ |I|, where I is any independent set in C A (q). We now find such an independent set. For any subgraph H of H(q), let α C (H) be the maximum size of a set of vertices in H which is independent in C A (q). Let Y be the set of isolated points of C A (q). Let D any connected component of H(q) − Y . Since by Theorem 4a every connected component of H(q) is a cycle, it follows that D must be either a cycle or a path.
For part a), assume first that q is odd. We will show that
, as required. Still assuming D is a cycle, suppose D is not a component of C A (q). So D ∼ = C 3s by Theorem 4b, and D contains an edge e with e / ∈ C A (q). Then D − e is the path P 3s on 3s vertices. This P 3s has an independent set in H(q) of size 3s 2 , and that set is also independent in
Still with q odd, suppose D is a path. Then again D contains an independent set in H(q) of size |D| 2 , and hence also α C (D) ≥ |D| 2 . Thus altogether we obtain α C (H(q)) ≥ |Y | + α C (D), where the sum is over all connected components D of H(q)−Y . So using Lemma 3b we get
. By a similar estimate as above we then get α C (H(q)) ≥ q − 1 + 1 3
The lower bounds in this corollary should be compared to the lower bound M (q, q − 2) ≥ q 2 for prime powers q ≡ 2(mod 3), derived by using permutation polynomials [8] .
3 The contraction graph for P GL(2, q)
Let q be power of a prime. The permutation group P GL(2, q) is defined as the set of one to one functions σ : GF (q) ∪ {∞} → GF (q) ∪ {∞}, under the binary operation of composition, given by
Here σ(x) is computed by the rules: We regard P GL(2, q) as a permutation group acting on the set GF (q) ∪ {∞} of size q + 1 via the one to one map x → σ(x). One can show that |P GL(2, q)| = (q + 1)q(q − 1), and it is well known that P GL(2, q) is sharply 3-transitive in its action on GF (q) ∪ {∞} (see [23] for a proof). By Theorem 1, it follows that hd(P GL(2, q)) = q − 1, and
Take a fixed ordering of GF (q)∪{∞} with ∞ as final symbol, say x 1 , x 2 , · · · , x q , ∞ where the x i are the distinct elements of GF (q). Then any element π ∈ P GL(2, q) is identified with the length q +1 string π(
, which again we call the image string of σ. For any such π ∈ P GL(2, q) the permutation π on GF (q) ∪ {∞} is defined as in the introduction, where F = ∞ is the distinguished element of GF (q) ∪ {∞} in that definition. As an example, if π = a∞bcde, then π = aebcd∞, and π − = aebcd. Further, for any subset R ⊂ P GL(2, q), the sets R , and R − are defined in the same way as in the introduction, with F = ∞. Since hd(P GL(2, q)) = q − 1 = q + 1 − 2, the image strings of any two elements of P GL(2, q) agree in at most two positions. It follows from Lemma 2a that for any π, σ ∈ P GL(2, q) we have hd(π , σ ) ≥ hd(π, σ) − 3 ≥ q − 4. That is, π and σ can agree in at most 5 positions; up to 2 occurring from the original π and σ, and up to 3 more occurring from the π and σ operation.
We show that if q ≡ 1(mod 3), then hd(P GL(2, q) ) ≥ q − 3. Set G = P GL(2, q) for brevity. Assuming otherwise and using hd(G) = q −1, we have by the immediately preceding inequalities (based on Lemma 2a) that hd(G ) = q − 4 and for some π, σ ∈ H we have hd(π, σ) = q − 1 and hd(π , σ ) = hd(π, σ) − 3. Let x and y be the two coordinates of agreement between π and σ, and let G x,y be the stabilizer subgroup for {x, y}; that is, the subgroup of G fixing both x and y. It is straightforward to check that G ∞ ∼ = AGL(1, q), and by transitivity of G also G x ∼ = AGL(1, q) for any x ∈ GF (q)∪{∞}. Thus G x,y is the 1-point stabilizer of AGL(1, q), with AGL(1, q) acting transitively on GF (q) as in the previous section. By standard permutation group theory, if a group H acts transitively on a set Ω, and H z is the stabilizer of z in H, for z ∈ Ω, then
. Hence |G x,y | = q − 1. By Lemma 2b, πσ −1 contains a 3-cycle in its cycle factorization. So 3 divides |G x,y | = q − 1, a contradiction.
So with q ≡ 1(mod 3) we have that G − is a permutation array on q symbols satisfying hd(G − ) = hd(G ) ≥ q − 3 using Lemma 2c. Also by Lemma 2c we have |G − | = |G | = |G| = (q + 1)q(q − 1) since q ≥ 13. So trivially we get the bound M (q, q − 3) ≥ |G − | = (q + 1)q(q − 1). When q = 2 k , still with q ≡ 1(mod 3), the improvement M (q, q − 3) ≥ (q + 2)q(q − 1) as well as the bound M (q, q − 4) ≥ 1 3 q(q − 1)(q 2 + 3q + 8) are given in [8] using permutation polynomials. Thus in this section, we restrict ourselves to the case q ≡ 1(mod 3), q an odd prime power, and for technical reasons we take q ≥ 13.
The plan will be similar in some respects to the one we used in the previous section. That is, for a certain set I ⊂ P GL(2, q) we will find a permutation array I − ⊂ P GL(2, q) − on q symbols with hd(I − ) ≥ q − 3, thus obtaining the lower bound on M (q, q − 3) ≥ |I − |. This set I will be an independent set in a graph which we now define.
Define the contraction graph C P (q) by V (C P (q)) = P GL(2, q), and E(C P (q)) = {πσ : hd(π , σ ) = q − 4}. So edges of C P (q) correspond to pairs π, σ for which hd(π , σ ) achieves its least possible value of q − 4, occurring when π and σ agree in 5 postions. Thus any independent set I in C P (q) satisfies hd(I ) ≥ q − 3. By Lemma 2c, we get hd(I − ) = hd(I ) ≥ q − 3, while |I − | = |I | = |I|, with the last equality following from hd(I ) = q − 3 > 3 since q ≥ 13.
We are thus reduced to finding an independent set I in C P (q), from which M (q, q − 3) ≥ |I| follows.
We now study the structure of C P (q). Consider π ∈ P GL(2, q), say with π(x) = ax+b cx+d
, where x ∈ GF (q) ∪ {∞}. Now c = 0 is equivalent to π(∞) = ∞. Thus π is an isolated point in C P (q). Later we show that π is isolated in C P (q) if and only if π(∞) = ∞. Suppose then that c = 0. . So to study the structure of C P (q) apart from its isolated points, we are reduced to considering those vertices of C P (q) which can be expressed as π(x) = K + r x−i , for suitable elements K, r, i ∈ GF (q), r = 0, which depend on π.
Lemma 6 Let π, σ ∈ P GL(2, q) with π(x) = a + 
Proof. ⇐=: By definition of edges in C P (q) and Lemma 2a we have q − 4 = hd(π , σ ) ≥ hd(π, σ)−3. Now since q −1 ≤ hd(π, σ) ≤ q +1, equality is forced together with hd(π, σ) = q −1. This yields hd(π , σ ) = hd(π, σ) − 3. =⇒ : By the assumption hd(π , σ ) = hd(π, σ) − 3 and hd(π, σ) ≥ q − 1 we are reduced to showing that hd(π, σ) = q − 1; that is, that π and σ already agree in two coordinates.
By assumption and Lemma 6 we have r = s, so write π(x) = a + r x−i and σ(x) = b + r x−j , for a, b, i, j, k ∈ GF (q) with r = 0. Note also i = j by Lemma 6 since r = 0.
We now derive a quadratic equation over GF (q) whose distinct roots are the coordinates of agreement between π and σ. Since hd(π , σ ) = hd(π, σ)−3, by Lemma 6 we have (b−a)(j−i) = r. Thus b = r j−i + a. Now we set π(x) = σ(x) to find the possible coordinates x at which π and σ agree, understanding that x can be neither i nor j since π and σ can have no agreements in coordinates i, j and ∞. Substituting r j−i + a for b and simplifying we obtain
, and we get the quadratic x 2 − (i + j)x + ij + (i − j) 2 = 0. By Corollary 19b there are two distant roots to this equation, giving the two coordinates of agreement for π and σ as follows;
, and
Hence by our reduction at the beginning of the proof it follows that πσ ∈ E(C P (q), as required.
The preceding two Lemmas yield the following.
Corollary 8 Let q = p
m , where p is an odd prime, with q ≡ 1(mod 3), q ≥ 13.
a) Let π, σ ∈ P GL(2, q), say with π(
Proof. Part a) follows immediately from Lemmas 6 and 7.
For part b), suppose first that π(∞) = ∞. Then by definition of π , with ∞ playing the role of F , we have π = π. Suppose to the contrary that π has a neighbor σ in C P (q). By Lemma 7 we have hd(σ , π ) = hd(σ, π) − 3. If σ = σ, then hd(σ , π ) = hd(π, σ), contradicting Lemma 7. So assume σ = σ, and thus σ(∞) = ∞. Then the only coordinates at which σ and σ could possibly disagree are σ −1 (∞) and ∞. Thus hd(σ , π ) ≥ hd(π, σ) − 2, contradicting Lemma 7.
Conversely, suppose to the contrary that π is isolated and π(∞) = x = ∞. Let i = π −1 (∞), and let j be any coordinate with j / ∈ {i, ∞}, and let π(j) = y. Then by sharp 3-transitivity of P GL(2, q) we can find an element σ ∈ P GL(2, q) satisfying σ(j) = ∞, σ(i) = x, and σ(∞) = y. Then we get hd(σ , π ) = hd(σ, π) − 3. So by Lemma 7 we have πσ ∈ E(C P (q)), contradicting π being isolated.
The next two theorems, which use the preceding Lemma, tell us more about C P (q). For any S ⊂ CG(q), we let [S] be the subgraph of C P (q) induced by S; that is, V ([S]) = S and E([S]) = {πσ : π, σ ∈ S, πσ ∈ E(C P (q))}. When r is fixed by context, we denote a vertex v = a + (i, a) . Consider the partition of P GL(2, q) given by P GL(2, q) = ∪ r =0 P r , where for r ∈ GF (q) with r = 0, P r = {a + r x−i : a, i ∈ GF (q)}, so |P r | = q 2 . Further consider the partition of P r given by P r = ∪ i∈GF (q) B i (r), where B i (r) = {a + r x−i : a ∈ GF (q)}. Proof. For a), consider for any r ∈ GF (q), r = 0, the map ϕ : P 1 → P r given by ϕ(a + 
. Thus ϕ is a graph isomorphism, and since r was arbitrary, it follows that for any s = 0 we have [
Consider b). Fix r, and consider any two points (i, a) and (j, b) of P r . By Corollary 8 we have (i, a)(j, b) ∈ E(C P (q)) if and only if i = j and (b − a)(j − i) = r in GF (q). Let H ij = [B i (r) ∪ B j (r)] for i = j. Note there can be no edge in H ij of the form (i, a)(i, b) since (b − a)(i − i) = 0 = r, and similarly no edge of the form (j, a)(j, b). Now given (i, a) ∈ B i (r), a point (j, b) ∈ B j (r) is a neighbor of (i, a) if and only if (b − a)(j − i) = r by Corollary 8.
Thus for this fixed i and j we can uniquely determine b by the equation b = r(j − i) −1 + a, showing that (j, b) is the only neighbor of (i, a) in B j (r). A symmetric argument shows that each point in B j (r) has a unique neighbor in B i (r). Thus E(H ij ) is a perfect matching, which matches B i (r) to B j (r).
For c), let v ∈ C P (q), say with v ∈ B i (r) ⊂ P r for some r = 0. By Corollary 8, any neighbor of v in C P (q) must also lie in P r . By part b), the neighbors of v are in one to one correspondence with the sets B j (r), j = i, j ∈ GF (q). Thus v has exactly |GF (q)| − 1 = q − 1 neighbors in C P (q).
For d), take v ∈ C P (q), and by the isomorphism of subgraphs [P r ] from part b), we can take v = (i, a) ∈ P 1 . By Corollary Suppose first that (k, c) ∈ N ((i, a)) ∩ N ((j, b) ). By Corollary 8 we must have the equations
Using the second and third equations we get c = (j − i) −1 − (j − k) −1 + a, and from the first equation c = (k − i) −1 + a. Setting these two expressions for c equal we obtain (k
Some simplification leads to the quadratic k 2 − k(i + j) + ij + (j − i) 2 = 0 with coefficients over GF (q) and unknown k. By Corollary 19b from the Appendix, we see that that there are two distinct solutions for k; namely
, and using
Note that once k is determined (as one of the two distinct roots), then the point (k, c) is uniquely determined by the perfect matching between B k (1) and B i (1) (or B j (1) ). Thus we obtain that an arbitrary point (j, b) ∈ N (v) has exactly two neighbors in N (v), completing d).
To round out the structure of C P (q) we consider the connected components of C P (q).
Theorem 10 Let q = p m , where p is an odd prime, with q ≡ 1(mod 3), q ≥ 13. Then the connected components of C P (q) are as follows. 1) the isolated points -these are of the form π(x) = ax + b, a = 0, and there are q(q − 1) of them, 2) the graphs [P r ] induced by the sets P r .
Proof. By Corollary 8b we have that π ∈ P GL(2, q) is an isolated point in C P (q) if and only if π(∞) = ∞. This is equivalent to π(x) = ax+b, a = 0 and there q(q −1) such points, completing part 1).
The remaining permutations are all of the form π(x) = a + r x−i for suitable a, r, i ∈ GF (q) with r = 0 as shown earlier. Hence it suffices to analyze the connected component structure of [∪ r =0 P r ]. By Corollary 8 and Theorem 9a, to prove part 2) it suffices to prove that any one of the [P r ], say [P 1 ], is connected.
Recall the partition P 1 = ∪ i∈GF (q) B i (1) defined above, and from now on we abbreviate B i (1) by B i . Let g by a generator of the multiplicative cyclic subgroup of nonzero elements in GF (q). Then we can write this partition as P 1 = B 0 ∪ (∪ 1≤k≤q−1 B g k ) . We regard the sets in this partition as "levels" of C P (q); where B 0 is level 0 and B(g k ) is level k, 1 ≤ k ≤ q − 1. See Figure 1 for an illustration of P 1 from this viewpoint. By Theorem 9b the subgraph of [P 1 ] induced by any two levels has edge set which is a perfect matching, as illustrated in Figure 2 .
First we observe that to show that [P 1 ] is connected it suffices to show that any two vertices in B 0 are joined by a path in [P 1 ]. For if that was true, then we can find a path in [P 1 ] from (0, 0) to any vertex w ∈ P 1 (thus showing connectedness of [P 1 ]) as follows. If w ∈ B 0 we are done by assumption. So suppose w / ∈ B 0 , say with w ∈ B(g k ). Let s be the unique neighbor in B 0 of w under the perfect matching E([B 0 ∪ B(g k )]). Let P be the path from (0, 0) to s in [P 1 ] which exists by assumption. Then P followed by the edge sw is a walk joining (0, 0) to w, so P contains a path from (0, 0) to w.
By Theorem 9b there is a (unique) path in [P 1 ] starting at (0, 0) and passing through levels
, α q−1 ) be this path, for suitable α k ∈ GF (q). For k ≥ 1 let (0, β k ) ∈ B 0 be the unique neighbor in level 0 of the vertex (g k , α k ) in level k. This path and the points (0, β k ) are illustrated Figure 3 . Our first step is to obtain the values of α k and β k .
(g 4 , α 4 ) . . .
, and (0, β i ) is the neighbor of (g i , α i ) at level 0.
Claim 1:
for k ≥ 2.
Proof of Claim 1: We repeatedly use the fact, proved earlier, that if (r, a) and (s, b) are adjacent vertices in the contraction graph C P (q), then (s − r)(b − a) = 1. For part a), since (0, 0) − (g, α 1 ) is an edge in C P (q) we have (α 1 − 0)(g − 0) = 1, so
and similarly (α 3 −
(g−1)g 2 . Now for k ≥ 3 we proceed by induction, having proved the base case k = 3.
Solving for α k and applying the inductive hypothesis to α k−1 , we
, which after simplification yields the claim. For part b), we have β 1 = 0 since (0, 0) − (g, α 1 ) is an edge. Since (g 2 , α 2 ) − (0, β 2 ) is an edge, we have (
− β 2 )(g 2 − 0) = 1, and solving for β 2 and simplifying we get the claim for
. QED
Claim 2:
We have
Proof of Claim 2: In applying Claim 1, we note first that g could have been chosen so as not to be a root of x 2 − x + 1 = 0 as follows. The number of roots in GF (q) to this quadratic is at most 2. Now the number of generators in the multiplicative cyclic group GF (q) − {0} of order q − 1 is the euler totient function φ(q − 1), defined as the number of integers 1 ≤ s ≤ q − 1 which are relatively prime to q − 1. Since q is an odd prime power with q ≥ 13, we know that φ(q − 1) > 2, so such a g exists.
We show that for for any pair j, k with 1 ≤ j < k ≤ q − 1 we have β k = β j . Consider first the case j = 1. Since β 1 = 0, we need to show that β k = 0 for 2 ≤ k ≤ q − 1. Supposing the contrary and applying Claim 1b we get
= 0. Canceling the nonzero factor
on the left side, we get 0
. This implies that g k−1 − 1 = 0, which is impossible since k − 1 ≤ q − 2 while g, being a generator of the group, must have order q − 1.
So now suppose that j ≥ 2. Assuming the contrary that β k = β j and applying Claim 1b, we get after simplification that 1
. So g k−j = 1, which is impossible since k − j ≤ q − 3, while g has order q − 1. QED We introduce some notation in preparation for the rest of the argument. Let Z = {(0, β k ) :
by Claim 2 we have |B 0 − Z| = 1, and we let u be the unique vertex of B 0 − Z. Further for any subset T of vertices in C P (q), we let N (T ) = {v ∈ C P (q) : v / ∈ T, vt ∈ E(C P (q)) for some t ∈ T } be the neighbor set of T in C P (q). Recall also that [T ] denotes the subgraph of C P (q) induced by T . Suppose first that w ∈ Z, so w = (0, β k ) for some k. Observe that (g i , α i ) ∈ N (Z) for all i by definition. So the path (0, 0) − (g,
Next suppose w ∈ N (Z), say with w adjacent to (0, β k ) ∈ Z. Then the path (0, 0) − (g,
We can now complete the proof of the theorem. Let H = [{u} ∪ N (u)]. First we observe that V (H) ∩ V (H ) = ∅ as follows. Suppose not, and let z ∈ V (H) ∩ V (H ), say with z ∈ B(g k ), noting that k ≥ 1 since each level, in particular B 0 , is an independent set in [P 1 ]. Then z has two distinct neighbors in B 0 ; namely u and (0, β j ), for some 1 ≤ j ≤ q − 1. This contradicts the fact that the edge set of [B(g k ) ∪ B 0 ] is a perfect matching between the levels B(g k ) and B 0 by Theorem 9b. Thus V (H) ∩ V (H ) = ∅.
Observe that H is connected (because H contains the spanning star K 1,q−1 with u as center) and H is connected by Claim 3, while V (H) ∪ V (H ) = P 1 and V (H) ∩ V (H ) = ∅. Thus to prove that [P 1 ] is connected we are reduced to showing that there is an edge vw ∈ E([P 1 ]) with v ∈ H and w ∈ H. Suppose no such edge exists. Since [P 1 ] is (q − 1)-regular by Theorem 9c, it follows that H is a q − 1 regular graph on q vertices. Thus H = K q . Hence [N (u)] = K q−1 . But this is a contradiction since by Theorem 9d the neighborhood of any nonisolated point in C P (q) is regular of degree 2, while [N (u)] is regular of degree q − 2 > 2 since q ≥ 13.
We can now obtain our independent set in C P (q) as a consequence of our previous results and the following theorem of Alon [1] .
Theorem 11 [1] Let G = (V,E) be a graph on N vertices with average degree t ≥ 1 in which for every vertex v ∈ V the induced subgraph on the set of all neighbors of v is r-colorable. Then the maximum size α(G) of an independent set in G satisfies α(G) ≥ c log(r+1) N t log t, for some absolute constant c.
Corollary 12 Let q be a power of an odd prime p, with q ≡ 1(mod 3), q ≥ 13. a) α(C P (q)) ≥ Kq 2 log q for some constant K. b) M (q, q − 3) ≥ Kq 2 log q for some constant K.
Proof. Consider a). By Corollary 8a there is no edge between any two subgraphs [P r ] and [P s ] for r = s. Since there are q such subgraphs, and by Theorem 9a) they are pairwise isomorphic, it suffices to show that α(P 1 ) ≥ Kq log q for some constant K. We now apply Alon's theorem to the subgraph [P 1 ] of C P (q). Now [P 1 ] is (q − 1)-regular by Theorem 9c, and has q 2 points. Since the neighborhood of every point is a disjoint union of cycles by Theorem 9d, this neighborhood must be 3-colorable. It follows by Alon's theorem that [P 1 ] contains an independent set of size c log 4
log(q − 1) ∼ Kq log q, for some constant K. For b), let I be an independent set in C P (q) of size Kq 2 log q for suitable constant K, guaranteed to exist by by part a). Then by the reduction made in the discussion preceding Lemma 6 we have M (q, q − 3) ≥ |I| ≥ Kq 2 log q. In this section we apply the contraction operation to these permutation groups to obtain new permutation arrays, with resulting lower bounds for M (n, d) for suitable n and d.
Since M We now apply the contraction operation to these groups. Considering the action of M 12 on the 12-letter set Ω = {x 1 , x 2 , · · · , x 12 }, we designate some element, say x 12 , of Ω as the distinguished element F in the definition of π . Then define for each π ∈ M 12 the permutation π on the set Ω exactly as in the introduction. Thus, using the natural ordering of elements of Ω by subscript, the image string of any σ ∈ M 12 can be written σ(x 1 )σ(x 2 ) · · · σ(x 11 )σ(F ).
As before, we let π − be the permutation on 11 symbols obtained from π by dropping the final symbol F , and for any subset S ⊂ M 12 , we let S − = {π − : π ∈ S}, sometimes writing this as (S) − . independent set of size k, then by the isomorphism of the components, we get an independent set of size k(q − 1) + q(q − 1) = (q − 1)(k + q) in C P (q), where q(q − 1) counts the number of isolated points in C P (q). Our lower bound M (q, q − 3) ≥ Kq 2 log q implies, again by the isomorphism of components, that α(P 1 ) ≥ Cq log q (where α(G) is the maximum size of an independent set in a graph G), for some constant C. We therefore ask whether an improvement on this lower bound for α(P 1 ) can be found. Now V (P 1 ) can be viewed as a rectangular array {(i, a) : i, a ∈ GF (q)} as in Figure 1 , where we let i be the row index, and a the column index. By Corollary 8a an independent set in P 1 is just a subset S of this array with the property that for any two points (i, a), (j, b) ∈ S we have (b − a)(j − i) = 1 in GF (q). Using the integer programming package GUROBI, we computed independent sets in P 1 of size k for various q. This k, together with the resulting lower bound (q − 1)(k + q) for M (q, q − 3) are presented in Table 1 .
2.
We also ask for good upper bounds on α(P 1 ). Table 1 : Independent set size k in P 1 obtained by integer programming, and resulting lower bound (q − 1)(k + q) for M (q, q − 3).
6 Appendix -Some facts from Number Theory
In this section we review some facts from number theory that were used in this paper. We start with some notation. For an odd prime p and integer r ≡ 0(mod p), define the Legendre symbol ( r p ) to be 1 (resp. -1) if r is a quadratic residue (resp. nonresidue); that is a square (resp. nonsquare) mod p. If r ≡ 0(mod p), then define ( r p ) = 0. A couple of simple facts about this symbol are these.
Lemma 15
For an odd prime p and integers r and s we have the following. a) ( −1 p ) = 1 if p ≡ 1(mod 4), and (
Proof. For a), suppose p ≡ 1(mod 4). So write p = 4k + 1, and consider the multiplicative group of nonzero elements mod p, which has order 4k and is cyclic. Let x be a generator of this group. Then note that in this group we have 1 = x 4k = (x 2k ) 2 , while also (−1) 2 = 1 in this group. Since the quadratic z 2 − 1 = 0 has exactly two solutions z = 1 or −1 in GF (q), and since x 2k = 1 since x is a generator, it follows that x 2k = −1. Thus -1 is a square mod p. If p ≡ 3(mod 4), then this cyclic group has order 4k + 2 for some integer k. This time we have 1 = (x 2k+1 ) 2 , so that by the same reasoning as above we have x 2k+1 = −1. This shows that -1 is not a square mod p, since it is on odd power of the generator.
Consider now b). Just observe that the product rs is a square mod p if and only if both r and s are squares mod p or if both r and s are non-squares mod p. Part b) then follows immediately.
We now recall the quadratic reciprocity law.
Theorem 16 (Quadratic Reciprocity Law, due to Gauss) For odd primes p and q we have ) .
There are lots of proof of quadratic reciprocity in the literature, so we omit the proof here. Now let's apply these facts to determining (
−3 p
) for odd primes p.
Theorem 17 Let p > 3 be an odd prime. Then a) If p ≡ 1 (mod 6), then -3 is a quadratic residue mod p. b) If p ≡ 5 (mod 6), then -3 is a quadratic nonresidue mod p.
case
quadratic nonresidue when p ≡ 5(mod 12). case 3: p ≡ 3(mod 4) and p ≡ 1(mod 3); equivalently p ≡ 7(mod 12).
Since p ≡ 1(mod 3) we have ( Putting together cases 1 and 3, we see that −3 is a quadratic residue mod p when p ≡ 1(mod 6), while cases 2 and 4 show that −3 is a quadratic nonresidue mod p when p ≡ 5(mod 6), as required.
Corollary 18
Consider the prime power q = p m , where p > 3 is an odd prime. If q ≡ 1(mod 3), then −3 is a square in the finite field GF (q).
Proof. Since p > 3 is an odd prime we have either p ≡ 1(mod 6) or p ≡ 5(mod 6). If p ≡ 1(mod 6), then −3 is already a square in the prime subfield GF (p) ⊆ GF (q) by Theorem 17, so −3 is a square in GF (q), as required.
So suppose p ≡ 5(mod 6). Consider the quadratic extension GF (p)( √ −3) of GF (p) obtained by adjoining to GF (p) a root of the irreducible (by Theorem 17) polynomial x 2 + 3 over GF (p). Then GF (p)( √ −3) ∼ = GF (p 2 ), and −3 is a square in GF (p 2 ). Since q ≡ 1(mod 3), then since p ≡ 5(mod 6) we have p ≡ 2(mod 3), so it follows that m must be even. We recall the basic fact from finite fields that GF (p r ) ⊆ GF (p s ) if and only if r|s. It follows that GF (p 2 ) ⊆ GF (q). Thus since −3 is a square in GF (p 2 ), then −3 is a square in GF (q).
Corollary 19
Let q = p m be a prime power, q ≡ 1(mod 3).
a)The equation x 2 + x + 1 = 0 has two distinct solutions in GF (q).
b)For q odd and distinct i, j ∈ GF (q), the equation x 2 − (i + j)x + ij + (i − j) 2 = 0 has two distinct roots in GF (q).
Proof.
Consider a), and suppose first that p is odd. Since the characteristic of the field is odd, we may find the solutions by the standard quadratic formula. We obtain the solutions x = [−1− √ −3 ], where we have used the existence of √ −3 in GF (q) by Corollary 18. These solutions are distinct since p is odd. Now suppose p = 2. Recall the trace function T r GF (q)/GF (2) (x) = m−1 i=0 x 2 i , defined for any x ∈ GF (q), which we abbreviate by T r(x). It can be shown (see [21] ) that the quadratic equation 
