Abstract The fluxes of water and energy between the land surface and atmosphere involve many complex non-linear processes. In this study, the Noah and Noah-MP land surface models with multiple groundwater sub-models are used to assess how the treatment of canopy processes and interactions with deep groundwater affect 6 month regional climate simulations in two contrasting years, 2002 and 2010. Unlike the free drainage models, the models with groundwater capability have upward flux from the aquifer at different periods in the simulation. The inter-model Noah-MP soil moisture and latent heat flux results are consistent with recharge differences: the stronger upward flux capability with interactive groundwater results in the highest soil moisture and latent heat flux of the Noah-MP models. The increased latent heat effect on increased precipitation is small, which may result from negligible differences in convective precipitation. The Noah-MP model, independent of groundwater option, improves upon a cold and dry bias in the spring Noah simulations both during the day and night. The results for summer are region dependent and also differ between year and time of day. For a majority of the simulation period, there is little groundwater effect on the Noah-MP nearsurface diagnostic fields. However, when the Noah-MP model produces large warm/dry biases in the 2010 summer, the aquifer interactions in Noah-MP improve the air temperature bias by 1-2°C and dew point temperature bias by 1°C.
Introduction
The land surface interacts with the atmosphere through interconnected water and energy fluxes at timescales that vary from seconds to years. Water stored in the land, as both soil moisture (SM) and deep groundwater (GW), is involved in processes that encompass the entire spectrum of these timescales. The effect of SM on atmospheric processes has been studied extensively in recent years, primarily through the feedback between SM and precipitation (P). These studies have involved how wet and dry regions affect surface energy partitioning, boundary layer characteristics, and thermally induced convection (e.g., Schar et al. 1999; Trier et al. 2008 ) with the potential of intensifying the hydrologic cycle (Dirmeyer et al. 2012; Zaitchik et al. 2013 ). SM differences and subsequent evaporation differences have been shown to increase P efficiency through increasing convective instability (Schar et al. 1999 ) and also to affect precipitation probability without affecting intensity (Findell et al. 2011) . These studies generally examine climatological SM anomalies to determine how surface energy flux differences condition the convective boundary layer to inhibit or facilitate convective precipitation (Brimelow et al. 2011) . The relationship between SM and P can depend on the reference state from which the anomaly is based, while the relationship with fluxes, and near-surface air temperature and moisture is not as dependent on the reference state (Barthlott and Kalthoff 2011) .
Many studies have focused on the Central and Southern Great Plains in the United States due to observation-and model-based evidence of strong land surface coupling in this region (Koster et al. 2004; Zeng et al. 2010 ). Ferguson and Wood (2011) found that this region lies in a transition zone where the advantage for precipitation occurrence shifts from dry soil (Western US) to wet soil (Eastern US).
Land surface models (LSMs) have historically not considered the interactions of GW with SM in model-resolved soil layers. Using a coupled LSM-GW model with a prescribed atmosphere, Maxwell and Miller (2005) found only small differences in latent heat flux (LH) and sensible heat flux (SH), but large differences in runoff, primarily because shallow SM was similar with and without GW, but deep SM was not. With the same LSM-GW model, Kollet and Maxwell (2008) found a highly-sensitive water table depth (WTD) zone between 1 and 5 m, though the sensitivity to LH was dependent on vegetation type and transpiration formulation in the model. The surface energy partitioning and temperature sensitivity was highest in late summer, approaching 75 W/m 2 (LH) and 2°C for deep versus shallow WTD, respectively (Ferguson and Maxwell 2010) . Lateral GW transport has also been shown to be necessary to maintain wetter soil and higher LH in Amazon River valleys (Miguez-Macho and Fan 2012) .
The length of LSM-GW simulations with an interactive atmosphere have generally been on the order of days (Seuffert et al. 2002; Maxwell et al. 2011 ) and show local LH feedbacks to atmospheric temperature. These studies also evaluate the magnitude of GW effects relative to specification of vegetation and soil type and find the GW effect to be of similar magnitude to vegetation for simulated LH and of greater magnitude for near-surface atmospheric temperature. Similar to the prescribed atmosphere simulations, LH shows a strong correlation to WTD and a GW component is necessary for the model to not dry out in shallow water table regions (Maxwell et al. 2007 ). Jiang et al. (2009) ran a coupled atmosphere-LSM-GW model for three summer months over the Central United States and found a 20 % increase in P, a 15 W/m 2 increase in average mid-day LH, and a 1°C decrease in maximum surface temperature.
Therefore, the main objective of this study is to systematically examine effects of GWsurface-atmosphere interactions on seasonal prediction of surface weather and precipitation amount. This is accomplished using different GW interaction approaches of varying complexity and analyzing the feedbacks to an atmospheric model in 6-month regional climate model simulations over North America.
Methodology

Regional climate and land surface models
The Weather Research and Forecasting (WRF; Skamarock et al. 2008 ) model ARW version 3.4.1 is used as the regional climate model for this study. It is configured as a single grid domain with 30-km grid spacing (216 by 162 grid cells) spanning a majority of North America from about 15°N to 55°N (Fig. 1a) . The following WRF model physics options are used for all simulations: Thompson microphysics scheme, CAM shortwave and longwave radiation scheme, Betts-Miller-Janjic cumulus scheme, and the YSU planetary boundary layer scheme. These physics options performed well in previous regional climate simulations over the western United States (Rasmussen et al. 2010) .
Land surface processes are simulated using two available LSM options in WRF. The Noah land surface model (Chen and Dudhia 2001 ) is based on a Penman potential evaporation approach, a multi-layer soil model, and a primitive vegetation model. For groundwater interactions, Noah considers a free drainage lower boundary condition where the rate of water loss is based on hydraulic conductivity modulated by a slope factor (0.1 in WRF). Noah has no upward groundwater flow into the lowest soil layer, which is prescribed with a lower boundary at 2 m depth.
Another recently added WRF LSM option is the Noah-MP LSM (Niu et al. 2011) . Noah-MP is unique among land surface models in that, like WRF, it has multiple options for key land-atmosphere interaction processes. Noah-MP was developed to improve upon some of the limitations of the Noah model. Noah-MP contains an explicit vegetation canopy defined by a canopy top, bottom and crown radius with two-stream radiation transfer in the canopy, and a multi-layer snow pack with liquid water storage. Multiple options are available for surface water infiltration and runoff, and groundwater transfer and storage within the four model soil layers that are defined the same as in Noah.
Within the Noah-MP model, three options for groundwater physics are used for this study. The first and least complex option (denoted MPR3 since it is option 3 within Noah-MP) is based on the free drainage approach of Noah with the same slope factor of 0.1. The second Niu et al. (2011) . The temporal variation of water stored in the aquifer is determined by the residual of calculated recharge rate from the soil above minus the calculated discharge rate from the aquifer out of the grid. The third option (MPR5) is based on the water table dynamics model developed by Miguez-Macho et al. (2007; hereafter denoted MMF) . The MPR5 approach is similar to MPR1 in that an aquifer is explicitly defined at a dynamically determined depth below or within the model soil layers. MPR5 also considers lateral flow of the aquifer water and groundwater-river exchange, though these processes are generally only important on higher resolution grids than are used in this study. An important difference between these two aquifer options is that when the aquifer is below the resolved soil layers (2 m), MPR5 adds additional soil layers between the resolved layers and the water table to more accurately calculate fluxes between the resolved layers and the aquifer. MPR5 also requires an input dataset of equilibrium water table depth defined through an offline process using 30 years of climatological recharge described in MMF (see Fig. 1b ). For this study, the relatively shallow water table of the central United States is the focus.
In both the Noah and Noah-MP models, a soil water stress function defines how efficient transpiration will be in the model. To test model sensitivity, two stress functions are used in the Noah-MP simulations: one equivalent to the stress function in Noah (denoted B1) where transpiration ceases when SM drops below the wilting point and is unimpeded above a reference SM and another (denoted B2) that allows for more efficient transpiration relative to B1 for medium to high SM (lower reference SM) and less efficient transpiration for low SM (higher wilting point).
Simulation period
Model simulations are completed beginning 25 February and ending 31 August for 2 years, 2002 and 2010. The first week of the simulations are omitted from the analysis to allow the model atmosphere to spin-up. These 2 years are chosen for their anomalous climatic conditions within the United States determined from data obtained from the National Oceanic and Atmospheric Administration's National Climatic Data Center (NCDC). The March/April/May (MAM) temperature in 2002 was anomalously low in the north and high in the south, while the June/July/August (JJA) temperature was generally high across the country. Precipitation in 2002 was high in the east and low in the west for MAM, and low in the west and east and high in the north and southeast for JJA. Temperature in MAM 2010 was high in the northeast and low in the southwest, while for JJA it was high everywhere except for the extreme northwest. Precipitation in MAM 2010 had little clear pattern except for being slightly high in the northwest, but was high across the center of the country for JJA and low along the southern east and west coast. The simulations focus on the spring and summer when the most sensitivity to groundwater is expected.
Initial and lateral boundary conditions for the atmospheric model are taken from the North American Regional Reanalysis (NARR; Mesinger et al. 2006) . Lateral boundary conditions are updated every three hours from NARR output. To achieve land surface state equilibrium prior to initialization and incorporate the preceding snow season, the LSMs are run for 1 year using the offline High Resolution Land Data Assimilation System (HRLDAS; Chen et al. 2007 ) and atmospheric forcing data from NARR. A 1-year spin-up allows the preceding snow season to influence the initial soil conditions.
Observations and regional consolidation
A regional approach is used to verify the model simulations. Three analysis regions (Fig. 1a) are defined based on the NCDC's nine climatically consistent regions within the United States. The north-central section of the country is split into two parts. The western five states are considered the Northern Plains (NP) and the eastern eight states are denoted the Upper Midwest (UM). The South Central (SC) region consists of the five states south of the two northern regions. These regions generally encompass the relatively shallow water table region in the central United States (Fig. 1b) .
To evaluate the performance of Noah relative to Noah-MP and the performance of the different groundwater approaches within Noah-MP, observations of air temperature (T 2m ), dew point temperature (T d ), and P are used. For P, a 0.25°daily gridded gauge-based precipitation data set (CPC 2013 
Groundwater recharge
Recharge is defined here as the downward flux of water from the bottom boundary of the 2-m model soil column. In the Noah and MPR3 models, this water exits the modeling system as underground (as opposed to surface) runoff. In MPR1 and MPR5, recharge is either stored in the soil below the model soil column or in the aquifer. MPR1 and MPR5 also both allow for water to flow upward into the model soil levels from the aquifer. Figure 2 shows the accumulated recharge in 2010 for the three analysis regions and the entire domain. A negative slope indicates when water is moving into the model 2-m column from below. Note that the Noah and MPR1 models always have a positive slope.
Recharge for Noah and MPR3 generally have the same slowly rising pattern for the three regions with MPR3 having slightly more recharge in the summer for NP. MPR1 recharge shows a similar pattern among the three regions: little or no recharge in the first month, followed by upward transport into the soil column for the second month and then a steady downward flux for the final 4 months. For MPR5 in the NP region, recharge steadily increases in the first 4 months followed by a net zero flux for the region in the last 2 months. In UM and SC, the first 2 or 3 months have little recharge but there is a steady upward moisture transport for the final 3 months. In general, MPR1 has the largest recharge even with some upward flux in the first few months and MPR5 transports 10-20 mm of water upward from the aquifer in the summer months for the UM and SC regions. For the entire domain, Noah, MPR3 and MPR1 have steadily increasing recharge throughout the simulation resulting in 34, 46 and 66 mm of water loss after 6 months. MPR5 has the most recharge through July, but due to upward transport from the aquifer, levels off for the last 2 months ending with 58 mm.
The effect of water stress functions on runoff is mostly small except for MPR5 in the UM region, where in the final 3 months the B2 simulation has about 9 mm less upward transport. 
Soil moisture (SM)
The evolution of total column SM during the 6 months following the 1-year spin-up is shown in Fig. 3 ., illustrating the general features of soil recharge in spring and depletion in summer across regions. The relative difference between models remains consistent in the regions and the domain: Noah maintains the lowest SM (also indicated by the low spin-up value at initialization), MPR5 maintains the highest SM likely due to upward transport from the aquifer, and MPR3 and MPR1 are between with MPR1 generally lower due to more recharge (Fig. 2) . The simulations show a SM increase in the NP region probably due to the above normal 2010 precipitation in this region. The other two regions and the full domain show little net flux in the first 3 months, followed by dry down over the final 3 months in all regions.
The effect of soil stress function on SM is small during the beginning of the simulation, but the B2 option increases SM at the end of the simulation in the drier UM and SC regions due to a reduced transpiration for low SM using the B2 option. For the entire domain, the B2 option decreases SM slightly because a larger portion of the domain is in the medium to high SM regime where B2 increases transpiration. In 2002, the relative pattern between Noah and Noah- 
Latent heat flux
The communication of inter-model SM differences to the atmosphere occurs through LH. Compared to the accumulated 6-month LH, the inter-model differences can be small (<20 %), so Fig. 4 shows the differences relative to the Noah model. The accumulated Noah LH in NP, UM, SC and total domain are 380, 560, 420 and 410 mm, respectively. Figure 4 shows that in 2010 by the end of the 6 months, all Noah-MP simulations have less LH than Noah. In the UM regions, the first 4 months of the simulation are higher than Noah, but are much less than Noah in the final 2 months. The difference between the Noah-MP options is consistent with SM. MPR5 has the highest LH and MPR1 the lowest. The Noah-MP options tend to diverge in the final months of the simulation, consistent with the relative soil moisture in each simulation.
The effect of the soil stress functions on the Noah-MP simulations is also consistent with their effect on SM. The B2 option increases transpiration, and thus LH, in the early summer when SM is higher, but decreases LH due to less efficient transpiration when soils are drier as occurs in the later summer months. The net effect of these options is small in the NP and SC regions, but increases LH in the UM region and in the entire domain. In 2002, the differences relative to Noah are opposite. The LH relative to Noah in the NP and SC regions and full domain are higher by about 50, 30 and 25 mm, respectively. The UM region has a similar pattern to 2010 increasing to about 40 mm at the beginning of July, but the late summer decrease is small and the resulting difference from Noah at the end of the simulation is about zero. The 2002 inter-model Noah-MP differences are the same as in 2010 with MPR5 having the highest and MPR1 the lowest LH.
Precipitation (P)
The accumulated regional and domain precipitation compared to observed 2010 precipitation and to a 30-year precipitation climatology are shown in Fig. 5 . Observed P in March-AprilMay (MAM) was generally close to the climatology in these three regions and the domain. June-July-August (JJA) P was normal in the SC region and above normal in NP, UM and in the domain. Simulated P is similar between models and with the observations for MAM. Noah starts to accumulate more P than Noah-MP by the end of the May, which is more consistent with observations. In JJA, the Noah simulations produce more P than Noah-MP but are still substantially lower than observations, especially in the SC region. The Noah-MP simulations produce about 25-50 % too little P in the three regions and 10-15 % too little for the domain. The difference relative to Noah is consistent with the lower LH, if P is assumed to result from local sources. The inter-model Noah-MP results are also consistent with the LH results. MPR5 generally produces more P than the other two GW options. The convective precipitation produced by the models is very similar (Fig. 5) implying that the main source of difference between the model simulations is in large-scale precipitation.
The effect of soil stress function is shown in Fig. 5 only for the MPR5 simulation. The B2 option has little effect on the P except in the UM region where the P decreased by about 8 % compared to the B1 option even though the LH increased with this option between June and July. Consistent with the relative differences in LH in 2002, the Noah-MP simulations produced more P than the Noah simulation, though the inter-model differences were smaller. The models all performed well in the UM region in 2002 where P was near normal. In the NP and SC regions, where P was below normal, the models produced too much P in NP and too little in SC. For the entire domain, the models produced about 10 % too much P.
Since P provides the flux of water into the top of the soil column and is a source for eventual LH, the net flux at the soil column top (P minus LH) is important for diagnosing model processes. As mentioned above, the 2010 Noah-MP simulations produce less P (Fig. 5 ) and less LH (Fig. 4) than when using Noah. For MPR3 relative to Noah, the decrease in LH is nearly the same as the decrease in P (50 mm, 65 mm, and 100 mm in regions NP, UM, and SC). For MPR1 relative to Noah, the decrease in LH is lower than that in P especially in the UM region where the accumulated P decrease is about 55 mm higher than the latent heat decrease. This implies that without significant flux of water from below, which is not seen in the summer months in MPR1, the soil column dries through the simulation (Fig. 3) . The opposite effect is seen with MPR5, where P decreases of 50, 60 and 70 mm for the NP, UM and SC regions result in LH decreases of 35, 20 and 60 mm. The MPR5 simulation is able to maintain higher SM and LH due to upward flux of moisture from below (Fig. 2) . A similar effect can be seen in 2002 for MPR5 where P differences relative to Noah of 25, 0 and 40 mm produce increases of LH of 60, 17 and 52 mm for regions NP, UM and SC, respectively.
Surface air temperature and moisture
The WRF model output contains 2-m air temperature and water vapor mixing ratio, which are diagnosed from surface temperature/moisture (Noah) or canopy air temperature/vapor pressure (Noah-MP) and surface sensible heat and LH. Therefore, altered surface energy budget terms, like those shown with LH (Fig. 3) , will affect these surface diagnostics. To assess the performance of Noah and the several Noah-MP options, comparisons are done with surface observations of T 2m and T d at about 2000 METAR and SYNOP sites (NCEP 2004) in the domain. The model results are adjusted to the elevation of the station data using a lapse rate of 6.5°C/km. The observations are split into seasonal (MAM and JJA), and day (00/18 UTC) and night (06/12 UTC). Table 1 for all seasons and times of day. In MAM, both in 2002 and 2010, the Noah model shows a consistent cold bias of between 1.5 and 4.0°C for all regions and the entire domain. This bias is present both during the day and night, and is usually larger during the day. Using any of the Noah-MP options reduces this bias by about 1.5 to 2.0°C in the NP and SC regions in 2002 and improves the RMSE by 0.5 to 2.0°C. The bias reduction is between 2.0 and 2.5°C for the UM region and the entire domain. In 2010, Noah-MP overcorrects the cold bias in the NP region and results in a warm bias of about 2.0°C (day) and 1.5°C (night), though the RMSE is still similar to Noah. Even though the overcorrection is too large in the UM and SC regions, the magnitude of the warm bias is still smaller than the Noah cold bias. For the entire domain, the Noah-MP results show a large improvement in both bias and RMSE.
In JJA, daytime 2002 T 2m bias and RMSE are not significantly different between the four simulations in the three regions. Noah-MP bias and RMSE are larger in the UM regions, which may result from decreased LH relative to Noah in the last 2 months of the simulation. Nighttime JJA Noah T 2m bias ranges from 0.5°C in the NP region to −0.6 and −1.2°C in SC and UM, respectively. The Noah-MP simulations increase the nighttime T 2m by about 1.0 to 1.5°C, mostly independent of groundwater option, thereby improving the simulations in UM and SC, but degrading them in NP. For the full domain, Noah has a cold bias of 0.5°C (day) and 1.5°C (night). The daytime bias for Noah-MP is near zero and the nighttime cold bias is about 0.5°C using any groundwater option. The daytime RMSE between the models is similar, but the Noah nighttime RMSE was reduced about 0.7°C by using Noah-MP.
For 2010, Noah has a 1.0 to 1.8°C warm bias in the regions and a zero bias over the full domain during the day. In contrast to 2002, the Noah-MP daytime T 2m are significantly higher by about 1.5 to 3.3°C in the regions and 1.0 to 2.0°C over the whole domain. This may result from the drier soils and lower LH present in the model that year (see Sec. 3.2 and 3.3) . RMSE is also higher by 1.0 to 2.0°C for daytime JJA T 2m . At night in 2010, Noah has between a zero bias (NP) and 1.0°C cold bias (SC) during JJA. Similar to the daytime, Noah-MP is warmer by about 1.0 to 3.0°C at night with RMSE increases of 0.5 to 1.5°C. Over the whole domain, Noah-MP performs better than Noah improving the 1.0°C cold bias to about a 0.5°C warm bias and reducing the RMSE slightly. Compared to 2002 where there was little effect from the groundwater options, the warmer and drier simulation in 2010 is allowing the different groundwater options to have an effect on the simulations. The MPR5 simulations had a wetter soil, produced more LH and had upward transport of aquifer soil water in JJA relative to the other Noah-MP simulations. The MPR1 simulation had the driest soil, least LH, and largest discharge. These relative differences are consistent with 2010 JJA daytime and nighttime T 2m . In the NP and SC regions and the whole domain, the MPR5 simulations are about 0.5°C cooler than the MPR3 simulations and about 1.0°C cooler than the MPR1 simulations. In the UM region, the effect is about double with MPR5 being about 2.0°C cooler than MPR1. At night, the results are similar with MPR5 producing the lowest warm bias and almost zero bias for the whole domain. The Noah-MP RMSE results are consistent with the warm bias reduction.
Model dew point temperature (T d ) bias and root mean square error (RMSE) in 2002 and 2010 for the three regions and full domain are discussed below and shown in a supplemental table for all seasons and times of day. In MAM, both in 2002 and 2010, the Noah model shows a consistent dry bias of between 1.0 and 2.5°C for all regions and the entire domain. This bias is present both during the day and night, and is usually larger during the night. Using any of the Noah-MP options reduces the daytime T d bias to less than 0.5°C and the nighttime bias to less than 1.0°C in 2002. In 2010, the regional performance of Noah-MP relative to Noah is mixed. Noah-MP overcorrects the Noah dry bias and is too moist in the UM region, but performs better than Noah both during the day and night for the SC region. In the NP region, Noah-MP makes the dry bias worse during the day, but improves the dry bias at night. For the entire domain, the Noah-MP results show a large improvement in both T d bias and RMSE in both years. There are no significant differences between the Noah-MP groundwater options in MAM.
In JJA, T d bias and RMSE in 2002 have regionally dependent improvement and degradation when comparing Noah and Noah-MP. In the NP region, Noah-MP shows a dry bias both during the day and night, but improves the Noah dry bias by about 2.0°C and RMSE by 1.0 to 1.5°C. In the UM region, the daytime dry bias is 1.0 to 2.0°C higher in Noah-MP, but the nighttime bias is similar or slightly better than Noah. Depending on the groundwater option used, the results in the SC region are either the same (MPR3) as Noah or up to 1.0°C improved (MPR1). For the entire domain, daytime T d bias and RMSE are the same in the Noah and Noah-MP simulations, but nighttime T d bias and RMSE are about 1.0°C improved when using Noah-MP.
For 2010, the pattern of T d difference between Noah and Noah-MP are similar. In the NP region, Noah-MP performs better than Noah, especially at night. In the UM and SC regions, Noah-MP performs worse than Noah during the day, but has a similar performance at night. This pattern can also be seen over the entire domain in 2010, where Noah-MP increases the dry bias during the day by about 0.5°C and improves the dry bias by a similar magnitude at night.
There is not a clear universal effect of groundwater option on the Noah-MP T d results. In both 2002 and 2010, the MPR1 and MPR5 simulations perform marginally better than MPR3 in the regional analysis, but do not improve the full domain results significantly. Similar to the T 2m results above, when Noah-MP has a large dry bias (e.g., JJA in 2010 day and night), the MPR5 results have the lowest bias and RMSE and reduce the dry bias from the other options by 0.5 to 1.0°C.
Conclusions
The fluxes of water and energy between the land surface and atmosphere involve many complex non-linear processes. In this study, two different LSMs, one with multiple GW options, are used to assess how the treatment of canopy processes and interactions with deep GW affect seasonal regional climate simulations. In contrast to the free drainage models, the models that have GW modeling capability do have upward flux from the aquifer at different periods in the simulation. The Noah SM is always lower than in Noah-MP, which is likely due to model climatology differences. The inter-model Noah-MP SM and LH results are consistent with recharge differences: the stronger upward flux capability of MPR5 results in the highest SM and LH of the Noah-MP models similar to previous studies (e.g., Maxwell et al. 2007 ). The effect of GW interaction is particularly evident when analyzing net water flux (P -LH) at the soil surface. The two simulation years have different LH results relative to Noah, but are consistent among Noah-MP options. In contrast to Jiang et al. (2009) , the increased LH effect on increased P is small. This may be a result of the negligible difference in convective precipitation, potentially decreasing local recycling. However, the LH-P relationship (increased LH, increased P) is consistent among the regions and the domain.
The Noah-MP model, independent of GW option, in general improves upon a cold and dry bias in the spring (MAM) Noah simulations both during the day and night. The T 2m and T d results for summer (JJA) are region dependent and also differ between night and day. For a majority of the simulation period, there is little GW effect on the Noah-MP near-surface diagnostic fields. However, when the Noah-MP model produces large warm/dry biases in the 2010 summer, the aquifer interactions of the MPR5 model alleviates the T 2m bias by 1-2°C.
