Under the Kolmogorov-Smirnov metric, an upper bound for the rate of convergence to the Gaussian law is obtained for linear statistics of Laguerre ensembles. The Riemann-Hilbert approach is used to find the uniform asymptotic of the characteristic function whose argument grows with dimension.
Introduction and formulation of the main result
The main result of this note is an upper bound, under the Kolmogorov-Smirnov metric, for the rate of convergence in the Central Limit Theorem for linear statistics of Laguerre ensembles. Consider the convex cone of n × n Hermitian matrices M = {M j,k } n j,k=1 , M j,k ∈ C, with positive eigenvalues, take α > −1 and endow this cone with the Laguerre-type probability measure P n (dM) = 1 Z n e −Tr Qn(M ) dM, dM = j dM j,j j<k d(Re M j,k )d(Im M j,k ), (1) where
and Z n is the normalising constant. We study the speed of convergence to the Gaussian distribution for the distribution of a linear statistics of the form Tr f (M) in the scaling limit as n → ∞. 
and a non-negative quadratic functional K[f ] by the formula
Let F f,n be the cumulative distribution function, under the measure (1), of the random variable
Tr
Let F N stand for the the cumulative distribution function of the standard Gaussian law of expectation zero and variance one. 
In order to obtain this theorem, we prove the following asymptotic formula for the characteristic function E n e ihn γ Tr f (M ) .
Lemma 1. Let f satisfy the assumption of Theorem 1. Then, there exist ε > 0 such that the following takes place for any γ ∈ [0, 1]:
where the O-term is uniform in h for |h| < ε.
Note that an equivalent expression for the functional K[f ] is given by the formula
ja 2 j , a j = 2 π π 0 f 1 2 + cos s 2 cos js ds.
The coefficients a j are the generalised Fourier coefficients with respect to the orthogonal system of the shifted Chebyshev polynomials of the first kind {T j (2x − 1)} ∞ j=0 :
For fixed h, the condition f (x) = O(e Ax ) as x → +∞ is not needed, and we have Lemma 2. Let f : [0, +∞) → R be a locally Hölder continuous function. Let h ∈ R be fixed. Then
The asymptotic for the real moments E n e hTr f (M ) is due to Charlier and Gharakhloo [4] who also consider more general weights. The asymptotic formula of Charlier and Gharakhloo implies the Central Limit Theorem but we do not see how to estimate the speed of convergence to the Gaussian distribution from the asymptotic of the real moments alone. The presence of imaginary exponents in (7) and (10) creates additional difficulties: indeed, as we shall see in greater detail below, the weight (15) corresponding to the imaginary exponent can have zeros, and therefore the function χ(z) in (29) can have zeros in a neighbourhood of [0, 1]. To overcome this difficulty, the deformations (74) and (101) of the weight (15) are used to prove Lemma (1) and (2) , respectively.
Note also that Lemma 2 holds for a broader class of test functions: existence of exponential moments is not required. In particular, let T k be the Chebyshev polynomials of the first kind. Set
(11) Introduce a diagonal matrix Σ = 1 4 diag{1, . . . , l} and the corresponding centred Gaussian distribution N(0, Σ).
Corollary 1. For the random variables
Our proof of the upper bound for the speed of convergence to the Gaussian law uses the smoothing inequality of Feller [11] , an estimate of the Kolmogorov-Smirnov distance via the integral of the distance between the characteristic functions. In order to estimate the latter one needs to know the behaviour of the characteristic function for large (with respect to n) arguments. This behaviour does not follow from [4] , and that is why Lemma 1 is essential.
The proof of Lemma 1 and 2 is based on the Riemann-Hilbert analysis and is related to that in [1, 3, 4] . Consider the quantity E n e Trf (M ) , wheref (x) ∈ C. Then, using the spectral variables, one can write E n e Trf (M ) in the form
where R n + = (0, +∞) n . Due to Andreieff's identity the right-hand side of (13) can also be written as the ratio of determinants:
where
and
The formula (14) enables one to use the theory by Fokas, Its, and Kitaev, which connects Hankel determinants to Riemann-Hilbert problems of complex analysis via the theory of orthogonal polynomials (see [12] ). In the next section we use this connection and the steepest descent method of Deift and Zhou [10] to analyse asymptotic behaviour of solutions of Riemann-Hilbert problems with respect to the parameters. This will help us prove Lemma 1 and Lemma 2. Johansson [13] deals with the matrix models with the continuous weight on the whole real line. Though the Laguerre ensembles do not satisfy the assumptions of his theorem, the final asymptotic formula (10) is closely related, with additional terms dependent on α. Vanlessen [20] studies the Plancherel-Rotach asymptotics for the orthogonal polynomials with a Laguerre-type weight. Zhao, Cao and Dai [22] obtained the asymptotic expansion of the partition function of a Laguerre-type model. The case of a Laguerre-type singularly perturbed weight was studied by Xu, Dai and Zhao in [21] , where the connection was found between the Painlevé III transcendent and the behaviour of the leading and recurrence coefficients of the corresponding orthogonal polynomials. Shulin and Yang [18] studied the distribution of the largest eigenvalue in the Laguerre unitary ensembles.
Analysis of the Riemann-Hilbert problem
In this section letf be a complex-valued function on [0, +∞) satisfying the following: A1. the functionf is locally Hölder continuous on [0, +∞);
A3. there exists n 0 ∈ N such that the Hankel determinant H k,n [f ] is not zero for all k = 1, . . . , n and all n > n 0 ;
A4. the functionf admits an analytic continuation to a neighbourhood of [0, 1].
The assumptions (A1) and (A2) guarantee that the integral in (16) exists and reduction of (13) to (14) is legitimate. The assumption (A3) one implies that the orthogonal polynomials π (k) n (x) = x k + . . . with respect to the weightw n (x) = x α ef (x) e −4nx are well-defined. Now let us consider the matrix function
where β n,m = −2πiγ 2 n,m , γ 2 n,m = Hn,m[f ] H n+1,m [f ] , and C is the Cauchy-type integral:
When no ambiguity arises, we will sometimes drop the index n to make notation lighter. We note that because of the assumption (A1) upper and lower limits Y ± (x) of Y (z) as z → x ± i0, x > 0, are well defined. It is known (see [12] ) that Y (z) satisfies the following Riemann-Hilbert problem (Y-RH):
The solution of this problem is unique and det Y (z) = 1. Indeed, if we consider det Y (z), then it follows from the second condition of (Y-RH) that det Y (z) has no jumps over (0, +∞), and thus z = 0 is an isolated singularity. Then, from the 4th condition it follows that det Y (z) = O(1) (componentwise) as z → 0, and det Y (z) turns to be an entire function. Finally, from the 3rd condition and Liouville's theorem we have that det Y (z) = 1 for all z ∈ C. Therefore, the matrix Y (z) is invertable, i.e., (Y (z)) −1 is well-defined. Now, suppose that there are two solutions of (Y-RH), Y 1 (z) and Y 2 (z). Using similar reasoning for (Y 1 (z)) −1 Y 2 (z), one can show that the latter is in fact an identity matrix, and thus the solution is unique.
Asymptotic analysis of Riemann-Hilbert problems includes several steps, the equivalent transformations of the initial problem (Y-RH). We now describe these steps, starting with the normalisation at z = ∞.
First transformation. Normalisation at z = ∞
Consider the equilibrium measure ν(dx) corresponding to the potential V (x) = 4x. This measure is a unique solution to the variational problem
where the minimisation is done over the (convex) set of probability measures µ(dx) supported on Σ ⊂ [0, +∞). The optimality conditions following from the corresponding variational inequality can be written as
where l is a real number called the modified Robin constant (see [17] ). The solution of (19) and (20) for the potential V (x) = 4x is known explicitly and is given by the well-known Marchenko-Pastur distribution (see [16] )
with the explicit form of the modified Robin constant l = 2 + 4 log 2 (see [20] ). Now let us introduce the logarithmic potential
From this definition and (20) , one can easily show that the following identities hold:
where by the subscript indexes + and − we denote upper and lower-half plane limits, and the function φ(z) is defined in the following way
We mention that in (22) and (24) the principal branches of log and √ are used. Now we are ready to perform the first step of the steepest descent analysis and to change the variables in the Riemann-Hilbert problem (Y-RH):
Although g(z) is discontinuous across the negative half-line, its jump is of size 2πi, and consequently U(z) is analytic in C \ [0, +∞). Also one has U(z) = I + O(1/z) as z → ∞, which follows from the asymptotics g(z) = log(z) + O(1/z) as z → ∞. The latter ensures that U(z) satisfies the Riemann-Hilbert problem (U-RH) normalised at z = ∞:
4. The behaviour of U(z) as z → 0 is the same as that of Y (z) in (Y-RH).
For the sake of convenience we adopted the short notation
It is not difficult to check that the formulas (26) for the jump J U (x) follow from the direct calculations:
where we used the definition of J Y (x) from (Y-RH) and the formulas (23).
We highlight that from (24) it follows that φ(x) > 0 for x > 1, and therefore for such x we have that J U (x) → I as n → ∞. What is more, this convergence is exponentially fast but not uniform. On the other hand, φ ± (x) are imaginary for 0 < x < 1, and thus e nφ ± (x) are oscillating. The latter brings us to the next step of the steepest descent analysis, a deformation of the contour.
Second transformation. Deformation of the contour
Observe that there is a simple matrix identity:
(29) Now we deform the positive half-line into the lens-shaped contour in Fig. 1 . The idea is to find the function T (z) such that it has the same jump as Y (z), but the jump is spread over the contour L = L + ∪ L − ∪ [0, +∞). More precisely, we specify T (z) by the following formula:
At this moment we need the assumption (A4) that says that there is the analytic continuation of the functionf (x) to some neighbourhood of [0, 1]. Without loss of generality, the lens is embedded in this neighbourhood, and we find out that (J + T (x)) −1 and J − T (x) have analytic continuous-up-to-the-boundary extensions from (0, 1) to Ω + and Ω − , respectively, so the formula (30) makes sense. For the sake of readability, the corresponding analytic functions are denote by the same symbols as their counterparts.
It is readily verified that the function T (z) satisfies the following Riemann-Hilbert problem (T-RH):
4. The behaviour of T (z) in the neighbourhoods of points z = 0 and z = 1 is the same as that of U(z), if approaching from Ω. If approaching from Ω + and Ω − , the result can be obtained by multiplying by the corresponding jump matrix (see (30)).
Employing the definition (24), one can check directly that Re φ(z) < 0 on the lips (excluding the endpoints). Consequently, one has J T (z) → I exponentially fast, however again this convergence is not uniform.
Now we summarise what have been done. The initial problem for Y (z) is now reduced to the problem for T (z) in such a way that J T (z) → I on L + ∪ L − ∪ (0, +∞), exponentially but not uniformly. In view of the small norm theorem, one may want to consider the limit problem with the jump matrix J o T (x) on the contour (0, 1) (notice that J o T (x) does not depend on n). We will explicitly solve such a problem in the next section and construct the so-called global parametrix. However, we underline that in order to apply the small norm theorem, the uniform convergence is crucial. And to make up for lack of it-as it is usually done-in the sections to come we perform the local analysis of the problem and construct the so-called local parametrices in the neighbourhoods of z = 0 and z = 1.
Parametrix at z = ∞
Consider the following Riemann-Hilbert problem (N-RH):
In order to find its solution, first we notice that the following identity takes place:
Next, we introduce the Szegő function D(z) by the formula
where the principal branch of √ is used. This function is clearly analytic in C \ [0, 1], and from the Sokhotski-Plemelj formulas it is immediate to see that
The expression (33) can be easily factorised
and it is possible to find D 1 (z) explicitly (e.g., see [20] ). For the sake of completeness we find this explicit expression here using the residue theory. First, we make the change of variables: x → 1 1+x 2 , and then the integral in D 1 (z) takes the form
Calculating the corresponding residues one obtains
from which it follows that
It is interesting to point out that the function
maps the complex plane with the slit [0, 1] onto the interior of the unit disk without {0}. Thereby, this function maps any loop going around [0, 1] counterclockwise into a loop inside the disk going around zero clockwise. In this way the jump of z α/2 is compensated, and the resulting function
We also need to know the formula for D(∞), which clearly is
Now, we make the change of variables in (N-RH) problem:
and find that C(z) satisfies the following Riemann-Hilbert problem (C-RH):
Diagonalizing the constant jump matrix one can find the the solution in the following form:
where q(z) = ( z−1 z ) 1/4 with the principal branch of the root used. Expressing N(z) in terms of C(z) using (41), we arrive at the formula for the global parametrix:
.
(43) It is worth noticing that the Szegő function is not a unique solution to the multiplicative Riemann-Hilbert problem (34) due to the fact that the asymptotic behaviour at z = 0 and z = 1 is not specified. However, as we will see later, this solution is exactly what one needs. Also we indicate that det N(z) = 1, thus the matrix N(z) is invertible, and one can write that
which we need for future reference.
Local parametrix at z = 1
Consider the Riemann-Hilbert problem (P1-RH) in some neighbourhood Ω 1 of the point z = 1:
The function P 1 (z) satisfies the same jump conditions and has the same local behaviour as T (z), and one can see that the idea is to match P 1 (z) with the global parametrix N(z) on the boundary ∂Ω 1 as n → ∞. We notice that although N(z) is discontinuous on ∂Ω 1 ∩ (0, 1), the 3rd condition implies that P 1 (z)(N(z)) −1 is not. The problem (P1-RH) is local, and making use of the fact that χ(x) has an analytic continuation to some neighbourhood of the point z = 1-without loss of generality one can think that Ω 1 is compactly embedded in this neighbourhood-we can perform the simple change of variables that turns the jump matrix J T (z) into a piecewise constant one:
The functionP 1 (z) is a solution of the following Riemann-Hilbert problem (P1-RH):
In order to findP 1 (z), we study a close related Riemann-Hilbert problem (A-RH) with the same jumps as (P1-RH) but on the other contour (see analytic in C \L, bounded at ζ = 0, and such that A + (ζ) = A − (ζ)J A (ζ), ζ ∈ C \L with the jump matrix J A (ζ) given by
Although, this problem does not have a unique solution, as the behaviour at ζ = ∞ is not specified, the useful choice of A(z) turns out to be the one in terms of the Airy functions (see [9] ):
where ω = e 2πi/3 . And for the other sectors the similar formulas can be obtained by using the jump matrix J A (ζ). We also draw our attention to the fact that det A(ζ) = 1, particularly, the matrix A(ζ) is invertible.
Recalling the asymptotic behaviour of the Airy function as ζ → ∞, one can find that
as ζ → ∞ for ζ ∈ C \L, where the principal branches of the roots are used. Next, we find the conformal map ξ n (z) from Ω 1 onto some neighbourhood of ζ = 0 and construct the solution toP1-RH in the form
where E n (z) is some analytic function in Ω 1 . It is clear that if the conformal map ξ n (z) is found, then (50) satisfies 1st, 2nd, and 4th conditions ofP1-RH automatically. We choose E n (z) so that the 3rd condition is also satisfied.
In order to find the map ξ n (z), we equalise the exponents in the 3rd condition and in (49) by identifying 2 3 (ξ n (z)) 3/2 = n 2 φ(z).
To solve this equation we suppose ξ n (z) = (3n/4) 2/3 (φ(z)) 2/3 , choosing the principal branch of the power function. Expanding the function φ(z) given by (24) in a series in the neighbourhood of the branching point z = 1, we immediately see that
for some analytic in this neighbourhood function G(z) such that G(1) = 0. This shows that ξ n (z) is indeed a conformal map of the neighbourhood of z = 1, which without loss of generality is Ω 1 , to some neighbourhoodΩ of ζ = 0. Also, we note that ξ n (z) maps (1, +∞)∩ Ω 1 and (0, 1) ∩ Ω 1 in the z-plane into (0, +∞) ∩Ω and (−∞, 0) ∩Ω in the ζ-plane, preserving the orientation. Besides, we can always use the freedom to deform the lens so that its lips are mapped intoL + andL − . The next step is to match the whole asymptotics as n → ∞ and find the analytic factor E n (z). We see that if we fix z and n → ∞, then ξ n (z) → ∞, consequently, for A(ξ n (z)) the asymptotics (49) is relevant. Due to this fact and formulas (45), (49), (50), and (52), the left part of the matching condition reads: 
uniformly in z ∈ ∂Ω 1 . The condition is satisfied if we choose
and we need to check that E n (z) is analytic in Ω 1 . Clearly, E n (z) is analytic in Ω 1 \ (0, 1), therefore it is sufficient to verify that there is no jumps over (0, 1), and that there is no singularity at z = 1. To check the first claim, we use the jump condition for N(z) and compare the limits E + n (z) and E − n (z) from above and below of (0, 1):
One sees that E n (z) is indeed analytic in Ω 1 \ {1} and thus can only have an isolated singularity at z = 1. Yet, from the explicit formula (55), the order of this singularity is at most 1/2, and hence the singularity is bound to be removable. This justifies the second claim. Our final observation is that since det N(z) = 1, one has det E n (z) = 1, and thus detP 1 (z) = det P 1 (z) = 1. Particularly, all of these matrices are non-singular.
Local parametrix at z = 0
Let Ω 0 be a neighbourhood of z = 0. Now we give a construction of the local parametrix at z = 0, which is very similar to the construction in the previous section. The key difference though is that the local contour of the Riemann-Hilbert problem is different, and that the solution is supposed to have different behaviour at z = 0 (the 4th condition of Y-RH).
The corresponding Riemann-Hilbert (P0-RH) problem reads:
4. The behaviour of P 0 (z) as z → 0 is the same as in T-RH.
It is convenient to introduce the functionχ(z) = (−z) α ef (z) , which is analytic in Ω 0 \(0, 1) due to the fact that the principal branch of the power function is used. Then we perform the change of variablesP
to reduce (P0-RH) to the problem (P0-RH) with the piecewise continuous jump matrix:
3.P 0 (z)(χ(z)) −σ 3 /2 e Similarly as in the previous section, we consider an auxiliary Riemann-Hilbert problem (Ψ-RH) in the ζ-complex plane on the special contour (see Fig. 3 ). The jumps overL + ,L − , and (−∞, 1) are the same as those over L + , L − , and (0, 1) in (58).
The matrix function Ψ(ζ) that satisfies the conditions mentioned is known (although not uniquely) and is given in terms of the modified Bessel functions I α and K α of order α (see [20] ):
continued to the whole plane using the corresponding jumps. It is worth noticing that the angle we used in Fig. 3 is somewhat arbitrary. In fact the solution is known in a much more general case (for details see [14] ). Also, as it was before, det Ψ(ζ) = 1 holds true, and Ψ(ζ) turns out to be non-singular. The asymptotic behaviour of Ψ(ζ) can be recovered from the known properties of the modified Bessel functions and is given by
for ζ ∈ C \L as ζ → ∞. We again look for the parametrix in the form
where η n (z) is a conformal map from Ω 0 to some neighbourhood of ζ = 0, and E n (z) is an analytic factor. Clearly, the 1st and the 2nd conditions of (P0-RH) are satisfied. The 4th condition is justified by using the known behaviour of the modified Bessel functions as ζ → 0 and the formulas (59) and (61). Thus, it remains to find E n (z) to satisfy the 3rd condition. Equalising the exponents in (60) and in the 3rd condition of (P0-RH), we arrive at the equation for η n (z):
Notice that there is an additional factor (−1) n added since we are making a cut along the positive axis. In order to find the solution we introduce the analytic functionφ(z):
using the principal branch, and note that it differs from φ(z) by the additive constant ±2πi in the upper and lower half planes, respectively. Then we can rewrite (62) as follows
and can take
Expandingφ(z) in a series in the neighbourhood of z = 0, one can find that
for some analytic function G(z) which satisfies G(0) = 0, and thus η n (z) is a conformal map of the neighbourhood of z = 0-without loss of generality this neighbourhood is Ω 0 -to some neighbourhoodΩ of ζ = 0. We also note that η n (z) maps (0, 1) ∩ Ω 0 into (−∞, 0) ∩Ω in the ζ-plane, preserving orientation. Moreover, due to the freedom to deform the lens, we can always think that its lips are mapped intoL + andL − . Now we find the analytic factor E n (z) such that the 3rd condition ofP0-RH is satisfied fully. Since η n (z) → ∞ as n → ∞, the asymptotics for Ψ(η n (z)) as z → ∞ is of relevance. We write the left part of the 3rd (matching) condition, taking into account (57), (60), (61), and (66):
with the error term
uniformly in z ∈ ∂Ω 0 . Therefore, in order to satisfy the matching condition one can define E n (z) as follows
and we only need to check that E n (z) is analytic in Ω 0 . By construction, E n (z) is analytic in Ω 0 \ (0, 1). We verify that there are no jumps over (0, 1) approaching from the upper and lower half planes:
Consequently, E n (z) is analytic in Ω 0 \ {0} and can only have an isolated singularity at z = 0. The explicit formula (69) shows that its order is no more than 1/2, and once again one concludes that this singularity is in fact removable, so E n (z) is analytic in Ω 0 . In the usual manner we observe that det E n (z) = 1, and thus detP 0 (z) = det P 0 (z) = 1, which means in particular that all these matrices are non-singular.
Final transformation. Small norm problem
Now we have everything ready to write the small norm problem. Let the function R(z) be From the theory of small norm problems (for the details see [1] ) it follows that (R-RH) has a unique solution for large enough n > n 0 . Also the following takes place
As the final remark we add that the fact itself that we were able to seam together the local and global parametrices justifies their choice, which, we remind, was not unique.
3 Proof of Lemma 2
Deformation of the weight
We prove the lemma for f (x) such that it is locally Hölder continuous on [0, +∞) and admits the analytic continuation to some neighbourhood of [0, 1].
We start off by fixing a number h ∈ R and noticing that for all t ∈ [0, 1] the function (1 − t)+te ih q f (z) is analytic with respect to z in some (simply-connected) neighbourhood of [0, 1] ⊂ C. Therefore, one can choose large enough q such that
in this neighbourhood. Now we follow an idea from [8] and apply the results of Section 2 tõ
We use the principal branch of log, and because of (73) the right-hand side of (74) is welldefined. Notice thatf l,t (x) satisfies the assumption (A2) and (A4) of Section 2, however the assumption (A3) is not necessarily true. Nevertheless, if one notices that due to (13) the function H k,n [f l,t ] is analytic in t then there is as many as a finite number of points t where this determinant vanishes for k = 1, . . . , n. Hence, if we denote this set by T 0 (n), then (A3) is satisfied for t ∈ [0, 1] \ T 0 .
The assumption (A1) is also not necessarily satisfied, since ((1 − t) + te ih q f (x) ) can vanish at some x > 1. However, we notice that the latter is only possible if t = 1/2, and we overcome this problem by including t = 1/2 in T 0 (n). Finally we see that (A1) and (A4) are satisfied, if t ∈ [0, 1] \ T 0 (n).
Next ingredient of the proof is a special differential identity (see [1, 3, 4, 8] )
following from the straightforward formula
From now on we will be adding the symbols l and t to all the relevant quantities of (Y-RH), since we substitutef →f l,t . We point out that by integrating over [0, 1] with respect to t, one would have log H n,n [ ihl q f (x)]− log H n,n [ ih(l−1) q f (x)] in the left-hand side of (75). So, to find the asymptotics of E n e ihTr f (M ) it is enough to sum up such quantities with respect to l from 1 to q.
Integration of the differential identity
Now we fix n > n 0 so that (R-RH) is uniquely solvable, and suppose t ∈ [0, 1]\T 0 (n). Our goal is to use the asymptotics of the Riemann-Hilbert problem and integrate the differential identity (75). A very similar problem has been studied in [1, 3, 4] , and we adopt ideas from there for our needs. First, we have to break up the contour of the integration, since the asymptotics differ inside and outside the neighbourhood of [0, 1]:
Now, since the ray (1 + ε, +∞) is away from [0, 1] (see Fig. 5 ), it is possible to use the global parametrix N(z) to calculate the integral along (1 + ε, +∞). On the other hand, to calculate the integral along (0, 1 + ε) in an easier way, we would like to employ the idea of the contour deformation. First, we extend the contour (0, 1 + ε) to (−ε, 1 + ε) so that the deformed contour is far enough from [0, 1]. Unfortunately, the term ∂ ∂tw n,l,t (x) cannot be analytically continued onto (−ε, 0) because of the factor x α (the principal branch), and to overcome this we note that
which easily follows from a direct calculation using the jump condition of the Riemann-Hilbert problem for Y (z). Now the factor x α is canceled, and we can deform the contour for analytic integrands:
Clearly, the integral along (−ε, 0) is zero as Y −1 n,l,t (z)Y ′ n,l,t (z) 1,1 has no jump over (−ε, 0). Consequently, we only need to find the integrals along τ + and τ − . For which it is again possible to use the global parametrix N(z), since the contour of integration is away from [0, 1].
We proceed by considering the quantity Y −1 n,l,t (z)Y ′ n,l,t (z) for which a direct calculation using (25), (30), and (71), shows that
According to (43), the global parametrix N l,t (z) and its inverse N −1 l,t (z) are bounded uniformly in z outside [0, 1] (see Fig. 5 ), in l = 1, . . . , q, and in t. Hence, by (72) we get
where the O-term is uniform in all the parameters and z. Now in the usual way (see [5, 8] ) we extend the differential identity (75) for all t ∈ [0, 1]. Let us introduce the function
where r n,l (t) is the right-hand side of (75). Later it will be clear from (84) and (89) that for n > n 0 the function r n,l (t) is continuous in t, and thus S n,l (t) is continuously differentiable. Then, the differential identity can be rewritten simply as ∂ ∂t S n,l (t) = 0 for t ∈ [0, 1] \ T 0 (n). But then ∂ ∂t S n,l (t) = 0 for all t ∈ [0, 1]. Therefore, S n,l (t) is constant in t. Now we provide the argument which shows that (75) holds for all t ∈ [0, 1] and l = 1, . . . , q. First, directly from (13) we notice thatf 1,0 = 0 and H n,n [f 1,0 ] = 0. Hence, since S n,l (t) is constant in t, we have that S n,1 (t) = 0 for all t ∈ [0, 1]. Thus, H n,n [f 1,t ] = 0, and (75) holds in fact for all t ∈ [0, 1] and l = 1. Particularly, sincef l−1,1 =f l,0 , we have H n,n [f 2,0 ] = 0. Then we can repeat the whole procedure to find out that (75) holds for all t ∈ [0, 1] and for l = 2. The proof is concluded by induction.
We proceed with finding the terms of asymptotics. Substituting (44) into (80) one finds that Y −1 n,l,t (z)Y ′ n,l,t (z) 2,1 = −e n(l+2g(z))σ 3 (99) Having summed up with respect to l from 1 to q, we arrive at the final formula
The final part of the proof is to validate that (4) can be written as (8) . This has been shown in [13, p. 172] , which concludes the proof.
Proof of Lemma 1
The idea of the proof is to allow for large l (depending on n) in (99) by employing a special deformation of f (x), more general than (74). It will also turn out that the corresponding Oterm is uniform in l and h. We obtain the analogue of (99) and sum up for all l = 1, 2, . . .. This will yield the desired formula (7) .
We begin by choosing ε > 0 in such a way that f l,t (x) = log (1 − t) + te ih1[l<n γ +1]f (x) + ih(l − 1)1[l < n γ + 1]f (x), l = 1, 2, . . . (101) is well-defined for all h such that |h| < ε and for all t ∈ [0, 1]. Next, we repeat all the steps of Section 2. Note that ef l,t (x) is bounded, uniformly in all the relevant parameters for x ∈ (1, +∞). Therefore, J U (x) in (26) converges to I exponentially and uniformly for x away from x = 1. Due to the last term in the right-hand side of (101), ef l,t (z) is not bounded on L ± (see Fig. 1 ) and can grow to infinity as l, n → ∞. However, from the following simple inequality e ih(l−1)1[l<n γ +1]f (z) ≤ e ε(l−1)1[l<n γ +1]|Im f (z)| ≤ e εn γ |Im f (z)| (102) one understands that, since γ ≤ 1 and ε > 0 is arbitrarily small, this growth is damped by e nφ ± (z) (see (29)). The local parametrices can be constructed in the similar way as before. Consequently, the Riemann-Hilbert analysis of Section 2 can be performed, and one can find 
