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Abstract
In this paper, we present a unified optimal and exponentially stable filter for linear discrete-time stochastic systems that simul-
taneously estimates the states and unknown inputs in an unbiased minimum-variance sense, without making any assumptions
on the direct feedthrough matrix. We also derive input and state observability/detectability conditions, and analyze their
connection to the convergence and stability of the estimator. We discuss two variations of the filter and their optimality and
stability properties, and show that filters in the literature, including the Kalman filter, are special cases of the filter derived in
this paper. Finally, illustrative examples are given to demonstrate the performance of the unified unbiased minimum-variance
filter.
1 Introduction
The term filter or estimator is commonly used to refer to
systems that extract information about a quantity of in-
terest from measured data corrupted by noise. Kalman
filtering provides the tool needed for obtaining that re-
liable estimate when the system is linear and when the
disturbance inputs or the unknown parameters are well
modeled by a zero-mean, Gaussian white noise. How-
ever, in many instances, the exogenous input cannot be
modeled as a Gaussian stochastic process rendering the
estimates unreliable.
For example, consider the problem of estimating the
state and inferring the intent of another vehicle at
an intersection, for instance, for ensuring the safety
of autonomous or semi-autonomous vehicles [1]. In
this case, the input of the other vehicle is inaccessi-
ble/unmeasurable, and is not well modeled by a zero-
mean Gaussian white noise process. Thus, the stan-
dard Kalman filter does not yield an optimal estimate.
Nonetheless, we want to be able to estimate the states
and inputs of the other vehicle based on noisy mea-
surements for purposes of collision avoidance, route
planning, etc.
Similar problems can be found across a wide range of
disciplines, from the real-time estimation of mean areal
precipitation during a storm [2] to fault detection and
diagnosis [3] to input estimation in physiological systems
[4]. Thus, this filtering problem in the presence of un-
known inputs has steadily made it to the forefront in the
recent decades.
Literature review. Much of the research focus has been
on state estimation of systems with unknown inputs
without actually estimating the inputs. An optimal fil-
ter that estimates a minimum-variance unbiased (MVU)
state estimate for a system with unknown inputs is first
developed for linear systems without direct feedthrough
in [2]. This design was extended to a more general pa-
rameterized solution by [5], and eventually to state es-
timation of systems with direct feedthrough in [6, 7, 8].
Similarly, while H∞ filters (e.g., [9, 10, 11, 12]) can deal
with non-Gaussian disturbance inputs in minimizing the
worst-case state estimation error, the unknown input is
not estimated. However, the problem of estimating the
unknown input itself is often as important as state in-
formation, and should also be considered.
Palanthandalam-Madapusi and Bernstein [13] proposed
an approach to reconstruct the unknown inputs, in a
process that is decoupled from state estimation with an
emphasis on unbiasedness, but neglecting the optimality
of the estimate. On the other hand, Hsieh [14] and Gilli-
jns and De Moor [15] developed simultaneous input and
state filters that are optimal in the minimum-variance
unbiased sense, for systems without direct feedthrough.
Extensions to systems with a full rank direct feedthrough
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matrix were proposed by Gillijns and De Moor [16], Fang
et al. [17] and Yong et al. [18]. In an attempt to deal
with systems with a rank deficient direct feedthrough
matrix, Hsieh [19] allowed the input estimate to be bi-
ased. Thus, the problem of finding a simultaneous state
and input filter for systems with rank deficient direct
feedthrough matrix that is both unbiased and has min-
imum variance remains open. Moreover, a unified MVU
filter that works for all cases remains elusive.
Another set of relevant literature pertains to the stabil-
ity of the state and input filters, since optimality does
not imply stability and vice versa. However, to the best
of our knowledge, the literature on this subject is limited
to linear time-invariant systems [8, 17, 20]. Yet another
related literature is on state and input observability and
detectability conditions, also known as strong or perfect
observability and detectability, as this will be shown to
be related to the stability of the filter dynamics for both
linear time-varying and time-invariant systems with un-
known inputs. Some conditions for state and input ob-
servability were derived in [13, 21, 22].
Contributions. We introduce a unified filter for simulta-
neously estimating both state and unknown input such
that the estimates are unbiased and have minimum vari-
ance with no restrictions on the direct feedthrough ma-
trix of the linear discrete-time stochastic system. Within
this framework, we propose two variants of the MVU
state and input estimator, which are generalizations of
the estimators in the literature, specifically of [15, 16,
18], and the Kalman filter. Furthermore, we derive suf-
ficient conditions for the filter stability of linear time-
varying systems with unknown inputs, an important
problem that has been previously unexplored; while for
linear time-invariant systems, necessary and sufficient
conditions for convergence of the filter gains to a steady-
state solution are provided. The key insight we gained is
that the exponential stability of the filter is directly re-
lated to the strong detectability of the time-varying sys-
tem, without which unbiased state and input estimates
cannot be obtained even in the absence of stochastic
noise. We shall also show that one of the filter variants we
propose is globally optimal (i.e., optimal over the class
of all linear state and input estimators as in [23]).
In connection to the existing literature, this paper
presents a combination of several ideas from [8, 15, 16]
and our recent work [18] into a unified filter in a manner
that provably preserves and extends the nice properties
of these filters. However, there are a number of dis-
tinctions between our filter and the above referenced
filters. In particular, we show that the state-only fil-
ter in [8] implicitly estimates the unknown inputs in a
suboptimal manner and so does the approach for input
estimation in [16] (employed in one of the two variants
of our filter). In contrast, our optimal filter variant
uses the approaches of our previous work in [18] and of
generalized least squares estimation, which lead to the
desired optimality of the input estimates. In addition,
we gave sufficient conditions for filter stability for linear
time-varying systems, which clearly cannot be carried
over from the existing literature (including [8, 15, 16])
for linear time-invariant systems.
Notation. We first summarize the notation used through-
out the paper. Rn denotes the n-dimensional Euclidean
space, C the field of complex numbers and N nonnega-
tive integers. For a vector of random variables, v ∈ Rn,
the expectation is denoted by E[v]. Given a matrix M ∈
Rp×q, its transpose, inverse, Moore-Penrose pseudoin-
verse, range, trace and rank are given byM>,M−1,M†,
Ra(M), tr(M) and rk(M). For a symmetric matrix S,
S  0 and S  0 indicates that S is positive definite and
positive semidefinite, respectively.
2 Problem Statement
Consider the linear time-varying discrete-time system
xk+1 = Akxk +Bkuk +Gkdk + wk
yk = Ckxk +Dkuk +Hkdk + vk
(1)
where xk ∈ Rn is the state vector at time k, uk ∈ Rm
is a known input vector, dk ∈ Rp is an unknown input
vector, and yk ∈ Rl is the measurement vector. The
process noise wk ∈ Rn and the measurement noise vk ∈
Rl are assumed to be mutually uncorrelated, zero-mean,
white random signals with known covariance matrices,
Qk = E[wkw>k ]  0 and Rk = E[vkv>k ]  0, respectively.
Without loss of generality, we assume throughout the
paper that n ≥ l ≥ 1, l ≥ p ≥ 0 and m ≥ 0, and that
the current time variable r is strictly nonnegative. x0 is
also assumed to be independent of vk and wk for all k.
The matrices Ak,Bk, Ck,Dk,Gk andHk are known and
bounded. Note that no assumption is made on Hk to be
either the zero matrix (no direct feedthrough), or to have
full column rank when there is direct feedthrough. With-
out loss of generality, we assume maxk(rk[G
>
k H
>
k ]) =
p. (Otherwise, we can retain the linearly independent
columns and the “remaining” inputs still affect the sys-
tem in the same way.)
The estimator design problem, addressed in this paper,
can be stated as follows:
Given a linear discrete-time stochastic system with un-
known inputs (1), design a globally optimal and stable
filter that simultaneously estimates system states and un-
known inputs in an unbiased minimum-variance manner.
3 Preliminary Material
3.1 System Transformation
We first carry out a transformation of the system to
decouple the output equation into two components, one
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with a full rank direct feedthrough matrix and the other
without direct feedthrough. In this form, the filter can be
designed leveraging existing approaches for both cases
(e.g., [15, 18]).
Let pHk := rk(Hk). Using singular value decomposition,
we rewrite the direct feedthrough matrix Hk as
Hk =
[
U1,k U2,k
] [Σk 0
0 0
][
V >1,k
V >2,k
]
(2)
where Σk ∈ RpHk×pHk is a diagonal matrix of full rank,
U1,k ∈ Rl×pHk , U2,k ∈ Rl×(l−pHk ), V1,k ∈ Rp×pHk ,
V2,k ∈ Rp×(p−pHk ), and Uk :=
[
U1,k U2,k
]
and
Vk :=
[
V1,k V2,k
]
are unitary matrices. Note that in
the case with no direct feedthrough, Σk, U1,k and V1,k
are empty matrices 1 , and U2,k and V2,k are arbitrary
unitary matrices.
Then, as suggested in [8], we define two orthogonal com-
ponents of the unknown input given by
d1,k = V
>
1,kdk, d2,k = V
>
2,kdk. (3)
Since Vk is unitary, dk = V1,kd1,k + V2,kd2,k and the
1 We adopt the convention that the inverse of an empty
matrix is also an empty matrix and assume that operations
with empty matrices are possible. These features are read-
ily available in many simulation software products such as
MATLAB, LabVIEW and GNU Octave. Otherwise, a con-
ditional statement can be included to bypass this case.
system (1) can be rewritten as
xk+1 = Akxk +Bkuk +GkV1,kd1,k +GkV2,kd2,k + wk
= Akxk +Bkuk +G1,kd1,k +G2,kd2,k + wk
(4)
yk = Ckxk +Dkuk +HkV1,kd1,k +HkV2,kd2,k + vk
= Ckxk +Dkuk +H1,kd1,k + vk, (5)
where G1,k := GkV1,k, G2,k := GkV2,k and H1,k :=
HkV1,k = U1,kΣk. Next, as aforesaid, we decouple the
output yk using a nonsingular transformation
Tk =
[
T1,k
T2,k
]
=
[
IpHk −U>1,kRkU2,k(U>2,kRkU2,k)−1
0 I(l−pHk )
][
U>1,k
U>2,k
]
(6)
to obtain z1,k ∈ RpHk and z2,k ∈ Rl−pHk given by
z1,k = T1,kyk = C1,kxk +D1,kuk + Σkd1,k + v1,k
z2,k = T2,kyk = C2,kxk +D2,kuk + v2,k
(7)
where C1,k := T1,kCk, C2,k := T2,kCk = U
>
2,kCk,
D1,k := T1,kDk, D2,k := T2,kDk = U
>
2,kDk, v1,k :=
T1,kvk and v2,k := T2,kvk = U
>
2,kvk. This transform is
also chosen such that the measurement noise terms for
the decoupled outputs are uncorrelated. The covari-
Zr :=
[
Z1,r
Z2,r
]
, Zq,r :=
[
z>q,0 z
>
q,1 . . . z
>
q,r
]>
∀ q = {1, 2}, Z1,r ∈ R
∑r
k=0
pHk , Z2,r ∈ R(r+1)l−
∑r
k=0
pHk ,
Dr :=
[
D1,r
D2,r
]
, D1,r :=
[
d>1,0 d
>
1,1 . . . d
>
1,r
]>
∈ R
∑r
k=0
pHk ,D2,r :=
[
d>2,0 d
>
2,1 . . . d
>
2,r−1
]>
∈ Rrp−
∑r−1
k=0
pHk ,
pHk = rk(Hk) ∀ 0 ≤ k ≤ r, Φ(i,i) := Aˆi := Ai −G1,iΣ−1i C1,i, Φ(i,j>i) := Aˆj . . . Aˆi, and ∀ q = {1, 2}, s = {1, 2},
Oq,r :=

Cq,0
Cq,1Aˆ0
Cq,2Φ(0,1)
...
Cq,r−1Φ(0,r−2)
Cq,rΦ(0,r−1)

, I(q,s),r :=

0 0 . . . 0 0
Cq,1Gs,0 0 . . . 0 0
Cq,2Aˆ1Gs,0 Cq,2Gs,1 . . . 0 0
...
...
. . .
...
...
Cq,r−1Φ(1,r−2)Gs,0 Cq,r−1Φ(2,r−2)Gs,1 . . . Cq,r−1Gs,r−2 0
Cq,rΦ(1,r−1)Gs,0 Cq,rΦ(2,r−1)Gs,1 . . . Cq,rAˆr−1Gs,r−2 Cq,rGs,r−1

(?)
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ances of v1,k and v2,k can then be found as follows:
R1,k := E[v1,kv>1,k] = T1,kRkT>1,k  0
R2,k := E[v2,kv>2,k] = T2,kRkT>2,k = U>2,kRkU2,k  0
R12,(k,i) := E[v1,kv>2,i] = T1,kRkT>2,k = U>1,kRkU>2,k (8)
− U>1,kRkU2,k(U>2,kRkU2,k)−1U>2,kRkU2,k = 0, ∀k, i ∈ N
Since the initial state, process and measurement noise,
are assumed to be uncorrelated, the covariances of v1,k
and v2,k with the initial state and process noise are
E[v1,kw>i ] = T1,kE[vkw>i ] = 0
E[v2,kw>i ] = T2,kE[vkw>i ] = 0
E[v1,kv>1,i] = T1,kE[vkv>i ]T>1,i = 0, ∀k 6= i (9)
E[v2,kv>2,i] = T2,kE[vkv>i ]T>2,i = 0, ∀k 6= i
E[v1,kx>0 ] = T1,kE[vkx>0 ] = 0
E[v2,kx>0 ] = T2,kE[vkx>0 ] = 0.
3.2 Input and State Observability and Detectability
Similar to the analysis of the convergence of the Kalman
filter, we will show in Section 5 that the convergence
of the unified filter is directly related to the notion of
input and state observability and detectability (with
wk = vk = 0, and without loss of generality, we assume
that Bk = Dk = 0), also known as strong or perfect
observability and detectability (e.g., see ([21, 22, 24]),
defined as follows:
Definition 1 (Strong observability) The linear sys-
tem (1) is strongly observable, or equivalently state and
input observable or perfectly observable, if the initial
condition x0 and the unknown input sequence up to time
r − 1, {di}r−1i=0 , and specifically Dr ∈ Rrp+pHr , can be
uniquely determined from the measured output sequence
{yi}ri=0, or equivalently Zr ∈ R(r+1)l, for a large enough
number of observations, i.e., r ≥ r0 for some r0 ∈ N,
where Dr and Zr are given in (?).
Next, we present the conditions for strong observability
for the time-varying and time-invariant cases.
Theorem 2 (Strong observability (time-varying))
A linear time-varying discrete-time system is input and
state observable if and only if
rk(
[
O2,r I(2,2),r
]
) = n+ rp−∑r−1k=0 pHk (10)
where pHk , as well as the observability and invertibility
matrices, O2,r ∈ R((r+1)l−
∑r
k=0
pHk )×n and I(2,2),r ∈
R((r+1)l−
∑r
k=0
pHk )×(rp−
∑r−1
k=0
pHk ), are given in (?).
Necessary conditions for (10) to hold are
(I) r ≥ r0,r and l ≥ p+ 1, or l = p = n and pHr = 0,
(II) (a) rk(O2,r) = n,
(b) rk(Ik(2,2),r) = p− pHk−1 , ∀ 0 ≤ k ≤ r,
where r0,r := dn−l−pHrl−p e, dae is the smallest integer not
less than a and Ik(2,2),r is the k-th column of I(2,2),r.
Proof. The system transformation given by (6) trans-
forms the output equations such that the d1,k com-
ponent of can be determined from only the current
output measurement and previous state and input
estimates. Specifically, from (4) and (7), and ig-
noring the known input and noise terms, we find
D1,r = −Σ˘
[
O1,r I(1,2),r
] [ x0
D2,r
]
+ (I∑r
k=0
pHk
−
I(1,1),r)Σ˘Z1,r where Σ˘ =
[
Σ−10 . . . Σ
−1
r
]
. Substitut-
ing this in the output equation z2,k in (4), we ob-
serve that the initial state x0 and unknown input
D2,r (and consequently D1,r from the previous equa-
tion) can be obtained from
[
O2,r I(2,2),r
] [ x0
D2,r
]
=
Z2,r − I(2,1),r
[
G1,0Σ
−1
0 . . . G1,r−1Σ
−1
r−1
]
Z1,r−1. Thus,
the linear system has a unique solution if and only if
(10) holds:
(I) The linear system is not underdetermined, i.e.,
(r + 1)l −∑rk=0 pHk ≥ n + rp −∑r−1k=0 pHk ⇒
(r + 1)l ≥ n+ rp+ pHr . Thus, (I) holds.
(II) The matrix
[
O2,r I(2,2),r
]
has full column rank.
For this to hold, the following are necessary:
(a) O2,r has full column rank.
(b) Ik(2,2),r has full column rank, ∀ 1 ≤ k ≤ r.
Theorem 3 (Strong observability(time-invariant))
A linear time-invariant discrete-time system is input
and state observable if and only if
rk(
[
O2,n˜ I(2,2),n˜
]
) = n+ n˜(p− pH) (11)
for some 0 ≤ n˜ ≤ n where pH = rk(H). Moreover,
if l 6= p, then r0 ≤ n˜ ≤ n, where r0 := dn−l−pHl−p e;
otherwise, l = p = n and pH = 0 must hold. Necessary
conditions for (11) to hold when n˜ = n are
(I) r ≥ r0 and l ≥ p+ 1, or l = p = n and pH = 0,
(II) (a) rk(O2,n−1) = n; thus, (Aˆ, C) is observable,
(b) rk(C2G2) = p− pH ; thus, rk(CG) ≥ p− pH ,
where Aˆ = A−G1Σ−1C1.
4
Proof. By applying the Cayley-Hamilton theorem, we
can show that the observable subspace spanned by
O2,n−1 is Aˆ-invariant (i.e., Ra(O2,n−1Aˆ) ⊂ Ra(O2,n−1)),
which implies that rk(O2,r) = rk(O2,n−1) for all r ≥ n.
Then, to prove the conditions given in the theorem, we
will show that (i) if
[
O2,n I(2,2),n
]
is rank deficient, then[
O2,r I(2,2),r
]
for all r > n is also rank deficient, and
(ii) if
[
O2,n I(2,2),n
]
has full rank, then
[
O2,r I(2,2),r
]
for all r > n also has full rank.
(i) Suppose
[
O2,n I(2,2),n
]
is rank deficient. This im-
plies one of three cases. In the first, O2,n is rank
deficient. This then implies that O2,r for all r > n
is also rank deficient since rk(O2,r) = rk(O2,n). In
the second case, one of the matrices {Id(2,2),n}nd=1
(d-th column matrix of I(2,2),n each of dimensions
r(l−pH)×p−pH) is rank deficient, which implies
that Id+r−n(2,2),r =
[
0>(l−pH)(r−n)×(p−pH) Id>(2,2),n
]>
is rank deficient for all r > n. And in the third
case, some columns of some matrix pair between
O(2,2),n and {Id(2,2),n}nd=1 are linearly dependent,
which by virtue of the lower triangular struc-
ture of
[
O2,n I(2,2),n
]
is only possible if some
columns of either C2 or C2G2 are zero vec-
tors. However, this implies that C2G2 and hence
Ir(2,2),r =
[
0Tr(l−pH)×(p−pH) (C2G2)
>
]>
is rank
deficient for all r > n. Therefore, in all cases,[
O2,r I(2,2),r
]
for all r > n is rank deficient.
(ii) Suppose now that
[
O2,n I(2,2),n
]
has full rank.
This implies that O2,n and {Id(2,2),n}nd=1 have full
rank, which in turn implies that for all r > n,
O2,r is full rank since rk(O2,r) = rk(O2,n) and
C2G2 is also full rank, which can be inferred from
In(2,2),n being full rank. Hence, since the matri-
ces {Id(2,2),r}rd=1 have the form
[
0 (C2G2)
> (∗)
]>
with 0 and (∗) of appropriate entries and dimen-
sions, each of these matrices {Id(2,2),r}rd=1 have full
rank. Finally, since the assumption also implies
that C2 and C2G2 cannot have zero columns and
the matrix
[
O2,r I(2,2),r
]
has a lower triangular
structure, then this matrix must also have full rank.
Note that an alternative proof can be found in [24].
Furthermore, since O2,n−1 = U>2 Oˆ, where Oˆ =[
C> (CAˆ)> . . . (CAˆn−1)>
]>
and C2G2 = U
>
2 CGV2,
then rk(O2,n) = rk(O2,n−1) ≤ min(rk(U>2 ), rk(O)) and
rk(C2G2) ≤ min(rk(U>2 ), rk(CG), rk(V2)). Thus, it fol-
lows that rk(Oˆ) = n (i.e., (Aˆ, C) is observable) and
rk(CG) ≥ p− pH are necessary.
Corollary 4 For the time-invariant case, the following
statements are equivalent:
(i) rk(
[
O2,n I(2,2),n
]
) = n+ n(p− pH),
(ii) rk
[
zI −A −G
C H
]
= n+ p for all z ∈ C,
(iii) rk
([
zI − Aˆ −G2
C2 0
])
= n+ p− pH for all z ∈ C.
Moreover, the observability of (A,C) is a necessary con-
dition.
Proof. The proof of the equivalence of (i) and (ii) is
fairly involved, and the reader is referred to [22, 24] for
details. To relate (ii) and (iii), we use the following
n+ p = rk
[
zI −A −G
C H
]
= rk

zI −A −G
C U
[
Σ 0
0 0
]
V >

= rk
[
I 0
0 T
]
zI −A −G
C U
[
Σ 0
0 0
]
V >

[
I 0
0 V
]
= rk

zI −A −GV
TC TU
[
Σ 0
0 0
] = rk

zI −A −G1 −G2
C1 Σ 0
C2 0 0

= rk

I G1Σ
−1 0
0 I 0
0 0 I


zI −A −G1 −G2
C1 Σ 0
C2 0 0

= rk

zI − Aˆ 0 −G2
C1 Σ 0
C2 0 0
 = rk
[
zI − Aˆ −G2
C2 0
]
+ pH
for all z ∈ C, where the final equality holds because Σ
is square and has full rank pH . The necessity of observ-
ability of the pair (A,C) follows directly from (ii).
Remark 5 Note that if rk(Hr) = p, then d2,r is empty
and Dr contains unknown inputs up to time r.
A weaker condition than the strong observability is given
in the following definition and theorem.
Definition 6 (Strong detectability) The linear sys-
tem (1) is strongly detectable if
yk = 0 ∀ k ≥ 0 implies xk → 0 as k →∞
5
for all input sequences and initial states.
Theorem 7 (Strong detectability(time-invariant))
A linear time-invariant discrete-time system is strongly
detectable if and only if either of the following holds:
(i) rk
[
zI −A −G
C H
]
= n+ p, ∀z ∈ C, |z| ≥ 1,
(ii) rk
[
zI − Aˆ −G2
C2 0
]
= n+ p− pH , ∀z ∈ C, |z| ≥ 1.
The above conditions are equivalent to the property that
the system is minimum-phase (i.e., the invariant zeros of
the system matrices in Corollary 4-(ii),(iii) are stable).
Proof. This theorem is a simple generalization of Corol-
lary 4 for the case that P(z) :=
[
zI −A −G
C H
]
is rank
deficient for some z ∈ Z0 ⊂ C but |z| < 1. For each such
z, there exists
[
−x>z u>z
]>
in the null space of P(z). It
can be verified that the input sequence uk = z
kuz and
the initial state xz leads to the output is yk = 0 for all
k ≥ 0 but xk = zkxz, where with a slight abuse of nota-
tion, zk represents the product of any permutations of k
numbers from Z0. Since |z| < 1 by assumption, xk → 0
as k →∞, which coincides with Definition 6.
4 Algorithms for Minimum-variance Unbiased
Filter for Simultaneous Input and State Esti-
mation
For the filter design, we consider a recursive three-step
filter 2 as proposed in [16, 18], composed of an unknown
input estimation step which uses the current measure-
ment and state estimate to estimate the unknown in-
puts in the best linear unbiased sense, a time update step
which propagates the state estimate based on the sys-
tem dynamics, and a measurement update step which
updates the state estimate using the current measure-
ment. Since this presents various options in terms of the
order of execution of each step and the simulations in
[18] appear to indicate the existence of two possible op-
timal structures, we propose two variants of a recursive
three-step filter for the system described by (4),(5),(7)
to study both of these structures:
(I) Updated Linear Input & State Estimator (ULISE),
which predicts d1,k using updated state estimate
denoted by xˆk|k (12a) as in [18],
2 Note that the restriction to a recursive filter will be relaxed
and shown to not lead to suboptimality in Theorem 9 for
one of the filter variants.
(II) Propagated Linear Input & State Estima-
tor(PLISE), that uses propagated state estimate
denoted by xˆ?k|k to predict d1,k (12b) as in [16].
Given measurements up to time k − 1, the three-step
recursive filter 3 can be summarized as follows:
Unknown Input Estimation:{
dˆ I1,k = M1,k(z1,k − C1,kxˆk|k −D1,kuk)
dˆ II1,k = M1,k(z1,k − C1,kxˆ?k|k −D1,kuk)
(12a)
(12b)
dˆ2,k−1 = M2,k(z2,k − C2,kxˆk|k−1 −D2,kuk) (13)
dˆk−1 = V1,k−1dˆ1,k−1 + V2,k−1dˆ2,k−1 (14)
Time Update:
xˆk|k−1 = Ak−1xˆk−1|k−1 +Bk−1uk−1 +G1,k−1dˆ1,k−1
(15)
xˆ?k|k = xˆk|k−1 +G2,k−1dˆ2,k−1 (16)
Measurement Update:
xˆk|k = xˆ?k|k + Lk(yk − Ckxˆ?k|k −Dkuk)
= xˆ?k|k + L˜k(z2,k − C2,kxˆ?k|k −D2,kuk) (17)
where xˆk−1|k−1, dˆ1,k−1, dˆ2,k−1 and dˆk−1 denote the op-
timal estimates of xk−1, d1,k−1, d2,k−1 and dk−1; Lk ∈
Rn×l, L˜k := LkU2,k ∈ Rn×(l−pHk ), M1,k ∈ RpHk×pHk
and M2,k ∈ R(p−pHk )×(l−pHk ) are filter gain matrices
that are chosen to minimize the state and input error
covariances. Note that we applied Lk = LkU2,kU
>
2,k in
(17), which we will justify in Lemma 14.
The above recursive three-step filter represents a unified
filter for simultaneously estimating unknown input and
state for systems with an arbitrary direct feedthrough
matrix, thus relaxing the assumptions on the direct
feedthrough matrix in [15, 16, 18]. By a suitable sys-
tem transformation given in (6), the unknown input is
decomposed into two components, d1,k and d2,k; and
similarly, the output equation into two orthogonal pro-
jections, z1,k and z2,k, one with no direct feedthrough
and the other with a full-rank feedthrough matrix.
Hence, in a nutshell, the d1,k component of the unknown
3 To initialize the filter, arbitrary initial values of xˆ0|0, P
x
0
and dˆ1,0 can be used since we will show that the ULISE filter
is exponentially stable in Theorems 10 and 11, while the
stability of the PLISE filter is shown in Theorem 12. If y0 and
u0 are available, we can find the minimum variance unbiased
initial estimates given in the initialization of Algorithm 1
using the linear minimum-variance-unbiased estimator [25].
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Algorithm 1 ULISE algorithm
1: Initialize: xˆ0|0 = E[x0]; P x0|0 = Px0 ; Aˆ0 = A0 −
G1,0Σ
−1
0 C1,0; Qˆ0 = G1,0Σ
−1
0 R1,0Σ
−1
0 G
>
1,0 + Q0; dˆ1,0 =
Σ−10 (z1,0−C1,0xˆ0|0−D1,0u0); P d1,0 = Σ−10 (C1,0P x0|0C>1,0+
R1,0)Σ
−1
0 ;
2: for k = 1 to N do
. Estimation of d2,k−1 and dk−1
3: P˜k = Aˆk−1P xk−1|k−1Aˆ
>
k−1 + Qˆk−1;
4: R˜2,k = C2,kP˜kC
>
2,k +R2,k;
5: P d2,k−1 = (G
>
2,k−1C
>
2,kR˜
−1
2,kC2,kG2,k−1)
−1;
6: M2,k = P
d
2,k−1G
>
2,k−1C
>
2,kR˜
−1
2,k;
7: xˆk|k−1 = Ak−1xˆk−1|k−1 +Bk−1uk−1 +G1,k−1dˆ1,k−1;
8: dˆ2,k−1 = M2,k(z2,k − C2,kxˆk|k−1 −D2,kuk);
9: dˆk−1 = V1,k−1dˆ1,k−1 + V2,k−1dˆ2,k−1;
10: P d12,k−1 = M1,k−1C1,k−1P
x
k−1|k−1A
>
k−1C
>
2,kM
>
2,k
−P d1,k−1G>1,k−1C>2,kM>2,k;
11: P dk−1 = Vk−1
 P d1,k−1 P d12,k−1
P d>12,k−1 P
d
2,k−1
V >k−1;
. Time update
12: xˆ?k|k = xˆk|k−1 +G2,k−1dˆ2,k−1;
13: P ?xk|k = G2,k−1M2,kR2,kM
>
2,kG
>
2,k
+(I−G2,k−1M2,kC2,k)P˜k(I−G2,k−1M2,kC2,k)>;
14: R˜?k = CkP
?x
k|kC
>
k +Rk − CkG2,k−1M2,kU>2,kRk
−RkU2,kM>2,kG>2,k−1Ck;
. Measurement update
15: Kk = P
?x
k|kC
>
k −G2,k−1M2,kU>2,kRk;
16: M?1,k := Σ
−1
k (U
>
1,kR˜
?†
k U1,k)
−1U>1,kR˜
?†
k ;
17: Lk = Kk(Il − U1,kΣkM?1,k)>R˜?†k ;
18: xˆk|k = xˆ
?
k|k + Lk(yk − Ckxˆ?k|k −Dkuk);
19: P xk|k = (I − LkCk)G2,k−1M2,kU>2,kRkL>k
+LkRkU2,kM
>
2,kG
>
2,k−1(I − LkCk)>
+(I − LkCk)P ?xk|k(I − LkCk)> + LkRkL>k ;
. Estimation of d1,k
20: R˜1,k = C1,kP
x
k|kC
>
1,k +R1,k;
21: M1,k = Σ
−1
k ;
22: P d1,k = M1,kR˜1,kM1,k;
23: dˆ1,k = M1,k(z1,k − C1,kxˆk|k −D1,kuk);
24: Aˆk = Ak −G1,kM1,kC1,k;
25: Qˆk = G1,kM1,kR1,kM
>
1,kG
>
1,k +Qk;
26: end for
input can be estimated in the best linear unbiased sense
by choosing M1,k as in [18, 16] and the d2,k component
by choosing M2,k as in [15]. On the other hand, the gain
matrix Lk is chosen to minimize the state estimate error
covariance in an update similar to the Kalman filter. In
fact, the proposed filter can be shown to be a general-
ization of the Kalman filter to systems with unknown
inputs (see Section 6.3).
Note that the three steps are not given in the order of
execution. In ULISE (see Algorithm 1), the estimation
of d2,k−1 is carried out before the time update, followed
by the measurement update and finally, the estimation
Algorithm 2 PLISE algorithm
1: Initialize: xˆ0|0 = E[x0]; xˆ?0|0 = E[x0]; P x0|0 = Px0
; P ?x0|0 = Px0 ; Aˆ0 = A0 − G1,0Σ−10 C1,0; Qˆ0 =
G1,0Σ
−1
0 R1,0Σ
−1
0 G
>
1,0 +Q0; dˆ1,0 = Σ
−1
0 (z1,0−C1,0xˆ?0|0−
D1,0u0); P
d
1,0 = Σ
−1
0 (C1,0P
?x
0|0C
>
1,0 + R1,0)Σ
−1
0 ; P
xd
1,0 =
−P ?x0|0C>1,0Σ−10 ;
2: for k = 1 to N do
. Estimation of d2,k−1 and dk−1
3: P˜k = Aˆk−1P xk−1|k−1Aˆ
>
k−1 + Qˆk−1;
4: R˜2,k = C2,kP˜kC
>
2,k +R2,k;
5: P d2,k−1 = (G
>
2,k−1C
>
2,kR˜
−1
2,kC2,kG2,k−1)
−1;
6: M2,k = P
d
2,k−1G
>
2,k−1C
>
2,kR˜
−1
2,k;
7: xˆk|k−1 = Ak−1xˆk−1|k−1 +Bk−1uk−1 +G1,k−1dˆ1,k−1;
8: dˆ2,k−1 = M2,k(z2,k − C2,kxˆk|k−1 −D2,kuk);
9: P xd2,k−1 = −P xk−1|k−1A>k−1C>2,kM>2,k
−P xd1,k−1G>1,k−1C>2,kM>2,k;
10: P d12,k−1 = −P xd >1,k−1A>k−1C>2,kM>2,k
−P d1,k−1G>1,k−1C>2,kM>2,k;
11: dˆk−1 = V1,k−1dˆ1,k−1 + V2,k−1dˆ2,k−1;
12: P dk−1 = Vk−1
 P d1,k−1 P d12,k−1
P d>12,k−1 P
d
2,k−1
V >k−1;
. Time update
13: xˆ?k|k = xˆk|k−1 +G2,k−1dˆ2,k−1;
14: P ?xk|k =
[
Ak−1 G1,k−1 G2,k−1
]

P xk−1|k−1 P
xd
1,k−1 P
xd
2,k−1
P xd >1,k−1 P
d
1,k−1 P
d
12,k−1
P xd >2,k−1 P
d >
12,k−1 P
d
2,k−1


A>k−1
G>1,k−1
G>2,k−1
+Qk−1
−G2,k−1M2,kC2,kQk−1−Qk−1C>2,kM>2,kG>2,k;
15: R˜?k = CkP
?x
k|kC
>
k +Rk − CkG2,k−1M2,kU>2,kRk
−RkU2,kM>2,kG>2,k−1C>k ;
. Estimation of d1,k
16: R˜1,k = C1,kP
? x
k|kC
>
1,k +R1,k;
17: M1,k = Σ
−1
k ;
18: P d1,k = M1,kR˜1,kM1,k;
19: dˆ1,k = M1,k(z1,k − C1,kxˆ?k|k −D1,kuk);
20: Aˆk = Ak −G1,kM1,kC1,k;
21: Qˆk = G1,kM1,kR1,kM
>
1,kG
>
1,k +Qk;
. Measurement update
22: Kk = P
?x
k|kC
>
k −G2,k−1M2,kU>2,kRk;
23: M?1,k := Σ
−1
k (U
>
1,kR˜
?†
k U1,k)
−1U>1,kR˜
?†
k ;
24: Lk = Kk(I − U1,kΣkM?1,k)U>2,k;
25: xˆk|k = xˆ
?
k|k + Lk(yk − Ckxˆ?k|k −Dkuk);
26: P xk|k = LkRkL
>
k + (I − LkCk)G2,k−1M2,kU>2,kRkL>k
+LkRkU2,kM
>
2,kG
>
2,k−1(I − LkCk)>
+(I − LkCk)P ?xk|k(I − LkCk)>;
27: P xd1,k = −(I − LkCk)P ?xk|kC>1,kM>1,k
−LkRkT>2,kM>2,kG>2,k−1C>1,kM>1,k;
28: end for
of d1,k; while PLISE (see Algorithm 2) first computes
dˆ2,k−1, followed by the time update, the estimation of
d1,k and the measurement update. Note also that Al-
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gorithms 1 and 2 for ULISE and PLISE are given with
significant simplifications and a particular choice of Γk
that will be further expounded in Section 5.
For both structures of the three-step filter variants, Al-
gorithms 1 and 2 provide the ‘best’ estimates of the
states and unknown inputs in the minimum squared er-
ror sense, as given in the following lemma and will be
proven in Section 5.
Lemma 8 Let the initial state estimate xˆ0|0 be unbi-
ased. If rk(C2,kG2,k−1) = p − pHk−1 , then the ULISE
and PLISE algorithms given in Algorithms 1 and 2 pro-
vide the unbiased, best linear estimate (BLUE) of the
unknown input and the minimum-variance unbiased es-
timate of system states.
In particular, we can show that ULISE is globally
optimal over the class of linear state and input es-
timators. In other words, the structure of ULISE is
optimal. Moreover, the initial biases in the state and
input estimates of ULISE decay exponentially if some
conditions of uniform stabilizability and detectability
are satisfied. Specifically for the time-invariant sys-
tems, conditions for the convergence of the error co-
variance matrix, P xk|k, as well as the filter gains, Lk,
M1,k and M2,k, to steady-state are provided. To state
these claims, which will be proven in Sections 5.4
and 5.5, we first define: M˜2,k := (C2,kG2,k−1)†, Qˆk =
Qk +G1,kΣ
−1
k R1,kΣ
−1>
k G
>
1,k, Aˆk = Ak −G1,kM1,kC1,k,
A˜k := (I − G2,k−1M˜2,kC2,k)Aˆk + G2,k−1M˜2,kC2,k and
Q˜k = (I−G2,k−1M˜2,kC2,k)Qˆk−1(I−G2,k−1M˜2,kC2,k)>.
Theorem 9 (Global Optimality of ULISE) Let
rk(C2,kG2,k−1) = p − pHk−1 and the initial state esti-
mate xˆ0|0 be unbiased. Then, the ULISE algorithm is
globally optimal (over the class of all linear state and
input estimators).
Theorem 10 (Stability of ULISE) Suppose that
rk(C2,kG2,k−1) = p − pHk−1 . Then, that (A˜k, C2,k) is
uniformly detectable 4 is sufficient for the boundedness
of the error covariance of the ULISE algorithm. Fur-
thermore, if (A˜k, Q˜
1
2
k ) is uniformly stabilizable
4 , ULISE
is exponentially stable (i.e., its expected estimate errors
decay exponentially).
Theorem 11 (Convergence of ULISE to Steady-
state) Let rk(C2,kG2,k−1) = p − pHk−1 . Then, in the
time-invariant case with P x0|0  0, the filter gains of
ULISE (exponentially) converge to a unique stationary
solution if and only if
4 The notions of uniform detectability and stabilizability
are standard (see, e.g., [26, Section 2]). A spectral test for
these properties can be found in [27].
(i) The linear time-invariant discrete-time system is
strongly detectable, i.e Theorem 7 holds, and
(ii) rk
[
Aˆ− ejωI G2 Qˆ 12 0
ejωC2 0 0 R
1
2
2
]
= n+ l − pH ,
∀ω ∈ [0, 2pi]
where Qˆ := G1M1R1M
>
1 G
>
1 +Q.
On the other hand, although the structure of PLISE is
suboptimal (as evidenced by the simulation examples in
Section 7), PLISE does also possess stability guarantees
in the time-invariant case, as stated in the following the-
orem and will be proven in Section 5.6.
Theorem 12 (Stability of PLISE (time-invariant))
Let rk(C2,kG2,k−1) = p − pHk−1 . Then, in the time-
invariant case with P x0|0  0, the estimate errors and
error covariances of PLISE remain bounded if
(i) The linear time-invariant discrete-time system is
strongly detectable, i.e Theorem 7 holds, and
(ii) rk
[
ejωI − F s Qs 12
]
= n, ∀ω ∈ [0, 2pi]
where F s := NˆAˆ − SˆΘ−1C2, Qs := G2M˜2R2M˜>2 G>2 +
NˆQˆNˆ>− SˆΘ−1Sˆ>, Nˆ := I−G2M˜2C2, M˜2 := (C2G2)†,
Sˆ := −NˆAˆG2M˜2R2, and assuming that Θ := R2 −
C2G2M˜2R2 −R2M˜>2 G>2 C>2 is invertible.
Furthermore, these ULISE and PLISE algorithms reduce
to filters in existing literature, as shown in Section 6.
Remark 13 The stability (and convergence to steady-
state in the time-invariant case) of both variants of the
unified state and input estimator is closely related to the
strong detectability of the system. In the time-varying
case, the sufficient condition of uniform detectability of
ULISE implies strong detectability (cf. Definition 6 and
[26, Lemma 2.2]) whereas in the time-invariant case, the
strong detectability condition appears explicitly for the
stability of both ULISE and PLISE. On the other hand,
uniform stabilizability of Theorem 10 parallels the suffi-
cient condition for the Kalman filter and Condition (ii)
of Theorems 11 and 12 corresponds to the controllability
of the filter dynamics on the unit circle, akin to the sys-
tem controllability on the unit circle for the Kalman filter.
Conversely, if the system is not strongly detectable, then
it is not possible to obtain unbiased estimates of the states
and unknown inputs even for the case with no noise.
5 Filter Description and Analysis
For the analysis of the proposed filter, let x˜k|k :=
xk − xˆk|k, x˜?k|k := xk − xˆ?k|k, d˜1,k := d1,k − dˆ1,k,
d˜2,k := d2,k − dˆ2,k, d˜k := dk − dˆk, P xk|k := E[x˜k|kx˜>k|k],
P ?xk|k := E[x˜
?
k|kx˜
?>
k|k], P
d
1,k := E[d˜1,kd˜>1,k], P d2,k :=
8
E[d˜2,kd˜>2,k], P d12,k = (P d21,k)> := E[d˜1,kd˜>2,k], P xd1,k =
(P xd1,k)
> := E[x˜k|kd˜>1,k], P xd2,k = (P xd2,k)> := E[x˜k|kd˜>2,k]
and P dk := E[d˜kd˜>k ]. We initially assume that the initial
state estimate is unbiased, i.e., E[xˆ0|0] = E[xˆ?0|0] = E[x0]
and present a lemma that summarizes the unbiasedness
of the state and unknown input estimates for all time
steps that is one piece of the claim in Lemma 8.
Lemma 14 Let xˆ0|0 = xˆ?0|0 be unbiased, then the input
and state estimates, dˆk−1, xˆ?k|k and xˆk|k, are unbiased for
all k, if and only ifM1,kΣk = I,M2,kC2,kG2,k−1 = I and
LkU1,k = 0. Consequently, rk(C2,kG2,k−1) = p − pHk−1
and Lk = LkU2,kU
>
2,k.
Proof. We observe from (7), (12a), (12b) and (13) that{
dˆ I1,k = M1,k(C1,kx˜k|k + Σkd1,k + v1,k)
dˆ II1,k = M1,k(C1,kx˜
?
k|k + Σkd1,k + v1,k)
(18a)
(18b)
dˆ2,k−1 =M2,k(C2,k(Ak−1x˜k−1|k−1 +G1,k−1d˜1,k−1)
+ wk−1 + v2,k + C2,kG2,k−1d2,k−1). (19)
On the other hand, from (15) and (16), the error in the
propagated state estimate can be obtained as:
x˜?k|k =Ak−1x˜k−1|k−1 +G1,k−1d˜1,k−1 +G2,k−1d˜2,k−1
+ wk−1. (20)
Moreover, from (5) and (17), the updated state estimate
error is
x˜k|k = (I − LkCk)x˜?k|k − LkU1,kΣkd1,k − Lkvk. (21)
We show by induction that the estimates dˆk, xˆk|k and
xˆ?k|k are unbiased. For the base case, since xˆ0|0 and xˆ
?
0|0
are unbiased and the process and measurement noise are
assumed to have zero mean, E[w0] = 0, E[v0] = 0, from
(18) and (19), E[dˆ1,0] = d1,0 and E[dˆ2,0] = d2,0, i.e., dˆ1,0
and dˆ2,0 are unbiased, if and only if M1,0Σ0 = I, and
M2,1C2,1G2,0 = I. Hence, dˆ0 is unbiased. In the induc-
tive step, we assume that E[x˜k−1|k−1] = E[x˜?k−1|k−1] =
0. Then, the input estimates are unbiased, i.e.,E[d˜k−1] =
E[d˜1,k−1] = E[d˜2,k−1] = 0, if and only if M1,k−1Σk−1 =
I, and M2,kC2,kG2,k−1 = I. Since the process noise has
zero mean, by (20), E[x˜?k|k] = 0. Similarly, from (21)
with a zero-mean measurement noise, we impose the
constraint LkU1,k = 0 such that we obtain E[x˜k|k] = 0.
Therefore, by induction, E[x˜?k|k] = 0 and E[x˜k|k] = 0
for all k. Since we require M2,kC2,kG2,k−1 = I for all k
for the existence of an unbiased input estimate, it fol-
lows that rk(C2,kG2,k−1) = p − pHk−1 is a necessary
and sufficient condition. Furthermore, Lk = LkUkU
>
k =
LkU2,kU
>
2,k since LkU1,k = 0.
Remark 15 The assumption of an unbiased initial state
is common in existing filters, including the Kalman filter,
although this is not critical because the resulting state
error dynamics is a stable linear system and the effect of
an initial state error decays exponentially.
Next, we continue the proof of Lemma 8 in three subsec-
tions, one for each step of the three-step recursive filter.
Then, the subsequent two subsections present the proof
of Theorems 9, 11, and 12.
5.1 Unknown Input Estimation
To obtain an optimal estimate of dˆk−1 using (14), we esti-
mate both components of the unknown input as the best
linear unbiased estimates (BLUE). This means that the
expected input estimate is unbiased, i.e., E[dˆ1,k] = d1,k,
E[dˆ2,k] = d2,k and E[dˆk] = dk, as was shown in Lemma
14, and that the mean squared error of the estimate is
the lowest possible, shown next in Theorem 16.
Theorem 16 Suppose xˆ0|0 = xˆ?0|0 are unbiased. Then
(12a), (12b) and (13) provide the best linear input esti-
mate (BLUE) with M1,k and M2,k given by
M1,k = Σ
−1
k (22)
M2,k = (G
>
2,k−1C
>
2,kR˜
−1
2,kC2,kG2,k−1)
−1G>2,k−1C
>
2,kR˜
−1
2,k
(23)
while the covariance matrices of the optimal input error
estimates are
P d1,k = Σ
−1
k R˜1,kΣ
−1
k (24)
P d2,k−1 = (G
>
2,k−1C
>
2,kR˜
−1
2,kC2,kG2,k−1)
−1 (25)

R˜ I1,k :=E[e I1,ke I>1,k ] = C1,kP xk|kC
>
1,k +R1,k
− C1,kLkRkT>1,k − T1,kRkL>k C>1,k
R˜ II1,k :=E[e II1,ke II>1,k ] = C1,kP ? xk|kC
>
1,k +R1,k
(26a)
(26b)
R˜2,k :=E[e2,ke>2,k] = C2,kP˜kC>2,k +R2,k (27)
where P˜k := Aˆk−1P xk−1|k−1Aˆ
>
k−1 + Qˆk−1, Aˆk := Ak −
G1,kM1,kC1,k and Qˆk := Qk +G1,kM1,kR1,kM
>
1,kG
>
1,k.
Proof. Let z˜ I1,k := z1,k − C1,kxˆk|k − D1,kuk, z˜ II1,k :=
z1,k−C1,kxˆ?k|k−D1,kuk and z˜2,k := z2,k−C2,kxˆk|k−1−
D2,kuk. Then, we have{
z˜ I1,k = Σkd1,k + e
I
1,k,
z˜ II1,k = Σkd1,k + e
II
1,k,
(28a)
(28b)
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z˜2,k = C2,kG2,k−1d2,k−1 + e2,k, (29)
where e I1,k := C1,kx˜k|k+v1,k, e
II
1,k := C1,kx˜
?
k|k+v1,k and
e2,k := C2,k(Ak−1x˜k−1|k−1+G1,k−1d˜1,k−1+wk−1)+v2,k.
From the unbiasedness of the state and input estimates
(Lemma 14), E[e I1,k] = 0, E[e II1,k] = 0 and E[e2,k] = 0.
Their covariance matrices are given by{
R˜ I1,k :=E[e I1,ke I>1,k] = C1,kP xk|kC
>
1,k +R1,k
R˜ II1,k :=E[e II1,ke II>1,k ] = C1,kP ? xk|kC
>
1,k +R1,k
(30a)
(30b)
R˜2,k :=E[e2,ke>2,k] = C2,kP˜kC>2,k +R2,k (31)
where the simplified expressions above is obtained by ap-
plying E[x˜k|kv>1,k] = (E[v1,kx˜>k|k])
> = 0, E[x˜k|kw>k ] = 0,
E[d˜1,kw>k ] = 0, E[x˜k−1|k−1v>2,k] = 0, E[d˜1,k−1v>2,k] = 0
and E[wk−1v>2,k] = 0, as well as Lk = LkU2,kU>2,k
from Lemma 14 and (8) to obtain LkRkT
>
1,k =
LkU2,kU
>
2,kRkT
>
1,k = LkU2,kR21,k = 0. Next, we ob-
tain the estimates for dˆ1,k and dˆ2,k given by (12a),
(13), (22) and (23) by applying the well known gen-
eralized least squares (GLS) estimate (see, e.g., [25,
Theorem 3.1.1]), which are linear minimum-variance
unbiased estimates, a.k.a. as best linear unbiased esti-
mates (BLUE). Note that since Σk is invertible, there is
one unique unbiased estimate of dˆ1,k. Since M1,kΣk = I
and M2,kC2,kG2,k−1 = I, the input estimate errors, and
their covariance matrices are as follows
d˜ I1,k = −M1,ke I1,k, d˜ II1,k = −M1,ke II1,k,
d˜2,k−1 = −M2,ke2,k
P d1,k = E[d˜1,kd˜>1,k] = M1,kE[e1,ke>1,k]M>1,k
= Σ−1k R˜1,kΣ
−1
k (32)
P d2,k−1 = E[d˜2,k−1d˜>2,k−1] = M2,kE[e2,ke>2,k]M>2,k
= (G>2,k−1C
>
2,kR˜
−1
2,kC2,kG2,k−1)
−1
Finally, we note the following equality:
tr(E[d˜kd˜>k ]) = tr(E[Vk
[
d˜1,k
d˜2,k
] [
d˜1,k d˜2,k
]
V >k ]) (33)
= tr(V >k VkE[
[
d˜1,k
d˜2,k
] [
d˜1,k d˜2,k
]
]) = tr(P d1,k) + tr(P
d
2,k).
Since the unbiased estimate of dˆ1,k is unique, we have
min tr(E[d˜kd˜>k ]) = tr(E[d˜1,kd˜>1,k]) + min tr(E[d˜2,kd˜>2,k]),
from which it can be observed that the unbiased esti-
mate dˆk has minimum variance when dˆ1,k and dˆ2,k have
minimum variances.
Remark 17 Moreover, if wi,k and vi,k for i = {1, 2} are
white Gaussian noises, which lead to ei,k being white and
Gaussian, then (12a), (12b), (13) and (14) also provide
the minimum variance unbiased (MVU) input estimate.
5.2 Time Update
The time update is given by (15) and (16), and the error
in the propagated state estimate by (20) and its covari-
ance matrix are given by
P ?xk|k =

A>k−1
G>1,k−1
G>2,k−1

> 
P xk−1|k−1 P
xd
1,k−1 P
xd
2,k−1
P xd >1,k−1 P
d
1,k−1 P
d
12,k−1
P xd >2,k−1 P
d >
12,k−1 P
d
2,k−1


A>k−1
G>1,k−1
G>2,k−1

+Qk−1 −G2,k−1M2,kC2,kQk−1 −Qk−1C>2,kM>2,kG>2,k−1.
(34)
Using (32), (22) and (23), (34) can be rewritten as
P ?xk|k =(I −G2,k−1M2,kC2,k)P˚k(I −G2,k−1M2,kC2,k)>
+G2,k−1M2,kR2,kM>2,kG
>
2,k−1 (35)
where we applied Lk = LkU2,kU
>
2,k from Lemma 14
and T1,kRkT
>
2,k = 0 from (8), and defined A˚k := Aˆk −
AkLkCk, G˚k := G1,kM1,kT1,k+AkLk, and P˚k as follows:
P˚ Ik :=P˜k
P˚ IIk :=A˚k−1P
?x
k−1|k−1A˚
>
k−1 +Qk−1 + G˚k−1Rk−1G˚
>
k−1
+ A˚k−1G2,k−2M2,k−1U>2,k−1Rk−1L
>
k−1A
>
k−1
+Ak−1Lk−1Rk−1U2,k−1M>2,k−1G
>
2,k−2A˚
>
k−1.
(36)
5.3 Measurement Update
In the measurement update step, the measurement yk
is used to update the propagated estimate of xˆ?k|k and
P ?xk|k. From (5) and (17), the updated state estimate er-
ror is given by (21) where the constraint LkU1,k = 0
(Lemma 14) must be imposed for all k such that the
state estimate is unbiased (E[x˜k|k] = 0) for all possi-
ble d1,k, since Σk has full rank. Note that the resid-
ual/innovations term in the measurement update step
given in (17) appears to not contain an Hkdˆk term as
would be expected. This term is actually present, but has
been nullified by the unbiasedness constraint (Lemma
14), since LkHk = LkU1,kΣkV
>
1,k = 0. This is also in line
with the practical reason that the unknown input esti-
mate is not yet available. Next, the covariance matrix of
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the state error is computed as
P xk|k =(I − LkCk)P ?xk|k(I − LkCk)> + LkRkL>k
+ (I − LkCk)G2,k−1M2,kU>2,kRkL>k
+ LkRkU2,kM
>
2,kG
>
2,k−1(I − LkCk)>
:=P ?xk|k + LkR˜
?
kLk − LkS>k − SkL>k (37)
where E[x˜?k|kv
>
k ] = −G2,k−1M2,kU>2,kRk, and we de-
fined R˜?k := CkP
?x
k|kC
>
k + Rk − CkG2,k−1M2,kU>2,kRk −
RkU2,kM
>
2,kG
>
2,k−1C
>
k and Sk := −G2,k−1M2,kU>2,kRk+
P ?xk|kC
>
k . Using (35), we can rewrite the expres-
sion R˜?k = NkRˆkN
>
k where Rˆk := CkP˚kC
>
k + Rk,
Nk := I −CkG2,k−1M2,kU>2,k and P˚k as defined in (36).
To obtain an unbiased minimum variance estimator, we
then proceed to derive the optimal gain matrix Lk, by
minimizing the trace of (37), since the trace represents
the sum of the estimation error variances of the states,
subject to the constraint LkU1,k = 0. However, the next
lemma shows that R˜?k = NkRˆkN
>
k is singular because
Nk is rank deficient, except when p = pH , i.e., Hk has
full rank.
Lemma 18 Consider M2,k that satisfies (23), then Nk
has rank pR = l − p+ pHk−1 and pHk−1 ≤ pR ≤ l.
Proof. Since M2,k satisfies (23), Nk is an idempotent
matrix, i.e., NkNk = Nk. From [28, Fact 3.12.9 and
Proposition 2.6.3] and rk(C2,kG2,k−1) = p − pHk−1 ,
we obtain pR := rk(Il − CkG2,k−1M2,kU2,k) =
l− rk(CkG2,k−1M2,kU2,k) = l− p+ pHk−1 ≤ l. Since we
assumed l ≥ p, we have pHk−1 ≤ pR ≤ l.
Hence, the optimal gain matrix Lk is in general not
unique. Similar to [15], we propose a gain matrix Lk of
the form Lk = LkΓk where Γk ∈ RpR×l is an arbitrary
matrix which has to be chosen such that ΓkR˜
?
kΓ
>
k has
full rank. With this, we compute the optimal gain Lk
and thus Lk in the following theorem.
Theorem 19 Suppose xˆ0|0 = xˆ?0|0 are unbiased, and let
Γk ∈ RpR×l be chosen such that ΓkR˜?kΓ>k has full rank.
Then, the minimum-variance unbiased state estimator is
obtained with the gain matrix Lk given by
Lk = KkRˇk(Il −H1,kM?1,k) = Kk(Il −H1,kM?1,k)>Rˇk
(38)
whereH1,k = U1,kΣk,M
?
1,k := Σ
−1
k (U
>
1,kRˇkU1,k)
−1U>1,kRˇk,
Rˇk := Γ
>
k (ΓkR˜
?
kΓ
>
k )
−1Γk, and
Kk :=(P
?x
k|kC
>
k −G2,k−1M2,kU>2,kRk)
=(P˚kC
>
k −G2,k−1M2,kU>2,kRˆk)N>k ,
with M2,k and P˜k as defined in the Theorem 16, and Rˆk
and R˜?k as defined in the text following (37).
Proof. By Lemma 14, the state estimates are unbiased.
Next, we employ the optimization approach with La-
grange multipliers (Λk ∈ Rn×pH ) in [2, 16, 18], to find
the particular gain Lk that minimizes the trace of of
the covariance matrix P xk|k, while being subjected to the
constraint LkU1,k = 0 which is a necessary condition for
obtaining an unbiased estimate. This constrained opti-
mization problem can be solved using differential calcu-
lus with the Lagrangian given by
L(Lk,Λk) := tr(P xk|k)− 2 tr(LkΓkU1,kΛ>k )
with a filter gain of the form Lk = LkΓk. Differentiating
the Lagrangian with respect to Lk and Λk, and setting
it to zero, we obtain
∂L
∂Lk
= 2(ΓkR˜
?
kΓ
>
k L
>
k − ΓkU1,kΣkΛ>k
− Γk(CkP ?xk|k −RkU2,kM>2,kG>2,k−1)) = 0
∂L
∂Λk
= −2LkΓkU1,k = 0
Solving the above linear system of equations and simpli-
fying, we obtain the optimal gain matrix (38).
One choice of Γk (first proposed in [5] using the singular
value decomposition of Rˆ
− 12
k CkG2,k−1 = U˜kΣ˜kV˜
>
k ) such
that ΓkR˜
?
kΓ
>
k has full rank, is given by
Γk =
[
0 IpR
]
U˜>k Rˆ
− 12
k , (39)
where Rˆk and R˜
?
k are defined in the text following (37),
and pR = l − p − pHk−1 . With this choice of Γk, we
obtain ΓkR˜
?
kΓ
>
k = IpR which is invertible. Following the
procedure in [5, Appendix], it can be shown that (38)
reduces to
Lk = Kk(Il −H1,kM?1,k)>Rˆ−1k . (40)
with M?1,k := Σ
−1
k (U
>
1,kRˆ
−1
k NkU1,k)
−1U>1,kRˆkNk, which
is independent of U˜k and as such, the “expensive” singu-
lar value decomposition step can be bypassed. Another
choice would be to use the Moore-Penrose pseudoin-
verse (†) such that Rˇk = (R˜?k)
†. Equivalently, we have
Lk = Lk
[
U1,k U2,k
] [U>1,k
U>2,k
]
= L˜kU
>
2,k where we defined
L˜k := LkU2,k = Kk(Il −H1,kM?1,k)>Rˆ−1k U2,k. (41)
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In addition, we can compute the (cross-)covariances as
P xd I1,k = (P
dx I
1,k )
> = −P xk|kC>1,kM>1,k + LkRkT>1,kM>1,k
= −P xk|kC>1,kM>1,k
P xd II1,k = (P
dx II
1,k )
> = LkRkT>1,kM
>
1,k
− LkRkT>2,kM>2,kG>2,k−1C>1,kM>1,k
− (I − LkCk)P ?xk|kC>1,kM>1,k
(42a)
(42b)
P xd2,k−1 = (P
dx
2,k−1)
> = −P xk−1|k−1A>k−1C>2,kM>2,k (43)
− P xd1,k−1G>1,k−1C>2,kM>2,k
P d12,k−1 = (P
d
21,k−1)
> = −P dx1,k−1A>k−1C>2,kM>2,k (44)
− P d1,k−1G>1,k−1C>2,kM>2,k
P dk : =
[
V1,k V2,k
] [ P d1,k P d12,k
P d21,k P
d
2,k
][
V >1,k
V >2,k
]
(45)
where we can apply Lk = LkU2,kU
>
2,k from Lemma 14
and (8) such that LkRkT
>
1,kM
>
1,k = 0 which resulted in
the simplification of (42) shown above.
5.4 Global optimality of ULISE
In the following, we relax the recursivity assumption of
ULISE for both the state and input estimates and con-
sider xˆk|k and dˆk to be the most general linear com-
bination of the unbiased initial state estimate xˆ0|0 and
Zk given in (?). We first prove that the state update of
ULISE has the same optimal form as the filter proposed
in [8, Remark 3], through which the claim of global op-
timality of the state estimate over the class of all linear
estimators follows from [23]. Then, we prove that the in-
put estimate is also globally optimal, which completes
the proof of Theorem 9.
Proof of Theorem 9. To this end, we rearrange the lat-
ter form of (17) of state estimation for ULISE with un-
known inputs estimated with (12a) and (13), to obtain
xˆk|k =Aˆk−1xˆk−1|k−1 +Bk−1uk−1 +G1,k−1M1,k−1z1,k−1
+Kk(z2,k − C2,k(Aˆk−1xˆk−1|k−1 +Bk−1uk−1
+G1,k−1M1,k−1z1,k−1)) (46)
Kk =G2,k−1M2,k + L˜k(I − C2,kG2,k−1M2,k) (47)
where Aˆk−1 = Ak−1 − G1,k−1M1,k−1C1,k−1, as previ-
ously defined. Repeating the procedure in Section 5.3,
L˜k = (P˜kC
>
2,k − G2,k−1M2,kR˜2,k)N
>
k (NkR˜2,kN
>
k )
−1Γk
and
P xk|k = (I −KkC2,k)P˜k(I −KkC2,k)> +KkR2,kK
>
k
(48)
where Nk := Γk(I − C2,kG2,k−1M2,k), R˜2,k :=
C2,kP˜kC
>
2,k + R2,k and Γk is an arbitrary matrix such
that NkR˜2,kN
>
k has full rank. Thus, the ULISE’s state
and state covariance update is almost identical to the
one considered in [8], in which only state estimation is
considered. The only difference is in the choice of M2,k,
where M2,k is replaced by M˜2,k := (C2,kG2,k−1)† in [8].
More importantly, the state update law is of the optimal
form [8, Remark 3] from which the global optimality
of the state estimate over the linear class of estimators
according to [23].
To show that the input estimate is also globally opti-
mal, we consider the input estimate dˆgk−1 to be the most
general linear combination of the unbiased initial state
estimate xˆ0|0, as well as Z1,k and Z2,k given in (?). Since
z˜1,i and z˜2,i as defined for (28) and (29) are linear com-
binations of xˆ0|0, Z1,i and Z2,i, and of xˆ0|0, Z1,i−1 and
Z2,i, respectively, dˆgk−1 can be expressed as
dˆgk−1 = χ0(k)xˆ0|0 +
k∑
i=1
χ1,i(k)z˜1,i +
k∑
i=1
χ2,i(k)z˜2,i.
(49)
Clearly, if χ1,k−1(k) = V1,k−1M1,k−1 and χ2,k(k) =
V2,k−1M2,k where M1,k−1 and M2,k are as in (22)
and (23), and if χ0(k), χ1,k(k), {χ1,i(k)}k−2i=0 and
{χ2,i(k)}k−1i=0 are zero, then dˆgk−1 is unbiased. To show
the converse, we suppose that dˆgk−1 is unbiased, i.e.,
E[dˆgk−1] = V1,k−1d1,k−1 + V2,k−1d2,k−1. Since dk can
take on any arbitrary value and z1,k is a function of d1,k,
χ1,k(k) = 0 such that dˆ
g
k−1 remains unbiased. Moreover,
the first measurements containing d1,k−1 and d2,k−1 are
z1,k−1 and z2,k, then E[χ1,k−1(k)z˜1,k−1] = V1,k−1d1,k−1
and E[χ2,k(k)z˜2,k] = V2,k−1d2,k−1. Consequently,
χ1,k−1(k) = V1,k−1M1,k−1 and χ2,k(k) = V2,k−1M2,k.
Moreover, for dˆgk−1 to be unbiased, χ0(k) = 0,
{χ1,i(k)}k−2i=0 = 0 and {χ2,i(k)C2,iG2,i−1}k−1i=0 = 0 must
hold. Finally, we prove that the mean squared error
E[‖dk−1− dgk−1‖22] is minimized when {χ2,i(k)}k−1i=0 = 0.
From the unbiasedness conditions of dˆgk−1 and from
(49), we have dk−1 − dgk−1 = d˜k−1 −
∑k−1
i=0 χ2,i(k)z˜2,i
where d˜k is as defined above Lemma 14. Since it is
straightforward to verify (as in [23, Lemmas 1 and 2])
that E[d˜k(χ2,i(k)z˜2,i)>] = 0 for all i ≤ k, it follows that
E[‖dk−1 − dgk−1‖22]
= tr{E[(d˜k−1 −
k−1∑
i=0
χ2,i(k)z˜2,i)(d˜k−1 −
k−1∑
i=0
χ2,i(k)z˜2,i)
>]}
= tr{E[d˜k−1d˜>k−1]}+ E[‖
k−1∑
i=0
χ2,i(k)z˜2,i‖22]
where the first term is minimized by ULISE as is shown
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in (33) and Theorem 16, while the latter term is min-
imized when
∑k−1
i=0 χ2,i(k)z˜2,i = 0, which occurs when
{χ2,i(k)}k−1i=0 = 0, as desired. Thus, Theorem 9 holds.
Remark 20 We also conclude that the state estimator
in [8] implicitly estimates the unknown input, i.e., with
(12a) and (13), although the replacement ofM2,k by M˜2,k
in (13) is tantamount to using an ordinary least squares
(OLS) estimate instead of the generalized least squares
(GLS) estimate, resulting in the same expected estimate
but the estimate does not have minimum variance (see
discussion in [29, pp. 223-224]). Furthermore, ULISE
provides a family of optimal state estimators parameter-
ized by Γk, whereas the filter in [8] provides a specific so-
lution by choosing Nk as the left null matrix of C2,kG2,k,
i.e., Nk = Null((C2,kG2,k)
>)>. More importantly, we
have shown that the decorrelation constraint assumed in
[8], such that only z2,k can be used in the state update
to avoid obtaining a suboptimal estimator, is justified as
a direct consequence of the unbiasedness constraint in
Lemma 14, i.e., LkU1,k = 0. By extension, ULISE is also
less restrictive than the filter in [7]. In addition, the un-
known input estimates are BLUE, thus, ULISE is glob-
ally optimal over the class of all linear unbiased state
and input estimates for systems with unknown inputs.
However, the same cannot be said of PLISE, as can be
seen in the examples of Section 7.
5.5 Stability of ULISE
In this section, we prove the stability of the ULISE filter
by first reducing the linear time-varying system with un-
known inputs to an equivalent system without unknown
inputs. Then, we use existing results on the stability of
the Kalman filter [26, Section 5] to obtain the sufficient
conditions for the stability of the original system.
Proof of Theorem 10. We begin by reducing the system
with unknown inputs to one without unknown inputs.
From (17) and (7), we obtain x˜k|k = x˜?k|k−L˜k(C2,kx˜?k|k+
v2,k). Then, substituting (32) into (20) and the above
equation, and rearranging, we obtain
x˜k|k = Ak−1x˜k−1|k−1 + wk−1 − L˜k(C2,kAk−1x˜k−1|k−1
+ C2,kwk + v2,k), (50)
where Ak−1 = (I − G2,k−1M2,kC2,k)Aˆk−1 and wk =
−(I − G2,k−1M2,kC2,k)(G1,k−1M1,k−1v1,k−1 − wk−1 −
G2,k−1M2,kv2,k. As it turns out, the state estimate er-
ror dynamics above is the same for a Kalman filter [30]
for a linear system without unknown inputs: xek+1 =
Akx
e
k + wk; y
e
k = C2,kx
e
k + v2,k. Since the objective
for both systems is the same, i.e., to obtain an unbi-
ased minimum-variance filter, they are equivalent sys-
tems from the perspective of optimal filtering. How-
ever, the noise terms of this equivalent system are corre-
lated, i.e., E[wkv>2,k] = −G2,k−1M2,kR2,k. To transform
the system further into one without correlated noise,
we employ a common trick of adding a zero term since
yek − C2,kxek − v2,k = 0 to obtain
xek+1 = Akx
e
k + wk −G2,k−1M2,k(yek − C2,kxek − v2,k)
= A¯kx
e
k + u¯k + w¯k
yek = C2,kx
e
k + v2,k
where A¯k = Ak+G2,k−1M2,kC2,k, u¯k = −G2,k−1M2,kyek
is a known input and w¯k = wk + G2,k−1M2,kv2,k. The
noise terms w¯k and v2,k are uncorrelated with covari-
ances Q¯k := E[w¯kw¯>k ] = (I−G2,k−1M2,kC2,k)Qˆk−1(I−
G2,k−1M2,kC2,k)>, R2,k and E[w¯kv>2,k] = 0, where M2,k
and Qˆk−1 are as defined in Theorem 16.
Ideally, if we can compute A¯ and Q¯ prior to ap-
plying the ULISE algorithm, then the uniform de-
tectability and stabilizability conditions of [26, Sec-
tion 5] can be directly applied to obtain the de-
sired stability property. However, this is not the
case as these matrices depend on P xk−1|k−1 which is
not available a priori. Thus, we substitute M2,k in
(13) with M˜2,k := (C2,kG2,k−1)† to obtain A˜k :=
(I−G2,k−1M˜2,kC2,k)Aˆk−1+G2,k−1M˜2,kC2,k and Q˜k :=
(I −G2,k−1M˜2,kC2,k)Qˆk−1(I −G2,k−1M˜2,kC2,k)>. This
removes the dependence on P xk−1|k−1 from the uniform
detectability and stabilizability tests in Theorem 10.
From [26, Lemma 5.1 & Corollary 5.2], if (A˜k, C2,k) is
uniformly detectable, then the corresponding filter error
covariance P x,subk|k is bounded. By the optimality of the
ULISE algorithm, it follows that the ULISE error covari-
ance P xk|k and L˜k are bounded. Next, by [26, Theorems
4.3 & 5.3], the uniform stability of (A˜k, Q˜
1
2
k ) and the
boundedness of L˜k implies that the filter (with L˜k but
with M˜2,k in the input estimate) is exponentially stable.
Finally, using the fact that the ordinary and generalized
least squares input estimates have the same expected
value (see, e.g., [29, pp. 223-224]), it can be verified from
(50) that E[x˜k|k] = (I − L˜kC2,k)Ak−1E[x˜k−1|k−1] =
(I−L˜kC2,k)A˜k−1E[x˜k−1|k−1], from which it follows that
the uniform stability of (A˜k, Q˜
1
2
k ) and the boundedness
of L˜k also implies that ULISE is exponentially stable.
Next, we consider the time-invariant case, for which uni-
form detectability and uniform stabilizability reduce to
standard definitions of detectability and stabilizability
[27]. Thus, the sufficient conditions of Theorem 11 follow
directly. In addition, necessary and sufficient conditions
can be obtained for the time-invariant case. Noting the
similarity of ULISE to the state estimator in [8] and the
conditions given in [5] is independent of the choice of
M2,k or M˜2,k, it can be shown that the convergence and
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stability conditions are as given in Theorem 11.
5.6 Stability of PLISE
Unfortunately, the ‘more complex’ structure of PLISE
renders the proof approach in the previous section for the
stability of ULISE for the time-varying case not applica-
ble. Instead of taking this problem head-on, we choose
to only consider the stability of the PLISE variant for
the case of linear time invariant systems in Theorem 12,
which will proven next.
Proof of Theorem 12. To proof the sufficiency of the
conditions in Theorem 12 for the PLISE variant of the
unified filter, we consider a suboptimal version of PLISE
that utilized a non-BLUE dˆ2 by assuming that R˜2 = I,
and thus, M2 becomes M˜2 (similar to the assumption
of [8]). Then, we rewrite (35) to obtain the associated
algebraic Riccati equation as
Pˆ ?x = (F s −KsC2)Pˆ ?x(F s −KsC2)> +KsΘKs> +Qs
where Ks = NˆALU2 − SˆΘ−1, while F s, Qs, Nˆ , Sˆ and
Θ are as defined in Theorem 12. Using the results in
[31, 32], the error covariance matrix exponentially con-
verges to a unique stabilizing solution of the algebraic
Riccati equation if and only if (F s, C2) is detectable and
(F s, Qs
1
2 ) has no unreachable modes on the unit circle
(Condition (ii)). To obtain Condition (i) from the de-
tectability of (F s, C2), we use the following identities:
rk
zI − F s
C2
 = rk
I −sΘ−1
0 I
zI − F s
C2

=
zI − NˆAˆ
C2
 = n, ∀z ∈ C, |z| ≥ 1
rk
zI − Aˆ −G2
C2 0
 = rk
zI − Aˆ −G2
C2 0
 I 0
−NˆC2Aˆ I

= rk
zI − NˆAˆ −G2
C2 0

= rk
zI − NˆAˆ
C2
+ p− pH
= n+ p− pH , ∀z ∈ C, |z| ≥ 1,
the latter of which is equivalent to strong detectabil-
ity of the system by Theorem 7. Since the suboptimal
version of PLISE admits a bounded steady-state solu-
tion, the error covariance, and hence the estimate errors
of PLISE remain bounded because by the optimality
of PLISE, P x ≤ (I − LC)Pˆ ?x(I − LC)> + LRL> +
(I −LC)G2M˜U>2 RL>+LRU2M˜>G>2 (I −LC)> where
L = (P ?xC> − G2M˜2U>2 R)Rˇ(Il −H1M?1 ), H1 = U1Σ,
M?1 = Σ
−1(U>1 RˇU1)
−1U>1 Rˇ, Rˇ := Γ
>(ΓR˜?Γ>)−1Γ,
R˜? = CP x?C> + R − CG2M˜2U>2 R − RU2M˜>2 G>2 C>
and Γ is such that ΓR˜?Γ> has full rank.
6 Connection to existing literature
In this section, we show that ULISE and PLISE reduce
to estimators that are closely related to the estimators
in existing literature in the following special cases.
6.1 Special Case 1: Hk has full rank
In this special case, rk(Hk) = p and the singular
value decomposition of Hk =
[
U1,k U2,k
] [Σk
0
]
V >1,k =
U1,kΣkV
>
1,k. Thus, V2,k is an empty matrix and corre-
spondingly G2,k, d2,k, M2,k and P
d
2,k are also empty ma-
trices. From (16), (34) and (37), we have xˆ?k|k = xˆk|k−1,
P xk|k = (I − LkCk)P xk|k−1(I − LkCk)> + LkRkL>k (51)
R˜?k = R˜k := CkP
x
k|k−1C
>
k +Rk (52)
P ?xk|k = P
x
k|k−1 := E[(xk − xk|k−1)(xk − xk|k−1)>]
= Ak−1P xk−1|k−1A
>
k−1 +Gk−1P
d
kG
>
k−1 (53)
+Ak−1P xdk−1G
>
k−1 +Gk−1P
xd>
k−1A
>
k−1 +Qk−1
P dk = V1,kP
d
1,kV
>
1,k
= (H>k U1,k(T1,kR˜kT
>
1,k)
−1U>1,kHk)
−1 (54)
{
P xd Ik = P
xd I
1,k V
>
1,k = LkRkM
>
k − P xk|kC>k M>k
P xd IIk = P
xd II
1,k V
>
1,k = LkR˜kM
>
k − P xk|k−1C>k M>k
(55a)
(55b)
where we have defined
Mk := V1,kM1,kT1,k
= (H>k U1,k(T1,kR˜kT
>
1,k)
−1U>1,kH
>
k )
−1
H>k U1,k(T1,kR˜kT
>
1,k)
−1T1,k. (56)
Since R˜k has full rank, Γk can be chosen as the identity
matrix and the state update and input estimates are
xˆk|k−1 = Ak−1xˆk−1|k−1 +Bk−1uk−1 +Gk−1dˆk−1 (57)
xˆk|k = xˆk|k−1 + Lk(yk − Ckxˆk|k−1 −Dkuk) (58)
{
dˆ Ik = Mk(yk − Ckxˆk|k −Dkuk)
dˆ IIk = Mk(yk − Ckxˆk|k−1 −Dkuk)
(59a)
(59b)
withLk = P
x
k|k−1C
>
k R˜
−1
k (I−Hk(H>k R˜−1k Hk)−1H>k R˜−1k ).
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Comparing the above equations with the filters in [16,
18], we note that ULISE variant is closely related to the
filter proposed in [18], with the main difference in (54)
and (56), which would be equivalent if T1,k = U
>
1,k and
U1,k(T1,kR˜kT
>
1,k)
−1U>1,k = R˜k, which is only true when
U2,k is an empty matrix, i.e., when Hk has full row rank.
On the other hand, the PLISE variant is closely related
to the filter in [16]. Similarly, the only differences lie in
(54), (55b) and (56), and the filters are equivalent when
Hk has full row rank, which also leads to LkR˜kM
>
k = 0.
6.2 Special Case 2: Hk = 0
In this case, no transformation of the output equations
and no decomposition of the unknown input vector is
necessary. The U1,k and V1,k are empty matrices while
U2,k and V2,k are identity. Thus, ULISE and PLISE re-
duce to the same state and covariance update equations
given by
xˆk|k−1 = Ak−1xˆk−1|k−1 +Bk−1uk−1 (60)
xˆ?k|k = xˆk|k−1 +Gk−1dˆk−1 (61)
xˆk|k = xˆ?k|k + Lk(yk − Ckxˆ?k|k −Dkuk) (62)
dˆk−1 = Mk(yk − Ckxˆk|k−1 −Dkuk) (63)
P xk|k−1 = Ak−1P
x
k−1|k−1A
>
k−1 +Qk−1 (64)
P ?xk|k = (I −Gk−1MkCk)P xk|k−1(I −Gk−1MkCk)>
+Gk−1MkRkM>k G
>
k−1 (65)
P dk = (G
>
k−1C
>
k R˜
−1
k CkGk−1)
−1 (66)
P xdk = −P xk−1|k−1A>k−1C>k M>k (67)
P xk|k = P
?x
k|k + LkR˜
?
kLk − LkS>k − SkL>k (68)
where R˜k = CkP
x
k|k−1C
>
k +Rk, R˜
?
k = CkP
?x
k|kC
>
k +Rk−
CkGk−1MkRk −RkM>k G>k−1C>k , Sk = −Gk−1MkRk +
P ?xk|kC
>
k , Mk = (G
>
k−1C
>
k R˜
−1
k CkGk−1)
−1G>k−1C
>
k R˜
−1
k
and Lk = (P
?x
k|kC
>
k − Gk−1MkRk)Rˇk. The above equa-
tions are identical to the filter derived in [15] for sys-
tems without direct feedthrough, therefore, ULISE and
PLISE are generalizations of the filter in [15] to systems
with direct feedthrough, and by extension, of the filters
in [2, 5].
6.3 Special Case 3: Gk = 0 and Hk = 0
When Gk = 0 and Hk = 0, the filter gain Lk reduces
to the Kalman filter gain Lk = P
x
k|k−1C
>
k R˜
−1
k where
R˜k = CkPk|k−1C>k +Rk, while the state and covariance
update reduces to the Kalman filter equations:
xˆk|k = Ak−1xˆk−1|k−1 + Lk(yk − CkAk−1xˆk−1|k−1) (69)
P xk|k−1 = Ak−1P
x
k−1|k−1A
>
k−1 +Qk−1 (70)
P xk|k = (I − LkCk)P xk|k−1(I − LkCk)> + LkRkL>k (71)
7 Illustrative Examples
7.1 Fault Identification
In this example, we consider the state estimation and
fault identification problem when the system dynamics
is plagued by faults, dk, that can either influence the
system dynamics through the input matrix Gk or the
outputs through the feedthrough matrix Hk, as well as
zero-mean Gaussian white noise. Thus, the objective is
to estimate the states of the system for the sake of con-
tinued operation in spite of the faults, and to identify the
faults that the system is experiencing for self-repair or
maintenance purposes. Specifically, the linear discrete-
time problems we consider are based on the system given
in [8], which is similar to the failure detection problem
first considered in [33], with six different H matrices to
illustrate the effect of parameter changes on filter per-
formance:
A =

0.5 2 0 0 0
0 0.2 1 0 1
0 0 0.3 0 1
0 0 0 0.7 1
0 0 0 0 0.1

;
B = 05×1;
C = I5;
D = 05×1;
G =

1 0 −0.3
1 0 0
0 0 0
0 0 0
0 0 0

;
Q = 10−4

1 0 0 0 0
0 1 0.5 0 0
0 0.5 1 0 0
0 0 0 1 0
0 0 0 0 1

; R = 10−2

1 0 0 0.5 0
0 1 0 0 0.3
0 0 1 0 0
0.5 0 0 1 0
0 0.3 0 0 1

;
H1 =

0 0 1
0 0 0
0 1 0
0 0 0
0 0 0

; H2 =

0 0 1
0 0 0
0 1 0
0 0 0
1 0 0

; H3 =

0 0 0
0 0 0
0 1 0
0 0 0
1 0 0

,
H4 =

0 0 0
1 0 0
0 1 0
0 0 0
0 0 0

; H5 =

0 0 0
0 0 0
0 1 0
0 0 1
0 0 0

; H6 =

0 0 0
1 0 0
0 1 0
0 0 1
0 0 0

.
With the above H matrices, the invariant zeros of
the matrix pencil
[
zI − Aˆ −G2
C2 0
]
are respectively
{0.3, 0.8}, {0.1, 0.3, 0.5, 0.7, 0.8}, ∅, {0.3,−0.8}, ∅ and
{0.1, 0.7, 0.3,−0.8, 0.35}. Thus, all six systems are
strongly detectable. Moreover, the direct feedthrough
matrices of the second and sixth systems, H2 and H6,
have full rank.
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Fig. 1. Actual states x1, x2, x3, x4, x5 and its estimates, as
well as unknown inputs d1, d2 and d3 and its estimates.
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Fig. 2. Trace of estimate error covariance of states, tr(P x),
and unknown inputs, tr(P d).
The unknown inputs used in this example are
dk,1 =
 1, 500 ≤ k ≤ 7000, otherwise
dk,2 =
 1700 (k − 100), 100 ≤ k ≤ 8000, otherwise
dk,3 =

3, 500 ≤ k ≤ 549, 600 ≤ k ≤ 649, 700 ≤ k ≤ 749
−3, 550 ≤ k ≤ 599, 650 ≤ k ≤ 699, 750 ≤ k ≤ 799
0, otherwise.
To illustrate the performance of the unified simultane-
ous input and state estimators, measured by the steady-
state trace of the error covariance matrices, we compare
the performance of the following filters: (i) Cheng et al.
filter [8], augmented by estimates the unknown input in
the BLUE sense, i.e., with (12a) and (13) (CYWZ), (ii)
ULISE from Section 4, and (iii) PLISE from Section 4,
as well as the filters for systems with full-rankH matrix:
(iv) Gillijns and De Moor filter (GDM) [16], (iv) Fang
et al. filter (FSY) [17] and (v) Yong et al. filter (YZF)
[18]. The simulations were implemented in MATLAB on
a 2.2 GHz Intel Core i7 CPU.
Table 1
Steady-state Performance of CYWZ, ULISE, PLISE, GDM,
FSY and YZF.
Px11 P
x
22 P
x
33 P
x
44 P
x
55 P
d
11 P
d
22 P
d
33
H1
CYWZ 0.1843 0.0091 0.0002 0.0004 0.0001 0.0099 0.0102 0.1923
ULISE 0.1843 0.0091 0.0002 0.0004 0.0001 0.0099 0.0102 0.1923
PLISE 0.1843 0.0091 0.0002 0.0004 0.0001 0.0099 0.0102 0.1923
GDM N/A N/A N/A N/A N/A N/A N/A N/A
FSY N/A N/A N/A N/A N/A N/A N/A N/A
YZF N/A N/A N/A N/A N/A N/A N/A N/A
H2
CYWZ 0.1494 0.0052 0.0002 0.0004 0.0001 0.0097 0.0102 0.1574
ULISE 0.1494 0.0052 0.0002 0.0004 0.0001 0.0097 0.0102 0.1574
PLISE 0.1614 0.0053 0.0002 0.0004 0.0001 0.0102 0.0102 0.1889
GDM 0.1494 0.0052 0.0002 0.0004 0.0001 0.0097 0.0102 0.1574
FSY 0.1724 0.0108 0.0002 0.0004 0.0001 0.0097 0.0102 0.1648
YZF 0.1494 0.0052 0.0002 0.0004 0.0001 0.0097 0.0102 0.1574
H3
CYWZ 0.0076 0.0052 0.0002 0.0004 0.0001 0.0097 0.0102 0.3906
ULISE 0.0076 0.0052 0.0002 0.0004 0.0001 0.0097 0.0102 0.3906
PLISE 0.0076 0.0053 0.0002 0.0004 0.0001 0.0102 0.0102 0.3961
GDM N/A N/A N/A N/A N/A N/A N/A N/A
FSY N/A N/A N/A N/A N/A N/A N/A N/A
YZF N/A N/A N/A N/A N/A N/A N/A N/A
H4
CYWZ 0.0076 0.0257 0.0002 0.0004 0.0001 0.0348 0.0102 0.4925
ULISE 0.0076 0.0257 0.0002 0.0004 0.0001 0.0348 0.0102 0.4925
PLISE 0.0076 0.0258 0.0002 0.0004 0.0001 0.0349 0.0102 0.4925
GDM N/A N/A N/A N/A N/A N/A N/A N/A
FSY N/A N/A N/A N/A N/A N/A N/A N/A
YZF N/A N/A N/A N/A N/A N/A N/A N/A
H5
CYWZ 0.0079 0.0074 0.0002 0.0004 0.0001 0.0089 0.0102 0.0099
ULISE 0.0079 0.0074 0.0002 0.0004 0.0001 0.0089 0.0102 0.0099
PLISE 0.0079 0.0074 0.0002 0.0004 0.0001 0.0089 0.0102 0.0150
GDM N/A N/A N/A N/A N/A N/A N/A N/A
FSY N/A N/A N/A N/A N/A N/A N/A N/A
YZF N/A N/A N/A N/A N/A N/A N/A N/A
H6
CYWZ 0.0076 0.0218 0.0002 0.0004 0.0001 0.0309 0.0102 0.0097
ULISE 0.0076 0.0218 0.0002 0.0004 0.0001 0.0309 0.0102 0.0097
PLISE 0.0078 0.0257 0.0002 0.0004 0.0001 0.0368 0.0102 0.0165
GDM 0.0076 0.0218 0.0002 0.0004 0.0001 0.0309 0.0102 0.0097
FSY 0.0315 0.0232 0.0002 0.0004 0.0001 0.0310 0.0102 0.0100
YZF 0.0076 0.0218 0.0002 0.0004 0.0001 0.0309 0.0102 0.0097
Figure 1 shows a comparison of the input and state es-
timation of the first three MVU estimators for the first
system with H1. In this case, these estimators were suc-
cessful at estimating the states as well as the unknown
inputs. It does appear from Figure 2 all three estimators
produces the same steady-state error covariances. How-
ever, if we consider the results of all six systems in Table
1, we observe that PLISE is outperformed by CYWZ
and ULISE. Note also that ULISE are consistently the
best filters, which agrees with the claim in Section 5.4
of being globally optimal over the class of all linear un-
biased state and input estimates for systems with un-
known inputs, while CYWZ performs just as well, which
shows that in this particular example, the replacement
of the generalized least squares estimate of d2,k with the
ordinary least squares estimate have little impact on the
filter performance.
On the other hand, when the direct feedthrough ma-
trix has full rank, as with H2 and H6, GDM and YZF
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performed just as well as CYWZ and ULISE, which is
consistent with the claim of global optimality of GDM
in [34]. In both examples, the intentionally suboptimal
FSY filter performs better than PLISE at estimating the
unknown inputs, but is worse than PLISE when estimat-
ing the system states.
7.2 Multi-vehicle Tracking
In this second example, we consider the problem of the
position and velocity tracking of multiple vehicles, for
e.g., at an intersection, with partial information about
the decisions of the vehicles as well as faulty sensor read-
ings. This can be particularly useful for the design of
intelligent transportation systems. To simplify the prob-
lem, we consider the scenario with two vehicles, in which
each vehicle only has access to its own control input,
thus, the input of the other vehicle is unknown. Further-
more, the velocity measurement of the vehicle is cor-
rupted by a time-varying bias, which is also unknown.
Thus, we model the linear continuous-time model of the
coupled system as:

p˙
p¨
q˙
q¨
 =

0 1 0 0
0 −0.1 0 0
0 0 0 1
0 0 0 −0.1


p
p˙
q
q˙
+

0
0
0
1
u+

0 0
1 0
0 0
0 0

d1
d2
+

0
w1
0
w2

y =

1 0 0 0
0 1 0 −1
0 0 1 0
0 0 0 1


p
p˙
q
q˙
+

0 0
0 0
0 0
0 1

d1
d2
+ v
where p and p˙, and q and q˙, are the displacements and
velocities of the uncontrolled and controlled vehicle, re-
spectively. d1 is the unknown input of the uncontrolled
vehicle while d2 represents the unknown time-varying
bias. The intensities of the zero mean, white Gaussian
noises, w =
[
0 w1 0 w2
]>
and v, are given by:
Qc = 10
−4

0 0 0 0
0 1.6 0 0
0 0 0 0
0 0 0 0.9
 ; Rc = 10−4

1 0 0 0
0 0.16 0 0
0 0 0.9 0
0 0 0 2.5
 .
Since the proposed filter is for discrete systems, we first
convert the continuous dynamics to a discrete equivalent
model with sample time 4t = 0.01s, assuming zero-
order hold for the known and unknown inputs, u and d:
xk+1 = Adxk +Bduk +Gddk + wd,k
yk = Cdxk +Hddk + vd,k
where x =
[
p p˙ q q˙
]>
, k = 0, 1, 2, . . . and t = k4t, while
the system matrices as well as noise covariances can be
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Fig. 3. Actual states x1, x2, x3, x4 and its estimates, as well
as unknown inputs d1, d2, and its estimates.
computed, e.g., using conversion algorithms involving
matrix exponentials as in [35, 36], to obtain:
Ad =

1 0.01 0 0
0 −0.999 0 0
0 0 1 0.01
0 0 0 0.999
 ; Bd =

0
0
0
0.01
 ;
Cd =

1 0 0 0
0 1 0 −1
0 0 1 0
0 0 0 1
 ; Gd =

0 0
0.01 0
0 0
0 0
 ; Hd =

0 0
0 0
0 0
0 1
 ;
Qd = 10
−5

0.0000 0.0008 0 0
0.0008 0.1598 0 0
0 0 0.0000 0.0004
0 0 0.0004 0.0899
 ; Rd = Rc,
with d1,k and d2,k as shown in Figure 3 (where t = k∆t).
From Figure 3, we observe that both variants of the
filter proposed in this paper successfully estimate the
system states and the unknown inputs, which consist
of the input of the uncontrolled vehicle and the time-
varying measurement bias. The slight difference between
the two variants can be seen in Figure 4 where the rate
of convergence of trace of the unknown input estimate
error covariance of the PLISE variant is slightly slower.
8 Conclusion
This paper presented a unified filter for simultaneously
estimating the states and unknown inputs in an un-
biased minimum-variance sense for linear discrete-time
stochastic systems, without any restriction on the direct
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Fig. 4. Trace of estimate error covariance of states, tr(P x),
and unknown inputs, tr(P d) for the first 0.25s.
feedthrough matrix of the system. Two variants of the
filter is proposed, one of which uses the propagated state
estimate for unknown input estimation (PLISE), and
the other with the updated state estimate (ULISE). We
proved that ULISE is also globally optimal over the class
of all linear unbiased state and input estimates for sys-
tems with unknown inputs and provided stability condi-
tions for the filter, which are shown to be closely related
to the strong detectability of the system. Simulation re-
sults have shown that ULISE was the best estimator in
all the test trials, whereas PLISE, though is not globally
optimal, performed reasonably well.
A possible future direction is the extension of the current
unified filter to linear continuous-time systems, switched
systems and nonlinear systems.
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