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1. INTRODUCTION 
In this paper, we study the asymptotic behavior of solutions of a quasilinear difference quation 
of the form 
(p _l(Ayn_l) °) = q.y  + rn, (1) 
where A denotes the forward difference operator defined by Ayn = Yn+l - Yn, {Pn}, {qn}, 
and {rn} are real sequences and a and ~ are constants. By a solution of equation (1), we mean 
a real sequence {y~} satisfying equation (1) for n > no for some no _> 0. We consider only such 
solutions which are nontrivial for all large n. 
The following conditions are assumed to hold without further mention. There is an No E N -- 
{1, 2, 3 , . . .  } such that:  
(i) pn>Oandqn>-Oforn>No,  andq~Oforn>2/1  for anyNl_>N0;  
(ii) c~ > 0 and ~ > 0 are quotients of odd positive integers. 
A solution {yn} of equation (1) is bounded if there exists M > 0 such that  lYn] <- M for 
all n > No and {Yn} is nonoscil latory if the terms y~ are eventually all of the same sign. 
The qualitative behavior of solutions of special cases of equation (1), especially when rn = 0 
and a = 1, have been examined by a number of authors, for example, see [1-8] and the references 
contained therein. For additional references, the reader is referred to the recent monograph by 
0898-1221/99/$ - see front matter. © 1999 Elsevier Science Ltd. All rights reserved. Typeset by ~4~S-TEX 
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Agarwal and Wong [9]. In this paper, we study the asymptotic behavior of the solutions of 
equation (1), and in Section 2, first we prove that all solutions of equation (1) are nonoscillatory 
when rn > 0 or < 0 for all large n. Then we prove that any solution of equation (1) when rn >_ 0 
for all large n belongs to one of the following two classes: 
A:= {{Yn} : there exist an integer n E N such that y~Ay~ > 0 for n > N}, 
B:= {{Yn} : there exists an integer n • N such that ynAy~ < 0 for n _> N}. 
Further, we establish conditions for all solutions to be bounded. This extends a result for a 
corresponding linear equation obtained in [10-12] and for nonlinear equations in [13-18]. Using 
fixed-point techniques, in Section 3, we obtain conditions that guarantee the existence of solutions 
of the equation (1) belonging to the class B. Results for the existence/behavior of solutions of 
equation (1) [when a =/3 and rn = 0] that belong to class A can be found in [15,19]. Finally, 
in Section 4, we study the limit-point/limit-circle problems for quasilinear difference quations. 
Examples are inserted to illustrate the results. 
All of our results here could be obtained equally well for the difference quation 
A (Pn_l[Ayn_l[ ~ sgn Ayn-1) = qn[yn[ ~ sgn Yn + rn, a > 0,/3 > 0 
with no essential changes in the proofs given. For simplicity of notation, we instead restrict a 
and/3 to be quotients of odd positive integers and discuss equation (1). 
2. BOUNDEDNESS AND MONOTONIC ITY  
We begin with two propositions giving some basic information about the behavior of solutions 
of equation (1). 
PROPOSITION 1. Let rn >_ 0 or < 0 for all large n. Then every solution of  equation (1) is 
nonoscillatory. 
PROOF. Assume rn _> 0 for all n _> No E N. Let {Yn} be an oscillatory solution of equation (1). 
Choose an integer N _> No E N such that YN-1 <-- 0 and YN > 0. Now from (1) 
AyN_ 1 [A (PN_l(AyN_l)a)] = AyN_lqNY~N q- AyN_ l r  N > O, 
SO 
AyN_ 1 [pN( AyN ) c~ -- PN- I ( AYN_I ) v~] > O. 
Hence, 
pN(AyN)aAyN_I  > PN_l (AyN_l )  a+l > 0, 
from which it follows that AyN > 0. Thus, YN+I > YN > 0. Repeating the above argument by 
taking equation (1) at n = N + 1 and multiplying by Ayg,  we obtain Ayg+l  > 0 so YN+2 > O. 
Continuing this process, we have Yn > 0 for n >_ N, which is a contradiction. 
Let rn < 0 for n > No E N. Clearly {-y,~} is a solution of 
A(p , , _ l  (Aye_ l )  = q,,u  - 
From the above discussion, it follows that {-yn} is nonoscillatory, and hence, {Yn} is nonoseilla- 
tory. This completes the proof of the theorem. 
The following examples illustrate Proposition 1. 
EXAMPLE 1. 
8 
A ((Ayn_l) 3) n2(n _ 1) 2 lyn] 2 sgn Yn = 8 (n 3 -- 3n2), 
and 
4 1 
A( IAyn- l iAyn_ l  ) - lyn]  4 sgn Yn -- 
n > 3, (2) 
n > 5 (3) 
n (n 2 - 1) 2 n 4' - 
has nonoscillatory solution {Yn} = {n(n - 1)} and {Yn} = {l /n} for equations (2) and (3), 
respectively. 
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PROPOSITION 2. Let r,~ > 0 for a//large n and let {Yn } be any solution of equation (1). Then {Yn } 
either belongs to class A or belongs to class B. 
PROOF. Since equation (1) is nonoscillatory. We may assume Yn is of one sign, say Yn > 0 for 
all n > N for some N _> No E N. Consider the sequence {Wn} defined by 
Wn = ynpn( Y~) , n >_ N. (4) 
Then 
AWn -= Yn+lh(pn ( iYn)a)  + pn( iyn)°~q-1 (5) 
= yn+lqn+lY~n+l -b rn+lYn+l q-pn(Ayn)  a+l >_ O. 
Suppose there exists an integer N1 >_ N such that Ayg 1 > 0. Since rn, Yn, and Pn are positive, 
(4) and (5) imply that Ayn > 0 for n _> N1, which in turn implies {Yn} is increasing for n _> N1. 
Thus, {y~) belongs to class A. 
If there does not exist an integer N1 _> N such that Ayg 1 > O, then it must be the case 
that Ayn <_ 0 for n > N1. Now for any nl _> N1 there exists n2 > nl such that qn2 > 0 
and rn2 > 0. 
Hence, 
_ A a a O>pn2(Yn2)  =Pn2-I(Ayn2-1) +qn2Y~n~+rn2 
> pn2-1(Ayn2-1) a 
A ~ ---- Pn2-2( Yn2-2) -b qn2-1Yn2-1 -k rn2-1 
_> p~2-2(Ay,~2-2) ~ 
A ~ -> Pn2-3( Y~-3) + "k qn2-2Yn2-1 rn2-2 
>i 
>_ py(AyN)  a-1. 
Therefore, Ayn < 0 for every n with N < n _< n2 - 1. Since such arbitrarily large n2 always 
exist, we have Ayn < 0 for all n >_ N, that is, {Yn} is decreasing. Hence, {Yn} e class B. The 
case that y~ < 0 for n > N is similarly proved. 
REMARK 1. Propositions 1 and 2 includes Lemmas 1 and 2 of [10], Theorem 1 of [14], Proposi- 
tions 1 and 2 of [17], Lemma 3.1 and Corollary 3.1 of [1], as special cases. 
THEOREM 1. Let rn > 0 for all large n. Then every (class A) solution of equation (1) is bounded 
if and only if 1/~ 
n=l k=l Pn 
PROOF. First, assume that all solutions are bounded. For N E N, define a solution y~ by 
setting YN = 1 and YN+I = 2. Then AyN = 1 > 0. From (1), 
PN+I(AYN+I)  PN(AYN)  ~ f~ > 0. (7) a = + qN+lYN+I -b rN+l _ 
This means AyN+I > 0. Hence, from (7) it follows that 
Yn ~ 1 and Ayn > 0, for n > N. (8) 
Summing both sides of equation (1) from N + 1 to n, we have 
- -  _ _  - -  r k 
Pn Pn Pn k=Nq-1 k= 1 
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or 
Ay~ >_ 7~ nt- k=N+l 
Summing both sides of (9) from N + 1 to n yields 
qk + rk ] 1/~ 
J Pn 
(9) 
[ ± PN qk q- rk Yn+l >-- YN+I + -~s + (10) 
s=N+l k=N+' Ps 
I f  all solutions are bounded, then inequality (10) implies that (6) must be true. 
To prove the converse, suppose {y~} is an unbounded solution of equation (1). By Proposi- 
tion 2, we may assume that there exists an N E N such that Yn > 0 and Ay n > 0 for n > N. 
From equation (1), we have 
A (Pn_ l ( iYn_ l )  a) rn 
q~ = y~ yen 
_ ( y~n_l ) 3 A Pn-* (AY'~-I)~ ynr'~ n>_N. 
(11) 
Summing both sides of (11) from N + 1 to n, we obtain 
Ay,, [~  n 1 n ,'k PN("XYN)~'] '/:  
< -+ 
,,,. ,,oy  J 
(12) 
Since Yn > 0 and increasing, we have y~ > c > 0 for n _> N, and hence, from (12) we obtain 
AY----L~ [£  qk + (rk/c2) + pn(AyN)a 
Y ~n/oe ~-- k=N+l Pn pnY~N 
Again, if we sum both sides of the above inequality from N + 1 to n, we have 
rn=N+,  re=N+1 k=N+l  Pm Y~NPm 
(13) 
Let g(t) = yn + ( t -  n)Ayn, n < t < n + 1. Then g'(t) = Ayn and g(t) > Yn for n < t < n + 1. 
Hence, 
Ay m m+l  m+l  
- gnJ~(t) dt 
m=N+l  m=N+l  om m=N+l .,m 
log(yn+l) - log(yy+l), if/3 = a, 
. 1-3/a - 1-15/a 
Yn+l YN+I 
Next, since qn ~ 0 for infinitely many n, choose T > N + 1 such that qT ~ O. Then 
(14) 
-'J°Z 1 E 
n=T Pn n=, k=l 
(15) 
If the condition (6) is true, then (15) implies that y~.n~__l (1/p~/~) < oc. This together with (6), 
(13), and (14) implies that {logy~} is bounded if 3 = a and {y,~} is bounded if 3 ~ a. Hence, 
in both the cases we obtain a contradiction. 
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Next assume that Yn < 0 and Ayn < 0 for n >_ N E N. Let zn = -Yn > O. 
-Ayn  > 0 for n _> N and {Zn} is a solution of the equation 
A (Pn_ l (AZn_ l )  a)  -~ qn(Zn)  f~ -- rn .  
Then A zn = 
(16) 
From equation (16), we have 
 (;n_l(AZn_l) o) rn 
qn = z~ ÷ z-~n >- A ~, Z~n_ 1 ] ,  n > N. 
Arguing as above, we obtain {-y~} is bounded, a contradiction. This completes the proof of the 
theorem. 
REMARK 2. Theorem 1 generalizes Theorem 2 of [14] and Theorem 4 of [10]. 
THEOREM 2. Assume that Pn - 1 for all large n. I f  ~=1 qn < oo and ~-~n=1°° rn = oo then all 
solutions of equation (1) are unbounded. 
PROOF. Let {Yn} be a solution of equation (1). By Proposition 1, we may assume that first y,~ > 0 
and Ayn > 0 for all n >_ N E N. If possible, let {yn} be bounded. So there exists constants MI 
and M2 such that 0 < M1 <_ yn <_ M2 for all n _> N. Now summing equation (1) from N + 1 
to n, we obtain 
s=N+l  s=N+l  
for large n, a contradiction. 
s=N+1 s=N+l 
Consequently, limn---,~ Ayn = oo. This, in turn implies that limn--.~ Yn = oo, a contradiction. 
Suppose y~ > 0 and Ayn < 0 for all n > N. Summing equation (1), we get 
(--Ayn)a = (--AyN) c~ - ~ qsy~s - ~ rs 
s=N+l  s=N+l  
n n 
< (_Ay )o _ qs - Z < o, 
s=N+I s=N+l 
Hence, {Yn} cannot be bounded. This completes the proof of the 
theorem. 
EXAMPLE 2. Theorem 2 implies that all solutions of 
1 3 
A( IAyn- l lAyn-1)  -- -~ Yn = 8n - - -  
1 
n > 1 (17) ~2 ' 
are unbounded. In particular, (Yn} = {n 2} is an unbounded solution of equation (17). 
3. EX ISTENCE OF CLASS B SOLUTIONS OF EQUATION (1) 
In this section, we use a fixed-point theorem to prove the existence of solutions of the quasilinear 
equation (1) belonging to the classes B0 and BL defined by 
Bo = { yn E B : n_~lim yn = O } , 
BL={ynEB:  n--*~lim y~ ~t 0}. 
118 E. THANDAPANI AND K. RAVI 
THEOREM 3. Let  rn ~ 0 for all large n and let 
qt + rt 
E .((X~. 
n= l t=n Pn-1 
Then equation (1) has at least one solution in the class Bo and at least one solution in the 
class BL. 
PROOF. First, we prove the existence of a positive decreasing solution of equation (1) that 
approaches a nonzero limit as n ~ c~. Choose N C N large enough so that 
< (18) 
n=N t=n Pn-1 ] -- 4B/a" 
Let BN denote the Banach space of all real sequence Y = {Yn}, n > N, with the supreme norm 
Jlrll --n>Y [Yn]. We define a partial ordering on BN as follows; for given X,Y  E BN, X < Y 
means xn <_ Yn for n >_ N. Let 
S= {Y CBN :I <_Yn <4, n> N} 
and define T : S --* BN by 
qtY~t + rt 
(Ty )~=l+ E , n>N.  
/=n+l t=l Pl--1 
From (18), it is clear that TS C_ S and that T is an increasing mapping. Hence, by the Knaster- 
Tarski fixed-point heorem [20], there exists Y E S such that TY  -- Y. That is, 
l=n+l t=l Pl-1 ] 
It is easy to see that {Yn} is a solution of equation (1). Since 
and 1 _< y,~ <_ 4, we see that {Yn} is an essentially positive decreasing solution of equation (1) 
with l imn~ Yn = l # 0. Hence, BL # ¢. 
Next we prove the existence of an eventually positive decreasing solution of equation (1) that 
tends to zero as n --~ oc. Choose N E N such that 
n=N t=n Pn--1 ] 
Let BN be the Banach space defined above, let S = {Y c BN : 0 < y, < 1, n > N}, and define 
the operator T by 
,~, \ 1/a 
= I=.+1 ] > Y .  
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Using an argument similar to the one above, we can show that the T satisfies the assumptions 
of the Knaster-Tarski f xed-point heorem. Therefore, there exists an Y E S such that TY  = Y, 
that is 
Yn= E qty~+rt 
l=n+l t=l PI--1 
Since 
Ayn = -- ~-~ qtYt ~ rt I / < 0 
and y~ ~ 0 as n --+ co, we see that {Yn} E B0 ~ ¢. This completes the proof of the theorem. 
REMARK 3. Theorem 3 reduces to Theorem 7 of [18] when a -- 1 and r~ - 0. Also Theorem 3 
reduces to a special case of Theorems 3.2 and 3.3 of [19] when r,~ -- 0. Further, note that our 
results in this section can be extended to a quasilinear difference quation of the form 
A (pn_l(Ayn_l) a) = h(n, yn) + rn, 
where h : NX]( ~ 1~ is continuous with uh(n, u) > 0 for u ~ 0. 
Next we give conditions under which class B solutions of equation (1) satisfy l imn_.~ Yn = 0 
or lim~_~a¢ pn(Ayn) ~ = 0. 
THEOREM 4. Let rn >_ 0 for all large n. If ~=1 1I~ (1/p~ ) = oc, then any class B solution {y,~} 
of equation (1) satisfies limn--.~ pn( Ay~) ~ = O. 
PROOF. Suppose that {Yn} is a class B solution of (1), say yn > 0 for n > N E N. Then 
A pn( yn) < 0 and increasing. If p=(Ay=) a --+ O, there exists K > 0, such that pn(Ayn) ~ < 
-K  < 0 for n > N. Summing, we have 
n 
Yn+l < YN -- K 1/~ E 1 
- -  1 /a  ~ - - ~  
s=N Fs 
as n --* c~. which is a contradiction. 
REMARK 4. Under the assumptions of Theorem 4, it is not difficult to see that ~-~n°~_l (qn + rn) 
< cc is a necessary condition for a class B solution of equation (1) to converge to a nonzero limit 
as n ----+ (:x3. 
THEOREM 5. In addition to the hypotheses of Theorem 4, assume that 
E qs -= oo. 
n=l  t=n+l  
Then any class B solution {Yn} of equation (1) satisfies limn--.~ Yn = O. 
PROOF. Suppose that {Yn} is a class B solution of equation (1), say Yn > 0 for n _> N E N, 
and lim,~._.~ y~ = L > O. Let M = min{u ~ : L < u < YN}. Summing equation (1), we have 
n 
- = + 
s=N+l  
>M ~ qs- 
s=N+l  
n 
M E qs<----Pn(AY~)~' 
s=N-{-I 
SO )1,. 
M ~ qt <_ - Ys = YN -- Yn. (19) 
s=N t=s+l s=N 
By (18), the left side of (19) tends to cc as n --* co, and this contradicts Yn > 0 for n >_ N E N. 
It  follows that 
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4. L IM IT -POINT/L IM IT -C IRCLE PROBLEM 
In this section, we study limit-point/limit-circle properties of quasilinear difference quation 
which is similar to what Thandapani, Graef and Spikes [12] did for nonlinear difference quations 
without a forcing term. 
A solution {Yn} of equation (1) is said to be of nonlinear limit-circle type if 
E 
n=l  
and of nonlinear limit-point ype otherwise, 
n=l  
We begin with the following result. 
yl+fl n ~00 
that is, 
yl+~ 
rt ~(X) .  
(20) 
THEOREM 6. Let rn >_ 0 for all large n. I f  {yn } is a nonlinear limit-circle solution of  equation (1), 
then y~ ~ 0 as n ~ oc and ynAyn < 0 for all large n. 
PROOF. Let {Yn} be a nonlinear limit-circle solution of equation (1). By Propositions 1 and 2, 
{Yn} is nonoscillatory and eventually monotonic. Now (20) implies yn ~+~ --~ 0 as n --~ c~, and 
hence, Yn ~ 0 as n -~ oo. 
Since {Yn} is nonoscillatory and eventually monotonic, we may suppose that Yn > 0 and Ayn 
has fixed sign for n _> N for some N E N. If Ay~ > 0 for n _> N, then {Yn} cannot be a nonlinear 
limit-circle solution. Hence, Ay n < 0. A similar proof holds if {Yn} is eventually negative. 
THEOREM 7. I[ rn > 0 (rn < O) [Ol" a11 large n and 
= 
n=l 
then every nonlinear limit-circle solution of ( i )  is eventually negative (positive). 
PROOF. Let {Yn} be a nonlinear limit-circle solution of equation (1). By Proposition 1, {Yn} is 
nonoscillatory, say yn ~ 0 for n > N E N. If Yn > 0 for n _> N, then 
/k(Pn-l(Ayn-1) a = rn ~-qnY~ ~- rn 
and summing, we have 
pn(Ayn)  ~ >_ pN(AYN)  ~ + ~ rs --* oc, as n --~ (x~. 
s=N+l  
Hence, {Ayn} is eventually positive which contradicts the fact that {Yn} is a limit-circle type 
solution. A similar proof holds if rn < 0. We conclude this paper with the following remark. 
REMARK 5. Theorem 7 is a discrete analogue of Theorem 12 of [21] when a = 1. Also, Theorem 7
is the best possible in the sense that there are equations with all their positive solutions being of 
the nonlinear limit-point ype, and yet they have a negative nonlinear limit-circle type solution. 
For example, consider the equation 
A (n~Ayn_ l )  - n'~y~n = (n + 1) ~-1 (n -- 1) -- n ~ 
n(n - 1) + n'Y-~' 
where/3 > 0 is the ratio of odd positive integer and either 5 _> 3 or "), - /3  > max{5 - 3, -1}.  All 
the hypotheses of Theorem 7 are satisfied and {y,~} = { - l /n}  is a negative nonlinear limit-circle 
solution. 
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