interests.
Correspondence and requests for materials should be addressed to H.J.K (hjkimble@caltech.edu). Quantum criticality is associated with a system composed of a nearly infinite number of interacting quantum degrees of freedom at zero temperature, and it implies that the system looks on average the same regardless of the time-and length scale on which it is observed. Electrons on the atomic scale do not exhibit such symmetry, which can only be generated as a collective phenomenon through the interactions between a large number of electrons. In materials with strong electron correlations a quantum phase transition at zero temperature can occur, and a quantum critical state has been predicted 1,2 , which manifests itself through universal power-law behaviours of the response functions. Candidates have been found both in heavy-fermion systems 3 and in the high-transition temperature (high-T c ) copper oxide superconductors 4 , but the reality and the physical nature of such a phase transition are still debated [5] [6] [7] . Here we report a universal behaviour that is characteristic of the quantum critical region. We demonstrate that the experimentally measured phase angle agrees precisely with the exponent of the optical conductivity. This points towards a quantum phase transition of an unconventional kind in the high-T c superconductors.
In the quantum theory of collective fields one anticipates order at small coupling constant, and for increasing coupling one expects at some point a phase transition to a quantum-disordered state. Quantum criticality in the copper oxides, if it exists, occurs as a function of charge carrier doping x, at a particular doping level x c close to where the superconducting phase transition temperature reaches its maximum value. When this phase transition is continuous, a critical state is realized right at the transition, which is characterized by scale invariance resulting in the above-mentioned power-law response up to some (non-universal) high-energy cutoff Q.
The optical conductivity, jðqÞ ¼ j 1 ðqÞ þ ij 2 ðqÞ; is the absorptive (j 1 ) and reactive (j 2 ) current response to a time-varying external electrical field of frequency q, and is usually expressed as the correlation function of the currents j(t 1 ) and j(t 2 ) at times t 1 and t 2 , which is x jj ðt 1 ; t 2 Þ ¼ kjðt 1 Þ; jðt 2 Þl; by the Kubo formula. In Fig. 1 letters to nature (T c ¼ 96 K; H.E. et al., manuscript in preparation). In order to facilitate comparison with earlier publications [8] [9] [10] we also present 1/ t(q) for a number of temperatures, adopting q p =2pc ¼ 19; 364 cm 21 for the plasma frequency (where c is the velocity of light). The scattering rate 1/t(q) increases approximately linearly as a function of frequency, and when the temperature T is increased, the 1/t(q) curves are shifted vertically proportional to T. The notion that 1=tðq; TÞ , q þ T in the copper oxides forms one of the centre pieces of the marginal Fermi liquid model 1, 11 , and it has been shown to be approximately correct in a large number of experimental papers [8] [9] [10] . This phenomenology stresses the importance of temperature as the (only) relevant energy scale near optimal doping, which has motivated the idea that optimally doped copper oxides are close to a quantum critical point 1 . As can be seen in Fig. 1 , 1/t(q) has a negative curvature in the entire infrared region for all temperatures, and it saturates at around 5,000 cm 21 . Although this departure from linearity may seem to be a minor detail, we will see that it is a direct consequence of the quantum critical scaling of the optical conductivity.
If a quantum phase transition indeed occurs at optimal doping x ¼ x c , then three major frequency regimes of qualitatively different behaviour are expected 2 : (1) q , T; (2) T , q , Q; (3) Q , q. As we now report, we find direct indications of these regimes in our optical conductivity data.
Region 1 (q , T) corresponds to measurement times long compared to the compactification radius of the imaginary time,
. Some ramifications have already been discussed above. In addition, Sachdev 2 showed that in this regime the system exhibits a classical relaxational dynamics characterized by a relaxation time t r ¼ AL T (A is a numerical prefactor of order 1), reflecting that temperature is the only scale in the system. For the low frequency regime we expect a Drude form j 1 ðqÞ ¼ ð4pÞ 21 q 2 pr t r =ð1 þ q 2 t 2 r Þ; where q pr is the plasma frequency. Then Tj 1 (q,T) becomes a universal function of q/T, at least up to a number of order one:
In the inset of Fig. 2 8 . This spectral weight collapses into the condensate peak at q ¼ 0 when the material becomes superconducting 8 . In Fig. 2 we also display the scaling function proposed by Prelovsek 12 , j 1 ðqÞ ¼ Cð1 2 expð2 hq=k B TÞÞ=q: The linear frequency dependence of this formula for hq=k B T , , 1 is clearly absent from the experimental data. The universal dependence of Tj 1 (q,T) on q/T also contradicts the "cold spot model" 13 , where Tj 1 (q,T) has a universal dependence on q/T 2 . In region 2 (T , q , Q) we can probe directly the scale invariance of the quantum critical state. Let us now introduce the scaling relation along the time axis, as follows from elementary consideration. The euclidean (that is, imaginary time) correlator has to be known in minute detail in order to enable the analytical continuation to real (experimental) time. However, in the critical state invariance under scale transformations fixes the functional form of the correlation function completely: It has to be an algebraic function of imaginary time. Hence, it is also an algebraic function of Matsubara frequency q n ¼ 2pn/L T , and the analytical continuation is unproblematic: (1) Scale invariance implies that j 1 (q) and j 2 (q) have to be algebraic functions of q, (2) causality forces the exponent to be the same for j 1 (q) and j 2 (q), and (3) time reversal 1 (q,T ) ), demonstrating that for hq/k B T , 1.5 the conductivity obeys letters to nature symmetry, implying jðqÞ ¼ j * ð2qÞ; fixes the absolute phase of j(q). Taken together
Hence the phase angle relating the reactive and absorptive parts of the conductivity, arctan(j 2 /j 1 ) ¼ (2 2 g)·908, is frequency independent and should be set by the critical exponent g. Power-law behaviour of the optical conductivity of the copper oxides has been reported previously 14, 15 , but to our knowledge the relation between the phase and the exponent has not been addressed in the literature. In Fig. 3 we display the frequency dependence of jjj in a log-log plot, and the phase in a linear plot. Although the temperature dependence 'leaks out' to surprisingly high frequency in the latter, the data are remarkably consistent with equation (2) for q between k B T and 7,500 cm 21 . The observed power law of the conductivity, jjj ¼ C=q 0:65 corresponds to g ¼ 1.35, and the value of the phase, arctan(j 2 /j 1 ) ¼ 608^28, implies that g ¼ 1.33^0.04. The good consistency of g obtained from two experimental quantities (that is, the exponent of a power law and the phase) is a strong test of the validity of equation (2) . Frequency independence of the phase in region 2 and agreement between the two power laws (one from j(q) and the other from the phase angle spectrum) are unique properties of slightly overdoped samples, as demonstrated by Fig. 4 , where we present the phase function for optimally doped 16 (T c ¼ 88 K), underdoped 16 18 based on onedimensional physics are therefore of the correct form, equation (2) . The exponent g ¼ 4/3 is within the range considered by Anderson, but differs significantly from the prediction based on the "cold spot" model 13 , providing jðqÞ , ð2iqÞ 20:5 ; which corresponds to g ¼ 3/2. Let us now turn to the temperature dependence of the optical conductivity. From Fig. 2 we see that in this region the conductivity crosses over to a different dependence on q and T: for hq=k B T . 3 the experimental data are seen to collapse onto a curve of the form j 1 (q,T) ¼ T 20.5 h(q/T), where h(u) is a universal function. For u . 3, h(u) has a weak power-law dependence corresponding to a frequency dependence j 1 (q,T) , q 20.65 . According to the simplest scaling hypothesis, j 1 (q,T) , T 2m h 0 (q/T) with h 0 (u) ! constant and h 0 (u) ! u 2m in the limits u ! 0 and u . . 1, respectively. Although this energy-temperature scaling is roughly satisfied in the high frequency regime, it is strongly violated at low frequencies, because the success of equation (1) in the regime for hq=k B T , 1:5 (see Fig. 2 ) implies an exponent m ¼ 1 at low frequencies instead. Bernhoeft has noticed a similar problem in the context of the heavyfermion critical points 19 . Region 3 (q . Q) necessarily has a different behaviour of the optical conductivity, based on the following simple argument: the spectral weight of the optical conductivity integrated over all frequencies is set by the f-sum rule. However, since g . 1, the integration over all frequencies of Rej(q) of the form of equation (2) diverges. Hence we expect a crossover from the constant phase angle Argj(q) ¼ (2 2 g)·908 to the asymptotic value Argj(1) ¼ 908. The details of the frequency dependence of j(q) at the crossover point Q depend on the microscopic details of the system. A (non-universal) example of an ultraviolet regularization with the required properties is 20 jðqÞ ¼ ðne 2 =mÞð2iqÞ g22 Â ðQ 2 iqÞ 12g : Indeed the phase functions show a gradual upward departure from the plateau value for frequencies exceeding 5,000 cm 21 (Fig. 3) . This indicates that the 'ultraviolet' cut-off is on the order of 1 eV. Do our observations shed light on the enigmatic origin of the quantum criticality? In fact, they point unambiguously at three surprising features. First, the current correlator behaves singularly, and this implies that the electromagnetic currents themselves are the order parameter fields responsible for the criticality. Second, the criticality persists up to surprisingly high energies. Third, we have seen that the optical conductivity curves collapse on j 1 ðq; TÞ ¼ T m hðq=TÞ; where m ¼ 1 for q/T , 1.5, while m , 0.5 for q/T . 3. This disqualifies many theoretical proposals. Much of the intuition regarding quantum criticality is based on the rather well understood quantum phase transitions in systems composed of bosons. A canonical example is the insulator-superconductor transition in two space dimensions 21 where the optical conductivity is found to precisely obey the energy-temperature scaling hypothesis 22 , characterized by a single exponent m ¼ 0 governing both the frequency and temperature dependences 2, 22, 23 . Bosonic theory can be therefore of relevance in electron systems, but it requires the fermionic degrees of freedom to be bound in collective bosonic degrees of freedom at low energy.
In the copper oxides, it appears that the quantum criticality has to do with the restoration of the Fermi-liquid state in the overdoped regime characterized by a large Fermi surface. This implies that fermionic fluctuations play a central role in the quantum critical state, and their role has not yet been clarified theoretically. The absence of a single master curve for all values of q/T is at variance with notions of quantum critical behaviour, and its understanding may require concepts beyond the standard model of quantum criticality. We close with the speculation that the presence of bosonic fluctuations and fermionic fluctuations in the copper oxides is pivotal in understanding the quantum critical behaviour near optimal doping of the copper oxides.
A
Methods

Kubo formula
The Kubo formalism establishes the relation between optical conductivity and currentcurrent correlation function:
The first term, corresponding to perfect conductivity, is only relevant in the superconducting state, j(t) is the current operator at (imaginary) time t, while in the path integral formalism L T ¼ h=k B T is the compactification radius of the imaginary time. The angle brackets mean a trace over the thermal distribution at finite temperatures. The integration is over a finite segment of imaginary time, resulting in the optical conductivity at the Matsubara frequencies iq n ¼ 2pin/L T along the imaginary axis of the complex frequency plane. The conductivity at real frequency q follows from analytical continuation.
Experimental determination of the optical conductivity
The most direct experimental technique, which provides the optical conductivity and its phase, is spectroscopic ellipsometry. Another popular approach is the measurement of the reflectivity amplitude over a wide frequency region. Kramers-Kronig relations then provide the phase of the reflectivity at each frequency, from which (with the help of Fresnel equations) the real and imaginary part of the dielectric function, e(q), is calculated. We used reflectivity for 50 cm 21 , q=2pc , 6; 000 cm 21 ; and ellipsometry for 1; 500 cm 21 , q=2pc , 36; 000 cm 21 : This combination allows a very accurate determination of e(q) in the entire frequency range of the reflectivity and ellipsometry spectra. Owing to the off-normal angle of incidence used with ellipsometry, the ab-plane pseudo-dielectric function had to be corrected for the c-axis admixture. We used previously published 24 c-axis optical constants of the same compound. The data files were generously supplied to us by S. Tajima. The effect of this correction on the pseudodielectric function turns out to be almost negligible, in accordance with Aspnes 25 . The optical conductivity, j(q), is obtained using the relation e(q) ¼ e 1 þ 4pij(q)/q, where e 1 represents the screening by interband transitions. In the copper oxide materials e 1 ¼ 4.5^0.5. For q/2pc ¼ 5,000 cm 21 an uncertainty of 0.5 of e 1 propagates to an error of 28 of the phase of j(q). This accuracy improves for lower frequencies.
Frequency dependent scattering rate
For an isotropic Fermi liquid, the energy dependent scattering rate of the quasi-particles can be readily obtained from the optical data, using the relation 1=tðqÞ ¼ Re{q 2 p =4pjðqÞ}: In spite of the fact that the notion of a quasi-particle in the spirit of Landau's Fermi liquid is far from being established for the copper oxides, during the past 15 years it has become a rather common practice to represent infrared data of these materials as 1/t(q). The dynamical mass is defined as m * ðqÞ=m ¼ Im{q 2 p =4pqjðqÞ}: To obtain absolute numbers for 1/t(q) and m*(q)/m from the experimental optical conductivity, a value of the plasma frequency, q p , must be adopted. With our value of q p the dynamical mass converges to 1 for q ! 1. Sometimes the renormalized scattering rate, t * ðqÞ 21 ¼ tðqÞ 21 m=m * ðqÞ ¼ qj 1 ðqÞ=j 2 ðqÞ; is reported instead of t(q). If the frequency dependence of the conductivity is a power law, j(q) ¼ (2iq) , then 1/t*(q) ¼ 2qcotan(pg/2), which is a linear function of frequency 18 . The value of the slope reveals the exponent, and corresponds to the phase of the conductivity displayed in Figs 3 and 4 .
