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Abstract
The q-difference Painleve´ II equation admits special solutions written in terms
of determinant whose entries are the general solution of the q-Airy equation.
An ultradiscrete limit of the special solutions is studied by the procedure of ul-
tradiscretization with parity varialbes. Then we obtain new Airy-type solutions
of the ultradiscrete Painleve´ II equation with parity variables, and the solutions
have richer structure than the known solutions.
1 Introduction
The Painleve´ equations and the discrete Painleve´ equations play important roles
in the areas of mathematical physics such as conformal field theory and random
matrices. They have been studied extensively from a viewpoint of the symme-
try (see e.g. [8, 9]). Especially, Hirota’s direct method of soliton theory [2]
affected the discoveries of solutions in terms of determinants to the Painleve´-
type equations. On the other hand, by a suitable limit (ultradiscrete limit [12])
from the q-difference Painleve´ equations (one of a family of the discrete Painleve´
equations), some systems of cellular automaton, which we call the ultradiscrete
Painleve´ equations, may appear [10]. Cellular automaton is a discrete dynam-
ical system in which both dependent and independent variables take discrete
values, and it is suitable for computer experiments. Moreover, it is free from
numerical errors and sometimes admits exact special solutions. The ultradis-
crete Painleve´ equations are expected to preserve the essential properties of the
original equations.
In this paper, we focus on the q-difference Painleve´ II equation (q-PII),
(z(qτ)z(τ) + 1)(z(τ)z(q−1τ) + 1) =
aτ2z(τ)
τ − z(τ)
. (1)
The p-ultradiscrete analogues of the q-PII with a = q2N+1 (p-ultradiscrete PII)
and a class of its special solutions were investigated in [3, 4, 5]. Here ”p-
ultradiscrete” is the abbreviation for ”ultradiscrete with parity variables” [6],
and it is crucial to introduce the parity variables to consider the ultradiscrete
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limit of solutions in terms of determinants. The p-ultradiscrete PII is derived
as follows (for details, see [3]). We introduce a parameter ε > 0 by
q = eQ/ε, Q < 0, (2)
and the parity (or sign) variable ζ(N)(m) ∈ {+1, 1} and the amplitude variable
Z(N)(m) by
ζ(N)(m) =
z(qm)
|z(qm)|
, |z(qm)| = eZ
(N)(m)/ε, (3)
respectively. Moreover, we define a function s : {1,−1} → {0, 1} by
s(ω) =
{
1 (ω = 1)
0 (ω = −1)
(4)
and rewrite z(qm) as
z(qm) = {s(ζ(N)(m))− s(−ζ(N)(m))}eZ
(N)(m)/ε. (5)
We deform (1) to a form without division by multiplying qm − z(qm) on both
sides and substitute (5) into the resulting equation. Then, we collect non-
negative terms to each side of equality, apply ε log to both sides and take the
limit ε→ +0. By applying the identity
lim
ε→+0
ε log(s(ω)eX/ε + eY/ε) = max(S(ω) +X,Y ), (6)
where the function S : {1,−1} → {0,−∞} is defined by
S(ω) :=
{
0 (ω = +1)
−∞ (ω = −1),
(7)
we obtain the p-ultradiscrete PII
max
[
Zm+1 + 3Zm + Zm−1 + S(ζm+1ζmζm−1), Zm+1 + 2Zm + S(ζm+1),
2Zm + Zm−1 + S(ζm−1), Zm + S(ζm), Zm + (2N + 1)Q+ 2mQ+ S(ζm),
Zm+1 + 2Zm + Zm−1 +mQ+ S(−ζm+1ζm−1),
Zm+1 + Zm +mQ+ S(−ζm+1ζm), Zm + Zm−1 +mQ+ S(−ζmζm−1)
]
= max
[
Zm+1 + 3Zm + Zm−1 + S(−ζm+1ζmζm−1), Zm+1 + 2Zm + S(−ζm+1),
2Zm + Zm−1 + S(−ζm−1), Zm + S(−ζm), Zm + (2N + 1)Q+ 2mQ+ S(−ζm),
Zm+1 + 2Zm + Zm−1 +mQ+ S(ζm+1ζm−1),
Zm+1 + Zm +mQ+ S(ζm+1ζm), Zm + Zm−1 +mQ+ S(ζmζm−1),mQ
]
,
(8)
2
where Zm = Z
(N)(m) and ζm = ζ
(N)(m). Note that we have derived a simpler
expression than that in [3] by using formula in [11] for the function s;
s(ζ)s(ζ′) + s(−ζ)s(−ζ′) = s(ζζ′), (s(ζ) + s(−ζ))2 = 1. (9)
Conversely, the function ζme
Zm/ε may approximate a solution of q-PII with
q = eQ/ε. In this paper we obtain several special solutions to p-ultradiscrete
PII. Some of them are described as follows;
Theorem 1. Assume that Q < 0, N ∈ Z≥0, m0 is an integer such that m0 ≤
min(−3N − 2,−N(N + 1)/2− 1) and a parameter C satisfies −(m0 +N(N +
1))Q < C < (m0 + 1)Q. Then the following function (ζ
(N)(m), Z(N)(m)) is a
solution to (8).
(I) If m ≤ m0 − 2N − 1 or m0 +N + 1 ≤ m, then
(ζ(N)(m), Z(N)(m)) =


(+1, (−m− 2N − 1)Q) (m ≤ m0 − 2N − 1)
(+1,mQ) (m0 +N + 1 ≤ m ≤ −1)
((−1)m, 0) (m ≥ 0)
(10)
(II) If m0 − 2N ≤ m ≤ m0 +N , then
(ζ(N)(m), Z(N)(m)) =

((−1)j ,−C − j2Q) (m = m0 − 2N + 3j)
(+1, (m0 + j + 1)Q) (m = m0 − 2N + 3j + 1)
((−1)j , C + (j + 1)2Q) (m = m0 − 2N + 3j + 2)
(11)
where 0 ≤ j ≤ N in the first case and 0 ≤ j ≤ N − 1 in the second and the
third cases.
Let us explain our intention to obtain Theorem 1. Hamamoto, Kajiwara
and Witte [1] established that (1) admits a class of special solutions expressed
in terms of determinants when a = q2N+1 for N ∈ Z. The elements of the
determinants are written by a solution of the q-difference Airy equation, or
shortly q-Airy equation,
w(qτ) − τw(τ) + w(q−1τ) = 0. (12)
We here call such a solution ‘seed’. The q-Airy equation has special solutions,
the q-Ai function and the q-Bi function. If we give the q-Ai function (resp. the
q-Bi function) as a seed, we have special solutions of q-PII which we call the
qAi-type solutions (resp. the qBi-type solutions). In [5], special solutions of
(8) have been derived from the qAi- or qBi-type solutions through the limiting
procedure. Hence, we call these ultradiscrete solutions as the uAi- and uBi-type
solutions, respectively. In this paper, we take linear combinations of the q-Ai
and the q-Bi functions as seeds. Then we obtain the corresponding ultradiscrete
solutions, which include Theorem 1 as a special case, and they have richer
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structure than the uAi- and the uBi-type solutions. From a different point of
view, our ultradiscrete solutions capture explicit behavior of solutions to q-PII
in terms of determinants as q → 0, and our results may help a understanding
of behavior of solutions to q-PII.
This paper is organized as follows. In section 2, we review some results for
(12) and study the p-ultradiscrete analogue of the general solution to (12). In
section 3, we review special solutions to q-PII in terms of determinants obtained
in [1], and we investigate the p-ultradiscrete limit of these solutions. As a
consequence, we obtain explicit functional forms of the special solutions of p-
ultradiscrete PII. In section 4, we give concluding remarks.
Throughout this paper, we assume Q < 0.
2 q-Airy equation
We review some results for the q-Airy equation (12) and its p-ultradiscrete
analogue. We set τ = qm (m ∈ Z) and rewrite w(qm) as w(m) for simplicity.
Then, the q-Ai and q-Bi functions
a(m) = q-Ai(qm) = (−1)m(m−1)/2
∞∑
n=0
(−1)n(−q)n(n+1)/2
(q2; q2)n
(−q)mn (13)
b(m) = q-Bi(qm) = (−1)m(m+1)/2
∞∑
n=0
(−q)n(n+1)/2
(q2; q2)n
(−q)mn, (14)
are special solutions of (12). Here, (q2; q2)n is given by
(q2; q2)n =
{
1 (n = 0)
(1− q2)(1 − q4) · · · (1− q2n) (n = 1, 2, 3, . . .),
(15)
which is the q-shifted factorial. As q → 0, these solutions are evaluated [5] as
a(m) =
{
(−1)m(m−1)/2(1 +O(q)) (m ≥ 0)
qm(m−1)/2(1 +O(q)) (m ≤ −1)
(16)
b(m) =
{
(−1)m(m+1)/2(1 +O(q)) (m ≥ 0)
q−m(m+1)/2(2 +O(q)) (m ≤ −1),
(17)
respectively. The general solution for (12) is given by the linear combination
w(m) = c1a(m) + c2b(m). (18)
For ultradiscretization, we introduce a parameter ε > 0 by (2). We define the
sign variable by ωm = w(m)/|w(m)| ∈ {1,−1} and the amplitude variable by
|w(m)| = eWm/ε. Then w(m) is written as
w(m) = {s(ωm)− s(−ωm)}e
Wm/ε. (19)
4
Following the procedure of p-ultradiscretization, we obtain the p-ultradiscrete
Airy equation [3]
max (Wm+1 + S(ωm+1), mQ+Wm + S(−ωm), Wm−1 + S(ωm−1))
=max (Wm+1 + S(−ωm+1), mQ+Wm + S(ωm), Wm−1 + S(−ωm−1)) . (20)
The p-ultradiscrete analogues of a(m) and b(m) have derived in [5] through
the p-ultradiscrete limit. We construct solutions of (20) from (18). The key is
the following lemma which actually appears in [5]:
Lemma 1. If a solution w(m) for (12) is expanded into a series of q = eQ/ε as
w(m) = (−1)ωˆ(m)eC(m)/εqWˆ (m)
∞∑
k=0
d(k,m)qk, (21)
where ωˆ(m), C(m), Wˆ (m), d(k,m) and Q(< 0) are independent of ε and
d(0,m) > 0. Then, the pair of the sign variable ωm = (−1)
ωˆ(m) and the
amplitude variable Wm = Wˆ (m)Q + C(m) solves (20). 
Note that this Lemma can be applied to q-PII and its solutions. We find from
Lemma 1 that the term (−1)ωˆ(m)eC(m)/εqWˆ (m) = (−1)ωˆ(m)e{Wˆ (m)Q+C(m)}/ε,
which has the lowest order of q in the series (21), is important for our study.
We call this term the leading term. If two functions x(m) and y(m) have
the same leading term, we write x(m) ∼ y(m). For example, (21) is writ-
ten as w(m) ∼ (−1)ωˆ(m)eC(m)/εqWˆ (m). We define a term dominant as fol-
lows. We consider some functions xk(m) (k = 1, 2, . . . ,K) and write their
leading terms as |xk(m)| ∼ e
{Wˆk(m)Q+Ck(m)}/ε. For fixed m, xk(m) is domi-
nant among x1(m), . . . , xK(m), if Wˆk(m)Q + Ck(m) > Wˆl(m)Q + Cl(m) (l =
1, . . . , k − 1, k + 1, . . . ,K) hold.
We define the sign variables for the coefficients in (18) as α = c1/|c1| and
β = c2/|c2|, respectively, and put
c1 = αe
A/ε, c2 = βe
B/ε. (22)
Then, (18) is evaluated as
w(m) =


α(−1)m(m−1)/2eA/ε(1 +O(q)) (m ≥ 0, A > B)
β(−1)m(m+1)2eB/ε(1 +O(q)) (m ≥ 0, A < B)
αeA/εqm(m−1)/2(1 +O(q)) (m ≤ −1,m2 < (B −A)/Q)
βeB/εq−m(m+1)/2(2 +O(q)) (m ≤ −1,m2 ≥ (B −A)/Q),
(23)
(see [5]). For simplicity, we consider the case B − A < Q in this paper. Then,
there uniquely exists m0 ∈ Z≤−2 which satisfies
m0
2Q ≤ B −A < (m0 + 1)
2Q. (24)
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Hence, for B −A < Q, the p-ultradiscrete analogue of w(m) is written as
(ωm,Wm) =


(
α(−1)m(m−1)/2, A
)
(m ≥ 0)
(α,m(m− 1)Q/2 + A) (m0 + 1 ≤ m ≤ −1)
(β,−m(m+ 1)Q/2 +B) (m ≤ m0)
(25)
and it satisfies (20) by Lemma 1.
3 q-Painleve´ II equation
It is shown in [1] that (1) with a = q2N+1 (N ∈ Z) admits a class of special
solutions. For later discussion, we review some results only for N ≥ 0. Equation
(1) with a = q2N+1 is solved by
z(N)(τ) =
g(N)(τ)g(N+1)(qτ)
qNg(N)(qτ)g(N+1)(τ)
(26)
g(N)(τ) =


∣∣∣∣∣∣∣∣∣∣
w(τ) w(q2τ) · · · w(q2N−2τ)
w(q−1τ) w(qτ) · · · w(q2N−3τ)
...
...
. . .
...
w(q1−N τ) w(q3−Nτ) · · · w(qN−1τ)
∣∣∣∣∣∣∣∣∣∣
(N > 0)
1 (N = 0),
(27)
where w(τ) is a solution of (12). The functions g(N)(τ) satisfy the bilinear
equations
q2Ng(N+1)(q−1τ)g(N)(q2τ)− qNτg(N+1)(τ)g(N)(qτ) + g(N+1)(qτ)g(N)(τ) = 0
(28)
q2Ng(N+1)(q−1τ)g(N)(qτ) − q2Nτg(N+1)(τ)g(N)(τ) + g(N+1)(qτ)g(N)(q−1τ) = 0.
(29)
Hereafter, we put τ = qm and write g(N)(τ) = g(N)(m). The p-ultradiscrete
limits of g(N)(m) for the special cases w(m) = a(m) or w(m) = b(m) have been
investigated in [5]. We study the case that w(m) is the general solution (18).
We often consider the case of m ≪ −1 for simplicity. However, we observe
interesting structure of the solutions even in this case.
3.1 Evaluation for g(N)(m)
Set
am = (a(m) a(m+ 2) · · · a(m+ 2N − 2)) (30)
bm = (b(m) b(m+ 2) · · · b(m+ 2N − 2)).
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By substituting (18) into (27), we have
g(N)(m) =
∣∣∣∣∣∣∣∣∣
c1am + c2bm
c1am−1 + c2bm−1
...
c1am−N+1 + c2bm−N+1
∣∣∣∣∣∣∣∣∣
. (31)
We expand (31) by employing multi-linearity of the determinant and introduce
notation g
(N)
∗···∗(m) as
g(N)(m) = cN1
∣∣∣∣∣∣∣
am
...
am−N+1
∣∣∣∣∣∣∣
+ cN−11 c2


∣∣∣∣∣∣∣∣∣
am
...
am−N+2
bm−N+1
∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣
am
...
am−N+3
bm−N+2
am−N+1
∣∣∣∣∣∣∣∣∣∣∣
+ · · ·+
∣∣∣∣∣∣∣∣∣
bm
am−1
...
am−N+1
∣∣∣∣∣∣∣∣∣


+ cN−21 c
2
2


∣∣∣∣∣∣∣∣∣∣∣
am
...
am−N+3
bm−N+2
bm−N+1
∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣∣
am
...
am−N+4
bm−N+3
am−N+2
bm−N+1
∣∣∣∣∣∣∣∣∣∣∣∣∣
+ · · ·+
∣∣∣∣∣∣∣∣∣∣∣
bm
bm−1
am−2
...
am−N+1
∣∣∣∣∣∣∣∣∣∣∣


+ · · ·+ cN2
∣∣∣∣∣∣∣
bm
...
bm−N+1
∣∣∣∣∣∣∣ (32)
=: cN1 g
(N)
a···a(m) + c
N−1
1 c2
{
g
(N)
a···ab(m) + g
(N)
a···aba(m) + · · ·+ g
(N)
ba···a(m)
}
+ cN−21 c
2
2
{
g
(N)
a···abb(m) + g
(N)
a···abab(m) + · · ·+ g
(N)
bba···a(m)
}
+ · · ·+ cN2 g
(N)
b···b(m). (33)
We consider only the case in which all a’s and b’s in (31) have negative argu-
ments, i.e., m ≤ −2N + 1. To calculate the leading term of each g
(N)
∗···∗(m), we
present the following two propositions.
Proposition 1. Consider g
(N)
∗···∗(m) with N − k a’s and k b’s. By rearranging
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rows, g
(N)
∗···∗(m) can be written as
g
(N)
∗···∗(m) = ±
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
am−n1
...
am−nN−k
bm−n′1
...
bm−n′
k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= ±
∣∣∣∣ AN−k,k AN−k,N−kBk,k Bk,N−k
∣∣∣∣ , (34)
where n1 < · · · < nN−k and n
′
1 < · · · < n
′
k. Then, for m ≤ −2N + 1, the
leading term of g
(N)
∗···∗(m) as q → 0 is given by the product of the diagonal terms
of AN−k,N−k and the anti-diagonal terms of Bk,k.
Proof. It is readily shown that a(m) and b(m) monotonically increases and
decreases for m < 0, respectively. Therefore, considering Laplace expansion of
g
(N)
∗···∗(m), we find that |AN−k,N−k|×|Bk,k| contains the term with the minimum
order. Among the monomial in AN−k,N−k, the product of the diagonal terms
has the minimum order [5]. Similarly, the product of the anti-diagonal terms
has the minimum order among the monomial in |Bk,k|.
Proposition 2. Among g
(N)
∗···∗(m) with N − k a’s and k b’s, g
(N)
a···ab···b(m) is
dominant for m ≤ −2N + 1.
Proof. By rearranging rows, g
(N)
∗···∗(m) with N − k a’s and k b’s is deformed as,
except for the sign, ∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an−σ1+1
...
an−σN−k+1
bn−σN−k+1+1
...
bn−σN+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (35)
where σ is an appropriate permutation which satisfies
σ1 < σ2 < · · · < σN−k, σN−k+1 < σN−k+2 < · · · < σN . (36)
Our aim is to show that the permutation
σi = i (i = 1, 2, . . . , N) (37)
makes the corresponding g
(N)
∗···∗(m) dominant among all of the permutations.
From Proposition 1, (16) and (17), we find that the leading term of (35) is
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given by
N−k∏
l=1
a(m− σl + 2k − 1 + 2l)
k∏
λ=1
b(m− σN−k+λ + 2k − 1− 2λ)
∼
N−k∏
l=1
q(m−σl+2k−1+2l)(m−σl+2k−2+2l)/2
k∏
λ=1
2q−(m−σN−k+λ+2k−2λ)(m−σN−k+λ+2k−3λ)/2
=2kqF+
∑N−k
l=1 {σ
2
l−(2m+4k+4l−3)σl}/2−
∑
k
λ=1{σ
2
N−k+λ−(2m+4k−4λ−1)σN−k+λ}/2,
(38)
where we write the terms which are independent of l or λ as F = F (N, k, n). Let
us study the permutation σ at which the exponent in (38) reaches the minimum
value. Noticing the first summation in the exponent in (38), we consider the
quadratic
fl(σ) = σ{σ − (2m+ 4k + 4l − 3)}, (39)
where m and k are fixed. For σ > 0, fl(σ) > fl′(σ) holds if l < l
′. Hence,
σl (l = 1, 2, . . . , N − k) should be smaller as l is smaller. That is, σi = i
(i = 1, 2, . . . , N − k) is implied. From the second summation, we focus on
fλ(σ) = −σ{σ − (2m+ 4k − 4λ− 1)}. (40)
For σ > 0, we have fλ(σ) > fλ′(σ) if λ > λ
′. Therefore, σλ (λ = N−k+1, . . . , N)
should be smaller as λ is larger. Then, σi = i (i = N − k+1, . . . , N) is implied.
Since these implication does not have contradiction, we find that (37) achieves
the minimum value of (38).
We study the p-ultradiscrete analogue of g
(N)
∗···∗(m). For simplicity, we write
g
(N)
a···ab···b(m) with k b’s as
g
(N)
a···ab···b(m) = g
(N)
k (m). (41)
For ultradiscretization, we put (2) and (22). We introduce the sign variables
γ(N)(m) and γ
(N)
k (m) for g
(N)(m) and g
(N)
k (m), respectively. Then, we put
g(N)(m) = {s(γ(N)(m))− s(−γ(N)(m))}eG
(N)(m)/ε (42)
g
(N)
k (m) = {s(γ
(N)
k (m))− s(−γ
(N)
k (m))}e
G
(N)
k
(m)/ε. (43)
One can evaluate g(N)(m) by using Propositions 1 and 2. Then, applying
Lemma 1, we have the following proposition;
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Proposition 3. For m ≤ −2N +1, The p-ultradiscrete analogue of g(N)(m) is
given by
(γ(N)(m), G(N)(m)) =


(γ
(N)
0 (m), G
(N)
0 (m)) (B −A < f
(N)
1 (m))
(γ
(N)
1 (m), G
(N)
1 (m)) (f
(N)
1 (m) ≤ B −A < f
(N)
2 (m))
...
(γ
(N)
k (m), G
(N)
k (m)) (f
(N)
k (m) ≤ B −A < f
(N)
k+1(m))
...
(γ
(N)
N−1(m), G
(N)
N−1(m)) (f
(N)
N−1(m) ≤ B −A < f
(N)
N (m))
(γ
(N)
N (m), G
(N)
N (m)) (f
(N)
N (m) ≤ B −A),
(44)
where
γ
(N)
k (m) = (−1)
Nk−k(k+1)/2 (45)
G
(N)
k (m) = (N − k)A+ kB
+
[(
−k +
1
2
N
)
m2 +
{
−3k2 + (2N + 1)k +
N(N − 2)
2
}
m
−
8
3
k3 +
(
2N +
3
2
)
k2 +
(
−N +
1
6
)
k +
N(N − 1)(N − 2)
6
]
Q (46)
f
(N)
k (m) = G
(N)
k−1(m)−G
(N)
k (m)−A+B
=
{
(m− (N − 3k + 2))2 − (N − k)(N − k + 1)
}
Q (47)
for k = 0, 1, · · · , N .
Proof. We first derive the expression (45) and (46). Employing Proposition 1
and 2, and then using (16) and (17), we obtain
g(N)(m)
∼ c1
Ng
(N)
0 (m) + · · ·+ c1
N−kc2
kg
(N)
k (m) + · · ·+ c2
Ng
(N)
N (m)
∼
N∑
k=0

cN−k1 ck2(−1)Nk−k(k+1)/2
N−k∏
i=1
a(m+ 2k − 1 + i)
k∏
j=1
b(m−N − 2 + 3j)


∼
N∑
k=0
{
2kcN−k1 c
k
2(−1)
Nk−k(k+1)/2
× q
∑N−k
i=1 (m+2k−1+i)(m+2k−2+i)/2−
∑
k
j=1(m−N−1+3j)(m−N−2+3j)/2
}
, (48)
where we regard
0∏
i=1
= 1. Note that the sign (−1)Nk−k(k+1)/2, which is actually
10
(45), is derived from
sgn
(
k + 1 k + 2 · · · N k k − 1 · · · 2 1
1 2 · · · · · · · · · · · · · · · N − 1 N
)
= (−1)Nk−k(k+1)/2.
(49)
Moreover, we substitute (2) and (22) into (48) and write the resulting expres-
sion as g(N)(m) ∼
∑
2k(−1)Nk−k(k+1)/2eG
(N)
k
(m)/ε. Then, we find by direct
calculation that the explicit form of G
(N)
k (m) is written as (46).
Next, we study the condition that c1
N−kc2
kg
(N)
k (m) becomes dominant for
a fixed k. We present the following lemma.
Lemma 2. We assume m ≤ −2N + 3. For a fixed k = 0, 1, 2, . . . , N ,
G
(N)
k (m) > G
(N)
k′ (m) (k
′ = 0, 1, 2, . . . , k − 1, k + 1, . . . , N)
⇔ G
(N)
k (m) > G
(N)
k−1(m) and G
(N)
k (m) > G
(N)
k+1(m) (50)
holds.
Proof. It is readily shown that for l = 1, . . . , k,
Gk > Gk−l ⇔ B −A > F (l), (51)
F (l) :=
{
m2 + (6k − 2N − 3l− 1)m+ 8k2 + (−4N − 8l− 3)k
+ (2l+ 1)N +
8
3
l2 +
3
2
l −
1
6
}
Q. (52)
Noting that m ≤ −2N + 3, we obtain
F (1)− F (l) = {(3l− 3)m+ P1(N, k, l)}Q > 0 (l = 2, 3, . . . , k), (53)
where we omit the explicit expression of P1(N, k, l), which is independent of m.
Hence, we obtain Gk > Gk−1 ⇒ Gk > Gk−l. In a similar manner, one can show
Gk > Gk+1 ⇒ Gk > Gk+l′ for l
′ = 1, 2, . . . , N − k.
The converse is trivial.
We return to the proof of Proposition 3. The term γ
(N)
k (m)e
G
(N)
k
(m)/ε be-
comes the leading term of g(N)(m) if G
(N)
k (m) > G
(N)
k′ (m) (k
′ = 0, 1, · · · , k −
1, k+1, · · · , N) hold. These conditions are reduced to two inequalities by Lemma
2 and moreover summarized as f
(N)
k (m) < B −A < f
(N)
k+1(m), if we introduce
f
(N)
k (m) = G
(N)
k−1(m)−G
(N)
k (m)−A+B, (54)
whose explicit form is exactly (47).
In the case B − A = f
(N)
k , we have G
(N)
k−1(m) = G
(N)
k (m) and G
(N)
k (m) >
G
(N)
k′ (m) (k
′ = 0, 1, · · · , k − 2, k + 1, · · · , N). Hence
g(N)(m) ∼ 2k−1(γ
(N)
k−1(m) + 2γ
(N)
k (m))e
G
(N)
k
(m)/ε. (55)
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Since γ
(N)
k−1(m), γ
(N)
k (m) ∈ {1,−1}, we have (γ
(N)(m), G(N)(m)) = (γ
(N)
k (m), G
(N)
k (m))
in the case B −A = f
(N)
k .
Note that (γ
(N)
0 (m), G
(N)
0 (m)) and (γ
(N)
N (m), G
(N)
N (m)) are the uAi-type and
uBi-type solutions, respectively, which were presented in [4] and [5].
Proposition 3 can be restated in a different form by introducing m0 defined
in (24). For simplicity, we assume that the values of A,B and Q are chosen as
m0 satisfies
m0 ≤ min(−3N + 1,−N(N − 1)/2− 1), m0
2Q ≤ B −A < (m0 + 1)
2Q.
(56)
Set
P ′0 := (m0 + 1)
2Q, (57)
P ′j := (m
2
0 − (N − j)(N − j + 1))Q (j = 1, · · · , N).
Then, there exists an integer k0 ∈ {0, 1, · · · , N − 1} such that P
′
k0+1
≤ B−A <
P ′k0 holds.
Theorem 2. Assume that we havem0 and k0 mentioned above for (suitably) as-
signed values ofA,B andQ. Then, for a givenm ≤ −2N+1, (γ(N)(m), G(N)(m))
is written in terms of (γ
(N)
k (m), G
(N)
k (m)) given in Proposition 3 as follows:
(I) When m ≤ m0 − 2N + 2, we have
(γ(N)(m), G(N)(m)) = (γ
(N)
N (m), G
(N)
N (m)). (58)
(II) When m0−2N+3 ≤ m ≤ m0+N−1, the valuem is written by introducing
j as
m =


m0 +N − 3j,m0 +N − 3j + 1,m0 +N − 3j + 2 (N − 1 ≥ j ≥ k0 + 1)
m0 +N − 3j,m0 +N − 3j + 1 (j = k0)
m0 +N − 3j − 1,m0 +N − 3j,m0 +N − 3j + 1 (k0 − 1 ≥ j ≥ 0)
(59)
Then we have
(γ(N)(m), G(N)(m)) = (γ
(N)
j (m), G
(N)
j (m)). (60)
(III) When m0 +N ≤ m ≤ −2N + 1, we have
(γ(N)(m), G(N)(m)) = (γ
(N)
0 (m), G
(N)
0 (m)). (61)
Proof. We show two typical cases only. Note that
P ′N < P
′
N−1 < · · · < P
′
k0+1 < P
′
k0 < P
′
k0−1 < · · · < P
′
1 < P
′
0 (62)
holds. In case (I), we have
f
(N)
N (m) = (m+ 2N − 2)
2Q ≤ m20Q ≤ B −A (63)
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and therefore obtain (γ(N)(m), G(N)(m)) = (γ
(N)
N (m), G
(N)
N (m)) from Proposi-
tion 3. Next, in case (II) with m = m0 +N − 3j (N − 1 ≥ j ≥ k0 +1), we have
f
(N)
j (m) ≤ B −A < f
(N)
j+1(m) since
fj = {(m0 − 2)
2 − (N − j)(N − j + 1)}Q < m20Q ≤ B −A, (64)
fj+1 = {(m0 + 1)
2 − (N − j − 1)(N − j)}Q > (m0 + 1)
2Q > B −A. (65)
Hence, from Proposition 3, we obtain (γ(N)(m), G(N)(m)) = (γ
(N)
j (m), G
(N)
j (m)).
The case of m = m0 +N − 3j + 1 is shown by replacing m0 in the above with
m0 + 1. For m = m0 +N − 3j + 2, we have
fj = {m
2
0 − (N − j)(N − j + 1)}Q = P
′
j ≤ P
′
k0+1 ≤ B −A, (66)
fj+1 = {(m0 + 3)
2 − (N − j − 1)(N − j)}Q > (m0 + 1)
2Q > B −A. (67)
Note that we have used (62) to show the first inequality. Then, fj ≤ B −
A < fj+1 holds and we obtain (γ
(N)(m), G(N)(m)) = (γ
(N)
j (m), G
(N)
j (m)) from
Proposition 3.
All other cases can be shown in a similar manner.
3.2 Evaluation for z(N)(m)
In Introduction, we gave the p-ultradiscrete analogue of (1) with τ = qm and
a = q2N+1 as (8). The variable transformation from g(N)(m) to z(N)(m) was
given in (26). We may write the p-ultradiscrete analogue of (26) as follows:{
ζ(N)(m) = γ(N+1)(m+ 1)γ(N+1)(m)γ(N)(m+ 1)γ(N)(m)
Z(N)(m) = G(N+1)(m+ 1)−G(N+1)(m)−G(N)(m+ 1) +G(N)(m)−NQ.
(68)
We study special solutions (ζ(N)(m), Z(N)(m)) constructed by this transforma-
tion from (γ(N)(m), G(N)(m)), (γ(N)(m+1), G(N)(m+1)), (γ(N+1)(m), G(N+1)(m))
and (γ(N+1)(m+1), G(N+1)(m+1)), which we obtain in the previous subsection.
For this purpose, we present the following lemma.
Lemma 3. Assume that m ≤ −2N − 1. Set
h
(N)
I,l (m) = f
(N+1)
l (m), h
(N)
II,l (m) = f
(N)
l (m),
h
(N)
III,l(m) = f
(N+1)
l (m+ 1), h
(N)
IV,l(m) = f
(N)
l (m+ 1), (69)
where f
(N)
l (m) was defined by (47). Then we have the inequalities
h
(N)
I,l (m) < h
(N)
II,l (m) < h
(N)
III,l(m) < h
(N)
IV,l(m) < h
(N)
I,l+1(m) (70)
for l = 1, · · · , N and
h
(N)
I,N+1(m) < h
(N)
III,N+1(m). (71)
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Proof. Each inequality is obtained from (47) through direct computation.
Since the pair (ζ, Z) is constructed from four pairs of (γ,G) by (68), we have
to know explicit functional forms of each γ and G. As an example, we consider
(68) when B −A satisfies h
(N)
I,l (m) ≤ B −A < h
(N)
II,l (m) for an integer l. In this
case, we find from (70) that

f
(N)
l−1 (m) ≤ B −A < f
(N)
l (m)
f
(N+1)
l−1 (m+ 1) ≤ B −A < f
(N+1)
l (m+ 1)
f
(N+1)
l (m) ≤ B −A < f
(N+1)
l+1 (m)
f
(N)
l−1 (m+ 1) ≤ B −A < f
(N)
l (m+ 1)
(72)
hold. From these inequalities, we obtain

(γ(N)(m), G(N)(m)) = (γ
(N)
l−1 (m), G
(N)
l−1 (m))
(γ(N+1)(m+ 1), G(N+1)(m+ 1)) = (γ
(N+1)
l−1 (m+ 1), G
(N+1)
l−1 (m+ 1))
(γ(N+1)(m), G(N+1)(m)) = (γ
(N+1)
l (m), G
(N+1)
l (m))
(γ(N)(m+ 1), G(N)(m+ 1)) = (γ
(N)
l−1 (m+ 1), G
(N)
l−1(m+ 1)),
(73)
respectively, through Proposition 3. Therefore, from (68), we have a special
solution of (8),
ζ(N) = γ
(N+1)
l−1 (m+ 1)γ
(N+1)
l (m)γ
(N)
l−1 (m+ 1)γ
(N)
l−1 (m)
= (−1)−2l
2+4lN+3l−3N−1
= (−1)l+N+1 (74)
Z(N) = G
(N+1)
l−1 (m+ 1)−G
(N+1)
l (m)−G
(N)
l−1(m+ 1) +G
(N)
l−1(m)−NQ
= A−B + (m2 + (6l − 2N − 5)m+ (8l2 + (−4N − 13)l+ 3N + 5))Q.
(75)
We find from this example that if we know a suitable condition for the value
of B − A, we find the explicit expression of each (γ,G) by Proposition 3 and
furthermore that of (ζ, Z) by (68). By investigating the other cases, we have
the following proposition.
Proposition 4. For m ≤ −2N − 1, we have
(ζ(N)(m), Z(N)(m)) =


(+1,mQ), (B −A < h
(N)
IV,0(m))
(ζ
(N)
I,l (m), Z
(N)
I,l (m)) (h
(N)
I,l (m) ≤ B −A < h
(N)
II,l (m))
(ζ
(N)
II,l (m), Z
(N)
II,l (m)) (h
(N)
II,l (m) ≤ B −A < h
(N)
III,l(m))
(ζ
(N)
III,l(m), Z
(N)
III,l(m)) (h
(N)
III,l(m) ≤ B −A < h
(N)
IV,l(m))
(ζ
(N)
IV,l(m), Z
(N)
IV,l(m)) (h
(N)
IV,l(m) ≤ B −A < h
(N)
I,l+1(m))
(ζ
(N)
I,N+1(m), Z
(N)
I,N+1(m)) (h
(N)
I,N+1(m) ≤ B −A < h
(N)
III,N+1(m))
(+1, (−m− 2N − 1)Q) (h
(N)
III,N+1(m) ≤ B −A)
(76)
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where l = 1, 2, . . . , N and{
ζ
(N)
I,l (m) = (−1)
N+l+1,
Z
(N)
I,l (m) = A−B + [m
2 + (6l − 2N − 5)m+ 8l2 − (4N + 13)l + 3N + 5]Q,
(77){
ζ
(N)
II,l (m) = −1,
Z
(N)
II,l (m) = (−m− 2l + 1)Q,
(78)
{
ζ
(N)
III,l(m) = (−1)
N+l,
Z
(N)
III,l(m) = −Z
(N)
I,l (m+ 1),
(79)
{
ζ
(N)
IV,l(m) = 1,
Z
(N)
IV,l(m) = (m+ 2l)Q.
(80)
This proposition can be restated by introducing m0 as Proposition 3 is done.
We assume that the values of A,B and Q are chosen as m0 satisfies
m0 ≤ min(−3N − 2,−N(N + 1)/2− 1), m0
2Q ≤ B −A < (m0 + 1)
2Q.
(81)
Set
P0 := (m0 + 1)
2Q, (82)
Pj := (m
2
0 − (N − j + 1)(N − j + 2))Q (j = 1, · · · , N + 1).
Then, there exists an integer k0 ∈ {0, 1, · · · , N} such that Pk0+1 ≤ B−A < Pk0
holds. Using these notation, the result is written as follows:
Theorem 3. Assume that we havem0 and k0 mentioned above for assigned val-
ues of A,B and Q. Then the following function (ζ(N)(m), Z(N)(m)) is obtained
by the p-ultradiscrete limit of the solution of q-PII in terms of determinants.
(I) If m ≤ m0 − 2N − 1, then
(ζ(N)(m), Z(N)(m)) = (+1, (−m− 2N − 1)Q) (83)
(II) If m0 − 2N ≤ m ≤ m0 +N − 3k0 + 1, then
(ζ(N)(m), Z(N)(m)) =

((−1)j , A−B + (m20 +m0 − j
2)Q) (m = m0 − 2N + 3j)
(+1, (m0 + j + 1)Q) (m = m0 − 2N + 3j + 1)
((−1)j , B −A− (m20 +m0 − (j + 1)
2)Q) (m = m0 − 2N + 3j + 2)
(84)
where 0 ≤ j ≤ N − k0 in the first and the second cases and 0 ≤ j ≤ N − k0 − 1
in the third case.
(III) If m = m0 +N − 3k0 + 2 and k0 6= 0, then
(ζ(N)(m), Z(N)(m)) = (−1, (−m0 −N + k0 − 1)Q) (85)
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(IV) If m0 +N − 3k0 + 3 ≤ m ≤ m0 +N and k0 6= 0, then
(ζ(N)(m), Z(N)(m)) =

(+1, (m0 + j)Q) (m = m0 − 2N + 3j)
((−1)j , B −A− (m20 −m0 − (j + 1)
2)Q) (m = m0 − 2N + 3j + 1)
((−1)j+1, A−B + (m20 −m0 − (j + 1)
2)Q) (m = m0 − 2N + 3j + 2)
(86)
where N − k0 + 1 ≤ j ≤ N in the first case and N − k0 + 1 ≤ j ≤ N − 1 in the
second and the third cases.
(V) If m0 +N + 1 ≤ m ≤ −2N − 1, then
(ζ(N)(m), Z(N)(m)) = (+1,mQ). (87)
Proof. In a similar manner to Theorem 2, it follows that
(ζ(N)(m), Z(N)(m))
=


(+1, (−m− 2N − 1)Q) (m ≤ m0 − 2N − 1)
(ζ
(N)
I,N+1(m), Z
(N)
I,N+1(m)) (m = m0 − 2N)
(ζ
(N)
IV,j(m), Z
(N)
IV,j(m)) (m = m0 +N − 3j + 1, k0 + 1 ≤ j ≤ N)
(ζ
(N)
III,j(m), Z
(N)
III,j(m)) (m = m0 +N − 3j + 2, k0 + 1 ≤ j ≤ N)
(ζ
(N)
I,j (m), Z
(N)
I,j (m)) (m = m0 +N − 3j + 3, k0 + 1 ≤ j ≤ N)
(ζ
(N)
IV,j(m), Z
(N)
IV,j(m)) (m = m0 +N − 3k0 + 1, j = k0)
(ζ
(N)
II,j (m), Z
(N)
II,j (m)) (m = m0 +N − 3k0 + 2, j = k0)
(ζ
(N)
IV,j−1(m), Z
(N)
IV,j−1(m)) (m = m0 +N − 3k0 + 3, j = k0)
(ζ
(N)
III,j(m), Z
(N)
III,j(m)) (m = m0 +N − 3j + 1, 1 ≤ j ≤ k0 − 1)
(ζ
(N)
I,j (m), Z
(N)
I,j (m)) (m = m0 +N − 3j + 2, 1 ≤ j ≤ k0 − 1)
(ζ
(N)
IV,j−1(m), Z
(N)
IV,j−1(m)) (m = m0 +N − 3j + 3, 1 ≤ j ≤ k0 − 1)
(+1,mQ) (m ≥ m0 +N + 1)
(88)
Hence we obtain the theorem by arranging the terms and replacing the value j
to N − j.
Note that the function (ζ(N)(m), Z(N)(m)) in Theorem 3 is a solution of
p-ultradiscrete PII, which follows from Lemma 1.
3.3 Solutions of p-ultradiscrete Painleve´ II
In [5], two solutions of p-ultradiscrete PII were derived by choosing the q-Ai or
q-Bi functions as the seed function w(τ). They are described as follows.
Ai-type solution:
(ζ(N)(m), Z(N)(m)) =
{
((−1)m, 0) (m ≥ 0)
(+1,mQ) (m ≤ −1).
(89)
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Bi-type solution:
(ζ(N)(m), Z(N)(m)) =
{
((−1)m+1, 0) (m ≥ −2N)
(+1, (−m− 2N − 1)Q) (m ≤ −2N − 1).
(90)
On the other hand, the function in Theorem 3 includes the Ai-type solution and
the Bi-type solution in special ranges of m, and they are interpolated by specific
functions. The solutions in Theorem 3 for m ≤ −2N − 1 can be combined with
the Ai-type solution for m ≤ −2N − 1. Namely we have the following theorem.
Theorem 4. Under the assumption of Theorem 3, the function (ζ(N)(m), Z(N)(m))
defined by Theorem 3 for m ≤ m0 +N and
(ζ(N)(m), Z(N)(m)) =
{
(+1,mQ) (m0 +N + 1 ≤ m ≤ −1)
((−1)m, 0) (m ≥ 0)
(91)
is a solution to p-ultradiscrete PII (8).
Proof. p-ultradiscrete PII (8) is a three term relation. If m ≤ −2N − 2, then
the relation (8) is satisfied by Theorem 3. If m ≥ m0+N +2, then the relation
(8) is satisfied because the Ai-type solution satisfies p-ultradiscrete PII. Since
m0 ≤ −3N − 2, it remains to show the case m0 = −3N − 2 and m = −2N − 1,
and it is shown directly that the function satisfies (8) for m = −2N − 1.
We conjecture that the solution to q-PII which is ultradiscretized as the
function in Theorem 3 for m ≥ −2N − 1 is also ultradiscretized as (91).
Theorem 1 in Introduction is a special case of Theorem 4. In fact, the case
k0 = 0 and C = B − A − (m
2
0 +m0)Q in Theorem 4 corresponds to Theorem
1. We can also express the solutions for the case k0 6= 0 in a similar form
to Theorem 1. The solution in Theorem 1 has richer structure than (89) and
(90). Although its asymptotic form (10) is agree with (89) or (90), (11) shows a
structure of three-term cycles, which does not appear in (89) and (90). Moreover
the solution has parameters m0 and C unlike (89) and (90).
We now give an example of solutions of (8). We consider the case of A = 450,
B = 25, Q = −3 and N = 3. Then, we have m0 = −12 and k0 in Theorem 3
becomes k0 = 2. Applying Theorems 3 and 4, we obtain a special solution of
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(8),
(ζ(3)(m), Z(3)(m)) =


(+1, 3m+ 21) (m ≤ −19)
(+1, 29) (m = −18)
(+1, 33) (m = −17)
(+1,−32) (m = −16)
(−1, 32) (m = −15)
(+1, 30) (m = −14)
(−1,−30) (m = −13)
(+1, 30) (m = −12)
(+1, 16) (m = −11)
(−1,−16) (m = −10)
(+1,−3m) (−9 ≤ m ≤ −1)
((−1)m, 0) (m ≥ 0).
(92)
We compare the solution (92) of p-ultradiscrete PII with a numerical solution
of q-PII (see Figure 1).
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Figure 1: Special solutions of q-PII and p-ultradiscrete PII.
In Figure 1, the solid lines (resp. the dashed lines) represent the values
of the function Z˜
(3)
+ (m) (resp. Z˜
(3)
− (m)), where z
(3)(m) = eZ˜
(3)
+ (m)/ε (resp.
z(3)(m) = −eZ˜
(3)
−
(m)/ε ) and z(3)(m) is the solution of q-PII with q = eQ/ε,
ε = 0.1, Q = −3, N = 3, A = 450 and B = 25. We write the values of
Z(3)(m) with ζ(3)(m) = 1 (resp. ζ(3)(m) = −1) by Z
(3)
+ (m) (resp. Z
(3)
− (m))
in (92) and plot it by the circles (resp. the squares) in Figure 1. In the case
m ≤ m0−2N−1 or m ≥ m0+N +1, the solution (92) resembles the numerical
solution of q-PII very much. In the case m0 − 2N ≤ m ≤ m0 +N , the solution
(92) grasps a feature of the solution of q-PII roughly, because we are handling
(92) as a integer-valued function.
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4 Concluding Remarks
We have given the p-ultradiscrete analogue of the general solution w(m) for the
q-Airy equation. Using this result, we have constructed the p-ultradiscrete ana-
logues of special solutions for q-PII which have w(m) as the seed. As expected,
the obtained solutions have richer structure than the qAi- and qBi-type solu-
tions. We have found that their behavior is similar to that of a solution of q-PII.
Through the p-ultradiscretization, we clarify the asymptotics of the solutions of
q-PII or p-ultradiscrete PII, although it is not clear from the expression in the
form of determinant. We expect that results in p-ultradiscrete PII are useful to
analyze the property of q-PII. A technical problem is to consider the case that
the condition m0 ≤ min(−3N − 2,−N(N + 1)/2− 1) is not satisfied.
Another problem for solutions of p-ultradiscrete PII is to investigate solu-
tions which are not coming from special solutions in the form of determinant.
Note that Murata [7] obtained some exact solutions to ultradiscrete PII without
parity variable.
It is known that other q-difference Painleve´ equations also admit solutions
in the form of determinant. Our results should be extended to the cases of other
q-difference Painleve´ equations.
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