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Selbstorganisierende Karten sind neuronale Netze, die imstande sind, Daten zu klassi-
fizieren und zu reduzieren. Aus diesem Grund eignen sie sich sehr gut fu¨r die Steuerung
von Robotern, da sie deren Sensoreingangswerte klassifizieren und daraus auf eine Re-
aktion schließen ko¨nnen. Die Architektur und Funktionsweise dieser neuronalen Netze
sind der des menschlichen Kortex ku¨nstlich nachgebildet.
Im Rahmen dieser Diplomarbeit wurde ein Java-Framework namens JFSOM imple-
mentiert, welches nach dem System einer selbstorganisierenden Karte Datenmengen klas-
sifizieren kann. Das Framework ist so entworfen, dass sowohl Eingabedaten als auch
Ausgabedaten trainiert werden ko¨nnen, um es auch als sensormotorische Karte nutzbar
zu machen.
JFSOM wurde verwendet, um den Miniaturroboter Khepera nach bestimmten Ver-
haltensweisen zu steuern. Als Verhaltensweisen wurden eine Hindernisvermeidung, ei-
ne Wandverfolgung, eine Korridorverfolgung und eine Objektverfolgung realisiert. Die
Wandverfolgung la¨sst den Roboter aus jedem beliebigen azyklischen Labyrinth heraus-
finden.
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1. Einfu¨hrung
Die Steuerung von mobilen Robotern mit konventionellen Steuerungsansa¨tzen ist oft
mit einer umfangreichen mathematischen Modellierung verbunden und kann nur schwer
bewerkstelligt werden. Die Realisierung von verschiedenen Verhaltensweisen bzw. Steue-
rungen ist meist mu¨hsam und zeitaufwendig. Es sind also Systeme gefragt, mit welchen
es mo¨glich ist, eine Steuerung eines Roboters einfacher und schneller zu gestalten.
1.1. Selbstorganisierende Karten
Selbstorganisierende Karten oder Merkmalskarten sind neuronale Netze, die in der Lage
sind, verschiedene Verhaltensweisen anhand von Beispielen, in Form von Beispielsens-
ordaten und Beispielmotordaten des Roboters, zu erlernen und dieses Verhalten somit
nachzuahmen. Sie bieten dadurch eine Mo¨glichkeit, die Steuerung eines Roboters einfa-
cher zu gestalten als konventionelle Ansa¨tze.
Durch den Lernvorgang der Merkmalskarte findet eine Klassifizierung der Trainings-
daten bzw. Beispieldaten statt. Diese entsteht durch die Approximierung der Eingangs-
daten durch ra¨umlich benachbarte Neuronen, die somit einen a¨hnlichen Bereich bilden.
Nach dem Training eingehende Daten ko¨nnen diesen erlernten Bereichen zugeordnet und
somit ebenfalls klassifiziert werden. Selbstorganisierende Karten, die in den Neuronen
zusa¨tzlich zu Eingangsdaten Ausgangsdaten, z.B. Motorwerte, gespeichert und mitap-
proximiert haben, werden auch sensormotorische Karten genannt.
Abbildung 1.1 zeigt, wie eine Steuerung eines Roboters im allgemeinen abla¨uft. Die
Umwelt nimmt der Roboter durch Sensoren auf und bekommt Sensordaten, auf die er
mit einer neuen Motoreneinstellung reagieren muss. Diese neuen Motorwerte ko¨nnen
z.B. durch eine sensormotorische Karte berechnet werden.
1.2. Zielsetzung
Das Ziel dieser Arbeit ist die Erstellung eines Softwarerahmens, der es ermo¨glicht, selbst-
organisierende Karten programmiertechnisch einfach zu realisieren, anzupassen, zu trai-
nieren und schließlich zu verwenden. Es soll die Mo¨glichkeit bestehen, einen eigenen
Trainingsalgorithmus zu integrieren. Außerdem soll die Software wiederverwendbar und
modular aufgebaut sein, um somit fu¨r verschiedene Anwendungen genutzt werden zu
ko¨nnen.
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Abbildung 1.1.: Ein Roboter reagiert auf Sensordaten der Umgebung mit Motorwerten.
Weiteres Ziel ist die Steuerung des Miniaturroboters Khepera durch diese Software.
Das System soll durch die selbstorganisierende Karte in der Lage sein, verschiedene Ver-
haltensmuster zu erlernen, die in Form von Beispielsensordaten und Beispielmotordaten
zur Verfu¨gung stehen. Somit soll es mo¨glich sein, durch das Erstellen von Beispielda-
ten ein Verhalten zu beschreiben, welches dann durch die Merkmalskarte approximiert
wird. Die zu erlernenden Verhaltensweisen sind Hindernisvermeidung, Wandverfolgung,
Korridorverfolgung und Objektverfolgung.
1.3. Aufbau der Arbeit
Im Rahmen dieser Arbeit wurde der Miniaturroboter Khepera fu¨r realistische Experi-
mente mit Steuerungen durch selbstorganisierende Karten zur Verfu¨gung gestellt. Der
Khepera Roboter eignet sich auf Grund seiner Gro¨ße von 55 mm im Durchschnitt sehr
gut fu¨r Versuche auf einem Tisch. Er ist mit insgesamt 8 Infrarotsensoren, 2 Inkremental-
motoren und einem Mikroprozessor, welcher der Kommunikation mit einem Computer
und der Ausfu¨hrung lokaler Prozesse dient, ausgestattet. In Kapitel 4 werden dazu die
technischen Details des Roboters erkla¨rt.
Im folgenden Kapitel wird zuna¨chst die Architektur und Funktionsweise einer Merk-
malskarte sowie ihre Lernfa¨higkeit erla¨utert.
Kapitel 3 behandelt das System der Merkmalskarte, das als Framework in Java realisiert
wurde. Der Name des Frameworks ist JFSOM, was fu¨r
”
Java Framework for self orga-
nising maps“ steht. Zuna¨chst wird dessen Architektur genauer beschrieben, dann die
Implementierung und Anwendungsbeispiele, wie die Klassifizierung einer Punktmenge
in einem Quadrat bzw. einem Kubus.
In Kapitel 6 wird die Verbindung des Kheperaroboters und der sensormotorischen Karte
erla¨utert. Abschließend wird die Realisierung verschiedener Verhaltensweisen erkla¨rt.
2
2. Selbstorganisierende Karten
In diesem Kapitel wird die Funktionsweise und der Aufbau selbstorganisierender Karten
behandelt. Es geht darum, zu verstehen selbstorganisierende Karten Informationen klas-
sifizieren ko¨nnen und wie diese Klassen intern gebildet bzw. erlernt werden. Nach einer
kurzen Beschreibung des biologischen Vorbildes dieses Prinzips wird na¨her auf dessen
Architektur und Lernstrategie eingegangen.
2.1. Einfu¨hrung
Das menschliche Gehirn ist eine etwa 1,3 kg schwere, rosagraue Gewebemasse, beste-
hend aus ca. 1011 Neuronen, die untereinander verknu¨pft sind und gemeinsam alle geis-
tigen Funktionen steuern. Die a¨ußere Schicht, die Großhirnrinde (Kortex), ist ca. 3 bis
4 mm dick und besteht aus Schichten nicht myelinisierter, d.h. nicht isolierter Zellen
[MSEncarta04].
In dieser Schicht befinden sich die meisten Nervenzellen. Sie sind in ra¨umliche Berei-
che unterteilt, die bestimmten Ko¨rperfunktionen entsprechen. Diese Bereiche enthalten
Neuronen, die zueinander a¨hnlich sind und auf Sensoreingaben, die diesen Bereich be-
treffen, reagieren.
So sind die Neuronen im Bereich des visuellen Kortex, in Abbildung 2.1 gelb markiert,
fu¨r die Reaktion auf Sensoreingaben der Retina zusta¨ndig. Die Sensoreingaben aus Zel-
len der Ohren hingegen werden von Nervenzellen im Bereich der prima¨r auditorischen
Rinde verarbeitet. Durch die Aufteilung verschiedener Sensoreingaben auf verschiedene
Bereiche findet eine Klassifizierung dieser Eingaben statt.
Diese biologische Abbildung von Datenklassen wurde 1981 von Kohonen [Kohonen81]
[Kohonen82] durch das Prinzip selbstorganisierender Karten ku¨nstlich nachgebildet. Sie
geho¨ren zu den Vertretern der konkurrierenden, unu¨berwachten Lernverfahren und brau-
chen somit keinen
”
Lehrer“ beim Trainieren, der das Ergebnis bewertet, wie es bei mehr-
schichtigen neuronalen Netzen der Fall ist.
Das Modell geht von einer meist zweidimensionalen Neuronenschicht aus, die mit ei-
ner eindimensionalen Eingabeschicht verbunden ist. Dabei sind, wie in Abbildung 2.2 zu
sehen, die Neuronen der Eingabeschicht durch Gewichte mit allen Neuronen der Koho-
nenschicht verknu¨pft.
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Abbildung 2.1.: Spezialisierte Bereiche der Gehirnrinde, aus Froehlich [Froehlich].
Die eigentliche Information der A¨hnlichkeit eines Eingangsvektors mit schon bestehen-
den Daten wird allerdings explizit in den Gewichten gespeichert und nicht implizit wie bei
mehrschichtigen Netzen. Jedes Gewicht einer selbstorganisierenden Karte entha¨lt einen
Wert, der einen Wert eines gespeicherten Vektors repra¨sentiert. Da Neuronen aus der
Kohonenschicht mit allen Eingabeneuronen verbunden sind, bestimmt also die Anzahl
dieser Eingabeneuronen die Anzahl der Werte der Gewichtsvektoren in der Kohonen-
schicht und der Eingabevektoren.
Werden Eingabedaten u¨ber die Eingabeschicht angelegt, so wird das Neuron der Koho-
nenschicht aktiviert, dessen Gewichtswerte die kleinste Differenz zu den Eingabewerten
haben. Ein aktiviertes Neuron ko¨nnte seine Information weiterleiten und andere Neu-
ronen aktivieren, die z.B. eine auf die Eingabe abgestimmte Motorik in Gang setzten.
Neuronen, die a¨hnliche Gewichtswerte haben, sind auch ra¨umlich benachbart und bil-
den eine Klasse; a¨hnliche Klassen wiederum sind ebenfalls benachbart. Wird ein Neuron
durch eingehende Daten u¨ber die Eingabeschicht aktiviert, so findet dabei also die Klas-
sifizierung der Eingangsdaten statt.
Die Entstehung dieser Klassen wird durch die Nachbarschaftsbeziehungen der Neuro-
nen beim Training der selbstorganisierenden Karte ermo¨glicht. Die Gewichte eines ak-
4
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Abbildung 2.2.: Aufbau einer selbstorganisierenden Karte.
tivierten Neurons vera¨ndern sich wa¨hrend des Lernvorgangs in Richtung der Eingangs-
werte, dabei werden benachbarte Neuronen bzw. deren Gewichte ebenfalls vera¨ndert.
Somit entstehen langsam Bereiche a¨hnlicher Neuronen, die eine Klasse bilden.
Hier wird ein weiterer Vorteil selbstorganisierender Karten deutlich. Werden beim Trai-
ning sehr viele Daten einer bestimmten Klasse A im Vergleich zu einer anderen Klasse
B verwendet, so wird die Abbildung der Klasse A durch die Merkmalskarte deutlicher
und feiner ausgepra¨gt sein als die der Klasse B. Dadurch ko¨nnen Bereiche mit hoher
Sensibilita¨t ausgebildet werden, die imstande sind, Eingangsdaten zu unterscheiden, die
sich sehr a¨hnlich sind. Je feiner ein Bereich ausgepra¨gt ist, desto sensibler ko¨nnen die
Eingangsdaten unterschieden und klassifiziert werden.
Eine Merkmalskarte wird, wie schon erwa¨hnt, meist durch eine zweidimensionale Git-
terstruktur von Neuronen gebildet. Es sind aber auch beliebig ho¨here Dimensionen
mo¨glich, dabei mu¨sste nur die Nachbarschaftsfunktion angepasst werden. Auch die Di-
mension des Eingaberaumes kann beliebig groß gewa¨hlt werden. Jedoch wird der Rechen-
aufwand fu¨r einen Digitalcomputer, eine Merkmalskarte mit sehr hohen Dimensionen zu
berechnen, extrem groß werden.
2.2. Architektur
Alle Neuronen der Kohonenschicht sind mit allen Neuronen aus der Eingangsschicht
durch Gewichte verbunden. Jedem von ihnen ist somit ein Gewichtsvektor zugeordnet,
dessen Dimension gleich ist mit der Anzahl der Eingangsneuronen. Soll nun ein an-
liegender Eingangsvektor auf der Karte wiedergefunden und somit klassifiziert werden,
mu¨ssen die Euklidischen Absta¨nde aller Gewichtsvektoren zum Eingangsvektor ermittelt
werden. Das Neuron, dessen Gewichtsvektor die kleinste Differenz zum Eingangsvektor
aufweist, wird als
”
Gewinner“ bezeichnet. Somit kann der Eingangsvektor der Klasse
des Gewinners zugeordnet werden.
Die Ermittlung des Euklidischen Abstands di eines Neurons ui einer Kohonenschicht
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geschieht wie folgt:
di =
n∑
k=1
(wik − xk)2
Die Dimension des Eingabevektors x und des Gewichtsvektors wi ist dabei n.
In Abbildung 2.3 ist zu sehen, wie ein Neuron s nach der Eingabe des Eingangsvektors
v aus dem Vektorraum V als Gewinner hervorgeht.
Abbildung 2.3.: Aus der Kohonenschicht A geht nach Anlegen eines Eingangsvektors
v u¨ber die Eingangsschicht, aus dem Vektorraum V , das Neuron s als
Gewinner hervor.
Der Gewichtsvektor des Neurons s, bestehend aus den Gewichten ws1 und ws2, in
Abbildung 2.3 rot markiert, hat die kleinste Euklidische Differenz zum Eingangsvektor
v, welcher somit in die blaue Klasse eingeordnet werden kann.
Diese zweischichtige Architektur vermag es, Eingangsvektoren zu klassifizieren, jedoch
ist eine Reaktion auf eine Eingabe nicht mo¨glich. Deshalb wurde die urspru¨ngliche Merk-
malskarte um eine Ausgabeschicht erweitert. Den Neuronen der Kohonenschicht wird
dabei ein weiterer Gewichtsvektor zugeteilt, der die Ausgabeinformation beinhaltet. Die
Dimension der Ausgangsgewichtsvektoren kann unabha¨ngig von den Eingangsgewichts-
vektoren beliebig gewa¨hlt werden. Die dreischichtige Architektur wird auch motorische
Karte [Lemon88] oder sensormotorische Karte genannt.
Abbildung 2.4 zeigt, wie ein Neuron nach einer Eingabe aufgrund seines Eingangsge-
wichtsvektors wis als Gewinner hervorgeht und den Eingabedaten Ausgabedaten u¨ber
seinen Ausgabegewichtsvektor zuordnet. Die Ausgabegewichtsvektoren sind hier, wie
die Eingangsgewichtsvektoren, zweidimensional. Die Eingabedaten ko¨nnen beispielsweise
Sensordaten eines Roboters sein und die Ausgangsdaten neu einzustellende Motorwerte.
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Abbildung 2.4.: Das Neuron s geht aufgrund seines Eingangsgewichtsvektors wis als Ge-
winner hervor und gibt u¨ber seinen Ausgangsgewichtsvektor wos Aus-
gabedaten an die Ausgabeschicht weiter.
2.3. Lernen des Ein- und Ausgabevektorraums
Bevor Eingangsvektoren durch eine selbstorganisierende Karte klassifiziert werden
ko¨nnen, muss die Karte den Eingangsvektorraum jedoch erst erlernen. Dazu mu¨ssen
repra¨sentative Stichproben des Eingangsvektorraums bereitgestellt werden, die in Wie-
derholungen trainiert werden.
Die anfa¨nglichen Gewichtswerte der Neuronen werden oft zufa¨llig initialisiert. Soll eine
bestimmte Merkmalskarte mit bestimmten Trainingsdaten immer wieder gleich erstellt
und trainiert werden, so mu¨ssen die Anfangswerte der Gewichtsvektoren bei jeder Er-
stellung der Karte die gleichen sein. Nur so kann sich, durch Erlernen des Vektorraums,
immer wieder die gleiche Karte bilden. Werden bei einer erneuten Erstellung einer Merk-
malskarte die Gewichtsvektoren mit anderen Werten als zuvor initialisiert, so wird sich
die Karte beim Training anders entwickeln als zuvor. Das Ergebnis wu¨rde eine anders
strukturierte Merkmalskarte sein.
In der Anwendung SocKhe zur Steuerung des Roboters Khepera werden, wie in Ka-
pitel 5 genauer beschrieben, die Eingangsgewichtsvektorwerte, die nach dem Training
zwischen 0 und 1023 liegen, mit 5 initialisiert. Die Ausgangsgewichtsvektorwerte werden
mit 0 initialisiert, sie liegen nach dem Training zwischen -10 und 10. Im Umgang mit
Merkmalskarten hat sich gezeigt, dass die Anfangswerte durchaus Auswirkungen auf die
ra¨umliche Platzierung der zu bildenden Klassen haben, weniger jedoch auf die Qualita¨t
dieser. Generell ist es sinnvoll, die Anfangswerte nicht zu groß und zufa¨llig im Bereich,
der mo¨glichen Werte des Trainingsvektorraums, zu wa¨hlen.
Nach der Initialisierung der Gewichte werden nacheinander alle Stichproben an die
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Merkmalskarte angelegt, der Gewinner ermittelt und die Gewichte aller Neuronen in
Richtung der Eingangswerte angepasst, abha¨ngig von der ra¨umlichen Na¨he zum Gewin-
ner. Dadurch wird einerseits die A¨hnlichkeit zu dem Eingangsvektor erho¨ht, anderer-
seits wird durch die Nachbarschaftsbeziehung eine topologische Karte erzeugt. Je na¨her
ein Neuron im Kohonengitter am Gewinner liegt, desto mehr werden dessen Gewichte
an den Eingangsvektor angepasst. Um den Faktor der Nachbarschaft eines Neurons zu
einem anderen zu bestimmen, wird in Kohonens Modell eine Nachbarschaftsfunktion
verwendet. Vom Hebbschen Nervenmodell [Hebb49] inspiriert, wird nach Kohonen die
Sombrerofunktion als Nachbarschaftsfunktion verwendet, die die Form eines mexikani-
schen Sombrero Hutes hat. Sie ist in der Lage, Klassen scharf abzugrenzen, jedoch zu
kompliziert und aufwendig, um sie sinnvoll in einer ku¨nstlichen Merkmalskarte einzuset-
zen. Deshalb werden oft andere Nachbarschaftsfunktionen eingesetzt, wie z.B. konkave,
konvexe, pyramidenfo¨rmige oder wu¨rfelfo¨rmige Funktionen.
Abbildung 2.5.: Die Gaußsche Glockenkurve mit σ = 1.
Innerhalb dieser Arbeit wurde die Gaußsche Glockenkurve verwendet, zu sehen in
Abbildung 2.5. Die Berechnung des Abstandsmaßes hsi eines Neurons ui zum Gewinner-
neuron findet wie folgt statt.
hsi = e
−|ns−ni|
2
2σ2
|ns − ni| ist hier der Betrag des ra¨umlichen Abstandes des Neurons ni zum Gewinner-
neuron ns auf der Kohonenschicht. Der Radius um den Gewinner kann durch die Varianz
σ bestimmt werden.
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Abbildung 2.6.: Ablauf des Trainings einer Epoche
Die Adaption der Gewichte in Richtung des Eingangsvektors x wird zum einen durch
die Nachbarschaftsrelationen der Neuronen untereinander beeinflusst, zum anderen durch
einen Lernfaktor η. So erfolgt fu¨r das Gewicht wik des Neurons ui folgende Adaption:
∆wik = η · hsi · (xk − wik)
Wurden die Gewichte fu¨r alle Stichproben aus der Trainingsmenge adaptiert, ist eine
Epoche vergangen. In der Regel werden selbstorganisierende Karten mehrere Epochen
trainiert. Abbildung 2.6 zeigt ein Diagramm mit dem Ablauf des Trainings einer Epoche.
Wa¨hrend des Trainings durchlaufen selbstorganisierende Karten drei Phasen
[Speckmann96]. In der ersten Phase orientiert sich die Merkmalskarte am Eingaberaum
und
”
sucht“ den Datensatz. In der zweiten Phase wird die Grobstruktur des Datensat-
zes approximiert und die Klassen werden grob gebildet. In der dritten Phase werden die
Klassen verfeinert und auch Bereiche mit geringer Dichte der Trainingsvektoren werden
erlernt.
Um die Feinheiten der Klassen in der dritten Phase approximieren zu ko¨nnen, ist es
sinnvoll, die Lernrate und die Varianz u¨ber die Epochen abzusenken. Ansonsten kann
es passieren, dass die Merkmalskarte u¨bertrainiert wird und die Klassen sich bei ihrer
Entstehung gegenseitig behindern. In dieser Arbeit wurde fu¨r die Absenkung der Varianz
und der Lernrate eine Exponentialfunktion aus
[Ritter Martinetz Schulten91]; S.81, verwendet. Die Lern- und Varianzwerte η(t) und
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σ(t) werden u¨ber die Epochen t, beginnend bei ihren Startwerten η0 und σ0 bei t = 0
vermindert.
η(t) = η0 · 0.01t·δη
σ(t) = σ0 · 0.01t·δσ
Die Faktoren δη und δσ geben dabei den Grad der negativen Steigung an, mit welcher
die Varianz und Lernrate gesenkt wird. Es empfiehlt sich, die Faktoren abha¨ngig von
der maximalen Epochenanzahl zu machen.
δη = δσ = 1/tmax
Die Kurve einer Lernrate und Varianz u¨ber 30 Epochen ist in Abbildung 2.7 illustriert.
Abbildung 2.7.: Entwicklung der Lernrate (blau) und Varianz (rot) u¨ber 30 Epochen mit
δη = δσ = 1/tmax.
Ist die Dimension der Eingabevektoren gro¨ßer als die der Karte, so wird sich die Karte
in den Eingaberaum falten. Eine eindimensionale Karte, die z.B. einen zweidimensionalen
Eingaberaum abbilden soll, wird sich durch diesen
”
hindurch schla¨ngeln“, um mo¨glichst
alle Bereiche des Raums abzudecken. In [Ritter Martinetz Schulten91]; S.81f, a¨hnelt die
eindimensionale Merkmalskarte nach dem Training einer endlichen Approximation ei-
ner
”
Peano-Kurve“. Bei dem Vorgang der Abbildung eines Eingaberaums mit ho¨herer
Dimension auf eine niederdimensionale selbstorganisierende Karte, findet demnach eine
Dimensionsreduktion des Eingaberaums und somit eine Datenkompression statt.
Das eben erkla¨rte Lernverfahren fu¨r Merkmalskarten kann in gleicher Weise zur Ap-
proximation von Ausgabera¨umen bei motorischen Karten eingesetzt werden.
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2.4. Visualisierung
Um die Qualita¨t einer trainierten selbstorganisierenden Karte zu u¨berpru¨fen, kann es
notwendig sein, diese zu visualisieren. Die grafische Darstellung gibt unter anderem Auf-
schluss daru¨ber inwiefern die Klassen des Eingaberaums gebildet wurden, wo sich diese
ra¨umlich befinden und wie scharf sie voneinander abgegrenzt sind, bzw. wie a¨hnlich sie
sich sind. Weiter kann erkannt werden, welche Neuronen wa¨hrend des Trainings ha¨ufiger
als Gewinner hervorgehen und welche weniger ha¨ufig. Dies la¨sst wiederum Schlu¨sse auf
die Zusammensetzung der Trainingsdaten zu.
Fu¨r das Framework JFSOM wurden drei verschiedene Arten der Visualisierung einer
Merkmalskarte implementiert, um mo¨glichst viele Informationen u¨ber die Beschaffenheit
der Karte zu erfahren. Eine Komponentendarstellung, eine Abstandsdarstellung und
eine Vektorlagedarstellung. Zusa¨tzlich zu der farblichen Darstellung der Daten wurde
die Darstellung der Werte selbst ebenfalls realisiert.
2.4.1. Komponentenkarte
Die Komponentenkarte stellt die einzelnen Neuronen der Merkmalskarte in einer Tabelle
als meist quadratische oder rechteckige Tabellenelemente dar. Es ist wichtig, dass die
Neuronen in der Komponentenkarte ra¨umlich an dem Platz dargestellt werden, an dem
sie sich auch in der Merkmalskarte befinden. Zur Darstellung der Gewichte der Neuronen
werden die Gewichtswerte in Farbwerte umgerechnet, so dass jedem Neuron eine Farbe
zugeordnet werden kann, mit der das zugeho¨rige Tabellenelement eingefa¨rbt wird. Neu-
ronen mit a¨hnlichen Gewichtswerten, die in der Merkmalskarte benachbart sind, werden
auch in der Komponentenkarte benachbart sein und eine a¨hnliche Farbe aufweisen.
Durch diese Art der Visualisierung einer selbstorganisierenden Karte la¨sst sich fest-
stellen, wie gut sich die Klassen ausgebildet haben und wie stark sich sich voneinander
unterscheiden. Gut trainierte Merkmalskarten haben klar abgegrenzte Klassen, wa¨hrend
man von schlecht trainierten von zerrissenen Karten spricht. Dies sollte sich auch in
der Komponentenkarte zeigen, indem die Klassen, je nach A¨hnlichkeit, gut voneinander
abgegrenzt sind, also andere Farbwerte aufweisen.
Dabei ist die Berechnung eines Farbwertes aus einem Gewichtsvektor mit mehr als
3 Werten sicherlich nicht einfach. Wa¨hrend bei einem beispielsweise dreidimensiona-
len Eingaberaum der erste Wert als Rotwert verwendet werden ko¨nnte, der zweite als
Gru¨nwert und der dritte als Blauwert, ist es bei einem vierdimensionalen Eingaberaum
schon schwerer, eine geeignete Umrechnungsmo¨glichkeit zu finden.
In der Anwendung SocKhe, in welcher der Sensoreingaberaum achtdimensional ist, da
Daten von acht Sensoren des Roboters Khepera verarbeitet werden mu¨ssen, werden die
Ersten zwei Sensorwerte, die den Bereich links des Roboters wiedergeben, zusammen zu
einem Rotwert umgerechnet. Aus den Zweiten zwei Werten wird der Gru¨nwert berech-
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net. Sie geben Aufschluss u¨ber die Umgebung vor dem Roboter. Das dritte Wertepaar
wird in einen Blauwert umgerechnet und gibt den Bereich rechts des Roboters wieder.
Die letzten beiden Werte, die Aufschluss u¨ber die Umgebung hinter dem Roboter geben,
werden einfach ignoriert und nicht farblich dargestellt. Von Anwendung zu Anwendung
muss letztlich die Art der Berechnung der Farbwerte immer auf die Anwendung abge-
stimmt sein.
Abbildung 2.8.: Zufa¨llige Punkte aus den Ecken eines Quadrates als Trainingsmenge.
Die verschiedenen Bereiche der Trainingsmenge sind mit 1 bis 4 durch-
nummeriert.
Die Darstellung einer Merkmalskarte, die eine Trainingsmenge, bestehend aus zufa¨lligen
Punkten in den Ecken eines Quadrates, zu sehen in Abbildung 2.8, erlernt hat, zeigt Ab-
bildung 2.9. Die vier verschiedenen Klassen des Eingaberaums wurden durch die Karte
nachgebildet und sind durch die unterschiedlichen Fa¨rbungen zu erkennen. Der erste
Wert eines Eingabevektors, der Wert der X-Koordinate, wird in einen Rotwert umge-
rechnet und der zweite Wert, der Wert, der Y-Koordinate wird in einen Blauwert um-
gerechnet. Dadurch werden die vier Bereiche blau, rot, rosa und schwarz, bzw. dunkel
eingefa¨rbt. Zu sehen ist, dass die Bereiche sich gut voneinander abgrenzen und alle etwa
gleich groß sind, da aus jeder Ecke des Quadrates gleich viele Stichproben als Trainings-
daten verwendet wurden. Auch die Topologie der Trainingsmenge ist erhalten geblieben.
Der Bereich 1, aus Abb. 2.9, liegt neben dem Bereich 2 und 3 und gegenu¨ber dem Bereich
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4.
Abbildung 2.9.: Darstellung einer Merkmalskarte mit 10 · 10 Neuronen anhand einer
Komponentenkarte. Die Bereiche 1 bis 4 entsprechen den Bereichen 1
bis 4 aus Abbildung 2.8.
2.4.2. Abstandskarte
Gewichtswerte von Neuronen innerhalb eines Bereiches unterscheiden sich aufgrund ihrer
A¨hnlichkeit zueinander, weniger als Gewichtswerte von Neuronen an Bereichsgrenzen.
Dieser Abstand eines Neurons zu anderen wird in der Abstandskarte oder U-Matrix
[Ultsch Siemon89], dargestellt. Dabei wird der mittlere Hammingsche Abstand δhui ei-
nes Neurons ui zu seinen direkten Nachbarn uk ermittelt und durch einen Farbwert
dargestellt.
δhui = (
a∑
j=1
(
n∑
k=1
|wik − wjk|))/a
Dabei ist a die Anzahl der direkten Nachbarn des Neurons ui und n die Anzahl der
Vektorwerte eines Gewichtes. Zur Bestimmung des Abstandsmaßes ist auch denkbar,
statt des Hammingschen Abstandes den Euklidischen Abstand zu verwenden.
In Abbildung 2.9 wird die in Abb. 2.10 als Komponentenkarte gezeigte Merkmalskarte
als Abstandskarte dargestellt. Der Abstandswert wird in einen Blauwert umgerechnet.
Je gro¨ßer der durchschnittliche Abstand eines Neurons zu seinen Nachbarn ist, desto
heller wird das zugeho¨rige Tabellenelement blau eingefa¨rbt. Die dunklen Bereiche 1 bis
4 repra¨sentieren die Klassen 1 bis 4, aus Abb. 2.8, dessen Neuronen a¨hnlich zu einander
sind. Die blauen Linien stellen die Grenzen dieser Klassen dar.
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Abbildung 2.10.: Dartstellung einer Merkmalskarte als Abstandskarte. Die Bereiche 1
bis 4 entsprechen den Bereichen 1 bis 4 aus Abbildung 2.8.
2.4.3. Vektorlagekarte
Die Vektorlagekarte zeigt die Anzahl der Gewinne jedes einzelnen Neurons nach dem
Durchlauf aller Trainingsdaten, umgerechnet in einen Farbwert an. Diese Darstellung
la¨sst erkennen, wie relevant, bzw. wichtig die einzelnen Neuronen sind. Sind Neuronen
vorhanden, die nicht ein einziges mal als Gewinner hervorgingen, so ko¨nnte man diese aus
der Karte entfernen bzw. deren Gewichte optimieren. Neuronen, die ha¨ufig als Gewinner
hervorgingen, sind demnach fu¨r die Merkmalskarte von großer Bedeutung, da viele der
Trainingsdaten diesen sehr a¨hnlich sind. So lassen sich auch gleichzeitig Schlu¨sse u¨ber
die Beschaffenheit der Trainingsmenge ziehen. Kommen z.B. aus einer Klasse A doppelt
so viele Trainingsdaten vor wie aus einer anderen Klasse B, so werden auch die Tabellen-
elemente der Neuronen dieser Klasse A einen etwa doppelt so hohen Farbwert aufweisen
als die der Klasse B, je nach Methode der Farbumrechnung.
Abbildung 2.11 illustriert eine Vektorlagekarte der Merkmalskarte aus Abb. 2.9 und
2.10. Die Anzahl der Gewinne eines Neurons wird in einen Blauwert umgerechnet. Mit
steigender Anzahl steigt auch der Blau wert. Deutlich zu sehen sind die schwarz gefa¨rbten
Tabellenelemente, dessen Neuronen niemals als Gewinner hervorgingen. Sie liegen folg-
lich zwischen den Klassen, die sie abgrenzen und somit nicht im Trainingsraum. In
Abb. 2.10 sind diese Neuronen blau eingefa¨rbt. Die Klassen 1 bis 4 weisen im Ganzen
einen etwa gleichen Blauwert auf, da aus jedem Bereich gleich viele Trainingsdaten zur
Verfu¨gung gestellt wurden. Innerhalb der Klassen kann man jedoch Neuronen erkennen,
die unterschiedlich helle Blauwerte haben. Dadurch la¨sst sich ein ungefa¨hrer Einblick in
die Verteilung der Trainingsdaten innerhalb eine Klasse gewinnen.
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Abbildung 2.11.: Darstellung einer Merkmalskarte als Vektorlagekarte. Die Bereiche 1
bis 4 entsprechen den Bereichen 1 bis 4 aus Abbildung 2.8.
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3. Java Framework fu¨r SOMs
Dieses Kapitel beschreibt den Aufbau und die Funktionsweise des Frameworks JFSOM,
zur Erstellung selbstorganisierender Karten, kurz
”
Som“, was fu¨r
”
self organising map“
steht. Zuna¨chst wird die Architektur und die Organisation des Frameworks beschrieben,
dann wird na¨her auf die Implementierung in Java eingegangen und zuletzt wird die
Anwendung von JFSOM anhand zweier Beispiele erla¨utert.
3.1. Architektur
Das Framework an sich ist, aus Gru¨nden der Wiederverwendbarkeit, modular aufgebaut.
Die Logik der Merkmalskarte ist vom grafischen Teil getrennt, so dass diese alleine ohne
Darstellung auskommen kann. Dies erlaubt, bei Bedarf, eine eigene Darstellungsform zu
realisieren und an die Logik an zu koppeln. So geschieht die grobe Aufteilung des Frame-
works in die Klassenpakete jfsom.network, in der die Logik abla¨uft und jfsom.gui, welches
die Grafische Darstellung u¨bernimmt. Zuna¨chst wird nun der Logikteil betrachtet.
3.1.1. Logik
Der logische Teil des Frameworks JFSOM ist wiederum in drei Bereiche bzw. Pake-
te unterteilt. Die Erstellung der Som an sich, das Training dieser und die Benutzung
nach dem Training wird von Klassen aus dem Hauptpaket jfsom.network erledigt. Feh-
ler, die wa¨hrend der Laufzeit auftreten ko¨nnen, etwa durch inkompatible Dimensions-
angaben, o.A¨., werden durch die Exception-, bzw. Ausnahmeklassen aus dem Paket
jfsom.network.error ausgezeichnet. Dies erleichtert die Suche nach dem Ursprung des
Fehlers, da dessen Art durch die zugeho¨rige Ausnahmeklasse erkennbar wird. Der dritte
Bereich ist fu¨r die Verwaltung der Eingaben von Datenvektoren in die Som und der Aus-
gaben der Som, also ermittelte Gewinner und, falls vorhanden, dessen Outputgewichts-
vektoren zusta¨ndig. Das Paket mit den zugeho¨rigen Klassen heißt jfsom.network.io. Die
Pakete, ihre Klassen und ihre Zusammenha¨nge, sind in Abbildung 3.1, als UML Dia-
gramm, zu sehen.
Bei der Benutzung einer Som ko¨nnen generell drei Phasen beobachtet werden. Die ers-
te Phase ist die Festlegung der Dimensionen der Merkmalskarte, die Anzahl der Werte,
der Input- und, falls no¨tig, der Outputvektoren und schließlich die Erstellung der Som.
In der zweiten Phase werden zuerst Trainingsdaten bereitgestellt und Trainingsparame-
ter eingerichtet, damit dann das Training der Merkmalskarte stattfinden kann. Die letzte
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Abbildung 3.1.: UML Diagramm des Logikteils von JFSOM.
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Phase besteht aus der Verwendung der trainierten Som, durch Anlegen von Eingabevek-
toren und Erlangung von Gewinnerneuronen mit oder ohne Ausgabevektoren. Was mit
Daten des Gewinners geschehen soll, bleibt der konkreten Anwendung u¨berlassen. So
ko¨nnte z.B. ein Roboter gesteuert werden, oder die Daten ko¨nnten in Dateien gespei-
chert werden etc.
Um die Modularita¨t der Software JFSOM zu gewa¨hrleisten und den eben beschrie-
benen drei Phasen gerecht zu werden, wurden verschiedene Klassen entworfen, die die
Aufgabenteile dieser Phasen erledigen. So wird die Anzahl der Werte der Eingangs-
bzw. Ausgangsvektoren in der Klasse IODataVectorFactory gehalten, die diese Vekto-
ren erzeugen kann. Die Fabrikklasse wird von anderen wichtigen Klassen benutzt, um
Vektoren zu erstellen, die stets die korrekte Anzahl an Werten haben. So wird, durch
Verwendung dieser Klasse, gewa¨hrleistet, dass kein Input- oder Outputvektor mit einer
ungu¨ltigen Anzahl an Werten erzeugt und an die Som angelegt wird. Die Klasse SOM
selbst, gebraucht bei der Erzeugung, die Fabrikklasse um ihre Gewichtsvektoren in der
vorher festgelegten Gro¨ße zu erstellen. Weiter ist die Klasse SOM in der Lage, zu einem
angelegten Eingangsvektor das Gewinnerneuron zu ermitteln und ein Resultat, SOMRe-
sultSet, zu erstellen, das die Koordinaten des Gewinners sowie dessen Eingangsgewichte
und, falls vorhanden, Ausgangsgewichte speichert.
Das Training der Merkmalskarte wird von der Klasse SOMTrainer u¨bernommen. Der
SOMTrainer speichert zum einen die Trainingsdaten, sowohl Input- als auch Output-
vektoren falls erwu¨nscht, zum anderen einen Trainingsalgorithmus, mit dem die Som
schließlich trainiert werden kann, sowie die Anzahl der zu trainierenden Epochen. Um
die Mo¨glichkeit zu bieten, einen eigens implementierten Trainingsalgorithmus einbinden
zu ko¨nnen, wurde das Interface SOMTrainingAlgorithm entworfen, welches eine Schnitt-
stelle, einen
”
Hot Spot“, darstellt. Durch Implementierung des Interfaces ist es mo¨glich,
dem SOMTrainer einen eigenen Algorithmus zum Training der Som zur Verfu¨gung zu
stellen. Die Klasse GaussTrainingAlgorithm, die einen konkreten Lernalgorithmus im-
plementiert, bekam ihren Namen durch die Gaußsche Glockenkurve, die als Nachbar-
schaftsfunktion verwendet wird. Um andere Module, bzw. Klassen wa¨hrend des Trai-
nings zur Laufzeit auf den Ablauf einer Epoche aufmerksam zu machen, existiert das
Interface TrainingsEventListener. Es funktioniert genau wie jeder andere Listener in
Java [Flanagan99] auch und muss konkret implementiert und beim SOMTrainer ange-
meldet werden.
Ist die Klasse SOM, die die Merkmalskarte repra¨sentiert, trainiert worden, so kann
diese durch die Klasse SOMManager bedient werden. U¨ber den SOMManager ko¨nnen
Eingangswerte an die Som angelegt werden, die darauf den Gewinner ermittelt. Module
oder Klassen, die zur Laufzeit u¨ber die Gewinner informiert werden mu¨ssen, z.B. zur
grafischen Darstellung oder zur Robotersteuerung, kann man u¨ber die Implementierung
des Listeners NetworkOutputListener am SOMManager registrieren, welcher alle an-
gemeldeten NetworkOutputListener auf einem neuen Gewinner aufmerksam macht und
diesen die Daten des Gewinners zur weiteren Verarbeitung zur Verfu¨gung stellt. Somit ist
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auch die Schnittstelle NetworkOutputListener ein
”
Hot Spot“ des Frameworks JFSOM.
Analog zum NetworkOutputListener existiert ein NetworkInputListener, durch dessen
eigene Implementierung die Mo¨glichkeit besteht, Eingangsdaten individuell an die Som
anzulegen. Der SOMManager selbst implementiert diesen Listener.
Es kann natu¨rlich auch die Klasse SOM ohne Verwendung des SOMTrainer und des
SOMManager verwendet werden. Jedoch bieten diese Klassen eine einfache und modu-
lare Mo¨glichkeit fu¨r das Training und die Benutzung von SOM.
Eine ausfu¨hrliche Beschreibung und Dokumentation aller Klassen des Frameworks
JFSOM ist im WWW unter folgender Adresse zu finden:
http://jfsom.schattenagentur.net/doc/
3.1.2. Darstellung
Eine Merkmalskarte kann auf verschiedene Art und Weisen dargestellt werden. Dabei
kann die Art der Darstellung variieren und die Daten, die dargestellt werden, ko¨nnen
ebenfalls unterschiedlich sein, wie die Abbildungen 2.9, 2.10 und 2.11 zeigen. Innerhalb
des Frameworks JFSOM wird die Darstellung in Form von Tabellen vorgenommen. Die-
se Tabellen stellen unterschiedliche Daten dar, wie z.B. die Gewichtsvektoren oder die
Absta¨nde dieser zu ihren Nachbargewichten. Außerdem geschieht die Umrechnung der
Werte in Farbwerte auf unterschiedliche Weise. Es gibt also zwei Teile, die fu¨r eine Dar-
stellung wichtig sind. Zum einen die Daten selbst, das Modell, und zum anderen die Art
der Darstellung, das Rendering, als Zahlen oder als Farben.
Das Framework JFSOM stellt eine Klasse WeightVectorTable zur Verfu¨gung, die als
Tabelle fungiert. Sie ist von JPanel abgeleitet und kann als solches verwendet werden.
Dieser Klasse muss jedoch noch ein Modell von Daten zur Verfu¨gung gestellt werden,
welches dargestellt werden soll. Wie in Abbildung 3.2 zu sehen werden im Framework
JFSOM vier verschiedene Datenmodelle bereitgestellt. Die Klasse WeightTableModel,
die Zugriff auf die Eingangsgewichtsvektordaten besitzt, die Klasse OutputTableModel,
die Zugriff auf die Ausgangsgewichtsvektordaten besitzt, die Klasse DeltaWeightTableM-
odel, die die Daten der Absta¨nde der Gewichte zu ihren Nachbarn entha¨lt und die Klas-
se VectorLocationModel, die Daten zur Gewinnha¨ufigkeit aller Neuronen wa¨hrend einer
Lernepoche entha¨lt. Je nach dem, welche Modellklasse der Tabelle WeightVectorTable
zugeordnet wird, werden verschiedenen Daten dargestellt.
Die Art der Darstellung dieser Daten ha¨ngt demnach von der Renderer Klasse ab,
welche ebenfalls WeightVectorTable zugeordnet werden muss. Um einen einheitlichen
Typ zu schaffen, der der Tabelle zugewiesen werden kann, wurde die abstrakte Klas-
se SOMTableCellRenderer entworfen. Durch verschiedene Arten der Implementierung
dieser Klasse, kann die Darstellung variiert werden. Die Klasse WeightNumberTableCell-
Renderer ist die einzige konkrete Renderer Klasse innerhalb von JFSOM. Sie stellt die
Vektordaten in Form von Zahlen dar. Die Umrechnung in Farbwerte muss jedoch von
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Abbildung 3.2.: UML Diagramm des Darstellungsteils von JFSOM.
Anwendung zu Anwendung individuell gestaltet werden, da die Vektorgro¨ße durchaus
verschieden sein kann, wie schon im Abschnitt Visualisierung beschrieben. Um die indi-
viduelle Entwicklung von Klassen, die Vektorwerte in Farbwerte umrechnen, so einfach
wie mo¨glich zu gestalten, wurde eine weitere abstrakte Klasse WeightColorTableCell-
Renderer entworfen. Sie entha¨lt eine nicht implementierte Methode, welche verwendet
wird, um einen Farbwert aus einem Vektor zu errechnen. Durch Ableitung dieser Klasse
und individuelle Implementierung der abstrakten Methode kann also eine Umrechnung
von Vektor- in Farbwerte, je nach Anwendung, unterschiedlich erfolgen.
Des weiteren existiert eine Klasse SOMDataPanel, welche die Einstellungen der Som
bzw. des Trainings zeigt. Wie auch WeightVectorTable ist SOMDataPanel ein JPa-
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nel, welches somit in verschiedene Fenster oder andere Panels eingebettet werden kann.
Zusa¨tzlich zu den Trainingseinstellungen, wie maximale und aktuelle Epochenanzahl,
Lern- und Varianzrate usw., werden außerdem die Daten des letzten Gewinners und
Schaltfla¨chen zur Steuerung des Trainings der Som angezeigt.
3.2. Implementierung
Um die Verwendung von JFSOM auf mo¨glichst vielen Betriebssystemen zu garantie-
ren, wurde das Framework in Java implementiert und ist somit plattformunabha¨ngig.
Außerdem besitzt Java hervorragende objektorientierte Eigenschaften, was einer modu-
laren Entwicklung sehr entgegenkommt. Die Entwicklung des Frameworks fand unter
Verwendung folgender Software statt:
Betriebssystem: Windows XP Professional
Programmiersprache: Java 1.4.1 02
Compiler: j2sdk 1.4.1 02
IDE: eclipse 2.1.0
Versions System: CVS 1.11.1p1
3.2.1. Logik
Wie schon erwa¨hnt, kann die Klasse SOM ohne die Kontrollklassen SOMManager und
SOMTrainer verwendet werden. Jedoch muss ein Objekt der Fabrikklasse IODataVector-
Factory auf jeden Fall erzeugt werden, da die Gewichte von SOM durch diese initialisiert
werden.
Bei der Erzeugung von IODataVectorFactory werden die Anzahl der Werte der Ein-
gangsvektoren, inputDimension, und die Anzahl der Werte der Ausgangsvektoren, out-
putDimension, u¨bergeben. Die Anzahl darf dabei nur 0 oder gro¨ßer sein, da sonst eine
WrongDimensionException geworfen wird. Werden keine Ausgangsvektoren beno¨tigt,
kann als outputDimension 0 u¨bergeben werden. Das erzeugte Objekt muss bei der Er-
stellung von SOM u¨bergeben werden. Des weiteren ist es no¨tig, die gewu¨nschte Gro¨ße
der X und Y Dimension der Som anzugeben, auch diese darf nicht kleiner 0 sein.
Die Gewichte von SOM, die in einem zweidimensionalen Feld gespeichert werden, ko¨nnen
auf zwei Arten initialisiert werden. Zum einen kann bei der Erzeugung ein Gewicht,
weight, u¨bergeben werden, mit dessen Werten alle anderen Gewichte der Merkmalskarte
erstellt werden. Zum anderen ist es mo¨glich, alle Werte der Gewichte zufa¨llig zu erzeugen.
Dabei liegen die Werte zwischen 0 und dem u¨bergebenen maximalen Wert, maxValue,
der ebenfalls 0 oder gro¨ßer sein muss. Wird ein Wert kleiner 0 u¨bergeben, so wird die
Ausnahme WrongValueException geworfen.
Die Methode getResultSetFromInput der Klasse SOM ermo¨glicht es, einen Eingabe-
vektor an die Som anzulegen und ein Resultat, SOMResultSet, zu erlangen. Innerhalb
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des Ergebnisses SOMResultSet sind die Koordinaten des Gewinners, dessen Eingangs-
gewichtswerte und, falls vorhanden, die Ausgangsgewichtswerte gespeichert. Auch der
Zugriff auf alle und einzelne Gewichte von SOM ist durch entsprechende Methoden
gewa¨hrleistet. Die Absta¨nde der Gewichte zu ihren Nachbarn ko¨nnen auf zwei Weisen
berechnet werden, nach dem Euklidischen Abstand oder nach dem hemmigschen Ab-
stand. Beides wird von der Methode getDeltaWeightFromIndex erledigt, je nach dem,
was fu¨r distance u¨bergeben wird, wird der Abstand auf die eine oder andere Art berech-
net.
Ein Objekt der Klasse SOM kann einerseits durch den Konstruktoraufruf von SOM
erzeugt werden, andererseits kann die Methode initialiseSOM der Klasse SOMMana-
ger dazu verwendet werden, ein solches zu erzeugen. Dazu muss natu¨rlich vorher ein
SOMManager Objekt generiert werden, welches ebenfalls ein Objekt der Fabrikklasse
IODataVectorFactory bei der Erstellung beno¨tigt. Zusa¨tzlich besteht die Mo¨glichkeit,
dem SOMManager bei seiner Erzeugung einen NetworkOutputListener zu u¨bergeben.
Diese Listener, die auch nachtra¨glich noch u¨ber die Methode addNetworkOutputListener
zugeordnet werden ko¨nnen, werden durch einen Methodenaufruf u¨ber ein neu vorliegen-
des Ergebnis, SOMResultSet, informiert und es wird ihnen das Ergebnis zur weiteren
Verarbeitung u¨bergeben. Die Initialisierung der SOM kann auch durch den SOMMa-
nager auf zwei Arten geschehen. Es kann ein Gewicht u¨bergeben werden, mit dessen
Werten die Gewichte der SOM erzeugt werden, oder die Gewichtswerte werden zufa¨llig
zwischen 0 und maxValue, einem u¨bergebenen maximalen Wert, initialisiert.
Eingangsvektoren ko¨nnen, bzw. sollten bei Verwendung des SOMManager auch u¨ber
diesen, durch die Methode giveInput, an die SOM angelegt werden, damit die, am SOM-
Manager angemeldeten NetworkOutputListener, bei Vorliegen eines neuen Ergebnisses,
auch daru¨ber informiert werden. Werden Eingangsvektoren direkt an die SOM angelegt,
ohne zu Hilfenahme des SOMManager, so werden auch keine Listener u¨ber ein neues Re-
sultat kundig gemacht.
Weiter bietet der SOMManager Methoden zur Speicherung des SOM Objektes. Dabei
kann das Objekt entweder in serialisierter Form gespeichert werden oder es werden nur
die Gewichtswerte selbst als Text
”
plain“ in eine Datei gespeichert. Das Laden einer
SOM aus einer Datei kann jedoch nur geschehen, wenn diese zuvor serialisiert gespei-
chert wurde.
Der SOMTrainer bietet, wie schon beschrieben, eine einfache Mo¨glichkeit, die SOM zu
trainieren. Zur Erstellung eines SOMTrainer Objektes muss diesem ein konkreter Ler-
nalgorithmus, SOMTrainingAlgorithm, und das zu trainierende SOM Objekt u¨bergeben
werden. Die Trainingsdaten werden ebenfalls vom SOMTrainer verwaltet und ko¨nnen
durch die Methode addTrainingsInput zum Trainingsdatenpool hinzugefu¨gt werden. Da-
bei ko¨nnen Trainingseingabevektoren mit oder ohne zugeho¨rigen Trainingsausgabevek-
toren u¨bergeben werden.
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Die maximal zu trainierende Epochenanzahl wird u¨ber die Methode setEpochs be-
stimmt. Das Training an sich starten die Methoden trainStep, welche nur einen Vektor
aus der Trainingsmenge trainiert, trainEpoch, welche einen gesamte Epoche trainiert und
trainAllEpochs, welche alle Epochen trainiert. Es ist mo¨glich, trainStep einen Trainings-
eingabevektor mit zugeho¨rigem Trainingsausgabevektor zu u¨bergeben oder nur einen
einzelnen Trainingseingabevektor. Je nach Einstellung durch setTrainOutput werden die
Ausgangsgewichte von SOM mittrainiert oder nicht.
Wie jede Klasse an der Listener angemeldet werden ko¨nnen, besitzt auch SOMTrainer
eine Methode fu¨r diesen Zweck. Da andere Module oder Klassen von der Beendigung
einer Epoche eventuell informiert werden mu¨ssen, existiert das Interface TrainingsEvent-
Listener. Ein solcher Listener kann u¨ber die Methode addTrainingsEventListener am
Trainer registriert werden. Alle registrierten TrainingsEventListener werden vom Ab-
lauf einer Epoche in Kenntnis gesetzt und es wird ihnen die aktuelle Epochenanzahl
zuga¨nglich gemacht.
Da der SOMTrainer als einziges Objekt Zugriff auf alle Trainingsdaten hat, muss
auch die Vektorlagekarte von diesem erstellt werden, da diese Auskunft u¨ber die Ge-
winnha¨ufigkeit jedes einzelnen Neurons nach Anlegen aller vorhandenen Trainingsdaten
gibt. Dies geschieht durch Aufruf der Methode createVectorLocationMap, die ein Integer
Feld zuru¨ck liefert, welches Daten u¨ber die Anzahl der Gewinne jedes Neurons beinhal-
tet. Diese Daten sind innerhalb des Feldes an jenen Indizes gespeichert, an welchen auch
das Neuron selbst innerhalb der SOM gespeichert ist.
Das Framework JFSOM stellt einen konkreten Lernalgorithmus in Form der Klasse
GaussTrainingAlgorithm zur Verfu¨gung. Wie schon erwa¨hnt, benutzt diese Klasse die
Gaußsche Glockenkurve als Nachbarschaftsfunktion und hat daher ihren Namen. Zur Er-
zeugung eines Objektes dieser Klasse gibt es zwei Mo¨glichkeiten. Der Konstruktor kann
leer aufgerufen werden, d.h. ohne U¨bergabeparameter. In diesem Fall wird die Lernra-
te und die Varianz mit 1 initialisiert und autoAdjust, eine Einstellung, welche Lernrate
und Varianz automatisch u¨ber die Epochen senkt, wird nicht aktiviert, d.h. mit dem
boolschen Wert
”
false“ belegt. Die andere Mo¨glichkeit erlaubt, beim Konstruktoraufruf
Lernrate, Varianz und autoAdjust individuell zu u¨bergeben.
Natu¨rlich ist es mo¨glich, u¨ber
”
setter“ Methoden diese Einstellungen nach der Er-
zeugung eines GaussTrainingAlgorithm Objektes, zu vera¨ndern und anzupassen. Fu¨r
die Lernrate und Varianz sind dafu¨r jeweils drei Methoden vorgesehen. Durch die ent-
sprechenden
”
getter“ Methoden ko¨nnen die gesetzten Werte jederzeit ausgelesen werden.
Im Abschnitt
”
Lernen des Ein- und Ausgabevektorraums“ wurde beschrieben, wie
die Lernrate und die Varianz u¨ber die Epochen gesenkt werden kann. Durch die Metho-
den setLearningrateFactor und setLearningDecreaserate kann der Startwert der Lernrate
η0 und die Rate der Verminderung δη festgelegt werden. Analog dazu ist es durch die
Methoden setVarianzFactor und setVarianzDecreaserate mo¨glich, den Varianzstartwert
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σ0 und die Rate der Verringerung δσ festzulegen. Ist die automatische Reduktion der
Lernrate und Varianz u¨ber die Epochen nicht erwu¨nscht, so erlauben die Methoden set-
Learningrate und setVarianz die Festlegung dieser Werte.
Das eigentliche Training findet in der Methode adjustWeights statt, welche die Ein-
gangsgewichtswerte und, falls erwu¨nscht, die Ausgangsgewichtswerte, je nach Einstellun-
gen an den anliegenden Eingabevektor bzw. Ausgabevektor anpasst. Dazu mu¨ssen der
Methode die Trainingsvektoren, das zu trainierende SOM Objekt, die aktuelle Epochen-
zahl und die Information, ob die Ausgangsgewichtswerte mittrainiert werden sollen oder
nicht, u¨bergeben werden. Ist ein Training der Ausgangsgewichtswerte nicht erwu¨nscht,
muss fu¨r trainOutput
”
false“ und als Outputtrainingsvektor output
”
null“ u¨bergeben
werden.
3.2.2. Darstellung
Zur Visualisierung einer Merkmalskarte durch das Framework JFSOM werden, wie in
Abschnitt 3.1.2 Darstellung, beschrieben, drei Klassen bzw. Objekte dieser Klassen
beno¨tigt. Die Tabelle WeightVectorTable, ein Datenmodell und ein Renderer, der die
Daten darstellt. Das Modell und der Renderer werden bei der Erzeugung der Tabelle
WeightVectorTable dieser u¨bergeben. So kann bestimmt werden, welche Daten wie an-
gezeigt werden.
Die Tabelle WeightVectorTable implementiert des weiteren die Schnittstelle Network-
OutputListener, um so die Mo¨glichkeit zu schaffen, u¨ber neue Gewinnerneuronen infor-
miert zu werden. Die Tabellenelemente dieser Gewinner ko¨nnen dann vom Renderer in
einer speziellen Art und Weise neu gezeichnet und hervorgehoben werden. Somit kann
zur Laufzeit festgestellt werden, welche Neuronen gerade aktiv sind. Dazu muss das Ta-
bellenobjekt natu¨rlich vorher beim SOMManager als NetworkOutputListener registriert
werden.
Die Modelle WeightTableModel, OutputTableModel und DeltaWeightTableModel er-
langen ihre Daten direkt aus dem SOM Objekt, welches bei Erzeugung eines Modells
diesem u¨bergeben werden muss. DeltaWeightTableModel beno¨tigt außerdem eine An-
gabe zur Art der Abstandsberechnung. Dem Modell VectorLocationModel jedoch muss
bei seiner Initialisierung ein SOMTrainer Objekt zur Verfu¨gung gestellt werden, da nur
dieses die Daten fu¨r eine Vektorlagekarte bereitstellen kann.
Stellt die Tabelle WeightVectorTable einen Wert in einem bestimmten Tabellenele-
ment dar, so wird dieser aus dem Modell gewonnen, welches den Wert wiederum aus der
SOM bzw. dem SOMTrainer erfa¨hrt. Der der Tabelle zugeordnete Renderer u¨bernimmt
schließlich die Art der Darstellung. Um allen Renderern einen einheitlichen Typ zu geben,
wurde die abstrakte Klasse SOMTableCellRenderer realisiert. Durch Ableitung dieser
Klasse und Implementierung der abstrakten Methode getTableCellRendererComponent,
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welche ein fertig gerendertes GUI Objekt (Component) zuru¨ck liefert, kann ein konkreter
Renderer realisiert werden. Innerhalb des Frameworks JFSOM wurde nur ein Renderer,
der WeightNumberTableCellRenderer konkret implementiert, welcher die Vektordaten
als Zahlenwerte darstellt. Der Hintergrund des Tabellenelementes eines Gewinnerneu-
rons wird rot hinterlegt. Die Anzahl der darzustellenden Ziffern eines Vektorwertes wird
durch den U¨bergabeparameter precision bestimmt. Dieser wird bei Erzeugung eines
WeightNumberTableCellRenderer Objektes mitgeliefert.
Die Umrechnung in Farbwerte muss, wie schon erwa¨hnt, von Anwendung zu Anwen-
dung individuell geschehen. Deshalb ist es nicht sinnvoll, diese in einem konkreten SOM-
TableCellRenderer im Framework JFSOM zu implementieren. Um eine eigene Realisie-
rung eines SOMTableCellRenderer, der Vektordaten in Farbwerte umrechnet, so einfach
wie mo¨glich zu gestalten, wurde innerhalb von JFSOM eine weitere abstrakte Klasse
WeightColorTableCellRenderer erstellt. Auch sie implementiert die Methode getTable-
CellRendererComponent, welche ein GUI Objekt in einer bestimmten Farbe, ja nach
Vektorwerten value, zuru¨ckgibt. Die Farbe allerdings wird durch die abstrakte Metho-
de weightValuesToColor geliefert, der die Gewichtsvektorwerte u¨bergeben werden. Eine
weitere abstrakte Methode winnerWeightColor liefert den darzustellenden Farbwert fu¨r
ein Gewinnerneuron zuru¨ck. Fu¨r eine individuelle Umrechnung der Vektorwerte in Farb-
werte muss also lediglich eine vonWeightColorTableCellRenderer abgeleitete Klasse und
deren Methoden weightValuesToColor und winnerWeightColor realisiert werden.
3.3. Anwendung
Zum besseren Versta¨ndnis der Benutzung von JFSOM folgt nun eine grobe Anleitung
zur Erstellung einer Merkmalskarte in Form von Quellcode Listings. Dabei wird jedoch
nur auf die Verwendung der Klassen SOM, SOMManager, SOMTrainer und GaussTrai-
ningAlgorithm eingegangen. Die Benutzung der Klassen im jfsom.network.gui Paket wird
nicht angesprochen, da eine ausfu¨hrlichere Beschreibung zum programmiertechnischen
Gebrauch des gesamten Frameworks den Rahmen dieser Arbeit sprengen wu¨rde.
Zuerst mu¨ssen die Dimensionsangaben festgelegt werden. Die X- und Y-Dimension
der Merkmalskarte und die Anzahl der Eingangs- und Ausgangsvektorwerte.
// Festlegung der Anzahl der Eingangsvektorwerte z.B. 2
int inputDim = 2;
// Festlegung der Anzahl der Ausgangsvektorwerte z.B. 2
int outputDim = 2;
// Festlegung der X-Dimension der SOM z.B. 5
int xDim = 5;
// Festlegung der Y-Dimension der SOM z.B. 5
int yDim = 5;
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Sind die Dimensionsangaben geta¨tigt, ko¨nnen Objekte der elementaren Klassen von
JFSOM erzeugt werden.
// Das IODataVectorFactory Objekt erstellen.
IODataVectorFactory myVF = new IODataVectorFactory(inputDim ,
outputDim );
// Ein Startgewicht durch IODataVectorFactory erstellen.
double [] startweights = {5, 5};
Weight startWeight = myVF.createWeightVector(startweights );
// Das SOMManager Objekt erstellen.
SOMManager mySM = new SOMManager(myVF);
// Das SOM Objekt durch SOMManager
// in den Dimensionen xDim und yDim erzeugen.
// Alle Gewichtswerte werden mit den Werten von
// startWeight initialisiert.
SOM myS = mySM.initialiseSOM(xDim , yDim , startWeight );
// Trainingsalgorithmus erzeugen mit Lernrate 1 Varianz 1
// und automatischer Verringerung der Werte u¨ber die Epochen
GaussTrainingAlgorithm myTA = new GaussTrainingAlgorithm (1, 1, true);
// Das SOMTrainer Objekt erzeugen
SOMTrainer myST = new SOMTrainer(myS , myTA);
Nach der Erzeugung der Objekte ko¨nnen nun Trainingseinstellungen geta¨tigt und die
Trainingsdaten dem SOMTrainer zu Verfu¨gung gestellt werden.
// Maximale Epoche im SOMTrainer festlegen
myST.setEpochs (30);
// Lernraten Startwert festlegen
myTA.setLearningrateFactor (1.5);
// Lernraten -verringerungs -rate festlegen
myTA.setLearningDecreaserate ((2 * Math.pow(10, -2)));
// Varianz Startwerte festlegen
myTA.setVarianzFactor (2.0);
// Varianz -verringerungs -rate festlegen
myTA.setVarianzDecreaserate ((3 * Math.pow(10, -2)));
// Dem SOMTrainer Trainingsdaten zu Verfuegung stellen
// Hier als Beispiel nur ein Trainingsvektor
double [] trainingsdatensatz = {1, 1};
IODataVector trainingsvektor = myVF.createInputVector(
trainingsdatensatz );
myST.addTrainingsInput(trainingsvektor );
// Alle Epochen trainieren
myST.trainAllEpochs ();
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Trainingseinstellungen
η0 = 1, 5
δη = 1, 8 · 10−3
σ0 = 3, 0
δσ = 3, 0 · 10−3
tmax = 310
Tabelle 3.1.: Trainingseinstellungen fu¨r JFSOMQuadrat
Um JFSOM auf seine korrekte Funktionsweise zu testen, wurden innerhalb dieser Di-
plomarbeit zwei Anwendungen mit Hilfe des Frameworks realisiert, JFSOMQuadrat und
JFSOMKubus. In den Anwendungen geht es darum, einen zweidimensionalen Eingabe-
raum durch JFSOMQuadrat und einen dreidimensionalen Eingaberaum durch JFSOM-
Kubus zu klassifizieren und zu approximieren. Weiter wurde das Programm MatLab 1
verwendet, um zusa¨tzliche Visualisierungsmo¨glichkeiten zu den durch JFSOM bestehen-
den zu schaffen, um so eine bessere Validierung von JFSOM zu gewa¨hrleisten.
3.3.1. JFSOMQuadrat
In dieser Anwendung wird versucht, durch JFSOM einen zweidimensionalen Eingabe-
raum zu klassifizieren. Die Trainingsdaten bestehen dabei aus zufa¨llig gewa¨hlten Punkten
aus den Ecken eines Quadrates. Abbildung 2.8 zeigt diese Trainingsdaten. Die Gro¨ße der
Merkmalskarte betra¨gt 10 ·10 Neuronen und die Gewichtsvektorwerte der Merkmalskar-
te werden mit 5 initialisiert. Die verwendeten Trainingseinstellungen sind in Tabelle 3.1
zu sehen.
Wa¨hrend des Trainings wurden die Gewichtswerte der Merkmalskarte immer wieder
gespeichert, um so die Entwicklung dieser besser nachvollziehen zu ko¨nnen. Im Abschnitt
”
Lernen des Ein- und Ausgabevektorraums“ wurde beschrieben, dass die Entwicklung
drei Phasen durchla¨uft. Dies ist in den folgenden Abbildungen gut zu erkennen. Anfangs
sind alle Gewichtswerte gleich, wie Abb. 3.3 zeigt. Dann beginnt die erste Phase der
Entwicklung, in der die Merkmalskarte sich an den Trainingsdaten orientiert, um einen
Bereich zu finden. Dies ist durch Abb. 3.4 illustriert. Abbildung 3.5 stellt die zweite
Phase nach insgesamt 60 trainierten Epochen dar, in der die Karte schon alle Klassen
der Trainingsdaten gefunden hat. Nach insgesamt 110 Epochen hat die dritte Phase
begonnen, in der die Klassen des Eingaberaums verfeinert werden. Dies zeigt Abb. 3.6.
Auch nach 210 Epochen befindet sich die Merkmalskarte immer noch in Phase drei, sie-
he Abb. 3.7, um den Eingaberaum weiter zu verfeinern. Schließlich wurde das Training
nach insgesamt 310 Epochen beendet. Die Karte hat den Eingaberaum gut klassifiziert
und approximiert, wie Abbildung 3.8 zeigt. Die Gewichtsvektorwerte sind rot markiert
und die zusa¨tzlich eingeblendeten Trainingsdaten sind blau gefa¨rbt.
1MATLAB Version: 5.3.0.10183 (R11), 21. Jan. 1999
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Die durch JFSOM erzeugten Komponenten-, Abstands-, und Vektorlagekarten der
trainierten Merkmalskarte sind in den Abbildungen 2.9, 2.10 und 2.11 zu sehen.
Abbildung 3.3.: Initialisierung der Ge-
wichtsvektorwerte der
Merkmalskarte mit den
Werten (5,5). Alle Ge-
wichte haben die selben
Werte.
Abbildung 3.4.: Ausdehnung der Merk-
malskarte nach 10 Epo-
chen. Beginn der ersten
Phase.
Die Neuronen, dessen Gewichtswerte sich zwischen den Bereichen aufhalten, wurden
wa¨hrend des Trainings immer wieder von einem Bereich zum anderen gezogen, so dass
sie sich nach dem Training letztlich zwischen ihnen befinden. Sie ko¨nnen niemals als
Gewinner hervorgehen. In Abbildung 2.11 sind die Tabellenelemente dieser Neuronen
deswegen schwarz gefa¨rbt. Und in Abbildung 2.10 bilden sie die Grenzen zwischen den
Klassen.
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Abbildung 3.5.: Die Merkmalskarte hat
in Phase zwei, nach
weiteren 50 Epochen,
alle Bereiche gefunden.
Abbildung 3.6.: Die Verfeinerung der
gebildeten Klassen ge-
schieht in Phase drei,
nach weiteren 50 Epo-
chen.
Abbildung 3.7.: Weitere Verfeinerung
der Klassen in Phase
drei, nach weiteren 100
Epochen.
Abbildung 3.8.: Die fertig trainierte
Merkmalskarte nach
insgesamt 310 Epo-
chen. Die Gewichts-
werte der trainierten
Merkmalskarte (rot)
und zusa¨tzlich die
Trainingsvektoren
(blau).
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Trainingseinstellungen
η0 = 1, 5
δη = 1, 8 · 10−3
σ0 = 3, 0
δσ = 3, 0 · 10−3
tmax = 310
Tabelle 3.2.: Trainingseinstellungen fu¨r JFSOMKubus
3.3.2. JFSOMKubus
In dieser Anwendung wird versucht, einen dreidimensionalen Eingaberaum zu klassifizie-
ren. Die Trainingsdaten bestehen dabei aus zufa¨llig gewa¨hlten Punkten aus den Ecken
eines Wu¨rfels, wie Abbildung 3.9 zeigt. Die Gro¨ße der Merkmalskarte betra¨gt 12 · 12
Neuronen. Da es in diesem Versuch acht Bereiche gibt, anstatt 4 wie in JFSOMQuadrat,
ist auch die Karte gro¨ßer gewa¨hlt worden. Die Gewichtswerte der Neuronen werden alle
zufa¨llig mit 4, 5 initialisiert, wie in Abb. 3.10 dargestellt. Tabelle 3.2 zeigt die verwen-
deten Trainingseinstellungen.
Abbildung 3.9.: Zufa¨llig gewa¨hlte Punkte aus den Ecken eines Wu¨rfels.
Wie in Abschnitt JFSOMQuadrat, so ist auch in diesem Abschnitt in den vorherge-
henden Abbildungen zu sehen, wie die drei Phasen der Entwicklung der Merkmalskarte
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Abbildung 3.10.: Initialisierung der
Gewichtsvektorwerte
der Merkmalskarte
mit den Werten (4.5,
4.5, 4.5). Alle Gewich-
te haben dieselben
Werte.
Abbildung 3.11.: Ausdehnung der
Merkmalskarte in
der ersten Phase
nach 10 Epochen.
Die Bereiche werden
gesucht.
Abbildung 3.12.: Die Merkmalskar-
te findet in Phase
zwei, nach insgesamt
60 Epochen, alle
Bereiche.
Abbildung 3.13.: Nach weiteren 50
Epochen beginnt
Phase drei und die
Ausarbeitung der
Bereiche.
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Abbildung 3.14.: Nach insgesamt 210
Epochen, in Phase
drei, werden die Klas-
sen weiter verfeinert
Abbildung 3.15.: Das Ende des Trai-
nings nach insgesamt
310 Epochen. Die Ge-
wichtswerte der trai-
nierten Merkmalskar-
te (rot) und zusa¨tzlich
die Trainingsvektoren
(blau).
durchlaufen werden. Zuerst, in Phase eins, sucht die Karte die Bereiche des Eingabe-
raums, dargestellt in Abb. 3.11. Dann, nachdem in Phase zwei alle Klassen gefunden
wurden, wie Abb. 3.12 zeigt, werden in Phase drei diese Bereiche genauer ausgebildet,
zu sehen in Abb. 3.13 und Abb. 3.14. Abbildung 3.15 zeigt die Gewichtswerte der Neu-
ronen der fertig trainierten Merkmalskarte in rot und die Trainingsdaten in blau. Es
ist zu sehen, dass die Merkmalskarte die Trainingsdaten gut klassifiziert hat und dass
sich wiederum Gewichte einiger Neuronen zwischen den Klassen befinden. Diese ko¨nnen,
wie auch in JFSOMQuadrat, niemals als Gewinner hervorgehen und wurden bei ihrem
Training zwischen den Bereichen hin und her gezogen.
Auch in der durch JFSOM erstellten Komponentenkarte, Abb. 3.16, sind die acht Be-
reiche in den Farben schwarz, weiss, gelb, tu¨rkis, gru¨n, rot, pink und blau zu sehen. Da
die Gewichtsvektoren in der Anwendung JFSOMKubus dreidimensional sind, ist es nicht
sonderlich schwer, diese in Farbwerte umzurechnen. Der erste Wert eines Gewichtsvek-
tors wurde in einen Rotwert umgerechnet, der zweite in einen Blauwert und der dritte
in einen Gru¨nwert. Die Abstandskarte, Abb. 3.17, zeigt ebenfalls acht voneinander ge-
trennte Bereiche. Zwischen manchen ist der Unterschied gro¨ßer. Dies ist zu erkennen
an den helleren Blauto¨nen zwischen den Bereichen. Diese Klassen liegen auch im Ku-
bus ra¨umlich weiter auseinander. Die Bereiche, die durch dunklere Blauto¨ne abgegrenzt
sind, liegen im Kubus ra¨umlich na¨her beieinander und sind sich daher a¨hnlicher. In der
Vektorlagekarte, Abb. 3.18, sind, wie auch in der Anwendung JFSOMQuadrat, Neuro-
nen zu sehen, die innerhalb der letzten Epoche niemals als Gewinner hervorgingen, und
deshalb schwarz gefa¨rbt sind. Die Gewichte dieser Neuronen befinden sich zwischen den
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Bereichen und grenzen diese ab, wie Abb. 3.15 zeigt.
Abbildung 3.16.: Komponentenkarte der trainierten Merkmalskarte aus JFSOMKubus.
Abbildung 3.17.: Abstandskarte der trainierten Merkmalskarte aus JFSOMKubus.
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Abbildung 3.18.: Vektorlagekarte der trainierten Merkmalskarte aus JFSOMKubus.
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4. Autonomer Roboter Khepera
Der Name Khepera (Khepra, Khepri, Khopri) kommt aus dem A¨gyptischen und betitelt
eine Form des Sonnengottes Re, in welcher der Gott einen Scarabaeus Ka¨fer als Kopf
oder auf dem Kopf hat. Vermutlich bekam der Roboter wegen seiner kleinen Ausmaße
diesen Namen, der an den Ka¨fer erinnert.
Abbildung 4.1.: Sonnengott Re in menschlicher Gestalt und einem Scarabaeus als Kopf,
genannt Khepera.
In diesem Kapitel werden die technischen Daten und der Aufbau des autonomen Mi-
niaturroboters Khepera beschrieben. Es wird auf die Sensorik und Aktorik des Roboters
eingegangen, außerdem wird die Kommunikation mit einem Host Computer u¨ber die
serielle Schnittstelle erla¨utert. Zuletzt wird auf die Java Klassenbibliothek JKhepera
eingegangen, die Klassen zur Kommunikation bereitstellt.
4.1. Eigenschaften
Khepera ist am Laboratoire de microinformatique des Swiss Federal Institute of Tech-
nology (LAMI) in Lausanne entwickelt worden. Aufgrund seiner Gro¨ße von 55 mm im
Durchmesser und einer Ho¨he von 30 mm ist er leicht zu transportieren und eignet sich
hervorragend fu¨r Versuche in einer kleinen Umgebung, wie z.B. auf einem Tisch. Experi-
mente mit gro¨ßeren Roboter wa¨ren dagegen deutlich komplizierter und kostenintensiver.
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Bei den Versuchen ist das endgu¨ltige Ziel jedoch nicht, den Roboter auf einen zielgerich-
teten Einsatz vorzubereiten, sondern vielmehr die gewonnenen Erkenntnisse auf gro¨ßere
”
Kollegen“ Kheperas anzuwenden.
Wie auch bei großen Robotern bestehen Probleme wie ungenaue Motorsteuerung und
verrauschte Sensordaten. Ko¨nnen also Algorithmen fu¨r kleine Roboter, wie Khepera, ge-
funden werden, die in der Lage sind, diese Ungenauigkeiten zu kompensieren, so ko¨nnen
diese auch auf große Maschinen angewendet werden.
Khepera ist modular durch einen Greifarm, eine Kamera und andere Module erweiter-
bar, jedoch wurde in dieser Arbeit auf Erweiterungen verzichtet und nur mit der Grund-
ausstattung des Roboters experimentiert. Dabei wurde die im Kapitel
”
Selbstorganisie-
rende Karten“ erarbeitete Theorie mithilfe des Frameworks JFSOM an Khepera erprobt.
Abbildung 4.2.: Autonomer Roboter Khepera im Gro¨ßenvergleich zu einer Euro Mu¨nze.
Die Grundausstattung Kheperas umfasst einen Mikroprozessor, der einerseits der
Kommunikation mit einem Host Rechner, in der Regel ein PC, dient, andererseits spezi-
ell kompilierten Quellcode als lokalen Prozess ausfu¨hren kann und somit unabha¨ngig von
einem Host Rechner agieren kann. Hier wurde der Steuerungsprozess jedoch stets auf
einem PC ausgefu¨hrt und die errechneten Motorwerte u¨ber die serielle Schnittstelle zum
Roboter u¨bertragen, da der Prozessor nicht in der Lage ist, Java Bytecode auszufu¨hren.
Außerdem ist der RAM Bereich des Roboters von 256 KB nicht groß genug, um die
Java-Virtual-Machine zu speichern. Als unabha¨ngige Stromversorgung besitzt Khepera
zwei Nickel-Kadmium Akkus mit einer Kapazita¨t von 110 mAh, die Energie fu¨r ca. 20
Minuten Fahrt liefern. Da die in dieser Arbeit verwendeten Khepera Exemplare jedoch
schon einige Jahre alte sind, brachten die Akkus bei weitem nicht die volle Leistung.
Auch deshalb wurden die Roboter an das serielle Kabel angeschlossen, durch welches
auch die Stromversorgung gewa¨hrleistet werden kann. Weitere technische Daten sind in
Tabelle 4.1 zu finden.
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Einheit Technische Information
Prozessor Motorola 68331
RAM 256 KB
ROM 256 oder 512 KB
Motoren 2 Schrittmotoren mit inkrementalem
Kodierer. (ca. 10 Impulse pro mm)
Sensoren 8 Infrarot Distanz- und
Umgebungslichtsensoren
Spannungsversorgung Wieder aufladbare NiCa Akkus
(ca. 20 Minuten Betriebsdauer)
oder externe Spannungszufu¨hrung
u¨ber serielle Verbindung.
Erweiterungsbus Modulare Erweiterungsmo¨glichkeit
durch K-Extension bus
Gro¨ße 55 mm Durchmesser
Ho¨he 30 mm
Gewicht 70 g
Tabelle 4.1.: Technische Daten des Roboters Khepera
4.2. Sensorik
Die Sensorik des Roboters Khepera besteht aus insgesamt acht Infrarot-Sensoren vom
Typ SFH900 der Firma SIEMENS, welche aus einem Infrarot-Sender und -Empfa¨nger
bestehen. Diese Sensoren sind somit in der Lage, die Distanz vom Sensor zu einem Ob-
jekt zu bestimmen. Des weiteren sind sie im Stande, die Intensita¨t des Umgebungslichtes
zu messen. Alle Sensoren sind um den Roboter herum in unterschiedlicher Anordnung
montiert. Zwei Sensoren zeigen direkt in Fahrtrichtung, zwei Sensoren sind in ca. 45◦ zu
dieser links und rechts davon angeordnet, zwei weitere in etwa 85◦ links und rechts und
die letzten beiden sind hinten, in ca. 180◦ zur Fahrtrichtung montiert, wie Abb. 4.3 zeigt.
Dies ermo¨glicht eine Erkennung aller Objekte die innerhalb der Reichweite von ca. 4 - 5
cm, vor oder seitlich des Roboters bis maximal 155◦ zur Fahrtrichtung liegen. Die Sen-
soren sind in der Lage, Reflexionen zu messen, die bis maximal 70◦ links und rechts zur
Abstrahlungsrichtung eingehen, illustriert durch Abb. 4.4. Objekte hinter dem Roboter
ko¨nnen durch die hinteren Sensoren erkannt werden. Allerdings existiert zwischen den
hinteren und seitlichen Sensoren ein toter Winkel, in dem Objekte nicht erkannt werden.
Die Reflexion der emmitierten Infrarotwellen ha¨ngt jedoch stark von dem Winkel, der
Farbe, dem Material des Objektes und dem Umgebungslicht ab. Schwarze Objekte, die
eine absorbierende Wirkung haben, werden dadurch schlechter und spa¨ter wargenom-
men als weisse. Schwa¨mme, die ein schlechteres Reflexionsverhalten als Holz oder Plastik
aufweisen, werden somit auch erst spa¨ter erkannt, zu sehen in Abbildung 4.5. Ist das
Umgebungslicht zu stark, kann dies dazu fu¨hren, dass die Reflexion ebenfalls erst spa¨ter
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Abbildung 4.3.: Sensoranordnung des Roboters Khepera.
Abbildung 4.4.: Refelxionsmessungen in Abha¨ngigkeit des O¨ffnungswinkels, aus
[K-Team99].
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Abbildung 4.5.: Messungen von Infrarotstrahlen, die von verschiedenen Materialien re-
flektiert wurden, u¨ber den Abstand zum Objekt, aus [K-Team99].
erfasst wird. Zusa¨tzlich kann eine Verrauschung das Sensorsignal sto¨ren und verfa¨lschen.
Abbildung 4.6 zeigt Messungen von Infrarotstrahlen, die an einer Holzwand reflektiert
wurden, durch Sensoren gleichen Typs unter gleichen Bedingungen. Zu sehen sind sechs
Kurven, die sich zwar a¨hnlich sind, sich jedoch leicht unterscheiden. Der Wert des re-
flektierten Lichtes wird nach der Verarbeitung durch die Roboterelektronik in einem 10
Bit großen Register gespeichert, was einen Wertebereich zwischen 0 und 1023 zula¨sst.
4.3. Aktorik
Die Fortbewegung Kheperas geschieht durch zwei Ra¨der, links und rechts außen am Ro-
boter, die durch zwei inkrementale Schrittmotoren unabha¨ngig voneinander angetrieben
werden. Dadurch ist es dem Roboter mo¨glich, verschiedene Mano¨ver zu bewerkstelligen.
Dreht sich ein Rad in die eine und das andere in die entgegengesetzte Richtung, so wird
sich der Roboter auf der Stelle im Kreis drehen. Je nach dem wie schnell sich die Ra¨der
drehen, ist die Kreisbewegung schneller oder langsamer. Wenn dich beide Ra¨der mit
gleicher Geschwindigkeit in die selbe Richtung drehen, wird Khepera geradeaus oder
zuru¨ckfahren. Ist die Geschwindigkeit der Ra¨der unterschiedlich aber die Richtung die
gleiche, so wird eine Kurve in die eine oder andere Richtung gefahren, je nach dem,
welches Rad sich schneller dreht.
Der Antrieb der Ra¨der durch die Schrittmotoren erfolgt u¨ber eine 25 zu 1 U¨bersetzung.
Dabei muss der Motor 25 Umdrehungen liefern, bis ein Rad eine volle Umdrehung
zuru¨ckgelegt hat. Die Schrittmotoren werden durch einen Impulsgeber reguliert, der
24 Impulse pro Motorumdrehung liefert. Dies la¨sst eine Auflo¨sung von 600 Impulsen
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Abbildung 4.6.: Messungen der Reflexion von Infrarotstrahlen an einer Holzwand u¨ber
den Abstand von Sensoren gleichen Typs unter gleichen Bedingungen,
aus [K-Team99].
pro Umdrehung eines Rades zu, was bei einem Radumfang von 50 mm 12 Impulsen pro
Millimeter Weg des Roboters entspricht. Ein Impuls macht demnach 1
12
mm Weg aus.
Die Schrittmotoren ko¨nnen durch einen internen PID-Controller angesprochen werden.
Dabei kann dem Controller eine zur aktuellen Position relative neue Position angegeben
werden, worauf die Motoren mit einer eingestellten Beschleunigung bis zur angegebenen
maximalen Geschwindigkeit beschleunigen, mit dieser Geschwindigkeit zur gewu¨nschten
Position fahren und kurz vorher abbremsen, so dass der Roboter diese erreicht und dort
zum Stillstand kommt. Abbildung 4.7 zeigt eine Geschwindigkeitskurve u¨ber die Zeit
und eine Positionskurve u¨ber die Zeit, die diesen Sachverhalt veranschaulichen. Die Pro-
blematik bei dieser Art der Steuerung des Roboters liegt darin, dass beim Durchdrehen
der Ra¨der die Zielposition verfa¨lscht wird, da der PID-Controller zwar die Umdrehungen
za¨hlt, jedoch diese nicht in Wegstrecke umgesetzt werden.
Die andere Art, den Controller zu benutzen und den Roboter zu steuern ist die
direkte Angabe von einzustellenden Geschwindigkeiten durch die Funktion Set speed,
[K-Team95]; S.26. Dieser Funktion ko¨nnen fu¨r den linken und rechten Motor unabha¨ngig
voneinander Impulsangaben pro Millisekunde u¨bergeben werden. Der Definitionsbereich
liegt hier zwischen -12 und 12. Ein negativer Impulswert la¨sst den Motor ru¨ckwa¨rts
drehen, ein positiver vorwa¨rts. Der Controller rechnet diese Angabe in Impulse pro 10
ms um und schreibt den Wert in ein 8 Bit großes Register. Somit liegen die aufberei-
teten Werte zwischen 0 und 127 (das Vorzeichen wird meines Wissens nicht in diesem
Register gespeichert). Bei maximal 127 Impulsen pro 10 ms, was 12700 Impulsen pro
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Abbildung 4.7.: Geschwindigkeitsprofil zur Erreichung einer Zielposition mit einer be-
stimmten Beschleunigung (acc) und einer maximalen Geschwindigkeit
(max speed), aus [K-Team99].
Sekunde entspricht und 1
12
mm Wegla¨nge pro Impuls, bewegt sich der Roboter also mit
einer Geschwindigkeit von ca. 1058 mm pro Sekunde, also etwa 1 Meter pro Sekunde.
Die Minimalgeschwindigkeit, die sich bei 1 Impuls pro 10 ms ergibt, ist demnach etwa 8
Millimeter pro Sekunde.
Innerhalb dieser Arbeit wird lediglich die zuletzt beschriebene Variante der Motor-
steuerung genutzt, da die anderen, wie schon erwa¨hnt, zu groben Ungenauigkeiten fu¨hren
kann.
4.4. Schnittstelle
Zur Kommunikation des Roboters mit einen Digitalcomputer u¨ber die serielle Schnitt-
stelle RS232 existiert eine Programmlogik im ROM Kheperas. Dadurch ist es mo¨glich,
Befehle aus einen Programm, welches auf dem Host Computer abla¨uft, u¨ber ein serielles
Kabel an den Roboter zu senden. Einen solchen Versuchsaufbau illustriert Abb. 4.8.
Die Befehle werden in Form von ASCII Zeichen u¨ber die serielle Schnittstelle ver-
schickt und vom Roboter verarbeitet. Die Verbindungsgeschwindigkeit kann dabei je
nach Einstellung 9600 Baud, 19200 Baud oder 38400 Baud betragen, was sowohl auf
den Host Rechner spezifiziert sowie auf dem Roboter durch Jumper eingestellt werden
muss. Abbildung 4.9 zeigt die mo¨glichen Einstellungen der Jumper und Tabelle 4.2 ihre
Auswirkungen.
Die Kommunikation basiert auf zwei Arten von Interaktionen. Zum einen existieren
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Abbildung 4.8.: Versuchsaufbau fu¨r Experimente mit dem Khepera Roboters, aus
[K-Team99].
Abbildung 4.9.: Einstellungen und Position der Jumper, aus [K-Team99].
Modus Effekt
Mode 0: Demonstrationsmodus fu¨r den Braitenbergalgorithmus.
Mode 1: Modus fu¨r die Kontrolle u¨ber eine serielle Schnittstelle
mit 9600 Baud.
Mode 2: Modus fu¨r die Kontrolle u¨ber eine serielle Schnittstelle
mit 19200 Baud.
Mode 3: Modus fu¨r die Kontrolle u¨ber eine serielle Schnittstelle
mit 38400 Baud.
Mode 4: Benutzer-Applikations-Modus
(startet Application im EPROM, falls vorhanden).
Mode 5: Download-Modus mit 9600 Baud.
Mode 6: Download-Modus mit 38400 Baud.
Mode 7: Funktionalita¨tstest-Modus;
Ergebnis wird u¨ber serielle Schnittstelle gesendet.
Tabelle 4.2.: U¨bersicht der Betriebsmodi Kheperas.
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Befehle zur Einstellung des Roboters, wie z.B. Verbindungsrate, zum anderen zur Kon-
trolle der Funktionalita¨t des Roboters, wie z.B. Geschwindigkeitseinstellungen oder Sen-
sorwertabfragen. Auf diese Befehle wird hier jedoch nicht weiter eingegangen, sondern
lediglich auf das Khepera User Manual [K-Team95]; S.26ff verwiesen, in dem weitere
Informationen u¨ber sie nachgelesen werden ko¨nnen.
Um unter Java Daten von der seriellen Schnittstelle lesen und auf diese schreiben
zu ko¨nnen, wurde die Java Kommunikations API javax.comm verwendet, siehe [SUN].
Durch sie wird es ermo¨glicht, Verbindungen u¨ber die serielle Schnittstelle vom Host Com-
puter zum Roboter mit unterschiedlichen Baudraten aufzubauen. Weiter wurden die
Klassen Khepera, KheperaExplorer und KheperaMonitor, die urspru¨nglich von Robert
Pallbo (http://www.cs.lth.se/home/Robert Pallbo/) implementiert und mir freundli-
cherweise zur Verfu¨gung gestellt wurden, erweitert, in die innerhalb dieser Arbeit erstellte
Klassenbibliothek JKhepera aufgenommen und verwendet, um die Kommunikation mit
Khepera einfacher zu gestalten.
4.5. Java Bibliothek fu¨r Khepera Roboter
Die Hauptklasse der Klassenbibliothek ist zweifelsohne Khepera, welcher beim Konstruk-
toraufruf neben dem Namen, der aufzubauenden Verbindung zum Roboter und dem
zu verwendenden COM Port, die Verbindungsgeschwindigkeit, die Baudrate u¨bergeben
werden kann. Khepera versucht, bei der Erzeugung eine Verbindung u¨ber die serielle
Schnittstelle zum Roboter aufzubauen. Dies geschieht mit Hilfe der Klassen SerialPort,
OutPutStream und InputStream aus der Java API javax.comm. U¨ber diese Verbindung
ko¨nnen anschließend Befehle in Form von ASCII Zeichen zu Khepera gesendet wer-
den. Fu¨r jeden mo¨glichen funktionalen Befehl existieren Methoden, welchen Parameter
u¨bergeben werden ko¨nnen, die zum Senden des Befehls beno¨tigt werden. Der Methode
setSpeed der Khepera Klasse mu¨ssen z.B. die Integer Parameter speedLeft und speed-
Right u¨bermittelt werden, die die neu einzustellenden Motorwerte repra¨sentieren. Der
Methode readProximitySensors dagegen werden keinerlei Parameter u¨bergeben, sie lie-
fert ein Feld aus Integer Zahlen zuru¨ck, in welchem die ausgelesenen Infrarotsensorwerte
gespeichert sind.
Zusa¨tzlich zu den schon vorhandenen und ausgebauten Klassen wurden die Klassen
KheperaSensorRecorder und KheperaAgent implementiert. KheperaSensorRecorder ist
in der Lage, die Sensordaten, die wa¨hrend einer Fahrt abgefragt werden und die darauf
verwendeten Motorwerte in einer vorher bestimmten Datei zu speichern, um so die Fahrt
aufzuzeichnen. Der KheperaAgent u¨bernimmt die Steuerung des Roboters. Der Klasse
muss ein konkreter KheperaMotionalAlgorithm zugeordnet werden, der zu eingehenden
Sensordaten Motordaten berechnet, mit denen auf die Umgebung reagiert wird. Sowohl
KheperaSensorRecorder als auch KheperaAgent laufen in einem eigensta¨ndigen Thread
ab. Als konkreter KheperaMotionalAlgorithm wurde die Klasse BraitenbergAlgorithm
implementiert, welche nach dem Braitenbergalgorithmus [Braitenberg86],
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[Kupnik Ebenbauer Roessl] Motorwerte zu eingehenden Sensorwerten berechnet. Weiter
wurde im Programm SocKhe, was im na¨chsten Kapitel erla¨utert wird, ebenfalls ein kon-
kreter KheperaMotionalAlgorithm entwickelt, hinter welchem sich jedoch eine sensormo-
torische Karte verbirgt. Durch Ableitung des Interfaces KheperaMotionalAlgorithm und
Implementierung der Methode getNewSpeed ist es somit mo¨glich, individuelle Algorith-
men zur Steuerung Kheperas schnell und einfach in das bestehende System einzugliedern.
Zum Debugging und zur Veranschaulichung der Kommunikation zwischen Computer
und Roboter existiert die Klasse KheperaMonitor, welche, wie schon erwa¨hnt, von Robert
Pallbo realisiert wurde. Sie gibt jegliche Daten, die zwischen den beiden Kommunikati-
onspartnern ausgetauscht werden, in einem Textfeld, welches in einem separaten Fenster
eingeblendet wird, auf den Bildschirm aus. So ist es mo¨glich, die Kommunikation im De-
tail zu beobachten und evtl. auftretende Fehler ko¨nnen schneller gesichtet und behoben
werden. Eine weitere GUI Klasse ist KheperaPanel, welche Schaltfla¨chen zur Steuerung
des Roboters zur Verfu¨gung stellt. U¨ber diese Klasse kann auch der verwendete konkre-
te KheperaMotionalAlgorithm gestartet und gestoppt werden. KheperaPanel ist, wie aus
dem Namen schon zu erschließen, von JPanel abgeleitet und kann als solcher in einem
Java Programm verwendet werden. Das UML Diagramm der Klassenbibliothek JKhepe-
ra, zu sehen in Abbildung 4.10 verdeutlicht die Zusammenha¨nge der eben beschriebenen
Klassen.
Eine ausfu¨hrliche Beschreibung und Dokumentation aller Klassen von JKhepera ist
im WWW unter folgender Adresse zu finden: http://jkhepera.schattenagentur.net/doc/
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Abbildung 4.10.: JKhepera UML Diagramm
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5. Steuerung von Khepera durch eine
SOM
Dieses Kapitel beschreibt zum einen die generelle Vorgehensweise zur Steuerung des
Khepera Roboters durch eine SOM, zum anderen die Vorgehensweise unter Verwendung
des mit Hilfe von JFSOM und JKhepera innerhalb dieser Arbeit erstellten Programms
SocKhe (
”
SOM controlled Khepera“). Weiter wird auf konkrete Anwendungen, wie die
Realisierung einer Hindernisvermeidung, Wandverfolgung, Korridorverfolgung und Ob-
jektverfolgung eingegangen.
5.1. Allgemeine Vorgehensweise
Um den Roboter Khepera durch eine SOM steuern zu ko¨nnen, mu¨ssen natu¨rlich Trai-
ningsdaten fu¨r die Lernphase bereitgestellt werden. Die Trainingsdaten mu¨ssen aus Sen-
sorwerten, welche Situationen repra¨sentieren, und zugeho¨rigen Motorwerten bestehen,
welche die Reaktion auf die Sensorwerte darstellen. Diese Daten sind also Beispiele fu¨r
Verhaltensweisen in bestimmten Situationen, die wa¨hrend des Trainings erlernt und klas-
sifiziert werden.
Eine trainierte SOM ist in der Lage, eingehende Sensorwerte einer der erlernten Si-
tuationen zuzuordnen und die dementsprechenden trainierten Motorwerte als Reaktion
auszugeben. Um also eine Verhaltensweise von einer SOM trainieren zu lassen, mu¨ssen
die Trainingsdaten repra¨sentativ fu¨r diese sein. Sie mu¨ssen aus den wichtigsten unter-
schiedlichen Situationen, die wa¨hrend einer Verhaltensweise auftreten ko¨nnen bestehen.
Fehlen Daten, die eine Situation und die Reaktion auf diese darstellen, so ko¨nnen sie
auch nicht erlernt werden und die trainierte SOM wird, falls solche Sensorwerte einge-
hen, diese der a¨hnlichsten vorhandenen Situation zuordnen.
Soll z.B. der Roboter Khepera solange geradeaus fahren bis ein Hindernis vor ihm auf-
taucht und dann anhalten, so mu¨ssen zum einen Trainingsdaten bereitgestellt werden,
die aus Sensorwerten nahe 0 bzw. 0 bestehen und zugeordneten Motorwerten, die fu¨r
beide Ra¨der gleich sind und zwischen 1 und 12 liegen, je nach dem wie schnell sich der
Roboter bewegen soll. Zum anderen muss die Situation beschrieben werden, in der ein
Hindernis zu erkennen ist, also Sensorwerte etwa gro¨ßer 10, je nach dem wie weit vor
einem Hindernis angehalten werden soll, und ein Stoppen der Bewegung mit Motorwer-
ten gleich 0 als Reaktion. Werden Daten der einen oder anderen Situation und darauf
folgenden Reaktion nicht angegeben, so ko¨nnen sie nicht erlernt werden und der Roboter
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wu¨rde gar nicht erst losfahren bzw. ohne zu zo¨gern mit allen auftretenden Hindernissen
kollidieren.
5.2. Situationsabbildung
Um die Erstellung von Sensortrainingsdaten zu veranschaulichen und zu testen wurde ein
Versuch durchgefu¨hrt, in dem die SOM sechs verschiedene Situationen, dargestellt durch
Sensorwerte des Roboters, erlernen soll. Dieser Versuch wurde mit Hilfe des Programms
SocKhe durchgefu¨hrt, welchem die Trainingsdaten in einer Datei in einem bestimmten
Format zur Verfu¨gung gestellt werden ko¨nnen. Dabei muss ein Trainingsdatensatz fol-
gendermaßen formatiert sein. Zuerst kommen die Sensorwerte, beginnend mit dem Wert
des Sensors Nummer 0 und endend mit dem Wert des Sensors Nummer 7. Die Anord-
nung und Nummerierung der Sensoren Kheperas ist in Abbildung 4.3 zu sehen. Nach
jedem Sensorwert muss ein Schra¨gstrich
”
/“ stehen, um diese voneinander zu trennen.
Nach dem Trennzeichen des achten Sensorwertes folgt ein Bindestrich
”
-“, dann kom-
men die zwei Motorwerte. Zuerst der des linken Motors dann der des rechten. Vor den
Motorwerten ist zur Trennung ebenfalls ein Schra¨gstrich
”
/“ einzufu¨gen. Ein kompletter
Trainingsdatensatz ko¨nnte also z.B. folgendermaßen aussehen:
1023/0/0/0/0/0/0/0/ -/0/0
Die Sensorwerte des obigen Trainingsdatensatzes beschreiben eine Situation, in der
sich ein nahes Hindernis links des Roboters befindet. Die darauf einzustellenden Motor-
werte sind fu¨r den linken und rechten Motor 0, was einem Stopp des Roboters gleich-
kommt.
In diesem Versuch werden lediglich Situationen in Form von Sensordaten trainiert,
um einerseits die Anordnung der erlernten Situationen innerhalb der SOM und anderer-
seits die trainierte SOM im allgemeinen zu begutachten. Den Motorwerten wird in allen
Trainingsdatensa¨tzen der Wert 0 zugeordnet, da sie fu¨r diesen Versuch irrelevant sind.
Natu¨rlich ist die SOM so noch nicht im Stande, den Roboter zu steuern, bzw. wird ihm
in allen Situationen die Motorwerte 0 liefern.
Abbildung 5.1 illustriert die sechs verschiedenen Situationen, die innerhalb dieses Ver-
suchs durch Approximierung der Sensorwerte jener von der SOM abgebildet werden
sollen. Aus jeder dieser Situationen wurden mit Hilfe des Programms SocKhe jeweils
fu¨nf Sensorwertdatensa¨tze, bestehend aus 8 Sensorwerten, in eine Datei aufgezeichnet.
SocKhe bietet durch eine Schaltfla¨che die Mo¨glichkeit, eine Situationsaufnahme der Sen-
sorwerte in einer vorher ausgewa¨hlten Datei zu speichern. Diese Funktionalita¨t wurde
hierzu genutzt und somit insgesamt 30 Trainingsdatensa¨tze erzeugt.
Die Gro¨ße der X- und Y-Dimension der Karte innerhalb dieses Versuchs betra¨gt jeweils
10. Als Startwert fu¨r alle Gewichtswerte aller Neuronen wurde die zufa¨llig ausgewa¨hlte
47
5.2. SITUATIONSABBILDUNG KAPITEL 5. SOCKHE
Abbildung 5.1.: Sechs verschiedene Situationen, in denen sich Khepera befindet.
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Trainingseinstellungen
η0 = 1, 5
δη = 2, 0 · 10−2
σ0 = 2, 0
δσ = 3, 0 · 10−2
tmax = 30
Tabelle 5.1.: Trainingseinstellungen fu¨r einen Versuch zur Abbildung von sechs Situatio-
nen durch eine SOM mit Hilfe des Programms SocKhe.
Zahl 5 verwendet. Die benutzten Werte der Trainingsparameter sind in Tabelle 5.1 ab-
gebildet.
Vor der Lernphase wurden die Trainingsdaten, die in der Datei nach Situationen sor-
tiert gespeichert sind, gemischt, um zu vermeiden, dass Situationen, deren Daten am
Ende der Datei liegen, u¨bervorteilt werden. Insgesamt hat das Mischen der Trainingsda-
ten auf den Gesamtvorgang jedoch weniger Einfluss als zuerst vermutet. Die anfa¨ngliche
Ausrichtung der Gewichte der SOM ha¨ngt stark von der Sortierung der letzten Werte
ab. Sind diese am Ende einer Trainingsepoche hoch, so werden auch die Gewichtswerte
zuerst ho¨here Werte annehmen und in diese Bereiche vordringen. Im Gesamtvorgang
jedoch relativiert sich dieser Effekt und die Gewichte werden trotzdem gleichma¨ßig ver-
teilt. Dies zeigt, dass der Algorithmus einer Merkmalskarte sehr effektiv und unabha¨ngig
von a¨ußeren Begebenheiten arbeitet.
Das Ergebnis nach 30 Epochen Training der 30 Trainingsdaten ist in Abbildung 5.2
durch eine Komponentenkarte und in Abb. 5.3 durch eine Abstandskarte visualisiert. Die
Situationen 1 bis 6 aus Abb. 5.1 sind in den Karten ebenfalls mit den Nummern 1 bis 6
ausgezeichnet. Es ist zu erkennen, dass a¨hnliche Situationen wie z.B. 1 und 2 oder 3 und
4 innerhalb der Karte benachbart sind. Die Umrechnung der Gewichtswerte der Neuro-
nen der SOM wurde bereits in Abschnitt Visualisierung beschrieben. Was jedoch auffa¨llt
ist der schwarze, nicht nummerierte Bereich innerhalb der Komponentenkarte. Diesem
Bereich ist keine der zu trainierenden Situationen zuzuordnen. Er kommt zustande, da
die Kartendimension von 10 · 10 Neuronen im Verha¨ltnis zu den 30 zu trainierenden
Datensa¨tzen zu groß gewa¨hlt wurde. Die Nachbarschaftsfunktion konnte diesen Bereich
nicht erreichen. Dies kann einerseits durch Einstellen einer gro¨ßeren Varianz vermieden
werden, andererseits durch Verkleinerung der Karte, was in diesem Fall sinnvoller ist,
da zu wenig Trainingsdaten und Bereiche vorhanden sind. Eine Karte der Gro¨ße 7 · 7
Neuronen reicht fu¨r diese Trainingsdaten vo¨llig aus, wie die Abbildungen 5.4 und 5.5 ver-
deutlichen, die Komponenten- und Abstandskarte einer trainierten SOM darstellen. Fu¨r
das Training dieser SOM wurden die selben Trainingsparameter verwendet wie zuvor,
zu sehen in Tabelle 5.1.
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Abbildung 5.2.: Komponentenkarte der
trainierten Merkmals-
karte mit 10 ·10 Neuro-
nen nach 30 Epochen.
Abbildung 5.3.: Abstandskarte der trai-
nierten Merkmalskarte
mit 10 · 10 Neuronen
nach 30 Epochen.
Abbildung 5.4.: Komponentenkarte der
trainierten Merkmals-
karte mit 7·7 Neuronen
nach 30 Epochen.
Abbildung 5.5.: Abstandskarte der trai-
nierten Merkmalskarte
mit 7 ·7 Neuronen nach
30 Epochen.
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5.3. Hindernisvermeidung
Als Vorbild fu¨r die Hindernisvermeidung diente der Braitenbergalgorithmus, der in der
JKhepera Bibliothek implementiert wurde. Mit diesem Algorithmus wurde der Roboter
Khepera durch eine Umgebung mit verschiedenen Hindernissen gesteuert und die Fahrt
in Form von eingehenden Sensorwerten und darauf eingestellten Motorwerten in eine
Datei aufgezeichnet. Die gespeicherten Werte wurden dann als Trainingsdaten der SOM
zur Verfu¨gung gestellt um diese zu trainieren und den Braitenbergalgorithmus zu erler-
nen.
Die verwendeten Trainingseinstellungen sind die aus Tabelle 5.1 und als Startwert fu¨r
die Gewichtswerte der Neuronen wurde wieder 5 benutzt. Die X- und Y-Dimension der
SOM betra¨gt jeweils 10, jedoch kann der Braitenbergalgorithmus auch schon durch eine
Merkmalskarte mit 4·4 Neuronen nachgebildet werden. Wa¨hrend der Fahrt mit dem Brai-
tenbergalgorithmus wurden sehr viele, genau genommen 1560, Trainingswertdatensa¨tze
erzeugt, deshalb wurde der gesamt Platz der SOM beim Lernvorgang verwendet, auch
wenn diese zu groß gewa¨hlt ist. Es ist jedoch so, dass eine zu große SOM keine Nachteile
aufweist im Vergleich zu einer SOM, deren Neuronenanzahl passend zu den abzubilden-
den Bereichen ist. Eine gro¨ßere SOM braucht lediglich la¨nger zum Trainieren, da mehr
Neuronen angepasst werden mu¨ssen. Außerdem ist der Aufwand zur Bestimmung des
Gewinnerneurons gro¨ßer. In Abbildung 5.6 ist die Komponentenkarte der trainierten
SOM zu sehen.
Die Bereiche sind nicht so klar abgegrenzt wie im Beispiel zuvor, siehe Abb. 5.2, da
die Werte aus der Braitenbergfahrt innerhalb eines Bereiches teilweise sta¨rker variieren.
Es ist aber ein großer gru¨ner Bereich, der Hindernisse vor dem Roboter, ein roter, der
Hindernisse links und ein blauer, der Hindernisse rechts von Khepera repra¨sentiert, zu
erkennen. Wa¨hrend der Braitenbergfahrt war die Position der Hindernisse vor Khepera
bzw. zu seiner Linken oder Rechten oft verschieden, was diese ungenaue Bereichsbildung
zur Folge hat. Zu sehen ist auch, dass der gru¨ne Bereich etwas gro¨ßer ist als der rote
oder blaue. Dies la¨sst darauf schließen, dass mehr Hindernisse vor Khepera aufgetaucht
sind als zu seinen beiden Seiten. Dieser Bereich wurde also intensiver ausgebildet. Der
schwarze Teil, der auf den ersten Blick aussehen mag als wu¨rde er nicht benutzt werden,
wie der aus Abb. 5.2, repra¨sentiert die Situation, wenn sich kein Hindernis in der Na¨he
des Roboters befindet.
Die Abbildungen 5.7, 5.8 und 5.9 zeigen Khepera auf einer Fahrt durch eine Umgebung
mit verschiedenen Hindernissen, gesteuert durch die mit Trainingsdaten, gewonnen aus
der Braitenbergfahrt, trainierten SOM.
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Abbildung 5.6.: Komponentenkarte ei-
ner mit Beispieldaten
aus der Braitenberg-
fahrt trainierten SOM
mit 10 · 10 Neuronen.
Abbildung 5.7.: Roboter Khepera,
gesteuert durch eine
SOM, die den Brai-
tenbergalgorithmus
approximiert hat,
beim Anfahren auf ein
Hindernis.
Abbildung 5.8.: Roboter Khepera,
gesteuert durch eine
SOM, die den Brai-
tenbergalgorithmus
approximiert hat, beim
Ausweichen eines seit-
lichen und frontalen
Hindernisses.
Abbildung 5.9.: Roboter Khepera,
gesteuert durch eine
SOM, die den Brai-
tenbergalgorithmus
approximiert hat, nach
dem Ausweichen eines
Hindernisses.
52
5.4. WANDVERFOLGUNG KAPITEL 5. SOCKHE
5.4. Wandverfolgung
Fu¨r eine Wandverfolgung stand im Gegensatz zur Hindernisvermeidung kein Algorith-
mus zur Verfu¨gung, der Khepera steuerte und so Trainingsdaten wa¨hrend der Fahrt
aufgezeichnet werden konnten. Die Erstellung dieser musste also auf einem anderen Weg
geschehen. Eine Mo¨glichkeit dazu ist, den Roboter mit einem Joystick, bzw. den Cur-
sortasten oder mit den Schaltfla¨chen des KheperaPanel aus der Bibliothek JKhepera zu
steuern und die Fahrt aufzuzeichnen. Jedoch erwies sich diese Mo¨glichkeit als nicht sehr
erfolgreich, da keine direkte Zuordnung von Motorwerten zu Sensorwerten stattfinden
kann. Es ko¨nnen lediglich in bestimmten zeitlichen Absta¨nden, z.B. 10 mal pro Sekunde,
die Sensorwerte und die aktuellen Motorwerte ausgelesen und gespeichert werden. Eine
bessere Mo¨glichkeit ist, sich zu u¨berlegen in welche Situationen Khepera bei einer Wand-
verfolgung kommen kann, eine bestimmte Anzahl an Sensorwerten jeglicher Situationen
zu speichern und nachtra¨glich selbst,
”
von Hand“ diesen Werten passende Motorwerte
zuzuordnen. Diese Mo¨glichkeit brachte weitaus bessere Ergebnisse.
Zuerst muss festgelegt werden auf welcher Seite sich die Wand befindet, die Khepera
verfolgen soll. In diesem Beispiel befindet sich die Wand stets zur Linken des Roboters.
Bei einer Wandverfolgung kann Khepera in 9 verschiedene Situation geraten. Die erste
Standardsituation ist, wenn sich der Roboter rechts zur Wand befindet und nach vorne
zeigt, zu sehen in Abbildung 5.1 als Situation 1. Khepera muss also in diese Position
gesetzt werden, um dann einige Sensorwertaufnahmen zu machen. In diesem Versuch
wurden fu¨r jede Situation 10 Sensorwerte genommen. Dann ko¨nnen diesen Werten Mo-
torwerte zugeordnet werden, z.B. 10 fu¨r den linken und 10 fu¨r den rechten Motor, je
nach dem wie schnell der Roboter die Wand verfolgen soll. Ein Trainingsdatensatz fu¨r
diese Situation ist im folgenden Listing zu sehen.
566/0/0/0/0/0/0/0/ -/10/10
Die zweite Situation ist die, wenn sich Khepera langsam aber sicher von der Wand
entfernt und der Sensorwert des Sensors Nummer 0, siehe Abb. 4.3, kleiner wird. Nun
muss gegen gesteuert werden um die Wand nicht zu verlieren, z.B. mit Motorwerten von
5 fu¨r den linken und 10 fu¨r den rechten Motor. So na¨hert sich Khepera der Wand wieder.
95/0/0/0/0/0/0/0/ -/5/10
Es kann nun passieren, dass sich der Roboter der Wand zu sehr na¨hert und mit ihr
kollidieren wu¨rde. Dies muss natu¨rlich verhindert werden, also mu¨ssen auch von einer
solchen Situation Sensorwerte genommen werden. Diesen mu¨ssen nun Motorwerte zuge-
ordnet werden, durch welche der linke Motor schneller wird als der rechte, z.B. 10 fu¨r
den linken und 5 fu¨r den rechten Motor.
1023/299/0/0/0/0/1/1/ -/10/5
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Durch Beschreibung dieser drei Situationen und Zuordnung der eben aufgezeigten Mo-
torwerte ist die SOM nach dem Training bereits in der Lage, den Roboter eine gerade
Wand verfolgen zu lassen, ohne dass dieser mit der Wand kollidiert oder sie verliert. Die
na¨chste Situation ist die, wenn Khepera die u¨bliche Wand zur Linken hat und zusa¨tzlich
auf eine Wand frontal zum Roboter zusteuert, zu sehen in Abb. 5.1 Situation 2. Hier
muss sich Khepera nun auf der Stelle nach rechts drehen, was mit Motorwerteinstel-
lungen von 5 fu¨r den linken und -5 fu¨r den rechten Motor bewerkstelligt werden kann.
Folgendes Listing zeigt einen Trainingsdatensatz fu¨r diese Situation.
692/316/1015/1023/0/0/0/0/ -/5/ -5
Hat sich Khepera nun um 45◦ nach rechts gedreht, befindet er sich in der fu¨nften
Situation, in der er kein Hindernis mehr direkt vor ihm hat, jedoch die Drehung noch
nicht abgeschlossen ist. Die Sensoren Nummer 2 und 3, siehe Abb. 4.3, geben nun einen
sehr kleinen Wert zuru¨ck, jedoch ist der Wert des Sensors Nummer 1 immer noch relativ
groß. Es muss also mit der Rechtsdrehung fortgefahren werden, bis sich Khepera wieder
seitlich zur obigen Wand befindet. Dies geschieht wieder mit den Motorwerteinstellungen
von 5 fu¨r den linken und -5 fu¨r den rechten Motor.
56/643/1/1/0/0/0/1/ -/5/ -5
Nach weiteren 45◦ Drehung nach rechts hat der Roboter es geschafft und die Wand,
die eben noch frontal zum Roboter stand, ist nun zu seiner Linken. Jedoch befindet
sich die andere Wand jetzt hinter ihm, was wieder einer neuen Situation entspricht, der
sechsten Situation. Hier kann wieder beiden Motoren der Wert 10 zugeordnet werden,
um die Geradeausfahrt einzuleiten. Diese Situation muss aber nicht unbedingt angege-
ben werden, dies geschah hier nur der Vollsta¨ndigkeit halber. Es ist auch mo¨glich, die
hinteren Sensoren komplett zu vernachla¨ssigen. Wu¨rde diese Situation nicht in die Trai-
ningsdaten aufgenommen, so wu¨rde die SOM diese der ersten zuordnen.
633/1/0/0/0/0/633/339/ -/10/10
Die siebte Situation ist die Situation 5 aus Abb. 5.1, in sich der Roboter frontal vor
einer Wand befindet, ohne eine weitere zu seiner Linken. In diese Situation ko¨nnte er ge-
raten, wenn er direkt dorthin gesetzt werden oder in dieser seinen Lauf beginnen wu¨rde.
Es ist also wieder eine Drehung um 90◦ nach rechts no¨tig, um die Wand verfolgen zu
ko¨nnen. Die Motorenwerte ko¨nnen wieder auf 5 fu¨r den linken und -5 fu¨r den rechten
Motor gesetzt werden.
1/1/418/574/0/1/0/0/ -/5/ -5
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Nach 45◦ Drehung in die rechte Richtung geben die Sensoren 2 und 3, siehe Abb. 4.3
einen sehr kleinen Wert nahe 0 bzw. 0 zuru¨ck, jedoch muss die Drehung um weitere
45◦ vollendet werden. Wieder geschieht dies durch Einstellung der Motorwerte mit 5
fu¨r den linken und -5 fu¨r den rechten Motor. Diese achte Situation ist der fu¨nften sehr
a¨hnlich, jedoch befindet sich der Roboter evtl. na¨her an der Wand und die Sensoren
0 und 1 geben gro¨ßere Werte zuru¨ck. Um eine Verwechslung mit einer anderen Situa-
tion zu vermeiden, sollte also auch diese in die Trainingsdaten mit aufgenommen werden.
292/1023/0/0/0/0/0/0/ -/5/ -5
Die neunte und letzte Situation ist die, wenn die Wand zur Linken des Roboters endet
und vor diesem keine weitere auftaucht. Khepera muss nun um die Ecke der endenden
Wand herum fahren und die Wand auf der anderen Seite weiter verfolgen. Diese Situa-
tion tritt ein, wenn alle Sensoren Werte um 0 bzw. 0 liefern, da sich das Ende der linken
Wand im toten Winkel dieser befindet. Es ist eine vorsichtige Drehung nach links no¨tig,
um wieder Kontakt zur Wand aufzunehmen, was mit Motorwerten von -4 fu¨r den linken
und 4 fu¨r den rechten Motor erreicht wird. Erfassen die Sensoren die Wand erneut, so
tritt wieder die erste Situation ein.
0/1/0/1/0/0/1/1/ -/ -4/4
Wird der Roboter in eine Umgebung gesetzt, in der sich keine Hindernisse bzw. Wa¨nde
befinden und die Sensoren also 0 zuru¨ckliefern, so versucht Khepera stets mit einer
Linksdrehung eine Wand zu erreichen und wu¨rde sich folglich im Kreise drehen, da keine
vorhanden sind. Eine Geradeausfahrt bei Sensorwerten von 0 darf nicht in den Trai-
ningsdaten spezifiziert werden, da sonst die Drehung nach links beim Enden einer Wand
verfa¨lscht werden wu¨rde. Es darf also innerhalb einer SOM zu einer Situation immer nur
eine Mo¨glichkeit der Motorwerteinstellung geben. Dies ist eine deutliche Einschra¨nkung
bei herko¨mmlichen sensormotorischen Karten. Eine Mo¨glichkeit, dies zu verhindern wa¨re
z.B. die Verwendung einer zweiten SOM, in der eine andere Verhaltensweise abgebildet
ist, welche bei bestimmten Situationen zu Rate gezogen werden wu¨rde. Auch spielt die
Vergangenheit fu¨r die SOM bei der Entscheidungsfindung keine Rolle. Wu¨rde sich der
Roboter also im Kreis drehen, so wu¨rde dies fortan so weitergehen, da die herko¨mmliche
SOM keine Informationen der Vergangenheit verarbeitet. Auch hier ist ein Ansatzpunkt
fu¨r die Verbesserungs- und Erweiterungsmo¨glichkeit von SOMs. Dies wird in dieser Ar-
beit jedoch nicht weiter ausgefu¨hrt.
Fu¨r die Lernphase der 10 · 10 Neuronen großen SOM mit den, auf dem eben beschrie-
benen Weg, erzeugten Trainingsdaten wurden wieder die Einstellungen aus Tabelle 5.1
verwendet. Auch wurde wieder der Wert 5 als Startwert fu¨r alle Gewichtswerte der Neu-
ronen genutzt. Die Komponentenkarte der trainierten SOM zeig Abb. 5.14. Das weiss
eingefa¨rbte Neuron ist das Gewinnerneuron aus der Situation, illustriert in Abb. 5.13.
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Abbildung 5.10.: Der Roboter Khepera, gesteuert durch eine SOM, bei einer Rechtsdre-
hung wa¨hrend einer Wandverfolgung.
Bei Betrachtung der Komponentenkarte ist zu erkennen, dass kein Neuron blau ein-
gefa¨rbt ist, was dadurch zu begru¨nden ist, dass bei der Erstellung der Trainingsdaten
keine Situation mit Hindernissen zur Rechten Kheperas vorkam. Die Wand befand sich
in allen Situationen entweder vor dem Roboter und / oder links davon.
Abbildung 5.11.: Roboter Khepera,
gesteuert durch eine
SOM, bei der Umrun-
dung einer endenden
Wand.
Abbildung 5.12.: Roboter Khepera,
gesteuert durch ei-
ne SOM, bei der
Umrundung einer
Ecke.
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Abbildung 5.13.: Roboter Khepera,
gesteuert durch eine
SOM, beim Verfolgen
einer geraden Wand.
Abbildung 5.14.: Komponentenkarte
einer mit Beispiel-
daten fu¨r eine linke
Wandverfolgung trai-
nierten SOM. Das
weiss markierte Neu-
ron ist der Gewinner
in der Situation, die
in Abb. 5.13 zu sehen
ist.
5.5. Korridorverfolgung
Wie bei der Wandverfolgung stand auch bei der Korridorverfolgung kein Algorithmus
zur Verfu¨gung, der den Roboter steuern konnte, um so wa¨hrend der Fahrt aufgezeich-
nete Sensor- und Motorwerte als Trainingsdaten zu verwenden. Diese mussten also wie-
der selbst erzeugt werden, indem Khepera in verschiedene Situationen gesetzt wurde
und Sensorwerte dieser Situationen aufgezeichnet wurden. Anschließend wurden diesen
Sensordaten Motorwerte zugeordnet. In diesem Versuch zur Realisierung einer Korri-
dorverfolgung wird von 12 verschiedenen Situationen ausgegangen, in denen sich der
Roboter befinden kann. Aus jeder Situation wurden 10 Trainingsdatensa¨tze erzeugt.
Die erste dieser Situationen ist die, wenn der Roboter in der Mitte eines Korridors
steht und dieser so schmal ist, dass die Sensoren Nummer 0 und 5, siehe Abb. 4.3, bei-
de Wa¨nde seitlich des Roboters erfassen ko¨nnen. Dies ko¨nnte z.B. die Ausgangsposition
Kheperas sein. Es befindet sich also kein Hindernis vor ihm sondern lediglich zwei Wa¨nde
seitlich von ihm. Khepera muss in einer solchen Situation geradeaus fahren, um seine
”
Reise“ zu beginnen. Dies wird mit einem Motorwert von 10 fu¨r beide Motoren erreicht.
Folgendes Listing zeigt ein Beispiel fu¨r einen Trainingsdatensatz.
811/0/1/0/0/814/0/0/ -/10/10
Ist der Korridor so breit, dass ihn beide seitlichen Sensoren nicht gleichzeitig erfassen
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ko¨nnen, sondern entweder der linke oder rechte seitliche Sensor, so muss sich der Roboter
an der Wand orientieren, die er erfassen kann. Zuna¨chst wird die Situation beschrieben,
an der sich Khepera weiter links aufha¨lt, also der linke seitliche Sensor eine Wand er-
kennt. Diese Situation ist gleich mit der Situation 1 aus Abb. 5.1. Auch hier soll Khepera
mit dem Motorwert 10 fu¨r beide Motoren geradeaus fahren.
784/0/0/0/0/0/0/0/ -/10/10
Ist Khepera der rechten Wand des Korridors na¨her, kann also der rechte seitliche Sen-
sor eine Wand erkennen, so befindet sich der Roboter in der dritten Situation. Wiederum
muss er mit dem Motorwert 10 fu¨r beide Motoren geradeaus fahren.
0/0/0/0/0/784/0/0/ -/10/10
Wie auch bei der Wandverfolgung ist es nun mo¨glich, dass Khepera sich der linken
oder rechten Wand zu stark na¨hert. Um eine Kollision zu vermeiden, muss folglich ge-
gen gesteuert werden. Wird die Distanz zur linken Wand zu klein, so bringen ihn die
Motorwerte 10 fu¨r den linken und 5 fu¨r den rechten Motor wieder auf den richtigen Weg.
1023/299/0/0/0/0/1/1/ -/10/5
Na¨hert sich Khepera der rechten Wand zu sehr, so werden die Motorwerte 5 fu¨r den
linken und 10 fu¨r den rechten Motor dies ausgleichen.
0/0/0/0/299/1023/1/1/ -/5/10
In einem zu breiten Korridor, in dem Khepera beide seitlichen Wa¨nde nicht gleichzei-
tig erkennen, kann ist es wichtig, dass, wenn der Roboter eine Wand lokalisiert hat, diese
nicht verliert. Wenn sich Khepera also von der linken Wand zu stark entfernt, muss dem
ebenfalls entgegengewirkt werden. Dies geschieht, wie auch in der Wandverfolgung, mit
den Motorwerten 5 fu¨r den linken und 10 fu¨r den rechten Motor.
53/0/0/0/0/1/0/0/ -/5/10
Das gleiche gilt fu¨r die rechte Seite. Hat Khepera die rechte Wand erkannt, und der
linke seitliche Sensor ist nicht in der Lage, die linke Wand auszumachen, so darf der
Roboter die rechte Wand nicht
”
verlieren“. Driftet er aber langsam von dieser ab, so
wird eine Motoreneinstellung des linken Motors von 10 und des rechten von 5 dies kom-
pensieren.
0/1/0/0/0/50/0/0/ -/10/5
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Die achte Situation entspricht der Situation 2 aus Abb.5.1. Der Roboter hat sich an
der linken Wand orientiert und eine weitere taucht frontal vor ihm auf. Die Sensoren
Nummer 2 und 3 aus Abb. 4.3 geben also zunehmend gro¨ßere Werte zuru¨ck. Eine Kol-
lision muss folglich mit einer 90◦ Drehung nach rechts vermieden werden, was durch
Einstellungen der Motoren mit den Werten 5 fu¨r den linken und -5 fu¨r den rechten Mo-
tor bewerkstelligt werden kann.
1023/596/571/984/0/0/0/0/ -/5/ -5
Hat Khepera eine 45◦ Drehung nach rechts hinter sich, befindet er sich in der neunten
Situation, die ebenfalls spezifiziert werden muss. Die Drehung ist noch nicht komplett
abgeschlossen, so dass seine Geradeausfahrt fortgesetzt werden kann. Es ist also not-
wendig, eine weitere 45◦ Drehung zu vollziehen, was wiederum mit den Motorwerten 5
fu¨r den linken und -5 fu¨r den rechten erreicht werden kann. Nach der Drehung befindet
sich die Wand, die eben noch frontal vor dem Roboter war, auf seiner linken Seite und
es kann mit der zweiten Situation fortgefahren werden. Die beiden hinteren Sensoren
werden in diesem Versuch vernachla¨ssigt. Es wird also keine weitere Situation definiert,
in der sich zusa¨tzlich zu der nun linken Wand die eben noch linke Wand nun hinter dem
Roboter befindet.
334/827/113/0/0/0/1/73/ -/5/ -5
Die gleiche Prozedur muss durchgefu¨hrt werden, wenn sich Khepera an der rechten
Wand orientiert hat und eine neue Wand vor ihm zu erkennen ist. Dies ist die zehnte
Situation, welche gleich mit der Situation 4 aus Abb. 5.1 ist. Hier ist ebenfalls eine 90◦
Drehung no¨tig, jedoch diesmal in die linke Richtung, was durch die Motoreneinstellungen
von -5 fu¨r den linken und 5 fu¨r den rechten Motor erzielt wird. Im folgenden Listing ist
zu erkennen, dass der Sensor Nummer 3 nur einen Wert von 171 geliefert hat und Sensor
Nummer 2 sogar eine 0, wa¨hrend in der vorherigen achten Situation die beiden wesent-
lich gro¨ßere Werte zuru¨ck lieferten. Dies ist auf verrauschte Sensorwerte zuru¨ckzufu¨hren
und die Tatsache, dass sich Hindernisse auf der rechten Seite na¨her am Roboter befinden
mu¨ssen, um hohe Sensorwerte zu erzeugen. Ob dies daran liegt, dass die Sensoren bei
der Herstellung nie exakt gleich produziert werden ko¨nnen, oder dass das verwendete
Khepera Exemplar schon einige Jahre alt ist, kann nicht mit Sicherheit gesagt werden.
Denkbar ist auch, dass zusa¨tzliche Einstrahlung von Sonnenlicht die Werte verfa¨lscht
hat. Jedoch lieferten die Sensoren in dieser Situation unter anderen die aufgelisteten
Werte und die sollten in dieser Form auch als Trainingsdaten verwendet werden.
0/0/0/171/176/697/0/0/ -/ -5/5
Wieder muss mit der Drehung nach 45◦ um weitere 45◦ fortgefahren werden, um sie
schließlich zu vollenden. Dies geschieht erneut mit den Motorwerten -5 fu¨r den linken
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und 5 fu¨r den rechten Motor. Auch hier sind die Sensorwerte nicht symmetrisch zu denen
aus der neunte Situation, was wieder auf eine Verrauschung schließen la¨sst.
0/0/1/375/981/160/20/0/ -/ -5/5
Die zwo¨lfte und letzte Situation entspricht der, wenn die Wa¨nde links und rechts des
Korridors enden und keine weitere Wand vor dem Roboter auftaucht. Denkbar ist auch,
dass eine oder beide Wa¨nde in einem 270◦ Winkel abknicken. Khepera ist aber mit den
vorhandenen Sensoren nicht in der Lage zu erkennen ob sie tatsa¨chlich enden oder nach
einem mo¨glichen 270◦ Knick fortlaufen. Nun muss entschieden werden, wie sich der Ro-
boter verhalten soll. Ob er, nachdem alle Sensoren Werte um 0 oder exakt 0 liefern, da
sich die Wa¨nde im toten Winkel befinden, nach links abbiegt, um dort die linke Wand
zu verfolgen, oder nach rechts. Es ist, aufgrund der Verfahrensweise und Struktur ei-
ner SOM, wieder nur eine Entscheidung mo¨glich. Hier wurde eine Drehung nach links
gewa¨hlt, wie folgendes Listing zeigt. Die Motorwerte mu¨ssen also demnach auf -4 fu¨r
den linken und 4 fu¨r den rechten Motor eingestellt werden, um eine langsame Drehung
einzuleiten. Wu¨rde der Roboter in eine Umgebung ohne Hindernisse platziert werden,
so wu¨rde er stets versuchen, in einer Linksdrehung eine Wand zu finden, an der er sich
weiter orientieren kann.
0/0/1/0/1/0/0/0/ -/ -4/4
Wieder wurde fu¨r diesen Versuch eine 10 · 10 Neuronen große SOM verwendet, de-
ren Gewichtswerte mit dem Startwert 5 initialisiert wurden. Fu¨r den Algorithmus wa¨re
auch eine kleinere SOM denkbar gewesen, jedoch wurde innerhalb dieser Arbeit fu¨r alle
Versuche eine gleich große SOM verwendet. Die Trainingseinstellungen sind in Tabelle
5.1 nachzulesen.
Im folgenden sind Abbildungen zu sehen, die einerseits den Roboter in einer bestimm-
ten Situation zeigen und zusa¨tzlich die Komponentenkarte der trainierten SOM mit dem
weiss eingefa¨rbten Neuron, welches in dieser Situation als Gewinner hervorging. Zu er-
kennen ist, dass sich der blaue Bereich rechts oben in der Komponentenkarte nicht neben
den blauen Bereichen links unten in der Karte befindet, sondern neben einem roten Be-
reich, siehe Abbildungen 5.16, 5.18 und 5.20. Dies ist zuru¨ckzufu¨hren auf die Mischung
der Trainingsdatensa¨tze, welche vor dem Training stattgefunden hat. In bisher jedem
Versuch wurden die Trainingsdaten einmal gemischt. Abbildung 5.21 zeigt eine Kom-
ponentenkarte einer SOM, welche mit den selben Trainingsdaten trainiert wurde, diese
jedoch vorher nicht gemischt wurden. Die Bereiche dieser Karte sind nicht
”
zerrissen“.
Auf die Kartenqualita¨t hat dies jedoch keine Auswirkungen. Der Roboter wu¨rde in glei-
cher Weise von der einen oder anderen SOM gesteuert werden. Lediglich die Anordnung
der Bereiche ist unterschiedlich.
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Das Mischen geschieht durch eine Methode, die durch den SOMTrainer zur Verfu¨gung
gestellt wird. Um die Mischung der Trainingsdaten reproduzierbar zu machen, wurde ein
bestimmter Mischalgorithmus verwendet, der den ersten und den letzten Trainingsda-
tensatz vertauscht, dann den dritten und den vorvorletzten usw. bis schließlich jeder
zweite Trainingsdatensatz vertauscht wurde. Somit kann immer wieder aufs Neue die
selbe Mischung produziert werden, was bei einer zufa¨lligen Mischung nicht der Fall wa¨re.
Abbildung 5.15.: Roboter Khepera,
gesteuert durch eine
SOM, bei der Verfol-
gung eines geraden
Korridors.
Abbildung 5.16.: Komponentenkarte
einer mit Beispielda-
ten fu¨r eine Korridor-
verfolgung trainierten
SOM. Das weiss
markierte Neuron ist
der Gewinner in der
Situation, die in Abb.
5.15 zu sehen ist.
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Abbildung 5.17.: Roboter Khepera,
gesteuert durch eine
SOM, bei einer Links-
kurve, wa¨hrend einer
Korridorverfolgung.
Abbildung 5.18.: Komponentenkarte
einer mit Beispielda-
ten fu¨r eine Korridor-
verfolgung trainierten
SOM. Das weiss
markierte Neuron ist
der Gewinner in der
Situation, die in Abb.
5.17 zu sehen ist.
Abbildung 5.19.: Roboter Khepera,
gesteuert durch ei-
ne SOM, bei einer
Rechtskurve, wa¨hrend
einer Korridorverfol-
gung.
Abbildung 5.20.: Komponentenkarte
einer mit Beispielda-
ten fu¨r eine Korridor-
verfolgung trainierten
SOM. Das weiss
markierte Neuron ist
der Gewinner in der
Situation, die in Abb.
5.19 zu sehen ist.
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Abbildung 5.21.: Komponentenkarte einer mit nicht gemischten Beispieldaten fu¨r eine
Korridorverfolgung trainierten SOM.
5.6. Objektverfolgung
In der Objektverfolgung geht es darum, ein vorgesetztes Objekt zu verfolgen, falls sich
dieses von dem Roboter entfernt. Wenn kein Objekt um Khepera platziert ist, soll die-
ser geradeaus fahren, um sich eines zu suchen, um dann das erste gefundene Objekt
zu verfolgen. Eine Hindernisvermeidung wa¨hrend der Objektverfolgung wurde nicht
beru¨cksichtigt, da die Sensoren Kheperas nicht zwischen Hindernis und zu verfolgen-
dem Objekt unterscheiden ko¨nnen. Natu¨rlich sollte der Roboter jedoch nicht mit dem
zu verfolgenden Objekt kollidieren.
Wieder mussten die Trainingsdaten zum Trainieren der SOM erzeugt werden, indem
Khepera in verschiedenen Situationen gesetzt wurde und Sensoraufnahmen von diesen
gemacht wurden. Anschließend wurden diesen Sensorwerten Motorwerte zugeordnet. Fu¨r
diesen Versuch wurden insgesamt 80 Trainingsdatensa¨tze aus 15 verschiedenen Situatio-
nen erzeugt, die sich jedoch in sieben Situationen grob zusammenfassen lassen.
Die erste Situation, welche genau genommen aus drei leicht unterschiedlichen Situa-
tionen besteht ist die, wenn Khepera direkt vor einem Objekt steht. Dabei muss er nicht
unbedingt in einem 90◦ Winkel vor dem Objekt aufhalten, sondern kann sich auch leicht
nach rechts oder links gedreht vor diesem befinden. Wichtig ist aber, dass sich das Objekt
nah vor dem Roboter befindet. In diesen Situationen darf sich Khepera nicht bewegen
und beno¨tigt dazu eine Motoreinstellung von 0 fu¨r beide Motoren. Das folgende Listing
zeigt Trainingsdatensa¨tze fu¨r diesen drei leicht verschiedenen Situationen.
0/1023/1023/1023/1023/0/0/0/ -/0/0
0/1023/1023/1023/1/0/1/1/ -/0/0
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0/0/1023/1023/1023/0/0/0/ -/0/0
Wenn sich das Objekt vor dem Roboter befindet und sich von diesem wegbewegt,
muss Khepera diesem folgen. Wird der von den Sensoren gemessene Abstand also gro¨ßer
bzw. die zuru¨ckgelieferten Sensorwerte der Sensoren 2 und 3 kleiner, so mu¨ssen die Mo-
toreinstellungen neu geta¨tigt werden. Dies ist die na¨chste Situation, die wieder aus drei
leicht abgewandelten Situationen besteht. Ist der Abstand zum Objekt nur ca. 2 cm,
so reicht es, diesem langsamer hinterher zu fahren. Wird der Abstand jedoch gro¨ßer,
so muss auch die Verfolgungsgeschwindigkeit erho¨ht werden. Fu¨r die Motorwerte einer
langsamen Verfolgung wurden in diesem Versuch 5 fu¨r den linken und 5 fu¨r den rechten
Motor gewa¨hlt. Eine schnelle Verfolgung wird mit den Motorwerten von 10 fu¨r beide
Motoren erreicht. Im folgenden Listing sind drei Trainingsdatensa¨tze zu sehen, von de-
nen der erste eine langsame Verfolgung repra¨sentiert und die letzten beiden eine schnelle.
0/0/889/1023/1/0/0/1/ -/5/5
0/0/412/506/0/1/0/0/ -/10/10
0/0/0/193/0/0/0/0/ -/10/10
Die dritte Situation ist der Zustand, wenn sich das Objekt nah links vom Roboter
befindet. Steht dieser etwa parallel zum Objekt, was Situation 1 aus Abbildung 5.1
entspricht, so ist eine schnelle Drehung auf der Stelle nach links no¨tig, was mit den Mo-
torwerten -5 fu¨r den linken und 5 fu¨r den rechten erreicht wird. Ist ein Teil der Drehung
abgeschlossen, so kann diese einerseits verlangsamt werden, andererseits kann versucht
werden, Khepera frontal na¨her an das Objekt heranzubringen, was mit den Motorein-
stellungen von -2 fu¨r den linken und 7 fu¨r den rechten Motor erledigt wird.
1023/1023/0/0/1/0/0/0/ -/ -5/5
1023/1023/279/1/0/0/0/0/ -/ -2/7
Befindet sich das Objekt schra¨g links des Roboters, jedoch weiter weg, so dass es nur
noch von Sensor Nummer 1 erkannt wird, was die vierte Situation ist, muss sich Khepera
wieder schneller in dessen Richtung bewegen und dabei eine leichte Kurve zuru¨cklegen,
um sich wieder frontal vor das Objekt zu bewegen. Die Motoreinstellungen von 3 fu¨r
den linken und 10 fu¨r den rechten Motor erledigen dies; ist der Abstand jedoch so groß,
dass auch Sensor Nummer 1 einen kleineren Werte zuru¨ckliefert, so muss dies mit den
Motorwerte 5 fu¨r den linken und 10 fu¨r den rechten Motor schneller geschehen.
1/683/0/0/1/1/0/0/ -/3/10
0/295/0/0/0/0/0/0/ -/5/10
In der fu¨nften Situation gilt fu¨r die rechte Seite das gleiche, jedoch mit vertauschten
Motorwerten. Befindet sich das Objekt in der Na¨he rechts des Roboters, etwa parallel
dazu, was Situation 3 aus Abb. 5.1 entspricht, so ist eine Linksdrehung auf der Stelle
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no¨tig, um den Roboter frontal zum Objekt zu bringen, was die Motorwerte 5 fu¨r den
linken und -5 fu¨r den rechten Motor bewerkstelligen. Die Drehung kann, nachdem ein
Teil von ihr erfolgt ist, verlangsamt werden und Khepera kann schließlich na¨her an das
Objekt gebracht werden, was durch die Motoreinstellungen von 7 fu¨r den linken und -2
fu¨r den rechten Motor geschieht.
0/0/0/0/516/1023/0/0/ -/5/ -5
1/0/0/36/1023/1023/0/0/ -/7/ -2
Die sechste Situation ist der vierten a¨hnlich, jedoch seitenverkehrt. Das Objekt befin-
det sich leicht rechts des Roboters ebenfalls etwas weiter von diesem entfernt. Nur noch
Sensor Nummer 4 ist in der Lage, es auszumachen. Khepera muss also in einer Kurve
schneller an das Objekt heranfahren. Die Motoreinstellungen 10 fu¨r den linken und 3
fu¨r den rechten Motor erledigen dies. Ist das Objekt weiter weg, so dass Sensor Nummer
4 einen relativ kleinen Werte zuru¨ckliefert, so muss statt dem Wert 3 fu¨r den rechten
Motor der Wert 5 verwendet werden, um es so schneller zu erreichen.
0/0/1/13/814/0/0/0/ -/10/3
0/0/0/1/266/1/1/0/ -/10/5
In der siebten und letzten Situation befindet sich das Objekt direkt hinter Khepera
und die Sensoren Nummer 6 und 7 geben hohe Werte zuru¨ck. Der Roboter muss sich also
um 180◦ drehen, um sich frontal zu diesem auszurichten. Das Anlegen der Motorwerte
-10 fu¨r den linken und 10 fu¨r den rechten Motor wird dies bewerkstelligen.
0/0/0/0/0/0/1023/1023/ -/ -10/10
Auch in diesem Versuch wurde eine 10 · 10 Neuronen große SOM verwendet. Die
Startwerte der Gewichtswerte der Neuronen waren wiederum 5 und die verwendeten
Trainingseinstellungen, die gleichen, wie bei den vorhergehenden Versuchen, zu sehen
in Tabelle 5.1. Auch in diesem Versuch wurden die Trainingsdaten vor der Lernphase
einmal gemischt.
Abbildung 5.22 zeigt die Komponentenkarte der trainierten SOM. Es sind vier ver-
schiedene Bereiche zu erkennen. Der gru¨ne Bereich, welcher die Situationen, in denen sich
das Objekt vor Khepera befindet repra¨sentiert, der rote Bereich, welcher die Situationen
darstellt, in denen sich das Objekt links des Roboters aufha¨lt und der blaue Bereich
in denen es rechts von Khepera postiert ist. Der schwarze Bereich gibt die Situationen
an, in welchen sich das Objekt schon in einigem Abstand zum Roboter befindet. Die
Abbildungen 5.23, 5.24 und 5.25 zeigen den Roboter auf einer Verfolgungsjagd hinter
einem sich entfernenden Objekt.
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Abbildung 5.22.: Komponentenkarte
einer mit Beispielda-
ten fu¨r eine Objekt-
verfolgung trainierten
SOM.
Abbildung 5.23.: Roboter Khepera,
gesteuert durch eine
SOM, beim Warten
vor einem Objekt.
Abbildung 5.24.: Roboter Khepera,
gesteuert durch eine
SOM, beim Verfolgen
eines sich entfernen-
den Objektes.
Abbildung 5.25.: Roboter Khepera,
gesteuert durch eine
SOM, beim Verfolgen
eines sich entfernen-
den Objektes.
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6. Fazit und Ausblick
Das entwickelte Java Framework fu¨r selbstorganisierende Karten, JFSOM ermo¨glicht es,
SOMs und die gewonnenen Erkenntnisse u¨ber sie, aus programmiertechnischer Sicht, ein-
fach und schnell auf a¨hnliche Probleme anzuwenden. Dabei mu¨ssen nicht immer Roboter
gesteuert werden, auch in der Statistik, in welcher große Datenmengen auf ihren eigent-
lichen Informationsgehalt reduziert werden sollen, ko¨nnen SOMs Verwendung finden, da
diese die Daten selbststa¨ndig organisieren, klassifizieren und approximieren ko¨nnen.
In der Robotersteuerung ist es mo¨glich, durch SOMs verschiedene Verhaltensweisen
in relativ kurzer Zeit zu realisieren, da dazu einerseits Trainingsdaten verwendet werden
ko¨nnen, die durch Aufzeichnung eines Verhaltens eines schon bestehenden Algorithmus
erzeugt werden. Andererseits ist es zur Erzeugung von Trainingsdaten ebenso mo¨glich,
die Sensordaten der verschiedenen Situationen, die bei Anwendung einer Verhaltensweise
auftreten ko¨nnen, aufzuzeichnen und diesen Reaktionen in Form von Motorwerten o.a.
Daten zuzuordnen. Die Verhaltensweisen mu¨ssen also nicht mu¨hsam in konventioneller
Weise implementiert, sondern lediglich die Beispieldaten bereitgestellt werden.
Jedoch wird die Vergangenheit durch eine herko¨mmliche SOM nicht beru¨cksichtigt.
Wird durch diese ein Ausgabedatensatz zu eingehenden Daten gefunden, so wird bei
gleichen oder a¨hnlichen Eingabedaten immer wieder der gleiche Ausgabedatensatz er-
zeugt. Eine zeitliche Abha¨ngigkeit der Ausgabedaten ist nicht vorhanden. Fu¨r diese
Problematik, beschrieben in Abschnitt 5.4, ko¨nnte z.B. durch eine Ru¨ckkopplung der
Ausgabedaten eine Lo¨sung gefunden werden.
Eine weitere Problematik einer herko¨mmlichen SOM ist, dass fu¨r eingehende Daten
immer nur ein Ausgabedatensatz gefunden werden kann. So verha¨lt sich Khepera, wie
in Abschnitt 5.4 erla¨utert, bei identischen oder a¨hnlichen eingehenden Sensordaten im-
mer gleich. Es kann somit keine Variationsmo¨glichkeiten geben. Durch Einsatz mehrerer
SOMs, in denen unterschiedliche Verhaltensweisen approximiert sind, ist es mo¨glich, die-
ses Problem zu bewa¨ltigen und trotz a¨hnlicher eingehender Daten je nach aktiver SOM
verschiedene Ausgabedaten zu erhalten.
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A. SocKhe User Manual
Im folgenden wird eine kurze Anleitung zur Benutzung der Bedienoberfla¨che der An-
wendung SocKhe gegeben. Die grafische Oberfla¨che ist intuitiv bedienbar und durch
Hilfetexte, die bei einer Positionierung des Mauszeigers u¨ber den verschiedenen Schalt-
fla¨chen automatisch sichtbar werden, weitgehend selbsterkla¨rend. Abbildung A.1 zeigt
diese Oberfla¨che, in der ein Hilfetext fu¨r die linke Schaltfla¨che eingeblendet ist.
Die Benutzung erfolgt in verschiedenen Schritten. Zuerst muss eine Datei mit Trai-
ningsdaten ausgewa¨hlt werden, dies geschieht durch ein Dialogfenster, welches durch
einen Klick auf die linke nicht ausgegraute Schaltfla¨che, siehe Abb. A.1, geo¨ffnet wird. Es
ist auch mo¨glich, eine schon trainierte und zuvor gespeicherte SOM zu laden, was durch
einen Klick auf die rechte, ebenfalls nicht ausgegraute Schaltfla¨che geschieht. Die aus-
gegrauten Schaltfla¨chen ko¨nnen noch nicht benutzt werden, da vorher Schritte geta¨tigt
werden mu¨ssen, die im folgenden Abschnitt erla¨utert werden.
Ist eine schon trainierte SOM geladen worden, so kann sie entweder durch Benutzung
der Schaltfla¨che mit dem Mu¨lleimersymbol, siehe Abb. A.2, gelo¨scht werden oder durch
Beta¨tigung der Schaltfla¨che mit dem Diskettensymbol, zu sehen in Abb. A.3, in eine
andere Datei gespeichert werden. Wurde allerdings eine Datei mit Trainingsdaten aus-
gewa¨hlt, so ko¨nnen diese zuna¨chst importiert, dann auf Wunsch gemischt und schließlich
trainiert werden. Die Abbildungen A.4 A.5 und A.6 zeigen die Schaltfla¨chen mit wel-
chen der Trainingsdatenimport, das Mischen und das Training ausgelo¨st werden. Eine
trainierte SOM kann wiederum in eine gewu¨nschte Datei gespeichert oder verworfen
werden.
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Abbildung A.1.: Bedienoberfla¨che zur Einstellung und zum Training der Som mit kon-
textsensitiver Hilfe fu¨r die linke Schaltfla¨che.
Abbildung A.2.: Ausschnitt der Bedienoberfla¨che, mit eingeblendetem Hilfetext fu¨r die
Schaltfla¨che zum Lo¨schen einer SOM.
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Abbildung A.3.: Ausschnitt der Bedienoberfla¨che, mit eingeblendetem Hilfetext fu¨r die
Schaltfla¨che zum Speichern einer SOM.
Abbildung A.4.: Ausschnitt der Bedienoberfla¨che, mit eingeblendetem Hilfetext fu¨r die
Schaltfla¨che zum Importieren von Trainingsdaten.
Abbildung A.5.: Ausschnitt der Bedienoberfla¨che, mit eingeblendetem Hilfetext fu¨r die
Schaltfla¨che zum Mischen der Trainingsdaten.
Abbildung A.6.: Ausschnitt der Bedienoberfla¨che, mit eingeblendetem Hilfetext fu¨r die
Schaltfla¨che zum Trainieren der SOM mit den ausgesuchten Trainings-
daten.
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