Effect algebras ([1], [2] ) and D-posets ([3]) are equivalent systems important in quantum structures. In the paper an independent sequence of observables is defined by such a way that a very general version of the central limit theorem may be proved.
Introduction
In multi valued logic the MV algebras play the same role as Boolean algebras in two valued logic. Therefore probability theory on MV algebras seems to be very important (see ([6] ). Of course, there are interesting generalizations of MV algebras: Dposets ( [3] ) and equivalently effect algebras ( [1] , [2] ). Again, probability theory can be constructed on Dposets and particularly on D-posets with product ( [4] ).
In the paper the central limit theorem is proved for very general D-posets.
In the Section 2 some basic notions are defined. The key for our limit theorem is the new formulation of independence. It is motivated and presented in the Section 3. Also the sum of independent observables is defined there. The general central limit theorem is formulated and proved in the Section 4. Similarly as in [6] a local representation of a sequence of independent observables by a sequence of random variables seems to be the main idea of the proof.
Effect algebras and D-posets
The concept of an effect algebra was introduced by Foulis and Bennet [1] . We will work with an equivalent algebraic structure, called D-poset introduced by Kôpka and Chovanec ([3] 
Every effect algebra bears a natural partial ordering given by x ≤ y if and only if y = x + z for some z ∈ E. The poset (E, ≤) is bounded, 0 is the bottom element and 1 is the top element. In every effect algebra, a partial subtraction − can be defined as follows:
x − y exists and is equal to z if and only if x = y + z.
The system (E, ≤, −, 0, 1) so obtained is a Dposet defined by Kôpka and Chovanec [3] . 
b − a is defined if and only if
To build a probability theory we need two important mappings equivalent to probability measure and random variable. In our concept we call them state and observable. 
Definition 4 Let J = {(−∞, t); t ∈ R}. An observable on D is any mapping x : J → D satisfying the following conditions:
Then F is a distribution function.
x((−∞, t)) by 3 of Def. 4, and 
by 2 of Def. 4 and 1 and 3 of Def. 3. Denote by B(R) the family of all Borel subsets of the real line R. Since F is a distribution function, there exists exactly one probability measure λ F :
Recall that in the Kolmogorov theory the mean value E(ξ) of a random variable ξ : (Ω, S, P ) → R is defined as an integral
Let g : R → R be a Borel measurable function. The transformation formula states
where F is the distribution function of ξ. It motivates the following definition.
Definition 6 An observable x : J → D is integrable, if there exists
where F is the distribution function of x. It is square integrable, if there exists the dispersion
Independence
As a motivation consider a probability space (Ω, S, P ), where Ω is a non-empty set, S is a σ-algebra of subsets of Ω and P : Ω → [0, 1] is a probability measure. Two random variables ξ, η : Ω → R are independent, if
for any Borel sets A, B ∈ B(R). Let F 1 or F 2 be distribution function of ξ or η resp., i.e.
F 1 (t) = P ({ω; ξ(ω) < t}), F 2 (t) = P ({ω; η(ω) < t}).
Define Borel probability measures λ F1 , λ F2 :
for any a, b ∈ R, a ≤ b. It is very well known that there exists exactly one probability measure
for any A, B ∈ B(R). We need to characterize the probability distribution of the sum ξ + η, i.e.
P ({ω; ξ(ω) + η(ω) < t}), t ∈ R.
Theorem 7 Let ξ, η : Ω → R be independent random variables,
for any t ∈ R.
Proof. We have
The idea may be realized also in our general case.
The observables are called to be independent, if there exists a mapping h n : M n → D with the following properties:
Theorem 9 Define y n : J → D by the equality y n ((−∞, t)) = h n (∆ n t ). Then y n is an observable. 
Remark. There has been proved in [5] that in so-called Kôpka D-posets there exists the mapping h n : M n → D satisfying the properties stated in previous Definition.
Central limit theorem
We are able now to formulate and prove the main result of the paper. We shall use the following notation. If y : J → D is an observable and α, β are real numbers, α = 0, then αy + β : J → D is defined by the formula
2 dx.
. Then (P n ) presents a consistent system of probability measures: for any B ∈ B(R n ), n ∈ N . Define ξ n : R N → R by the formula ξ n ((u i )
x i )((−∞, t)) = h n (∆ 
