Introduction.
Let G be a locally compact Hausdorff group, that is, a locally compact group which satisfies the following separation axiom: every pair of distinct points in G have disjoint neighborhoods. Let µ be a complex bounded measure on G. We consider the functional equation (1.1)
In the particular case where µ = δ e (the Dirac complex measure concentrated at the identity element of G) (i.e., f ,δ e = G f (t)dδ e (t) = f (e), for all f : G → C), (1.1) reduces to Levi-Civita equation
2) a special case of which is Cauchy's functional equation f (xy) = f (x)f (y), for all x, y ∈ G. This explains the choice of the title of this note.
Solutions of general equations like (1.2) were studied by many authors. The trigonometric addition and subtraction formulas and their relations have been studied by Wilson [19] , Vietoris [17] , and Vincze [18] .
In their work, Chung et al. [7] found the solutions of the equation (1.3) in which the group G need not be abelian. where σ is a homomorphism of G such that σ (σ (x)) = x, for all x ∈ G. For other references and more information about (1.2), we can see the monographs by Aczél [1] , by Aczél and Dhombres [2] , and by Székelyhidi [16] .
f (xy) = f (x)g(y)+ g(x)f (y) + h(x)h(y), x, y ∈ G,
Let K be a compact subgroup of the group Aut(G) of all mappings of G onto G that are simultaneously automorphisms and homeomorphisms. Let dk be the normalized Haar measure on K, that is, the normalized nonnegative measure on K which is invariant by translations of K (see [10] ) and consider
(1.6) Equation (1.6) were considered by Stetkaer in several works (see, e.g., [13, 14, 15] ) and it was solved in the particular case when G is compact and commutative (see [13] ). Furthermore, on an abelian group G, the bounded solutions of equations like
were discussed by Chojnacki [6] and Badora [5] . Consider the groupG = G× s K, the semidirect product of G and K, where the topology is the product topology and the group operation is given by
So the functional equation (1.6) on G is closely related to the functional equation
onG, which is a particular case of (1.1). When n = 2, there are two interesting cases of (1.1):
which cover the functional equation for sinh and cosh that were studied by Vincze [18] .
The aim of this note is to study (1.1). Our discussion is organized as follows. In Section 2, we make a general setup and recall some definitions. In Section 3, we establish some general properties about the solutions of (1.1). In Section 4, we suppose that G is compact and µ is a Gelfand measure (see [3] ). In this case, when {g 1 ,...,g n } and {h 1 ,...,h n } are two sets of linearly independent functions and f is µ-invariant, we completely solve (1.1). The solutions are described in Theorem 4.2. As a particular case, we obtain the result given by Stetkaer when G is compact and commutative (see [13] ).
In Sections 4.3 and 4.4, we solve (1.10) and (1.11) without any assumption of µ-invariance nor of independence of the unknown functions f and g. We notice that the solutions of (1.1), (1.10), and (1.11) are expressed in terms of µ-spherical function of the compact group G characterized in [3] . The approach adopted here is based on a general process of diagonalization of matricial µ-spherical functions.
The results obtained in this note may be viewed as some generalizations of important works studied in the literature (see [1, 2, 5, 6, 7, 11, 12, 13, 14, 15, 19] ). Our work unifies many of the results presented in these references.
Setup and notations.
Throughout this note, G will be a Hausdorff topological locally compact group. Let M(G) denote the Banach algebra of complex bounded measures; it is the dual of C 0 (G), the Banach space of continuous functions vanishing at infinity. For all µ, ν ∈ M(G), we recall that the convolution product µ * ν is the measure given by
and the involution is defined in M(G) by µ * =μ, where
designate the Banach space of continuous (resp., continuous and bounded) complex valued functions.
For
and we say that
For every n ∈ N, M (n,n) (C) (resp., GL n (C)) will be the algebra of all complex n × n matrices (resp., invertible matrices). If A ∈ M (n,n) (C), we let A t denote the transpose of
, µ is called a Gelfand measure (see [3, 4] ) if µ * = µ = µ * µ and the Banach algebra µ * M(G) * µ is commutative under the convolution.
Remark 2.1. If K is a compact subgroup of G and µ = dk is the normalized Haar measure of K, then dk is a Gelfand measure on G if and only if (G, K) is a Gelfand pair (see [8, 9] ).
, is a µ-spherical matrix function if Φ(e) = I n and Φ satisfies the functional equation G Φ(xty)dµ(t) = Φ(x)Φ(y), for all x, y ∈ G.
3. Cauchy-type functional equations. In this section, we study the general properties of the functional equation (1.1) where µ ∈ M(G) and the unknown functions
The following useful lemma produces a necessary condition for (1.1) to have a solution.
for all x, y, z ∈ G.
which proves equality (3.1).
Assumptions. For the remainder of the note, we will make the following assumptions:
(H 1 ) µ ∈ M(G) and µ * µ = µ; (H 2 ) the two sets of functions {g i }, {h i } are linearly independent. We recall from [2] that assumption (H 2 ) implies that there exist {a i } i∈{1,2,...,n} ∈ G × G ×···×G and {b i } i∈{1,2,...,n} ∈ G ×G ×···×G such that the matrices {g j (a i )}, {h i (b j )} are invertible.
In the next theorem, we illustrate how the µ-spherical matrix functions can be useful in the study of the functional equation (1.1).
(ii) let Φ(z) for z ∈ G be the n × n matrix function defined by
then Φ is a µ-spherical matrix function. Furthermore, there exist the following identities:
where A is an invertible matrix of M (n,n) (C). Then (g 1 ,. ..,g n ) and (h 1 ,...,h n ) are linearly independent sets. There exists
for all x, y ∈ G, and the µ-spherical matrix function Φ corresponding to {g i } and {h i } defined in (ii) above is given by 
for all x, y ∈ G and for all i = 1,...,n.
Proof. (i) From Lemma 3.1, we can easily derive (3.3).
(ii) For all
By using (3.3), we get
which proves (3.5).
From the assumed form of Φ, we compute
(3.14)
Using (1.1) and assumption (H 1 ), we obtain
In view of assumption (H 2 ), we deduce that G g i (xs)dµ(s) = g i (x)
, for all x ∈ G and Φ(e) = I n . Therefore, according to Definition 2.2, Φ is a µ-spherical matrix function. Now, by applying (3.3) and (3.4), we get 
where A is an invertible n × n matrix. Then by a simple computation we get (3.8).
As mentioned above, the matrices {g j (a i )}, {h i (b j )} are invertible, then {g j (a i )}, {h i (b j )} are also invertible, and from (ii), the matrix µ-spherical function Φ corresponding to {g i } and {h i } is defined by
We notice that (3.11) come from (3.5) and (3.6). This ends the proof of Theorem.
In the next section, we study (1.1) in the case of compact groups.
Cauchy-type functional equations on compact groups
4.1. The aim of this section is to treat (1.1) in the case where G is compact (Hausdorff) not necessarily commutative. We suppose only that G is endowed with a Gelfand measure µ (see [3] ). For such a measure, we let Σ µ denote the set of all µ-spherical functions on G; it is the Gelfand spectrum of the commutative Banach algebra L µ
We recall (see [3] ) that in compact groups, a µ-spherical function ω is also a positive definite function and in particular,ω(x) = ω(x), for all x ∈ G.
Solutions of (1.1) for compact groups.
We start by the following result concerning µ-spherical matricial function.
Φ(e) = I n .
(4.1)
Then there exists ω 1 ,...,ω n ∈ Σ µ and an invertible matrix A ∈ M (n,n) (C) such that
Proof. LetĜ denote the set of irreducible characters of G (see [10] ) and consider the mapping fromĜ to M (n,n) (C) defined bŷ
where
We recall (see [3] ) that the µ-spherical functions in the compact group are exactly those given by (4.5) with χ π ∈Ĝ.
For all y ∈ G, we have
By the Peter-Weyl theorem (see, e.g., [10] ), we know that the irreducible characters of the compact groups G form a basis of the Banach space L 2 (G, dx). Therefore, the Span , we obtain the desired conclusion.
By using Theorems 4.1 and 3.2, we get the following result. 
Conversely, formulas (4.8) and (4.9) define a solution of (1.1).
To solve the functional equation (1.1) in compact groups, we note the following general result that describes its solutions in case of n = 1.
Proposition 4.3. Let µ ∈ M(G). Let f ,g,h ∈ C(G)\{0} be a solution of the functional equation
(4.10)
Then there exists a µ-spherical function φ on G such that
for all x, y ∈ G. Furthermore, if µ * µ = µ and f is µ-invariant, then there exist α, β ∈ C * such that
In view of (4.10) and Lemma 3.1, we get
and
is a µ-spherical function. Now according to Theorem 3.2, we have the rest of the proof.
Proof of Theorem 4.2. By Theorem 3.2, there exists a µ-spherical n × n matrix function Φ(z), z ∈ G such that (3.5) and (3.6) hold. Since G is compact, then by using Theorem 4.1, there exist ω 1 ,...,ω n ∈ Σ µ and A ∈ GL n (C) such that
immediately from Theorem 3.2(ii) that the functions h i and g i are solutions of the system of functional equations 16) for all x, y ∈ G and for all i = 1,...,n. In view of Proposition 4.3, there exists α i ,β i ∈ C * such that The subject of the following subsections is to treat some particular cases with n = 2. More precisely, we are interested in solving (1.10) and (1.11). We will see that the assumptions of independence or µ-invariance required in Theorem 4.2 are not needed here. Solutions of (1.10) . By using Theorems 4.2 and 3.2, and without assuming the µ-invariance of f , we get the following result. 
4.3.
To solve this equation we need to prove the following lemmas. 19) in which ω is a µ-spherical function such that f and ω are linearly independent, then f (x) = 0, for all x ∈ G.
Lemma 4.5. If f ∈ C(G) is a solution of the functional equation
Proof. Let f satisfy (4.19) . By a small computation, we show that f is µ-invariant. Multiplying (4.19) by ω(x) and integrating the result over G, we get 3] ), and
we obtain that f (x) = 0, for all x ∈ G. This completes the proof of Lemma 4.5. 
Proof. Equation (1.10) shows that To solve (1.11) we need the following lemma. 
