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In the last decades, model-based diagnosis has been an active research topic for the Artificial 
Intelligence community. It uses the explicit model of a system, the system inputs and the measured 
system outputs, in order to identify the subsystems that can generate faults. The system or the process 
that incorporates diagnosis may reduce costs and provide more security. 
 
Some models used in engineering are based on constraint logic programming (CLP) in order to obtain 
the system diagnosis. In this paper we propose a methodology for the system diagnosis as a constraint 
satisfaction problem (CSP). Using this methodology it is possible to incorporate, the advances and 
optimizations achieved for the search of solutions in CSP. This methodology also offers the possibility 
of applying diagnosis to other areas, such as software diagnosis. Software diagnosis allows the 
identification of the program bugs. A bug occurs when there is not matching between the specified 
results and the observed results after a program execution. 
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Resumen
En las u´ltimas de´cadas, parte de la comunidad cient´ıfica ha dedicado sus esfuerzos al desarrollo de una
metodolog´ıa para la diagnosis de sistemas desde el campo de la Inteligencia Artificial. Dicha metodolog´ıa se
denomina diagnosis basada en modelos, y cubre un amplio abanico de posibilidades. Se parte de un modelo
expl´ıcito del sistema a diagnosticar y a partir de e´l se razona sobre la identificacio´n de los subsistemas que
generan fallos, utilizando para ello los valores de las entradas proporcionadas y las salidas captadas del
sistema. En cualquier proceso de produccio´n o desarrollo es importante tener un control sobre los fallos en
componentes o procesos. La diagnosis permite controlar estas irregularidades, lo que conlleva a los sistemas
que la incorporan una mayor seguridad y reduccio´n de costos.
Algunos modelos utilizados en ingenier´ıa se han basado en la programacio´n lo´gica con restricciones (CLP)
para obtener la diagnosis de un sistema. En este art´ıculo proponemos la metodolog´ıa necesaria para poder
plantear la diagnosis de un sistema como un problema de satisfaccio´n de restricciones (CSP). De esta forma,
sera´ posible incorporar al proceso de generacio´n de la diagnosis de un sistema, los avances y optimizaciones
que se han alcanzado en el campo de la bu´squeda de soluciones para problemas CSP. Plantear un problema
de diagnosis de esta forma abre tambie´n la posibilidad de aplicar la diagnosis a otros campos, como por
ejemplo la diagnosis del software. La diagnosis del software permite identificar y localizar el origen de los
errores de un desarrollo software. Un programa tendra´ un error si no existe concordancia entre los resultados
especificados como correctos y los resultados observados tras la ejecucio´n.
Palabras clave: Diagnosis basada en modelos, satisfaccio´n de restricciones, testing, disen˜o por contrato,
diagnosis del software.
1. Introduccio´n
Los fallos producidos en los componentes y proce-
sos pueden provocar paradas indeseables y dete-
rioro de los sistemas, con el consiguiente aumento
de costos y la disminucio´n de la produccio´n. Para
mantener los sistemas en los niveles deseados de
seguridad, produccio´n y fiabilidad es necesario de-
sarrollar mecanismos que permitan la deteccio´n y
diagnosis de los fallos que se producen en ellos.
La diagnosis determina por que´ un sistema
disen˜ado correctamente no funciona como se es-
peraba a partir de la monitorizacio´n de las en-
tradas y salidas observables del sistema. Mediante
el sistema de monitorizacio´n disponemos de una
representacio´n fiel del sistema y de las desvia-
ciones que en e´l se producen. La diagnosis es
un campo muy activo de investigacio´n, en este
art´ıculo nos centraremos en la diagnosis basada
en modelos. Existen dos comunidades que traba-
jan en paralelo y de forma normalmente aislada
en este campo: la metodolog´ıa FDI (Fault De-
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tection and Isolation) proveniente del campo del
control automa´tico, y la metodolog´ıa DX emergi-
da del campo de la Inteligencia Artificial. U´ltima-
mente hay una apuesta por la integracio´n de am-
bas. La integracio´n de las teor´ıas de FDI con DX
y las pruebas de sus equivalencias se han mostra-
do para varios supuestos en [6][12]. Este art´ıculo
se centrara´ en la metodolog´ıa DX usando modelos
cuantitativos.
En la metodolog´ıa de localizacio´n y deteccio´n de
fallos, FDI se usan relaciones dentro del modelo
de comportamiento [20][18]. La metodolog´ıa FDI
permite un ana´lisis off-line de parte del traba-
jo, frente a la metodolog´ıa DX donde el traba-
jo es casi totalmente on-line. En [11] se propone
una aproximacio´n a la metodolog´ıa FDI pero uti-
lizando un modelo CLP para la resolucio´n de la
diagnosis.
En el a´rea de la diagnosis basada en modelos el
trabajo pionero en este campo se presento´ con el
objeto de diagnosticar sistemas de componentes
basa´ndose en la estructura y su comportamiento
[7]. Las primeras implementaciones para diagno-
sis fueron DART[14] y GDE[9], que usaban di-
ferentes componentes de inferencia para detectar
los posibles fallos.
La formalizacio´n de la diagnosis se concreto en
[21] y [8], donde se propone una teor´ıa gene-
ral para el problema de explicar las discrepan-
cias entre los comportamientos observados y co-
rrectos de los componentes. Los modelos centra-
dos en componentes describen los sistemas me-
diante relaciones input-output. La mayor´ıa de
las aproximaciones para componentes caracteri-
zan la diagnosis de un sistema como una coleccio´n
de conjuntos mı´nimos de componentes que fa-
llan, para explicar los comportamientos observa-
dos (s´ıntomas). De ah´ı la importancia de disponer
de un buen modelo para determinar la diagnosis
de un sistema. Con este tipo de modelos es posi-
ble diagnosticar ra´pidamente partes importantes
de los sistemas de componentes.
La diagnosis basada en modelos examina los mo-
delos para determinar la causa de fallo. Muchos
me´todos de diagno´stico usan modelos centrados
en componentes que requieren a los ingenieros
desarrollar modelos de fallos as´ı como el modelo
de operacio´n normal. Construir modelos de fallos
en un sistema es u´til cuando los fallos son bien
conocidos y fa´ciles de modelar, pero ello limita
el sistema de diagnosis a fallos conocidos. Una
revisio´n de las aproximaciones acerca de la au-
tomatizacio´n de las tareas de diagnosis se puede
encontrar en [10] y para una discusio´n de las apli-
caciones de la diagnosis basada en modelos se
puede consultar [5]. La generalizacio´n de la diag-
nosis basada en la consistencia se ha propuesto
[16] para cubrir sistemas que contienen procesos
y que cambian su estructura dina´micamente.
En [12] se mejora y automatiza el proceso de
diagnosis en sistemas cuyos modelos se componen
de restricciones de igualdad polino´mica. Para ello
se utilizan algoritmos de procesamiento simbo´lico
del modelo inicial (bases de Gro¨bner), que gene-
ran los posibles conflictos del modelo de acuerdo
a su estructura y comportamiento. Se consigue
una reduccio´n y mejora del tratamiento computa-
cional de la red de contextos. Otra gran ventaja es
que permite la obtencio´n de parte del conocimien-
to de forma off-line, por lo que no tenemos que
realizar un reca´lculo de la satisfaccio´n de todas
las restricciones para cada observacio´n. En [22]
se presenta un prototipo para un sistema au-
toma´tico de diagnosis basado en un modelo CSP
para redes de computadores. Ba´sicamente se tra-
ta de formular el problema de diagnosis como
un problema de satisfaccio´n de restricciones par-
cial, donde las restricciones capturan la estruc-
tura y comportamiento del sistema a modelar,
y representan las relaciones entre el sistema de
componentes. Las restricciones violadas son los
indicadores de las causas del fallo, es decir, encon-
tramos un fallo cuando alguna de las restricciones
no puede ser satisfecha.
La estructura que seguiremos en el art´ıculo
sera´ la siguiente: en primer lugar se presenta
la metodolog´ıa DX, exponiendo las definiciones
y notacio´n necesaria para formalizar dicha a´rea
a trave´s un ejemplo propuesto. En el siguien-
te apartado se proponen los pasos a seguir para
obtener un modelo CSP con el objetivo de diag-
nosticar un sistema de componentes. A con-
tinuacio´n se presenta la forma de aplicar esta
metodolog´ıa a la diagnosis del software. Se finali-
za presentando las conclusiones.
2. Diagnosis basada en mo-
delos, metodolog´ıa DX
La mayor´ıa de las aproximaciones aparecidas en
la u´ltima de´cada para realizar diagnosis se han
basado en el uso de modelos. Estos modelos se
apoyan en el conocimiento del sistema a diag-
nosticar, que puede estar bien estructurado for-
Tabla 1: Modelo para la diagnosis del ejemplo de la figura 1
Concepto: Valor para el ejemplo:
COMPS A1, A2, M1, M2, M3
SD ADD(c) ∧¬AB(c) ⇒ out(c) = in1(c) + in2(c) ¬AB(A1) ⇒ f = x + y
MULT(c) ∧¬AB(c) ⇒ out(c) = in1(c) + in2(c) ¬AB(A2) ⇒ g = y + z
ADD(A1), ADD(A2), ADD(A3), MULT(M1), MULT(M2) equivalente a ¬AB(M1) ⇒ x = a * c
out(M1) = in(A1), out(M2) = in(A1), out(M2) = in(A2) ¬AB(M2) ⇒ y = b * d
out(M3) = in(A2), in(M1) = in(M3) ¬AB(M3) ⇒ z = c * e
OBS MO1={a=3, b=2, c=2, d=3, e=3, f=10, g=12}
MO2={a=3, b=2, c=2, d=3, e=3, f=10, g=10}
CCM Para MO1: {M1, M2, A1} y {M1, M3, A1, A2}
Para MO2: {M1, M2, A1} y {M2, M3, A2}
Diagnosis Para MO1: ∆1={A1}, ∆2={M1}, ∆3={A2, M2}, ∆4={M2, M3}
Mı´nima Para MO2: ∆1 = {M2}, ∆2 = {A1, A2}, ∆3 = {A1, M3},
∆4 = {A2, M1}, ∆5 = {M1, M3}
malmente y de acuerdo con teor´ıas estableci-
das, o bien, puede conocerse a trave´s de los
conocimientos de un experto y datos del sistema
o proceso. Tambie´n se presentan algunas veces
combinaciones de ambos tipos de informacio´n.
Los primeros estudios donde la formalizacio´n de
la diagnosis se concreto´ se presentaron en [21],
donde se propone una teor´ıa general para el pro-
blema de explicar las discrepancias entre los com-
portamientos observados y los correctos de los
componentes de un sistema. Para explicar las
bases de esta formalizacio´n seguiremos un ejem-
plo muy utilizado en la bibliograf´ıa relativa [7],
[14], [8] y [6], formado por tres multiplicadores y
dos sumadores, tal como aparece en la figura 1.
Definicio´n 2.1. Modelo del sistema: El mo-
delo del sistema estara´ formado por el par
(SD,COMPS) donde: SD (System Description)
sera´ un conjunto de ecuaciones lo´gicas de igual-
dad de primer orden; y COMPS (Components)
sera´ un conjunto finito de componentes. A partir
del modelo del sistema podemos conocer cua´les
son las interconexiones (SD) entre los diferentes
componentes (COMPS).
La definicio´n de diagnosis se sustenta en el con-
cepto de comportamiento anormal. Ba´sicamente
si un componente tiene un comportamiento no
anormal, entonces su funcionamiento es correcto.
SD hace uso del predicado AB para identificar
si un comportamiento es anormal o no. Dado un
componente c perteneciente a COMPS, si el pre-
dicado ¬AB(c) es verdadero, entonces el compo-
nente funciona correctamente.
Figura 1. Circuito de ejemplo: a, b, c, d, y e
son entradas; f y g son salidas; x, y y z son
valores internos no observables. M1,M2 y M3
son multiplicadores y A1 y A2 son sumadores
En la tabla 1 aparece el modelo del sistema para el
ejemplo de la figura 1. El conjunto de ecuaciones
lo´gicas de igualdad que forman el SD, describen
el comportamiento de los diferentes componentes
(sumadores y multiplicadores) y las interconexio-
nes entre ellos. Por ejemplo, la ecuacio´n lo´gica
que describe los sumadores expresa que si c es
un sumador y no tiene un comportamiento anor-
mal, entonces la salida del sumador es la suma de
las entradas. Sin embargo, no sabemos como se
comportara´ el sumador si su comportamiento es
anormal. Nombrando las entradas como a,b,c,d, y
e, y las salidas como f y g tal como aparece en
la figura 1, es posible reducir el SD al equivalente
que aparece en la misma tabla 1.
Definicio´n 2.2. Modelo observacional (OBS):
Sera´ una tupla que asigna valores a las varia-
bles observables. Un problema de diagnosis ven-
dra´ dado por la tripleta (SD, COMPS, OBS). En
la tabla 1 aparecen ejemplos de OBS para el sis-
tema propuesto.
Definicio´n 2.3. Diagnosis: La diagnosis para
(SD, COMPS, OBS) sera´ un conjunto de compo-
nentes ∆ ⊆ COMPS tal que SD⋃ OBS⋃ {AB(c)
| c ∈ ∆} ⋃ {¬AB(c) | c ∈ COMPS-∆} puede
ser satisfecho. El nu´mero de posibles diagnosis
es exponencial, concretamente 2COMPS . Nuestro
objetivo es refinar la diagnosis y quedarnos con
un nu´mero menor de posibilidades con la misma
informacio´n.
Definicio´n 2.4. Diagnosis mı´nima: La diagnosis
mı´nima sera´ aquella diagnosis ∆ tal que ∀∆’ ⊂
∆, ∆’ no es una diagnosis.
Definicio´n 2.5. Conjuntos conflictivos: Sera´ un
conjunto de componentes C = {c1, ..., ck} ⊆
COMPS tal que SD
⋃
OBS
⋃ {¬AB(c) | c ∈
C} es inconsistente.
Definicio´n 2.6. Conjuntos conflictivos mı´nimos
(CCM): Sera´ un conjunto conflictivo que no in-
cluye ningu´n otro conjunto conflictivo. En la tabla
1 aparecen los conjuntos conflictivos mı´nimos
para los modelos observacionales propuestos.
Para obtener los conjunto conflictivos se suele uti-
lizar un motor de inferencia lo´gica [21], y luego
seleccionar cua´les son los CCM. En [13] se mejo-
ra la obtencio´n de los CCM, consiguiendo realizar
parte de este proceso de forma off-line.
Definicio´n 2.7. Hitting Set : Sera´ un conjunto de
componentes interseccio´n de los conjuntos con-
flictivos mı´nimos. El conjunto mı´nimo afectado
(Minimal Hitting Set) sera´ un conjunto de com-
ponentes que incluira´ un componente de cada uno
de los conjuntos conflictivos mı´nimos.
Proposicio´n 2.1. Diagnosis mı´nima: ∆ sera´ la
diagnosis mı´nima para (SD, COMPS, OBS) si y
so´lo si, es el conjunto mı´nimo afectado de la colec-
cio´n de conjuntos conflictivos mı´nimos para (SD,
COMPS, OBS).
Para obtener el conjunto mı´nimo afectado par-
tiremos de los conjuntos conflictivos mı´nimos, y
seleccionaremos primero cua´les son los compo-
nentes que pertenecen a todos los CCM. En el
caso del MO1, seleccionaremos a {A1} y {M1}
como parte de la diagnosis mı´nima, adema´s, es-
tos dos componentes no podra´n pertenecer a las
pro´ximas diagnosis mı´nimas que incluyan ma´s
componentes. Con los otros tres componente in-
tentaremos formar grupos de dos componentes
que cubran todos los CCM. De esta forma ob-
tendremos {A2, M2}, y {M2, M3} como posi-
bles diagnosis mı´nima. Si au´n quedara´n compo-
nentes de los que forman los CCM por cubrir,
seguir´ıamos formando grupos de tres, cuatro, o
ma´s componentes hasta utilizar todos. Para los
modelos observacionales MO1 y MO2 en la tabla
1 se muestran cua´les ser´ıan las diagnosis mı´nimas.
El proceso de diagnosis basado en modelos es en
su mayor´ıa un proceso online, a diferencia de la
metodolog´ıa FDI, que permite realizar parte del
trabajo previamente al proceso de diagnosis. Otra
diferencia notable con FDI, es la utilizacio´n de un
motor de inferencia lo´gica para calcular la solu-
cio´n.
Como se puede observar, la diagnosis de compo-
nentes se basa en detectar cua´les son los s´ıntomas,
es decir, las diferencias entre las predicciones
hechas por el motor de inferencias y las obser-
vaciones obtenidas por la monitorizacio´n. Los
s´ıntomas indican que componentes pueden estar
fallando, y cua´les son los conflictos, es decir, los
conjuntos de componentes que no funcionan bien
conjuntamente. En definitiva, la diagnosis basa-
da en modelos busca realizar una hipo´tesis de por
que´ el sistema difiere del modelo especificado.
3. Diagnosis utilizando te´cni-
cas CSP
La programacio´n con restricciones nos permite
modelar y resolver problemas reales a trave´s de
conjunto de variables asociadas a unos dominios,
y un conjunto de ecuaciones definidas para un
subconjunto de variables. Al plantear un proble-
ma CSP el objetivo es encontrar para las variables
una asignacio´n que satisfaga todas las restriccio-
nes. Pero existen determinados problemas en los
que es inviable satisfacer todas las restricciones.
El objetivo al plantear un problema Max-CSP
(Maximization Constraint Satisfaction Problem)
es encontrar una asignacio´n que satisfaga el ma-
yor nu´mero de restricciones, y que minimice el
nu´mero de restricciones violadas.
Ba´sicamente se trata de definir una funcio´n obje-
tivo que el motor de inferencias debe intentar ma-
ximizar mientras busca la solucio´n para el CSP
planteado. Para plantear la funcio´n objetivo, las
restricciones que puedan ser violadas deben estar
definidas como restricciones de satisfaccio´n con-
cretada (reified constraints), es decir, con un valor
de verdad asociado a la satisfaccio´n o no de cada
restriccio´n. Para cada una de estas restricciones
se an˜ade una variable booleana, que llamaremos
Tabla 2: Diagnosis para el ejemplo de la figura 1 usando metodolog´ıas DX, CSP y Max-CSP
DX CSP Max−CSP
SD: ¬AB(A1) ⇒ f = x + y Restricciones: AB(A1) ∨ f = x + y Restricciones: ¬AB(A1) = (f = x+ y)
¬AB(A2) ⇒ g = y + z AB(A2) ∨ g = y + z ¬AB(A2) = (g = y + z)
¬AB(M1) ⇒ x = a * c AB(M1) ∨ x = a * c ¬AB(M1) = (x = a ∗ c)
¬AB(M2) ⇒ y = b * d AB(M2) ∨ y = b * d ¬AB(M2) = (y = b ∗ d)
¬AB(M3) ⇒ z = c * e AB(M3) ∨ z = c * e ¬AB(M3) = (z = c ∗ e)
OBS: a = 3, b = 2, c = 2, Dominios: a = 3, b = 2, c = 2, Dominios: a = 3, b = 2, c = 2,
d=3, e=3, d = 3, e = 3, d = 3, e = 3,
f=10, g=12 f = 10, g = 12 f = 10, g = 12
COMPS: A1, A2, M1, AB(M1), AB(M2), AB(M1), AB(M2),
M2, M3 AB(M3), AB(A1), AB(M3), AB(A1),
AB(A2)= AB(A2)=
{verdadero, falso} {verdadero, falso}
x, y, z = libre x, y, z = libre
F. objetivo: Max( N c : c ∈ {M1,
M2, M3, A1, A2} :
¬AB(c) = verdadero )
variable de satisfactibilidad, que almacenara´ si se
viola o no dicha restriccio´n al alcanzar la solucio´n
del problema Max-CSP. La cardinalidad del con-
junto de variables de satisfactibilidad que toman
el valor verdadero sera´ la funcio´n objetivo que
buscamos maximizar, o lo que es lo mismo, satis-
facer el mayor nu´mero de restricciones. Determi-
nados problemas exigen que ciertas restricciones
deban cumplirse preferentemente, en este caso se
podra´n utilizar pesos para las diferentes variables
de satisfactibilidad dentro de la funcio´n objetivo.
La diagnosis de sistemas busca encontrar
que´ componentes tienen un comportamiento
anormal, es decir, cua´les de los componentes
tienen un comportamiento diferente al especifi-
cado en las ecuaciones que forman la descripcio´n
del sistema. Si pensamos en las ecuaciones que
forman el SD como un conjunto de restricciones
podremos plantear la diagnosis de sistemas me-
diante un problema CSP. En la tabla 2 aparece,
para el ejemplo de la figura 1, como a partir del
modelo del sistema se pueden obtener directa-
mente cua´les ser´ıan las restricciones para un pro-
blema CSP. Cada una de las ecuaciones lo´gicas
del modelo del sistema se traduce a una restric-
cio´n de tipo OR que debe cumplirse al alcanzar
la solucio´n para el problem CSP. En el caso de la
primera restriccio´n del ejemplo, debe cumplirse
al menos una de las dos siguientes condiciones: o
bien que el componente tenga un comportamien-
to anormal, o bien que la salida f del componente
sea igual a la suma de las entradas x e y. Con los
valores del modelo observacional es posible acotar
los dominios de las variables implicadas en las res-
tricciones, sin embargo, otras variables quedara´n
libres, como las variables no observables x, y, y
z, as´ı como el predicado AB(Ci) aplicado a cada
componente.
Encontrar la diagnosis mı´nima implica encon-
trar un conjunto de cardinalidad mı´nima de com-
ponentes con funcionamiento anormal. Pero es-
ta propiedad de la diagnosis mı´nima no la es-
tamos utilizando si planteamos el problema co-
mo un simple problema CSP. Para optimizar y
guiar la bu´squeda de la diagnosis mı´nima, se debe
plantear como un problema Max-CSP. Un com-
ponente tendra´ un comportamiento anormal, si
es diferente al especificado en las ecuaciones que
hacen referencia a dicho componente, es decir, si
las restricciones asociadas a dicho componente
no pueden satisfacerse. Por tanto, el valor del
predicado AB vendra´ dado, por la satisfaccio´n o
no de las restricciones asociadas a dicho compo-
nente. Tal como aparece en la tabla 2, para el
ejemplo de la figura 1, plantearemos un proble-
ma Max-CSP donde los predicados AB(Ci) actua-
ra´n como variables de satisfactibilidad. La funcio´n
objetivo debe maximizar el nu´mero de predica-
dos ¬AB(Ci) que tomen el valor verdadero. De
esta forma, aunque los predicados AB(Ci) parten
inicialmente como variables libres, tendra´n su do-
minio intrinsicamente ligado a la satisfaccio´n de
las restricciones asociadas a los componentes.
Con la resolucio´n del problema Max-CSP plantea-
do se tendra´n los valores asociados a los predica-
dos AB(ci) para cada uno de los componentes. Es-
tos valores definira´n el grupo de componentes que
forman la diagnosis. Para el problema planteado
en la tabla 2, se buscara´n primero aquellas solu-
Tabla 3: Ejemplo 1
Ejemplo 1: Forma SSA del ejemplo 1: (para todos los OBS)
{Pre: a, b, c, d, e>0} {Pre: a0, b0, c0, d0, e0>0}
(S01) x=a*c; (S01) x0=a0*c0;
(S02) y=b*d; (S02) y0=b0*d0;
(S03) z=c*e; (S03) z0=c0*e0;
(S04) f=x+y; (S04) f0=x0+y0;
(S05) g=y+z; (S05) g0=y0+z0;
{Post:f=a*c+b*d ∧ g=b*d+c*e} {Post:f0=a0*c0+b0*d0 ∧ g0=b0*d0+c0*e0}
ciones que permitan alcanzar un funcionamiento
correcto del sistema modificando un so´lo compo-
nente. En este caso resultan ser {A1} y {M1}.
Pero, ¿es e´sta la u´nica diagnosis posible?. Evi-
dentemente no, el proceso Max-CSP en principio
ha conseguido maximizar la funcio´n objetivo uti-
lizando so´lo un componente, pero existe la posi-
bilidad de que sean dos o ma´s componentes los
que fallen simulta´neamente.
Para seguir buscando el resto de posibles diagno-
sis mı´nimas el problema Max-CSP debe continuar
buscando ma´s soluciones. Pero previamente re-
sulta necesario an˜adir como restricciones que los
predicados AB(ci) correspondientes a los compo-
nentes que ya han sido obtenidos en el proceso
de diagnosis, deben ser falsos obligatoriamente,
y de esta forma garantizar que no se generara´n
nuevas soluciones cuyo conjunto de componentes
englobe los componentes que formen alguna de
las diagnosis mı´nimas ya obtenidas.
Para el ejemplo de la tabla 2 se obtendr´ıan como
diagnosis mı´nima utilizando dos componentes los
grupos {A2, M2} y {M2, M3}. Si au´n quedara´n
componentes por cubrir, seguir´ıamos buscando
soluciones formadas por grupos de tres, cuatro, o
ma´s componentes hasta utilizar todos, an˜adiendo
las restricciones necesarias para que no se repitan
las diagnosis mı´nimas obtenidas previamente.
4. Diagnosis del software uti-
lizando te´cnicas Max-CSP
En el apartado anterior se ha mostrado la for-
ma de realizar la diagnosis de componentes uti-
lizando te´cnicas Max-CSP. A continuacio´n vamos
a utilizar la misma metodolog´ıa para encontrar
errores en el desarrollo de software. Para desa-
rrollar software existen multitud de lenguajes, en
este art´ıculo nos centraremos en los lenguajes im-
perativos orientados a objetos, como por ejemplo
JavaTM .
La diagnosis del software permite identificar y
localizar el origen de los errores de un progra-
ma software. Los errores (bugs) que contemplare-
mos sera´n aquellos que surgen como una pequen˜a
variacio´n del programa correcto, como por ejem-
plo fallos en las guardas (de bucles o sentencias
selectivas) o errores en la asignacio´n a variables.
Un programa tendra´ un error si no existe con-
cordancia entre los resultados especificados como
correctos y los resultados observados tras la ejecu-
cio´n. No tendremos en cuenta los errores en tiem-
po de compilacio´n, como errores en la sintaxis del
lenguaje; ni los errores dina´micos, tales como ex-
cepciones, violaciones de acceso a memoria, etc.
Comparando el programa que aparece en el ejem-
plo 1 de la tabla 3, y el sistema de componentes
del ejemplo de la figura 1, y pensando en las
sentencias y expresiones como si fuesen compo-
nentes, y en las variables como si fuesen las co-
nexiones entre componentes, nos daremos cuen-
ta que ambos ejemplos, el sistema de compo-
nentes y el programa software, pretenden mod-
elar el mismo comportamiento. Si para un sis-
tema de componentes hemos logrado alcanzar la
diagnosis mı´nima utilizando te´cnicas Max-CSP,
podemos utilizar la misma metodolog´ıa para la
diagnosis de un programa software con el objeti-
vo de encontrar la sentencia o grupo de sentencias
que impidan alcanzar el resultado especificado co-
mo correcto. En la diagnosis de componentes, es
el componente el que falla por un funcionamien-
to ano´malo, pero en la diagnosis del software la
instruccio´n que se ejecuta nunca falla, el error se
produce por que no hemos escogido la instruccio´n
adecuada.
Para poder aplicar las te´cnicas Max-CSP a la
diagnosis del software necesitaremos: Disponer
de la especificacio´n del comportamiento esperado
del programa; encontrar la manera adecuada de
transformar a restricciones las sentencias del co´di-
go fuente del programa que permitan modelar el
Tabla 4: Ejemplo 2
Ejemplo 2: Forma SSA del ejemplo 2: (OBS≡{x0=5, y0=7})
{Pre: x > 0 ∧ y > 0} {Pre: x0 > 0 ∧ y0 > 0}
( - ) public int calculo(int x, int y){ ( - ) public int calculo(int x0, int y0){
( - ) int max, min, sum, z; ( - ) int max0, min0, sum0, z0;
(S01) if (x>=y){ (S01) if (x0>=y0){
(S02) min=y; (S02) min0=y0;
(S03) max=x; (S03) max0=x0;
( - ) }else{ ( - ) }else{
(S04) min=x; (S04) min0=x0;
(S05) max=y; (S05) max0=y0;
( - ) } ( - ) }
(S06) z=max-min; (S06) z0=max0-min0;
(S07) sum=min*(z+1); (S07) sum0=min0*(z0+1);
(S08) while (z>0){ (S08a) if (z0>0){
(S09) sum=sum+z; (S09a) sum1=sum0+z0;
(S10) z=z-1; (S10a) z1=z0-1;}
( - ) } ( - ) }
(S11) return sum; (S08b) if (z1>0){
( - ) } (S09b) sum2=sum1+z1;
{Post:(x >= y ∧ sum =Pα:y≤α≤x:α) (S10b) z2=z1-1;
∨ (y > x ∧ sum =Pα:x≤α≤y:α) } ( - ) }
(S11) return sum2;
( - ) }
{Post:(x0 >= y0 ∧ sum2 =Pα:y0≤α≤x0:α)
∨ (y0 > x0 ∧ sum2 =Pα:x0≤α≤y0:α) }
comportamiento de dichas sentencias; y encontrar
la forma de generar modelos observacionales para
ejecutar el programa y saber si cumplen las es-
pecificaciones establecidas para el comportamien-
to del programa. En este apartado veremos co-
mo obtener estos requisitos y como alcanzar fi-
nalmente la diagnosis del software.
Para continuar con el resto del art´ıculo se hace
necesario previamente desarrollar las siguientes
definiciones.
4.1. Notacio´n y definiciones
Definicio´n 4.1. DbC, design by contract : El
disen˜o por contrato [19] permite especificar cual
debe ser el comportamiento de un programa, a
trave´s de precondiciones, postcondiciones, aser-
tos, etc. A trave´s de estas especificaciones dispon-
dremos del comportamiento esperado del progra-
ma.
Definicio´n 4.2. Camino: Dado el co´digo fuente
de un programa, definiremos camino como una
de las posibles secuencias de sentencias del grafo
de control de flujo (CFG, control flow graph). Un
CFG [2] es un grafo dirigido que representa la
estructura de control de un programa. Un CFG
se compone de un conjunto de bloques secuen-
ciales y sentencias de decisio´n. Un bloque secuen-
cial sera´ una secuencia de sentencias sin ningu-
na instruccio´n condicional interna, por tanto solo
dispone de un punto de entrada y otro de salida.
Una sentencia de decisio´n es un punto del progra-
ma donde el control de flujo puede divergir debido
a una condicio´n, por ejemplo una sentencia selec-
tiva o un bucle.
Las sentencias de decisio´n nos permiten incorpo-
rar diferentes sentencias dependiendo de las en-
tradas iniciales de nuestro programa. Esta carac-
ter´ıstica del software no existe en los sistemas de
componentes, ya que un sistema de componentes
no cambia su comportamiento en el tiempo, ni in-
corpora nuevos componentes en funcio´n del mo-
delo observacional. Pero un programa software
puede cambiar su comportamiento a medida que
se ejecuta en funcio´n de los valores de entrada,
e incorporar unas sentencias u otras. He aqu´ı la
primera dificultad que debemos salvar, ya que de-
pendiendo de las entradas del programa, debe-
mos incorporar unas sentencias (componentes) u
otras. Para diferentes entradas es posible que los
modelos asociados sean diferentes, aunque el pro-
grama sea el mismo.
Definicio´n 4.3. Modelo Observacional (OBS):
Sera´ una tupla que asigne valores a las variables
de entrada y salida de un programa. Para cada
OBS tendremos un camino asociado. Las te´cnicas
de testing permiten seleccionar que entradas son
las ma´s significativas y aportan ma´s informacio´n a
la hora de detectar errores en programas. El obje-
tivo es ejecutar el programa con esas entradas y
comprobar si las salidas cumplen la especificacio´n
del programa y por tanto son correctas. Utilizar
las entradas proporcionados por las te´cnicas de
testing nos permite saber si existen o no errores,
para posteriormente aplicar el proceso de diag-
nosis y localizar el origen de e´stos. Las entradas
que nos proporcione el testing deben satisfacer
la precondicio´n del co´digo a diagnosticar. Las sa-
lidas correctas del co´digo vendra´n dadas por la
postcondicio´n si el disen˜o por contrato es lo sufi-
cientemente fuerte; si esto no sucede, un experto
es quien debe indicar que´ salidas son las correc-
tas. El modelo observacional para la diagnosis de
componentes corresponde con las mediciones de
los valores reales que se producen como entradas
y salidas del sistema, pero en la diagnosis del soft-
ware, los valores del modelo observacional corres-
ponden con los valores que deben darse en las sali-
das, si el programa funcionase correctamente con
las entradas establecidas. Esto es debido a que co-
mo se ha visto anteriormente, una sentencia de un
programa nunca falla, el error esta´ en colocar la
sentencia inadecuada, por tanto, si el modelo ob-
servacional correspondiese con las mediciones de
los valores reales nunca habr´ıa discrepancias con
el modelo del sistema basado en el co´digo fuente ,
y por tanto ser´ıa imposible localizar el origen del
error.
Definicio´n 4.4. Modelo del sistema (SD): Es-
tara´ compuesto por un conjunto de restricciones y
variables con sus dominios, igual que ocurr´ıa con
la diagnosis de componentes. El comportamiento
del programa se determina a trave´s del conjunto
de restricciones gracias a las relaciones entre las
variables del co´digo fuente. El modelo del sistema
se obtendra´, tal como se vera´ mas adelante, a par-
tir del co´digo fuente y la especificacio´n del con-
trato software a trave´s de precondiciones, post-
condiciones y asertos.
Definicio´n 4.5. Diagnosis: Sera´ el conjunto
de sentencias que provocan el comportamiento
ano´malo del programa, y que por tanto deben ser
modificadas.
Definicio´n 4.6. Diagnosis mı´nima: Sera´ la diag-
nosis que implica modificar el menor nu´mero de
sentencias del co´digo fuente.
4.2. Metodolog´ıa de diagnosis
Los pasos a seguir para realizar la diagnosis son:
1. Aplicacio´n de las te´cnicas de testing
2. Obtencio´n del modelo del sistema
3. Generacio´n de la diagnosis
4.2.1. Aplicacio´n de las te´cnicas de tes-
ting
El objetivo de las te´cnicas de testing es selec-
cionar una serie de valores que sirvan de ini-
ciacio´n, o como para´metros de entrada, para un
determinado co´digo fuente, para posteriormente
detectar si existen errores en la ejecucio´n de los
programas, es decir, sino se cumplen las especifi-
caciones establecidas en el contrato software. Tras
aplicar las te´cnicas de testing a un programa y
utilizando las entradas seleccionadas por el tes-
ting, podemos deducir, comparando las salidas del
programa con las salidas estipuladas en la especi-
ficacio´n del contrato software, si el co´digo fuente
no es correcto. En nuestro caso, adema´s las te´cni-
cas de testing nos proporcionara´n valores iniciales
para los diferentes modelos observacionales que
utilizaremos en el proceso de diagnosis. Existen
diferentes formas de aplicar las te´cnicas de tes-
ting, aqu´ı nos centraremos en la generacio´n de
test con criterios de control de flujo y cobertura
de caminos (las entradas generadas provocara´n la
ejecucio´n de un camino concreto). Para generar
los datos o entradas que conforman el test existen
muchas aproximaciones. En nuestro caso usare-
mos las denominadas goal-oriented, que se basan
en traducir la generacio´n de las entradas del test
a un conjunto de restricciones que pueden ser re-
sueltas, como en el caso de [15], por un esquema
CLP.
4.2.2. Obtencio´n del modelo del sistema
Determinar la forma SSA: Como se ha vis-
to en el apartado anterior, utilizando las entradas
proporcionados por las te´cnicas de testing, pode-
mos seleccionar el co´digo fuente que vamos a diag-
nosticar y que no cumple el comportamiento que
Tabla 5: Modelo del sistema del ejemplo 1
Tipo restriccio´n: Restricciones:
Restric. Precondicio´n a0>0, b0>0, c0>0, d0>0, e0>0
Restric. Postcondicio´n f0=a0*c0+b0*d0 ∧ g0=b0*d0+c0*e0
Restricciones S1: {¬AB(S1)∧P(S1)⇒x0=a0*c0}
del co´digo S2: {¬AB(S2)∧P(S2)⇒y0=b0*d0}
S3: {¬AB(S3)∧P(S3)⇒z0=c0*e0}
S4: {¬AB(S4)∧P(S4)⇒f0=x0+y0}
S5: {¬AB(S5)∧P(S5)⇒g0=y0+z0}
se especifico´ como correcto. El siguiente paso es
traducir el programa bajo ana´lisis en la forma
SSA (Static Single Assignment). La forma SSA
es equivalente al programa original pero so´lo se
permite una asignacio´n para cada variable en el
programa completo, y cada referencia que se rea-
lice sobre una variable sera´ por tanto para un va-
lor en concreto de todos los que la variable al-
macenar´ıa en el programa original. De esta for-
ma tendremos almacenados todos los valores por
los que ha pasado una variable en la ejecucio´n
de un programa. Por ejemplo el co´digo x=a*c;
...x=x+3;... {Post:x =...} cambiara´ a x0=a0*c0;
...x1=x0+3;... {Post:x1 =...}.
Este paso es previo y necesario a la generacio´n
de las restricciones que formara´n el modelo del
sistema, ya que como se vera´ al obtener las
restricciones asociadas a las sentencias de asig-
nacio´n, estas se traducira´n en igualdades que
deben cumplirse, y sucesivas asignaciones a una
misma variable podr´ıan implicar una serie de res-
tricciones de igualdad que a la vez ser´ıan no se
podr´ıan satisfacer (incluso aunque el programa
fuera correcto).
Las sentencias selectivas o los bucles contienen
ramificaciones y puntos de unio´n. En un punto
de unio´n, aunque existan diferentes asignaciones
a una misma variable provenientes de diferentes
ramas, se debe alcanzar el mismo resultado que
obtendr´ıamos con el programa original, por tan-
to los posibles valores que se alcanzar´ıan en cada
una de las ramas para una misma variable, deben
agruparse en uno solo cuando lleguemos al punto
de unio´n en la forma SSA. Para una mayor con-
crecio´n de la forma SSA puede consultarse [1].
Determinacio´n de las variables y sus do-
minios: El conjunto de variables X={x 1, x 2...
,xn} estara´ compuesto de todas las variables que
aparezcan en la forma SSA. El dominio de cada
variable vendra´ determinado por la declaracio´n de
la variable, y sera´ el mismo que fije el compilador
para los diferentes tipos de datos.
Determinacio´n del camino: Dado un mo-
delo observacional podremos determinar un
camino formado por una secuencia de senten-
cias pertenecientes al CFG, tal como aparece en
el apartado de definiciones. Como hemos visto,
a partir de dicho conjunto de sentencias obten-
dremos la forma SSA del co´digo fuente.
Definicio´n 4.7. Predicado P : Cuando un progra-
ma se ejecuta utilizando un determinado OBS, el
predicado P aplicado sobre cada una de las sen-
tencias de la forma SSA nos indicara´ si dicha sen-
tencia forma parte del camino seguido en la ejecu-
cio´n del co´digo. Dada una sentencia Sx, si P(Sx)
es verdadero entonces Sx pertenece al camino
seguido en la ejecucio´n del co´digo; en caso con-
trario no pertenecera´ al camino.
Si en un programa tenemos una sentencia condi-
cional, por ejemplo una sentencia selectiva if, la
condicio´n de dicha sentencia puede ser el ori-
gen de un error. Con el uso del predicado P, al
diagnosticar un programa es posible probar si el
camino alternativo es el adecuado y por tanto la
condicio´n es incorrecta. Es decir, podemos detec-
tar errores en las guardas de las sentencias condi-
cionales y en base a ello, cambiar el camino segui-
do por el programa. Este predicado no era nece-
sario en la diagnosis de componentes ya que un
sistema de componentes no cambia su estructura
en el tiempo, ni incorpora nuevos componentes
en funcio´n del modelo observacional. Sin embargo
en el caso del software, las sentencias de decisio´n
nos permiten incorporar diferentes instrucciones
dependiendo de las entradas del programa.
Determinacio´n de las restricciones del mo-
delo del sistema: Las restricciones del mode-
lo del sistema sera´n un conjunto formado por las
restricciones que obtengamos de la especificacio´n
del disen˜o bajo contrato y del co´digo fuente. Las
Tabla 6: Modelo del sistema del ejemplo 2
Tipo restriccio´n: Restricciones:
Restric. Precondicio´n x0>0, y0>0
Restric. Postcondicio´n (x0 >= y0 ∧ sum2 =Pα:y0≤α≤x0:α) ∨
(y0 > x0 ∧ sum2 =Pα:x0≤α≤y0:α)
Restricciones S1: {¬AB(S1) ⇒ P(S2) = (x0>y0), ¬AB(S1) ⇒ P(S3) = (x0>y0) ,
del co´digo ¬AB(S1) ⇒ P(S4) = ¬ (x0>y0), ¬AB(S1) ⇒ P(S5) = ¬ (x0>y0) ,
P(S2) 6= P(S4) , P(S2) 6= P(S5) }
P(S3) 6= P(S4) , P(S3) 6= P(S5)}
S2: {¬AB(S2)∧P(S2)⇒min0=y0}
S3: {¬AB(S3)∧P(S3)⇒max0=x0}
S4: {¬AB(S4)∧P(S4)⇒min0=x0}
S5: {¬AB(S5)∧P(S5)⇒max0=y0}
S6: {¬AB(S6)∧P(S6)⇒z0=max0-min0}
S7: {¬AB(S7)∧P(S7)⇒sum0=min0*(z0+1)}
S8a: {¬AB(S8a) ⇒ P(S9a) = (z0>0), ¬AB(S8a) ⇒ P(S10a) = (z0>0)}
S9a: {¬AB(S9a)∧P(S9a)⇒sum1=sum0+z0 }
S10a: {¬AB(S10a)∧P(S10a)⇒z1=z0-1 }
S8b: {¬AB(S8a)∧¬AB(S8b) ⇒ P(S9b) = (z1>0)}
{¬AB(S8a)∧¬AB(S8b) ⇒ P(S10b) = (z1>0)}
S9b: {¬AB(S9b)∧P(S9b)⇒sum2=sum1+z1 }
S10b: {¬AB(S10b)∧P(S10b)⇒z2=z1-1}
restricciones procedentes del disen˜o por contra-
to sera´n obtenidas directamente de las precondi-
ciones, asertos y postcondiciones. Adema´s, de-
bera´n cumplirse siempre, ya que expresan cua´les
son las condiciones iniciales, finales e intermedias
que debe satisfacer el co´digo fuente libre de erro-
res.
Definicio´n 4.8. Predicado AB : Sera´ aquel que
aplicado a las restricciones asociadas a una sen-
tencia Sx, nos devolvera´ verdadero si la senten-
cia Sx forma parte de la diagnosis mı´nima. Aque-
llas sentencias Sx pertenecientes al co´digo fuente
que verifiquen AB(Sx)=falso sera´n las que for-
man parte de la diagnosis mı´nima, y por tanto
son las sentencias que provocan el comportamien-
to ano´malo del programa.
Las restricciones del co´digo fuente se obtendra´n
transformando las sentencias que forman el SSA.
La forma de obtener las restricciones asociadas a
las sentencias sera´ la siguiente:
Bloques secuenciales:
Declaracio´n de variables: El dominio de ca-
da variable sera´ el que fije el compilador
para cada tipo definido. Las variables en-
teras tendra´n un dominio finito que se res-
tringira´ en funcio´n de lo especificado por el
compilador y por la inicializacio´n de cada
variable. En los ejemplos que vamos a tratar
solo usaremos variables enteras y booleanas,
ya que el resto de tipos necesitar´ıan un es-
tudio ma´s detallado.
Asignaciones:
Asignacio´n::= Ident=Exp
A partir de la sentencia de asignacio´n ob-
tendremos la siguiente restriccio´n del mo-
delo:
¬AB(SAsig) ∧ P(SAsig) ⇒ Ident=Exp
Con esta restriccio´n indicamos que si la sen-
tencia SAsig pertenece al grupo de senten-
cias que forman el camino y adema´s es una
sentencia que no forma parte de la diagno-
sis mı´nima, tras la ejecucio´n de SAsig debe
cumplirse la igualdad entre la variable asig-
nada y la expresio´n que se asigna. Si la
sentencia SAsig no pertenece al camino las
sentencia no se ejecutar´ıa y la asignacio´n
no tendr´ıa efecto sobre el resultado final.
Si SAsig forma parte de la diagnosis mı´ni-
ma, no tiene por que´ cumplirse la igualdad
Ident=Exp, ya que esta sentencia debe cam-
biar para alcanzar un resultado correcto. De
esta forma hemos cubierto todas las posi-
bilidades de comportamiento asociadas a la
sentencia de asignacio´n. En el ejemplo 2 que
aparece en la tabla 4, para la sentencia S6
obtendremos:
¬AB(S6) ∧P(S6) ⇒z0=max0-min0
Llamadas a me´todos: Supondremos que to-
dos los me´todos especifican su precondicio´n
y postcondicio´n. Para cada llamada a un
me´todo, an˜adiremos al SD las restricciones
definidas en la precondicio´n y la postcondi-
cio´n del me´todo. Cuando nos encontremos
ante una me´todo recursivo, las llamadas in-
ternas al me´todo recursivo deben suponerse
va´lidas para poder llevar a cabo la verifi-
cacio´n formal de las llamadas recursivas.
Bloques condicionales:
Selectiva ::= if (b) {B1} [else {B2}]
Los caminos posibles para una sentencia
condicional son:
Camino 1: bB1 (condicio´n b es verdadera)
Camino 2: ¬bB2 (condicio´n b es falsa)
Dependiendo del OBS, iremos por un
camino u otro. Para cada sentencia selecti-
va se definira´n las restricciones siguientes:
∀ Sx ∈ B1: {¬AB(SSelec) ⇒ P(Sx) = b}
∀ Sy ∈ B2: {¬AB(SSelec) ⇒ P(Sy) = ¬b}
∀ Sx ∈ B1 ∧ Sy ∈ B2: P(Sx) 6= P(Sy) }
Con las dos primeras restricciones estamos
declarando que si la sentencia selectiva es
correcta (no forma parte de la diagnosis),
so´lo debe existir un camino posible que ven-
dra´ dado por la condicio´n de la sentencia
selectiva. Con la u´ltima restriccio´n estamos
declarando que debe seguir cumplie´ndose
que so´lo uno de los caminos puede ejecu-
tarse, aunque la sentencia selectiva forme
parte de la diagnosis y no sepamos cual
debe ser la condicio´n de la sentencia selec-
tiva (ya que es probable que deba ser modi-
ficada). De esta forma estamos y cubriendo
toda las posibilidades de comportamiento
que puede implicar una sentencia selectiva;
y podremos detectar fallos en la guarda de
la sentencia condicional y en las sentencias
incluidas dentro de cada bloque B1 y B2.
Como ejemplo puede verse la transforma-
cio´n de la sentencia S11 del ejemplo 2 (tabla
4) que aparece en la tabla 6. Adema´s de las
restricciones asociadas a la sentencia selecti-
va aparecen las restricciones asociadas a las
sentencias incluidas dentro de cada bloque
B1 y B2.
Bloques tipo bucle:
Bucle ::= while (b) {B}
Podemos deducir que los caminos posibles
son:
Camino 1: ¬b (Ninguna iteracio´n)
Camino 2: bB1¬b (1 iteracio´n es ejecutada)
Camino 3: b1B1b2B2...bnBn¬b (2 o ma´s
iteraciones ejecutadas)
El principal problema viene dado en la im-
posibilidad de establecer una cota para el
nu´mero de veces que debe iterar un bucle,
ya que dependera´ del OBS. La estructura
de un bucle puede ser simulada a trave´s de
varias sentencias selectivas anidadas. Cada
una de las iteraciones ser´ıa transformada a
una sentencia selectiva, en la cual adema´s
de la condicio´n de finalizacio´n del bucle,
tendr´ıamos que tener en cuenta que previa-
mente se han ejecutado las iteraciones an-
teriores de forma secuencial y en el orden
previsto. En [4] y [3] se propone una te´cni-
ca para reducir el modelo a menos de n ite-
raciones, siendo n el nu´mero de iteraciones
del bucle, y obtener una mayor eficiencia en
el proceso de diagnosis.
Para cada bucle se definira´n las restriccio-
nes siguientes:
∀ Sx ∈ SentenciasBucle: {¬AB(SBucle) ⇒
P(Sx) = cond}
Con estas restricciones estamos declaran-
do que siendo el bucle correcto, si iteramos
o no, dependera´ de la condicio´n del bucle.
Para la sentencia S8 del ejemplo 2 podemos
observar en la tabla 6 cua´les ser´ıan las res-
tricciones asociadas al bucle y las restric-
ciones asociadas a las sentencias incluidas
dentro del bucle. En este caso se ha simula-
do la estructura del bucle a trave´s de varias
sentencias selectivas anidadas. Por tanto, el
nu´mero de iteraciones variara´ de un OBS a
otro. Para cada una de las iteraciones se ha
utilizado una letra, de forma que la itera-
cio´n primera corresponde a la letra ’a’, la
segunda a la letra ’b’, etc.
Tabla 7: Diagnosis del me´todo calculo
OBS Cambio realizado Diagnosis
{x = 3, y = 7} S7 por ’sum = min * z’ {S7, S9}
{x = 5, y = 2} S7 por ’sum = min * z’ {S7, S9}
{x = 4, y = 4} S7 por ’sum = min * z’ {S2, S3, S6, S7, S8}
4.2.3. Generacio´n de la diagnosis
Nuestro objetivo es encontrar el conjunto de sen-
tencias que forman la diagnosis. Pretendemos
adema´s que dicho conjunto tenga la cardinali-
dad mı´nima. Esto implica que nuestro objeti-
vo se traduzca en intentar maximizar el nu´mero
de predicados AB(Sx) que toman el valor falso,
donde Sx sera´n las sentencias que formen parte
del co´digo fuente.
Con las restricciones del modelo del sistema y la
funcio´n a maximizar que hemos descrito, pode-
mos plantear un problema Max-CSP. De esta
forma obtendremos los valores de los predicados
AB(Sx) para cada una de las sentencias que for-
man el co´digo fuente. Estos valores definira´n el
grupo de sentencias que forman la diagnosis y que
adema´s tiene la cardinalidad mı´nima. Modifican-
do el grupo de sentencias que forman la diagnosis
mı´nima, sera´ posible alcanzar el resultado correc-
to.
4.3. Obtencio´n de la diagnosis
usando varios modelos obser-
vacionales
Una vez aplicado el proceso de diagnosis para ca-
da uno de los modelos observacionales por sepa-
rado habremos obtenido un conjunto de senten-
cias que formara´n la diagnosis para cada modelo
observacional. Para encontrar la diagnosis mı´ni-
ma de todos los OBS en conjunto buscaremos el
conjunto mı´nimo afectado (Minimal Hitting Set)
para el conjunto de soluciones de los diferentes
OBS. De esta forma tendremos el menor grupo
de sentencias que cubra la diagnosis de todos los
OBS.
4.4. Ejemplos
Para probar la validez de la metodolog´ıa nos va-
mos a centrar en los dos ejemplos de la tabla 3
y 4. Haremos cambios en los ejemplos propuestos
lo que provocara´ salidas que no cumplira´n las es-
pecificaciones fijadas por el disen˜o por contrato.
Para implementar la bu´squeda Max-CSP hemos
utilizado la herramienta ILOG-SolverTM (Libre-
r´ıa comercial para programacio´n con restricciones
en C++ [17])
Cambio en el ejemplo 1 sobre la sentencia
S5: Al cambiar la sentencia S5 por g0=y0-
z0 y aplicando la metodolog´ıa propuesta,
obtendremos las restricciones que forman
el modelo del sistema. Sera´n pra´cticamente
las mismas que aparecen en la tabla 5 sal-
vo para S5. Utilizando el modelo obser-
vacional OBS≡{a0=2, b0=2, c0=3, d0=3,
e0=2, f0=12, g0=12}, obtendremos como
diagnosis mı´nima las sentencias S5, que es
en efecto la instruccio´n que hemos modifi-
cado; y adema´s la sentencia S3. Si cambia-
mos S3, no tendra´ ninguna influencia sobre
S4 pero si sobre S5, por tanto colocando la
asignacio´n adecuada sobre S3 podremos al-
canzar un resultado que cumpla el DbC. S5
depende tambie´n de S2, pero un cambio en
S2 puede implicar un error en S4.
Cambio en el ejemplo 2 sobre la sentencia
S7: En la tabla 7 aparece el resultado de
aplicar la metodolog´ıa propuesta tres veces
al me´todo calculo, usando tres modelos ob-
servacionales diferentes. Aplicando hitting
set la diagnosis mı´nima que se obtiene
es la sentencia {S7}, que es precisamente
la instruccio´n que hemos cambiado. Como
puede apreciarse en este ejemplo, la diag-
nosis es ma´s certera cuando disponemos de
varios modelos observacionales. Escoger un
buen conjunto de modelos observacionales
resulta vital si queremos una diagnosis ma´s
precisa.
5. Conclusiones
En este trabajo hemos presentado los fundamen-
tos de la metodolog´ıa DX de diagnosis basada en
modelos. La diagnosis permite saber por que´ un
sistema disen˜ado correctamente no funciona como
se esperaba. Se basa en detectar los s´ıntomas, es
decir, las diferencias entre las predicciones hechas
por un motor de inferencias a partir de las ecua-
ciones que forman el modelo del sistema, y las ob-
servaciones obtenidas por la monitorizacio´n. Los
s´ıntomas indican que´ componentes pueden estar
fallando y cua´les son los conflictos. En los proce-
sos de desarrollo y produccio´n, tener un control
sobre los fallos y las irregularidades aporta una
mayor seguridad y reduccio´n de costos. La diag-
nosis nos permite mantener los sistemas en los
niveles deseados de seguridad y fiabilidad.
Posteriormente se han expuesto los pasos a seguir
para poder plantear la diagnosis de un sistema
como un problema Max-CSP. De esta forma
sera´ posible incorporar al proceso de generacio´n
de la diagnosis de un sistema, los avances y opti-
mizaciones que se han alcanzado en el campo de
la bu´squeda de soluciones para problemas CSP.
Por u´ltimo hemos aplicado la diagnosis al soft-
ware. La diagnosis del software presupone que
los componentes (sentencias) no fallan, y busca
por que´ el sistema (programa software) no se ha
disen˜ado correctamente. Para llevar a cabo el pro-
ceso de diagnosis usaremos el disen˜o por contra-
to que especificara´ cual es el comportamiento es-
perado de un programa, y las te´cnicas de testing
para generar los modelos observacionales. Como
se ha expuesto, la diagnosis del software plantea
nuevos problemas que no exist´ıan en la diagnosis
de componentes, debido a la posibilidad de incor-
porar diferentes sentencias a la traza ejecutada,
en funcio´n de las entradas recibidas por el progra-
ma. Un disen˜o por contrato detallado y el uso de
varios modelos observacionales implica una diag-
nosis ma´s certera, tal como se ha mostrado con
los ejemplos.
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