This paper studies a 3D multiplayer reach-avoid game with a goal region and a play region. Multiple pursuers defend the goal region by consecutively capturing multiple evaders in the play region. The players have heterogeneous moving speeds and the pursuers have heterogeneous capture radii. First, we introduce an evasion space (ES) method characterized by a potential function to construct a guaranteed pursuer winning strategy. Then, based on this strategy, we develop conditions to determine whether a pursuit team can guard the goal region against one evader. It is shown that in 3D, if a pursuit team is able to defend the goal region against an evader, then at most three pursuers in the team are necessarily needed. We also compute the value function of the Hamilton-Jacobi-Isaacs (HJI) equation via a convex program and obtain optimal strategies for the players. To capture the maximum number of evaders, we formulate a maximum bipartite matching problem with conflict graph (MBMC). We show that the MBMC is NP-hard and design a polynomial-time constant-factor approximation algorithm to solve it. Finally, we propose a receding horizon strategy for the pursuit team where in each horizon an MBMC is solved and the pursuers adopt the optimal pursuit strategy. We also extend our results to the case of a bounded convex play region where the evaders escape through an exit. Two numerical examples are provided to demonstrate the obtained results.
I. INTRODUCTION
Problem description and motivation: Consider a 3D space where a plane divides the space into two disjoint regions, i.e., the play region and the goal region. An evasion team with multiple evaders of different speeds, initially lying in the play region, tries to send as many team members as possible into the goal region. Meanwhile, a pursuit team with multiple pursuers of different speeds and capture radii, initially spreading over the space, aims to guard the goal region by capturing the evaders. From a different point of view, this is also equivalent to a game where the evaders try to escape from the play region and avoid adversaries and dynamic obstacles formulated as a pursuit team. As an extension, we also consider a game played in a bounded convex region in 3D with a planar exit. This problem is motivated by robotic applications, including the robot competition, dynamic collision avoidance and region surveillance [7] , [12] , [13] , [32] . We propose an Evasion Space (ES) method characterized by a potential function and design a receding horizon capture strategy for the pursuit team so as to maximize the number of captured evaders.
Literature review: The problem in this paper is related to games such as lifeline games, two-target differential games, reach-avoid games and target guarding differential games.
The two-player lifeline games were introduced by Isaacs in [20] and then a two-pursuer-one-evader planar case in a square domain was revisited by Yan et al. [43] . By fixing the evaders' speeds and formulating them as demands, Bopardikar et al. [6] designed a service policy for a pursuer and derived the conditions for its stability based on system parameters. Recently, the task assignment for multiple pursuers and evaders in convex planar domains has also been studied in [44] by computing analytical barriers. As for two-target differential games, the first quantitative and qualitative results appeared in [5] , where each of two players has her own target toward which she wishes to steer the system state before the other. In [17] , [30] , [33] , several variations of two-player games were considered such as role determination, complex dynamics and targets of different shapes.
Reach-avoid differential games were first discussed in [26] , [27] , [46] , and then extensive studies including many variations and practical applications appeared [3] , [19] . The current method for these games involves solving a Hamilton-Jacobi-Isaacs (HJI) equation, which suffers from the curse of dimensionality, so various techniques have been proposed, including approximation function [10] , system decomposition [8] , cone programming [25] and boundary analysis [40] . Most of these works focus on approximation, two-player or open loop games [24] due to the exponential growth of the computation as the size of the states increases. For multiplayer cases, Chen et al. [9] greatly reduced the computation burden by creating a number of straight lines in 2D to output matching pairs.
The two-player target guarding differential games were also first studied by Isaacs in [20] , and revisited by Mohanan et al. in [28] with the goal of real-time implementation. Recently, multiplayer cases have received increasing attention from algorithms to game setups. For example, the authors in [36] used the swarming behavior of male mosquitoes to design the motion strategy for multiple guardians against a fast intruder in area protection. Multiplayer scenarios of special setup were explored in [2] , [35] , [42] , where [42] and [35] restrict the motion of pursuers on the boundary of target set, and [2] studied the escape from a circular disk.
To the best of our knowledge, there are only a few works concerning multiplayer reach-avoid games. Chen et al. in [9] considered a multiplayer reach-avoid game where no cooperation except the matching among pursuers exists and thus provided a suboptimal solution. In [44] , the authors focused on the case of zero capture radius and homogeneous players, and they solved the task assignment problem by a 0-1 integer programming without complexity analysis and polynomialtime algorithms. In [2] , [35] , [41] , the authors limited their attention to the case of zero capture radius and non-fully competitive strategies. Moreover, it is worth noting that it is desirable to develop an analytical and efficient method to analyze multiplayer pursuit-evasion games with heterogeneous capture radii, as discussed in [9] , [16] , [18] , [37] .
Another focus of this work is on the constrained matching problems [21] or maximum matching problems with conflicts (MMPC). In the MMPC, conflicts between edges are represented by an undirected graph, i.e., the conflict graph. Every vertex of the conflict graph corresponds to an edge of the original graph, and every edge corresponds to a binary conflict. The MMPC is equivalent to finding the maximum matching such that at most one edge in each conflicting edge pair is selected. Conflict graphs have been considered in many combinatorial optimization problems such as knapsack problem [34] and minimum spanning tree problems [45] .
The first work introducing conflicts into matching problems was presented by Itai et al. [21] , where a constrained bipartite matching problem was considered. Then, Thomas [38, Chapter 4] revisited the constrained matching problem, and summarized the complexity of different variations based on fixed and variable parameters. An important work addressing the MMPC was by Darmann et al. [11] , where they established primary complexity results for several variations. Then, these results were extended later on in [31] where the authors proposed additional complexity results, identified special polynomially solvable cases, and also designed several heuristic algorithms. However, all current results cannot perfectly fit our problems.
Contributions: In this paper, we study the cooperative strategies for multiple pursuers to guard a 3D region against multiple evaders. Compared with [2] , [9] , [35] , [36] , [44] , we consider more practical cases when the pursuers have different capture radii, can closely cooperate with each other, and have no knowledge of the strategies of the evaders. Since the evaders can take any strategies which are unavailable to the pursuers, a robust feedback pursuit strategy is needed. The existing techniques cannot be applied directly to these cases and we introduce new methods to solve them. We also obtain the optimal strategies for the players without explicitly solving the HJI equation. The main contributions are as follows.
i) An analytical method is presented to study heterogeneous multiplayer pursuit-evasion games in 3D where the pursuers try to defend a goal region against evaders. Heterogeneity refers to different speeds for players and different capture radii for pursuers. An extension where all players play in a bounded convex region with a planar exit is also investigated.
ii) We propose and introduce the concept of ES in the multiplayer pursuit-evasion games, where ES is described by an explicit potential function. Based on ES, a guaranteed pursuer winning strategy is designed. iii) We consider all possible cooperation among pursuers. We further prove that in 3D if a pursuit team can guard the goal region against one evader, then at most three pursuers in the team are necessarily needed. iv) To obtain the value function, we solve the associated HJI equation by a convex program. The HJI equation is hard to solve in general, and even harder for multiplayer cases [14] , [29] . v) In order to capture the maximum number of evaders, we propose a new class of constrained matching problems, i.e., maximum bipartite matching with conflict graph. This problem is about assigning workers to jobs where some jobs need more than one worker to complete and one worker cannot simultaneously take more than one job. By polynomially reducing from the 3-dimensional matching problem, we prove that this class of constrained matching problem is NP-hard. vi) Finally, we design the polynomial-time constant-factor Sequential Matching Algorithm to approximately solve the matching problem and show its APX-completeness.
Paper organization: We introduce the multiple-pursuermultiple-evader reach-avoid games in Section II, including problem description, information structure and assumptions. Section III presents four main results of the case where multiple pursuers defend against one evader: the evasion space, the guaranteed pursuer winning strategy, the game of kind and the solution to the HJI equation. In Section IV, by solving a constrained matching problem, we design a receding horizon strategy for the pursuers to capture the maximum number of evaders. An extension to the case of a bounded convex play region with an exit is discussed in Section V. Numerical results are presented in Section VI, and we conclude the paper in Section VII.
Notation: Let 0 m×n be an m×n zero matrix. For any finite set S, the cardinality of S is given by |S|, the set of non-empty subsets is given by [S] + , and the set of non-empty subsets with cardinality less than or equal to i for 1 ≤ i ≤ |S| is denoted by [S] i . For any subset S of a topological space X, denote its boundary by ∂S. Let R and R + be the set of reals and positive reals, respectively. Let R n be the set of n-dimensional real column vectors and · 2 be the Euclidean norm. Denote the unit sphere in R 3 by S 2 . Let x = x y z ∈ R 3 .
II. PROBLEM DESCRIPTION

A. Multiple-Pursuer-Multiple-Evader Reach-Avoid Games
Consider a reach-avoid game with N p + N e players, where there are N p pursuers P = {P 1 , . . . , P Np } and N e evaders E = {E 1 , . . . , E Ne }. The players are assumed to be mass points and they have simple motion as Isaacs states [20] , i.e., they are holonomic. The game is played in the 3D Euclidean space R 3 , where a plane T divides the game space R 3 into 
Ej
Pi ri x y z Fig. 1 . The 3D heterogeneous multiplayer reach-avoid games, where the pursuit team with multiple pursuers (blue circles) aims to capture as many evaders (red circles) as possible before these evaders penetrate a separating plane T (yellow) and enter the goal region Ω goal . Each player is allowed to have different speed and each pursuer has a possibly different capture radius (green sphere). Our goal is to find a strategy for the pursuit team such that a maximum number of evaders is captured.
two disjoint subregions Ω goal and Ω play . The mathematical descriptions of T , Ω goal and Ω play are given as follows:
where a ∈ R 3 (a = 0 3×1 ) and b ∈ R are known parameters. 3 be the positions of P i and E j at time t, respectively. The dynamics of the players are described by the following decoupled systems for t ≥ 0:
where x 0 Pi and x 0 Ej are the initial positions of P i and E j , and v Pi ∈ R + and v Ej ∈ R + denote the maximum speeds of P i and E j , respectively. The control inputs at time t for P i and E j are their respective instantaneous headings u Pi (t) and u Ej (t), which satisfy the constraint u Pi (t), u Ej (t) ∈ S 2 . There are no other constraints on the control inputs, and all players are allowed to change their orientations instantaneously. For notational simplicity, the time t will be omitted hereafter.
Suppose that the pursuer P i has capture radius r i ≥ 0. The evader E i is captured as soon as his distance from at least one of pursuers becomes equal to the corresponding capture radius. The capture set of the pursuit team is defined by C := ∪ Np i=1 C i , where C i is the capture set of pursuer P i and is given by
Assume that the number of pursuers remains constant, and the pursuers continue to chase the remaining evaders after capturing an evader.
The evasion team tries to send as many evaders as possible into Ω goal before being captured, while the pursuit team aims at capturing as many evaders as possible before they enter Ω goal . This paper presents a receding horizon capture strategy for the pursuit team such that in each horizon, the number of evaders being captured is maximized. The game components are shown in Fig. 1 .
B. Information Structure and Assumptions
As is the usual convention in the differential game theory, the information available to each player plays an important role in generating optimal strategies [4] . In this paper, we adopt the state feedback information structure, where each player chooses its current input, u Pi or u Ej , based on the current value of the information set {x Pi , x Ej } Pi∈P,Ej ∈E .
Assume that the initial configurations of all players satisfy the following conditions. Assumption 1 (Initial Deployment). The initial positions of all players satisfy the following four conditions:
Pi ∈ R 3 for all P i ∈ P and x 0 Ej ∈ Ω play for all E j ∈ E. In Assumption 1, conditions 1) and 2) guarantee that all players play the game from different initial positions, condition 3) ensures that evaders are not captured by the pursuers initially, and condition 4) says that every evader initially lies in Ω play while every pursuer may start from any position.
Most of current works on multiplayer reach-avoid games focus on homogeneous players in both teams [2] , [43] , [44] . We instead consider heterogeneous players, i.e., all players are allowed to have different maximum speeds and all pursuers are allowed to have different capture radii. We focus on the faster pursuer case. 
C. A Useful Lemma
Lemma 3 (Convexity of Sets in Polar Coordinates). For a twice differentiable simple 2D closed curve ρ : [0, 2π] → R + with ρ(0) = ρ(2π), the set consisting of this curve and its interior is strictly convex if for all ψ ∈ [0, 2π], ρ(ψ) satisfies
Proof. We postpone the proof to Appendix A.
III. MULTIPLE PURSUERS VERSUS ONE EVADER
In this section, we will consider the special case of multiplayer reach-avoid games that involve multiple pursuers and only one evader.
A. Evasion Space
For any s ∈ {1, . . . , N p } + , let P s = {P i ∈ P | i ∈ s} be an element of [P] + , and we refer to P s as a pursuit coalition containing pursuer P i if the subscript satisfies i ∈ s. In other word, P s is a pursuit coalition with its members specified by the index set s.
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Pi E(i, j) The ES E(i, j) (pink) associated with a pursuer P i and an evader E j is a strictly convex set, and the related interception point
The ES E(s, j) associated with a pursuit coalition Ps = {P 1 , P 2 , P 3 } and an evader E j is the intersection set of three one-to-one ESs, i.e., ∩ i∈s E(i, j). Thus, E(s, j) is strictly convex and the related interception point is defined similarly which is hard to visualize here.
Definition 4 (Evasion Space). Given any P s ∈ [P] + and E j ∈ E, the evasion space (ES) E(s, j) is the set of positions in R 3 that E j can reach while keeping a distance no less than the capture radius of each pursuer in P s , regardless of P s ' best effort.
First, we introduce a class of potential functions as follows.
Definition 5 (Potential Function). Given x Pi and x Ej satisfying
whose gradient with respect to x is denoted by ∇f ij (x) ∈ R 3 , and given by
Lemma 6 (ES for One Pursuer). The ES E(i, j) and its boundary ∂E(i, j) with respect to P i ∈ P and E j ∈ E can be respectively computed by
Moreover, E(i, j) is bounded and strictly convex.
Proof. Take a point x in R 3 . If both P i and E j move in a straight line towards x and when E j reaches x, their distance is greater than or equal to r i , then f ij (x) ≥ 0. Conversely, if f ij (x) < 0 and P i moves in a straight line towards x, then E j cannot reach x without being captured. Thus, E(i, j) is characterized by f ij (x) ≥ 0, as Fig. 2(a) shows. The boundary ∂E(i, j) is given by f ij (x) = 0.
We build a new polar coordinate system with x Ej as the origin, and let x = x Ej + ρe, where ρ ∈ R + and e ∈ S 2 . We parameterize e by e = cos(ψ + ψ 0 ) cos(θ + θ 0 ), cos(ψ + ψ 0 ) sin(θ + θ 0 ),
where θ and ψ are rotations with respect to positive x-axis and x-y-plane respectively, and θ 0 and ψ 0 are initial rotations with respect to the original coordinates. The boundary ∂E(i, j), i.e., f ij (x) = 0, in this polar coordinates becomes
where two scalar functions
In deriving (5), we have used the fact that α ij > 1 and x Ej − x Pi 2 > r i . From (5), we have that ρ is bounded and ρ > 0, and thus E(i, j) is bounded.
Regarding the strict convexity of E(i, j), fix θ, and the first and second order partial derivatives of ρ with respect to ψ are
Then, by (5) and (6), we have
In the following, we prove that h 2 > ∂ 2 h1 ∂ψ 2 . Note that h 2 > 0 and ∂ 2 h1
On the other hand, if h 1 ≤ −α ij r i , then we have
It follows from Lemma 3 that E(i, j) is strictly convex for any fixed θ. Also note that we can take any θ 0 ∈ [0, π] and ψ 0 ∈ [0, 2π] as the initial rotations. Thus, by taking any admissible θ 0 and ψ 0 and then considering all θ in [0, π], we obtain that E(i, j) is strictly convex.
Next we compute the ES when multiple pursuers are involved, as 
Besides, E(s, j) = ∩ i∈s E(i, j), ∂E(s, j) ⊆ ∪ i∈s ∂E(i, j), and E(s, j) is bounded and strictly convex.
Proof. By definition, for any point x ∈ E(s, j), the evader E j can reach x while keeping a distance that is greater than or equal to the capture radius away from each pursuer in P s , that is, f ij (x) ≥ 0 for all i ∈ s. Thus, E(s, j) = ∩ i∈s E(i, j). Additionally, ∂E(s, j) ⊆ ∪ i∈s ∂E(i, j) is straightforward. Since E(i, j) is bounded and strictly convex for all i ∈ s, their intersection is also bounded and strictly convex.
B. Guaranteed Pursuer Winning Strategies
This subsection considers the case when E(s, j) ∩ Ω goal is empty, i.e., there is no point in Ω goal that E j can reach while keeping a distance no less than the capture radius of each pursuer in P s . Note that by Lemma 7, the evasion space E(s, j) is bounded and strictly convex.
By Definition 8 and Lemma 7, the interception point I(s, j) can be computed via the convex program
whose geometrical meaning is given in Fig. 2 .
Lemma 9 (Properties of the Interception Point). Given any P s ∈ [P] + and E j ∈ E, suppose that E(s, j) ∩ Ω goal is empty. The interception point I(s, j) has the following properties:
(i) I(s, j) lies on ∂E(s, j); (ii) for any s with |s| = 3, if E j and the pursuers in P s are not coplanar and I(s, j) ∈ i∈s ∂E(i, j), then there exists a plane such that I(s, j) is an intersection point of two strictly convex closed curves in the plane; (iii) for any s with |s| = 3, if E j and the pursuers in P s are not coplanar, then i∈s ∂E(i, j) contains at most 4 points.
Proof. Regarding (i), it follows from the strict convexity of E(s, j) and the definition of I(s, j). Regarding (ii), let P s = {P 1 , P 2 , P 3 }, and then it follows from I(s, j) ∈ i∈s ∂E(i, j) and Lemma 6 that the interception point I(s, j) = x Ej + ρe satisfies the following system of equations
where ρ ∈ R + and e ∈ S 2 . Equivalently, we have
where
. When we eliminate the term ρ 2 in (9), we then have
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(a) (b) Fig. 3 . Degeneration of the interception point, which shows that at most three pursuers are needed to compute the interception point for a pursuit coalition.
(a) Consider Ps 1 = {P 1 , P 2 , P 3 } and E j , and four players are not coplanar.
, then there exists a plane intersecting with two ESs E(1, j) and E(2, j) by two strictly convex curves respectively as depicted, which are proved to allow at most four intersection points H 1 , H 2 , H 3 and H 4 . The interception point occurs at one of these four interception points and the z-coordinate of the points on these two curves decreases along the arrow. Thus, H 3 is the interception point. (b) When adding another pursuer P 4 , an associated strictly convex curve in this plane can be obtained as depicted.
If the interception point also depends on P 4 , it is proved that at least one pursuer in Ps 1 is redundant for computing the interception point.
Since the four players are not coplanar, the vectors m 1 , m 2 and m 3 are linearly independent. Hence, by (10), the vector e lies in a plane, and thus the same for I(s, j). To solve (8), we could replace the case of i = 3 in (8) with (10) . Note that the intersection of (10) and ∂E(1, j) is a strictly convex closed curve, and the same for that of (10) and ∂E(2, j). Thus, I(s, j) is an intersection point of two strictly convex closed curves in the plane given by (10) . Regarding (iii), we show that there are at most four solutions to (8) , i.e., (9) . We rewrite (9) as m i e = (ρ 2 − c i )/ρ + b i for i = 1, 2, 3. Then, given ρ, the vector e is uniquely given by
where the matrix inversion is well-defined because m 1 , m 2 and m 3 are linearly independent as the four players are not coplanar. By the fact that e 2 = 1, (11) becomes a quartic equation of ρ, which has at most four solutions.
Lemma 10 (Degeneration of the Interception Point). For any P s ∈ [P] + and E j ∈ E, suppose that E(s, j) ∩ Ω goal is empty. Then, there must exist a pursuit subcoalition s 1 ⊆ s such that |s 1 | ≤ 3 and I(s 1 , j) = I(s, j).
Proof. The statement holds trivially if |s| ≤ 3. Therefore, we focus on the case when |s| ≥ 4. Consider |s 1 | = 3 and assume that I(s 1 , j) depends on all pursuers in P s1 . Thus, I(s 1 , j) ∈ ∩ i∈s1 ∂E(i, j). The case when E j and the three pursuers in P s1 are coplanar will be discussed separately below. Let P s1 = {P 1 , P 2 , P 3 }. Case 1: E j , P 1 , P 2 and P 3 are not coplanar. It follows from the properties (ii) and (iii) in Lemma 9 that I(s 1 , j) is one of the intersection points of two strictly convex closed curves in a plane, which have at most four intersection points, as Fig.  3(a) shows. Note that we also replace the condition I(s 1 , j) ∈ ∂E(3, j) by the fact that I(s 1 , j) lies in an associated plane, as the proof of the property (ii) in Lemma 9 shows. The zcoordinate of the point on these two curves decreases along the arrow. Thus, H 3 is the interception point.
Then, we add the pursuer P 4 which corresponds to another strictly convex closed curve in the same plane, as Fig. 3(b) shows. If I(s, j) depends on all four pursuers, then it must be one of the four points H 1 , H 2 , H 3 and H 4 . If I(s, j) = H 3 , then P 4 is redundant. If I(s, j) = H 2 , as Fig. 3(b) indicates, then the arrow of the new curve must decrease from inside to outside of ∩ i∈s1 E(i, j) at H 2 ; conversely, if the new curve increases from inside to outside, then H 2 cannot be the interception point as the point on the new curve can continue to decrease along the new curve after H 2 and also lies in the ES E(s 1 ∪ 4, j). Thus, P 2 is redundant, because we can still conclude that H 2 is the interception point only by P 1 , P 3 and P 4 . Similarly, if I(s, j) = H 4 , then P 1 is redundant. Since two curves go down at H 1 , I(s, j) cannot be H 1 . Thus, adding a new pursuer does not increase the number of pursuers which the interception point necessarily depends on. Therefore, at most three pursuers are needed to locate the interception point.
Case 2: E j , P 1 , P 2 and P 3 are coplanar. Thus, the vectors m 1 , m 2 and m 3 are linearly dependent. Then, by following the argument of the property (ii) in Lemma 9, we can obtain (9) and write (9) in the matrix form
where [m 1 m 2 m 3 ] is singular. If (12) admits solutions, then we can obtain that the first two equalities can induce the third equality directly, that is, all intersection points between ∂E(1, j) and ∂E(2, j) must belong to ∂E(3, j). Thus, we can ignore P 3 and continue to consider the remaining pursuers in P s . If (12) admits no solution, then there exists pursuer P i in P s1 such that I(s 1 , j) / ∈ ∂E(i, j). Thus, we can ignore P i and continue to consider the remaining pursuers in P s .
We start with the ES-based strategy for one pursuer.
Lemma 11 (ES-Based Strategy for One Pursuer). For any P i ∈ P and E j ∈ E, suppose that E(i, j) ∩ Ω goal is empty. If P i adopts the feedback strategy u Pi = I(i,j)−x P i I(i,j)−x P i 2 , then E(i, j) will not approach Ω goal , i.e.,ż I(i,j) ≥ 0. Moreover, z I(i,j) = 0 if and only if E j adopts the feedback strategy
Proof. For simplicity, let x I = x I y I z I denote the coordinate of I(i, j). Since x I is the closest point to Ω goal in E(i, j) as Fig. 2(a) shows, it follows from (i) in Lemma 9 and Lemma 6 that x I lies on ∂E(i, j) and ∇f ij (x) at x I points along positive z-axis, i.e., x I satisfies
Taking derivative of f ij (x I ) in (13) with respect to t, we have
namely,
We emphasize that in deriving (14), x Pi and x Ej in f ij (x I ) are also functions of time t. Then, by (15) , the sign of the following can be computed:
where P i adopts the feedback strategy u Pi = Thusż I ≥ 0 holds regardless of E j 's strategy, andż I = 0 holds if and only if E j adopts its ES-based feedback strategy.
We next present ES-based strategies for multiple pursuers. Proof. Note that Lemma 10 guarantees the existence of a subcoalition s 1 satisfying I(s 1 , j) = I(s, j) and |s 1 | ≤ 3. If |s| = |s 1 | = 1, then the statement holds by Lemma 11.
For notational convenience, let x I = x I y I z I be the coordinate of I(s 1 , j). According to Definition 8, x I is the unique solution of the following convex problem
The interception point x I should satisfy the Karush-Kuhn-Tucker (KKT) conditions as follows:
where λ i ∈ R is the Lagrange multiplier. The slack conditions in (17) also imply that
Thus, for any i ∈ s 1 such that f ij (x I ) = 0, similar to (14) and (16), if P i adopts the feedback strategy u Pi =
the derivative of f ij (x I ) with respect to t being zero gives
Thus, it follows from (17), (18) and (19) that
regardless of E j 's strategy. Moreover,ż I = 0 if and only if E j adopts the feedback strategy u Ej =
C. Game of Kind
In this subsection, we present conditions under which the pursuers or the evaders win the game.
Theorem 13 (Game of Kind). If E(s, j)∩Ω goal is empty, then the pursuit team P s wins; if E(s, j) ∩ Ω goal has more than one element, then E j wins; if E(s, j)∩Ω goal has a unique element, then two teams are tied.
Proof. If E(s, j) ∩ Ω goal is empty, then it follows from Theorem 12 that adopting the ES-based strategy for each pursuer in a specific subset of P s guarantees that E(s, j) does not move closer to Ω goal . Thus, the pursuit team P s defeats E j . If E(s, j) ∩ Ω goal has more than one element, then the interior of E(s, j) intersects with Ω goal by the strict convexity of E(s, j). Thus, the pursuer E j defeats P s by moving directly to any point in the intersection. Finally, if E(s, j)∩Ω goal has a unique element, i.e., E(s, j) is tangent to T , then two teams are tied by moving directly to the unique tangent point.
Theorem 14 (Maximum Number of Pursuers for an Evader).
The maximum number of pursuers required to capture an evader before the evader reaches the goal region, is three.
Proof. This theorem is straightforward by combining Theorems 12 and 13.
D. The Hamilton-Jacobi-Isaacs Equation
In this subsection, we revisit the case when E(s, j)∩Ω goal = ∅, i.e., the pursuit coalition P s wins the game by Theorem 13. Before setting up the game, we introduce some more notation. For P s ∈ [P] + , we stack the states and control inputs of all pursuers in P s into x s and u s respectively. Let x 0 s be the initial state of x s .
We consider such a game of degree [20] : Although the pursuit coalition P s can capture the evader E j , the evader tries to be captured at the closest point to the goal region and the pursuit coalition seeks the opposite. Formally, the terminal set Ψ and payoff function J respectively are
where the terminal time t f is defined as the time instant when the system state enters Ψ. The goals of P s and E j lead to the following value function
The following theorem shows that the value function V , which is the solution of an associated HJI equation [20] , can be computed via a convex program.
Theorem 15 (Value Function). Consider the differential game (2), (20) and (21) where E(s, j) ∩ Ω goal is empty. The value function V (x s , x Ej ), which is the solution to an HJI equation, is given by the unique optimal value to the convex optimization problem (7) .
Proof. The HJI equation for the differential game is
which can also be equivalently rewritten as
In the following, we show that the unique optimal value to the convex optimization problem (7) satisfies (22) . Let x I be the solution of (7) and suppose that V (x s , x Ej ) = z I . Since x I satisfies the KKT conditions
The slackness conditions (18) also hold. Moreover, f ij (x I ) = 0 leads to (15) which can also be written as
By (18), (23) and (24), we compute
where in the max and min operations, we take u Pi =
Finally, we prove that the terminal condition V (x s , x Ej ) = z Ej from (20) is satisfied. By the definition of Ψ, when the game ends, there exists one pursuer P i in P s such that x Ej − x Pi 2 = r i , which implies that E(i, j) contains a unique point x Ej . In other words, we have that f ij (x) ≥ 0 leads to x = x Ej . Note that for the other pursuers in P s , the constraints in (7) are feasible. Thus, the convex optimization problem (7) admits the unique solution x I = x Ej . Therefore, the value function satisfies V (x s , x Ej ) = z I = z Ej .
Remark 16. Theorem 15 shows that the HJI equation, which describes the value function and often is hard to solve, can be transformed into a convex optimization problem with greatly reduced computational complexity. For the strategies of the players, they are the gradients of the value function with respect to states, and in our case they can be obtained through the optimal solution to a convex optimization problem, as the proof of Theorem 15 indicates.
IV. MAXIMUM-MATCHING CAPTURE STRATEGIES
A. Maximum Matching
We piece together the outcomes of all pursuit coalitions and evader pairs using maximum matching. Interestingly, thanks to Theorem 14, the matching problem is simplified greatly as we only need to consider all pursuit coalitions of size less than or equal to three. The pursuit team P consists of N p (N 2 p + 5)/6 possible coalitions: N p one-pursuer coalitions, N p (N p − 1)/2 two-pursuer coalitions, and N p (N p −1)(N p −2)/6 threepursuer coalitions. For notational convenience, we define the number of possible vertices for P in the bipartite graph by N o = N p (N 2 p + 5)/6. Let G = (U ∪ V, E) be an undirected bipartite graph consisting of two independent vertex sets U and V , where E is the set of edges. We denote the edge connecting vertex P s ∈ U and vertex E j ∈ V by e sj . In our problem, the vertex set U consists of all pursuit coalitions of size no more than three, and V represents the set of evaders. The bipartite graph G is formally defined as follows:
Notice that |U | = N o , |V | = N e . An edge e sj ∈ E if and only if pursuit coalition P s is able to capture E j in Ω play or at T , while any subcoalition s 1 of s cannot. An example of 3 pursuers and 7 evaders is depicted in Fig. 4 . We aim to find a matching in the bipartite graph G that contains a maximum number of evaders. However, since each pursuer can only appear in at most one pursuit coalition, the pursuit coalitions containing at least one common pursuer cannot coexist in the matching. As a result, our problem becomes a constrained maximum bipartite matching problem. We can also interpret the problem as an assignment problem with N p workers and N e jobs. In this assignment problem, some jobs are easy in the sense that they each can be finished by one individual worker, and some jobs are hard in the sense that they require cooperation among multiple workers 1 . The goal is to find an assignment of workers to jobs such that as many jobs as possible are finished. The conflicts among the pursuit coalitions can be represented by a conflict graph C = (E,Ē) as in [11] , [21] , [31] , [38] . Each vertex in C corresponds uniquely to an edge e ∈ E of G. An edgeē ∈Ē implies that the two vertices connected byē (two edges in G) cannot coexist in the maximum matching of G. The conflict graph C may contain isolated vertices, which means that the corresponding edges in G do not conflict with others. In our case, edges of G incident to the vertices with at least one common pursuer are conflicting, and thus the conflict graph C is E = (e sj , e pq ) | e sj ∈ E, e pq ∈ E, s = p, s ∩ p = ∅ . (26) For a better understanding, the conflict graph C for our former example graph G is depicted in Fig. 5 .
Given the bipartite graph (25) and the conflict graph (26), we define the binary integer programming (BIP) formulation for the maximum bipartite matching with conflict graph (MBMC) as follows:
Next, we prove the complexity of MBMC.
Theorem 17 (Hardness of the Matching). The MBMC problem (27) is NP-hard.
Proof. We polynomially reduce the well-known NP-complete 3-dimensional matching problem [23] to special instances of the MBMC problem. Let I = (X, Y, Z, T ) be an arbitrary instance of 3-dimensional matching, where X, Y and Z are finite, disjoint sets with |X| = |Y | = |Z| = m, and T , a subset of X × Y × Z, consists of triples (i, j, k) such that i ∈ X, j ∈ Y , and k ∈ Z. The problem is to determine whether there is a set M ⊆ T such that |M | = m and no two elements of M agree in any coordinate. If so, the set M is called a 3-dimensional matching of I. We define the bipartite graph G = (U ∪ V, E) as follows:
Let M be a complete matching of G. If M does not contain two edges ((i, j 1 ), k 1 ), ((i, j 2 ), k 2 ) or ((i 1 , j), k 1 ), ((i 2 , j), k 2 ), then M corresponds to a 3-dimensional matching of I. Therefore, the following restrictions are imposed:
Let the conflict graph C = (E,Ē). Then, the matching problem in graph G with conflict graph C can be interpreted as a matching problem for the game with 2m (i.e., |X| + |Y |) pursuers and m (i.e., |Z|) evaders. Each evader k ∈ Z can be captured by two cooperative pursuers i ∈ X and j ∈ Y if (i, j, k) ∈ T . The pursuit coalitions with one or three pursuers do not exist in this case.
We now show that the MBMC problem G with conflict graph C has a complete matching if and only if I has a 3dimensional matching. 1) Assume that G with conflict graph C has a complete matching M . Then, |M | = m and M is a subset of E.
The conflict graph C ensures that no two elements of M agree in X or Y coordinate. Since M is a matching, no two elements of M agree in Z coordinate. Therefore, M is a 3-dimensional matching of I when we write ((i, j), k) as (i, j, k). 2) Let M be a 3-dimensional matching of I. For all (i, j, k) ∈ M , by definition, the edges ((i, j), k) constitute a complete matching for graph G with conflict graph C. Note that the decision problem of whether G with conflict graph C has a complete matching can be solved by computing the maximum matching of G with conflict graph C. Thus, the 3-dimensional matching of I can be polynomially reduced to the MBMC problem, and the MBMC problem is NP-hard.
Algorithm 1: Sequential Matching Algorithm
Input :
Compute the maximum matching M 2 in the subgraph G 2 = (U 2 ∪ V 2 , E 2 ) by maximum network flow;
Next, we give an approximation algorithm called Sequential Matching Algorithm stated in Algorithm 1 for MBMC. We sketch out the main idea of the Sequential Matching Algorithm as follows:
Step 1 (from line 1 to 2): Use maximum network flow to compute the maximum matching M 1 of the subgraph G 1 which only considers the pursuit vertices containing one pursuer.
Step 2 (from line 3 to 6): Let A 1 and B 1 be the sets of pursuers and evaders in M 1 respectively. Remove the vertices of G containing at least one player occurring in the set A 1 ∪B 1 , and for the remaining part, construct the subgraph G 2 which only considers the pursuit vertices containing at most two pursuers. Then, use maximum network flow to compute the maximum matching M 2 of G 2 .
Step 3 (from line 7 to 10): Let A 2 and B 2 be the sets of pursuers and evaders in M 2 respectively. Remove the vertices of G containing at least one player occurring in the set A 1 ∪ A 2 ∪ B 1 ∪ B 2 , and for the remaining part, obtain the subgraph G 3 . Then, use maximum network flow to compute the maximum matching M 3 of G 3 .
Step 4: The output is the union of these three matchings.
It turns out that this algorithm has great features.
Theorem 18 (Constant-Factor Approximation Algorithm). The Sequential Matching Algorithm is of polynomial time and (i) a 1/3-approximation algorithm for MBMC; (ii) a 1/2-approximation algorithm if the solution of MBMC does not contain pursuit coalitions with three pursuers; (iii) an exact algorithm if the solution of MBMC does not contain pursuit coalitions with two or three pursuers.
Proof. We postpone the proof to Appendix B.
Corollary 19 (Class of Complexity on Approximation Algorithm). The MBMC is APX-complete.
Proof. Note that 3-dimensional matching can be polynomially reduced to the MBMC. Since 3-dimensional matching is APXcomplete [22] and Theorem 18 implies that the MBMC is in APX, the statement follows.
Algorithm 2: Receding Horizon Strategy
Assign a pursuit coalition to each evader that is part of the matching M a ; 7 For a short duration ∆, apply the ES-based strategy for each pursuer that is part of the matching M a . For the rest of the pursuers and for all evaders in E, apply some (any) strategy; 8 Update the player positions after the duration ∆; 9 for every evader E j in E do 10 if E j is captured or enters Ω goal then 11 if E j is captured then 
B. Receding Horizon Strategy
In this subsection, we design a receding horizon strategy for the pursuit team. This strategy is useful because a better matching may occur as the game runs, and a rematching should be performed when an evader is captured. With Algorithm 2, the bipartite graph and the corresponding approximate maximum matching can be updated, potentially in real time, as players change their positions during the game. M a and L c denote the adopted matching and label for the capture of evaders, respectively. SeqMax P, computes the maximum matching by Sequential Matching Algorithm.
As ∆ → 0, we can construct the bipartite graph and compute its approximate maximum matching through Algorithm 2 continuously. As long as each pursuer uses the ES-based strategy from the related pursuit coalition against the matched evader, the size of the matching never decreases until an evader is captured.
V. BOUNDED CONVEX PLAY REGION WITH AN EXIT
In this section, we extend the previous analysis to the case when the game is played in a 3D bounded convex region. We consider a bounded convex play region with an exit through which the evaders escape from the play region. The exit is assumed to be a part of a plane. The goal of the pursuit team is to capture as many evaders as possible before the evaders leave the play region. The play region Ω b play is a closed convex region in R 3 and the exit T b is a part of its boundary. Formally,
where g : R 3 → R is a differentiable function such that the set Ω b 1 = {x ∈ R 3 | g(x) ≥ 0} is convex. The parameters a 1 ∈ R 3 (a 1 = 0 3×1 ) and b 1 ∈ R are known. Additionally, Assume that Ω b play is non-empty and contains more than one point. Condition 4) in Assumption 1 becomes that x 0 Pi ∈ Ω b play for all P i ∈ P and x 0 Ej ∈ Ω b play for all E j ∈ E. Without loss of generality, we select the coordinate system so that a 1 x ≥ b 1 is z ≥ 0. An example of the play region is given in Fig. 6 .
For
play as the closest point to the plane containing T b , and I b (s, j) is the solution to the following convex problem
where the constraint a 1 x ≥ b 1 is not involved because it holds naturally when E(s, j) ∩ T b = ∅.
Lemma 20 (Uniqueness of the Interception Point). For any
Proof. Since E(s, j) ∩ T b = ∅, similar to Definition 8, we denote I(s, j) as the unique point in E(s, j) that is closest to the plane containing T b . If I(s, j) lies in Ω b play as Fig. 6 (a) shows, then I b (s, j) = I(s, j) and thus I b (s, j) is unique. If I(s, j) lies out of Ω b play as Fig. 6(b) indicates, we consider a plane T 1 parallel to T b and move it from T b towards Ω b play . At the beginning, T 1 's intersection sets with E(s, j) and Ω b play are two disjoint sets: a strictly convex set and a convex set respectively. As T 1 moves, these two intersection sets are tangent when they intersect at the first time. The tangent point is I b (s, j) and the statement follows from the uniqueness of I b (s, j).
In the next, we can still construct a similar ES-based strategy to guarantee the winning of the pursuer coalitions. 
The KKT conditions for (29) are as follows:
where λ g ∈ R is the Lagrange multiplier related to g(x) ≥ 0.
Additionally, similar to (19) , we obtain
when P i adopts the feedback strategy u Pi =
Thus, it follows from (18), (30), (31) and (32) 
which leads to the similar conclusion as Theorem 12.
Then, the results about the game of kind are straightforward, formally stated below.
Corollary 22 (Game of Kind). If E(s, j) ∩ T b is empty, then the pursuit team P s wins; if E(s, j) ∩ T b has more than one element, then E j wins; if E(s, j) ∩ T b has a unique element, then two teams are tied. Proof. By similar arguments as in the proof of Theorem 13, the corollary follows by considering the new ES-based strategy in Lemma 21.
Since E(s, j) ∩ Ω b play ⊆ E(s, j), similar to the case of unbounded play region, we need at most three pursuers to capture one evader before the latter escapes. Thus, the results of maximum matching can also be applied.
VI. NUMERICAL RESULTS
In this section, numerical results are presented to illustrate the previous theoretical developments for the cases of unbounded and bounded convex play regions. Numerical studies are performed in Matlab R2017b on a laptop with a Core i7-8550U processor with 16 GB of memory. 
A. Unbounded Play Region
We first consider the unbounded play region with N p = 8 and N e = 9. Initially, as Fig. 7(a) shows, the maximummatching strategy indicates that four evaders are matched by seven pursuers, including two 1-to-1, one 2-to-1 and one 3to-1 matchings. The matched evaders will be captured, unless the pursuit team changes its matching when a matching of greater size occurs as the game runs. A snapshot of the game is presented in Fig. 7(b) where the pursuit team changes its matching because a better matching with six matched evaders occurs. In the end, as shown in Fig. 7(c) , one evader reaches the goal region successfully and eight evaders are captured in the play region.
B. Bounded Convex Play Region
In this section, we consider a bounded convex play region with a planar exit, where N p = 7 and N e = 7. As Fig.  8(a) shows, four evaders are matched by six pursuers at the beginning, including two 1-to-1 and two 2-to-1 matchings. Finally, the pursuit team captures six evaders successfully and one evader escapes.
VII. CONCLUSION
In this paper, we studied a 3D multiplayer reach-avoid game where multiple pursuers defend a goal region against multiple evaders. We showed that the evasion space corresponding to a pursuit coalition and an evader is strictly convex and the associated interception point is unique and can be computed via a convex program. We further revealed that the pursuit coalition can always defend the goal region by moving towards the interception point if the initial condition allows. We also found that in 3D if a pursuit coalition can defend the goal region against an evader, then at most three pursuers in the coalition are necessarily needed. We solved the HJI equation by a convex program. We have shown that our matching between pursuit coalitions and evaders is an instance of a class of constrained matching problems, i.e., MBMC. We analyzed the complexity of MBMC and designed a constantfactor approximation algorithm with polynomial computation time to solve it. We also demonstrated that our results can be applied to the case of a bounded convex play region by slightly modifying the interception point. Future work will focus on distributed multiplayer reach-avoid games.
APPENDIX A PROOF OF LEMMA 5
The curvature κ of the curve ρ = ρ(ψ) in polar coordinates is given by [1, Lemma 3.7] κ = ρ 2 + 2( dρ dψ ) 2 − ρ d 2 ρ dψ 2 ρ 2 + ( dρ dψ ) 2 3/2 . Therefore, if (3) holds, then we have κ > 0 for all ψ ∈ [0, 2π], and by [39, Problem 1.7.6] , the curve is convex. Moreover, since κ is strictly positive, the curve does not contain any line segments and thus is strictly convex.
Since the curve is convex, by definition, the set consisting of the curve and its interior has a supporting hyperplane at every point on the boundary. Along with the fact that the set is closed and has nonempty interior, we have that the set is convex. The strict convexity of the set follows from that of the curve.
APPENDIX B PROOF OF THEOREM 18
Let G = (U ∪ V, E) with conflict graph C be an instance of MBMC, where G and C are given by (25) and (26), respectively.
Assume that the Sequential Matching Algorithm is applied on this instance, and returns a matching M = M 1 ∪ M 2 ∪ M 3 , where M 1 , M 2 and M 3 may be empty. As lines 4 and 8 in Algorithm 1 show, we remove the matched pursuers and evaders when computing the next matching. Thus, M satisfies the conflict graph C naturally.
Since this algorithm involves solving three maximum network flow problems which can be solvable in polynomial time [15] , it is also of polynomial time.
Let M * = M * 1 ∪M * 2 ∪M * 3 be an optimal solution of MBMC on the given instance, where M * i (i = 1, 2, 3) is the set of edges incident to vertices in U with i pursuers. Next, we give an upper bound of |M * i |. (i) Since M 1 is the maximum matching of the subgraph G 1 , we have
(ii) For the subgraph G 2 , we add a pursuer P i ∈ A 1 into U 2 , and obtain a new subgraph G 2 = (U 2 ∪ V 2 , E 2 ) of G with
From now on, we omit the formulation of the conflict graph for any graph we construct, because it can be obtained routinely by at most one appearance of each pursuer in the matching.
Let M 2 be the maximum matching of G 2 , and it is easy to see that |M 2 | ≥ |M 2 |. Note that pursuer P i can capture at most one evader by itself or cooperation with another pursuer. If we remove pursuer P i from U 2 , |M 2 | decreases by at most 1 and G 2 is reduced to G 2 . Thus, we have |M 2 | ≤ |M 2 | + 1.
The similar results can be obtained when we add an evader E j ∈ B 1 into V 2 . Thus, by adding all pursuers in A 1 and all evaders in B 1 into the graph G 2 , we can obtain the subgraph
and the maximum matching M 2 of G 2 satisfies |M 2 | ≤ |M 2 | + |A 1 | + |B 1 |.
The graph G 2 consists of all edges of G incident to vertices in U containing one or two pursuers. Thus, |M * 1 | + |M * 2 | is bounded by
(iii) For the subgraph G 3 , we add a pursuer P i ∈ A 1 ∪ A 2 into U 3 and obtain a new subgraph
Analogously, the maximum matching M 3 of G 3 satisfies |M 3 | ≤ |M 3 | + 1. By putting all pursuers in A 1 ∪ A 2 and all evaders in B 1 ∪ B 2 into G 3 , then G 3 becomes G and its maximum matching M * satisfies
where we have used |A 1 | = |B 1 | = |M 1 | and |A 2 | = 2|B 2 | = 2|M 2 |. Thus, the statement follows from (33), (34) and (35) .
