Abstract
Introduction
Video compression methods usually employ a two step procedure to compress a video sequence. The first step involves prediction of the frame to be coded by using a motion compensation algorithm on the previous frame(s) which has been already coded (and is therefore available to the decoder). After subtracting the motion predicted frame from the frame t o be coded, we are left with a residual image which is termed the Displaced Frame Difference (DFD). DFD is usually coded using a transform based technique [6] . The varied to meet the bitrate. Other techniques like number of bits t o be expended in this process is Vector Quantization [3] which are normally used in still image compresision may also be employed here but are not as popular. In this paper we assume that the DFD is coded using a discrete linear transform based technique (for example employing DCT or Wavelets). We will propose a novel scheme to improve the PSNR of the decoded frame while incurring negligible overhead. The scheme, as implemented in this paper, requires no major modification of an existing video coding setup. It is thus very attractive from a practical stand point.
Discussion
The key point which aids the proposed scheme is that we are compressing DFD generated by a motion compensated video stream and not still images (as generally assumed by most DFD coding schemes). Thus we expect that the residual image error t o be concentrated in certain areas of the image. These areas can be predicted, given that we know the motion compensation scheme. For example, in a block based motion compensation scheme most of the error image energy is concentrated at either the block edges or at the places where the image edges were located in the previous frame. We conducted experiments on video sequences which suggested that SO-SO% of the DFD energy is concentrated in predictable locations in the frame to be coded.
The DFD coding scheme proposed in this paper makes use of the above key observation t o improve the performance of any transform based dicting the location of DFD energy concentration. The question to be answered is: how should the "free pixels" be chosen? For DCT or Wavelets, the free pixels need to be chosen so that most of the energy is concentrated in the low frequencies. In other words we would like t o use the freedom given in the choice of the free pixels t o maximally pack the energy in the low frequencies of the transform domain. This problem has been addressed recently by us in a gcncral context [5] . We had proposed an iterative algorithm which leads to a11 optimal choice of the coefficients, which we will use in this paper.
We will be applying the algorithm in the context of a segmentation based video coding scheme [7] . The motion compensation scheme will be based on a recently developed multi-scale segmentation algorithm [l] . Comparative results for the DFD coding part employing a DCT based technique with and without the proposed addition are provided. The comparative results are obtained by employing a fully functional video coding scheme and thus reflect actual gains that may be expected in a practical implementation. Section 3 is an outline of the proposed method in a general context as applicable t o any transform based DFD coding scheme. Section 4 provides a practical, implementation level example.
Proposed DFD Coding Scheme
The first step in implementing the proposed scheme would be to find t h e prediction mask locating the positions in the error image where the energy is concentrated. This depends on the motion compensation scheme employed. As already observed, for a block based motion compensation scheme t.he pixels that cause most of the error lie at:
1. The edges of the blocks with non-zero motion vectors.
2. The image edges in the previous decoded frame.
For a segmentation based motion compensation scheme [7] the error would be concentrated at:
1. The edges of the regions which moved.
2. The "holes" i.e., places vacated by regions which are not filled by other moving regions.
3. Image edges in the previous decoded frame.
Detection of edges in the previous decoded frame is implicit in a segmentation based motion compensation scheme. For a block based scheme we can employ a simple edge detector based on either thresholding the Laplacian or the Canny edge detector.
Once the mask predicting the error locations is found, we can obta.in the optimal values of the "free pixels" by using an iterative algorithm. Two natural constraints which restrict the values of the free pixels are:
1. The high frequencies in the transform domain should be as srriall as possible.
2.
The value of the non-free pixels in the spatial domain i.e., pixels where DFD energy is high are to be retained.
An algorithm which finds a solution that lies at the intersection of the above two constraint sets should provide a maximal packing of the DFD energy in the low frequencies. We further note that the above requirements can be formulated in terms of convex constraint sets [5, 21. Hence the algorithm can be formulated using the oft used verge to a solution. The projection operators on t o the convex sets which we can use for this purpose are:
POCS formalism [4] and i s guaranteed to con-0 Projection 2: The high frequencies (definition depends on the transform being used) are put t o zero in the transform domain.
The convex sets related t o projections 1 and 2 may not intersect. In such a case the solution obtained will lie in the convex set related t o projection 1 and will be as close as possible (in a mean square sense) to the convex set in Projection 2, thus minimizing the high frequency content.
Application in a video coder
In order t o test the proposed method, we use a segmentation based motion compensation scheme [7] . The underlying segmentation is obtained using a multi-scale segmentation technique [l]. The base DFD coding scheme used for comparison purposes is due to Yokoyama [6]:
1. Partition the error image into 8x8 blocks on a regular grid.
2. Order the blocks in descending order of the residual error.
3. Send as many blocks as the bit rate permits using a DCT based coding scheme for each block.
The prediction mask for the proposed method is obtained as described in the previous section. The projection operators used are outlined in figure 1. Convergence for the iterative algorithm usually occured within 2-3 iterations. It was found that due to prediction errors, the proposed scheme might be worse than actual DCT for some blocks. We therefore selected the best of the two schemes for each block. This requires an additional 5-20 bits t o be sent for each frame, which is negligible. Figure 2 shows the improvement obtained by the proposed method over the base scheme per block for the table tennis sequence. Both the base scheme and the proposed method use the same uniform quantization strategy. The encoded bits per frame is constrained so that both the schemes perform at the same bit rate. It may be noted that the blocks with the same block number are identical for both schemes within the same graph.
However the block numbers are not correlated between the two graphs. No refresher frame was sent in the simulatioiis and the blocks are taken from the first 7 frames (approximately) for step size 16 and the first 5 frames (approximately) for step size 32. It may be observed that the average advantage due t o the proposed method decreases as block number increases. This occurs due to the fact that prediction degrades as the frame number (and hence block number) increase due to lack of refresher frames. 
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