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Vorwort
Aber das ahnungsvolle, Jahre wa¨hrende Suchen
im Dunkeln und seiner gespannten Sehnsucht,
seiner Abwechslung von Zuversicht und Ermattung
und seinem endlichen Durchbrechen zur Klarheit,
das kennt nur, wer es selber erlebt hat.
Albert Einstein
Jeder von uns war schon ein mal auf der Suche. Auf der Suche nach einem
verloren gegangenem Schlu¨ssel, nach einer verlegten Brille, nach dem besten
Borschtsch-Rezept, nach einer Wohnung oder einem Job. Wonach auch im-
mer man suchen mag, in den meisten Fa¨llen will man es schnell finden. Denn
die Suche nimmt Zeit in Anspruch, kostet Arbeit und Geld. Bei mancher
Suche lohnt vielleicht der Aufwand nicht.
Es ist also von großer Bedeutung, den Aufwand einer Suche zu berechnen, zu
minimieren oder abzuscha¨tzen. Insofern ist es nicht u¨berraschend, dass eine
solche Aufgabe die Mathematiker im Allgemeinen und die Verfasserin dieser
Arbeit im Besonderen nicht gleichgu¨ltig lassen konnte.
Wir beno¨tigen zuna¨chst ein allgemeines Modell fu¨r einen Suchprozess und
mu¨ssen dann Methoden zur Lo¨sung konkreter Probleme entwickeln. Um
besonders einfache und dennoch allgemeingu¨ltige Methoden zu erhalten, nimmt
man in der kombinatorischen Suche ha¨ufig an, dass sowohl die Menge der
Suchoperationen (z.B. unter dem Bett nach der Brille schauen, jemand nach
dem Weg fragen) als auch die Suchmenge, d.h. die Menge, in der wir nach
einem Objekt suchen wollen, (z.B. die Menge der Straßen, die wir auf der
Suche nach einem Weg von der Haustu¨r bis zur Bu¨rotu¨r nehmen ko¨nnen),
als auch die Menge der mo¨glichen Antworten diskret sind. Wir sind immer
nur an Suchalgorithmen interessiert, die das gesuchte Objekt mit Sicherheit
finden.
Wir ko¨nnen uns einen Suchprozess als ein Spiel zwischen Alice und dem
Weißen Kaninchen∗ vorstellen. Alice sucht nach dem Zauberwort, welches
∗Alice im Wunderland, Lewis Carroll
die magische Tu¨r o¨ffnet. Sie hat einen Karton mit Frage-Karten und einen
mit Wort-Karten, eine davon ist die Karte mit dem hoch begehrten Zauber-
wort. Das Kaninchen hat einen Karton mit Antwort-Karten und kennt das
Zauberwort. Alice stellt dem Kaninchen eine Frage aus dem Frage-Karten-
Repertoire. Das Kaninchen antwortet mit einer Antwort-Karte, wobei es
sich natu¨rlich stets an die Wahrheit halten muss. Mit der erhaltenen In-
formation wa¨hlt Alice eine zweite Frage-Karte und so weiter, bis sie das
Zauberwort erha¨lt. Ein Algorithmus ist dann eine Folge von Fragen, so dass
die entsprechenden Antworten zum Auffinden des Zauberwortes fu¨hren. Wir
gehen davon aus, dass zu jeder Wort-Karte so eine Folge an Fragen vorhan-
den ist. Selbstversta¨ndlich ist Alice sehr ungeduldig, sie wu¨rde gerne wissen,
wie viele Fragen sie stellen muss, um an das Zauberwort zu kommen. Da
wir die Antworten nicht kennen, wird es uns leider unmo¨glich sein, Alice die
genaue Anzahl der no¨tigen Fragen zu nennen.
In der Suchtheorie ist man deshalb interessiert an Schranken fu¨r die Such-
dauer im schlimmstmo¨glichen Fall. Wir nehmen dafu¨r in unserem Spiel an,
dass es das richtige Zauberwort nicht gibt. Um das Spiel in die La¨nge zu
ziehen (und so in der reizenden Gesellschaft von Alice mo¨glichst lange zu ver-
weilen), darf sich das Kaninchen wa¨hrend des Spiels umentscheiden, welches
Wort am Ende das Zauberwort wird. Allerdings muss am Ende des Spiels
genau eine Wort-Karte zu all seinen Antworten passen. An dieser Stelle
ko¨nnen wir Alice nur sagen, das es bei n Wort-Karten und q Antwort-Karten
mindestens logq n
∗∗ Fragen dauern wird.
Gruppentests sind ein Spezialfall der kombinatorische Suche, der zum Beispiel
in der Medizin seine Anwendung findet. Zum ersten Mal formulierte die Idee
der Gruppentests Dorfman, geleitet von einem konkreten Problem, welches
wa¨hrend des Zweiten Weltkrieges entstand. Damals musste man Millionen
von Soldaten auf Syphilis testen. Dorfman hatte die Idee, die Blutproben
von Soldaten zu mischen um im Falle eines negativen Ergebnisses mo¨glichst
viele Soldaten als nicht infiziert ausschließen zu ko¨nnen.
Allgemein sucht man hier nach d defekten Objekten einer Suchmenge T . Zum
testen wa¨hlt man Teilmengen der Suchmenge und u¨berpru¨ft, ob mindestens
ein defektes Objekt in der Teilmenge liegt. Die einzig mo¨glichen Antworten
sind “ja” und “nein”.
Peter Cameron fu¨hrt in seinem Film “Codes” (aus der Reihe Popular Lec-
tures der London Mathematical Society) vor, wie man mit 4 Fragen, die
der Zuschauer mit “ja” oder “nein” beantwortet, die von dem Zuschauer
∗∗Dies ist die informationstheoretische Schranke (C. E. Shannon)
gewa¨hlte Zahl zwischen 1 und 15 erraten kann. Das ist ein scho¨nes Beispiel
eines Gruppentests. Die Suchmenge besteht aus den Zahlen 1 bis 15, wobei
nach genau einer Zahl gesucht wird. Und die Anzahl der Fragen ist sogar
bestmo¨glich, da die informationstheoretische Schranke in diesem Fall genau⌈
log2
(
15
1
)⌉
= 4 ist.
In den meisten Fa¨llen wird es unmo¨glich sein, diese Schranke zu erreichen,
zum Beispiel weil die Struktur der Suchmenge T es nicht erlauben wird,
T mit jedem Test zu halbieren. In vielen Anwendungen muss man zu-
dem die Ma¨chtigkeit der Testmenge, d.h. die Anzahl der in jedem Test
zu u¨berpu¨fenden Objekte, von vorne herein beschra¨nken. In dem oben
beschriebenen Fall der Syphilis-Erkennung hat sich zum Beispiel heraus-
gestellt, dass die Bluttests unzuverla¨ssig werden, sobald man mehr als 9
Blutproben zusammen mischt. Es ist also interessant, nach der Anzahl cdp(T )
der im schlimmstmo¨glichen Fall no¨tigen Tests zu fragen in Abha¨ngigkeit von
der Anzahl p der Objekte, die in jedem Test ho¨chstens u¨berpru¨ft werden.
Wir geben im Kapitel 2.3 scharfe obere und untere Schranken fu¨r cdp(T ) im
Fall d = 2.
Betrachten wir den Fall d = 2 etwas genauer. Alice sucht jetzt nach einem
Paar von Wort-Karten. Sie packt jeweils p Wort-Karten zusammen, fragt
das Kaninchen, ob mindestens eine davon eine der zwei gesuchten ist und
erha¨lt als Antwort “ja” oder “nein”. Aber nicht alle Wortpaare ergeben
einen Sinn. Wie vera¨ndert sich die Anzahl der Fragen, wenn Alice nur nach
sinnvollen Wortkombinationen sucht? Genau diesem Problem wollen wir un-
sere Aufmerksamkeit in dieser Arbeit widmen.
Denkt man an diskrete Suche und Optimierung, so denkt man auch unweiger-
lich an Graphentheorie. Man kann sich einen Graphen, wie ein Netzwerk
vorstellen. Man hat Objekte, die wir Knoten des Graphen nennen wollen,
und Verbindungen dazwischen, genannt Kanten. Wir bezeichnen die Menge
der Kanten eines Graphen mit E. Das Suche nach einer ku¨rzesten Eisenbah-
nverbindung ist die Suche nach einer ku¨rzesten Kantenverbindung in einem
Graphen. Die Suche nach einer fehlerhaften Verbindung in einem Telefonnet-
zwerk genauso wie das Suchen nach einem Verwandschaftsverha¨ltnis zwischen
zwei Menschen entspricht der Suche nach einer Kante in einem Graphen.
Dank der u¨bersichtlichen Struktur der Graphen war es den Mathematikern
mo¨glich in den letzten 40 Jahren enorm viele Resultate u¨ber Graphen zu be-
weisen. Um diese zu nutzen wollen wir versuchen, unser Problem der Suche
nach zwei Wort-Karten als eine Suche in einem Graphen darzustellen. Stellen
wir uns die Wort-Karten als Knoten eines Graphen G vor und verbinden je
zwei Karten, die ein sinnvolles Wortpaar ergeben, durch eine Kante. Wir
suchen nun nach zwei Knoten in G, die durch eine Kante verbunden sind, d.h.
nach einer unbekannten Kante e. Um diese eindeutig zu identifizieren, wa¨hlen
wir Teilmengen X der Knotenmenge von G der Ma¨chtigkeit ho¨chstens p und
stellen Fragen der Form: “Ist mindestens ein Knoten aus X ein Endknoten
von e?” Unser Interesse gilt dabei der Anzahl der Fragen c2p(V ) = cp(G), die
im schlimmstmo¨glichen Fall notwendig sind um die beiden Endknoten von e
zu finden.
Bislang wusste man, dass im Falle, dass p beliebig groß gewa¨hlt werden
kann, mindestens log2 |E| viele Fragen und ho¨chstens dlog2 n(n− 1)e Fra-
gen im schlimmstmo¨glichen Fall notwendig sind. Auch der Fall p = 1 ist
genauestens untersucht worden. Details findet der Leser im ersten Kapitel
dieser Arbeit.
Das zweite Kapitel bescha¨ftigt sich mit den Schranken fu¨r cp(G). Wir be-
weisen eine untere Schranke und geben eine Vermutung an, wie die Schranke
verscha¨rft werden kann. Wir pra¨sentieren außerdem eine scharfe obere Schranke
fu¨r cp(G) und gehen speziell auf den vollsta¨ndigen Graphen Kn ein, fu¨r den
die allgemeine untere Schranke verbessert werden kann, sodass die Differenz
zwischen der oberen und der unteren Schranken maximal 3 betra¨gt. Weiter
verbessern wir fu¨r gewisse n die obere Schranke fu¨r cp(Kn).
Im dritten Kapitel betrachten wir das Entscheidungsproblem, ob cp(G) ≤ k
fu¨r eine gegebene natu¨rliche Zahl k gilt. Wir stellen fest, dass das Problem
NP-vollsta¨ndig ist fu¨r alle p.
Das vierte Kapitel ist der Analyse der Greedy-Strategie gewidmet. Wir
zeigen, daß die Frage, ob die Anzahl der im schlimmsten Fall beno¨tigten
Fragen kleiner oder gleich k ist, sogar dann NP-vollsta¨ndig bleibt, wenn man
diese spezielle Strategie benutzt. Allerdings kann man die Anzahl der Fragen,
die bei einem vollsta¨ndigen oder einem bipartiten Graph beno¨tigt werden, in
polynomieller Zeit bestimmen. Daru¨ber hinaus geben wir eine probabilistis-
che Analyse der Greedy-Schranke an.
Im fu¨nften Kapitel gehen wir ausfu¨hrlich auf den erfaßbaren Fall p = 2
ein. Wir geben c2(G) fu¨r gewisse Graphenklassen exakt an. Wir beweisen
eine scharfe obere Schranke fu¨r die Anzahl der Kanten in einem Graphen in
Abha¨ngigkeit von c2(G) und leiten daraus eine scharfe untere Schranke fu¨r
c2(G) ab. Wir charakterisieren auf unterschiedliche Weise die Graphen, fu¨r
die Gleichheit gilt und stellen die Vermutung auf, dass fu¨r solche Graphen
c2(G) in polynomieller Zeit berechnet werden kann. Außerdem geben wir
notwendige und hinreichende Bedingungen, fu¨r das Annehmen der oberen
Schranke von c2(G) an.
Im letzten Kapitel tragen wir die offen gebliebenen Fragen und unsere Ver-
mutungen zusammen.

Preface
Consider the following classical combinatorial (d, n) group testing problem:
Assume that a set V of n items contains exactly d defectives. The only way
to identify them is by testing for error-freeness. A test can be applied to
an arbitrary subset of the n items with two possible outcomes: a negative
outcome indicates that all items in the subset are good, a positive outcome
indicates that at least one item in the subset is defective (but not know-
ing which one or how many are defective). The tests are made one by one,
and the outcomes of previous tests are assumed to be known at the time of
performing the current test. Let cA(d, n) denote the maximum (worst-case)
number of tests required by an algorithm A to identify all defectives. The
problem is to determine c(d, n) = min
A
cA(d, n).
The group testing problem was first proposed by Dorfman (cf. [9]) during
World War II when blood samples of millions of draftees were subject to
identical analyses in order to detect a few thousand cases of syphilis. In
the 1960s Sobel and Groll [16] revived the interest in group testing by giv-
ing many industrial applications in detecting chemical leakage and electrical
blocking.
To determine the worst case complexity c(d, n) is an unexpectedly hard
problem and is open for d ≥ 2. The only known general lower bound
is the information theoretic bound
⌈
log2
(
n
d
)⌉
. Hwang shows in [15] that
c(d, n) ≤ ⌈log2 (nd)⌉+ d− 1, which is slightly improved in [4] by Allemann.
In this thesis, we focus our attention to the case d = 2. In this case we can
interpret the search domain V as the vertex set of the complete graph Kn.
We want to go even further and consider the following generalization of the
(2, n) group testing problem: We interpret the search domain V as the vertex
set of an arbitrary, finite, simple, undirected graph G with edge set E and
search for two defect elements from V , i.e an unknown edge e in E. We write
c(G) for the worst case complexity c(d, n) .
In many applications there is the natural restriction that only test sets
with bounded cardinality are allowed. For example in the problem with
the syphilis detection the blood test is not longer accurate when as few as
nine blood samples are put together. Let us denote by cp (G) the worst case
complexity (also denoted for short by p-complexity) when only test sets with
cardinality at most p are allowed. The extremal case p = 1 is investigated
by Aigner and Triesch in [3], [17] and [18]. For more details the reader is
referred to the first chapter of this thesis.
In the second chapter we prove lower bounds for cp (G) and state a conjec-
ture how to make the lower bound sharp. Furthermore we present a sharp
upper bound. We expand on the complete graph Kn, for which we prove a
sharp lower bound and show that the maximum difference between the upper
bound and the lower bound for cp (Kn) is 3. Moreover we improve the upper
bound for cp (Kn) for some p.
In Chapter 3 we consider the decision problem whether the p-complexity of
a graph is smaller than an integer k. We show that this problem is NP-
complete for all p.
The fourth chapter is devoted to the analysis of the greedy strategy. We
show that the decision problem whether the worst case p-complexity of a
graph is smaller than an integer k is an NP-complete problem even if we use
the greedy strategy. In addition, we establish some probabilistic results for
the greedy bound.
In Chapter 5 we are going into details of the tractable case p = 2. We start
with the proofs of exact results on c2 for some graph classes. By means of
this results we continue with the proof of sharp upper bounds for the num-
ber of edges of G depends on c2 (G) and characterize the graphs for which
this bound is exact in several ways. As a conclusion we receive sharp lower
bounds for c2 (G). We also determine the 2-complexity of the complete graph
and provide thus a sharp upper bound for c2 (G) of an arbitrary graph G,
partly characterizing the extreme case.
In the last chapter we give a summary of our results and a list of open prob-
lems.
We are always hearing of people who are around seeking after the Truth.
I have never seen a permanent specimen. I think he has never lived.
But I have seen several entirely sincere people who thought
they were permanent Seekers after the Truth. They sought
diligently, persistently, carefully, cautiously, profoundly,
with perfect honesty and nicely adjusted judgment- until they
believed that without doubt or question they had found the Truth.
That was the end of the search.
Mark Twain
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1Chapter 1
Introduction
In this section we present most of the terminology and notation used through-
out this thesis. Some special definitions that are only relevant in certain
chapters will be given where they are needed.
1.1 Graph theory
In this chapter we give some basic definitions of graph theory. For all graph
theoretic notations not defined in the text the reader is referred to the books
of Bollobas [7] and [6] or Chartrand and Zhang [8].
A graph G(V,E) is an ordered pair of two finite nonempty sets V of objects
called vertices and E, such that E is a set of 2-element subsets of V called
edges. The set V is called the vertex set of G and E is called the edge set
of G. An edge vw joins the vertices v and w. If vw is an edge of G, then v
and w are adjacent in G. In this case the vertices v and w are referred to as
neighbors of each other and end vertices of the edge vw. The vertex v and
the edge vw are said to be incident with each other. We write N(v) for the
neighborhood of v in G. The degree dG(v) of a vertex v in G is the number
of edges incident with v, i.e. dG(v) = |N(v)|.
We say that H(W,F ) is a subgraph of G(V,W ) if W ⊂ V and F ⊂ E.
Let B be a subset of V , then < B > denotes the subgraph on B which
contains all edges within B that are present in G, i.e., V (< B >) = B and
E(< B >) = E(G) ∩ (B
2
)
. The graph < B > is called the subgraph of G
induced by B.
We write G − B for the subgraph of G obtained by deleting the vertices of
B and all edges incident with them, i.e. G− B =< V \ B >. For an edge e
Edge search in graphs
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of G, we write G− e for the spanning subgraph of G whose edge set consists
of all edges of G except e. We denote by G \ H the graph with vertex set
V \W and edge set E \ F .
We denote by G ∪H the graph with vertex set V ∪W and edge set E ∪ F .
We obtain the join G + H from G ∪ H by adding all edges between G and
H. If v and w are non adjacent vertices of G, then G+ vw is obtained from
G by joining v to w.
For two vertices v, w of G a v−w path in G is a sequence of distinct vertices
in G, beginning with v and ending with w such that consecutive vertices in
the sequence are adjacent. A graph G is connected if G contains a v − w
path for every pair v, w of distinct vertices of G. A connected subgraph of
G that is not a proper subgraph of any other connected subgraph of G is a
component of G.
A graph G(V,E) is a star if there exists a vertex x ∈ V such that E =
{xv|v ∈ V \ {x}}. The vertex x is called the center of the star G. We write
K1,m for a star with m+ 1 vertices.
A graph G is complete if every two distinct vertices of G are adjacent. We
write Kn for a complete graph on n vertices.
The complement G of a graph G(V,E) is that graph with vertex set V such
that vw is an edge of G if and only if vw is not an edge of G for each pair
v, w of V .
1.2 Search processes
Let us start with a general model of a search process. Let T be a non
empty set of n elements, called a search domain, x ∈ T , and let F be a
family of functions with values in {0, 1}, so called tests or questions. We
call F a test family. We choose a function f1 ∈ F and receive as answer
the value f1(x). With this information we choose again a function f2 ∈ F
and get back the value f2(x), and so on. A search algorithm A consists
in the choice of the search sequence f1, f2, ..., fl(x) ∈ F such that the values
f1(x), f2(x), ..., fl(x)(x) determine x uniquely. We assume that for every x ∈ T
there exists such a sequence. The pair (T, F ) is called a search process. The
number l(x) is called the length for x in A and will, in general, depend on x.
The goal is to find a good algorithm that produces a sequence for all x ∈
T . We describe the quality of the algorithm by its length. The (worst
Edge search in graphs
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case) complexity c(A) of an algorithm A is the maximal number of tests to
determine some x, i.e. c(A) = max{l(x) | x ∈ T}.
The (worst case) complexity c(T, F ) of the search process (T, F ) is
c(T, F ) = min
A
c(A).
For an interesting and more detailed insight into this area we refer the reader
to the book of Aigner [2].
1.3 Group testing problem
One special case of a combinatorial search specified above is a group test.
Let T ⊂ 2M for some set M and every f ∈ F is determined by a subset
N ⊂M such that
fN(x) = 1⇔ x ∩N 6= ∅.
In this case we call x ∈ T the set of defect elements and the test yields 1 if
and only if N contains at least one defect element. We assume to know the
cardinality d of the set of defect elements x.
The problem to determine c(T, F ) is called the (d, n) group testing problem
and is one of the first mathematically investigated search problems (cf. [9]),
many variants of which have been discussed in the literature (cf. [1], [10],
[11] and [2]).
The only known general lower bound is the information theoretic bound⌈
log2
(
n
d
)⌉
. In [15] Hwang showed that c(T, F ) ≤ ⌈log2 (nd)⌉ + d − 1. This
upper bound is slightly improved by Allemann in [4].
We restrict our attention on the case d = 2, that means the search domain T
consists of 2-element subsets of M . In this case we can interpret the search
domain T as the vertex set of the complete graph Kn with edge set M . We
write V instead of T , E instead of M and e instead of x to use the notation
which is usual in graph theory. Let F be the set of tests defined by a set
N ⊂ V , the tests yielding ”yes” if and only if at least one element of N is an
end vertex of e.
We want to go even further and consider the following generalization of this
group testing problem: We interpret the search domain V as the vertex set
of an arbitrary, finite, simple, undirected graph G with edge set E and search
for two defect elements from V , i.e., an unknown edge e in E. We write c(G)
for the worst case complexity.
Edge search in graphs
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In many applications, there is a natural restriction that only test sets with
bounded cardinality are allowed. Let us denote by cp (G) the worst case cost
when only test sets with cardinality at most p are allowed .
The extremal case p = 1 was investigated by Triesch and Aigner in [3], [17]
and [18].
1.4 Game theoretic approach
For modeling the worst case complexity we introduce the following game-
theoretic point of view. We interpret the problem described above as a
search game between two players A (Algy) and S (Strategist) as follows:
Player A:
• Chooses a subset N1 ⊂ V with |N1| ≤ p and
• asks S questions of the form: ”Is at least one of the vertices of N1 an
endpoint of e?”,
• receives as answer ”yes” or ”no”.
• With this information he chooses again a subset N2 ⊂ V , |N2| ≤ p and
so on.
• A wants to determine the unknown e ∈ E with a minimal number of
questions.
• Any sequence of questions determining e is an algorithm of player A.
Player S:
• Tries to force A to ask as many questions as possible.
• Does not fix the edge e at the beginning of the game but
• delays giving the solution as long as possible.
• Still the answers S provides to the questions of A have to be consistent,
i.e., the graph has to contain an edge which complies with all answers
of S.
• Any sequence of answers is called a strategy of S.
Edge search in graphs
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The game stops when e is determined, and the length of the game is the
number of questions asked.
The (worst case) p-complexity cp(G) is the minimum number of questions
as above to be asked in the game in order to determine an unknown edge e
in the worst case, i.e., if both players play optimally.
Suppose A uses algorithm A and S uses strategy S and the length of the
resulting game is denoted by L(A,S). The worst case p-complexity is pre-
cisely
cp(G) = minA
max
S
L(A,S) = max
S
min
A
L(A,S).
1.5 Preliminaries
In the following let p, q,m, l, n ∈ N with l ≤ m, 2 ≤ m and 2 ≤ p.
The following simple but useful results require no further proof.
Observation 1.1. Let G be a graph and let p1, p2 be two positive integers
with p1 ≤ p2. Then
cp2(G) ≤ cp1(G).
Observation 1.2. Let G,H be graphs with H ⊂ G. Then
cp(H) ≤ cp(G).
Observation 1.3. If m ≤ p, then
cp(K1,m) = cm(K1,m) = dlog2me .
The following proposition is useful throughout the paper.
Proposition 1.4 (Information theoretic bound). Let G (V,E) be a graph.
The information-theoretic bound on c (G) is
c (G) ≥ dlog2 (|E|)e .
A proof of Proposition 1.4 can be found for instance in [2].
As a simple conclusion we get the following corollary.
Corollary 1.5. Let G (V,E) be a graph. Then
cp(G) ≥ c(G) ≥ dlog2(|E|)e .
Edge search in graphs
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For the complexity c of a graph F. Hwang proved 1972 the following result.
Proposition 1.6 (Hwang [15]). Let G (V,E) be a graph with n vertices.
Then
c(G) ≤
⌈
log2
(
n
2
)⌉
+ 1.
E. Triesch and I. Altho¨fer showed 1993 that this upper bound can be im-
proved for some graphs.
Proposition 1.7 (Altho¨fer and Triesch [5]). Let G (V,E) be a graph with m
edges. Then
c(G) ≤ dlog2me+ 3.
This result was improved by Damaschke.
Proposition 1.8 (Damaschke [12]). Let G (V,E) be a graph with m edges.
Then
c(G) ≤ dlog2me+ 1.
For a star with m edges we have the following exact result.
Proposition 1.9. Let q = dlog2(p)e. Then
(a) cp(K1,m) = dlog2(m)e for m ≤ 2p.
(b) For m > 2p we get
cp(K1,m) =

⌈
m
p
⌉
+ q − 2 if 1 ≤ m mod p ≤ 2q − p⌈
m
p
⌉
+ q − 1 else
= t+ dlog2(m− tp)e , t =
⌈
m
p
⌉
− 2.
Proof: For m ≤ 2p the claim is easy to see. We proceed by induction on
m > 2p to prove cp(K1,m) ≤
⌈
m
p
⌉
− 2 +
⌈
log2
(
m−
⌈
m
p
⌉
p+ 2p
)⌉
.
Let N(v) = {v1, ..., vm} be the neighborhood of v in G. Player A probes the
set A1 = {v1, ..., vp} first. If player S answers ”yes”, then player A has to
search in K1,p. If S answers ”no” the unknown edge e lies in K1,m−p. Thus
we get
cp(G) ≤ max{1 + cp(K1,m−p), 1 + cp(K1,p)} = 1 + cp(K1,m−p).
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The last equality holds by Observation 1.2.
Using the induction hypothesis in the case m > 3p and the claim (a) in the
case 2p < m ≤ 3p, we get
cp(G) ≤ 1 + cp(K1,m−p)
= 1 +
⌈
m− p
p
⌉
− 2 +
⌈
log2
(
m− p−
⌈
m− p
p
⌉
p+ 2p
)⌉
=
⌈
m
p
⌉
− 2 +
⌈
log2
(
m−
⌈
m
p
⌉
p+ 2p
)⌉
.
In order to show the equality for m > 2p consider the following strategy of S:
Player S answers always ”no”. Suppose that after i tests player A knows that
the unknown edge e lies in the subgraph Gi (Vi, Ei) of G. We get |E0| = m
and |Ei| ≥ |Ei−1| − p as long as |Ei−1| ≥ 2p holds. Thus for k =
⌈
m
p
⌉
− 3 we
obtain
|Ek| ≥ m− p
⌈
m
p
⌉
+ 3p > 2p
and
|Ek+1| ≥ m− p
⌈
m
p
⌉
+ 2p.
Together with Proposition 1.4 this yields
cp(G) ≥ k + 1 + cp(K1,|Ek+1|) ≥ k + 1 + dlog2 |Ek+1|e
≥ k + 1 +
⌈
log2
(
m− p
⌈
m
p
⌉
+ 2p
)⌉
=
⌈
m
p
⌉
− 2 +
⌈
log2
(
m− p
⌈
m
p
⌉
+ 2p
)⌉
.
♣
E. Triesch and M. Aigner proved in [3] sharp upper bounds on the number
of edges and vertices of a graph, both dependent on c1.
Theorem 1.10 (Aigner and Triesch [3]). Let G be a graph and c1 its 1-
complexity. Then
(a) |E| ≤ (c1+1
2
)
+ 1 and
(b) |V | ≤ (c1+2
2
)
+ 1.
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Solving the inequalities in Theorem 1.10 they obtained sharp lower bounds
for c1.
Corollary 1.11 (Aigner and Triesch [3]). Let G be a graph with n vertices
and m edges. Then
(a) c1(G) ≥
⌈√
2m− 7
4
− 1
2
⌉
and
(b) c1(G) ≥
⌈√
2n− 7
4
− 3
2
⌉
.
As conclusion from Observation 1.2 and Proposition 1.9 we get the following
results.
Lemma 1.12. Let p, r,m1, ...,mr be positive integers with r ≤ p and
m1 ≥ m2 ≥ ... ≥ mr. Let G = K1,m1 ∪K1,m2 ∪ ... ∪K1,mr . Then
cp(K1,m1) ≤ cp(G) ≤ dlog2 re+ cp(K1,m1) ≤ 2 dlog2 pe+
⌈
m1
p
⌉
− 1.
Lemma 1.13. Let p, r,m1, ...,mr be positive integers with r > p and
m1 ≥ m2 ≥ ... ≥ mr. Let G = K1,m1 ∪K1,m2 ∪ ... ∪K1,mr . Then
cp(K1,m1) ≤ cp(G) ≤
⌈
r
p
⌉
− 2 + dlog2 pe+ cp(K1,m1)
≤
⌈
r
p
⌉
+ 2 dlog2 pe+
⌈
m1
p
⌉
− 2.
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Bounds for the p-complexity
2.1 Lower bounds
The information theoretic bound is in a trivial way a lower bound for the
p-complexity. Let us now look for lower bounds which are better than the
information theoretic bound.
First we will prove upper bounds for the number of edges and the number of
vertices of a graph G with p-complexity cp.
Theorem 2.1. Let q = dlog2 pe. Let G(E, V ) be a graph and cp ≥ q its
p-complexity. Then
(a) |E| ≤ p2(cp−q+2
2
)
+ 2q − p2 and
(b) |V | ≤ p2(cp−q+2
2
)
+ 2q − p2 + κ(G) ≤ p2(cp−q+2
2
)
+ 2q − p2 + p · cp.
Solving the inequalities in Theorem 2.1 we obtain lower bounds for cp.
Corollary 2.2. Let q = dlog2 pe. Let G be a graph with n vertices and m
edges. Then
(a) either cp(G) < q or cp(G) ≥ 2q−32 +
√
9
4
− 4p−2m
p2
and
(b) either cp(G) < q or
cp(G) ≥ q − 3p+22p +
√
9
4
+ 3−2q
p
+ 1+2n−4p
p2
.
Proof: Solving the inequality (a) in Theorem 2.1 we get
cp(G) ≥ 2q − 3
2
+
√
9
4
− 2
q+1 − 2m
p2
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and therefore
cp(G) ≥ 2q − 3
2
+
√
9
4
− 4p− 2m
p2
since 2q+1 ≤ 4p.
Solving the inequality (b) in Theorem 2.1 we get
cp(G) ≥ q − 3p+ 2
2p
+
√
9
4
+
3− 2q
p
+
1 + 2n− 2q+1
p2
and thus
cp(G) ≥ q − 3p+ 2
2p
+
√
9
4
+
3− 2q
p
+
1 + 2n− 4p
p2
again since 2q+1 ≤ 4p.
♣
Therefore, we obtain by means of Corollary 1.5 the following corollary.
Corollary 2.3. Let q = dlog2 pe. Let G be a graph with n > 2q+1+1 vertices
and m > 2q edges. Then
(a) cp(G) ≥ q − 32 +
√
9
4
− 4p−2m
p2
and
(b) cp(G) ≥ q − 3p+22p +
√
9
4
+ 3−2q
p
+ 1+2n−4p
p2
.
Proof of Theorem 2.1: We prove (a) by induction on cp. For cp = q the claim
follows from Proposition 1.4. For cp > q suppose that A1 is the first test set
in an optimal algorithm for G. Then |A1| ≤ p and the inequality
d(v) ≤ p(cp − q + 1) (1)
holds for all vertices v ∈ A1, where d (v) is the degree of v in G.
Proof of (1): Assume m = d(v) > p(cp − q + 1) ≥ p for a vertex v ∈ A1 and
player S answers ”yes” to the first question. Then the unknown edge e lies
in a subgraph of G which contains a star with m edges as a subgraph. That
is why by Observation 1.2 and Proposition 1.9 player A needs at least
cp(K1,m) ≥
⌈
m
p
⌉
+ q − 2 ≥ m
p
+ q − 2 > cp − 1
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further questions in the worst case to determine the second end vertex of the
unknown edge e. Whence cp (G) ≥ 1 + cp(K1,m) ≥ cp + 1, contrary to the
assumption.
Now let us consider the subgraph G − A1. The graph G − A1 contains at
least one edge, otherwise the choice of A1 would not be optimal. We get
furthermore
cp(G− A1) ≤ cp − 1. (2)
Proof of (2): Assume cp(G−A1) > cp−1 and player S answers ”no” to the first
question. Then e ∈ G−A1 and player A needs at least cp(G−A1) > cp − 1
further tests in the worst case to determine the second end vertex of the
unknown edge e. And thus cp(G) ≥ cp(G − A1) + 1 > cp, contrary to the
assumption.
We conclude with inequality (1) that
|E(G)| ≤ |E(G− A1)|+ p · p(cp − q + 1).
Now if cp(G − A1) ≥ q we use the induction and the inequality (2) for the
first term of the sum to get
|E(G)| ≤ p2
(
cp − 1− q + 2
2
)
+ 2q − p2 + p2(cp − q + 1)
= p2
(
cp − q + 2
2
)
+ 2q − p2.
If cp(G − A1) < q, then |E(G − A1)| < 2q ≤ p2
(
cp−1−q+2
2
)
+ 2q − p2 and we
obtain again
|E(G)| ≤ p2
(
cp − q + 2
2
)
+ 2q − p2.
The first inequality in (b) follows immediately from (a). For the second
inequality observe that the number of components of G is bounded by p · cp
since G has no isolated vertices.
♣
Observation 2.4. Let q = dlog2 pe. Let G = (E, V ) be a graph and cp ≥ q ≥
2 its p-complexity. Proposition 1.4 yields |E(G)| ≤ 2cp. On the other hand,
we estimate p2
(
cp − q + 2
2
)
+ 2q− p2 < (cp + 2)2 p22 + 2q− p2 ≤ (cp + 2)2 p
2
2
.
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Hence we conclude that the first estimate in Theorem 2.1 presents a better
upper bound for |E(G)| than the estimate in Proposition 1.4 if
cp − 2 log2(cp + 2) ≥ 2 log2 p− 1.
Observation 2.5. Let G be a graph with m edges. For p ≥ 4 and q = dlog2 pe
we estimate 2q−3
2
+
√
9
4
− 4p−2m
p2
≥
√
9
4
− 4p−2m
p2
.
Hence 2q−3
2
+
√
9
4
− 2q+1−2m
p2
≥ dlogme if 2m
p2
− dlogme2 ≥ 4
p
− 9
4
.
Therefore, we conclude that the first estimate in Corollary 2.3 presents a
better lower bound for cp(G) than the information theoretic bound if
2m
p2
− dlog2(m)e2 ≥
4
p
− 9
4
.
We have seen a sharp upper bound for the case p = 1. We give also a sharp
upper bound for the case p = 2 in Chapter 5. The upper bound for |E(G)|
of Theorem 2.1 is not sharp. But we have a conjecture how the sharp upper
bound for |E(G)| looks like in the case that p is a power of 2. Let us look at
the following example.
Example 2.6. Let p = 2q. Let c be a positive integer with c ≥ 2q. Consider
the graph G of Figure 2.1 consisting of the disjoint union
[∪c−2q−1i=0
(∪pj=1K1,p(c−2q−i))]∪[∪q−1k=1 (∪pj=1K1,2q−k)]∪[∪2pj=1K1,1].
It is not hard to see that cp (G) = c and |E| = p2
(
c−2q+1
2
)
+ p2.
This example gives us occasion to suppose that the following sharp upper
bound for the number of edges in a graph holds.
Conjecture 2.7. Let p = 2q. Let G(E, V ) be a graph and c > 2q its p-
complexity. Then
|E| ≤ p2
(
c− 2q + 1
2
)
+ p2
Solving this inequality we obtain sharp lower bound for cp.
Corollary 2.8. Let p = 2q. Let G be a graph with m edges. Then either
cp(G) ≤ 2q or
cp(G) ≥ 4q − 1
2
+
√
2m
p2
− 7
4
.
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Figure 2.1:
For an arbitrary p we get then the following result by Observation 1.1.
Corollary 2.9. Let dlog2 pe = q. Let G be a graph with m > 22q edges. Then
cp(G) ≥ c2q(G) ≥ 4q − 1
2
+
√
2m
p2
− 7
4
.
2.2 Upper bounds
Let us now turn our attention to upper bounds for cp. For the case that there
are no restrictions on the test sets we have the upper bound dlog2 n(n− 1)e
from Hwang. This implies the following result for the complete graph Kn.
Lemma 2.10. Let n ≤ 2p+ 1. Then
cp(Kn) ≤ d2 log2 ne .
Proof: From the Proposition 1.6 it follows that c(Kn) ≤ d2 log2 ne, where
c(Kn) is the complexity of Kn with not restricted test sets. In the case
n ≤ 2p+ 1 the restriction |X| ≤ p on a test set X is irrelevant.
Edge search in graphs
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♣
During the next sections complete split graphs will play an important role.
First we need the definition of a split graph (see also [13]).
Definition 2.11. A graph G is a split graph if there is a partition of its vertex
set into two nonempty subsets V and W such that V induces a complete graph
and W induces an empty graph. We say V is the clique set of G and W is
the independent set of G.
Definition 2.12. A split graph G with clique set V and independent set W
is called complete if every vertex V is adjacent to every vertex of W . A
complete split graph with |V | = p and |W | = n − p is called n-p-graph with
notation G = Hn,p.
Proposition 2.13. Let n ≥ 2p. Then
cp(Kn) ≤ 2 dlog2 pe+
⌈
n− 1
p
⌉
.
Proof: For n = 2p the claim follows from Lemma 2.10.
For n = 2p+1 player A probes a set of p arbitrary vertices of Kn. If player S
answers ”yes”, then player A has to search in Hn,p. Note that the n-p-graph
Hn,p is a subgraph of the graph ∪pi=1K1,n−1 = ∪pi=1K1,2p. If S answers ”no”
the unknown edge e lies in the complete graph Kp+1.
Thus, we get by Observation 1.2
cp(Kn) ≤ max {1 + cp(Hn,p), 1 + cp(Kp+1)}
≤ max {1 + cp(∪pi=1K1,n−1), 1 + cp(Kp+1)} .
Now using Observation 1.12 for the first term and Lemma 2.10 for the second
term we obtain
cp(Kn) ≤ 1 + max {dlog2 pe+ cp(K1,2p), 2 dlog2(p+ 1)e}
and thus by Proposition 1.9
cp(Kn) ≤ 1 + max {dlog2 pe+ dlog2 2pe , 2 dlog2(p+ 1)e}
≤ 2 dlog2 pe+ 2 = 2 dlog2 pe+
⌈
n− 1
p
⌉
.
For n ≥ 2p+ 2 we proceed by induction on n.
Player A probes a set consisting of arbitrary p vertices of Kn first. Then
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the resulting graphs are G1 = Hn,p ⊂ ∪pi=1K1,n−1 and G2 = Kn−p. Thus, we
deduce by Observation 1.2 that
cp(Kn) ≤ max {1 + cp(∪pi=1K1,n−1), 1 + cp(Kn−p)} .
Now using Observation 1.12 for the first term and induction for the second
term if n− p ≥ 2p we obtain
cp(Kn) ≤ 1 + max
{
dlog2 pe+ cp(K1,n−1), 2 dlog2 pe+
⌈
n− p− 1
p
⌉}
≤ 1 + max
{
2 dlog2 pe+
⌈
n− 1
p
⌉
− 1, 2 dlog2 pe+
⌈
n− p− 1
p
⌉}
= 2 dlog2 pe+
⌈
n− 1
p
⌉
.
If p+2 ≤ n−p < 2p, then by Lemma 2.10 we estimate cp(Kn−p) ≤ cp(K2p) ≤
2 dlog2 2pe and receive again
cp(Kn) ≤ 1 + max {dlog2 pe+ cp(K1,n−1), 2 dlog2 2pe}
≤ 1 + max
{
dlog2 pe+ dlog2(p)e+
⌈
n− 1
p
⌉
− 1, 2 dlog2 pe+ 2
}
≤ 2 dlog2 pe+
⌈
n− 1
p
⌉
.
♣
From Lemma 2.10 and Proposition 2.13 we deduce
Theorem 2.14. Let G be a graph with n vertices. Then
cp(G) ≤ 2 dlog2 pe+
⌈
n− 1
p
⌉
.
♣
To see that the upper bound of Theorem 2.14 is sharp, let us consider the
complete graph more precisely.
Edge search in graphs
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2.3 The complete graph Kn
To find an unknown edge in Kn is the same as to identify two defect elements
in a set of n items by testing. Thus, the p-complexity cp(Kn) is exact the
minimum number of tests for the (2,n) group testing problem with test sets
of cardinality at most p.
In this section we will work out a good lower bound for cp(Kn) and we will
see that the upper bound of Proposition 2.13 is sharp for an arbitrary p and
n ≥ 4p, but can be improved for some p.
Suppose that player A probes a set of k ≤ p vertices of Kn. The resulting
graphs are the complete graph Kn−k and the n-k-graph Hn,k.
Therefore, it is a better strategy for player S to answer ”no” as long as the
inequality |E(Kn−p)| > |E(Hn,p)| holds. It is
|E(Kn−p)| =
(
n− p
2
)
=
n2 − 2np− n+ p2 + p
2
and
|E(Hn,p)| =
(
p
2
)
+ p(n− p) = 2np− p− p
2
2
.
Thus, the inequality |E(Kn−p)| > |E(Hn,p)| holds for all n ≥ 4p. Now we
can use this to deduce a good lower bound for cp(Kn).
Proposition 2.15. Let n ≥ 4p. Then
cp(Kn) ≥ dlog2(3p(3p− 1))e+
⌊
n
p
⌋
− 4.
Proof: Consider the following strategy of player S:
As long as the inequality n − ip ≥ 3p holds, player S answers ”no” in the
i-th test. Suppose that after i tests player A knows that the unknown edge
e lies in the graph Gi (Vi, Ei). We have |V0| = n and |Vi| ≥ |Vi−1| − p until
|Vi−1| ≥ 4p. Therefore, we get for j =
⌊
n−4p
p
⌋
|Vj| ≥ |V0| − jp ≥ 4p and |Vj+1| ≥ 3p.
Thus we obtain Gj+1 = Kk with k = |Vj+1| ≥ 3p and cp(Kn) ≥ j+1+cp(Kk).
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Together with Proposition 1.4 this yields
cp(Kn) ≥
⌊
n− 4p
p
⌋
+ 1 + cp(Kk)
≥
⌊
n
p
⌋
− 3 +
⌈
log2
(
k
2
)⌉
≥ dlog2(3p(3p− 1))e+
⌊
n
p
⌋
− 4.
♣
Let us recapitulate which lower bounds for cp(Kn) we have till now. For
n ≥ 4p we have the lower bound
cp(G) ≥ q − 3p+ 2
2p
+
√
9
4
+
3− 2q
p
+
1 + 2n− 4p
p2
= an,p
of Corollary 2.3 on the one hand. On the other hand, we get
cp(Kn) ≥ dlog2(3p(3p− 1))e+
⌊
n
p
⌋
− 4 = bn,p
by Proposition 2.15. TNow we want to see that the upper bound of Theorem
2.14 is sharp. Hence let us look at the difference dn,p between this upper
bound and the lower bound of Proposition 2.15. Let q = dlog2(p)e. For
n ≥ 4p we get
dn,p := 2 dlog2 pe+
⌈
n− 1
p
⌉
− dlog2(3p(3p− 1))e −
⌊
n
p
⌋
+ 4
≤ 2q +
⌈
n− 1
p
⌉
−
⌈
n− 1
p
⌉
+ 5− dlog2(3p(3p− 1))e
≤ 2q + 5− ⌈log2 3 + log2(2q−1) + log2(3(2q−1 + 1)− 1)⌉
≤ 2q + 5− ⌈log2 3 + q − 1 + log2 3 + log2 2q−1⌉
≤ 2q + 5− dlog2 3 + q − 1 + log2 3 + log2 2q − 1e
≤ 7− d2 log2 3e = 3.
Observation 2.16. Thus we obtain that the inequalities
dlog2(3p(3p− 1))e+
⌊
n
p
⌋
− 4 ≤ cp(Kn) ≤ 2 dlog2 pe+
⌈
n− 1
p
⌉
holds for n ≥ 4p and 3 as the maximum difference between the upper and the
lower bound for cp(Kn).
Edge search in graphs
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In the case p = 2q ≥ 4 we even get that the maximum difference is 0 or 1
depending on n:
dn,p = 2q +
⌈
n− 1
p
⌉
− dlog2 3 + log2 2q + log2(3 · 2q − 1)e −
⌊
n
p
⌋
+ 4
≤ q +
⌈
n− 1
p
⌉
−
⌊
n
p
⌋
+ 4− dlog2 3 + log2(3 · 2q − 1)e
=
⌈
n− 1
p
⌉
−
⌊
n
p
⌋
+ bq + 4− log2 3− log2(3 · 2q − 1)c
=
⌈
n− 1
p
⌉
−
⌊
n
p
⌋
+
⌊
4− log2 3− log2(3−
1
2q
)
⌋
≤
⌈
n− 1
p
⌉
−
⌊
n
p
⌋
+
⌊
4− log2 3− log2(3−
1
4
)
⌋
=
⌈
n− 1
p
⌉
−
⌊
n
p
⌋
+ b6− log2 33c
=
{
0, if n ≡ 1 mod p or n ≡ 0 mod p
1 else.
We deduce the following corollary.
Corollary 2.17. Let p = 2q and n ≥ 4p be positive integers with n mod p = 1
or n mod p = 0. Then
cp(Kn) = 2 dlog2 pe+
⌈
n− 1
p
⌉
.
Observation 2.18. We have seen that as well the upper bound of Theorem
2.14 as the lower bound of Proposition 2.15 are sharp. But we have no char-
acterization for all graphs with equality in Theorem 2.14 or in Proposition
2.15.
We just considered the case that p is a power of 2. Let us now look at the
other extremal case p = 2q + 1. In this case it is possible to improve the
upper bound of Proposition 2.13.
Proposition 2.19. Let p = 2q + 1 and n ≥ 2p+ 2. Then
cp(Kn) ≤ 2 dlog2 pe+
⌈
n− 1
p
⌉
− 1.
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We need a preliminary Lemma.
Lemma 2.20. Let p = 2q + 1 and n ≥ 2p + 2. Let Hn,p be the n-p-graph.
Then
cp(Hn,p) ≤ 2 dlog2 pe+
⌈
n− 1
p
⌉
− 2.
Proof of the Lemma: Let r = p
2
. Let V = {v1, ..., vp} be the clique set of Hn,p
and W = {w1, ..., wn−p} the independent set of Hn,p.
In the first test player A probes the set A1 = {v1, ..., vbrc, w1, w2}. If S
answers ”no” in the first test, player A has to search in the graph G1 =
Hn−2−brc,dre with clique set {vdre, ..., vp} and independent set {w3, ..., wn−p}.
If the answer of S is ”yes”, then the unknown edge e belongs to the graph
H1 = Hn,p − E(G1). Let us consider the case that S answers ”yes” in the
first test. The resulting graph H1 has the vertex set V ∪W and edge set
E(H1) = {vivj, viwl|i = 1, ..., brc ; j = 1, ..., p; l = 1, ..., n− p}
∪{w1vj, w2vj|j = dre , ..., p}.
Thus, H1 is comprised of the graph Hn,brc (with clique set {v1, ..., vbrc} and
independent set {w1, ..., wn−p, vdre, ..., vp}) and two stars K1,brc joining the
centers w1 or w2 with the vertices vdre, ..., vp. See Figure 2.3. Player A probes
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Figure 2.2: The graph H1
now the set A2 = {w1, ..., wp}. If player S answers ”yes”, the unknown edge
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e lies in the graph H2 with vertex set V ∪ {w1, ..., wp} and edge set
E(H2) = {viwl|i = 1, ..., brc ; l = 1, ..., p} ∪ {w1vj, w2vj|j = dre , ..., p}.
Hence, H2 is the edge disjoint union ∪brcj=1K1,p ∪ K1,brc ∪ K1,brc where the
center vertices of the first brc stars are v1, ..., vbrc and the centers of the last
two stars are the vertices w1, w2. See Figure 2.3. Therefore, A needs at most
t r r r t t twp w3 w1w2
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Figure 2.3: The graph H2
dlog2(brc+ 2)e+dlog2 pe further tests to find e by Proposition 1.9 and Lemma
1.12. If player S answers ”no”, then e lies in H˜2 = Hn−p,brc with clique set
{v1, ..., vbrc} and star set {wp+1, ..., wn−p}. We note that H˜2 ⊂ ∪brcj=1K1,n−1−p
and thus, by Proposition 1.9 and Lemma 1.12
cp(H˜2) ≤
⌈
log2
⌊p
2
⌋⌉
+
⌈
n− p− 1
p
⌉
+ dlog2 pe − 1
=
⌈
log2
⌊
2q + 1
2
⌋⌉
+
⌈
n− 1
p
⌉
+ dlog2 pe − 2
= 2 dlog2 pe+
⌈
n− 1
p
⌉
− 4.
Note that equality holds only for p = 2q + 1.
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In total we get
cp(H1) ≤ max
{
1 + cp(H2), 1 + cp(H˜2)
}
≤ max
{
1 + dlog2 (brc+ 2)e+ dlog2 pe , 2 dlog2 pe+
⌈
n− 1
p
⌉
− 3
}
= max
{
1 +
⌈
log2(2
q−1 + 2)
⌉
+ dlog2 pe , 2 dlog2 pe+
⌈
n− 1
p
⌉
− 3
}
= max
{
2 dlog2 pe , 2 dlog2 pe+
⌈
n− 1
p
⌉
− 3
}
= 2 dlog2(p)e+
⌈
n− 1
p
⌉
− 3.
The last equality holds, since n ≥ 2p+ 2.
Let us consider now the case that player S answers ”no” in the first test. A
has to search in the graph G1 = Hn−2−brc,dre = Hn−2−2q−1,2q−1+1 with clique
set V1 = {vdre, ..., vp} = {v2q−1+1, ..., vp}.
Player A probes a set of
⌊
|V1|
2
⌋
=
⌊
2q+1−2q−1
2
⌋
= 2q−2 arbitrary vertices of the
set V1 in the first test. Suppose for i ≥ 1 that after i tests player A knows
for sure that the unknown edge e lies in the subgraph Gi+1 of G1. As long
as player S answers ”no” in the i-th test, the resulting graph after i tests is
Gi+1 = Hn−2−2q−1−...−2q−i−1,2q−i−1+1
and player A probes in the next test a set of
⌊
|Vi+1|
2
⌋
= 2q−i−1 arbitrary
vertices of the clique set Vi+1 of Gi+1.
If S answers always ”no”, then after dlog2 pe−2 = q−1 tests player A knows
that the unknown edge e lies in the graph
Gq = Hn−2−2q−1−...−2q−(q−1)−1,2q−(q−1)−1+1 = Hn−2−(2q−1),2 ⊂ ∪2l=1K1,n−2−2q .
Therefore, A needs at most
1 + cp(K1,n−2−2q) ≤ 1 + dlog2 pe+
⌈
n− 2− 2q
p
⌉
− 1 = dlog2 pe+
⌈
n− 1
p
⌉
− 1
tests to find e in Gq by Proposition 1.9 and Lemma 1.12. We conclude that
A needs at most
q − 1 + dlog2 pe+
⌈
n− 1
p
⌉
− 1 = 2 dlog2 pe − 3 +
⌈
n− 1
p
⌉
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tests to identify e in the graph G1 if S answers always ”no”.
If in one test player S answers ”yes”, then we get
Gk = Hn−2−(2q−1+...+2q−k),2q−k+1 and Gk+1 = Hn−2−(2q−1+...+2q−k),2q−k−1
where k ≤ q is the first test in which S answers ”yes”. Let a := n−3−(2q−1+
...+2q−k) = n−3−2q+2q−k. Note that a ≥ p+2 for n ≥ 2p+2. A knows that
e lies in Gk+1 ⊂
2q−k−1∪
j=1
K1,a and needs thus at most
⌈
log2 2
q−k−1⌉ + cp(K1,a)
tests to find e in Gk+1 by Lemma 1.12. Let us consider the star K1,a. By
Proposition 1.9 we know that
cp(K1,a) ≤
⌈
a
p
⌉
+ dlog2 pe − 1
=
⌈
n− 3− 2q + 2q−k
p
⌉
+ dlog2 pe − 1
≤
⌈
n− 1
p
⌉
+ dlog2 pe − 1
Therefore, we can estimate
cp(Gk+1) ≤
⌈
log2 2
q−k−1⌉+ cp(K1,a)
≤ q − 1− k +
⌈
n− 1
p
⌉
+ dlog2 pe − 1
= 2 dlog2(p)e − 3− k +
⌈
n− 1
p
⌉
.
Hence we obtain
cp(G1) ≤ max
{
2 dlog2 pe − 3 +
⌈
n− 1
p
⌉
, k + cp(Gk+1)
}
≤ max
{
2 dlog2 pe+
⌈
n− 1
p
⌉
− 3, k + 2 dlog2 pe − 3− k +
⌈
n− 1
p
⌉}
= 2 dlog2(p)e+
⌈
n− 1
p
⌉
− 3.
In total we receive
cp(Hn,p) ≤ max {1 + cp(H1), 1 + cp(G1)}
= 2 dlog2(p)e+
⌈
n− 1
p
⌉
− 2.
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♣
Proof of the Proposition 2.19: Let us consider the case n ≤ 3p + 1 first.
Player A probes the set consisting of arbitrary p vertices of Kn first. Then
the resulting graphs are G1 = Hn,p and G2 = Kn−p with n − p ≤ 2p + 1.
Thus we obtain by Lemma 2.10 and Lemma 2.20 that
cp(Kn) ≤ max {1 + cp(Hn,p), 1 + cp(Kn−p)}
≤ max
{
1 + 2 dlog2 pe+
⌈
n− 1
p
⌉
− 2, 1 + d2 log2(n− p)e
}
= 2 dlog2 pe+
⌈
n− 1
p
⌉
− 1.
The last equality holds for 2p+ 2 ≤ n ≤ 3p+ 1 since:
1 + d2 log2(n− p)e − (1 + 2 dlog2 pe+
⌈
n− 1
p
⌉
− 2)
= d2 log2(n− p)e − 2q −
⌈
n− 1
p
⌉
= d2 log2(n− p)e − 2q − 3
≤ d2 log2(2p+ 1)e − 2q − 3 =
⌈
2 log2
2q+1 + 3
2q
⌉
− 3
≤
⌈
2 log2(2 +
3
4
)
⌉
− 3 = 0 for q ≥ 2.
For p = 3 (i.e., q = 1) it is easy to see that c3(K8) = 6 = 2 dlog2 3e+d7/3e−1,
c3(K9) = 6 = 2 dlog2 3e+ d8/3e− 1 and c3(K10) = 6 = 2 dlog2 3e+ d9/3e− 1.
For n ≥ 3p + 2 we proceed by induction on n. Player A probes the set
consisting of arbitrary p vertices of Kn first. Then the resulting graphs are
G1 = Hn,p and G2 = Kn−p with n−p ≥ 2p+2. Thus we deduce by induction
and Lemma 2.20 that
cp(Kn) ≤ max {1 + cp(Hn,p), 1 + cp(Kn−p)}
≤ max
{
2 dlog2 pe+
⌈
n− 1
p
⌉
− 1, 2 dlog2 pe+
⌈
n− p− 1
p
⌉}
= 2 dlog2 pe+
⌈
n− 1
p
⌉
− 1.
♣
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SinceHn,p ⊂ ∪pj=1K1,n−1 we obtain by Lemma 1.12 that cp(Hn,p) ≤ 2 dlog2 pe+⌈
n−1
p
⌉
−1. With similar arguments as in Lemma 2.20 we can deduce a better
upper bound for cp(Hn,p) for an arbitrary p but only for n ≥ p2 + 2.
Lemma 2.21. Let n ≥ p2 + 2. Let Hn,p be a n-p-graph. Then
cp(Hn,p) ≤ dlog2 pe+
⌈
n− 1
p
⌉
.
Proof: Let V = {v1, ..., vp} be the clique set of Hn,p and W = {w1, ..., wn−p}
the star set of Hn,p. In the first test A probes the set A1 = {v1, w1, ..., wp−1}.
Suppose that after i tests player A knows for sure that the unknown edge e
lies in the subgraph Gi+1 of Hn,p.
As long as player S answers ”no” in the i-th test, the resulting graph af-
ter i tests is Gi+1 = Hn−ip,p−i (with clique set {vi+1, ..., vp} and star set
{wip−(i−1), ..., wn−p}) and player A probes in the next test the set Ai+1 =
{vi+1, wpi−(i−1), ..., w(i+1)p−(i+1)}.
If S answers always ”no”, then after p − 2 tests player A knows that the
unknown edge e lies in the graph
Gp−1 = Hn−p(p−2),2 ⊂ K1,n−1−p(p−2) ∪K1,n−1−p(p−2).
Therefore, A needs at most
1 + cp(K1,n−1−p(p−2)) ≤ 1 + dlog2 pe+
⌈
n− 1− p(p− 2)
p
⌉
− 1
tests to identify e in Gp−1 by Proposition 1.9 and Lemma 1.12. We conclude
that A needs at most
p− 2 + dlog2 pe+
⌈
n− 1− p(p− 2)
p
⌉
= dlog2 pe+
⌈
n− 1
p
⌉
tests to identify e in the graph Hn,p if S answers always ”no”.
Suppose that in one test player S answers ”yes”. Let k ≤ p−2 be the first test
in which S answers ”yes”. After k − 1 tests we have Gk = Hn−(k−1)p,p−(k−1)
with clique set {vk, ..., vp} and star set {w(k−1)p−(k−2), ..., wn−p}. In the k-th
test A probes the set Ak = {vk, w(k−1)p−(k−2), ..., wkp−k} and S answers ”yes”.
Hence, the unknown edge e belongs to the graph Gk+1 which is the edge dis-
joint union K1,n−kp ∪ (∪p−1j=1K1,p−(k−1)) where the first star joins the vertex
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Figure 2.4: The graph Gk+1
vk with the vertices vk+1, ..., vp, wkp−k+1, ..., wn−p and the last p− 1 stars join
the centers wp(k−1)−(k−2), ..., wpk−k with the vertices vk, ..., vp. To determine e
in Gk+1 player A probes first the set B1 = {wp(k−1)−(k−2), ..., wk(p−1)+1}. See
Figure 2.3.
If player S answers ”yes”, then e lies in the edge disjoint union (∪p−1j=1K1,p−k+1)∪
K1,1 and thus, A needs at most dlog2(p− k + 1)e+ dlog2 pe tests to find e by
Lemma 1.12.
If player S answers ”no”, then e lies in K1,n−1−pk. Hence, player A needs at
most dlog2 pe+
⌈
n−pk−1
p
⌉
− 1 tests to determine e in this case by Proposition
1.9. We conclude that
cp(Gk+1) ≤ max
{
1 + dlog2(p− k + 1)e+ dlog2 pe , dlog2 pe+
⌈
n− pk − 1
p
⌉}
= max
{
1 + dlog2(p− k + 1)e+ dlog2 pe , dlog2 pe+
⌈
n− 1
p
⌉
− k
}
.
We obtain that A needs at most
max
1≤k≤p−2
{k + cp(Gk+1)}
tests to identify e in the graph Hn,p if in one test S answers ”yes”. Since the
monotone increasing function f(k) = k+ 1 + log2(p− k+ 1) + log2 p assume
its maximum in the interval [1, p − 2] at the point k = p − 2, we conclude
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that player A needs at most
max
{
dlog2 pe+
⌈
n− 1
p
⌉
, p− 1 + dlog2(p− (p− 2) + 1)e+ dlog2 pe
}
questions to find e in the graph Hn,p if S answers ”yes” in one test.
In total we obtain
cp(Hn,p) ≤ max
{
dlog2 pe+
⌈
n− 1
p
⌉
, p− 1 + dlog2 3e+ dlog2 pe
}
≤ max
{
dlog2 pe+
⌈
n− 1
p
⌉
, p+ 1 + dlog2 pe
}
= dlog2(p)e+
⌈
n− 1
p
⌉
for n ≥ p2 + 2.
♣
Edge search in graphs
using incidence tests
27
Chapter 3
NP-completeness
This chapter is devoted to a proof that the computation of cp(G) is an NP-
complete problem. We define the corresponding decision problem as follows.
Graph p-Complexity
Instance: A graph G(V,E) and a positive integer k ≤ |V |.
Question: Is cp(G) ≤ k?
Theorem 3.1 (NP-completeness). Graph p-Complexity is NP-complete.
To prove that Graph p-Complexity is NP-complete we will reduce the Vertex
Cover problem, which is known to be NP-complete, polynomial to Graph
p-Complexity.
A vertex cover of a graph H(W,F ) is a subset W ′ of the vertex set W of the
graph H which contains at least one of the two endpoints of each edge of H:
W ′ ⊆ W : ∀ab∈F : a ∈ W ′ or b ∈ W ′.
The minimum number of vertices in a vertex cover of H is the vertex covering
number of H. A vertex cover of minimum size is called a minimum number
vertex cover. The Vertex Cover problem is the optimization problem of
finding a minimum number vertex cover in a graph. The problem can be
stated as a decision problem:
Vertex Cover
Instance: A graph H(W,F ) and a positive integer t ≤ |W |.
Question: Is there a vertex cover of size t or less for H?
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Proof of Theorem 3.1: It is easy to see that the Graph p-Complexity problem
is in NP. Let (H, k) be an instance for Vertex Cover. We consider the graph
G that consists of p(s+ 2 dlog pe) + 1 disjoint copies of H, where s = |V (H)|.
Let τ = τ(H) denote the vertex covering number of H. To identify an
unknown edge e of G player A has to probe at least all vertices of a minimum
number vertex cover of each copy of H in G. Hence, A has to test at least
τ(p(s+ 2 dlog pe) + 1) vertices and needs therefore at least⌈
τp(s+ 2 dlog pe) + τ
p
⌉
+ dlog2 pe − 2
questions to find e in G. We conclude that
cp(G) ≥ (s+ 2 dlog pe)τ.
On the other hand, we get
cp(G) < (s+ 2 dlog pe)(τ + 1).
To prove this, let us consider the following algorithm of A: Player A probes
in each test one vertex from a minimum number vertex cover of the p copies
of H in G. Then after at most τ(s + 2 dlog pe) tests A knows for sure in
which copy the edge e lies. Afterwards A has to search e in H ⊂ Ks and
needs therefore at most 2 dlog pe +
⌈
s−1
p
⌉
further questions by Proposition
2.13. Thus we can estimate
cp(G) ≤ τ(s+ 2 dlog pe) + 2 dlog pe+
⌈
s− 1
p
⌉
< (s+ 2 dlog pe)(τ + 1).
In total we get
(s+ 2 dlog pe)τ ≤ cp(G) < (s+ 2 dlog pe)(τ + 1).
Hence we conclude that
τ(H) ≤ k ⇔ cp(G) < (k + 1)(s+ 2 dlog pe).
This completes the proof.
♣
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Chapter 4
Greedy bound
Now we consider a simple strategy for player S, which we call the greedy
strategy. In this strategy S says ”no” as long as possible, i.e., as long as
there is at least one edge left in the graph G. The minimum number c0 of
tests, which player A needs to identify the unknown edge e if S uses this
strategy, is a lower bound for the complexity c.
Let c0p (G) denote the greedy p-bound meaning that player S uses the
greedy strategy and player A tests only sets with size less or equal p. The
following result is obvious:
Proposition 4.1. Let G = (V,E) be a graph and let τ be the vertex cover
number of G. Then
(a) c0p (G) =
⌈
min{|W |:W⊂V and G−W has exactly one edge }
p
⌉
=
⌈
c01(G)
p
⌉
.
(b) c0p (G) ≥
⌈
τ−1
p
⌉
.
4.1 Greedy p-Bound
We have seen that Graph p-Complexity is an NP-complete problem. Let us
now consider the similar decision problem for c0p.
Greedy p-Bound
Instance: A graph G = (V,E) and a positive integer k ≤ |V |.
Question: Is c0p (G) ≤ k?
It seems to be easier, but we can show that the computation of c0p is also
NP-complete.
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Theorem 4.2. Greedy p-Bound is NP-complete for all p ≥ 2.
Proof: It is easy to see that the Greedy p-Bound problem is in NP. To prove
that it is NP-complete we reduce the Vertex Cover problem to Greedy p-
Bound. Let (H, k) be an instance for Vertex Cover. Let us consider the
graph G consisting of p disjoint copies of H and an isolated edge uv. By
Proposition 4.1 we get
c0p(G) =
⌈
c01(G)
p
⌉
and
c01 (G) = min{|W | : W ⊂ V (G) and G−W has exactly one edge }
≤ min{|W˜ | : W˜ ⊂ (V (G) \ {u, v}) and G− uv − W˜ has no edge }
= τ(G− uv).
On the other hand, we get c01 (G) ≥ τ(G) − 1 = τ(G − uv). Therefore, we
obtain c0p(G) = τ(G− uv) and thus
c0p(G) =
⌈
c01(G)
p
⌉
=
⌈
τ(G− uv)
p
⌉
=
⌈
pτ(H)
p
⌉
= τ(H).
Hence, we conclude
τ (H) ≤ k ⇔ c0p (G) ≤ k.
This completes the proof.
♣
Observation 4.3. It is easy to see that the computation of c0p(G) is polyno-
mial for the complete or bipartite graphs. We do not know if this is also true
for the p-complexity.
4.2 Probabilistic analysis of the greedy bound
Suppose now that G is a random graph on n vertices, where every edge is in
G with fixed probability x with 0 < x < 1. Estimate cp (G). While we have
no good results on cp (G), we consider the greedy p-bound c
0
p (G).
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In [3], Aigner and Triesch proved that almost every graph G on n vertices
has greedy 1-bound c01 (G) equal to
c01 (G) = n− dd (n)e or c01 (G) = n− bd (n)c,
where d (n) = 2 log2 n
log2(1/y)
+O (log2 log2 n) with y = 1− x.
Together with Proposition 4.1 this implies
Theorem 4.4. Almost every graph G on n vertices has greedy p-bound c0p (G)
equal to
c0p (G) =
⌈
n− dd (n)e
p
⌉
or c0p (G) =
⌈
n− bd (n)c
p
⌉
,
where
d (n) =
2 log2 n
log2 (1/y)
+O (log2 log2 n) with y = 1− x.
In particular, if x = 1
2
, then c0p (G) =
n+2 log2 n
p
+O (log2 log2 n).
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Chapter 5
Case p = 2
The case that only test sets of cardinality 1 are allowed was studied by Triesch
and Aigner in [3]. Sharp upper and lower bounds for the 1-complexity was
derived and a characterization of the class of graphs for which the upper
bound is sharp was given.
In this chapter we consider the case that only test sets of cardinality at
most 2 are allowed. The concepts ”double star” and ”star pair” will matter
throughout this chapter. We will prove exact results for the 2-complexity
of a double star and a star pair and use this results to deduce sharp lower
bounds for the 2-complexity of an arbitrary graph.
Definition 5.1. Let K1,l−1 and K1,m−1 be two stars with centers v of K1,l−1
and u of K1,m−1 such that v /∈ V (K1,m−1). K1,l−1 and K1,m−1 do not nec-
essarily have disjoint vertex sets. A graph consisting of K1,l−1 and K1,m−1
and the edge which joins v and u is called a double star. It is denoted
KlKm and we say v and u are centers of KlKm. In other words, KlKm =
K1,l−1 ∪K1,m−1 + uv.
We write K1,l−1unionmultiK1,m−1 for the union of K1,l−1 and K1,m−1 and call it star
pair we say v and u are centers of K1,l−1 unionmultiK1,m−1.
In other words, a star pair is a pair of two stars the centers of which are
not adjacent and a double star is a pair of two stars the centers of which are
adjacent.
We can see in the Figure 5 examples for two star pairs and for two double
stars.
Definition 5.2. Let G = (V,E) be a graph and B ⊂ V a subset of V with
|B| ≤ 2. Then the degree d(B) of B in G is the degree of the vertex v in G
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K4K5 K1,4 unionmultiK1,5
Figure 5.1: Two star pairs and two double stars
if B = {v}. If B = {u,w}, then d (B) is equal to the sum of the degree of u
in the graph G and the degree of w in G−u, i.e., d (B) = dG (u) + dG−u (w).
For instance the degree of the set {u, v} is equal to 8 in the graph K4K5 of
Figure 1 and it is equal to 9 in the graph K1,4 unionmultiK1,5 of Figure 1.
5.1 Exact results
The following exact result for the 2-complexity of a star is easy to see.
Lemma 5.3.
c2(K1,m) =
⌈m
2
⌉
In the following two Lemmata we will prove exact results on c2 for G = KlKm
and G = Kl unionmultiKm.
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Lemma 5.4 (Gerzen [14]). Let 2 ≤ l ≤ m and G = KlKm be a double star
with centers v of K1,l and u of K1,m. Then
c2 (G) =

m+1
2
if m odd and m− l ≥ 1
m+3
2
if m odd and m− l = 0
m
2
if m even and m− l ≥ 3
m+2
2
if m even and m− l ≤ 2.
Proof: Since K1,m ⊂ G, we have by Observation 1.2 and Lemma 5.3
c2 (G) ≥ c2 (K1,m) =
⌈m
2
⌉
. (∗)
Player A probes vertex v first. If player S answers ”yes”, then the unknown
edge e lies in K1,l and A needs at most
⌈
l
2
⌉
further tests to find e by Lemma
5.3. If player S answers ”no”, then e lies in K1,m−v and thus, by Lemma 5.3
player A needs
⌈
m−1
2
⌉
further tests in worst case. Because of that we have
c2(G) ≤ 1 + max
{⌈
l
2
⌉
,
⌈
m− 1
2
⌉}
≤ max
{⌈
l + 2
2
⌉
,
⌈
m+ 1
2
⌉}
≤
⌈
m+ 2
2
⌉ (∗∗)
Case 1 m odd and m− l ≥ 1.
We deduce c2(G) ≥
⌈
m
2
⌉
= m+1
2
from (∗) and c2 (G) ≤ max
{⌈
l+2
2
⌉
,
⌈
m+1
2
⌉} ≤⌈
m+1
2
⌉
= m+1
2
from (∗∗).
Case 2 m odd and m− l = 0.
We deduce from (∗∗) that c2(G) ≤
⌈
m+2
2
⌉
= m+3
2
. Thus, we have to show that
c2 (G) ≥ m+32 . If m = 3, then G has 5 edges and therefore c2 (G) ≥ 3 = m+32
by Proposition 1.4. Let now m ≥ 5. Suppose that after i tests player A
knows for sure that the unknown edge e lies in the graph Gi (Vi, Ei). We
have |E0| = 2m− 1.
If A probes only subsets of V (G) \ {u, v}, then S answers always ”no” and
we have |Ei| ≥ |Ei−1| − 4 until |Ei−1| ≥ 8. Thus we obtain for k = m−32 − 1
|Ek| ≥ |E0| − 4k = 2m− 1− 4
(
m− 3
2
− 1
)
= 9 and |Ek+1| ≥ 9− 4 = 5.
Let us now consider the case that in a test A probes the vertex u or v. Let
i0 be the smallest integer such that A probes in the i0-th test a set Ti0 with
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v ∈ Ti0 or u ∈ Ti0 . S answers ”no” in the first i0 − 1 tests. Then we get
|Ei| ≥ |Ei−1| − 4 for 1 ≤ i ≤ i0 − 1 and Gi0−1 = Kl0Km0 such that v is the
center of Kl0 and u of Km0 and l0 + m0 − 1 = |Ei0−1| ≥ |E0| − 4(i0 − 1) =
2m+ 3− 4i0. Let l0 ≤ m0 without loss of generality.
In the i0-th test S answers ”no” if A probes v and ”yes” if A probes u. In
the following tests S answers always ”no” until |Ei| ≥ 5. Then we have
|Ei0| ≥
⌈ |Ei0−1|
2
⌉
≥ m− 2i0 + 2 as well as
|Ei| ≥ |Ei−1| − 2 ≥ |Ei0| − 2 (i− i0) ≥ m− 2i+ 2 for i0 + 1 ≤ i ≤ k + 1.
Thus, we obtain
|Ek+1| ≥ m− (m− 3) + 2 = 5.
Together with Proposition 1.4 this yields
c2(G) ≥ k + 1 + c2(Gk+1) ≥ m− 3
2
+ c(Gk+1) ≥ m− 3
2
+ 3 =
m+ 3
2
.
Case 3 m even and m− l ≥ 3.
We have to show that c2 (G) ≤ m2 . Player A probes the set {v, w} with
w ∈ N (u) \ N (v) first. If player S answers ”yes”, then the unknown edge
e lies in K1,l + uw and A needs at most
⌈
l+1
2
⌉
further tests to identify e by
Lemma 5.3. If player S answers ”no”, then A has to search in K1,m−uv−uw,
and therefore A needs at most m−2
2
further tests by Lemma 5.3. It follows
that
c2 (G) ≤ 1 + max
{⌈
l + 1
2
⌉
,
m− 2
2
}
=
m
2
.
Case 4 m even and m− l ≤ 2.
We have to show that c2 (G) ≥ m+22 . If m ≤ 4, the claim arises from Propo-
sition 1.4. Let now m ≥ 6. Suppose that after i tests player A knows for
certain that the unknown edge e lies in the subgraph Gi (Vi, Ei) of G. We
have |E0| ≥ 2m− 3.
If A probes only subsets of V (G) \ {u, v}, then S answers always ”no” and
we have |Ei| ≥ |Ei−1| − 4 until |Ei−1| ≥ 8. Thus, we obtain for j = m−42 − 1
|Ej| ≥ |E0| − 4j ≥ 2m− 3− 4
(
m− 4
2
− 1
)
= 9 and |Ej+1| ≥ 9− 4 = 5.
Now consider the case that in a test A probes the vertex u or v. Let i0 be the
smallest integer such that A probes in the i0-th test a set Ti0 with v ∈ Ti0 or
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u ∈ Ti0 . S answers ”no” in the first i0−1 tests. Then we get |Ei| ≥ |Ei−1|−4
for 1 ≤ i ≤ i0 − 1 and Gi0−1 = Kl0Km0 such that v is the center of Kl0 and
u of Km0 and |Ei0−1| = l0 + m0 − 1 ≥ |E0| − 4(i0 − 1) ≥ 2m + 1 − 4i0. Let
l0 ≤ m0 without loss of generality.
In the i0-th test S answers ”no” if A probes v and ”yes” if S probes u. In
the following tests S answers always ”no” until |Ei| ≥ 5. Then we have
|Ei0| ≥
⌈ |Ei0−1|
2
⌉
≥ m− 2i0 + 1 as well as
|Ei| ≥ |Ei−1| − 2 ≥ |Ei0| − 2 (i− i0) ≥ m− 2i+ 1 for i ≥ i0 + 1.
Thus, after j + 1 tests we obtain
|Ej+1| ≥ m− (m− 4) + 1 = 5.
Together with Proposition 1.4 this yields
c2 (G) ≥ j + 1 + c2 (Gj+1) ≥ m− 4
2
+ c (Gj+1) ≥ m− 4
2
+ 3 =
m+ 2
2
.
♣
Lemma 5.5 (Gerzen [14]). Let G = K1,l unionmultiK1,m be a star pair with centers
v of K1,l and u of K1,m. Then
c2 (G) =

m+1
2
if m odd and m− l ≥ 2
m+3
2
if m odd and m− l ≤ 1
m
2
if m even, N (v) ⊂ N (u) and m− l ≥ 4
m+2
2
if m even, N (v) 6⊂ N (u) and m− l ≥ 4
m+2
2
if m even and m− l ≤ 3.
Proof: By Observation 1.2 and Lemma 5.3 we have again⌈
m+ 2
2
⌉
= 1 + c2 (K1,m) ≥ c2 (G) ≥ c2 (K1,m) =
⌈m
2
⌉
.
Case 1 m odd and m− l ≥ 2.
We have to show that c2 (G) ≤ m+12 . Player A probes the set {v, w} with
w ∈ N (u) \N (v) first. If player S answers ”yes”, then the unknown edge e
lies in K1,l + uw and A needs at most
⌈
l+1
2
⌉
further tests to find e. If player
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S answers ”no”, then A has to search in K1,m − uw, therefore A needs at
most m−1
2
further tests by Lemma 5.3. It follows that
c2 (G) ≤ 1 + max
{⌈
l + 1
2
⌉
,
m− 1
2
}
=
m+ 1
2
.
Case 2 m odd and m− l ≤ 1.
We have to show that c2 (G) ≥
⌈
m+2
2
⌉
. If m ≤ 3 the claim arises from
Proposition 1.4. Let now m ≥ 5. Suppose that after i tests player A knows
that the unknown edge e lies in the subgraph Gi (Vi, Ei) of G. We have
|E0| ≥ 2m− 1.
If A probes only subsets of G \ {u, v}, then S answers always ”no” and we
have |Ei| ≥ |Ei−1| − 4 until |Ei−1| ≥ 8. Thus, we obtain for k = m−32 − 1
|Ek| ≥ |E0| − 4k ≥ 2m− 1− 4
(
m− 3
2
− 1
)
= 9 and |Ek+1| ≥ 9− 4 = 5.
Let us now consider the subcase that A probes in a test the vertex u or v.
Let i0 be the smallest integer such that A probes in the i0-th test a set Ti0
with v ∈ Ti0 or u ∈ Ti0 . S answers ”no” in the first i0 − 1 tests. Then we
get |Ei| ≥ |Ei−1| − 4 for 1 ≤ i ≤ i0 − 1 and Gi0−1 = Kl0 unionmultiKm0 such that v
is the center of Kl0 and u of Km0 and l0 +m0 = |Ei0−1| ≥ |E0| − 4(i0 − 1) =
2m+ 3− 4i0. Let l0 ≤ m0 without loss of generality.
In the i0-th test S answers ”no” if A probes v and ”yes” if A probes u. In
the following tests S answers always ”no” until |Ei| ≥ 5. Then we have
|Ei0| ≥
⌈ |Ei0−1|
2
⌉
≥ m− 2i0 + 2 and
|Ei| ≥ |Ei−1| − 2 ≥ |Ei0| − 2 (i− i0) ≥ m− 2i+ 2 for i ≥ i0 + 1.
In both cases we get
|Ek+1| ≥ m− (m− 3) + 2 = 5
and thus
c2 (G) ≥ k + 1 + c2 (Gk+1) ≥ m− 3
2
+ c (Gk+1) ≥ m− 3
2
+ 3 =
m+ 3
2
by Proposition 1.4.
Case 3 m even, m− l ≥ 4 and N (v) ⊂ N (u).
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We have to show that c2 (G) ≤ m2 . Player A probes the common neighbors
of u and v pairwise first until at most one remains. After this A probes this
one together with a neighbor of u. This costs at most
⌈
l
2
⌉
tests if S answers
always ”no”. If S answers ”yes” in one of this tests A needs at most
⌈
l
2
⌉
+ 2
tests to identify e. If in this first
⌈
l
2
⌉
tests S answers always ”no”, then A
probes the remaining neighbors of u pairwise. In this case A needs at most
m
2
tests to determine e. In total we get
c2(G) ≤ max
{⌈
l
2
⌉
+ 2,
m
2
}
≤ m
2
.
Case 4 m even, m− l ≥ 4 and N (v) 6⊂ N (u).
We assume l = 1 without loss of generality. Let w1 be the neighbor of v. It
is G = K1,m + w1v with m even. By Lemma 5.3 it follows that
c2 (G) ≥
⌈
m+ 1
2
⌉
=
m+ 2
2
.
Case 5 m even and m− l ≤ 3.
We have to show that c2 (G) ≥ m+22 . If m ≤ 4, then the claim arises from
Proposition 1.4. Let now m ≥ 6. Suppose that after i tests player A knows
that the unknown edge e lies in the subgraph Gi (Vi, Ei) of G. We have
|E0| ≥ 2m− 3.
If A probes only subsets of V (G) \ {u, v}, then S answers always ”no” and
we have |Ei| ≥ |Ei−1| − 4 until |Ei−1| ≥ 8. Thus, we obtain for k = m−42 − 1
|Ek| ≥ |E0| − 4k = 2m− 3− 4
(
m− 4
2
− 1
)
= 9 and |Ek+1| ≥ 9− 4 = 5.
Let us now consider the subcase that A probes in a test the vertex u or v.
Let i0 be the smallest integer such that A probes in the i0-th test a set Ti0
with v ∈ Ti0 or u ∈ Ti0 . S answers ”no” in the first i0 − 1 tests. Then we
get |Ei| ≥ |Ei−1| − 4 for 1 ≤ i ≤ i0 − 1 and Gi0−1 = Kl0 unionmultiKm0 such that v
is the center of Kl0 and u of Km0 and l0 +m0 = |Ei0−1| ≥ |E0| − 4(i0 − 1) =
2m+ 1− 4i0. Let l0 ≤ m0 without loss of generality.
In the i0-th test S answers ”no” if A probes v and ”yes” if A probes u. In
the following tests S answers always ”no” until |Ei| ≥ 5. Then we have
|Ei0| ≥
⌈ |Ei0−1|
2
⌉
≥ m− 2i0 + 1 and
|Ei| ≥ |Ei−1| − 2 ≥ |Ei0| − 2 (i− i0) ≥ m− 2i+ 1 for i ≥ i0 + 1.
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Thus, after k + 1 tests we obtain
|Ek+1| ≥ m− (m− 4) + 1 = 5.
Together with Proposition 1.4 this yields
c2 (G) ≥ k + 1 + c2 (Gk+1) ≥ m− 4
2
+ c (Gk+1) ≥ m− 4
2
+ 3 =
m+ 2
2
.
♣
5.2 Lower bounds
We conclude the following result from Lemma 5.4 and Lemma 5.5.
Corollary 5.6. Let G = K1,l unionmulti K1,m or G = KlKm be a graph with e =
|E(G)| ≥ 3. Then
c2 (G) ≥
⌈
e+ 4
4
⌉
.
Proof: We consider two cases.
Case 1 G = KlKm.
Subcase (i) m odd and l ≤ m− 1: We obtain e ≤ 2m− 2 and thus m ≥ e+2
2
.
Therefore, we conclude by Lemma 5.4 that c2 (G) =
m+1
2
≥ ⌈ e+4
4
⌉
.
Subcase (ii) m odd and l = m: We obtain e = 2m − 1 and thus m = e+1
2
.
Therefore, we conclude by Lemma 5.4 that c2 (G) =
m+3
2
= e+7
4
≥ ⌈ e+4
4
⌉
.
Subcase (iii) m even and l ≤ m−3: We obtain e = 2m−4 and thus m = e+4
2
.
Therefore, we conclude by Lemma 5.4 that c2 (G) =
m
2
≥ ⌈ e+4
4
⌉
.
Subcase (iv) m even and l ≥ m − 2: We obtain e = 2m − 1 and thus we
conclude again by Lemma 5.4 that c2 (G) =
m+2
2
≥ e+5
4
≥ ⌈ e+4
4
⌉
.
Case 2 G = K1,l unionmultiK1,m.
Subcase (i) m odd and l ≤ m− 2: We obtain e ≤ 2m− 2 and thus m ≥ e+2
2
.
Therefore, we conclude by Lemma 5.5 that c2 (G) =
m+1
2
≥ ⌈ e+4
4
⌉
.
Subcase (ii) m odd and l ≥ m − 1: We obtain e = 2m and thus m = e
2
.
Therefore, we conclude by Lemma 5.5 that c2 (G) =
m+3
2
= e+6
4
≥ ⌈ e+4
4
⌉
.
Subcase (iii) m even and l ≤ m − 4: We obtain e = 2m − 4 and thus we
conclude by Lemma 5.5 that c2 (G) ≥ m2 ≥
⌈
e+4
4
⌉
.
Subcase (iv) m even and l ≥ m−3: We obtain e ≤ 2m and thus we conclude
again by Lemma 5.5 that c2 (G) =
m+2
2
≥ ⌈ e+4
4
⌉
.
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♣
Let κ(G) denote the number of components of a graph G.
Theorem 5.7 (Gerzen [14]). Let G be a graph and c2 ≥ 2 its 2-complexity.
Then
(a) |E| ≤ 4(c2−1
2
)
+ 4 = 2c22 − 6c2 + 8 and
(b) |V | ≤ 2c22 − 6c2 + 8 + κ(G) ≤ 2c22 − 4c2 + 8.
Solving the inequalities in Theorem 5.7, we obtain sharp lower bounds for
c2.
Corollary 5.8 (Gerzen [14]). Let G be a graph with n ≥ 6 vertices and
m ≥ 4 edges. Then
(a) c2(G) ≥
⌈√
m
2
− 7
4
+ 3
2
⌉
and
(b) c2(G) ≥
⌈√
n
2
− 3 + 1⌉ .
Proof of Theorem 5.7: We prove (a) by induction on c2. For c2 = 2, 3 the
claim follows from Proposition 1.4. Suppose for c2 > 3 that A1 is the first
test set in an optimal algorithm for G. For the number of edges in G we get
|E(G)| = |E(G− A1)|+ d(A1), (1)
where d(A1) is the degree of A1 in G.
Let us consider the subgraph G − A1 of G. The graph G − A1 contains at
least one edge, otherwise the choice of A1 would not be optimal. We get
furthermore
c2(G− A1) ≤ c2 − 1. (2)
Proof of (2): Assume that c2(G − A1) > c2 − 1 and that player S answers
”no” to the first question. Then e ∈ G − A1 and player A needs at least
c2(G− A1) > c2 − 1 further tests in the worst case to determine the second
end vertex of the unknown edge e. Thus we get c2(G) ≥ c2(G−A1)+1 > c2,
contrary to the assumption.
If c2(G− A1) ≥ 2 we use the induction hypothesis and the inequality (2) to
get
|E(G− A1)| ≤ 2 (c2 − 1)2 − 6 (c2 − 1) + 8.
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Together with the equality (1) this yields
|E(G)| ≤ 2 (c2 − 1)2 − 6 (c2 − 1) + 8 + d(A1).
If cp(G− A1) ≤ 1, then |E(G− A1)| ≤ 2 and we receive again
|E(G)| = |E(G− A1)|+ d(A1) ≤ 2 + d(A1)
≤ 2 (c2 − 1)2 − 6 (c2 − 1) + 8 + d(A1).
Now let us consider A1. The following two cases are possible.
Case 1 A1 = {v}. Then the inequality
d(v) ≤ 2c2 − 2 (3)
holds, where d (v) is the degree of v in G.
Proof of (3): Assume that m = d(v) > 2c2 − 2 and player S answers ”yes”
to the first question. Then the unknown edge e lies in a subgraph K1,m of
G. That is why by Proposition 1.9 player A needs at least
c2(K1,m) ≥
⌈m
2
⌉
> c2 − 1
further questions in the worst case to determine the second end vertex of
the unknown edge e. Hence c2 (G) ≥ 1 + c2(K1,m) ≥ c2 + 1, contrary to the
assumption.
Now using the inequality (3) for d(A1) in the sum |E(G)| ≤ 2 (c2 − 1)2 −
6 (c2 − 1) + 8 + d(A1) we get
|E (G) | ≤ 2 (c2 − 1)2 − 6 (c2 − 1) + 8 + 2c2 − 2
≤ 2c22 − 6c2 + 8 for all c2 ≥ 3.
Case 2 A1 = {v1, u1}. Then
d(A1) ≤ 4c2 − 8. (4)
Proof of (4): Assume that d(A1) ≥ 4c2 − 7 and S answers ”yes” in the first
test. Then the unknown edge e lies in a subgraph K1,r ∪ K1,l of G with
|E(K1,r∪K1,l)| = d(A1). Therefore, by Corollary 5.6, player A needs at least
c2(K1,r ∪K1,l) ≥
⌈
d(A1) + 4
4
⌉
≥
⌈
4c2 − 7 + 4
4
⌉
= c2
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further tests in the worst case to determine the second end vertex of e. Hence
c2 (G) ≥ 1 + c2(K1,r ∪K1,l) ≥ c2 + 1 and we get again a contradiction to the
assumption c2 (G) = c2.
Now using the inequality (4) for d(A1) in the sum |E (G) | ≤ 2 (c2 − 1)2 −
6 (c2 − 1) + 8 + d(A1) we conclude
|E (G) | ≤ 2 (c2 − 1)2 − 6 (c2 − 1) + 8 + 4c2 − 8
= 2c22 − 6c2 + 8.
The first inequality in (b) follows immediately from (a). Observe for the
second inequality that the number of components of G is bounded by 2c2
since G has no isolated vertices.
♣
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Figure 5.2:
Example 5.9. The bounds in Theorem 5.7 are sharp. To see this consider
the graph G of Figure 5.2. G consists of the disjoint union
[∪c−2i=1 (K1,2c−2−2i∪˙K1,2c−2−2i)]∪˙4j=1K1,1.
It is easy to see that c2 (G) = c and |E| = 4
(
c−1
2
)
+4 and |V | = 2c2−4c+8 =
2c2 − 6c+ 8 + κ(G).
By successively identifying suitable vertices of G, we obtain further examples
of graphs with |E| = 4(c−1
2
)
+ 4 and |V | = 2c2 − 6c+ 8 + κ(G).
5.3 Characterizations
Triesch and Aigner characterized the class of graphs for which equality holds
in case (a) of Theorem 1.10 in several ways. Moreover, a polynomial time
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algorithm is given which decides whether a graph satisfies equality in The-
orem 1.10 or not. In particular, it was shown that for those graphs the
1-complexity is computable in polynomial time. Inspired by this idea we
want to study the class of graphs for which equality holds in Theorem 5.7.
Let us first give some preliminary results.
Definition 5.10. Let G(V,E) be a graph. A no-sequence for G is a sequence
A1, ..., Al of subsets of V asked by player A in order to find an unknown edge
in G if A uses an optimal algorithm with test sets of cardinality at most 2
and if player S always answers ”no”. Of course a no-sequence for G is not
unique, but the length of two no-sequences for G is equal.
Lemma 5.11. Let G = (V,E) be a graph with 2-complexity 2 ≤ c2(G) = c.
Let A1, ..., Al be a no-sequence for G. Let G1 = G and Gi = G\(A1∪...∪Ai−1)
for i = 2, ..., l + 1. Let di be the degree of Ai in the graph Gi. Then we get
the following results.
(i) l ≤ c.
(ii) The following inequalities hold for all 1 ≤ i ≤ min{l, c− 2}{
di ≤ 4(c− i− 1) if |Ai| = 2
di ≤ 2(c− i) if |Ai| = 1.
(iii) If l = c− 1, then dl ≤ 2.
(iv) If l = c, then dl−1 ≤ 2 and dl = 1.
(v) If Ai = {v, w} for an 1 ≤ i ≤ l − 1, then dGi(v), dGi(w) ≤ 2(c− i).
Proof: (i) is clear because A uses an optimal algorithm and c2(G) = c.
(ii): Assume there exists an index j ≤ min{l, c− 2} with dj > 4(c− j− 1) if
|Aj| = 2 or dj > 2(c− j) if |Aj| = 1. Assume that player S answers the first
j − 1 questions with ”no” and the j-th question with ”yes”. Let us consider
the following two cases separately.
Case 1 Aj = {w}. In this case A has to search in the subgraph K1,m with
m = dj of G− (A1∪ ...∪Aj−1). Hence player A has to ask at least ddj2 e more
questions to identify the unknown edge e by Lemma 5.3. Therefore, S can
force A to ask in all at least j +
⌈
dj
2
⌉
> j + (c − j) = c questions. And we
have a contradiction to the condition c2(G) = c.
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Case 2 Aj = {u, v}. In this case player A knows that the unknown edge
e lies in the subgraph K1,r ∪ K1,r with |E(K1,r ∪ K1,r)| = dj. Thus, we
conclude that player A has to ask at least ddj+4
4
e more questions to identify
e by Corollary 5.6. Therefore, S can force A to ask in all at least j +
dj+4
4
>
j + (c− j − 1 + 1) = c questions, contradicting c2(G) = c.
(iii) and (iv): Assume dc−1 > 2 and assume that player S answers the first
c − 2 questions with ”no” and ”yes” to the c-th question. Then A has to
search in a graph with dc−1 ≥ 3 edges and needs thus at least dlog2 3e = 2
further questions. Therefore A needs at least c− 1 + 2 = c + 1 questions in
total to find e. Contradiction!
We know that dc ≥ 1, since otherwise the game stops after testing of Ac−1.
If dc > 1 and S answers first time ”yes” to the c-th question, then A has to
search in a subgraph of G with dc ≥ 2 edges after probing c sets. Thus, we
get again a contradiction.
(v): Let Ai = {w, v} for an i ≤ l − 1. Let w.l.o.g. dGi(v) ≤ dGi(w). Assume
dGi(w) ≥ 2(c−i)+1 and assume that player S answers the first i−1 questions
with ”no” and the i-th question with ”yes”. Then A has to search in a star
pair or in a double star. Therefore, A needs at least
⌈
dGi (w)
2
⌉
further tests
by Lemma 5.5 and Lemma 5.4, and thus at least i +
⌈
dGi (w)
2
⌉
≥ c + 1 tests
in all, contrary to c2(G) ≤ c.
♣
5.3.1 No-sequence characterization
First we get the following characterization of graphs with equality in Theorem
5.7.
Proposition 5.12. Let G = (V,E) be a graph with 2-complexity 2 ≤ c2(G) =
c. Then the following conditions are equivalent:
(i) There exists a sequence A1, A2, ..., Ac of subsets of V with |Ai| ≤ 2 such
that G − (A1 ∪ ... ∪ Ac) contains exact one edge, di = 4(c − i − 1) for
1 ≤ i ≤ c − 2, dc−1 = 2 and dc = 1, where di denotes the degree of Ai
in the graph G− (A1 ∪ ... ∪ Ai−1).
(ii) There exists an integer k ≤ n − c, where n = |V | and a partition
U1, ..., Uk+c of V with |Ui| = 1 for 1 ≤ i ≤ k and |Ui| ≤ 2 for i > k
such that the graph < U1 ∪ ... ∪ Uk > contains exact one edge and Ui
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is adjacent to exact

1 for i = k + 1,
2 for i = k + 2 and
4(i− k − 2) for k + 3 ≤ i ≤ k + c
vertices of
U1 ∪ ... ∪ Ui in G.
(iii) |E| = 4(c−1
2
)
+ 4 = 2c2 − 6c+ 8.
Proof. (i) ⇒ (ii): Let k be the positive integer with ∑ci=1 |Ai| = n − k.
Choose some permutation u1, ..., uk of V \ (A1 ∪ ... ∪ Ac). Let Ui = {ui} for
1 ≤ i ≤ k and Uk+j = Ac−j+1 for 1 ≤ j ≤ c. Then < U1 ∪ ... ∪ Uk >=
G− (A1 ∪ ...∪Ac) contains exact one edge. Furthermore, by (i) we get that
• Uk+1 = Ac is adjacent to exact one vertex of V \ (A1 ∪ ... ∪ Ac−1) =
U1 ∪ ... ∪ Uk+1 as well as
• Uk+2 = Ac−1 is adjacent to exact 2 vertices of V \ (A1 ∪ ... ∪ Ac−2) =
U1 ∪ ... ∪ Uk+2 and
• Uk+j = Ac−j+1 is adjacent to exact 4(c− (c− j + 1)− 1) = 4(j − 2) =
4((k + j)− k − 2) vertices of V \ (A1 ∪ ... ∪Ac−j) = U1 ∪ ... ∪ Uk+j for
3 ≤ j ≤ c.
Hence, the partition U1, ..., Uk+c of V satisfies the requirements of (ii).
(ii) ⇒ (i): This follows by an inversion of the construction proving the
direction ”(i)⇒ (ii)”.
(i)⇒ (iii): If (i) is satisfied, then
|E| = 1 +
c∑
j=1
dj = 4 + 4
c−2∑
j=1
(c− j − 1) = 4 + 4
c−2∑
j=1
j = 4
(
c− 1
2
)
+ 4.
(iii)⇒ (i): Assume that the condition (iii) is satisfied and that A1, ..., Al is
a no-sequence for G. Then the graph G− (A1 ∪ ...∪Al) contains exactly one
edge and l ≤ c holds, because A uses an optimal algorithm. Furthermore, we
can assume that dl ≥ 1, since otherwise the game would have been finished
already after testing of Al−1. Now we are going to show that c = l and
di = 4(c− i− 1) for 1 ≤ i ≤ c− 2, dc−1 = 2 and dc = 1.
From Lemma 5.11 we deduce that the inequality di ≤ 4(c− i− 1) holds for
1 ≤ i ≤ min{l, c− 2}. And in the case l = c− 1 or l = c that dc−1 ≤ 2 and
dc = 1.
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Hence, we estimate
|E| = 1 +
l∑
j=1
dj ≤ 1 + dl + dl−1 + 4
l−2∑
j=1
(c− j − 1).
If l ≤ c− 2 we obtain therefore
|E| ≤ 1 + 4
l∑
j=1
(c− j − 1) ≤ 1 + 4
c−2∑
j=1
(c− j − 1) = 1 + 4
(
c− 1
2
)
,
contradicting the condition (iii).
If l = c− 1 we obtain
|E| ≤ 1 + 4
c−2∑
j=1
(c− j − 1) + dc−1 ≤ 3 + 4
(
c− 1
2
)
,
again contradicting (iii).
Thus we conclude
c = l
and
di ≤ 4(c− i− 1) for 1 ≤ i ≤ c− 2, dc−1 ≤ 2 and dc = 1. (1)
Condition (i) is proved if we can show that equality holds in all inequalities
of (1). If one of the inequalities of (1) is not an equality, we can estimate
|E| = 1 +
l∑
j=1
dj < 4 + 4
c−2∑
j=1
(c− j − 1) = 8 + 2c2 − 6c.
Contradiction!
♣
5.3.2 Complexity saturated
Definition 5.13. A graph G = (V,E) is called 2-complexity-saturated if
c2(G+ e) > c2(G) for each edge e 6∈ E which joins two vertices of V .
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A graph G with 2-complexity c2(G) = c and 4
(
c−1
2
)
+ 4 edges is clearly 2-
complexity-saturated by Theorem 5.7 and has at least 2c vertices. In the
next proposition we show, that an additional condition on |V (G)| is enough
to guarantee the equivalence.
Definition 5.14. Let G(V,E) denote a graph with n vertices, let c be an
integer with n ≥ 2c + 1. We say that G has property Lc if there exists a
sequence A1, A2, ..., Ac of subsets of V such that the following conditions are
satisfied:
(1) |Ai| ≤ 2 for i > c− 3 and
(2) G− (A1 ∪ ... ∪ Ac) contains exact one edge and
(3) dc−2 = 4, dc−1 = 2 and dc = 1, where di denotes the degree of Ai in the
graph G− (A1 ∪ ... ∪ Ai−1).
(4) Let N(Ai) denotes the neighborhood of Ai in the graph G− (A1 ∪ ... ∪
Ai−1). Let G(Ai) denotes the graph with the vertex set Ai ∪N(Ai) and
edge set consisting of all edges between Ai and N(Ai) which are present
in G. For 1 ≤ i ≤ c− 3 it is
(i) G(Ai) = KlKm with m = 2(c− i)− 1 and l = 2(c− i)− 2 or
(ii) G(Ai) = KlKm with m = 2(c− i) and l = 2(c− i)− 3 or
(iii) G(Ai) = K1,l unionmultiK1,m with m = 2(c− i)− 1 and l = 2(c− i)− 3 or
(iv) G(Ai) = K1,l unionmultiK1,m with m = 2(c − i), l = 2(c − i) − 4 and the
neighborhood of the center of K1,l is a subset of the neighborhood
of the center of K1,m or
(v) G(Ai) = K1,l unionmultiK1,m with m = 2(c− i)− 2 and l = 2(c− i)− 2.
Proposition 5.15. Let G = (V,E) be a graph with 2-complexity c2(G) =
c ≥ 2 and |V | = n ≥ 2c+ 1. Then the following conditions are equivalent:
(i) |E| = 4(c−1
2
)
+ 4.
(ii) G is 2-complexity-saturated.
(iii) G has property Lc.
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Proof. (i) ⇒ (ii): This follows from the inequality |E| ≤ 4(c−1
2
)
+ 4 of
Theorem 5.7.
(ii)⇒ (iii): Let A1, ..., Al be a no-sequence for G. It is l ≤ c because A uses
an optimal algorithm. Our first step is to show that l = c.
Assume that l < c. The graph Gl+1 = G − (A1 ∪ ... ∪ Al) contains exact
one edge and at least n − 2l ≥ 2c + 2 − 2(c − 1) = 3 vertices. Thus, there
are two vertices w1, w2 ∈ Gl+1 such that w1w2 6∈ G and w1 is an isolated
vertex in Gl+1. Let G˜ = G + w1w2. The graph G˜ − (A1 ∪ ... ∪ Al) contains
exact 2 edges. Now it is easy to see that the algorithm with no-sequence
A1, ..., Al, {w1} proves c2(G˜) ≤ l + 1 ≤ c, because the no-sequence A1, ..., Al
is optimal for G and c2(G) = c. Thus we receive a contradiction to the
condition (ii).
Let G1 = G and d1 denote the degree of A1 in the graph G − A1. For
i = 2, ..., c + 1 let Gi = G − (A1 ∪ ... ∪ Ai−1) and di be the degree of Ai in
Gi. From Lemma 5.11 we deduce that the inequalities{
di ≤ 4(c− i− 1) if |Ai| = 2
di ≤ 2(c− i) if |Ai| = 1
(2)
hold for all i = 1, ..., c− 3. Now we show that
|Ai| = 2 for 1 ≤ i ≤ c− 3. (3)
Assume there exists an i ≤ c− 3 with |Ai| = 1. Let q be the biggest number
smaller then c − 2 such that |Aq| = 1. Let Aq = {x}. Let N(Aq) be the
neighborhood of Aq in the graph Gq. It is |N(Aq)| = dq ≤ 2(c − q) and
|V (Gq+1)| ≥ n − 2(q − 1) − 1 ≥ 2c + 1 − 2q + 1 = 2(c − q) + 2 > |N(Aq)|.
Hence there exists a vertex v1 ∈ Gq which is not adjacent with x.
If dq < 2(c − q) let G˜ = G + v1x. Using Lemma 5.3 it is easy to see that
the algorithm with no-sequence A1, ..., Ac proves c2(G˜) ≤ c. Contrary to the
condition (ii). Therefore we get
dq = 2(c− q). (4)
Let us now look at the graph Gq. We obtain by (4) that |E(Gq+1)| =
|E(Gq)| − 2(c− q). By (2) we get |E(Gi)| ≥ |E(Gi−1)| − 4(c− (i− 1)− 1) for
q+2 ≤ i ≤ c−1 because q is the biggest number smaller then c−2 such that
|Aq| = 1. Furthermore, by Lemma 5.11 we deduce |E(Gc)| ≥ |E(Gc−1)| − 2
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and |E(Gc+1)| ≥ |E(Gc)| − 1. Therefore, we get
|E(Gc+1)| ≥ |E(Gq+1)| −
c−2∑
i=q+1
4(c− i− 1)− 1− 2
= |E(Gq)| −
c−1∑
i=q+2
4(c− i)− 3− 2(c− q)
= |E(Gq)| − 2c2 + 4cq + 4c− 2q2 − 7− 4q.
With |E(Gc+1)| = 1 we conclude therefore
|E(Gq)| ≤ 2c2 − 4cq − 4c+ 2q2 + 8 + 4q = (c− q)(2c− 2q − 4) + 8.
On the other hand, if d is equal to the minimum degree of a vertex of N(Aq)
in Gq we estimate
|E(Gq)| ≥ 1
2
∑
v∈N(Aq)
dGq(v) +
1
2
dq
≥ 1
2
|N(Aq)| · d+ 1
2
dq =
1
2
dq(d+ 1)
=
(4)
(c− q)(d+ 1).
In total we get
(d+ 1)(c− q) ≤ |E(Gq)| ≤ (c− q)(2c− 2q − 4) + 8
and thus d ≤ 2c− 2q − 4 + 8
c−q − 1 ≤ 2c− 2q − 5 + 83 . It follows that
d ≤ 2(c− q)− 3.
This means that there is a vertex
v ∈ N(Aq) ⊂ Gq with dGq(v) ≤ 2(c− q)− 3. (5)
The vertex set of Gq is comprised of the set V (G)− (A1∪ ...∪Ac) and the set
Aq∪ ...∪Ac. Therefore, the graph Gq has at least n−2(q−1) ≥ 2(c−q)+3 >
dGq(v) vertices and thus there is a vertex
v2 ∈ Gq such that vv2 6∈ G. (6)
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Let us consider to which part of Gq the vertex v belongs. It is |Ac| = 1
because dc = 1 and |Ai| = 2 for all q+ 1 ≤ i ≤ c− 3 because q is the biggest
number smaller then c−2 such that |Aq| = 1. Thus, the following three cases
describe all existing possibilities.
Case 1 There is a q + 1 ≤ j ≤ c− 1 such that v ∈ Aj and |Aj| = 2.
Let Aj = {v, w}. The degree of w and v in Gj is at most 2(c− j) by Lemma
5.11.
If dGj(w) = 2(c − j), then dGj(v) ≤ dj − dGj(w) + 1 ≤ 2(c − j) − 3 by (2)
and thus
dGq(v) ≤ dGj(v) +
j−1∑
k=q
|Ak|
≤ 2(c− j)− 3 + |Aq|+
j−1∑
k=q+1
|Ak|
≤ 2(c− j)− 2 + 2(j − 1− q) = 2(c− q)− 4.
(7)
Let G˜ = G+vv2 with v2 such as in (6). The degree of x in G˜−(A1∪...∪Aq−1)
is equal to dq = 2(c − q) by (4). The degree of v in G˜ − (A1 ∪ ... ∪ Aq−1) is
dGq(v)+1 ≤ 2(c−q)−4+1 = 2(c−q)−3 by (7). Thus the difference between
the degree of x and the degree of v in G˜− (A1 ∪ ... ∪Aq−1) is at least 3 and
we know that xv ∈ G. Furthermore, the degree of w in G˜− (A1 ∪ ...∪Aj−1)
is dGj(w) = 2(c− j). That is why using Lemma 5.3 and Lemma 5.4 it is easy
to see that the algorithm with no-sequence B1 = A1, ..., Bq−1 = Aq−1, Bq =
{x, v}, Bq+1 = Aq+1, ..., Bj−1 = Aj−1, Bj = {w}, Bj+1 = Aj+1, ..., Bc = Ac
proves c2(G˜) ≤ c. Contrary to the condition (ii).
If dGj(w) < 2(c− j) there exists a vertex v3 ∈ Gj+1 such that wv3 6∈ G since
graph Gj+1 has at least n− 2j+ 1 ≥ 2(c− j) + 2 vertices. Let H˜ = G+wv3.
Then the degree of w in H˜−(A1∪...∪Aj−1) is at most 2(c−j)−1+1 = 2(c−j).
Furthermore we know by (5) that v ∈ N(x) and
dH˜q(v) = dGq(v) ≤ 2(c− q)− 3 = dq − 3 = dH˜q(x)− 3,
where H˜q = H˜ − (A1 ∪ ... ∪ Aq−1). Now again by means of Lemma 5.3
and Lemma 5.4 it is easy to see that the algorithm with no-sequence B1 =
A1, ..., Bq−1 = Aq−1, Bq = {x, v}, Bq+1 = Aq+1, ..., Bj−1 = Aj−1, Bj = {w}, Bj+1 =
Aj+1, ..., Bc = Ac proves c2(H˜) ≤ c. Again we get a contradiction to the con-
dition (ii).
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Case 2 There is a c− 2 ≤ j ≤ c such that v ∈ Aj and |Aj| = 1.
The graph Gc+1 contains exact one edge and at least n−2(c−1) ≥ 3 vertices.
Thus, there are two vertices v5, v6 ∈ Gc+1 such that v5v6 6∈ G and v5 is an
isolated vertex in Gc+1. Let G˜ = G + v5v6. The graph G˜ − (A1 ∪ ... ∪ Ac)
contains exact 2 edges. The degree of x in G˜ − (A1 ∪ ... ∪ Aq−1) is equal
to dq = 2(c − q) by (4). The degree of v in G˜ − (A1 ∪ ... ∪ Aq−1) is
dGq(v) ≤ 2(c − q) − 3 by (5). Now it is easy to see that the algorithm with
no-sequence B1 = A1, ..., Bq−1 = Aq−1, Bq = {x, v}, Bq+1 = Aq+1, ..., Bj−1 =
Aj−1, Bj = Aj+1, Bj+1 = Aj+2, ..., Bc−1 = Ac, Bc = {v5} if j ≤ c−1 and B1 =
A1, ..., Bq−1 = Aq−1, Bq = {x, v}, Bq+1 = Aq+1, ..., Bc−1 = Ac−1, Bc = {v5} if
j = c proves c2(G˜) ≤ c. And we have again a contradiction to the condition
(ii).
Case 3 v 6∈ Aj for all q + 1 ≤ j ≤ c.
So it is v ∈ V (G) − (A1 ∪ ... ∪ Ac). If dGq(v) ≤ 2, let G˜ = G + vv2 with
v2 such as in (6). Then the degree of x in G˜q = G˜ − (A1 ∪ ... ∪ Aq−1)
is equal to 2(c − q) by (4) and dG˜q(v) ≤ 3. Thus, the difference between
the degree of x and the degree of v in G˜q is at least 3. That is why
using Lemma 5.4 it is easy to see that the algorithm with no-sequence
B1 = A1, ..., Bq−1 = Aq−1, Bq = {x, v}, Bq+1 = Aq+1, ..., Bc = Ac proves
c2(G˜) ≤ c, because the no-sequence A1, ..., Ac is optimal for G. Contradic-
tion to the condition (ii)!
If dGq(v) ≥ 3 there exists a vertex v4 ∈ Ai for an index q + 1 ≤ i ≤ c
such that vv4 ∈ G. Otherwise the degree of v in Gc+1 would be at least 2
contrary to the fact that Gc+1 has exact one edge. It is dGi(v4) ≤ 2(c − i)
if i ≤ c − 1 and dGi(v4) = 1 if i = c by Lemma 5.11. The graph Gi con-
tains at least n − 2(i − 1) + 1 ≥ 2(c − i) + 4 vertices thus there exists a
vertex v1 ∈ Gi such that v4v1 6∈ G. Let G˜ = G + v4v1. The degree of v4
in the graph G˜ − (A1 ∪ ... ∪ Aq−1 ∪ {x, v} ∪ Aq+1 ∪ ... ∪ Ai−1) is equal to
dGi(v4). The degree of x in G˜q = G˜ − (A1 ∪ ... ∪ Aq−1) is equal to 2(c − q)
by (4) and the degree of v is at most 2(c − q) − 3 by (5). With the same
arguments as above it is easy to see that the algorithm with no-sequence
B1 = A1, ..., Bq−1 = Aq−1, Bq = {x, v}, Bq+1 = Aq+1, ..., Bc = Ac proves
c2(G˜) ≤ c. Contrary to the condition (ii)!
We have seen that the assumption that there exists an i ≤ c−3 with |Ai| = 1
induces in each possible case a contradiction. Thus, the equality in (3) is
proved for each i ≤ c− 3.
It is easy to see that dc−2 = 4, dc−1 = 2 and dc = 1. Let N(Ai) denote the
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neighborhood of Ai in Gi. Let G(Ai) denote the graph with the vertex set
Ai ∪ N(Ai) and the edge set consisting of all edges between Ai and N(Ai)
which are present in G. So G(Ai) is the graph which contains the unknown
edge if S answers ”no” in the first i− 1 tests and ”yes” in the i-th test. We
are now going to show that equality holds for all inequalities of (2) and that
G(Ai) satisfies the condition (4) of Definition 5.14.
By (3) we have |Ai| = 2. Let Ai = {u, b} and dGi(u) = l ≤ m = dGi(b). We
know that c2(G(Ai)) ≤ c− i because the sequence A1, ..., Ac is optimal for G
and c2(G) = c. Furthermore, we have l,m ≤ 2(c− i) by Lemma 5.11. Since
the graph Gi+1 has n − 2i ≤ 2(c − i) + 1 vertices, there are vertices x1, x2
such that x1b 6∈ G and x2u 6∈ G. The following two cases are possible.
Case 1 G(Ai) = KlKm. Let w.l.o.g. 2 ≤ l.
Subcase (a). m = 2(c− i).
By (2) we get di = m + l − 1 ≤ 4(c − i) − 4 and thus l ≤ 2(c − i) − 3.
Assume that l < 2(c − i) − 3. Then using Lemma 5.4 it is easy to see that
c2(G(Ai) ∪ x2u) ≤ c− i and therefore c2(G+ x2u) ≤ c, contradicting (ii).
Subcase (b). m = 2(c− i)− 1.
Using (2) we get l ≤ 4(c− i)− 4− (2(c− i)− 1) + 1 = 2(c− i)− 2. Assume
that l < 2(c − i) − 2. Then again using Lemma 5.4 it is easy to see that
c2(G(Ai) ∪ x2u) ≤ c− i and therefore c2(G+ x2u) ≤ c, contradicting (ii).
Subcase (c). m ≤ 2(c− i)− 2.
Then l ≤ m ≤ 2(c − i) − 2. Using Lemma 5.4 it is now easy to see that
c2(G(Ai) ∪ x1b) ≤ c− i and therefore c2(G+ x2u) ≤ c, contradicting (ii).
Case 2 G(Ai) = Kl unionmultiKm.
Subcase (a). m = 2(c− i).
By (2) we get di = m+ l ≤ 4(c− i)− 4 and therefore l ≤ 2(c− i)− 4. Since
A1, ..., Ac is a no-sequence for G we get by Lemma 5.5 that NGi(u) ⊂ NGi(b).
Assume that l < 2(c− i)− 4. Let x3 be a vertex with x3 ∈ NGi(b) \NGi(u).
Using Lemma 5.5 it is easy to see that c2(G(Ai)∪ x3u) ≤ c− i and therefore
c2(G+ x3u) ≤ c. Hence, we obtain again a contradiction to (ii).
Subcase (b). m = 2(c− i)− 1.
Using (2) we obtain l ≤ 4(c−i)−4−(2(c−i)−1) = 2(c−i)−3. Assume that
l < 2(c−i)−3. Using Lemma 5.5 it is easy to see that c2(G(Ai)∪x2u) ≤ c−i
and therefore c2(G+ x2u) ≤ c, contradicting (ii).
Subcase (c). m = 2(c− i)− 2.
Using (2) we obtain l ≤ 4(c− i)− 4− (2(c− i)− 2) = 2(c− i)− 2. Assume
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that l < 2(c − i) − 2. Then again using Lemma 5.5 it is easy to see that
c2(G(Ai) ∪ x2u) ≤ c− i and therefore c2(G+ x2u) ≤ c, contradicting (ii).
Subcase (d). m ≤ 2(c− i)− 3.
Then l ≤ m ≤ 2(c − i) − 3. Using Lemma 5.5 it is now easy to see that
c2(G(Ai) ∪ x1b) ≤ c− i and therefore c2(G+ x2u) ≤ c, contradicting (ii).
In total we conclude that dj = 4(c − j − 1) for all 1 ≤ j ≤ c − 3 and that
the condition (4) of Definition 5.14 is satisfied. This completes the proof of
(ii)⇒ (iii).
(iii)⇒ (i): If (iii) holds we get
|E| = 1 +
c∑
j=1
dj = 4 + 4
c−2∑
j=1
(c− j − 1) = 4 + 4
c−2∑
j=1
j = 4
(
c− 1
2
)
+ 4.
♣
Let us now try to combine the last two characterizations.
Definition 5.16. Let H(V, F ) denote a graph with n vertices, let k be an
integer with n+k
2
= r ∈ N. We say that H has property Mk if there is a
partition U1, ..., Ur of V such that the following conditions are satisfied:
(1) |Ui| = 1 for 1 ≤ i ≤ k,
(2) H1 =< U1 ∪ ... ∪ Uk > is a complete graph minus 8 edges and
(3) the degree of Ui in H1 is at least k − 5 for 1 ≤ i ≤ k.
(4) For 1 ≤ i ≤ n−k
2
it is Uk+i = {wi, vi}. Let d(wi) denotes the degree of
wi in the graph < U1 ∪ ... ∪ Uk+i−1 ∪wi > and d(vi) denotes the degree
of vi in the graph < U1 ∪ ... ∪ Uk+i >. Then
(i) {d(vi), d(wi)} = {k − 3, k − 4} or
(ii) viwi 6∈ F , d(vi) = k − 2, d(wi) = k − 5 or
(iii) viwi ∈ F , N(wi) ⊂ N(vi) and d(wi) = k − 6, d(vi) = k − 1,
where N(wi), N(vi) denote the neighborhood of wi, vi in the graph
< U1 ∪ ... ∪ Uk+i >.
Definition 5.17. Let H(V, F ) denote a graph with n vertices, let k be an
integer with n+k
2
= r ∈ N. We call a partition U1, ..., Ur of V which satisfies
conditions (1)− (4) of Definition 5.16 an Mk-sequence. U = U1 ∪ ... ∪ Uk is
called complete part of this Mk-sequence.
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Theorem 5.18. Let G = (V,E) be a graph with 2-complexity c2(G) = c ≥ 2
and |V | = n ≥ 2c+ 1. Then the following conditions are equivalent:
(i) |E| = 4(c−1
2
)
+ 4.
(ii) G is 2-complexity-saturated.
(iii) G has property Lc.
(iv) The complementary graph G of G has property Mn−2(c−3).
Proof: We have to show (iii)⇔ (iv).
(iv) ⇒ (iii): Let k = n − 2(c − 3) and U1, ..., Ur be an Mk-sequence for H
with complete part U . Since < U > is a complete graph minus 8 edges and
the degree of Ui in < U > is at least k − 5 for 1 ≤ i ≤ k, we can choose
Ac−2, Ac−1, Ac ⊂ U in such a way that conditions (1) − (3) of Definition
5.14 are satisfied. Let Ac−i−2 = Uk+i for 1 ≤ i ≤ n−k2 . We know that
Ac−i−2 = {vi, wi} for 1 ≤ i ≤ n−k2 by (4) of Definition 5.16. For j = 1, ..., c−3
let N(Aj) denotes the neighborhood of Aj in the graph G− (A1 ∪ ...∪Aj−1)
and let G(Aj) denotes the graph with the vertex set Aj ∪ N(Aj) and edge
set consisting of all edges between Aj and N(Aj) which are present in G.
For 1 ≤ i ≤ n−k
2
let d1(wi) denotes the degree of wi in G(Ac−i−2) and
d1(vi) the degree of vi in G(Ac−i−2). Moreover, let d2(wi) denotes the degree
of wi in Hi the complementary graph of G − (A1 ∪ ... ∪ Ac−i−2) + wi =<
U1 ∪ ... ∪ Uk+i−1) ∪ {wi} > and d2(vi) denotes the degree of vi in Ti the
complementary graph of G− (A1 ∪ ... ∪ Ac−i−3) =< U1 ∪ ... ∪ Uk+i >.
By means of condition (4) of Definition 5.16 we know that only the following
three cases are possible.
Case 1 {d2(vi), d2(wi)} = {k − 3, k − 4}.
Subcase (a). d2(vi) = k − 3, d2(wi) = k − 4 and viwi ∈ Ti.
Then viwi 6∈ G(Ac−i−2),
d1(vi) = |V (Ti)|−d2(vi)−1 = k+2i−(k−3)−1 = 2i+2 = 2(c−(c−i−2))−2 and
d1(wi) = |V (Hi)|−d2(wi)−1 = k+2i−1−(k−4)−1 = 2i+2 = 2(c−(c−i−2))−2.
Thus, we get
G(Ac−i−2) = K1,l unionmultiK1,m with m = l = 2(c− (c− i− 2))− 2.
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Subcase (b). d2(vi) = k − 4, d2(wi) = k − 3 and viwi ∈ Ti.
Then we obtain that viwi 6∈ G(Ac−i−2) as well as
d1(vi) = |V (Ti)| − d2(vi)− 1 = 2i+ 3 = 2(c− (c− i− 2))− 1 and
d1(wi) = |V (Hi)| − d2(wi)− 1 = 2i+ 1 = 2(c− (c− i− 2))− 3.
Therefore, we get
G(Ac−i−2) = K1,lunionmultiK1,m with m = 2(c−(c−i−2))−1 and l = 2(c−(c−i−2))−3.
Subcase (c). {d2(vi), d2(wi)} = {k − 3, k − 4} and viwi 6∈ Ti.
In this case we deduce that viwi ∈ G(Ac−i−2), d1(vi) = |V (Ti)| − d2(vi) − 1
and d1(wi) = |V (Ti)| − d2(wi)− 1 and thus
{d1(vi), d1(wi)} = {2(c− (c− i− 2))− 2, 2(c− (c− i− 2))− 1}.
Therefore, we obtain
G(Ac−i−2) = KlKm with m = 2(c−(c−i−2))−1 and l = 2(c−(c−i−2))−2.
Case 2 wivi 6∈ F , d2(vi) = k − 5 and d2(wi) = k − 2.
We obtain that viwi ∈ G(Ac−i−2) and
d1(vi) = |V (Ti)| − d2(vi)− 1 = 2(c− (c− i− 2))− 3,
d1(wi) = |V (Ti)| − d2(wi)− 1 = 2(c− (c− i− 2)).
Therefore, we conclude that
G(Ac−i−2) = KlKm with m = 2(c− (c− i− 2)) and l = 2(c− (c− i− 2))− 3.
Case 3 viwi ∈ Ti, d(wi) = k − 6, d(vi) = k − 1 and N(wi) ⊂ N(vi), where
N(wi), N(vi) denote the neighborhood of wi, vi in the graph< U1∪...∪Uk+i >.
In this case we get viwi ∈ G(Ac−i−2), the neighborhood of wi in the graph
G(Ac−i−2) is a subset of the neighborhood of vi in the graph G(Ac−i−2).
Furthermore we obtain that
d1(vi) = |V (Ti)| − d2(vi)− 1 = 2(c− (c− i− 2))− 4 and
d1(wi) = |V (Hi)| − d2(wi)− 1 = 2(c− (c− i− 2)).
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Therefore, we conclude that
G(Ai) = K1,l unionmultiK1,m with m = 2(c− i), l = 2(c− i)− 4
and the neighborhood of the center of K1,l is a subset of the neighborhood
of the center of K1,m.
In total we deduce that the sequence A1, ..., Ac satisfies the requirements of
Definition 5.14 for G. This completes the proof of (iii)⇒ (iv).
(iv) ⇒ (iii) : Follows by an inversion of the construction proving the direc-
tion ”(iii)⇒ (iv)”.
♣
5.3.3 Main result
In the last two sections we have seen conditions on a graph G which guarantee
that |E| = 4(c−1
2
)
+ 4 under the assumption that the 2-complexity of G is
c. Let us now look for characterizations of graphs with c2(G) = c and
|E| = 4(c−1
2
)
+ 4. As can be seen from the proof of Proposition 5.15 we can
reformulate Theorem 5.18 as follows.
Theorem 5.19 (Characterization). Let G(V,E) denote a graph with n ver-
tices. The following conditions are equivalent:
(i) G has property Lc for some 3 ≤ c.
(ii) G has property Mn−2(c−3).
(iii) c2(G) = c ≤ n−12 and |E| = 4
(
c−1
2
)
+ 4.
(iv) G is 2-complexity-saturated and c2(G) = c ≤ n−12 .
Proof: The equivalence (i)⇔ (ii) follows immediately from Theorem 5.18.
(iii)⇒ (i): Follows from Proposition 5.15.
(i)⇒ (iii): Let A1, ..., Ac be a sequence such as in Definition 5.14. By means
of Lemma 5.4 and Lemma 5.5 it is easy to see that the no sequence A1, ..., Ac
proves c2(G) ≤ c.
Let di be the degree of Ai in the graph G− (A1 ∪ ... ∪ Ai−1) for i = 1, ..., c.
Then di = 4(c− i− 1) by (i) and thus we get |E| = 1 +
∑c
i=1 di = 4
(
c−1
2
)
+ 4.
On the other hand we have |E| ≤ 4(c2(G)−1
2
)
+ 4 by Theorem 5.7. Therefore,
we conclude c ≤ c2(G).
(iii)⇔ (iv): Follows from Proposition 5.15.
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♣
We suppose that it can be decided in polynomial time, whether a graph has
property Mk for some k or not. Then it would be possible to compute c2(G)
in polynomial time for those graphs. But the creation of such an algorithm
seems to be a difficult task.
Conjecture 5.20. For a given graph H(V, F ) with |V | = n there exists a
polynomial time algorithm M(H) which decides whether a graph has property
Mk for some 7 ≤ k ≤ n or not.
Let G(V,E) be a graph and H(V, F ) = G. If M(H) decides that H has
property Mk, then c2(G) =
n−k
2
+ 3 with n = |V |.
Let us try to construct an algorithm M(H) to see where the difficulties come
from.
Step 1. Check whether a positive integer 7 ≤ k ≤ n exists such that n+k
2
∈ N
and
|F | =
(
k
2
)
− 8 + n− k
2
(2k − 7), where n = |V |.
If not, then H has not property Mk for any k and we stop. If yes, then this
k is unique and we fix it.
Step 2. If k = n, then H has property Mk. Stop. If k ≤ n− 2 we look for
two vertices v, w ∈ V such that one of the conditions (i)− (iii) of Definition
5.16 is satisfied. If no such a pair exists, then H has not property Mk and
we stop.
Step 3. Apply the algorithm to H − {v, w} with V (H − {v, w}) = n− 2.
Step 4. If H−{v, w} has property Mk, then H has also property Mk. Since:
If U1, ..., Ur−1 is an Mk-sequence for H − {v, w}, then U1, ..., Ur−1, {v, w} is
an Mk-sequence for H.
Now it is an open problem to decide in which cases it is possible that H −
{v, w} has not property Mk but H has property Mk. To see that such a case
can occur let us consider the following example.
Example 5.21. Let k and c be positive integers. Let x =
⌈
c−3
2
⌉
. Let H(V, F )
be the graph with vertex set V = {u1, ..., uk, a1, ..., a2(c−3)} and the edge set
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given by
< u1, ..., uk−2 > = Kk−2,
N<U>(uk−1) = N<U>(uk) = {u1, ..., uk−5} where U = {u1, ..., uk},
NH(a1+2i) = {u1, ..., uk−2} for i = 0, ..., x− 1,
NH(a2+2i) = {u1, ..., uk−5} for i = 0, ..., x− 1,
NH(a1+2(i+x)) =
{
u1, ..., uk−2, a2+2(i+x)
}
for i = 0, ...,
⌈
c− 6
2
⌉
and
NH(a2+2(i+x)) =
{
uk, u2, ..., uk−6, a1+2(i+x)
}
for i = 0, ...,
⌈
c− 6
2
⌉
.
It is easy to see that if c is odd, then
{u1}, ..., {uk}, {a2+2i, a1+2i+2x}, {a1+2i, a2+2i+2x}, i = 0, ...,
⌈
c− 6
2
⌉
is an Mk-sequence with complete part U . And if c is even, then
{u1}, ..., {uk}, {a2+2i, a1+2i+2x}, {a1+2i, a2+2i+2x}, {ac−3, ac−2}, i = 0, ...,
⌈
c− 6
2
⌉
is an Mk-sequence for H with complete part U .
As well as
{u1}, ..., {uk−2}, {a2}, {uk}, {uk−1, a1+2x}, {a1, a2+2x},
{a2+2i, a1+2i+2x}, {a1+2i, a2+2i+2x},with i = 1, ...,
⌈
c− 6
2
⌉
is an Mk-sequence with complete part U ∪ {a2} \ {uk−1} if c is odd. And
{u1}, ..., {uk−2}, {a2}, {uk}, {uk−1, a1+2x}, {a1, a2+2x}, {ac−3, ac−2},
{a2+2i, a1+2i+2x}, {a1+2i, a2+2i+2x}, with i = 1, ...,
⌈
c− 6
2
⌉
is an Mk-sequence for H with complete part U ∪ {a2} \ {uk−1} if c is even.
On the other hand, if we take first the sets {a1, a2}, {a3, a4}, ..., {a1+2(x−1), a2+2(x−1)},
then each of these sets satisfies condition (4)(i) of Definition 5.16 but the
graph H − {a1, ..., a2+2x−2} has not property Mk.
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5.4 Upper bound
Let us now turn our attention to the upper bound. From Lemma 5.4 and
Lemma 5.5 we can deduce a sharp result.
Corollary 5.22. Let G = K1,l unionmulti K1,m or G = KlKm be a graph with e =
|E(G)| and l ≤ m. Then
c2 (G) ≤
⌈
m+ 2
2
⌉
≤
⌈e
2
⌉
.
Proof: Let us consider two cases.
Case 1. G = KlKm.
Subcase (i). m odd and 2 ≤ l ≤ m − 1: We obtain e ≥ m + 1. Thus by
Lemma 5.4 we achieve c2 (G) =
m+1
2
≤ e
2
.
Subcase (ii). m odd and l = m: We obtain e = 2m − 1 and thus m = e+1
2
.
Therefore, we conclude by means of Lemma 5.4 that c2 (G) =
m+3
2
= e+7
4
≤⌈
e
2
⌉
.
Subcase (iii). m even and 2 ≤ l ≤ m − 3: We obtain e ≥ m + 1. Thus, we
achieve by Lemma 5.4 that c2 (G) =
m
2
≤ e−1
2
.
Subcase (iv). m even and l ≥ m − 2 ≥ 2: We obtain e ≥ 2m − 3 and thus
we conclude again by Lemma 5.4 that c2 (G) =
m+2
2
≤ e+7
4
≤ ⌈ e
2
⌉
.
Case 2. G = K1,l unionmultiK1,m.
Subcase (i). m odd and 1 ≤ l ≤ m − 2: We obtain e ≥ m + 1. Thus, we
achieve by Lemma 5.5 that c2 (G) =
m+1
2
≤ e
2
.
Subcase (ii). m odd and l ≥ m−1: We obtain e ≥ 2m−1 and thus m ≤ e+1
2
.
Therefore, we conclude by Lemma 5.5 that c2 (G) =
m+3
2
≤ ⌈ e
2
⌉
.
Subcase (iii). m even and 1 ≤ l ≤ m − 4: We obtain e ≥ m + 1. Thus we
achieve again by Lemma 5.5 that c2 (G) ≤ m+22 ≤
⌈
e
2
⌉
.
Subcase (iv). m even and l ≥ m − 3: We obtain e ≥ 2m − 3 and thus we
conclude again by means of Lemma 5.5 that c2 (G) =
m+2
2
≤ ⌈ e
2
⌉
.
♣
For an arbitrary graph G with n vertices Aigner and Triesch had shown in
[3] that c1(G) ≤ n−1. Therefore, we get c2(G) ≤ c1(G) ≤ n−1. Let us look
up for a better upper bound.
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Proposition 5.23. Let G be a graph with n vertices. Then
c2 (G) ≤
⌈
n+ 3
2
⌉
.
This corollary is generalized for an arbitrary p in Chapter 2.
Example 5.24. To see that the bound in Proposition 5.23 is sharp for n =
|V (G) | ≥ 5, consider the graph G = Kn. We want to show that c2(G) ≥⌈
n+3
2
⌉
. For n = 5, 6 the estimate follows from Proposition 1.4. We proceed by
induction on n. Suppose that A1 is the first test set in an optimal algorithm
for G.
Case 1 |A1| = 1. The resulting graphs are G0 = K1,n−1 and G1 = Kn−1.
By induction we have c2 (G1) ≥
⌈
n−1+3
2
⌉
and thus c2 (G) = 1 + c2 (G1) ≥
1 +
⌈
n+2
2
⌉ ≥ ⌈n+3
2
⌉
.
Case 2 |A1| = 2. The resulting graphs are G2 = Kn−1Kn−1 and G3 = Kn−2.
By induction we have c2 (G3) ≥
⌈
n−2+3
2
⌉
and thus c2 (G) ≥ 1 + c2 (G3) ≥
1 +
⌈
n+1
2
⌉ ≥ ⌈n+3
2
⌉
.
5.5 Sufficient and necessary conditions
We have no characterization of all graphs with equality in Proposition 5.23,
but we have a sufficient and a necessary condition.
Proposition 5.25 (Sufficient condition). Let G (V,E) be a graph with |V | =
n ≥ 4. Then c2 (G) ≤
⌈
n+1
2
⌉
implies that there exists a positive integer k and
a sequence A1, A2, ..., Ak of subsets of V with k ≤
⌈
n+1
2
⌉
and |Ai| ≤ 2 for
1 ≤ i ≤ k such that the following conditions are satisfied:
(i) G− (A1 ∪ ... ∪ Ak) contains one edge.
(ii) Let di denotes the degree of Ai in the graph G− (A1 ∪ ... ∪ Ai−1). Then
If k ≤ ⌈n−3
2
⌉
, then di ≤ 4
(⌈
n+1
2
⌉− i− 1) for 1 ≤ i ≤ k.
If k =
⌈
n−1
2
⌉
, then di ≤ 4
(⌈
n+1
2
⌉− i− 1) for 1 ≤ i ≤ k−1 and dk ≤ 3.
If k =
⌈
n+1
2
⌉
, then di ≤ 4
(⌈
n+1
2
⌉− i− 1) for 1 ≤ i ≤ k − 2 and
dk−1 ≤ 2, dk = 1.
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Proof: Let A1, ...Ak be the sequence of subsets of V asked by player A if A
uses an optimal algorithm and if player S always answers ”no”.
Then the graph G− (A1 ∪ ... ∪ Ak) contains one edge, |Ai| ≤ 2 for 1 ≤ i ≤ k.
Moreover we obtain that k ≤ ⌈n+1
2
⌉
since A uses an optimal algorithm and
c2 (G) ≤
⌈
n+1
2
⌉
. Furthermore, we can assume that dk ≥ 1 since otherwise
the game would have been finished already after testing of Ak−1. By Lemma
5.11 we know that the inequality di ≤ 4
(⌈
n+1
2
⌉− i− 1) hold for all 1 ≤ i ≤
min{k, ⌈n−3
2
⌉}.
Now if k =
⌈
n−1
2
⌉
, then we have to show that dk ≤ 3.
Assume dk ≥ 4 and assume that S answers ”no” to the first k − 1 questions
and ”yes” to the k-th question. The resulting graph contains dk ≥ 4 edges.
Therefore, S can force A to perform
k + dlog2 4e =
⌈
n− 1
2
⌉
+ 2 =
⌈
n+ 3
2
⌉
tests by Proposition 1.4, a contradiction to the assumption c2 (G) ≤
⌈
n+1
2
⌉
.
Let now k =
⌈
n+1
2
⌉
. We have to show that dk−1 ≤ 2 and dk ≤ 1.
Assume dk−1 ≥ 3. Player S answers ”no” to the first k−2 questions, then the
resulting graph G− (A1 ∪ ... ∪ Ak−2) contains dk−1 + dk + 1 ≥ 3 + 1 + 1 = 5
edges. Therefore, S can force A to ask at least
k − 2 + dlog2 5e =
⌈
n+ 1
2
⌉
+ 1
questions by Proposition 1.4. And we have again a contradiction.
Assume now dk ≥ 2. Player S answers ”no” to the first k− 1 questions, then
the resulting graph G− (A1 ∪ ... ∪ Ak−1) contains dk + 1 ≥ 2 + 1 = 3 edges.
Therefore, S can force A to ask at least
k − 1 + dlog2 3e =
⌈
n+ 1
2
⌉
+ 1
questions by Proposition 1.4. Contradiction!
♣
From Proposition 5.25 we can deduce.
Corollary 5.26. Let G (V,E) be a graph with |V | = n ≥ 4. Then
|E| > 4
(⌈
n−1
2
⌉
2
)
+ 4⇒ c2(G) =
⌈
n+ 3
2
⌉
.
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Proof: Assume c2 (G) ≤
⌈
n+1
2
⌉
. By Proposition 5.25 we obtain
|E| = 1 +
k∑
i=1
di ≤ 1 +
dn−32 e∑
i=1
4
(⌈
n+ 1
2
⌉
− i− 1
)
+ 3
=
dn−32 e∑
i=1
4i+ 4 = 4
(⌈
n−1
2
⌉
2
)
+ 4.
Contradiction!
♣
Proposition 5.27 (Necessary condition). Let G (V,E) be a graph with |V | =
n such that there exists a positive integer k with k ≤ ⌈n+1
2
⌉
and a sequence
A1, A2, ..., Ak of subsets of V , which satisfies the following conditions:
(i) |Ai| ≤ 2 for 1 ≤ i ≤ k and G− (A1 ∪ ... ∪ Ak) contains one edge.
(ii) di ≤ 2
(⌈
n+1
2
⌉− i) for 1 ≤ i ≤ k − 1, dk ≤ 1, where di denotes the
degree of Ai in the graph G− (A1 ∪ ... ∪ Ai−1).
Then c2 (G) ≤
⌈
n+1
2
⌉
.
Proof: Player A probes subsets of V according to the sequence A1, A2, ..., Ak
as long as S answers ”no”. If the answers are always ”no”, then after
probing Ak player A knows that the unknown edge e lies in the graph
G− (A1 ∪ ... ∪ Ak), which contains only one edge. Thus, A would identify e
after at most k ≤ ⌈n+1
2
⌉
tests. If, on the other hand, S answers ”yes” to the j-
th question (j ≤ k), then A probes the neighbors of Ai in G−(A1 ∪ ... ∪ Ai−1)
pairwise. From Corollary 5.22 we conclude that A needs at most
⌈
di
2
⌉
further
tests to identify e. Thus, we obtain
c2 (G) ≤ max
{
k, i+
⌈
di
2
⌉
|i = 1, ..., k − 1
}
=
⌈
n+ 1
2
⌉
.
♣
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Chapter 6
Summary and open problems
In the first chapter of this work we give a short introduction to the basic
terms of graph theory as well as a brief description of the theory of search
processes in general and the group testing problem in particular. This is
followed by an overview of what is already known about the complexity of
edge search in a graph.
The second chapter is devoted to the search for the bounds for cp. We present
two lower bounds for the p-complexity of an arbitrary graph, both of which
are not sharp. In contrast the lower bounds for the 1-complexity in [3] and
those for the 2-complexity which are given in the fifth chapter of this work
are sharp. We conjecture that a similar result can be given for the general
case p ∈ N.
Conjecture 6.1. Let dlog2 pe = q. Let G be a graph with m > 22q edges.
Then
cp(G) ≥ c2q(G) ≥ 4q − 1
2
+
√
2m
p2
− 7
4
.
But the method used in chapter five to prove sharp lower bounds for the
2-complexity does not seem to be appropriate for the general case p ∈ N. We
applied this method in the case p = 3 which resulted in numerious intricate
case differentiations. Thus this procedure can not be recomended in the
general case.
Moreover, we give in the second chapter an upper bound d2 log2 pe +
⌈
n−1
p
⌉
for the p-complexity of an arbitrary graph with n vertices. We prove that
this upper bound is sharp for infinitely many graphs. We elaborate on the
complete graph Kn, give a sharp lower bound for cp(Kn) and show that the
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maximum difference between the upper and the lower bounds for cp(Kn) is
3. Now an interesting question is now the following one.
Problem 6.2. Characterize the group of graphs, for which the upper bound
d2 log2 pe+
⌈
n−1
p
⌉
is sharp.
In the third chapter we show that the decision problem, whether the p-
complexity of a graph is smaller than an integer k, is NP-complete.
In the fourth chapter we consider the greedy strategy and the corespond-
ing greedy p-bound c0p. It seems to be easier to determine c
0
p than the p-
complexity. We show that the computation of c0p is also NP-complete. But
if we consider complete or bipartite graphs, then it can be easily seen that
c0p can be computed in polynomial time. A natural question remains open:
Problem 6.3. What is the complexity of determing cp(Kn) for the complete
graph Kn?
In Capter 5 we consider the tractable case p = 2. We prove a sharp upper
bound for c2 and give sufficient and necessary conditions on graphs, for which
this bound is exact. Moreover, we give a sharp lower bound for c2 and
characterize the graphs with maximum edge number for which this bound is
exact in several ways. We suppose that some points of this characterization
can be checked in polynomial time and thus that a polynomial time algorithm
to compute the 2-complexity of those graphs exists.
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