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Introduction
In several recent problems we.have encountered, there has been a need to Compare measuremqnts of the chemical isotopic composition of a group of items resulting from two different measurement techniques. In each case, the random variables representing the measurements are an example of multivariate compositional data since there are two or more isotopes of interest for each item and the isotopic fractions must sum to one. Aitchison (1986) discusses the analysis of multivariate compositional data and suggests that some appropriate transformation of the data can be considered to have a multivariate normal distribution and that the usual m y of multivariate data analysis techniques can be used on the transformed d a a However, little information is available on which transformation of the data is appropriate and there is no single best transformation for all situations. 
Review of the Classical Multivariate Approach to the Problem
The hypothesis test of interest is that the expected value of the difference vector is the zero vector for the case where the variance matrix for the difference vector Y'is unknown.
Under the assumption that the difference vector has ap-dimensional multivariate normal' distribution, the likelihood ratio test of his hypothesis leads to Hotelling's one-sample test, see Madia (1979) . For the most general case of this test, let Y be ap-dimensional random variable having a multivariate normal distribution with unknown p-dimensional mean vector p and unknown p x p dimensional variance-covariance matrix Z. Assume that a collection of n independent realizations of the random vector Y have been observed and collected into an n x p observed value array Y and that the sample mean vector for the n realizations is thep-dimensional vector y. Hotelling's one-sample hypothesis that the true mean is test for the null is based on the test statistic where S is the estimated variance=cox~ance matrix for Y based on the n realizations of Y , again see Mardia (1979) . Note that for this definition of the P test statistic, S is defined using n, not (n-1) in the denominator. Under the null hypothesis (which includes the assumption of multivariate normality of Y), this test statistic has Fisher's F disaibution with p degrees of freedom in the numerator and (n-p) degrees of freedom in the denominator. This distribution can be used to determine a significance level for an observed value of 72.
The assumption that the vector Y has a multivariate normal distribution plays a key role in the demonstration that the P statistic has an F distribution. Everitt (1979) performed a study of the robustness of the Hotelling's 12 test to some departures from normality.
However, the alternative distributions used in this study all relied on independence of the p components. It is uncertain what effects departures from normality have on the significance level derived from the F distribution for a more general case. In light of the uncertainty about tlie robustness of the F distribution, we explored bootstrap methods for determining the achieved significance level for Hotelling's P statistic.
Bootstrap Approaches to Determining Significance Levels
The bootstrap provides a method for determining the significance level of a test statistic like Hotelling's statistical distribution of the underlying random variable. The bootstrap is based on estimating the distribution function of the test statistic by resampling from the empirical distribution function of the observed data; that is, by repeatedly drawing samples with replacement from the observed data itself. Details on the background and use of the bootstrap are contained in Efron (1982) and in Efron (1993) while a discussion of the use of the bootstrap for direct significance tests is contained in Hinkley (1988) . statistic without relying on possibly unfounded assumptions about the 1 Two nonparametric versions of the bootstrap have been investigated here as alternative means of determining a significance level for Hotelling's one sample P test. For both cases, the most general notation for Hotelling's multivariate one-sample test as defined in the previous section has been used. The first version is a naive bootstrap which relies on simply resampling with replacement from the rows of the observation array Y for the random variable Y. Note that this implies that a single row can appear more than one time in the resampled m y . The steps of the naive bootstrap algorithm are listed in Algorithm 1 below.
The second version is a bootstrap with scaling which is used to compensate for the variance-covariance structure of a particular data set since the bootstrap is known to be sensitive to the measurement scale used, see Chapter 12 of Efron (1993) for examples. In the univariate bootstrap, this type of scaling is usually accomplished by dividing the observed values of the random variable by the square root of the variance of the random variable (or an estimate of this quantity) before resampling and then re-scaling the resampled values. A similar technique can be used with multivariate data since the variancecovariance matrix is positivedefinite and thus has a unique inverse and a unique square root of that inverse, see Mardia (1979) . The square root of the inverse is defined by the Cholesky decomposition of the inverse which provides the factorization where U is an upper triangular ma& see Bellman (1960) or Thisted (1988) for details.
The steps required to perform the scaled bootstrap are'provided in Algorithm 2 below. In this version, the resampling is performed not on the rows of the array Y but on the rows of the transformed array V ( P P >r.
Algorithm 1
The Naive Bootstrap Algorithm for the Significance of Hotelling's One-Sample Test 
Example
The use of the two bootstrap algorithms presented in the previous section are demonstrated here with an example. Due to a variety of circumstances, the chemical isotopic data that originally spawned this research cannot be used here. Therefore, Data Set 11 from Aitchison (1986) is used to compare the results fiom a classical Hotelling's onesample test and the two bootstrap techniques for testing the claim of no relative bias. Data Set 11 consist of determinations of the composition of white blood cells by two different techniques (microscopic inspection and image analysis) for each of 30 blood specimens. The composition is expressed as a fraction for each of 3 categories (granulocytes, lymphocytes, and monocytes) such that the sums of these three fractions should add to 1 for each specimen.
Let the composition be denoted by the 3 dimensional vector U = (z+u. #. J. Following a procedure described in Aitchison (1986), the compositional data is transformed out of a 2 dimensional simplex in 3 3 and into 3 2 by defining the vector W = (%/h ,%I%). This calculation is performed for all observations for both techniques. The two techniques are hereafter distinguished by a superscript (1) for microscopic inspection or (2) for image analysis. Two methods for defining the difference between the two techniques were investigated and these correspond to assumptions about the distribution of thevariables W(l) and WG). The first method defines the difference by the simple difference formula WQ) -W(1), which corresponds to an assumption of multivariate normality far both W(1) and W(2). The second method defines the difference as log(W(2)) -log(W(l)), which corresponds to an assumption of a logistic normal distribution for both W(1) and W(2); see Aitchison (1986) for details about the multivariate logistic normal distribution.
P r e w d y @ indicates that the differences W(2) -W(1) do not behave as a multivariate noxmal distribution but that the difference defined as log(W0)) -log(W (1) 
