Abstract
Introduction
Image annotation aims to provide keyword tags to describe an image. It not only presents a simple way to understand the image's content, but also provides useful information for other tasks, such as object detection [12] or caption generation [6] [33] [14] . Many existing methods for image annotation are designed to produce a complete list of tags that cover all contents of an image, such as ML-MG [30] and FastTag [5] . We argue that such a complete list Figure 1 . This image with its complete tag list is extracted from the ESP Game [26] dataset. We also show the annotated tags by ML-MG [30] and our method using 3 and 5 tags, respectively. Obviously our tags are more representative and diverse than the tags of ML-MG. Note that the tag list of our method is obtained from sampling, so the tag orders in 3 and 5 tags could be different.
is unnecessary in many cases, especially when redundancy exists among the retrieved tags. We also argue that conventional metrics used to evaluate annotation methods (e.g., precision, recall or F 1 score) should be modified to discourage such redundancy. We will motivate these two points with an example. In Figure 1 , the drummer image has the following complete (ground truth) tag list: {"band", "music", "light", "man", "people", "person", "colors", "red", "wheel"}. Obviously, there are several redundancies in this list, including "people" and "person" or "colors" and "red". Clearly, this image can be described using a more compact list (e.g., {"band", "light", "man", "red", "wheel"}), which describes the same content of the image as the complete list, but it is more diverse as it avoids redundancy. Moreover, there is usually an upper limit to the number of tags in the retrieved list for real-world applications. For example, in a crowd-sourced image annotation task, we may ask the human annotator to give at most k (e.g., 3 or 5) tags for each image. Also, this upper limit naturally arises even when annotators are not confined to a specific number of tags, since they choose not to generate a longer list than necessary. As we will show in our experiments, the average size of the tag subsets to describe every image in ESP Game [26] and IAPRTC-12 [11] is around 5 (see Table 1 ). Based on our subject studies (see Section 5.4), annotators do tend to choose more diverse tags, which hints to the fact that they choose a compact tag list that covers as much of the image's content as they see necessary. However, when comparing this strategy to the top-k (in terms of individual tag prediction score) retrieved tags of automated annotation methods, we observe a serious discrepancy. For example, as shown in Figure 1 , the top-3 tags of the recent annotation method ML-MG [30] are quite redundant. Similar to many other methods, ML-MG focuses on predicting highly representative individual tags, while ignoring diversity within the retrieved tag list.
Due to the discrepancy between human image annotations and those of existing methods, we propose a new task, called diverse image annotation (DIA), whose goal is to automatically generate a list of k (e.g. 3 or 5) tags that jointly cover as much useful information as possible in the image. We also propose a method that tackles DIA, by producing individually informative tags that are also diverse. As shown in Figure 1 , the predicted tags of ML-MG and our method are quite different, primarily due to their diversities. To quantitatively evaluate methods for DIA, we have to propose a new measure that, on one hand, discriminates based on the aggregate semantic value of the retrieved tags and, on the other hand, correlates well with human judgment.
We treat the DIA task as a subset selection problem, where a k sized subset of tags should be retrieved from all possible tags. The conditional determinantal point process (DPP) [17] suitably models such a selection problem. DPP is a probabilistic distribution over subsets of a fixed ground set, and it enforces diversity among elements within a subset, by utilizing global negative correlations among them. The parameters of this DPP model are learned from training samples of images and tags. Once the DPP distribution is learned, the most probable (i.e., the most jointly representative and diverse) k tags can be sampled from it for each testing image. However, for meaningful sampling, we exploit semantic relationships between candidate tags, namely their semantic hierarchies and whether or not they are synonyms. These relationships are used to define weighted semantic paths for different tags. Two tags are discouraged to be sampled together, if they belong to the same path, thus reducing redundancy in annotation results. These semantic paths are also used to define a similarity measure between a retrieved tag list and the ground truth, which is shown to be more consistent with human annotation than conventional measures (e.g., precision, recall and F 1 ). Contributions. Our main contributions are three-fold. (i) We propose a new task called diverse image annotation.
(ii) We propose a new annotation method that treats DIA as a subset selection problem and uses the conditional DPP model, as well as, tag-specific semantic paths to address it. (iii) We define and validate (through subject studies) new semantic metrics to evaluate annotations based on the quality of representation and diversity.
Related Work
In this section, we review the main directions in image annotation, including: learning features, exploring tag correlations, designing loss functions, and handling incomplete tags in training data. Then, we show the connections and differences between DIA and these directions.
The first direction focuses on learning better image features for annotations, especially based on convolutional neural networks (CNNs) [18] . Such networks learn very promising features for many tasks, such as image classification [15] and object detection [23] . Global CNN-based image features have been used for image annotation too [13] ; however, some recent work [10] [27] learns local features for detected bounding boxes, so as to extract more discriminative object-centric features rather than from background. The second direction focuses on exploring and exploiting tag correlations. As such, image annotation is treated as a multi-label learning problem, where tag correlations play a key role. Most common tag correlations involve tag-level smoothness [30, 32] (i.e., the prediction scores of two semantically similar tags should be similar in the same image), image-level smoothness [13, 30, 32, 20] (i.e., visually similar images have similar tags), low rank assumption [2] (i.e., the whole tag space is spanned by a lower-dimensional space), and semantic hierarchy [30, 25] (i.e. parent tags in a hierarchy are as probable as their children). Note that most of these methods only focus on positive tag correlations, while negative correlations have rarely been explored, such as mutual exclusion [7, 3] and diversity. The third direction focuses on designing loss functions that encourage certain types of annotation solutions, such as the (weighted) hamming loss [30, 34] or the pairwise ranking loss [1] . The fourth direction handles incomplete tags in training, which has been studied in many recent works [30, 34, 5, 29, 31, 19] . The basic idea is to utilize correlations between provided tags and missing ones to propagate information.
Our DIA task does not exactly belong to any of the above directions. However, there are connections and differences between DIA and these directions, which can help us understand DIA more clearly. The feature learning and loss function design directions can be seen to be independent to DIA. Any progress in these two directions can be seamlessly incorporated into our proposed annotation task. In this work, we adopt global CNN-based features to represent images and the softmax loss function. The second direction is the most related, as tag correlations also play a key role in DIA. However, the intrinsic difference is that existing work focuses on positive correlations, while DIA considers negative ones. Although mutual exclusion falls into this category too, it only involves a pair of tags. A related work presented in [22] utilizes the pairwise redundancy between tags in a sequential tag selection process, for the image retagging task in the social media scenario. In contrast, DIA takes into account overall negative correlations across all tags. Interestingly, handling incomplete/missing tags seems to have an opposite goal as DIA, since the former seeks the complete tag list from a subset, while DIA targets for a subset from the complete list. However, they are not contradictory to each other because they target for different challenges. The motivation of handling incomplete tags is that the number of fully labeled images is insufficient, while most web images are partially labeled. Thus, learning from massive partially labeled images becomes valuable. But again, the tag diversity is not considered. In contrast, DIA provides a compact tag list that is not only individually representative but also diverse, thus, trying to bridge the gap between automatic image annotation and human annotation. Actually these two tasks can be combined together, where a complete tag list is firstly predicted, then DIA extracts a representative and diverse subset from it. Moreover, the DPP model has been applied to many computer vision tasks, where the diversity is required, such as image retrieval [16] [17] and video summarization [9] [35] . However, to the best of our knowledge, this work is the first attempt to applying DPP to image annotation.
Task and Model

Diverse Image Annotation (DIA)
The training image set is denoted as X = {x 1 , . . . , x n }, where x j ∈ R d is the d-dimensional feature representing the j th image. For each image x j , a ground-truth tag subset Y j ⊂ T = {1, 2, . . . , m} is also provided, with T being the whole tag set including m candidate tags. Our task is to learn a model based from all pairs {(x j , Y j )} n j=1 to predict a representative and diverse tag subset with at most k (a user defined integer) tags for each testing image.
Conditional DPP Model
The parametric conditional DPP with respect to an image and tag subset pair (x, Y) is formulated as follows [17] :
where the kernel matrix for all m tags L(x; W) ∈ R m×m is positive semi-definite with W being its parameters.
|Y|×|Y| is a sub-matrix generated by extracting the rows and columns corresponding to the 
is small, indicating this two tags are highly correlated, then the probability P W (Y|x) is small; if det(L Y ) = 0, indicating two tags are fully correlated, then P W (Y|x) is 0. Regarding the general L Y , if it is rank deficient because the included tags are highly correlated, then its probability is also 0. Obviously the model (1) discourages the tag subset with redundant tags.
Using the quality/diversity (here "quality" refers to "representation") decomposition [17] , we have
where W = [w 1 w 2 . . . w m ] denotes the set of quality parameters, one for each tag.
is the quality term, indicating the individual score of x wrt tag i.
m×m is the similarity matrix among tags. In this work, we adopt a similarity matrix independent of x, thus we denote it as S for clarity. Specifically, we adopt the cosine similarity,
where the tag representation t i ∈ R 50 is derived from the GloVe algorithm [21] . Then, Eq (1) can be reformulated as
where S Y ∈ R |Y|×|Y| and S Y ∈ R |Y |×|Y | are submatrices of S corresponding to tag subsets Y, Y ⊂ T .
Learning
Assuming that the diversity kernel S is given and following [17] , we learn the parameter W by minimizing the negative log likelihood with an 2 regularization,
It is easy to prove that L(W) is a convex function wrt each w i . Thus, we adopt a simple gradient-based method to min-imize L(W). The gradient wrt w i is computed as follows:
I i∈Y j can be seen as the marginal probability of x j wrt tag i. It is equivalent to the diagonal entry K ii of the marginal kernel
, where λ i and υ i are the i -th eigenvalue and eigenvector of the kernel L(x j ; W) respectively, derived from the SVD decomposition:
Then we obtain the gradient as follows:
Given ∂L wi , the back-propagation and stochastic gradient descent algorithm [24] are adopted to optimize W.
Note that if we replace S by the the identity matrix I, then the above learning can be seen as a standard multilabel learning, where the tag subset is transformed to a label powerset. We refer the reader to [36] for details about label powerset based multi-label learning. In this case, the tag correlations are not utilized at all. In fact, S in the DPP model serves to encourage negative correlations between tags, since it penalizes the probability of the subset including highly-correlated tags. Thus, a subset with representative (from q) and diverse (from S) tags is encouraged.
Sampling
Given the learned conditional DPP model, we can produce a representative and diverse tag subset for each testing image by sampling from the learned distribution. Before detailing the sampling algorithm in Section 4.3, we first introduce a few pertinent concepts, namely semantic hierarchy, synonyms (Section 4.1) and weighted semantic path (4.2) because they play important roles in sampling.
Semantic Hierarchy and Synonyms
Semantic hierarchy (SH) was explored in ML-MG [30] for image annotation. It describes the semantic dependencies among tags. For example, "woman" is a "person". Figure 2-left shows a part of the semantic hierarchies of ESP Game [26] . Please refer to [30] for the detailed definition of semantic hierarchy. In ML-MG, it is assumed that if the descendant tag (e.g., "woman") exists, then all its ancestor tags (e.g., "person" and "people") must exist too. In contrast, the usage of SH in our sampling algorithm is different. We assume that two tags with semantic dependency cannot be selected together, thus, reducing redundancy. Also, we will use SH to define semantic metrics for DIA evaluation.
Synonyms indicates the state when two tags have the same or similar meaning, such as "people" and "person", or "rock" and "stone". We find that in many benchmark image datasets, such as ESP Game [26] and IAPRTC-12 [11] , there are many pairs of synonymous tags, according to Wordnet [8] . In [28] , synonyms are utilized to modify the evaluation metric. In this work, synonyms are not only used to define semantic metrics, but also utilized to discourage synonymous tags from being selected simultaneously.
Weighted Semantic Path
Here, we propose a new concept, called weighted semantic path (SP), to merge the idea of SH and synonyms together.
We present a simple example in Figure 2 to illustrate some definitions of SP. Firstly, as shown in Figure 2 -left, We can find some directed paths among the 5 candidate tags, such as ["person"→"woman"→"lady"]. However, some paths may represent the same or similar meaning, as their constituent tags are synonyms, such as ["person"→"woman"→"lady"] and ["people"→"woman"→"lady"]. We propose that if two directed paths are only different at synonymous tags, then they should be merged into one path, such as ["person", "people")→"woman"→"lady"], as shown in Figure  2 -middle. All semantic paths corresponding to the whole tag set T is denoted as SP T = {sp 1 , . . . , sp r }.
For each semantic path, we focus on two of its importance properties, namely the hierarchy layers and tag weights. See the first path shown in Figure 2 -middle, the tag layers are [(2, 2), 1, 0] respectively. As for tag weights, we seek a model that scores a tag based on the content it represents for an image. To motivate such a model, we make two observations. (i) A descendant tag can tell more specific information than its ancestor tags (e.g. "women" is more informative than "person"). Therefore, the weight of the descendant tag should be higher than the weights of its ancestor tags. (ii) The number of descendants of each tag is also considered. For example, in the SH of IAPRTC-12, "person" has 15 descendants, while "sport" has 3. As such, one can assume that "person" is less discriminative than "sport". Thus, we model the tag weight to be inversely proportional to its number of descendants. Combining both observations, we define the weight of tag y i in path sp j as ω ij = τ lij /|d i |, where |d i | indicates the number of descendants of y i , l ij represents the layer of y i in sp j , and τ ∈ (0, 1) denotes the decay factor between layers. In this work, we set τ = 0.7. Consequently, the weight of tag y i in the whole set of semantic paths is defined as the sum of its weights in all semantic paths, i.e., ω i = |SP | j ω ij . As shown in Figure 2 -middle, the weight of "people" is 0.3966 = 0.1633 + 0.2333, as it exists in two paths. The weights of all tags can be concatenated into one vector: ω = (ω 1 , . . . , ω m ).
In the above paragraph we have introduced the construction of the semantic paths SP T of the whole of tags T . In the following, we also define the semantic paths SP Y of the tag subset Y of one image, as shown in Figure 2 -right, where we set Y = {"people", "person", "woman"}. Firstly, from SP T , we crop the partial paths where tags in Y occur, i.e., [("person", "people")→"woman"]. Then, to ensure the leaf tag weight in each path of SP Y to be 1 (such that each independent path tells the same amount of content), we should adjust the tag weight. Thus, the weight of "woman" is changed from 0.7 to 1, and the change factor is 1/0.7. Using the same factor, we adjust the weights of "people" and "person" from 0.1633 to 0.2333 = 0.1633 * (1/0.7).
DPP Sampling with Weighted Semantic Paths
Here, we present the sampling algorithm based on the learned conditional DPP model (see Section 3.3), and the weighted semantic paths SP . The pseudo-code is shown in Algorithm 1. The inputs are the testing image feature x, the learned parameters W, the similarity matrix S, two integers k 1 , k 2 with m > k 1 > k 2 > 0, semantic paths SP T with tag weights ω. The output is the tag subset Y k2 with at most k 2 tags for this testing image. Although the number k 2 should be provided as a priori, it is not a strict requirement. As k 2 only serves as a upper limit of the sampled tags, rather than requiring exactly k 2 tags. In practice, k 2 can be determined according to user's requirement or experience.
Algorithm 1 is a modified version of the standard k-DPP sampling algorithm [17] , by embedding the weighted semantic paths in Line 7-9. It consists of two stages. The first stage ranges from Line 1 to Line 3, to compute the eigenvalues {λ j } and the elementary symmetric polynomials {e which we refer the readers to [17] for more details. {λ j } and {e N k } will be used to compute the sampling probability of each tag. Note that we pick k 1 candidate tags with the k 1 largest entries in q, and the output k 2 tags are sampled from these k 1 tags, rather than from T . As a result, the sampling cost is significantly reduced, and most negative labels will not be sampled, with the cost that some positive tags may also be removed. The second stage is sampling (Line 4-17). Since the sampling may produce different subsets, we run 10 samplings to produce 10 subsets. Line 7-9 ensures that two tags in the same semantic path will not be selected together. summation in the sampled subset is computed (see Line 15) . Finally, we pick the subset with the largest weight summation among 10 sampled subsets (see Line 17), as we believe that the larger weight summation indicates more contents.
Experiments
Experimental Settings
Datasets. We run experiments on two benchmark datasets in image annotation, namely ESP Game (20770 images, 268 tags) [26] and IAPRTC-12 (19452 images, 291 tags) [11] . Regarding features, we extract a 4096-dimensional feature vector for each image, using the pre-trained VGG-F model 1 [4] . Then, we perform dimensionality reduction using PCA to maintain 80% of the feature variance. As described in Section 4, we construct the semantic hierarchies 2 , synonyms and the weighted semantic paths. The basic statistics of these terms in two datasets are shown in Table 1. The complete set of semantic hierarchies, synonyms, weighted semantic paths of both datasets are provided in supplementary material. Note that we find many repeating images in IAPRTC-12, so we remove these redundant images (170 training and 5 testing images) in experiments. Parameters. The parameters of stochastic gradient descent for learning W are set as follows: the initial learning rate is 20, and the decay is 0.02. The learning rate is updated every 50 iterations with momentum 0.9 and batch size 1024. The maximum number of epochs is 5 and the parameter of the 2 regularization is η = 0.0001 (see Eq (5)). Compared Methods. We first compare with existing image annotation methods, namely ML-MG [30] and LEML [34] . Also, we compare three variants of the proposed method, including DPP-I-topk, DPP-S-topk, and DPP-S-sampling. DPP-I-topk denotes the case when the S matrix is replaced by identity during the learning phase, and then the tags with the top-k largest quality scores are retrieved. DPP-Stopk denotes the case where we learn the conditional DPP model with S, then retrieve tags with the top-k largest quality scores. DPP-S-sampling means that we learn the conditional DPP model with S, and then use Algorithm 1 to retrieve at most k tags for the testing image. 
Semantic Metrics
Many evaluation metrics have been used in image annotation and multi-label learning, such as the example-based precision, recall and F 1 score [36] . However, these metrics are not very suitable for the DIA task, as they treat every tag equally and independently. In other words, they focus on evaluating representation, but ignoring diversity. Thus, we propose semantic metrics to evaluate representation and diversity jointly. Semantic metrics are defined based on the semantic paths (see Section 4.2), rather than individual tag metrics. Algorithm 2 shows how to compute the scores of semantic metrics for one testing image. In experiments we will report the average score over all testing images.
Results
The results evaluated by semantic metrics on ESP Game and IAPRTC-12 are shown in Table 2 . Since the compared methods belong to different categories, in the following we present the comparisons with different groups. The first category is ML-MG, which utilizes the linear inequality constraint to encourage the tag order satisfying the semantic hierarchy. Thus, the ancestor tags are always ranked before their descendant tags. Besides, ML-MG also utilizes the tag co-occurrence to encourage similar tags to have similar scores. Then the tags in one semantic path will be ranked close to each other. As a result, if we pick the top-3 or top-5 tags from the tag ranking list of ML-MG, it is expected that more ancestor tags (corresponding to lower weights in the semantic path), and tags from fewer paths will be obtained. Such tags will cover less-representative and less information. This is why ML-MG shows the worst performance evaluated by semantic metrics. In the second category, LEML utilizes the empirical risk minimization (ERM) framework with a decomposed loss over each tag; DPP-I-topk can be seen as a label-powerset-based multi-label method. They don't consider the ranking relationships (as did in ML-MG), neither the tag diversity (as did in DPP-S-sampling). Thus their performances range between ML-MG and DPP-S-topk, DPP-S-sampling. The last category includes DPP-S-topk and DPP-S-sampling, which takes the diversity into account. The difference is: given the learned DPP model with S, DPP-S-sampling utilizes Algorithm 1 to obtain the tag subset, while DPP-S-topk chooses the top-k tags according to the quality scores. They shows the best performance in most cases. In details, in the case of 3 tags, DPP-S-sampling gives significant improvements of F 1−sp scores over DPP-S-topk: 13.94% on ESP Game, 19% on IAPRTC-12. This verifies the efficacy of the proposed sampling algorithm. It is notable that DPP-S-sampling always shows the best recall R sp (see Line 13 in Algorithm 2) than other methods. The reason is DPP-S-sampling encourages to cover more diverse tags from different semantic paths, thus its nominator value s j of R sp is very likely to be higher than the values of other methods. Besides, the denominator value |SP Y | of R sp , i.e., the number of ground-truth semantic paths, is same for all methods. Hence, DPP-S-sampling gives higher recall than others. However, we also observe there is a significant decreasing on P sp of DPP-S-sampling, from 3 tags to 5 tags. The first reason is that Algorithm 1 ensures the number of semantic paths of the sampled subset (i.e., |SP Y |) to equal to the number of included tags, as two tags in the same path cannot be selected simultaneously. In contrast, the number of paths of the subset produced by DPP-S-topk and other compared methods is likely to be smaller than the number of included tags, as tags in the same path could be selected together. Thus, when computing P sp (see Line 12 in Algorithm 2), the denominator value |SP Y | of DPP-S-sampling will not be smaller than the values of other methods (actually it is larger at most times). Meanwhile, since the 3 tags and 5 tags are sampled from the top-6 and top-8 candidate tags respectively (see Algorithm 1) for DPP-S-sampling, if the additional 2 candidate tags don't include positive tags in different semantic paths, or just one, then the nominator value of P sp will not increase much. Hence, P sp of DPP-S-sampling could be lower than the one of DPP-S-topk, in the case of 5 tags.
Moreover, the comparison between DPP-S-topk and DPP-I-topk could highlight the influence of S. S will influence the tag ranking, i.e., the quality scores of two similar (or highly related) tags should be not to close. As shown in Table 2 , DPP-S-topk shows improvements over DPP-I-topk in most cases. It tells that S indeed contributes to produce more representative and diverse tags. But meanwhile, the limited improvements reminds us that this S derived from the cosine similarity between GloVe vectors are not perfect enough. Exploring a better S will be a future direction of our research. Due to the space limit, in the supplementary material we provide some additional results, including: a) the evaluation results by conventional metrics, b) the Table 2 . Results (%) evaluated by semantic metrics on ESP Game and IAPRTC-12. The higher value indicates the better performance, and the best result in each column is highlighted in bold.
results of combining our sampling algorithm with ML-MG and LEML, to verify the diversity contribution of the sampling algorithm, and c) quality results of some images with predicted tag subsets, as well as the evaluation scores.
Subject Study
To evaluate the efficacy of the proposed semantic metrics, a subject study via Amazon Mechanical Turk is conducted for two algorithmic comparisons: DPP-S-sampling vs ML-MG and DPP-S-sampling vs DPP-S-topk. For each image, we present two tag subsets produced by two methods, and ask the human to judge "which tag subset can tell more useful contents about the image". To avoid the random choice by the annotator, we pick a subset of testing images for the study as follows. According to the computed F 1−sp values of the two tag subsets, if both values are larger than 0.2 (i.e., they both are representative of the testing image content), and the absolute difference between two values is larger than 0.15 (i.e., there is enough difference between two results such that the annotator does not need to choose randomly), then this image is picked. We collect 7 judgements from 7 different persons, for each testing image. Then we determine the better subset through majority vote, and set the better one as 1, while the other as 0. Consequently, we obtain a binary vector for the first tag subset produced by method-1 over all testing images. Meanwhile, we compute the evaluation scores of this two subsets, using the semantic metric F 1−sp and the conventional metric F 1 . Using this two scores, we also obtain two binary vectors of method-1 respectively. Then we compute the consistencies (i.e., 1−hamming loss) between the binary vector from subject study and the two binary vectors from F 1−sp and F 1 . The higher consistency (from 0 to 1)indicates the metric is more close to human evaluation.
The subject study results of DPP-S-sampling vs ML-MG on ESP Game are shown in the top sub -table of Table 3 . In the case of 3 tags, 437 images are studied. DPP-S-sampling wins at 250 images, while ML-MG wins at 187 images, according to the subject study. We show present the judgment by the standard F 1 score and F 1−sp . F 1 is consistent Table 3 . Subject study on ESP Game and IAPRTC-12, of DPP-S-sampling vs. ML-MG, and DPP-S-sampling vs. DPP-S-topk. The numbers "231 / 351" corresponding to the metric F1−sp and "DPP-S-sampling wins" in the top sub-table mean: according to the score of F1−sp, DPP-S-sampling wins at 351 images, among which DPP-S-sampling also wins at 231 images according to subject study, i.e., the number of consistent judgments between F1−sp and subject study. The consistency 68.19% is computed by (231 + 67)/(351 + 86).
with subject study at 139 images, i.e., 31.81% consistency. F 1−sp is consistent with subject study at 298 images, i.e., 68.19% consistency. Note that the conventional F 1 judges the DPP-S-sampling tags and the ML-MG tags are equivalent at 208 images, since every tag is treated equally and independently. As long as the numbers of correct tags in two tag subsets are the same, then their F 1 scores will be same. In contrast, as each tag in each semantic path is of different weight when calculating F 1−sp , it is less likely to give the same score to two different tag subsets. This subject study tells the semantic metric F 1−sp is much closer to human annotation than the standard F 1 score. The results of DPP-S-sampling vs DPP-S-topk on ESP Game are shown in the second sub -table of Table 3 . This comparison is more challenging, since the tags between DPP-S-sampling and ML-MG are quite different, while the tags between DPP-S-sampling and DPP-S-topk are more similar, and at many images they are different at the tags within the same semantic path. Even in this case, F 1−sp gives much higher consistencies than F 1 in subject study, i.e., 71.95% vs 15.65% at 3 tags and 58.6% vs 22.5% at 5 tags. The subject study results on IAPRTC-12 are shown in Table 3 . F 1−sp always gives much higher consistency with human performance than F 1 in all cases. Above comparisons tell that the proposed semantic metrics are much more consistent with human annotation than the standard metrics, and that they are suitable for quantitative DIA evaluation. Moreover, in all cases the human annotator judges that DPP-S-sampling wins at many more images than the conventional methods. This validates the good performance of DPP-S-sampling for DIA.
Conclusions
This work studied a new task called diverse image annotation (DIA), where an image is annotated using a limited number of tags that attempt to cover as much semantic image information as possible. This task inherently requires that the few retrieved tags are not only representative of the image but also diverse. To this end, we treated the new task as a subset selection problem and model it using a conditional DPP model, which naturally incorporates the representation and diversity jointly. Further, we proposed a modified DPP sampling algorithm, which incorporates semantic paths. We also proposed new metrics based on these semantic paths to evaluate the quality of the diverse tag list. The experiments on two benchmarks demonstrate that our proposed method is superior to those state-of-the-art image annotation approaches. An extensive subject study validates the claim that our proposed semantic metrics are much more consistent with human annotation than traditional metrics.
However, many interesting issues about the new diverse image annotation (DIA) task deserve to be studied in the future. Firstly, the similarity matrix S in the DPP model is assumed to be pre-computed in this work. That is why the contribution of S is not very significant, compared with the contribution of semantic paths in sampling. In future work, we plan to learn S and W jointly. Secondly, there is till a sizeable gap between the semantic metrics and human evaluation. To bridge this gap, we will focus on updating the way that the semantic paths are constructed and weighted, based on more detailed analysis of the path structure and tag weights. We will make the new semantic metrics available to the community as an online toolkit 3 . Consequently, the evaluation of DIA can be standardized for fair comparison amongst future annotation methods.
