Abstract. In this paper we propose and study an optimization problem over a matrix group orbit that we call Group Orbit Optimization (GOO). We prove that GOO can be used to induce matrix decomposition techniques such as singular value decomposition (SVD), LU decomposition, QR decomposition, Schur decomposition and Cholesky decomposition, etc. This gives rise to a unified framework for matrix decomposition and allows us to bridge these matrix decomposition methods. Moreover, we generalize GOO for tensor decomposition. As a concrete application of GOO, we devise a new data decomposition method over a special linear group to normalize point cloud data. Experiment results show that our normalization method is able to obtain recovery well from distortions like shearing, rotation and squeezing.
Introduction.
Real world data often contain some degrees of freedom that might be redundant. Matrix decomposition [6, 3, 23] is an important tool in machine learning and data mining to normalize data. A prominent example of data normalization by matrix decomposition is principal component analysis (PCA). When the given point cloud is represented as a matrix with each row being coordinates of points, PCA removes the degree of freedom in translation and rotation of the point cloud with the help of singular value decomposition (SVD) on the matrix. The selection of particular matrix decomposition corresponds to which degrees of freedom we would like to remove. In the PCA example, SVD extracts an orthonormal basis that makes the normalized data invariant to rotation.
There are cases when other degrees of freedom exist in data. For example, planar objects like digits, characters or iconic symbols, often look distorted in photos because the camera sensor plane may not be parallel to the plane carrying the objects. Therefore in this case, the degrees of freedom we would like to eliminate from data are homography transforms [8] , which can be approximated as combination of translation, rotation, shearing and squeezing when the planar objects are sufficient far away relative to their size. However, PCA is not applicable to eliminate these degrees of freedom, because the normalized form found with PCA is not invariant under shearing and squeezing. In general, based on the property of data, we would need new data normalization methods that can uncover invariant structures depending on the degrees of freedom we would like to remove.
In this paper we study the cases when degrees of freedom to be removed have a group structure G when combined. Under such a condition, a data matrix X can be mapped to its quotient set X/ ∼ by the equivalence relation ∼ defined as x 1 ∼ x 2 ⇐⇒ ∃g ∈ G, x 1 = gx 2 . ).
Fig. 1.2. Normalization by optimization over orbit generated by special linear group SL(3) for 3D point clouds. The first row contains point clouds before normalization. In particular, the "rabbits" are of different shapes and sizes. The second row consists of corresponding point clouds after normalization for each entry in the first row. It can be observed that point clouds in the second row are approximately the same, modulo different orientations of the same shape.
We call the elements of quotient setX ∈ X/ ∼ canonical forms of data, as they are invariant with respect to (w.r.t.) group actions g ∈ G. An important example of using the quotient set is the shape space method [4] , which works in the quotient space of rotation matrix and is closely related to PCA and SVD.
Here and later, we restrict ourselves to the case when G is a matrix group and when the group acts by simple matrix product. The quotient mapping X →X can then be represented in the form of matrix decomposition:
Instead of constructing separate algorithms for different G, we use an optimization process to induce corresponding matrix decomposition techniques. In particular, given a data matrix M, we consider a group orbit optimization (GOO) problem as follows: inf G∈G φ(GM), (1.1) where φ : F n1×n2 → R is a cost function and F is some number field. In Section 3 we present several special classes of cost functions, which are used to construct new formulations for several matrix decompositions including SVD, Schur, LU, Cholesky and QR in Section 4. As an application, in Section 6 we illustrate how to use GOO to normalize low dimensional point cloud data over a special linear group. Experiment results for two-dimensional and three-dimensional point cloud are given in Figure 1 .1 and Figure 1 .2. It can be observed that the effect of rotation, shearing and squeezing in data has been mostly eliminated in the normalized point clouds. The detail of this normalization is explained in Section 6.
The GOO formulation also allows us to construct generalizations of some matrix decompositions to tensor. Real world data have tensor structure when some value depends on multiple factors. For example, in an electronic-commerce site, user preferences in different brands form a matrix. As such preferences change over time, the time-dependent preferences form a 3rd order tensor. As in the matrix case, tensor decomposition techniques [13, 14] aim to eliminate degrees of freedom in data while respecting the tensor structure of data. In Section 5, we use GOO to induce tensor decompositions that can be used for normalizing tensor. In the unified framework of GOO, the GOO inducing tensor decomposition when applied to a 2nd order tensor, is exactly the same as the GOO inducing matrix decomposition, when the same group and cost function is used for both GOO problems.
The remainder of paper is organized as follows. Section 2 gives notation used in this paper. Section 3 defines several properties for describing the cost function used in defining GOO to induce matrix and tensor decompositions. Section 4 studies GOO formulations that can induce SVD, Schur, LU, Cholesky, QR, etc. Section 5 demonstrates how to use GOO to induce tensor decompositions and prove a few inequalities relating a few forms of GOO. Section 6 demonstrates how to normalize point cloud data distorted by rotation, shearing and squeezing with GOO over the special linear group. Section 7 presents numerical algorithms and examples of matrix decomposition, point cloud normalization and tensor decomposition. Finally, we conclude the work in Section 9.
Notation.

Matrix operation notation.
In this paper, we let I r denote the r × r identity matrix. Given an n×m matrix X = [x ij ], we denote |X| = [|x ij |] and vec(X) = [x 11 , . . . , x n1 , x 12 , . . . , x nm ] . The p -norm of X is defined by
for p ≥ 0. Note that we abuse the notation a little bit as X p is not a norm when p < 1. When p = 2, it is also called the Frobenius norm and usually denoted by X F . When applied to vector x, x 2 is the 2 -norm and it is shortened as x . The dual norm of the p-norm where p ≥ 1 is equivalent to the q-norm, where
We let X * p denote the Schatten p-norm; that is, it is the p norm of the vector of the singular values of X.
Assume that F is some number field. Let X c be the complex conjugate of X, and X * be the complex conjugate transpose of X. Let dg(M) be a vector consisting of the diagonal entries of M, and diag(v) be a matrix with v as its diagonals.
Given two matrices A and B, A B is their Hadamard product and A ⊗ B is the Kronecker product. Similarly, x ⊗ y is the Kronecker product of vectors x and y. For groups G 1 and G 2 , we denote group
The Kronecker sum for two square matrices A ∈ F m×m , B ∈ F n×n is defined as We let Poly (M) be the polyhedral formed by points with coordinates being rows of M, and µ(Poly (M)) be the Lebesgue measure of Poly (M). We let Rasterize(Poly (M)) be a matrix Z where z ij is the image pixel value at coordinate (i, j) of image rasterized from polyhedral Poly (M) with unit grid.
Tensor operation notation.
The notation of tensor operations used in this paper mostly follows that of [13] . Given an order-k tensor X ∈ F n1×n2×...×n k and
where U i ∈ F mi×ni , we define × k to be the inner product over the k-th mode. That is, if
For shorthand, we denote
Here Y = i X U i when ∀i, m i = n i is also known as the Tucker decomposition in the literature [24] . With this notation, the SVD of a real matrix M = U 1 ΣU 2 can be written as
Using the vectorization operation for tensor, we have
where we denote ⊗ ↓ i U i as shorthand for U n ⊗ U n−1 ⊗ · · · ⊗ U 1 . We let index n1,n2,...,n k (I) be a map from a sequence of indices
We note that index
The unfold operation maps a tensor to a tensor of lower order and is defined by
When unfolding a single index, i.e., J = {{j}, I − {j}}, we also denote fold 
Finally, given f : F → F and T ∈ F n1×n2×...×n k , f (T ) is defined as a tensorvalued function with f applied to each entry of T . Therefore, f (T ) ∈ F n1×n2×...×n k . When f (x) = |x|, we denote f (T ) as |T |.
Group notation.
O is the orthogonal group over real field R. SO is the special orthogonal group over R. U is the unitary group over complex field. We let UUT(n) denote the upper-unit-triangular group and LUT(n) denote the lower-unittriangular group, both of which have all entries along the diagonals being 1. H is the group formed by (calibrated) homography transform below:
where R 2w ∈ SO is attitude of the camera; p 2 is position of the camera, and n x = d is equation of the object plane.
Preliminaries.
In this paper we would like to show that matrix and tensor decompositions techniques can be induced from formulations of the group orbit optimization. As we have seen in formula (1.1), a GOO problem includes two key ingredients: a cost function φ and a group structure G. Thus, we present preliminaries, including sparsifying function and a unit matrix group. The sparsifying functions will be used to define cost functions for some matrix decompositions in Table 3 .1 that have diagonal matrices in decomposed formulations.
It should be noted that other classes of functions can be used together with some unit matrix groups to induce interesting matrix and tensor decompositions. Confer Schur decomposition in Table 3 .1 for an example.
Sparsifying functions.
For two functions f and g, we here and later denote their composition as f
). We first prove several utility lemmas used for characterizing sparsifying functions.
is convex for any x ∈ F, then when ∀i, x i = 0, we have:
If f is strictly concave and f (0) ≥ 0, then f (tx) ≥ tf (x) where 0 ≤ t ≤ 1, with equality only when t = 0, 1 or x = 0.
Proof. We have
Obviously, the first equality holds only when x = 0 or t = 0, 1.
Then f is concave and f (0) ≥ 0 iff f is concave and subadditive.
Proof. Because f (x) = f (|x|), w.l.o.g. we assume x ≥ 0. We first prove "⇒ part". When a = 0 and b = 0, we trivially have
Thus, when a = 0 or b = 0,
As for "⇐ part", we have
Now we are ready to define the sparsifying function.
Definition 3.5 (sparsifying function). A function f is sparsifying if
The following theorem gives a sufficient condition for function f to be sparsifying. Theorem 3.6 (sufficient condition for sparsifying). If f (x) = f (|x|) and f is strictly concave and subadditive, then f is sparsifying.
Proof. Because f (x) = f (|x|), w.l.o.g. we assume x ≥ 0. By Lemma 3.4, f is strictly concave and f (0) ≥ 0. When i x i = 0, there is no i with x i = 0. Otherwise, it follows from Lemma 3.3 that
Also by Lemma 3.3, the equality holds iff Proof. As strict concavity is preserved by conical combination, we only need prove subadditivity is preserved by conical combination, which holds because:
It can be directly checked that the following functions are sparsifying. Example 3.8. Following functions are sparsifying:
1 p for p < 1 and a ≥ 0; Remark 3.9. We note that log |x| is not subadditive because 
(ii) We first check G 1 ⊗ G 2 is a group. This can be done by noting that (
(iii) Closedness under multiplication and inverse can be proved by noting
Also we have
Thus P ⊗ P − forms a group with I as the identity. It is also a unit group as | det(
(iv) Closedness under multiplication and inverse can be proved based on
and
c forms a unit group iff L is from a unit group. (v) Note {I n } is a unit group with single element. By property (ii) we can prove this property.
It is worth pointing out that P ⊗ P −1 does not form a group in general because Table 3 .1 we list matrix decompositions of X used in this paper. When referring to the Cholesky decomposition, X should be positive definite. 
Name
Decomposition Constraint 
GOO formulation.
We now illustrate how matrix decomposition can be induced from GOO. Given two groups G1, G2 and a data matrix M, we consider the following optimization problem
Assume thatĜ 1 andĜ 2 are minimizers of the above GOO and D =Ĝ 2 MĜ 1 , then we refer to
as a matrix decomposition of M which is induced from Formula (4.1).
When φ = ϕ • vec, an equivalent formulation of Formula (4.1) is:
where
GOO over unit group.
For a general matrix group G, G ∈ G implies that | det(G)| > 0. However, group structure may not be sufficient to induce nontrivial matrix decomposition, as with some groups and cost functions the infimum will be trivially zero. For example, with general linear group GL and for any matrix M, we have
Nevertheless, if we require G to be a unit group, we have | det(G)| = 1. Consequently, we can prevent the infimum from vanishing trivially for any p -norm. Thus, we mainly consider the case where G is a unit group in this paper.
The following theorem shows that many matrix decompositions can be induced from the group orbit optimization.
Theorem 4.
SVD, LU, QR, Schur and Cholesky decompositions of matrix M ∈ F
m×n can be induced from GOO of the form
by using the corresponding unit group G and cost function φ, which are given in Table 4 .1. Clearly, the matrix groups in Table 4 .1 are unit groups by Lemma 3.11. We will prove the rest of theorem in Section 4.2 and Section 4.3. We next prove a lemma that characterizes the optimum. 
Remark 4.2. The cost function for SVD, QR and Matrix Equivalence can be
φ(X) = X p , 1 ≤ p < 2
. And the cost function for LU, Schur and Cholesky can be
φ(X) = ij x ij I {i<j} p , 1 ≤ p < 2.
Lemma 4.7 (Criteria for infimum). If φ(GD) ≥ φ(D) for any G ∈ G and there exists
Proof. We note that inf G∈G φ(GM) = inf G∈G φ(GAD). By the group structure, the coset {GA : G ∈ G} = G. Hence we have
On the other hand, as
By virtue of Lemma 4.7, if we want to prove that matrix decomposition vec (M) = G vec (D) is induced by a GOO w.r.t. φ and G, we only need prove that there exists aG ∈ G s.t. D) ) ∀G ∈ G. The equality condition will determine the uniqueness of the optimum of the optimization problem.
vec (M) =G vec (D), and φ(G vec(D)) ≥ φ(vec(
Matrix Diagonalization as GOO.
Next we demonstrate how matrix diagonalization can be induced from GOO with proper choice of cost function and unit group. 
with equality iff there exists a row permutation matrix P such that
with equality iff there exists a row permutation matrix P such that |UDV | = |PD|.
Proof. First we prove the inequality. We write g(
As g is concave and subadditive, by Lemma 3.1 for a vector
. Applying this to each column of A, we have
Alternatively, we can also apply the inequality to each row of A and have
Because g is concave and VV * = I, we can apply Jensen's inequality, obtaining
Hence altogether we have:
Next we check the equality condition. By Theorem 3.6, g is sparsifying. For the equality condition in inequality (4.3) to hold, A can have at most one nonzero in each column. By the symmetry between (4.3) and (4.4), and noting φ(A ) = φ(A) and φ(D) = φ(D ), A can also have at most one nonzero in each row for φ(A) = φ(D) to hold. Hence when the equality holds, A is pseudo-diagonal. Then there exists a permutation matrix P such that Z = P −1 |A| = P −1 QA is a diagonal matrix with elements on diagonal in descending order and are all non-negative, where Q is a diagonal matrix s.t. |Q| = I. By the uniqueness of singular values of a matrix, we have Z = |D|. Hence equality in inequality4.2 holds when |A| = P|D| = |PD|.
The proof for U, V ∈ O(n) is similar. Note that D, modulo sign and permutation, is the global minimizer for a large class of functions f .
After applying Lemma 4.7, we have the following theorem. Theorem 4.9 (SVD induced from optimization). We are given a function f such that f (x) = f (|x|) and f ( |x|) is strictly concave and subadditive, and φ(X) = ij f (x ij ). LetÛ andV be an optimal solution of the following optimization: 
φ(U MU).
From the above optimization, we can derive several inequalities.
Corollary 4.11 (The Schatten p-norm and p -norm inequality). The p -norm of matrix A is larger (smaller) than the Schatten p-norm of
In particular, we have
and 
Proof. Due to the non-increasing property of the p -norm w.r. Proof. By noting that f (x) = −x log x is strictly concave and f (0) ≥ 0 when x ≥ 0, and that the von Neumann entropy is entropy of diagonal matrix in SVD of M, the inequality holds.
QR Decomposition.
To derive GOO for QR decomposition, we first note that QR decomposition of a matrix M can be rewritten as M = QDR, where Q ∈ U(n), D is diagonal, and R ∈ UUT(m).
Lemma 4.14 (Cost function and group for QR). Let f satisfy that
with equality when |QDR| = |PD|, where P is a row permutation matrix.
Proof. Let g(x) = f ( |x|) and A = QDR, and let g(X) = [g(x ij )]. First we prove the inequality. As g(x) is sparsifying and increasing, we have
Next we check the equality condition. For the equality to hold in inequality
, as g is increasing, R needs to be diagonal. Hence, R = I. Now for the equality to hold in φ(A) ≥ tr[g(A * A)], A needs to be pseudodiagonal. Thus, the equality holds only when |A| = P|D| = |PD| where P is a row permutation matrix.
Similarly, we derive the optimization inducing QR decomposition. 
φ(UMV).
It turns out that we can use the special linear group to construct a unit group, and hence, induce matrix equivalence from an optimization. Proof. We write g(x) = f ( √ x) for shorthand. First prove the inequality. As D = λI n , we have
As f ( √ x) is strictly concave and f (0) ≥ 0, we have
As ABB * A * is Hermitian, we let its LDL decomposition be LZL * where L ∈ LUT(n). Because g is increasing, we have
Because g(e x ) is convex and
In summary, we have
Next we check the equality condition. The equality holds in
iff LZL * = I and ABD is pseudo-diagonal. Hence, the equality holds iff |ADB| = P|D| = |PD|.
Theorem 4.18 (Matrix equivalence induced from optimization). 
Matrix Triangularization as GOO.
Next we demonstrate how matrix triangularization can be induced from GOO with proper choice of cost function and unit group. In fact, we can prove that any triangularization can be induced from optimization w.r.t. a masked norm. 
Proof. We trivially have
By Lemma 4.7 and φ(X) = 0 ⇐⇒ X = 0, the decomposition can be induced from optimization. For example, the Schur decomposition can be induced from Formula 4.6 with f (x) = |x|. We will give a numerical example in Section 7.
Group Orbit Optimization on Tensor Data.
The GOO problem on tensor T is defined as
When there exists function ϕ s.t. φ(T ) = ϕ(vec(T )), we get a form that bears resemblance to the matrix version:
Similar to the matrix case in Section 4.1, we now illustrate how the Tucker decomposition can be induced from an optimization formulation. Given a group G = ⊗ ↓ i G i and G = ⊗ ↓ i G i and a tensor T , we define the following optimization problem
If we assume thatĜ = ⊗
can be regarded as a tensor decomposition induced from the optimization problem.
In this section, we particularly generalize the results in Sections 3 and 4 to tensors. In Lemma 5.1, we prove that we can use the subgroup relation to induce a partial order of the infima of GOO. We also show that GOO w.r.t. the special linear group finds the "sparsest" Tucker-like decomposition of a tensor, and prove that GOO on tensor T is "denser" than GOO on any matrix unfolded from T . We also prove Theorem 5.10, which says that if a tensor can be decomposed into a core tensor with certain shape, then it is optimal. As a consequence, we prove that not all tensors have superdiagonal form under a GOO w.r.t. any matrix group.
Subgroup Hierarchy.
First we observe the following partial order of infima of GOO induced from a subgroup relation.
Lemma 5.1 (Infima partial order from subgroup relation). If G 1 is a subgroup of G 2 , then for any φ :
Proof. As G 1 is a subgroup of G 2 , the set of optimization variables of the left-hand side is a subset of those of the right-hand side. Hence, the inequality holds.
Corollary 5.2. For a matrix M, we can construct an upper bound of the Schatten p-norm via
Proof.
Lemma 5.3 (GOO w.r.t. special linear group). The infimum of GOO w.r.t. the special linear group is the smallest among all GOO w.r.t. a unit matrix group G and the same φ for a tensor, that is,
inf ⊗ ↓ i Gi∈G φ( i T G i ) ≥ inf Gi∈SL(ni) φ( i T G i ). (5.1)
Proof. First we note for
Let Z i ∈ GL(n i ) and det(⊗ ↓ i Z i ) = 1. We can find N i ∈ SL(n i ) such that
Now as det(⊗
Next we show that GOO gives a unified framework for matrix decomposition and tensor decomposition. We can rewrite decomposition in Table 4 This inspires us to define a tensor version of the above optimization and decomposition as below:
In particular, if a matrix decomposition can be induced by entry-wise cost function φ(M) = ij f (m ij ) w.r.t. some unit group, we can consistently generalize the matrix decompositions to tensors using cost functionφ(T ) =< 1, f (T ) >. In this case, there is an inequality relation that follows from the Lemma 5.1. 
Lemma 5.4 (Lifting lemma). We are given a tensor T and its arbitrary unfolding
φ( i T M i ) ≥ inf Nj ∈G(nj ) φ( j fold −1 I (T )N j ). Proof. We note G(a) ⊗ G(b) is a subgroup of G(a + b). Hence inf Mi∈G(mi) φ( i T M i ) = inf Mi∈G(mi) φ((⊗ ↓ i M i ) vec(T )) ≥ inf Nj ∈G(nj ) φ((⊗ ↓ j N j ) vec(T )) = inf Nj ∈G(nj ) φ( j fold −1 I (T )N j ).
An Upper Bound for Some Tensor Norms.
In the literature, there are multiple generalizations of the Schatten p-norm to tensors. For example, the tensor unfolding trace norm [18, 22] is defined as a weighted sum of the trace norm of single index unfoldings of the tensor; namely,
where α i ≥ 0 and i α i = 1.
Another generalization as given in [21] is defined by
These tensor norms are interesting as they correspond to the Schatten norm of matrix. We next study use of the Lemma 5.4 to construct an upper bound for the two norms. Formula 5.2 and Formula 5.3 try to capture the tensor structure by considering all single-index unfoldings of the tensor. However, there are many unfoldings that are not single index. In general, for a kth-order tensor, there are 2 k−1 − 2 possible unfoldings, as in the following example.
Example 5.5. A 3rd order tensor has 3 unfoldings w.r.t. the following index set grouping: {{1}, {2, 3}}, {{2}, {1, 3}}, {{3}, {1, 2}}. Here {{1}, {2, 3}} means putting index 1 
of the tensor in the first dimension of the unfolded matrix, and index 2 and 3 of the tensor in the second dimension of the unfolded matrix. Additionally, a 4th th-order tensor has 6 unfoldings.
It turns out the following GOO that respects the tensor structure produces an upper bound for the Schatten p-norm of the matrices unfolded from a tensor.
Lemma 5.6 (Infimum of GOO w.r.t. the unitary group). For 0 ≤ p < 2, and for any index set grouping J, we have:
Similarly for p > 2, we have:
Proof. The inequalities is obtained by applying Lemma 5.4 to GOO w.r.t. unitary group and f (x) = x p when 0 ≤ p < 2 and f (x) = − x p when p > 2.
Corollary 5.7. For 0 ≤ p < 2, we have
where α i ≥ 0 and i α i = 1. We also have:
Proof. By Lemma 5.6, we have
We prove the inequalities as the following relations hold:
Due to the above inequality, an optimization that tries to minimize one of tensor norms defined as in Formula 5.2 and Formula 5.3 can have the tensor norm replaced by inf Gi∈Ui i T G i p , as minimizing upper bound of a function f can always minimize f .
Sparse Structure in Tensor.
The tensor rank is defined as the minimum number of non-zero rank-1 tensors required to sum up to T , which is a generalization of the matrix rank. In the Tucker decomposition T = i X U i , one can define the Tucker rank w.r.t. the different constraints on the U i . For example, for a real tensor, when the U i are required to be orthogonal, the number of nonzeros in X is defined as a tensor strong orthogonal rank of T [12] . Trivially, the tensor rank is a lower bound of all the Tucker ranks.
Tensor decomposition has a large body of the literature [7] [11] , the interested reader may refer to [13] and the references therein.
We find that the strong orthogonal rank of tensor T is exactly the infimum of the following GOO problem
Proof. The first inequality directly follows from Lemma 5.3 by choosing φ = · 0 . For the second inequality, as the problem inf Gi∈Gi i T G i 0 induces a tensor decomposition into i TĜ i 0 number of rank-1 tensors, by definition of the tensor rank we have the following inequality:
When φ = · 0 , Lemma 5.4 provides a link between the rank of the tensor T and the ranks of the matrices or the vectors unfolded from T . For example, when G = U and T = 0, we have
However, for the same T unfolded to a matrix fold
Also, for the strong orthogonal rank of T , we have
Hence, intuitively, for a higher order tensor T , we can only hope to find decomposition with progressively "denser" core than the matrices and the vectors unfolded from T . This can be describe more formally in the following lemma.
Lemma 5.9 (Optimal core when unfoldable to optimal diagonal). If a tensor T admits a decomposition T = i ZG i , where G i ∈ G i , and there exists an index set grouping J such that
then Z is the optimal sparse core in the following sense: Table 5 .1, then Z is optimal in the sense that 
Gi)=1
i
This means that a Tucker decomposition of T induced by a GOO will have at least four non-zero elements in the core matrix. However, the superdiagonal core can only This means that GOO by U w.r.t. different f (x) = x p may lead to different optimum values. Hence, the class of entry-wise cost functions f (x) = x p , 0 ≤ p < 2, may not be used to induce sparsity when the optimal core tensor cannot be unfolded to a diagonal matrix. In other words, in the matrix case, any p, x p , 0 ≤ p < 2 can be used to find the sparest core; however, for a tensor with order larger than 3, only f (x) = x 0 can be used for finding the "sparsest" core of T under GOO. In practice, this may be done by the following asymptotic formulation:
In Section 7 we will present several concrete examples.
6. Data Normalization. Data normalization seeks to eliminate some arbitrary degrees of freedom in data. For example, when we are concerned with shape of an object, its attitude and position in space will become irrelevant. Given a point clouds, which is a sequence of coordinates of points, we demonstrate a method to obtain a representation of point clouds that does not depend on its attitude and position in this section. We craft the method as a special case of GOO with some particular choice of group and cost function. Given point cloud data describing an object, shape matching tries to find an object of the closest shape within a candidate set of shapes under some measure. The shape space method for shape matching works by matching two objects with known pointto-point correspondence over given group orbits. For example, if an object described by A is known to be a rotated version of another known object B, we can find out parameters describing the rotation by the following optimization formulation:
If there are n candidates {B i } n i=1 , then the best matching object can be found by arg min i g (A, B i ) .
However, to make the above method work, a point correspondence procedure must be established in the first place, which means that the same row of A and B should refer to the same point. This meets difficulties in real world data applications because (1) A and B may have different numbers of rows;
(2) A and B may have many rows, leading to exponential number of possible correspondence. Here we present a method to match point cloud by using normalization to simplify matching. The first step of the method is normalizing each of objects
with following optimization:
As in Section 4.1, the above optimization leads to following decompositions:
The second step of the method carries out matching of objects
by using the normalized forms
is expected to be simpler because less degrees of freedom remain after normalization.
A well-known data normalization method is Principal Component Analysis (PCA), which eliminates the following degrees of freedom: translation, scaling and rotation. As any rigid body movement can be expressed as combination of translation and rotation, PCA provides a method to standardize data w.r.t. the rigid body movement. However, there may be other distortions of data. Thus, we discuss using general group for normalizing point cloud data to eliminate the effect of non-rigid body transforms. An illustrative example has been shown in Figure 1 .1 and Figure 1 .2 in Section 1, where we see that normalized point clouds can be matched by enumerating a small number of orientation.
Normalization of Point Cloud Data by the Special Linear Group.
In this section we use group P ⊗ I m , P ∈ SL(n) for normalization of point cloud data.
Here we assume the distortions to the point cloud data are of a few categories of degrees of freedom: including mirroring, rotation, shearing and squeezing, which we seek to eliminate using the special linear group orbit.
Lemma 6.1. The special linear group can represent any combination of mirroring, rotation, shearing and squeezing operations for point cloud data.
Proof. Every special linear matrix M can be QR decomposed as M = QR, and R can be decomposed into R = DU where D is diagonal and U ∈ UUT. Accordingly, we have a decomposition M = QDU, where U models the shearing operation and Q models the rotation. As det(M) = 1,
Hence, the diagonal matrix D is the squeezing operation (optionally with the mirror operation). Hence the action of G ∈ SL applied to M is equivalent to the sequential application of rotation, squeezing, mirroring, and shearing. Now as the special linear group is a group, arbitrary composition of these operations can still be represented as some G ∈ SL.
We show that for some point clouds, the normalized form are exactly the axisaligned hypercubes.
Lemma 6.2. Given a matrix M ∈ R n×d , if Poly (M) is an axis-aligned hypercube and det G = 1, then
Proof. First note that as det (G) = 1, given a Lebesgue measure µ, we have:
We can construct a bounding box Poly (Z) for Poly (MG) with center at the origin and edge length 2 MG ∞ . Note that Poly (Z) is also a hypercube and Z ∞ = MG ∞ . We thus have
Because for any axis-aligned hypercube Poly (Y) we have µ(Poly
∞ , the following holds:
By Lemma 4.7, we can prove the following corollary. 
where G is a unit group. When G is a Lie group, alternatively we can turn the above optimization to another constrained optimization:
where exp(G) is matrix exponential of matrix G and g is the Lie algebra associated with Lie group G. This formulation may have constraints that are easier to encode in numeric software. For example, in
Hence, we can turn the optimization into a constrained optimization over g as
Moreover, in this particular case, we can turn the above optimization into an unconstrained optimization:
In Table 7 .1 we list a few more cases when the constrained optimization of Formula 7.1 can be turned into an unconstrained optimization. 
Lie group
Lie algebra Encoding of Constraint
The exponential mapping used for optimization over Lie groups is related to other optimization on manifold methods [25] [5] [1] .
In this section all numerical optimizations are solved by Nelder-Meld heuristic global optimization algorithm [19] implemented in Mathematica TM 9.0.0, unless noted.
GOO Inducing Matrix Decomposition.
We empirically illustrate several examples of GOO inducing matrix decomposition. Due to the large amount of computation required by Nelder-Meld algorithm, here we only give a few examples involving small matrices. We note thatÛ is permuted approximation of U modulo sign.
GOO Inducing Tensor Decomposition.
We empirically illustrate several examples of GOO inducing tensor decomposition. Due to the large amount of computation required by the Nelder-Meld algorithm, here we only give examples involving small-size tensors.
Example 7.7 (Non-uniqueness of strong-orthogonal decomposition). Consider tensor A as in Example 3.3 of [12] , which we reproduce below:
We note that Formula (7.2) is already a strong orthogonal decomposition of A.
Nevertheless, an alternative strong orthogonal decomposition is given therein as
Without loss of generality, we let σ 1 = 3, σ 2 = 2, In framework of GOO, we can induce a strong orthogonal decomposition of tensor A by the following optimization:
One numerical solution of core tensor is: 
The solution to
inf G1∈SL(2),G2∈SL(2),G3∈SL(2),G4∈SL(2) 
Normalization of point cloud w.r.t. special linear group.
Here we apply the GOO defined in Section 6 to a publicly available set of 2D point cloud data here.
As the optimization variable only consists of a small matrix M ∈ F 2×2 , we are able to deal with large point clouds consisting of more than thousands of points.
The detailed steps are as follows: Algorithm 7.10. In Figure 7 .1 we perform a side-by-side comparison of results of several normalization techniques. The point clouds in the row marked with "Distorted" are produced by applying random shearing, mirroring, squeezing and rotation to the same point cloud. The point clouds in the row marked with "PCA" are results of applying PCA to the matrices corresponding to the distorted point clouds in the "Distorted" row. It can be seen that PCA can remove the degree of freedom corresponding to rotation in the input data, but fails to remove effect of squeezing and shearing. The row marked with "GOO SO" is produced by using GOO with orthogonal group: inf G∈O(n) Fig. 7 9. Conclusion. In this paper, we have studied an optimization problem over the group orbit generated by action of group G and referred to it as the Group Orbit Optimization (GOO). We have shown that SVD/QR/LU/Cholesky decomposition can be reformulated under the GOO framework as in Theorem 4.1. Moreover, we have used GOO to induce tensor decomposition in Theorem 5.10. The unified framework of GOO for matrix decomposition and tensor decomposition allows us to bridge them. In particular, we have presented Lemma 5.4, which relates the infimum of the tensor-based GOO with the infimum of GOO of the matrix unfolded to the tensor. Finally, we have applied GOO to point cloud data to demonstrate the use of data normalization in shape matching when objects are represented as point clouds.
Our work has demonstrated that the unified framework of GOO for data normalization is both of theoretical interests in providing a new perspective on matrix and tensor decompositions, and of practical interests in modeling and elimination of distortions present in real world data.
