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PREFACE 
 
This thesis entitled “Some Contributions to Design of Experiments using              
F-Squares” is submitted to the Faculty of Science, Aligarh Muslim University, as a 
partial fulfillment of the requirements to obtain the Ph.D. degree in Statistics. It 
embodies the research work carried out by me in the Department of Statistics and 
Operations Research, Aligarh Muslim University, Aligarh. 
In Mixture Experiments, the response of interest depends only on the proportions of 
the components or ingredients of the mixture, but does not depend on the quantity of 
the components. The empirical models used to describe the characteristics of these 
products with the proportions of their ingredients are called mixture models and the 
related designs of experiments are called mixture designs or simplex designs. Fifty-
eight years ago, Scheffé laid the foundation for the development of mixture tools 
(designs and models) by introducing the simplex lattice designs and their associated 
canonical polynomials. If an individual component proportion xi is unity then the 
mixture comprises of a single ingredient and is called a “single-component” mixture 
or a pure mixture. Each run must satisfy 
 
x1 + x2 + ∙∙∙ + xq = 1, with 0 ≤ xi ≤ 1, for i = 1, 2, …, q. 
 
For example, lemonade is made by mixing lemon juice, salt, sugar and black salt in 
different proportions and the response of interest is the tangy flavour of the lemonade. 
This is a five component mixture experiments where the fifth component is water. 
Main contributors for experiments with mixtures are Scheffé (1958; 1963), Gorman 
and Hinman (1962), Kurotori (1966), McLean and Anderson (1966), Murthy and Das 
(1968), Thompson and Myers (1968), Saxena and Nigam (1973), Cornell (1973, 
1975, 1995 and 2000), Snee (1973, 1975 and 1979), Hare (1974; 1979), Snee and 
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Marquardt (1974; 1976), John (1984), Czitrom (1988), Hilgers and Heiligers (2003), 
amongst others.  
For obtaining blocked mixture experiments, we ensure that the groups of mixture 
blends differ from the other groups or blocks by an additive constant. Further for 
orthogonal blocking of the mixture blends, we require the estimates of the blending 
properties in the fitted model to be uncorrelated with the block effects. In mixture 
experiments, we may run one or more of the blocks at each combination of the 
process variables. John (1984) gave the following conditions for the orthogonal 
blocking of blends for Scheffé’s quadratic model when the blocks are of the same 
size. 
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  (constant); 1 ≤ i < j ≤ q          
 
where w = 1, 2, … , t-1 with t as the number of blocks. 
 
Main contributors for orthogonally blocked experimental designs are Kiefer (1959, 
1975 and 1978), Nigam (1970, 1976), John (1984), Laywine (1989), Czitrom (1988, 
1989, 1992), Draper et al. (1993), Prescott et al. (1993), Lewis et al. (1994), Prescott 
et al. (1997), Chan and Sandhu (1999), Ghosh and Liu (1999), Aggarwal et al. (2002) 
and Singh (2003). 
 
F-squares and orthogonal F-squares are a generalization of latin squares and 
orthogonal latin squares. Hedayat and Seiden (1970) gave the following definition of 
an F-square: 
  
Definition :  Let A = [aij] be an n × n matrix and let  = (c1, c2, …, cm) be the ordered 
set of distinct elements of A. In addition, suppose that for each k = 1, 2, ..., m, ck 
appears precisely k times (k  1) in each row and in each column of A. Then, A is 
called a frequency square or more concisely, an F-square of order n on  with 
frequency vector (1, 2, …, m) and is denoted by F(n; 1, 2, …, m).   
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Main contributors for F-squares are Finney (1945, 1946a, 1946b), Freeman (1966), 
Addleman (1967), Hedayat and Seiden (1970) and Hedayat et al. (1975). F-square 
based orthogonally blocked mixture experiments have been considered by Aggrawal 
et al. (2008, 2009, 2011a, 2011b and 2013). 
 
The uniform design (UD) is one kind of space filling design and is widely used in 
computer experiments. Let n denote the number of runs, s the number of input 
variables and T the input space in a system where one wants to implement computer 
experiments. A uniform design seeks n points, denoted by    {       }, to be 
uniformly scattered on T. For given (n, s, T), we require a measure of uniformity and a 
way of finding a uniform design. 
 
Some commonly used measures of uniformity are star discrepancy, symmetrical 
discrepancy, centered L2-discrepancy and Wrap-around discrepancy. There is a unique 
UD 
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
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n
nn 2
)12(
...,,
2
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,
2
1
 for the case of one input variable (i.e., s = 1) under the star 
discrepancy, the symmetrical discrepancy, the centered L2-discrepancy and Wrap-
around discrepancy. 
 
Main contributors for uniform designs and measures of discrepancies are Warnock 
(1972), McKay et al. (1979), Fang (1980), Fang and Wang (1981), Niederreiter (1978, 
1992), Shaw (1988), Bundschuh and Zhu (1993), Wang and Fang (1996), Fang and Li 
(1995), Ma (1997a; 1997b), Fang and Winker (1998), Hickernell (1998a, 1998b), 
Fang et al. (1999), Hickernell et al. (2000), Fang et al. (2000) and Fang et al. (2001), 
amongst others. 
 
THESIS OUTLINE 
 
The research work presented in this thesis is based on contributions to Design of 
Experiments using F-squares for optimal experimental designs and Uniform Designs. 
This thesis is spread over five chapters. A comprehensive bibliography has also been 
given at the end, which has been referred to during the research work. 
CHAPTER 1 is an expository in mixture designs and provides a brief review of the 
ideas about the general mixture problems for understanding the different concepts as 
regards mixture experiments and uniform designs with low discrepancy. 
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CHAPTER 2 is focused on F-square based D-, A-, and E-optimal orthogonally 
blocked designs in four mixture components for inverse models. 
 
CHAPTER 3 presents D-, A- and E-optimal designs and optimal orthogonally 
blocked designs based on F-squares for reduced cubic canonical model in four 
mixture components. 
 
CHAPTER 4 presents Uniform Designs based on cyclic F-squares with low 
discrepancy (L2-discrepancy, Centered L2-discrepancy and Wrap-around discrepancy).  
CHAPTER 5 deals with Centered L2-discrepancy and D-, A- and G-efficient uniform 
designs for mixture experiments in three and four components based on F-squares. 
 Chapter 1 
BASIC CONCEPTS OF MIXTURE THEORY 
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1.1. Introduction 
 
Mixtures are everywhere. Any two or more items may be combined together to form 
mixtures. In the usual mixture experiments, the proportions of the mixture ingredients 
influence the response of interest entirely. Consider the following examples (Cornell 
(2002)) of the products where two or more ingredients are combined in order to obtain 
an end product. 
 
a. The driving speed and automobile size may affect the blending behaviours of 
fuels being tested to compare the average mileage of the fuels individually as 
well as when blended together.   
b. Cake baking formulations using flour, sugar, condensed milk and baking 
powder. 
c. Building construction concrete formed by mixing sand, water and one or more 
types of cement. 
d. Fruit punch consisting of juices from watermelon, pineapple and orange. 
e. Making sandwich patties using flour, salt and cheese.  
 
Usually in a mixture experiments, the response of interest depends only on the 
proportions of the components or ingredients of the mixture, but does not depend on 
the quantity of the components. If the property of interest depends only on the relative 
proportions (or percentages) of the ingredients present in the mixture and is 
independent of the total amount of the mixture, then the empirical models used to 
describe the characteristics of these products with the proportions of their ingredients 
are called mixture models and the related designs of experiments are called mixture 
designs or simplex designs. In the examples cited above, the properties of interest are 
as follows: 
 
a. The mileage and controlling power obtained after mixing the fuels. 
b. The fluffiness and layer appearance of cake. 
c. The hardness and compression strength of the concrete. 
d. The fruitiness flavour of the punch. 
e. The texture and flavour of patties. 
 
Fifty-eight years ago, Scheffé‟s (1958) pioneering article “Experiments with 
Mixtures”, laid the foundation for the development of mixture tools (design and 
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models) by introducing the simplex lattice designs and their associated canonical 
polynomials. 
 
If xi (i = 1, 2, …, q) denotes the proportion of the i
th
 ingredient in the mixture then the 
mixture constraints for each run must satisfy 
 
x1 + x2 + ∙∙∙ + xq = 1, with 0 ≤ xi ≤ 1, for i = 1, 2, …, q.            (1.1) 
 
In the lemonade example, let the lemon juice comprise 75% of the lemonade (or x1 = 
0.75), salt 5% of the lemonade (or x2 = 0.05), sugar 15% of the lemonade (or x3 = 
0.15) and black salt 5% of the lemonade (or x4 = 0.05). If in (1.1) an individual 
proportion xi is unity then the mixture comprises of a single ingredient and is called a 
“single-component” mixture or a pure mixture. 
 
Due to the constraints (1.1) on xi, the geometric description of the factor space 
containing the q-components consists of all points on or inside the boundaries 
(vertices, edges, faces, etc.) of a regular (q - 1) dimensional simplex. The simplex 
factor space is a straight line for two components. With three components q = 3, the 
simplex factor space is an equilateral triangle. The coordinate system used for the 
values xi, i = 1, 2, ..., q is called a simplex coordinate system. 
 
  
 
Figure 1.1. Three-component simplex region 
 
∆ABC is the three-component triangle where xi ≥ 0 and all experimental points must 
lie on or inside the triangle satisfying the equation x1 + x2 + x3 = 1. For four 
components, the simplex is a tetrahedron as shown in Figure 1.2. 
A 
B 
C 
x1 = 1 
x2 = 1 x3 = 1 
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Figure 1.2. Four-component simplex region 
 
The coordinate system used for the values xi, i = 1, 2, …, q is called a simplex 
coordinate system. In Figure 1.1, we see the vertices of the simplex or ∆ABC 
represent the single-component mixtures and are denoted by xi = 1, xj = 0 for i,  j = 1, 
2 and 3, i  j. The interior points of the triangle represent mixtures in which none of 
the three components is absent; that is, x1 > 0, x2 > 0 and x3 > 0. The centroid of the 
triangle corresponds to the mixture with equal proportions (1/3, 1/3, 1/3) from each of 
the components. Figure 1.2 represents the tetrahedron in four components having 
proportions x1, x2, x3 and x4. 
 
1.2. Simplex - Lattice Design  
 
A {q, m} simplex lattice design for q factors (components) is defined by all possible 
combinations of component levels with the proportions being 
 
      
 
 
 
 
 
       i = 1, 2, ..., q               (1.2) 
 
As an example, the {3, 3} simplex lattice design consists as factor levels all the 
possible blends of the three components with the proportions satisfying (1.2). The     
{3, 3} simplex lattice consists of the nine points on the boundary of the triangular 
factor space. 
The three vertices (1, 0, 0), (0, 1, 0) and (0, 0, 1) represent the individual components 
whereas the other six points represent ternary blends or three-component mixtures, 
x1 = 1 
x2 = 1 
x4 = 1 
x3 = 1 
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with each component contributing 1/3 and 2/3 of the blend. The {3, 2}, {3, 3} and      
{4, 2} simplex- lattice are shown in Figure 1.3. 
 
Table 1.1 Simplex Lattice Design 
x1 x2 x3 
1 0 0 
0 1 0 
0 0 1 
2/3 1/3 0 
1/3 2/3 0 
0 2/3 1/3 
0 1/3 2/3 
1/3 0 2/3 
2/3 0 1/3 
 
 
 
Figure 1.3. The {3, 2}, {3, 3} and {4, 2} simplex-lattice arrangements and the 
coordinates setting of the design points. 
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The number of design points in the {q, m} simplex-lattice is (q + m -1)! / (m!(q – 1)!). 
Scheffé (1958) defined canonical polynomials to support his simplex-lattice designs 
by modifying the usual models in xi using the simplex restriction x1 + x2+ ∙∙∙ + xq = 1. 
In particular, let us consider two components whose proportions are represented by x1 
and x2, with x1 + x2 = 1. The first-degree polynomial having two component 
proportions as x1 and x2 is as follows 
 = 0 + 1x1 + 2x2, where  represents the expected response and 
β0 = β0 (x1 + x2) 
then we get  
 = (0 + 1) x1 + (0 + 2) x2 
     = 1x1 + 2x2, so that the constant term 0 is removed from the model. 
In general, the canonical forms of the mixture models are as follows: 
Linear:   


q
i
ii x
1
                 (1.3) 
Quadratic:  


q
ji
jiij
q
i
ii xxx 
1               
(1.4) 
Special cubic:    


kji
q
kjiijk
q
ji
jiij
q
i
ii xxxxxx 
1            
(1.5) 
Full cubic:     
....)(
1
  


kji
q
kjiijkji
q
ji
jiij
q
ji
jiij
q
i
ii xxxxxxxxxx           
 
The number of terms in the {q, m} polynomials is a function of m, the degree of the 
equation, as well as the number of components q. The numbers of terms for several 
values of q are listed in Table 1.2. 
 
Table 1.2. Number of terms in the canonical polynomials 
Number of components q Linear Quadratic Special Cubic Full Cubic 
2 2 3 - - 
3 3 6 7 10 
4 4 10 14 20 
5 5 15 25 35 
6 6 21 41 56 
7 7 28 63 84 
8 
. 
8 
. 
36 
. 
92 
. 
120 
. 
: : : : : 
q q q(q +  1)/2 q(q
2
  +  5)/6 q(q  + 1) (q + 2)/6 
 
(1.6) 
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The terms in the canonical mixture polynomials have simple interpretations. In the 
linear and quadratic forms (1.3) and (1.4), if xi = 1, then η = βi. The parameter βi 
represents the expected response to the pure mixture and pure component i and the 
above polynomials given by 

q
i
ii x
1
 is called the linear blending proportion. The 
number of terms for the canonical forms of the mixture models (1.3), (1.4), (1.5) and 
(1.6) are as shown in Table 1.2. 
 
1.3. Simplex - Centroid Design 
 
Another type of mixture design is simplex-centroid design. Scheffé (1963) introduced 
the simplex centroid designs. It is an alternative to the {q, m} simplex-lattice designs. 
In a q-component simplex-centroid design, the number of distinct points is 2
q
 – 1. 
These points correspond to the q permutations of (1, 0, …, 0) or q single component 
blends, the 





2
q
permutations of (1/2, 1/2, 0, …, 0) or all binary mixtures, the 





3
q
permutations of (1/3, 1/3, 1/3, 0, …, 0), …, and so on, with  the overall centroid point 
(1/q, 1/q, …, 1/q) or q-nary mixture. 
 
Scheffé (1963) defined the special canonical polynomial in q components for the 
simplex centroid design as 
....... 21,...,2,1
1
qq
kji
q
kjiijk
q
ji
jiij
q
i
ii xxxxxxxxx     
        
 
The parameter βi represents the expected response of the pure mixture xi and is called 
the linear blending value of component xi. The parameter βij represents the coefficient 
of the nonadditive blending of component xi and xj. The other parameters in the 
polynomial may be defined similarly. The 2
q
 – 1 parameters in the polynomial in 
equation (1.7) equals the number of points in the simplex centroid designs. 
 
For example, four component simplex centroid design consists of 2
4
 – 1 = 15 points 
which are the four vertices, the mid points of the six edges, the centroids of the four 
faces, and the simplex-centroid design points are (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), 
(0, 0, 0 ,1), (1/2, 1/2, 0, 0), (1/2 ,0 , 1/2, 0), …, (0, 0, 1/2, 1/2), (1/3, 1/3, 1/3, 0), …, 
(1.7) 
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(0, 1/3, 1/3, 1/3), (1/4, 1/4, 1/4, 1/4). Thus, the simplex centroid designs are better 
space filling designs as compared to the {q, 2} simplex-lattices. 
 
The arrangement of the points of the simplex centroid design for three and four 
components are shown in figures 1.4 (a) and 1.4 (b), respectively. 
 
Figure 1.4(a). Simplex centroid design for three components. 
 
 
Figure 1.4(b). Simplex centroid design for four components. 
 
Murthy and Das (1968) considered the generalized forms of Scheffé‟s designs and 
explored the entire factor space uniformly by developing the symmetric-simplex 
designs. Saxena and Nigam (1973) presented the symmetric-simplex block designs 
for experiments with mixtures. 
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Figure 1.3(a). Simplex centroid design for three components. 
 
 
 
 
    
 
 
 
 
 
 
 
 
Figure 1.3(b). Simplex centroid design for four components. 
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Figure 1.3(a). Simplex centroid design for three components. 
 
 
 
 
    
 
 
 
 
 
 
 
 
Figure 1.3(b). Simplex centroid design for four components. 
 
 
 
 
x1  = 1 
x4  = 1 
x3 = 1 
x2  = 1 
 





2
1
,0,0,
2
1
 





0,0,
2
1
,
2
1
 






3
1
,
3
1
,0,
3
1
 






4
1
,
4
1
,
4
1
,
4
1
 






2
1
,
2
1
,0,0  





0,
2
1
,
2
1
,0  
CHAPTER 1.  
10 
1.4. Axial Design 
 
The points of the {q, m} simplex-lattice and q - component simplex-centroid designs 
are positioned on the boundaries (vertices, edges, faces, etc.) of the simplex factor 
space. Axial designs comprise mainly of complete mixture or q - component blends 
where most of the points are positioned inside the simplex (Cornell (1975)). 
 
The axis of component i is the imaginary line extending from the base points xi = 0,    
xj  = 1 / (q-1) for all i  j to the vertex where xi = 1, xj = 0 for all i  j. 
 
An axial design‟s points are positioned only on the components axes. The simplest 
form of axial design is the one whose points are positioned equidistant from the 
centroid (1/q, 1/q, …, 1/q) towards each of the vertices. xi is the unit of the measuring 
distance from centroid that is denoted by Δ and the maximum value for Δ is (q - 1)/q. 
The concept of axial design was suggested by Cornell (1975). 
 
If the effects of the components are to be measured or if the first-degree models are to 
be fitted in screening experiments, then we may use axial design. Snee and Marquardt 
(1974) and Chan et al. (1998) studied D-optimal axial designs for quadratic and cubic 
additive mixture models which were introduced by Darroch and Waller (1985) and 
compared the saturated D-optimal axial design and D-optimal design for the quadratic 
model in terms of their efficiency and uniformity. Figure 1.5 depicts a three 
component axial design where the distance from the center of the simplex to the 
points is Δ. 
 
 
 
 
 
 
 
 
Figure 1.5.  A three-component axial design where the distance from the center 
of the simplex to the points is . 
 
  
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1.5. Constraints on the Mixture Components 
 
In mixture experiments, one is not completely at freedom to explore the entire 
simplex region because of certain additional limitations when there are constraints on 
the component proportions. The constrained mixture problem has the following  
general form in the presence of both the upper and/or lower bound constraints of the 
form Li ≤ xi ≤ Ui, i = 1, 2, …, q, where Li is the lower bound for the i
th
 component and 
Ui is the upper bound for the i
th
 component. 
 
  x1 + x2 + ∙∙∙ + xq = 1 
  Li ≤ xi ≤ Ui, for i = 1, 2, …, q 
  with  Li ≥ 0 and Ui ≤ 1 
 
The “pseudo” components are defined as the combination of original components and 
the primary reason for introducing the pseudocomponents is that usually both the 
construction of designs and model fitting becomes comparatively easier. The 
experimental region is a simplex in the presence of upper bounds alone, if and only if 
it lies entirely within the original simplex. Generally, the shape of the polyhedron is 
highly complicated as compared to that of the simplex because the polyhedron has 
more than q vertices and more than q edges. This makes construction of the design 
and the fitting of the model easier as compared to the constrained region of interest. 
The lower bound constraints are expressed in general form   
  
  0 ≤ Li ≤ xi,  for i = 1, 2, …, q 
 
The new component x  ʹ called L-pseudocomponents were defined by Kurotori (1966) 
as 
  
L
Lx
x iii



1
'
 
where, 
  1
1


q
i
iLL   denotes the sum of all the lower bounds. 
Crosier (1984) suggested defining the U–pseudocomponents. Cornell (2002) denoted 
the U–pseudocomponents by ui using the following formula  
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1


U
xU
u iii   i = 1, 2, …, q 
 
The experimental region is a simplex in the presence of upper bounds alone, if and 
only if it lies entirely within the original simplex. The shape of the polyhedron is 
generally highly complicated as compared to the simplex because the polyhedron has 
more than q vertices and more than q edges. The lower and upper bound constraints 
are checked for their consistency in order to determine the coordinates of the extreme 
vertices of the constrained region. If one or more of the bounds cannot be attained, 
then the constraints are adjusted to make them consistent and then a formula is used to 
determine the number of extreme vertices, edges and two-dimensional faces of the 
constrained region. 
 
Scheffé (1958) considered the case where the components are restricted below by 
certain bounds. Scheffé (1958) suggested modification of the {q, m} lattice by 
introducing pseudocomponents for each of the restricted components. For the sake of 
setting up designs and fitting models in a simpler form when the component 
proportions are restricted by bounds, Kurotori (1966) suggested L-pseudocomponent 
transformation when only lower bound restrictions are imposed on xi. When the sub 
region of the simplex is also a simplex then the use of L-pseudocomponent simplifies 
the construction of designs by allowing the {q, m} simplex-lattice or simplex-centroid 
designs to be used in the L-pseudocomponent system. Gorman (1970) used the 
inverse transformation from the pseudocomponents back to the original components 
in order to yield a fitted model in the original components. Saxena and Nigam (1977) 
suggested a judicious choice of the symmetric-simplex design in order to explore the 
interior of a highly constrained region. The consistent constraint regions in mixture 
experiments were presented by Piepel (1983a). The centroids in constrained mixture 
experiments can be calculated by using the procedure described in Piepel (1983b). 
Crosier (1984) defined U-pseudocomponents when only upper bound constraints are 
imposed on the mixture component proportions. Crosier (1986) gave formulas for 
enumerating the number of extreme vertices, edges and two-dimensional faces of the 
where 
  1
1


q
i
iUU   denotes the sum of all the upper bounds. 
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constrained region. McLean and Anderson (1966) introduced the Extreme Vertices 
Design (EVD) for this situation, which generates design points from the extreme 
vertices, edge centroids and face centroids of the constrained region. For designs with 
many components, the number of extreme vertices can greatly outnumber the terms in 
the Scheffé models. Snee and Marquardt (1974) introduced the XVERT algorithm, 
which can select a subset of design points from a candidate list consisting of extreme 
vertices and centroids. McLean and Anderson‟s (1966) extreme Vertices (EV) 
algorithm, Snee and Marquardt‟s (1974) XVERT algorithm and Nigam et al.‟s (1983) 
XVERT1 algorithm are some of the procedures for calculating the coordinates of the 
extreme vertices of a constrained region. 
 
Prescott and Draper (1998) considered the case when the experimenter is not in a 
position to explore the entire simplex due to the additional constraints Li and/or Ui 
imposed on some or all of the xi‟s in the mixture for Scheffé‟s quadratic model. For 
such cases, Prescott and Draper (1998) obtained D-optimal orthogonal block designs 
and  demonstrated that the restricted region may be simplified by the use of the 
pseudo components by developing designs for the particular case where Li = 0 for i = 
1, 2, ..., q-1. D-optimal designs in two orthogonal blocks for Darroch and Waller‟s 
quadratic model in constrained mixture components were obtained by Aggarwal and 
Singh (2006).  
 
1.6. Other Mixture Model Forms 
 
Scheffé‟s polynomial models are adequate for well-behaved systems. For other types 
of systems, functional forms other than the Scheffé polynomials are available in the 
literature. Draper and John (1977) proposed mixture models with inverse terms in 
order to model extreme changes in the response when the value of one or more 
component tends to a boundary of a simplex region (i.e., where one or more xi → 0). 
Sometimes in mixture experiment investigations, it is worthwhile to study the 
relationship in the form of ratios of one or more of the components to the other 
components in the mixtures. Standard polynomial models may be written in the ratio-
variables by defining q-1 ratios as variables. The models obtained may also be fitted 
to data collected at the points of standard factorial arrangements. Cox‟s (1971) models 
allow for a different interpretation of the coefficients from Scheffé‟s models, but give 
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the same predicted responses. Cox (1971) presented a note on polynomial response 
functions for mixtures where the parameters express the relative changes in the 
response by comparing the value of response in the simplex against the value of 
response in the mixtures. For a comparative type of experiment, the interpretations of 
the parameter estimates are closer in meaning to the treatment effects in the presence 
of certain restrictions imposed on the parameter values in the standard polynomial 
models. Smith and Beverly (1997) generated the linear and quadratic Cox mixture 
models with useful properties. Aitchison and Bacon-Shone (1984) introduced the 
standard polynomial models which depend on the component proportions and involve 
contrasts between pairs of log xi where i = 1, 2, …, q. The inactivity of the 
components as well the additive effects of the components may be tested by using the 
log contrast models. Piepel and Cornell (1994) and Cornell (2000) studied the slack-
variable models. 
 
1.6.1 Becker’s Model 
 
For the situations when some components have additive effects, Becker (1968) 
introduced the following three mixture models.  
),...,,,(...),(
21
21
21
...
...
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n
n
n iii
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jiij
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i
ii xxxfxxfx 
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       = 
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iii
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xxx
xxx
  for Model H2 
       = 
n
iii n
xxx /1)...(
21   
for Model H3 
 
and 2 ≤ n ≤ q.  If in model H2 any denominator is zero, the value of corresponding 
term is taken as zero. The models are applied in different scientific areas and are 
homogenous of degree one. 
 
Becker (1968) fitted the above models to the Lee and Warner‟s (1935) freezing points 
data of the ternary system biphenyl (B1)-bi benzyl (B2)-naphthalene (B3) and found 
that  model H1 performs better than any of the third order models. He concluded 
further that the additive properties of the models H2 and H3 make them superior to the 
(1.8) 
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polynomial models. However, the non-centrality of the response surface is dealt more 
efficiently by the polynomial models. Snee (1973) cited the flare experimental data as 
an example where Becker‟s minimum model gives a better fit than the polynomial 
models. Hilgers (2000), Hilgers and Heiligers (2003) and Cornell (2002) have 
described various situations where models (1.8) were applied and found to be a better 
fit than the polynomial models. Aggarwal et al. (2013) obtained D-, A- and E-optimal 
orthogonal block designs for four mixture components in two blocks for Becker‟s 
models and K-model. 
 
1.6.2 Model with Inverse Terms 
 
Draper and St. John (1977) presented the following mixture models with inverse 
terms for modeling extreme changes in the response as the value of certain 
components tends to the boundary (usually the „zero‟ boundary) 
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(1.9)
 
 
The model is an augmentation of the Scheffé‟s polynomials with the additional terms 
of the form   
   added in order to address the possible edge effects (Draper and St. 
John (1977)) in the response as xi approaches zero boundary of the simplex. It is 
assumed that the value of xi never reaches zero, but that the value could be very close 
to zero; i.e. xi  → εi > 0; where εi is a very small positive quantity. Some prior work 
involves the use of inverse terms in xi applied to crop yields by Nelder (1966) and 
applications to data from plant nutrition experiments by Clarke (1968) and Clarke and 
Esan (1971).  
 
1.6.3 Darroch and Waller’s Model 
 
Darroch and Waller (1985) suggested the following additive polynomial model for 
experiments with mixtures 
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(1.11) 
 
The terms of degree more than one in (1.10) are pure quadratic terms and in (1.11) are 
pure quadratic and cubic terms added to Scheffé‟s linear blending model. This model 
is additive in the mixture components in the sense that it is a sum of separate 
functions of x1, x2, …, xq. When mixture components x1, x2, …, xq differ but the sums 
x1 + x2 + ∙∙∙ + xs and xs+1 + ∙∙∙ +  xq are fixed, (1 ≤  s  < q) then the total effect is the 
summation of the effects of varying  x1 + x2 + ∙∙∙ + xs and xs+1 + ∙∙∙ + xq separately. 
When mixture components have additive effects on the response function, then we 
may use this model for the design of industrial products. 
 
Chan et al. (1998a) introduced A-optimal weighted simplex-centroid designs for 
Darroch and Waller‟s quadratic polynomial model while Chan et al. (1998b) obtained 
D-optimal saturated axial designs for quadratic and cubic additive mixture models. 
Aggarwal et al. (2008) studied orthogonal blocking of blends for Darroch and 
Waller‟s quadratic model using F-squares in some components which assume equal 
volume fraction and have also given the D-, A- and E-optimalities of the different 
designs for q = 4.  
 
1.6.4 K-Model 
 
Draper and Pukelshiem (1997) proposed a set of mixture models referred to as K-
models. K-models offer alternative depiction of the mixture models. These are based 
on the kronecker algebra of vectors and matrices. K-models have attractive 
symmetries and compact notation and are homogeneous model functions. Many 
advantages of the Kronecker model viz; the homogeneity of regression terms and 
reduced ill-conditioning of information matrices have been listed by Draper and 
Pukelshiem (1999) and Prescott et al. (2002). 
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,1 1 1
2  
  

qji
q
i qji
jiijiiijiij xxxxxxxyE 
             
(1.12) 
 
BASIC CONCEPTS OF MIXTURE THEORY 
17 
Any mixture experiment with expected response, when studied using K-models is 
homogeneous in ingredients. The mixture ingredients, xi can conveniently be written 
as a q × 1 vector x = (x1, x2, …, xq)ʹ. 
 
The Kronecker product x x consists of q
2
 cross products arranged lexicographically 
as follows: 
 
x x = (x1x1, x1x2, ..., x1xq,  x2x1, ..., x2xq, ..., xqx1, ..., xqxq)′             (1.13) 
 
The Kronecker product x  x  x consists of q
3
 cross products arranged 
lexicographically such that 
 
x x x = (x1x1x1, x1x1x2, ..., x1x1xq, x1x2x2, ..., x1x2xq, ..., xqxqx1, ..., xqxqxq)′         (1.14) 
 
The K-models are given as 



qji
jiij xx
,1
  
k
qkji
jiijk xxx


,,1
  
 
Draper and Pukelshiem (1999) studied the Kiefer design ordering of simplex designs 
for first and second degree mixture models by discussing the improvement of a given 
design in terms of increasing symmetry as well as obtaining a larger moment matrix 
under the Loewner ordering of matrices. The two criteria together define the Kiefer 
design ordering. Draper and Pukelshiem (1999) showed that for the second-degree 
mixture model, the set of weighted centroid designs constitutes a convex complete 
class for the Kiefer ordering. For four ingredients, the class is minimal complete and 
for q ≥ 5, the set of weighted centroid design is complete. Klein (2004) studied 
optimal weighted centroid designs for second degree Kronecker model mixture 
experiments.  
 
An excellent survey article on known results about analytic solutions and numerical 
solutions of optimal designs for various regression models for experiments with 
mixtures has been carried out by Chan (2000). Cornell (2002) presented an exhaustive 
coverage of designs and alternative model forms. Piepel and Cornell (2008) have 
presented an excellent reference of application papers using mixture designs. Mixture 
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experiments have been applied in the following fields, viz., food, rubber, plastics, 
ceramics, industrial chemistry, cereal chemistry, chemical ecology, detergent, glass, 
paint, pharmaceutics industry, physical and engineering sciences, nuclear, liquid 
chromatography and hazardous waste management, heat and material balance 
problems, among others.   
 
1.7. Process Variables in Mixture Experiments 
 
Process variables are those factors present in an experiment that do not physically 
form any part of the mixture but whose levels, when altered, may affect the blending 
of the ingredients. In the mixture experiment consisting of q components, we may 
also have n process variables. For example, in making sandwich patties, the time of 
deep fat frying, cooking oven temperature and cooking time could serve as the three 
process variables (Cornell (2002)). 
 
The experimental design for a mixture problem involving process variables was 
considered as a factorial by Gorman and Cornell (1982), while Daniel (1963) 
considered it as a fractional factorial design in the process variables at each point in a 
lattice in the mixture simplex. Cornell and Gorman (1984) presented combined 
mixture component–process variable (MPV) designs for n ≥ 3 that use only a fraction 
of the total number of design points. Cornell (1988) and Hare (1979) suggested the 
split plot designs and Vuchkov et al. (1981) considered a quadratic model that 
contained interaction terms between the mixture components and process variables. 
Wynn (1970) used Wynn‟s algorithm to generate 10 discrete quasi D-optimal designs 
for 3 to 6 mixture components and 1 to 4 process variables. Nigam (1970, 1976) and 
Saxena and Nigam (1973) used orthogonal blocking to divide the mixture blends into 
subsets called blocks such that when the required model is fitted, the linear and 
quadratic terms in the model are orthogonal to the blocks. John (1984) considered 
block designs in which design points at the same value of the process variables are 
grouped into the same block. John (1984) used Box and Hunter‟s (1957) 
orthogonality conditions and obtained orthogonal block designs based on Latin 
squares for mixture experiments involving process variables. 
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Næs, Færgestad and Cornell (1998) compared methods for analyzing data from a 
three component mixture experiment in the presence of variation created by two 
process variables. Cornell (1995, 2002), Piepel and Cornell (1985, 1987) and Myers 
and Montgomery (2002) discussed mixture-process variable experiments. Kowalski et 
al. (2000) proposed a new model for mixture experiments involving process variables. 
Chantarat et al. (2006) presented a combined array approach to minimize expected 
prediction errors in experiments involving mixture and process variables. An optimal 
design for mixture-process experiments involving control and noise variables was 
studied by Chung et al. (2007). 
 
1.8. Orthogonal Block Designs for Mixture Experiments 
 
Groups of mixture blends where each group or block is assumed to differ from the 
other groups or blocks by an additive constant are called block designs. If the 
estimates of the blending properties in the fitted model are uncorrelated with and are 
unaffected by the effects of the blocks then the design is said to block orthogonally 
with respect to the blending properties of the components. In mixture experiments, we 
may run one or more of the blocks at each combination of the process variables. 
 
Let N mixture blends (not necessarily all distinct) be arranged in t blocks such that the 
w
th
 block contains nw blends and n1 + n2 + ∙∙∙ + nt = N. In this case the model is 
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where Zw is a dummy block variable and γw is the block difference parameter for w = 
1, 2, … , t-1 with t as the number of blocks.  
 
Nigam (1970, 1976) defined conditions for the estimation of the parameters of 
Scheffé‟s quadratic model in the presence of block effects and constructed designs 
which satisfy these blocking conditions. John (1984) gave the following conditions 
for the orthogonal block of mixture blends 
w
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  (constant); i = 1, 2, …, q    
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In particular, it is necessary that in each block the total of the volume fractions for the 
first component shall be k1 and the total for the second component shall be k2; it is not 
necessary that k1 = k2. 
 
We consider designs in which the least squares estimators of the mixture parameters 
are uncorrelated with those of the block parameters, i.e., the blocks are orthogonal. 
The concept of orthogonal blocks can be conveniently defined in terms of the 
extended design matrix X for mixture parameters and the design matrix Z for the 
blocking variables so that the full model is  
 
 E(y) = Xβ + Zγ                (1.17) 
 
where β and γ are the column vectors of constant coefficients. The design is 
orthogonally blocked if and only if X
ʹ
Z = 0 or Z
ʹ
X = 0. 
 
John (1984) defined blocking arrangements based on orthogonal latin squares starting 
with standard latin squares for four component mixture designs. A latin square with 
both its first row and first column in the order a, b, c, d is said to be in standard order. 
Table 1.3 lists the four standards latin squares of order 4.  
 
Table 1.3. Standard Latin squares of Order 4 
Square 1 Square 2 Square 3 Square 4 
abcd
badc
cdab
dcba
 
abcd
bdac
cadb
dcba
 
cbad
badc
adcb
dcba
 
bacd
abdc
cdab
dcba
 
 
Each of these standard latin squares yield six squares (including the original square) 
by permuting the last three columns. For example, if we consider Square 4 and 
permute the second, third and fourth columns, we obtain the squares as shown in 
Table 1.4. 
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Table 1.4. Six Squares obtained by permuting the last three columns 
 
S I S II S III 
bacd
abdc
cdab
dcba
 
cbad
dabc
acdb
bdca
 
acbd
bdac
dacb
cbda
 
   
  S IV S V S VI 
abcd
badc
dcab
cdba
 
cabd
dbac
adcb
bcda
 
bcad
adbc
cadb
dbca
 
 
For all the six squares, ,)(2
4
1
 

cdabxxxx uluk
u
ujui
and the remaining four cross 
products add to a different constant, that is, ,  adbcbdacxx upum i < j, k < l, 
m < p. Take square S I for example, if i = 1, then j = 2 and if k = 3 then l = 4. Also, if 
m = 1 or 2, then p = 3 or 4. The same is true for square S IV. Squares S I and S IV are 
called “mates” since for both these squares, k12 = k34 and k13 = k14 = k23 = k24.   
 
Table 1.5.  Portion of X Matrix along with the column sums arising from S I 
 
 1 2 3 4 12 13 14 23 24 34 
 a b c d ab ac ad bc Bd cd 
 b a d c ab bd bc ad Ac cd 
 c d b a cd bc ac bd Ad ab 
 d c a b cd ad bd ac Bc ab 
Column Sum 1 1 1 1 A B B B B A 
 
 
Table 1.5 and Table 1.6 present the portion of X Matrix along with the column sums 
arising from S I and S IV, respectively. 
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Table 1.6.  Portion of X Matrix along with the column sums arising from S IV 
 
 1 2 3 4 12 13 14 23 24 34 
 a b d c ab ad ac bd bc cd 
 b a c d ab bc bd ac ad cd 
 c d a b cd ac bc ad bd ab 
 d c b a cd bd ad bc ac ab 
Column Sum 1 1 1 1 A B B B B A 
 
where 
 a + b + c + d = 1, 
A = 2(ab + cd), 
B = ac + bd + ad + bc 
 
By adding one common additional blend (the centroid) to each of the two blocks, we 
obtain orthogonal block design based on latin squares. 
 
 BLOCK I   BLOCK II 
S I a b c d  S IV a b d c 
 b a d c   b a c d 
 c d b a   c d a b 
 d c a b   d c b a 
S III a d b c  S VI a c b d 
 b c a d   b d a c 
 c a d b   c b d a 
 d b c a   d a c b 
 1/4 1/4 1/4 1/4   1/4 1/4 1/4 1/4 
 
Mates are pairs of squares that satisfy the orthogonality conditions given in (1.16). 
The pairs of mates are given below: 
Square 2: Mates are (S I and S VI), (S II and S IV), (S III and S V). 
Square 3: Mates are (S I and S V), (S II and S VI), (S III and S IV). 
Square 4: Mates are (S I and S IV), (S II and S V), (S III and S VI). 
No mates exist for Square 1. 
 
Czitrom (1988, 1989, 1992) used John‟s (1984) designs and obtained D-optimal 
orthogonal designs in three and four components. Draper et al. (1993) studied mixture 
designs for four components in orthogonal blocks, which were extended by Prescott et 
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al. (1993) for five components. Lewis et al. (1994) presented general methods of 
constructing designs for q mixture components in two or more orthogonal blocks 
using latin squares. Prescott et al. (1997) obtained D-optimal mixture designs for five 
components in two orthogonal blocks. Chan and Sandhu (1999) discussed A- and E-
optimal orthogonal block designs for three component mixture experiments. A-
optimal orthogonal block designs for four component mixture experiments were 
obtained by Ghosh and Liu (1999).  
 
D-, A- and E-optimal orthogonal designs in two blocks with three and four 
components for Becker‟s mixture models were obtained by Aggarwal et al. (2002). 
Singh (2003) obtained D-, A- and E-optimal orthogonal designs in two blocks for 
Darroch and Waller‟s quadratic mixture model in three and four components. 
Aggarwal et al. (2004) presented D-, A- and E-optimal orthogonal block designs in 
two blocks for second degree K-model in three or four components. D-optimal 
experimental designs in two orthogonal blocks for Darroch and Waller‟s quadratic 
model in constrained mixture components were obtained by Aggarwal and Singh 
(2006).  
 
1.9.  F-Squares 
 
F-squares have been studied by Finney (1945, 1946a, 1946b), Freeman (1966) and 
Addleman (1967). Hedayat et al. (1975) made further contributions to the theory of F-
squares. Laywine (1989) obtained F-squares by making substitutions based on 
numbers for latin squares. F-squares and orthogonal F-squares are a generalization of 
latin squares and orthogonal latin squares, respectively. Hedayat and Seiden (1970) 
gave the following definition: 
 
Definition 1.1:  Let A = [aij] be an n × n matrix and let  = (c1, c2, …, cm) be the 
ordered set of distinct elements of A. In addition, suppose that for each k = 1, 2, ..., m, 
ck appears precisely k times (k  1) in each row and in each column of A. Then, A 
will be called a frequency square or more concisely, an F-square of order n on  with 
frequency vector (1, 2, …, m) and is denoted by F(n; 1, 2, …, m).   
 
Laywine (1989) studied F-squares by making substitutions on the symbols of latin 
squares. For example, consider the following latin square of order 4. By substituting 
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the symbol d = a in the latin square, we obtain F (4; 2, 1, 1) defined on  = (a, b, c). 
Aggrawal et al. (2009) denoted this F-square as FSI(4), where 4 in the parenthesis 
denotes the number of components. 
 
Latin Square of 
order 4 
FSI(4) 
Square number 1 
FSI(4) 
Square number 2 
FSI(4) 
Square number 3 
a b c d a b c a a c a b a a b c 
b a d c b a a c b a c a b c a a 
c d a b c a a b c a b a c b a a 
d c b a a c b a a b a c a a c b 
 
FSI(4) generates two distinct F-squares, namely Square number 2 and Square number 
3 via permutations of the last three columns. Aggrawal et al. (2009) identified F-
squares by simply writing down the first row of the square and represented by Square 
number 2 by writing its first row as a c a b. Aggrawal et al. (2009) gave the following 
definitions. 
 
Definition 1.2:  An F-square with the first row and first column in natural order is 
called a standard F-square where by natural order we mean to imply that each element 
is followed by the same element (if it assumes an equal proportion) or the next 
element cyclically. For example, for four components if d = a, then   = (a, b, c), the 
order could either be a, a, b, c or a, b, c, a.  
 
Definition 1.3: Two F-squares are equivalent if one can be derived from the other by 
permutations of rows and/or permutations of columns and/or permutations of 
elements. 
 
Definition 1.4: Two F-squares are conjugates if the rows of one are the columns of 
the other. 
 
Definition 1.5: Distinct F-squares of order q are mates if they have identical cross 
product sums, i.e., if the columns of the two distinct F-squares have identical sums of 
the inner product of columns. 
 
Aggarwal et al. (2008) obtained optimal orthogonal block designs in two blocks based 
on F-squares for Darroch and Waller‟s quadratic mixture model in four components. 
Aggarwal et al. (2009) constructed mixture designs in orthogonal block designs based 
on F-squares and presented a general algorithm to obtain the mates of F-squares. 
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Aggarwal et al. (2011a) presented nearly optimal orthogonally blocked designs for 
four mixture components based on F-square designs. Aggarwal et al. (2011b) 
presented orthogonally blocked mixture component-amount designs via projections of 
F-squares. Aggarwal et al. (2013) obtained optimal orthogonal block designs for four 
mixture components in two blocks for Becker‟s models and K-model.  
1.10. Uniform Designs and Uniformity Measures 
 
If the model is known to be of a particular form, such as a quadratic or a cubic, then 
optimality considerations suggest that some of the design points should be pushed as 
far out as possible to the boundaries of the available design space. McKay et al. 
(1979) proposed a method of generating a set of experimental points  = {x1, x2, …, 
xn} called latin hypercube sampling. The uniform design (UD) proposed by Fang 
(1980) is the application of number-theoretic methods in experimental designs with 
uniform distributions. Fang and Wang (1981) employed the good lattice point method 
in Quasi-Monte Carlo methods. Fang et al. (1999) proposed a construction method 
based on latin squares. Fang et al. (2000) suggested a way for constructing nearly 
uniform designs and orthogonal designs. Fang and Winker (1998) obtained U-type 
optimal design in Monte Carlo and Quasi-Monte Carlo methods by Niederreiter and 
Peart (1986). Fang et al. (2001) employed a powerful construction of uniform design 
viz., the latin hypercube design and the Centered L2-discrepancy of random sampling.  
 
A set of the form    *   (         )         + is called a lattice point set, 
where {x} denotes the fractional part of x and n is an integer (n ≥ 2) and a = (a1, …, 
as) an integer vector modulo n. The vector a is called a lattice point set. The glp set is 
obtained by a so-called good lattice point modulo n. 
 
Definition 1.6: 
 
Let (n; h1, …, hs) be a vector of integers satisfying 1 ≤ hi < n, hi ≠ hj for i ≠ j, s < n and 
the greatest common divisors (n, hi ) = 1, i = 1, …, s. Let 
 
qki = khi (mod n) 
xki = (2qki - 1) / 2n, k =1, …, n,  i = 1, …, s.            (1.18) 
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If the set    has the smallest discrepancy among all possible generating vectors, then 
the set    is called a glp set. It can be seen that xki defined in (1.18) can be easily 
calculated by 





 

n
i
kh
ki
x
2
12
      
                (1.19) 
where { x } stands for the fractional part of x. 
Example 1.1: Take n = 7, s = 3, h1 = 1, h2 = 3 and h3 = 6. We have 























777
146
215
354
423
562
631
)( kiq   
)14/13,14/13,14/13(
)14/1,14/7,14/11(
)14/3,14/1,14/9(
)14/5,14/9,14/7(
)14/7,14/3,14/5(
)14/9,14/11,14/3(
)14/11,14/5,14/1(
7
6
5
4
3
2
1







x
x
x
x
x
x
x
 
and {xk, k = 1, …, 7} is the lattice point set of the generating vector (7; 1, 3, 6).  
 
Niederreiter (1978, 1988 and 1992) recommended Quasi-Monte Carlo methods for 
multi-dimensional numerical integration with pseudo-random numbers. Shaw (1988) 
used the glp set for comparing among several methods defined by Niederreiter (1978, 
1988). 
 
The Koksma-Hlawka inequality gives the upper error bounds of the estimate of      
E{h( x)} (Hua and Wang (1981)). 
 
  * ( )+      ( ) ( )              (1.20) 
 
where V(h) is a measure of variation of h and  ( )  is the discrepancy of    a 
measure of the uniformity of    
 
Let   = {x1, …, xn} be set of n points in the s-dimensional unit cube      [0, 1]
s
 .
 
Many different measures of uniformity of   have been defined by Fang and Wang 
(1994), Hickernell (1998a, 1998b) and Hickernell et al. (2000)). 
 
Let F(x) be the uniform distribution on   and Fn(x) be the empirical distribution 
function of X, i.e., 
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  ( )  
 
 
∑  *    +
 
          (1.21) 
 
where I{.} is the indicator function and all inequalities are understood to be 
component wise. The Lp-discrepancy of   is defined as 
  ( )  [      ( )   ( ) 
   ]
 
             (1.22) 
 
where F(x) is the distribution function of the uniform distribution over   . When           
p = ∞, D ≡ D∞ is also called the discrepancy (or star-discrepancy). This is probably the 
most commonly used measure of discrepancy and can further be expressed as 
 
 ( )            ( )   ( )                        (1.23) 
 
This discrepancy has been universally accepted in Quasi-Monte Carlo methods and 
number-theoretic methods. Bundschuh and Zhu (1993) presented a method for exact 
calculation of the discrepancy of low dimensional finite point sets. Warnock (1972) 
gave the following analytical expression for calculating L2-discrepancy 
 
(  ( ))
 
     
    
 
∑ ∏ (     
 )  
 
  
∑ ∑ ∏ [     (       )]
 
   
 
   
 
   
 
   
 
   
                  (1.24) 
where xk = (xk1, …, xks),   *            + be a set of n points in the s-dimensional 
unit cube      [0, 1]s. 
 
Hickernell (1998a) gave three modified L2-discrepancies: the symmetric L2-
discrepancy (SD2), the centered L2-discrepancy (CD2) and modified L2-discrepancy 
(MD2). Ma (1997a, 1997b) obtained a number of good properties of the symmetrical 
discrepancy. These uniformity measures are described in Fang and Mukherjee (2000). 
 
Hickernell (1998a) gave an analytical expression for the centered L2-discrepancy is 
 
(   ( ))
 
  
  
  
 
 
 
 
 
∑∏   
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|       | 
 
   
 
   
 
   
 
            (1.25) 
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The wrap-around L2-discrepancy proposed by Hickernell (1998b) has the following  
analytical form.  
 
(   ( ))
 
  (
 
 
)
 
 
 
  
∑ ∑ ∏  
 
 
 |       |(           ) 
 
   
 
   
 
      (1.26) 
where    (         )    ,  the centered Lp-discrepancy takes into account not 
only the uniformity of   over Cs, but also the uniformity of all the projections of   
over C
s
. 
 
Fang and Wang (1981) presented a note on uniform distribution and experimental 
design. They gave the following formula to compute the discrepancy of the G-
Uniform design. 
 
  (   )  
 
 
∑ ∏    
 
 
  (     
   
   
)     
 
              (1.27) 
 
where        (     ),          for       and      . 
 
Uniform design allocates experimental points that are uniformly scattered on the 
domain in the sense of low-discrepancy (Fang and Wang (1994)). 
 
1.11. Conclusions 
 
This thesis contains five chapters. The objective is to obtain optimal orthogonally 
blocked mixture designs for inverse model, reduced cubic canonical model, F-square 
based uniform designs and efficient uniform designs in three and four mixture 
components. A comprehensive bibliography has also been given at the end, which has 
been referred to during the research work. 
 
In the first Chapter, basic ideas about the general mixture problems for understanding 
the different concepts as regards mixture experiments and uniform designs with low 
discrepancy are discussed. 
 
In Chapter 2, we have obtained F-square based D-, A-, and E-optimal orthogonally 
blocked designs in four mixture components for inverse models  
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In Chapter 3, focuses on D-, A- and E-optimal designs and optimal orthogonally 
blocked designs based on F-squares for reduced cubic canonical model in four 
mixture components. 
 
In Chapter 4, we have obtained uniform designs based on cyclic F-squares with low 
discrepancy.  
 
In Chapter 5, we have discussed centered L2-discrepancy and have obtained D-, A- 
and G-efficient uniform designs for mixture experiments in three and four 
components based on F-squares designs. 
 Chapter 2 
FOUR COMPONENT OPTIMAL 
ORTHOGONALLY BLOCKED DESIGNS 
BASED ON F-SQUARES FOR MIXTURE 
INVERSE MODEL 
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2.1. Introduction 
 
In mixture experiments, the response is assumed to be a function of the proportions of 
the q components present in the mixture and is independent of the total amount of the 
mixture. The factor space is depicted by the following (q − 1) dimensional simplex: 
 
  0,1|...,,,
1211
   i
q
i iqq
xxxxxxS                        (2.1) 
 
where xi (i = 1, 2, …, q) denotes the components of the mixture. Some factors known 
as process variables are present in experiments. The process variables do not 
constitute any portion of the mixture but their different levels may significantly affect 
the blending properties of the ingredients. For example, the driving speed and 
automobile size may affect the blending behaviors of fuels being tested to compare 
the average mileage of the fuels individually as well as when blended together, 
(Cornell (2002)). 
 
Draper and St. John (1977) presented the following mixture model with inverse terms 
for modeling extreme changes in the response as the value of certain components 
tends to the boundary (usually the ‘ zero’ boundary). 
 
    


q
i
q
i iiii
xxyE
1 1
1.)(                (2.2) 
 
The model is an augmentation of the Scheffé’s polynomials with the additional terms 
of the form xi
-1
 included to account for the possible edge effects (Draper and St. John 
(1977)) in the response as xi approaches zero. It is assumed that the value of xi never 
reaches zero, but that the value could be very close to zero; i.e., xi → εi > 0; where εi is 
a very small positive quantity. The following equation presents the Taylor’s series 
expansion of xi
-1
 
 
 432 )1()1()1()1(1/1 iiiii xxxxx              (2.3) 
 
contains terms in ...,,, 32 iii xxx . Here 
1
ix may be regarded as a special form of 
polynomial.  
 
John (1984) gave simple conditions for orthogonal blocking of blends for Scheffé’s 
quadratic model and constructed latin square based designs satisfying those 
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conditions. Aggarwal et al. (2009) constructed orthogonal block designs based on F-
squares for Scheffé’s quadratic model and obtained D-, A- and E-optimal designs for 
q = 4. Aggarwal et al. (2008) obtained D-, A- and E-optimal orthogonal block designs 
in two blocks based on F-squares for Darroch and Waller’s quadratic mixture model 
in four components. In particular for q = 4, Aggarwal et al. (2009) obtained the D-, A- 
and E-optimalities of F-square based designs. 
 
In this chapter, we give conditions for the orthogonal blocking of blends for Draper 
and St. John’s (1977) quadratic model with inverse terms and construct D-, A- and E-
optimal orthogonal block designs in four components for the classes of designs that 
satisfy the blocking conditions for Draper and St. John’s (1977) quadratic model 
having inverse terms. 
 
2.2. Blocking Conditions 
 
When m mixture blends (not necessarily all distinct) are arranged in two blocks B1 and 
B2 with m1 and m2 blends respectively and m1 + m2 = m, the model (2.2) with block 
effect is γ 
 
  

 
q
i
q
i uuiuiiui
eZxxyE
1 1
1)(  ; mu ...,,2,1             (2.4) 
 
Here Zu = −1, for the blends in block B1 and Zu = 1, for the blends in block B2 and eu’s 
are random errors which are independently distributed with mean 0 and same variance 
σ2. Model (2.4) does not contain the product terms of xi and Zu. We may express 
model given in (2.4) in matrix notation as 
 
 ZγX  )(yE                  (2.5) 
 
where X is the m × 2q matrix corresponding to the mixture part, β is the 2q × 1 
column vector of unknown parameters, γ is the block effect parameter and Z is the      
m × 1 column vector corresponding to the block variable Z. To ensure that the two 
blocks of mixture blends will be orthogonal in the sense that the block effects do not 
affect the estimates of the coefficients in the mixture inverse model, we satisfy the 
condition that XʹZ = 0. We have obtained the following conditions for the orthogonal 
blocking for Draper and St. John’s (1977) Inverse model. 
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∑        ∑    
    
      
                           
  
               (2.6) 
 
where sk i ' and    
    are constants (i = 1, 2, …, q). 
 
We construct F-squares based orthogonally blocked four component mixture designs 
involving inverse terms and achieve orthogonal blocking of blends by satisfying the 
conditions given in (2.6). 
 
2.3. Orthogonally Blocked Four Component Mixture Designs with  
 Inverse Terms using F-Squares 
 
For four component mixtures, nine distinct runs are required to estimate all the 
parameters in the inverse model (2.4). With a single block variable at two levels,         
Z = −1 and Z = +1, we may take one block at Z = −1 and the other block at Z = +1. 
Aggarwal et al. (2009) suggested the class of designs given below that are based on F-
squares with an added observation at the centroid and ɑ, b, c are numbers between 0 
to 1 such that 2ɑ + b + c = 1. There are 18 runs in two blocks in each design. Each 
block contains 9 runs representing the specific four component mixtures. 
 
Aggarwal et al. (2009) suggested the class of designs given in (2.7), (2.8) and (2.9), 
respectively. This class of designs consists of 13 distinct quaternary blends. We use 
this class of designs to obtain the D-, A- and E-optimal orthogonal block designs for 
Draper and St. John’s (1977) mixture model with inverse terms in four components.  
 
DESIGN 1: 
 
 ɑ b c ɑ  ɑ ɑ c  b  
(2.7) 
 b c ɑ ɑ  b ɑ ɑ c  
 c ɑ ɑ b  c b  ɑ ɑ 
 ɑ ɑ b c   ɑ c  b  ɑ 
B1 = ɑ c ɑ b and B2 = ɑ c  b  ɑ 
 b ɑ ɑ c   b ɑ c  ɑ 
 c ɑ b ɑ  c ɑ ɑ b 
 ɑ b c ɑ  ɑ b ɑ c  
 1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
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DESIGN 2: 
 
 ɑ b c ɑ  ɑ ɑ c  b 
(2.8) 
 b c ɑ ɑ  b ɑ ɑ c 
 c ɑ ɑ b  c b ɑ ɑ 
 ɑ ɑ b c  ɑ c b  ɑ 
B1 = ɑ ɑ b c and B2 = ɑ b ɑ c 
 b ɑ c ɑ  b c ɑ ɑ 
 c b ɑ ɑ  c ɑ b ɑ 
 ɑ c ɑ b  ɑ ɑ c b 
 1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
DESIGN 3: 
 
 ɑ c ɑ b  ɑ c b ɑ 
(2.9) 
 b ɑ ɑ c  b ɑ c ɑ 
 c ɑ b ɑ  c ɑ ɑ b 
 ɑ b c ɑ  ɑ b ɑ c 
B1 = ɑ ɑ b c and B2 = ɑ b ɑ c  
 b ɑ c ɑ  b c ɑ ɑ 
 c b ɑ ɑ  c ɑ b ɑ 
 ɑ c ɑ b  ɑ ɑ c b 
 1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
The form of matrix X for Design 1 is as follows for model (2.2). 
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4
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1
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1
1111
1111
1111
1111
1111
1111
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caba
caba
baac
baac
acab
acab
abca
abca
abca
abca
aabc
aabc
caab
caab
bcaa
bcaa
acba
acba
abac
abac
caab
caab
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cbaa
cbaa
baac
baac
aacb
aacb
acba
acba
X
 
 
The forms of XʹX for Design 1, Design 2 and Design 3 are as given in (2.10), (2.11) 
and (2.12), respectively. The two blocks in all the three designs satisfy the 
orthogonality conditions given in (2.6). Moreover, since the blocks in Design 1, 
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Design 2 and Design 3 are orthogonal, it is unnecessary to consider the block variable 
Z while optimizing the mixture design and we need to focus on matrix XʹX only. 
 
 P R R Q S U U T 
 
 R P Q R U S T U 
 R Q P R U T S U 
XʹX= 
Q R R P T U U S 
S U U T X Z Z Y 
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2.4. Optimal Designs for Inverse Model 
 
In order to obtain D-, A- and E-optimal designs for the Inverse Model given in (2.4), 
we obtain the expressions for |XʹX|,   T = Trace (XʹX)-1 and the eigenvalues λi (i = 1, 2, 
…, 8) of XʹX which are as given in (2.13), (2.14) and (2.15), respectively. 
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T = T1 / T2                 (2.14) 
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and the eigenvalues λi (i = 1, 2, …, 8) are 
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λ1 = λ2, λ3 = λ4                 (2.15) 
 
where, 
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Clearly |XʹX|, T and the eigenvalues λi (i = 1, 2, …, 8) are symmetric functions of a, b 
and c because model (2.2) is symmetrical in x1, x2, x3 and x4. In order to find D-, A- 
and E-optimal designs we need to find the values of ɑ, b and c that maximize |XʹX|, 
minimize T and maximize the minimum of the eigenvalues λi (i = 1, 2, …, 8), 
respectively.  
 
If λ0 = min (λi, i = 1, 2, …, 8) then from (2.15), we have λ0 = min (λ1, λ5, λ7) which 
gives the point at which the minimum of eigenvalues are maximized. Also, since       
2a + b + c = 1, on substituting a = (1 – (b + c)) / 2, c = 1 – (b + 2a), we obtain |XʹX|, T 
and λi (i = 1, 2, …, 8) as functions of a and b. We have obtained values of |XʹX|, T, λ1, 
λ5 and λ7 for different values of ɑ, b and c. Clearly, T, λ1, λ5 and λ7 are not symmetrical 
in b now. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1. Graph of |XʹX| against b for Inverse Model. 
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Figure 2.2. Graph of T against b for Inverse Model. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3. Graphs of eigenvalues λ1, λ5 and λ7 against b for Inverse Model. 
 
On using Mathematica with intervals of length 0.1, 0.05 and 0.01, we observe both 
numerically and graphically from Figure 2.1, 2.2 and 2.3, respectively that 
 
1. |XʹX| = 0 when b = 0.32 or 0.46. 
2. The curve of |XʹX| is m-shaped curve. Its maximum (= 0.0546436) is attained 
when (b =   0.2307, 0.4093). 
3. T attains its minimum (= 281.229) when (b = 0.4506). 
4. λ0 attains its absolute maximum (= 0.0030481) at the highest point of 
intersection of λ1 and λ5 when b = 0.3907. 
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The D, A and E-optimal orthogonal block designs obtained from Design 1 for inverse 
model are as shown in Tables 2.1, 2.2 and 2.3, respectively. 
 
Table 2.1. D-optimal orthogonal block Design 1 for Inverse Model 
 
B1  B2 
0.1800 0.2307 0.4093 0.1800  0.1800 0.1800 0.4093 0.2307 
0.2307 0.4093 0.1800 0.1800  0.2307 0.1800 0.1800 0.4093 
0.4093 0.1800 0.1800 0.2307  0.4093 0.2307 0.1800 0.1800 
0.1800 0.1800 0.2307 0.4093  0.1800 0.4093 0.2307 0.1800 
0.1800 0.4093 0.1800 0.2307  0.1800 0.4093  0.2307 0.1800 
0.2307 0.1800 0.1800 0.4093  0.2307 0.1800 0.4093 0.1800 
0.4093 0.1800 0.2307 0.1800  0.4093 0.1800 0.1800 0.2307 
0.1800 0.2307 0.4093 0.1800  0.1800 0.2307 0.1800 0.4093  
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
Table 2.2. A-optimal orthogonal block Design 1 for Inverse Model 
 
B1  B2 
0.1987 0.4506 0.1520 0.1987  0.1987 0.1987 0.1520 0.4506 
0.4506 0.1520 0.1987 0.1987  0.4506 0.1987 0.1987 0.1520 
0.1520 0.1987 0.1987 0.4506  0.1520 0.4506 0.1987 0.1987 
0.1987 0.1987 0.4506 0.1520  0.1987 0.1520 0.4506 0.1987 
0.1987 0.1520 0.1987 0.4506  0.1987 0.1520 0.4506 0.1987 
0.4506 0.1987 0.1987 0.1520  0.4506 0.1987 0.1520 0.1987 
0.1520 0.1987 0.4506 0.1987  0.1520 0.1987 0.1987 0.4506 
0.1987 0.4506 0.1520 0.1987  0.1987 0.4506 0.1987 0.1520 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
Table 2.3. E-optimal orthogonal block Design 1 for Inverse Model 
 
  B1  B2 
   
0.2146 0.3907 0.1800 0.2146  0.2146 0.2146 0.1800 0.3907 
0.3907 0.1800 0.2146 0.2146  0.3907 0.2146 0.2146 0.1800 
0.1800 0.2146 0.2146 0.3907  0.1800 0.3907 0.2146 0.2146 
0.2146 0.2146 0.3907 0.1800  0.2146 0.1800 0.3907 0.2146 
0.2146 0.1800 0.2146 0.3907  0.2146 0.1800 0.3907 0.2146 
0.3907 0.2146 0.2146 0.1800  0.3907 0.2146 0.1800 0.2146 
0.1800 0.2146 0.3907 0.2146  0.1800 0.2146 0.2146 0.3907 
0.2146 0.3907 0.1800 0.2146  0.2146 0.3907 0.2146 0.1800 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
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The D, A and E-optimal orthogonal block designs obtained from Design 2 for inverse 
model are as shown in Tables 2.4, 2.5 and 2.6, respectively. 
 
Table 2.4. D-optimal orthogonal block Design 2 for Inverse Model 
 
B1  B2 
0.1800 0.2307 0.4093 0.1800  0.1800 0.1800 0.4093 0.2307 
0.2307 0.4093 0.1800 0.1800  0.2307 0.1800 0.1800 0.4093 
0.4093 0.1800 0.1800 0.2307  0.4093 0.2307 0.1800 0.1800 
0.1800 0.1800 0.2307 0.4093  0.1800 0.4093 0.2307 0.1800 
0.1800 0.1800 0.2307 0.4093  0.1800 0.2307 0.1800 0.4093 
0.2307 0.1800 0.4093 0.1800  0.2307 0.4093 0.1800 0.1800 
0.4093 0.2307 0.1800 0.1800  0.4093 0.1800 0.2307 0.1800 
0.1800 0.4093 0.1800 0.2307  0.1800 0.1800 0.4093 0.2307 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
Table 2.5. A-optimal orthogonal block Design 2 for Inverse Model 
 
B1  B2 
0.1987 0.4506 0.1520 0.1987  0.1987 0.1987 0.1520 0.4506 
0.4506 0.1520 0.1987 0.1987  0.4506 0.1987 0.1987 0.1520 
0.1520 0.1987 0.1987 0.4506  0.1520 0.4506 0.1987 0.1987 
0.1987 0.1987 0.4506 0.1520  0.1987 0.1520 0.4506 0.1987 
0.1987 0.1987 0.4506 0.1520  0.1987 0.4506 0.1987 0.1520 
0.4506 0.1987 0.1520 0.1987  0.4506 0.1520 0.1987 0.1987 
0.1520 0.4506 0.1987 0.1987  0.1520 0.1987 0.4506 0.1987 
0.1987 0.1520 0.1987 0.4506  0.1987 0.1987 0.1520 0.4506 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
Table 2.6. E-optimal orthogonal block Design 2 for Inverse Model 
 
B1  B2 
0.2146 0.3907 0.1800 0.2146  0.2146 0.2146 0.1800 0.3907 
0.3907 0.1800 0.2146 0.2146  0.3907 0.2146 0.2146 0.1800 
0.1800 0.2146 0.2146 0.3907  0.1800 0.3907 0.2146 0.2146 
0.2146 0.2146 0.3907 0.1800  0.2146 0.1800 0.3907 0.2146 
0.2146 0.2146 0.3907 0.1800  0.2146 0.3907 0.2146 0.1800 
0.3907 0.2146 0.1800 0.2146  0.3907 0.1800 0.2146 0.2146 
0.1800 0.3907 0.2146 0.2146  0.1800 0.2146 0.3907 0.2146 
0.2146 0.1800 0.2146 0.3907  0.2146 0.2146 0.1800 0.3907 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
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The D, A and E-optimal orthogonal block designs obtained from Design 3 for inverse 
model are as shown in Tables 2.7, 2.8 and 2.9, respectively. 
 
Table 2.7. D-optimal orthogonal block Design 3 for Inverse Model 
 
B1  B2 
0.1800 0.4093 0.1800 0.2307  0.1800 0.4093 0.2307 0.1800 
0.2307 0.1800 0.1800 0.4093  0.2307 0.1800 0.4093 0.1800 
0.4093 0.1800 0.2307 0.1800  0.4093 0.1800 0.1800 0.2307 
0.1800 0.2307 0.4093 0.1800  0.1800 0.2307 0.1800 0.4093 
0.1800 0.1800 0.2307 0.4093  0.1800 0.2307 0.1800 0.4093 
0.2307 0.1800 0.4093 0.1800  0.2307 0.4093 0.1800 0.1800 
0.4093 0.2307 0.1800 0.1800  0.4093 0.1800 0.2307 0.1800 
0.1800 0.4093 0.1800 0.2307  0.1800 0.1800 0.4093 0.2307 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
Table 2.8. A-optimal orthogonal block Design 3 for Inverse Model 
 
B1  B2 
0.1987 0.1520 0.1987 0.4506  0.1987 0.1520 0.4506 0.1987 
0.4506 0.1987 0.1987 0.1520  0.4506 0.1987 0.1520 0.1987 
0.1520 0.1987 0.4506 0.1987  0.1520 0.1987 0.1987 0.4506 
0.1987 0.4506 0.1520 0.1987  0.1987 0.4506 0.1987 0.1520 
0.1987 0.1987 0.4506 0.1520  0.1987 0.4506 0.1987 0.1520 
0.4506 0.1987 0.1520 0.1987  0.4506 0.1520 0.1987 0.1987 
0.1520 0.4506 0.1987 0.1987  0.1520 0.1987 0.4506 0.1987 
0.1987 0.1520 0.1987 0.4506  0.1987 0.1987 0.1520 0.4506 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
Table 2.9. E-optimal orthogonal block Design 3 for Inverse Model 
 
B1  B2 
0.2146 0.1800 0.2146 0.3907  0.2146 0.1800 0.3907 0.2146 
0.3907 0.2146 0.2146 0.1800  0.3907 0.2146 0.1800 0.2146 
0.1800 0.2146 0.3907 0.2146  0.1800 0.2146 0.2146 0.3907 
0.2146 0.3907 0.1800 0.2146  0.2146 0.3907 0.2146 0.1800 
0.2146 0.2146 0.3907 0.1800  0.2146 0.3907 0.2146 0.1800 
0.3907 0.2146 0.1800 0.2146  0.3907 0.1800 0.2146 0.2146 
0.1800 0.3907 0.2146 0.2146  0.1800 0.2146 0.3907 0.2146 
0.2146 0.1800 0.2146 0.3907  0.2146 0.2146 0.1800 0.3907 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
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Table 2.10 depicts the values of parameters ɑ, b and c for Draper and St. John’s 
(1977) quadratic mixture model with inverse terms in four components. 
 
Table 2.10. The numerical values of the design parameters for four component 
mixtures based on F-squares 
 
 ɑ b c 
D – optimality 0.1800 0.2307, 0.4093 0.4093, 0.2307 
A – optimality 0.1987 0.4506 0.1520 
E – optimality 0.2146 0.3907 0.1800 
 
2.5. Conclusions 
 
In this chapter, we have constructed optimal orthogonal designs in two blocks based 
on F-squares for Draper and St. John’s (1977) quadratic mixture model with inverse 
terms in four components when two component proportions are at the same level. In 
Section 2.2, we have obtained conditions for the orthogonal blocking of blends for 
Draper and St. John’s (1977) model. From the results in Section 2.4, we find that 
Design 1, Design 2 and Design 3 are D-optimal when ɑ = 0.18, c = 0.64 – b where b = 
0.2307, 0.4093; A-optimal when c = 0.1520, ɑ = 0.424 – b/2, where b = 0.4506 and E-
optimal when c = 0.18, ɑ = 0.41 – b/2, where b = 0.3907, respectively. Moreover, 
since the function |XʹX| is symmetrical in b and c, the D-optimality of the designs 
considered, viz., Design 1, Design 2 and Design 3 is maintained by the interchange of 
b and c.  
 Chapter 3 
F-SQUARES BASED OPTIMAL DESIGNS FOR 
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3.1. Introduction 
 
In the previous chapter, we have obtained D-, A- and E-optimal orthogonal block 
designs in two blocks for Draper and St. John’s (1977) inverse model for q = 4. In this 
chapter, we will construct F-square based D-, A- and E-optimal block designs in four 
components for the reduced cubic canonical model. 
 
The full cubic canonical polynomial due to Scheffé (1958) is as given by 
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We present the following reduced cubic canonical mixture model. This new model is 
beneficial in determining synergism, if any amongst the mixture components. 
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The full cubic canonical polynomial model (3.1) has q (q + 1) (q + 2)/6 terms whereas 
the reduced cubic canonical mixture model (3.2) has q (q + 1) / 2 terms. The reduced 
cubic canonical mixture model (3.2) enables us to experiment with fewer number of 
observations, viz; q (q
2
 – 1) / 6 less observations as compared to the full cubic model.  
 
In Section 3.2, we will discuss the orthogonality conditions for the reduced cubic 
canonical model. In Section 3.3, we will present optimal blocked four component 
mixture designs. These designs are useful when the mixture experiment does not 
involve any extraneous factors affecting the response of interest. In Section 3.4, we 
will present conditions for the orthogonal blocking of blends for the reduced cubic 
canonical model and obtain the D-, A- and E-optimalities of these designs for the 
situations when the response is dependent on factors other than the mixture variables. 
These classes of designs are based on F-squares as given in Aggarwal et al. (2009). 
 
3.2. Blocking Conditions 
 
In case of two blocks, say B1 and B2 having m1 and m2 blends such that m1 + m2 = m 
mixture blends, the model (3.3), with block effect γ is 
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Here Zu = −1, for the blends in block B1, and Zu = 1, for the blends in block B2 and eu’s 
are random errors which are independently distributed with mean 0 and same variance 
σ2. Model (3.3) does not contain the product terms of xi and Zu. In matrix notation, 
model (3.3) may be expressed as follows 
 
 E(y) = Xβ + Zγ                 (3.4) 
 
where X is the m × (q + q (q-1) / 2) matrix corresponding to the mixture part, β is the 
(q + q (q-1) / 2) × 1 column vector of unknown parameters, γ is the block effect 
parameter and Z is the m × 1 column vector corresponding to the block variable Z.  
For the reduced cubic canonical model, we have obtained the following conditions 
required for the orthogonal blocking of mixture blends in the presence of process 
variables. 
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where ki’s and kʹij’s are constants. 
 
3.3. Blocked Four Component Mixture Designs with Reduced Cubic  
       Canonical Terms using F-squares 
 
For four component mixtures, eleven distinct runs are required to estimate all the 
parameters in (3.3). With a single block variable at two levels, Z = −1 and Z = +1, we 
take one block at Z = −1 and the other block at Z = +1. We consider the designs viz, 
Design 1, Design 2 and Design 3 given as (2.7), (2.8) and (2.9), respectively in 
Chapter 2. These designs are given by Aggarwal et al. (2009). 
 
In this chapter, we use this class of designs to obtain D-, A- and E-optimal block 
designs for the different cases depending on whether the process variables are absent 
or present as shown in Section 3.4 and 3.5, respectively. 
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3.4. Optimal Blocked Four Component Mixture Designs 
 
In this section, we derive optimal blocked four component mixture designs for the 
reduced cubic canonical model for the situation when the orthogonality conditions 
given in (3.5) are not satisfied. This situation may arise when no process variables are 
present in the setup of the mixture experiments to affect the response of interest. 
Lemonade is made by mixing lemon juice, salt, sugar and black salt in different 
proportions and the response of interest is the tangy flavour of the lemonade. Here the 
response is independent of the levels of factors other than the mixture ingredients. 
  
The form of matrix X for Design 1 for the model (3.2) is as given in (3.6). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The forms of XʹX for Design 1, Design 2 and Design 3 are as given in (3.7), (3.8) and 
(3.9), respectively.
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























caaccbbcabbacaacbaabcaba
baabbaabbccbaccaaccabaac
accacaacabbacbbcabbaacab
abbaaccabccbbaabcaacabca
abbaaccabccbbaabcaacabca
abbaabbaaccaaccabccbaabc
caaccaaccbbcabbaabbacaab
bccbbaabcaacbaabcaacbcaa
accaabbacbbccaacbaabacba
abbabaabaccabccbaccaabac
caaccaaccbbcabbaabbacaab
baabbccbaccabaabcaacbaca
cbbccaacbaabcaacbaabcbaa
baabbaabbccbaccaaccabaac
accaaccaabbaabbacbbcaacb
accaabbacbbccaacbaabacba
X
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 P R R Q S S T O U U  
 R P Q R V U O T S W 
(3.7) 
 R Q P R U V O X W S 
XʹX = 
Q R R P W W X O V V 
S V U W A B C D E F 
S U V W B A C C F E 
 T O O X C C G O C C 
 O T X O D C O G C D 
 U S W V E F C C A B 
 U W S V F E C D B A 
 
 P Q R R T S S W W O 
(3.8) 
 Q P R R X W W S S O 
 R R P Q O V U V U T 
XʹX = 
R R Q P O U V U V X 
T X O O G C C D D O 
 S W V U C A B B H D 
 S W U V C B A H B C 
 W S V U D B H A B D 
 W S U V D H B B A C  
 O O T X O D C D C G  
 
 P R Q R S T S U O W 
(3.9) 
 R P R Q V O U S T U 
XʹX = 
Q R P R W X W V O S 
R Q R P U O V W X V 
S V W U A C B E D H 
T O X O C G C C O D 
 S U W V B C A F C B 
 U S V W E C F A C E 
 O T O X D O C C G C 
 W U S V H D B E C A 
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where, 
 
222 448
8
1
cbaP      
bcacabaQ 4444
8
1 2   
bcacabaR 2662
8
1 2      
O = 0 
222222 )()(3)()(3)(3)(3 ccbbccaaccbbccaabbaabbaaS   
222222 )(2)(2)(2)(2)(2)(2 ccbbccaaccbbccaabbaabbaaT   
ccaabccaabcbaababaU )()()()( 22   
222222 )()(3)()(3)(3)(3 ccbbccaaccbbccaabbaababaV   
ccaabccaabcbaabbaaW )()()()( 22   
ccbbccaabbaabbaaccbbccaaX )(2)(2)(2)(2)(2)(2 222222   
222222222 )(2)(6)(6 ccbbccaabbaaA   
2
22222222
)(
)(2)(2)()(2)()(4)(2
ccb
caabccaaccbbbaaccabbaabbaaB


 
222222222 ))((3)()()(3)()(2)( ccbcaabccaaccbbbaaccabbaabbaaC 
 
222222222 ))((3)()()(2)()()(3 ccbcaabccaaccabbaabbaaccbbbaaD 
 
222222222 ))((2)(2)()(4)(2)()(2 ccbcaabccaaccabbaabbaaccbbbaaE 
 
ccababaF )()(4 2   
 
222222222 )(4)(4)(4 ccbbccaabbaaG   
 
ccabbaaH )()(4 2                  (3.10) 
 
Clearly, we have different forms of XʹX for the three designs, viz., Design 1, Design 2  
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and Design 3. However same forms of |XʹX|, T = Trace (XʹX)-1 and the eigenvalues λi 
(i = 1, 2, …, 10) of XʹX are obtained. 
 
|XʹX|
)81632832321()2()()()(256 2226121212 cbcacbabacbacbcaba   
                  (3.11) 
 
T = T1 / T2                 (3.12) 
 
where, 
 
      
                                                 
                                           
                                              
                                                 
                                            
                                                  
                                            
                                             
                                           
                                              
                                                
                                         
 
)81632832321()2()()()(2 22222222 cbcacbabacbacbcabaT   
 
The expressions of eigenvalues λi (i = 1, 2, …, 10) are very lengthy and are available 
in the attached C.D. On using Mathematica with intervals of length 0.1, 0.01 and 0.05, 
we conclude that the D-, A- and E-optimal values of the three designs are obtained at 
the point a = 0. The forms of XʹX for Design 1, Design 2 and Design 3 in this case is 
as given in (3.7), (3.8) and (3.9), respectively with 
22 44
8
1
cbP 
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bcQ 4
8
1

 
bcR 2
8
1

      
22 )()( ccbbccbbS   
 
22 )(2)(2 ccbbccbbT      
 
ccbbccbbV )()( 22   
 
ccbbccbbX )(2)(2 22     
 
222 )(2 ccbbA   
 
222 )(4 ccbbG   
 
U = W = B = C = D = E = F = H = 0               (3.13) 
 
For all that three designs, we have obtained the following results. 
 
|XʹX| )81681()()(256
226121212 cbcbcbccbb              (3.14) 
 
T = T1 / T2                 (3.15) 
 
where, 
 
4244
4243332624222342
1
4488
58010160445160101608010
cbcb
cbccbbccbcbcbccbbbT


 
)81681()()(2 2222222 cbcbcbccbbT   
 
The expression of eigenvalues λi (i = 1, 2, …, 10) are very lengthy and are available in 
the attached C.D. 
 
Since the model (3.2) is symmetrical in x1, x2, x3 and x4, |XʹX|, T and the eigenvalues            
λi (i = 1, 2, …, 10) are symmetric functions of b and c. In order to find the D-, A- and 
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E-optimal designs for the reduced cubic canonical model, we need to find the values 
of b and c that maximize |XʹX|, minimize T and maximize the minimum of the 
eigenvalues λi (i = 1, 2, …, 10), respectively. If λ0 = min (λi, i = 1, 2, …, 10), we have 
λ0 = min(λ3, λ5). Also since b + c = 1, on substituting c = 1 – b, we obtain |XʹX|, T and 
λi (i = 1, 2, …, 10) as functions of b alone. We have obtained different values of |XʹX|, 
T, λ3 and λ5 for b ϵ [0, 1].  
 
 
 
 
Figure 3.1. Graph of |XʹX| against b for the Reduced Cubic Canonical Model 
when a = 0. 
 
 
 
 
Figure 3.2. Graph of T against b for the Reduced Cubic Canonical Model 
when a = 0. 
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Figure 3.3. Graphs of eigenvalues λ3 and λ5 against b for the Reduced Cubic 
Canonical Model when a = 0. 
 
Figure 3.1, 3.2 and 3.3 represent the graphs of | XʹX |, T and eigenvalues λ3 and λ5 
against b for the Reduced Cubic Canonical Model when a = 0. 
 
We observe both numerically and graphically that 
1. |XʹX| = 0 when b =   
 
 
    . 
2. The curve of |XʹX| is an m-shaped curve. Its maximum (= 1.4 × 10-9) is  
attained when b = 0.205902, 0.784231. 
3. T attains its minimum (= 355.454) when b = 0.235058, 0.764942. 
4. λ0 = min(λ3, λ5) attains its absolute maximum (= 0.009576) at b = 0.346712, 
 0.657281. 
 
Since all the three designs, viz; Design 1, Design 2 and Design 3 are symmetric in b 
and c, we get similar results for both the cases b = 0 and c = 0. We have considered 
the case c = 0 to accommodate for the situation in which an experimenter wishes to 
include at most ternary blends (excluding the centroid) in the mixture model. The 
forms of X′X for Design 1, Design 2 and Design 3 in this case are as given in (3.7), 
(3.8) and (3.9), respectively with the following modifications. 
22 48
8
1
baP       
abaQ 44
8
1 2   
0.2 0.4 0.6 0.8 1.0
0.005
0.010
0.015
0.020
0.025
0.030
b 
λ3 
λ5 
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abaR 62
8
1 2       
22 )(3)(3 bbaabbaaS   
22 )(2)(2 bbaabbaaT     
babaU )(2   
bbaabbaaV )(3)(3 22     
bbaaW )(2   
bbaabbaaX )(2)(2 22     
222 )(6 bbaaA   
222 )(2 bbaaB       
222 )( bbaaC   
222 )( bbaaD       
222 )(2 bbaaE   
F = H = 0      
222 )(4 bbaaG                  (3.16) 
For all the three designs, we have obtained the following results. 
|XʹX| )832321()2()(256
226121212 babababbaa                        (3.17) 
T = T1 / T2                 (3.18) 
 
where, 
 
62534442435
3332624222342
1
1242483721580496
30320496154801064064020
bababababba
baabbabababbaaaT


 
)832321()2()(2 2222222 babababbaaT   
The expressions for eigenvalues λi (i = 1, 2, …, 10) are very lengthy and are available 
in the attached C.D. 
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Figure 3.4. Graph of |XʹX| against b for the Reduced Cubic Canonical Model 
 when c = 0. 
 
 
 
Figure 3.5. Graph of T against b for the Reduced Cubic Canonical Model 
when c = 0. 
 
 
 
Figure 3.6. Graphs of eigenvalues λ2, λ3 and λ5 against b for the Reduced Cubic 
Canonical Model when c = 0. 
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Figure 3.4, 3.5 and 3.6 represent the graphs of |XʹX|, T and eigenvalues λ2, λ3 and λ5 
against b for the Reduced Cubic Canonical Model when c = 0. 
 
We observe both numerically and graphically that 
1. |XʹX| = 0 when 0 ≤ b ≤ 1/2 or b = 1. 
2. The curve of |XʹX| is an inverted V-shaped curve. Its maximum (= 3.8431 × 10-12 )  
is attained when b = 0.73856. 
3. T attains its minimum (= 808.212) when b = 0.690308. 
4. λ0 = min (λ2, λ3, λ5) attains its absolute maximum (= 0.00613316) at b = 
0.651645. 
 
The D, A and E-optimal block designs obtained from Design 1 for the Reduced Cubic 
Canonical Model are as shown in Tables 3.2, 3.3 and 3.4, respectively. 
 
Table 3.2. D-optimal blocked Design 1 when a = 0 
 
B1  B2 
0 0.2059 0.7842 0  0 0 0.7842 0.2059 
0.2059 0.7842 0 0  0.2059 0 0 0.7842 
0.7842 0 0 0.2059  0.7842 0.2059 0 0 
0 0 0.2059 0.7842  0 0.7842 0.2059 0 
0 0.7842 0 0.2059  0 0.7842 0.2059 0 
0.2059 0 0 0.7842  0.2059 0 0.7842 0 
0.7842 0 0.2059 0  0.7842 0 0 0.2059 
0 0.2059 0.7842 0  0 0.2059 0 0.7842 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
Table 3.3. A-optimal blocked Design 1 when a = 0 
 
B1  B2 
0 0.235058 0.764942 0  0 0 0.764942 0.235058 
0.235058 0.764942 0 0  0.235058 0 0 0.764942 
0.764942 0 0 0.235058  0.764942 0.235058 0 0 
0 0 0.235058 0.764942  0 0.764942 0.235058 0 
0 0.764942 0 0.235058  0 0.764942 0.235058 0 
0.235058 0 0 0.764942  0.235058 0 0.764942 0 
0.764942 0 0.235058 0  0.764942 0 0 0.235058 
0 0.235058 0.764942 0  0 0.235058 0 0.764942 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
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Table 3.4. E-optimal blocked Design 1 when a = 0 
 
B1  B2 
0 0.346712 0.657281 0  0 0 0.657281 0.346712 
0.346712 0.657281 0 0  0.346712 0 0 0.657281 
0.657281 0 0 0.346712  0.657281 0.346712 0 0 
0 0 0.346712 0.657281  0 0.657281 0.346712 0 
0 0.657281 0 0.346712  0 0.657281 0.346712 0 
0.346712 0 0 0.657281  0.346712 0 0.657281 0 
0.657281 0 0.346712 0  0.657281 0 0 0.346712 
0 0.346712 0.657281 0  0 0.346712 0 0.657281 
1/4 ¼ 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
The D, A and E-optimal block designs obtained from Design 2 for the Reduced Cubic 
Canonical Model are as shown in Tables 3.5, 3.6 and 3.7, respectively. 
 
Table 3.5. D-optimal blocked Design 2 when a = 0 
 
B1  B2 
0 0.2059 0.7842 0  0 0 0.7842 0.2059 
0.2059 0.7842 0 0  0.2059 0 0 0.7842 
0.7842 0 0 0.2059  0.7842 0.2059 0 0 
0 0 0.2059 0.7842  0 0.7842 0.2059 0 
0 0 0.2059 0.7842  0 0.2059 0 0.7842 
0.2059 0 0.7842 0  0.2059 0.7842 0 0 
0.7842 0.2059 0 0  0.7842 0 0.2059 0 
0 0.7842 0 0.2059  0 0 0.7842 0.2059 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
Table 3.6. A-optimal blocked Design 2 when a = 0 
 
B1  B2 
0 0.235058 0.764942 0  0 0 0.764942 0.235058 
0.235058 0.764942 0 0  0.235058 0 0 0.764942 
0.764942 0 0 0.235058  0.764942 0.235058 0 0 
0 0 0.235058 0.764942  0 0.764942 0.235058 0 
0 0 0.235058 0.764942  0 0.235058 0 0.764942 
0.235058 0 0.764942 0  0.235058 0.764942 0 0 
0.764942 0.235058 0 0  0.764942 0 0.235058 0 
0 0.764942 0 0.235058  0 0 0.764942 0.235058 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
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Table 3.7. E-optimal blocked Design 2 when a = 0 
 
B1  B2 
0 0.346712 0.657281 0  0 0 0.657281 0.346712 
0.346712 0.657281 0 0  0.346712 0 0 0.657281 
0.657281 0 0 0.346712  0.657281 0.346712 0 0 
0 0 0.346712 0.657281  0 0.657281 0.346712 0 
0 0 0.346712 0.657281  0 0.346712 0 0.657281 
0.346712 0 0.657281 0  0.346712 0.657281 0 0 
0.657281 0.346712 0 0  0.657281 0 0.346712 0 
0 0.657281 0 0.346712  0 0 0.657281 0.346712 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
The D, A and E-optimal block designs obtained from Design 3 for the Reduced Cubic 
Canonical Model are as shown in Tables 3.8, 3.9 and 3.10, respectively. 
 
Table 3.8. D-optimal of optimal blocked Design 3 when a = 0 
 
B1  B2 
0 0.7842 0 0.2059  0 0.7842 0.2059 0 
0.2059 0 0 0.7842  0.2059 0 0.7842 0 
0.7842 0 0.2059 0  0.7842 0 0 0.2059 
0 0.2059 0.7842 0  0 0.2059 0 0.7842 
0 0 0.2059 0.7842  0 0.2059 0 0.7842 
0.2059 0 0.7842 0  0.2059 0.7842 0 0 
0.7842 0.2059 0 0  0.7842 0 0.2059 0 
0 0.7842 0 0.2059  0 0 0.7842 0.2059 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
Table 3.9. A-optimal blocked Design 3 when a = 0 
 
B1  B2 
0 0.764942 0 0.235058  0 0.764942 0.235058 0 
0.235058 0 0 0.764942  0.235058 0 0.764942 0 
0.764942 0 0.235058 0  0.764942 0 0 0.235058 
0 0.235058 0.764942 0  0 0.235058 0 0.764942 
0 0 0.235058 0.764942  0 0.235058 0 0.764942 
0.235058 0 0.764942 0  0.235058 0.764942 0 0 
0.764942 0.235058 0 0  0.764942 0 0.235058 0 
0 0.764942 0 0.235058  0 0 0.764942 0.235058 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
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Table 3.10. E-optimal blocked Design 3 when a = 0 
 
B1  B2 
0 0.764942 0 0.346712  0 0.657281 0.346712 0 
0.346712 0 0 0.657281  0.346712 0 0.657281 0 
0.657281 0 0.346712 0  0.657281 0 0 0.346712 
0 0.346712 0.657281 0  0 0.346712 0 0.657281 
0 0 0.346712 0.657281  0 0.346712 0 0.657281 
0.346712 0 0.657281 0  0.346712 0.657281 0 0 
0.657281 0.346712 0 0  0.657281 0 0.346712 0 
0 0.657281 0 0.346712  0 0 0.657281 0.346712 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
The D, A and E-optimal block designs obtained from Design 1 for the Reduced Cubic 
Canonical Model are as shown in Tables 3.11, 3.12 and 3.13, respectively. 
 
Table 3.11. D-optimal blocked Design 1 when c = 0 
 
B1  B2 
0.1307 0.7386 0 0.1307  0.1307 0.1307 0 0.7386 
0.7386 0 0.1307 0.1307  0.7386 0.1307 0.1307 0 
0 0.1307 0.1307 0.7386  0 0.7386 0.1307 0.1307 
0.1307 0.1307 0.7386 0  0.1307 0 0.7386 0.1307 
0.1307 0 0.1307 0.7386  0.1307 0 0.7386 0.1307 
0.7386 0.1307 0.1307 0  0.7386 0.1307 0 0.1307 
0 0.1307 0.7386 0.1307  0 0.1307 0.1307 0.7386 
0.1307 0.7386 0 0.1307  0.1307 0.7386 0.1307 0 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
Table 3.12. A-optimal blocked Design 1 when c = 0 
 
B1  B2 
0.154846 0.690308 0 0.154846  0.154846 0.154846 0 0.690308 
0.690308 0 0.154846 0.154846  0.690308 0.154846 0.154846 0 
0 0.154846 0.154846 0.690308  0 0.690308 0.154846 0.154846 
0.154846 0.154846 0.690308 0  0.154846 0 0.690308 0.154846 
0.154846 0 0.154846 0.690308  0.154846 0 0.690308 0.154846 
0.690308 0.154846 0.154846 0  0.690308 0.154846 0 0.154846 
0 0.154846 0.690308 0.154846  0 0.154846 0.154846 0.690308 
0.154846 0.690308 0 0.154846  0.154846 0.690308 0.154846 0 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
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Table 3.13. E-optimal blocked Design 1 when c = 0 
 
B1  B2 
0.174178 0.651645 0 0.174178  0.174178 0.174178 0 0.651645 
0.651645 0 0.174178 0.174178  0.651645 0.174178 0.174178 0 
0 0.174178 0.174178 0.651645  0 0.651645 0.174178 0.174178 
0.174178 0.174178 0.651645 0  0.174178 0 0.651645 0.174178 
0.174178 0 0.174178 0.651645  0.174178 0 0.651645 0.174178 
0.651645 0.174178 0.174178 0  0.651645 0.174178 0 0.174178 
0 0.174178 0.651645 0.174178  0 0.174178 0.174178 0.651645 
0.174178 0.651645 0 0.174178  0.174178 0.651645 0.174178 0 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
The D, A and E-optimal block designs obtained from Design 2 for Reduced Cubic 
Canonical Model are as shown in Tables 3.14, 3.15 and 3.16, respectively. 
 
Table 3.14. D-optimal blocked Design 2 when c = 0 
 
B1  B2 
0.1307 0.7386 0 0.1307  0.1307 0.1307 0 0.7386 
0.7386 0 0.1307 0.1307  0.7386 0.1307 0.1307 0 
0 0.1307 0.1307 0.7386  0 0.7386 0.1307 0.1307 
0.1307 0.1307 0.7386 0  0.1307 0 0.7386 0.1307 
0.1307 0.1307 0.7386 0  0.1307 0.7386 0.1307 0 
0.7386 0.1307 0 0.1307  0.7386 0 0.1307 0.1307 
0 0.7386 0.1307 0.1307  0 0.1307 0.7386 0.1307 
0.1307 0 0.1307 0.7386  0.1307 0.1307 0 0.7386 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
Table 3.15. A-optimal blocked Design 2 when c = 0 
 
B1  B2 
0.154846 0.690308 0 0.154846  0.154846 0.154846 0 0.690308 
0.690308 0 0.154846 0.154846  0.690308 0.154846 0.154846 0 
0 0.154846 0.154846 0.690308  0 0.690308 0.154846 0.154846 
0.154846 0.154846 0.690308 0  0.154846 0 0.690308 0.154846 
0.154846 0.154846 0.690308 0  0.154846 0.690308 0.154846 0 
0.690308 0.154846 0 0.154846  0.690308 0 0.154846 0.154846 
0 0.690308 0.154846 0.154846  0 0.154846 0.690308 0.154846 
0.154846 0 0.154846 0.690308  0.154846 0.154846 0 0.690308 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
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Table 3.16. E-optimal blocked Design 2 when c = 0 
 
B1  B2 
0.174178 0.651645 0 0.174178  0.174178 0.174178 0 0.651645 
0.651645 0 0.174178 0.174178  0.651645 0.174178 0.174178 0 
0 0.174178 0.174178 0.651645  0 0.651645 0.174178 0.174178 
0.174178 0.174178 0.651645 0  0.174178 0 0.651645 0.174178 
0.174178 0.174178 0.651645 0  0.174178 0.651645 0.174178 0 
0.651645 0.174178 0 0.174178  0.651645 0 0.174178 0.174178 
0 0.651645 0.174178 0.174178  0 0.174178 0.651645 0.174178 
0.174178 0 0.174178 0.651645  0.174178 0.174178 0 0.651645 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
The D, A and E-optimal block designs obtained from Design 3 for the Reduced Cubic 
Canonical Model are as shown in Tables 3.17, 3.18 and 3.19, respectively. 
 
Table 3.17. D-optimal blocked Design 3 when c = 0 
 
B1  B2 
0.1307 0 0.1307 0.7386  0.1307 0 0.7386 0.1307 
0.7386 0.1307 0.1307 0  0.7386 0.1307 0 0.1307 
0 0.1307 0.7386 0.1307  0 0.1307 0.1307 0.7386 
0.1307 0.7386 0 0.1307  0.1307 0.7386 0.1307 0 
0.1307 0.1307 0.7386 0  0.1307 0.7386 0.1307 0 
0.7386 0.1307 0 0.1307  0.7386 0 0.1307 0.1307 
0 0.7386 0.1307 0.1307  0 0.1307 0.7386 0.1307 
0.1307 0 0.1307 0.7386  0.1307 0.1307 0 0.7386 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
Table 3.18. A-optimal blocked Design 3 when c = 0 
 
B1  B2 
0.154846 0 0.154846 0.690308  0.154846 0 0.690308 0.154846 
0.690308 0.154846 0.154846 0  0.690308 0.154846 0 0.154846 
0 0.154846 0.690308 0.154846  0 0.154846 0.154846 0.690308 
0.154846 0.690308 0 0.154846  0.154846 0.690308 0.154846 0 
0.154846 0.154846 0.690308 0  0.154846 0.690308 0.154846 0 
0.690308 0.154846 0 0.154846  0.690308 0 0.154846 0.154846 
0 0.690308 0.154846 0.154846  0 0.154846 0.690308 0.154846 
0.154846 0 0.154846 0.690308  0.154846 0.154846 0 0.690308 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
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Table 3.19. E-optimal blocked Design 3 when c = 0 
 
B1  B2 
0.174178 0 0.174178 0.651645  0.174178 0 0.651645 0.174178 
0.651645 0.174178 0.174178 0  0.651645 0.174178 0 0.174178 
0 0.174178 0.651645 0.174178  0 0.174178 0.174178 0.651645 
0.174178 0.651645 0 0.174178  0.174178 0.651645 0.174178 0 
0.174178 0.174178 0.651645 0  0.174178 0.651645 0.174178 0 
0.651645 0.174178 0 0.174178  0.651645 0 0.174178 0.174178 
0 0.651645 0.174178 0.174178  0 0.174178 0.651645 0.174178 
0.174178 0 0.174178 0.651645  0.174178 0.174178 0 0.651645 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
3.5. Optimal   Orthogonally   Blocked   Four   Component   Mixture     
       Designs 
 
When an equal number of observations are made, the two blocks in all three designs 
do not satisfy the orthogonality conditions in (3.5). But if we assume a < b < c, then 
the orthogonality conditions given in (3.5) are satisfied and we have orthogonal 
design in two blocks. Moreover, since the blocks in all three designs are orthogonal, 
we need not consider the process variables Z while optimizing the designs. These 
designs are useful in situations when the response of interest involves process 
variables.  
Table 3.1. Portion of X Matrix along with the column sums arising from B1 in 
Design 1 
 
 1 2 3 4 12(1-2) 13(1-3) 14(1-4) 23(2-3) 24(2-4) 34(3-4) 
 ɑ b c ɑ ab(b-a) ac(c-a) 0 bc(c-b) ab(b-a) ac(c-a) 
 b  c ɑ ɑ bc(c-b) ab(b-a) ab(b-a) ac(c-a) ac(c-a) 0 
 c  ɑ ɑ b ac(c-a) ac(c-a) bc(c-b) 0 ab(b-a) ab(b-a) 
 ɑ ɑ b c  0 ab(b-a) ac(c-a) ab(b-a) ac(c-a) bc(c-b) 
 ɑ c ɑ b ac(c-a) 0 ab(b-a) ac(c-a) bc(c-b) ab(b-a) 
 b  ɑ ɑ c  ab(b-a) ab(b-a) bc(c-b) 0 ac(c-a) ac(c-a) 
 c  ɑ b ɑ ac(c-a) bc(c-b) ac(c-a) ab(b-a) 0 ab(b-a) 
 ɑ b c ɑ ab(b-a) ac(c-a) 0 bc(c-b) ab(b-a) ac(c-a) 
 1/4 1/4 1/4 1/4 0 0 0 0 0 0 
Column sum A A A A B B C C B B 
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where, 
A = 4a + 2b + 2c + 1/4 
B = 3ab (b-a) + 3ac (c-a) + bc (c-b) 
C = 2ab (b-a) + 2ac (c-a) + 2bc (c-b) 
 
For Design 1, the cross product column sums arising from B1 are as given in Table 
3.1. For B2, column sums are the same as those obtained for B1. Similarly, the column 
sums arising from two blocks for Design 2 and Design 3 are A, A, A, A, C, B, B, B, 
B, C and A, A, A, A, B, C, B, B, C, B, respectively. 
 
For the Reduced Cubic Canonical Model, the form of matrix X for Design 1 with the 
condition a < b < c is as given in (3.19). 
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The forms of |XʹX| for Design 1, Design 2 and Design 3 are as given in (3.20), (3.21) 
and (3.22), respectively.  
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 P R R Q S S U V T T  
 R P Q R S T V U S T 
(3.20) 
 R Q P R T S V U T S 
 Q R R P T T U V S S 
XʹX= 
S S T T A B C C B F 
S T S T B A C C F B 
 U V V U C C G H C C 
 V U U V C C H G C C 
\ T S T S B F C C A B 
 T T S S F B C C B A 
 
 
 P Q R R U S S T T V 
(3.21) 
 Q P R R U T T S S V 
 R R P Q V S T S T U 
XʹX= 
R R Q P V T S T S U 
U U V V G C C C C H 
 S T S T C A B B F C 
 S T T S C B A F B C 
 T S S T C B F A B C 
 T S T S C F B B A C  
 V V U U H C C C C G  
 
 
 P R Q R S U S T V T 
(3.22) 
 R P R Q S V T S U T 
 Q R P R T U T S V S 
XʹX= 
R Q R P T V S T U S 
S S T T A C B B C F 
 U V U V C G C C H C 
 S T T S B C A F C B 
 T S S T B C F A C B 
 V U V U C H C C G C 
 T T S S F C B B C A 
 
where the expressions for P, Q, R, A and G are as the same as given in (3.10) and  
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(3.24) 
T = T1 / T2                  (3.25) 
where, 
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The expressions of T1 and the eigenvalues λi (i = 1, 2, …, 10) are very lengthy and are 
available in the attached C.D. For optimal orthogonally blocked designs, we observe 
on using Mathematica with intervals of length 0.1, 0.01 and 0.05 that the D-, A- and 
E-optimal values of the three designs are obtained at the point a = 0. We have not 
considered the case c = 0 since the orthogonality conditions given in (3.5) are being 
satisfied when a < b < c. The forms of XʹX for Design 1, Design 2 and Design 3 are as 
given in (3.20), (3.21) and (3.22), respectively with the following modifications. 
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T = V = B = C = F = H = 0                (3.26) 
For all the three designs, we have obtained the following results. 
 
|XʹX|
2226242610 )()()()(2304 bccbcbccbccbb              (3.27) 
T = T1 / T2                  (3.28) 
 
where, 
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Figure 3.7. Graph of |XʹX| against b for the Reduced Cubic Canonical Model 
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Figure 3.8. Graph of T against b for the Reduced Cubic Canonical Model 
 
 
 
Figure 3.9. Graphs of eigenvalues λ3 and λ6 against b for the Reduced Cubic 
Canonical Model 
The expressions of eigenvalues λi (i = 1, 2, …, 10) are very lengthy and are available in 
the attached C.D. Figures 3.7, 3.8 and 3.9, respectively represents the graphs of |XʹX|, 
T and eigenvalues λ3 and λ6 against b for the Reduced Cubic Canonical Model in the 
presence of orthogonal blocking. 
 
We observe both numerically and graphically that 
1. |XʹX| = 0 when     
 
 
    . 
2. The curve of |XʹX| is m-shaped curve. Its maximum (= 8.11923 × 10-11) is attained, 
only at the point b = 0.172667 (a < b < c). 
3. T attains its minimum (= 775.656) when b = 0.192039 in. 
4. λ0 = min (λ3, λ6) attains its absolute maximum (= 0.00932) at b = 0.208. 
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The D, A and E-optimal orthogonal block designs obtained from Design 1 for the 
Reduced Cubic Canonical Model are as shown in Tables 3.20, 3.21 and 3.22, 
respectively. 
 
Table 3.20. D-optimal  orthogonally blocked Design 1 
 
B1  B2 
0 0.1727 0.8274 0  0 0 0.8274 0.1727 
0.1727 0.8274 0 0  0.1727 0 0 0.8274 
0.8274 0 0 0.1727  0.8274 0.1727 0 0 
0 0 0.1727 0.8274  0 0.8274 0.1727 0 
0 0.8274 0 0.1727  0 0.8274 0.1727 0 
0.1727 0 0 0.8274  0.1727 0 0.8274 0 
0.8274 0 0.1727 0  0.8274 0 0 0.1727 
0 0.1727 0.8274 0  0 0.1727 0 0.8274 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
Table 3.21. A-optimal orthogonally blocked Design 1 
 
B1  B2 
0 0.192039 0.807961 0  0 0 0.807961 0.192039 
0.192039 0.807961 0 0  0.192039 0 0 0.807961 
0.807961 0 0 0.192039  0.807961 0.192039 0 0 
0 0 0.192039 0.807961  0 0.807961 0.192039 0 
0 0.807961 0 0.192039  0 0.807961 0.192039 0 
0.192039 0 0 0.807961  0.192039 0 0.807961 0 
0.807961 0 0.192039 0  0.807961 0 0 0.192039 
0 0.192039 0.807961 0  0 0.192039 0 0.807961 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
Table 3.22. E-optimal orthogonally blocked Design 1 
 
B1  B2 
0 0.208 0.792 0  0 0 0.792 0.208 
0.208 0.792 0 0  0.208 0 0 0.792 
0.792 0 0 0.208  0.792 0.208 0 0 
0 0 0.208 0.792  0 0.792 0.208 0 
0 0.792 0 0.208  0 0.792 0.208 0 
0.208 0 0 0.792  0.208 0 0.792 0 
0.792 0 0.208 0  0.792 0 0 0.208 
0 0.208 0.792 0  0 0.208 0 0.792 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
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The D, A and E-optimal orthogonal block designs obtained from Design 2 for the 
Reduced Cubic Canonical Model are as shown in Tables 3.23, 3.24 and 3.25, 
respectively. 
 
Table 3.23. D-optimal orthogonally blocked Design 2 
 
B1  B2 
0 0.1727 0.8274 0  0 0 0.8274 0.1727 
0.1727 0.8274 0 0  0.1727 0 0 0.8274 
0.8274 0 0 0.1727  0.8274 0.1727 0 0 
0 0 0.1727 0.8274  0 0.8274 0.1727 0 
0 0 0.1727 0.8274  0 0.1727 0 0.8274 
0.1727 0 0.8274 0  0.1727 0.8274 0 0 
0.8274 0.1727 0 0  0.8274 0 0.1727 0 
0 0.8274 0 0.1727  0 0 0.8274 0.1727 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
Table 3.24. A-optimal orthogonally blocked Design 2  
B1  B2 
0 0.192039 0.807961 0  0 0 0.807961 0.192039 
0.192039 0.807961 0 0  0.192039 0 0 0.807961 
0.807961 0 0 0.192039  0.807961 0.172665 0 0 
0 0 0.192039 0.807961  0 0.807961 0.192039 0 
0 0 0.192039 0.807961  0 0.192039 0 0.807961 
0.192039 0 0.807961 0  0.192039 0.807961 0 0 
0.807961 0.192039 0 0  0.807961 0 0.192039 0 
0 0.807961 0 0.192039  0 0 0.807961 0.192039 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
Table 3.25. E-optimal orthogonally blocked Design 2  
 
B1  B2 
0 0.208 0.792 0  0 0 0.792 0.208 
0.208 0.792 0 0  0.208 0 0 0.792 
0.792 0 0 0.208  0.792 0.208 0 0 
0 0 0.208 0.792  0 0.792 0.208 0 
0 0 0.208 0.792  0 0.208 0 0.792 
0.208 0 0.792 0  0.208 0.792 0 0 
0.792 0.208 0 0  0.792 0 0.208 0 
0 0.792 0 0.208  0 0 0.792 0.208 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
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The D, A and E-optimal orthogonal block designs obtained from Design 3 for the 
Reduced Cubic Canonical Model are as shown in Tables 3.26, 3.27 and 3.28, 
respectively. 
 
Table 3.26. D-optimal orthogonally blocked Design 3 
 
B1  B2 
0 0.8274 0 0.1727  0 0.8274 0.1727 0 
0.1727 0 0 0.8274  0.1727 0 0.8274 0 
0.8274 0 0.1727 0  0.8274 0 0 0.1727 
0 0.1727 0.8274 0  0 0.1727 0 0.8274 
0 0 0.1727 0.8274  0 0.1727 0 0.8274 
0.1727 0 0.8274 0  0.1727 0.8274 0 0 
0.8274 0.1727 0 0  0.8274 0 0.1727 0 
0 0.8274 0 0.1727  0 0 0.8274 0.1727 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
 
Table 3.27. A-optimal orthogonally blocked Design 3  
 
B1  B2 
0 0.827371 0 0.192039  0 0.807961 0.192039 0 
0.192039 0 0 0.827371  0.192039 0 0.807961 0 
0.827371 0 0.192039 0  0.807961 0 0 0.192039 
0 0.192039 0.827371 0  0 0.192039 0 0.807961 
0 0 0.192039 0.827371  0 0.192039 0 0.807961 
0.192039 0 0.827371 0  0.192039 0.807961 0 0 
0.827371 0.192039 0 0  0.807961 0 0.192039 0 
0 0.827371 0 0.192039  0 0 0.807961 0.192039 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
 
Table 3.28. E-optimal orthogonally blocked Design 3 
  
B1  B2 
0 0.792 0 0.208  0 0.792 0.208 0 
0.208 0 0 0.792  0.208 0 0.792 0 
0.792 0 0.208 0  0.792 0 0 0.208 
0 0.208 0.792 0  0 0.208 0 0.792 
0 0 0.208 0.792  0 0.208 0 0.792 
0.208 0 0.792 0  0.208 0.792 0 0 
0.792 0.208 0 0  0.792 0 0.208 0 
0 0.792 0 0.208  0 0 0.792 0.208 
1/4 1/4 1/4 1/4  1/4 1/4 1/4 1/4 
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Table 3.29. The numerical values of the design parameters for four component 
mixtures based on F-squares for the Reduced Cubic Canonical Model 
 
Optimality 
Criteria 
Optimal blocked 
Optimal orthogonally 
blocked 
 a = 0, c = 1 - b c = 0, ɑ = 0.5 – b/2 a = 0, c = 1 - b 
 b b b 
D - optimality 0.205902, 0.784231 0.738560 0.172665, 0.827371 
A - optimality 0.235058, 0.764942 0.690308 0.192039, 0.807961 
E - optimality 0.346712, 0.657281 0.651645 0.208000, 0.792000 
 
Table 3.29 depicts the values of parameters ɑ, b and c for the Reduced Cubic 
Canonical model in four components for optimal blocked and optimal orthogonally 
blocked designs presented in Sections 3.4 and 3.5, respectively. 
 
3.6. Conclusions 
 
In this chapter, we have constructed optimal designs as well as optimal orthogonally 
blocked designs in two blocks based on F-squares for the Reduced Cubic Canonical 
Model (3.2) in four components. From the results in Section 3.4, we infer that when 
no process variables are involved, Design 1, Design 2 and Design 3 are D-, A- and E-
optimal for the case a = 0 at the particular values of b at 0.205902, 0.235058 and 
0.346712, respectively. The same for the case c = 0 are obtained at the values of b 
being 0.73856, 0.690308 and 0.651645, respectively. 
 
From the results in Section 3.5, the D-, A- and E-optimal orthogonally blocked 
designs in the presence of process variables are obtained at b =  0.172665, 0.192039 
and 0.208, respectively for a = 0 and c = 0.827371, 0.807961 and 0.792, respectively. 
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4.1. Introduction 
 
Fang (1980) obtained uniform designs (UD) by applying number theoretic methods to 
experimental designs. Since then there has been a tremendous research on uniform 
designs which are space filling designs and are robust to the underlying model 
assumptions. One of the several benefits of performing UD is that it helps to study the 
relationships between the factors and the response of interest using economical 
number of runs. For s factors and n runs without loss of generality, the experimental 
domain is assumed to be the unit cube C
s 
= [0, 1]
s
. Uniform designs (UDs) scatter the 
n experimental points uniformly over C
s
. Discrepancy measure given by Warnock 
(1972) is adopted to choose the n points with the smallest discrepancy. 
 
Fang et al. (1999) obtained uniform designs based on latin squares. Some practical 
considerations require the presence of two or more experimental components to be 
present in equal values. Gold forms alloys with most metals but for jewelry, the most 
common alloying metals are Silver, Copper and Zinc. White Gold (18 k) contains 
Gold 75%, Palladium 10%, Nickel 10% and Zinc 5%. Here, Palladium and Nickel are 
present in equal proportions. Consider the case of Nickel-Copper alloy viz., Ni-Cu 
400 (Max.) which is resistant to seawater and steam at high temperatures as well as 
salt and caustic solutions. This particular alloy is characterized by good corrosion 
resistance, good weld ability and moderate to high strength and hence finds 
applications in the chemical, marine and oil industries. The chemical requirements (% 
by weight) of Ni-Cu 400 (Max.) are as follows: 
 
C  0.30 
Mn  1.00 
Si  0.30 
Ni  65.00 
Cu  31.50 
Fe  1.90 
 
This facilitates the use of F-squares rather than the usual Latin square. Aggarwal et al. 
(2009) obtained mixture designs in orthogonal blocks using F-squares.  
 
In this chapter, we have obtained uniform designs based on cyclic F-squares. Section 
4.2 presents the prerequisites on uniform designs as well as F-squares. Section 4.3 
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presents some measures of uniformity. For the two difference schemes, viz, DS1 and 
DS2 defined in Section 4.4, we study the properties of UF-type designs that may be 
used to reduce the computing time. Section 4.5 gives the TA algorithm followed by 
some numerical comparisons between G-Uniform designs and F-square designs 
followed by comparisons between latin square based designs and F-uniform designs. 
Wrap- around discrepancy is calculated in Section 4.6. Conclusions and additional 
discussions are dealt with in the last section. We have proposed a subset of UL-type 
designs called the UF-type designs based on F-squares. 
 
4.2. The Prerequisites on Uniform Designs as well as F-squares 
 
Definition 4.1 A U-type design of size n × s, denoted by Un, s = (uij), is an n × s (s ≤ n) 
matrix with rank s such that each column is a permutation of {1, 2, …, n}. A U-type 
design Un, s provides an experimental design where there are s factors each having n 
levels within n experiments, (Fang and Wang (1981)). The induced matrix of Un, s is 
Xn, s = (xij), where 
 
   
n
u
x
ij
ij
5.0
                  (4.1) 
 
for i = 1, 2, …, n and j = 1, 2, …, s. The design points in Un, s and Xn, s may be put in a 
one-to-one correspondence implying that they may be used interchangeably. The 
matrix Xn, s may be considered as n points in C
s
. A U-uniform design is Un, s with 
induced matrix Xn, s having the smallest discrepancy. Equivalent U-type designs are 
the ones which may be obtained from each other by permuting rows and/or columns. 
Without loss of generality, the first column of a U-uniform design may always be 
taken as (1, 2, …, n)ʹ. There are (n! - 1) possible permutations for the second column, 
(n! - 2) choices for the third column and so on. The search for the best s columns 
might involve intolerable computing time even for moderate n and s. Fang and Wang  
(1981) presented the use of good lattice point (glp) sets in order to reduce the 
computing cost and time.  
 
A UF-type design may be obtained by selecting s linearly independent columns of a 
cyclic F-square. Laywine (1989) obtained F-squares by making substitutions based on 
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numbers for latin squares. For example, let us consider the following latin square of 
side 4. 
 
Latin Square of 
order 4 
FSI(4) 
Square number 1 
FSI(4) 
Square number 2 
FSI(4) 
Square number 3 
1 2 3 4 1 2 3 3 1 3 3 2 1 3 2 3 
2 1 4 3 2 1 3 3 2 3 3 1 2 3 1 3 
3 4 1 2 3 3 1 2 3 1 2 3 3 2 3 1 
4 3 2 1 3 3 2 1 3 2 1 3 3 1 3 2 
 
By substituting the number 4 = 3 in the latin square, FSI(4) is obtained. FSI(4) 
generates two distinct F-squares via permutations of the last three columns. F-squares 
are identified by simply writing down the first row of the square. Hence we will 
represent square number 2 obtained from FSI(4) by simply writing its first row as      
(1 3 3 2). Aggarwal et al. (2009) gave the following definitions. 
 
Definition 4.2 An F-square with the first row and first column in natural order is 
called a standard F-square where by natural order we mean to imply that each element 
is followed by the same element (if it assumes an equal proportion) or the next 
element cyclically. 
 
For four components, we have taken 4 = 3 as it yields minimum L2-discrepancy, the 
natural order being 1 2 3 3. Hence for general q, the natural order is 1 2 … (q-1) (q-1) 
throughout for our calculations. 
 
Definition 4.3 Two F-squares are equivalent if one can be derived from the other by 
permutations of rows and/or permutations of columns and/or permutations of 
elements. 
 
Fang et al. (1999) obtained a subset of U-type designs based on cyclic Latin squares 
called the UL-type designs. In this paper, we have constructed another subset of U- 
type designs based on cyclic F-squares. This new subset of U- type designs called UF-
type designs may be obtained by selecting linearly independent columns of cyclic F-
squares. We use the threshold accepting (TA) algorithm proposed by Dueck and 
Scheuer (1990) and applied by Fang et al. (1999) in order to determine the “best” UF-
type design. We denote the F-uniform design so obtained by UFn(n
s
).  
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4.3. Uniform Designs 
 
If there are s factors of interest on a standard domain C
s
, then the purpose is to choose 
a set of n experimental points X = (x1, x2, …, xn)   C
s 
that is uniformly scattered on 
C
s
. Let M(X) be a measure of uniformity of X such that the smaller M corresponds to 
better uniformity. The following subsection presents some of the standard measures of 
uniformity available in literature. 
 
4.3.1 Measures of Uniformity 
 
Let F(x) be the uniform distribution on C
s 
and Fn(x) be the empirical distribution 
function of X, i.e., 
 
   ,
1
1  
n
i in
xxI
n
xF                 (4.2) 
 
where I{∙} is the indicator function and all inequalities are understood to be 
component wise. The Lp-discrepancy of X is defined as 
 
  ( )      ,
1
p
p
nC
dxxFxFs                 (4.3) 
 
where F(x) is the distribution function of the uniform distribution over C
s
. When           
p = ∞, D ≡ D∞ is also called the discrepancy (or star-discrepancy). This is perhaps the 
most universally used measure of discrepancy expressed as 
 
 ( )         |  ( )   ( )|                (4.4) 
 
No general algorithm is available for calculating discrepancy in multidimensional 
situations. Bundschuh and Zhu (1993) presented a method for exact calculation of the 
discrepancy of low dimensional finite point sets. Warnock (1972) gave the following 
analytic formula for calculating L2-discrepancy 
 
(  ( ))
 
     
    
 
∑ ∏ (     
 )  
 
  
∑ ∑ ∏ [     (       )]
 
   
 
   
 
   
 
   
 
   
                    (4.5) 
 
where xk = (xk1, …, xks) 
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Fang and Wang (1981) presented a note on uniform distribution and experimental 
design. They gave the following formula to compute the discrepancy of the               
G-Uniform design. 
 
 (   )  
 
 
∑ ∏ (  
 
 
  .     
   
   
/)     
 
                (4.6) 
 
where        (     ),          for       and      . 
 
Hickernell (1998a) gave three modified L2-discrepancies, viz.; the symmetric L2-
discrepancy (SD2), the centered L2-discrepancy (CD2) and modified L2-discrepancy 
(MD2). These uniformity measures are described in Fang et al. (2000). Hickernell 
(1998a) gave an analytical expression for the centered L2-discrepancy as 
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           (4.7) 
where xk = (xk1, …, xks) ϵ  ,  the centered L2-discrepancy takes into account not only 
the uniformity of   over Cs, but also uniformity of all the projections of   over Cs. 
 
4.4. U-type Designs Based on Cyclic F-Squares 
 
Let x1, …, xn be the entries of an F-square. Define the left shift operator L on the F-
square by LF(x1, …, xn) = (x2, x3, …, xn, x1). We now present the following 
definitions. 
 
Definition 4.4 A left cyclic F-Square (LCFS) of order n is an F-square of order n such 
that xi+1 = LFxi, i = 1, …, n-1, where xi is the i
th
 row of the F-square. 
Let  n = {(x1, …, xn) : (x1, …, xn) is a permutation of {1, …, n}}. An LCFS is 
uniquely determined by its first row. The LCFS with the first row    n is denoted 
by LCF(α). Any s columns of an LCFS form a U-type design called a UF-type design. 
 
Definition 4.5 A left cyclic standard F-Square (LCSFS) of order n is a standard F-
square of order n such that  xi+1 = LFxi, i = 1, …, n-1, where xi is the i
th
 row of the 
standard F-square. 
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Let  n = {(x1, …, xn) : (x1, …, xn) is a permutation of {1, …, n}}. An LCSFS is 
uniquely determined by its first row. The LCSFS with the first row    n is denoted 
by    ( ). Any s columns of an LCSFS form a U-type design called a USF-type 
design. We now present the definition of difference sequence in the setup of F-
squares. 
 
Definition 4.6 Let i1, …, is be s integers in the first row of the F-square such that           
1 ≤ i1 ≤ …is ≤ (n - 1) + i1 + 1. The sequence *                              
  +(    (   )) is called a difference sequence. If the sequence takes values in 
*   + then we denote it as DS1. The standard F-squares shown in Table 4.4 conform 
to the sequence DS1. We have obtained the “best” F-squares having the least L2-
discrepancy as shown in Table 4.5. If the difference sequence assumes values in {1, 2, 
…, (n - 1)}, then we denote this sequence as DS2. Note that the first row of the LCFS 
in Table 4.5 is not in standard form. Moreover if {d1,…, ds} is a difference sequence, 
then    
s
i i
nd
1
1 . For K = LCF(α), let K(i1, ..., is) be the submatrix consisting of 
the   
       
   columns of K. Theorems 4.1 and 4.2 are applicable to both the 
difference sequences DS1 and DS2. 
 
Theorem 4.1 If the indices of two submatrices K(i1, ..., is) and K(j1, ..., js) of K = 
CF(α),   , have the same difference sequence, then these two UF-type designs are 
equivalent. 
 
Proof: Let {d1, …, ds} be the difference sequence of both the indices. We have to 
show B = LF(1, 1 + d1, 1 + d1 + d2, …, 1 + d1 + … + ds-1) and A = LF(i1, …, is) are 
equivalent. Trivially, (i1 + k)
th 
row of the B is just the (i + k)
th 
row of A. 
 
Theorem 4.2 If A and B are two n × s submatrices of K = LCF(α), α  , with 
difference sequences {d1, d2, …, ds} and {d2, d3, …,ds, d1}, respectively, then A and B 
are equivalent. 
 
Proof: From Theorem 4.1, we can assume 
A= LF(1, 1 + d1, 1 + d1 + d2, …, 1 + d1 + … + ds-1) and 
B = LF(1 + d1, 1 + d1 + d2, …, 1 + d1 + … + ds-1, 1 + d1 + … + ds) 
    = LF(1 + d1, 1 + d1 + d2, …, 1 + d1 + … + ds-1, 1 + (n - 1)) 
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   = LF(1 + d1, 1 + d1 + d2, …, 1 + d1 + … + ds-1, 1) 
So that matrix A and B are equivalent. 
 
FSII(4) generates six distinct F-squares (including itself) via permutations of the last 
three columns as shown in the Table 4.1. There is no change in L2-discrepancy 
(11.717E-02) in all these F-squares. 
 
Table 4.1. Squares obtained from FSII(4) by permuting the last three columns. 
 
Square number 1 Square number 2 Square number 3 
1 2 3 3 1 2 3 3 1 3 2 3 
2 3 3 1 2 3 1 3 2 3 3 1 
3 3 1 2 3 3 2 1 3 1 3 2 
3 1 2 3 3 1 3 2 3 2 1 3 
Square number 4 Square number 5 Square number 6 
1 3 2 3 1 3 3 2 1 3 3 2 
2 1 3 3 2 3 1 3 2 1 3 3 
3 2 3 1 3 1 2 3 3 2 1 3 
3 3 1 2 3 2 3 1 3 3 2 1 
 
Table 4.2. LCSFS with difference sequence DS1 for n=5 
 
Square 
No. 
First row 
of square 
Square 
No. 
First row 
of square 
Square  
No. 
First row 
of square 
1 1 2 3 4 4 9 1 3 2 4 4 17 1 4 4 3 2 
2 1 2 4 3 4 10 1 3 4 4 2 18 1 4 3 2 4 
3 1 4 2 3 4 11 1 3 4 2 4 19 1 4 4 2 3 
4 1 2 4 3 4 12 1 3 4 4 2 20 1 4 4 3 2 
5 1 2 3 4 4 13 1 4 4 2 3 21 1 4 2 4 3 
6 1 2 4 4 3 14 1 4 2 4 3 22 1 4 2 3 4 
7 1 3 2 4 4 15 1 2 4 4 3 23 1 4 3 4 2 
8 1 3 4 2 4 16 1 4 3 4 2 24 1 4 3 2 4 
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Table 4.3. LCFS with difference sequence DS2 for n=5 
 
Square 
 No. 
First row  
of square 
Square  
No. 
First row  
of square 
Square 
 No. 
First row  
of square 
1 1 4 3 4 2 9 1 2 3 4 4 17 1 2 4 3 4 
2 1 4 2 4 3 10 1 3 2 4 4 18 1 2 4 4 3 
3 1 4 3 4 2 11 1 2 3 4 4 19 1 3 4 2 4 
4 1 4 2 4 3 12 1 3 2 4 4 20 1 4 2 3 4 
5 1 4 4 3 2 13 1 3 4 4 2 21 1 3 4 2 4 
6 1 4 4 2 3 14 1 2 4 4 3 22 1 4 2 3 4 
7 1 4 4 3 2 15 1 2 4 3 4 23 1 4 3 2 4 
8 1 4 4 2 3 16 1 2 4 4 3 24 1 4 3 2 4 
 
The first row of the 24 distinct LCSFS with their common L2-discrepancy are given in 
Table 4.2 for the difference sequence DS1. Table 4.3 presents the LCFS for the 
difference sequence DS2. L2-discrepancy in Table 4.2 and 4.3 are 6.4817E-02 and 
6.1394E-02, respectively. 
 
4.5. F-Uniform Designs, Threshold Accepting Algorithm and  
       Numerical Comparisons 
 
To construct the “best” UF-type design, we use the two stage procedure presented by 
Fang et al. (1999) for the case of latin square based uniform designs.           
First, an α*ϵ n  is chosen such that 
 
  (   ( 
 ))    (   ( ))    
                   (4.8) 
Then for      (  )        (  
      
 )          
 
 ( (  
      
 ))    ( (       ))           
   . 
 
The design  (  
      
 ) is called an F-uniform design. It is comparatively easier to 
calculate L2-discrepancy (4.5). We use it in the first stage towards obtaining the „best‟ 
UF-type design.  
 
Dueck and Scheuer (1990) presented the TA algorithm to facilitate the search for the 
best α. Let χ be a set of finite elements and f(x) be an objective function that maps χ 
into the real numbers. We want to choose x
*ϵ χ such that 
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  ).(min)(
* xfxf
x 
                 (4.9) 
 
 
Figure 4.1. Flow chart of TA Algorithm 
 
Suppose that for any x ϵ χ. Define a neighborhood N(x) with respect to the domain χ 
and the objective function f. The TA algorithm begins with an arbitrary element χ in 
order to minimize a certain function over a finite set. 
 
A local search algorithm is a natural way for solving problem (4.9). This algorithm 
starts with an initial element xo ϵ χ which may be chosen randomly. In the n
th
 iteration, 
we replace the current solution xn by the new one xn+1. Figure 4.1 gives the flow chart 
of TA algorithm (Fang et al. (1999)). 
 
In our case, χ is  n. By hit and trial method, we keep on changing the thresholds 
throughout our search towards attaining a local minimum. This search ultimately 
leads to the global minimum. The number of possible α that need to be considered is 
reduced to (n −1)!, since LCF(α) and LCF(Lmα) are obviously equivalent for m = 1, 
No 
j = 1 
Choose xn+1ϵχ in the 
neighborhood of xn 
Initialize xo ϵ 
χ given T< 0 
n=1 
Compute Δf := f(xn+1)- f(xn) 
Δf ≥ T xn+1 := xn 
Yes 
j≤ J 
n ≤ N Exit 
No Yes 
j = j + 1 
Change 
threshold T 
n = n + 1 
Yes 
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…, n - 1. Let α = (ɑ1, …, ɑn)χ. A part of the final results are given in Table 4.4 and 
Table 4.5 for both the difference sequences DS1 and DS2.  
 
If the rows of  n are i.i.d. random vectors from the uniform distribution over C
s
, then 
it is known that 
 
    (,  ( )-
 )  
 
 
.
 
  
 
 
  
/            (4.10) 
 
Obviously D2(LCF(α)) is much lower than the corresponding expected value of D2 in 
(4.10). We have arrived at our results by programming the calculations on C++. The 
programs are available in the Appendix. 
 
In the second stage, towards constructing the “best” UF-type designs, we have applied 
Theorems 4.1 and 4.2 for n ≤ 50 and s ≤ 7. We have presented our results till n = 32. 
 
Figure 4.2 and Figure 4.5 present the decreasing plot of log (D2(LCF(α))) against n 
for DS1 and DS2, respectively. Figure 4.3 and Figure 4.4 present the L2-discrepancy 
against n for the difference sequences DS1 and DS2, respectively. Figure 4.6 presents 
E([D2( )]
2
) against n for s = 3 and 4 for DS1. 
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Figure-4.2. Plot of log (D2) against n for DS1. 
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Table 4.4. The first row of LCSFS with difference sequence DS1 
 
n First Row of LCSFS L2-discrepancy 
4 1 2 3 3 
                            
11.717E-02 
5 1 2 3 4 4 
                           
 6.481E-02 
6 1 2 3 4 5 5 
                          
3.815E-02 
7 1 2 3 4 5 6 6 
                         
2.311E-02 
8 1 2 3 4 5 6 7 7 
                        
1.409E-02 
9 1 2 3 4 5 6 7 8 8 
                       
8.577E-03 
10 1 2 3 4 5 6 7 8 9 9 
                      
5.188E-03 
11 1 2 3 4 5 6 7 8 9 10 10 
                     
3.118E-03 
12 1 2 3 4 5 6 7 8 9 10 11 11 
                    
1.864E-03 
13 1 2 3 4 5 6 7 8 9 10 11 12 12 
                   
1.109E-03 
14 1 2 3 4 5 6 7 8 9 10 11 12 13 13 
                  
6.580E-04 
15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 14 
                 
3.892E-04 
16 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 15 
                
2.300E-04 
17 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 16 
               
1.350E-04 
18 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 17 
              
7.965E-05 
19 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 18 
             
4.686E-05 
20 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 19 
            
2.756E-05 
21 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 20 
           
1.621E-05 
22 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 21 
          
9.538E-06 
23 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 22 
         
5.613E-06 
24 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 23 
        
3.304E-06 
25 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 24 
       
1.946E-06 
26 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 25 
      
1.147E-06 
27 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 26 
     
6.765E-07 
28 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 27 
    
3.992E-07 
29 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 28 
   
2.357E-07 
30 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 29 
  
1.393E-07 
31 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 30 
 
8.241E-08 
32 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 31 4.877E-08 
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Table 4.5. The first row of LCFS with difference sequence DS2. 
 
n First Row of LCFS L2-discrepancy 
4 1 2 3 3 
                            
11.717E-02 
5 1 4 3 4 2 
                           
 6.139E-02 
6 1 3 5 5 2 4 
                          
3.510E-02 
7 1 3 2 6 4 5 6 
                         
2.088E-02 
8 1 5 2 7 7 4 3 6 
                        
1.276E-02 
9 1 8 8 4 2 5 6 3 7 
                       
7.748E-03 
10 1 7 3 9 4 6 9 8 5 2 
                      
4.717E-03 
11 1 4 6 8 9 10 5 3 10 2 7 
                     
2.854E-03 
12 1 7 10 4 5 11 9 11 2 3 6 8 
                    
1.717E-03 
13 1 12 4 6 5 7 9 10 3 2 8 12 11 
                   
1.028E-03 
14 1 8 10 4 11 12 9 13 3 2 6 13 5 7 
                  
6.130E-04 
15 1 7 12 6 9 10 13 8 14 5 3 2 4 14 11 
                 
3.640E-04 
16 1 9 8 2 15 6 7 12 15 11 14 10 5 3 4 13 
                
2.160E-04 
17 1 10 2 5 14 6 7 9 12 11 3 4 16 8 13 16 15 
               
1.280E-04 
18 1 7 17 17 13 5 14 12 3 16 6 8 9 11 4 10 2 15 
              
7.538E-05 
19 1 18 18 13 9 6 11 5 16 15 3 14 4 12 10 8 2 17 7 
             
4.447E-05 
20 1 16 15 18 19 5 6 8 2 13 4 10 17 11 3 12 14 7 9 19 
            
2.622E-05 
21 1 20 19 12 11 17 13 6 10 8 2 3 5 14 15 20 4 9 16 7 18 
           
1.545E-05 
22 1 16 14 8 17 15 7 10 21 2 4 5 13 19 6 9 3 12 11 18 20 21 
          
9.105E-06 
23 1 5 14 6 19 11 17 7 8 12 2 21 9 10 4 16 20 18 3 22 22 13 15 
         
5.366E-06 
24 1 16 23 5 21 13 6 9 14 22 2 23 17 12 20 19 15 10 7 11 18 4 8 3 
        
3.163E-06 
25 1 20 3 24 12 22 23 2 9 5 11 8 15 13 4 24 17 14 7 6 21 10 19 18 16 
       
1.865E-06 
26 1 3 21 13 17 25 8 6 19 23 15 14 9 7 22 18 12 25 20 16 5 11 4 10 2 24 
      
1.101E-06 
27 1 9 8 4 3 18 26 10 20 23 25 22 14 19 2 11 26 21 13 6 16 12 7 15 24 5 17 
     
6.497E-07 
28 1 25 6 16 13 17 20 26 18 11 21 27 23 19 4 10 24 3 15 9 5 8 14 12 7 22 27 2 
    
3.837E-07 
29 1 12 27 5 20 4 17 2 15 6 14 25 21 28 28 10 22 16 13 8 25 9 11 23 18 7 26 19 3 
   
2.115E-07 
30 1 22 20 27 17 29 18 8 15 19 23 14 11 9 26 21 16 13 6 10 4 29 7 24 25 5 3 2 12 28 
  
1.341E-07 
31 1 7 28 29 9 13 6 19 2 15 25 10 4 23 11 20 21 18 12 26 5 30 14 16 30 8 24 3 27 17 22 
 
7.939E-08 
32 1 18 10 28 17 14 2 16 24 30 9 11 31 5 19 12 6 29 20 31 25 26 23 13 22 3 4 21 15 27 8 7 4.702E-08 
C
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Figure-4.3. L2-discrepancy against n for DS1. 
 
 
 
 
 
 
 
 
 
Figure-4.4. L2-discrepancy against n for DS2. 
 
 
 
 
 
 
 
Figure-4.5. Plot of log(D2) against n for DS2. 
 
 
 
 
 
 
 
                  Figure-4.6. E([D2( )]
2
) against n for s = 3 and 4 for DS1. 
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4.5.1 Numerical Comparison between G-Uniform Designs and F-     
         Square Designs 
 
Table 4.6 presents the G-Uniform designs of Fang and Wang (1981) for the particular 
case n = 5 and s = 4. 
 
Table 4.6. G-Uniform design for n = 5 and s = 4 
 
Factors 
No 
1 2 3 4 
1 1 2 4 3 
2 2 4 3 1 
3 3 1 2 4 
4 4 3 1 2 
5 5 5 5 5 
 
On comparing the discrepancy of the G-uniform designs and the F-uniform designs 
for both difference sequences DS1 and DS2, we conclude that for s ≥ 2, the F-uniform 
designs perform better than the G-uniform designs for many n. Let Dg be the 
discrepancy of the G-uniform design and Df be the discrepancy of the F-uniform 
design for given n and s. The relative improvement in discrepancy is given by I1 = 
(Dg−Df) / Dg or I2 = (Dg−Df) / Df. Our results show that I1 and I2 range from 0.01% to 
above 300% for s ≥ 3, if Dg > Df. For example, for    n = 5 and s = 4, Dg = 0.3901, Df  
= 0.083401, I1 = 78% and I2 = 367.74%.  
 
4.5.2 Numerical Comparison between Latin Square Based Designs    
and F-Square Designs 
 
Table 4.7 presents the comparison of centered L2-discrepancy (CD2) of latin square 
based designs with F-uniform designs for n = 4 to 32. DL and DF is the centered L2-
discrepancy of latin square based designs and F-uniform designs for DS1 and DS2, 
respectively. Note that the numerical value of the centered L2-discrepancy for both the 
sequences DS1 and DS2 is the same. We have made the comparisons till n = 32 and 
have arrived at the conclusion that the centered L2-discrepancy is lower for F-uniform 
designs as compared to latin square based designs given by Fang  et al. (1999). 
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Table 4.7. CD2 of Latin square based design and F-uniform design 
 
n DL DF 
4 0.772814 0.731048 
5 0.875065 0.839810 
6 0.969241 0.940606 
7 1.058232 1.035011 
8 1.143819 1.124853 
9 1.227226 1.211594 
10 1.309349 1.296351 
11 1.390883 1.379988 
12 1.473391 1.463191 
13 1.554340 1.546523 
14 1.637134 1.630454 
15 1.721127 1.715391 
16 1.806638 1.801690 
17 1.893958 1.889674 
18 1.983359 1.979636 
19 2.075097 2.071852 
20 2.169414 2.166578 
21 2.266547 2.264062 
22 2.366724 2.364542 
23 2.470171 2.468250 
24 2.577110 2.575416 
25 2.687761 2.686266 
26 2.802347 2.801024 
27 2.921091 2.919919 
28 3.044217 3.043178 
29 3.172738 3.171031 
30 3.304535 3.303714 
31 3.442197 3.441466 
32 3.585182 3.584530 
 
4.6. Wrap-around Discrepancy 
 
The wrap-around L2-discrepancy proposed by Hickernell (1998b) has the following  
analytical form 
(   ( ))
 
  .
 
 
/
 
 
 
  
∑ ∑ ∏ (
 
 
 |       |(  |       |))
 
   
 
   
 
     
 
(4.11) 
CHAPTER 4. 
94 
where xk = (xk1, …, xks) ϵ  . 
 
Table 4.8. Wrap-around discrepancy of latin square and F-square based design 
 
n WADF with DS1 WADF with DS2 WADL 
4 3.015327 3.015327 3.153916 
5 3.741715 3.736815 3.901141 
6 4.665084 4.651127 4.848546 
7 5.839945 5.811906 6.040774 
8 7.337216 7.277992 7.538449 
9 9.248450 9.141039 9.461588 
10 11.641603 11.501993 11.879220 
11 14.818589 14.503909 14.962099 
12 18.825059 18.343177 18.882574 
13 23.963053 23.207926 23.865733 
14 30.557736 29.331733 30.124196 
15 39.026494 37.081422 38.019176 
16 49.910190 47.251309 48.409134 
17 63.904365 59.738479 61.178003 
18 81.906728 76.012810 77.638597 
19 105.075526 96.414281 98.493707 
20 134.905573 122.427713 124.950040 
21 173.326142 155.787366 158.885393 
22 222.828572 198.274211 201.980317 
23 286.629508 251.430061 255.920323 
24 368.884073 320.744031 326.348849 
25 474.959743 410.288627 417.094519 
26 611.791778 518.371792 526.474678 
27 788.342581 659.403505 669.534923 
28 1016.196126 854.856595 868.657318 
29 1310.327145 1082.363339 1098.554751 
30 1690.096557 1352.533725 1371.822194 
31 2180.539849 1740.047449 1764.843487 
32 2814.034760 2187.659716 2216.637879 
 
WADL and WADF is the Wrap-around discrepancy of latin square based designs and 
F-uniform designs for DS1 and DS2, respectively. Note that the numerical value of the 
Wrap-around discrepancy for both the sequences DS1 and DS2 is different. The value 
of Wrap-around discrepancy in the sequences DS1 like (1 2 3 3) and (1 2 3 1) for n = 4 
and (1 2 3 4 4) and (1 2 3 4 1) for n = 5 and all sequences have same discrepancy. The 
value of the Wrap-around discrepancy for the sequence DS1 and latin square based 
designs are greater than the sequence DS2. The value of the Wrap-around discrepancy 
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for the sequence DS1 is less than latin square based designs for n = 4 to 12 and is 
greater for n = 13 to 32, respectively.  
 
4.7. Conclusions 
 
In many cases, the proposed F-uniform designs may significantly improve the 
uniformity of the corresponding G-uniform designs. The TA algorithm is efficient in 
locating the “best” LCFS. LCSFS and LCFS whose first rows are given in Tables 4.4 
and 4.5 have full rank for both the difference sequences DS1 and DS2. Hence for 
constructing F-uniform designs, we always have n linearly independent columns 
while there are less alternatives as regards G-uniform designs. Moreover, for the same 
n and s, we have two difference sequences, namely DS1 and DS2 which may be 
chosen according to the practical requirements. Our results show that indeed, the G-
uniform designs have poor uniformity as postulated by Fang et al. (1999).  However, 
as far as centered L2-discrepancy is concerned, both the sequences DS1 and DS2 are 
equivalent and the centered L2-discrepancy is lower for F-uniform designs as 
compared to the latin square based designs of Fang et al. (1999). The value of the 
Wrap-around discrepancy for the sequence DS1 and latin square based designs are 
greater than the sequence DS2. The value of the Wrap-around discrepancy for the 
sequence DS1 is less than latin square based designs for n = 4 to 12 and is greater for 
n = 13 to 32. 
 Chapter 5 
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5.1. Introduction 
 
Uniform design (UD) is a kind of statistical experimental design. It is a kind of space 
filling design that searches those experimental points that are uniformly scattered over 
the experimental domain in the sense of low discrepancy (Fang and Wang, 1994). 
Uniform design (UD) was proposed by Fang (1980), Fang and Wang (1981) and has 
been popularly used since 1980. One of the several benefits of performing UD is that 
it helps to study the relationships between the factors and the response of interest 
using economical number of runs. 
 
In the general mixture experimental setup, the usual constraints on the component 
proportions are that they are non-negative and should sum to unity. As a result, the 
factor space reduces to a regular (q − 1) dimensional simplex 
 
  ....,,2,1,0,1|...,,,:
1211
qixxxxxxS i
q
i iqq
               (5.1) 
 
In many situations, there may be additional constraints on some or all the factors. For 
instance, the factors may lie within the lower (Li) and upper (Ui) bounds 
 
0 ≤ Li ≤ xi ≤ Ui ≤ 1,  i = 1, 2, …, n.              (5.2) 
 
In such cases, the experimental region is a part of the simplex Sq-1. For exploring the 
restricted region, Mclean and Anderson (1966) have developed extreme vertices 
designs (EVD) which satisfy both constraints (5.1) and (5.2). Saxena and Nigam 
(1977) gave a transformation that provides designs constructed through symmetric 
simplex designs. 
 
Various model forms for mixture experiments are suggested in Chapter 1. The 
following are the models considered by us in this study. 
 
The quadratic model due to Scheffé (1958): 
Model I: .)(
11



qji
jiij
q
i
ii xxxYE                (5.3) 
The special cubic model due to Scheffé (1958): 
Model II: 


qkji
kjiijk
qji
jiij
q
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(5.4) 
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The full cubic model due to Scheffé (1958): 
Model III:
 .)()(
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(5.5) 
The quadratic additive model due to Darroch and Waller (1985): 
Model IV: 


q
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iiii
q
i
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11
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(5.6) 
 
The homogeneous models of degree one due to Becker (1968) 
Model Hi: ),...,,,(...),()(
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...
1 21
21 n
n
n iji
iii
iii
ji
jiij
q
i
ii xxxfxxfxYE 

 
  
where 
 
)...,,,min()...,,,(
2121 nn iiiiii
xxxxxxf 
 
for Model H1 
                          = 
1)...(
)...(
21
21
 niii
iii
n
n
xxx
xxx
          for Model H2 
                          = 
n
iii n
xxx /1)...(
21    
for Model H3 
and 2 ≤ n ≤ q. 
 
In Model H2 if any denominator is zero, the value of corresponding term is taken to 
be zero. Models I, II and III are the most commonly used models in mixture 
experiments. Model IV is additive in mixture components and is suitable for the 
design of industrial or agricultural products where the mixture components have 
additive effects on the response function. The models introduced by Becker (1968) 
are homogeneous models of degree one and are applied in different scientific areas. 
Snee (1979) and Cornell (2002) have described situations such as flare experimental 
data and strawberry mite experimental data, respectively where these models are 
applied and found to be better than polynomial models. 
 
Wang and Fang (1990) and Fang and Yang (2000) generated designs for 
unconstrained and constrained mixture experiments using uniform designs based on 
(5.7) 
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good lattice point method. Fang, Shiu and Pan (1999) have defined a new approach 
based on cyclic latin squares to construct designs on unit hypercube. Box and Hau 
(2001) and Prescott (2000) have discussed the construction of mixture designs by 
projecting the standard designs such as two-level factorial and central composite 
designs. They have also shown that some useful properties of the generating designs 
such as orthogonal blocking and rotatability are retained in projected designs, which 
makes these designs suitable for mixture experiments. Prescott (2000) has also 
discussed the case when some ingredients are restricted to small values. 
 
In the previous chapter, we have obtained uniform designs based on F-squares. In 
this chapter, we have obtained mixture designs for three and four components by 
projecting the two families of designs based on good lattice point method. The 
uniformity measure for these designs is also calculated and tabulated. The D-, A- and 
G-efficiencies of these designs is also compared. We have also constructed designs 
for the restricted exploration of mixtures, using the transformation given by Saxena 
and Nigam (1977). The method has been illustrated with the help of examples. 
 
5.2. Uniform Designs and Uniformity Measures 
 
Uniformity is an important concept in uniform designs. Fang and Wang (1994) 
described uniform designs (UD) in which the points are scattered uniformly over the 
experimental domain. This is based on cyclic F-squares. The UD generated by them 
have smaller discrepancies than those based on the good lattice point method. They 
have used L2-discrepancy given by Warnock (1972) as a measure to find the uniform 
designs. 
 
Warnock (1972) gave the following analytical expression for calculating L2-
discrepancy 
 
 
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where P = {x1, x2, …, xn} is a set of n points in C
s
 = [0,1]
s
. 
 
Hickernell (1998a) gave an analytical expression for the centered L2-discrepancy 
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(5.9) 
 
The centered L2-discrepancy (CD2) considers the uniformity of P not only over the 
unit cube C
s
= [0, 1]
s
 but also of all the projection uniformity of P over C
u
 where u is a 
non-empty subset of the set of coordinates indices X = {1, 2, …, q}. 
 
In this chapter, we have used the centered L2-discrepancy (CD2) as a measure of 
uniformity and the minimum value of CD2 is desirable for F-square based uniform 
designs. 
 
5.3. Design Efficiencies Based on Optimality Criteria 
 
Design optimality criteria are often used to evaluate the proposed experimental design 
for a particular experiment of interest. The following three are the most popular 
design optimality criteria available in the literature where X denotes the extended 
design matrix. 
 
 D-criterion: maximize the determinant of |XʹX| 
 A-criterion: minimize the trace of (XʹX)-1 
 G-criterion: minimize the maximum of the prediction variance over a 
specified set of design points. 
 
In order to compare the different designs efficiencies, we use the following most 
commonly used design optimality measures. 
 
D-eff = 100 


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G-eff  = 100 





 dn
p
               (5.10) 
 
where, 
 
n = number of design points in the design 
p = number of parameters in the model  
d = max {ν = X(XʹX)-1Xʹ} over a specified set of design points (the row vectors)  
   x in X. 
 
In this chapter, the efficiencies are generated using Matlab software and are denoted 
here simply by D, A and G for the sake of convenience. The maximum value of D, A 
and minimum G are desirable. 
 
5.4. Projection Designs 
 
Prescott (2000) and Box and Hau (2001) have discussed the construction of projection 
designs for the cases when the design variables are subject to linear constraints. A 
design satisfying linear constraints has been obtained by projecting unconstrained 
design onto the constrained space. If q operational factors x = {xi}, where i = 1, 2, …, 
q,  are subject to m constraints so that 
 
Cx = c                 (5.11) 
 
where C is an m × q matrix and c is an m × 1 column vector. Suppose xo is the chosen 
origin for the levels of the experimental design then Cxo = c. Let the region of interest 
be the neighborhood xjo ± rj around xo where rj’s are some positive numbers, then the 
coded variables 
j
joj
j
ar
xx 
  satisfy the constraints 
 
 Ax = 0,                (5.12) 
 
where ξ is a q × 1 vector of coded variables ξj’s, A = (aij) is an m × q matrix of 
constraints such that aij = rjcij and 0 is an m × 1 vector of 0’s and a is the number to be 
determined. 
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Let the n × q matrix Dz be that of some unconstrained generating design and Dξ be that 
of the corresponding constrained design obtained by projection to satisfy (5.12) so 
that 
 
 Dξ = DzP                (5.13) 
 
where P is the q × q idempotent projection matrix 
 
 P = I – RT(RRT) R               (5.14) 
 
Then, as required 
 
 DξA
T
 = DzP A
T
= 0               (5.15) 
 
and the levels of the design DX may be obtained from 
 
 0jjjj xarx                  (5.16) 
 
where ‘a’ is the number such that all the entries of aDξ are between -1 and 1. 
 
5.5. Unconstrained Mixture Experiments 
 
Aggarwal and Singh (2008) suggested a method to construct latin square based design 
of n runs for mixture of q components. We describe the following method to construct 
mixture designs through cyclic F-squares. UF-type designs may be obtained by 
selecting s linearly independent columns of a cyclic F-square given in Chapter 4, 
Section 4.5. 
 
Method 
 
To construct F-squares based n run mixture design in q components for UF-type 
designs. 
 
Step-1: Choose a UF-type design UF(n; q
n
) and any s(≤ n) columns of an F-square to  
form a UF-type design UF(n; q
s
). 
Step-2: For a given n, there are n! left cyclic F-squares. Among all these n! left cyclic  
F-squares of order n, find an F-square F = fij that has the smallest discrepancy  
using the expression given in (5.9). 
F-SQUARES BASED EFFICIENT UNIFORM DESIGNS … 
105 
 
Step-3: Search s = (q-1) out of n columns of the F-square to form a UF-type design  
UF(n; q
s
). In all there are 
n
Cs such UF-type designs. 
 
Step-4: From these 
n
Cs UF-type designs UF(n; q
s
), choose a design UFn(n
s
) such that 
it has the smallest discrepancy (as given in (5.9)) among all UF(n; q
s
) designs 
generated in Step-3. This design is nearly uniform design. We now have 
UFn(n
s
) on C
s
 where C = [0,1] 
 
Step-5: Let U = (uki), uki = khi (mod n), i = 1, 2, …, s; k = 1, 2, …, n be the uniform  
design as obtained in Step-4. Calculate Cki = (uki – 0.5) / n and make the 
transformation given in Fang and Wang (1994, p.231). 
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then xk = (xk1, xk2, …, xkq), k = 1, 2, …, n; is a uniform design on Sq-1. 
Note that, the number of possible hi is given by the Euler function φ(n) defined in  
(5.18) by Hua (1956) as follows: 
 ,
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where p runs over the prime divisors of n. For example, 
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because 6 = 2 × 3, and the possible associated hi with (hi, n) = 1 are 1 and 5. 
 
In this chapter, we have presented two classes of uniform designs for mixture 
application. We have studied properties of these classes of designs for various models. 
The two classes of considered designs are (i) mixture designs constructed using 
uniform designs based on cyclic F-squares for two designs with different runs, (ii) 
mixture designs constructed by projecting the uniform designs based on good lattice 
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point method based on the two designs with different runs. Consider the case n = 4. 
We have taken 4 = 3 as it yields centered L2-discrepancy (CD2), the natural order 
being 1 2 3 3. This sequence is denoted with last-previous (LP) value. For the other 
sequence, we have taken 4 = 1 as it yields centered L2-discrepancy (CD2), the natural 
order being 1 2 3 1. We have denoted this sequence with last-first (LF) value. Hence 
the considered designs with different runs are denoted by LP and LF.  
 
Table 5.1: Discrepancies of the most uniform three component mixture designs 
 
n DF(LP) DF(LF) DUF(LP) DUF(LF) 
4 0.672528 0.691977 0.621585 0.626328 
5 0.680799 0.703155 0.628167 0.632778 
6 0.685391 0.705232 0.631856 0.636886 
7 0.690831 0.703638 0.628626 0.631139 
8 0.702989 0.711591 0.641498 0.644163 
9 0.698299 0.708262 0.641358 0.644810 
10 0.699276 0.710290 0.633579 0.636435 
11 0.688570 0.709356 0.634094 0.636934 
12 0.708748 0.716759 0.639239 0.641616 
13 0.705680 0.714011 0.637435 0.640063 
14 0.691894 0.698163 0.634056 0.635911 
15 0.702877 0.702108 0.649156 0.648736 
16 0.711894 0.716383 0.645628 0.647331 
17 0.707727 0.708599 0.652365 0.652775 
18 0.707581 0.708261 0.652794 0.653077 
19 0.712794 0.717675 0.643690 0.645387 
20 0.707428 0.707763 0.648146 0.653689 
 
Using the method given above, we have first obtained the most uniform designs based 
on cyclic F-squares. These designs are denoted here by DUF. Then using step 5, we 
have obtained mixture designs for three and four component mixtures. These are 
denoted here by DF. We have also generated mixture designs through projection of 
uniform designs DUF as described in Section 5.4. So we now have two classes of 
designs DF and DUF for both the sequences LP and LF, respectively. The uniformity 
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measure for each of these classes of designs is calculated using (5.9). The 
discrepancies CD2 for each of the classes of mixture designs in three and four 
components are given in Table 5.1 and Table 5.2. The most uniform six run designs 
for three and four component mixtures for each of the families DF and DUF are given 
in Table 5.3 and Table 5.4, respectively. 
 
Table 5.2: Discrepancies of the most uniform four component mixture designs 
 
n DF(LP) DF(LF) DUF(LP) DUF(LF) 
4 0.861168 0.869273 0.827342 0.824991 
5 0.865524 0.875347 0.825065 0.825174 
6 0.865774 0.878883 0.825161 0.825317 
7 0.866703 0.878016 0.825020 0.824307 
8 0.874400 0.877889 0.825441 0.825482 
9 0.877626 0.884636 0.825589 0.825948 
10 0.875257 0.880175 0.825236 0.825302 
11 0.874308 0.879774 0.825245 0.825308 
12 0.882991 0.887693 0.825711 0.825810 
13 0.876571 0.881749 0.825347 0.825432 
14 0.873899 0.874391 0.825328 0.825329 
15 0.884629 0.886514 0.826045 0.826092 
16 0.886045 0.888752 0.826175 0.826248 
17 0.885668 0.889178 0.826141 0.826252 
18 0.874407 0.877318 0.825825 0.825917 
19 0.876212 1.745720 0.825630 0.825706 
20 0.872871 0.874093 0.825864 0.825909 
 
From Table 5.1, we observe that for three component mixtures, the design DUF(LF) is 
most uniform for run sizes n = 15 for the two classes DF  and DUF and DUF(LP) is most 
uniform for all run sizes expect n = 15. All designs are most uniform for n = 4 runs.  
From Table 5.2, we observe that for four component mixtures, the design DUF(LF) is 
most uniform for run sizes n = 4 and 7 and the design DUF(LP) is most uniform for all 
run sizes expect n = 4 and 7. When n = 4, the designs DF(LP) and DF(LF) are most 
uniform. When n = 7, the designs DUF(LP) and DUF(LF) are most uniform. The 
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designs DUF(LP) and DUF(LF) are obtained through projection of the designs DF(LP) 
and DF(LF). The designs DF(LP) and DUF(LF) are most uniform better than the 
designs DF(LF) and DUF(LP), respectively. 
 
Table 5.3: The most uniform six run designs for three component mixtures 
 
DF(LP) DF(LF) 
0.7113 0.2165 0.0722 
0.2362 0.4455 0.3182 
0.5000 0.1250 0.3750 
0.3545 0.1614 0.4841 
0.1340 0.7939 0.0722 
0.1340 0.3608 0.5052 
 
0.7113 0.2165 0.0722 
0.2362 0.4455 0.3182 
0.5000 0.1250 0.3750 
0.3545 0.5917 0.0538 
0.1340 0.7939 0.0722 
0.7113 0.1203 0.1684 
 
DUF(LP) DUF(LF) 
0.5074 0.2795 0.2131 
0.2886 0.3850 0.3264 
0.4101 0.2374 0.3525 
0.3431 0.2542 0.4028 
0.2415 0.5454 0.2131 
0. 2415 0.3460 0.4125 
 
0.5074 0.2795 0.2131 
0.2886 0.3850 0.3264 
0.4101 0.2374 0.3525 
0.3431 0.4523 0.2046 
0.2415 0.5454 0.2131 
0. 5074 0.2352 0.2574 
 
 
Table 5.4: The most uniform six run designs for four component mixtures 
 
DF(LP) DF(LF) 
0.5632 0.2184 0.0546 0.1638 
0.1645 0.2962 0.1348 0.4045 
0.3700 0.0844 0.5001 0.0455 
0.2531 0.1001 0.2695 0.3773 
0.0914 0.6463 0.1967 0.0656 
0.0914 0.2146 0.4048 0.2891 
 
0.5632 0.2184 0.0546 0.1638 
0.1645 0.2962 0.4944 0.0449 
0.3700 0.0844 0.5001 0.0455 
0.2531 0.5313 0.0898 0.1258 
0.0914 0.6463 0.1967 0.0656 
0.5632 0.1032 0.1946 0.1390 
 
DUF(LP) DUF(LF) 
0.2810 0.2469 0.2306 0.2415 
0.2415 0.2546 0.2386 0.2653 
0.2619 0.2336 0.2748 0.2297 
0.2503 0.2351 0.2519 0.2626 
0.2343 0.2893 0.2447 0.2317 
0.2343 0.2465 0.2653 0.2539 
 
0.2810 0.2469 0.2306 0.2415 
0.2415 0.2546 0.2742 0.2297 
0.2619 0.2336 0.2748 0.2297 
0.2503 0.2779 0.2341 0.2377 
0.2343 0.2893 0.2447 0.2317 
0.2810 0.2355 0.2445 0.2390 
 
 
We have fitted Model I to Model IV to the minimum point most uniform mixture 
designs in three and four components for each of the two classes. Models Hi; i = 1, 2, 
3 to the minimum point most uniform mixture designs in three component and Models 
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Hi; i = 2, 3 to the minimum point most uniform mixture designs in four components 
for each of the two classes LP and LF, respectively . The design efficiencies D, A and 
G are given in Table 5.5 and Table 5.6, respectively. 
 
From Table 5.5, we observe that for three component mixtures, the designs generated 
from DF(LP) and DF(LF) are in general more efficient than the designs generated 
from DUF(LP) and DUF(LF) for all Model I to IV and Models Hi; i = 1, 2, 3 as regards 
D-efficiency. As regards A-efficiency, for Model II to IV, the designs generated from 
DF(LP) and DF(LF) are more efficient than the designs generated from DUF(LP) and 
DUF(LF) and in other models, the designs generated from DUF(LP) and DUF(LF) are 
more efficient than the designs generated from DF(LP) and DF(LF). From Table 5.6, 
we observe that the designs generated from DUF(LP) and DUF(LF) are in general more 
efficient than the designs generated from DF(LP) and DF(LF). Designs based on 
DUF(LP) is better in terms of efficiencies for Model I, III and H2. Designs based on 
DUF(LF) is better in terms of efficiencies for Model II. Designs based on DF(LP) are 
better for Model IV in terms of D-efficiency. 
 
5.6. Restricted Exploration of Mixtures 
 
For restricted exploration of mixtures i.e., when (5.2) is satisfied, Saxena and Nigam 
(1977) have given a transformation which provides designs constructed through 
symmetric simplex designs. Aggarwal and Singh (2008) suggested the following steps 
to generate projection designs based on Uniform designs. 
 
Step 1: Rank the components in order of their increasing ranges (Ui – Li). x1 has the 
smallest range and xq has the largest range. 
 
Step 2: Consider a mixture design Z satisfying (5.1). This can be selected from the 
two classes of designs obtained in Section 5.5. 
 
Step 3: Compute B and Bʹ, the minimum and maximum proportions of any 
component Zi in the design so that 0 ≤ B ≤ Zi ≤ Bʹ ≤ 1 for all Zi. 
Step 4: Make the transformation as given by Saxena and Nigam (1977) i.e., 
 
iuiiiu zx   ,  i = 1, 2, …, t; u = 1, 2, …, n 
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  i = t + 1, …, q; u = 1, 2, …, n 
 
where t ≤ (q-1) is the number of components constrained by (5.2).  
 
When all the components are constrained by (5.2), then the levels of xq may be 
obtained by xq = 1 - (x1 + x2 + ∙∙∙ + xq-1). 
 
Step-5: While determining the value of xq in Step-4, if at any point, xq lie outside the 
range Lq ≤ xq ≤ Uq, it can be adjusted by setting xq equal to the violated bound 
and adjusting the level of xq-1 so that (5.2) is satisfied. 
Step-6: The design points from Step-4 combined with different combinations of 
adjusted points result in a number of designs. The design that is most uniform 
and optimal with certain optimality criteria is taken as the best design. 
 
The steps given above are illustrated with the help of examples for three and four 
component mixtures based on F-squares. 
  
Example 5.1: Let us first consider a three component example taken from Snee and   
Marquardt (1974) with components ranked in order of their increasing 
ranges. 
 
   0.1 ≤ x1 ≤ 0.6 
   0.1 ≤ x2 ≤ 0.7 
   0.0 ≤ x3 ≤ 0.7 
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Table 5.5: Efficiencies of the minimum point uniform mixture designs for three components 
Model p DF(LP) DF(LF) DUF(LP) DUF(LF) 
  D-eff A-eff G-eff D-eff A-eff G-eff D-eff A-eff G-eff D-eff A-eff G-eff 
I 6 9.7375E-06 1.2782E-15 1.5E-12 4.42975E-06 1.4154E-16 1.5E-14 3.4636E-06 3.8078E-15 1.5E-13 2.552E-06 7.8113E-16 1.5E-12 
II 7 1.8645E-07 1.7255E-16 1.75E-13 1.1053E-07 3.2596E-18 1.75E-13 8.4310E-08 1.3334E-16 1.75E-12 5.5437E-08 3.7433E-17 1.75E-13 
III 10 2.4114E-10 4.3806E-17 2.5E-14 2.4021E-10 1.1599E-14 2.5E-14 9.7349E-11 2.7202E-17 2.5E-13 1.1219E-10 6.2470E-18 2.5E-13 
IV 6 8.6172E-06 8.9648E-15 1.5E-13 1.2528E-05 8.6331E-16 1.5E-13 2.8269E-06 1.1255E-15 1.5E-13 4.5387E-06 1.1724E-14 1.5E-13 
H1(r=3) 7 
4.3705E-07 1.4747E-16 1.675E-13 2.4378E-07 4.6357E-17 1.675E-13 2.9958E-07 7.4569E-16 1.675E-12 2.7274E-07 1.8211E-14 1.675E-14 
H2(r=3) 7 
2.4565E-07 1.1828E-16 1.675E-12 1.2875E-07 8.4545E-17 1.675E-12 7.3837E-08 7.8328E-16 1.675E-11 5.1464E-08 1.0229E-16 1.675E-12 
H3(r=3) 7 
6.1651E-07 1.2793E-15 1.675E-12 5.2911E-07 7.5107E-16 1.675E-13 1.1305E-07 2.6181E-15 1.675E-12 2.7114E-07 2.1387E-15 1.675E-12 
 
Table 5.6: Efficiencies of the minimum point uniform mixture designs for four components 
Model p DF(LP) DF(LF) DUF(LP) DUF(LF) 
  D-eff A-eff G-eff D-eff A-eff G-eff D-eff A-eff G-eff D-eff A-eff G-eff 
I 10 4.9095E-07 3.9135E-16 1.6667E-13 2.7296E-07 8.2451E-16 1.6667E-13 9.054E-07 2.2291E-16 1.6667E-13 1.0433E-08 7.2376E-16 1.6667E-13 
II 14 1.7115E-12 7.1987E-16 3.5E-14 1.3150E-12 7.1987E-16 3.5E-14 1.8794E-10 4.1135E-16 2E-13 2.7359E-11 4.1135E-16 2E-14 
III 20 4.9714E-14 1.0284E-15 5E-14 3.6525E-14 1.0284E-15 5E-14 9.1968E-13 5.8765E-16 2.8571E-13 1.7064E-13 2.7822E-19 3.3333E-14 
IV 8 0.00016838 2.1635E-16 1.3333E-14 3.7762E-08 4.1135E-16 2E-13 2.3483E-06 3.0953E-16 1.3333E-13 2.3588E-05 2.3506E-16 1.1428E-05 
H2(r=3) 14 
4.2878E-12 7.1987E-16 3.5E-13 3.2031E-10 7.1987E-16 3.5E-13 3.5250E-10 4.1135E-16 4.1135E-16 6.3163E-11 2.691E-15 2.3333E-13 
H3(r=3) 14 
4.8407E-09 7.1987E-16 2.3333E-13 2.2733E-09 1.3990E-15 2.3333E-13 3.7487E-10 4.1135E-16 2.3333E-13 2.6706E-10 4.1135E-16 2E-11 
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Using Steps 1 to 4, we obtain designs with different run sizes for each of the two 
considered classes. The discrepancies of these designs are calculated for different run 
sizes and are given in Table 5.7. Table 5.8 presents the six run uniform designs based 
on designs given in Table 5.3. 
 
From Table 5.7, we observe that for Example 1 when n = 4, 6, 10 and 11, DUF(LP) is 
most uniform and DUF(LF) is most uniform for n = 5, 7, 8, 9, 12, 13, 14, 15, 16, 17, 
18, 19 and 20. For n = 6, 7, 10 and 11, DF(LP) is most uniform and DF(LF) is most 
uniform for n = 4, 5, 8, 9, 12, 13, 14, 15, 16, 17, 18, 19 and 20. 
 
We have fitted Model I to Model IV and Models Hi; i = 1, 2, 3 to the minimum point 
most uniform mixture designs in three components for each of the four classes. The 
design efficiencies D, A and G are given in Table 5.11. 
 
Example 5.2: Let us now consider a four component example taken from Snee 
(1975) with components ranked in order of their increasing ranges. 
 
   0.07 ≤ x1 ≤ 0.18 
   0.00 ≤ x2 ≤ 0.15 
   0.00 ≤ x3 ≤ 0.30 
   0.37 ≤ x4 ≤ 0.70 
 
Using Steps 1 to 4, we obtain designs with different run sizes for each of the four 
classes. The discrepancies of these designs are calculated for different run sizes and 
are given in Table 5.9. Table 5.10 presents the six run uniform designs based on 
designs given in Table 5.4. 
 
From Table 5.9, we observe that for Example 5.2 when n = 4, the designs DF(LF) and 
DUF(LF) are most uniform. For n = 6, the designs DF(LP) and DUF(LP) are most 
uniform. We also observe that for four component mixture designs DF and DUF with 
this example are most uniform for all runs as compared to Aggarwal and Singh 
(2008). 
 
We have fitted Model I to Model IV and Models Hi; i = 2 and 3 to the minimum point 
most uniform mixture designs in four components for each of the four classes. The 
design efficiencies D, A and G are given in Table 5.12. 
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Table 5.7: Discrepancies of most uniform three component designs for Example 
5.1 
 
n DF(LP) DF(LF) DUF(LP) DUF(LF) 
4 0.681488 0.672802 0.616094 0.616212 
5 0.680474 0.660865 0.616276 0.615941 
6 0.659181 0.660720 0.615957 0.616017 
7 0.664419 0.666565 0.615895 0.615682 
8 0.666437 0.658828 0.616133 0.615996 
9 0.662670 0.654420 0.616009 0.615910 
10 0.661016 0.663801 0.615732 0.615798 
11 0.662063 0.672179 0.615694 0.615697 
12 0.669371 0.666703 0.616244 0.616067 
13 0.666600 0.664524 0.615912 0.615806 
14 0.653625 0.652520 0.615572 0.615567 
15 0.657551 0.652834 0.616093 0.615860 
16 0.665891 0.663251 0.616098 0.616029 
17 0.662207 0.655734 0.616225 0.615988 
18 0.662159 0.655818 0.616187 0.615928 
19 0.667399 0.665513 0.616057 0.616043 
20 0.660461 0.656061 0.616198 0.616054 
 
Table 5.8: The most uniform six run designs for three component mixtures 
 
DF(LP) DF(LF) 
0.5409 0.2332 0.2259 
0.2242 0.4164 0.3594 
0.4000 0.1600 0.4400 
0.3030 0.1891 0.5079 
0.1560 0.6951 0.1489 
0.1560 0.3487 0.4953 
 
0.5417 0.2393 0.2190 
0.2291 0.4202 0.3507 
0.4026 0.1671 0.4303 
0.3069 0.5356 0.1575 
0.1618 0.6951 0.1430 
0.5417 0.1634 0.2950 
 
DUF(LP) DUF(LF) 
0.3584 0.3213 0.3204 
0.3202 0.3434 0.3365 
0.5414 0.3124 0.3462 
0.3297 0.3159 0.3544 
0.3119 0.3770 0.3111 
0.3119 0.3352 0.3529 
 
0.3585 0.3220 0.3195 
0.3208 0.3438 0.3354 
0.3417 0.3133 0.3450 
0.3301 0.3577 0.3121 
0.3127 0.3770 0.3104 
0. 3585 0.3128 0.3287 
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Table 5.9: Discrepancies of most uniform four component designs for  
Example 5.2 
 
n DF(LP) DF(LF) DUF(LP) DUF(LF) 
4 0.934520 0.905616 0.827773 0.826239 
5 0.923403 0.912608 0.827227 0.826572 
6 0.917171 0.918592 0.826819 0.826915 
7 0.918128 0.912089 0.827080 0.826632 
8 0.927806 0.922770 0.827196 0.827245 
9 0.937198 0.929950 0.828361 0.827862 
10 0.924913 0.920287 0.827630 0.827409 
11 0.923215 0.918763 0.827208 0.826723 
12 0.933938 0.929168 0.828241 0.827850 
13 0.922307 0.919754 0.827224 0.827026 
14 0.929262 0.924009 0.827877 0.827445 
15 0.934432 0.931890 0.828199 0.827787 
16 0.938489 0.934687 0.828649 0.828062 
17 0.934953 0.930937 0.828237 0.829316 
18 0.933185 0.930975 0.827793 0.827632 
19 0.930816 0.932483 0.827756 0.827501 
20 0.934301 0.930737 0.827856 0.827671 
 
Table 5.10: The most uniform six run designs for four component mixtures 
 
DF(LP) DF(LF) 
0.1788 0.0503 0.0075 0.7634 
0.0956 0.0724 0.0531 0.7788 
0.1385 0.0122 0.2609 0.5884 
0.1141 0.0167 0.1297 0.7395 
0.0804 0.1720 0.0883 0.6593 
0.0804 0.0492 0.2066 0.6637 
 
0.1643 0.0437 0.0066 0.7854 
0.0923 0.0628 0.2233 0.6216 
0.1294 0.0106 0.2261 0.6338 
0.1083 0.1208 0.0240 0.7470 
0.0791 0.1491 0.0766 0.6952 
0.1643 0.0153 0.0756 0.7448 
 
DUF(LP) DUF(LF) 
0.2406 0.2236 0.2179 0.3179 
0.2296 0.2265 0.2240 0.3199 
0.2353 0.2186 0.2514 0.2947 
0.2320 0.2192 0.2341 0.3147 
0.2276 0.2397 0.2286 0.3041 
0.2276 0.2235 0.2443 0.3047 
 
0.2385 0.2224 0.2174 0.3216 
0.2289 0.2250 0.2464 0.2997 
0.2339 0.2180 0.2468 0.3014 
0.2310 0.2327 0.2198 0.3165 
0.2271 0.2365 0.2268 0.3096 
0.2385 0.2186 0.2267 0.3162 
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Table 5.11: Efficiencies of the minimum point uniform mixture designs for three components in example 5.1 
Model p DF(LP) DF(LF) DUF(LP) DUF(LF) 
  D-eff A-eff G-eff D-eff A-eff G-eff D-eff A-eff G-eff D-eff A-eff G-eff 
I 6 0.16350 0.00110 46.7720 0.1861 0.00323 49.7471 0.411E-3 0.43E-6 49.8629 0.324E-3 0.422E-6 53.1726 
II 7 0.04740 0.162E-4 54.4781 0.0471 0.742E-4 58.0450 0.742E-4 0.362E-7 53.2255 0.766E-4 0.7694E-7 54.3951 
III 10 0.00440 0.716E-5 71.4357 0.0043 0.702E-5 71.4357 0.519E-5 0.114E-7 78.7352 0.522E-5 0.110E-7 67.4554 
IV 6 0.20561 0.00243 46.7057 0.2342 0.00784 49.7125 0.00032 0.346E-6 49.0637 0.361E-4 0.556E-6 53.9016 
H1(r=3) 7 0.41792 0.01543 58.1531 0.4830 0.04021 52.4329 0.00611 0.882E-4 58.1666 0.00712 0.255E-4 52.5045 
H2(r=3) 7 0.04593 0.521E-4 54.9390 0.0436 0.101E-4 54.0482 0.561E-4 0.414E-7 53.8039 0.702E-4 0.205E-7 53.9084 
H3(r=3) 7 0.06651 0.196E-4 54.2299 0.0622 0.439E-4 56.1987 0.892E-4 0.783E-7 260.8242 0.961E-4 0.921E-7 50.3221 
 
Table 5.12: Efficiencies of the minimum point uniform mixture designs for four components in example 5.2 
Model p DF(LP) DF(LF) DUF(LP) DUF(LF) 
  D-eff A-eff G-eff D-eff A-eff G-eff D-eff A-eff G-eff D-eff A-eff G-eff 
I 10 4.47176E-08 1.03244E-17 1.66667E-14 9.64023E-11 3.56379E-17 2.5E-13 7.6344E-09 1.38819E-15 1.6667E-12 5.58969E-11 3.34685E-16 2.5E-13 
II 14 2.34133E-11 1.70428E-19 2.33333E-13 4.19051E-13 1.43056E-18 3.5E-14 2.23283E-11 1.27588E-17 2.3333E-13 5.7071E-13 1.55039E-17 3.5E-13 
III 20 2.55634E-13 2.19775E-19 3.33333E-15 1.64889E-13 5.17507E-18 5.0E-14 5.19251E-13 5.9459E-18 3.3333E-13 2.26439E-14 3.49895E-20 5E-14 
IV 8 1.1314E-05 6.24132E-16 1.33333E-13 1.00699E-08 4.02325E-16 2.0E-14 2.47232E-06 4.85838E-15 1.3333E-12 4.32156E-09 1.81587E-15 2E-13 
H2(r=3) 14 9.44261E-11 2.94449E-18 2.33333E-14 1.15283E-12 3.83852E-18 3.5E-13 1.70278E-10 9.13099E-16 2.3333E-13 1.55869E-12 4.89052E-17 3.5E-13 
H3(r=3) 14 9.68000E-10 2.03553E-16 2.33333E-14 1.35677E-11 7.30628E-16 3.5E-13 1.83134E-10 2.002E-16 2.3333E-15 1.00185E-11 6.37616E-15 3.5E-13 
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From Table 5.11, we observe that the designs generated from DF(LP) is better in 
terms of D- efficiency for Model II, III, H2 and H3 while DF(LF) is better for Model I, 
IV and H1. The designs generated from DF(LP) is better in terms of A- efficiency for 
Model III and H2 and DF(LF) is better for Model I, II, IV, H1 and H3. The designs 
generated from DF(LP) are better in terms of G-efficiency for Model H2, DF(LF) is 
better for Model II, DUF(LP) is better for Model III, H1 and H3 while DUF(LF) is better 
for Model I and IV.  
 
From Table 5.12, we observe that the designs generated from DF(LP) and DF(LF) are 
in general more efficient than the designs generated from DUF(LP) and DUF(LF). 
Designs based on DUF(LP) is better in terms of efficiencies for Model III and H2. 
Designs based on DF(LP) is better in terms of efficiencies for Model I, II, IV and H3. 
Designs based on DUF(LP) is better for Model III and H2 as regards D-efficiency. 
 
5.7. Conclusions 
 
For three and four components, D-, A- and G-efficient uniform designs for mixture 
experiments based on latin squares for  cheffe ’s quadratic model (19 8),  arroch and 
Waller’s (198 ) model and Becker’s (1968) model were obtained by Aggarwal and 
Singh (2008). In this chapter, we have found the centered L2-discrepancy with three 
and four components for the considered classes of designs based on F-squares. The 
design DUF(LF) is most uniform for run sizes n = 4 and 7 in three components. When 
n = 4, all the designs are most uniform for three components. The designs DUF(LP) 
and DUF(LF) are obtained through projection of the designs DF(LP) and DF(LF) based 
on four components. The designs DF(LP) and DUF(LF) are most uniform better than 
the designs DF(LF) and DUF(LP) for four components.  
 
In this chapter, we have computed the D-, A- and G- efficiencies of three and four 
component mixture experiments based on  -squares for  cheffe ’s (19 8) quadratic 
model,  arroch and Waller’s (198 ) model and Becker’s (1968) model.  or three 
components, the designs generated from DF(LP) is better in terms of D- efficiency for 
Model II, III, H2 and H3 and DF(LF) is better in terms of D- efficiency for Model I, IV 
and H1. The designs generated from DF(LP) is better in terms of A- efficiency for 
Model III and H2 and DF(LF) is better for Model I, II, IV, H1 and H3. The designs 
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generated from DF(LP) is better in terms of G- efficiency for Model H2, DF(LF) is 
better for Model II, DUF(LP) is better for Model III, H1 and H3 and DUF(LF) is better 
for Model I and IV. For four components, the designs generated from DF(LP) and 
DF(LF) are in general more efficient than the designs generated from DUF(LP) and 
DUF(LF). Designs based on DUF(LP) is better in terms of D- efficiency for Model III 
and H2. Designs based on DF(LP) is better in terms of D- efficiency for Model I, II, IV 
and H3. Design based on DUF(LP) is better for Model III and H2 as regards D-
efficiency. 
 
For four components, the designs generated from DUF(LP) and DUF(LF) are in general 
more efficient than the designs generated from DF(LP) and DF(LF). For Snee’s (1975) 
constrained experimental data, we have compared the discrepancies of our designs 
with latin square based design obtained by Aggarwal and Singh (2008). 
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We have used two methods to obtain the desired discrepancies. In the first method, we 
have provided the data matrix and in the second method we have just provided the 
first row of the matrix and the remaining rows are generated by the program itself. 
 
Chapter 4 
 
//Program to find out the L2 – Discrepancy with matrix input 
#include<conio.h> 
#include<stdlib.h> 
#include<iostream.h> 
#include<math.h> 
#include<stdio.h> 
void main() 
{ 
 char ch='y'; P 
 double m[60][60]; 
 long k,l,s,i,n,g[60][60]; 
 double p,sum; 
 while(ch=='y' || ch=='Y') 
 { 
 clrscr(); 
 cout<<"Enter No. Of Elements n ="; cin>>n; 
 cout<<"Enter No. Of Elements s ="; cin>>s; 
cout<<"Enter Matrix Data\n"; 
 for(k=0;k<n;k++) 
 { 
for(l=0;l<s;l++) 
{ 
 cin>>g[k][l]; 
} 
   } 
 cout<<" Matrix Data\n"; 
 for(k=0;k<n;k++) 
   { 
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 for(l=0;l<s;l++) 
     { 
 m[k][l]=(g[k][l]-0.5)/n; 
 cout<<m[k][l]<<"  "; 
} 
 cout<<endl; 
   } 
 sum=0.0; 
 for(k=0;k<n;k++) 
 { 
p=1.0; 
for(l=0;l<s;l++) 
{ 
 p=p*(1-pow(m[k][l],2)); 
} 
sum=sum+p; 
   } 
 cout<<"\nsum of middle value="<<sum; 
 double res=pow(3,-s)-((pow(2,(1-s))/n)*sum); 
 cout<<"\nresult of first two part="<<res; 
 double y=0.0,x; 
 double m1; 
 for(k=0;k<n;k++) 
   { 
  x=0.0; 
 for(l=0;l<n;l++) 
{ 
p=1.0; 
 for(i=0;i<s;i++) 
{ 
if(m[k][i]>m[l][i]) 
 m1=m[k][i]; 
 else 
m1=m[l][i]; 
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p=p*(1.0-m1); 
} 
 x=x+p; 
     } 
 y=y+x; 
   } 
 cout<<"\nresult  y="<<y; 
double res1=res+(y/(n*n)); 
cout<<"\nresult total="<<res1; 
cout<<"\nresult total as per square root="<<sqrt(res1); 
cout<<"\nCheck for another(Y/N)="; 
cin>>ch; 
  } 
} 
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Output 
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// Program to find out the L2 - discrepancy with the first row input 
#include<conio.h> 
#include<stdlib.h> 
#include<iostream.h> 
#include<math.h> 
#include<stdio.h> 
void main() 
{ 
char ch='y'; 
 double p,sum,m[60][60]; 
 long k,l,s,i,n,g[60][60],j; 
 while(ch=='y' || ch=='Y') 
  { 
    clrscr(); 
cout<<"Enter No. Of Elements=";  
cin>>n; 
 s=n; 
 cout<<"\nEnter 1st Row Matrix Data\n"; 
 for(l=0,k=0;l<n;l++) 
   { 
cin>>g[k][l]; 
   } 
 for(k=1;k<n;k++) 
   { 
for(l=0;l<n-k;l++) 
{ 
g[k][l]=g[0][l+k]; 
     } 
for(j=0;l<n;l++,j++) 
     { 
g[k][l]=g[0][j]; 
     } 
   } 
   clrscr(); 
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 cout<<" Matrix Data\n"; 
 for(k=0;k<n;k++) 
 { 
 for(l=0;l<n;l++) 
{ 
 cout<<g[k][l]<<" "; 
} 
cout<<endl; 
   } 
for(k=0;k<n;k++) 
{ 
for(l=0;l<n;l++) 
{ 
 m[k][l]=(g[k][l]-0.5)/n; 
     } 
} 
 sum=0.0; 
 for(k=0;k<n;k++) 
   { 
     p=1.0; 
for(l=0;l<n;l++) 
     { 
p=p*(1-pow(m[k][l],2)); 
} 
sum=sum+p; 
   } 
double res=pow(3,-s)-((pow(2,(1-s))/n)*sum); 
double y=0.0; 
 double m1; 
 for(k=0;k<n;k++) 
   { 
 double x=0.0; 
for(l=0;l<n;l++) 
     { 
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       p=1.0; 
       for(i=0;i<n;i++) 
       { 
       if(m[k][i]>m[l][i]) 
             m1=m[k][i]; 
         else 
             m1=m[l][i]; 
         p=p*(1.0-m1); 
       } 
       x=x+p; 
     } 
     y=y+x; 
    } 
 double res1=res+(y/(n*n)); 
 cout<<"result total="<<res1; 
 cout<<"\nresult total as per square root="<<sqrt(res1); 
 cout<<"\nCheck for another(Y/N)="; 
 cin>>ch; 
  } 
}    
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Output 
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// program to find the Centered L2 discrepancy with matrix input 
#include<conio.h> 
#include<stdlib.h> 
#include<iostream.h> 
#include<math.h> 
#include<stdio.h> 
void main() 
{ 
  char ch='y'; 
 double p,sum,m[60][60]; 
 long k,l,s,i,n,g[60][60],j; 
 while(ch=='y' || ch=='Y') 
  { 
clrscr(); 
cout<<"Enter No. Of Elements n=";  
cin>>n; 
cout<<"Enter No. Of Elements s =";  
cin>>s; 
cout<<"Enter Matrix Data\n"; 
for(k=0;k<n;k++) 
   { 
     for(l=0;l<s;l++) 
     { 
       cin>>g[k][l]; 
     } 
   } 
cout<<" Matrix Data    m[k][l]=(g[k][l]-0.5)/n;\n"; 
   for(k=0;k<n;k++) 
   { 
     for(l=0;l<s;l++) 
     { 
     m[k][l]=(g[k][l]-0.5)/n; 
       cout<<m[k][l]<<" "; 
     } 
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     cout<<endl; 
   } 
sum=0.0; 
   for(k=0;k<n;k++) 
   { 
     p=1.0; 
     for(l=0;l<s;l++) 
     { 
      p=p*(1+(1.0/2.0*(m[k][l]-0.5))-(1.0/2.0*pow(m[k][l]-0.5,2))); 
     } 
     sum=sum+p; 
   } 
   cout<<"\nsum of middle value="<<sum; 
   double res=pow(13.0/12.0,s); 
   cout<<"\nresult of first part="<<res; 
   res=res-(2.0/n*sum); 
   cout<<"\nresult of first two part="<<res; 
   getch(); 
 double y=0.0; 
   double m1; 
   for(k=0;k<n;k++) 
   { 
     double x=0.0; 
     for(l=0;l<n;l++) 
     { 
       p=1.0; 
       for(i=0;i<s;i++) 
       { 
    m1=((1.0/2.0)*(m[k][i]-0.5))+((1.0/2.0)*(m[l][i]-0.5))-((1.0/2.0)*(m[k][i]-m[l][i])); 
         p=p*(1.0+m1); 
       } 
       x=x+p; 
     } 
     y=y+x; 
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   } 
   cout<<"\nresult  y="<<y; 
      double res1=res+(y/(n*n)); 
     cout<<"\nresult total="<<res1; 
     cout<<"\nresult total as per square root="<<sqrt(res1); 
     cout<<"\nCheck for another(Y/N)="; 
cin>>ch; 
  } 
} 
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Output 
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// program to find the Centered L2 discrepancy with first row input 
#include<conio.h> 
#include<stdlib.h> 
#include<iostream.h> 
#include<math.h> 
#include<stdio.h> 
void main() 
{ 
 char ch='y'; 
 double p,sum,m[60][60]; 
 long k,l,s,i,n,g[60][60],j; 
 while(ch=='y' || ch=='Y') 
 { 
clrscr(); 
cout<<"Enter No. Of Elements=";  
cin>>n; 
    s=n; 
    cout<<"\nEnter 1st Row Matrix Data\n"; 
    for(l=0,k=0;l<n;l++) 
    { 
      cin>>g[k][l]; 
    } 
   for(k=1;k<n;k++) 
   { 
     for(l=0;l<n-k;l++) 
     { 
       g[k][l]=g[0][l+k]; 
     } 
     for(j=0;l<n;l++,j++) 
     { 
       g[k][l]=g[0][j]; 
     } 
   } 
   clrscr(); 
PROGRAM 
134 
   cout<<" Matrix Data\n"; 
   for(k=0;k<n;k++) 
   { 
     for(l=0;l<n;l++) 
     { 
       cout<<g[k][l]<<" "; 
     } 
     cout<<endl; 
   } 
cout<<" Matrix Data    m[k][l]=(g[k][l]-0.5)/n;\n"; 
   for(k=0;k<n;k++) 
   { 
     for(l=0;l<n;l++) 
     { 
       m[k][l]=(g[k][l]-0.5)/n; 
       cout<<m[k][l]<<" "; 
     } 
     cout<<endl; 
   } 
   sum=0.0; 
   for(k=0;k<n;k++) 
   { 
     p=1.0; 
     for(l=0;l<n;l++) 
     { 
      p=p*(1+(1.0/2.0*(m[k][l]-0.5))-(1.0/2.0*pow(m[k][l]-0.5,2))); 
     } 
     sum=sum+p; 
   } 
   cout<<"\nsum of middle value="<<sum; 
   double res=pow(13.0/12.0,s); 
   cout<<"\nresult of first part="<<res; 
   res=res-((2.0/n)*sum); 
   cout<<"\nresult of first two part="<<res; 
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double y=0.0; 
   double m1; 
   for(k=0;k<n;k++) 
   { 
     double x=0.0; 
     for(l=0;l<n;l++) 
     { 
       p=1.0; 
       for(i=0;i<n;i++) 
       { 
    m1=((1.0/2.0)*(m[k][i]-0.5))+((1.0/2.0)*(m[l][i]-0.5))-((1.0/2.0)*(m[k][i]-m[l][i])); 
         p=p*(1.0+m1); 
       } 
       x=x+p; 
     } 
     y=y+x; 
   } 
   cout<<"\nresult  y="<<y; 
     double res1=res+(y/(n*n)); 
     cout<<"\nresult total="<<res1; 
     cout<<"\nresult total as per square root="<<sqrt(res1); 
     cout<<"\nCheck for another(Y/N)="; 
cin>>ch; 
  } 
} 
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Output 
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//Program to find the Wrap-around discrepancy with first row input 
#include<conio.h> 
#include<stdlib.h> 
#include<iostream.h> 
#include<math.h> 
#include<stdio.h> 
void main() 
{ 
 char ch='y'; 
  double p,sum,m[60][60],g[60][60],w[20]; 
  long k,l,s,i,n,j; 
  while(ch=='y' || ch=='Y') 
  { 
    clrscr(); 
    cout<<"Enter No. Of Elements n="; 
cin>>n; 
    s=n; 
      cout<<"\nEnter 1st Row Matrix Data\n"; 
    for(l=0,k=0;l<n;l++) 
    { 
      cin>>g[k][l]; 
    } 
for(k=1;k<n;k++) 
   { 
     for(l=0;l<n-k;l++) 
     { 
       g[k][l]=g[0][l+k]; 
     } 
     for(j=0;l<n;l++,j++) 
     { 
       g[k][l]=g[0][j]; 
     } 
   } 
   clrscr(); 
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   cout<<" Matrix Data\n"; 
   for(k=0;k<n;k++) 
   { 
     for(l=0;l<n;l++) 
     { 
       cout<<g[k][l]<<" "; 
     } 
     cout<<endl; 
   } 
cout<<" Matrix Data    m[k][l]=(g[k][l]-0.5)/n;\n"; 
   for(k=0;k<n;k++) 
   { 
     for(l=0;l<n;l++) 
     { 
       m[k][l]=(g[k][l]-0.5)/n; 
       cout<<m[k][l]<<" "; 
     } 
     cout<<endl; 
   } 
for(k=1,j=0;k<=n;k++) 
   { 
     for(l=k;l<=n-1;l++) 
     { 
       w[j]=l; 
       j++; 
     } 
     w[j]=3; 
     j++; 
     for(l=1;l<=k-1;l++) 
     { 
       w[j]=l; 
       j++; 
     } 
   } 
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   i=0; 
   for(k=0;k<n;k++) 
   { 
     for(l=0;l<n;l++) 
     { 
       g[k][l]=w[i]; 
       i++; 
     } 
   } 
   cout<<" Matrix Data\n"; 
   for(k=0;k<n;k++) 
   { 
     for(l=0;l<n;l++) 
     { 
       cout<<g[k][l]<<" "; 
     } 
     cout<<endl; 
   } 
 getch(); 
    double res=pow(4.0/3.0,s); 
    cout<<"\nresult of first part="<<res; 
    double y=0.0; 
    double m1; 
    for(k=0;k<n;k++) 
    { 
      double x=0.0; 
      for(l=0;l<n;l++) 
      { 
        p=1.0; 
        for(i=0;i<s;i++) 
        { 
          m1=(m[k][i]-m[l][i])*(1.0-(m[k][i]-m[l][i])); 
          p=p*((3.0/2.0)-m1); 
        } 
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        x=x+p; 
      } 
      y=y+x; 
    } 
    cout<<"\nresult  y="<<y; 
    double res1=res+(y/(n*n)); 
    cout<<"\nresult total="<<res1; 
    cout<<"\nresult total as per square root="<<sqrt(res1); 
    cout<<"\nCheck for another(Y/N)="; 
cin>>ch; 
  } 
} 
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Output 
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//Program to find the Wrap-around discrepancy matrix input 
#include<conio.h> 
#include<stdlib.h> 
#include<iostream.h> 
#include<math.h> 
#include<stdio.h> 
void main() 
{ 
  char ch='y'; 
  double p,sum,m[60][60],g[60][60],w[20]; 
  long k,l,s,i,n,j; 
  while(ch=='y' || ch=='Y') 
  { 
    clrscr(); 
    cout<<"Enter No. Of Elements n="; 
   cin>>n; 
    s=n; 
     cout<<"\n Matrix Data\n"; 
   for(k=1,j=0;k<=n;k++) 
   { 
     for(l=k;l<=n-1;l++) 
     { 
       w[j]=l; 
       j++; 
     } 
     w[j]=3; 
     j++; 
     for(l=1;l<=k-1;l++) 
     { 
       w[j]=l; 
       j++; 
     } 
   } 
   i=0; 
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   for(k=0;k<n;k++) 
   { 
     for(l=0;l<n;l++) 
     { 
       g[k][l]=w[i]; 
       i++; 
     } 
   } 
   cout<<" Matrix Data\n"; 
   for(k=0;k<n;k++) 
   { 
     for(l=0;l<n;l++) 
     { 
       cout<<g[k][l]<<" "; 
     } 
     cout<<endl; 
   } 
   getch(); 
   cout<<" Matrix Data\n"; 
    for(k=0;k<n;k++) 
    { 
      for(l=0;l<s;l++) 
      { 
        m[k][l]=(g[k][l]-0.5)/n; 
        cout<<m[k][l]<<"  "; 
      } 
      cout<<endl; 
    } 
    double res=pow(4.0/3.0,s); 
    cout<<"\nresult of first part="<<res; 
    double y=0.0; 
    double m1; 
    for(k=0;k<n;k++) 
   {  
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      double x=0.0; 
      for(l=0;l<n;l++) 
       { 
           p=1.0; 
           for(i=0;i<s;i++) 
          { 
             m1=(m[k][i]-m[l][i])*(1.0-(m[k][i]-m[l][i])); 
             p=p*((3.0/2.0)-m1); 
           } 
           x=x+p; 
        } 
        y=y+x; 
     } 
     cout<<"\nresult  y="<<y; 
     double res1=res+(y/(n*n)); 
     cout<<"\nresult total="<<res1; 
     cout<<"\nresult total as per square root="<<sqrt(res1); 
     cout<<"\nCheck for another(Y/N)="; 
cin>>ch; 
  } 
} 
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Output 
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Chapter 5 
// Program to find the Centered L2-discrepancy with matrix input 
#include<conio.h> 
#include<stdlib.h> 
#include<iostream.h> 
#include<math.h> 
#include<stdio.h> 
void main() 
{ 
char ch='y'; 
double p,sum,m[60][60]; 
long k,l,s,i,n,j; 
while(ch=='y' || ch=='Y') 
   { 
      cout<<"Enter No. Of Elements n=";  
cin>>n; 
cout<<"Enter No. Of Elements s =";  
cin>>s; 
cout<<"Enter Matrix Data\n"; 
for(k=0;k<n;k++) 
     { 
for(l=0;l<s;l++) 
{ 
cin>>m[k][l]; 
        } 
     } 
     sum=0.0; 
for(k=0;k<n;k++) 
     { 
p=1.0; 
for(l=0;l<s;l++) 
{ 
p=p*(1+(1.0/2.0*(m[k][l]-0.5))-(1.0/2.0*pow(m[k][l]-0.5,2))); 
        } 
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        sum=sum+p; 
   } 
   cout<<"\nsum of middle value="<<sum; 
double res=pow(13.0/12.0,s); 
cout<<"\nresult of first part="<<res; 
res=res-((2.0/n)*sum); 
cout<<"\nresult of first two part="<<res; 
getch(); 
   double y=0.0; 
   double m1; 
   for(k=0;k<n;k++) 
   { 
     double x=0.0; 
     for(l=0;l<n;l++) 
     { 
       p=1.0; 
        
for(i=0;i<s;i++) 
       { 
m1=((1.0/2.0)*(m[k][i]-0.5))+((1.0/2.0)*(m[l][i]-0.5))-((1.0/2.0)*(m[k][i]-m[l][i])); 
p=p*(1.0+m1); 
       } 
       x=x+p; 
     } 
     y=y+x; 
   } 
cout<<"\nresult  y="<<y; 
double res1=res+(y/(n*n)); 
cout<<"\nresult total="<<res1; 
cout<<"\nresult total as per square root="<<sqrt(res1); 
cout<<"\nCheck for another(Y/N)="; 
cin>>ch; 
} 
} 
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Contents of the attached Compact Disc 
 
Chapter 3 
 
1. The expressions of the eigenvalues for the Reduced Cubic Canonical Model for 
Design 1, Design 2 and Design 3, case a = 0 and c = 0 for Optimal Block Design. 
 
2. The expressions of the eigenvalues for the Reduced Cubic Canonical Model for 
Design 1, Design 2 and Design 3 for Optimal Orthogonal Block Design. 
