ABSTRACT
INTRODUCTION
The evolution of the electric Power System into a Smart Grid makes necessary the development of new concepts in order to answer the needs of this highly automated and ICT based future network. One of these new concepts is the aggregation of a set of service providers and users that interact coordinately in order to increase the efficiency of the energy delivery process. A new stakeholder, the aggregator, manages the interaction of different participants as if they were a single entity. This participant portfolio can consist of Distributed Generators of different technologies, industrial or commercial customers or even a parquet of Electric Vehicles. It can consist of the combination of all these. Aggregation offers enhanced flexibility and a range of possible ancillary services. However, it is necessary to develop tools to handle all of these different stakeholders and optimize the aggregation procedures.
For this purpose, different optimization tools can be used. This paper proposes the use of Artificial Intelligence in the form of several metaheuristic techniques to approach the optimization problems that aggregation poses. These metaheuristic techniques are computational methods used to solve optimization problems iteratively, trying to improve a candidate solution. Natural evolution is an optimization process that can result in stochastic optimization techniques that can outperform classic methods. A wide range of metaheuristic techniques, eg., Genetic Algorithms (GA), Particle Swarm Optimization (PSO), Simulated Annealing (SA), Tabu Search (TS) and Ant Colony Optimization (ACO) can be used to approach the optimization problems that aggregation poses.
ARCHITECTURE OF THE AGGREGATION AND OPTIMIZATION PROCEDURES
Following, the optimization procedures that can help develop and enhance aggregation are identified:
Generation Scheduling: It is important for the aggregator to have advanced optimization tools to manage its generation portfolio. In a Smart Grid, the production will come from renewable sources and micro generation, intermittent source that introduce an uncertainty factor in the generation scheduling optimization procedures. The unpredictability can be balanced by using storage units, V2G and Demand Side Management to flatten existing peaks on the demand curve. Also geographically dispersed resources can be use to in order to avoid adverse meteorological situations.
Load forecasting: In an aggregation process, this is the complementary process to generation schedule. Load forecasting is necessary and also the first step towards an efficient Demand Side Management.
Demand Side Management: Efforts to flatten peak periods by controlling the demand response are generally done through price signals, time-of-use pricing (TOU), criticalpeak pricing (CPP) and real-time-pricing (RTP). However, approaches that adapt to the current state of the grid and can predict supply and demand in the near future would be more flexible and useful.
C I R E D C I R E D C I R E D C I R E D 22 nd International Conference on Electricity Distribution
Stockholm, 10-13 June 2013
Paper 0901
CIRED2013 Session 4 Paper No 0901
Economic Dispatch: The aggregation of the different stakeholders of the Smart Grid ahs also a commercial aspect. Decentralize Energy Management Systems and advanced economic dispatch can be use in order to take the aggregated to the markets and optimize their bids and prices.
Distribution network planning and operation: The flexible generation and demand will have an impact on the distribution network. The quality of service has to be guaranteed, thus reactive power control in order to keep the desired voltages a nodes is important. Also the placement of capacitor banks, Storage units, Distributed Generators can be planned to be contribute to an optimal network operation.
Electric Vehicles: The presence of the electric vehicles not only as a new load model but also as a storage mean will alter significantly the demand curve and the distribution network. Forecast of EV user habits and charging needs, designing a decentralized control to coordinate the movement of EVs and the application and cases for V2G demands the use of sophisticated optimization tools.
METAHEURISTICS FOR THE SMART GRID
In order to develop the optimization procedures mentioned in the previous section, metaheuristic techniques can be used. The advantage of using metaheuristics are the following: conceptual simplicity, broad applicability, outperforming classic methods on real problems, potential to use knowledge and hybridize with other methods, parallelism, robustness to dynamic changes, capacity to solve problems that have no known solutions.
Genetic Algorithms (GA)
Genetic algorithms (GAs) operate on a population of individuals (genotype). They use a coding (genotypic space) whilst other stochastic search methods solve the optimization problem in the original representation space (phemotypic). Each individual is a potential solution to a given problem and it is typically encoded as a fixed-length binary string (other representations have also been used, including character-based and real-valued encodings, etc.), which is an analogy with an actual chromosome. After an initial population is randomly or heuristically generated, the algorithm evolves the population (reproduction) through sequential and iterative application of three operators: selection, crossover and mutation. A new generation is formed at the end of each iteration.
Particle Swarm Optimization (PSO)
Artificial life research examines how natural creatures behave as a swarm, such as schools of fishes and swarms of birds. It uses three vectors as simple rules in the researches on boids (birdlike objects); Separation: step away from the nearest agent, Alignment: go toward the destination, Cohesion: go to the center of the swarm.
The behavior of each agent inside the swarm can be modeled with simple vectors. It uses the concepts of individual learning and cultural transmission:
• Individual Learning: people have tried the choices and know which state has been better so far, and they know how good it is.
• Cultural Transmission: people have knowledge of how the other agents around them have performed. They know which choices their neighbors have found most positive so far and how positive the best pattern of choices is.
Each agent takes its decision using its own experiences and the experiences of others. The position of each agent is represented by its ' ' axis position and also its velocity is expressed by ' ' (the velocity of axis) and ' ' (the velocity of axis). Modification of the agent position is made by the position and velocity information.
Tabu Search (TS)
Tabu Search consists of a procedure used to manage heuristic algorithms that perform local search. It carries out a number of transitions in the Search Space aiming to find the optimal solutions or a range of near-optimal solutions. The name tabu is related to the fact that in order to avoid revisiting certain areas of the Search Space that have already been explored, the algorithm turns these areas tabu (or forbidden). It means that for a certain period of time (the tabu tenure), the search does not consider the examination of alternatives containing features that characterize the solution points belonging to the area declared tabu. These search algorithms are initialized with a configuration which becomes the current configuration. At every iteration of the algorithm, a neighbourhood structure is defined for the current configuration. Then, the algorithm switches to the fittest configuration, that is, the best configuration in this neighbourhood. Only the most promising neighbours are evaluated. The neighbourhood is updated dynamically and transitions to configurations with higher cost are allowed. An essential feature is the direct exclusion of search alternatives temporarily classified as forbidden (tabu). The use of memory becomes crucial in these algorithms.
Other mechanisms of Tabu Search are the intensification and diversification:
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Intensification mechanisms: the algorithm does a more comprehensive exploration of attractive regions that may lead to a local optimal point. Diversification mechanism: here the search is moved to previously unvisited regions, something that is important in order to avoid local minimum points.
Simulated Annealing (SA)
Annealing is the process of subjecting a solid to high temperature and then cooling it in order to obtain highquality crystals. Simulated annealing emulates the physical process of annealing. During the cooling process, it is assumed that thermal equilibrium conditions are maintained. The cooling process ends when the material reaches a state of minimum energy, which, in principle, corresponds with a perfect crystal. The two main features of the process are the transition mechanism between states and the cooling schedule, in order to find an optimal configuration (or state with minimum "energy") of a complex problem.
Ant Colony Optimization (ACO)
Ant colonies are capable of finding the shortest path to food resources. They are also capable of adapting to changes, e.g. if the path the ants were using gets blocked by an obstacle, they are capable of finding an alternative one. Ant algorithms use a collective intelligence based on a communication system of pheromone trails. Ants explore the Search Space randomly. The explored path is marked with virtual pheromone. Thus, the most popular paths leading to good solutions are rich in pheromone whilst the randomness in the process ensures that other new paths are still explored. So, ant colonies follow an autocatalytic process leading to the optimization of the problem at hand.
The following 
CONCLUSIONS
This paper analyzes how metaheuristic optimization can be used in this cases and the impact it has in facilitating aggregation in a Smart Grid environment and delivers a small state-of-the-art for this line of work.
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