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Abstrakt 
V této diplomové práci je popsán postup návrhu a realizace klasifikátoru vad 
detekovaných při konečné fázi výroby netkané textilie. Úvod práce je věnován analýze 
možností při zpracování a klasifikaci obrazu. 
Navazuje část, kde je popsán postup při segmentaci vad obrazu a extrakce příznakového 
vektoru, dále popis realizace klasifikátoru a přehled dosažených výsledků klasifikace na 
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In this master thesis is described how to design and implement classifier of defects 
detected during the final stage of production nonwovens. The beginning of the thesis is 
devoted to the analysis of options for image processing and classification. 
Followed by the part, where is described process of image segmentation and extraction 
of feature vector. Description of classifier implementation and table of achieved results 
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Oblast počítačového vidění je poměrně rychle a hojně se rozvíjející obor počítačové 
techniky. Snažíme se o to, aby výpočetní technika dokázala zpracovávat obraz a 
porozumět jeho obsahu podobně jako člověk. Porozumění, rozpoznávání objektů a 
vnímaní okolního prostředí skrze zrakový vjem, je pro člověka běžnou záležitostí. 
Člověk dokáže, jen letmým pohledem na obraz, rozeznat barvy, určit pozadí a popředí 
obrazu, spočítat jednotlivé objekty, určit jejich přibližnou velikost a mnoho dalších 
vlastností, jak celého obrazu, tak objektů, které se v něm nacházejí. To všechno na 
základě celoživotně nabytých znalostí a zkušeností. 
Abychom „naučili“ stroj vnímat scénu podobně jako člověk, bylo by zapotřebí 
mnoho snímacích prostředků, systémů pro zpracování signálů a výpočetních algoritmů a 
stejně bychom nebyli schopni dosáhnout tak dokonalého výsledku jako to vnímá 
člověk. Většinou se tedy nesnažíme o komplexní porozumění obrazu, ale pouze o 
analýzu určité části obrazu, který si navíc upravíme tak, aby byl pro danou analýzu co 
nejvhodnější, tím se může úloha počítačového vidění značně zjednodušit a urychlit. 
Vhodně zvolená a dobře provedená úloha počítačového vidění, může pracovat v určité 
oblasti zájmu mnohokrát přesněji a rychleji než člověk. 
Úkolem této práce bude právě navržení vhodného algoritmu pro zpracování, 
porozumění a klasifikaci snímků, pořízených řádkovou kamerou. Tento kamerový 
systém snímá konečnou fázi výroby netkané textilie a pořizuje snímky různých vad, 
defektů a opticky nestandardních vlastností vyrobené textilie. Příkladem takových vad 
může být zhuštěný materiál v textilii, který tvoří tvrdé struktury v materiálu, nebo 
naopak nedostatek materiálu v určitých místech, vytržené vlákno, „zapečený“ hmyz 
apod. Snímků předložených ke klasifikaci je poměrně hodně, s velkým množství variací 
vad. Bude nutné snímky vhodně předzpracovat, tak aby bylo možné každou vadu na 
snímku analyzovat a zjistit potřebné informace, které nám může daný snímek 
poskytnout. Vlastnosti vady jako je obsah, obvod, výška, šířka, jas, tvar, apod. budou 
rozhodující pro konečnou klasifikaci vady do definované třídy. 
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1 PŘEHLED A CÍL DIPLOMOVÉ PRÁCE 
Jak, je v úvodu naznačeno, zadáním diplomové práce je zpracování a klasifikace 
reálných snímků defektů v netkané textilii. Nynější systém, který snímky pořizuje a 
předkládá ke zpracování, sice obsahuje část, která vady klasifikuje do několika tříd, 
nicméně současný klasifikátor nemá k dispozici rozhodující příznaky a jeho klasifikace 
je nepřesná. Chybí mu také prostředky pro editaci klasifikačních tříd, manipulaci 
s trénovací množinou klasifikátoru a samozřejmě kvalitnější klasifikace vad. 
Za cíl jsem si tedy položil vytvořit rozhraní, které umožní editaci klasifikačních tříd a 
trénovací množiny a dále algoritmus, který vytvoří kvalitnější a přesnější popis 
detekovaných vad. Zhotovit kvalitní příznakový vektoru a klasifikátor s nastavením, 
vedoucí k úspěšné klasifikaci vad. 
V následujících kapitolách je obecná teorie o reprezentaci obrazu v počítači, o tom 
jaké jsou možnosti zpracovaní, jak se získávají vlastnosti, neboli příznaky objektů a 
způsoby klasifikace detekovaných objektů. 
Ve stejném sledu, od zpracování obrazu, až po klasifikaci pak následují kapitoly 
s vlastním řešením problému klasifikace. 
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2 OBECNÁ TEORIE POČÍTAČOVÉHO 
VIDĚNÍ 
2.1 Obraz a jeho vlastnosti 
Získávání kvalitního obrazu ze scény, její nasvícení a celý proces digitalizace, to vše 
bezesporu patří k počítačovému vidění, nicméně to není stěžejním úkolem této práce a o 
obrazu, jeho vlastnostech a reprezentaci obrazu v počítači se zmíním jen krátce a to 
v návaznosti na řešenou problematiku. 
Obraz, respektive obrazová data, lze reprezentovat, jako spojité rozložení jasu v rovině. 
Toto rozložení je definováno obrazovou funkcí        pro statický obraz 
         pro dynamický obraz. 
Takto definovaná obrazová funkce je schopna reprezentovat pouze šedotónový 
obraz, respektive jednobarevný obraz. Barevný obraz je definován jako soubor více 
obrazových funkcí, běžně jsou to 3 funkce pro červenou, zelenou a modrou barvu. 
                           
Pro práci s obrazovými daty v počítači je nutné obrazovou funkci digitalizovat, 
digitalizace spočívá ve vzorkování obrazové funkce do matice o M řádcích a N 
sloupcích (rozlišení) a v kvantování spojité jasové úrovně každého vzorku do jednoho 
z K intervalů, obrazová funkce nabývá konečného množství celočíselných hodnot.   
Abychom dosáhli, co nejlepší aproximace spojitého obrazu je nutné zvolit co největší 
možný rozměr matice M x N a co největší počet kvantovacích úrovní K. V případě 
počítačového zpracování obrazu je počet úrovní dán druhou mocninou K = 2b, kde b je 
počet bitů do kterých je hodnota kvantována. 
Podmínkou pro správné vzorkování je vhodné zvolení vzorkovací frekvence, to je 
definováno Shannonovým teorémem. Vzorkovací frekvence musí být alespoň dvakrát 
vyšší, než je nejvyšší prostorová frekvence původní obrazové funkce. 
Výsledná reprezentace jednobarevného (šedotónového) 2D obrázku v počítači vypadá 
jako matice o rozměrech M x N, kde číslo řádku a sloupce odpovídá pozici ve 
skutečném obraze a hodnota uložená na daném místě v matici odpovídá jasové hodnotě 
barvy ve skutečném obraze. Takto uložený bod obrazu nazýváme pixel. Na obrázku 1, 
vidíme šedotónový obrázek o rozměru 8 x 8 pixelů s rozmezím jasových hodnot 0 až 




Obrázek 1: Reprezentace obrazu v počítači [2] 
2.1.1 Histogram 
Histogram vypovídá o rozložení jasových hodnot v obraze. Histogram může být 
reprezentován vektorem s počtem prvků shodným s počtem jasových úrovní 
šedotónového obrazu a velikost jednotlivých prvků odpovídá počtu bodů (pixelů) 
obsažených v obraze s danou jasovou hodnotou. 
Často se histogram používá v grafické podobě, kde vodorovnou osu tvoří celočíselné 
jasové úrovně obrazu, a svislou osu počty pixelů odpovídající dané jasové úrovni 
v obraze. 
 
Obrázek 2: Obraz a jeho histogram [2] 
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Obrázek 3: Obraz detekované vady a jeho histogram 
Histogram na obrázku 3, je nápadně podobný gausově pravděpodobnosti náhodného 
rozložení. Je to dáno principem výroby netkané textilie, která tvoří pozadí obrazu. 
Podstata výroby netkané textilie spočívá v přímém zvlákňování polymerních granulátů 
na nekonečná vlákna tzv. filamenty (průměr řádově µm), která se nanáší na pás pomocí 
zvláknovacích trysek, odtah pásu probíhá rychlostí v řádech tisíců metrů za sekundu. 
V závislosti na požadovaných vlastnostech hotové textilie se filamenty vzájemně 
překrývají v určitém směru. 
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Obrázek 4: Řetězec zpracování obrazu 
 
Obecně může mít řetězec zpracování obrazu mnohem více částí, pro nás budou 
stěžejní tyto čtyři uvedené na obrázku. 
 
2.3 Předzpracování obrazu 
Hlavním cílem předzpracování je, upravit obraz tak, aby se s ním snáze pracovalo 
v dalších fázích zpracování. Mezi operace předzpracování řadíme potlačení, odstranění 
šumu, odstranění zkreslení a zvýraznění rysů obrazu. Možnosti předzpracování si 
uvedeme v následujícím obrázku. 
 
 
























2.3.1 Bodové jasové korekce 
Jas Bodu ve výstupním obrazu při jasové korekci závisí pouze na jasu stejného bodu 
ve vstupním obraze. Jasová korekce slouží k odstranění chyb vzniklých vlivem 
nedokonalého hardwaru při pořizování obrazu.  
Transformace jasové stupnice spočívá ve změně určité hodnoty jasu ve vstupním obrazu 
na jinou hodnotu jasu ve výstupním obraze podle předložené funkce. Běžně se používá 
inverze, prahování, ekvalizace histogramu, úprava kontrastu. 
 
Obrázek 6: Funkce pro jasovou transformaci 
Dle obr.6, transformace T, jasové stupnice p, na novou jasovou stupnici q, zapíšeme: 
       .      ( 1 ) 
2.3.2 Geometrické transformace 
Úkolem je odstranění geometrických zkreslení, jako je zkosení vůči snímané ploše, 
změna rozlišení obrazu, otočení, posunutí, srovnání prostoru atd. jsou zde dva postupy 
transformace. 
Plošná transformace - transformace souřadnic bodů např. při natočení nebo zkosení 
obrazu. 
Jasová transformace - aproximace jasové funkce při zvětšení neb zmenšení obrazu 
(změna rozlišení). 
 
2.3.3 Lokální předzpracování 
U tohoto typu předzpracování se pro výpočet jasu bodu ve výstupním obrazu využívá 
lokálního okolí tohoto bodu ve vstupním obraze. Lze tak docílit vyhlazení obrazu, 
zvýraznění hran, nebo třeba ostřejšího obrazu. Lokálním lineárním předzpracováním je 
jas v bodě (i,j) dán lineární kombinací jasů v okolí O o velikosti M x N vstupního 
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obrazu g s váhovými koeficienty h (konvoluční jádro – filtr). Názorně uvedeno na 
obr.7. 










    
 
 
   ( 2 ) 
 
Obrázek 7: Výpočet jasu výstupního bodu obrazu pomocí konvoluce [3] 
Je několik typů konvolučních filtrů, volíme je v závislosti na požadovaném výsledku 
filtrace. 
 
2.3.3.1 Metody pro vyhlazování obrazu 
a) průměrování 
 přes více obrazů (n obrazů);        
 
 
∑        
 
      ( 3 ) 
 u statických obrazů nerozmazává hrany 
 v jednom obraze se používá lokální aritmetický průměr s použitím 
konvolučního filtru, rozmazává hrany 




   
   
   
] 
   
b) filtr s Gaussovým rozložením 
 využívá filtr s hodnotami vypočtených dle Gaussova rozložení 
výpočet hodnot pro matici        
 
    
 
     
       ( 4 ) 








 rastrem zvolené velikosti např. 3 x 3, procházíme obrazem, těchto devět 
hodnot obsažených v rastu seřadíme do posloupnosti od nejmenšího a 
číslo nacházející se uprostřed posloupnosti je medián, 
 redukuje rozmazávání hran, ale ničí tenké čáry a ořezává ostré rohy  
d)vyhlazování rotující maskou 
 hledáme nejbližší okolí filtrovaného bodu např. podle hodnoty jasu. 
Rotujeme maskou kolem filtrovaného bodu (8 pozic masky), zvolíme tu 
nejbližší a vypočteme aritmetický průměr vybrané masky, tato hodnota je 
jasem výstupního bodu. 
 
2.3.3.2 Metody pro detekci hran 
Hrana v obraze představuje skokovou změnu jasu (velký modul gradientu), úkolem 
hranového filtru je takové místo najít a zvýraznit. Bohužel šum má podobné vlastnosti 
jako hrana a tudíž při zvýraznění hran dojde i k zesílení šumu. 
Několik příkladů konvolučních filtrů pro detekci hran: 
              [
  
   
]     [
  
   
] 
 
            [
   
   
      
]     [
   
    




2.4 Vyhledávání objektů v obraze 
Vyhledávání objektů v obraze v řetězci zpracování obrazu patří do části segmentace. 
Cílem je rozčlenit obraz na menší části, oddělit popředí od pozadí, zjednodušit obraz, 
zredukovat množství dat v obraze a tím obraz připravit pro analýzu a popis. 
Výsledkem segmentace by mělo být vyzdvižení, zvýraznění požadovaných informací 
v obraze a naopak potlačení, či úplné odstranění informací nedůležitých. 
  
 
2.4.1 Segmentace prahováním 
Využívá se toho, že oblasti v obraze, jako je pozadí, mají konstantní charakteristiku 
(barvu, jas). A objekty v obraze mají odlišné charakteristiky než pozadí. Můžeme tak 
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vytvořit binární obraz (dvě úrovně jasu), kde jedna úroveň náleží pozadí a druhá objekt 
v popředí. 
Na obrázku č. 8, je příklad prahování. Jasové úrovně v obrazu jsou 0 až 255, podle 
histogramu jsem určil hodnotu jasu homogenního pozadí 40 až 190, to jsem nahradil 
jednou úrovní jasu s hodnotou 125 a zbytek obrazu zůstal s původní jasovou hodnotou. 
 
Obrázek 8: Prahování obrazu 
2.4.2 Segmentace z obrazu hran 
Využívají se obrazy předzpracované pomocí některého z filtrů pro detekci hran, 
protože hranice objektů v obraze obklopují hrany. Problém může nastat, pokud je 
v obraze nadměrné množství šumu a hrany vnikají i tam kde být nemají. Existuje 
několik metod, jak se obraz podle hran segmentuje 
Prahování obrazu hran, speciálním případem této metody je Cannyho detektor, který 
také dosahuje nejlepších výsledků. 
Sledování hranice, postupné vyhledávání hranice kolem objektu, hranice se zapisuje 




2.4.3 Regionální segmentace 
2.4.3.1 Spojování a štěpení 
Cílem metody je vytvoření co největších souvislých oblastí se stejnými vlastnostmi, 
jako kritéria můžeme použít jasovou hodnotu, barvu, atd. V této metodě se využívají 
dva základní přístupy, a to štěpení, nebo spojování oblastí. 
Princip spojování pracuje následujícím způsobem: 
 Definujeme počáteční rozložení obrazu do velkého množství malých oblastí 
 Definujeme kritérium podle, kterého se budou sousední oblasti spojovat 
 Spojujeme sousední oblasti tak dlouho, dokud vyhovují definovanému kritériu 
 
Štěpení oblastí pracuje právě na opačném principu jako spojování. Začínáme 
s jednou oblastí, tedy celým obrazem a následně jej dělíme na menší podle 
definovaných kritérií. 
 
2.4.3.2 Shluková analýza 
Shluková analýza je obecná statická klasifikační metoda. Obraz zpracováváme tím 
způsobem, že shlukujeme pixely podobných vlastností do skupin. 
Každý pixel v obraze je reprezentován vektorem vlastností X = [x1,x2,…xN], 
jednotlivé hodnoty můžou být např. barva pixelu, vlastnost okolí, pozice, atd. 
Je nutná vhodná volba vlastností, tak aby pixely byli v jedné oblasti podobné a v jiné 
rozdílné, to je  podmínka, pro vnik shluků v N- rozměrném prostoru. 
 
 
Obrázek 9: Shluková analýza [4] 
 
Úkolem segmentace je tedy určit polohu shluků, třeba i počet shluků a přiřadit 
jednotlivým vzorkům nejbližší shluk. Jedná se o iterativní přístup metody a je to učení 
bez učitele. 
Vychází se z podobnosti vzorků, respektive jejich vzdálenosti. 
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Vzdálenost dvou objektů r a s, které jsou charakterizovány N vlastnostmi, je možné 
určit podle:        √∑ |       | 
 
   
 
      ( 5 ) 
Když: k = 1 jedná se o vzdálenost v městských blocích (Manhattan) 
k = 2 Euklidovská vzdálenost 
 
Čebyševova vzdálenost:            |       |    ( 6 ) 
 
 
2.5 Příznaky v obraze 
Abychom byli schopni provést co nejpřesnější klasifikaci objektů, je nutné objekty 
v obraze co nejvhodněji popsat. Pro popis objektů slouží tzv. příznaky (deskriptory, 
popisovače). Příznaky musí vystihovat charakteristické rysy objektů. Volba příznaků je 
obtížná, protože lidský organismus používá rozličných způsobů, než jaké je možno 
použít při klasifikaci pomocí výpočetní techniky. 
Požadavky na příznaky: 
Invariantnost – nezávislost příznaku na změně jasu, kontrastu, translaci, rotaci, 
změně měřítka apod. 
Spolehlivost – objekty téže třídy vykazují podobné hodnoty příznaku 
Diskriminabilita – objekty odlišných tříd vykazují různé hodnoty příznaku 
Efektivita výpočtu – dobrá detekovatelnost příznaku 
 
 
2.5.1 Příznakový vektor 
Příznakový vektor je matematická forma popisu objektu pomocí vektoru X, jehož 
prvky jsou symboly definované abecedy, nebo číselné charakteristiky příslušného 
objektu. Snažíme se nalézt co nejmenší vektor příznaků, protože každý další příznak 
zvyšuje výpočetní náročnost, zároveň ale musí zůstat počet prvků dostatečný pro 





Obrázek 10: příznakový vektor [5] 
 
Redukci velikosti příznakového vektoru X nazveme transformací T, výsledkem je 




→                           ( 7 ) 
 
Selekce příznaků je taková transformace T, po níž mají prvky v Y stejný význam 
jako v X. Selekce je přímý výběr konečné podmnožiny příznaků z vektoru X do vektoru 
Y. Výhodou u této transformace je, že zachováme původní význam příznaků, 
nevýhodou je ztráta části informace o objektu, nevyužitím některých z prvků. 
Extrakce příznaků je transformace T, po níž mají prvky v Y odlišný význam jako 
v X. Nový příznak v Y je lineární/nelineární funkcí několika příznaků z X. Hlavní 
výhodou je, vetší síla nových příznaků, nevýhodou je však ztráta fyzikálního významu 
příznaků. 
 
2.5.2 Dělení příznaků 
Příznaky segmentovaných objektů lze rozdělit do několika skupin podle různých 
hledisek. 
podle domény popisované vlastnosti  -fotometrické deskriptory 
-radiometrické deskriptory 
 
podle oblasti výpočtu příznaku   -deskriptory založené na hranici 
-deskriptory založené na regionu 
 
oblast popisu příznaku    -globální deskriptory obrazu 
-globální deskriptory objektu 
-lokální deskriptory objektu 
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2.5.2.1 Fotometrické deskriptory 
Vypovídají o optických vlastnostech objektů, pracují s jasovými hodnotami 
segmentovaných objektů. 
Průměrná jasová úroveň objektu (Ω): 
      
 
 
∑                     ( 8 ) 
 
Maximální a minimální jasová úroveň: 
        (      )          (      )              ( 9 ) 
 
Diference extrémů jasové funkce: 
                        ( 10 ) 
 
Diference jasové úrovně objektu (Ω) a okolí (Φ): 
                              ( 11 )  
 
Spadají zde také deskriptory histogramu: 
 
Průměrná hodnota:       
 
 
∑               ( 12 ) 
 
Kontrast:       
 
 
∑              
  
       ( 13 ) 
 
Energie:          
 
 
∑               ( 14 ) 
 
Entropie:           
 
 
∑              
 
       ( 15 ) 
2.5.2.2 Radiometrické deskriptory 
Vypovídají o geometrických vlastnostech objektu, udávají vlastnosti jako velikost 
objektu, obvod, konvexnost, atd. 
 Radiometrické deskriptory založené na regionech popisují metrické vlastnosti 
objektů vypočtené z plošného rozložení pixelů objektu 
 Velikost je počet pixelů spojité oblasti určující plochu objektu, čím větší 
je rozlišení obrazu, tím více se příznak blíží skutečné hodnotě obsahu 
fyzického objektu. 
 Obvod je počet hraničních pixelů ve 4- okolí, nebo v 8-okolí, i zde závisí 
hodnota deskriptoru na rozlišení obrazu. 
 Kompaktnost se vypočte podle:                , vyjadřuje míru 
podobnosti oblasti k ideálnímu kruhu. Kruh má minimální možnou 
kompaktnost a to 4π, čím je nižší hodnota příznaku, tím je objekt 
podobnější kruhu. 
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 Konvexnost je podíl velikosti a plochy konvexního obalu, tento 
deskriptor vyjadřuje míru podobnosti objektu ke své konvexní schránce, 
nabývá hodnot  z intervalu      . 
 Hlavní osa udává délku hlavní osy elipsy, jejíž centrální moment 
druhého řádu má stejnou hodnotu jako centrální moment druhého řádu 
popisovaného objektu. Totéž platí pro vedlejší osu. 
 Orientace, je úhel hlavní osy objektu se souřadnicovou osou (většinou 
osou X). 
 Podlouhlost je poměr stran obdélníka opsaného objektu, opsaný obdélník 
musí splňovat podmínku minimálního obsahu 
 Pravoúhlost je maximální poměr velikost/plocha opsaného obdélníka, 
postupným otáčením objektu se hledá minimální velikost opsaného 
obdélníka, čím se poměr plochy oblasti k ploše obdélníku blíží k 1, tím 
vyšší je pravoúhlost 




Obrázek 11: Hodnoty konvexnosti a kompaktnosti různých objektů a dole jejich konvexní obal [5] 
 
Obrázek 12: Hodnota eulerova čísla u předloženého objektu [5] 
 
 Radiometrické deskriptory založené na hranicích popisují metrické vlastnosti 
objektů vypočítané z rozložení hraničních pixelů objektu, hranice může být 
reprezentována implicitně (seznam hraničních pixelů), explicitně (geometrické 
entity). 
Základní radiometrické hraniční deskriptory 
 Řetězový (Freemanův) kód, popisuje hranice objektu řetězcem symbolů 
s určenými směry, 4 symboly pro 4-okolí, 8 symbolů pro 8-okolí, délka 
kódu odpovídá délce hranice a v případě 8-okolí je potřeba diagonální 
směry normalizovat koeficientem √  
 





Poslední a stěžejní částí celého řetězce zpracování obrazu je klasifikace, je to 
výsledek celého řetězce zpracování. V našem případě je to zařazení detekované vady do 
definovaných tříd. 
Definice tříd může být následující: 
 Díry – zde budou spadat vady, kde budou místa s malou hustotou nebo žádným 
materiálem v pásu textilie 
 Výkapky – jsou místa, kde je vysoká hustota materiálu, tím vznikají v textilii, 
tvrdá spečená místa. 
 Cizí předmět – veškeré vady způsobené zalisováním cizích předmětů do pásu 
textilie. Předměty můžou být různé nečistoty, hmyz, chuchvalce prachu, apod. 
 
Třídy můžou být dále rozčleněny dle závažnosti a velikosti vady, také může být typů 
tříd definováno více, bude záležet na požadavcích uživatele využívajícího klasifikační 
algoritmus. 
 
Klasifikace vad bude probíhat na základě příznaků získaných segmentací obrazu, 
nebo přímo ze souboru obrazu jak je popsáno v kapitole 3.1. Po sestavení vhodného 
příznakového vektoru, je nutné zvolit také vhodný klasifikační mechanismus 
(klasifikátor). Je to algoritmus, který je schopen při vhodné množině znalostí úspěšně 
rozdělovat vstupní data s hodnotami atributů (příznaků), do výstupních definovaných 
tříd. 
 
Obrázek 14: Postup klasifikace 
 
2.6.1 Rozdělení klasifikátorů 
Podle použitých metod klasifikace: 
Symbolické – metody založené na rozhodovacích stromech (např. ID3). 
Sub-symbolické – biologicky inspirované výpočetní metody (neuronové sítě, 
genetické algoritmy). 
Statické – využívají regresní nebo statické výpočetní metody (Bayes). 
Paměťové – metody založené na ukládání instancí tříd (IBL). 
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Podle charakteru učení: 
Dávkové – zpracovávají celou cvičnou množinu najednou, to je typické pro 
symbolické metody klasifikace. 
Inkrementální – cvičné množiny lze přidávat postupně, naučená znalost se postupně 
podle nich aktualizuje. Využívají statické metody klasifikace. 
Inkrementální se zapomínáním – zapomínání některých částí znalostí se může jevit 
výhodné v případě, že je některý atribut skryt nebo jsou hodnoty atributů cvičné 






2.6.1.1 Symbolické klasifikátory 
Vycházejí z rozhodovacích stromů, jedná se o nelineární hierarchické systémy. 
Rozhodovací stromy lze graficky znázornit pomocí orientovaného grafu. Je zde třeba 
zmínit několik základních pojmů. Atribut odpovídá vlastnosti, podle které se strom dělí 
do větví. Výčet hodnot atributů je podskupina daného atributu, tolik kolik je hodnot, do 
tolika větví se dělí strom. Atribut (např. váha), hodnota atributu (velká, střední malá). 
Nalezení řešení spočívá v systematickém větvení na nižší úrovně. Větvením 
dosáhneme rozdělením příznakového prostoru na oblasti, které odpovídají jednotlivým 
třídám. Velmi důležité je zvolit vhodný atribut pro kořenový uzel, tento atribut musí mít 
co největší separabilní vlastnost.  
Dělení rozhodovacích stromů: dle topologie (binární, vícerozměrné) 
     dle vstupní proměnné (kvalitativní/kvantitativní) 
     dle výstupní proměnné (kvalitativní/kvantitativní) 
Binární stromy mají na výstupu uzlu vždy jen dvě větve. Bývají rychlejší a přesnější, 
mají však vetší počet uzlů než běžné stromy. Obecné rozhodovací stromy mohou mít 
libovolný počet větví na výstupu uzlu, bývají menší a mají logičtější strukturu. 
Pro tvorbu rozhodovacího stromu, se používá několik algoritmů (ID3, C4.5, CART, 
CHAID). 
Obecně probíhá tvorba rozhodovacího stromu následujícím způsobem: 
Volba vhodného algoritmu 
V cyklu se opakuje 
Získání informací o uzlu 
Rozhodni o uzlu, zda bude dál dělen, nebo z něj udělej list a rozhodni, o jeho 
výstupní hodnotě 
Vyber nejlepší atribut na větvení 




Obrázek 15: Rozhodovací strom 
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2.6.1.2 Subsymbolické klasifikátory 




Aplikují princip evoluční teorie na řešení složitých problémů, základem je 
Darwinova teorie, kdy přežívá jen nejpřizpůsobivější jedinec. Výhoda je, možnost 
řešení libovolně složitého problému, bez jeho podrobné znalosti, nedá se však určit 
výhodnost takového řešení. Navržené řešení nebývá konzistentní, tzn. že pro jednu 
trénovací množinu, dává různá řešení při opakovaném spuštění. 
Genetický algoritmus vytváří generace pro různá řešení daného problému. Každá 
generace se vyhodnotí a provede se výběr (selekce) a následné mutace a křížení. Takto 
vznikají nové generace, které je potřeba opět vyhodnotit, postup se opakuje dokud není 
splněna ukončovací podmínka. Při řešení vznikají populace, které obsahují jednotlivá 
řešení (jedince). Vždy před tvorbou nové generace, se pro každého jedince určí tzv. 
fitness funkce, která udává míru kvality daného řešení. 
Pro selekci potomků se používají tři metody výběru: 
Metoda rulety – sečtou se fitness funkce všech jedinců v populaci a v závislosti na 
velikosti fitness funkce je jedincům přiřazena velikost výseče na ruletovém kole. Poté se 
provede náhodný výběr (hod)a zvolený jedinec postupuje do další generace. Jedinec 
s nejvyšší fitness funkcí má přidělenou největší výseč v ruletovém kole má tedy i 
nejvyšší pravděpodobnost postupu do další generace. 
Metoda turnaje – z populace se vyberou jedinci dva i více, mezi nimiž proběhne 
turnaj. Z těchto jedinců je vybrán jedinec s nejvyšší fitness funkcí a postupuje do další 
generace. 
Poziční selekce - Mutace se v genetických algoritmech používá pro úpravu jedince 
tak, aby měl lepší vlastnosti. 
Nevýhodou genetických algoritmů je velké množství možností nastavení parametrů, a 
ne vždy vede nastavení ke správnému řešení. Nevýhodou je také nutnost rozsáhlého 
vyhodnocené cílové funkce. 
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Umělé neuronové sítě 
Umělé neuronové sítě (UNS) jsou inspirovány biologickou neuronovou sítí. 
Biologická podstata rozpoznávání spočívá v rozměrné síti paralelně propojených entit 
paměti (neuronů). Spojení neuronů je realizováno axony, které tvoří výstupy z buněk a 
dendrity, které tvoří vstupy buněk. 
UNS je paralelní distribuovaný systém výkonných prvků modelujících biologické 
neurony účelně uspořádány tak, aby byl tento systém schopen požadovaného zpracování 
informací. 
Podle typu řešené aplikace rozpoznávacího systému se používá několik základních 
typů neuronových sítí, které se liší svými parametry 
 
 
Obrázek 16: Dělení neuronových sítí [6] 
Model neuronu – pro výpočetní účely se používá aproximace biologického neuronu, 
původní model podle autorů McCullocha a Pittse. 
 
Obrázek 17: Model neuronu [6] 
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Zpracování vstupních informací se nejprve realizuje jako vážený součet vstupů 
vztažený k prahové hodnotě (prahu Θ). 
  ∑                   ( 16 ) 
 
Práh neuronu Θ určuje míru aktivace přenosové funkce, někdy se zavádí jako nultý 
prvek vstupního vektoru X(0) s vahou W(0). Aktivace výstupu neuronu je dána 
přenosovou funkcí f 
         ∑                   ( 17 ) 
Každý neuron může mít individuální typ přenosové funkce. Zpravidla se však volí 
jeden typ přenosové funkce pro všechny neurony jedné vrstvy. Průběh přenosové 
funkce je jedna ze základních nastavení sítě a zásadně určuje chování UNS. 
 
 
Obrázek 18: přehled některých typů přechodových funkcí [6] 
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Aktivace příslušných výstupních neuronů představuje míru příslušnosti ke třídě. 
Pro některé aplikace se ještě používají jednodušší typy modelů neuronu. 
Základní neuron, na jehož vstupech můžou být jen binární hodnoty 
 
Obrázek 19: Model základního neuronu [7] 
Perceptron – na vstupech můžou být hodnoty 0,1 nebo 1, -1. Výstupní hodnota je 
přímo ovlivněna hodnotou prahu (h). Oproti základnímu neuronu je zde možné nastavit 
váhy vstupu neuronu (w). 
 
Obrázek 20: Model perceptronu [7] 
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Každá UNS je charakterizována typem modelu použitého neuronu, topologií, 
způsobem učení a vybavováním. Každý z těchto parametrů ovlivňuje chování sítě a 
kvalitu klasifikace. 
Topologie sítě udává způsob uspořádání neuronů v síti a jejich vzájemné propojení. 
Pokud je neuronová síť reprezentována ve tvaru orientovaného grafu pak neurony tvoří 
uzly grafu a hrany grafu se nazývají spoje. Každý neuron může mít libovolný počet 
vstupních i výstupních spojů. Každý neuron má také svou vlastní lokální paměť a svou 
přenosovou funkci. 
 
Obrázek 21: Topologie UNS [8] 
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Vstupy sítě α1 až αs na obr. 22 představují příznaky použité pro klasifikaci a výstupy 
β1 až βr odpovídají jednotlivým klasifikovaným třídám. Aby bylo možné použít UNS ke 
klasifikaci je nejprve nutné síť naučit podle předložených tréninkových vzorů. 
Proces učení UNS probíhá dle následujícího algoritmu: 
Inicializace vah w 
Není-li splněno kritérium pro ukončení učení UNS pokračuj kroky 3 až 7 
Pro každý trénovací pár x, d (x je vstupní vektor příznaků, d je třída příslušnosti, tedy 
výstupní hodnota) prováděj kroky 4 až 6 
1) Načti na vstup nový vektor příznaků 
2) Vypočítej výstupní hodnotu sítě 
3) Změn nastavení vah: 
4) Je-li výstupní hodnota sítě menší než požadovaná, pak  
                       ( 18 ) 
5) Je-li výstupní hodnota sítě rovna požadované hodnotě, pak  
                     ( 19 ) 
6) Je-li výstupní hodnota sítě větší než požadovaná, pak  
                       ( 20 ) 
7) Pokud se hodnoty vah nemění, zastav, jinak pokračuj krokem 4. 
 
Hojně používaným algoritmem učení je Back Propagation (BP), je pro vícevrstvou 
neuronovou síť s dopředným šířením signálu, bez laterárních vazeb mezi neurony 
jednotlivých vrstev. Jedná se o iterativní gradientní algoritmus, který minimalizuje 
čtverec chybové funkce (EC). 
   
 
 
∑ ∑          
  
   
 
         ( 21 ) 
Kde k je počet vzorů a m počet výstupů. 
Pro algoritmus BP se provádí přepočet vah vstupů podle: 
                   
       
   
       ( 22 ) 
Kde α je učící koeficient a z je potenciál neuronu. 
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3 VYHLEDÁVÁNÍ PŘÍZNAKŮ VE 
SNÍMCÍCH DETEKOVANÝCH VAD 
3.1 Snímky s detekovanými vadami 
Několik příkladů běžně detekovaných vad: 
 
Obrázek 22: "Vlaštovky" 
 
Obrázek 23: Úlety měkké vlákenné 
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Obrázek 24: Úlety měkké vlákenné snímané kamerou z jiného pohledu a pod jiným typem osvětlení 
 
Obrázek 25: Chomáče a úkapky 
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Obrázek 26: Zachycení nečistoty před objektivem kamery 
 




Vady na obrázku 26, nejsou způsobené defektem v materiálu netkané textilie, ale 
např. částicí prachu, nebo vláknem pomalu letícím vzduchem těsně před objektivem 
kamery. Tato nečistota zabrání dopadu světla do objektivu kamery, a protože pás 
s netkanou textilií se pohybuje hodně vysokou rychlostí, až tisíce metrů za sekundu, 
může zůstat ve výsledném snímku podobná čmouha. 
 
Obrázek 28: Díry a zeslabená místa 
 
Obrázek 29: Sklady podélné a příčné 
 
Paleta detekovaných vad je samozřejmě mnohem širší, nicméně pro představu, jaké 
asi vady lze nalézt v netkané textilii to postačí, další typy vad a jejich postup zpracování 
bude uveden dále v textu. 
Na většině snímků je dobře vidět kontrast mezi pozadím a vadou, což je dobrý 
předpoklad pro oddělení nepotřebného pozadí a vyzvednutí rysů vady, za účelem popisu 
vady. Taky je na každém typu vad vidět rozdílné geometrické i jasové rysy.   
Aby klasifikátor dospěl k úspěšné klasifikaci, je nutné získat informace právě o 
tvaru, velikosti, výšce, šířce, či podobnosti vady s kruhem, hodně vypovídající 
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informací je také poměr obvodu vady k jejímu obsahu. No a taky informace o jasové 




Pozadí obrázku, čili materiál, který je sledován kamerovým systémem, se jeví jako 
plocha s jasovou hodnotou pohybující se v určitých mezích. 
Kdežto vada se v obraze jeví jako jasová anomálie, která vybočuje z jasové meze 
pozadí. Vada může být světlejší nebo tmavší než pozadí a právě detekcí těchto anomálií 
dokážeme detekovat vady v obraze. 
Kamerový systém, který detekuje vady a pořizuje snímky, získává o detekované 
vadě, určité informace, i když jen základní a pro spolehlivou klasifikaci nedostačující. 
Uloží tyto informace do snímku spolu s blízkým okolí vady a taky ji klasifikuje do 
určité skupiny. 
V binárním kódu uloženého obrázku, lze tyto informace vyčíst. Pro vadu na Obrázek 











Lze zde vyčíst, datum a čas pořízení vady, nastavení kamery, která kamera a pod 
jakým osvětlením vadu zachytila, informace o vadě a další např.: 
 
resultID – je informace o tom, která kamera zachytila vadu a pod jakým osvětlením, 
tuto informaci budu používat v počátku image procesingu k uřčení, o jakou vadu se 
jedná, např. světlé pozadí, tmavá vada odpovídá číslu 9 
posX1, posX2, posY1, posY1 – jsou souřadnice opsaného obdélníku kolem vady 
area/areamm – plocha zaujímaná vadou pixel/mm 
QMIN, QMAX, QAVG – je min, max a průměrný jas vady 
Q25, Q50, Q75 – jasové kvartily histogramu 
A mnoho dalšího  
 
 
Původně jsem chtěl využít tato data jako vstupní data klasifikátoru, nicméně jasová 
hranice, která detekuje vadu je nastavena poměrně daleko od jasové úrovně pozadí a 
proto část vady, zejména okrajové časti, nejsou za vadu vůbec považovány. A tím 
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můžou být informace o vadě nedostatečné, či zkreslené, proto jsem se rozhodl vytvořit 
vlastní algoritmus pro detekci a popis vady v obraze.  
Určit jasovou hranici, která rozhoduje, kdy se jedná o vadu a kdy ne, se může jevit 
jako poměrně jednoduchá záležitost, nicméně vady které se ve snímcích vyskytují je 
celá řada s mnoha různými charaktery. Stejně tak se mění i sledovaný materiál, tím 
získáme úplně odlišné pozadí obrazu. A navíc systém ke sledování výroby, využívá 
několik kamer pod různými pohledy a rozdílnou intenzitou osvětlení. Tak můžeme 
dostat i více obrázků s různými fotometrickými vlastnostmi, ale popisující stejnou vadu. 
Proto z informací uložených v binárním kódu obrázku použiji „resultID“ a to 
k rozpoznání o jaký typ vady se jedná, zda jde o světlou vadu na tmavém či světlém 





3.2 Segmentace vady v obraze 
Až na některé výjimky, kdy jsou části obrazu tmavé, nebo naopak přepálené se dá 
říci, že je kvalita pořízených snímků na poměrně vysoké úrovni, co se týká ostrosti a 
stability osvětlení, není potřeba provádět žádné předzpracování obrazu. 
Segmentace obrazu probíhá za pomocí prahování, určení prahu jsem volil na základě 
znalosti průměrné jasové intenzity pozadí a na základě experimentálního zkoušení 
prahové úrovně na různých typech vad. Na základě resultID rozlišuji, zda se vada 
nachází na tmavším, nebo světlejším pozadí a zda vada jasovou intenzitou vybočuje z 
pozadí nahoru, nebo dolů, tedy tmavá, nebo světlá vada. Celkem mám tedy zvoleny 
čtyři úrovně prahu, pro segmentaci vady od pozadí a dva typy prahování, jeden pro 
světlé vady, druhý pro tmavé. Ve většině případů, je tento počet prahů dostačují, 
nicméně se objevují i vyjímky, kdy by bylo vhodnější jiné nastavení, je to však 
kompromis nastaven tak, aby vyhověl co největší množině obrázků. 
Výsledkem prahování je binární obraz kde černá barva, tedy nulová hodnota jasu 
připadá pozadí a bílá barva vyznačuje segmentovanou vadu. Úplně jsme tedy potlačili 
pozadí obrazu a zůstane jen obrys vady. Takový obraz je vhodný pro další zpracování 
segmentace a získávání informací z obrazu. 
 
Obrázek 30: Výsledek segmentace s hodnotou prahu 30 
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Přibližně hodnota prahu 30 je použita při detekci vady kamerovým systémem a 
informace, které jsou uvedeny o vadě, v binárním kódu obrázku odpovídají výsledku 
segmentace prahem o hodnotě 30. Takto „vyprahovaný“ obraz však neposkytuje 
informace o celé vadě. 
 
Obrázek 31: Výsledek segmentace prahováním s hodnotou prahu 60 a 70 
 
 
Pro své řešení segmentace vad jsem zvolil hranice prahu, které jsou mnohem blíže 
průměrné jasové hodnotě pozadí, abych získal detailnější informace o vadě. Na Obrázek 
30 je vyprahována pouze nejtmavší část vady, což neodpovídá skutečnému rozsahu 
vady. Na obrázku 31 je již vidět celkový rozsah vady, avšak společně s vadou se do 
prahovaného obrazu dostávají i tmavší části pozadí. Proto je nutné prahovaný obraz 
ještě upravit a počet segmentovaných objektů redukovat. 
Zkoušel jsem na binární obraz aplikovat různé filtry, využívající průměrování, nebo 
medián, to vedlo k odstranění malých objektů, ale i k deformaci či odstranění částí 
vady. Např. vady, které byli tenké a dlouhé, byly těmito filtry odstraněny úplně, což 
bylo nežádoucí. Zkoušel jsem i morfologickou operaci uzavření, ale ta taky nevedla 
k požadovanému cíli a navíc byla poměrně hodně náročná na čas výpočtu. 
Nakonec jsem zvolil řešení, kde z objektů vytvořených prahováním jsem vytvořil 
kontury, tedy každému objektu jsem vytvořil obrys udávající i obvod každého 
nalezeného objektu. Podle velikosti obvodu jsem, nalezl největší konturu a všechny, 
které jsou desetkrát menší, než největší jsem odstranil. Většinou tak zůstane jedna 
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dominantní kontura, nebo několik podobně velkých, které téměř přesně opisují tvar 
detekované vady. 
 
Obrázek 32: Nalezená kontura detekované vady 
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Pro tuto vadu, byla nalezena právě jedna kontura. Společně s konturou je vykreslen i 
opsaný obdélník, takto nalezená kontura následně slouží k nalezení radiometrických 
deskriptorů vady. 
 
Obrázek 33: Vada složená ze dvou kontur 
3.3 Příznakový vektor 
Z původního obrazu detekované vady jsem si vytvořil obraz binární, v tom jsem 
vykreslil kontury objektů a v případě potřeby, jsem odstranil kontury nevýznamné vůči 
vadě, a tím zredukoval jejich počet, tak aby co nejlépe opisovaly tvar vady v původním 
obraze. Někdy se může stát, že s nežádoucí konturou, což jsou zbytky pozadí, šum 
v obraze apod. se odstraní i menší kontury, které přísluší detekované vadě. Nicméně 
redukce kontur je pro většinu obrazů nutná a přínosná. To co bude za vadu uznáno a co 
ne, je o kompromisu nastavení, které bylo zjištěno experimentálně a je vyhovující 
v drtivé většině případů. 
Takto připravené obrazy kontur, jsou ideální na extrakci radiometrických příznaků 
vady. 
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Mezi deskriptory jsem se také rozhodl zařadit informaci získanou z binárních dat 
obrazu, konkrétně resultID, což je v podstatě globální deskriptor, popisující vlastnost 
obrazu. Deskriptor říká o jaký typ obrazu a jaký typ vady se jedná: 
resultID = 9 – světlé pozadí, tmavá vada 
resultID = 10 – světlé pozadí, světlá vada 
resultID = 11 – tmavé pozadí, tmavá vada 
resultID = 12 – tmavé pozadí, světlá vada 
 
 
Obrázek 34: Příklad vady kde je po prahování mnoho nadbytečných objektů 
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Na obrázku výše je ukázkový příklad vady, kde po prahování zůstává mnoho 
nadbytečných objektů, které se nehodí pro popis vady a musejí být odstraněny. Na 
dalším obrázku je porovnání, jak vypadají vykreslené všechny kontury Obrázek 35 
vlevo a vpravo jsou kontury, které zůstanou a jsou z nich počítány příznaky.  
 
Obrázek 35: Srovnání, vlevo jsou vykresleny všechny kontury, vpravo jsou odstraněny nežádoucí a jejich 
počet zredukován 
 
3.3.1 Fotometrické deskriptory 
Vady nepopisuji pouze na základě geometrických tvarů, ale zohledním také jasovou 
hodnotu vady, která je pro různé vady hodně vypovídající hodnotou. 
Díry, zeslabená místa a různé nečistoty v netkané textilii se ve snímcích jeví jako 
tmavé skvrny. Naopak zhuštěná místa materiálu, zatržená vlákna, se jeví jako světlá 
místa, samozřejmě taky závisí z jakého pohledu je vada detekována.  
Při pohledu kamery shora a nasvícení taktéž shora, se zatržené vlákno nebo zhuštěný 
materiál jeví jako světlé místa, které světlo odrážejí do objektivu kamery. Naopak při 
pohledu kamery shora a nasvícení zespodu se stejné zatržené vlákna a zhuštěná místa 
jeví jako tmavá místa, která nepropustí světlo do objektivu skrz materiál. Toto je 
později třeba zohlednit při tvorbě trénovací množiny klasifikátoru a každé vadě, i když 
se jedná o geometricky stejnou vadu, akorát jedna je tmavá a druhá je světlá, tak jim 
musíme přiřadit různé výstupní třídy při klasifikaci, protože v obraze se jeví jako objekt 
s různými optickými vlastnostmi.  
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Proto jsem mezi příznaky zařadil maximální, minimální a průměrnou jasovou úroveň 
a taky jasové kvantily Q25, Q50, Q75 detekované vady. Tyto hodnoty se získávají 
z jasových hodnot vstupního obrazu, body obrazu, které se započítávají do výpočtu, se 
získají průnikem množiny bodů, vstupního a binárního obrazu. Tyto deskriptory 
nabývají hodnot od 0 do 255. 
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3.3.2 Radiometrické deskriptory 
Radiometrické deskriptory, jsou extrahovány z připravených obrazů kontur, volil 
jsem množinu radiometrických příznaků s co největší diskriminabilitou, aby pro vady 
patřící do jedné klasifikační třídy, měli deskriptory podobnou hodnotu a vady odlišných 
tříd měli hodnotu deskriptoru různou. Přehled radiometrických deskriptorů 
 
- Počet kontur, celkový počet kontur, které tvoří obrys vady 
- Obvod, součet obvodů všech kontur, počítáno v pixelech 
- Velikost, počet pixelů vyplňující všechny kontury 
- Výška, počet pixelů, které vada zabírá na ose y, není to součet výšek opsaných 
obdélníků 
- Šířka, počet pixelů, které vada zabírá na ose x, není to součet šířek opsaných 
obdélníků 
- Kompaktnost, obvod2/velikost, vyjadřuje míru podobnosti k ideálnímu kruhu 
- Konvexnost, velikost/plocha konvexního obalu, pro každou konturu je počítána 
plocha konvexního obalu, jejich součet je pak použit pro výpočet. 
 
Deskriptory obvod, velikost, výška, šířka jsem zvolil pro jejich jasně vypovídající 
popis velikosti vady.  
Hodnota kompaktnosti se blíží k jedné pro vady, které se tvarem blíží kruhu, naopak 
pro vady vlákenného typu tzn. tenká, dlouhá, popřípadě ještě zakroucená se hodnota 
kompaktnosti blíží k nule, dobře tedy rozlišuje vady těchto typů. 
Vady, které mají hodně členitý obrys, mají i vysokou hodnotu kompaktnosti, můžou 
to být díry, zeslabená místa chomáče vláken atd. naopak vady charakteru jako jsou 
skvrny a úkapky, mívají uhlazenější obrys a menší hodnotu kompaktnosti. 
Finální vzhled příznakového vektoru a pořadí prvků je následující: 
[resultID, Počet kontur, Obvod, Velikost, Výška, Šířka, Kompaktnost, Konvexnost, 
Maximální, Minimální, Průměrná, Q25, Q50, Q75]. 
 
 
Obrázek 36: Výřez detekované vady s výsledky segmentace 
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Vlevo na Obrázek 36, je výřez vady typu „úkapek, dlouhé tenké vlákno“, uprostřed 
je prahovaný obraz a vpravo je pět největších kontur, každá společně s opsaným 
obdélníkem a konvexním obalem. Zjištěný příznakový vektor vady je následující: 
[12; 5; 1450; 1596; 266; 184; 1318; 0,1211; 243; 161; 193;170;193;201], 
takto získaný vektor se normalizuje a předává klasifikátoru. 
 
 
Obrázek 37: Příklad vady nečistota a její segmentace 
Extrahovaný příznakový vektor vady nečistota [9;1; 304; 1215; 100; 31; 76; 0,7017; 
65; 14; 48; 35; 54; 63], je zde vidět markantní rozdíl v hodnotách kompaktnosti a 
konvexnosti oproti vadě vlákenného typu na obrázku 36. 
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4 KLASIFIKACE VAD 
Závěrečnou a stěžejní částí celé práce, je návrh a implementace klasifikátoru, který 
dokáže zpracované a segmentované obrazy vad úspěšně klasifikovat do uživatelem 
definovaných tříd. Požadavkem je také vytvořit aplikační rozhraní, přes které se bude 
klasifikátor ovládat a bude umožněna editace trénovací množiny klasifikátoru, tedy 
schopnost přidávat a odebírat klasifikační třídy. 
Pro implementaci klasifikátoru a rozhraní jsem si zvolil programovací jazyk C++. 
Jako klasifikátor jsem použil vícevrstvou perceptronovou neuronovou sít s dopředným 
šířením signálu a učícím algoritmem backpropagation implementovanou ve volně 
dostupné knihovně FANN.    
4.1 FANN 
Srdcem klasifikátoru je FANN (Fast Artificial Neural Networ), je to volná open 
source knihovna neuronové sítě. Implementuje vícevrstvou neuronovou sít psanou 
v jazyce C a podporuje plně nebo částečně propojené topologie neuronových sítí, je 
schopná pracovat jak s desetinnými, tak celými čísly. Jako učící algoritmus využívá 
backpropagation, rozšířený o mnohá nastavení. Je zde také možnost nastavení topologie 
sítě a nastavení použitých neuronů, respektive jejich přechodových funkcí a mnoho 
dalších nastavení. Knihovna má také určité možnosti práce a editace vstupních dat. [11] 
4.2 Trénovací množina 
K dispozici jsem dostal množinu asi čtyř tisíc obrázků s detekovanými vadami všeho 
druhu. Nejprve bylo nutné všechny obrázky projít a roztřídit je do jednotlivých tříd a 
stanovit kolik vlastně tříd budu rozlišovat. Jako pomoc pro rozlišování vad, mi byl 
poskytnut etalon vad od výrobce netkané textilie, kde bylo popsáno, jak jednotlivé vady 
vypadají společně s přiloženými obrázky. Nicméně etalon nezahrnoval veškeré typy vad 
a sloužil hlavně jako vodítko, jak by různé třídy vad mohly vypadat. 
Původně jsem rozlišil asi 20 tříd obrázků, v některých třídách však nebyl dostatečný 
počet obrázků pro tvorbu trénovací a testovací množiny klasifikátoru. Proto jsem 
s těmito skupinami obrázků dále nepracoval. A některé třídy jsem nakonec sloučil do 
společné, protože byly navzájem hodně podobné, i já jsem byl při rozhodování na 
vážkách, do které třídy vady zařadit a při nastavování klasifikátoru to taktéž 
způsobovalo problémy. Nakonec mi zůstala množina třinácti tříd, se kterými jsem 
pracoval a klasifikoval je. Přehled tříd a několik informací ke každé vadě, je 
v následující tabulce. 
 
Název třídy Informace o vadě 
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Nečistota před kamerou, tenká 
dlouhá 
Způsobena zachycením letící nečistoty 
před objektivem kamery, není vada 
textilie. 
  
Nečistota před kamerou, široká Taktéž způsobená letící nečistotou, 
zanechá však podstatně větší stopu a 
široký tmavý pás shora dolů. Není vada 
textilie 
  
Nečistoty, tmavé černé Detekována nečistota na textilii, tmavý 
černý flek, často kruhového charakteru. 
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Sklady světlé Způsobena překrytím vrstev textilie, 
zanechává velké světlé místa, přes 
většinovou část obrazu 
  
Sklady tmavé, plot Podobný charakter, jako sklady světlé. 
Jsou však detekovány a klasifikovány 
světlé tečky v obraze 
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Skvrny od oleje, monomeru Malé tmavé skvrny v obraze, 
nepravidelného tvaru, můžou být 




Světlé kolečka Světlé skvrny v obraze, zpravidla 








Úkapky, utržená vlákna, tvrdá vlákna Světlé skvrny v textili, způsobené 
chomáči zamotaných vláken 
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Úlety, vlákenné světlé Výrazné světlé vlákno v textili 
 
 




Vlaštovky Jsou to světlá zhutněná místa v textili, 
svým tvarem připomínající letící vlaštovku 
  






Tabulka vyřazených vad 
Díry – velká tmavá díra v textilii. 
Nedostatek obrázků, pouze 4 ks. 
Testovací vady – slouží k testování 
kamerového systému při spouštění 




Úlety tvrdé z kalandru – obrázků co by se 
daly skutečně zařadit do této třídy, bylo 
málo, ostatní byli podobné třídě  - Úkapky, 
utržená vlákna, tvrdá vlákna 
Zesílená místa – většina na rozhraní 
mezi vlaštovkou, nebo malým úkapkem. 




Tmavé kruhy – testovací vada pro test 
poměru stran X ku Y. Nalezeno jen 5 ks 
Hmyz – vad, co by mohl být zalisovaný 
hmyz, jsem nalezl jen 6 ks, a jsou hodně 
podobné skvrnám od oleje a monomeru, 




Po roztřídění obrázků jsem si vytvořil stálou trénovací a testovací množinu, s kterou 
jsem testoval a nastavoval klasifikátor. 
Trénovací množina je soubor vad, které předkládáme klasifikátoru jako vzorové 
příklady vad, na kterých se klasifikátor “učí“ a slouží k nastavení vah klasifikátoru. 
Konečné nastavení vah klasifikátoru přímo ovlivňuje klasifikaci vad do tříd. 
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Proto je volba vhodné trénovací množiny zásadní podmínkou pro úspěšnou 
klasifikaci vad do definovaných tříd. 
Nejprve jsem měl trénovací množinu se čtrnácti klasifikačními třídami, nakonec 
jsem, ale třídu „zesílena místa“ rozdělil mezi „vlaštovky“ a „úkapky malé, světlé“.  
 
Pro jednu klasifikační třídu, bychom měli klasifikátoru předložit minimálně 15 až 20 
trénovacích vzorů. Každý vzor by měl jednoznačně vystihovat charakteristické rysy 
dané klasifikační třídy. Vzor by neměl obsahovat žádné rysy jiné klasifikační třídy, to 
má negativní vliv na výsledek klasifikace a prodlužuje to proces ušení klasifikátoru. 
 
Je také nutné rozlišovat obrázky podle informace resultID, která je uložené v 
binárním kódu obrázku viz kapitola 3.1. Ideálním případem je řadit obrázky s jedním 
resultID do jedné třídy. V případě nutnosti, lze zařadit vady s informací resultID 9 a 11 
společně do jedné klasifikační třídy, nelze je však kombinovat s vadami, které mají 
resultID 10 a 12. 
Totéž platí opačně, vady s resultID 10 a 12 lze použít společně pro jednu třídu, nelze 




4.3 Interface a grafické rozhraní 
Požadavkem bylo vytvořit jednoduché aplikační rozhraní pro práci s navrženým 
klasifikátorem a také rozhraní s klasifikátorem exportovat do DLL knihovny, která bude 
snadno přenositelná a použitelná v jiném programu.  
Rozhodl jsem se pro implementaci klasifikátoru a rozhraní v jazyce C++ s využitím 
IDE Microsoft Visual Studio 2010. Kde jsem si vytvořil i jednoduché grafické rozhraní 
pro testování funkcionalit rozhraní a klasifikátoru. 
Jak program s grafickým rozhraním tak knihovna DLL, jsou společně se všemi 
zdrojovými kódy, umístěny na CD přiloženém k diplomové práci. V kořenovém 
adresáři knihovny DLL je soubor readme.txt s návodem na instalaci.  
 
Níže na Obrázek 38 je jednoduché grafické rozhraní pro testování funkcionalit 
klasifikátoru a rozhraní. Ovládání je jednoduché a intuitivní, pojďme si jej v pár krocích 
popsat. 
Nejprve je nutné vytvořit si trénovací množinu klasifikátoru, provedeme buď 
načtením z XML souboru, pomocí tlačítka „Load from XML“, nebo ručním přidáváním 
vzorků do výstupních tříd. V okně „Vzory dle etalonu“ jsou jména tříd běžně se 
vyskytujících vad, lze také přidávat nové jména pomocí „Add Etalon“. Pro přidání třídy 
do množiny, označíme požadované jméno třídy v okně etalonu a stiskneme „Add 
Class“, pokud chceme třídu z množiny odebrat, stiskneme „Delete Class“. V okně 
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„Vzory trénovací množiny“ jsou zobrazeny třídy trénovací množiny. Pro přidání vzorku 
vady, označíme jméno třídy v trénovací množině, kam chceme vadu přidat a stiskneme 
tlačítko „Add Defect“. 
Aby bylo možné klasifikovat vady, je nutné mít vytvořenou trénovací množinu, 
vytvořit data pro neuronovou síť stiskem „Create FANN data“ a nakonec neuronovou 
síť naučit pomocí „Train FANN“. Volba „Počet neuronů“ udává počet neuronů vnitřní 
vrstvy neuronové sítě. A nakonec volbou „Classify“ otevřeme okno pro výběr obrázku, 
který chceme klasifikovat. 
 
Popis funkcí aplikačního rozhraní klasifikátoru: 
 
int initNN(string); inicializuje instanci třídy NN, která je typu singleton. 
Parametrem se předává cesta k uloženému XML souboru, tím se vytvoří trénovací 
množina uložená v XML a neuronová sít se podle této množiny natrénuje. Vrací 1 
v případě úspěchu.  
 
int getNumClasses(void); vrací počet klasifikačních tříd klasifikátoru. 
 
int addClass(string); přidá jednu výstupní třídu klasifikátoru. Jako parametr se 
předává řetězec se jménem výstupní třídy, řetězec je nutné psát bez mezer, funkce vrací 
1, pokud je třída přidána, jinak vrátí 0. 
 
int deleteClass(string); smaže výstupní třídu. Jako parametr, se předává 
řetězec se jménem třídy, vrací hodnotu 1 v případě smazání třídy. 
Obrázek 38: Grafické rozhraní klasifikátoru 
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int addPicPattern(string,string); přidá obraz jako vzorový příklad 
vybrané třídy. Parametrem se předává jméno třídy, a cesta k obrazu, vrací 1 v případě 
úspěchu, jinak 0 
 
int createFANN(void); vytvoří a naučí neuronovou síť podle aktuálně vytvořené 
trénovací množiny, vrací 1 v případě úspěchu, jinak vrací -1 
 
int buildXml(string); vytvoří XML soubor s daty o aktuální vytvořené trénovací 
množině, parametrem se předává řetězec s cestou pro uložení souboru, vrací 1 v případě 
úspěchu. 
 
void getNames(vector<string>&); V parametru předáváme vektor řetězců, do 
kterého, jsou přes referenci zapsána jména výstupních tříd, v takovém pořadí jak jsou 
uložená v trénovací množině. 
 
int classify(string, vector<float>&,vector<string>&); klasifikuje 
vadu do výstupní třídy. Parametrem předáváme cestu k obrazu vady, a dva vektory. Do 
kterých se přes referenci zapíše výsledek klasifikace. Ve vektoru čísel jsou výsledky 
klasifikace seřazeny sestupně, od nejvyššího. Ve vektoru řetězců jsou jména tříd, která 
danému výsledku přísluší. Vrací 1 v případě úspěšné klasifikace, 0 pokud je chyba 
s načítaným obrázkem a -1 když nastane chyba neuronové sítě. 
 
int classify(string,float&,string&); klasifikuje vadu do výstupní třídy. 
Parametrem předáme cestu k obrazu a přes referenci vracíme nejvyšší hodnotu 
pravděpodobnosti společně se jménem příslušné třídy v řetězci. Vrací 1 v případě 
úspěšné klasifikace, 0 pokud je chyba s načítaným obrázkem a -1 když nastane chyba 
neuronové sítě. 
4.4 Nastavení klasifikátoru 
Nejprve jsem si vytvořil funkční aplikační rozhraní se všemi výše uvedenými 
funkcemi, společně s rozhraním aplikačním jsem tvořil grafické rozhraní, kde jsem 
zrovna veškeré funkce testoval. 
Naučil jsem se pracovat s knihovnou FANN podle dokumentace na stránkách autora, 
také jsem si vyzkoušel několik příkladů aplikace FANN, které autor poskytuje, abych 
pochopil jak se FANN používá, jaké se jí předávají parametry, jaká je reprezentace 
výsledků a jak mají vypadat vstupní data. 
Po zkoušení nastavení FANN, jsem se rozhodl, že pro řešení mého problému 
klasifikace bude stačit třívrstvá neuronová síť s plně propojenou topologií neuronů, kde 
počet vstupních neuronů je roven počtu extrahovaných příznaků z obrazů vad. Počet 
neuronů vnitřní vrstvy bude stanoven na základě testování úspěšnosti klasifikace 
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detekovaných vad. Počet neuronů výstupní vrstvy je dán počtem klasifikačních tříd. 
Přechodová funkce neuronů ve vnitřních vrstvách, byla nastavena na symetrickou 
sigmoidu a neurony ve výstupní vrstvě používají asymetrickou sigmoidu.  
Takže parametry, které ovlivňovaly úspěšnost klasifikace, byly, počet neuronů 
vstupní vrstvy a vhodná vstupní data, a počet neuronů ve vnitřní vrstvě. 
 
Sestavil jsem si trénovací množinu, se čtrnácti třídami, v každé třídě jsem použil 15 
až 20 obrázků.  Ke každé třídě jsem sestavil také množinu testovací, která byla z jiných 
obrázků jako trénovací, taktéž obsahovala asi 20 obrázků ke každé třídě.  
 
Původní myšlenka a první krok v nastavení klasifikátoru byl takový, že jako vstupní 
data klasifikátoru použiji, jen informace o vadě, které jsou uloženy v binárním kódu 
obrázku a vlastní extrakci příznaků vady použiji, jen v případě pokud tyto data nebudou 
dostatečně spolehlivá pro klasifikaci vad.  
Již po odzkoušení klasifikace na několika obrázcích s využitím těchto dat, mi bylo 
jasné, že vlastní extrakce příznaků bude nutná, protože výsledky klasifikace byly 
žalostné a to i při nastavení různého počtu vnitřních neuronů neuronové sítě. 
 
Pustil jsem se tedy do tvorby vlastního zpracování obrazu a extrakci příznaků, 
popsáno v kapitole 3. 
Nejprve jsem získával pouze deset příznaků, kterými jsem úplně nahradil ty 
získávané z binárních dat obrazu a nerozlišoval jsem obrazy vad při zpracování  podle 
resultID, ale používal jsem vlastní rozhodovací algoritmus rozlišení na základě jasových 
úrovní v obraze, což se nakonec ukázalo jako nevhodné. 
Nicméně s tímto nastavením jsem se dostal na přesnost klasifikace maximálně 70%. 
Počet vnitřních neuronů jsem měnil od 20 až po 50, počet neuronů jsem měnil po 5, 
nižší členění mi přišlo zbytečné. Nejlepších výsledků jsem dosahoval s počtem 30 
vnitřních neuronů. I tak je ale výsledek hodně podprůměrný. 
 
Dalším krokem bylo, nahrazení vlastního algoritmu pro určení druhu obrazu a vady, 
informací resultID, detailněji popsáno v kapitole 3.1. Tuto informaci jsem také přidal do 
příznakového vektoru. 
S touto změnou bylo nutné nahradit některé obrázky v trénovací a testovací množině, 
tak aby spadaly do stejného resultID, jejich počet však zůstal stejný. I když se volba 
některých obrázků nové testovací množiny nakonec neukázala jako nejšťastnější, 
ponechal jsem testovací množinu až do konce nepozměněnou kvůli srovnání výsledků. 
Po těchto změnách jsem se s přesností klasifikace dostal maximálně na 75% úspěšnosti. 
Proto bylo nutné podniknout další kroky ke zlepšení klasifikace. 
 
V dalším kroku jsem se rozhodl rozšířit příznakový vektor o jasové kvartili vady 
Q25, Q50 a Q75, konečný počet vstupních neuronů je tedy 14. 
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Kvůli nepřesné klasifikaci vad „zesílená místa“, jsou hodně podobné vlaštovkám, 
nebo úkapkům, tam právě klasifikátor tyto vady zařazoval, jsem se rozhodl tuto třídu 
z trénovací množiny vyřadit a vady rozdělit právě mezi tyto třídy. Zůstalo tedy 13 
výstupních tříd. 
Opět jsem vyzkoušel neuronovou síť s různým počtem vnitřních neuronů na stejné 
testovací množině. S počtem 30 neuronů jsem dosáhl přesnosti 79%, se 40 neurony byla 
přesnost 88% a s 50 neurony přesnost klesla na 86%.  
Nastavení neuronové sítě se 40 neurony jsem podrobil dalším testům a rozšířil jsem 
trénovací množinu o další vzory a toto nastavení se ukázalo jako použitelné pro 
úspěšnou klasifikaci vad. 
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4.5 Výsledky testování klasifikátoru 
V následujících tabulkách jsou reprezentovány výsledky při nastavování 
klasifikátoru. 
Přesnost klasifikace jsem počítal v procentech, pomocí vzorce: 
 
                                    
                                
         ( 23 ) 
 
K většině tříd mám k dispozici v testovací množině dvacet vzorků, krom tří případů, 
tam bohužel více obrázků k dispozici nemám, viz tabulka níže. Vzorky mám očíslovány 
od 1 do 20, tak jak jsou uloženy v adresáři a seřazeny podle jména. Adresáře se vzorky 
obrázků budou k dispozici jako příloha na CD.  
Pokud byl vzorek klasifikován, ke své třídě s pravděpodobností vyšší jak 0,6 přidělil 
jsem v tabulce vzorku hodnotu 1 v opačném případě 0. 
 
V tabulce na obrázku 39, je jeden z prvních výsledků klasifikace, při použití pouze 
deseti příznaků. Nejlepšího výsledku jsem byl schopen dosáhnout se třiceti neurony ve 
vnitřní vrstvě. 
 
Obrázek 39: Výsledek klasifikace v počátcích testování a nastavování klasifikátoru 
 
Použito 10 příznaků, rozlišení vady pomocí resultID, 30 neuronů vnitřní vsrtva
Pořadí obrázku 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
nečistota dlouhá 1 0 1 0 1 1 1 0 1 1 1 1 1 1 1 0 1 1 1 0 15 20
nečistota široká 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 17 20
nečistota tmavá černá 1 1 1 1 1 0 1 1 0 1 0 1 0 0 1 1 1 0 1 0 13 20
sklady světlé 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 16 17
sklady tmavé plot 1 1 1 1 1 1 1 7 7
olej, monomer 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 19 20
světlé kolečka 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 20 20
úklapky malé, světlé 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 19 20
úkapky, utžená, tvrdá vlákna0 1 1 0 1 1 0 1 1 1 0 0 1 0 1 0 1 0 1 1 12 20
vlákna světlé 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 20 20
vlákna tmavé 0 0 1 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 0 1 14 20
vlaštovky 0 1 0 1 0 0 0 0 0 1 1 0 1 0 0 1 0 0 1 0 7 20
zesílená místa





Celkem úspěšně klasifikováno 188
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Protože je tvorba a zpracování výsledků klasifikace poměrně časově náročným 
úkolem, uvedu pouze výsledky, které vedly ke konečnému nastavení klasifikátoru. 
 
Obrázek 40: Výsledky pro klasifikátor se čtrnácti vstupními příznaky a třiceti neurony ve vnitřní vrstvě. 
 
 
Obrázek 41: Výsledky pro klasifikátor se čtrnácti vstupními příznaky a čtyřiceti neurony ve vnitřní vrstvě. 
Použito 14 příznaků, rozlišení vady pomocí resultID, 30 neuronů vnitřní vsrtva
Pořadí obrázku 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
nečistota dlouhá 0 0 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 16 20
nečistota široká 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 0 0 16 20
nečistota tmavá černá 1 0 1 1 1 0 1 0 0 1 0 1 0 0 1 1 1 0 1 0 11 20
sklady světlé 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 16 17
sklady tmavé plot 1 1 1 1 1 1 1 7 7
olej, monomer 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 0 1 1 1 17 20
světlé kolečka 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 20 20
úklapky malé, světlé 1 0 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 0 16 20
úkapky, utžená, tvrdá vlákna1 1 1 1 1 1 1 0 1 1 1 1 1 0 1 1 1 0 1 1 17 20
vlákna světlé 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 20 20
vlákna tmavé 0 0 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0 1 16 20
vlaštovky 1 1 1 1 1 0 1 0 0 1 1 1 1 0 0 1 0 1 1 0 13 20
zesílená místa
zeslabená místa 1 1 1 1 1 0 0 0 0 0 1 1 0 0 0 0 0 7 17
Přesnost 79,7




Použito 14 příznaků, rozlišení vady pomocí resultID, 40 neuronů vnitřní vsrtva
Pořadí obrázku 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
nečistota dlouhá 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 18 20
nečistota široká 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0 17 20
nečistota tmavá černá 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 0 17 20
sklady světlé 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0 15 17
sklady tmavé plot 1 1 1 1 1 1 1 7 7
olej, monomer 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 19 20
světlé kolečka 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 20 20
úklapky malé, světlé 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 20 20
úkapky, utžená, tvrdá vlákna0 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 0 16 20
vlákna světlé 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 19 20
vlákna tmavé 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 18 20
vlaštovky 1 1 1 1 1 0 1 0 0 1 1 1 1 1 0 1 1 0 0 0 13 20
zesílená místa









Obrázek 42: Výsledky pro klasifikátor se čtrnácti vstupními příznaky a padesáti neurony ve vnitřní vrstvě. 
Použito 14 příznaků, rozlišení vady pomocí resultID, 50 neuronů vnitřní vsrtva
Pořadí obrázku 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
nečistota dlouhá 0 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 17 20
nečistota široká 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 19 20
nečistota tmavá černá 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 0 17 20
sklady světlé 1 1 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 15 17
sklady tmavé plot 1 1 1 1 1 1 1 7 7
olej, monomer 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1 18 20
světlé kolečka 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 19 20
úklapky malé, světlé 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 19 20
úkapky, utžená, tvrdá vlákna0 1 1 0 1 1 1 0 1 1 1 1 1 0 1 1 1 0 1 0 14 20
vlákna světlé 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 20 20
vlákna tmavé 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 17 20
vlaštovky 1 1 1 1 1 1 1 1 0 1 1 1 1 0 0 1 1 0 1 0 15 20
zesílená místa
zeslabená místa 1 1 1 1 1 0 1 1 1 1 0 0 0 1 1 1 0 12 17
Přesnost 86,7





Na základě výsledků z předchozích tabulek jsem se rozhodl použít jako konečné 
řešení klasifikátor se čtrnácti vstupními neurony a se čtyřiceti neurony ve vnitřní vrstvě. 
Toto nastavení klasifikátoru, jsem se rozhodl podrobit ještě dalšímu zkoušení, abych 
ověřil správnost svého rozhodnutí. 
V následující tabulce jsou výsledky se stejným nastavením klasifikátoru jako 
v předchozím nejúspěšnějším případě, pouze jsem do trénovací množiny přidal další 
vzorky vad, zejména „Vlaštovek“ a „Úkapků“, protože klasifikace těchto tříd byla 
nejméně přesná, celková přesnost klasifikace se zvedla na 90,5%, což považuji za 
slušný výsledek. Tento příklad také potvrzuje, důležitost volby vzorků do trénovací 
množiny. S pečlivějším výběrem a hlavně vyšším počtem předložených vzorů by 
výsledek klasifikace byl ještě vyšší. 
 
 








Použito 14 příznaků, rozlišení vady pomocí resultID, 40 neuronů vnitřní vsrtva
Pořadí obrázku 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
nečistota dlouhá 1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 18 20
nečistota široká 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 18 20
nečistota tmavá černá 1 0 1 1 1 0 1 1 1 1 1 0 1 0 1 1 1 1 1 0 15 20
sklady světlé 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 16 17
sklady tmavé plot 1 1 1 1 1 1 1 7 7
olej, monomer 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 19 20
světlé kolečka 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 20 20
úklapky malé, světlé 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 20 20
úkapky, utžená, tvrdá vlákna1 1 1 1 1 1 1 0 1 1 1 1 1 0 1 0 1 1 1 1 17 20
vlákna světlé 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 20 20
vlákna tmavé 0 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 1 16 20
vlaštovky 1 1 1 1 1 1 1 1 0 1 1 1 1 1 0 1 1 1 1 1 18 20
zesílená místa
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5 ZÁVĚR 
Počítačové vidění je rychle se rozvíjejícím oborem automatizace. Hojně využívanou 
oblastí počítačového vidění v automatizaci je výstupní kontrola výroby. Kde kamerové 
systémy a algoritmy pro zpracování obrazu, nahrazují lidský faktor ve výrobě. To vše za 
účelem zvýšení přesnosti, rychlosti a zvýšení výtěžnosti výroby.  
Zpracování této práce je názorným příkladem využití počítačového vidění v praxi. 
Vyjma pořízení a digitalizace obrazu, je zde řešen kompletní řetězec pro zpracování 
obrazu pomocí počítače. Zadáním práce bylo vytvořit klasifikátor detekovaných vad. 
Snímky vad jsou pořizovány kamerovým systém umístěným v konečné fázi výroby 
netkané textilie. Současný systém, který vady detekuje, obsahuje i klasifikátor, ten však 
nemá k dispozici dostatečný počet příznaků vady, k tomu, aby klasifikace byla 
spolehlivá.  
Prvním úkolem, tedy bylo analyzovat obraz vady a určit jaké další příznaky budou 
extrahovány, pro rozšíření stávajícího příznakového vektoru. Volba padla na 
radiometrické deskriptory, které stávající vektor neobsahoval. 
 
Scéna, při níž se snímky pořizují je dobře navržená, a tak drtivá většina snímků je 
v dobré kvalitě s dobrou ostrostí, kontrastem a bez jasových vad způsobených 
nasvícením. Proto nebylo potřeba provádět se snímky žádné předzpracování obrazu a 
dalo se rovnou přistoupit k segmentaci vad ze snímků. 
Segmentace vady je provedena pomocí prahování obrazu. Princip spočívá jen 
v nastavení správné jasové hodnoty prahu. Jasové hodnoty ve vstupním obraze, které 
jsou nižší než práh, jsou ve výsledném obraze černé (pozadí) a jasové hodnoty vyšší než 
práh jsou bílé (objekt). Tento typ prahování je použit u světlých vad. U tmavých vad je 
operace prahování inverzní, hodnoty jasu pod prahem jsou bílé a hodnotu jasu nad 
prahem jsou černé. Výsledkem segmentace, je binární obraz, ve kterém bílá místa 
odpovídají tvaru a velikosti vady. Binární obraz je ideální pro tvorbu kontur, které jsou 
na tento obraz aplikovány.  
Kontury jsou hranice opisující tvar vady a udávají její obvod. Obraz kontur je 
vhodný pro extrakci radiometrických deskriptorů vady, mezi extrahované příznaky 
patří, velikost, obvod, konvexnost, kompaktnost, délka hlavní a vedlejší osy a počet 
kontur vady. Radiometrické deskriptory bylo nutné extrahovat pro zajištění dostatečné 
diskriminability a invariantnosti příznakového vektoru. Protože nově extrahované 
deskriptory splňovali požadavky dostatečné diskriminability, byly přidány do 
stávajícího příznakového vektoru. 
Ten obsahoval převážně deskriptory fotometrické, jejichž hodnoty však po 
segmentaci obrazu, již přesně nekorespondovali se segmentovanou vadou. Nakonec 
bylo nutné extrahovat i nové hodnoty fotometrických deskriptorů, kde je zahrnuto 
maximální, minimální a průměrná jasová hodnota vady a také jasové kvartili vady Q25, 
Q50 a Q75. Příznakový vektor byl tedy sestaven celý nový, jediná informace, která 
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zůstala ze stávajícího je resultID. Nově sestavený vektor je normalizován a předložen 
klasifikátoru. 
 
Dalším úkolem pro zlepšení klasifikace bylo navržení vhodného klasifikátoru. Pro 
tento účel byla zvolena neuronová perceptronová síť s dopředným šířením signálu a 
učením backpropagation. Navržená topologie sítě je s úplným propojením neuronů a 
jednou vnitřní vrstvou. Počet neuronů vnitřní vrstvy byl stanoven na základě testování 
přesnosti klasifikace na reálných snímcích vad, bylo zajímavé sledovat, jak se 
neuronová sít chová, při změně počtu vstupních a vnitřních neuronů. Právě, nastavení 
těchto dvou parametrů, bylo klíčové k dosažení maximální přesnosti klasifikace. 
Samozřejmostí je také spolehlivost vstupních dat, extrahovaných z obrazů vad. Za 
účelem dosažení co nejvyšší přesnosti klasifikace, bylo provedeno poměrně velké 
množství testů s různými variacemi. Proměnnými parametry při testování, byla velikost 
vstupního vektoru, počet vnitřních neuronů sítě a volba trénovací množiny. Vzhledem 
k počtu snímků, které byly k dispozici a množství různých typů vad, je testování 
klasifikátoru poměrně časově náročnou prací.  
Výsledky klasifikace nejsou stoprocentní, to v praxi asi nebude ani dosažitelné, ale 
podařilo se s konečným nastavením klasifikátoru a vhodnou volbou trénovací množiny 
přesáhnout přesnost klasifikace přes 90%, tato hodnota by byla určitě ještě mnohem 
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Příloha 1. CD/DVD  - obsahuje veškeré zdrojové kódy implementace klasifikátoru a 
rozhraní,  
- knihovnu DLL s manuálem 
- spustitelný program s grafickým rozhraním 
- adresáře s obrázky detekovaných vad. 
 
 
