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Condition monitoring of electrical machines is a field which continuously demands 
improvement, especially as the tasks performed by these machines become more demanding and 
complex. Presently, the well established condition monitoring techniques are based on steady-
state analysis of various diagnostic variables (i.e. current, voltage, power, etc.). These steady-
state techniques are currently being applied to most machine-related applications, however it is 
well known that machine diagnostic variables behave typically as non-stationary signals. 
Therefore, it is difficult distinguishing fault conditions from normal operating conditions using 
steady-state analysis techniques. The most popular of these steady-state techniques employs the 
Fourier Transform as the analysis tool. Although there are numerous diagnostic variables which 
may be utilized for condition monitoring purposes, e.g. thermal and vibration monitoring have 
been quite popular, the most recent research is directed towards electrical monitoring of the 
motor. 
The thesis examines the use of two time-frequency domain signal processing tools in its 
application to condition monitoring of electrical machine drive systems. The mathematical and 
signal processing tools which are explored are wavelet analysis and a non-stationary adaptive 
signal processing algorithm. Four specific applications are identified for the research. These 
applications were specifically chosen to encapsulate important issues in condition monitoring of 
variable speed drive systems. The main aim of the project is to highlight the need for fault 
detection during machine transients and to illustrate the effectiveness of incorporating and 
adapting these new class of algorithms to detect faults in electrical machine drive systems during 
non-stationary conditions. 
The first application investigates the use of an adaptive algorithm for fault detection of inverter-
fed permanent magnet (PM) machines during non-stationary conditions using the stator currents. 
The detection technique is based on the non-stationary adaptive signal processing algorithm 
which has been cascaded to extract fault associated sinusoids using the current signals. The 
machine faults examined include permanent magnet damage, inter-coil shorts and static 
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eccentricity. The results indicate that the algorithm's predictive ability is capable of extracting 
fault information under non-stationary operating conditions. 
This second application examines the collaborative use of the non-stationary adaptive algorithm 
and the Wavelet Transform for the detection of mechanical imbalances in inverter-fed induction 
machines. The fault frequency components for induction machines are dependant on two 
variables, unlike the single variable dependence by permanent magnet machines. This poses too 
much of a challenge for the predictive capability of the cascaded adaptive algorithms proposed 
for the PM case and an alternate approach is explored. The Wavelet Transform is incorporated 
into the final detection scheme and it is shown that imbalanced faults in inverter-fed induction 
machines can be identified by decomposing transient inrush currents. This is significant, since 
most fault detection schemes fail or operate at a diminished level when drives are connected to 
the machine. The detection algorithm is load dependent, however it only requires a minimum 
load of approximately 30% at the desired speed. This is a considerable improvement from 
steady-state analysis techniques where heavier load conditions are required, particularly in the 
case of inverter-fed machines. 
The third application investigates the detection of inter-tum stator faults in doubly-fed induction 
generators (DFIG), which are typically used in wind generator applications. The decision to 
analyze the system is based on their popularity in utility wind generator applications and because 
these generators can operate in both synchronous and asynchronous modes. A new non-
stationary method of detecting inter-tum stator faults is proposed. The proposed fault detection 
method is a combination of Extended Park's Vector Approach and the non-stationary adaptive 
algorithm. The new method shows that inter-tum stator faults can unambiguously be identified 
during non-stationary conditions while also providing insight into the severity of the fault. 
In the previous applications, the faults stem from machine failure, however it is important for 
this research to incorporate at least one fault, which is not machine related, but which could have 
an impact on the health of the machine and drive. The doubly-fed induction generator proves to 
be an ideal candidate, whereby a sag in the grid voltage could cause large induced currents 
v 
within the rotor circuit. This would be catastrophic to the power electronics and machine. The 
voltage sag therefore needs to be detected almost immediately. The sag detection technique is 
based on the non-stationary adaptive algorithm and is shown to detect sags faster than previous 
sag detection techniques. A simple mitigation strategy is employed to illustrate the effectiveness 
of diverting the excess energy once the sag is detected. The proposed strategy is simple and easy 
to incorporate as part of an existing control system. 
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The thesis examines the use of two time-frequency domain signal processing 
tools in its application to condition monitoring of electrical machine drives. 
The mathematical and signal processing tools which are explored are wavelet 
analysis and a non-stationary adaptive signal processing algorithm. Four 
specific applications are identified for the research. These applications were 
specifically chosen to encapsulate important issues in variable speed drives. 
The project highlights the need for fault detection during machine transients 
and to illustrate the effectiveness of incorporating and adapting these new 
class of algorithms to detect faults in electrical machine drives during non-
stationary conditions. 
1.2 Research Background 
Condition monitoring as applied to electrical machines, is the use of different 
technologies and algorithms to assess the machine health in an attempt to 
diagnose faults at their inception. The ability to detect faults at a very early 
stage is critical, since it facilitates a proactive response which minimizes 
downtime, maXImIzes productivity and reduces cost. There are many 
techniques and tools available, however the field of fault diagnosis 
continuously demands improvement as tasks performed by machines become 
increasingly more complex [1]. 
There are numerous faults which may be experienced by an electrical 
machine, however they may be broadly categorized as follows: 
I) stator winding faults 
2) broken rotor bars or cracked end rings for induction machines 
3) static or dynamic eccentricity 
4) unbalanced rotor 
5) bearing failures. 
Chapter 1: Introduction 
Numerous fault detection methods have already been developed to identify 
particular faults [1]. Some of these methods are invasive and some are non-
invasive. These condition monitoring techniques typically proceed in the 
following sequence of events: 
1) a particular diagnostic variable, i.e. voltage, current, vibration, etc., is 
monitored using a sensor, 
2) the monitored signal is coupled to an algorithm which analyses the 
data, 
3) based on the analyzed results, a decision is made on the condition of 
the machine. 
The following lists some of the condition monitoring techniques available: 
1) temperature measurements 
2) oil analysis 
3) motor current signature analysis 
4) neural-network-based techniques 
5) electromagnetic field monitoring 
6) vibration analysis. 
The papers referred to in [1]-[3], provide an overview of work already covered 
in this area of research. [1] highlights the more common faults and their most 
suitable fault detection techniques. 
One very popular method of analyzing the fault-related signal is to monitor the 
steady-state spectral components of the signal. Presently, many techniques that 
are based on steady-state analysis are being applied to almost all applications. 
However, many applications exist where the machine operates predominately 
in the transient, which holds particularly true in cases where the machine is 
connected to a drive, e.g. wind generators, motor operated valves, etc. 
1.3 Objectives 
The objectives of the thesis are to: 
• conduct a thorough literature reVIew on current condition monitoring 
techniques and time-frequency domain signal processing tools 
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• identify four drive-related applications which encapsulates the important 
issues in variable speed-electrical machine drives 
• design, model and experimentally implement each of the identified 
applications 
• identify possible faults which may be implemented on each of the 
applications 
• develop methods to implement the faults on the systems 
• conduct various transient tests and capture results 
• perform an in-depth analysis on the attained results and conduct a 
comparative investigation into the most suitable combination of the signal 
processing/mathematical tools for fault detection in each of the 
applications 
• draw conclusions and make recommendations 
1.4 Literature Survey on Condition Monitoring Techniques 
There are numerous tools and techniques which have been developed for 
condition monitoring purposes. Although thermal and vibration monitoring 
have been quite popular, the most recent research is directed towards electrical 
monitoring of the motor. Some of the more popular electrical monitoring 
techniques will now be discussed in greater detail. 
1.4.1 Spectral Analysis 
The more popular electrical monitoring techniques utilize the steady-state 
spectral components of various diagnostic variables of the machine. There are 
numerous diagnostic variables which may be used, i.e. voltage, power, flux, 
current, etc. These signals are transformed from the time domain to the 
frequency domain using the Fourier Transform. The accuracy of the technique 
is dependant upon a number of factors, these include: 
1) the speed of the machine is constant and known 
2) the slip is accurately measured 
3) the stator fundamental is constant 
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4) the load is constant. 
Any change in these constraints renders the information attained to be 
questionable. It is also well known that the diagnostic variables are typically 
non-stationary signals. As a result, it is considerably difficult to distinguish 
fault conditions from normal operating conditions using Fourier analysis. 
Another challenge faced by the Fourier Transform is that it only provides the 
spectral content of the signal and does not provide any information regarding 
where in time these spectral components occur. Therefore different time-
domain signals may produce identical spectrums, as illustrated by the 
following example. Figures 1. 1 (a) and 1. 1 (b) shows the time domain 
representation of two signals. Fig. 1. 1 (a) shows the summation of two sine 
waves of frequencies 20Hz and 40Hz, for the O.2sec duration. Fig. 1. 1 (b) 
shows the 40Hz sine wave from 0 to O.lsec and the 20Hz sine wave from 
O.lsec to O.2sec. These are two different signals in the time domain, however 
they produce the same frequency spectrum, as shown in Fig. 1.2. 
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Figure 1.1: Time representation of signals with two 
frequency components, 20Hz and 40Hz, whereby (a) is the 
summation of the two sinusoids for the entire duration, (b) 
the 40Hz sinusoid occurs for half the time and the 20Hz 
sinusoid occurs for the remaining time 
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Figure 1.2: Current spectrums for the two signals are 
identical 
1.4.1.1. Motor Current Signature Analysis 
The prevalent technique used for the condition monitoring of electrical 
machines is Motor Current Signature Analysis (MCSA), which utilizes the 
stator currents of the motor as a diagnostic variable. Fig. 1.3 shows a typical 
current monitoring scheme for a 3-phase inverter-fed induction machine. The 
current signal is transformed from the time domain to the frequency domain 
using the Fourier Transform. The objective is to then identify specific current 












Figure 1.3: Stator current condition monitoring scheme 
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would appear at 2sfs and 4sfs [1]. This is particularly useful since the fault 
components are clear from the any other components. 
1.4.1.2. Instantaneous Power Spectral Analysis 
With this technique, the stator currents are replaced with the instantaneous 
power as the diagnostic variable for motor signature analysis. Therefore, the 
stator currents and voltages need to be monitored, which increases the 
hardware costs since extra sensors need to be incorporated into the monitoring 
system. The advantage of this technique is that the instantaneous power, which 
is the multiplication of the currents and voltages, would possess a greater 
amount of information than would be deduced from the currents alone. All 
fault information is also constrained in the frequency band 0-2fs Hz. Table 1.1 
illustrates the relationship between the line currents frequency components and 
the instantaneous power frequency components, for the case of broken rotor 
bars [4]. Fig. 1.5 illustrates the instantaneous power spectrum for an induction 
machine with healthy rotor bars. The DC and 100Hz components are evident. 
Fig. 1.6 shows the instantaneous power spectrum for an induction machine 
with broken rotor bars. The DC and 100Hz components are again evident, 
however they are also accompanied by the broken rotor bar fault components 
located at 2sfs and (1±S) 2fs. 
Table 1.1: Relationship between Line Currents and Instantaneous 
Power Frequency Components 
Frequency components Frequency components in 
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however this was incorrectly referenced in [5], whereby the author claims the 
stator currents were analysed instead. 
1.4. 1.4. High Resolution Spectral Analysis 
Another spectral technique which is presented in [9], attempts to solve one of 
the major disadvantages of classical spectral analysis techniques, i.e. the effect 
of side lobe leakages due to the inherent windowing effect of finite data sets. 
Window weighting is proposed as a possible solution, however the spectral 
resolution is drastically diminished through this process. [9] further 
investigates a class of spectral techniques which are based on eigenanalysis of 
the autocorrelation matrix. It is indicated that without sacrificing much 
stability, these techniques may enrich or maintain high resolution. This is 
achieved by only keeping the more dominant spectral components, thus 
offering greater resistance to noise [3]. 
Two well known eigenanalysis-based frequency estimators are the Multiple 
Signal Classification Estimator (MUSIC) and ROOT -MUSIC. Although these 
methods have shown to have definite advantages over the classic FFT spectral 
analysis for fault detection purposes, i.e. incorporating the stator current model 
into the algorithm and increasing noise resistance, the disadvantages are that 
these techniques are computationally intensive and may only be used for 
identifying faults which modify main spectral components [5]. 
1.4.2 Recently Developed Fault Detection Techniques 
The more recently developed signal processing techniques indicates a shift to a 
new class of algorithms, which provide both time and frequency information 
of the signal. This is considerably important since the previous techniques 
were limited to steady-state operation, and signals that displayed transitory 
characteristics could not be analysed. As mentioned earlier, signals attained 
from machines typically display a non-stationary behaviour. To overcome the 
problem, the Short Time Fourier Transform (STFT) was incorporated into 
fault diagnosis. The signal is segmented into small sections and analysed using 
the Fourier Transform. The process translates the signal into the two-
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dimensional time-frequency domain. Although the technique proved to 
provide promising results, the fixed size window which is used to segment the 
signal, limits the resolution. Wavelet Analysis was introduced to overcome the 
resolution-related difficulties faced by the STFT. There has been considerable 
development in the area of fault detection due to the introduction to wavelet 
analysis, since fault detection has been extended to non-stationary conditions, 
some of these are listed in [10]-[15]. Very little has been done on detecting 
faults in variable speed drives during transients using these new class of 
algorithms. This does pose a considerable challenge, however the 
advancement in signal processmg techniques makes it possible to begin 
exploring these areas. 
1.5 Summary and Discussion of the Project 
The research conducted in this thesis explores the use of recent mathematical 
and signal processing algorithms, discussed in greater depth in Chapter 2, for 
the detection of machine-drive faults during transients. This is achieved by 
examining four drive-related applications. These applications were specifically 
selected to broadly cover key classes/types of machine drives. These are 
primarily classified according to the type of electrical machine employed. AC 
electrical machines can broadly be classified into two types: 
1) Synchronous machines 
2) Asynchronous machines. 
The first application therefore investigates the use of a permanent magnet 
machine drive as an example of the synchronous machine type, which is 
presented in Chapter 3. The second application examines the implementation 
of an induction machine drive as an asynchronous machine type. Since the 
above mentioned applications operate as motors, it is thought to be of 
importance to include an application where the machine operates as a 
generator. The third application therefore examines the use of a doubly-fed 
induction generator, which is typically used in wind generator applications. 
The decision to analyze the system is based on their popularity in utility wind 
generator applications and because these generators can operate in both 
synchronous and asynchronous modes. In these applications, the faults stem 
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from machine failure, however it is important for this research to incorporate 
at least one fault, which is not machine related, but which could have an 
impact on the health of the machine and drive. The doubly-fed induction 
generator proves to be an ideal candidate for the above mentioned scenario, 
whereby a sag in the grid voltage could cause large induced currents within the 
rotor circuit, which would be catastrophic to the power electronics and 
machine. The voltage sag therefore needs to be detected almost immediately. 
The above-mentioned applications are all modeled and implemented 
experimentally. The more common faults are then implemented on each of the 
systems and various transient tests are performed. The diagnostic signals are 
captured and the results are analysed using the various combinations of the 
signal processing techniques. The combination of techniques which produced 
the most prominent results for each of the applications are presented and 
discussed in the respective chapters, after which conclusions are drawn. 
1.6 Contributions of this Dissertation 
The research methods associated with this thesis are mainly analytical and 
experimental. The performance and design of drive systems are modeled 
analytically. The models are validated through simulation, using Matlab, and 
implemented experimentally. The models are used to analyse the performance 
and to optimise the design of the systems. 
The specific contributions made by this thesis include the following: 
• Chapter 3 proposes a fault detection strategy for an inverter-fed PM 
synchronous machine. The control strategy used for the drive is modeled 
and validated through simulations. The system is then implemented 
experimentally. The proposed fault detection technique combines the 
concept of the MCSA technique and the non-stationary adaptive 
mathematical tool, described in Chapter 2, to produce a strategy capable of 
extracting fault information during non-stationary conditions. The faults 
which are examined include damage to the permanent magnet, static 
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eccentricity and inter-tum stator faults. Methods for implementation of 
these faults are fully described and illustrated. 
• Chapter 4 examines a fault detection strategy for detecting mechanical 
rotor imbalances in inverter-fed induction machines. Unlike the PM 
machine, the fault components which appear in the stator currents of 
induction machines are not only dependant on the fundamental frequency, 
but also slip. This adds to the complexity of monitoring these components, 
which poses too much of a challenge for the predictive capabilities of the 
proposed technique for the PM case and an alternative approach is 
investigated. The technique investigated was first proposed in [10] for the 
detection of broken rotor bars in induction machines during direct-online 
start-ups, where the slip component is considerably large. The large slip 
separates the broken rotor bar frequencies from the fundamental 
frequency, making them easier to detect. The work done in this chapter 
extends the concept to inverter-fed induction machines. This poses a 
challenge since the slip is kept considerably small due to the soft starting 
capabilities of the drive. The findings indicate that the fault detection 
strategy is capable of detecting the fault by analysing transient in-rush 
currents. Although the technique is load dependant, there is a considerable 
improvement to the loading requirements compared to the MCSA 
technique. 
• In Chapter 5, a method of detecting inter-tum stator faults in doubly-fed 
wind generators during non-stationary conditions is proposed. The doubly-
fed wind generator is developed from fundamental principles. The system 
is firstly modeled, simulated and then implemented experimentally. A 
method for simulating inter-tum stator faults is also described and 
implemented. Changes in the load and the wind speed, affects the 
magnitude of the stator currents. These changes could have a considerable 
impact on the ability of the existing steady-state fault detection techniques 
in effectively diagnosing faults. The most effective steady-state fault 
detection technique for detecting inter-tum stator faults is the Extended 
Park's Vector Approach. In [16], it is shown that wavelet analysis 
performed on the modulus of the Park's Vector representation of the stator 
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current, could serve as a means for diagnosing the fault during non-
stationary conditions. This chapter proposes a more efficient fault 
detection scheme which is capable of indicating the severity of the fault 
while reducing the computational requirements of the final detection 
scheme. The proposed scheme replaces the wavelet analysis performed on 
the modulus of the Park's Vector representation of the stator current with 
the use of the non-stationary adaptive algorithm, described in Chapter 2. 
• Chapter 6 proposes a fault ride-through strategy for doubly-fed wind 
generators during voltage sags. A voltage sag at the terminals of the 
doubly-fed wind generator, causes large transient currents in the rotor 
circuit which could damage the back-to-back converter. Although fault 
mitigation techniques exist for the doubly-fed wind generator, the deciding 
factor that could prevent catastrophic failure is the time required to detect 
the sag. The sag detection technique in [17] utilises the non-stationary 
adaptive algorithm for rapid sag detection. This is shown to detect sags 
faster than current techniques. This technique is incorporated into the final 
fault ride-through strategy for the doubly-fed wind generator. Once the sag 
is detected using this technique, a simple method of mitigating the fault is 
proposed whereby a resistor is switched across the DC-link capacitor to 
absorb the excess energy transmitted through the rotor. Simulated and 
experimental results are shown and discussed. 
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Due to the limitations III signal processing techniques, fault diagnosis of 
electrical machines have primarily been based on steady-state analysis, e.g. 
Discrete Fourier Transform (DFT). However, these techniques lose their 
effectiveness when the analysed signal exhibits transitory characteristics, i.e. 
drifts, abrupt changes, etc. The advancement in signal processing techniques 
has produced a new class of algorithms, the development of which do not 
follow conventional methods, making it possible to analyse non-stationary 
signals. The ability of the algorithms to analyse non-stationary signals is 
indicative of their capacity to extract time and frequency information from the 
signal. These are therefore known as time-frequency domain signal processing 
techniques. These new algorithms have already found applications in diverse 
areas of electrical engineering ranging from power systems to biomedical 
applications [I ]-[9]. 
Some of these techniques have already been applied to the condition 
monitoring of electrical machines. Although the research in this area is still in 
its infancy, it has been shown that there is tremendous scope for these 
algorithms in its application to condition monitoring [10]-[15]. This chapter 
presents one such algorithm in addition to a recently developed mathematical 
technique which lends itself to the analysis of non-stationary signals. Section 
2.2 formulates and evaluates the performance of the non-linear adaptive 
algorithm. Section 2.3 presents the fundamental concepts behind Wavelet 
analysis. Conclusions are drawn in Section 2.4. 
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2.2 An Algorithm for Extracting Non-Stationary Sinusoids 
This section presents a signal processing algorithm capable of extracting non-
stationary sinusoids, by estimating the amplitude, phase and frequency of the 
input signal over time and accommodating variations in these parameters. 
The algorithm has found application in diverse areas of engineering. Examples 
include frequency estimation, active noise and vibration control, power 
systems and sinusoidal disturbance rejection [1]-[9]. A set of non-linear 
differential equations govern the performance and dynamics of the algorithm 
[1]. The algorithm exhibits a high degree of noise immunity and robustness. 
The functionality of the algorithm is enhanced by it's very simple structure, 
which is suitable for both hardware and software implementation. Section 
2.2.1 presents the mathematical derivation of the algorithm's governing 
equations and Section 2.2.2 evaluates the performance of the algorithm. 
2.2.1 Formulation o(the Algorithm 
Let u(t) represent a signal comprising of a dominant sinusoidal component 
polluted by a number of additional sinusoidal components and noise. This 
would typically represent a voltage or current signa1. A sinusoidal component 
of this function which is of interest is y(t) = A sine aJt + 8), where A is the 
constant amplitude, OJ represents the constant frequency, t5 is constant phase 
and ¢J(t) = aJt + t5 represents the total phase of this component. In practice, the 
amplitude, frequency and phase terms of all constituting sinusoids could vary 
with time. Consider a general form for u(t) [1], 
~ 
u(t) = LAisin¢Ji+n(t) (2.1) 
i=O 
in which n(t) denotes the superimposed noise. To incorporate the concept of 
instantaneous frequency into the total phase, the output is defined as 
y(l) = A(I) sin (Jlll(T) + 0(1)) (2.2) 
Let 9J1 represent a manifold containing all sinusoidal signals defined as 
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!lJl ~ {A(') sin (J<»(T) + 0(,») A(t)e [A",",A~], aJ(t)e [llJ",",llJ~ ],o(t)e [0"'"'0 = l} 
where O(t) = [A(t), wet), oCt) r is the vector of parameters which belong to the 
parameter space 
e = {[ A, w, on A E [A min, A max], WE [Wmin, Wmax], a E [0 min, a max ]} 
and T denotes the matrix transposition, [1]. 
The output is defined as the desired sinusoidal component, i.e. 
y(t,8(t» ~ A(t) sin ( JaJ(T) + o(t) J (2.3) 
To produce the optimum solution in extracting the desired sinusoidal 
component, the element selected has to minimise the distance function d 
between the desired sinusoid, y(t, O(t)) and the input, u(t), i.e., 
Oopt = arg min d [yet, O(t)), u(t)] 
8(1)E8 
(2.4) 
The instantaneous distance function d is given as 
d(t,O(t)) = [u(t)- y(t,O(t))] = e(t) (2.5) 
Therefore, the cost function is defined as 
J(t,O(t)) = d 2 (t, O(t)) (2.6) 
The gradient descent method is used to mInImISe the least-squares error 
between the input signal and the desired sinusoidal signal by estimating the 
parameter vector 0, this is given by equation (2.7), 
dO(t) a [J(t,O(t))] 
~=-f.1 aO(t) (2.7) 
where f1 represents the algorithms regulating constant diagonal matrix [1]. The 
rate of convergence and stability of the algorithm are governed by the values 
of the entries to this matrix. The direct mathematical proofs of convergence 
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From here on, A(t) , met) and J(t) will denote the estimated values of the 
parameter vector B(t) , i.e., 
OCt) = [ A(t), met), J(t) r (2.9) 
Expanding equation (2.7), the following arises, [1] 




, ~J a!l) [U(I)- A(I)SiO( faxT)dT(I) + J(I)) J dmet) =- 0 m2 (2.10) dt 0 0 
dJ(t) 
~[U(I)-A(I) sin ( faxT)dT(I) + 8(1)) J dt 
a8(t) 
By solving the above differential equation, the equations below are derived, 
[1 ]. 
~I) = 2m,e(l) sin (J ax T)dT( I) + 8(t) ) (2.11) 
d~ I) = 2m,e(I)A(I)1 cos( fax T)dT(I) + 8(1) ) (2.12) 
d~l) = 2m,e(I)A(I) cos( fax T)dT(I) + 8(1)) (2.13) 
where e(t) is defined as 
e(l) = u(I)- A(I)sio (faxT)dT(I) +8(1) J (2.14) 
t 
Since ¢(t) = J me r)dr(t) + J(t), therefore 
d¢(t) = met) + dJ(t) 
dt dt 
(2.15) 
A time-variable is explicitly attained in equation (2.12), when solving the 
matrix in equation (2.10). It is stated in [1], that the time-varying system has 
been observed to be unstable and practically of no value. This is to be 
expected since the non-convex cost function formulation of the algorithm does 
conform well to the performance attributes rendered by the gradient descent 
method. A heuristic method is implemented to ensure the system is time-
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invariant, which perfonns very well in practice, as described in [1]. This 
conversion process is achieved by replacing t by a constant number m4 . 
As a result, the following set of non-linear differential equations, which 
represent the governing equations of the algorithm, may be written as 
M(t) A --= 2/-iJe(t) sin ¢(t) 
dt 
dW(t) = 2/-be(t)A(t) cos (J(t) 
dt 
d(J(t) = W(t) + Ji' dW(t) 
dt dt 
where error e(t) remains as 









As mentioned in [1], although the fonnulation of the algorithm stems from the 
minimisation of least squares error and gradient descent method, the final 
derivation does not confonn to the conditions under which these method 
operate. This implies that the properties surrounding the proposed algorithm, 
i.e., it's rate of convergence, stability and it's value to the engineering 
application, needs to be examined. Some of the key properties will be 
investigated and findings presented in the next section. In [1], the stability of 
the theorem is proven mathematically and a further investigation into the 
properties of the algorithm is presented. 
A block diagram representation of the algorithm is given in Fig. 2.1. 010 
represents the initial conditions of the predicted frequency. The algorithm will 
then track the most dominant frequency component of the input sinusoid 
which is closest to 010. This version of the algorithm will be referred to as the 
varying-frequency sinusoid tracking algorithm. 
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Figure 2.1: Varying-frequency sinusoid tracking algorithm 
In [I], [3] and [4], the algorithm is slightly reconfigured to track and extract 
sinusoids of a fixed frequency 0J0. The adapted algorithm is described by the 
following differential equations, 
dA(t) ~ --= 2f-lIe(t)sin¢J(t) 
dt 
d¢J(t) ~ ~ 




The gains of the system ,LLI and ,LL2 are responsible for the response speed of 
the amplitude and phase angle estimation, respectively. The system does not 
accommodate changes in frequency and extracts the sinusoid centred around 
0J0. The space in which the desired signal lies is two-dimensional since the 
~ ~ 
only variables which accommodate time-variations are A(t) and ¢J(t). Fig. 2.2 
shows the block diagram of the fixed-frequency tracking algorithm. 
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Phase Detection Scheme 
-----------------------------------------------
x f I------e¢( t) 
Amplitude 
Adjustor y(t) 
r--___ - ____ - ___ -____ - ___ -____ -____ - ___ -____ -____ -----4 ___ t-___ -~- X 
Amplitude Estimator 
L-_---T:-,.j--X----------~l-r-I--....... -; __ ....JA(t) 
I I L ________________________ 
Figure 2.2: Fixed-frequency sinusoid tracking algorithm 
The selection of the gain parameters is critically important in defining the 
engineering performance of the algorithms. These parameters determine the 
convergence speed versus error compromise and are largely dependent on the 
application [7]-[9]. 
2.2.2 Performance Evaluation ofthe Algorithm 
The following section deals with some of the basic performance properties of 
the varying-sinusoid tracking algorithm. The algorithm is implemented in 
Matlab-Simulink and the results are discussed below. For simulations 
performed in Sections 2.2.2.1-2.2.2.5, the values for parameters 11', 112 and 
113 have been selected as 11' = 300, 112 = 50000 and 113 = 0.015. Section 
2.2.2.6 examines the effect of the gain parameters 11', 112 and 113 on the 
convergence speed versus error compromise of the algorithm. 
2.2.2.1 Initial Convergence o/the Algorithm 
The first experiment illustrates the ability of the algorithm to track and extract 
a pure sinusoidal input of unity amplitude and frequency 60Hz where the 
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intial conditions of the algorithm are set to Ao = I, fa = 50Hz and Jo = Orad. 
Fig. 2.3 shows the input signal to the algorithm, the extracted sinusoid, it's 
amplitude and frequency. The time required to converge to the input sinusoid 
is only a few cycles. Once it converges, the steady-state error is zero between 
the amplitude, frequency and phase of the input and estimated sinusoid. To 
assist in visualising the convergence of the algorithm, Fig. 2.4 illustrates the 
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Figure 2.4: Convergence to a periodic orbit (A=1, OJ =1201t, f/J = 
1201tt) 
2.2.2.2 Amplitude Tracking 
The following simulation illustrates the algorithms amplitude locking ability. 
The amplitude of the input signal is stepped from unity to 0.9p.u. at 0.05 
seconds, while the frequency is maintained at 60Hz. Fig. 2.5 shows the 
extracted sinusoid, its amplitude and frequency. The algorithm is able to lock 
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onto the step in amplitude within a few cycles, while converging to the 
frequency and phase of the input sinusoid. 
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Figure 2.5: Amplitude-locking property of the algorithm 
2.2.2.3 Frequency Tracking 
To examine its frequency tracking capability, the input sinusoidal frequency is 
stepped at 0.05 seconds from 60Hz to 40Hz. Fig. 2.6 shows how rapidly the 
algorithm converges to the change in frequency. 
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Figure 2.6: Frequency-locking property of the algorithm 
2.2.2.4 Phase-Locking 
Fig. 2.7 illustrates the phase-locking feature of the algorithm. A 45° phase 
shift is imposed on the input signal at 0.1 seconds, and within 2 cycles of the 
phase shift, the algorithm latches onto the input signal. 
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Time (s) 
Figure 2.7: Phase-locking property of the algorithm 
2.2.2.5 Noise Immunity 
This section investigates the nOIse immunity properties of the algorithm. A 
pure sinusoid of unity amplitude and frequency 60Hz is added with Gaussian 
white noise of zero mean and variance 0.025. The noise is effectively filtered 
out as shown in Fig. 2.8. Fig. 2.9 shows the noise component which is filtered 
by the algorithm. 
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Figure 2.8: Noise immunity feature of the algorithm 
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Figure 2.9: Filtering ability of the algorithm in removing noise 
2216 Effect of Gain Parameters on Peiformance 
The selection of the gain parameters determines the convergence speed versus 
the steady state error. This section examines the effect of the gain parameters 
on the amplitude, frequency and phase tracking ability of the algorithm. 
Specifically, parameter /11 controls the speed of the transient response of the 
algorithm with respect to variations in the amplitude of the interfering signal. 
Parameters /12 and/13 mutually control the speed of the transient response of 
the algorithm with respect to variations in the frequency and phase of the 
interfering signal. The results shown in Fig. 2.10 indicate the impact of the 
gain parameter /11 on the convergence speed of the amplitude for the 
simulation test performed in Section 2.2.2.2, whereby only the amplitude of 
the input sinusoid is stepped from lp.u. to 0.9p.u. at 0.05 seconds while the 
frequency is maintained at 60Hz. It is evident from the figure that the 
convergence speed increases as /11 increases, however overshoot is evident at 
larger gain values. The selection of /11 should be guided by the desired 
convergence time for maximum amplitude deviation of the input signal. In this 
case, /11 =300 seems to provide a good trade-off. 
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Fig. 2.11 shows the impact of/12 and/130n the convergence of the frequency 
for the test performed in Section 2.2.2.3, whereby the frequency is stepped 
from 60Hz to 40Hz at 0.05 seconds while the amplitude is maintained at 1p.u. 
In this case, increasing the gain parameters /12 and /13, decreases the rate of 
frequency convergence and overshoot is experienced at the lower gains. These 
parameters seem to have the opposite effect on frequency convergence 
compared to the effect /11 has on the amplitude convergence. 
Fig. 2.12 shows the impact of/12 and/130n the convergence of the phase for 
the test performed in Section 2.2.2.4, whereby a 45° phase shift is imposed on 
the input signal at 0.1 seconds while the amplitude is maintained at 1 p.u and 
frequency is maintained at 40Hz. It is evident that the higher gains result in 
faster convergence. Therefore, when selecting /12 and /13, there should be a 
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Figure 2.11: Frequency convergence of the core algorithm under 
different p,l and p,3 parameters 
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Figure 2.12: Phase convergence of the core algorithm under 
different p2 and p3 parameters 
2.3 The Wavelet Transform 
Transforms are a means of representing a signal in an alternative way without 
altering its information content. The Wavelet Transform provides a time-
frequency representation of a signal. It was introduced as an alternative to the 
Short Time Fourier Transform (STFT). Although both provide a time-
frequency representation of a signal, the Wavelet Transform is able to 
overcome some of the resolution related difficulties faced by the STFT, i.e. the 
STFT gives a fixed resolution at all times as indicated in Fig. 2.13(a), whereas 
the Wavelet Transform provides a variable resolution as shown in Fig. 2.13(b) 
[16]. 
The fundamental concept behind Wavelet analysis is to analyze according to 
scale. It uses a fully scalable modulated window which solves the signal-
cutting problem, allowing for variable resolution. The fundamental principle 
of operation is as follows. A specific sized window is chosen and shifted along 
the signal, calculating the spectrum as it covers the length of the signal. This 
process is repeated for different scaled windows, until a time-frequency 
representation of the signal is attained with different resolutions. However, 
with wavelets, instead of referring to the frequency, the scale parameter is 
defined as the inverted frequency. 
32 
Chapter 2: Time-frequency domain signal processing techniques 
The ability of the Wavelet Transform to attain variable resolution is critically 
important since higher frequencies are better resolved in time, and lower 
frequencies are better resolved in frequency, as underlined by the Heisenberg 
uncertainty principle. A more mathematical approach to wavelets will now be 
discussed. 
Frequency Scale I---r--+-....---+-....--I---.-~ 
Time Time 
(a) (b) 
Fig. 2.13: A scalogram showing the (a) fixed resolution as 
used in the STFT and the (b) variable resolution as used in 
Wavelet analysis 
2.3.1 Fundamental Wavelet Concepts 
Certain fundamental concepts will be revisited before the Wavelet Transform 
. is introduced. The first concept is that of a basis for a vector space. A basis of 
a vector space V is defined as a set of linearly independent vectors, such that 
any vector in V can be expressed as a linear combination of those basis 
vectors. The number of vectors in a basis for a vector space is known as the 
dimension. The second concept is based on the orthogonality of vectors and is 
defined as follows. Two vectors are said to be orthogonal if their inner product 
equals zero. Vectors satisfying both conditions discussed above are known as 
orthogonal basis vectors [17]. 
The above concepts can easily be extended to sets of functions. This is 
critically important since the underlying structure in any decomposition 
algorithm (e.g. Fourier analysis) is a set of basis functions. The basis functions 
for Fourier analysis are a family of sine and cosine functions, which are 
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orthogonal on the interval (-/l", 1l-). Similarly for Wavelet analysis, the basis 
functions are families of scaling functions, f/J(t) , and associated wavelet, If/(t). 
The scaling function is represented as follows [18], 
where, 
f/Jj,k (t) = L Pkf/J(2 j t - k) 
k 
Pk represents the coefficients of the scaling function 
k represents a translation 
j represents the scale 
(2.24) 
The associated wavelet can be formulated using the same coefficients as the 
scaling function, as shown below, and is referred to as the mother wavelet. 
If/j,k (t) = L (-It ~_kf/J(2j t - k) (2.25) 
k 
The scaling functions are orthogonal to each other as well as to the wavelet 
function as shown below. 
~ 
f f/J{2t - k ).fjJ{2t -l)dt = 0 (2.26) 
for all k :f:.l. 
~ 
f If/{t ).fjJ{t )dt = 0 (2.27) 
In Wavelet analysis, there are a number of different wavelets which may be 
selected, resulting in different coefficients. This is unlike Fourier analysis 
where it always produces the same coefficients for a signal, because the basis 
functions are fixed sinusoids. The more common wavelets which are used 
include the Haar, Daubechies, Morlet, Mexican Hat, Gaussian and Meyer 
wavelets. 
2.3.2 The Continuous Wavelet Transform 
The Continuous Wavelet Transform (CWT) was designed as an alternative to 
the STFT, to combat the resolution difficulties as mentioned earlier. CWT 
measures the degree of similarity between the signal and the transforming 
function. The CWT of a signal f(t) is defined as follows [16]; 
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1 '(t-b) WJ'(a,b) = ~ Jf(t)Vf ~ dt (2.28) 
where * denotes the complex conjugate. 
(2.29) 
As shown by the above equation, the transformed signal is a function of two 
variables, the scale parameter a and translation parameter b. The scaling 
parameter is defined as (l/frequency) and corresponds to frequency 
information. It is responsible for dilating or compressing a signaL Large scales 
correspond to dilated signals, which provide global information about the 
signal and small scales correspond to compressed signals, which provide 
detailed information about the signaL The translation parameter represents the 
shifting or translation of the transforming function Ijf(t) , which provides the 
time-localization information of the original signaL .);; is for energy 
normalization across the scales [16]. 
Examples of different wavelets are further examined and discussed below. The 
Haar family of scaling and wavelet functions form the basis for the simplest of 
wavelet analysis. The scaling and wavelet function is shown in Figures 2.14(a) 
and 2.14(b) respectively. A disadvantage of the Haar wavelet is that these 
wavelets are discontinuous and therefore, do not approximate continuous 
signals very well [17]. 
The Haar scaling and wavelet functions are defined mathematically as follows 





r if 0 $; t<1/2 Vf(t) = -1, if 1/2 $; t<1 0, elsewhere (2.31 ) 
The Daubieches wavelet was introduced to overcome some of the drawbacks 
experienced by the earlier wavelets, i.e. Haar, Shannon and Linear Spline. The 
simplest of the Daubechies wavelets is the Haar wavelet, however the 
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hierarchy of the Daubechies wavelets are compactly supported and continuous. 
In fact, moving further up the hierarchy, results in an increasingly smoother 
wavelet. The Daubechies2 scaling function and wavelet function is shown in 
Figures 2.15(a) and 2.15(b) respectively. The Daubechies6 scaling function 
and wavelet function is illustrated in Figures 2.16(a) and 2.16(b), whereby a 
smoother wavefonn is clearly evident. The mathematical derivations for the 
Daubechies wavelets are illustrated in [17]. The Meyer scaling and wavelet 
function is another family of wavelets, as shown in Figures 2.17(a) and 
2.17(b). 
(J(t) 
Haa.- Scaling Function 
1.5 ,-----,-----,----,-----, 
0.5 - - - - - - - - _1- ___ _ 
o - - - - _1- ___ _ 
I 
I 
-0._1>.'-= 5,.----:OO,----::0c'-:. 5=-----':------:-'1. 5 
Time(s) 




II/(t) 0 ---- -----
I 
I 









-1 - - - - ~ - - - - -'----' 
-1 ·-Z,.'-=5,----:OO,.----::0c'-:. 5=-----':----:'1 .5 
Time(s) 











DB2 Scaling Function 
I 






I I ------1 -----1------
I I 

























Fig. 2.15: Daubechies2 scaling and wavelet function 
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Fig. 2.16: Daubechies6 scaling and wavelet function 
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Fig. 2.17: Meyer scaling and wavelet function 
The following example shows the Continuous Wavelet Transform of the non-
stationary signal as illustrated in Fig. 2.18. The non-stationary signal has four 
different frequency components, each occurring for time intervals of 0.04 
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= 
J(t) = L ~(t) (2.34) 
j=-
The approximate coefficients, aj, k , may be calculated by the inner product of 
the scaling function and the original signal, [18]. 
= 
aj,k = J fi(t)·lj>j,k(t)dt (2.35) 
j 
lj>j,k(t) = 2-2 lj> ( 2- j t-k) (2.36) 
The original signal at scale j may be reconstructed by summing the product of 
the scaling function and the discrete approximate coefficients. 
= 
fi(t) = L aj, k(t)· lj> j, k(t) (2.37) 
j=-
The detail coefficients, dJ, k, may be calculated by the inner product of the 
complex conjugate of the wavelet function and the original signaL 
= 
dJ,k= J fi(t)'If/* j,k(t)dt (2.38) 
j 
If/j, k (t) = 2 -21f/( 2- j t - k) (2.39) 
The detail of the original signal at scale j can be approximated by summing the 
product of the detail coefficients and the wavelet function. 
= 
~(t)= L dJ,k'lf/j,k(t) (2.40) 
k=-
Substituting equation (2.40) into equation (2.34), the original signal can be 
reconstructed by a double series of the detail coefficients. 
= = 
J(t) = L L dJ,k'lf/j,k(t) (2.41) 
j=-oo k=-oo 
= jo = 
J(t) = L ajo,k·lj>jo,k+ L L dJ,k'lf/j,k(t) (2.42) 
k=-oo j =-00 k=-oo 
A discretized signal, J[n], is represented in equation (2.43), 
N-l 
J[ n] = Laj,.¢>j,k(t) (2.43) 
k=O 
N~ N~ 
J[n]= La(J+l),kf/>(J+l)(t),k+ Ld(J+l),k'f/(J+l),k(t) (2.44) 
k=O k=O 
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The coefficients of the next decomposition level, (j+ 1), can be expressed as 
[18] 
N 
a(J+l),k = Lai,k f¢i,k(t)'¢(J+I),k(t)dt 
k~O 
N 










Equation (2.48) resembles the structure of a filter [7], i.e. 
y[ n] = x[ n ] * h[ n] = h[ n ] * x[ n ] 
N 
y[n] = Lx[k].h[n-k] 
k~1 
N 









The decomposition algorithm of the DWT is implemented using successive 
levels of the single filter bank structure shown in Fig. 2.20. The signal is 
denoted by x[ n], where n is an integer. The signal is then passed through a half 
band high pass and low pass filter. The half band low pass filter is denoted by 
g[n] and the half band high pass filters are denoted by h[n]. The frequency 
response of the high pass and low pass filters is shown in Fig. 2.21. The output 
of the filters are then downsampled by 2, which will be discussed in greater 
depth later. As mentioned earlier, at each level the high pass filter produces 
detail information d[ n] and the low pass filter produce coarse approximations 
a[ n]. Once the signal has been filtered, the bandwidth of the signal is 
effectively halved, however the scale remains unchanged [16], [20]. 
The downsampling of the signal however has an impact on the scale. If the 
signal has a highest frequency of 11:, then by satisfying the Nyquist Criteria, the 
minimum sampling frequency should be 211:. However, by passing the signal 
through the low pass filter, the bandwidth is halved and the highest frequency 
becomes 11: 12. In accordance with the Nyquist rule, the number of samples may 
now be halved by discarding every other sample without loss in information, 
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SInce the highest frequency is halved. Subsampling by 2 makes half the 
number of samples redundant, thus doubling the scale, [16], [21] and [22]. 
g[n] 1-----. a[ n] 
x[n] 
h[n] J--_ ...... d[n] 
Figure 2.20: A single level of the filter bank structure used by the 






Figure 2.21: The frequency response of the (a) half band low pass 
filter and the (b) half band high pass filter 
The above process is repeated for further decomposition. At each level, the 
filtering and subsampling will result in half the frequency band and half the 
number of samples. 
In summary, at each decomposition level, the filtering and subsampling will 
result in half the number of samples (and hence half the time resolution) and 
half the frequency band spanned (and hence double the frequency resolution). 
The DWT successive filtering process is shown in Fig. 2.22 and is known as 
the Mallat-tree decomposition, [18]. Although the diagram only indicates a 3-
level decomposition tree, the maximum number of levels is dependent on the 
number of samples in the signal. The original signal may be reconstructed 
using the known approximate and detail coefficients as shown in Fig. 2.23. 
This indicates a 3-level reconstruction of the signal x[n]. 
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Figure 2.22: A three-level decomposition of the signal x[n] 
Figure 2.23: A three-level reconstruction of the signal x[n] 
The following diagrams show a three level decomposition and reconstruction 
of a signal, x[ n], consisting of 2 sinusoids with different frequencies, as shown 
in Fig. 2.24. The higher frequency sinusoid has a frequency four times greater 
than the lower frequency sinusoid. Gaussian white noise of zero mean and 
variance 0.02 is added to the signal. 
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Figure 2.24: Non-stationary sinusoid with Gaussian white noise 
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2.4 Conclusions 
The mathematical derivation and performance evaluation of the non-linear 
adaptive algorithm are presented. Two versions of the non-stationary adaptive 
algorithm are described. The first is the varying-frequency algorithm which 
extracts the dominant sinusoidal component from the input signal. The second 
is the fixed-frequency algorithm which extracts a sinusoidal component for a 
specified frequency. Some of the algorithm's key adaptive features are 
highlighted in the performance evaluation of the algorithm. These include the 
ability to track changes in amplitude, frequency and phase, while also offering 
immunity to noise. The gains which need to be defined within the algorithm, 
provide a trade-off between speed of response versus steady-state error. 
The second time-frequency signal processing technique presented is Wavelet 
analysis. The Wavelet Transform has overcome the resolution related 
problems faced by the earlier time-frequency based technique, i.e. STFT. 
Unlike the STFT, the resolution is varied through the use of a fully scalable 
modulated window. This satisfies the criterion that higher frequencies are 
better resolved in time and lower frequencies are better resolved in frequency. 
The Continuous Wavelet Transform produces a surface in the time and scale 
(l/frequency) domain. The Discrete Wavelet Transform was introduced to 
overcome the computing and redundancy problems faced by the wavelet 
series, which served as a sampled version of the Continuous Wavelet 
Transform. The transform is implemented through a series of filter bank 
structures and downsampling/upsampling operations. 
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3. THE DETECTION OF FAULTS IN INVERTER-FED 
PERMANENT MAGNET MACIDNES 
3.1 Introduction 
This chapter describes a new adaptive algorithm for fault detection of inverter-
fed permanent magnet (PM) machines during non-stationary conditions using 
the stator currents. The algorithm discussed in Section 2.2, forms the basis for 
development of the proposed fault detection algorithm. The machine faults 
examined include permanent magnet damage, inter-coil shorts and static 
eccentricity. The chapter begins by describing the experimental setup and fault 
arrangements. It then leads on to investigating the use of the more common 
stationary fault detection technique, Motor Current Signature Analysis 
(MCSA), to attempt to identify the faults during steady-state and transient 
conditions. The new non-stationary fault detection algorithm is then described 
and attempts to identify the faults during non-stationary conditions are 
examined and discussed. 
3.2 A Description of the Overall System 
A surface-mounted PM machine is at the heart of the implementation of the 
system. This specific PM machine is a low voltage-high current device and a 
drive matching its capabilities is designed and implemented from fundamental 
principles. Field Orientated Control is chosen as the preferred control strategy, 
since it equates the control of the 3-phase AC machine to that of an equivalent 
DC machine [1], [2]. Fig. 3.1 represents a schematic of the vector control 
strategy implemented for the low voltage-high current drive. It also illustrates 
the implementation of a typical fault detection strategy. The system is limited 
to operation below base speed. Since the reluctance paths along the d- and q-
axes are identical for the surface mounted PM machine, the only component 
contributing to the electromagnetic torque is the field alignment torque and 
therefore the electromagnetic torque may be expressed as follows 
Chapter 3: The detection of faults in inverter-fed pennanent magnet machines 
(3.1) 
Te is the electromagnetic torque, p is the pole pairs, Apm is the flux linking the 
d-axis coil due to the permanent magnets, iq is the q-axis current. 
The proportional and integral gains for the speed PI controller are attained 
experimentally and from the literature. The speed controller for T=0.055s is as 
follows 
k(z) = 0.1521(z-9724) 
z-l 
(3.2) 
The equivalent circuit parameters of the PM machine may be estimated 
experimentally as described in [3]-[5]. The approach approximates the 
equivalent circuit parameters through the step response test for certain circuit 
and rotor configurations of the machine. This method simplifies the 
relationship between the phase and dq-axes quantities III an attempt to 
determine the equivalent d and q-axes reactances. The equivalent circuit 
parameters for the PM machine were found to be rs = 26.74mQ, 
Ld = 36.1f.1ll and Lq = 36.8pH , which were used for simulation purposes. 
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Figllr~ ~.I; Schematic of thc 10" \'oltagc-hiJl:h currcnt drh'c 
and f,mlt d{'teclion slr:t tc!:y 
I'igu rc ].1: ;;;;;;:;;~~;,,;;;;;;:;:;p;;; the latlOratory 
f'ig , 3 . ~ , llu,tr:lte, lile ~xr~rimcnt,,1 impk111CnLalton of lh~ ,)'"t=. The PM 
machine u,cd is a 72/\, 6-polc machine , /\ 12\" bat lety is used to 'upply the 
IX' \"(]ltag~ to th~ i",en~r while IOOA. mo,fc!s arl' u,eJ for the ;;witching oj' 
the ,,,,erler. A DSII04 R&D COlltroller Card is uscd to perform the 
computationa l and contwl ta<h for the il1\'~rkL Som~ of lh~ lllore illlportant 
features of lh~ card inc lud,' the main pruce,sor, which is a MPC ~ 420, 
PuwerPC 603~ corc with a 251l1\111z dock tieq\lency. It also c'on,ists of KAne 
"h . .ll1neis. 21l-bit digital I/O pon< and a ,Ia,~ OSP subly,km Irom T~xas 
in,trllnk:nts (i.~. OSP TMS 32U[1240). Thc controllcr <"ard forms pan of the 
Ad,'wlced Control hducational Kit. Il i, fully p"'gptnLTIabk [rom Ihe ,,-,Jallab-
Simulink block diagram d);'ironlocm, provided that the real-time II1tertac'e 
software, ,uppli~d by dSI'ACE, is in~tallcd. TIl;, 8<JJtwar~ trQnslmes the 
,imulink moocl into cquivalcm C-cooe for process ing by the board. Th is 
allow, for rapid lesting "f control protOl ypcs. 
3.3 I'racticallmplcmcntatio""f Fuults 
row P~1 machm..::s. us d"".-rio.,d ill the experimental St;lllp . ar~ u"~d In the 
~xpennk:mal I.,,;IS. One of lhc llk'lchiocs is kept in its ,mginal. unfuulloxl 
wndition whil e fault, are appli"'" to the o!hcr lhru m3chino;S. Tbis pl'llvides ~ 
cump,-'lrativc stlldy into lhe effcct of the dlfferel1t fa\lllS The rau ll s 
Impk rrocnted are an inter-wi l slklri, damaged pefTuan€nt 1TJ.1I!1l~t alld ,Wlic 
€ccel1lncily. Fig. 3.3 ,ho"s the imer-coil shot1 whi ch is il11pl~mcntoxl on one 
oftJlC l11a~hil1es '!'h i, fault ''''c'UT' when Iwu or mnr~ L'Oils ora parlicubr ph~,e 
an; ,horled. Too [aliI! i, implemeoted by rcmo~ing IIlC inSll lat ion on "~l1iul1s 
of tile strand",j c"'nUuctnr, of the r~specti~c coils and then slwrti ug Ihcm by 
placing a cond llcl iyc m,'llcriill (wldcr ill this case) between thc cxpoo€J 
nipper 
Fiio(ure 3.3: I mplemclliatioll of (be iDlrr-coil short 
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Chart"" 3: TM d"".crion at falllt, in in' erter-fed permanent ll\asn~1 mocbinc; 
Fig. 3.4 shows tlle DHi tllu lt " hkh is damage to the pcnnaDenl m"gl1ct . tlalf 
the magl1Cl of" particular po le,s removed as shown in lhe fi~ure. 
Figure JA: 111lple11lent~ti"n "flhe d"11l~ged 1'1\1 rauil 
The tlurd fault is lh~ "atil· eccenlric,iy. Thcre at\: lwo typc. of cccemricilY 
Illui.t8. sta1i~ aud dyuamic ccccutricity [6J. howevcr only the SlallC eccel11ricity 
i~ 'mpbn~111ed. With Malic e""~nlricity. the rolor " shincd bum the stator 
bore cemn but is sti ll I1Innillg on its own a~is. as 8howI1 in Fig .. ".5 To 
implemel1 t the static ~cct""l1 tricity. tlw stator hOlLSlll): bore is lllcr~ased by 
madinm):. II busll in): is th~n plac~d wilhin tI", bore. A bore is machined 
within the bu,h 10 match the si .... e of th" bearing. howevCT the l'€l1kr of the 
bore is oriset by O.15mm from the bllsh'. center. a8 8hO,l(n in lh~ figure. Th is 
l·"US~' tht"" mlor to be ol"CI from the ,(alOT bore center. but still allowing it to 
rul1 OJI ils owD axis. 
53 
Ch,lpll'r .': The d ... '1.CCli,," of f;1.,JIS in In\ cncr-lool)Crm.11Icnl Inaj!l1.:t Inadl lll':S 
" " • 
,-----\~ Hcarlllg 
13u<l.h ing 
--;r-> Sial or 
Il uu~in~ 
O.251l1nl 
Fig llre 3.5: IlII plt'lII t'nl:di lJll of th e ~ f lttil' CCl'l'ufridl y fault 
JA i\ I01 or (' 1I,'renl Sij!nalurc Ana l ~'* (MCSA) 
In the stallc ccn:ntridty case, lh~ pnSIlJOll Ilf mLllirnuUl nir-golfl i:. ~lalK: ill 
rel"I"ln lu Ihe: Sl;l\ur. '"hich m:l.nif:!'s t ~ 11) difTcrem::e' hetween phas.;: 
lIl([uclanl'es. Thi~ creates ncgati "e sequence ct)mr(}nelH~ of harmomc 
cl)lllponentS Ihal arc a!rC<ldy present in the llom\a1 nmchme trmdllplc ... nf the 
ll1trtllOllil:: numher lip). [n the damaged pCrnWI1CIl\ !lwgnct CiI."C. there i~" Ilu" 
dlS1\lrimlU.:e due It) thc l1lissil1g l1l:..tglleL piccc. TIlls wiluld rmlllifc~t a slep 
ch'llI!,!c in Ihe flux df..msilY curve amund Ihe rotor \l llI ell creates frequency 
('o llll'0ncnts nl mu ltiples of Ih e rol,lIing frcqllem.:y: i.e. (Illultsplc:-. uf the 
h'II"11l01l1C nllmocr lip) [7J. [HJ. [9J . 
Therefore, a number of frequwe)' COmlH1JlCiltS til\.: chanb\cd in lll~ eurn.:nls due 
to th..: prcS,,;n.;l' of rotor rault~. These iJ ppca .. al fn::qucncle~ of 11u . .: rulur ~pced 
.tnt! llIulripks Ihereof This is given by cquatlon (3.1) 
1"-, ~ 1If. r . (3 .3) 
. p 
f<"f arc the frequency components associ;ltl-J with mtor laults. " 1 .:!.J .. '" f. IS 
the ~Ia[nr limdamcrllal fn.--quency.p b the polc paIrs. 
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It is shown in [10] and [11] that the third harmonic is naturally present in the 
normal machine. However, the modelling of the inter-tum fault in [10] 
indicates that the positive sequence components are developed at the third 
harmonic as a result of an inter-turn short. Therefore, the fault harmonics to be 
monitored for shorts within the stator winding of brushless synchronous 
machines should be located at 
/short = 3/s (3.4) 
where /short is the frequency component associated with inter-coil shorts within 
the stator winding,/s is the stator fundamental frequency. 
As shown by equations (3.3) and (3.4), the frequency components associated 
with rotor faults and inter-coil shorts are dependent on the supply frequency. 
Therefore during changes in speed, the location of these components change 
and attempting to identify them using steady-state techniques becomes 
difficult. Using the Fast Fourier Transform, a frequency spectrum of the stator 
currents is shown and examined in the following section, for the various health 
conditions mentioned in Section 3.3. 
3.4.2 Analysis and Discussion of Results 
In this section, the three fault conditions will be analysed using MCSA. 
Numerous tests were performed in assessing MCSA, however only the results 
highlighting its key aspects will be presented and discussed. 
Fig. 3.6 shows the current spectrum for the normal and the damaged 
permanent magnet machines. Since the fault is located on the rotor, it is 
classified as a rotor fault condition and therefore identified by locating the 
fault harmonics given by equation (3.3). The machines are operating at 
500rpm under no load conditions. It is noted that for all tests performed for 
this fault condition, the most dominant of the fault components given by 
equation (3.3), is located at 2fs , i.e. n=2. For steady-state operation at 
3 
500rpm, the fundamental frequency is 25Hz, therefore the more dominant 
fault component should be evident at 16.67Hz, which is shown in Fig. 3.6. 
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Fig. 3.7 then shows the current spectrum of the machines for a ramp up in 
speed from 500rpm to 800rpm over 0.75s. The fundamental shifts from 25Hz 
to 40Hz. However attempting to locate the fault harmonic is considerably 
difficult, since the fault harmonic shifts from 16.67Hz to 26.67Hz during the 
ramp up in speed. Adding to the difficulty in locating the fault harmonic 
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Figure 3.6: Current spectrum for the normal and damaged 
PM case (500rpm) 
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1.5 
Current Spectrum 
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Figure 3.7: Current spectrum for the normal and damaged 
PM case (ramp up in speed from 500rpm to 800rpm) 
Fig. 3.8 shows the steady-state operation of the normal machine, as well as the 
machine with the static eccentricity fault for no load operation at a rotor speed 
of 500rpm. This fault condition is also classified as a rotor fault. For the 
various tests performed, the fault component which appeared to be more 
dominant than the rest, appeared at 4fs , i.e. n=4, which is different to the 
3 
dominant fault component for the damaged PM case. Operating at 500rpm, the 
fault harmonic is located at 33.33Hz, as indicated by Fig. 3.8. Fig. 3.9 
illustrates the current spectrum of the two machines, for a ramp up in speed 
from 500rpm to 800rpm over a 0.75s period. The fault harmonic shifts from 
33.33Hz to 53.33Hz and identical problems are encountered as mentioned in 
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Figure 3.9: Current spectrum for the normal and static 
eccentricity case (ramp up in speed from 500rpm to 
800rpm) 
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Fig. 3.10 displays the current spectrum for the steady-state operation of the 
healthy machine and the machine with an inter-coil short. The two machines 
are operated at 500rpm under no load conditions. Here the fault harmonic is 
clearly evident at 75Hz. Fig. 3.11 shows the current spectrum for the machines 
during a ramp up in speed from 500rpm to 800rpm. The fault harmonic is 
located at a considerable distance from the fundamental, and therefore for this 
transient test, it is not overshadowed by the fundamenta1. However, locating 
the fault harmonic during the speed change still proves to be very difficult, 
since a band of frequency components are affected and not only a single 
component. The band of fault components could overlap with other fault 
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Figure 3.10: Current spectrum for the normal and inter-
coil shorted case (500rpm) 
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Figure 3.11: Current spectrum for the normal and inter-
coil shorted case (ramp up in speed from 500rpm to 
800rpm) 
From the above results, the following can be concluded. MeSA performs 
acceptably under steady-state operation. However, under transient conditions, 
trying to identify fault harmonics becomes very difficult since the location of 
the fault harmonics is constantly changing due to its dependence on the supply 
frequency. Also fault harmonics situated close to the fundamental, suffer the 
risk of being overshadowed by the fundamental component during transients. 
In essence, the FFT used in MeSA operates most effectively under complete 
steady-state conditions and any changes in the signal would diminish its 
accuracy. 
3.5 A Novel Method of Extracting Fault Associated Sinusoids 
This section discusses a novel technique of extracting fault information from 
the stator currents of inverter-fed PM machines during non-stationary 
conditions. The technique combines the fault equations used in MeSA with 
the adaptive property of the non-stationary algorithms discussed in Section 
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2.2. It will be shown that by cascading these algorithms, various faults may be 
monitored. 
3.5.1 Theoretical Principles 
The MeSA equations provide the location of the frequency components which 
are characteristic of a specific fault. If the fault frequency, as specified by 
MeSA, were to serve as the frequency-input and the current signal as the 
signal-input to the fixed-frequency algorithm presented in Section 2.2, the 
extracted output would be the respective fault associated sinusoid. This 
concept serves as the basis for the fault detection scheme, although there are 
certain adjustments which are made to enhance the technique [12]. 
The first adjustment made is to ensure that the algorithm dynamically adjusts 
to changes in the location of the fault frequency. This is achieved as follows. 
The fault frequencies are solely dependent on the fundamental frequency for 
PM machines, as shown by the equations in MeSA. By dynamically 
monitoring the location of the fundamental frequency and by incorporating the 
MeSA fault equation, the relevant fault frequency can be dynamically 
monitored. The dynamic monitoring of the fundamental frequency is achieved 
through the use of the varying-frequency algorithm, as discussed in Section 
2.2. 
The second adjustment made is to incorporate the error signal from the 
varying-frequency algorithm. This serves as the signal-input to the fixed-
frequency algorithm instead of the actual current signal. This is significant 
since the error signal contains the residual current components after the 
fundamental has been removed from the original signal, since the fundamental 
tends to mask other components. 
Fig. 3.12 illustrates the final non-stationary fault detection algorithm for a 
specific fault. The cascading of the varying-frequency algorithm and the fixed-
frequency algorithm is evident. The fundamental frequency which is 
monitored by the varying-frequency algorithm, is incorporated with the 
MeSA equation. This serves as the frequency-input to the fixed-frequency 
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algorithm. To improve the extraction capabilities of the algorithm, the error 
signal of the varying-frequency algorithm, forms the input to the fixed-
frequency algorithm. The parameters in Fig. 3.12 are as follows, 
i(t) denotes the input current signal comprising of a sinusoidal 
component and some undesired components, e(t) is the error signal, 
l(t) is the amplitude of the fundamental component, OJ(t) is the 
frequency of the fundamental component, ¢(t) is the phase of the 
fundamental component, ijund(t) is the extracted fundamental sinusoid, 
O%ault(t) is the location of the fault component, lJ(t) is the estimated 
amplitude of the fault associated sinusoid, O%(t) is the estimated 
frequency of the fault associated sinusoid, eMt) is the estimated phase 
of the fault associated sinusoid, it{t) denotes the extracted fault 
associated sinusoid. 
The principle of operation is as follows: 
1) The varying-frequency algorithm removes the fundamental from 
the input current signal, 
2) The remaining error signal, which contains the fault harmonics and 
the other unwanted signals, would now serve as the input to fixed-
frequency algorithm whereby the fault associated sinusoid would 
be extracted, 
3) To extract the desired fault component, the fault frequency is to be 
specified in the fixed-frequency algorithm. This is achieved 
dynamically by incorporating the relevant fault equation from 
MeSA and by dynamically monitoring the fundamental frequency, 
which is achieved by the varying-frequency algorithm, 
4) The output of the fixed-frequency algorithm would therefore 
represent the fault associated sinusoid 
Fig. 3.13 shows how the varying-frequency algorithm can be cascaded into a 
network of fixed-frequency algorithms, whereby various fault components 
could be monitored. 
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Figure 3.13: Network ofthe fault detection algorithms 
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3.5.2 Analysis and Discussion of Results 
Numerous tests are performed to test the validity of the approach discussed 
above. The first set of results explain the process in which the algorithm is 
implemented to extract the fault associated sinusoid, as described in the 
Section 3.5.1. The case of the damaged permanent magnet fault is chosen to 
explain the process. The results show the test for the normal and faulted 
machine during a ramp up in speed from 400rpm to 600rpm over 0.75s under 
no load conditions. Fig. 3.14 represents the speed response for the machines 
and Fig. 3.15 represents the transient response of the current as the speed is 
ramped. The measured line current is then fed into the first stage of the 
algorithm whereby the fundamental is removed and the fundamental frequency 
is tracked. Fig. 3.16 shows the extracted current fundamentaL Once the 
fundamental is removed, the remaining signal (shown in Fig.3.17) serves as 
the input to the fixed-frequency algorithm. The dynamically monitored 
fundamental frequency is incorporated with the relevant MeSA fault equation, 
21s ,to produce the dynamic fault frequency which is to be extracted by the 
3 
fixed-frequency algorithm. The algorithm then extracts the associated fault 
sinusoid, as shown in Fig. 3.18, from which the RMS value of the sinusoid is 
calculated. It is clear from the figure that there is a considerable difference in 
magnitude of the RMS values between the normal and faulted condition of the 
machine. This serves as an indicator for the fault condition. 
The results shown indicate good performance by the algorithm to track 
amplitude and frequency changes for this particular system. However, the gain 
parameters (/11, /12 and /1') need to be chosen so as to optimize the ability of 
the algorithm to track these changes for a particular system. These parameters 
need to be chosen based on the maximum deviations of the amplitude and 
frequency for the system. Guidelines for choosing these parameters are further 
highlighted in [13]. The values chosen for gain parameters of the fundamental 
tracking algorithm are /11 =50, /12 =100 and/1' =0.02. This seemed to offer a 
good trade-off between the convergence speed and steady-state error. The gain 
parameters selected for the fixed-frequency algorithm were /11 =20, /12 =50 for 
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Fig. 3.19 indicates the RMS value of the extracted non-stationary fault 
sinusoid associated with the damaged PM fault, for different operating 
conditions mentioned above. There is clear difference in amplitude between 
the normal and the damaged PM case. There does appear to he a slight 
decrease in magnitude for the loaded conditions compared to the unloaded 
conditions, however the difference is considerably small. 
Extracted Current Sinusoid Associated with Damaged PM (RMS) 
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Figure 3.19: RMS value of the extracted non-stationary 
fault sinusoid under different operating conditions for the 
normal and damaged PM case 
Fig. 3.20 shows the RMS value of the extracted non-stationary fault sinusoid 
associated with the static eccentricity fault, for the different operating 
conditions. The magnitude for the faulted case is larger than the normal case, 
however the difference isn't as large as the damaged PM case. 
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Figure 3.20: RMS value of the extracted non-stationary 
fault sinusoid under different operating conditions for the 
normal and static eccentricity case 
Fig. 3.21 shows the RMS value of the extracted non-stationary fault sinusoid 
associated with the inter-coil short, for the different operating conditions. For 
this case the magnitude difference between the normal and the faulted case is 
significant and easily detectable. The magnitude for the faulted machine 
increases drastically during loaded conditions, unlike the fault components for 
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Figure 3.21: RMS value of the extracted non-stationary 
fault sinusoid under different operating conditions for the 
normal and inter-coil short case 
From the above results, the following is evident. The results for the machine 
with the inter-coil short seems far more distinctive than for the other two 
damaged cases_ This is attributed to the increase in magnitude of the inter-turn 
fault component as a result of the implemented fault, as shown in Section 
3.4.2, indicating that the component is considerably sensitive to this fault. The 
cascaded algorithm also provides a far more accurate prediction of the more 
dominant principle components, as discussed in [14]. Therefore faults which 
directly impact on the principle frequency components, would be more 
accurately assessed. Although other components are less accurately predicted, 
the results still indicate that the technique is capable of providing sufficient 
information to assess the health of the machine. 
3.6 Conclusions 
The details for implementation of a low-voltage high-current PM drive for 
fault analysis has been described. Three of the more common faults in PM 
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Machines (i.e. damaged PM, static eccentricity and inter-coil short) have been 
described and implemented on the machines. 
A new algorithm for fault detection of inverter-fed PM machines operating 
under non-stationary conditions has been proposed. The detection technique is 
based on an adaptive algorithm which has been cascaded to extract fault 
associated sinusoids using the current signals. The results show the 
algorithm's capability of tracking fault sinusoids under speed and load 
changes of the machine. It is shown that the case of the inter-coil short 
produced more promising results than the other two cases, however this is 
attributed to the sensitivity of the inter-turn fault frequency component and the 
accuracy of the algorithm to tracking the principaVdominant fault components. 
However the results still indicate that the algorithm's predictive capability is 
sufficiently accurate in identifying the faults under non-stationary conditions. 
The proposed fault detection algorithm proves to be extremely successful in its 
ability to identify different faults under non-stationary operating conditions. 
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4. THE DETECTION OF MECHANICAL IMBALANCES IN 
INVERTER-FED INDUCTION MACHINES 
4.1 Introduction 
This chapter examines the use of non-stationary signal processing techniques 
in its application to identifying mechanical imbalances in inverter-fed 
induction machines. One of the key problems faced when attempting to 
identify fault frequency components of induction machines under non-
stationary conditions (i.e. changes in speed and/or load) is the dependence of 
the fault components not only on the supply frequency, but also slip [1]. 
Unfortunately, this dependence on two variables poses a considerable 
challenge for the predictive capability of the cascaded adaptive algorithms. 
This is discussed in Chapter 3 for the permanent magnet machines, and an 
alternate approach needs to be investigated. Thus far, the second non-
stationary signal processing technique has not been required (i.e. wavelets). 
However since the detection of mechanical imbalances in the induction 
machine does pose a considerable challenge for the isolated use of the 
adaptive algorithms, the use of wavelets will need to be examined. Although 
the chapter focuses on the use of wavelets, the results will show that the 
adaptive algorithm still forms a critical part of the detection scheme and 
therefore cannot be excluded from the final detection algorithm. Work has 
been done using wavelets to detect faults in induction machines during direct-
online startup. For this specific case, the slip is large at startup, which 
separates the fault component from the fundamental, making it considerably 
easy to detect using wavelets as shown in [2], [3]. By incorporating a drive, 
the fault component is a lot harder to detect due to the drive's ability to slowly 
ramp up in speed, thus limiting the slip. Therefore certain conditions need to 
be met, which will be discussed in this chapter. 
Mechanical imbalances may also be detected by monitoring the 
electromagnetic flux, which is measured by coils which sense the axial 
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leakage flux. The drawback of the technique is the required installation of the 
coils in the stator slots [4], [5]. Vibration analysis is one of the more effective 
methods of detecting mechanical faults in induction machines, since these 
faults induce mechanical forces which translate to vibration [6]. Although 
there are effective alternatives to monitoring mechanical faults, electrical 
signals provide a more complete monitoring solution, since these signals are 
more susceptible to a wider variety of faults. 
The chapter is organized as follows. Section 4.2 discusses the use of MCSA 
when detecting mechanical imbalances in induction machines. The proposed 
detection scheme is discussed in Section 4.3. The experimental results are 
presented and discussed in Section 4.4. Conclusions are drawn in Section 4.5. 
4.2 Motor Current Signature Analysis 
A mechanical imbalance in an induction machine can be identified by 
monitoring the spectral components located at [7]-[ 11] 
fu = fdmfr (4.1) 
fu are the frequency components associated with the mechanical imbalance, m 
= 1,2,3, ... , fi is the stator fundamental frequency, fr is the mechanical rotor 
speed in Hertz. 
Fig. 4.1 shows the current spectrum of a fully loaded 2-pole induction machine 
without any imbalance operating under steady-state conditions. Fig. 4.2 shows 
a fully loaded 2-pole induction machine with a mechanical imbalance 
operating under steady-state conditions. Although, the fault harmonics are 
immersed by noise caused by the inverter, with a high enough sampling 
frequency and acquisition time, the lower order harmonics which are 
associated with the imbalanced fault can be identified as shown in Fig. 4.2. A 
sampling frequency of 40kHz was used with an acquisition of 3.28 seconds, 
providing a frequency resolution of O.3Hz. According to MCSA, the dominant 
imbalanced fault component should be located at the lower frequency range 
(O-8Hz). This component is clearly visible in Fig. 4.2, as indicated. The ability 
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4.3 Proposed Detection Scheme 
As mentioned in the previous chapter, the disadvantage of using MCSA and 
other steady-state analysis techniques are that many applications exist where 
the electrical machine is not able to operate under complete steady-state 
conditions. Changes in speed pose a considerable problem when attempting to 
analyze the currents, since the dominating fundamental tends to mask all fault 
related frequency components. It is therefore critical to remove the 
fundamental before any form of analysis may be performed. The non-
stationary varying-frequency adaptive algorithm is used to extract the non-
stationary fundamental. Wavelets are then used to analyze the residual 
currents. The results are shown and discussed in greater detail in the following 
section. 
4.4 Experiplental Results 
The experiments were conducted using a lkW, 2-pole squirrel-cage induction 
machine. To perform the various ramps in speed, a 5kW drive is connected to 
the machine. The drive uses volts/hertz control to vary the speed of the 
machine. The same rotor is used to conduct the comparative investigation, thus 
ensuring that any differences in the results could only be attributed to the 
inflicted fault. The initial condition of the rotor is referred to as the healthy 
motor, after which the mechanical imbalance is placed on the rotor. It is then 
referred to as the faulted or imbalanced machine. The imbalance is achieved 
by removing 12mg of material from the rotor. Fig. 4.5 indicates the location of 
mass which is removed. The design of the rotor allowed material to be 
removed without affecting the rotor bars, end rings or laminations. 
Removed Mass 
Shaft 
Figure 4.5: Load imbalance caused by removal of mass on 
the rotor 
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Figure 4.8: Detail levels 10-12 for the healthy machine 
under full load 
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Figure 4.9: Detail levels 10-12 for the imbalanced machine 
under full load 
To investigate the effect of loading on the detection algorithm, the machine is 
loaded between fun load and no load using the above starting condition. Fig. 
4.10 shows the results for 30% loading of the healthy and imbalanced 
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machines. Again the feature appears at detail level 11 for the imbalanced case, 
however it appears sooner and is less distinctive than for the fully loaded case. 
It is observed from all other results that this is the lowest loading condition 
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Figure 4.10: Detail level 11 for the healthy and imbalanced 
machines under 30% load 
The starting tests were repeated with the machine ramping up to 50Hz and 
35Hz under the various loading conditions mentioned above. The stator 
current for the 50Hz condition is shown in Fig. 4.11. Fig. 4.12 shows the 
wavelet decomposition at detail level 11 under full load, whereby the feature is 
clearly evident for the imbalanced machine. Fig. 4.13 shows the dll 
coefficients for the machines under 30% load. As with the 60Hz case, the 
feature appears earlier than for the fully loaded imbalanced machine. 
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Figure 4.11: Time-domain representation of the current 
during startup 
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Figure 4.12: Detail level 11 for the healthy and imbalanced 
machines under full load 
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Figure 4.13: Detail level 11 for the healthy and imbalanced 
machines under 30% load 
Fig. 4.14 shows the startup current of the fully loaded healthy machine, as it 
ramps up to a synchronous frequency of 35Hz. Figures 4.15 and 4.16 show the 
wavelet decomposition of the healthy and faulted machines at detail level 11 
under 100% and 30% load, respectively. The feature maintains the 
characteristics observed in the previous two cases. 
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Figure 4.14: Time-domain representation ofthe current 
during startup 
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Figure 4.15: Detail level 11 for the healthy and imbalanced 
machines under full load 
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Figure 4.16: Detail level 11 for the healthy and imbalanced 
machines under 30% load 
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Fig 4.17 shows the current response for the ramp up in speed from 25Hz to 
60Hz, under fully loaded conditions. Figures 4.18 and 4.19 shows the dll 
coefficients for the ramp up in speed for the healthy and imbalanced machine, 
under full and 30% load, respectively. The feature again has similar 
characteristics to that of the startup conditions whereby it is more distinct 
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Figure 4.17: Current response for a ramp up in speed from 
25Hz to 60Hz under full load 
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Figure 4.18: Detail level 11 for the healthy and imbalanced 
machines under full load 
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Figure 4.19: Detail level 11 for the healthy and imbalanced 
machines under 30% load 
Fig 4.20 shows the current response for the ramp up in speed from 25Hz to 
35Hz, under fully loaded conditions. Figures 4.21 and 4.22 shows the dll 
coefficients for the ramp up in speed for the healthy and imbalanced machine, 
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under full and 30% load, respectively. The feature continues to follow the 
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Figure 4.20: Current response for a ramp up in speed from 
25Hz to 35Hz under full load 
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Figure 4.21: Detail level 11 for the healthy and imbalanced 
machines under full load 
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Figure 4.22: Detail level 11 for the healthy and imbalanced 
machines under 30% load 
The lowest loading condition required to detect any significant difference in 
the dll coefficients of the imbalanced machine is 30% loading, which holds 
true for all conditions discussed above. This is a significant improvement from 
the loading conditions required to detect the fault using MCSA. The 
significance of locating the defect in the higher order detail level is attributed 
to the location of the imbalanced fault components in the frequency domain, 
which is situated at the lower frequency levels, as suggested by MCSA. 
4.5 Conclusions 
It has been shown that imbalanced faults in inverter-fed induction machines 
can be identified by decomposing transient inrush currents. This is significant, 
since most fault detection schemes fail or operate at a diminished level when 
drives are connected to the machine. The detection algorithm is load 
dependent, however it only requires a minimum load of approximately 30% at 
the desired speed. This is a considerable improvement from steady-state 
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analysis techniques where heavier load conditions are required, particularly in 
the case of inverter-fed machines. 
The methodology employed is the key and further research usmg this 
technique (i.e. for different faults and machines), would only serve to extend 
the knowledge base, so as to establish more complete guidelines on fault 
detection for machines of different designs and sizes. 
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Chapter 5 
5. THE DETECTION OF INTER-TURN STATOR FAULTS IN 
DOUBLY-FED WIND GENERATORS 
5.1 Introduction 
Due to economical and environmental benefits, Wind Energy Conversion 
Systems (WECS) have received tremendous growth in the past decade. This 
has prompted the design and implementation of many WECS's across the 
globe. The preferred topology that is used for wind generators in the megawatt 
range is the doubly-fed induction generator (DFIG). The advantages of this 
topology include high efficiency, good controllability, and most importantly, 
reduction in the cost of the power electronic converters compared to stator-
controlled systems [1]. These generators are designed to support the grid by 
delivering rated power over a limited speed range. 
As a direct consequence of the increase in these generators, comes the need for 
the reduction of operational and maintenance costs. The most effective way of 
reducing these costs would be to continuously monitor the condition of these 
generators. A common induction machine failure is inter-tum shorts within the 
stator which is caused by deterioration of the stator winding. Presently, many 
techniques that are based on steady-state analysis are being applied to wind 
generators. However, the operation of wind generators is predominantly in the 
transient, therefore prompting the search for non-stationary fault detection 
techniques. 
In this chapter it will be shown that steady-state analysis techniques i.e. Motor 
Current Signatures Analysis (MCSA) and the Extended Park's Vector 
Approach (EPVA), is not effective when applied to doubly-fed wind 
generators since their operation is predominately in the transient. A new non-
stationary method of detecting inter-tum stator faults is proposed. The 
proposed method is a combination of EPV A and the non-stationary adaptive 
algorithm, presented in Section 2.2. The new method shows that inter-tum 
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stator faults can unambiguously be identified during non-stationary conditions 
while also providing insight into the degree of severity of the fault. Previous 
work has been able to detect inter-tum faults during transients with the use of 
wavelets [2]. The new technique however has the added advantage of 
providing insight into the degree of severity of the fault, while also reducing 
the processing requirements for real-time implementation. 
The chapter is organised as follows, Section 5.2 gives a description of the 
DFIG system and Section 5.3 describes the implementation of the simulated 
inter-tum fault on the DFIG. Sections 5.4 and 5.5 describe the MCSA and 
EPV A techniques respectively, and attempts are made to identify the inter-tum 
fault using these techniques. Section 5.6 describes the new algorithm for 
detecting inter-tum faults during non-stationary operation and the technique is 
then applied to the DFIG. The results are analysed and discussed, after which 
conclusions are drawn. 
5.2 Description of the Overall Doubly-Fed Induction Generator System 
When both the rotor and stator are capable of delivering power as with the 
wound rotor induction generator, they are known as doubly-fed induction 
generators [3]. Fig. 5.1 shows the DFIG in its application to wind generation. 
The generator uses an AC-AC converter in the rotor circuit while the stator is 
directly connected to the grid. The rotor circuit is capable of bi-directional 
power flow and operates in three regions: I) sub-synchronous operation 
(speeds below synchronous speed), 2) synchronous operation 3) super-
synchronous operation (speeds above synchronous speed). 
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5.1: Principle layout of the variable speed WECS using a 
wound rotor induction generator 
Fig. 5.2 represents a schematic of the vector control strategy used for the 
DFIG system. Field orientated control (FOC) of the machine is achieved via 
the rotor-side converter, which allows for independent control of torque and 
rotor excitation. The supply-side converter is responsible for maintaining a 
constant DC-link voltage and control of the power factor. A DC drive is used 
to emulate the wind turbine. 
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Figure 5.2: Schematic of a vector control system for a 
doubly-fed induction generator using back-to-back 
converters 
5.2.1 Control ofthe Supply-Side Converter 
The supply-side converter is used to maintain a constant DC-link voltage, 
regardless of the direction of rotor power flow. A vector control approach is 
used, as shown in Fig. 5.3, whereby independent control of active and reactive 
power is achieved. 
The supply voltage angle calculation is achieved as follows 
Be = arctan ( ::) (5.1) 
where 8e represents the supply voltage vector position[ 4]. 
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Once the setpoint 3-phase currents have been detennined, they are then 
processed by a hysteresis current controller, which then triggers the switching 
of the IGBT converter. 

















Figure 5.3: Schematic of vector control for the supply-side 
converter 
5.2.2 Control ofthe Rotor-Side Converter 
Field orientated control from the rotor-side is achieved in the synchronously 
rotating DQ reference frame. The D-axis is aligned with the stator-flux vector 
position, which sets the Q-axis stator-flux component to zero. In this way, a 
decoupled control between the electrical torque and the magnetic field IS 
obtained [4], [5]. 
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Once the setpoint 3-phase currents have been determined, they are then 
processed by a hysteresis current controller, which then triggers the switching 
of the IGBT converter. 


















Figure 5.3: Schematic of vector control for the supply-side 
converter 
5.2.2 Control ofthe Rotor-Side Converter 
Field orientated control from the rotor-side is achieved in the synchronously 
rotating DQ reference frame. The D-axis is aligned with the stator-flux vector 
position, which sets the Q-axis stator-flux component to zero. In this way, a 
decoupled control between the electrical torque and the magnetic field is 
obtained [4], [5]. 
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Since 
the torque is described as follows 




Fig. 5.4 illustrates the schematic block diagram for the machine control. iDr* is 
used to control the rotor excitation, however assuming that the reactive power 
to the machine is supplied by the stator, iDr* may be set to zero [4], [5]. The 
torque is proportional to iQr, thus once T* is determined via the speed 
controller, iQr* is calculated (using the above torque equation). 
The 3-phase current setpoints are then achieved using the correct 
transformations, and the desired currents into the machine are attained via the 
use of the hysteresis current controller. 
The stator flux is determined as follows 
Aas = J ( Vas - Rsias) dt 
APs = J( vps - Rsips) dt 
The stator flux angle is calculated as follows 
(
APS) Os = arctan -
Aas 




The ill error is processed by a PI controller to give the setpoint torque (T*). 
The diagram below indicates the complete vector control for the rotor-side 
converter using the above formulas to calculate the stator flux and stator flux 
angle. 
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Fig. 5.4: Schematic of vector control for the rotor-side 
converter 
5.2.3 Experimental Setup 
Fig. 5.5 shows a picture of the overall experimental system. The wound rotor 
induction machine (WRIM) used is a 2.2kW, 3-Ph, 380V, 50Hz, 4 pole 
machine. Two hysteresis current controlled converters are placed in the rotor 
circuit, which provides the supply- and rotor-side control. Extra resistors and 
chokes are added to the supply-side converter, which are located between the 
3-phase variac and the supply-side converter. The extra resistors and inductors 
added onto the supply-side converter is, R =O.IQ and L=20mH. The DC-link 
voltage is maintained at 300V and the supply-side 3-phase voltage is set to 
100V (i.e output of the variac). The DC drive used to emulate the wind turbine 
consists of a 2.2kW DC machine, which is torque controlled by an AC-DC 
thyristor converter. 
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is aSY!llID<.'trical. For pl'edi~t ing the' de~ll1cal behavior from Ule Slotor supply 
cme to an imeHum nUllt, il woulel "pp"ar thal Ill,' impcclarn:c of (liC ,mort-
c ircuited stalor winding has dCl'reascd . The dcgree to which i(s imped"IICe has 
decreased <kp~l}<b 011 Ule 'even Iy of Ihe fm, It. T" simulate the inler -lllfll fault 
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placing a resistor in parallel with the winding, as shown in Fig. 5.6 [6]. Two 
resistor values are chosen (i.e. 180n and 280n), to illustrate a change in the 




Figure 5.6: Simulated stator turn-to-turn fault 
5.4 Motor Current Signature Analysis (MCSA) 
5.4.1 Theoretical Principles 
The equation below gives the frequency components which are characteristic 
of a shorted stator turn [7]. I. ~ Ie (l-S)±k] (5.7) 
/st is the stator frequency components that are a function of shorted turns, 
fi is the supply frequency, n = 1,2,3, ... , k = 1,3,5, ... , p is the pole-pairs, s IS 
the per unit slip 
As shown by equation (5.7), the inter-turn fault frequency components are 
dependent upon slip and the fundamental frequency. Using the Fast Fourier 
Transform (FFT), a frequency spectrum of the stator currents is shown and 
examined, for the DFIG operating at constant speed and a speed change from 
sub-synchronous to super-synchronous speed. 
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Logarithmic Power Spectral Density for operation through synchronous speed 
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Figure 5.8: Spectrum of stator currents for operation 
through synchronous operation 
From the above results, the following can be concluded. MeSA again shows 
that it performs acceptably under steady-state operation. However, under 
transient conditions, trying to identify fault harmonics becomes very difficult 
since the location of the fault harmonics is constantly changing due to its 
dependence on slip. 
5.5 The Extended Park's Vector Approach (EPV A) 
The EPVA is an extension of the Park's Vector Approach, however it has the 
benefit of providing greater insight into the severity of the fault. It has 
successfully been applied in the steady-state diagnosis of inter-turn faults, 
rotor cage damage, unbalanced supply voltage and mechanical load 
misalignment [6]. 
101 
Chapter 5: The detection of inter-turn stator faults in doubly-fed wind generators 
5.5.1 Theoretical Principles 
The Park's Vector representation of the instantaneous stator line currents is 
attained using the transformation given in equation (5.8). The Park's Vector 
representation of 3-phase symmetrical currents (i.e. for a healthy machine) 
follows a perfect circular trajectory, as shown in Fig. 5.9(a). An unbalance in 
the line currents due to tum faults, results in an elliptical trajectory of the 
Park's Vector as shown in Fig. 5.9(b). The Park's Vector Approach is based 
on identifying the shape of the trajectory mapped by the currents of the Park's 
Vector representation. 
In order to provide greater insight into the results attained from the Park's 
Vector Approach, the Extended Park's Vector Approach was introduced. This 
technique examines the frequency spectrum of the Park's Vector modulus. The 
modulus of the Park's Vector for a healthy machine is constant due to the 
circular trajectory of the Park's Vector, as illustrated in Fig. 5.10(a). The 
Park's Vector trajectory for the damaged case is elliptical, and therefore the 
modulus will contain a DC component and a sinusoidal component with a 
frequency of twice the fundamental, as shown in Fig. 5.10(b). The degree of 
unbalance is determined by the amplitude of this sinusoidal component. The 
severity factor is introduced and defined as the ratio of the magnitude of the 
twice-fundamental frequency to the DC component. The FFT is applied to the 
modulus of the Park's Vector to determine the magnitude of the twice 
fundamental frequency component [6], [8]. Based on its magnitude the 
machine may be diagnosed for the inter-tum fault. This process of detection is 
referred to as the Extended Park's Vector Approach (EPVA). Fig. 5.11(a) and 
5.11(b) shows the frequency spectrum of the modulus Park's Vector 
representation of the stator currents, whereby the twice fundamental 
component is clearly evident for the faulted case. 
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Figure 5.9: The Park's Vector representation of the stator 
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an inter-turn fault, both operating in steady-state 
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Observing the Park's Vector currents, of the undamaged machine in Fig. 5.13, 
it is clear that it does not have a constant magnitude. In fact the amplitude 
oscillates as time progresses. This obviously complicates the expression for 
the severity factor since the dc component is not a constant. The amplitude of 
the twice fundamental frequency component changes too, and therefore the 
use of Fourier analysis is questionable. Fig. 5.14 shows the frequency 
spectrum of the Park's Vector modulus for the healthy and faulted machines. 
Although there does appear to be an increase in the magnitude of the fault 
component (i.e. twice the fundamental) for the faulted cases, as shown in Fig. 
5.13, this transient condition does not adhere to the steady-state rules for 



















Figure 5.13: The Park's Vector of an undamaged machine 
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in magnitude between the normal and the faulted operating conditions. It is 
evident that there is an increase in the RMS value for an increase in the fault 
condition, thus indicating that the severity of the inter-turn fault may be 
monitored and assessed through this process. The monitoring technique also 
validates that the extracted fault component is unaffected by changes in speed 
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5.7 Conclusions 
The details for implementation of a DFIG system in its application to wind 
generation has been described. Inter-tum faults are simulated on the DFIG to 
provide a comparative study into various fault analysis techniques. A new 
algorithm for detection of inter-turn faults under non-stationary conditions has 
been proposed. The detection algorithm is based on the Extended Park's 
Vector Approach, whereby the signal processing tool used for analysis, i.e. 
Fourier Transform, is replaced by the non-stationary fixed-frequency sinusoid-
tracking algorithm. The proposed fault detection algorithm proves to be 
extremely successful in its ability to unambiguously identify the inter-turn 
fault under non-stationary operating conditions. This is ideally suited for wind 
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generators since most operate predominately in the transient. It is also shown 
that the severity of the inter-turn fault may be assessed through the proposed 
fault detection technique, which other techniques have been unable to achieve. 
The implementation of the algorithm is also considerably simple, thus limiting 
the processing capabilities required to process the algorithm in real-time 
applications. 
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Chapter 6 
6. A FAULT RIDE-THROUGH STRATEGY FOR DOUBLY-FED 
WIND GENERATORS DURING VOLTAGE SAGS 
6.1 Introduction 
Doubly-fed wind generators have seen tremendous growth over a relatively 
short period of time. These systems are not only susceptible to generator fault 
occurrences (i.e. inter-turn faults), but also power system faults. A voltage sag 
is a typical power system fault, which is characterized by a sudden decrease in 
RMS voltage magnitude. Previously, wind generators were disconnected from 
the grid during a voltage sag [1]. However as wind generators replace 
conventional generation systems, these wind systems are required to remain 
connected during faults [2], [3]. 
Although fault mitigation techniques exist for the doubly-fed induction 
generators (DFIG), the deciding factor that could prevent catastrophic failure 
is the time required to detect the sag. It is therefore imperative to incorporate 
a mitigation strategy based on sag detection into the control system of a DFIG 
for rapid response protection. Existing techniques for voltage sag detection 
include the root mean square (RMS), Fourier transform and peak voltage 
detection methods. The problem with these methods is that they use a 
windowing technique with historical data and can therefore be too slow when 
applied to detect sags for protection [4]. 
[5] discusses the threat of sags on the converter of the DFIG. In [6], a 
technique is proposed for ride-through where a set of resistors is connected to 
the rotor circuits. This is achieved using a thyristor to control the firing of 
discharge resistor that is connected in parallel with the rotor circuit. No 
experimental results were shown for this proposed solution. Papers which have 
been published prior to this have provided little or no information on their 
protection scheme [7]-[9]. 
Chapter 6: A fault ride-through strategy for doubly-fed wind generators during voltage 
sags 
In this chapter, a method is proposed which allows the DFIG to stay connected 
to the grid during voltage sags. The key component of the scheme is a sag 
detection algorithm which is capable of detecting sags faster than current 
techniques. The detection technique is formed from the non-stationary 
adaptive algorithm, which is presented in Section 2.2 [4]. The chapter 
continues by presenting a simple mitigation strategy for the DFIG once the sag 
is detected, thus protecting the power electronics and generator. This is 
achieved through the use of a discharge resistor in parallel with the DC-link 
capacitor for dissipating the excess currents. Experimental results show that 
successful ride-through can be achieved with the proposed strategy. 
The chapter is organized as follows: The experimental setup of the DFIG 
described in Section 5.2, is used for the following study and therefore a 
description of the setup will not be repeated in this chapter. Section 6.2 
discusses the behavioural effect voltage sags have on the DFIG system. 
Section 6.3 presents the detection algorithm and ride-through strategy. Based 
on the proposed detection and mitigation scheme, simulation and experimental 
results are discussed in Sections 6.4 and 6.5 respectively. The chapter 
concludes in Section 6.7. 
6.2 Voltage Sag Characteristics of the DFIG 
A drop in grid voltage will cause a rise in currents flowing through the stator 
circuit. Since the stator and rotor are magnetically coupled, this will result in 
an increase in rotor currents. The increase in rotor currents is dependant on the 
severity of the sag and the machine parameters. These transient currents make 
the power electronics of the converters vulnerable to failure [5], [6]. Failure of 
the system during a sag can introduce instability problems on the power 
network [10], [11]. It is therefore important that the wind energy conversion 
system is controlled in such a manner so as to protect the components from 
failure. Issues that need addressing are the time required to: 
1) rotate the blades to reduce the power extracted from the incoming 
wind 
2) protect the DC-link capacitor against over-voltage 
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3) protect the semiconductor switches against over-currents 
6.3 The Fault Ride-Through Strategy 
6.3.1 The Detection Algorithm 
The sag detection algorithm is based on the varying-frequency adaptive 
algorithm, as discussed in Section 2.2. The grid voltage would serve as the 
input to the algorithm, whereby the amplitude is monitored and compared to a 
lower threshold value, which represents the sag inception value. If the 
threshold is surpassed, a trigger signal is activated. [4] first applied the 
algorithm for sag detection purposes and was able to show its superiority over 
other techniques, i.e. root mean square (RMS), Fourier transform and peak 
voltage detection methods. Some of these key advantages will be highlighted 
in this section. The mathematical description of the algorithm will not be 
repeated, since this has been covered in Section 2.2. 
As mentioned previously, one of the issues that needs to be considered when 
using the algorithm is the setting of its parameters. The values of the 
parameters determine the convergence speed versus error compromIse. 
Specifically, parameter III controls the speed of the transient response of the 
algorithm with respect to variations in the amplitude of the interfering signal. 
Parameters 112 and 113 mutually control the speed of the transient response of 
the algorithm with respect to variations in the frequency of the interfering 
signal. Speed is traded off by the steady-state error. As long as the frequency 
of the input signal is close to its nominal value (e.g. 50 Hz), this trade-off does 
not introduce a significant constraint. As the frequency of the input signal 
deviates from its nominal value, the algorithm introduces more significant 
trade-off between the speed and steady-state error; for example, within a range 
of Hz variations off nominal frequency, the algorithm can be adjusted to catch 
up a step change in the amplitude of the desired sinusoid within cycles with 
less than steady-state error. Fig. 6.1 shows the estimation process under 
different 11 parameters. The higher the 11 value chosen, the shorter the 
114 
Chapter 6: A fault ride-through strategy for doubly-fed wind generators during voltage 
sags 
convergence time becomes. The convergence time is about 20ms for the 
highest values of II presented and about 200ms for the lowest values of II, 
with the middle set having a convergence time of about 80ms [12]. 
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Figure 6.1: Convergence of the core algorithm under 
different Jl parameters 
U sing the parameter values which gave the shortest convergence time, the 
algorithm is compared with two methods currently used, i.e. Y2 Cycle RMS 
and DFT. A sag is initiated in the laboratory from cycles 4-6. The results of 
one of these tests are shown in Fig. 6.2. The RMS and DFT pick up the sag at 
point 2 (0.9 p,u as per sag definition) and the new algorithm at point 1. It is 
shown in more detail in [4] that the algorithm responds faster than currently 
used sag detection schemes. 
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in the DFIG system, a fixed Rd value of 400 proved to provide a satisfactory 
filter response for the tests. 
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Figure 6.3: Overview of proposed ride-through strategy 
6.4 Simulated Results 
The following simulation results show the DFIG operating under rated 
conditions at 25% above synchronous speed, without the fault ride-through 
strategy. The machine and converter parameters used in the simulation are 
attained from experimental parameters. To show the effectiveness of the fault 
ride-through scheme, the behaviour of the DFIG during a sag without 
protection is firstly examined. A voltage sag of 50% is implemented at 0.5 sec 
and lasts for lOOms. 
6.4.1 DFIG without the Fault Ride-Through Scheme 
Fig. 6.4 shows the stator voltage, whereby the sag in voltage is evident. Fig. 
6.5 and Fig. 6.6 show the sudden rise in the stator and rotor currents at the 
instant of the sag. When operating under rated conditions, the rise in rotor 
currents could cause damage to the power electronics in the back-to-back 
117 
Chapter 6: A fault ride-through strategy for doubly-fed wind generators during voltage 
sags 
converter. Fig. 6.7 shows the effect of the sag on the DC-link voltage. It is 
evident from the diagram that the DC-link voltage exceeds the set-point 
voltage of 350V, at the instant when the grid voltage recovers from the sag. 
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Figure 6.4: Supply voltage 
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Figure 6.5: Stator current 
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Figure 6.6: Rotor current 
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Figure 6.7: DC-link voltage 
6.4.2 DFIG with the Fault Ride-Through Scheme 
0.7 0.8 0.9 
The simulation results shown below, illustrates the implementation of the fault 
ride-through strategy for the same operating conditions as discussed above. A 
triggered signal as shown in Fig. 6.8 is generated when a sag of below 90% of 
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the rated voltage is detected. This is maintained until the voltage is again 
recovered whereby the output goes low. It is evident from the figure that the 
detection and trigger happens almost instantaneously. This proves to be 
extremely valuable as the necessary steps may now be taken to prevent over-
currents and over-voltages from occurring in the system. In [4], it was shown 
that the biggest influence on detection time is the point at which sag occurs. 
Sags that occur close to the zero crossing have the fastest detection time. For 
sags that occur around 90°, the detection time is marginally slower (5ms, worst 
case). Figures 6.9 and 6.10 show the rotor and stator currents after 
implementing the mitigation strategy as part of the control system. Fig. 6.11 
shows the response of the DC-link voltage. It is evident through 
implementation of the protective strategy that overshooting of the voltage is 
prevented, thus safeguarding the capacitor bank. The figures illustrate the 
ability of the algorithm to detect sags and to implement the necessary control 
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Figure 6.8: Sag trigger signal 
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Figure 6.9: Rotor current 
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Figure 6.10: Stator current 
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Figure 6.11: DC-link voltage 
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6.5 Experimental Results 
The simulation system from the previous section was implemented practically. 
This section describes the results. The key purpose of the proposed mitigation 
strategy is to provide a rapid discharge path for the excess currents during the 
sag. The rating of the discharge resistor should be selected to carry the 
maximum anticipated currents. The rapid response of the controller ensures 
that transients, at the onset of the sag and recovery, are contained. 
6.5.1 DFIG without the Fault Ride-Through Scheme 
The diagrams below show the experimental results obtained with no mitigation 
applied. The supply voltage is reduced by 40% for a duration of 280ms to 
simulate a field sag, shown in Fig. 6.12. A reference voltage of 350V is set for 
the DC-link capacitor. Figures 6.13 and 6.14 show the increase in rotor and 
stator currents respectively. Fig. 6.15 shows the rise in DC-link voltage. This 
is a concern for the converter equipment. 
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Figure 6.13: Stator current 
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Figure 6.15: DC-link voltage 
6.5.2 DFIG with the Fault Ride-Through Scheme 
The system was experimentally tested using the proposed mitigation strategy. 
Figures 6.16 - 6.20 show the supply voltage, trigger signal, rotor current, 
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stator current and the DC-link voltage respectively. It is clear from the figures 
that the rotor and stator currents pose no danger to the power electronic 
converters. The DC-Link voltage is sufficiently reduced and poses no threat to 
the DC-link capacitor. This also compares well with the simulation results. 
Further research has to be done in order to incorporate the solution as part of 
the control system. The control must consider the mechanical torque of the 
turbine and ensure that the electrical torque is sufficient to provide control, 
especially during long duration sags. This could be done in combination with 
the pitch controller [6]. 
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Figure 6.16: Supply voltage 
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Figure 6.18: Stator current 
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Figure 6.19: Rotor current 
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Figure 6.20: DC-link voltage 
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6.6 Conclusions 
This chapter has shown that the impact of sags on the DFIG can be effectively 
mitigated through a strategy that incorporates rapid sag detection and a 
discharge resistor. An algorithm was proposed for rapid sag detection. It was 
shown to detect sags faster than existing techniques. Results showing the 
ability to protect the drive during sags has been presented and discussed. The 
proposed strategy is simple and easy to incorporate as part of an existing 
control system. 
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Based on the findings of this research, the following conclusions have been drawn: 
1. Time-Frequency Domain Signal Processing Techniques 
The mathematical fonnulation and perfonnance evaluation of a non-stationary 
adaptive algorithm is presented. Two versions of the non-stationary adaptive 
algorithm is described. The first is the varying-frequency algorithm which 
extracts the fundamental sinusoidal component from the input signal. The 
second is the fixed-frequency algorithm which extracts a sinusoidal 
component for a specified frequency. Some of the algorithm's key adaptive 
features are highlighted when evaluating the perfonnance of the algorithm. 
These include the ability to track changes in amplitude, frequency and phase, 
while also offering immunity to noise. The gains which need to be defined 
within the algorithm, provide a trade-off between speed of response versus 
steady-state error. 
The second time-frequency signal processing technique presented is Wavelet 
analysis. The wavelet transfonn has been able to overcome the resolution 
related problems faced by the earlier time-frequency based technique, i.e. 
STFT. Unlike the STFT, the resolution is varied through the use of a fully 
scalable modulated window. This satisfies the criterion that higher frequencies 
are better resolved in time and lower frequencies are better resolved in 
frequency. The continuous wavelet transfonn produces a surface in the time 
and scale (llfrequency) domain. The discrete wavelet transfonn was 
introduced to overcome the computing and redundancy problems faced by the 
wavelet series, which served as a sampled version of the continuous wavelet 
transfonn. The transfonn is implemented through a series of filter bank 
structures and downsampling/upsampling operations. 
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2. The Detection of Faults in Inverter-Fed Permanent Magnet Machines 
The details for implementation of a low-voltage high-current PM drive for 
fault analysis has been described. Three of the more common faults in PM 
Machines (i.e. damaged PM, static eccentricity and inter-coil short) have been 
described and implemented on the machines. 
A new algorithm for fault detection of inverter-fed PM machines operating 
under non-stationary conditions has been proposed. The detection technique is 
based on an adaptive algorithm which has been cascaded to extract fault 
associated sinusoids using the current signals. The results show the 
algorithm's capability of tracking fault sinusoids under speed and load 
changes of the machine. It is shown that the case of the inter-coil short 
produced more promising results than the other two cases, however this is 
attributed to the sensitivity of the inter-turn fault component and the accuracy 
of the algorithm to tracking the principal/dominant fault components. 
However the results still indicate that the algorithm's predictive capability is 
accurate enough to identify the faults under non-stationary conditions. The 
proposed fault detection algorithm proves to be extremely successful in its 
ability to identify different faults under non-stationary operating conditions. 
3. The Detection of Mechanical Imbalances in Inverter-Fed Induction 
Machines 
It has been shown that imbalanced faults in inverter-fed induction machines 
can be identified by decomposing transient inrush currents. This is significant, 
since most fault detection schemes fail or operate at a diminished level when 
drives are connected to the machine. The detection algorithm is load 
dependent, however it only requires a minimum load of approximately 30% at 
the desired speed. This is a considerable improvement from steady-state 
analysis techniques where heavier load conditions are required, particularly in 
the case of inverter-fed machines. 
The methodology employed is key and further research using this technique 
(i.e. for different faults and machines), would only serve to extend the 
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knowledge base, so as to establish more complete guidelines on fault detection 
for machines of different designs and sizes; 
4. The Detection of Inter-Turn Stator Faults in Doubly-Fed Wind 
Generators 
The details for implementation of a DFIG system in its application to wind 
generation has been described. Inter-turn faults are simulated on the DFIG to 
provide a comparative study into various fault analysis techniques. A new 
algorithm for detection of inter-turn faults under non-stationary conditions has 
been proposed. The detection algorithm based on the Extended Parks Vector 
Approach, whereby the signal processing tool used for analysis, i.e. Fourier 
Transform, is replaced by the non-stationary fixed-frequency sinusoid-tracking 
algorithm. The proposed fault detection algorithm proves to be extremely 
successful in its ability to unambiguously identify the inter-turn fault under 
non-stationary operating conditions. This is ideally suited for wind generators 
since most operate predominately in the transient. It is also shown that the 
severity of the inter-turn fault may be assessed through the proposed fault 
detection technique, which other techniques have been unable to achieve. The 
implementation of the algorithm is also considerably simple, thus limiting the 
processing capabilities required to process the algorithm in real-time 
applications. 
5. A Strategy for Wind Turbine Sag Mitigation Through Rapid Sag 
Detection 
This chapter has shown that the impact of sags on the DFIG can be effectively 
mitigated through a strategy that incorporates rapid sag detection and a 
discharge resistor. An algorithm was proposed for rapid sag detection. It was 
shown to detect sags faster than existing techniques. Results showing the 
ability to protect the drive during sags has been presented and discussed. The 
proposed strategy is simple and easy to incorporate as part of an existing 
control system. 
132 
Chapter 7: Conclusions 
6. Closing Remarks 
Condition monitoring has become a core aspect of asset management, and has 
progressively attracted more attention worldwide. Its increase in popularity is 
attributed to the realization that failure prediction forms a pivotal component 
in the optimum utilization of existing assets in a competitive environment. 
Although steady-state techniques exist and are well established, the 
advancement in signal processing techniques has produced a new class of 
algorithms, capable of analysing nonstationary signals. These are particularly 
relevant to the detection of faults in electrical machines since the machine 
diagnostic variables typically behave as nonstationary signals. 
The findings in this project, exemplifies the relevance of these new class of 
nonstationary signal processing tools to the condition monitoring of electrical 
machines. This proved to provide some prevalent findings which serves to 
extend the knowledge base for condition monitoring of electrical machines. 
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