Abstract. Multiply scattered waves are often neglected in imaging methods; largely because of the inability of popular algorithms to deal with the associated nonlinear models. This paper shows that by incorporating a known environment into the background model, we can retain both the benefits of imaging techniques based on linear models, as well as obtaining different views of the target scatterer. The net result is an enhanced angular resolution of the target to be imaged.
context of radar imaging in an urban setting. We propose to incorporate known scatterers, such as the wall, into the background model and calculate the corresponding background Green's function. Based on this Green's function, we will produce an image of the region of interest, using the backprojection technique described in [2] . The overall procedure represents a step forward in incorporating multiply scattered waves into imaging.
We also refer the reader to [10] , which investigated this sort of approach in the context of known point scatterer in proximity to the scene to be imaged (target). In [10] , it was necessary to only use waves that directly scatter (between the target and sensor), in order to avoid artifacts. If one ignores this restriction, then one obtains a better resolved imaged but at the expense of introducing artifacts. By operating the radar in side-looking mode, we are able to remove this restriction here, at least in the case of the reflecting wall.
The benefits of this become obvious when considering the following schematic figure. In our measurement scenarios, the location of the source of wave energy is also the location at which the scattered wave is measured (by the same instrumentation). That is to say, our sources and receivers of the electromagnetic waves are coincident.
As can be seen from the last figure, there are four ways for the wave to scatter on its from the source to target and back to the receiver location again. These four different situations are illustrated in the following diagram Our idea is to represent the wall via the method of images, by placing a virtual source Γ − (s) symmetrically on the other side of the wall from the actual source, located at Γ + (s). Note that the argument s in Γ ± (s) denotes the current source position, as it is moved over a path paramatrised by s (see section 3) .
The data that is collected contains all four kinds of scattering events in it. However, by beam forming, we will see it is possible to isolate the individual data from the different experiments. We show that as long as we operate the radar in side-looking mode (illuminating the ground on only one side of the projected flight-track), and also only illuminating on one side of the wall, it is possible to obtain a reliable image. If we are unable to operate the radar within these restrictions (due to frequency content of the radar signal, for example), we will show that we will obtain artifacts. Some of these artifacts are familiar to the radar community and some are new (associated with experiments 2 and 3).
The outline of the paper is as follows. In section 2, we develop a scattering model for scattered waves in the presence of a vertical wall. In experiment 1, the wave scatters directly to and from the target. In experiments 2, the wave scatters from the wall to the target and back to the receiver. In experiment 3, the wave scatters from the target to the wall and back to the receiver. Finally, in experiment 4, the wave scatters to the wall to the target and back to the wall again before returning to the receiver. This is achieved through the use of the method of images. In section 3, we briefly review how to carry out imaging from the data we isolated from experiments 1 and 4. In the subsequent subsection, we show how we can bootstrap the latter method to image from the data isolated in experiments 2 and 3. In the section 4, we present some numerical simulations to illustrate our ideas and show that method works. We also observe in the numerical section that artifacts develop if we do not operate in side-looking mode. The theory needed to explain this is specialised, drawing as it does on microlocal analysis [3] , [5] . In order to keep this paper self-contained and more accessible, we omit such details and will instead publish a study of this in the near future.
2 The mathematical model.
A model for the wave propagation.
We consider the simple scalar wave equation to model the wave propagation. Although the radar waves are electromagnetic, and therefore vectorial, we will assume that the medium between the antenna and the ground, is homogeneous, and that therefore to a good approximation, each component (denoted by U below) of the electric field satisfies the same scalar wave equation
with perhaps different sources (f ) on the right hand sides of these scalar wave equations. For a more in-depth discussion of the model that follows below, see [2] , [4] , [6] , [7] , where the function c is the wave propagation speed. Although the correct model involves Maxwell's equations, (2.1) is commonly used in SAR, and it also represents a good model for sonar and ultrasound in similar circumstances.
Assumption 1.
We assume that the target is well separated from the region where the sensors are located and that in the intervening region, the coefficient in the wave equation (2.1), is a sum c(x) + c 0 , where c 0 is a constant (for radar applications c 0 is the speed of light in a vacuum) and c(x) is an unknown perturbation that we wish to recover from the scattered waves.
Assumption 2. We assume that the target to be imaged (encoded in c(x)) is a-priori known to lie on the ground and on the right hand side (x 1 > 0) of a vertical wall. We assume that the ground is locally flat, so if we denote by (x 1 , x 2 , x 3 ) the Cartesian coordinates in R 3 , then the ground can be locally identified with
The vertical wall can be taken for simplicity as the infinite vertical plane x 1 = 0, so we can identify the area to be imaged by the set R 
Wave propagation in the vicinity of a vertical wall
In free space we have
is the field due to a delta function point source located at the point y 0 = (y Assumption 3. The incoming (incident) wave from the source, U in (t, x) satisfies the Dirichlet boundary condition.
The form of the boundary condition is not crucial, and we chose the Dirichlet condition for definiteness.
A Green's function G for the waveguide can be constructed by the method of images (see [1] ). Let us denote by c 0 the d'Alembertian operator
with the latter condition ensuring causality. We can think of G as the sum of two contributions, one given by G 0 (Green's function in free space) and the second given by a function H due to the presence of the wall
, we denote byx its reflection with respect to the wall, x 1 = 0, i.e.
Let us consider the Green's functionH in free space due to a delta function point source located at the point y 0 at time 0. The point y 0 is the virtual image of y 0 and the source located at y 0 is called the virtual source. The fieldH is given bỹ
andH satisfies
moreover, by definition we have,
If we set H = −H, then G = G 0 + H satisfies the required conditions with the above choice of H. We can now write G explicitly as
where y 0 and y 0 are the locations of the real and virtual point sources respectively.
Antenna Model
In reality, the antenna (or sensor array) is not a point source δ(x) and the signal sent to the antenna is not a delta function δ(t), so the incoming wave U in (t, x) from the array satisfies
where J s is related to the current distribution over the antenna, and P (t) is the waveform sent to the antenna (see [1] ).
Remark 2.1. From now on y 0 will be the centre of the array. Then any point y on the antenna can be written as y = y 0 + q where q is a vector from the centre of the antenna to a point on the antenna.
Recall that
where the above convolution is done with respect to both the variables t and x. Writing P in terms of Fourier transform, we have
Employing asymptotics based on the fact that the antenna-target distance is large, compared to the dimensions of the antenna (see [2] , for details), the incoming wave, U in , can be approximated by the following integral expression
where
with a similar expression for j s ω (x − y 0 ), y 0 .
A linearized scattering model
The total field U propagates according to the scalar wave equation with source P (t)J s (x)
If we write U = U in + U sc in (2.12) and subtract from (2.12) the equation satisfied by the incident field, we obtain an equation for the scattered field U
is the reflectivity function. By the same argument used for U in , we can write U sc as follows
where G is the Green's function for the operator c 0 with boundary condition G | x 1 =0 = 0. By using the so called Born approximation, we replace U by U in , so that (2.14) becomes
and by recalling formula (2.10) for the incoming field U in we obtain
If we evaluate U sc y 0 (t, x) at the centre x = y 0 of the antenna we get
where in the last two integrals appearing on the right hand side of (2.16) we used the fact that |z−y 0 |=| z− y 0 |. In the real scenario, the scattered field is not measured at the centre of the array but is integrated over the whole array. A beam pattern for reception j r is used too. We thus arrive at the expression for the measured signal:
Imaging
The idealized inverse problems consists in determining V from knowledge of S(t, y) for an interval of time, t ∈ [0, T ] and for y on a given curve parametrised by
We also define
which is the mirror image of the curve Γ + . Artifacts can arise in any imaging algorithm for various reasons. A well-known situation where this occurs is if one uses data with abrupt end points. The imaging algorithm will treat such abrupt changes as coming from scatterers, which is undesirable. So, for example, to avoid artifacts in the image due to the abrupt edges of Γ + and time, we multiply the data by a mute m(s, t), which is a smooth cutoff function with compact support:
We denote the forward map from scene V to data d = mS by F , so that
We make the following Assumption 4. For any j = 1, 2, 3, 4, the amplitude A j satisfies
where K is any compact set and α, β, δ, ρ are arbitrary multi-indices of the appropriate dimension.
Assumption 4 is valid for example, when the waveform P is approximately a delta function and the antenna is sufficiently broadband (see [1] for further discussion of this). We note that under Assumption 4, the forward operators F j are so-called Fourier integral operators (FIOs), [3] , for j = 1, 2, 3, 4. These are well-studied operators with many useful properties that we can utilise. However, because this would require a good deal of extra background, we will not dwell on such issues here and instead opt to treat this more fully in another publication.
Data Splitting
By choosing the beam patterns j s , j r appropriately, we can isolate separate data sets
from the full data set d = F V . The following figure illustrates this point for data set d 3 , for example, by showing the angles of illumination and reception, implemented by the beam patterns j s , j r , respectively. Similar patterns can be applied for the other 3 experiments, and we note that this can be effected synthetically after the data is collected. We point out that this splitting needs to be done carefully. For example if the beam patterns illuminate too near the wall-ground interface, then the data sets will be cross-contaminated.
Image formation from individual data sets
Our goal is to reconstruct an image of the scatterers. This has been done in different communities by techniques that almost all involve applying the adjoint of the scattering operator to the data. This procedure goes by various names in the different communities; e.g., 'matched filtering' (RADAR), 'migration' (Geophysics), 'filtered backprojection' (Tomography), etc.
In our case, we apply matched filters with the same phase of the adjoint F i of F i to the data set d i . The appropriate images I i (x) at a point x are therefore
where the amplitudes a i , i = 1, 2, 3, 4 are to be chosen later.
Imaging data sets 1 and 4
We will deal with the image I 1 first because this case has already been investigated in [2] . We will briefly review the analysis of this image here again, as we will build on it for analysis of the remaining images.
5) Performing a stationary phase calculation in the variables (ω, t) amounts to replacing the phase and amplitude by
We see therefore that
Using Taylor's theorem, we obtain
Consequently,
Remark 3.1. By a stationary phase argument, we can assume without loss of generality that the amplitude b 1 need only be non-zero near z = x. Indeed, the error made by violating this assumption is an integral whose integrand is rapidly decaying in ω and hence infinitely smooth. We are willing to ignore such errors in our approximation, instead concentrating on recovery of singularities in V .
Explicitly, we have
and the subscript H stands for the horizontal component (first two components). For z, x fixed, we observe (see [2] for details) that the map
is a local but not global diffeomorphism near z = x, provided that x is not directly beneath the antenna Γ + (s). Indeed, it is easy to verify directly that Ξ(x, x, s, ω) is unchanged if we reflect x across the the tangent to the flight track dγ/ds. However, if we operate in 'side-looking' mode, whereby j s is chosen to ensure illumination only of one side of the flighttrack, then the transformation becomes a global diffeomorphism. We will assume that this is the case from now on. After the change of variable, we obtain
whereb 1 incorporates that Jacobian factor from the change of variable. It is possible to choose the original amplitude b 1 so thatb 1 is equal to (2π) −n for those values of (z, ξ) belonging to a certain open set. Then, (3.14) looks like a filtered Fourier inversion of the Fourier transform of V . The only thing missing is that not all Fourier directions ξ are present.
We can give further interpretation to the reconstructed image by considering the wavefront set of V ; denoted W F (V ). The wavefront set is a collection of locations x together with directions ξ for which V is singular at x in the direction ξ. More precisely,
φ(x) = 0 and (ii) the Fourier transform of the product φV is not rapidly decaying in the direction ξ.
By the Payley-Wiener theorem [8] , we see that W F (V ) is a lift from the singular support SingSupp(V ) to the cotangent bundle -the base point x tells where V is singular and the fibre direction ξ tells in which direction the function is singular. For example, if H is the Heaviside function and n is a given direction, then W F (H(x · n)) consists of those points x on the plane through the origin, normal to n, and the directions of the singularities are all in the direction co-linear with n. In other words, the wavefront set is the co-normal bundle of the aforementioned plane.
The result of the above analysis is that we have obtained in (3.14) an image which captures those singularities of V that are visible from the side-looking data (which is all that can be expected). In other words, (3.14) is trying act like Fourier inversion over as large a solid angle for the frequencies as possible.
Imaging data sets 2 and 3
Next we come to the experiments 2 and 3 and we will carry out the analysis of the weighted-backprojected image for the data d 2 , d 3 in the same way. Since experiments 2 and 3 have the same phase function, we need only carry out the analysis for experiment 2; the analysis for experiment 3 being very similar. Remark 3.2. The experiment now under consideration is equivalent to the 'common mid-point' geometry for data acquisition in geophysics. The imaging for this experiment was previously considered abstractly (nonexplicitly) in [9] . In the latter paper, there was a 'traveltime injectivity' condition to be checked for avoidance of global artifacts of the kind just considered in experiments 1 and 4. This traveltime injectivity condition was never worked out explicitly, and so we will do it here.
The imaging analysis is identical to that of I 1 , up to (3.12), with f 1 now being replaced by
and (3.12) is replaced by
We have seen from (3.12) that for a fixed x, the map
is a local diffeomorphism (we omit the factor 2 for what comes next).
is a local diffeomorphism. We wish to deduce that the map
is also a local diffeomorphism. To see this, the following definitions are
where h is the constant height at which the aircraft is flying. We note here that since we are not able to image on the (extended, projected) flight-track line, δ is well defined. Noting that
in our new notation. But the map
has Jacobian 1 + λδ 0 0 1+λ (3.27)
Thus, the map g is a local diffeomorphism provided (1 + λδ) = 0 (the other factor in the Jacobian determinant can never be zero, since λ is positive). But elementary geometry (see figure below) shows that λδ = −1 is equivalent to the first direction cosines of R + x and R − x being equal. The only place that this occurs is for x 1 = 0, and we are assuming that we are not imaging scatterers at the wall.
Since
it follows from the chain rule that, as long as we are not imaging at the wall / ground interface and not on the projected flight-track line, ψ 2 is a local diffeomorphism. Furthermore, for a side-looking system that avoids illuminating the wall / ground interface, it follows that ψ 2 is a global diffeomorphism. Indeed, the only way that global injectivity of ψ 2 could break down is if we illuminated the ground on both sides of the wall, or we illuminated on both sides of the projected flight-track line. This follows from the uniqueness part of the implicit function theorem.
Numerical experiments
What happens if we drop the illumination restrictions (side-looking, etc) of the previous section? It turns out that ψ 2 is not injective and artifacts will arise in the backprojected image. It is most convenient to use the tools of microlocal analysis to illustrate this theoretically. In order to keep this paper as accessible as possible, we will analyse these artifacts elsewhere, and instead describe how the the artifacts manifest themselves in this article. It is quite understandable that such artifacts will arise if we do not operate in sidelooking mode, in view of the artifacts discussed in experiment 1 and 4 in the previous section.
Description of experiments and results
In these experiments, the wall is located at x 1 = 50 and a diagonal flighttrack was used. Both of these facts are discernible from the figures below themselves. We deliberately did not operate in side-looking mode, so as to illustrate the artifacts that arise in such a situation. Naturally, these artifacts are removed when the radar is side-looking. Figure 5 shows the simple scene to be imaged; a single omni-directional scatterer is located at coordinates (68, 82). Figure 6 shows the synthetic data obtained from experiments 1,2,3,4 with experiments 2 and 3 overlapping (as the have the same traveltimes). We note the hyperbolic shape to these data, as expected from Pythagoras's law. In figures 7,8,9 various reconstructions a shown, and we now discuss these in more detail.
As can be seen in figure 7 , which depicts the reconstruction form data set 1, the scatterer is correctly reconstructed but there is an artifact which is a mirror image of the true scatterer across the flight-track. This is a well-known kind of artifact, and is discussed from a microlocal point of view in [2] . More generally, if the flight-track were curved instead of linear, the artifact would be smeared across tangent lines to the flight track. In fact, it is possible to take advantage of this smearing to diminish the artifact while re-enforcing the true scatterer. See the latter reference for more details on this.
In the reconstructions from data set d2 (and also d3) we see the scatterer being correctly reconstructed along with an artifact which is a reflection of the true scatterer across the wall. This kind of artifact is often seen in practice, but what is new here is the fact that we can use the side-looking radar to eliminate it.
In the reconstruction from data set d4, we again see the true scatterer along with an artifact located by reflecting the true scatterer across the mirror image of the flight-track. This artifact can be understood in exactly the same way as the artifact in the reconstruction from data set d 1 ; it arises simply because the flight-track associated to d 4 is the mirror image of the original flight-track associated to d 1 .
The last figure shows the reconstruction for d 1 once more but this times with the flight-track used in the experiments super-imposed for reference.
Finally, comparing all of the reconstructions, it is clear that we obtain different aspects of the omni-directional scatter from the different reconstructions. Thus we are able to resolve such scatterers in a way that would not be possible by conventional single scattering methods. In effect, we have increased the angular resolution of the backprojection imaging method. 
Summary
In conclusion, we have shown how to incorporate a known vertical wall into the background scattering model and how to use this to obtain enhanced angular resolution. Basically, utilising the wall gives us more angles of view of scatterers and we may be able to see targets that would not be visible from the conventional Born approximation. In fact, if we employ the regular Born approximation, the imaging method will misinterpret the multiple scattering events as artifacts! Examples of this phenomenon can be seen regularly in oral presentations at conferences. Our method directly (!) addresses this problem. We have also pointed out the kind of artifacts that one can expect if one does not use a sidelooking radar.
Finally, if one does not isolate the data into the different data sets, there will be artifacts arising from backprojecting data from experiment 2 or 3 along experiment 4 and vice versa. The analysis of the artifacts just mentioned and those mentioned in the previous paragraph are beyond the scope of this paper and will be dealt with elsewhere.
