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Abstract
We construct an element in a direct product of finite dimensional modules over a string algebra such that the pure-injective
envelope of this element is a superdecomposable module.
c© 2007 Elsevier B.V. All rights reserved.
MSC: 16G20; 16D50
A nonzero module M is said to be superdecomposable if M has no indecomposable direct summands. For example,
let R be the endomorphism ring of a countable dimensional vector space V , and let I be the ideal of R consisting
of all endomorphisms with finite dimensional images. If R′ = R/I and e is a projection on a subspace of V
whose image and coimage are infinite dimensional, then R′ ∼= eR′ ⊕ (1 − e)R′ as a right module over itself and
R′ ∼= eR′ ∼= (1− e′)R′. Furthermore, every nontrivial decomposition of R′ as a right module is of this form; therefore
R′ is superdecomposable.
For more examples, let R = k〈X, Y 〉 be a free algebra over a field k, and let E = E(RR) be the injective envelope
of R considered as a right module over itself. It is easily verified (see [11, Prop. 8.36]) that RR has no nonzero uniform
submodules. Therefore the same is true for E , and hence E is a superdecomposable injective module.
More generally, this is a common feature of finite dimensional wild algebras, that they usually (conjecturally
always) have a superdecomposable pure-injective module (see [11, Ch. 8] for a list of existing results). Here a
module M over a finite dimensional algebra A is pure-injective if M is a direct summand of a direct product of
finite dimensional A-modules.
If A is a tame finite dimensional algebra over a field, it has been believed for a while (see [24, p. 38]) that every
pure-injective A-module has an indecomposable direct summand. But recently, Puninski [19] showed that every
nondomestic string algebra over a countable field has a superdecomposable pure-injective module (note that every
string algebra is tame). The main drawback of his proof is that it depends on the cardinality of the ground field and is
highly nonconstructive. Specifically, it is based on a quite ingenious construction of Ziegler [26] which seems to work
only for countable fields.
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In this paper we amend this situation. We give an example of a string algebra A and a countable set of pointed
indecomposable finite dimensional string A-modules (Mi ,mi )i∈ω such that the pure injective envelope of the element
m = (mi ) in the direct product module M = ∏i Mi (that is, a minimal direct summand of M containing m) is
superdecomposable. In particular, this result does not depend on the cardinality of the field. To what extent this
(superdecomposable) module can be described elementwise is difficult to say. For instance, the elements of R′ (the
first example in the beginning of the paper) can be described using infinite matrices over the field. On the other hand,
the injective module E(k〈x, y〉) is huge, so its elementwise description is hardly available.
In fact, our example is a consequence of a fairly general construction originated in [17], where an example of a
superdecomposable pure-injective module over a commutative valuation domain was given. In Theorem 2.3, we prove
a general version of this result: if the lattice of pp-formulae over a ring R contains an interval freely generated by two
chains with dense subchains, then R possesses a superdecomposable pure-injective module.
Although the proof of this theorem is of a model-theoretic nature (we will prove the existence of a
superdecomposable pp-type), for string algebras we convert it into something more handy. Namely, we give an
example of a (nondomestic) string algebra A such that the lattice of all pp-formulae over A contains an interval
freely generated by two chains with dense subchains, and apply the aforementioned theorem to construct a
superdecomposable pure-injective A-module. A careful analysis of the construction reveals an element in a countable
direct product of finite dimensional A-modules whose pure-injective envelope is superdecomposable.
As a corollary, we show that all pure-injective indecomposable A-modules ‘living’ in the above interval (freely
generated by two chains) are classified by two-sided strings over A. Over string algebras, some examples of
indecomposable pure-injective modules defined by strings were given by Ringel [23]. Furthermore, Prest and
Puninski [14] showed that some strings completely determine the isomorphism type of the corresponding modules.
However, a complete classification of indecomposable pure-injective modules over string (even domestic) algebras is
still an open problem.
Likewise, the existence of superdecomposable pure-injective modules over uncountable string algebras is a
completely open question. As we have already mentioned, the existence of such modules over nondomestic string
algebras has been proven only when the ground field is countable. For instance, we do not know the answer even for
the Gelfand–Ponomarev algebra G2,3 = {α, β | αβ = βα = α2 = β3 = 0} over an uncountable field. It seems to be
even more complicated to prove that there is no superdecomposable pure-injective module over a domestic string
algebra. Its nonexistence would follow if the conjecture about the finiteness of the Krull–Gabriel dimension (see
[15, Conj. 1.2]) of any domestic string algebra were proven.
Note that string algebras may serve as a sample to settle the question about the existence of superdecomposable
pure-injective modules over many similar classes of rings (like pullbacks of Dedekind domains). For instance, using
this similarity, in [20], the authors proved that the integral group ring of a nontrivial finite group always possesses a
superdecomposable pure-injective module, and a similar approach has been recently applied to group rings of finite
groups over a field [21].
At the end of the paper, we briefly discuss how to measure the complexity of a (superdecomposable) pure-injective
module over a ring using Goodearl’s classification of von Neumann regular right selfinjective rings. Unfortunately,
it seems to be difficult to calculate the complexity of the superdecomposable pure-injective module over the string
algebra we constructed. So this is a task for future research.
1. PP-formulae and functors
In this section, we recall some basic definitions from the model theory of modules and their functorial
interpretation. Most results of this sort are folklore, so we just briefly sketch the proofs. For more of this, the reader is
referred to Prest [13, Ch. 12], Crawley-Boevey [5] and Herzog [10].
Let R be a ring. A (right) pp-formula ϕ(x) in one free variable x is a formula of the form ∃ y¯ (y¯ A = xb¯), where
b = (b1, . . . , bk) is a row of elements of R, A is an l × k matrix over R, and y¯ = (y1, . . . , yl) is a tuple of (bound)
variables. In the sequel, we will consider only pp-formulae in one free variable. If M is a right R-module and m ∈ M ,
then we will write M |= ϕ(m) (m satisfies ϕ in M) if there exists a tuple n¯ = (n1, . . . , nl) ∈ M such that n¯ A = mb¯.
Then ϕ(M) = {m ∈ M | M |= ϕ(m)} is a pp-subgroup of M . For instance, if r ∈ R and ϕ is the formula r | x , that
is, ∃ y (yr = x), then ϕ(M) = Mr .
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If ϕ and ψ are pp-formulae, we say that ϕ implies ψ , written ϕ → ψ , if ϕ(M) ⊆ ψ(M) for every module M . We
say that ϕ and ψ are equivalent, ϕ ∼ ψ , if ϕ → ψ and ψ → ϕ, that is, if ϕ(M) = ψ(M) for every module M . This
implication defines a partial order on the set L of equivalence classes of all pp-formulae over R, and with respect to
this order, L is a modular lattice. The meet in L is given by the conjunction of pp-formulae, and the join is given by
the sum of pp-formulae: (ϕ + ψ)(x) .= ∃ y (ϕ(y) ∧ ψ(x − y)).
A pp-formula ϕ defines a covariant additive functor Fϕ from the category mod-R of finitely presented right
R-modules to the category Ab of Abelian groups in the following way. If N ∈ mod-R, then set Fϕ(N ) = ϕ(N ),
and if f : N → K is a morphism of finitely presented right R-modules, then Fϕ( f ) is the restriction of f on ϕ(N )
(since f (ϕ(N )) ⊆ ϕ(K ), this definition is sound). Every pp-formula is uniquely (up to equivalence) determined by
this functor: for instance, ϕ → ψ iff Fϕ is a subfunctor of Fψ . Recall that the category of (covariant additive) functors
(mod-R,Ab) is a Grothendieck category, and the functors Fϕ can be characterized as finitely generated subfunctors
of the forgetful functor (RR,−).
We say that a pointed module (M,m) is a free realization of a pp-formula ϕ, if m satisfies ϕ in M , and, if
M |= ψ(m) for some pp-formula ψ , then ϕ → ψ . By [13, Prop. 8.4], every pp-formula has a free realization
(M,m) such that M is a finitely presented module. For instance, if r ∈ R, then (R, r) is a free realization of r | x .
The notion of left pp-formula over a ring R can be defined similarly. There is an anti-isomorphism, D (called
duality), between the lattices of right and left pp-formulae over a ring R. For instance, if ϕ andψ are pp-formulae, then
ϕ → ψ iff Dψ → Dϕ. Thus, for a right pp-formula ϕ, the left pp-formula Dϕ defines a functor FDϕ ∈ (R-mod,Ab),
where R-mod is the category of finitely presented left R-modules: FDϕ(N ) = Dϕ(N ) for N ∈ R-mod.
A pp-type p is a collection of pp-formulae which is closed with respect to finite conjunctions and implications, that
is, if ϕ1, . . . , ϕn ∈ p and ϕ1 ∧ · · · ∧ ϕn → ϕ for some pp-formula ϕ, then ϕ ∈ p. For instance, if m is an element of a
module M , then ppM (m) = {ϕ | M |= ϕ(m)} is a pp-type, and each pp-type is of this form.
If p is a pp-type, then p(M) = {m ∈ M | M |= ϕ(m) for every ϕ ∈ p} is a subgroup of M such that the rule
M 7→ p(M) defines a functor Fp ∈ (mod-R,Ab). Note that Fp = ∩ϕ∈p Fϕ , and the functors Fϕ , ϕ ∈ p form a filter
in the lattice of finitely generated subfunctors of the forgetful functor; that is, this set is closed with respect to finite
intersections and is upward directed. Dually, we can define the functor FDp ∈ (R-mod,Ab) as the sum of the functors
FDϕ , ϕ ∈ p. Note that this set is an ideal; that is, it is closed with respect to finite sums and is downward directed. In
fact, we can recognize realizations of p using this functor.
Recall (see [5]) that there exists a full and faithful embedding from the category of right R-modules to the category
(R-mod,Ab) sending (a right R-module) M to the functor M ⊗ −. In particular, RR goes to the forgetful functor
R ⊗−.
Remark 1.1. If p is a pp-type and M is a right R-module, then there exists a natural isomorphism (R ⊗ −/FDp,M
⊗−) ∼= p(M), where HOMs are taken in the category (R-mod,Ab).
Proof. Every morphism from R ⊗−/FDp to M ⊗− is induced by a morphism α : R ⊗−→ M ⊗− that kills FDp.
Clearly, α is uniquely determined by a morphism RR → M , that is, by an element m ∈ M (the image of 1 ∈ R).
Thus, if K ∈ R-mod, then αK sends k ∈ R ⊗ K = K to m ⊗ k ∈ M ⊗ K .
We prove that m ∈ p(M), that is, M |= ϕ(m) for every ϕ ∈ p. Indeed, let (K , k) be a free realization of Dϕ such
that K is a finitely presented left R-module. Since α kills FDp, we have m ⊗ k = 0. Then (see [9, Prop. 3.2]) there
exists a right pp-formula ψ such that M |= ψ(m) and K |= Dψ(k). Since k realizes Dϕ freely, Dϕ implies Dψ . By
the duality, ψ implies ϕ, and hence M |= ϕ(m).
Similar arguments show that if m ∈ p(M), then the morphism corresponding to m kills FDp. 
If p is a pp-type, then we set p+ = p and let p− consist of all pp-formulae ϕ such that ϕ 6∈ p. We say that
an element m of a module M realizes p, if ppM (m) = p, that is, M |= ϕ(m) for every pp-formula ϕ ∈ p+ and
M |= ¬ϕ(m) for every pp-formula ϕ ∈ p−.
For every pp-type p, there exists a pure-injective module N that realizes p (on some element n ∈ N ), and such
that every pure-injective module that realizes p contains a copy of N as a direct summand (over this realization). This
module N is called a pure-injective envelope of p, N (p).
We give a functorial explanation of this result. Let G = R ⊗−/FDp, and let E(G) be the injective envelope of G
in the category (R-mod,Ab). By [5, L. 1.6], every injective object in this category is isomorphic to a functor M ⊗−,
where M is a pure-injective right R-module. By Remark 1.1, an embedding G → E(G) corresponds to an element
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m ∈ p(M). It is not difficult to show that ppM (m) = p; hence m realizes p. Then (M,m) is a pure-injective envelope
of p.
Recall that a module M is said to be indecomposable, if M is nonzero, and M = N ⊕ K for some modules N and
K yields N = 0 or K = 0 (so that 0 is considered as a decomposable module). We say that M is superdecomposable,
if M is non-zero and contains no indecomposable direct summand. In particular, M admits a nontrivial decomposition
M = N ⊕ K . Then N and K are superdecomposable modules. Therefore, they can be split into nontrivial direct sums
again, and so on. A pp-type p is said to be indecomposable (superdecomposable) if its pure-injective envelope N (p)
is an indecomposable (superdecomposable) module.
Superdecomposable pp-types can be recognized using special kinds of formulae. Let p be a pp-type. A pp-formula
ψ ∈ p− is said to be large (in p), if for all pp-formulae ψ1, ψ2 ∈ p− such that ψ → ψ1, ψ2, there exists a pp-formula
ϕ ∈ p+ such that ψ → ϕ and (ϕ ∧ ψ1)+ (ϕ ∧ ψ2) ∈ p−.
By the following easy (but important) remark, we can drop the requirement ψ → ϕ in this definition.
Remark 1.2. A pp-formula ψ ∈ p− is large if and only if for any ψ1, ψ2 ∈ p− with ψ → ψ1, ψ2, there exists
ϕ ∈ p+ such that (ϕ ∧ ψ1)+ (ϕ ∧ ψ2) ∈ p−.
Proof. Indeed, if ϕ ∈ p+ is as above, and ϕ′ = ϕ + ψ , then ϕ′ ∈ p, ψ → ϕ′, and (by [26, 7.5] or [13, L. 9.14])
(ϕ′ ∧ ψ1)+ (ϕ′ ∧ ψ2) ∈ p−. 
The importance of large formulae is illustrated by the following result.
Fact 1.3 (See [26, Thm. 7.6]). A pp-type p is superdecomposable if and only if p contains no large formula.
We give a functorial explanation of this result by showing that large pp-formulae correspond to uniform
subfunctors. Let p be a pp-type, and we consider the functor R ⊗ −/FDp ∈ (R-mod,Ab) corresponding to p. If
ψ ∈ p−, then (FDψ + FDp)/FDp is a nonzero subfunctor of this functor.
Lemma 1.4. A pp-formula ψ ∈ p− is large in p if and only if the (nonzero) functor G = (FDψ + FDp)/FDp is
uniform.
Proof. We prove only⇐. The reverse implication has a similar proof.
Suppose, by a way of contradiction, that ψ is not large in p. Then there are ψ1, ψ2 ∈ p− such that ψ → ψ1, ψ2
and (ϕ ∧ ψ1) + (ϕ ∧ ψ2) ∈ p+ for every ϕ ∈ p+. Let Gi = (FDψi + FDp)/FDp, i = 1, 2. From ψ → ψ1, ψ2, it
follows that Dψ1, Dψ2 → Dψ , hence G1,G2 are subfunctors of G. Furthermore, since ψi ∈ p−, G1 and G2 are
nonzero. We prove that if H is a subfunctor of G1 and G2, then H = 0, hence G is not uniform, a contradiction.
We may assume that H is finitely generated; hence H is the image of a finitely generated subfunctor of the
forgetful functor. Thus H = (FDθ + FDp)/FDp for some pp-formula θ . Since H ⊆ G1 and H is finitely generated,
FDθ ⊆ FDψ1 + FDϕ1 for some pp-formula ϕ1 ∈ p, and similarly for G2. Therefore, if ϕ .= ϕ1 ∧ ϕ2, then
ϕ ∈ p+ and FDθ ⊆ FDψi + FDϕ for each i . Applying duality, we obtain ϕ ∧ ψi → θ for i = 1, 2. Hence
ξ
.= (ϕ ∧ ψ1)+ (ϕ ∧ ψ2)→ θ . But ξ ∈ p+, and hence θ ∈ p+ and then H = (FDθ + FDp)/FDp = 0. 
Ifψ < ϕ are pp-formulae, then (ϕ/ψ)will denote the interval [ψ;ϕ] in the lattice of all pp-formulae; that is, (ϕ/ψ)
consists of all pp-formulae between ψ and ϕ (including ϕ and ψ). We say that p is a a pp-type in the interval (ϕ/ψ),
if p is a set of pp-formulae from this interval closed with respect to finite conjunctions and implications (within this
interval) and such that ϕ ∈ p, ψ 6∈ p. If p is a pp-type such that ϕ ∈ p+, ψ ∈ p−, then p∩ (ϕ/ψ) is clearly a pp-type
in (ϕ/ψ). On the other hand, a pp-type p in a given interval usually has many extensions, that is, many pp-types q
such that q ∩ (ϕ/ψ) = p.
Now we relativize the definition of a large pp-formula to a given interval. Let p be a pp-type in the interval (ϕ/ψ).
We say that a pp-formula θ ∈ (ϕ/ψ) is large in p, if θ ∈ p− and for all pp-formulae θ1, θ2 ∈ p−∩(ϕ/ψ), θ → θ1, θ2,
there exists a pp-formula ξ ∈ p+ such that θ → ξ and (ξ ∧ θ1) + (ξ ∧ θ2) ∈ p−. Note that if the interval (ϕ/ψ) is
distributive, then the second condition boils down to θ1 + θ2 ∈ p−. Furthermore, as in Remark 1.2, we can drop the
condition θ → ξ in the definition of a large formula.
It is possible to use ‘home sorts’ (see [12, p. 707]), and hence the model theory of Abelian structures, to prove the
following proposition. The author is indebted to M. Prest for outlining a functorial approach to this proof.
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Proposition 1.5. Let p be a pp-type in the interval (ϕ/ψ) with no large formula. Then p can be extended to a
superdecomposable pp-type.
Proof. Look at the quotient G = FDψ/FDp. Since p contains no large formulae, G has no uniform subfunctor. The
proof is almost the same as in Lemma 1.4, but we should just take care that everything is moved into the interval
(ϕ/ψ).
Indeed, let H = (FDθ + FDp)/FDp, where ψ → θ and θ is not in p, be a nonzero finitely generated subfunctor of
G. Replacing θ by θ ∧ ϕ (which does not affect the functor), we may assume that θ ∈ (ϕ/ψ). Since θ is not large in
p, there are θ1, θ2 ∈ p− ∩ (ϕ/ψ) such that θ → θ1, θ2, and τ .= (ξ ∧ θ1)+ (ξ ∧ θ2) ∈ p+ for every ξ ∈ p+. Then (as
in Lemma 1.4) Gi = (FDθi + FDp)/FDp, i = 1, 2 are nonzero subfunctors of H and G1 ∩ G2 = 0.
Thus, the injective envelope of G, E(G), contains no indecomposable direct summands. As we have already
mentioned, E(G) is isomorphic to the functor N ⊗ −, where N is a pure-injective right R-module. Since E(G) has
no indecomposable direct summands, N is superdecomposable.
Now there is a canonical inclusion of FDψ into the forgetful functor R ⊗ − that induces a monomorphism
G → R ⊗ −/FDp. Since E(G) is an injective functor, the inclusion G ⊆ E(G) can be extended to a morphism
α : R ⊗ −/FDp → N ⊗ −. By Remark 1.1, α corresponds to n ∈ N such that n realizes p. If q = ppN (n),
then q is an extension of p, and N (q) is a direct summand of N , and is hence a superdecomposable pure-injective
module. 
Note that, in the above proposition, if ψ is the trivial pp-formula x = 0, then q is unique. Indeed, if θ is a
pp-formula, then θ ∈ q iff θ ∧ ϕ ∈ q , that is, θ ∧ ϕ ∈ p, since θ ∧ ϕ ∈ (ϕ/x = 0). Thus, we are forced to put into q
all pp-formulae θ such that θ ∧ ϕ ∈ p and put θ in q− otherwise.
2. The interval generated by two chains
First we recall some lattice-theoretic background which will be essential for the constructions of this section.
Recall that a lattice (L ,≤) is said to be a chain, if every two elements of L are comparable: if a, b ∈ L , then either
a ≤ b or b ≤ a. A chain L is called dense, if for every a < b ∈ L there exists c ∈ L such that a < c < b. For instance,
the rationals (Q,≤) are a dense chain, but (Z,≤) are not (there is no element strictly between 1 and 2). Furthermore,
every dense chain contains a copy of the rationals as a subchain, and every countable dense chain without endpoints
is isomorphic to (Q,≤).
Let L1 and L2 be lattices with smallest elements 0i and largest elements 1i . By L = L1 ⊗ L2, we denote the
modular lattice freely generated by L1 and L2 modulo relations 01 = 02 and 11 = 12. For instance, 01 = 02 is the
smallest element 0 of L and 11 = 12 is the largest element 1 of L .
The following description of L is folklore and can be easily derived from [7, Thm. 13].
Fact 2.1. L is a distributive lattice, and every c ∈ L, c 6= 0, 1 can be written in the form (a1 + b1)∧ · · · ∧ (an + bn),
where a1 < · · · < an ∈ L1 and b1 > · · · > bn ∈ L2. Furthermore, c is equal to the element a1 + (b1 ∧ a2) + · · · +
(bn−1 ∧ an)+ bn obtained from the above form by rearranging brackets.
What follows from this fact (or directly from the description of L) is an easy way to compare elements of L .
Suppose that c, c′ ∈ L , c, c′ 6= 0, 1 and we want to check whether c ≤ c′. Write c as a sum of intersections:
c =∑i (ai ∧ bi ), and write c′ as an intersection of sums: c′ = ∧ j (a′j + b′j ). Then (this is true in any lattice) c ≤ c′ iff
ai ∧ bi ≤ a′j + b′j for all i, j . Furthermore (and this property is peculiar to L), if ai , a′j 6= 01, 11 and bi , b′j 6= 02, 12,
then ai ∧ bi ≤ a′j + b′j iff either ai ≤ a′j or bi ≤ b′j .
Another consequence is the following fact saying that some special intervals are killed if you factor L properly.
Fact 2.2 ([20, L. 5.4]). If L ′ is a proper factor of L = L1⊗ L2, then there are a1 < a2 ∈ L1 and b1 < b2 ∈ L2 such
that a2 ∧ b2 ≤ a1 + b1 in L ′ (but not in L).
Let (ϕ/ψ) be an interval in a lattice L , and let L1, L2 be subchains of L such that 0i = ψ and 1i = ϕ. If this interval
is generated (under + and ∧) by L1 and L2, then there exists a surjection L1 ⊗ L2 → (ϕ/ψ); in particular (ϕ/ψ) is
a distributive lattice. If this morphism is an isomorphism, we say that (ϕ/ψ) is freely generated by L1 and L2.
Now we are in a position to prove the main result of this section.
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Theorem 2.3. Suppose that an interval (pi/ρ) in the lattice of all pp-formulae over a ring R is freely generated by
two chains L1, L2 containing dense subchains. Then there exists a superdecomposable pure-injective R-module.
Proof. By Proposition 1.5, it suffices to construct a pp-type p in (pi/ρ) without large formulae.
Since L1 contains a dense subchain, there exists an order preserving embedding f from the ordering of the rationals
(Q, <) into L1, that is, q < q ′ ∈ Q implies f (q) < f (q ′). Similarly, there exists an order reversing embedding g
from (Q, <) into L2, that is, q < q ′ ∈ Q implies g(q ′) < g(q).
First we define p on the sums of pp-formulae ϕ + ψ , ϕ ∈ L1, ψ ∈ L2. Namely, we take ϕ + ψ in p− if there are
q < q ′ ∈ Q such that ϕ → f (q) and ψ → g(q ′); otherwise we take ϕ + ψ in p+. For instance, ϕ = ϕ + 02 ∈ p− if
there is q ∈ Q such that ϕ → f (q).
Note that, every ‘diagonal’ formula f (q) + g(q), q ∈ Q is in p+. Indeed, otherwise there are q ′ < q ′′ ∈ Q such
that f (q) → f (q ′) and g(q) → g(q ′′). Since f preserves the ordering, q ≤ q ′. Because g reverses the ordering,
q ′′ ≤ q . It follows that q ′′ ≤ q ′, a contradiction.
We complete the definition of p. By Fact 2.1, every (nontrivial) formula in (pi/ρ) is equivalent to a formula
∧i (ϕi + ψi ), where ϕi ∈ L1 and ψi ∈ L2. We put this formula into p+ if every conjunct is in p+ (as it has been
already defined); otherwise we put it into p−.
We prove that p is consistent. First let us check that there is no implication ϕ + ψ → ϕ′ + ψ ′, where ϕ, ϕ′ ∈ L1,
ψ,ψ ′ ∈ L2 and ϕ +ψ ∈ p+, ϕ′ +ψ ′ ∈ p−. Indeed, otherwise (see the remark after Fact 2.1) we obtain ϕ → ϕ′ and
ψ → ψ ′. Since ϕ′+ψ ′ ∈ p−, there are q < q ′ ∈ Q such that ϕ′ → f (q) and ψ ′ → g(q ′). It follows that ϕ → f (q)
and ψ → g(q ′). Therefore ϕ + ψ ∈ p−, a contradiction.
Now we consider the general case. If p is not consistent, then ∧i (ϕi + ψi ) ∈ p+ → ∧ j (ϕ′j + ψ ′j ) ∈ p− for some
ϕi , ϕ
′
j ∈ L1 and ψi , ψ ′j ∈ L2. Since ∧ j (ϕ′j + ψ ′j ) ∈ p−, by the definition of p, we obtain ϕ′j + ψ ′j ∈ p− for some j ,
and clearly ∧i (ϕi +ψi )→ ϕ′j +ψ ′j . Therefore we may assume that the formula in p− is of the form ϕ +ψ for some
ϕ ∈ L1 and ψ ∈ L2. Moreover, we can suppose that ϕ1 < · · · < ϕn and ψ1 > · · · > ψn (that is, the formula in p+ is
written in the canonical form). Then (rearranging the brackets — see Fact 2.1), the above implication can be written as
ϕ1 + (ψ1 ∧ ϕ2)+ · · · + (ψn−1 ∧ ϕn)+ ψn → ϕ + ψ .
From ϕ1 → ϕ + ψ , it follows that ϕ1 → ϕ. By what we have already proved, ϕ1 + ψ1 ∈ p+ does not imply
ϕ + ψ ∈ p−. Since ϕ1 → ϕ, it follows that ψ1 does not imply ψ , and hence (since L2 is a chain) ψ < ψ1. Then
ψ1 ∧ ϕ2 → ϕ + ψ yields ϕ2 → ϕ. Again, because ϕ2 + ψ2 ∈ p+ does not imply ϕ + ψ ∈ p−, we conclude that
ψ < ψ2. Continuing this way, at the last step we obtain ϕn → ϕ and ψ < ψn . But ψn → ϕ + ψ , therefore ψn → ψ ,
a contradiction.
Thus p is consistent. It remains to prove that p has no large formulae. Suppose that θ ∈ p− is large in p. Writing θ
as ∧i (ϕi +ψi ), ϕi ∈ L1, ψi ∈ L2, we conclude that, for some i , ϕi +ψi ∈ p−. Hence (by [13, L. 9.14]) this conjunct
is large in p. Thus, at the outset we may assume that θ
.= ϕ + ψ ∈ p−, where ϕ ∈ L1 and ψ ∈ L2, is large in p. By
the definition of p, there are q < q ′ ∈ Q such that ϕ → f (q) and ψ → g(q ′). Therefore, we may further assume that
θ
.= f (q)+ g(q ′) ∈ p− is large in p.
Choose q ′′ ∈ Q such that q < q ′′ < q ′ and take θ1 .= f (q ′′)+ g(q ′), θ2 .= f (q)+ g(q ′′). By the definition of p we
obtain θ1, θ2 ∈ p−. From q < q ′′ it follows that f (q)→ f (q ′′), hence θ → θ1. Also q ′′ < q ′ implies g(q ′)→ g(q ′′),
and then θ → θ2. It is easily checked that θ1+θ2 = f (q ′′)+ g(q ′′), and hence θ1+θ2 ∈ p. But then, by distributivity,
(ξ ∧ θ1)+ (ξ ∧ θ2) = ξ ∧ (θ1 + θ2) ∈ p for any ξ ∈ p+. Thus, θ is not large in p, a contradiction. 
By duality, the premises of Theorem 2.3 are left–right symmetric. Thus this theorem yields the existence of both
left and right superdecomposable pure-injective R-modules. Note also that the proof of Theorem 2.3 works just as
well if we replace Q by any dense chain which is isomorphic to its dual.
Let p be the superdecomposable pp-type in pi/ρ constructed in Theorem 2.3. First we pinpoint a set of generators
for p in (pi/ρ), that is, a set of pp-formulae which generate p under ∧ and →. If ϕ ∈ L1, then define Q(ϕ) = {q ∈
Q | ϕ → f (q)}. Since f preserves the ordering, Q(ϕ) is an upward directed subset of Q. For instance, Q(ϕ) = ∅
iff f (q) → ϕ for every q ∈ Q. Similarly, if ψ ∈ L2, then define Q(ψ) = {q ∈ Q | ψ → g(q)}. Since g reverses
the ordering, Q(ψ) is downward directed and Q(ψ) = ∅ iff g(q) → ψ for every q ∈ Q. Given q ∈ Q, we define
q+ = {q ′ ∈ Q | q ≤ q ′} and q− = {q ′ ∈ Q | q ′ ≤ q}. Note that q+ ∩ q− = {q}.
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Lemma 2.4. p is generated by the following sets of pp-formulae: (1) ϕ ∈ L1 such that Q(ϕ) = ∅; (2) ψ ∈ L2 such
that Q(ψ) = ∅, and (3) ϕ + ψ , ϕ ∈ L1, ψ ∈ L2 such that |Q(ϕ) ∩Q(ψ)| ≤ 1; that is, either Q(ϕ) ∩Q(ψ) = ∅ or
Q(ϕ) = q+ and Q(ψ) = q− for some q ∈ Q.
Proof. First we check that all formulae (1)–(3) are in p+. If Q(ϕ) = ∅, then ϕ implies no formula f (q), q ∈ Q.
From the definition of p−, it follows that ϕ is not in p−, and hence ϕ ∈ p+. By similar arguments, Q(ψ) = ∅ yields
ψ ∈ p+.
Suppose that ϕ and ψ are as in (3), but ϕ + ψ ∈ p−. By the definition of that, there are q ′ < q ′′ ∈ Q such that
ϕ → f (q ′) and ψ → g(q ′′). From ϕ → f (q ′), it follows that q ′ ∈ Q(ϕ), and ψ → g(q ′′) yields q ′′ ∈ Q(ψ). Since
Q(ϕ) is upward directed and Q(ψ) is downward directed, q ′, q ′′ ∈ Q(ϕ) ∩Q(ψ), a contradiction.
Note that, since Q( f (q)) = q+ and Q(g(q)) = q−, all formulae f (q)+ g(q), q ∈ Q are as in (3).
It remains to prove that every pp-formula θ ∈ p+ is a consequence of a finite conjunction of formulae (1)–(3).
Writing θ as a conjunction of sums, we see that it is enough to take θ
.= ϕ + ψ with ϕ ∈ L1 and ψ ∈ L2. Look at
the sets Q(ϕ) and Q(ψ). If Q(ϕ) = ∅, then ϕ is as in (1) and ϕ → ϕ + ψ . If Q(ψ) = 0, then ψ is as in (2) and
ψ → ϕ + ψ .
If |Q(ϕ)∩Q(ψ)| ≤ 1, then ϕ +ψ is as in (3) and ϕ +ψ → ϕ +ψ . Otherwise |Q(ϕ)∩Q(ψ)| > 1; hence choose
q < q ′ ∈ Q(ϕ) ∩ Q(ψ). From q ∈ Q(ϕ), it follows that ϕ → f (q). Also q ′ ∈ Q(ψ) implies ψ → g(q ′). But then
(by the definition of p−) we obtain ϕ + ψ ∈ p−, a contradiction. 
If f (Q) = L1 \ {0, 1} and g(Q) = L2 \ {0, 1}, then it is easily checked that p is generated by the set of ‘diagonal’
pp-formulae { f (q)+ g(q) | q ∈ Q}. For instance (see [17]), this is the case for modules over a commutative valuation
domain with a (countable) dense value group.
Our next goal is to realize p in a direct product of finitely presented modules. Let m be an element of a module M .
Recall (see Section 1) that every pp-formula has a free realization (M,m) such that M is a finitely presented module.
For instance, in the following lemma, all modules Mqq ′ can be chosen to be finitely presented.
Lemma 2.5. If q, q ′ ∈ Q, let (Mqq ′ ,mqq ′) be a free realization of the pp-formula θqq ′ .= f (q) ∧ g(q ′). Then the
element m = (mqq ′) in the direct product module M =∏q<q ′∈Q Mqq ′ realizes p.
Proof. We have to prove that, if θ is a pp-formula in p+, then θqq ′ → θ for all q < q ′ ∈ Q, and if θ ∈ p−, then there
exist q < q ′ ∈ Q such that θqq ′ does not imply θ .
In proving the first part of the claim we may assume that θ is from the list of generators of p from Lemma 2.4. If
θ is as in (1), then f (q) → ϕ for every q ∈ Q, and hence θqq ′ .= f (q) ∧ g(q ′) → ϕ for all q < q ′ ∈ Q. Similar
arguments apply if θ is as in (2).
Suppose that θ
.= ϕ + ψ is as in (3); that is, |Q(ϕ) ∩ Q(ψ)| ≤ 1. If q 6∈ Q(ϕ), then f (q) → ϕ, and hence
θqq ′ → ϕ + ψ . Thus we may assume that q ∈ Q(ϕ), and then q ′ ∈ Q(ϕ) (since Q(ϕ) is upward directed). If
q ′ 6∈ Q(ψ), then g(q ′) → ψ . Hence θqq ′ → ϕ + ψ . Otherwise q ′ ∈ Q(ψ), and then q ∈ Q(ψ), since Q(ψ) is
downward directed. We conclude that q < q ′ ∈ Q(ϕ) ∩Q(ψ), a contradiction.
For the second part of the claim, suppose that θ ∈ p−. Writing θ as a conjunction of sums, we may assume that
θ
.= ϕ + ψ for some ϕ ∈ L1 and ψ ∈ L2. By the definition of p−, there are q1 < q2 ∈ Q such that ϕ → f (q1) and
ψ → g(q2). Choose q, q ′ ∈ Q such that q1 < q < q ′ < q2. We claim that θqq ′ .= f (q)∧ g(q ′) does not imply ϕ+ψ .
Indeed, otherwise we would get f (q) → ϕ or g(q ′) → ψ . Hence f (q) → f (q1) or g(q ′) → g(q2). But
f (q)→ f (q1) implies q ≤ q1, a contradiction, and g(q ′)→ g(q2) yields q2 ≤ q ′, a contradiction again. 
One can strive for a more economical set of modules when realizing p. For instance, if f (Q) = L1 \ {0, 1},
g(Q) = L2 \ {0, 1} and (Mq ,mq) is a free realization of f (q) ∧ g(q), then m = (mq) ∈ ∏q Mq realizes p.
However, this form of the result does not work for string algebras. Indeed (see below) the natural (countable) chains of
pp-formulae L i which appear in this case are not dense (but contain dense subchains).
3. String algebras
Although we will consider only one particular example of a string algebra, to make this paper self-contained, we
recall some basic definitions and give some examples of string algebras. For a more complete treatment of this subject,
including finite dimensional representations of string algebras, see [3] or [25].
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Let Q = (Q0, Q1) be a finite oriented graph, where Q0 is a set of vertices of Q and Q1 is a set of arrows (both
loops and multiple edges are allowed). Each arrow α ∈ Q1 has as its starting vertex s(α) and as its end vertex e(α).
For instance, an arrow α is a loop iff s(α) = e(α). Thus, the following is an example of a quiver consisting of two
loops:
◦α == βaa
A path over Q is a sequence of arrows α1 . . . αn such that s(αi ) = e(αi+1), i = 1, . . . , n − 1. This sequence is
usually interpreted as a path through Q: first go along αn , then along αn−1, . . . and stop after going through α1. For
instance, over the above quiver, every word in the letters α and β defines a path. But for the following quiver, αβ is a
path, but βα is not:
◦ ◦αoo ◦βoo
The vertices of Q are interpreted as paths of length zero (starting and ending in the same vertex). We form the path
algebra A = kQ (over a field k) by taking paths over Q as a k-basis for A. The multiplication in A is composition of
paths (if they can be composed), and zero otherwise. For instance, in the previous example α · β = αβ but β · α = 0
(since βα is not a path). If ev is a path of length zero corresponding to the vertex v, then ev · ev = ev , and hence ev is
a (primitive) idempotent of A.
If Q contains a nontrivial path starting and ending at the same vertex, then A is infinite dimensional. To make it
finite dimensional, we will forbid some paths in A; that is, we put some monomial relations on A. Thus the basis of a
new algebra A/I (I is a two-sided ideal of A generated by these relations) is given by paths over Q that do not contain
forbidden subpaths.
A typical example of a finite dimensional path algebra is the Gelfand–Ponomarev algebra G2,3 with generators
α, β and relations αβ = βα = α2 = β3 = 0. This algebra can be thought of as the path algebra of the quiver with
two loops α and β (see the diagram above) with (the above) relations. A basis of G2,3 consists of the following paths:
e (the idempotent that corresponds to the unique vertex of Q), α, β and β2, hence G2,3 is 4-dimensional.
We say that a path algebra A with monomial relations is a string algebra (see [3]) if the following holds.
(1) Every vertex of Q is the starting point for at most two arrows, and the end point for at most two arrows (a loop
is counted twice: as an ingoing and as an outgoing arrow).
(2) If α is an arrow, then there exists at most one arrow β such that s(α) = e(β) (that is, the composition αβ is
defined) and αβ = 0 is not a relation in A.
(3) If β is an arrow, then there exists at most one arrow α such that s(α) = e(β) and αβ = 0 is not a relation in A.
For instance, G2,3 is a string algebra.
If α is an arrow, then α−1 will denote the (formal) inverse of α, and we set s(α−1) = e(α) and e(α−1) = s(α).
Thus α−1 can be thought of as a new arrow going in the opposite to α direction. If we allow walks through Q going
along arrows in direct and opposite directions, we get ‘generalized paths’ over Q, usually called strings. Here is a
formal definition.
A string over A is a word u = u1 . . . un such that each ui is a direct arrow or an inverse arrow and the following
holds true:
(1) s(ui ) = e(ui+1) for i = 1, . . . , n − 1 (that is, we can go along ui after going along ui+1);
(2) neither αα−1 nor α−1α is a substring of u (that is we cannot turn back immediately after going through an
arrow or an inverse arrow);
(3) if v = 0 (that is, α1 . . . αn = 0, where αi are direct arrows) is a relation in A, then neither v nor
v−1 = α−1n . . . α−11 is a substring of u (that is, walking through u we cannot traverse v in either the direct or inverse
direction).
For instance, αβ−1α is a string over G2,3, but αβ−1α−1 is not (since it contains the inverse of the relation αβ = 0
as a substring). To every string u = u1 . . . un over A, we assign a finite-dimensional (left) string module M = M(u)
in the following way. M has elements z1 . . . , zn+1 as a k-basis, so we write z1u1z2 . . . znunzn+1 to signify that the
letter ui will act between zi and zi+1. Namely, if ui = α is a direct arrow, then define zi = αzi+1, and if ui = β−1 is
an inverse arrow, then put βzi = zi+1. All the remaining actions are set to be zero. A useful way to represent a string
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module is to draw its diagram. For example, the following is a diagram of the string module M(αβ−1α) over G2,3 (we
draw direct arrows from the upper right to the lower left, and inverse arrows from the upper left to the lower right):
◦
α



β 
99
99
9
z2 ◦α



z4
◦
z1
◦
z3
For instance, αz2 = z1, βz2 = z3 but αz3 = 0. String modules are examples of indecomposable finite-
dimensional A-modules. Indeed, by [3, p. 161] every string module M(u) over a string algebra is indecomposable
and M(u) ∼= M(v) iff u = v or u = v−1.
A string u is said to be primitive if u = vk for a string v implies k = 1. Thus u is primitive if it is not a power
of a proper substring. A band over A is a primitive string that starts with a direct arrow α (on the left) and ends with
an inverse arrow β−1 (on the right) such that α and β are distinct arrows ending at the same vertex. It is easily seen
that any power of a band is a string. For instance, B = αβ−1 and C = αβ−2 are bands of G2,3 starting with the same
arrow α. By Ringel [23, Prop. 2], a string algebra is domestic iff for every α there is at most one band starting with α;
hence G2,3 is not domestic.
For every band over a string algebra, there is a family of finite dimensional band modules parameterized by
irreducible polynomials in one variable over k and natural numbers (quasi-length) (see [3] for definitions). By
[3, p. 161], every indecomposable finite dimensional module over a string algebra is either string or band.
We also need the dual (to a band) notion. A primitive string over A is said to be a coband if it starts with an
inverse arrow α−1 and ends with a direct arrow β such that α and β are distinct arrows starting at the same vertex. For
instance, α−1β is a coband over G2,3. Every power of a coband is a string.
Let S(α) be the set of all strings over a string algebra A starting with an arrow α. We define a (linear) ordering on
S(α). Namely, for u, v ∈ S(α), we set u < v if one of the following holds:
(1) v = uβB for some arrow β and string B;
(2) u = vγ−1C for some arrow γ and string C ;
(3) u = wγ−1C and v = wβB for some arrows β, γ and strings w, B,C .
For instance, over G2,3 we have αβ−2 < αβ−1 by (2).
If u ∈ S(α) is a string, then θu will denote a pp-formula that generates the pp-type of the leftmost basis element z1
in the string module M(u) (all choices for θu are clearly equivalent). For instance, if u = αβ−2 is a string over G2,3,
then θu generates the pp-type of z1 in M(αβ−2):
◦
α


 β
9
99
99
z2
•
z1
◦
β
9
99
99z3
◦
z4
Thus, θu can be written as ∃ z2, z3, z4 (x = αz2 ∧ βz2 = z3 ∧ βz3 = z4), and is equivalent to α | x .
The following fact says that the ordering on pp-formulae is opposite to the ordering on strings.
Fact 3.1 (See [19, Cor. 2.2]). If u, v ∈ S(α) then u ≤ v if and only if θv → θu .
Suppose that α and β are distinct arrows ending at the same vertex, and let u ∈ S(α), v ∈ S(β) be string;, hence
v−1u is a string. The following fact gives a nice free realization of θu ∧ θv .
Fact 3.2 (See [19, p. 1897]). If zi is a basis element between v−1 and u in the string module M = M(v−1u), then
the pp-type of zi in M is generated by θu ∧ θv .
For instance, if u = αβ−1 ∈ S(α) and v = β2α−1 ∈ S(β) are strings over G2,3, then v−1u = αβ−2αβ−1 is a
string, and the pp-type of z4 in the string module M(v−1u) is generated by θu ∧ θv:
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◦
α


 β
9
99
99
◦ ◦ β
9
99
99 ◦
α

 β
9
99
99
•
z4
◦
If A is a non-domestic string algebra, then (by the aforementioned result of Ringel) for some arrow α there are two
different bands B and C over A starting with α and ending with β−1 such that neither B nor C contains the substring
β−1α. Suppose that B < C . The following remark shows how to find a copy of (Q, <) in S(α).
Fact 3.3 (Schro¨er). The set T = {UC | U is a finite word in B, and C} is a countable dense subchain of S(α) without
endpoints.
Proof. As in [25, Prop. 6.2], T is a dense linear ordering. If u = vC ∈ T then u < uC ∈ T ; hence T has no largest
element. Furthermore, vBC ∈ T and vBC < u; hence T has no smallest element. 
4. The existence of a superdecomposable module
Now we are in a position to give an example of a string algebra with a superdecomposable pure-injective module.
Let A be the following string algebra:
◦
δ′
""
pi ′
<<◦
β ′
""
γ ′
<<◦
α
//◦
β
""
γ
<<◦
δ
""
pi
<<◦ e(pi)
with relations β ′δ′ = δβ = γ ′pi ′ = piγ = αγ ′ = γα = 0. Thus A contains two bands βγ−1 and δpi−1 on the right
of α, and two bands β ′γ ′−1 and δ′pi ′−1 on the left of α. This will make it possible to create two independent dense
chains in the lattice of all pp-formulae over A.
Look at the vertex e(pi). There are just two arrows (pi and δ) ending in this vertex, and no arrow starts in e(pi). We
will use different notations for formulae θu when u is an arrow starting with pi or δ. If u ∈ S(pi), then set ϕu .= θu ,
and if v ∈ S(δ), then define ψv .= θv . By Fact 3.1, if u ≤ u′ ∈ S(pi), then ϕu′ → ϕu , and if v ≤ v′ ∈ S(δ), then
ψv′ → ψv .
In the next proposition, we show that A has a natural interval (ϕ/ψ) freely generated by two chains L ′1 and L ′2.
For this to be true, L ′1 must have ψ as the smallest element and ϕ as the largest element. However, we will use chains
L i ⊆ (ϕ/ψ) which do not necessarily contain these elements; therefore we add ϕ or ψ to L i to get L ′i .
Let ξ be the pp-formula piβα | x . So ξ generates the pp-type of z1 in the string module M(piβα):
◦α


◦β


◦pi


•
z1
Let L1 = {ϕu | u ∈ S(pi) and piβα ≤ u}; that is, either u = piβα or u starts with piβαβ ′. Sometimes (abusing this
notation), we will consider the above strings u as elements of L1. The only caveat is to keep in mind that the ordering
on strings is opposite to the ordering on formulae.
In particular, piβα ≤ v for any string v ∈ L1; hence ϕv ≤ ϕpiβα = ξ . Thus every formula from L1 belongs to the
interval (ξ/x = 0) and the largest element of L1 is ξ . On the other hand, the smallest element of L1, ϕpiβαβ ′pi ′ , is still
a nonzero formula. That is why in the following proposition we add x = 0 to L1 as its smallest element.
Similarly, if L2 = {ψv ∧ ξ | v ∈ S(δ)}, then the least element of L2, ψδγ ∧ ξ is a nontrivial formula; therefore we
add x = 0 to L2 as its smallest element. Furthermore, the largest element of L2, ψδpi−1 ∧ ξ is less than ξ . Hence we
add ξ to L2 as its largest element. It is not difficult to prove (as in [19]) that the map ψv → ψv ∧ ξ , v ∈ S(δ) is an
isomorphism of ordered sets.
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If we have ϕu ∈ L1 and ψv ∧ ξ ∈ L2, then, since ϕu → ξ , the conjunction ϕu ∧ (ψv ∧ ξ) is equivalent to ϕu ∧ψv .
Thus, by Fact 3.2, ϕu ∧ ψv generates the pp-type of a basis element zi between v−1 and u in the string module
M = M(v−1u).
For instance, if u = piβα and v = δγβ−1pi−1, then ϕu ∧ ψv generates the pp-type of z5 in the string module
M(piβγ−1δ−1piβα):
◦α


◦β

 γ
7
77 ◦β


◦pi

 ◦
δ 7
77 ◦
pi

◦ •
z5
Proposition 4.1. The interval (ξ/x = 0) in the lattice of all pp-formulae over A is freely generated by L ′1 = L1 ∪{x = 0} and L ′2 = L2 ∪ {x = 0, ξ}.
Proof. The proof follows in the spirit of [14, L. 4.4] which was in turn inspired by [16]. Note that every string over A
contains at most one occurrence of α, and hence no band over A contains α.
First, we prove that (ξ/x = 0) is generated by L ′1 and L ′2.
Let θ be a nontrivial pp-formula in (ξ/x = 0), and let (N , n) be a free realization of θ . As we have already noted,
we may assume that N is finitely presented, and hence is of finite dimension. If M = M(piβα) and m = z1 (hence
(M,m) is a free realization of ξ ), then there exists a morphism f : M → N such that f (m) = n. Clearly (since
the lattice generated by L ′1 and L ′2 is closed with respect to sums), we may assume that N is indecomposable. By
[3, p. 161], N is either a band or string module. But α does not occur in any band over A. Hence, if N is a band
module, then f = 0 (hence θ is equivalent to x = 0). Thus, we may assume that N = M(w) is a string module.
By [4], f is a linear combination of graph maps fi : M → N ; that is, the maps are obtained first by factoring
piβα and then by an insertion of this factor into w (see [4] for an explanation about graph maps). If piβα is factored
properly via fi , then fi (m) = 0, and hence we can drop fi without changing θ . Otherwise, since α occurs in w just
once, all the fi are linearly dependent. Thus, we may assume that f is a graph map sending m to a basis element
zi = n of N . Up to inversion, we can write w = v−1 · piβαu for some strings v and u such that zi goes before pi .
Since piβα is inserted in w, v−1 is either empty or ends with δ−1, and hence v ∈ S(δ).
If v = ∅, then the pp-type of zi in N is generated by ϕpiβαu . Since (N , n) is a free realization of θ , θ is equivalent
to this formula. Similarly, if v is nonempty, then θ is equivalent to the formula ϕpiβαu ∧ ψv .
Thus the interval (ξ/x = 0) is generated by L ′1 and L ′2. It remains to prove that this interval is generated freely.
Otherwise, by Fact 2.2, there exist pp-formulae ϕu1 , ϕu2 ∈ L1 and ψv1 ∧ ξ, ψv2 ∧ ξ ∈ L2 such that ϕu1 < ϕu2 (that
is, u1 > u2), ψv1 ∧ ξ < ψv2 ∧ ξ (hence ψv1 < ψv2 and then v1 > v2) and ϕu2 ∧ ψv2 ∧ ξ → ϕu1 + (ψv1 ∧ ξ). Since
ϕu2 → ξ , we obtain ϕu2 ∧ ψv2 → ϕu1 + ψv1 .
Because v2 starts with δ and u2 starts with piαβ, v
−1
2 u2 is a string. If m = zi is a basis element between v−12 and
u2 in the string module M = M(v−12 u2), then (as we have already noticed) (M,m) is a free realization of ϕu2 ∧ ψv2 .
Now we obtain a contradiction as in [19, Thm. 4.1]. Indeed, the implication ϕu2 ∧ ψv2 → ϕu1 + ψv1 yields that
zi ∈ ϕu1(M)+ ψv1(M). By [22, p. 26] (see also [1, L. 3.4]), ϕu1(M) and ψv1(M) are homogeneous subspaces of M ;
that is,
∑
i λi zi ∈ ϕu1(M), λi ∈ k iff zi ∈ ϕu1(M) for every i such that λi 6= 0, and similarly for ψv1 .
Thus, by symmetry, we may assume that m ∈ ϕu1(M), and hence ϕu2 ∧ ψv2 → ϕu1 . If M1 = M(u1) and
m1 = z1 is the leftmost basis element of M1, then (M1,m1) is a free realization of ϕu1 . Therefore there exists a
morphism f : M(u1) → M sending m1 to m. Since u2 < u1, this clearly contradicts Crawley-Boevey’s description
of morphisms between string modules. 
Thus the following result does not depend on the cardinality of the field.
Corollary 4.2. There exists a superdecomposable pure-injective (left and right) module over A.
Proof. By Proposition 4.1, the lattice of all pp-formulae over A contains an interval freely generated by two chains
L ′1 and L ′2. By Theorem 2.3, it suffices to prove that both chains contain a copy of (Q, <).
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Note that B ′ = β ′γ ′−1 and C ′ = β ′pi ′δ′−1γ ′−1 are different bands over A starting with β ′ and ending with γ ′−1
such that B ′ < C ′, and neither B ′ nor C ′ contains γ ′−1β ′ as a substring. By Fact 3.3, T ′ = {U ′C ′ | U ′ is a finite
word in B ′ and C ′} is a countable dense chain without endpoints; hence it is isomorphic to (Q, <). If V ∈ T ′, then
u = piβαV is a string in S(pi), and the chain of such strings is also isomorphic to (Q, <). By Fact 3.1, the same is
true for the corresponding set of pp-formulae ϕu ∈ L1.
Similarly, B = δpi−1 and C = δγβ−1pi−1 are different bands over A starting with δ and ending with pi−1 such
that B < C , and neither B nor C contains pi−1δ as a substring. Then (by Fact 3.3 again) T = {UC | U is a finite word
in B and C} is a dense linear subchain of S(δ) without endpoints; hence the same is true for the chain of pp-formulae
ψv , v ∈ T . Then (as we have already noticed) ψv ∧ ξ , v ∈ T is a subchain of L2 isomorphic to (Q, <). 
As a byproduct of this result, we give a complete description of the indecomposable pure-injective A-modules
living in the open set (ξ/x = 0), that is, in the corresponding basic open subset of the Ziegler spectrum of A (see [13]
for definitions).
Proposition 4.3. There is a natural one-to-one correspondence between isomorphism types of indecomposable pure-
injective A-modules M such that piβαM 6= 0 and two-sided (finite or infinite) strings over A containing piβα.
Proof. By Proposition 4.1, the interval (ξ/x = 0) in the lattice of all pp-formulae over A is freely generated by
two chains L ′1 = L1 ∪ {x = 0} and L ′2 = L2 ∪ {x = 0, ξ}, where L1 = {ϕu | u ∈ S(pi) and piβα ≤ u} and
L2 = {ψv ∧ ξ | v ∈ S(δ)}. By [15, Prop. 4.10], there exists a natural surjection from the set (p1, p2) of cuts on L ′1
and L ′2 to the set of isomorphism types of indecomposable pure-injective A-modules in (ξ/x = 0). Note that p1 is a
cut on L1; hence p1 corresponds to a (finite or infinite) string u that starts with piβα. Also, p2 corresponds to a cut
on L2, and hence to a (finite or infinite) string v over A that starts with δ or empty. Thus the pair (p1, p2) is uniquely
determined by the (two-sided) string v−1u.
In general (at least conjecturally), different strings may lead to isomorphic pure-injective modules. But in our case,
arguing as in [14, Thm. 5.4] one can show that indecomposable pure injective modules corresponding to different
strings are not isomorphic. 
Note also that, arguing as in [2, Thm. 1.5], one can show that if M is an indecomposable pure-injective A-module,
then piβαM is at most one-dimensional vector space over k.
Thus, we have classified indecomposable pure-injective A-modules M such that piβαM 6= 0. Nevertheless,
the problem of classifying (the remaining) indecomposable pure-injective modules with piβαM = 0 includes a
classification of such modules over the subalgebra of A generated by 1, β, γ, δ, pi . Unfortunately, this problem is
at least as complicated as a similar problem for Gelfand–Ponomarev algebras which is very much open.
5. The construction of a superdecomposable module
In this section, we give a direct construction of a superdecomposable pure-injective module over the string algebra
A from the previous section.
For this, we will put to use Lemma 2.5. To apply this lemma, we should construct an order preserving embedding
f from (Q,≤) to L1, and an order reversing embedding g from (Q, <) to L2 (see Theorem 2.3).
First, we construct g. The trick is to use cobands (instead of bands as in the proof of Corollary 4.2). Note that
B = β−1γ and C = β−1pi−1δγ are cobands over A starting with β−1 and ending with γ such that B > C , and
neither B nor C contains γβ−1 as a substring. Let Q = {δγUC | U be a word in B and C} be a subset of S(δ). Again,
as in [25, Prop. 6.2] it is easily checked that Q is a countable dense chain without endpoints. We consider Q as a copy
of (Q, <). Thus, the map g : Q → L2 (hence from Q to L2) which sends q ∈ Q to ψq ∈ L2 is an order reversing
embedding.
What remains is to construct a map f : Q → L1 that preserves the ordering. Recall that L1 is a set of pp-formulae
ϕu such that u is a string starting with piβα. In the proof of Corollary 4.2, we showed that the corresponding chain of
strings u ∈ S(pi) contains a dense subchain Q′ = {piβαU ′C ′ | U ′ that is a word in B ′ and C ′}, where B ′ = β ′γ ′−1
and C ′ = β ′pi ′δ′−1γ ′−1.
Note that B ′ is obtained from B by ‘inverting’ all letters, and the same is true for C ′ and C .
If U is a word in letters B and C , then U ′ will denote a word obtained from U by replacing B by B ′ and C by C ′.
Now we define f ′ : Q → Q′ by sending u = δγUC ∈ Q to v = piβαU ′C ′ ∈ Q′. For instance, f ′(δγC) = piβαC ′.
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Lemma 5.1. f ′ is an anti-isomorphism of linear orderings.
Proof. By inspection. For instance, u = δγC < v = δγ BC (since u starts with δγβ−1pi−1 and v starts with δγβ−1γ ),
and f ′(u) = piβαC ′ > f (v) = piβαB ′C ′ (because f ′(u) starts with piβαβ ′pi ′ and f ′(v) starts with piβαβ ′γ ′−1). 
If u ∈ Q and f ′(u) = v ∈ Q′, then we set f (u) = ϕv ∈ L1. From Lemma 5.1, it follows that f is an order
preserving embedding from Q to L1, as desired.
Thus, the following proposition gives a real example of a superdecomposable pure-injective module over A. If
q, q ′ ∈ Q, Mqq ′ will denote the (indecomposable finite dimensional) string module Mq ′−1 f ′(q). Let mqq ′ ∈ Mqq ′ be a
basis element whose pp-type is generated by the formula ϕ f (q) ∧ ψq ′ .
Proposition 5.2. The pp-type of the element m = (mqq ′) in the direct product module M = ∏q<q ′∈Q Mqq ′ is
superdecomposable. Thus a minimal direct summand of M containing m is a superdecomposable pure-injective
module.
Proof. By the construction, m realizes a superdecomposable pp-type p in the interval (ξ/x = 0). By Proposition 1.5,
p can be extended to a superdecomposable pp-type q. Also (see the remark after that proposition) q is unique, and
hencem realizes q in M . Since M is a product of finite dimensional (hence pure-injective) modules, it is pure-injective.
Thus N (q) is isomorphic (over m) to a direct summand of M containing m. Clearly this summand is minimal over m
(that is, has no proper direct summands containing m). 
For instance, if q = δγC < q ′ = δγ BC , then f ′(q) = piβαC ′; hence M(C−1B−1γ−1δ−1 · piβαC ′) is a typical
example of a string module Mqq ′ in Proposition 5.2.
6. Discussion
Now, as a superdecomposable pure-injective module M over a string algebra has been constructed, it is interesting
to learn how complicated the theory of direct sum decompositions of M is. We briefly discuss a tool that could be
used to answer this question.
Recall (see [27, Thm. 9]) that if M is a pure-injective right module (over any ring) with the endomorphism ring S,
then S′ = S/Jac(S) (the factor of S modulo its Jacobson radical) is a von Neumann regular right self-injective ring, and
idempotents are lifted modulo Jac(S). What follows (see [6]) is that the direct sum decompositions of M are essentially
the same as the decompositions of S′ as a right module over itself. But the direct sum decompositions of right self-
injective von Neumann regular rings are well understood (see [8]). For instance, there is a unique decomposition
S′ = S1 ⊕ S2 ⊕ S3, where Si is a right self-injective von Neumann regular ring of type i (i = I, II, III). Therefore
M = M1 ⊕ M2 ⊕ M3, where Mi has type i ; that is, the ring End(Mi )/Jac(End(Mi )) has type i .
As in Facchini [6, p. 33], we will reformulate a definition of type I at the level of pure-injective modules. Namely,
we say that M is Abelian if every idempotent in the (von Neumann regular) ring End(M)/Jac(End(M)) is central.
Furthermore, M is said to be of type I if every nonzero direct summand of M contains a nonzero Abelian direct
summand. For instance, if M is a direct sum of indecomposable modules (or M is a pure-injective envelope of a direct
sum of indecomposable modules), then M has type I . However, it is quite possible that a superdecomposable pure-
injective module has type I . For instance, by [18], this is the case for every pure-injective module over a commutative
valuation domain. Thus, type I is the easiest instance of superdecomposability.
Question 6.1. Let M be a superdecomposable pure-injective module over a string algebra A constructed in
Proposition 5.2. Does M have type I?
It would be also interesting (though it far exceeds the scope of this paper) to reveal a connection between the
representation type of a finite dimensional algebra A and the complexity of its pure-injective modules. It seems to
be plausible that every wild finite dimensional algebra has a (superdecomposable) pure-injective module of type III.
What can we say about tame finite dimensional algebras? The following is just an instance of this question.
Question 6.2. Does every pure-injective module over a string algebra have type I?
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