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Abstract
On page 335 in his lost notebook, Ramanujan recorded without proofs two identities involving finite
trigonometric sums and doubly infinite series of Bessel functions. In each case, there are three possible
interpretations for the double series. In an earlier paper, two of the present authors proved the first iden-
tity under one possible interpretation. In the present paper, the second identity is proved under a similar
interpretation, with one additional assumption. Moreover, under a second interpretation, entirely different
proofs of both identities, depending on weighted (or twisted) divisor sums, are offered. The two identities
are intimately connected with the classical circle and divisor problems, respectively.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
On a page published with his lost notebook [12, p. 335], Ramanujan states two identities in-
volving doubly infinite series of Bessel functions. The first involves the ordinary Bessel function
J1(z), while the second involves the Bessel function of the second kind Y1(z) and the modified
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2056 B.C. Berndt et al. / Advances in Mathematics 229 (2012) 2055–2097Bessel function K1(z). (The definitions of the ordinary Bessel function Jν(z), the Bessel func-
tion of the second kind Yν(z), and the modified Bessel function Kν(z), each of order ν, can be
found in [15, p. 15, Eq. (1); p. 64, Eq. (1); p. 78, Eq. (6)].) As we shall see, these identities are
connected with the celebrated circle and divisor problems, respectively. To state Ramanujan’s
claims, we need to define
F(x) =
{ [x], if x is not an integer,
x − 12 , if x is an integer,
(1.1)
where, as customary, [x] is the greatest integer less than or equal to x.
Entry 1. If 0 < θ < 1, x > 0, and F(x) is defined by (1.1), then
∞∑
n=1
F
(
x
n
)
sin(2πnθ) = πx
(
1
2
− θ
)
− 1
4
cot(πθ)
+ 1
2
√
x
∞∑
m=1
∞∑
n=0
{
J1(4π
√
m(n+ θ)x)√
m(n+ θ) −
J1(4π
√
m(n+ 1 − θ)x)√
m(n+ 1 − θ)
}
.
(1.2)
Entry 2. Let F(x) be defined by (1.1). Then, for x > 0 and 0 < θ < 1,
∞∑
n=1
F
(
x
n
)
cos(2πnθ) = 1
4
− x log(2 sin(πθ))
+ 1
2
√
x
∞∑
m=1
∞∑
n=0
{
I1(4π
√
m(n+ θ)x)√
m(n+ θ) +
I1(4π
√
m(n+ 1 − θ)x)√
m(n+ 1 − θ)
}
,
(1.3)
where
Iν(z) := −Yν(z) − 2
π
Kν(z). (1.4)
In [3], the first and third authors gave a proof of Entry 1, but with the order of summation of
the double series reversed. A proof of Entry 1 with the order of summation as that prescribed by
Ramanujan has yet to be given. Entry 2 was examined by the first and third authors along with
O.-Y. Chan and S.-G. Lim in [4]. In particular, it was pointed out that the approach used by the
authors in [3] fails. Moreover, numerical calculations described in [4] showed that if the double
series in (1.3) does indeed converge, it converges very slowly; the calculations of partial sums, as
far as the authors were able to proceed, did not appear to stabilize as the upper indices increased.
In this paper, we prove (1.3) with the order of summation reversed, as in [3], but with one
additional assumption, which we detail later. Because of the singularities of the Bessel functions
Y1(z) and K1(z) at the origin; the lack of “cancellation” in the pairs of Bessel functions on the
right-hand side of (1.3) that is evinced in (1.2); a much less convenient intermediary theorem,
Theorem 16, which replaces the proposed double Bessel series identity by a double trigonometric
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than our proof of Entry 1 in [3].
A second major goal of this paper is to prove (1.2) and (1.3) with different interpretations of
the double series on the right sides in each case. Observe that the Bessel functions appearing
in (1.2) and (1.3) are remindful of those appearing in the classical circle and divisor problems,
respectively, and these possible connections motivate our second approach. First, let us recall
these two classical outstanding problems.
Let r2(n) denote the number of representations of the positive integer n as a sum of two
squares, where representations with different signs and different orders in the summands are
regarded as distinct representations. Write∑′
0nx
r2(n) = πx + P(x), (1.5)
where the prime ′ on the summation sign on the left side indicates that if x is an integer, only
1
2 r2(x) is counted. The famous circle problem is to determine the order of magnitude of the “error
term” P(x) as x → ∞. W. Sierpinski [13] and G.H. Hardy [9], [11, pp. 243–263] independently
proved that, for x > 0,
∑′
0nx
r2(n) = πx +
∞∑
n=1
r2(n)
(
x
n
)1/2
J1(2π
√
nx). (1.6)
It is interesting to note that when Hardy wrote [9], he was unaware that Sierpinski had
proven (1.6). In a footnote, Hardy [11, p. 245] remarks, “The form of this equation was sug-
gested to me by Mr. S. Ramanujan, to whom I had communicated the analogous formula for
d(1) + d(2) + · · · + d(n), where d(n) is the number of divisors of n.” However, when Hardy
wrote [10], [11, pp. 268–292] shortly thereafter, he did know that (1.6) was originally due to
Sierpinski [11, p. 282]. The forms of the Bessel functions appearing in (1.6) and (1.2) strongly
suggest that these two identities must be related.
The authors of [3] employed Entry 1 to derive an identity for twisted divisor sums, which
yields the following corollary.
Corollary 3. For any x > 0,
∑′
0nx
r2(n) = πx + 2√x
∞∑
n=0
∞∑
m=1
{J1(4π√m(n+ 14 )x)√
m(n+ 14 )
−
J1(4π
√
m(n+ 34 )x)√
m(n+ 34 )
}
. (1.7)
The identities (1.6) and (1.7) are so similar that one wonders if they are equivalent. We had
not observed in [3] that, in fact, they are formally equivalent, and so we give this argument here.
The key to this equivalence is Jacobi’s famous formula [2, p. 56, Theorem 3.2.1]
r2(n) = 4
∑
d|n
d odd
(−1)(d−1)/2. (1.8)
Therefore, by (1.8),
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k=1
r2(k)
(
x
k
)1/2
J1(2π
√
kx)
= 4
∞∑
k=1
∑
d|k
d odd
(−1)(d−1)/2
(
x
k
)1/2
J1(2π
√
kx)
= 4√x
∞∑
n=0
∞∑
m=1
(
J1(2π
√
m(4n+ 1)x)√
m(4n+ 1) −
J1(2π
√
m(4n+ 3)x)√
m(4n+ 3)
)
= 2√x
∞∑
n=0
∞∑
m=1
(J1(4π√m(n+ 14 )x)√
m(n+ 14 )
−
J1(4π
√
m(n+ 34 )x)√
m(n+ 34 )
)
. (1.9)
Hence, we have shown that (1.6) and (1.7) are versions of the same identity, provided that the
rearrangement of series in (1.9) is justified. (J.L. Hafner (personal communication) independently
has also shown the equivalence of (1.6) and (1.7).)
As noted above, let d(n) denote the number of positive divisors of the positive integer n.
Define the “error term” (x), for x > 0, by∑′
nx
d(n) = x(logx + (2γ − 1))+ 1
4
+(x), (1.10)
where γ denotes Euler’s constant, and where the prime ′ on the summation sign on the left side
indicates that if x is an integer, then only 12d(x) is counted. The famous Dirichlet divisor problem
asks for the correct order of magnitude of (x) as x → ∞. M.G. Voronoï [14] established a
representation for (x) in terms of Bessel functions with his famous formula
∑′
nx
d(n) = x(logx + (2γ − 1))+ 1
4
+
∞∑
n=1
d(n)
(
x
n
)1/2
I1(4π
√
nx), (1.11)
where x > 0 and I1(z) is defined by (1.4). Readers will note a remarkable similarity of the Bessel
functions in (1.3) with those in (1.11), indicating that there must be a connection between these
two formulas.
Hardy [9] related that Ramanujan had actually established a beautiful identity that included
as a special case a key identity needed by Hardy for his proof that
P(x) = Ω±
(
x1/4
)
,
where P(x) is defined by (1.5). From the remarks we have made about Ramanujan’s conversa-
tions with Hardy, it is clear that Ramanujan had established Entries 1 and 2 in order to attack
the circle and divisor problems, respectively. However, we do not have any further work by Ra-
manujan in this direction.
From the argument that we made in (1.9), it is reasonable to guess that Ramanujan might
have regarded the double series in (1.2) symmetrically, i.e., that Ramanujan really was thinking
of the double sum in the form limN→∞
∑N
m,n=1. Thus, our second of two primary goals of this
paper is to prove both (1.2) and (1.3) with the double series being interpreted symmetrically. The
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our focus in this paper is mainly on Entry 2, we first prove Entry 2 in Section 2, and thereafter
prove Entry 1 in Section 3, with both double sums being interpreted symmetrically.
After we prove Entries 2 and 1 under the aforementioned symmetric interpretations, we pro-
ceed to prove Entry 2 with the order of summation reversed, as we did in [3], and with one
additional assumption. As we have indicated, the methods in the two approaches are entirely
different, and numerous difficulties in the second approach arose that did not arise in [3].
The identities in Entries 1 and 2, with the double series interpreted as iterated double series,
might give researchers new tools in approaching the circle and divisor problems, respectively.
Although the sums on m and n are not symmetric, it would seem that, for the purposes of at-
tacking the circle or divisor problems, which of the two iterated orders of summation is used
would not be an important factor. Thus, perhaps for two reasons, Entries 1 and 2 might be use-
ful in attacking the circle and divisor problems. First, these theorems yield new identities for
the summatory functions of r2(n) and d(n), respectively, as iterated double series, instead of
double series summed symmetrically. Second, the additional parameter θ in the Bessel function
identities might be useful in a yet unforeseen way.
In summary, there are three ways to interpret the double series in Entries 1 and 2. With this
paper and [3], our results cover both entries in two of the three possible interpretations, with the
third remaining interpretation in each case being that as Ramanujan recorded it.
2. Proof of Ramanujan’s second Bessel function identity
In this section, we prove Ramanujan’s second assertion on p. 335 of [12], i.e., Entry 2, under
the assumption that the double series is summed symmetrically. A slight modification of the
analysis from [1, pp. 354–356], in particular, Lemma 14, shows that the series on the right-hand
side of (1.3) converges uniformly with respect to θ on any interval 0 < θ1  θ  θ2 < 1. (There
is a misprint in (3.5) of Theorem 4 in [1]; read b(n)/μσ−1/2mn for b(n)μσ−1/2mn .) By continuity,
it therefore suffices to prove Entry 2 for rational θ = a/q, where q is prime and 0 < a < q.
We define
G(a,q, x) :=
√
x
2
∞∑
m=1
∞∑
n=0
{
I1(4π
√
m(n+ a/q)x)√
m(n+ a/q) +
I1(4π
√
m(n+ 1 − a/q)x)√
m(n+ 1 − a/q)
}
=
√
qx
2
∞∑
m=1
∞∑
r=0
r≡±a mod q
I1(4π
√
mrx/q)√
mr
. (2.1)
Thus, Entry 2 is equivalent to the following theorem.
Theorem 4. If q is prime and 0 < a < q, then
G(a,q, x) =
∞∑
n=1
F
(
x
n
)
cos
(
2πna
q
)
− 1
4
+ x log(2 sin (πa/q)) := K(a,q, x). (2.2)
We also demonstrate that Entry 2 and Theorem 4 are equivalent to the next theorem. First, we
make some observations and offer a definition. If we set θ = 0 on the left side of (1.3), then it
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(n, l) satisfying nl = x are counted with weight 1/2. It follows that
∞∑
n=1
F
(
x
n
)
=
∑′
1nx
d(n), (2.3)
where, as before, the prime ′ on the summation sign indicates that if x is an integer, only 12d(x)
is counted. Now define, for any Dirichlet character χ ,
dχ(n) =
∑
d|n
χ(d).
Using the same argument that gave (2.3), we find that
∞∑
n=1
F
(
x
n
)
χ(n) =
∑′
1nx
dχ (n). (2.4)
Theorem 5. If χ is a non-principal even primitive character modulo q, then
∑′
nx
dχ (n) =
√
q
τ(χ)
∞∑
n=1
dχ(n)
√
x
n
I1(4π
√
nx/q)− x
τ(χ)
q−1∑
h=1
χ(h) log
(
2 sin(πh/q)
)
. (2.5)
We first show that Entry 2 implies Theorem 5.
Proof: Entry 2⇒ Theorem 5. Let θ = h/q and let χ be a non-principal even primitive charac-
ter modulo q. We multiply K(h,q, x) and G(h,q, x) by χ(h)/τ(χ), and sum on h, 1 h < q,
where τ(χ) denotes the Gauss sum
τ(χ) :=
q−1∑
h=1
χ(h)e2πih/q .
First, observe that, for the first expression in the definition of K(a,q, x),
1
τ(χ)
q−1∑
h=1
χ(h)
∞∑
n=1
F
(
x
n
)
cos
(
2πnh
q
)
= 1
τ(χ)
∞∑
n=1
F
(
x
n
) q−1∑
h=1
χ(h) cos
(
2πnh
q
)
= 1
2τ(χ)
∞∑
n=1
F
(
x
n
) q−1∑
h=1
χ(h)
(
e2πinh/q + e−2πinh/q)
=
∞∑
n=1
F
(
x
n
)(
χ(n) + χ(−n)
2
)
=
∞∑
F
(
x
n
)
χ(n) =
∑′
dχ(n),n=1 nx
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χ(n)τ(χ) =
q∑
h=1
χ(h)e2πinh/q, (2.6)
for any character χ modulo q, and secondly employed (2.4).
Also, since χ is non-principal, we find that the contribution of the second expression in the
definition of K(a,q, x) is
1
4τ(χ)
q∑
h=1
χ(h) = 0.
The contribution of the third expression in K(a,q, x) is obvious, in view of the last expression
on the right-hand side of (2.5).
There remains the examination of G(a,q, x), as defined by (2.1). Observe that, since χ is
even,
1
τ(χ)
q−1∑
h=1
χ(h)G(h,q, x) =
√
qx
2τ(χ)
q−1∑
h=1
∞∑
m=1
∞∑
r=1
r≡±h mod q
χ(h)
I1(4π
√
mrx/q)√
mr
=
√
qx
2τ(χ)
∞∑
m=1
∞∑
r=1
I1(4π
√
mrx/q)√
mr
q−1∑
h=1
h≡±r mod q
χ(h)
=
√
qx
τ(χ)
∞∑
m=1
∞∑
r=1
χ(r)
I1(4π
√
mrx/q)√
mr
=
√
qx
τ(χ)
∞∑
n=1
dχ(n)
I1(4π
√
nx/q)√
n
.
Hence, we complete the proof of Theorem 5. 
Now, we prove that Theorem 5 implies Theorem 4.
Lemma 6. If 0 < a < q and (a, q) = 1, then
∞∑
n=1
F
(
x
n
)
cos
(
2πna
q
)
=
∑′
1nx/q
d(n)+
∑
d|q
d>1
1
φ(d)
∑
χ mod d
χ even
χ(a)τ(χ)
∑′
1ndx/q
dχ (n).
Proof. We have
∞∑
F
(
x
n
)
cos
(
2πna
q
)
=
∑ ∑
F
(
x
n
)
cos
(
2πna
q
)
n=1 d|q (n,q)=q/d
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∑
d|q
∞∑
m=1
(m,d)=1
F
(
dx
qm
)
cos
(
2πma
d
)
=
∞∑
m=1
F
(
x
qm
)
+
∑
d|q
d>1
∞∑
m=1
(m,d)=1
F
(
dx
qm
)
cos
(
2πma
d
)
=
∞∑
m=1
F
(
x
qm
)
+ 1
2
∑
d|q
d>1
∞∑
m=1
(m,d)=1
F
(
dx
qm
)(
e2πima/d + e−2πima/d).
(2.7)
We know that for any positive integers a1, a2 and q,
∑
χ mod q
χ(a1)χ(a2) =
{
φ(q), if a1 ≡ a2 (mod q) and (a1, q) = 1,
0, otherwise. (2.8)
Using (2.8) and (2.6), we find that, for m, d such that (m,d) = 1 and d > 1,
e2πima/d = 1
φ(d)
d∑
h=1
e2πimh/d
∑
χ mod d
χ(a)χ(h)
= 1
φ(d)
∑
χ mod d
χ(a)
d∑
h=1
χ(h)e2πimh/d
= 1
φ(d)
∑
χ mod d
χ(a)τ (χ)χ(m).
Thus,
1
2
∑
d|q
d>1
∞∑
m=1
(m,d)=1
F
(
dx
qm
)(
e2πima/d + e−2πima/d)
=
∑
d|q
d>1
1
2φ(d)
∞∑
m=1
(m,d)=1
F
(
dx
qm
) ∑
χ mod d
χ(a)τ (χ)
(
χ(m) + χ(−m))
=
∑
d|q
d>1
1
φ(d)
∞∑
m=1
(m,d)=1
F
(
dx
qm
) ∑
χ mod d
χ even
χ(a)τ(χ)χ(m)
=
∑
d|q
1
φ(d)
∑
χ mod d
χ(a)τ (χ)
∞∑
m=1
F
(
dx
qm
)
χ(m)d>1 χ even (m,d)=1
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∑
d|q
d>1
1
φ(d)
∑
χ mod d
χ even
χ(a)τ(χ)
∞∑
m=1
F
(
dx
qm
)
χ(m),
since χ(m) = 0 if (m,d) > 1. Hence, using the calculation above in (2.7), we obtain
∞∑
n=1
F
(
x
n
)
cos
(
2πna
q
)
=
∞∑
m=1
F
(
x
qm
)
+
∑
d|q
d>1
1
φ(d)
∑
χ mod d
χ even
χ(a)τ(χ)
∞∑
m=1
F
(
dx
qm
)
χ(m)
=
∑′
1nx/q
d(n)+
∑
d|q
d>1
1
φ(d)
∑
χ mod d
χ even
χ(a)τ(χ)
∑′
1ndx/q
dχ (n),
where we used (2.3). Thus, our proof of Lemma 6 is complete. 
Proof: Theorem 5⇒ Theorem 4. First, using (2.8) and the fact that χ is even, we see that
G(a,q, x) = q
2
∞∑
m=1
∞∑
r=1
r≡±a mod q
√
x
qmr
I1(4π
√
mrx/q)
= q
2φ(q)
∞∑
m=1
∞∑
r=1
√
x
qmr
I1(4π
√
mrx/q)
∑
χ mod q
χ(r)
(
χ(a) + χ(−a))
= q
φ(q)
∞∑
m=1
∞∑
r=1
√
x
qmr
I1(4π
√
mrx/q)
∑
χ mod q
χ even
χ(a)χ(r)
= q
φ(q)
∑
χ mod q
χ even
χ(a)
∞∑
m=1
∞∑
r=1
χ(r)
√
x
qmr
I1(4π
√
mrx/q)
= q
φ(q)
∑
χ mod q
χ even
χ(a)
∞∑
n=1
dχ(n)
√
x
qn
I1(4π
√
nx/q).
So, if q is prime and χ0 denotes the principal character modulo q , then
G(a,q, x) = q
φ(q)
∞∑
m=1
∞∑
r=1
qr
√
x
qmr
I1(4π
√
mrx/q)
+ q
φ(q)
∑
χ =χ0
χ(a)
∞∑
n=1
dχ(n)
√
x
qn
I1(4π
√
nx/q)χ even
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φ(q)
(x/q)− 1
φ(q)
(x)+ q
φ(q)
∑
χ =χ0
χ even
χ(a)
∞∑
n=1
dχ(n)
√
x
qn
I1(4π
√
nx/q)
= − 1
φ(q)
∑′
nx
d(n)+ q
φ(q)
∑′
nx/q
d(n)− 1
4
+ x
φ(q)
logq
+ q
φ(q)
∑
χ =χ0
χ even
χ(a)
∞∑
n=1
dχ(n)
√
x
qn
I1(4π
√
nx/q). (2.9)
On the other hand, by Lemma 6 with q prime,
K(a,q, x) = − 1
φ(q)
∑′
nx
d(n)+ 1 + φ(q)
φ(q)
∑′
nx/q
d(n)− 1
4
+ 1
φ(q)
∑
χ =χ0
χ even
χ(a)τ(χ)
∑′
1nx
dχ (n)+ x log(2 sinπa/q). (2.10)
Thus, in view of (2.9), (2.10), and (2.2), it suffices to show that∑
χ =χ0
χ even
χ(a)τ(χ)
∑′
1nx
dχ (n)+ (q − 1)x log(2 sinπa/q)
= q
∑
χ =χ0
χ even
χ(a)
∞∑
n=1
dχ(n)
√
x
qn
I1(4π
√
nx/q)+ x logq.
By Theorem 5, we now only have to show that
∑
χ =χ0
χ even
χ(a)
q−1∑
h=1
χ(h) log
(
2 sin(πh/q)
)= (q − 1) log(2 sinπa/q)− logq. (2.11)
Since
∑
χ =χ0
χ even
χ(a)
q−1∑
h=1
χ(h) log
(
2 sin(πh/q)
)
=
q−1∑
h=1
log
(
2 sin(πh/q)
) ∑
χ =χ0
χ even
χ(a)χ(h)
=
q−1∑
log
(
2 sin(πh/q)
) ∑
χ(a)χ(h) −
q−1∑
log
(
2 sin(πh/q)
)
h=1 χ even h=1
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(
2q−1
q−1∏
h=1
sin(πh/q)
)
= (q − 1) log(2 sinπa/q)− logq,
where we have used the familiar formula [7, p. 41, formula 1.392, no. 1]
q−1∏
h=1
sin(πh/q) = q
2q−1
.
Thus, (2.11) has been shown, and we have completed the proof. 
We prove Theorem 5 instead of Theorem 4.
Proof of Theorem 5. Recall the functional equation of ζ(2s) [5, p. 59],
π−s(s)ζ(2s) = π−( 12 −s)
(
1
2
− s
)
ζ(1 − 2s).
Recall also that if χ is an even, non-principal, primitive character of modulus q , then the Dirichlet
L-function L(x,χ) satisfies the functional equation [5, p. 69]
(π/q)−s(s)L(2s,χ) = τ(χ)√
q
(π/q)−(
1
2 −s)
(
1
2
− s
)
L(1 − 2s,χ).
Then, if
F(s,χ) := ζ(2s)L(2s,χ) =
∞∑
n=1
dχ(n)n
−2s
and
ξ(s,χ) := (π/√q)−2s2(s)F (s,χ),
the functional equations of ζ(s) and L(s,χ) yield the functional equation
ξ(s,χ) = τ(χ)√
q
ξ
(
1
2
− s,χ
)
.
We next state a special case of [1, p. 351, Theorem 2; p. 356, Theorem 4]. In the notation of
those theorems from [1], q = 0, r = 12 , m = 2, λn = μn = π2n2/q, a(n) = dχ(n), and b(n) =
τ(χ)dχ (n)/
√
q. Also, as above, Jα(x) denotes the ordinary Bessel function of order α.
Theorem 7. Let x > 0. Then
∑′
dχ(n) = τ(χ)√
q
∞∑
dχ(n)
(
x
μn
)1/4
K1/2
(
4
√
μnx;−12 ;2
)
+Q0(x), (2.12)
λnx n=1
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Kν(x;μ;2) =
∞∫
0
uν−μ−1Jμ(u)Jν(x/u)du
and
Q0(x) = 12πi
∫
C
(π/
√
q)−2sF (s,χ)xs
s
ds,
where C is a positively oriented, closed curve encircling the poles of the integrand. Moreover,
the series on the right-hand side of (2.12) is uniformly convergent on compact intervals not
containing values of λn.
We first calculate Q0(x). Since L(s,χ) is an entire function, and since L(0, χ) = 0, when the
character χ is even, the only pole of the integrand is at s = 12 , arising from the simple pole of
ζ(2s). Thus,
Q0(x) =
√
qx
π
L(1, χ) = −τ(χ)
π
√
x
q
q−1∑
n=1
χ(n) log
∣∣1 − ζ nq ∣∣, (2.13)
where ζq = e2πi/q , and where we have used an evaluation for L(1, χ) found in [6].
Second, we calculate Kν(x;− 12 ;2). Recall that [15, p. 54]
J−1/2(z) =
√
2
πz
cos z and J1/2(z) =
√
2
πz
sin z.
Recall also the formula [15, p. 184, formula (3)]
∞∫
0
sin t sin
x2
4t
dt
t
= π
2
Y0(x) +K0(x). (2.14)
Differentiate both sides of (2.14) with respect to x and employ the differentiation formulas [15,
p. 66, Eq. (4); p. 79, Eq. (7)] Y ′0(x) = −Y1(x) and K ′0(x) = −K1(x). Next, make the change
of variable u = x2/(4t). Lastly, replace x by 4π√nx/q . Then, anticipating a later change of
variable and using the calculation outlined above, we find that
K1/2
(
4π2nx/q;−1
2
;2
)
= 1
π2
√
q
nx
∞∫
0
cosu sin
(
4π2nx
qu
)
du
= − 1
π2
√
q
nx
2π
√
nx
q
(
π
2
Y1(4π
√
nx/q)+K1(4π
√
nx/q)
)
= I1(4π
√
nx/q). (2.15)
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(2.13) and (2.15) in (2.12), we conclude that
∑′
nx
dχ (n) = τ(χ)√
q
∞∑
n=1
dχ(n)
√
x
n
I1(4π
√
nx/q)− τ(χ)x
q
q−1∑
n=1
χ(n) log
∣∣1 − ζ nq ∣∣. (2.16)
Using the fact that τ(χ)τ(χ) = q and the simple identity
log
∣∣1 − ζ nq ∣∣= log∣∣ζ−n/2q − ζ n/2q ∣∣= log(2 sin(πn/q)),
we obtain
∑′
nx
dχ (n) =
√
q
τ(χ)
∞∑
n=1
dχ(n)
√
x
n
I1(4π
√
nx/q)− x
τ(χ)
q−1∑
n=1
χ(n) log
(
2 sin(πn/q)
)
,
which completes the proof. 
3. Proof of Ramanujan’s first Bessel function identity
Next, we prove Ramanujan’s first Bessel function identity (1.2) in a similar fashion. We em-
phasize that the double sum on the right-hand side of (1.2) is being interpreted symmetrically, as
we did in the last section.
Using a similar argument, we can see that Entry 1 and the following two theorems are equiv-
alent. We first define
H(a,q, x) :=
√
x
2
∞∑
m=1
∞∑
n=0
{
J1(4π
√
m(n+ a/q)x)√
m(n+ a/q) −
J1(4π
√
m(n+ 1 − a/q)x)√
m(n+ 1 − a/q)
}
=
√
qx
2
{ ∞∑
m=1
∞∑
r=1
r≡a mod q
J1(4π
√
mrx/q)√
mr
−
∞∑
m=1
∞∑
r=1
r≡−a mod q
J1(4π
√
mrx/q)√
mr
}
.
Theorem 8. If q is prime and 0 < a < q, then
H(a,q, x) =
∞∑
n=1
F
(
x
n
)
sin
(
2πna
q
)
− πx
(
1
2
− a
q
)
+ 1
4
cot
(
aπ
q
)
:= P(a, q, x).
Theorem 9. Let q be a positive integer, and let χ be an odd primitive character modulo q. Then,
for any x > 0,
∑′
nx
dχ (n) = L(1, χ)x + iτ (χ)2π L(1, χ)+
i
√
q
τ(χ)
∞∑
n=1
dχ(n)
√
x
n
J1(4π
√
nx/q). (3.1)
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Entry 1, except that in this paper the double sum in Theorem 1.2 (Theorem 10 below) is to be
interpreted symmetrically, and so the infinite series on the right-hand side of (3.1), arising from
this double series, must also be similarly interpreted. (In (1.8) of Theorem 1.2 of [3], the sign of
the second expression on the right-hand side should be + instead of −.)
Theorem 10 (Theorem 1.2 from [3]). Let q be a positive integer, and let χ be an odd primitive
character modulo q. Then, for any x > 0,
∑′
nx
dχ (n) = L(1, χ)x + iτ (χ)2π L(1, χ)
+ i
√
x
τ(χ)
∑
1h<q/2
χ(h)
∞∑
n=0
∞∑
m=1
{J1(4π√m(n+ hq )x)√
m(n+ h
q
)
−
J1(4π
√
m(n+ 1 − h
q
)x)√
m(n+ 1 − h
q
)
}
.
(3.2)
Observe that, since χ is odd,
∑
1h<q/2
χ(h)
∞∑
n=0
∞∑
m=1
{J1(4π√m(n+ hq )x)√
m(n+ h
q
)
−
J1(4π
√
m(n+ 1 − h
q
)x)√
m(n+ 1 − h
q
)
}
=
∑
1h<q/2
χ(h)
∞∑
m=1
{ ∞∑
r=1
r≡h mod q
J1(4π
√
mrx/q)√
mr/q
−
∞∑
r=1
r≡−h mod q
J1(4π
√
mrx/q)√
mr/q
}
=
∞∑
m=1
∑
1h<q/2
{ ∞∑
r=1
r≡h mod q
χ(h)
J1(4π
√
mrx/q)√
mr/q
+ χ(−h)
∞∑
r=1
r≡−h mod q
J1(4π
√
mrx/q)√
mr/q
}
= √q
∞∑
m=1
∞∑
r=1
χ(r)
J1(4π
√
mrx/q)√
mr
= √q
∞∑
n=1
dχ(n)
J1(4π
√
nx/q)√
n
.
Thus, we can rewrite Theorem 10 in the form of Theorem 9.
Since it was shown in [3] that Entry 1 implies Theorem 10, we only need to show that Theo-
rem 9 implies Theorem 8.
Lemma 11. If 0 < a < q and (a, q) = 1, then
∞∑
n=1
F
(
x
n
)
sin
(
2πna
q
)
= −i
∑
d|q
d>1
1
φ(d)
∑
χ mod d
χ odd
χ(a)τ(χ)
∑′
1ndx/q
dχ (n).
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sin
(
2πma
d
)
= 1
2i
(
e2πima/d − e−2πima/d). 
Proof: Theorem 9 ⇒ Theorem 8. We easily see that H(a,q, x) = −H(q − a, q, x) and
P(a, q, x) = −P(q − a, q, x), and so we can assume that 0 < a < q/2. Consider
H(a,q, x) =
√
x
2
∞∑
m=1
∞∑
n=0
{
J1(4π
√
m(n+ a/q)x)√
m(n+ a/q) −
J1(4π
√
m(n+ 1 − a/q)x)√
m(n+ 1 − a/q)
}
=
√
qx
2
∞∑
m=1
{ ∞∑
r=1
r≡a mod q
J1(4π
√
mrx/q)√
mr
−
∞∑
r=1
r≡−a mod q
J1(4π
√
mrx/q)√
mr
}
=
√
qx
2φ(q)
∞∑
m=1
∞∑
r=1
J1(4π
√
mrx/q)√
mr
∑
χ mod q
χ(r)
(
χ(a)− χ(−a))
=
√
qx
φ(q)
∞∑
m=1
∞∑
r=1
J1(4π
√
mrx/q)√
mr
∑
χ mod q
χ odd
χ(r)χ(a)
= q
φ(q)
∑
χ mod q
χ odd
χ(a)
∞∑
m=1
∞∑
r=1
χ(r)
√
x
qmr
J1(4π
√
mrx/q)
= q
φ(q)
∑
χ mod q
χ odd
χ(a)
∞∑
n=1
dχ(n)
√
x
qn
J1(4π
√
nx/q). (3.3)
On the other hand, by Lemma 11,
P(a, q, x) =
∞∑
n=1
F
(
x
n
)
sin
(
2πna
q
)
− πx
(
1
2
− a
q
)
+ 1
4
cot
(
aπ
q
)
= −i
φ(q)
∑
χ mod q
χ odd
χ(a)τ(χ)
∑′
1nx
dχ (n)− πx
(
1
2
− a
q
)
+ 1
4
cot
(
aπ
q
)
.
Applying Theorem 9 and using (3.3), we only need to show that
i
φ(q)
∑
χ mod q
χ odd
χ(a)τ(χ)
(
L(1, χ)x + iτ (χ)
2π
L(1, χ)
)
= −πx
(
1
2
− a
q
)
+ 1
4
cot
(
aπ
q
)
. (3.4)
We use the following formulas, which are (2.5) and (2.8) in [3]:
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∑
1h<q/2
χ(h)
(
1
2
− h
q
)
, (3.5)
τ(χ)L(1, χ) = − π
τ(χ)
∑
1h<q/2
χ(h) cot
(
πh
q
)
. (3.6)
We also can easily deduce from (2.8) that
∑
χ even
χ(a)χ(h) =
∑
χ odd
χ(a)χ(h) =
{
φ(q)/2, if h ≡ a (mod q),
0, otherwise, (3.7)
since (a, q) = 1.
Then, using (3.5)–(3.7), we deduce that
i
φ(q)
∑
χ mod q
χ odd
χ(a)τ(χ)
(
L(1, χ)x + iτ (χ)
2π
L(1, χ)
)
=
{
− 2πx
φ(q)
∑
1h<q/2
(
1
2
− h
q
)
+ 1
2φ(q)
∑
1h<q/2
cot
(
πh
q
)} ∑
χ mod q
χ odd
χ(a)χ(h)
= −πx
(
1
2
− a
q
)
+ 1
4
cot
(
aπ
q
)
,
which completes the proof of (3.4) and therefore also of Theorem 8. 
Now, we prove Theorem 9.
Proof of Theorem 9. Suppose χ is a primitive non-principal odd character modulo q. Then [5,
p. 71]
(
π
q
)−(2s+1)/2

(
s + 1
2
)
L(2s,χ) = − iτ (χ)√
q
(
π
q
)−(1−s)
(1 − s)L(1 − 2s,χ). (3.8)
Recall again the functional equation of ζ(s), namely,
π−s(s)ζ(2s) = π−( 12 −s)
(
1
2
− s
)
ζ(1 − 2s). (3.9)
Multiply (3.8) and (3.9) to deduce that
π−2s−1/2
q−s−1/2
(s)
(
s + 1
2
)
ζ(2s)L(2s,χ)
= − iτ (χ)√ π
−3/2+2s
−1+s (1 − s)
(
1 − s
)
L(1 − 2s,χ)ζ(1 − 2s). (3.10)q q 2
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(2s)
√
π = 22s−1(s)
(
s + 1
2
)
,
then (3.10) can be written as
π−2s−1/2
q−s−1/2
√
π(2s)
22s−1
ζ(2s)L(2s,χ)
= − iτ (χ)√
q
π−3/2+2s
q−1+s
(2(1/2 − s))√π
22(1/2−s)−1
L(1 − 2s,χ)ζ(1 − 2s)
= − iτ (χ)√
q
π−1+2s
q−1+s
(1 − 2s)
2−2s
L(1 − 2s,χ)ζ(1 − 2s).
Thus,(
2π√
q
)−2s
(2s)L(2s,χ)ζ(2s) = − iτ (χ)√
q
(
2π√
q
)2s−1
(1 − 2s)L(1 − 2s,χ)ζ(1 − 2s).
Replacing s by s/2, we have(
2π√
q
)−s
(s)L(s,χ)ζ(s) = − iτ (χ)√
q
(
2π√
q
)s−1
(1 − s)L(1 − s,χ)ζ(1 − s).
In the notation of Theorem 2 of [1], q = 0, r = m = 1, λn = μn = 2πn/√q, a(n) = dχ(n),
b(n) = −iτ (χ)dχ (n)/√q, and K1(2√μnx;0;1) = J1(2√μnx). We therefore record the fol-
lowing special case of [1, Theorem 2].
Theorem 12. Let x > 0. Then
∑′
λnx
dχ (n) = −iτ (χ)√
q
∞∑
n=1
dχ(n)
(
x
μn
)1/2
J1(2
√
μnx)+Q0(x),
where
Q0(x) = 12πi
∫
C
(2π/√q)−sL(s,χ)ζ(s)xs
s
ds,
where C is a positively oriented closed contour with the singularities of the integrand on the
interior.
We now replace x by 2πx/√q in Theorem 12 to obtain
∑′
dχ(n) = −iτ (χ)√
q
∞∑
dχ(n)
(
x
n
)1/2
J1(4π
√
nx/q)+Q0(2πx/√q). (3.11)nx n=1
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Q0(2πx/
√
q) = 1
2πi
∫
C
L(s,χ)ζ(s)xs
s
ds
= −1
2
L(0, χ) +L(1, χ)x. (3.12)
From the functional equation (3.8),(
π
q
)−1/2
(1/2)L(0, χ) = −i τ (χ)√
q
q
π
L(1, χ).
So,
L(0, χ) = − iτ (χ)
π
L(1, χ).
Thus, from (3.12),
Q0(2πx/
√
q) = L(1, χ)x + iτ (χ)
2π
L(1, χ). (3.13)
Lastly, putting (3.13) in (3.11) and using the identity τ(χ)τ(χ) = −q, since χ is odd, we com-
plete the proof. 
4. Second approach: Preliminary results
We now prove Entry 2, where now we consider the double series on the right side of (1.3)
to be an iterated double sum. As emphasized in the Introduction, we will approach Entry 2 with
the order of summation on the double series reversed. Our proof depends upon the following
formulation of the Poisson summation formula due to A.P. Guinand [8, p. 595].
Theorem 13. If f (x) can be represented as a Fourier cosine transform, f (x) tends to 0 as
x → ∞, and xf ′(x) ∈ Lp(0,∞) for some p, 1 <p  2, then
lim
N→∞
{
N∑
n=1
f (n)−
N∫
0
f (t) dt
}
= lim
N→∞
{
N∑
n=1
g(n)−
N∫
0
g(t) dt
}
, (4.1)
where
g(x) := 2
∞∫
0
f (t) cos(2πxt) dt.
We need the following two lemmas from [4, Lemmas 3.5, 3.4].
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∞∫
0
I1(x) dx = 0.
Lemma 15. With Iν defined by (1.4) and b, c > 0,
∞∫
0
cos
(
bx2
)
I1(cx) dx = 1
c
sin
(
c2
4b
)
. (4.2)
5. Reformulation of Entry 2
Theorem 16. Let F(x) be defined by (1.1) and let I1(x) be defined by (1.4). Then, for x > 0 and
0 < θ < 1,
1
2
√
x
∞∑
n=0
∞∑
m=1
{
I1(4π
√
m(n+ θ)x)√
m(n+ θ) +
I1(4π
√
m(n+ 1 − θ)x)√
m(n+ 1 − θ)
}
= 1
2π
( ∞∑
n=0
1
n+ θ limM→∞
{
M∑
m=1
sin
(
2π(n+ θ)x
m
)
−
M∫
0
sin
(
2π(n+ θ)x
t
)
dt
}
+
∞∑
n=0
1
n+ 1 − θ limM→∞
{
M∑
m=1
sin
(
2π(n+ 1 − θ)x
m
)
−
M∫
0
sin
(
2π(n+ 1 − θ)x
t
)
dt
})
.
(5.1)
Proof. Let
f (t) = I1(4π
√
t (n+ θ)x)√
t (n+ θ)
in Theorem 13. Note that by (2.15), f (t) satisfies the first hypothesis in Theorem 13. First, setting
u = 4π√t (n+ θ)x and using Lemma 14, we find that
lim
M→∞
{
M∑
m=1
I1(4π
√
m(n+ θ)x)√
m(n+ θ) −
M∫
0
I1(4π
√
t (n+ θ)x)√
t (n+ θ) dt
}
= lim
M→∞
{
M∑
m=1
I1(4π
√
m(n+ θ)x)√
m(n+ θ)
}
− 1
2π(n+ θ)√x
∞∫
0
I1(u) du
=
∞∑ I1(4π√m(n+ θ)x)√
m(n+ θ) . (5.2)
m=1
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g(m) = 2
∞∫
0
I1(4π
√
t (n+ θ)x)√
t (n+ θ) cos(2πmt)dt
= 1
π(n+ θ)√x
∞∫
0
I1(u) cos
(
mu2
8π(n+ θ)x
)
du
= 1
π(n+ θ)√x sin
(
2π(n+ θ)x
m
)
. (5.3)
Hence,
lim
M→∞
{
M∑
m=1
g(m) −
M∫
0
g(t) dt
}
= 1
π(n+ θ)√x limM→∞
{
M∑
m=1
sin
(
2π(n+ θ)x
m
)
−
M∫
0
sin
(
2π(n+ θ)x
t
)
dt
}
. (5.4)
We make a diversion here to demonstrate conclusively that the limit in (5.4) actually does
exist. Write, for a > 0,
lim
M→∞
{
M∑
m=1
sin
(
a
m
)
−
M∫
0
sin
(
a
t
)
dt
}
= lim
M→∞
{
M∑
m=1
(
sin
(
a
m
)
− a
m
+ a
m
)
−
M∫
1
(
sin
(
a
t
)
− a
t
+ a
t
)
dt
}
−
1∫
0
sin
(
a
t
)
dt
= L1 −L2 + lim
M→∞
{
a
M∑
m=1
1
m
− a
M∫
1
dt
t
}
−
1∫
0
sin
(
a
t
)
dt
= L1 −L2 −
1∫
0
sin
(
a
t
)
dt + a{logM + γ + o(1)− logM}
= L1 −L2 −
1∫
0
sin
(
a
t
)
dt + aγ,
where γ denotes Euler’s constant and where
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M→∞
M∑
m=1
(
sin
(
a
m
)
− a
m
)
,
L2 = lim
M→∞
M∫
1
(
sin
(
a
t
)
− a
t
)
dt.
Returning to our proof and putting together (5.2) and (5.4) in (4.1), we find that
∞∑
m=1
I1(4π
√
m(n+ θ)x)√
m(n+ θ)
= 1
π(n+ θ)√x limM→∞
{
M∑
m=1
sin
(
2π(n+ θ)x
m
)
−
M∫
0
sin
(
2π(n+ θ)x
t
)
dt
}
. (5.5)
Now in (5.5) replace θ by 1 − θ and add the result to (5.5). Sum both sides on n, 0  n < ∞.
Then multiply the resulting equality by 12
√
x to deduce (5.1) and thus complete the proof of
Theorem 16. 
If we compare (1.3) with (5.1), we see that in order to prove Theorem Entry 2, but with the
order of summation reversed in the double series, we need to prove that
∞∑
n=1
F
(
x
n
)
cos(2πnθ)− 1
4
+ x log(2 sin(πθ))
= 1
2π
( ∞∑
n=0
1
n+ θ limM→∞
{
M∑
m=1
sin
(
2π(n+ θ)x
m
)
−
M∫
0
sin
(
2π(n+ θ)x
t
)
dt
}
+
∞∑
n=0
1
n+ 1 − θ limM→∞
{
M∑
m=1
sin
(
2π(n+ 1 − θ)x
m
)
−
M∫
0
sin
(
2π(n+ 1 − θ)x
t
)
dt
})
.
6. The convergence of (5.1)
Fix x > 0, and denote a = 2πx. We are interested in the question of convergence (pointwise,
or uniformly with respect to θ on compact subintervals of the interval (0,1)) of the series
S(a, θ) :=
∞∑
n=0
1
n+ θ limM→∞
{
M∑
m=1
sin
(
a(n+ θ)
m
)
−
M∫
0
sin
(
a(n+ θ)
t
)
dt
}
+
∞∑
n=0
1
n+ 1 − θ limM→∞
{
M∑
m=1
sin
(
a(n+ 1 − θ)
m
)
−
M∫
sin
(
a(n+ 1 − θ)
t
)
dt
}
.0
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sin
(
a(n+ θ)
m
)
−
m∫
m−1
sin
(
a(n+ θ)
t
)
dt
=
m∫
m−1
(
sin
(
a(n+ θ)
m
)
− sin
(
a(n+ θ)
t
))
dt
=
m∫
m−1
2 sin
1
2
(
a(n+ θ)
m
− a(n+ θ)
t
)
cos
1
2
(
a(n+ θ)
m
+ a(n+ θ)
t
)
dt.
Thus,
∣∣∣∣∣sin
(
a(n+ θ)
m
)
−
m∫
m−1
sin
(
a(n+ θ)
t
)
dt
∣∣∣∣∣ 2
m∫
m−1
∣∣∣∣sin(a(n+ θ)(t −m)2mt
)∣∣∣∣dt

m∫
m−1
a(n+ θ)(m − t)
mt
dt <
a(n+ θ)
m(m − 1) . (6.1)
Fix δ1 > 0 and denote M1 = [n1+δ1 ], where [x] denotes the greatest integer  x. We write
lim
M→∞
{
M∑
m=1
sin
(
a(n+ θ)
m
)
−
M∫
0
sin
(
a(n+ θ)
t
)
dt
}
=
M1∑
m=1
sin
(
a(n+ θ)
m
)
−
M1∫
0
sin
(
a(n+ θ)
t
)
dt
+ lim
M→∞
{
M∑
m=M1+1
sin
(
a(n+ θ)
m
)
−
M∫
M1
sin
(
a(n+ θ)
t
)
dt
}
.
Here the last limit exists, and, by (6.1), is a real number bounded by
∣∣∣∣∣
∞∑ a(n+ θ)
m(m − 1)
∣∣∣∣∣= a(n+ θ)M1 
a 1nδ1 ,
m=M1+1
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a indicates that the implied constant
on the right-hand side depends on the parameter a. Therefore the series
∞∑
n=0
1
n+ θ limM→∞
{
M∑
m=M1+1
sin
(
a(n+ θ)
m
)
−
M∫
M1
sin
(
a(n+ θ)
t
)
dt
}
converges uniformly with respect to θ , and the same holds for the other, similar series involving
n+ 1 − θ . We deduce that the series
S1(a, θ, δ1) :=
∞∑
n=0
1
n+ θ
{
M1∑
m=1
sin
(
a(n+ θ)
m
)
−
M1∫
0
sin
(
a(n+ θ)
t
)
dt
}
+
∞∑
n=0
1
n+ 1 − θ
{
M1∑
m=1
sin
(
a(n+ 1 − θ)
m
)
−
M1∫
0
sin
(
a(n+ 1 − θ)
t
)
dt
}
converges pointwise if and only if the initial sum S(a, θ) converges pointwise, and S1(a, θ, δ1)
converges uniformly with respect to θ on compact subintervals of (0,1) if and only if this holds
for S(a, θ).
Next, we need a bound for
M1∑
m=1
sin
(
a(n+ θ)
m
)
−
M1∫
0
sin
(
a(n+ θ)
t
)
dt.
We write this expression in the form
[√n]∑
m=1
sin
(
a(n+ θ)
m
)
−
[√n]∫
0
sin
(
a(n+ θ)
t
)
dt
+
M1∑
m=[√n]+1
(
sin
(
a(n+ θ)
m
)
−
m∫
m−1
sin
(
a(n+ θ)
t
)
dt
)
.
Here the first sum is bounded in absolute value by
√
n. The same bound holds for the integral,
i.e.,
∣∣∣∣∣
[√n]∫
sin
(
a(n+ θ)
t
)
dt
∣∣∣∣∣< √n.
0
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M1∑
m=[√n]+1
(
sin
(
a(n+ θ)
m
)
−
m∫
m−1
sin
(
a(n+ θ)
t
)
dt
)


M1∑
m=[√n]+1
a(n+ θ)
m(m− 1) <
a(n+ θ)
[√n] .
We thus have shown that∣∣∣∣∣
M1∑
m=1
sin
(
a(n+ θ)
m
)
−
M1∫
0
sin
(
a(n+ θ)
t
)
dt
∣∣∣∣∣
a √n,
uniformly with respect to θ on compact subsets of (0,1).
With this bound at hand, we now proceed to remove the dependence on θ from the coefficients
1/(n+ θ) and 1/(n+ 1 − θ) in S1(a, θ, δ1). More specifically, we consider the sum
S2(a, θ, δ1) :=
∞∑
n=0
1
n+ 12
{
M1∑
m=1
sin
(
a(n+ θ)
m
)
−
M1∫
0
sin
(
a(n+ θ)
t
)
dt
+
M1∑
m=1
sin
(
a(n+ 1 − θ)
m
)
−
M1∫
0
sin
(
a(n+ 1 − θ)
t
)
dt
}
.
Note that the sum
∞∑
n=0
{(
1
n+ 12
− 1
n+ θ
){ M1∑
m=1
sin
(
a(n+ θ)
m
)
−
M1∫
0
sin
(
a(n+ θ)
t
)
dt
}
+
(
1
n+ 12
− 1
n+ 1 − θ
){ M1∑
m=1
sin
(
a(n+ 1 − θ)
m
)
−
M1∫
0
sin
(
a(n+ 1 − θ)
t
)
dt
}}
(6.2)
is uniformly and absolutely convergent, since for each n,
∣∣∣∣ 1
n+ 12
− 1
n+ θ
∣∣∣∣
∣∣∣∣∣
M1∑
m=1
sin
(
a(n+ θ)
m
)
−
M1∫
0
sin
(
a(n+ θ)
t
)
dt
∣∣∣∣∣

a |θ −
1
2 |
(n+ 12 )(n+ θ)
√
n 
a 1
n3/2
,
uniformly in θ . We obtain the same bound for the other sum in (6.2) by the same argument. It
follows that the sum S2(a, θ, δ1) is convergent for a given value of θ if and only if S1(a, θ, δ1)
is convergent for that value of θ . Also, S2(a, θ, δ1) is uniformly convergent with respect to θ
on closed subintervals of (0,1) if and only if S1(a, θ, δ1) has this property. Next, using the
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in S2(a, θ, δ1), by replacing M1 by a smaller value M2, to be determined later. Consider the sum
S3(a, θ) :=
∞∑
n=0
1
n+ 12
{
M2∑
m=1
(
sin
(
a(n+ θ)
m
)
+ sin
(
a(n+ 1 − θ)
m
))
−
M2+ 12∫
0
(
sin
(
a(n+ θ)
t
)
+ sin
(
a(n+ 1 − θ)
t
))
dt
}
.
In order to relate the convergence of S3(a, θ) to that of S2(a, θ, δ1), we estimate, for each m ∈
{M2 + 1,M2 + 2, . . . ,M1}, the quantity
sin
(
a(n+ θ)
m
)
+ sin
(
a(n+ 1 − θ)
m
)
−
m+ 12∫
m− 12
(
sin
(
a(n+ θ)
t
)
+ sin
(
a(n+ 1 − θ)
t
))
dt
=
1
2∫
− 12
(
sin
(
a(n+ θ)
m
)
− sin
(
a(n+ θ)
m+ u
)
+ sin
(
a(n+ 1 − θ)
m
)
− sin
(
a(n+ 1 − θ)
m+ u
))
du.
Here,
a(n+ θ)
m+ u =
a(n+ θ)
m(1 + u/m) =
a(n+ θ)
m
(
1 − u
m
+O
(
1
m2
))
= a(n+ θ)
m
− a(n+ θ)u
m2
+Oa
(
n
m3
)
,
uniformly in θ . So,
sin
(
a(n+ θ)
m+ u
)
= sin
(
a(n+ θ)
m
− a(n+ θ)u
m2
)
+Oa
(
n
m3
)
.
We will choose M2 much larger than
√
n. Then the ratio a(n+ θ)u/m2 will be small, a is fixed,
θ ∈ [0,1], and u ∈ [− 12 , 12 ]. Then, using the relation
sin(α − ) = sinα −  cosα +O(2)
with α = a(n+ θ)/m and  = a(n+ θ)u/m2, we see that
sin
(
a(n+ θ))= sin(a(n+ θ))− a(n+ θ)u2 cos(a(n+ θ))+O( n24)+O( n3).m+ u m m m m m
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1
2∫
− 12
a(n+ θ)u
m2
cos
(
a(n+ θ)
m
)
du = 0,
it follows that
sin
(
a(n+ θ)
m
)
−
m+ 12∫
m− 12
sin
(
a(n+ θ)
t
)
dt = O
(
n2
m4
)
+O
(
n
m3
)
.
Similarly,
sin
(
a(n+ 1 − θ)
m
)
−
m+ 12∫
m− 12
sin
(
a(n+ 1 − θ)
t
)
dt = O
(
n2
m4
)
+O
(
n
m3
)
.
We add up these relations for m = M2 + 1, . . . ,M1 to find that
M1∑
m=M2+1
(
sin
(
a(n+ θ)
m
)
+ sin
(
a(n+ 1 − θ)
m
))
−
M1+ 12∫
M2+ 12
(
sin
(
a(n+ θ)
t
)
+ sin
(
a(n+ 1 − θ)
t
))
dt
= O
(
n2
M32
)
+O
(
n
M22
)
,
uniformly for θ in compact subsets of (0,1). Therefore, if we choose, for instance, M2 =
[n2/3 logn], then the series
∞∑
n=0
1
n+ 12
(
M1∑
m=M2+1
(
sin
(
a(n+ θ)
m
)
+ sin
(
a(n+ 1 − θ)
m
))
−
M1+ 12∫
M2+ 12
(
sin
(
a(n+ θ)
t
)
+ sin
(
a(n+ 1 − θ)
t
))
dt
)
is uniformly and absolutely convergent.
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a(n+ θ)
t
= O
(
1
nδ1
)
, and so sin
(
a(n+ θ)
t
)
= O
(
1
nδ1
)
,
and also
M1+ 12∫
M1
(
sin
(
a(n+ θ)
t
)
+ sin
(
a(n+ 1 − θ)
t
))
dt = O
(
1
nδ1
)
. (6.3)
Hence, the series
∞∑
n=0
1
n+ 12
M1+ 12∫
M1
(
sin
(
a(n+ θ)
t
)
+ sin
(
a(n+ 1 − θ)
t
))
dt
is uniformly and absolutely convergent. Combining all of the above, we deduce that the initial
series S(a, θ) is convergent for a given value of θ if and only if the series S3(a, θ) is convergent
for that value of θ . Moreover, S(a, θ) converges uniformly on compact subintervals of (0,1) if
and only if the same holds for S3(a, θ).
Let us remark that the contribution of the integrals in (6.3) is small, while on the other hand
we do not have any cancellation inside the integrals
M2+ 12∫
M2
(
sin
(
a(n+ θ)
t
)
+ sin
(
a(n+ 1 − θ)
t
))
dt.
Indeed, one can show that the integrand here is almost constant, in fact equal to
2 sin
(
an
M2
)
+O
(
1
n1/3 log2 n
)
= sin
(
an1/3
log2 n
)
+O
(
1
n1/3 log2 n
)
.
Moreover, one can show that the series
∞∑
n=2
1
n+ 12
sin
(
an1/3
log2 n
)
is not absolutely convergent. This forces us to keep at this stage M2 + 12 instead of M2 as the
upper limit of integration in the definition of S3(a, θ). As a side remark, one can show that the
above series, although not absolutely convergent, is convergent, via proving that the fractional
parts {
an1/3
2
}
π log n
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of the first N terms is 
 N−c for some absolute constant c > 0.
Next, we choose a new (integral) parameter M3, whose precise value as a function of n will
be given later, and consider the sum
S4(a, θ) :=
∞∑
n=0
1
n+ 12
{
M3∑
m=1
(
sin
(
a(n+ θ)
m
)
+ sin
(
a(n+ 1 − θ)
m
))
−
M3+ 12∫
0
(
sin
(
a(n+ θ)
t
)
+ sin
(
a(n+ 1 − θ)
t
))
dt
+ 2
M2∑
m=M3+1
sin
(
a(n+ 12 )
m
)
− 2
M2+ 12∫
M3+ 12
sin
(
a(n+ 12 )
t
)
dt
}
.
Note that the sum S4(a, θ) differs from S3(a, θ) by having θ replaced by 12 on the range M3 +1
mM2. In order to relate the convergence of these two sums, we write, for m = M3 +1, . . . ,M2,
sin
(
a(n+ θ)
m
)
+ sin
(
a(n+ 1 − θ)
m
)
− 2 sin
(
a(n+ 12 )
m
)
= 2 sin
(
a(n+ 12 )
m
)
cos
(
a(θ − 12 )
m
)
− 2 sin
(
a(n+ 12 )
m
)
= −4 sin
(
a(n+ 12 )
m
)
sin2
(
a(θ − 12 )
2m
)
.
Therefore,
M2∑
m=M3+1
∣∣∣∣sin(a(n+ θ)m
)
+ sin
(
a(n+ 1 − θ)
m
)
− 2 sin
(
a(n+ 12 )
m
)∣∣∣∣
 4
M2∑
m=M3+1
sin2
(
a(θ − 12 )
2m
)

a
M2∑
m=M3+1
1
m2

 1
M3
,
uniformly with respect to θ . Similarly,
∣∣∣∣∣
M2+ 12∫
M + 1
(
sin
(
a(n+ θ)
t
)
+ sin
(
a(n+ 1 − θ)
t
)
− 2 sin
(
a(n+ 12 )
t
))
dt
∣∣∣∣∣
3 2
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∣∣∣∣∣
M2+ 12∫
M3+ 12
sin
(
a(n+ 12 )
t
)
sin2
(
a(n+ 12 )
2t
)
dt
∣∣∣∣∣
a
M2+ 12∫
M3+ 12
dt
t2

 1
M3
.
If we now take M3 = [log2 n], the sum
∞∑
n=0
1
n+ 12
{
M2∑
m=M3+1
∣∣∣∣sin(a(n+ θ)m
)
+ sin
(
a(n+ 1 − θ)
m
)
− 2 sin
(
a(n+ 12 )
m
)∣∣∣∣
−
∣∣∣∣∣
M2+ 12∫
M3+ 12
(
sin
(
a(n+ θ)
t
)
+ sin
(
a(n+ 1 − θ)
t
)
− 2 sin
(
a(n+ 12 )
t
))
dt
∣∣∣∣∣
}
will be uniformly convergent with respect to θ . Consequently, the sum S3(a, θ) will be conver-
gent for a given θ if and only if the sum S4(a, θ) converges for the same value of θ , and S3(a, θ)
converges uniformly on compact subintervals of (0,1) if and only if S4(a, θ) does.
In what follows we denote
S5(a, θ) :=
∞∑
n=0
1
n+ 12
{
M3∑
m=1
(
sin
(
a(n+ θ)
m
)
+ sin
(
a(n+ 1 − θ)
m
))
−
M3+ 12∫
0
(
sin
(
a(n+ θ)
t
)
+ sin
(
a(n+ 1 − θ)
t
))
dt
}
and
S6(a) :=
∞∑
n=0
1
n+ 12
{
M2∑
m=M3+1
sin
(
a(n+ 12 )
m
)
−
M2+ 12∫
M3+ 12
sin
(
a(n+ 12 )
t
)
dt
}
,
so that
S4(a, θ) = S5(a, θ)+ 2S6(a).
Here the inner sum in S5(a, θ) has a very short range, of the size of log2 n, while the inner sum
in S6(a) has a larger range, but is independent of θ . We now turn our attention to S5(a, θ) and
see whether this sum is pointwise convergent, respectively, uniformly convergent on compact
subintervals of (0,1). Denote
A(a, θ,N) :=
N∑ 1
n+ 1
M3∑(
sin
(
a(n+ θ)
m
)
+ sin
(
a(n+ 1 − θ)
m
))
n=0 2 m=1
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B(a, θ,N) :=
N∑
n=0
1
n+ 12
M3+ 12∫
0
(
sin
(
a(n+ θ)
t
)
+ sin
(
a(n+ 1 − θ)
t
))
dt.
Then S5(a, θ) converges (respectively, converges uniformly on compact subintervals of (0,1))
provided that for any  > 0, there exists an N() such that for any N1,N2 >N(),∣∣A(a, θ,N1)+B(a, θ,N1)−A(a, θ,N2)−B(a, θ,N2)∣∣< 
(respectively, uniformly for all θ in a given compact subinterval of (0,1)).
Fix  > 0. For any positive integer N , we put A(a, θ,N) in the form
A(a, θ,N) = 2
N∑
n=0
1
n+ 12
∑
1mlog2 n
sin
(
a(n+ 12 )
m
)
cos
(
a(2θ − 1)
2m
)
.
Here the condition m log2 n is equivalent to e
√
m  n. Thus, interchanging the order of sum-
mation above, we find that
A(a, θ,N) = 2
∑
1mlog2 N
cos
(
a(2θ − 1)
2m
) ∑
e
√
mnN
1
n+ 12
sin
(
a(n+ 12 )
m
)
= 4
∑
1mlog2 N
cos
(
a(2θ − 1)
2m
) ∑
e
√
mnN
1
2n+ 1 sin
(
a(2n+ 1)
2m
)
.
For two large positive integers N1 <N2, we put A(a, θ,N2)−A(a, θ,N1) in the form
A(a, θ,N2)−A(a, θ,N1)
= 4
∑
1mlog2 N1
cos
(
a(2θ − 1)
2m
) ∑
N1+1nN2
1
2n+ 1 sin
(
a(2n+ 1)
2m
)
+ 4
∑
log2 N1<mlog2 N2
cos
(
a(2θ − 1)
2m
) ∑
e
√
mnN2
1
2n+ 1 sin
(
a(2n+ 1)
2m
)
.
For any positive real numbers U < V , consider the function
hU,V (y) :=
∑
UnV
sin{(2n+ 1)y}
2n+ 1 .
With this notation, we may write
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= 4
∑
1mlog2 N1
cos
(
a(2θ − 1)
2m
)
hN1+1,N2
(
a
2m
)
+ 4
∑
log2 N1<mlog2 N2
cos
(
a(2θ − 1)
2m
)
h
e
√
m,N2
(
a
2m
)
. (6.4)
We are interested in the behavior of the function hU,V (y). This function is odd and periodic
modulo 2π , and so it is sufficient to study the function on the interval [0,π]. Also, we note
that hU,V (y) = hU,V (π − y), and so furthermore it is sufficient to consider this function on the
interval [0, 12π]. Observe that hU,V (0) = 0. Next, since the series is alternating with decreasing
terms, ∣∣∣∣hU,V(12π
)∣∣∣∣= ∣∣∣∣ ∑
UnV
(−1)n
2n+ 1
∣∣∣∣ 12U + 1 .
For 0 < y < 12π , we write hU,V (y) in the form
hU,V (y) = hU,V
(
1
2
π
)
+ hU,V (y)− hU,V
(
1
2
π
)
= hU,V
(
1
2
π
)
−
1
2 π∫
y
h′U,V (t) dt. (6.5)
Here we write [7, p. 36, formula 1.342, no. 4]
h′U,V (t) =
∑
UnV
cos
{
(2n+ 1)t}= 1
2 sin t
(
sin
{
2
(V  + 1)t}− sin(2Ut)), (6.6)
where V  is the floor of V , that is the largest integer  V , and U is the ceiling of U , that is,
the smallest integer U . From (6.5) and (6.6) and an integration by parts,
hU,V (y) = hU,V
(
1
2
π
)
−
1
2 π∫
y
1
2 sin t
(
sin
{
2
(V  + 1)t}− sin(2Ut))dt
= hU,V
(
1
2
π
)
+ 1
2 sin t
(
cos{2(V  + 1)t}
2(V  + 1) −
cos(2Ut)
2U
)∣∣∣∣ 12 π
y
+
1
2 π∫
cos t
2 sin2 t
(
cos{2(V  + 1)t}
2(V  + 1) −
cos(2Ut)
2U
)
dty
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(
1
U
)
+O
(
1
Uy
)
+O
(
1
Uy2
)
= O
(
1
U
(
1 + 1
y2
))
,
uniformly for 0 < y  12π . If we need a bound that holds for all y > 0, we may write
∣∣hU,V (y)∣∣= O( 1
U
· 1‖y/π‖2
)
,
where ‖y/π‖ denotes the distance from y/π to the nearest integer, which is proportional (via a
factor of π ) to the distance from y to the set πZ = {. . . ,−π,0,π,2π, . . .}. Recall that at these
points πZ the function hU,V (y) vanishes.
We are now ready to apply these considerations to our expression for A(a, θ,N2) −
A(a, θ,N1) from (6.4). For log2 N1 < m  log2 N2, and a fixed, a/(2m) is a small positive
number, which belongs to (0, 12π). Hence,∣∣∣∣he√m,N2
(
a
2m
)∣∣∣∣= O( 1
e
√
m
(
1 + 4m
2
a2
))
= O
(
m2
e
√
m
)
.
It follows that
4
∣∣∣∣ ∑
log2 N1<mlog2 N2
cos
(
a(2θ − 1)
2m
)
h
e
√
m,N2
(
a
2m
)∣∣∣∣ 4 ∑
log2 N1<mlog2 N2
∣∣∣∣he√m,N2
(
a
2m
)∣∣∣∣
= O
( ∑
log2 N1<mlog2 N2
m2
e
√
m
)
= O
( ∞∫
log2 N1
x2
e
√
x
dx
)
= O
( ∞∫
logN1
2t5
et
dt
)
= O
(
log5 N1
N1
)
.
Next, we similarly examine the sum
4
∑
1mlog2 N1
cos
(
a(2θ − 1)
2m
)
hN1+1,N2
(
a
2m
)
,
at least as far as the terms with large m, so that a/(2m) ∈ (0, 12π], are concerned. These are terms
for which m a/π . To that end,
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∣∣∣∣ ∑
a/πmlog2 N1
cos
(
a(2θ − 1)
2m
)
hN1+1,N2
(
a
2m
)∣∣∣∣ 4 ∑
a/πmlog2 N1
∣∣∣∣hN1+1,N2( a2m
)∣∣∣∣
= O
( ∑
a/πmlog2 N1
1
N1
(
1 + 4m
2
a2
))
= O
(
1
N1
∑
a/πmlog2 N1
m2
)
= O
(
log6 N1
N1
)
.
Lastly, the sum
4
∑
1m<a/π
cos
(
a(2θ − 1)
2m
)
hN1+1,N2
(
a
2m
)
(6.7)
has a bounded number of terms. For each m, with 1m< a/π , we distinguish two cases. Either
a/(2m) is an integral multiple of π , or it is not. In the former case, we know that
hN1+1,N2
(
a
2m
)
= 0,
and hence these terms do not have any contribution to the sum (6.7). For all other values of m,
with 1m< a/π , we examine the distances between the numbers a/(2mπ) and the set Z. These
distances, no matter how small, are some fixed strictly positive numbers, which are independent
of N1 and N2. If we let δ > 0 denote the smallest such distance, in other words,
δ = min
{∥∥∥∥ a2πm
∥∥∥∥: 1m< aπ , a2m /∈ Z
}
,
then
4
∣∣∣∣ ∑
1m<a/π
cos
(
a(2θ − 1)
2m
)
hN1+1,N2
(
a
2m
)∣∣∣∣ 4 ∑
1m<a/π
∣∣∣∣hN1+1,N2( a2m
)∣∣∣∣
= O
( ∑
1m<a/π
a/(2m)/∈Z
1
N1δ2
)
= O
(
1
N1δ2
)
.
Thus this sum too tends to 0 as N1 <N2 tend to infinity, since δ > 0 is fixed.
In conclusion, for any  > 0, there exists N() such that, for any N1,N2 >N(),∣∣A(a, θ,N1)−A(a, θ,N2)∣∣< ,
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integrals instead of sums, we find that
∣∣B(a, θ,N1)−B(a, θ,N2)∣∣< ,
for N1, N2 sufficiently large. That implies that S5(a, θ) is uniformly convergent on compact sub-
sets of (0,1). The conclusion is that the initial sum S(a, θ) is uniformly convergent on compact
subintervals of (0,1) if and only if S6(a) is. But S6(a) does not depend on θ . So the convergence
at one single value of θ implies uniform convergence in compact subintervals of (0,1).
7. Reformulation and proof of Entry 2
In view of Entry 2, Theorem 16, and the proof of convergence in Section 6, we now reformu-
late and prove the following theorem.
Theorem 17. Fix x > 0 and set θ = u + 12 , where − 12 < u < 12 . Recall that F(x) is defined
in (1.1). If the identity below is valid for at least one value of θ , then it exists for all values of θ ,
and
∑
1nx
(−1)nF
(
x
n
)
cos(2πnu)− 1
4
+ x log(2 cos(πu))
= 1
2π
∞∑
n=0
1
n+ 12 + u
lim
M→∞
{ ∞∑
m=1
sin
(2π(n+ 12 + u)x
m
)
−
M∫
0
sin
(2π(n+ 12 + u)x
t
)
dt
}
+ 1
2π
∞∑
n=0
1
n+ 12 − u
lim
M→∞
{ ∞∑
m=1
sin
(2π(n+ 12 − u)x
m
)
−
M∫
0
sin
(2π(n+ 12 − u)x
t
)
dt
}
.
(7.1)
Moreover, the series on the right-hand side of (7.1) converges uniformly on compact subintervals
of (− 12 , 12 ).
Proof. For each nonnegative integer n, set
fn(u) := 1
n+ 12 + u
lim
M→∞
{
M∑
m=1
sin
(2π(n+ 12 + u)x
m
)
−
M∫
0
sin
(2π(n+ 12 + u)x
t
)
dt
}
+ 1
n+ 12 − u
lim
M→∞
{
M∑
m=1
sin
(2π(n+ 12 − u)x
m
)
−
M∫
0
sin
(2π(n+ 12 − u)x
t
)
dt
}
.
(7.2)
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∑∞
n=0 fn(u) either diverges for each value
of u, or it converges for each value of u with the convergence being uniform in any compact
subinterval of (− 12 , 12 ). Assuming that the latter holds, we define
f (u) :=
∞∑
n=0
fn(u),
and we endeavor to prove that the two sides of (7.1) have the same Fourier coefficients. If f˜ (u)
denotes the left-hand side of (7.1), then we want to show that
1
2π
∞∑
n=0
1
2∫
− 12
fn(u)e
2πiku du =
1
2∫
− 12
f˜ (u)e2πiku du, (7.3)
for each integer k. Since f˜ (u) as well as each of the functions fn(u), n 0, are even functions
of u, it is sufficient to show that, for every integer k  0,
∞∑
n=0
1
2∫
− 12
fn(u) cos(2πku)du = 2π
1
2∫
− 12
f˜ (u) cos(2πku)du. (7.4)
In what follows, k is fixed, and we proceed under the aforementioned assumption of uniform
convergence of the series
∑∞
n=0 fn(u), so that the convergence at the left side of (7.4) is assured.
Let us denote, for each positive integer N ,
IN :=
N−1∑
n=0
1
2∫
− 12
fn(u) cos(2πku)du,
so that (7.4) is equivalent to
lim
N→∞ IN = 2π
1
2∫
− 12
f˜ (u) cos(2πku)du. (7.5)
Next, for N large, write IN in the form
IN =
N−1∑
n=0
1
2∫
− 1
(
cos(2πku)
n+ 12 + u
lim
M→∞
{
M∑
m=1
sin
(2π(n+ 12 + u)x
m
)
−
M∫
0
sin
(2π(n+ 12 + u)x
t
)
dt
}
2
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n+ 12 − u
lim
M→∞
{
M∑
m=1
sin
(2π(n+ 12 − u)x
m
)
−
M∫
0
sin
(2π(n+ 12 − u)x
t
)
dt
})
du.
(7.6)
From Section 6, we know that for each fixed n, we have uniform convergence with respect to u
on compact subintervals of (− 12 , 12 ) as M → ∞. Thus, in (7.6), we may interchange the order of
summation, integration, and taking the limit as M → ∞ to deduce that
IN = lim
M→∞
N−1∑
n=0
{
M∑
m=1
( 12∫
− 12
cos(2πku)
n+ 12 + u
sin
(2π(n+ 12 + u)x
m
)
du
+
1
2∫
− 12
cos(2πku)
n+ 12 − u
sin
(2π(n+ 12 − u)x
m
)
du
)
−
M∫
0
1
2∫
− 12
cos(2πku)
n+ 12 + u
sin
(2π(n+ 12 + u)x
t
)
dudt
−
M∫
0
1
2∫
− 12
cos(2πku)
n+ 12 − u
sin
(2π(n+ 12 − u)x
t
)
dudt
}
. (7.7)
For each n, 0 nN − 1, we rewrite the integrals with respect to u on the right side of (7.7) in
the forms
1
2∫
− 12
cos(2πku)
n+ 12 + u
sin
(2π(n+ 12 + u)x
m
)
du =
n+1∫
n
cos(2πk(w − n− 12 ))
w
sin
(
2πwx
m
)
dw
= (−1)k
n+1∫
n
cos(2πkw)
w
sin
(
2πwx
m
)
dw
and
1
2∫
− 12
cos(2πku)
n+ 12 − u
sin
(2π(n+ 12 − u)x
m
)
du =
n+1∫
n
cos(2πk(n+ 12 −w))
w
sin
(
2πwx
m
)
dw
= (−1)k
−n∫
cos(2πkw)
w
sin
(
2πwx
m
)
dw.−n−1
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(7.7) can be rewritten in the form
IN = (−1)k lim
M→∞
{
M∑
m=1
N∫
−N
cos(2πkw)
w
sin
(
2πwx
m
)
dw
−
M∫
0
N∫
−N
cos(2πkw)
w
sin
(
2πwx
t
)
dwdt
}
. (7.8)
The first integral on the right side of (7.8) can be rewritten as
N∫
−N
cos(2πkw)
w
sin
(
2πwx
m
)
dw
= 1
2
N∫
−N
sin((2πk + 2πx/m)w)
w
dw − 1
2
N∫
−N
sin((2πk − 2πx/m)w)
w
dw
= 1
2
(2πk+2πx/m)N∫
−(2πk+2πx/m)N
siny
y
dy − 1
2
(2πk−2πx/m)N∫
−(2πk−2πx/m)N
siny
y
dy.
A similar representation holds for the last integral on the right-hand side of (7.8) with m replaced
by t . Therefore, (7.8) can be recast in the form
IN = (−1)
k
2
lim
M→∞
{
M∑
m=1
(2πk+2πx/m)N∫
−(2πk+2πx/m)N
siny
y
dy −
(2πk−2πx/m)N∫
−(2πk−2πx/m)N
siny
y
dy
−
M∫
0
(2πk+2πx/t)N∫
−(2πk+2πx/t)N
siny
y
dy dt +
M∫
0
(2πk−2πx/t)N∫
−(2πk−2πx/t)N
siny
y
dy dt
}
. (7.9)
In the following we now need to assume that k > 0. For large m,
JN(m) :=
(2πk+2πx/m)N∫
−(2πk+2πx/m)N
siny
y
dy −
m∫
m−1
(2πk+2πx/t)N∫
−(2πk+2πx/t)N
siny
y
dy dt
=
m∫ ( (2πk+2πx/m)N∫
siny
y
dy −
(2πk+2πx/t)N∫
siny
y
dy
)
dtm−1 −(2πk+2πx/m)N −(2πk+2πx/t)N
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m∫
m−1
(2πk+2πx/t)N∫
(2πk+2πx/m)N
siny
y
dy dt −
m∫
m−1
−(2πk+2πx/m)N∫
−(2πk+2πx/t)N
siny
y
dy dt. (7.10)
Note that
(2πk + 2πx/t)N  (2πk + 2πx/m)N  2πkN,
and so the integrand in each of the double integrals on the far right side of (7.10) is O(1/N).
Also, the two double integrals are over domains of area bounded by
2πxN
t
− 2πxN
m
= O
(
N
mt
)
= O
(
N
m2
)
.
Hence, we see that both double integrals on the extreme right side of (7.10) are
O
(
1
m2
)
.
We now consider the second and fourth integrals in (7.9). Note that
(2πk − 2πx/m)N  (2πk − 2πx/t)N  N.
Thus, it is easy to see that we will obtain the same estimates for the second and fourth integrals
in (7.9). We now sum both sides of (7.10), [logN ] + 1mM , to find that
M∑
m=[logN ]+1
JN(m) = O
(
1
logN
)
.
Similarly, we sum the contributions of the second and fourth integrals in (7.9). Using these
bounds, we see that (7.9) now reduces to
IN = (−1)
k
2
[logN ]∑
m=1
( (2πk+2πx/m)N∫
−(2πk+2πx/m)N
siny
y
dy −
(2πk−2πx/m)N∫
−(2πk−2πx/m)N
siny
y
dy
)
− (−1)
k
2
[logN ]∫
0
( (2πk+2πx/t)N∫
−(2πk+2πx/t)N
siny
y
dy −
(2πk−2πx/t)N∫
−(2πk−2πx/t)N
siny
y
dy
)
dt
+O
(
1
logN
)
. (7.11)
Next, we divide the sum on m into two parts, m 2x and 2x < m [logN ], and we sim-
ilarly divide the interval of integration with respect to t . Note that, for each m  2x + 1 and
any t ∈ [m− 1,m],
2πk − 2πx  2πk − 2πx  2πk − 2πx  2πk − π  π,
m t 2x
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B∫
−B
siny
y
dy = π +O
(
1
N
)
.
This estimate is uniform in m, for m 2x + 1, and uniform in t , for t ∈ [m− 1,m]. It follows
that
(2πk±2πx/m)N∫
−(2πk±2πx/m)N
siny
y
dy −
m∫
m−1
(2πk±2πx/t)N∫
−(2πk±2πx/t)N
siny
y
dy dt
=
(
π +O
(
1
N
))
−
(
π +O
(
1
N
))
= O
(
1
N
)
,
uniformly for m 2x + 1, where the ± signs above are the same in all four places, i.e., either
all of the signs are plus, or all of the signs are minus. It follows that the range of summation and
integration in (7.11) can be further reduced to a bounded range. Thus,
IN = (−1)
k
2
2x∑
m=1
( (2πk+2πx/m)N∫
−(2πk+2πx/m)N
siny
y
dy −
(2πk−2πx/m)N∫
−(2πk−2πx/m)N
siny
y
dy
)
− (−1)
k
2
2x∫
0
( (2πk+2πx/t)N∫
−(2πk+2πx/t)N
siny
y
dy −
(2πk−2πx/t)N∫
−(2πk−2πx/t)N
siny
y
dy
)
dt
+O
(
1
logN
)
. (7.12)
Inside the sum on m, each integral has a limit as N → ∞, and these limits are:
lim
N→∞
(2πk+2πx/m)N∫
−(2πk+2πx/m)N
siny
y
dy = π, 1m 2x,
lim
N→∞
(2πk−2πx/m)N∫
−(2πk−2πx/m)N
siny
y
dy =
{
π, if 2πk > 2πx/m,
0, if 2πk = 2πx/m,
−π, if 2πk < 2πx/m.
In summary,
lim
N→∞
(−1)k
2
2x∑
m=1
( (2πk+2πx/m)N∫
siny
y
dy −
(2πk−2πx/m)N∫
siny
y
dy
)
−(2πk+2πx/m)N −(2πk−2πx/m)N
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k
2
(2xπ − #{1m 2x: m> x/k}π + #{1m 2x: m< x/k}π)
= (−1)
kπ
2
(2x − 2x − #{1m 2x: m = x/k}+ 2#{1m 2x: m x/k})
= (−1)kπ
[
x
k
]
− (−1)
kπ
2
δ, (7.13)
where
δ =
{
1, if x/k is an integer,
0, otherwise.
Hence, by (7.12) and (7.13),
lim
N→∞ IN = (−1)
kπ
[
x
k
]
− (−1)
kπ
2
δ
− lim
N→∞
(−1)k
2
2x∫
0
( (2πk+2πx/t)N∫
−(2πk+2πx/t)N
siny
y
dy −
(2πk−2πx/t)N∫
−(2πk−2πx/t)N
siny
y
dy
)
dt,
(7.14)
provided that the limit on the right-hand side of (7.14) indeed does exist. As we have seen above,
the first integral on the right-hand side of (7.14) equals π+O(1/N), uniformly in t , t ∈ (0, 2x).
Therefore,
lim
N→∞
(−1)k
2
2x∫
0
(2πk+2πx/t)N∫
−(2πk+2πx/t)N
siny
y
dy dt
= lim
N→∞
(−1)k
2
(
2xπ +O
(
1
N
))
= (−1)
k
2
2xπ. (7.15)
For the remaining double integral in (7.14), we subdivide the outer range of integration
[0, 2x] into the three ranges[
0,
x
k
− 1
logN
]
,
[
x
k
− 1
logN
,
x
k
+ 1
logN
]
,
[
x
k
+ 1
logN
, 2x
]
.
Using the fact that
sup
B∈R
∣∣∣∣∣
B∫
siny
y
dy
∣∣∣∣∣< ∞,
−B
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x
k
+ 1logN∫
x
k
− 1logN
(2πk−2πx/t)N∫
−(2πk−2πx/t)N
siny
y
dy dt = O
(
1
logN
)
. (7.16)
Next, uniformly for t ∈ [ x
k
+ 1logN , 2x], we see that
(2πk−2πx/t)N∫
−(2πk−2πx/t)N
siny
y
dy = π +O
((∣∣∣∣2πk − 2πxx
k
+ 1logN
∣∣∣∣N)−1)
= π +O
(
logN
N
)
,
and hence
2x∫
x
k
+ 1logN
(2πk−2πx/t)N∫
−(2πk−2πx/t)N
siny
y
dy dt =
(
2x −
(
x
k
+ 1
logN
))(
π +O
(
logN
N
))
= 2xπ − πx
k
+O
(
1
logN
)
. (7.17)
Lastly, uniformly for t ∈ (0, x
k
− 1logN ),
(2πk−2πx/t)N∫
−(2πk−2πx/t)N
siny
y
dy = −π +O
((∣∣∣∣2πk − 2πxx
k
− 1logN
∣∣∣∣N)−1)
= −π +O
(
logN
N
)
,
and hence
x
k
− 1logN∫
0
(2πk−2πx/t)N∫
−(2πk−2πx/t)N
siny
y
dy dt =
(
x
k
− 1
logN
)(
−π +O
(
logN
N
))
= −πx
k
+O
(
1
logN
)
. (7.18)
Combining (7.15)–(7.18), we conclude that
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N→∞
(−1)k
2
2x∫
0
( (2πk+2πx/t)N∫
−(2πk+2πx/t)N
siny
y
dy −
(2πk−2πx/t)N∫
−(2πk−2πx/t)N
siny
y
dy
)
dt
= (−1)
k
2
(
2xπ − 2xπ + πx
k
+ πx
k
)
= (−1)
kπx
k
. (7.19)
Combining (7.19) and (7.14), we finally deduce that
lim
N→∞ IN = (−1)
kπ
[
x
k
]
− (−1)
kπ
2
δ + (−1)
kπx
k
. (7.20)
So, assuming that the right-hand side of (7.1) converges for at least one value of θ , we see that
either (7.1) or (7.5) is equivalent to the proposition that
(−1)k
[
x
k
]
− (−1)
k
2
δ − (−1)
kx
k
= 2
1
2∫
− 12
f˜ (u) cos(2πku)du, (7.21)
for each k  1, where
δ =
{
1, if x/k is an integer,
0, otherwise.
There remains the calculation of the integral on the right-hand side of (7.21). First, for each
k  1,
2
1
2∫
− 12
∑
1nx
(−1)nF
(
x
n
)
cos(2πnu) cos(2πku)du = (−1)kF
(
x
k
)
= (−1)k
([
x
k
]
− 1
2
δ
)
. (7.22)
Trivially, for each k  1,
2
1
2∫
− 12
−1
4
cos(2πku)du = 0. (7.23)
Next, recall the Fourier series [7, p. 46, formula 1.441, no. 2]
log
(
2 cos(πu)
)= ∞∑(−1)n−1 cos(2πnu)
n
, −1
2
< u<
1
2
.n=1
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invert the order of summation and integration to deduce that
2x
1
2∫
− 12
log
(
2 cos(πu)
)
cos(2πku)du = 2x
∞∑
n=1
(−1)n−1
n
1
2∫
− 12
cos(2πnu) cos(2πku)du
= x (−1)
k−1
k
. (7.24)
Bringing together (7.22)–(7.24), we find that
2
1
2∫
− 12
f˜ (u) cos(2πku)du = (−1)k
([
x
k
]
− 1
2
δ
)
+ x (−1)
k−1
k
. (7.25)
Comparing (7.25) with (7.21), we see that indeed (7.21) has been proven for k  1.
Let us summarize what we have accomplished. We have assumed that (7.1) holds for one
particular value of θ . We have shown that the right side of (7.1) converges uniformly on compact
subsets of (− 12 , 12 ). Thus, the right side is a well defined, continuous function of θ on (− 12 , 12 ),
and we need to check that it is equal to the function on the left side of (7.1). Consider the
difference of these two functions, which is a continuous function of θ on (− 12 , 12 ). We have
proved that all its Fourier coefficients for k = 0 vanish. Then, as a function of θ , this function
will be constant. Moreover, since the two sides of (7.1) are equal for one particular value of θ ,
the above constant must be zero. And so (7.1) holds true for all θ .
This then completes the proof of Theorem 17. 
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