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CHAPTER 1. INTRODUCTION 
Background and Educational Significance 
Abstract thinking, creative thinking, problem solving, 
decision making, and understanding are educational outcomes 
that result when students learn to apply what they know or 
learn to a new situation. It is more than just knowing 
facts. These outcomes are based on combining skill with 
tools of transfer. Transfer is the ability to apply 
information learned in one context flexibly to another. 
Transfer can be seen as operational definition or index of 
understanding (Royer, 1986). An example of transfer of 
addition and subtraction would be if a student could make 
change for a money transaction without being told that 
addition and subtraction could be used for the task. This 
example is called "far transfer" because a skill is being 
applied in a different context than which it was learned 
(Royer, 1986). 
Many dimensions of transfer have been proposed; each 
relating to a specific type of knowledge. Examples are 
lateral and vertical transfer (Gagne, 1977), specific and 
non-specific transfer (Ellis, 1965), literal and figurai 
transfer (Royer, 1979), near and far transfer (Mayer, 1987; 
Royer, 1986), and high-road and low-road transfer (Salomon & 
Perkins, 1987). Each theory defines a way of bridging the 
mental distance between a learning and problem solving 
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setting. 
In an attempt to address the issue of transfer distance, 
Royer (1986) has combined the polar traits "near-far" 
and "literal-figural" into a two-dimensional scheme. The 
term near relates to applying knowledge to contexts similar 
or close to the one in which it was learned. Far transfer, 
usually more difficult, applies to contexts far removed from 
original learning where remembering to relate training to 
the problem would be less likely. The literal-figural 
dimension discriminates highly specific concrete knowledge 
from highly abstract knowledge. A far transfer question is; 
can a student transfer concrete knowledge to distant abstract 
problem solving applications? Far transfer is most frequency 
demonstrated by experts in a particular field of endeavor. 
Expert problem solving is based on two skills: having a 
thorough knowledge of the facts related to the problem and 
knowing the structure or pattern of how these facts fit 
together (Perkins & Salomon, 1989). When the pattern is 
known, problem solvers can look for facts that may fit. 
The pattern or model is the vehicle of transfer and knowledge 
is the goods carried by the pattern. Both are needed. 
Mental models help a person systematize and organize 
complexity into simple usable forms (Clement & Centner, 
1991). Mental models consist of declarative knowledge plus 
networks of patterns and together they are used to apply 
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knowledge to a problem. Student use of a mental model has 
been shown to greatly improve.transfer of conceptual 
knowledge in abstract science domains (Mayer, 1989). 
For example, expert chess players have learned thousands 
of chess patterns consisting of whole board layouts which 
they transfer creatively to a specific game (de Groot, 1978). 
When chess experts 'see' a chess board more than just chess 
facts or pieces are represented. A mental model of chess 
consisting of varying patterns forming a complex abstract 
system is created. 
In chess all the pieces and patterns are functionally 
equivalent from game to game. In less structured problem 
solving situations they may not be. For example, unless a 
common equivalent mediation pattern is recognized between 
situations, knowledge will not be easily transferred. 
Hofstadter (1981) has noted that experts who can transfer 
from one context to another have learned the role of each 
pattern and fact for multiple situations and can identify 
them even when the contexts are dissimilar. In the case of 
expertise, fact and pattern has been raised from its specific 
role to an abstract or general prototype role usable in 
multiple analogical situations. 
The effectiveness of models and strategies for 
improving ability to transfer has led researchers to define 
and map sets of specific transfer sub-tasks. These sub-tasks 
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define roles and relations for concepts. K. J. Klauer (1989) 
has developed 6 basic sub-task patterns based on similarity 
and difference into building blocks for transfer. These 
sub-tasks become the basis for the training for transfer of 
inductive reasoning which is a basic goal of skilled 
learners. 
Multiple mediation steps may be needed to bridge the 
cognitive distance between concrete and abstract problem 
solving applications. For expert chess players, each new 
board pattern acquired becomes a stepping stone for the next 
more complex pattern. Novice patterns are concrete and easy 
to visualize but expert patterns are abstract, complex, and 
thus difficult to visualize for the novice. Several 
mediation models have been proposed to facilitate transfer. 
Newby and Sepich (1987, 1991) propose a bridging 
approach using analogy generated prototypes to facilitate 
abstract concept learning. They suggest helping the learner 
to generate a prototype substitute for the concept thus 
focusing on salient attributes of abstract and concrete 
knowledge. According to Tennyson and Cocchiarella (1986), a 
prototype is like an image (abstraction) of the average, or 
typical, category member. Concepts, therefore, are learned 
as contextual entities (correlated structures), having 
common, typical, or average class member attributes. 
Clement (1989) suggests that a series of linear bridging 
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analogies may be necessary to facilitate transfer. Transfer 
of previous knowledge and procedures to unknown abstract 
concepts is facilitated by using multiple levels of 
abstraction and by starting with "anchoring conceptions", 
those that are concrete and already understood. Thus, a 
graduated series of patterned prototype analogies are 
implemented to carry the concept to higher levels of 
abstraction until the transfer goal is reached. 
In contrast to Clement's linear approach, R. J. Spiro et 
al. (1989) uses multiple analogies in a non-serial contextual 
approach to bridge the distance between concrete and abstract 
concepts. Their approach attacks each dimension of the 
abstraction one at a time until the additive rather than 
linear affect of insight into the abstract or complex concept 
is attained. Many examples are used to converge on the 
problem from various directions. 
Finally, any strategy used to facilitate transfer must 
consider the problem of knowledge fixing or binding to the 
context in which it is learned. Studies have demonstrated 
that the ability to transfer schematic skills and rule 
systems across contextual domains is trainable (Lehman, 
Lepert, and Nisbett, 1988; Perkins & Salomon, 1989; 
Herrnstein, Nickerson, Sanchez, and Swets, 1986). So these 
blockages can be overcome but it is not a trivial task. 
Three specific blockages to transfer have been described by 
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Brown (1989): negative learning sets, functional fixedness, 
and cognitive embeddedness. To overcome these three 
problems, training must be designed to promote natural 
learning situations or sets, include multiple examples 
designed for flexibility, and add interaction to encourage 
mindful or conscious reflective interaction with the 
material. For example, in terms of functional fixedness, 
adults tend to allow for less dimensional flexibility thus 
hindering transfer (Smith, 1989, Smith & Evans 1989). 
In summary, four questions arise when designing training 
for transfer models: (1) what content should be learned; (2) 
how should data be represented and mediated; (3) to what 
should it be applied; and (4) how should training be carried 
out? 
To bring together facets of previous transfer research 
this dissertation has: 
1. focuses on the learning and generating of data 
representations or models useful in transfer; 
2. specifically deals with abstract concepts that 
students find difficult; 
3. désignés mediatory strategies for facilitating 
transfer between learning and problem solving contexts; 
4. measures outcomes that are effected by transfer such 
as factual retention, conceptual transfer, and 
application flexibility; 
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5. interprets findings in terms of training for transfer 
learning theories; 
6. discusses the context and transfer distance limits 
of the model; and 
7. discusses the effects of a particular application of 
training on transfer using a specific transfer model. 
Statement of Problem 
Problem solving involves the ability to deal flexibly 
with abstract concepts and to implement transfer skills. 
Connecting known information to abstract concepts in fields 
like mathematics and statistics requires factual recall and 
advanced pattern recognition in the problem solving process. 
The problem is to mediate or bridge the distance 
between a student's concrete understandings and the 
abstract understanding of the problem solving application. A 
student, to be a creative problem solver, needs tools to 
transfer facts and relationships to application problems. 
Three problems are addressed in this dissertation that 
hinder understanding and transfer between concrete and 
abstract concepts. 
1. The meaningful represention of knowledge. 
2. The specification of conceptual relations. 
3. Making connections between concrete representations 
already held and to be learned abstract representations. 
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Purpose of the Study 
The purpose of this study was to investigate the 
effectiveness of a training for transfer model in 
facilitating a students' understanding and application of 
abstract statistical concepts. Four instructional methods 
were used to test the effectiveness of the model; (a) two 
methods having both model and statistical training but in 
different order; and (b) two having either model or 
statistical concept training but not both. Near transfer was 
measured by testing a students ability to transfer model 
skills to problems similar to those learned in model training 
and far transfer was measured by testing skills in applying 
statistical facts and model procedures together in solving 
statistical related problems. Both the interaction of 
factual retention with model application skills and the order 
of model with statistical training were examined. 
Research Questions 
1. Does model training lead to better near transfer of 
model procedures in solving similar problems? 
2. Does model training lead to better far transfer of 
learned facts and model procedures to novel problems? 
3. Does the presentation order of model and problem 
materials effect performance of near or far transfer? 
4. Does level of factual knowledge about problem content 
interact significantly with instructional method to 
9 
produce different levels of transfer? 
Assumptions 
1. Training for transfer procedures can be learned and 
applied to problem solving applications. 
2. Seeing similarities and differences between objects and 
relations are two basic tasks of inductive transfer. 
3. Multi-dimensional paradigms are needed to facilitate 
transfer and higher level thinking skills. 
4. A series of attributes, analogies, examples, and 
prototypes can mediate understanding of abstract 
concepts. 
5. Expanded use of contextual attributes and relations 
along a concrete-abstract continuum can facilitate 
accessing of previous knowledge to aid understanding of 
abstract concepts. 
Limitations 
1. Size of sample. 
2. Sample of adult volunteers (college students). 
3. Limited time available for instruction with limited 
access to computer facilities. 
4. Limited applicability of highly structured scientific 
materials to novice level participants. 
5. Number of items on each of the performance tests. 
6. Subjects ability to use computer software and hardware. 
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Definition of Terms 
Definitions, if not cited, were found in various sources 
and thus were taken to be generally accepted representations. 
1. Abstract Concept: Relative to each individual, a concept 
not easily represented by a prototype and tending to be 
ambiguous, fuzzy, and non-concrete. 
2. Analogy; A relation between two concepts that is 
mediated by the phrase 'is-like'. Two concepts that 
share one or more descriptive attributes or similar 
conceptual attribute relationships. 
3. Concept: A set of objects, events, symbols, properties, 
or situations that can be grouped together on the basis 
of one or more shared characteristics and a given or 
common identifying label (Newby & Sepich, 1987). 
4. Declarative Knowledge: Knowledge in the form of facts 
and concepts that are organized in a systematic 
hierarchical network in memory (Anderson, 1983). 
5. Example: A relation between two concepts that is 
mediated by the phrase 'is-a'. Two concepts that share 
multiple attribute and conceptual relationships. 
6. Far-transfer: Application of prior knowledge in gaining 
new knowledge in conditions that are not similar to the 
context in which the prior knowledge was learned (Royer, 
1979). 
7. Free recall: Ability to reproduce facts from 
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instructional material immediately after training 
without intervening exposure to the materials. 
8. Near-transfer: Application of prior knowledge in 
gaining new knowledge in conditions that are similar to 
the context in which the prior knowledge was learned 
(Royer, 1979). 
9. Model : A structural representation of knowledge or a 
procedure that acts as a pattern when applied to other 
knowledge or problem solving applications. 
10. Prototype: An abstraction or image of the average or 
typical category member formed by combining a 
collection of instances into a single representation 
(Newby & Sepich, 1987). 
11. Procedural knowledge: Knowledge of how to do a set of 
operations in a step by step manner (Anderson, 1983). 
12. Transfer: The application of prior knowledge in problem 
solving contexts. 
Summary 
The use of transfer tools to facilitate transfer 
from known concrete to abstract problem applications has been 
approached in many different ways. These methods have 
attempted to create "bridges" to span the distance between 
the known and the unknown. Transfer is a basic process 
needed by every learner. This study aimed to introduce a 
model to be used as a tool to support the learner in making 
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the intellectual jump from concrete to abstract 
understanding. This jump, referred to as transfer, involves 
the use of previously learned facts and structures in problem 
solving situations. This study aimed to identify the 
effectiveness of this model to solve problems similar to the 
model (near transfer) and to solve problems dissimilar to the 
model (far transfer). The interactive nature of facts and 
problem solving involved in the transfer were also studied. 
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CHAPTER 2. THEORETICAL ORIENTATION 
Introduction 
This study focused on the effectiveness of training with 
a paradigmatic model on procedural and factual transfer. 
Cognitive processing and learned schema structures are the 
critical variables. The literature review emphasized the 
necessity of bridging a learner's concrete knowledge and new 
abstract concepts. A new training model or bridge was 
created for this study to facilitate concept transfer during 
problem solving. The goal of practice with the model was to 
bring together or encapsulate all the parts needed to 
facilitate compiling a macro-procedure within working memory 
for use in transfer problems (Anderson, 1983) . The model was 
designed to facilitate on-line and memory-based processing of 
declarative knowledge in a subject's working memory. The 
following will describe this model and the theoretical basis 
for its construction and application. The proposed structure 
and additive nature of this model is similar to Klauer's 
(1988a, 1989) paradigmatic approach discussed in the next 
section. A sample application is shown in the methodology 
section. 
Theoretical Training Model 
Figure 2.1 contains six diagrams illustrating the 
six steps in the development of of the training model used in 
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this research. These steps are outlined as follows and are 
used to train concepts as shown in Chapter 4. 
Step 1. A black box shows the cognitive gap between a 
known concrete and an unknown abstract concept. 
Step 2. Attributes are added to facilitate surface 
transfer (Holyoak & Koh, 1987). 
Step 3. Structural relations are added to attributes 
for a deep transfer effect (Holyoak & Koh, 1987). 
Step 4. Multiple attribute and relation examples develop 
transferable prototypes (Newby & Sepich, 1987). 
Step 5. Analogies, prototypes, and attributes form a matrix 
of relations for transfer (Clement & Centner,1991). 
Step 6. A compiled encapsulated procedure results that can 
be executed in working memory (Anderson, 1983). 
A general equation for this multidimensional model is; 
attributes + relations + examples + prototypes + analogies = 
transfer. There is a continuum from concrete to abstract and 
simple to complex in this equation and the six step model. 
Rationale for model 
The contributions of Klauer (1989), Anderson (1983), and 
Royer (1986) will be covered in more depth in order to 
address the following. 
1. How do memory and knowledge systems facilitate 
selecting and connecting knowledge components? 
2. What does the training for transfer literature add? 
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Step 1 
General Transfer 
Step 2 
Attributes Added 
Step 3 
Relations Added 
concrete concrete 
abstract abstract abstract 
concrete 
Black Box attributes 
attributes 
relations 
Step 4 
Prototype Added 
concrete 
Multiple 
Examples form 
Prototype 
attributes 
Step 5 
Matrix Added 
concrete 
X = analog! es 
by 
y = attribu tes 
Step 6 
Compiled Model 
concrete 
Compiled 
Micro-
Procedure 
abstract abstract abstract 
Figure 2.1. Six step development of theoretical model 
3. What is the role of inductive thinking in transfer? 
4. What do the basic skills of generalization and 
discrimination or similarity and dimensional 
difference add to the model? 
5. What other developed models or systems facilitate 
transfer? 
6. How do these systems fit together with the current 
model to bridge the transfer distance? 
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Acquisition of Procedural Knowledge 
Anderson (1983) has made explicit a model of memory 
structures and operations. He proposes three types of human 
memory in his goal-directed approach: declarative, 
production, and working. Declarative memory holds facts and 
concepts in a mental network. Production memory stores 
procedural knowledge as a set of if-then action rules. A 
production encapsulates the circumstances of an action and 
the means to carry it out. Working memory brings 
declarative and procedural memory contents together in the 
present to solve the problem. Figure 2.2 shows the Anderson 
model (1983, p. 19). 
DECLARATIVE 
MEMORY 
Storage 
-> PRODUCTION 
— MEMORY 
Matching 
- WORKING • 
•> MEMORY I < 
Retrieval Î : 
Encoding Performance 
Execution 
Figure 2.2 Anderson (1983) Memory structures/operations 
Anderson also proposes three stages of procedural 
knowledge acquisition: interpretation, compilation, and 
tuning. Interpretation involves collecting declarative 
knowledge and procedures into working memory. Compilation of 
productions is a making of ready-to-go procedures that can be 
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quickly executed without further processing. A series of 
procedures can be compressed into a single larger procedure 
that no longer needs to access the other memory functions but 
has everything it needs to act. Compression or compilation 
is a gradual process. Key to this idea is the encapsulation 
of all the parts that are needed in one place. Whenever a 
learning experience can bring cognitive parts "close 
together" in working memory problem solving may result. 
Anderson proposes three aspects of tuning or refining 
compiled productions; generalization, discrimination, and 
strengthening. Generalization of a procedure allows it to 
be applied and transferred to a broader range of problems. 
Generalization is the process of taking a procedure as 
applied to a variety of situations, seeing their 
similarities, and making a higher level prototype procedure 
for all the situations. Discrimination is the reverse 
process and focuses procedures to specific applications and 
thus contextualizes the procedures. Strengthening occurs 
through repetition for productions which work well and 
weakening by lack of reuse of those which work poorly. The 
more similarities and differences that can be noted between 
productions the stronger the transfer system becomes. 
The following quote from Klauer (1989) shows his 
indebtedness to Anderson thus making a link between the 
models of each researcher. 
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Paradigmatic teaching can be conceived as 
teaching for analogical transfer. In a sense, 
both imply the teaching of productions, i.e. of 
if-then rules where the if-part consists of a 
concept and the then-part consists of a 
procedure. Teaching the concept appropriately 
enables the learner to recognize every instance 
belonging to a basic structure by uncovering the 
relevant differences. Teaching the procedure 
appropriately enables the learners to apply it in 
various contexts taking the identities and 
differences deliberately into consideration. 
Finally, teaching the if-then connection 
appropriately means that the learners are enabled 
to know what to do whenever they encounter a 
problem belonging to a paradigm at hand. (p. 16) 
Training for Transfer Literature 
Transfer of knowledge, transfer of intellectual skills, 
and problem solving have been key issues in cognitive 
research. Many different models to support these forms of 
inductive learning have been suggested (Mayer, 1989; Phye, 
1989, 1990; Salomon & Perkins, 1989). 
Transfer of learning among the early behaviorist 
psychologists focused on the theory of "identical elements" 
(Thorndike, 1932). This approach suggests that transfer 
occurs when the number of elements between the learning and 
transfer task are large. Later cognitive psychologists used 
other methods to induce transfer including advanced 
organizers (Ausubel, 1968), models (Mayer, 1989), and 
analogies (Gick & Holyoak, 1980). The problems in producing 
transfer of knowledge have been well documented (Keane, 1988; 
Royer, 1979; Cormier & Hagman, 1987). 
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Mayer (1987, p. 204) states, "Learning is viewed as the 
acquisition of new knowledge and transfer is viewed as the 
effects of prior learning on new learning and problem 
solving". Transfer and prior learning are linked directly by 
our view of memory systems and memory processing. The 
assumption is made that memory retention is a necessary but 
not sufficient condition for transfer to occur in a problem 
solving situation (Phye, 1992). Transfer will not occur 
unless the facts in memory that are related to a problem can 
be accessed and retrieved. Thus, there should be a direct 
relationship between extent of transfer and memory retrieval. 
Inductive thinking and transfer skills depend on two 
basic skills: generalization and discrimination or degrees 
of sameness and difference (Smith & Evans, 1989; Brown, 1989; 
Klauer, 1989). Smith & Sera (1992) concluded when working 
with developmental thinking that attention to scales of 
difference or dimensionality are significant aspects of 
maturing thinking. Younger children classify objects by 
overall surface similarity and older children classify by 
surface identities on single dimensions. Distinguishing 
objects along a continuum or series of differences is a 
qualitative step up. 
Recently, Phye (1989, 1991) provided support for a 
schema-based interpretation for on-line as well as memory-
based transfer of analogical problem solving strategies. 
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When a transfer task immediately followed training, both 
general and procedural problem solving schema were observed. 
Figure 2.3 represents a partial task domain hierarchy for 
inductive reasoning skills (Phye, 1990). It defines the 
relationship between problem classes relevant to training for 
transfer problems. 
Task Domain: Inductive Reasoning 
I 1 
Problem Analogy Classification 
Class : Problems Problems 
I I I I 
Cause-effect Associatlon+ Series Generalization+ 
Relationship Part-whole Completion Discrimination 
Relationships fmembership examples 
Figure 2.3. Hierarchy structure of inductive reasoning 
Phye (1990) suggests that training in inductive reasoning and 
transfer skills can be classified by training in either 
analogy type problems or classification type problems. 
Classification problems involve working from parts or 
examples and thus inducing a classification or membership 
concept through a generalization process. In contrast, 
analogies involve wholistic mappings of attributes and 
relations that are more complex and more below the surface 
than classification problems. Successful training for 
transfer is a complex event that may require multiple 
interactive skills which incorporate both classification and 
analogy skills. Phye (1990) suggests that three skills are 
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needed to facilitate transfer; generalization, 
discrimination, and mapping. In terms of steps four and five 
of the proposed model. Figure 2.3 suggests that both examples 
and analogies when present facilitate inductive thinking and 
indirectly transfer. 
The metacognitive process skills of selecting and 
connecting have also been suggested as key elements in 
supporting transfer (Clark, Blake, and Knostman, 1989). This 
approach focuses on selecting different sets of declarative 
knowledge in problem domains that have similar structural and 
descriptive features and then connecting them together in 
working memory. Two types of connections, horizontal and 
vertical, are equated with analogy based schémas and rule-
example based schémas respectively. Clark et al. (1989) 
further suggests that the analogy based schémas facilitate 
far transfer beyond the current domain problems and rule-
example facilitate near transfer to same domain problems. 
Again, a combination approach to multiple skills is proposed; 
namely selecting skills and connecting skills related to 
rule-example and analogy skills together. Sternberg (1977) 
has also suggested a similar componential model of transfer. 
The model to be demonstrated in Chapter 3 has brought 
together attribute and relational concepts into a single 
model allowing easier selection and connection of concept 
parts. 
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Mayer (1989) has proposed the following metacognitive 
processes needed to facilitate the learning outcome of 
understanding; selecting, organizing, and integrating. 
Selecting involves selective attention to major objects and 
attributes. Organizing involves building internal 
connections around explanations. Integrating involves 
making external connections to other relevant concepts. 
Significantly, Mayer (1989, p. 61) defines his internal 
connections in terms of a series of linear connecting steps 
along a time dimension and external connections in terms of 
analogies or 'is like' comparisons. The significance here 
lies in pulling together objects, dimensional relations, 
examples and analogies into a model to promote understanding 
similar to the proposed six step model of the paper. 
In a more exotic approach to transfer, Rumelhart (1989) 
using a information processing model of cognitive process, 
suggests a parallel distributed processing (PDF) transfer 
system. In this approach, knowledge only resides in 
connections, learning involves modification of the 
connections, and reasoning is composed of pattern matching 
and generalization. His basic reasoning process is called 
"reasoning by similarity". The steps of his reasoning 
process are as follows; remembering, generalizing, being 
reminded, reasoning by example, and analogical reasoning. 
The key feature is that analogical reasoning, the last 
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element in the series, depends on the previous skills to 
function optimally. Remembering and being reminded suggest 
the ability to select salient attributes of the problem. 
Generalization and reasoning by example suggest recognizing 
attribute relationships. Analogical reasoning suggests 
skills with utilizing a total mapping of the whole. 
Selecting, connecting, and mapping reappear in the form of 
attributes, examples and analogies as key to transfer. 
Examples of Models in the Literature 
The following paragraphs will describe how various 
approaches have focused on various transfer components. 
However, few have integrated the multidimensional aspects of 
attribute selection, example generation, and analogical 
mapping as done in the proposed model. It is suggested that 
a multidimensional model is most helpful in promoting 
transfer. 
Many instructional models for teaching abstract concepts 
have focused on either concept attributes, relations, or 
analogies but usually not on all three. Tennyson and 
Cocchiarella's (1986) approach focuses on attributes and 
examples but not analogies. They focus on four primary 
design variables: attribute definition, attribute 
elaboration, presentation of examples, and organization of 
examples and non-examples. Newby and Sepich's model (1991) 
uses analogies as a mediational approach to facilitate 
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learning abstract concepts. They focus on the generalization 
of sets of attributes into prototypes and on analogical forms 
of these prototypes. Their model bridges or makes the 
transfer between concrete and abstract concepts by giving 
examples dealing with attribute membership, tangibility, and 
complexity. Instrumental steps to facilitate transfer from 
concrete to abstract concepts are as follows: identify 
attributes, categorize attributes, clarify with examples, 
develop a prototype, and generate analogy maps of the 
attributes. Their model focuses on the key issues; attribute 
selection, attribute relations, examples, and analogies. The 
prototype is the bridge between the surface traits associated 
with attributes and the structural traits associated with 
analogies. In an earlier study, Newby and Sepich (1987) 
suggested that examples are the key instrumental components 
to forming new abstract concepts. Understanding concepts 
involves skills of generalizing and discriminating among 
examples. It is important to have examples and non-examples 
to broaden transfer to different knowledge domains. 
An interesting tool called the "Rational Set Generator" 
(Dempsey, 1986; Dempsey, Tucker, and Nichols, 1990) was 
developed to help generate examples and non-examples of a 
concept to thus increase the scope of student generalization. 
Driscoll & Tesser (1985) propose that similar examples 
facilitate concrete generalization (near transfer) and 
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contrasting non-examples facilitate abstract generalization 
(far transfer). Presentation of well chosen discriminating 
non-examples is posed as a key to far transfer. 
Klauer's transfer model (1988a, 1989) developed into a 
paradigmatic training program promoting inductive thinking. 
His process approach is similar to the German "Exemplarishes 
Lehren" (learning by examples) and proto-type development 
approach of Rosch (Klauer, 1989). Figure 2.4 demonstrates 
Klauer's inductive thinking hierarchy. 
INDUCTIVE 
THINKING 
ATTRIBUTES 
RELATIONS 
SIMILARITY (generalization) 
DIFFERENCE (discrimination) 
SIMILARITY & DIFFERENCE (cross-
classify) 
SIMILARITY (recognize relations) 
DIFFERENCE (discriminate relations) 
SIMILARITY & DIFFERENCE (system 
formation) 
Figure 2.4. Modified similarity-difference 
algorithm, Klauer (1989) 
Klauer uses six basic similarity-difference paradigms 
for the training of inductive reasoning. They are considered 
advanced organizers for the transfer experience. Klauer 
calls it "a higher-order information-processing approach" 
(Klauer, 1989, p. 8). The strength of his approach is its 
ability to help one come to a problem with a diversity of 
simple mental tools. 
The end of Klauer's hierarchy for relations, called 
system formation, results in a paradigm resembling a 2 by 2 
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matrix. He presents matrices to students with one of the 
matrix squares empty and asks students to use similarity 
and difference model skills to complete the matrix. 
The idea of using matrix paradigms as a cognitive strategy 
has also been successfully used by others (Kiewra, 1990; 
Dempsey, 1990; Tompkins, 1991). The significance of a matrix 
as presented by Klauer and of the model presented in this 
paper lies in its ability to present a system of objects and 
relations of understanding in one encapsulated concept model. 
Near and Far Transfer 
In an effort to create an operational definition of 
understanding Royer (1986), as shown in figure 2.5, has 
indexed transfer along two different dimensions: conditions 
of transfer and abstractness of transfer. Conditions of 
transfer, referred to as near and far, relate to how closely 
the training conditions match the transfer task conditions. 
If conditions are very similar, application of knowledge to 
the transfer task is considered near. If conditions are very 
different, the transfer task is considered far. Abstractness 
of transfer, referred to as literal and figurai, relate to 
the type or nature of knowledge being transferred. Literal 
refers to the transfer of a whole concrete skill or chuck of 
knowledge to a new learning task. Figurai refers to the 
transfer of a part of knowledge usually by means of a less 
concrete more procedural form as an analogy or metaphor. 
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FIGURAL Mastery of abstract Expert Performance 
(abstract) Knowledge 
LITERAL Mastery of basic Generalization of 
(specific) Skills Basic Skills 
NEAR TRANSFER FAR TRANSFER 
(same conditions) (different conditions) 
Figure 2.5 Royer (1986) transfer model 
Literal transfer is dependent on identification of surface-
structure attributes and figurai is dependent on 
identification of underlying relations and patterns. The 
significant point to remember is that transfer is a multi­
dimensional construct that can be used as an index of a 
student's understanding of a concept. Concreteness or 
similarity of conditions require fewer skills making transfer 
more likely while abstractness and dissimilarity of 
conditions require more skills making transfer less likely. 
It is suggested that by making the tools and skills 
available to subjects, transfer will more readily occur. 
The task is to bridge or mediate the distance between each 
dimension of the transfer task construct whether it be near-
far, figural-literal, or some other dimension. 
To help students learn abstract science concepts, John 
Clement (1989) has suggested giving students a series of 
stepwise 'bridging analogies' to mediate understanding. He 
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starts out giving students concrete or literal concepts which 
he calls "anchoring concepts" and gradually introduces more 
abstract concepts or analogies until the target abstract 
concept is grasped. His strategy is thus serial or linear in 
design. From Clement's study it could be proposed that 
separations between near and far transfer and literal and 
figurai domains can be overcome by training students to use 
specific bridging strategies. Training for recognition of 
facts and relations would model the procedures used by 
experts doing creative problem solving. Figure 
2.6 is an adaptation of Royer's (1986) model which includes 
the bridging strategy. 
In terms of Royer's (1986) dimensions, transfer of 
FIGURAL TRANSFER ABSTRACT EXPERT 
(abstract) KNOWLEDGE bridge PERFORMANCE 
analogies analogies 
bridge bridging bridging 
analogies bridge analogies 
LITERAL TRANSFER MASTERY OF GENERALIZE 
(specific) BASIC SKILL bridge BASIS SKILLS 
analogies analogies 
Figure 2.6 Modified Royer (1986) transfer model 
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understanding will be measured by the ability of the subjects 
to bridge the distances between the near-far and llteral-
flgural dimensional poles. In the present study near 
transfer refers to a short distance between conditions of 
learning a concept and problem solving and far transfer to a 
long distance between concept learning conditions and problem 
solving conditions. 
Summary 
This section describes a complex transfer model that 
can be used to deal with abstract concepts. It is based on 
the presupposition that abstract concepts must be dealt 
with in an expanded context using many levels or dimensions 
of reality or else a student will not be able to connect 
past concrete experience with a new unfamiliar abstraction as 
is found when learning statistical concepts. 
In sum, greater expansion of conceptual context plus 
refinement in differentiation equals greater understanding 
and transfer of abstract concepts. Specifically this 
procedure involves the use of the following skills. 
1. Using relations and attributes to analyze and organize 
similarities and differences. 
2. Ability to recognize and use sequence and series 
concepts. 
3. Ability to see dimensional structures when applied to 
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of simple and complex concepts. 
Ability to see dimensional structure of classification 
and discrimination hierarchies. 
Ability to see the multi-dimensionality of words on an 
concrete-abstract continuum. 
Ability to transfer dimensional rule systems to 
applications not specifically trained on. 
Research Hypotheses 
Near transfer of model procedures to similar 
problems will not be enhanced with model instruction. 
Far transfer of model procedures to dlssimlar problems 
will not be enhanced with model instruction. 
Near transfer or far transfer will not be enhanced when 
presentation order of model and problem materials is 
varied. 
Level of factual recall does not interact with model 
instruction producing a direct positive relation to 
far transfer. 
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CHAPTER 3. METHODOLOGY 
Introduction 
The methodology described below evolved from a pilot 
study conducted on 25 subjects. The pilot study determined 
timing aspects of each training component and suggested 
refinements for changes to the computer software used. All 
training was given on IBM compatible personal computers. 
Software used included a hypertext presentation format 
combined with computer slide show presentations. A 
computer-based multiple choice testing program asked test 
questions and recorded scores. Training and testing took 
about 50 minutes to complete for each treatment group. Each 
group was given a filler or warm up exercise in use of the 
computer software. 
Suggestions from subjects and observations of the pilot 
study resulted in the following observations and changes. 
1. The number of concepts in the training was reduced 
from 17 to 12 due to the perceived complexity of the 
materials and because some subjects were either not finishing 
the training or rushing to complete it in the time provided. 
2. Subjects liked the hypertext presentation of the 
concepts but indicated the testing software was difficult to 
use. Software that was easier to use was substituted. 
3. Noise of computers and ventilation made communication 
difficult therefore all verbal instructions were written out. 
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The Iowa State University Committee on the Use of Human 
Subjects reviewed this study and concluded that the safety 
and welfare of the subjects would be adequately protected. 
Confidentiality of data was maintained for each procedure and 
informed consent was obtained from each subject. 
Subjects 
Eighty first and second year college students from 
introductory psychology courses at Iowa State University were 
subjects for the experiment. Most subjects were novices to 
the statistical concepts presented. Student volunteers 
signed up for selected training times. Training times were 
randomly assigned by signup group to the four treatments. 
Research Design 
The study was based on a post-test only four treatment 
group design as shown in Figure 3.1. The main factor was 
training method with four levels: model and then concept 
training, concept and then model training, concept training 
only, and model training only. All groups took a 3-part 45 
question multiple choice post-test consisting of factual 
questions, near-transfer model problems, and far-transfer 
statistical concept problems. Fact and problem questions 
were randomly distributed among the first 30 questions. 
Fifteen model problems similar to those in the training were 
given last. 
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TRAINING POST-TEST 
Model Concepts 1 Facts + Concepts Model 
Concepts Model 1 Facts + Concepts Model 
(filler) Concepts 1 Facts + Concepts Model 
(filler) Model 1 Facts + Concepts Model 
Figure 3.1. Four-group post-test design 
Specific concept dimensions the experimental groups 
were trained on include the following: 
1. Orders of magnitude as greater than and less than; 
2. Relations like part-whole, global magnitude, identity; 
3. Similarity relations of sameness, class, category 
(attribute and relation) (is is-not); 
4. Difference and series relations on abstract statistical 
concepts; and 
5. Matrix relations with cross-classification aspects. 
Research Procedures 
1. Subject groups were randomly assigned to treatment 
session groups. 
2. Subjects completed a warm-up exercise in use of 
the computer software used in training. 
3. Subjects completed the computer-based instruction 
individually. 
4. Immediately after training, subjects took a 45 post-
test consisting of factual and transfer questions. 
34 
5. Subjects completed a training evaluation form. 
Independent Variables: Operational Definitions 
Instructional method; model 
The training model was presented as a camera analogy 
with three stages of development: concept camera, concept 
film strip, and a concept matrix. Each stage added a 
dimension of declarative and procedural knowledge. 
The "concept camera" component This component, a 
sameness or similarity dimension, consists of the four level 
vertical expansion of an abstract concept as shown in Figure 
3.2. The top level contains concept attributes, the second 
level contains the abstract concept, the third level holds 
Attributes 
MAIN CONCEPT 
Examples 
Analogies 
Big View Examples 
concrete 
attributes 
Fine 
Focus 
Lens 
Analogies: fine focus for 
fuzzy attributes 
Figure 3.2. Component # 1 named "The Concept Camera" 
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examples, and the bottom level analogies. The examples focus 
on concrete mappings of attributes to application concepts. 
Analogies fine focus the mapping of "fuzzy" or abstract 
attributes and relations to the concept. The emphasis is on 
how elements are "like" each other and how they fit together 
into a generalized main concept. 
Declarative knowledge needed to use the "concept 
camera" component model includes knowing the model concept, 
attributes, examples, and analogies. A subject must know 
that all attributes apply to all examples and that only one 
or more attributes apply to analogies. Examples must be seen 
as concrete and analogies as flexible. 
Procedural knowledge needed includes the ability to 
move vertically between the top and bottom levels of the 
model and to select and connect each attribute to each 
example and analogy. A tuning of the model by recursive 
non-linear selecting and connecting processes goes on until 
all the attributes are applied. A conscious mental picture 
along with a sub-conscious feeling for the concept should 
develop into a single composite production prototype image. 
The "concept camera" mapping of attributes to examples 
and analogies is defined by "IS-A" and "IS-LIKE" mappings as 
noted in Figure 3.3. "IS-A" mappings connect all selected 
attributes to examples. "IS-LIKE" mappings connect from one 
to all of the attributes to the analogies as in Figure 3.3. 
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The concrete examples and fuzzy analogies when taken together 
generate a prototype of the abstract concept. Examples 
generate "cognitive pictures" while analogies generate 
"cognitive feelings". The prototype is multidimensional. 
Model -> Mapping -> Prototype 
Attributes 
CONCEPT 
Examples 
Analogies 
'IS-A' 
'IS-LIKE' 
ATTRIBUTE 1 
ATTRIBUTE 2 
ATTRIBUTE 3 
NEW CONCEPT 
EXAMPLE 1 
EXAMPLE 2 
ANALOGY 1 
ANALOGY 2 
Composite 
Combined 
Merged 
New concept 
Of examples 
Analogies 
and 
Attributes 
Figure 3.3. "IS-A" and "IS-LIKE" model 
The attributes, examples, and analogies of this model 
help subjects visualize or picture relations which cannot 
always be easily observed. The model relates 'IS-A/ to 
examples and 'IS-LIKE' to analogies. In the Figure 3.4 
example, a car 'IS-A' T-Bird because a T-Bird has an engine, 
wheels, and is fast moving. A T-Bird is a concrete example 
of the concept car and can be used to build a prototype for 
the concept. To teach a young child the concept car, a T-
Bird would be a lexical item that mapped all its attributes. 
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In Figure 3.4 any car 'IS-LIKE' a factory because they 
both have complex engines or machinery that have fuel, 
input, and product output. Each 'IS-LIKE' a house because 
they are both expensive. "Buying a car IS-LIKE buying a 
house" is an analogy. The 'IS-LIKE' mapping relates to the 
single attribute of both car and house; expensive. 
IS-A Mapping 
> These examples help us see what 
the concept "Car" looks like on 
the outside. 
IS-LIKE Mapping 
> These concepts help us see the 
inner 'fuzzy' processes or 
relationships inside the 
idea 'Car'. 
Figure 3.4. "IS-A" and "IS-LIKE" example-analogy mapping 
"IS-A" mappings are concrete or stable and present 
objective mental pictures. "IS-LIKE" mappings are 
flexible and fuzzy and present an inside feel for the 
concept. Analogies help us take "inside" mental pictures, 
and examples help with "outside" mental pictures. The inside 
and outside mappings together make for a stable and flexible 
prototype transferred to problem solving situations. 
Figure 3.5 was an example presented in model 
training using the abstract personality or temperament 
concept "sanguine". Figure 3.6 is an example problem 
fast moving 
has 4 wheels 
has engine 
CAR 
T-Bird 
Corvette 
Factory 
House 
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of the concept thus making it more likely that it can be 
presented in the review section of model training. Problems 
were given to facilitate transfer of model training to new 
concepts given in the same four level model format. 
talkative 
likes action 
impulsive 
SANGUINE 
Jay Leno 
Phylis Diller 
Sales person 
A magpie 
River 
Jack-in-box 
Attributes applied form 'is-a' examples. 
Single attributes form 'is-like' analogy. 
SANGUINE IS-A Jay Leno 
IS-A Phylis Diller 
IS-A Sales person 
SANGUINE IS-LIKE a magpie (always talking) 
IS-LIKE a river (always moving) 
IS-LIKE a jack-in-box (impulse) 
Figure 3.5. Complete model training example 
Repeating 
Circular 
Regular 
Recursion 
Loop 
Circle 
Race Track 
Scratched Record 
Questions to Answer; 
1. Would a clock be an example? 
2. Can recursion go on for ever? 
3. Would recursion be on a calendar? 
4. How is recursion like a scratched 
Record? 
Figure 3.6. Example review problem 
The goal and focus of this model is to incorporate the 
following non-linear elements needed to facilitate transfer: 
1. The presentation of concept attributes, examples and 
analogies to enhance a subject's ability to select 
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the appropriate declarative facts related to the 
concept. This encapsulates both concept attributes and 
relations thus making use of immediate short term 
memory which requires fewer mental resources; 
The model focuses on concept surface structures with 
examples and the deep relational structure with the 
analogies. Both types of structures are needed for 
transfer to occur; 
The examples form concrete anchor points for creating 
stable prototypes which encapsulate attribute 
information. This facilitates transfer to other 
similar examples having similar attributes; 
The analogies encapsulate deeper relations which make 
the prototype concept more flexible. Analogies and 
examples together facilitate transfer to non-similar 
problems which may have similar internal relations but 
not the same surface attributes; 
The model shows how concept elements are alike and 
encourages subject generalization of specifics to 
higher level generalizations or prototypes. The 
concept can then be more easily transferred or applied 
to more diverse problem situations; and 
A vertical concept bridge facilitating transfer is 
the result. 
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The "concept film strip" component As illustrated 
in Figure 3.7, this "difference component" maps attributes or 
concepts into a linear horizontal series or sequence in 
contrast to the vertical non-linear camera component. The 
camera picture concept in the camera model is expanded to 
focus on differences between concepts as well as 
similarities. The question is not how "is-like" but how 
"is-different". This difference is defined along a specific 
dimension or scale. Differing magnitudes along this scale 
develop a broad context for each individual concept. The 
conceptual complexity gets raised from a nominal level in the 
camera to an ordered level in the film strip. 
> 
CONCEPT 1 1 CONCEPT 2 1 CONCEPT 3 
PICTURE 1 1 PICTURE 2 1 PICTURE 3 
Figure 3.7. Concept film strip progression 
Both declarative and procedural knowledge are needed to 
use the "concept film strip". Declarative knowledge needed 
includes recognizing the individual concepts, the dimension, 
and the dimension scale. These become the attributes and 
relations for understanding the whole concept progression. 
Procedurally, subjects need the ability to move 
horizontally between the left and right parts of the model 
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and to apply dimension characteristics to each part 
successively. A sense of step by step movement, position, 
and context should develop between the parts. Once the 
dimension is recognized, the relationship between the parts 
becomes fixed until a different dimension is applied to the 
same three concepts. There can be many dimensions applied to 
the same concept strip. 
This second component brings into focus dimensions and 
scale relationships among related attributes and concepts. 
Snapshots in a real film strip are ordered on the dimension 
time by using a scale of early and later pictures. By 
putting together the pictures in a series a story line can be 
developed that would have been impossible with individual 
snap shots. Figure 3.8 demonstrates that almost any 
dimension can be created to sequence three or more concepts. 
"DIMENSION" "SCALE" CONCEPT STRIPS 
PRODUCTION begin - end 1 input process output 
TIME early - late 1 morning noon night 
OBJECTS light - heavy 1 air wood lead 
ANIMALS cute - ugly 1 kitty bear snake 
Figure 3.8. Concept film strip component scales 
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The dimension is a prototype concept linking common 
attributes in three different concepts. 
Dimensions and scales put a wide angle lens on the 
camera model thus giving reference points for differences in 
the related concepts. The dimension scale by its serial 
character is a "difference" scale thus encouraging 
discrimination rather than generalization. 
The goal and focus of the "concept film strip" can be 
described as follows: 
1. The concept film strip focuses on the differences 
between a set of concepts and on the relationship that 
pulls these differences together into a single series; 
2. Transfer can be enhanced when two distinctly different 
problem situations can be connected by a common 
dimension or progression and thus become analogical to 
each other based on the common attribute progression. A 
tree is like a factory because they both have the same 
attribute progression: input-process-output; and 
3. An analogy is created when a complex relationship is 
transferred to a problem having a similar set of 
attribute relations. Procedurally, if two concepts from 
different contexts are linked, each concept part along 
with the whole concept strip gets linked. 
The "concept matrix" component Combining the concept 
camera's vertical dimension and the concept film strip's 
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horizontal dimension together, a concept matrix is formed 
which includes all the attributes, examples, and analogies. 
A system or network is formed with complex attributes and 
relationships as shown in Figure 3.9. 
Declarative knowledge needed to use the model includes 
recognizing the model parts, the individual concepts, the 
dimension, and the dimension scale. These form the 
attributes for the concept progression as a whole. A matrix 
user should recognize that two dimensions are interacting 
forming a system of attributes, examples and analogies. Each 
row of attributes has a dimension scale which can be applied 
Model #1 Model #2 Model #3 
attribute 
Related concepts 
AT": RIBUT ES 
CONCEPT + ONE TWO THREE = 1 2 3 
examples 
analogy 
E] 
Al 
AMPLE 
ALOGI 
3 
2S 
Figure 3.9. The concept matrix component 
as a whole to each example and analogy. The matrix acts as a 
system or whole where every part has a vertical and 
horizontal connection to every other part. 
Procedural knowledge includes the ability to move 
horizontally between the left and right parts of each model 
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row; vertically between attributes, examples and analogies; 
and to move diagonally across the matrix to see extended 
relations. Procedural movement combines vertical non-linear 
recursive movements and horizontal linear movements. 
The goal, focus, and result of the "concept matrix" 
is a system analogy bridge facilitating transfer. 
1. The concept matrix focuses on the system effect. 
2. Every part is interactive with every other part. The 
ability to move around in a contained environment 
brings attributes for transfer together in one model. 
3. Both surface attributes and abstract attribute 
relationships are visible in one concept system. The 
distance between different concepts is bridged by the 
vertical and horizontal structure of the matrix. 
A system example of a personality matrix (Eysenck, 
1965, p. 45) is shown in Figure 3.10. 
PERSONALITY "TYPES" DIMENSION SCALE 
Talker Thinker Doer Manifestation 
Hyper Analytical Practical Description 
Mouth Mind Muscle Bodily Instrument 
SANGUINE PHLEGMATIC CHOLERIC Concept 
Jay Leno A.Einstein Mother Theresa Name 
Sales Teaching Service Occupation 
Sunlight Turtle Tug Boat Object 
River Well Canal Water 
Figure 3.10. Personality type matrix 
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Instructional method; concept 
The concept training group only had exposure to the 
statistical concepts. They did not have training in the use 
of the model. Their training consisted of learning 12 
abstract statistical concepts facilitated by the three models 
presented in the previous section. They only had statistical 
concept exposure in the training. No declarative or 
procedural training of the model occurred. 
Each concept was presented through textual 
explanations, summarizations of points, and the three 
models. The twelve concepts were divided into three training 
sections with example review problems following each section. 
Figures 3.11-13 demonstrate examples of three of the concepts 
as applied to a concept camera, concept film strip, and 
concept matrix. 
Attributes 
Most occurring 
Insensitive 
multiple scores 
Concept MODE (M) 
Example 
1 2  3 ( 4  4 )  
(111) 2 3 (4 4) 
& (***) % $ @ 
Analogy sales talk 
* mode is in ()'s 
Figure 3.11. Concept camera of "MODE" 
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Scale: General Specific 
concept MODE MEDIAN MEAN 
Figure 3.12. Concept film strip for mode, median, mean 
Attrib. 
Any Score 
Insensitive 
Most score 
Any but ends 
Middle Sensitive 
Middle score 
Only one score 
All Sensitive 
Average score 
Concept MODE MEDIAN MEAN 
Example 1 2 3 (4 4 ) 1 2(3)4 4 (1+2+3+4+4)/5 
Analogy Sales Talk Hi-way median Circle's Center 
Figure 3.13. Concept matrix for mode, median, mean 
Statistics training involved only declarative and 
procedural training related to working with statistical 
concept problems. Even though the camera model was present 
in the concept training materials, its full impact could have 
only been understood by those who had gone through the camera 
model training. 
Instructional method: model and concept 
This level of instruction included two groups of 
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subjects. The first group had model training followed by 
concept training but the second group had concept training 
followed by model training. Both groups thus had opportunity 
to transfer the declarative concept training and the 
procedural model training to the test problems that followed. 
The first group would have a slight advantage with concept 
questions since it was the last thing they learned. The 
second group would have a slight advantage with model 
questions since it was the last thing they learned. 
The goal was to see if the groups having both 
declarative and procedural training with models and 
statistical concepts would transfer this information 
together to the concept and model problems in the 
post-tests. Near transfer of the model training should 
flow to the model test questions and far transfer of the 
model training to the statistical concept problem questions. 
Factual recall 
The relationship between factual recall and transfer 
has been found in many instances (Keane, 1988). The 
level of transfer is restricted by the amount of declarative 
knowledge available to the learner (Clark et al., 1989). 
Factual and statistical questions were randomly 
distributed in the conceptual post-test but were scored 
separately. Factual recall questions differ from the problem 
questions because they ask only verbatim recall of facts and 
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Which is the calculated average of scores? 
a. Mode 
b. Median 
c. Mean 
d. None of the above 
Figure 3.14. Sample factual recall question 
do not require indirect application to a problem. Figure 
3.14 is an example of a factual question. 
Dependent Variables: Measuring Instruments 
Outcome measures 
Two dependent measures were employed: near transfer and 
far transfer. The measures were classified using Royer's 
(1986) two-dimensional approach. The near transfer test is 
considered "near" because it does not require procedural 
knowledge beyond that contained in the model training. 
Conditions of training are similar to those of testing. The 
far transfer is considered "far" because it goes beyond 
what is specifically covered in the model training and would 
require application in a different context. Conditions in 
training are different from those of testing. 
Near transfer Immediately after training and 
the 30 fact-problem questions, subjects were given 15 model 
questions. Each model question applied one or more of the 3 
model components to new problems. Similar types of example 
questions were reviewed in training by subjects who had 
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camera model training. Questions either asked which aspect 
of the model was incorrect or asked subjects to complete 
incomplete models. The items required literal near transfer 
of procedural knowledge learned in training and mastery of 
the basic model skills . Figure 3.15 demonstrates one of the 
near transfer model questions. 
Far transfer Immediately after training, subjects 
were given 30 randomized questions, 15 factual and 15 
problem, related to the statistical training. The problem 
items required far transfer of procedural and declarative 
knowledge learned in training. The patterns used to solve 
Which EXAMPLE DOES NOT MATCH the with attributes above. 
a. Example 
b. Archetype 
c. Mold 
d. All are ok 
Figure 3.15. Model questions 
the problems would have to be inferred from a combination of 
the model training and the statistical concept training. 
Thus, it required a generalization of general skills learned 
in training. Figure 3.16 demonstrates one of these 
questions. 
Stable 
Organized 
Logical 
Patterned 
PARADIGM 
Example 
Archetype 
Template 
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Which scale of measurement would be used in the following; 
A Gallup poll was conducted over a random sample of 
registered voters before the election. They could indicate 
preference for The Republican George Bush, the Democrat 
Bill Clinton, the independent Ross Perot, another 
candidate, or none. 
a. nominal 
b. ordinal 
c. interval 
d. ratio 
Figure 3.16. Problem question 
Empirical Hypotheses 
The analysis for each hypothesis will be stated for a 
regression model (a) followed by one for an analysis of 
variance model (b). Thus, there will be two null hypothesis 
for each emperical hypothesis. 
Null Hypothesis la: Hq: Bi = B2 = B3 = 0 
lb; HQ: ui = U2 = U3 = U4 
Near transfer of model procedures to post-test model 
problems is not significantly different for the model 
instruction group than the other treatment groups. 
Null Hypothesis 2a: Hq! B^ = B2 = B3 = 0 
2b: Hq! ui = U2 = U3 = U4 
Transfer of model procedures to post-test statistical 
problems for the model instruction group is not 
significantly different from other treatment groups. 
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Null Hypothesis 3a; Hq; Bi = 0 
3b: Hq: u^ = U2 
Scores for near transfer and far transfer are not 
significantly different when presentation order of 
camera model and statistical training materials differ. 
Null Hypothesis 4a: Hq: B4 = 0. 
4b: Hq: u^ = U2 
Factual recall does not interact significantly with 
statitical problem solving ability. 
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CHAPTER 4. RESULTS 
Introduction 
Results from tests on free factual recall, near 
transfer of model procedures, and far transfer of model 
procedures are presented descriptively and analyzed using a 
multiple regression model. Both dependent and independent 
variables are described. All tests of significance were 
tested at the 95% confidence level (p <.05). 
Descriptive Data 
Table 4.1 summarizes the answers to the following three 
questions, the covariates in the analysis, asked of each of 
the 80 subjects in the study: 
1. Which year of school are you in? 
2. How many statistics courses have you taken? 
3. What is your ACT score? 
Table 4.1. Subject personal characteristics 
YR IN SCHOOL^ Fr : 08 So ; 22 Jr : 09 Sr : 01 
# STAT COURSES 0 : 74 1 ; 04 2 : 02 3 : 00 
ACT SCORE <21 : 16 21-23 : 35 24-26 : 22 >26 : 07 
3 Fr = freshman; So = sophomore; Jr = junior; Sr = senior 
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Results show that 70 out of 80 were 1st and 2nd year 
students. Most subjects, 74 of 80, had no previous 
statistics classes. No group had more than 3 subjects with 
statistical course experience. An analysis of variance of 
ACT composite scores with all four treatment groups showed no 
significant difference (F = 1.449, p > .05) between groups 
indicating an unbiased random sample (Table 4.2). 
Table 4.2. Analysis of variance: ACT by treatment 
SOURCE D.F. 
SUM OF 
SQUARES 
MEAN 
SQUARES 
F 
RATIO 
F 
PROB. 
BETWEEN GROUPS 3 3 .300 1.100 1.449 *.235 
WITHIN GROUPS 76 57.700 .759 
TOTAL 79 61.000 
*Not significant at the .05 level 
Table 4.3 shows a summary of the four treatment group 
scores for the two dependent variables and the independent 
variable factual recall. The model-only group scored the 
lowest in all three post-tests. The concept-only and 
concept-model groups did best in factual recall. The model-
concept and concept-model groups did best in near transfer. 
The concept-model did best in far transfer. The standard 
deviations did not appear to have large variance. Both a 
regression and an analysis of variance model was used to test 
for significant differences for the dependent variables. 
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Table 4.3. Subject treatment group scores 
^Model-Concept Concept-Model Concept Model 
N=20 N=20 N=20 N=20 
MEAN STD MEAN STD MEAN STD MEAN STD 
FACTb 6.50 2.01 
NEAR Tr. 7.35 2.25 
FAR Tr. 7.15 2.58 
8.11 2.28 8.20 
7.30 2.39 5.90 
8.5 2.26 7.65 
2.42 5.50 2.24 
2.63 5.30 2.74 
2.78 5.70 1.95 
&Four treatment groups represented. Model-Concept had 
model followed by concept training; Concept-Model had concept 
followed by model training; Concept had concept only 
training; and Model had model only training. 
^^ 15 questions tested for factual recall. 15 questions 
tested for near transfer. 15 questions tested for far 
transfer. 
Regression Analysis Model 
An orthogonal regression model was used to determine the 
effect of the independent variables on the continuous 
dependent variables, near model transfer and far model 
transfer. The regression model also determined the 
interaction of factual recall with each treatment group. 
Following is a multiple regression model for each continuous 
dependent measure: Yj = Group effect + Fact effect + 
Interaction effect + Covariate effect + Constant + Error. 
Table 4.4 describes the orthogonal regression coding used to 
make the three group comparisons of the four treatments. 
Note that a regression group variable refers to a comparison 
of two or more training sessions. The three groups variables 
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Table 4.4. Regression coding for contrasting group effects 
Regression Group Variables ^2 ^3^ 
Session XI X2 X
 
w
 
Training Session 
1 1 1 0 Model then Concept 
2 -1 1 0 Concept then Model 
3 0 -1 1 Concept only 
4 0 -1 -1 Model only 
& = group 1 vs group 2; X2 = groups 1+2 vs groups 
3+4; X3 = group 3 vs 4. 
together indicate the contribution of training session 
effects to the regression model. Group 1 is a comparison of 
training session 1 and 2 where both had model and concept 
training. Group 2 compares sessions having both model and 
concept training with those that did not. Group 3 compares 
the sessions that had only a single training session. Figure 
4.1 shows the regression model which includes the immediate 
factual recall effect; the interaction effects of groups with 
facts; and the covariates of ACT scores, year in school, and 
number of statistics courses taken. The constant is the 
intercept value and error is the standard error. 
The significance of main effects, interaction effects, 
and covariates were calculated. The interaction of fact 
recall and far transfer was determined using a similar 
regression model. 
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Groups/Facts 
Groups^ Factsb Interaction^ 
YjS = BI(XI)+B2(X2)+B3(X3) +64 (X4) +B5 (X5) H-Bg (Xg)+B7 (X7)+ 
Covariatesd Constant Error 
B8(Xg)+Bg(Xg)+Bio(XiQ) +Bo +Ej 
= group 1 vs 2 ; X2 = group 1 & 2 vs 3 &4; X3 = group 
3 vs 4. Group 1 = model+concept; 2 = concept+model; 3 = 
concept only; 4 = model only. 
^X4 = facts effect. 
CX5= Xi * X4; Xg = X2 * X4; X7 = X3 * X4, 
^Xg = ACT; X9 = school year; X^g = # of stat courses. 
®Yj = dependent measures: near and far transfer. 
Figure 4.1. Development of Regression model 
Regression analyses were run using orthogonal regression 
procedures were run for the two dependent variables: near 
transfer (model), and far transfer (concept). 
For each dependent variable residuals were examined for 
linearity, homogeneity, and outliers. The correlations 
among the independent variables were inspected for 
collinearity. None of the regressions failed to meet the 
assumptions for normality and collinearity or outliers for 
range variance. Raw data scores were used for the dependent 
variables near and far transfer. 
Table 4.5 presents a summary of analysis of variance 
results for full regression model with significant F values. 
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Table 4.5 Summary regression analysis of variance 
FAR TRANSFER 
DF SUM SQRS MEAN SQR 
NEAR TRANSFER 
SUM SQES MEAN SQR 
REGRESSION 10 194.959 19.496 
RESIDUAL 69 334.529 4.848 
141.540 
400.348 
14.154 
5.802 
F = 4.021 SIG F =.0002** F =2.439 SIG F =.015* 
^ Far transfer (problem ); near transfer (model). 
* Significant at or beyond the .05 level. 
**Significant at or beyond .01 level. 
Table 4.6 presents a summary of regression results; R-squares 
and significant F values. Table 4.6 presents the significant 
T values for each of the independent variables in the 
regression equation. 
The summary analysis of variance for the regression 
confirms that there is a significant relationship between the 
dependent variables near and far transfer and the 10 
independent variables in the regression (p < .05). 
The summary regression results in Table 4.6 show that of 
the four independent variable types, only facts and 
covariates showed significant relationships to the dependent 
variables. The covariates showed a significant relationship 
between the covariate scores and the near transfer dependent 
variable (p < .05) indicating that at least one of the three 
covariate measures had a significant positive relation with 
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near transfer scores. The facts variable showed a 
significant positive relation between factual retention 
scores and the far transfer independent variable (p < .01). 
The regression showed no significant relation between the 
treatment groups and the dependent variables. 
Table 4.6. Summary of results for regression 
REGRESSION NEAR TRANSFER FAR TRANSFER 
VARIABLE R2 F R2 F df 
GROUPS .033 1.036 .025 0.913 3,69 
FACTS .007 0.625 .116 12.682** 1,69 
INTERACTION .016 0.483 .034 1.224 3,69 
COVARIATES .134 4.173* .025 0.908 3,69 
* Significant at or beyond .05 level. 
**Significant at or beyond .01 level. 
A summary of partial regression and T values in Table 4.7 
shows the individual effects of each of the 10 regression 
variables by type: covariate, recall, group, and interaction. 
Of the covariates only ACT score shows a signifcant 
relationship to the near transfer dependent variable (P < 
.01). The recall or fact score shows a significant 
relationship to the far transfer dependent variable (p > 
.01). The group variables match the comparison regression 
coding in Table 4.4 and the interaction matches factual 
recall with each of the treatment group comparisons. Neither 
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Table 4.7. Summary of partial regression and T values 
NEAR TRANSFER FAR TRANSFER 
VARIABLES B T SIG T B T SIG T 
-covariates-
ACT score 1.141 3 .260 **.002 .524 1.639 .106 
#Stat Courses .115 .145 .886 -.164 -.226 .822 
School year .068 .178 .859 -.085 —. 244 .808 
-recall-
Fact score -.102 -.790 .432 .420 3.561 **.001 
-groups-
T1 vs T2 1.554 1 .107 .272 -.059 —. 046 .964 
T1+T2 vs T3+T4 1.091 1 .129 .263 -.842 -.953 .344 
T3 VS T4 .450 .360 .720 1 .738 1.522 . 133 
-interaction-
Fact X X2^ -.027 -.210 .835 .181 1.529 .131 
Fact X (T1 T2) -.218 -1 .170 .246 -. 020 -.116 .908 
Fact X (T3 T4) -.048 -.280 .780 -. 172 -1.102 .274 
BSee Figure 4.1. for details of each variable. T 
precedes each treatment group. 
^X2 signifies T1+T2 vs T3+T4. 
**Significant at or beyond .01 level. 
the groups or interaction variables showed significant 
relationships to either the near or far transfer dependent 
variables. 
Analysis of Variance Model 
Tables 4.8-10 show analysis of variance and post hoc 
results when near transfer scores, far transfer problem 
scores, and facts are compared with the treatment groups. 
These do not consider covariates or interactions. 
Table 4.8 shows the analysis of variance results 
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comparing scores on 15 conceptual model (applications of 
camera model) questions among the four treatment groups 
showed that a significant variance difference existed (F = 
3.341, p < .05). The results of the LSD (Least significant 
difference) post hoc comparison showed that the model-only 
group was significantly different from both the model-concept 
and concept-model treatment groups (p < .05) but not from the 
statistical concepts-only group. 
Table 4.8. Analysis of variance: model by treatment^ 
SOURCE D.F. 
SUM OF 
SQUARES 
MEAN 
SQUARES 
F 
RATIO 
F 
PROB. 
BETWEEN GROUPS 3 63.138 21.046 3.341 *.024 
WITHIN GROUPS 76 478.750 6.299 
TOTAL 79 541.888 
^LSD post hoc result: model-concept and concept-model 
different from model-only at .05. 
•Significant at or beyond the .05 level. 
Table 4.9 shows the analysis of variance results comparing 
scores on the 15 statistical problem questions with the four 
treatment groups. The analysis showed that a significant 
variance difference does exist (F = 4.860, p < .05) between 
the groups. The results of the LSD (Least significant 
differerence) post hoc comparison test showed that the 
model-only group was significantly different from 
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Table 4.9. Analysis of variance: problem by treatment^ 
SUM OF MEAN F F 
SOURCE D.F. SQUARES SQUARES RATIO PROB. 
BETWEEN GROUPS 3 85.238 28.413 4.860 * .004 
WITHIN GROUPS 76 444.250 5.845 
TOTAL 79 529.488 
&LSD post hoc result: model-only different from 
concept-model and concept-only at .05. 
**Significant at or beyond the .01 level. 
both the concept-only and concept-model treatment groups 
(p < .05) but not significantly different from the model-
concept group. 
Table 4.10 shows the analysis of variance results 
comparing scores on 15 statistical fact recall questions 
among the four treatment groups showed that a significant 
variance difference existed (F = 6,944, p < .01). The 
results of the LSD (Least significant differerence) posthoc 
comparison show that the concept-model is significantly 
different from both the model-only and the model-concept 
groups (p < .05). Results also show that the concept-only is 
significantly different from both the model-only and the 
model-concept groups (p <.05). 
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Table 4.10. Analysis of variance; fact by treatment^ 
SUM OF MEAN F F 
SOURCE D.F. SQUARES SQUARES RATIO PROS. 
BETWEEN GROUPS 3 104.638 34.879 6.944 ** .0003 
WITHIN GROUPS 76 381.750 5.023 
TOTAL 79 486.388 
®LSD post hoc result: concept-only and model-concept 
different from both concept-model and concept-only at .05 
level. 
** Significant at or beyond the .01 level. 
The statistical null hypotheses relating to near 
transfer, far transfer, training order, and factual 
interaction along with resulting conclusions follow. 
Significant results were based on a one-tailed analysis at 
the 95% level of confidence (p <.05). For the total 
regression the null hypothesis is; Ho; Ri-io* 
The analysis for each hypothesis will be stated for a 
regression model (a) followed by one for an analysis of 
variance model (b). Thus, there will be two null hypothesis 
for each empirical hypothesis. 
Near Transfer 
Null Hypothesis la; Hq: = 83 = B3 = 0 
lb; Hq: ui = U2 = U3 = U4 
Transfer of conceptual model procedures to post-test 
conceptual model problems is not significantly 
63 
different for the model Instruction group than the 
other treatment groups. 
Result la: The null hypothesis was not rejected. The 
four treatment groups had a combined R-square of .033 
(F = 1.036/ df =3,69). An F-value of 2.74 is 
required for the 95% confidence level (p < .05). The 
treatment groups were not significantly different from 
other model groups. 
Result lb: The null hypothesis was rejected. The 
analysis of variance showed an F value greater than was 
needed for the 95% confidence level (p = .024, df = 
3,76). The LSD post-hoc test showed that the model-
concept and concept-model treatments were different 
from model-only treatment group at the .05 level. 
Far Transfer 
Null Hypothesis 2a; H©: = B2 = B3 = 0 
2b: Hq: ui = U2 = U3 = U4 
Transfer of model procedures to statisitcal concept 
problems is not significantly different for the model 
instruction group than other treatment groups. 
Result 2a: The null hypothesis was not rejected. The 
four treatment groups had a combined R-square of .025 
(F = 0.913, df = 3,69) An F-value of 2.74 is 
required for the 95% confidence level. The treatment 
groups were not significantly different. 
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Result 2b: The null hypothesis was rejected. The 
analysis of variance showed an F value sufficient for 
the 95% confidence level (p = .004, df = 3,76). The 
LSD post-hoc test showed that the concept-only and 
concept-model treatments were different from model-only 
treatment group at .05 level. 
Training Order 
Null Hypothesis 3a; Hq: = 0 
3b: Hq: ui = U2 
Scores for near transfer and far transfer are not 
significantly different when presentation order of 
camera model and far transfer problem materials 
differ. 
Result 3a: The null hypothesis was not rejected. The 
four treatment groups combined had F-values for near 
transfer of 1.036 and far transfer 0.913 (df = 3,69). 
An F-value of 2.74 is required for the 95% confidence 
level ( p < .05). Neither the treatment groups nor the 
presentation order were significantly different. 
Result 3b: The null hypothesis was not rejected 
Even though analysis of variance showed an F value 
greater than was needed for the 95% confidence level 
for both near and far transfer (p = .024,p = .004, df = 
3,69). The LSD post-hoc test in both cases showed no 
significant difference (p < .05) between the concept-
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model and model-concept treatment groups scores for 
near or far transfer. 
Factual Interaction 
Null Hypothesis 4a: Hq: B4 = 0 
4b: Hq: ui = U2 
Factual recall does not interact significantly with 
far transfer and does not produce a direct positive 
relation to far transfer scores. 
Result 4a: The null hypothesis was rejected with an 
R-squared of .116 and resulting F-value of 12.682. 
With degrees of freedom (1,69) a significant F-value 
of 3.98 is required for the 95% confidence level. At 
the .01 level an F-value of 7.01 is required. Factual 
recall does interact directly with far transfer at 
both the .05 and .01 level. 
Result 4b; The null hypothesis was rejected. The 
analysis of variance showed an F value sufficient for 
the 95% confidence level (p = .0003, df = 3,76). The 
LSD post-hoc test showed that the concept-only and 
model-concept treatments were different from both 
concept-model and concept-only groups at the.05 level. 
Summary 
Calculations of R-squared values were made by 
subtracting from the full regression R-squared the value for 
66 
the R-squared value of the equation including all variable 
items except those for which effects are being determined. 
The R-squared of the groups independent variable was the full 
regression R-squared value minus the regression for variables 
facts, interaction, and covariates. 
Referring to Figure 4.1, the calculations for groups is 
as follows: groups = full - R^y.4-i0' Subtracting every 
factor that is not groups from the full regression leaves the 
effect of groups. The full regression model, written 
R2y 2-10' includes all the variables. 
Table 4.6 gives a summary of the regression results for 
the dependent variables near and far transfer. These results 
show a significant F for near transfer with a probability of 
less than .0007 and for far transfer less than .015. The 
near transfer effects reflect the influence of the 
covariates, mainly the ACT score, and the far transfer 
effects reflect factual recall input as seen in Table 4.5. 
Table 4.7 gives the significant T for each independent 
variable. The significant T for relating factual recall and 
dependent variable far transfer gives a probability of less 
than .0007. It is the only variable below the .05 
significance level. For near transfer the specific covariant 
having the most impact is the ACT score with a significant T 
with a probability of less than .002. It is the only 
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covariant for near transfer lower than the .05 level. 
The full regression model for the near transfer 
dependent variable with all raw coefficients follows: 
Yi = .116 (Xi) + -.048 (X2) + 1.554 (X3) + 1.091 (X4) + 
.068 (X5) + 1.141 (Xg) + -.102 (X7) + .4501 (Xg) + 
-.027 (Xg) + -.218 (Xiq) + 4.334 + E^. 
The full regression for the far transfer dependent 
variable with all raw coefficients follows; 
Y2 = -.164 (Xi) + -.172 (X2) + -.059 (X3) + -.842 (X4) + 
-.085 (X5) + .524 (Xg) + .420 (X?) + 1.738 (Xg) + 
.181 (Xg) + -.020 (Xio) + 3.483 + E2 
A summary of results follows: 
Result 1. Positive effects of model training for near 
transfer of procedural skills were not demonstrated 
from the results for the regression model but were 
demonstrated for the analysis of variance model which 
did not consider covariance or interaction variables. 
Result 2. Positive effects of model training for far 
transfer of procedural skills was not demonstrated 
from the results for the regression model but were 
demonstrated for the analysis of variance model which 
did not consider convariance or interaction variables. 
Result 3. Presenting the model training before or after 
conceptual training did not make any significant 
difference on the near or far transfer scores. 
Result 4. Interaction between level of factual 
recall and ability to solve related statistical 
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problems, far transfer, was demonstrated. There was 
direct relationship between knowing facts about the 
concepts and solving problems. The factual recall 
score was a predictor of far transfer scores. 
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CHAPTER 5. SUMMARY, DISCUSSION, AND RECOMMENDATIONS 
O 
Summary 
The purpose of this study was to investigate the 
effectiveness of model training to facilitate student 
understanding of abstract statistical concepts. Based on 
previous research on transfer of schema and model learning 
(Mayer, 1989; Caplan, 1990; Bayman & Mayer, 1988; Klauer, 
1990) it was hypothesized that subjects having model training 
would do better on transfer problems. It was also 
hypotheisized that those who retained the most factual 
information would do better on the far transfer tasks. 
Post-tests were given to determine if the model 
procedures were transferred to similar model type problems 
(near transfer), and to statistics problems (far transfer). 
The effectiveness of positioning model training before or 
after statistics training was investigated. Finally, this 
study also investigated the interaction of factual retention 
with level of statistical problem solving. This study's 
expectations and results follow. 
Near transfer 
It was expected that subjects having the camera model 
training would do better on the 15 post-test questions 
covering problems related to the camera model training 
session. All of the four treatment groups had model training 
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except the group having statistical training only. The 
statistics-only group was expected to have lower post-test 
model scores than the other three groups. 
The unexpected results of the regression model, which 
included the covariate and interaction variables, showed no 
significant differences between any of the four treatment 
groups for post-test camera model scores. It did show a 
significant relation between ACT score and near transfer 
scores for the four groups which indicated that those who 
have higher ACT scores did better on the post-test. Since 
ACT composite scores is an indication of general 
intelligence, this result was not surprising. 
Even more unexpected, the results of the analysis of 
variance model showed a significant difference between the 
four treatment groups. This difference was not between the 
statistics-only subjects and the other groups. It was between 
the camera model-only treatment and the two concept and 
model groups. The model-only treatment group had the lowest 
scores of all the groups! It is assumed the no camera model 
training group would have used their own problem solving 
skills to solve the model problems and the minimal training, 
in the form of an example at the beginning of the post-test, 
was all they had. It is suggested that the camera model 
training was not complete enough and when used by subjects in 
conduction with previous problem solving skills actually 
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caused confusion and thus lower scores for the model-only 
group. The two model plus statistics concepts groups, who 
had the highest scores, were exposed to the model both in the 
camera model training session and through the statistical 
examples which used the camera model patterns. These groups 
actually had double exposure to the model and over a longer 
period of time which could explain their higher scores. A 
functional fixedness of cognitive structures may explain the 
subjects' reticence in the camera model-only group to adopt a 
new problem solving procedure (Brown 1989). 
The regression model, by taking into account personal 
experience and intelligence factors, eliminated the 
differences suggested by the analysis of variance mode. This 
indicates there was no training effect or that more time and 
exposure to the model was needed to produce significant 
transfer differences between treatment groups. 
Far transfer 
It was expected that subjects having both the camera 
model training and the statistical concept training would do 
better on the 15 post-test questions covering statistical 
problems. Two of the four treatment groups had training in 
both: the model-concept and concept-model groups. The 
statistics-only and model-only groups were expected to have 
lower post-test statistic problem scores. The unexpected 
results of the regression model which included the covariate 
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and interaction variables again showed no significant results 
between any on the four groups for post-test statistics 
scores. It did show a significant relation between the fact 
retention score and the statistics problem solving scores 
used to measure far transfer. This indicated that those who 
recalled more statistical facts from the training did better 
on the statistics problems in the statistics problem post-
test. Since problem solving requires knowing both the 
declarative knowledge of the problem domain and the 
procedural knowledge to attain a solution this result could 
be expected. 
In contrast to the regression results, the analysis of 
variance model showed an expected significant difference in 
statistics problem scores between the four groups. The 
significant difference was between the camera model-only and 
both the concept-model and concept-only groups. The model-
concept group scores fell in between. As expected, the 
model-only had the lowest scores since they had no statistics 
training. The groups having the statistics material 
presented first in the training (concept-model and concept-
only) had the higher scores and those not having the material 
or having it presented after the camera model training 
(model-concept and model-only) had lower scores. This result 
would agree with Mayer (1985) who concludes that models 
presented after instruction are not effective thus making the 
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concept-model and concept-only groups virtually thé same. It 
also would indicate that having the statistical concepts 
presented first in the training sequence was more significant 
in problem solving than the camera model training. Having 
the model training before the statistical concept training 
may have caused facts to be processed inefficiently. Thus, 
the model-concept group had lower factual recall scores than 
both the concept-model and the concept-only groups. 
The regression model, by taking into account personal 
experience and intelligence factors, eliminated the 
differences suggested by the analysis of variance model, and 
again contributes to the suggestion that more time and 
exposure to the model was needed to produce significant 
differences between treatment groups. 
Order of training 
It was expected that subjects having the camera model 
training before statistics training would not be different 
from those having it after training. Thus the order of 
training would not cause significantly different results and 
there would be no difference between the model-concept and 
the concept-model treatment groups. 
The regression model found no significant differences 
between treatment groups for either model or statistics 
problem scores. Although the analysis of variance 
model found significant differences between groups for both 
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far and near transfer variables, in no case were the 
model-concept and the concept-model treatment groups 
significantly different. Taking into consideration the 
near and far transfer results, this may be due to the large 
impact of factual retention combined with incomplete mastery 
of the model procedures themselves. 
Factual interaction 
It was expected that factual recall scores would be 
positively related to post-test statistics problem scores 
(far transfer). 
As predicted, the regression model results showed a 
significant relation between statistical problem scores and 
factual recall. It follows that in order to solve a problem 
a subject needs to be able to retrieve the declarative 
knowledge related to the problem. Facts are necessary 
but not sufficient alone to problem solve. 
As predicted, the analysis of variance model showed a 
significant difference between treatment groups for factual 
post-test scores. Both the model-only and the model-concept 
group scores were found to be significantly lower than both 
the concept-model and concept-only treatment groups. The 
treatment groups having statistics concept training either 
first or as the only training did better than the groups 
having the model training first or as the only training. 
This again magnifies the importance of factual declarative 
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knowledge as necessary for problem solving. Since all the 
statistical training material had the camera model embedded 
in the statistics training itself, it is suggested that the 
model may have done more to facilitate declarative recall 
than for the predicted procedural transfer to the problem 
solving situation. 
Subject Comments 
Subjects were asked for comments about computer usage 
and reactions to the training materials. Most reactions to 
the model and using the computer were positive. Most 
subjects liked the hypertext approach to selecting training 
selections. About half of the subjects were trained in a 
large computer lab containing about 40 IBM compatible 
computers and the other half were trained in a smaller 10 
computer lab. Scheduling problems caused the training room 
differences. Comments from subjects in the larger lab 
indicated that the large room, extra noise of many computers, 
and a loud ventilation system, made instructions difficult to 
hear. Even though instructions and procedures were the same 
for all sessions it appeared to the experimenter that 
subjects were more focused on the training task in the 
smaller lab. Some mechanical problems caused interruptions 
for a few of the subjects. Due to the nature of dealing with 
difficult abstract concepts the lower distraction level of a 
smaller test group appears to be better and would be 
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recommended for future testing. 
About half of the subjects related positive comments 
concerning the camera analogy used in the training with none 
giving negative comments. Some subjects related that the 
statistics materials were too difficult and complex to be 
learned in a 20 minute training session. Other subjects 
indicated that having English as a second language made the 
abstract training more difficult. A few subjects remarked 
that having the 45 questions post-test questions in one 
segment rather than three 15 question segments would have 
been easier for them. The questions were broken into these 
segments because of a restriction in multiple-choice testing 
software used. The test software recorded scores, times, and 
percentage correct for each test. A more flexible program 
should be used in the future. 
Discussion 
Generally, the results listed previously did not show a 
significant gain in understanding of procedural knowledge due 
to the model training but did indicate that factual recall 
was enhanced. This result suggests that there was a model 
effect from the first component of the model which focused on 
the surface or factual characteristics of each concept and 
little effect from the concept film strip and concept matrix 
components. The camera model was presented as a three stage 
strategy to understanding abstract concepts. The first stage 
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Of the model brought together attributes, examples, and 
analogies which mainly focused on the surface factual 
attributes of the abstract concept. The second and third 
stages, the concept film strip and the concept matrix, were 
designed to enhance subsurface relations between concepts. 
Future studies could focus more training time on this single 
first stage of the model to confirm this suggestion. Effects 
of the second and third subsurface oriented stages of the 
model could be determined after the first stage was mastered. 
Results suggest the three stage model was too complicated to 
be grasped in total for the training period. 
Two elements are required for successful transfer: 
availability and accessibility of data (Tulving, 1983). The 
training was designed to make the information available but 
the limited training time may have made accessibility a 
problem. Information also needs to be anchored and may take 
extended periods of time to be completed (Bransford et al., 
1990). Derry and Murphy (1986) suggest that teaching generic 
schémas can take extended periods of time and are developed 
gradually. The number of abstract terms (12) may have been 
an overload for the subject's working memory not allowing 
time to process and store procedurally in long-term memory. 
Time for practice and strengthening of concepts could have 
been lengthened (Anderson, 1983). Student post-training 
comments echo the above considerations. The complexity of 
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the training should be decreased and the time increased for 
training. 
The presentation order of the camera model instruction 
had no effect on the test results as demonstrated by both the 
regression and analysis of variance analysis. As a 
secondary result for the factual interaction, it did appear 
that the position of the statistical training after model 
training or with the absence of model training increased 
factual retention. This secondary result is supported by 
Mayer(1989) who reviewed 20 studies involving 31 separate 
tests dealing with scientific materials. He found a 
significant gain in understanding when placing models before 
or within training, but not when placed after training. 
The conclusion confirming a relationship between 
factual recall and transfer was expected. Transfer 
requires a knowledge of the attributes and relations in the 
target problem solving domain. If this a relationship would 
have been absent the validity of the test questions could 
have been questioned. 
The question of validity of the test questions 
themselves has not been established with certainty. 
Because there was not a difference between the groups who 
had training and those who did not, a question of the 
effectiveness of either the training or the questions 
arises. Since the questions were not standardized, further 
79 
testing with groups of subjects to verify the questions 
should be considered. 
The instructional model developed for this study was 
designed to be used with any abstract concept that can be 
defined in terms of attributes, examples and analogies. The 
statistical concepts used in training are mathematical and 
scientific in nature and are more logical and ordered than 
possibly concepts in a non-mathematical discipline. 
Extending results to other areas may not necessarily be 
expected even though the nature of abstract concepts still 
relies on a subject's ability to integrate attributes and 
relations into a new problem concepts. 
The results of instructional model training and in 
particular for analogies has been unpredictable. Keane 
(1988) has gone through the history of analogical transfer 
and has noted a mixed bag of results; most of which are 
confusing because of little agreement in the defining of the 
inductive process necessary to implement transfer (Keane 
1988) . 
Even though this experiment indicated only a partial 
positive effect of model training, previous research dealing 
specifically with various paradigms and models have been 
shown to be effective in facilitating transfer. The 
literature on models and advance organizers is quite 
extensive. Stone (1981) reviewed 112 studies and concluded 
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that overall, advance organizers were associated with 
increased learning and retention of materials to be learned. 
Mayer (1989) found similar findings with 20 studies relating 
to models as advance organizers. Klauer (1990) who lists 
over 30 European studies also found positive results of 
schema training for transfer. 
Recommendations 
Suggestions for design of instruction 
The present study suggests that students are not often 
given all the parts and tools needed to solve complex 
problems. Students are often provided with text books 
containing explanations and examples of problems and told to 
integrate them on their own. Unfortunately, if a subject 
does not understand initially the same explanation is 
repeated. Since the explanation is the same the second time 
the result is also the same. Explanations and corrective 
feedback need to relate to more than simple examples: 
analogies and significant attributes need to be brought into 
focus (Kagan, 1988). 
The similarities and differences between known and 
unknown concepts need specific attention. It is usually 
assumed that the subject can select from examples the 
key attributes that should be applied to problems. This 
assumption can not be taken for granted. Therefore, a full 
set of explanations should include attributes, examples and 
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set of explanations should include attributes, examples and 
analogies. Analogies should be included to tie instruction 
to varied life situations. Instruction should focus on 
helping subjects learn-to-learn, which includes teaching 
models or constructs that are general enough to be applied 
in a variety of situations and settings. 
Directions for further research 
Students are exposed to more and more information and 
can be overwhelmed with the prospect of integrating these 
new ideas. This is especially difficult for learners who 
have low cognitive processing skills due either to their 
environment or physical limitations. Further research 
related to finding and providing the critical elements of 
concept formation and transfer to subjects is needed. 
Comparisons for groups of subjects using the instructional 
model proposed and other instructional models would be needed 
to determine critical elements of prior knowledge during 
training. Having subjects create their own models from 
materials could be a learning outcome for those who have 
already mastered recognition skills in using the model. 
The 'camera' model developed for this study has its 
origins in cognitive information processing theory (CIP). 
In a CIP approach the mind's functioning is thought to 
resemble that of a computer (Andre & Phye, 1986, pp. 1-20) 
with specific input, output, and processes. Programming 
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paradigms and schémas are used as models for how the human 
brain organizes data. Thinking mechanisms are thus the 
software of the human mind and the brain is the hardware 
(Stepich & Newby,(1988). 
The 3-part 'camera' model presented in this study was 
developed using ideas from a new methodology of programming 
called object-oriented programming (OOP). The model was 
developed to do three things: encapsulate the data, allow 
examples to inherit attributes from prototype examples, and 
allow patterns and attributes to take form in different 
contexts. OOP is based on three similar ideas: data 
encapsulation, object inheritance, and polymorphism (Meyer, 
1984, pp. 59-64). OOP programming was developed to allow 
objects or modules from different programs and even 
different operating systems to be used together with little 
or no reprogramming. This definition is similar to the 
definition of transfer. 
An OOP programming manual (Digitalk, 1986) called OOP, 
... a revolutionary approach to data abstraction, 
providing a new dimension in which to organize 
the elements of a software system. For you, this 
means highly reusable software, truly generic 
code and the opportunity to use a prototyping 
style of software development, (p. 1) 
Notice how this definition uses terms like element 
organization, abstraction, prototyping, and reusable. What 
is transfer other than the reusing of organized abstractions 
through the creation of prototypes to be used in another 
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domain? Near and far transfer as defined in the 'camera' 
model attempted to include parallel functions in its design. 
OOP was developed to allow transfer of program objects. 
The camera model was developed to allow transfer of concept 
objects. Computer programmers have found it difficult to 
learn OOP because it is a completely different way of 
thinking about programming (Keough, 1989). This may also be 
true of subjects attempting to master the 'camera' model 
presented in this study. Drawing the analogy between OOP 
and cognitive transfer studies is an interesting option and 
warrants more study. 
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APPENDIX: CORRELATION-COVARIANCE TABLES 
DEPENDENT=MODEL (near transfer) 
G1 02 03 
MODEL PROBLEM TlxT2 T12vT34 T3xT4 FACT FACTO! FACT02 FACTG3 
MODEL 1.000 .376 .007 .331 .082 .077 -.046 .312 .032 
6.859 2 .548 .013 .873 .152 .503 -.655 6.167 .431 
PROBLEM .376 1 .000 -.192 .228 .268 .509 -.213 .237 .198 
2.548 6 .702 -.354 .595 .494 3 .268 -2.992 4.633 2 .656 
TlxT2 .007 
-
.192 1.000 .000 .000 -.237 .959 -.078 .000 
.013 
-
.354 .506 .000 .000 -.418 3.709 -.418 .000 
T12VT34 .331 .228 .000 1.000 .000 .096 -.076 .945 -.131 
.873 .595 .000 1.013 .000 .241 -.418 7.177 -.684 
T3xT4 .082 .268 .000 .000 1.000 .387 ,000 -.127 .941 
.152 .494 .000 .000 .506 .684 .000 -.684 3, .468 
FACT .077 .509 -.237 .096 .387 1. 000 -.254 .039 ,368 
.503 3. 268 -.418 .241 .684 6, .157 -3.432 .738 4. ,725 
FACTOl -. 046 ,213 .959 -.076 .000 
- .  ,254 1.000 -.153 ,010 
-.655 -2. 992 3.709 -.418 .000 -3. ,432 29.562 -6.293 282 
FACTQ2 .312 237 -.078 .945 -.127 039 -.153 1.000 249 
6.167 4. 633 -.418 7.177 -. 684 738 -6.293 56.968 -9. 732 
FACT03 .032 198 .000 -.131 .941 368 .010 -.249 1. 000 
.431 2. 656 .000 -.684 3.468 4. 725 .282 -9.732 26. 830 
DEPENDENT=PROBLEM (far transfer) 
01 02 03 
MODEL PROBLEM TlxT2 T12vT34 T3xT4 FACT FACTOl FACT02 FACTG3 
MODEL 1.000 .376 .007 .331 .082 .077 -.046 .312 .032 
6.859 2.548 .013 .873 .152 .503 -.655 6 .167 .431 
PROBLEM .376 1.000 -.192 .228 .268 .509 -.213 .237 .198 
2.548 6.702 -.354 .595 .494 3, .268 -2 .992 4 .633 2.656 
TlxT2 .007 -.192 1.000 .000 .000 -, .237 .959 -.078 .000 
.013 -.354 .506 .000 .000 - ,  418 3 .709 -, .418 .000 
T12VT34 .331 .228 .000 1, .000 .000 ,096 -.076 .945 -.131 
.873 .595 .000 1, .013 .000 .241 -.418 7 .177 -.684 
T3xT4 .082 .268 .000 .000 1.000 ,387 .000 -.127 .941 
.152 .494 .000 ,000 .506 .684 .000 -. 684 3.468 
FACT .077 .509 -.237 ,096 .387 1. 000 -, .254 .039 .368 
.503 3.268 -.418 ,241 .684 6. 157 -3, .432 .738 4.725 
FACTOl -.046 -.213 .959 076 .000 -. 254 1, .000 -. 153 .010 
-.655 -2.992 3.709 418 .000 -3. 432 29. 562 -6, .293 .282 
FACTO .312 .237 -.078 945 -.127 039 -. 153 1. 000 -.249 
6.167 4.633 -.418 7. 177 -.684 738 -6. 293 56. 968 -9.732 
FACT03 .032 .198 .000 131 .941 368 ,010 -. 249 1.000 
.431 2.656 .000 684 3.468 4. 725 .282 -9. 732 26.830 
