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Abstract
High order numerical methods for networks of hyperbolic conservation laws have recently
gained increasing popularity. Here, the crucial part is to treat the boundaries of the single
(one-dimensional) computational domains in such a way that the desired convergence rate
is achieved in the smooth case but also stability criterions are fulfilled, in particular in the
presence of discontinuities. Most of the recently proposed methods rely on a WENO extrapo-
lation technique introduced by Tan and Shu in [J. Comput. Phys. 229, pp. 8144–8166 (2010)].
Within this work, we refine and in a sense generalize these results for the case of a third order
scheme. Numerical evidence for the analytically found parameter bounds is given as well as
results for a complete third order scheme based on the proposed boundary treatment.
AMS Classification. 65M08, 65M12
Keywords. weighted essentially nonoscillatory schemes, networks of conservation laws, boundary
treatment, accuracy analysis
1 Introduction
There are several applications where networks of hyperbolic conservation laws are involved, e.g.,
gas and water supply networks [6, 12, 23], traffic flow [5, 9, 15, 17] or blood flow [26, 27]. Those
models mainly consist of one-dimensional domains on the edges of an underlying graph comple-
mented with appropriate coupling and boundary conditions at the nodes of the network. Here,
the numerical treatment of the boundaries of the single computational domains requires particular
attention, since in a network, information leaving one edge may enter another so that even solution
components which may be neglected in other applications have to be treated with great care.
The numerous recent publications on higher order boundary treatment show the growing interest
in this topic, as well as the potential of high order methods for networks of hyperbolic conservation
laws. A second order boundary treatment for networks was recently proposed in [2]. Higher order
methods based on WENO and ADER schemes have been considered in [3,4,10,26]. The latter all
rely on WENO reconstruction techniques within the boundary cells of each computational domain,
mainly based on [30].
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There are several recent publications on the parameter choice within WENO schemes (cf. [1,11,13,
20–22,28]) or adapted approaches (cf. [8, 14, 18]) to avoid order reduction or delayed convergence
in the classical WENO schemes. In this work, we provide the development and rigorous analysis
of a third order reconstruction procedure for boundary cells, which is based on the CWENO3
reconstruction procedure introduced in [24]. We refine and in a sense generalize the results of [30]
for the case of a third order scheme. The considered spatial reconstruction procedure can for
instance be applied within the mentioned ADER approaches [3, 4, 10, 26]. Nevertheless, within
this work, we will use a third order TVD Runge-Kutta method [16] for the time integration and
the presented boundary treatment is coupled with the well-known third order central CWENO3
scheme of [24], with parameter settings according to [20] in the interior of the computational
domain.
The outline of this paper is as follows. Section 2 contains the proposed CWENO reconstruction
procedure for boundary cells based on cell averages (Section 2.1) and the main analytical results
(Section 2.2). Sufficient conditions that ensure the applicability of the convergence results are
considered in Section 3. Section 4 is devoted to numerical results. In particular we give some
numerical evidence of the performed analysis in Section 4.1, and consider several test scenarios for
a full scheme in Sections 4.2 (shock-acoustic interaction), 4.3 (small traffic network), 4.4 (time-
dependent boundary conditions), 4.5 (open channel flow) and 4.6 (dam break against a wall).
Conclusions as well as an outlook to future work are made in Section 5.
2 Numerical scheme and convergence results
In the following section, we develop a third order CWENO reconstruction procedure for boundary
cells of a one-dimensional computational domain based on cell averages. Since at the boundary
only one-sided information is available, we refer to the ideas of the WENO extrapolation proposed
in [30]. As in the interior of the domain, we stick by the design of central WENO schemes as
in [24] and additionally consider mesh size dependent parameters within our scheme as in [20].
Convergence results for the proposed reconstruction procedure in different situations are given in
Section 2.2. Feasible parameter regions to fulfill the assumptions of these convergence results will
be analysed in Section 3.
2.1 Reconstruction procedure
The presented reconstruction procedure is independent of the time variable and it therefore suffices
to consider functions u = u(x). Further, we assume an equidistant grid with mesh size h, grid
points xj = x0 + jh and finite volumes
Ij = [xj − h
2
, xj +
h
2
] = [xj−0.5, xj+0.5], j ∈ {0.5, . . . , N − 0.5},
as illustrated in Figure 1. Note that the cell interfaces correspond to integer values of j and the
cell centers to half-integer values.
x0 x0.5 x1 x1.5 x2 xN−1 xN−0.5 xN
I0.5 I1.5 . . . . . .
h
. . . IN−0.5
Figure 1: Illustration of the grid notation.
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Based on the cell averages over Ij ,
u¯j =
1
h
xj+0.5∫
xj−0.5
u(x)dx ,
the aim is to reconstruct the underlying function u by a piecewise polynomial approximation. In
the interior cells we employ the third order CWENO3 reconstruction with h-dependent parameters,
which has similar accuracy and stability properties as the proposed scheme, see [20]. Here, we
are only interested in the reconstruction within the boundary cells I0.5 and IN−0.5 and will only
consider the boundary treatment at the left boundary of the computational domain. The treatment
of the right boundary is symmetrical.
For the reconstruction at the left boundary, we will utilize the cell averages u¯0.5, u¯1.5 and u¯2.5,
and combine the ideas of the WENO extrapolation in [30], the weight design of CWENO schemes
of [24] and appropriate mesh size dependent parameters as in [20]. More precisely, we consider a
convex combination of three polynomials P0(x), P1(x) and P2(x) of the form
P(x) = ω0P0(x) + ω1P1(x) + ω2P2(x) (1)
with weights ωi ≥ 0 for i ∈ {0, 1, 2} and ω0 + ω1 + ω2 = 1.
The first polynomial P0(x) is the constant polynomial that preserves the cell average u¯0.5 over
I0.5, i.e.,
P0(x) = u¯0.5.
The unique linear polynomial that preserves the cell average u¯0.5 over I0.5 and u¯1.5 over I1.5 yields
the second polynomial:
P1(x) = u¯1.5 +
u¯1.5 − u¯0.5
h
(x− x1.5).
The third polynomial P2(x) is constructed by utilizing the unique parabola Popt(x) that satisfies
1
h
∫
I0.5+l
Popt(x)dx = u¯0.5+l ∀l ∈ {0, 1, 2}, (2)
i.e., the polynomial that preserves the cell averages u¯0.5, u¯1.5, u¯2.5 over I0.5, I1.5, I2.5, respectively.
More explicitly, the unique parabola fulfilling (2) is
Popt(x) = u1.5 + u
′
1.5(x− x1.5) +
1
2
u′′1.5(x− x1.5)2
with
u1.5 = u¯1.5− 1
24
(u¯2.5−2u¯1.5+ u¯0.5), u′1.5 =
u¯2.5 − u¯0.5
2h
and u′′1.5 =
u¯2.5 − 2u¯1.5 + u¯0.5
h2
.
Then, we construct the parabola P2(x) according to
Popt(x) = c0P0(x) + c1P1(x) + c2P2(x)
with weights ci > 0 for i ∈ {0, 1, 2} and c0 + c1 + c2 = 1, and obtain
P2(x) =
1
c2
(
− c0u¯0.5 + (1− c1)u¯1.5 − 1
24
(u¯2.5 − 2u¯1.5 + u¯0.5)
+
u¯2.5 − 2c1u¯1.5 + (2c1 − 1)u¯0.5
2h
(x− x1.5) + u¯2.5 − 2u¯1.5 + u¯0.5
2h2
(x− x1.5)2
)
. (3)
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Rewriting the polynomials Pi(x) by substituting
σr = u¯2.5 − u¯1.5 and σl = u¯1.5 − u¯0.5
yields
P0(x) = u¯0.5,
P1(x) = u¯1.5 +
σl
h
(x− x1.5),
P2(x) =
1
c2
(
− c0u¯0.5 + (1− c1)u¯1.5 − 1
24
(σr − σl)
+
σr + σl − 2c1σl
2h
(x− x1.5) + σr − σl
2h2
(x− x1.5)2
)
.
(4)
The weights ωi in (1) are chosen in a WENO fashion, according to [25],
ωi =
αi
2∑
k=0
αk
where αi =
ci
((h) + IS i)p
(5)
with smoothness indicators IS i. The importance of  within the computation of the αi has changed
from its initial purpose to merely prevent division by zero to a crucial parameter that affects the
accuracy and stability of the entire scheme. The originally constant choice of  was replaced by
an h-dependent choice (h) in several works, for instance [1,11,20,28], since superior convergence
properties were observed. Therefore, here we also utilize an h-dependent
(h) = Khq (6)
with K ∈ R>0 and q ∈ R≥0.
The smoothness indicators IS i are computed as proposed in [19], i.e.,
IS i =
2∑
k=1
x1∫
x0
h2k−1
(
P
(k)
i (x)
)2
dx . (7)
Note that the smoothness in the outermost interval I0.5 is investigated. Explicitly computing the
smoothness indicators for the polynomials Pi(x) of equations (4) yields
IS 0 = 0, IS 1 = σ
2
l , IS 2 =
1
c22
(
4
3σ
2
r + (c1 − 113 )σrσl + ( 103 − 3c1 + c21)σ2l
)
. (8)
Since the polynomials Pi(x) are affected by the value of u from different regions, we introduce the
stencils
S0 = I0.5, S1 = I0.5 ∪ I1.5 and S2 = I0.5 ∪ I1.5 ∪ I2.5
for later use.
Motivated by the h-dependent choice (h), we will also consider an h-dependent choice for the
optimal weights ci,
c = [c0, c1, c2] = [K0h
γ0 , K1h
γ1 , 1−K0hγ0 −K1hγ1 ] (9)
with K0,K1 ∈ R>0 and γ0, γ1 ∈ R≥0. Further, we require that
γ0 ≥ γ1 and γ0 ≥ 1,
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since this will turn out to be necessary in one of the considered cases anyway and additionally
simplifies the analysis of other cases. Note that the presence of P0 in (1) could degrade the accuracy
to first order unless its coefficient ω0 tended to zero fast enough in case of smoothness. Intuitively,
the second of the above requirements is designed to tackle this and the first one ensures that, if
the data are smooth enough, the information brought by P1 (which are second order accurate)
have a greater influence in the final reconstructed polynomial.
Remark 2.1. Note that one has to make sure that the resulting weight c2 is positive. Therefore,
a robust implementation should for instance apply
ci = min{Kihγi , 0.25}
for i ∈ {0, 1}, which does not affect the results for the limit case h→ 0 below.
Remark 2.2. We remark that the well-known linear scaling limiter from [31, 32] can be directly
integrated in the presented boundary treatment to achieve a maximum-principle-satisfying and
positivity-preserving third order scheme if desired.
2.2 Main results
We now present the main results regarding the convergence of our reconstruction procedure.
Following the considerations in [30], we examine three different cases: the smooth case, a single
discontinuity in the interval I2.5 and a single discontinuity in the interval I1.5.
2.2.1 Smooth Case
We start by considering the smooth case, i.e., u is smooth within S2. Here, we will show that the
presented reconstruction procedure is third order accurate at every point of I0.5.
Theorem 2.1. Let P(x) be given by (1) with polynomials (4) and optimal weights ci according
to (9) with γ0 ≥ 1. Then, if u is smooth enough in the stencil S2 and the weights ωi satisfy
ω0 = c0 +O(h
2), ω1 = c1 +O(h) and ω2 = c2 +O(h),
we have
u(x)− P(x) = O(h3) ∀x ∈ S2.
Proof. Exploiting that Popt(x) was built in such a way that it is a third order approximation to
u(x) in the smooth case, we get
u(x)− P(x) = Popt(x) +O(h3)− P(x).
Thus, to conclude the proof, it is sufficient to show that
Popt(x)− P(x) = O(h3).
By definition we have
Popt(x)− P(x) =
∑
i
ciPi(x)−
∑
i
ωiPi(x) =
∑
i
(ci − ωi)Pi(x).
Making use of
∑
i ci = 1 =
∑
i ωi, we obtain
Popt(x)− P(x) =
∑
i
(ci − ωi)(Pi(x)− u(x))
= (c0 − ω0)︸ ︷︷ ︸
=O(h2)
(P0(x)− u(x))︸ ︷︷ ︸
=O(h)
+ (c1 − ω1)︸ ︷︷ ︸
=O(h)
(P1(x)− u(x))︸ ︷︷ ︸
=O(h2)
+ (c2 − ω2)︸ ︷︷ ︸
=O(h)
(P2(x)− u(x))︸ ︷︷ ︸
=O(h2)
= O(h3).
Here, P2(x) is second order accurate since γ0 ≥ 1.
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Remark 2.3. One key difference between the set-up presented here and the WENO extrapolation
employed in [30] is the definition of P2(x). In [30] P2(x) = Popt(x) is used and therewith one gets
less flexibility in the choice of the weights ci. Considering
u(x)− P(x) =
∑
i
ωiu(x)−
∑
i
ωiPi(x) =
∑
i
ωi(u(x)− Pi(x)),
we see that ωi = O(h
2−i) is needed for the approximation to be third order accurate. Instead of
focussing on the approximation of the optimal weights ci by ωi, the set-up in [30] always requires
two h-dependent weights c0 and c1 with γ0 ≥ 2 and γ1 ≥ 1.
2.2.2 Discontinuity in I2.5
Assuming a discontinuity in I2.5 and smoothness of u in S1, we next show that our reconstruction
procedure is, in this case, second order accurate at every point of I0.5.
Theorem 2.2. Let P(x) be given by (1) with polynomials (4). Moreover, let u be smooth in the
stencil S1 and contain a discontinuity in I2.5. If the weights ωi satisfy the conditions
ω0 = O(h), ω1 = O(1) and ω2 = O(h
2),
then
u(x)− P(x) = O(h2) ∀x ∈ S1,
and even up to the position of the discontinuity (if u is sufficiently smooth).
Proof. Since
∑
i ωi = 1, we consider
u(x)− P(x) =
∑
i
ωiu(x)−
∑
i
ωiPi(x) =
∑
i
ωi(u(x)− Pi(x)).
Hence, it is sufficient to show ωi(u(x) − Pi(x)) = O(h2) for each i ∈ {0, 1, 2}. Making use of the
theory of polynomial interpolation and our assumptions on the weights ωi, we directly get
ω0︸︷︷︸
=O(h)
(u(x)− P0(x))︸ ︷︷ ︸
=O(h)
= O(h2),
ω1︸︷︷︸
=O(1)
(u(x)− P1(x))︸ ︷︷ ︸
=O(h2)
= O(h2),
ω2︸︷︷︸
=O(h2)
(u(x)− P2(x))︸ ︷︷ ︸
=O(1)
= O(h2),
and thus u(x)− P(x) = O(h2).
2.2.3 Discontinuity in I1.5
Finally, we consider the case where u contains a discontinuity in I1.5 and is smooth in S0. Here,
we show that our reconstruction procedure is first order accurate at every point of I0.5. Note that
in this situation the only reliable data is the cell average u¯0.5 so that we cannot aim at better
accuracy, and indeed in this difficult situation, the task of the reconstruction procedure is not to
cause spurious oscillations that would prevent even first order convergence rate.
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Theorem 2.3. Let P(x) be given by (1) with polynomials (4). Moreover, let u be smooth in S0
and contain a discontinuity in I1.5. If the weights ωi satisfy the conditions
ω0 = O(1), ω1 = O(h) and ω2 = O(h),
then
u(x)− P(x) = O(h) ∀x ∈ S0,
and even up to the position of the discontinuity (if u is sufficiently smooth).
Proof. As above, we consider
u(x)− P(x) =
∑
i
ωiu(x)−
∑
i
ωiPi(x) =
∑
i
ωi(u(x)− Pi(x)).
Thus, it is sufficient to show ωi(u(x) − Pi(x)) = O(h) for each i ∈ {0, 1, 2}. Next, the theory of
polynomial interpolation and our assumptions on the weights ωi yield
ω0︸︷︷︸
=O(1)
(u(x)− P0(x))︸ ︷︷ ︸
=O(h)
= O(h),
ω1︸︷︷︸
=O(h)
(u(x)− P1(x))︸ ︷︷ ︸
=O(1)
= O(h),
ω2︸︷︷︸
=O(h)
(u(x)− P2(x))︸ ︷︷ ︸
=O(1)
= O(h),
and consequently u(x)− P(x) = O(h) as desired.
3 Accuracy analysis
The accuracy analysis consists of two parts. First, we will investigate properties of the smoothness
indicators in Section 3.1. Subsequently, in Section 3.2, specific conditions for the parameter choice
within our scheme that guarantee the applicability of our convergence results from Section 2.2 will
be deduced.
As already mentioned above, we consider the restrictions
γ0 ≥ γ1 and γ0 ≥ 1,
since this will turn out to be necessary in one of the considered cases and additionally simplify
the analysis of other cases. Actually, we will even claim γ0 ≥ 1 + γ1 below to achieve all desired
properties, but only γ0 ≥ γ1 is necessary for the presented intermediate results to be valid.
Furthermore, we impose a restriction on q based on the results of [20,21], namely
q ≤ 2,
since one can expect similar difficulties for the boundary treatment in the case q > 2.
3.1 The smoothness indicators
The smoothness indicators IS i play a crucial role in the computation of the weights ωi of our
reconstruction. We will now take a closer look at their value in the smooth case.
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Lemma 3.1. Assuming u is sufficiently smooth in the respective stencil, the smoothness indicators
IS i can be written in the form
IS 0 = 0,
IS 1 = a¯h
2 − b¯h3 +O(h4),
IS 2 = c¯1a¯h
2 + c¯2b¯h
3 +O(h4),
where a¯, b¯ ∈ R do not depend on the mesh size h, and c¯1, c¯2 ∈ R only depend on the choice of the
optimal weights ci.
Proof. Obviously, IS 0 = 0 holds and we focus on the analysis of IS 1 and IS 2. Since the smoothness
indicators are based on cell averages, it is convenient to consider the function
u¯(x) =
1
h
∫ x+h2
x−h2
u(y)dy =
1
h
(
U(x+
h
2
)− U(x− h
2
)
)
,
where U is a primitive function of u. Now, for sufficiently smooth u, Taylor expansion gives
u(k−1)(xj + d) = u(k−1)(xj) + d u(k)(xj) +
d2
2
u(k+1)(xj) +
d3
3!
u(k+2)(xj) + . . .
and therewith
u¯(k)(xj) =
1
h
(
u(k−1)(xj +
h
2
)− u(k−1)(xj − h
2
)
)
=
h0
1! ·20u
(k)(xj) +
h2
3! ·22u
(k+2)(xj) +
h4
5! ·24u
(k+4)(xj) +O(h
6).
Next, the Taylor expansion of u¯(xj + h) = u¯j+1 can be written as
u¯j+1 = u¯j +
3∑
k=1
hk
k!
u¯(k)(xj) +O(h
4) = u¯j + a1h+ a2h
2 + a3h
3 +O(h4),
where
an = u
(n)(xj)
dn2 e−1∑
k=0
1
(n− 2k)!
1
(2k + 1)! ·22k .
Analogously, the Taylor expansion of u¯(xj − h) = u¯j−1 yields
u¯j−1 = u¯j + (−1)a1h+ (−1)2a2h2 + (−1)3a3h3 +O(h4).
We define
a¯ = a21, b¯ = 2a1a2, c¯1 =
(1− c1)2
c22
and c¯2 =
−c21 + 3c1 − 2
c22
.
Then, the smoothness indicators IS 1 and IS 2 can be written in the desired form based on the
expansions of u¯j−1 and u¯j+1 with j = 1.5,
IS 1 = σ
2
l = (u¯1.5 − u¯0.5)2 = a21h2 − 2a1a2h3 +O(h4) = a¯h2 − b¯h3 +O(h4),
and
IS 2 = c¯1a¯h
2 + c¯2b¯h
3 +O(h4).
Remark 3.1. For later use, we remark that c¯1 = 1 +O(h
γ0).
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Based on the given expansions of the smoothness indicators, we can deduce further properties
which will become of particular importance in the analysis of the weights ωi.
Lemma 3.2. Assuming u is sufficiently smooth in S2, we can write
IS i − ISk
(h) + ISk
= eikh
2−q +O(h3−q) + eikO(h2−q+δ),
where all eik only depend on the choice of the optimal weights ci and
δ =
{
1 if q = 2,
2− q if q < 2.
Furthermore,
(h) + ISi
(h) + ISk
= 1 +O(h2−q)
holds.
Proof. Using the results from Lemma 3.1 for the smoothness indicators IS i, we can calculate the
differences
IS 1 − IS 2 = (1− c¯1)a¯h2 − (1 + c¯2)b¯h3 +O(h4),
IS 1 − IS 0 = a¯h2 − b¯h3 +O(h4),
IS 2 − IS 0 = c¯1a¯h2 + c¯2b¯h3 +O(h4).
(10)
Since IS i − ISk = (−1)(ISk − IS i), we have
IS i − ISk = cikh2 +O(h3)
in all cases for appropriately chosen cik, which are functions of the optimal weights cj . Moreover,
by exploiting our assumption that q ≤ 2, we have
(h) + IS 0 = Kh
q,
(h) + IS 1 = h
q(K + a¯h2−q) +O(h3),
(h) + IS 2 = h
q(K + c¯1a¯h
2−q) +O(h3),
which can be summarized to (h) + ISk = K˜kh
q +O(hq+δ) with
δ =
{
1 if q = 2,
2− q if q < 2.
Altogether,
IS i − ISk
(h) + ISk
=
cikh
2 +O(h3)
K˜khq +O(hq+δ)
= eikh
2−q +O(h3−q) + eikO(h2−q+δ)
with suitable eik, which are functions of the optimal weights cj .
The second result
(h) + IS i
(h) + ISk
= 1 +O(h2−q)
directly follows from
(h) + ISk − ISk + IS i
(h) + ISk
=
(h) + ISk
(h) + ISk
+
IS i − ISk
(h) + ISk
= 1 +
IS i − ISk
(h) + ISk
.
Remark 3.2. Considering (10) and Remark 3.1, we get
e12 = O(h
γ0) and accordingly e21 = O(h
γ0).
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3.2 The weights
The weights ωi constitute an integral part of our reconstruction. Utilizing the available informa-
tion on the smoothness indicators, we now derive sufficient conditions for the parameters within
our reconstruction procedure that will guarantee the applicability of the convergence results of
Section 2.2. Similar to above, we will consider three cases.
3.2.1 Smooth Case
We start by examining the smooth case, where u is smooth in S2.
Theorem 3.1. We assume that u is smooth enough in the stencil S2. Let the weights ci be given
as [K0h
γ0 ,K1h
γ1 , 1 −K0hγ0 −K1hγ1 ] with K0,K1 ∈ R>0 and γ0, γ1 ∈ R≥0, where γ0 ≥ γ1 and
γ0 ≥ 1. Further, we assume p ∈ N and q ≤ 2 in the definition of the weights ωi in (5). Then
ω0 = c0 +O(h
γ0+2−q), ω1 = c1 +O(hγ1+3−q) and ω2 = c2 +O(hl+2−q)
holds with l = min{γ0, γ1 + 1}. In particular, if
γ0 ≥ q
is fulfilled, then the weights ωi fulfill the hypotheses of Theorem 2.1, i.e.,
ω0 = c0 +O(h
2), ω1 = c1 +O(h) and ω2 = c2 +O(h).
Proof. Using the generalization of the third binomial formula in combination with the results from
Lemma 3.2 (cf. [1]), we obtain
1
((h) + ISk)p
=
1
((h) + IS i)p
(
1 +
IS i − ISk
(h) + ISk︸ ︷︷ ︸
=eikh2−q+O(h3−q)+eikO(h2−q+δ)
p−1∑
t=0
(
(h) + IS i
(h) + ISk︸ ︷︷ ︸
=1+O(h2−q)
)t)
=
1
((h) + IS i)p
(
1 + peikh
2−q +O(h3−q) + eikO(h2−q+δ) + eikO(h4−2q)
)
.
Defining z = 2− q + min(δ, 2− q) and considering the definition of αk (equation (5)) yields
αk =
ck
((h) + ISk)p
=
ck
((h) + IS i)p
(
1 + peikh
2−q +O(h3−q) + eikO(hz)
)
.
Therewith we get for i ∈ {0, 1, 2}∑
k
αk =
1
((h) + IS i)
p
(
ci +
∑
k 6=i
ck
(
1 + peikh
2−q +O(h3−q) + eikO(hz)
) )
=
1
((h) + IS i)
p
(∑
k
ck︸ ︷︷ ︸
=1
+
(
p
∑
k 6=i
ckeik︸ ︷︷ ︸
=:−fi
)
h2−q +
∑
k 6=i
ckO(h
3−q) +
∑
k 6=i
ckeikO(h
z)
)
=
1
((h) + IS i)
p
(
1− pfih2−q +O(h3−q+r) +O(hz+s)
)
,
where
r =
{
0 for i ∈ {0, 1},
γ1 for i = 2,
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and
s =
{
0 for i = 0,
γ0 for i ∈ {1, 2}
due to Remark 3.2 and c0 = O(h
γ0). For the same reason, we have f1 = O(h
γ0) and f2 = O(h
γ0).
We can now compute ωi as
ωi =
αi∑
k αk
=
ci
1− pfih2−q +O(h3−q+r) +O(hz+s)
= ci
(
1 + pfih
2−q +O(h3−q+r) +O(hz+s)
)
.
With the knowledge of r, s and the properties of fi from above, we finally get (together with the
assumptions on γ0, γ1 and q, and the fact that z ≥ 2− q)
ω0 = c0 +O(h
γ0+2−q) +O(hγ0+3−q) +O(hγ0+z) = c0 +O(hγ0+2−q),
ω1 = c1 +O(h
γ1+γ0+2−q) +O(hγ1+3−q) +O(hγ1+z+γ0) = c1 +O(hγ1+3−q),
ω2 = c2 +O(h
γ0+2−q) +O(h3−q+γ1) +O(hz+γ0) = c2 +O(hl+2−q),
where l = min(γ0, γ1 + 1).
3.2.2 Discontinuity in I2.5
The second case under investigation assumes u to be smooth in S1 and a single discontinuity in
the interval I2.5.
Theorem 3.2. Let u(x) be smooth in S1 and contain a discontinuity in I2.5 with jump ∆u.
Further, let the weights ci be given as [K0h
γ0 ,K1h
γ1 , 1−K0hγ0 −K1hγ1 ] with K0,K1 ∈ R>0 and
γ0, γ1 ∈ R≥0, where γ0 ≥ γ1. Assuming pq ≥ γ1 and q ≤ 2, the weights ωi satisfy
ω0 = O(h
γ0−γ1), ω1 = O(1) and ω2 = O(hpq−γ1).
In particular, if the parameters additionally fulfill the conditions
γ0 ≥ 1 + γ1 and pq ≥ 2 + γ1,
the weights ωi satisfy the hypotheses of Theorem 2.2, i.e.,
ω0 = O(h), ω1 = O(1) and ω2 = O(h
2).
Proof. The underlying u is smooth in stencil S1. Thus, we get from Lemma 3.1
IS 0 = 0,
IS 1 = a¯h
2 + b¯h3 +O(h4).
Due to the discontinuity in I2.5, we further have
IS 2 = Θ(∆u
2).
According to (5) we obtain
α0 =
c0
(Khq + 0)p
= Θ(hγ0−pq),
α1 =
c1
(hq(K + a¯h2−q +O(h3−q)))p
= Θ(hγ1−pq),
α2 =
c2
(Khq + Θ(∆u2))p
= Θ(1).
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Since γ1 ≤ pq and γ1 ≤ γ0, we have∑
k
αk = Θ(h
γ0−pq) + Θ(hγ1−pq) + Θ(1) = Θ(hγ1−pq).
Finally, we obtain the weights as
ω0 = O(h
γ0−γ1), ω1 = O(1) and ω2 = O(hpq−γ1).
3.2.3 Discontinuity in I1.5
In the last case we consider a single discontinuity of u in I1.5.
Theorem 3.3. Let u(x) be smooth in S0 and contain a discontinuity in I1.5 with jump ∆u.
Further, let the weights ci be given as [K0h
γ0 ,K1h
γ1 , 1−K0hγ0 −K1hγ1 ] with K0,K1 ∈ R>0 and
γ0, γ1 ∈ R≥0. If pq ≥ γ0, then the weights ωi fulfill
ω0 = O(1), ω1 = O(h
γ1+pq−γ0) and ω2 = O(hpq−γ0).
In particular, if the parameters fulfill
pq ≥ 1 + γ0,
then the weights ωi satisfy the hypotheses of Theorem 2.3, i.e.,
ω0 = O(1), ω1 = O(h) and ω2 = O(h).
Proof. Computing the smoothness indicators according to (8) yields
IS 0 = 0, IS 1 = Θ(∆u
2) and IS 2 = Θ(∆u
2).
The resulting values for α are
α0 =
c0
(Khq + 0)p
= Θ(hγ0−pq),
α1 =
c1
(Khq + Θ(∆u2))p
= Θ(hγ1),
α2 =
c2
(Khq + Θ(∆u2))p
= Θ(1).
Therewith we get ∑
k
αk = Θ(h
γ0−pq) + Θ(hγ1) + Θ(1) = Θ(hγ0−pq)
and finally
ω0 = O(1), ω1 = O(h
γ1+pq−γ0) and ω2 = O(hpq−γ0).
Summarizing, the following set of conditions is sufficient to guarantee that we meet the require-
ments of the results from Section 2.2:
q ≤ 2, γ0 ≥ max(q, 1 + γ1), pq ≥ 1 + γ0, (11)
where pq ≥ 2 + γ1 from Section 3.2.2 follows from the latter two conditions.
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4 Numerical results
Within this section, we consider several numerical examples. Section 4.1 is aimed at numeri-
cally confirming the analytical results of Section 2.2 for the proposed boundary treatment. In
Sections 4.2 until 4.6, the numerical solution of conservation laws is considered. Here, for the
spatial semi-discretization in the interior of the computational domain, we apply the CWENO3
reconstruction procedure of [24] with the new weights designed in [20]. Finally, a third order TVD
Runge-Kutta scheme [16] is used for the time integration.
For completeness we give a brief description of the spatial semi-discretization used in Sections 4.2
until 4.6, which is a finite volume approach. Starting from a hyperbolic conservation law ut + f(u)x = 0
with given initial conditions u(x, 0) = u0(x), averaging over the grid cells Ij yields
d
dt
u¯j(t) = − 1
h
(f(u(xj+0.5, t))− f(u(xj−0.5, t)))
with initial conditions
u¯j(0) =
1
h
xj+0.5∫
xj−0.5
u0(x)dx .
Next, the fluxes f(u(xj±0.5, t)) at the cell boundaries are approximated by a numerical flux function
Hj±0.5(t) = H(u−j±0.5(t), u
+
j±0.5(t)), where H is taken to be the local Lax-Friedrichs flux in this
work except Sections 4.3 and 4.4, where an exact Riemann solver is applied. The values u±j±0.5(t)
are reconstructed values from both sides of each cell interface xj±0.5 based on the cell averages
u¯j(t) at time t. The reconstruction within boundary cells is described in Section 2.1. The applied
polynomial reconstruction for cells Ij in the interior of the computational domain is very similar
but symmetric: it consists of two linear polynomials
Pl(x) = u¯j +
u¯j − u¯j−1
h
(x− xj), Pr(x) = u¯j + u¯j+1 − u¯j
h
(x− xj)
and a parabola Pc, chosen in such a way that
Popt(x) = clPl(x) + ccPc(x) + crPr(x),
where Popt is the unique parabola that preserves the cell averages u¯j−1, u¯j and u¯j+1 in Ij−1, Ij
and Ij+1, respectively. According to [24] we choose cl = cr = 0.25 and cc = 0.5. The weight design
in the applied polynomial reconstruction
P (x) = wlPl(x) + wcPc(x) + wrPr(x)
is identical to the one presented in Section 2.1 above. For further details we refer to [20].
Note that within all presented results we apply p = 2, since beside its role in the conditions on pq,
the discussion of the parameter p does not give novel insight compared to the results in [20].
4.1 Reconstruction procedure
In this section, we will confirm numerically the analytical convergence results of our reconstruction
procedure. The same three cases of Section 2.2 will be investigated.
In the smooth case, we consider the function
us(x) = sin (2pix)
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and a mesh with its left boundary at the point x0 = 0. Therefore, the reconstruction is based
on the cell averages of us(x) in the intervals I0.5 = [0, h], I1.5 = [h, 2h] and I2.5 = [2h, 3h]. The
resulting polynomial is then evaluated at the left boundary x = x0 = 0 and compared to the exact
function value us(0) = 0.
For the discontinuous cases, the function
ud(x) = sin (2pix) +H(x) with H(x) =
{
∆u if x > x∗,
0 else
with ∆u = 0.5 and x∗ = 0.1 is considered. To get the right setting for the convergence results in
Theorems 2.2 and 2.3, we use x0 = x
∗ − 2.5h and x0 = x∗ − 1.5h, respectively, and evaluate the
resulting polynomials at x = x∗.
For all test cases, we will use the following four parameter sets:
Σ1 = { = h, c = [h, 0.25, 0.75− h]},
Σ2 = { = h2, c = [h2, 0.25, 0.75− h2]},
Σ3 = { = 10−3, c = [h2, h, 1− h2 − h]},
Σ4 = { = 10−6, c = [h2, h, 1− h2 − h]},
and consider h = 0.25 · 2−n throughout all subsections of Section 4.1. The first two sets fulfill all
necessary conditions (11) from Section 3, whereas Σ3 and Σ4 contain the original (and with respect
to c feasible) choice for the weights ci but, also according to the original [30], a constant value
for  (within a reasonable range). In addition to those four parameter sets, we will consider further
parameter sets for each test case to numerically validate that a violation of the given sufficient
conditions usually results in a reduction of the convergence rate (or no convergence at all).
4.1.1 Smooth case
We begin with the smooth case. According to Theorem 3.1
γ0 ≥ q
is a critical condition. We expect to observe third order convergence for all parameter sets Σ1
to Σ4, and additionally consider
Σ5.1 = { = h2, c = [h, 0.25, 0.75− h]},
which violates this condition (q = 2 > γ0 = 1).
The results for the smooth test case for all parameter sets are summarized in Table 1, where we
report on the reconstruction errors |P (0)− us(0)| and the convergence rates (c.r.). First of all, as
expected from Theorems 2.1 and 3.1, all sets Σ1 to Σ4 finally yield third order accuracy, whereas
only second order is achieved for the extra set of parameters Σ5.1, which does not fulfill the nec-
essary conditions. Nevertheless the results of the first four sets differ in the number of refinement
steps to reach the formal order and with respect to the stability of the observed convergence rates.
Concerning the latter point, the mesh size dependent choices for  in Σ1 and Σ2 are superior
to the other choices. Further, the formal order is observed rather late for  = 10−6. Note that
both points mentioned so far have similarly been observed for the CWENO3 reconstruction in the
interior of the computational domain in [20]. We wish to point out that in the smooth case the
absolute errors on the finest levels are the smallest for the two constant choices of  in Σ3 and
Σ4. However, we will see later on that these two parameter sets do not yield good results in the
discontinuous cases.
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Table 1: Reconstruction results for us(x) at x = 0, h = 0.25 · 2−n.
Σ1 Σ2 Σ3 Σ4 Σ5.1
(γ0, γ1) = (1, 0) (γ0, γ1) = (2, 0) (γ0, γ1) = (2, 1) (γ0, γ1) = (2, 1) (γ0, γ1) = (1, 0)
 = h  = h2  = 10−3  = 10−6  = h2
n Error c.r. Error c.r. Error c.r. Error c.r. Error c.r.
1 3.22e-01 - 3.59e-01 - 3.73e-01 - 3.73e-01 - 3.71e-01 -
2 9.03e-02 1.8 1.70e-01 1.1 1.92e-01 1.0 1.94e-01 0.9 1.92e-01 0.9
3 1.06e-02 3.1 6.03e-02 1.5 5.92e-02 1.7 9.79e-02 1.0 9.62e-02 1.0
4 1.04e-03 3.3 1.39e-02 2.1 1.09e-03 5.8 4.90e-02 1.0 4.73e-02 1.0
5 1.10e-04 3.3 2.21e-03 2.7 1.36e-05 6.3 2.45e-02 1.0 2.28e-02 1.1
6 1.24e-05 3.1 2.96e-04 2.9 3.40e-06 2.0 1.04e-02 1.2 1.06e-02 1.1
7 1.47e-06 3.1 3.76e-05 3.0 4.54e-07 2.9 4.94e-04 4.4 4.68e-03 1.2
8 1.78e-07 3.0 4.73e-06 3.0 5.75e-08 3.0 4.30e-06 6.8 1.89e-03 1.3
9 2.20e-08 3.0 5.91e-07 3.0 7.21e-09 3.0 3.21e-08 7.1 6.82e-04 1.5
10 2.73e-09 3.0 7.40e-08 3.0 9.02e-10 3.0 4.34e-10 6.2 2.19e-04 1.6
11 3.40e-10 3.0 9.24e-09 3.0 1.13e-10 3.0 1.04e-10 2.1 6.39e-05 1.8
12 4.24e-11 3.0 1.16e-09 3.0 1.41e-11 3.0 1.39e-11 2.9 1.74e-05 1.9
13 5.29e-12 3.0 1.44e-10 3.0 1.76e-12 3.0 1.76e-12 3.0 4.56e-06 1.9
14 6.61e-13 3.0 1.81e-11 3.0 2.20e-13 3.0 2.20e-13 3.0 1.17e-06 2.0
4.1.2 Discontinuity in I2.5
Next, we consider the discontinuous case with single discontinuity in I2.5. Therefore, we will
reconstruct ud(x) based on the cell averages in the intervals I0.5 = [x
∗ − 2.5h, x∗ − 1.5h], I1.5 =
[x∗ − 1.5h, x∗ − 0.5h] and I2.5 = [x∗ − 0.5h, x∗ + 0.5h], and evaluate |P (x∗)− ud(x∗)|. According
to Theorem 3.2
γ0 ≥ 1 + γ1 and pq ≥ 2 + γ1
are critical conditions, which are fulfilled by Σ1 and Σ2. Obviously, any constant choice for 
(q = 0) violates the second condition. Nevertheless, an interesting point is whether this comes
into effect for practically relevant refinement levels. As additional parameter sets we consider here
Σ5.2 = { = h2, c = [h, h, 1− 2h]}
and
Σ6.2 = { = h, c = [h2, h, 1− h2 − h]},
which violate each one of those conditions.
The results for this test case are summarized in Table 2. Both Σ1 and Σ2 reach the expected
formal order of accuracy of two (even though Σ2 quite late). As in the smooth case, Σ1 reaches
the desired order faster but the final absolute errors are similar here. The choices Σ3 and Σ4 with
constant values of  finally do not converge. From the theoretical point of view this must happen
as soon as  outweighs the smoothness indicators of the polynomials that only depend on regions
where the solution is smooth. Nevertheless, the accuracy of the parameter set Σ4 is comparable to
that of Σ2 at certain levels in the considered range of h. The sharpness of the necessary conditions
in Theorem 3.2 is well demonstrated by the results of the parameter sets Σ5.2 (γ0 = 1 6≥ 1+γ1 = 2)
and Σ6.2 (pq = 2 6≥ 2 + γ1 = 3), for which an order reduction can be clearly observed.
4.1.3 Discontinuity in I1.5
In the third case, we consider a single discontinuity in I1.5 and therefore the reconstruction of ud(x)
based on the cell averages of the intervals I0.5 = [x
∗− 1.5h, x∗− 0.5h], I1.5 = [x∗− 0.5h, x∗+ 0.5h]
and I2.5 = [x
∗ + 0.5h, x∗ + 1.5h]. Again, we are interested in the error |P (x∗)− ud(x∗)|.
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Table 2: Reconstruction results for ud(x) at x
∗ = x2.5, h = 0.25 · 2−n.
Σ1 Σ2 Σ3 Σ4 Σ5.2 Σ6.2
(γ0, γ1) = (1, 0) (γ0, γ1) = (2, 0) (γ0, γ1) = (2, 1) (γ0, γ1) = (2, 1) (γ0, γ1) = (1, 1) (γ0, γ1) = (2, 1)
 = h  = h2  = 10−3  = 10−6  = h2  = h
n Error c.r. Error c.r. Error c.r. Error c.r. Error c.r. Error c.r.
1 9.99e-01 - 1.25e-00 - 1.38e-00 - 1.38e-00 - 1.36e-00 - 7.83e-02 -
2 2.05e-01 2.3 6.04e-01 1.0 7.29e-01 0.9 7.43e-01 0.9 7.33e-01 0.9 2.07e-01 -1.4
3 7.73e-03 4.7 2.63e-01 1.2 2.44e-01 1.6 3.55e-01 1.1 3.51e-01 1.1 2.26e-01 -0.1
4 5.66e-03 0.4 7.98e-02 1.7 1.37e-02 4.2 1.69e-01 1.1 1.69e-01 1.1 2.00e-01 0.2
5 1.49e-03 1.9 1.32e-02 2.6 2.96e-02 -1.1 8.22e-02 1.0 8.21e-02 1.0 1.51e-01 0.4
6 3.77e-04 2.0 1.55e-03 3.1 1.76e-02 0.7 4.04e-02 1.0 4.04e-02 1.0 9.81e-02 0.6
7 9.52e-05 2.0 1.46e-04 3.4 2.02e-02 -0.2 1.91e-02 1.1 2.00e-02 1.0 5.70e-02 0.8
8 2.39e-05 2.0 7.04e-06 4.4 3.22e-02 -0.7 3.93e-03 2.3 9.96e-03 1.0 3.09e-02 0.9
9 6.00e-06 2.0 1.82e-06 2.0 5.46e-02 -0.8 1.14e-04 5.1 4.97e-03 1.0 1.61e-02 0.9
10 1.50e-06 2.0 8.93e-07 1.0 8.81e-02 -0.7 1.68e-06 6.1 2.48e-03 1.0 8.24e-03 1.0
11 3.76e-07 2.0 2.78e-07 1.7 1.28e-01 -0.5 5.84e-07 1.5 1.24e-03 1.0 4.17e-03 1.0
12 9.40e-08 2.0 7.61e-08 1.9 1.67e-01 -0.4 7.18e-07 -0.3 6.20e-04 1.0 2.09e-03 1.0
13 2.35e-08 2.0 1.99e-08 1.9 1.97e-01 -0.2 1.20e-06 -0.7 3.10e-04 1.0 1.05e-03 1.0
14 5.88e-09 2.0 5.07e-09 2.0 2.16e-01 -0.1 2.29e-06 -0.9 1.55e-04 1.0 5.26e-04 1.0
Here, according to Theorem 3.3,
pq ≥ 1 + γ0
is a critical condition. Besides the parameter settings Σ1 to Σ4, we will consider
Σ5.3 = { = h, c = [h1.5, h0.5, 1− h1.5 − h0.5]}.
The results for the third test case are summarized in Table 3. Again, the choices Σ1 and Σ2 yield
the expected formal order of accuracy, but now Σ2 is slightly better than Σ1. Further, as in the
previous test case, the constant choices of  within the parameter combinations Σ3 and Σ4 do not
show convergence. The fifth parameter set Σ5.3, which does not fulfill the additional condition
pq ≥ 1+γ0 of Theorem 3.3, only shows very slow convergence. Formally, a convergence rate of 0.5
should be reached, when reconsidering the proof of Theorem 2.3 together with the statement about
the weights ωi in Theorem 3.3 (ω2 = O(h
0.5) for the given parameters instead of ω2 = O(h
1)).
4.2 Shock-acoustic interaction
Next, we consider the shock-acoustic interaction example from [29], i.e., the one-dimensional Euler
equations
∂
∂t
 ρm
E
+ ∂
∂x
 mρv2 + p
v(E + p)
 = 0
with pressure law p = (γ − 1)(E − ρv2/2), γ = 1.4, velocity v = m/ρ, and initial conditionsρv
p
 (x, 0) = {(3.857143, 2.629369, 10.33333) for x < −4,
(1 + δ sin(5x), 0, 1) for x ≥ −4,
with δ = 0.2. For the numerical simulation we use the interval [−5, 5] and compare results with
and without an artificial boundary at x = 0, i.e., once we consider a single computational domain
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Table 3: Reconstruction results for ud(x) at x
∗ = x1.5, h = 0.25 · 2−n.
Σ1 Σ2 Σ3 Σ4 Σ5.3
(γ0, γ1) = (1, 0) (γ0, γ1) = (2, 0) (γ0, γ1) = (2, 1) (γ0, γ1) = (2, 1) (γ0, γ1) = (1.5, 0.5)
Σ  = h  = h2  = 10−3  = 10−6  = h
n Error c.r. Error c.r. Error c.r. Error c.r. Error c.r.
1 7.01e-01 - 7.32e-01 - 7.40e-01 - 7.40e-01 - 6.17e-01 -
2 2.47e-01 1.5 3.43e-01 1.1 3.55e-01 1.1 3.56e-01 1.1 5.08e-02 3.6
3 1.08e-02 4.5 1.58e-01 1.1 1.58e-01 1.2 1.70e-01 1.1 1.62e-01 -1.7
4 7.67e-02 -2.8 7.60e-02 1.1 1.90e-03 6.4 8.23e-02 1.0 2.12e-01 -0.4
5 9.65e-02 -0.3 3.80e-02 1.0 1.60e-01 -6.4 4.05e-02 1.0 2.24e-01 -0.1
6 8.66e-02 0.2 1.93e-02 1.0 2.29e-01 -0.5 2.00e-02 1.0 2.27e-01 -0.0
7 6.44e-02 0.4 9.76e-03 1.0 2.45e-01 -0.1 9.96e-03 1.0 2.24e-01 0.0
8 4.16e-02 0.6 4.92e-03 1.0 2.49e-01 -0.0 4.91e-03 1.0 2.19e-01 0.0
9 2.42e-02 0.8 2.47e-03 1.0 2.50e-01 -0.0 2.22e-03 1.1 2.10e-01 0.1
10 1.31e-02 0.9 1.24e-03 1.0 2.50e-01 -0.0 1.88e-04 3.6 1.99e-01 0.1
11 6.87e-03 0.9 6.20e-04 1.0 2.50e-01 -0.0 3.57e-03 -4.2 1.84e-01 0.1
12 3.51e-03 1.0 3.10e-04 1.0 2.50e-01 -0.0 1.57e-02 -2.1 1.66e-01 0.1
13 1.78e-03 1.0 1.55e-04 1.0 2.50e-01 -0.0 5.37e-02 -1.8 1.46e-01 0.2
14 8.94e-04 1.0 7.76e-05 1.0 2.50e-01 -0.0 1.31e-01 -1.3 1.25e-01 0.2
and once we split the domain into two domains and apply the proposed boundary treatment from
both sides at the inner boundary. For the scheme parameters we apply
Σ1 = { = h, c = [h, 0.25, 0.75− h]}, (12)
Σ2 = { = h2, c = [h2, 0.25, 0.75− h2]} (13)
from above. In the interior of the computational domain, we reconstruct each conservative variable
using CWENO3 from [20] with the same parameters p = 2 and  for the weight design. The
ordinary differential equation resulting from the spatial semi-discretization is solved with a third
order TVD Runge-Kutta method [16].
Figure 2 shows the computed densities ρ at time t = 1.8 for N = 800 grid cells in [−5, 5] (h =
0.0125) and time step size τ = 0.225h. The shock front is well resolved in all cases. Regarding the
fine structures in the density profile, parameter set Σ1 is superior in this example, which matches
well with the observations in [20]. The important point for the present paper is, however, that the
differences between the results with and without artificial boundary at x = 0 are rather small for
both Σ1 and Σ2.
4.3 Traffic network
We consider the road network depicted in Figure 3 consisting of three roads, a merging node M
and a dispersing node D.
On each road (with length L = 0.2) we consider the scalar conservation law
ρt + f(ρ)x = 0
with flux function
f(ρ) =
{
ρv if 0 ≤ ρ ≤ ρmax2 ,
(ρmax − ρ) v if ρmax2 ≤ ρ ≤ ρmax,
where we use v = 1 und ρmax = 1.
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Figure 2: Results for the shock-acoustic interaction example with and without artificial inner
boundary and with parameter settings Σ1 and Σ2. N = 800 cells are employed in this test.
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Figure 3: Road network with a merging and a dispersing junction.
At the diverging junction D 70% of the flux go onto the upper road and 30% onto the lower road.
The node M is a merging junction with priority parameters (summing up to 1) for both incoming
roads. For details on the applied junction models, we refer to [15].
First, we consider an accuracy test where we use priority parameter P = 0.5 for both incoming
roads at the node M , and the following initial conditions:
main road: ρ0(x) = 0.20 + 0.150 sin
(
pi
x
L
− sin(pi
x
L )
pi
)
,
upper road: ρ0(x) = 0.14 + 0.105 sin
(
pi
x+ L
L
− sin(pi
x+L
L )
pi
)
,
lower road: ρ0(x) = 0.06 + 0.045 sin
(
pi
x+ L
L
− sin(pi
x+L
L )
pi
)
.
Since we are in the free flow regime here (ρ(x, t) ≤ ρmax2 on all roads all the time), the analytical
solution is known and equals the initial conditions at time t = 2Lv = 0.4. For the numerical
simulation we apply the parameter sets Σ1 and Σ2 and consider N = 10 · 2n grid cells on each
road (n ∈ {0, . . . , 7}), i.e., h = 0.02 · 2−n, and τ = h2 as time step size.
Table 4 shows the L∞ error over the whole network at the final time t = 0.4 and the corresponding
convergence rates. Obviously, third order convergence is achieved for the entire scheme on the
whole network with both parameter sets.
Table 4: Simulation results for the traffic network depicted in Figure 3 with smooth initial condi-
tions.
n 0 1 2 3 4 5 6 7
Σ1
Error 6.44e-03 9.37e-04 1.39e-04 1.90e-05 2.47e-06 3.14e-07 3.96e-08 4.97e-09
c.r. - 2.8 2.8 2.9 2.9 3.0 3.0 3.0
Σ2
Error 1.71e-02 4.42e-03 8.18e-04 1.17e-04 1.51e-05 1.88e-06 2.34e-07 2.92e-08
c.r. - 2.0 2.4 2.8 3.0 3.0 3.0 3.0
In the second test case, we consider a traffic jam on the upper road, which propagates backwards
through the node D onto the main road. For this, we consider a low priority parameter of P = 0.2
for the upper road at the merging node M , and the following initial conditions:
main road: ρ0(x) = 0.50,
upper road: ρ0(x) =
{
0.35 for 0 ≤ x ≤ 0.05,
0.90 for 0.05 < x ≤ 0.2,
lower road: ρ0(x) =
{
0.15 for 0 ≤ x ≤ 0.05,
0.85 for 0.05 < x ≤ 0.2.
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Note that the initial traffic jam on the lower road begins to resolve in the course of the simulation
due to the higher priority parameter (1.0− P = 0.8) of this road.
Simulation results for this traffic jam scenario with N = 80 cells per road (h = 0.0025), τ = h2 as
time step size and parameter settings Σ1 and Σ2 are shown in Figure 4. The left plot shows the
back-travelling discontinuity on the upper road at time t = 0.05, where almost no oscillations can
be observed for both parameter sets. The plot on the right-hand side shows the jam front on the
main road at time t = 0.15. Obviously, the results for parameter set Σ2 are still non-oscillatory
whereas the results for Σ1 show a slight overshoot.
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Figure 4: Results for the network example with traffic jam with parameter settings Σ1 and Σ2.
N = 80 cells per road (h = 0.0025) are employed in this test.
4.4 Time-dependent boundary conditions
Next, we take a look at time-dependent boundary conditions. Therefore, we consider the traffic
model from Section 4.3 for a single road with length L = 0.4, v = 1, ρmax = 1 and initial conditions
ρ0(x) = 0.20 + 0.150 sin
(
2pi
x
L
− sin(2pi
x
L )
pi
)
.
On the left boundary we prescribe
ρ(0, t) = 0.20 + 0.150 sin
(
−2pi t
L
− sin(−2pi
t
L )
pi
)
,
which reproduces the initial conditions at time t = Lv = 0.4. Numerically, the given boundary
conditions directly lead to a time-dependent inflow condition (for all stages in the applied Runge-
Kutta method). Note that such a straightforward treatment may give rise to order reduction
effects as analysed in [7].
Table 5 shows the L∞ error at the final time t = 0.4 and the corresponding convergence rates (for
h = 0.02 · 2−n and τ = h2 ). For both parameter sets, full third order can be observed.
4.5 Open channel flow
We consider the network of channels depicted in Figure 5 with lengths |AB|= 0.1, |BC|= 0.05,
|BD|= 0.05, |BE|= 0.15, |CD|= 0.05, |DE|= 0.05 and |EA|= 0.05.
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Table 5: Simulation results for a single road with time-dependent boundary conditions.
n 0 1 2 3 4 5 6 7
Σ1
Error 4.54e-03 6.88e-04 9.13e-05 1.17e-05 1.48e-06 1.86e-07 2.34e-08 2.92e-09
c.r. - 2.7 2.9 3.0 3.0 3.0 3.0 3.0
Σ2
Error 1.53e-02 3.75e-03 6.77e-04 1.02e-04 1.37e-05 1.75e-06 2.21e-07 2.78e-08
c.r. - 2.0 2.5 2.7 2.9 3.0 3.0 3.0
A
B
C
D
E
Figure 5: Network of open channels.
In each channel we consider the shallow water equations,
∂
∂t
(
h
q
)
+
∂
∂x
(
q
q2
h +
1
2gh
2
)
= 0 (14)
with g = 1.0 here. At the intersections we prescribe conservation of mass (sum of ingoing fluxes
equals sum of outgoing fluxes), continuity of the height h, and use the information of the ingoing
characteristics of each channel. Since we consider an example in the subcritical regime, this
procedure yields exactly the necessary number of equations at each intersection. Initially, we set
the flux q equal to zero in all channels, h(x, 0) = 0.3 + 0.03 · (sin(pi x0.1 ))4 in the channel from A to
B, and h(x, 0) = 0.3 within all other channels.
For the numerical simulation we apply the parameter sets Σ1 and Σ2 and consider a spatial grid
size h = 0.01 · 2−n for all channels (n ∈ {0, . . . , 7}) and τ = h2 as time step size until the final
time t = 0.2. A reference solution is computed with the same parameters and n = 9. Table 6
shows the L∞ error over all states on the whole network at the final time and the corresponding
convergence rates. Again, third order convergence is achieved for the entire scheme on the whole
network with both parameter sets.
Table 6: Simulation results for the channel network depicted in Figure 5.
n 0 1 2 3 4 5 6 7
Σ1
Error 8.68e-04 2.78e-04 6.03e-05 1.15e-05 1.67e-06 2.20e-07 2.82e-08 3.51e-09
c.r. - 1.6 2.2 2.4 2.8 2.9 3.0 3.0
Σ2
Error 8.60e-04 8.52e-04 6.59e-05 1.11e-05 1.53e-06 2.01e-07 2.56e-08 3.18e-09
c.r. - 0.1 3.7 2.6 2.8 2.9 3.0 3.0
4.6 Dam break problem
This test is designed to test the performance of the reconstruction procedure when a shock reflects
from a static wall. We employ again the shallow water equations (14) in the domain x ∈ [0, 1],
but employ wall boundary conditions and set up dam-break initial conditions: the initial velocity
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is zero everywhere and the initial water height is
(a) : h0(x) =
{
1, x ∈ [0.4, 0.6],
0.5, x 6∈ [0.4, 0.6], (b) : h0(x) =
{
1, x ∈ [0.4, 0.6],
0.05, x 6∈ [0.4, 0.6].
In both cases two shocks move towards the sides of the domain and two rarefactions towards the
center. In case (a) the flow is always subcritical (Froude number less than 0.36), while the second
one has supercritical regions (with Froude numbers up to 1.72). The final time is chosen as t = 0.6,
so that the shocks have just reflected from the walls at the ends of the domain.
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Figure 6: Dam break scenario with wall boundary conditions. Results for initial data (a), N = 400
grid cells (h = 0.0025) at times t = 0.35 (left) and t = 0.6 (right).
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Figure 7: Dam break scenario with wall boundary conditions. Results for initial data (b), N = 400
grid cells (h = 0.0025) at times t = 0.35 (left) and t = 0.6 (right).
Note that, when the shocks are about to hit the wall, there is no smooth upwind stencil to
be chosen and therefore a reconstruction procedure that wasn’t able to drop down to a constant
reconstruction would introduce oscillations due to the employment of downwind and/or oscillatory
stencils. We present the results obtained with the proposed reconstruction for parameter sets Σ1
and Σ2 in Figure 6 for initial data (a) and in Figure 7 for initial data (b), both at times t = 0.35
(before the shock reflection) and t = 0.6 (after the shock reflection), where N = 400 grid cells
have been used (h = 0.0025) and time step size τ = 0.45h/λ with λ = max |q/h|+√gh in each
time step. Similar to the results in Section 4.3 for the traffic jam situation, the results for Σ2
are completely non-oscillatory whereas the results for Σ1 show slight oscillations. Note that the
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observed over-/undershoots for Σ1 are already present in the numerical solution before the shock
reflection at the wall and are not introduced by the boundary treatment.
5 Conclusion
We considered the convergence properties of a third order CWENO boundary treatment. Based
on the ideas of the WENO extrapolation of [30], we proved sufficient conditions for the underlying
scheme parameters to achieve the optimal convergence rates in different cases. All theoretical
findings could be confirmed by the presented numerical results. In particular, full third order
could be observed for a smooth test example on a small traffic network and a network of channels
governed by the shallow water equations. Further, a non-oscillatory behaviour of the proposed
boundary treatment could be observed for discontinuities passing a boundary within the same
traffic network, for the well-known shock-acoustic interaction example and for shock reflections
from a wall for the shallow water equations.
As mentioned in Remark 2.2, we point out that the well-known linear scaling limiter from [31,32]
can be directly integrated in the presented boundary treatment as well as in the applied third
order central WENO scheme in the interior of the computational domain. This way one may
directly achieve a maximum-principle-satisfying and positivity-preserving third order scheme on
the whole network.
In future work, we intend to generalize and analyse the proposed boundary treatment in the case
of non-uniform grids and for higher dimensions. Further, generalizations of the results to higher
than third order schemes are within our scope as well as other properties relevant for specific cases
like well-balancing.
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