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Toeplitz operators in TQFT via skein theory
Julien Marche´ and Thierry Paul∗
Abstract
Topological quantum field theory associates to a punctured surface
Σ, a level r and colors c in {1, . . . , r− 1} at the marked points a finite
dimensional hermitian space Vr(Σ, c). Curves γ on Σ act as Hermitian
operator T γr on these spaces. In the case of the punctured torus and
the 4 times punctured sphere, we prove that the matrix elements of
T γr have an asymptotic expansion in powers of
1
r and we identify the
two first terms using trace functions on representation spaces of the
surface in SU2. We conjecture a formula for the general case. Then we
show that the curve operators are Toeplitz operators on the sphere in
the sense that T γr = Πrf
γ
r Πr where Πr is the Toeplitz projector and
fγr is an explicit function on the sphere which is smooth away from the
poles. Using this formula, we show that under some assumptions on the
colors associated to the marked points, the sequence T γr is a Toeplitz
operator in the usual sense with principal symbol equal to the trace
function and with subleading term explicitly computed. We use this
result and semi-classical analysis in order to compute the asymptotics
of matrix elements of the representation of the mapping class group
of Σ on Vr(Σ, c). We recover in this way the result of [TW05] on
the asymptotics of the quantum 6j-symbols and treat the case of the
punctured S-matrix. We conclude with some partial results when Σ is
a genus 2 surface without marked points.
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1 Introduction and main results of the paper
Topological quantum field theory (TQFT) were introduced by E. Witten in
1989 as a physical model for the Jones polynomial of knots (see [W89]). Fix
a compact goup G, and a representation V of G. He defined for any knot
K in a 3-manifold M a partition function Zr(M,K) as a Feynman integral
over all connections A on some G-bundle over M of the form
Zr(M,K) =
∫
TrV (HolKA)e
irCS(A)dA.
In this formula, HolK(A) is the holonomy of the connection A along K and
CS(A) is the Chern-Simons functional.
The fact that this invariant is indeed computable comes from cut-and-
paste rules implied by formal properties of Feynman integration. It allowed
E. Witten to recognize (an evaluation of) the Jones polynomial(s) of K and
also to predict the asymptotics of such invariants when r goes to infinity. If
the semi-classical parameter r goes to infinity in the formula for Zr(M,K),
the stationary phase principle implies that the integral should concentrate
on critical points of the Chern-Simons functional, that is connections which
are flat on M \K. Moreover, if M has boundary Σ, then Zr(M,K) should
be interpreted as an element of the geometric quantization of the moduli
spaceM(Σ, G) that is gauge equivalence classes of flat G-connections on Σ.
As far as we know, since then, there is no rigorous geometric construc-
tion of this TQFT. One can define the geometric quantization of M(Σ, G)
(although it requires a heavy machinery) but not the state associated to a
3-manifold bounding Σ. On the other hand, N. Reshetikhin and V. Turaev
developed in [RT91] a rigorous combinatorial construction of the TQFT.
We will use in this article the version of C. Blanchet, G. Masbaum, N.
Habegger and P. Vogel ([BHMV]) which works for G = SU2 and relies only
on the combinatorics of the Kauffman bracket. The price to pay for these
combinatorial constructions is that the geometry gets hidden, in particular
the natural expectations for the semi-classical limit r → ∞ become very
mysterious.
We study here curve operators, that is the natural action of curves on
Σ on the TQFT vector space associated to Σ. Notice that we use the
combinatorial curve operators, as in [MN08], and not the geometric ones, as
in [A06, A10, A11] which are by definition Toeplitz operators. In this sense,
our strategy differs from Andersen’s. Moreover, we do not use the complex
structures on M(Σ, G) parametrized by the Teichmu¨ller space of Σ but a
more explicit one. On the other hand, the moduli space M(Σ, G) appears
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only in an indirect way via action-angle coordinates.
1.1 Main results
Let Σ be either a once punctured torus or a 4-times punctured sphere. Then,
under generic assumptions on the holonomy t around the marked points,
the moduli spaces M(Σ, t) (see Subsection 2.2) are symplectomorphic to
the standard sphere S2 = CP 1. Let Vr(Σ, c) be the TQFT vector space
associated to Σ with level r and colors c at marked points (see Subsection
2.1). Any curve γ on Σ acts on Vr(Σ, c) as a Hermitian operator T
γ
r . We will
define in Subsection 4.2.2 a sequence of colorings cr such that pi
cr
r converges
to t and the dimension of Vr(Σ, cr), denoted by N , grows linearly with r.
One of the main goals of the paper is to realize any curve operator as a
Toeplitz operator, once again in the case of the once punctured torus or the
4-times punctured sphere.
Result 1 (see Theorem 4.12 in Section 4.2.2). Suppose that M(Σ, t) is
smooth. Then there is a canonical diffeomorphismM(Σ, t) ' CP 1 such that
for any curve γ on Σ, the sequence of matrices (T γr ) are Toeplitz operators
with symbol σγ = σγ0 +
1
N σ
γ
1 +O(N
−2) with
σγ0 (ρ) = −Tr ρ(γ) (1)
σγ1 =
1
2
∆Sσ
γ
0 (2)
where ∆S is the Laplacian on the sphere which is equal to (1 + |z|2)2∂z∂z in
the canonical holomorphic coordinate z.
Let us remark that, though there is no Weyl quantization on the sphere,
the condition (2) corresponds, on the flat case, to having no Weyl subsymbol.
In fact we prove a somehow more precise result which does not require
any smoothness assumption. We prove the existence of an exact (non-
semiclassical) symbol:
Result 2 (see Theorem 4.7 in Section 4.2). For a holonomy t around the
marked points satisfying some mild assumptions, any level r ∈ N big enough
and any curve γ ⊂ Σ, there exist a function f rγ on the sphere, smooth except
possibly at the two poles, such that
T γr = T
frγ
r , (3)
where T fr is the Toeplitz quantization, namely T fr = ΠrfΠr and Πr is the
Toeplitz projector.
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Moreover
f rγ ∼ −Tr ρ(γ) +
1
2N
∆Sσ
γ
0 +
∞∑
k=2
N−kσγk , (4)
with σγk smooth away from the poles and where N = dimVr(Σ, c).
Let us remark that this result gives a Toeplitz framework for curve op-
erators even in the singular case, namely the case where the trace function
is not smooth. In this case, standard asymptotic methods will fail for giving
a Toeplitz symbol by iterations.
The proof of this theorem goes through a closed formula relating the
exact symbol of a Toeplitz operator to its matrix elements on the canonical
basis. We first prove the following theorem:
Result 3 (see Theorem 2.4 in Section 2). For any curve γ ⊂ Σ there exists
a non negative integer k such that if we denote by F γn,m the matrix elements
of T γr in the canonical basis of Vr(Σ, c) then
Fn,m = 0 if |n−m| > k.
Let τ ∈ [0, 1] and θ ∈ R/2piZ be cylindrical coordinates on S2 'M(Σ, t).
Result 4 (see Theorem 2.4 in Section 2). There exist a sequence of C∞
functions F (τ, θ, r) =
∑
|µ|≤k Fµ(τ, r)e
iµθ on the sphere satisfying for 0 <
τ < 1,
F (τ, θ, r) = F (τ, θ,∞) + 1
2ir
∂τ∂θF (τ, θ,∞) +O(r−2) (5)
with F (τ, θ,∞) = −Tr ρ(γ) where ρ is parametrized by (τ, θ) and such that
the matrix elements Fn,m of T
γ
r on the canonical basis are for 0 <
n
r < 1,
Fn,n+µ = Fµ
(n
r
,
1
r
)
. (6)
We also conjecture in Section 2 these two last results to be true in the
higher genus case.
The curve operators T γr play a crucial role in understanding the asymp-
totic properties of TQFT. They were the key ingredient for proving the
asymptotic faithfulness of the quantum representations, see [A06, FWW,
MN08]. In the case of the torus, they are used extensively in [CM11a,
CM11b]. Their spectral decomposition is directly linked to the basis coming
from the combinatorial TQFT and their symbol and sub-symbol give the
semi-classical properties at first order. As an application of Result 1 and 4,
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we can use standard techniques from semi-classical analysis to compute the
asymptotics of the pairings between different basis element, recovering the
quantum 6j-symbols computed in [TW05] (see Section 5.2.1) and as a new
example, the S-matrix of the punctured torus which is detailed below. Let
us remark that the condition (2), which determines the subprincipal contri-
bution of the Toeplitz symbol out of the classical trace function (1) enters
at leading orders in these asymptotics and is somehow crucial in order to
get topological invariant terms.
Notice that the case of classical 6j-symbols were treated by a similar
method in [C10].
m0
a
m1
Figure 1: Punctured S-matrix
Let Γ be the graph shown in Figure 1 colored by c = (m0,m1, a) were a
and D are odd integers satisfying a2 < mi < D − a2 for i = 0, 1. We denote
by 〈Γ, c〉r the evaluation of the Kauffman bracket of the colored graph (Γ, c)
at t = −eipi/2r, see Subsection 2.5. Then we have the following result (see
Proposition 5.8):
Result 5. For any odd r, setting r = Dr one has
〈Γ, rc〉r = 2r
pi
Nr
(
G−1/4 cos(
r
2pi
S +
pi
4
) +O(r−1)
)
Where
- Nr =
(〈m0+a−12 〉!〈m0−a+12 〉!〈m1+a−12 〉!〈m1−a+12 〉!)1/2〈a−12 〉!2
〈a−1〉!〈m0−1〉!〈m1−1〉!
- 〈n〉 = sin(pinr ) and 〈n〉! =
∏n
k=1〈k〉
- G = cos(α2 )
2 − cos(τ0)2 − cos(τ1)2 − cos(τ0)2 cos(τ1)2
- α = piaD , τ0 =
pim0
D , τ1 =
pim1
D .
- S is the area of the moduli space {(A,B) ∈ SU2,Tr(ABA−1B−1) =
2 cos(α),Tr(A) ≤ 2 cos(τ0),Tr(B) ≤ 2 cos(τ1)}/ ∼
6
Finally we give some partial results concerning the case of a surface of
genus 2. We identify the TQFT Hilbert space with the geometric quantiza-
tion of the projective space P3 and consider the three curves γ, δ, η of Figure
2.
γ
δ
η
c1 c2
c3
Figure 2: Curves on a genus 2 surface
Result 6 (see Theorem 6.3 in Section 6.3). T γr , T δr , T
η
r are Toeplitz opera-
tors with exact symbols in the sense of Result 2, fγr , f δr , f
η
r defined on P3,
admitting a smooth asymptotic expansion in P3/{z0z1z2z3 = 0}. Moreover
σγ0 = −Tr ρ(γ) and σδ0 = −Tr ρ(δ).
We believe that the methods developed in the present paper can be
generalized to the higher genus cases, using the geometric quantization of
toric manifolds and the Mellin transform strategy of Section 4. Result 6
suggests, in addition to Conjectures 2 and 3 below, the following one :
Conjecture 1. Result 2 is true in the general higher genus case by replacing
the sphere by a toric manifold modeling the moduli space M(Σ, t), the two
poles by the singularities of M(Σ, t) and the Laplacian on the sphere by the
one of M(Σ, t).
1.2 Organization of the paper
Section 2 is devoted to the general structure of curve operators. The pre-
liminary considerations on TQFT exposed in the beginning of the section
lead to the definition of trigonometric operators that we conjecture to be
the shape of general curve operators, together with the ”subprincipal sym-
bol” property (5). We prove that the conjecture is true in the case of the
punctured torus and the 4-times punctured sphere in Section 3 by first com-
puting the matrix of three particular curve operators. By relying heavily
on the properties of the Kauffman algebra, we then show that the latter
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computation is sufficient to prove the statement for any curve in these two
punctured surfaces.
Section 4 is somehow the heart of the paper and contains the results
on the Toeplitz structure of curve operators. After deriving an expression
for the total symbol of a Toeplitz operator out of its matrix elements on
a canonical basis, we show that the machinery applies to the case of any
curve operator, even in the singular cases. We also compute the asymptotic
regime and show that the total symbol is a classical one in the regular case.
Section 5 is devoted to the computation of pairing formulas, namely
basis change matrices. We obtain a general asymptotic formula for the
matrix elements of the quantum representations of the mapping class group
of the two punctured surfaces. In particular we recover, by pure semiclassical
methods, the asymptotic of 6j-symbols and derive the case of the punctured
S-matrix. In Section 6 we show how our methods apply in the case of genus
2 surface through the quantization of the projective space P3.
The first author was supported by the Agence Nationale de la Recherche
ANR-08-JCJC-0114-01 and the second is a member of the CNRS.
2 Structure of curve operators in TQFT
2.1 Basics of TQFT
Let Σ be a closed oriented surface with marked points p1, . . . , pn. Fix an
integer r > 0 and let Cr = {1, . . . , r − 1} be the set of colors. Given a
coloring c = (c1, . . . , cn) ∈ Cnr of the marked points, the construction of
[BHMV] gives a finite dimensional hermitian vector space Vr(Σ, c). In their
notation, p = 2r, A = − exp(ipi/2r) (notice that we shifted by 1 the colors).
One can construct a basis of this space by considering a banded graph
Γ that is a finite graph with n univalent vertices labeled by p1, . . . , pn and
trivalent vertices with local orientations around vertices. This datum allows
to construct a surface S which retracts on Γ and such that the univalent
vertices belong to the boundary of S.
Let H be the 3-manifold S × [0, 1]. A presentation of Σ is an homeo-
morphism h : ∂H → Σ which respects orientation and such that for all i,
h(pi × {1/2}) = pi, see Figure 3.
Let E be the set of edges of Γ. We call admissible coloring of Γ a map
cˇ : E → Cr such that the following conditions hold:
- for each edge e connected to a univalent vertex pi one has cˇe = ci.
- for any triple of edges e, f, g adjacent to the same vertex one has
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- cˇe + cˇf + cˇg is odd
- cˇe + cˇf < cˇg
- cˇe + cˇf + cˇg < 2r.
The construction of [BHMV] provides for each admissible coloring cˇ a
vector ϕcˇ ∈ Vr(Σ, c) obtained by cabling the graph Γ by a specific com-
bination of multicurves. Moreover, the family (ϕcˇ) when cˇ runs over all
admissible colorings is a Hermitian basis of Vr(Σ, c). This construction will
be sketched in Subsection 2.5.
2.2 Representation spaces in SU2
Fix as before a surface Σ with marked points p1, . . . , pn. Suppose that these
points are colored by (t1, . . . , tn) ∈ (Qpi)n and denote by γi a curve going
around pi. We define the following moduli space:
M(Σ, t) = {ρ : pi1(Σ \ {p1, . . . , pn})→ SU2 s.t. ∀i,Tr ρ(γi) = 2 cos(ti)}/ ∼ .
One has ρ ∼ ρ′ if there is g ∈ SU2 such that ρ′ = gρg−1.
This space is a compact symplectic variety. It is smooth for generic
values of t.
Let U be the set of all maps τ : E → [0, pi] such that for any edge e
adjacent to a marked point pi one has τi = ti and for any triple of edges
e, f, g adjacent to the same vertex one has
- τe + τf ≤ τg
- τe + τf + τg ≤ 2pi.
Given a curve γ in Σ, we define a function hγ :M(Σ, t)→ [0, pi] by the
formula hγ(ρ) = acos(
1
2 Tr ρ(γ)). Let p : M(Σ, t) → U be the map defined
by p(ρ)e = hCe(ρ) where Ce is the circle dual to e in Σ. The map p is a
continuous surjective map which is a smooth Lagrangian fibration over the
interior of U .
Moreover, there is a preferred section s : U → M(Σ, t) defined in the
following way: for any edge e we define a circle De distinct from Ce: if the
edge e matches two distinct vertices in Γ, then De goes along the edge e,
cut Ce in two points and no other circle Cf . If the edge e join a vertex to
itself, then De is the curve lying at the boundary of S going along e. It cuts
Ce once and no other curve Cf . Some examples are shown in Figure 3.
For θe in S
1 = R/2piZ, we denote by θe.ρ the action on ρ of the Hamil-
tonian flow of the map hCe(ρ) = p(ρ)e.
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ef
g
Ce
De
Cf
Df
Cg
DgΓ Σ
Figure 3: From a graph to a surface with a pants decomposition
Lemma 2.1. For any τ in the interior of U , there is a unique ρ ∈M(Σ, t)
which minimizes simultaneously the functions hDe on the fiber of p.
Proof. By Goldman’s formula, the Poisson bracket of two functions hδ and
hδ vanishes if γ and δ do not intersect (see [G86]). As De intersects Cf if
and only if e = f , we see that all minimizations can be done independently
on each edge. The proof follows by inspection of the two cases, that is the
4 times punctured sphere and the once-punctured torus which is done in
Lemmas 3.2 and 3.5.
2.3 The Kauffman algebra
For any oriented 3-manifold M , let K(M,A) be the quotient of the free
C[A±1]-module generated by isotopy classes of banded links in M modulo
the Kauffman relations shown in Figure 4.
= A +A
−1
= (−A2 −A−2) ∅
Figure 4: Kauffman relations
Write K(Σ, A) = K((Σ \ {p1, . . . , pn}) × [0, 1], A). This module is an
algebra where the product δ ·γ of two banded links is obtained by stretching
δ and γ so that they leave respectively in Σ × [1/2, 1] and Σ × [0, 1/2] and
then glueing the two intervals.
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We call multicurve on Σ any 1-submanifold avoiding the marked points
such that no component bounds a disc avoiding the marked points. It is
well-known that K(Σ, A) is a free C[A±1]-module generated by multicurves.
Using this preferred basis, we identify K(Σ, ζ) = K(Σ, A) ⊗ CA=ζ with
K(Σ,−1) for any ζ 6= 0 and we embed K(Σ,− exp(ipi~/2)) = K(Σ, A) ⊗
C[[h]]A=− exp(ipi~/2) in K(Σ,−1)[[~]].
We have the following theorem:
Theorem 2.2. The map K(Σ,−1) → C∞(M(Σ, t)) defined by γ 7→ fγ
where fγ(ρ) = −Tr ρ(γ) is an injective morphism of algebras.
For any two multicurves γ, δ considered as elements of K(Σ,−1)[[~]],
one has
γ · δ = fγfδ + ~
2i
{fγ , fδ}+ o(~).
For each r > 0, the Kauffman algebra at ζr = −eipi/2r acts on Vr(Σ, c) where
a curve γ acts by a Hermitian operator T γr called curve operator.
2.4 The curve operators in TQFT
In this section, we give some details on the skein construction of TQFT in
order to explain the definition and computation of the curve operators.
Let Σ be a closed surface and H be a handlebody such that ∂H = Σ.
Fix an integer r and consider the Kauffman module K(H, ζr). For any
embedding j of H in S3, we define a subspace
N jr = {x ∈ K(H, ζr), ∀y ∈ K(S3 \ j(H), ζr), 〈x, y〉 = 0 ∈ K(S3, ζr)}
Suppose that a 3-manifold M is the union of two 3-manifolds M1 ∪ M2.
There is a natural pairing K(M1, A) × K(M2, A) → K(M,A) defined by
sending two banded links L1 ⊂M1, L2 ⊂M2 to their union L1 qL2 viewed
as a banded link in M1 ∪M2. This is the meaning of the pairing in the
formula above for M1 = H,M2 = S
3 \ j(H) and M = S3.
The point is that N jr is a subspace of finite codimension in K(H, ζr)
which does not depend on j. We set then Vr(Σ) = K(H, ζr)/N
j
r .
Given a embedding j : H → S3 it defines an embedding of Σ = ∂H.
Thicken slightly its image in S3 such that one has the decomposition
H ∪ Σ× [0, 1] ∪ S3 \ j(H) = S3
We deduce from it a natural map
K(H, ζr)×K(Σ, ζr)×K(S3 \ j(H), ζr)→ K(S3, ζr) = C
11
fl+1 fl
fl
fl
+ [l][l+1]=
Figure 5: Recurrence relation for the Jones-Wenzl idempotents
denoted by (x, y, z) 7→ 〈x|y|z〉. If for any z we have 〈x|∅|z〉 = 0 then for
any y we also have 〈x|y|z〉 = 0 by ”pushing y to the right”. It follows that
”pushing y to the left” defines an action of K(Σ, ζr) on Vr(Σ).
2.5 Jones-Wenzl idempotents, colorings and marked points
In order to deal with the case when Γ has boundary points and to construct
the TQFT basis mentioned in Subsection 2.1, we need to introduce the
Temperley-Lieb algebras Tl and the Jones-Wenzl idempotents fl ∈ Tl. Let
Pl ⊂ (0, 1) be a finite set with l elements and Tl(A) be the C[A±1]-module
generated by banded tangles L ⊂ [0, 1]3 such that ∂L = Pl × {1/2} × {±1}
modulo Kauffman relations. The product L1 · L2 of two tangles is given by
stacking L1 above L2.
One can define recursively the Jones-Wenzl idempotents by f0 = 0, f1 =
1 and the relations of Figure 5 where we set [l] = A
2l−A−2l
A2−A−2 . If A = ζr, the
idempotents fl are well-defined in Tr provided that we have l < r.
Suppose now that Σ is a surface with punctures p1, . . . , pn. Fix a level
r and chose colors c = (c1, . . . , cn) ∈ Cnr . We define Vr(Σ, c) in the following
way. Consider for all i ∈ {1, . . . , n} a subset Pi ∈ Σ of cardinality ci− 1 and
lying in a small neighborhood of pi. We define the relative skein module
K(H, c,A) as the C[A±1]-module generated by banded tangles in H whose
intersection with Σ is
⋃
i Pi modulo the Kauffman relations. Then for any
embedding j : H → S3 we set
N jr = {x ∈ K(H, c, ζr), ∀z ∈ K(S3 \ j(H), c, ζr) 〈x|
r−1⊗
i=1
fci−1|z〉 = 0}
We set as before Vr(Σ, c) = K(H, c, ζr)/N
j
r and the curve operator T
γ
r is
defined in the same way provided that the curve γ does not touch the punc-
tures p1, . . . , pn.
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We are ready to define the basis of the latter space. Let Γ be a trivalent
graph encoding a pants decomposition of Σ as in Subsection 2.1. Let S be
the surface containing Γ and set H = S × [0, 1]. Given any admissible map
cˇ : E → Cr we define ψcˇ ∈ K(H, c, ζr) in the following way:
- Replace each edge e of Γ by cˇe − 1 parallel copies lying on S.
- Insert in the middle of each edge the idempotent (−1)cˇe−1fcˇe−1
- In the neighborhood of each trivalent vertex, join the three bunches of
lines in S in the unique possible way avoiding crossings.
It happens that this family of vectors is an orthogonal basis of Vr(Σ, c) for
a natural Hermitian structure we do not define here. We refer to Theorem
4.11 in [BHMV] for the proof and the following formula:
||ψcˇ||2 =
(2
r
)χ(Γ)/2∏
v〈c1v, c2v, c3v〉∏
e〈ce〉
(7)
where for any trivalent vertex v of Γ denote by c1v, c
2
v, c
3
v the colors of the
edges incoming at v and for any internal edge e, ce denotes the color of that
edge. We also set 〈n〉 = sin(pin/r), 〈n〉! = ∏nk=1〈k〉 and
〈a, b, c〉 = 〈i+ j + k + 1〉!〈i〉!〈j〉!〈k〉!〈j + k〉!〈i+ k〉!〈i+ j〉! (8)
for i, j, k defined by a = j+k+ 1, b = i+k+ 1 and c = i+ j+ 1 The vectors
ϕcˇ used in this article are given by the formula ϕcˇ =
ψcˇ
||ψcˇ|| .
2.6 Trigonometric operators
Let t = (t1, . . . tn) be a family in ([0, pi] ∩ Qpi)n. Let D be the common
denominator of the rational numbers tj/pi. We will denote by cr the sequence
of colorings cr = (r
tj
pi ) ∈ Cnr and suppose implicitly that r is a multiple of D
so that this coloring take integral values.
Definition 2.3. A family of operators Tr ∈ End(Vr(Σ, cr)) is called trigono-
metric if there is an open subset V ⊂ U × [0, 1] containing Int(U) × {0}, a
finite family of smooth functions Fk : V → R indexed by maps k : E → Z
such that for all admissible colorings cˇ, one has Trϕcˇ =
∑
k Fk(
picˇ
r ,
pi
r )ϕcˇ+k.
Any multicurve γ gives rise in TQFT to a family of operators T γr ∈
End(Vr(Σ, cr)): these operators are called curve operators. We make the
following conjecture:
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Conjecture 2. For any multicurve γ, the curve operator T γr is trigonomet-
ric. The coefficients Fk are recursively computable and verify the following
properties:
1. Fk vanishes if for some edge e the geometric intersection of γ with Ce
is lower than ke.
2. The map Fk(·, 0) : U → R is the k-th Fourier coefficient of the function
fγ with respect to the action of (S
1)E decribed in [G86, CM09].
We define the ψ-symbol of T γr as the expression σγ =
∑
k Fk(τ, ~)eikθ
where τ is an element of the interior of U , ~ is a real parameter, θ ∈
(R/2piZ)E , k ∈ ZE and kθ = ∑e keθe. We remark that the data (τ, θ) are
action-angle coordinates on the open subset ofM(Σ, t) defined as p−1(Int(U)).
Hence, ψ-symbol σγ may be interpreted as a deformation of the trace func-
tion fγ . The terminology ψ-symbol stands for pseudo-differential operator.
The following conjecture gives the first order of the deformation:
Conjecture 3. For any multicurve γ, the ψ-symbol σγ has the following
asymptotic development:
σγ = fγ +
(
1
2i
∑
e
∂2fγ
∂θe∂τe
)
~+ o(~)
The statements of Conjecture 2 easily transfer to statements on the ψ-
symbol σγ , hence the proof should consist in computing this symbol as
precisely as possible. This conjecture is by no means inaccessible: we prove
it for the case of the once-punctured torus and the 4th-punctured sphere
by analyzing three particular cases and using the structure of the Kauffman
algebra on both surfaces (linked to SL(2,Z) and the Farey triangulation).
We believe that a general proof will use a detailed study of the fractional
Dehn twists on multicurves.
Theorem 2.4. The conjectures 2 and 3 hold if Σ is a punctured torus or a
4 times punctured sphere.
3 Small genus cases
The proof of Theorem 2.4 will proceed from an explicit computation in two
particular cases and various compatibilities with the Kauffman algebra. The
easiest case is the punctured torus.
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3.1 The once-punctured torus
Take Σ a punctured torus, and Γ the graph with one trivalent vertex and
one univalent vertex as shown in Figure 6. We call a ∈ Cr the (odd) color of
the marked point and n the color of the loop e. Let γ be the circle around
the loop (γ = Ce in the notation of the preceding section) and δ the circle
parallel to the loop (δ = De).
Γ
Σ
γ
δ
an
Figure 6: Basis for the punctured torus
Proposition 3.1. For n satisfying a/2 < n < r − a/2 one has:
T γr ϕn = −2 cos(
pin
r
)ϕn
T δr ϕn = un+1ϕn+1 + unϕn−1 where
un = −
(
〈n+ a−12 〉〈n− a+12 〉
〈n〉〈n− 1〉
)1/2
Proof. These formulas come from standard computations using fusion rules:
the preceding section and Appendix A contain all the information needed
to do the computation.
Let τ = pinr , α =
pia
r and ~ =
pi
r . Then, we compute directly from the
above formula the ψ-symbols of γ and δ namely σγ = −2 cos(τ) and
σδ = −( sin(τ+α/2+~/2) sin(τ−α/2+~/2)sin(τ) sin(τ+~) )1/2eiθ
−( sin(τ+α/2−~/2) sin(τ−α/2−~/2)sin(τ) sin(τ−~) )1/2e−iθ
The first point of Conjecture 2 is obviously satisfied as γ and δ intersect
γ respectively 0 and 1 times. The second point is a consequence of the
following lemma:
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Lemma 3.2. Let Σ be a punctured torus, α ∈ [0, pi], γ and δ two curves on Σ
intersecting once. Let (τ, θ) be the action-angle coordinates given in Lemma
2.1 and such that τ = hγ. Then, fδ = −2
√
sin(τ+α/2) sin(τ−α/2)
sin(τ) cos(θ).
Proof. Choose a base-point x on the boundary of Σ and represent γ and δ
as elements of pi1(Σ, x). For any ρ : pi1(Σ, x)→ SU2, set A = ρ(γ) and B =
ρ(δ). The condition for ρ to be in M(Σ, α) is Tr(ABA−1B−1) = 2 cos(α).
For any θ ∈ R/2piZ, set Uθ =
(
eiθ 0
0 e−iθ
)
. As Tr(A) = 2 cos(τ), one can
suppose up to conjugation that we have A = Uτ . The Hamiltonian flow of
hγ acts on (A,B) by the formula θ.A = A and θ.B = UθB, see [G86]. Write
B =
(
b1 b2
−b2 b1
)
such that |b1|2 + |b2|2 = 1. The formula Tr(ABA−1B−1) =
2 cos(α) implies that |b1|2 = cos(α)−cos(2τ)1−cos(2τ) = sin(τ+α/2) sin(τ−α/2)sin(τ)2 .
We also compute Tr(θ.B) = 2 Re(b1e
iθ) = 2
√
sin(τ+α/2) sin(τ−α/2)
sin(τ) cos(θ +
ψ) where ψ = arg(b1). Recall that in Lemma 2.1, the origin for the angle θ
is such that Tr(θ.B) is maximal. Hence, one can suppose that ψ = 0 which
proves the lemma.
The geometric picture can be nicely visualized in the coordinates x =
Tr(A), y = Tr(B), z = Tr(AB). The moduli spaceM(Σ, α) is isomorphic to
the cubic {(x, y, z) ∈ [−2, 2]3, x2 + y2 + z2 − xyz − 2 = 2 cos(α)}. The level
sets of x are ellipses on which the Hamiltonian flow θ acts by rotation. The
level set θ = 0 is given by the maximum of y on the level sets of x. It is then
defined as the intersection of the cubic with the half plane {z = 0, y ≥ 0}.
Let Twγ be the Dehn twist along γ and denote by ξ the curve Twγ(δ).
Lemma 3.3. For η ∈ {γ, δ, ξ}, the following equation holds:
ση = fη +
(
1
2i
∂2fη
∂θ∂τ
)
~+ o(~)
Proof. This is trivial for η = γ as one has σγ = fγ and the first order term
vanishes. For any η, set ση =
∑
k F
η
k (τ, ~)e
ikθ. The lemma is an immediate
consequence of the following identity:
∂~F
η
k =
k
2
∂τF
η
k
We check this identity by interpreting it has ∂~F
η
k (τ − k~2 , ~). We compute
F δ1 (τ − ~/2, ~) = −
( sin(τ+α/2) sin(τ−α/2)
sin(τ−~/2) sin(τ+~/2)
)1/2
= F1(τ, 0) + o(~). The same
argument works for F δ−1.
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Denote by Twγr the action of Twγ on Vr(Σ, a). Following [BHMV] p.913,
the twist acts on ϕn by the formula Tw
γ
rϕn = e
ipi
2r
(n2−1)ϕn. Hence, from
the identity T ξr = Tw
γ
rT δr (Tw
γ
r )−1, we obtain T ξr ϕn = un+1e
ipi
2r
(2n+1)ϕn+1 +
une
ipi
2r
(−2n+1)ϕn−1 and
σξ = ei~/2σδ(τ, θ + τ).
When computing ∂~σ
ξ and 12i∂τθfξ, we obtain the same result as before
changing θ into θ + τ plus a term ipi2 . This extra term cancel with the term
produced in the derivation, proving the formula for ξ.
3.2 The 4th-punctured sphere
Consider a 4 times punctured sphere Σ, and let Γ be the graph of Figure
7 with two univalent vertices and 4 univalent vertices. We call a, b, c, d the
colors of the marked points and n the color of the internal edge e. Let ζ = Ce
and η = De.
Γ
Σ
η
ζ
a b
cd
n
Figure 7: Basis for the punctured sphere
Proposition 3.4. For n satisfying max(|a−d|, |b−c|) < n < min(a+d, 2r−
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a− d, b+ c, 2r − b− c) and n+ 1 = a+ d = b+ c mod 2, one has:
T ζr ϕn = −2 cos(
pin
r
)ϕn
T ηr ϕn = wn−2ϕn−2 + vnϕn + wnϕn+2 where
wn = −4
(〈a+d−n−12 〉〈a−d+n+12 〉〈−a+d+n−12 〉〈a+d+n+12 〉
〈n〉〈n+ 1〉 ·
〈 b+c−n−12 〉〈 b−c+n+12 〉〈−b+c+n+12 〉〈 b+c+n+12 〉
〈n+ 1〉〈n+ 2〉
)1/2
vn = −2 cos(pi(c+ d− 1)
r
)
−4〈
a+d−n−1
2 〉〈a−d+n+12 〉〈 b+c−n−12 〉〈 b−c+n+12 〉
〈n〉〈n+ 1〉
−4〈
a+d+n−1
2 〉〈−a+d+n−12 〉〈 b+c+n−12 〉〈−b+c+n−12 〉
〈n− 1〉〈n〉
Proof. Again, we omit the proof since it is a long and standard computation
using fusion rules, see Appendix A.
Let τ = pinr , ~ =
pi
r , α =
pia
r , β =
pib
r , γ =
pic
r , δ =
pid
r . Then, the ψ-symbols
of T ζ and T η are respectively σγ = −2 cos(τ) and
ση = −I(τ, ~)− J(τ, ~)e2iθ − J(τ − 2~, ~)e−2iθ where
I(τ, ~) = 2 cos(γ + δ − ~)
+4
sin(α+δ−τ−~2 ) sin(
α−δ+τ+~
2 ) sin(
β+γ−τ−~
2 ) sin(
β−γ+τ+~
2 )
sin(τ) sin(τ + ~)
+4
sin(α+δ+τ−~2 ) sin(
−α+δ+τ−~
2 ) sin(
β+γ+τ−~
2 ) sin(
−β+γ+τ−~
2 )
sin(τ) sin(τ − ~)
and
J(τ, ~) = 4
(sin(α+δ−τ−~2 ) sin(α−δ+τ+~2 ) sin(−α+δ+τ+~2 ) sin(α+δ+τ+~2 )
sin(τ) sin(τ + ~)
sin(β+γ−τ−~2 ) sin(
β−γ+τ+~
2 ) sin(
−β+γ+τ+~
2 ) sin(
β+γ+τ+~
2 )
sin(τ + ~) sin(τ + 2~)
)1/2
As for the case of the punctured torus, the first point of Conjecture 2 is
trivially satisfied. We interpret the formulas where ~ = 0 in the following
lemma.
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Lemma 3.5. Fix α, β, γ, δ ∈ [0, pi] and let M = {(A,B,C,D) ∈ SU2, s. t.
ABCD = 1,Tr(A) = 2 cos(α),Tr(B) = 2 cos(β),Tr(C) = 2 cos(γ),Tr(D) =
2 cos(δ)}/ ∼. Let (τ, θ) be the action-angles coordinates on M given by
Lemma 2.1 such that τ = hζ . Then, fη = σ
η|~=0.
This lemma uses the following easy sub-lemma which we do not prove.
Lemma 3.6. Let A,B ∈ SU2 be two matrices such that AB = Uτ for some
τ ∈ R\piZ. Then, the upper left entry of A is cos(α) sin(τ)+i(cos(β)−cos(α) cos(τ))sin(τ)
where Tr(A) = 2 cos(α) and Tr(B) = 2 cos(β).
Proof. One has Tr(AD) = 2 cos(τ) and Tr(AB) = 2 cos(hη). One can sup-
pose up to conjugation that DA = Uτ . Then, the Hamiltonian flow of hζ acts
on the 4-tuple (A,B,C,D) by θ.(A,B,C,D) = (A,UθBU−θ, UθCU−θ, D). If
one writes A =
(
a1 a2
−a2 a1
)
and B =
(
b1 b2
−b2 b1
)
such that |a1|2 + |a2|2 =
|b1|2 + |b2|2 = 1, we compute
Tr((θ.A)(θ.B)) = 2 Re(a1b1)− 2 Re(a2b2e−2iθ)
As A−1D−1 = U−τ and BC = U−τ , we find using the sub-lemma that
a1 =
cos(α) sin(τ)+i(cos(α) cos(τ)−cos(δ))
sin(τ) and b1 =
cos(β) sin(τ)+i(cos(β) cos(τ)−cos(γ))
sin(τ) .
We obtain by tedious trigonometric computations:
2 Re(a1b1) = 2sin(τ)2
(
cos(α) cos(β)+cos(γ) cos(δ)−cos(τ)(cos(α) cos(γ) + cos(β) cos(γ)))
= I(τ, 0)
We compute in the same way
|a2|2 = 1− |a1|2 = sin(τ)
2 − cos(α)2 − cos(δ)2 + 2 cos(α) cos(δ) cos(τ)
sin(τ)2
=
−4 sin(α+δ−τ2 ) sin(α−δ+τ2 ) sin(−α+δ+τ2 ) sin(α+δ+τ2 )
sin(τ)2
Using this relation and the same one involving |b2|2, we find |a2b2| = J(τ, 0).
Hence, we have −fη = I(τ, 0) + 2J(τ, 0) cos(2θ+ψ). By the same argument
as in Lemma 3.2, we now that θ is chosen such that −fη is maximal. Hence,
one can suppose that ψ = 0 which proves the lemma.
Again, there is a nice geometric picture of the preceding lemma. Consider
the mapM→ SU42/SU2 which sends the 4-tuple (A,B,C,D) to the 4-tuple
P1 = 1, P2 = A,P3 = AB,P4 = ABC. Identifying SU2 to the sphere S
3,
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the length between two elements P and Q is acos(12 Tr(PQ
−1)). Hence, the
length lij between Pi and Pj satisfy l12 = α, l23 = β, l34 = γ, l14 = δ, l13 = τ .
We may then interpret M as the moduli space of spherical quadrilaterals
with fixed lengths. The coordinate τ is the length of the diagonal P1P3
whereas the angle 2θ is the dihedral angle at the edge P1P3. The coordinate
hη is equal to the length l24. For a fixed value of τ , it is minimal for
non-convex planar quadrilaterals. Hence, the level set θ = 0 consists in
non-convex planar quadrilaterals whereas the level set θ = pi/2 consists
in convex planar quadrilaterals. Notice that contrary to the case of the
punctured torus, the angle coordinate is pi-periodic: this is explained by the
fact that the curve ζ is separating, see [G86].
Let ξ be the curve obtained by performing on η a half Dehn twist along
ζ as shown in Figure 8.
Lemma 3.7. For λ ∈ {ζ, η, ξ}, one has
σλ = fλ +
(
1
2i
∂2fλ
∂θ∂τ
)
~+ o(~)
Proof. As for Lemma 3.3, the formula is trivial for the case λ = ζ and for
the case λ = η, it will be a consequence of the equation
F ηk (τ − k~/2, ~) = F ηk (τ, 0) + o(~)
We check directly that one has J(τ − ~, ~) = o(~) which implies that
the above formula works for k = 2 and k = −2. For k = 0, one has to
show I(τ, ~) = I(τ, 0)+o(~). This was checked by a computation with Sage.
The computation for ξ is done in the same spirit as in Lemma 3.3 whereas
instead of using the action of the twist, we use the half-twist coefficient
H(c; a, b) = (−1) exp ( ipi4r (c2−a2− b2 +1)) where  = (−a2− b2− c2 +2ab+
2bc+ 2ac− 2a− 2b− 2c+ 3)/4 (see [MV94]).
In Figure 8, we observe that we can compute the operator T ξr knowing
T ηr and formulas for the half twist. We find precisely
T ξr ϕn =
H(n− 2; b, c)
H(n; c, b)
wn−2ϕn−2+
H(n; b, c)
H(n; c, b)
vnϕn+
H(n+ 2; b, c)
H(n; c, b)
wnϕn+2
= −eipi(n−1)/rwn−2ϕn−2 + vnϕn − e−ipi(n+1)/rwnϕn+2
Here, we used the formula for wn, vn associated to the operator T
η
r given
in Proposition 3.4 where we implicitly inverted b and c. From the last
equation, we compute the symbol σξ = −ei(τ−~)F η−2e−2iθ +F η0 −e−i(τ+~)F η2 .
The equation of the lemma is satisfied by a direct computation.
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= H(c; a, b)
c
ba
c
ba
n
c
b
= = H(n; c, b)ξ
a b
cd
n
Figure 8: Half-twist acting on curves
3.3 The general case
Consider a surface Σ with marked points p1, . . . , pn colored by rational mul-
tiples of pi denoted by t1, . . . , tn. Let Γ be a graph associated to a pants
decomposition of Σ.
Definition 3.8. We say that a multicurve γ satisfies the property (∗) if
1. T γr is a trigonometric operator (denote by σγ its ψ-symbol).
2. σγ = fγ +
(
1
2i
∑
e
∂2fγ
∂θe∂τe
)
~+ o(~)
We extend this definition to K(Σ,−1)[[~]] by C[[~]]-linearity.
Proposition 3.9. Let γ and δ be two multicurves satisfying (*) then their
product in K(Σ,−eipi~/2) satisfies also (*).
Proof. Let σγ =
∑
k Fk(τ, ~)eikθ and σγ =
∑
l Fl(τ, ~)eilθ be the ψ-symbols
of T γr and T δr . A direct computation shows that the product of the two
operators is trigonometric with the following ψ-symbol:
σγ ? σδ =
∑
n
einθ
∑
k+l=n
Fk(τ, ~)Gl(τ + k~, ~). (9)
We compute the product γ · δ in the Kauffman algebra by stacking the
two multicurves and smoothing all crossings. As the map γ 7→ T γr is a
morphism from K(Σ, ζr) to End(Vr(Σ, rt/pi)), we obtain the first point of
the proposition.
Letting ~ go to 0 in the formula (9), we get the following expansion:
σγ ? σδ = σγσδ +
~
i
∂θσ
γ∂τσ
δ + o(~).
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On the other hand, as an element of K(Σ,−1)[[~]], we have γ · δ = fγfδ +
~
2i{fγ , fδ}, see [TU91]. Hence, we see that the ψ-symbols coincide at 0-th
order on ~. To equal the first order terms, one need to show the following:
fγ(
1
2i
∂θ∂τfδ) + fδ(
1
2i
∂θ∂τfγ) +
1
i
∂θfγ∂τfδ =
1
2i
∂θ∂τ(fγfδ) +
1
2i
{fγ , fδ}.
This formula holds thanks to Leibniz formula and the fact that (θ, τ) are
action angle coordinates, meaning that {fγ , fδ} = ∂θfγ∂τfδ − ∂τfγ∂θfδ.
We are now able to prove Theorem 2 by using the following results on the
Kauffman algebra of the 1-torus and 4-sphere which are taken from [BP00].
Consider the Farey triangulation of the hyperbolic disc H. We identify
the boundary of H with P1(R) and consider the set of rational points P1(Q)
in the boundary. A point [a, b] correspond to the simple closed curve in
the punctured torus with slope a/b (unique up to isotopy). The number of
intersection points between two curves [a1, b1] and [a2, b2] is |a1b2 − a2b1|.
Join two points by a geodesic in H if and only if the corresponding curves
intersect in one point. We get the Farey triangulation as shown in Figure 9.
∞
0
1−1
1/2
2/3
1/3
p
Figure 9: The Farey triangulation
Consider two simple closed curves γ1, γ2 on the punctured torus Σ which
intersect once. Then stacking them in the Kauffman algebra K(Σ, A) and
smoothing the crossing we get Aδ1+A
−1δ2 where δ1 and δ2 are the two curves
obtained by smoothing γ1 ∪ γ2. On the Farey triangulation, we simply read
that the product of two curves at the boundaries of an edge is a weighted
sum of the two curves which are the vertices of the two triangles sharing
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the original edge. This immediately shows that the curves associated to the
vertices of a fixed triangle generate the Kauffman algebra.
Consider the curves γ, δ and ξ given in Subsection 3.1. Suppose that
they correspond to ∞, 0 and 1 respectively in the Farey triangulation. For
any curve η such that T ηr is trigonometric, we define its degree as the highest
k ≥ 0 such that F ηk or F η−k is non-zero: it is also equal to the number of
non-vanishing diagonals of the matrix of T ηr . Then we finally prove Theorem
2.4 in the case of the punctured torus.
Theorem. For any simple curve η on the once punctured torus, the operator
T ηr is trigonometric, its degree is equal to the geometric intersection of η and
γ, and denoting by ση its ψ-symbol, we have
σγ = fγ +
(
1
2i
∑
e
∂2fγ
∂θe∂τe
)
~+ o(~)
Proof. If η corresponds to∞, 0 or 1, it is proved by the direct computations
of Subsection 3.1. Given any η parameterized by a vertex q = [a, b] in the
Farey triangulation, let n be number of edges crossed by the geodesic [p, q]
where p is a point in the triangle [0, 1,∞]: we call it the depth of γ. We
observe that the geometric intersection of η with γ is equal to |b|: we call
this quantity the degree of η. Then we show the theorem by induction
on the depth. Suppose that it holds for all curves with depth less than n
and choose q of depth n + 1. Then the last edge crossed by the geodesic
[p, q] joins two curves γ1, γ2 of depth n. Let γ3 be the symmetric of η with
respect to the geodesic [γ1, γ2]: this vertex has depth n − 1 and we have
η = A−1γ1 · γ2 −A−2γ3. As the degree of γ3 is strictly less than the sum of
the degrees of γ1 and γ2, we obtain that the degree of η is the sum of the
degrees of γ1 and γ2. A direct application of Proposition 3.9 shows that the
theorem holds for η of depth n+ 1 and the theorem is proved.
Let Σ be a sphere with four marked points p1, p2, p3, p4. We can use
the same argument as before using the following trick: identify Σ with the
quotient R2/Z2 o Z2 where Z2 o Z2 acts on R2 by (n1, n2, ).(x1, x2) =
(n1 + x1, n2 + x2) and we have p1 = [(0, 0)], p2 = [(1/2, 0)], p3 = [(0, 1/2)]
and p4 = [(1/2, 1/2)].
The double cover T = R2/Z2 is a ramified double cover of Σ. Any simple
curve γ in Σ \ {p1, p2, p3, p4} lifts to a curve in T . We associate to it the
corresponding slope in the Farey triangulation. If two curves γ1 and γ2 on
Σ meet twice, the corresponding vertices in the Farey triangulation form an
edge. Finally, one can write in K(Σ, A) the formula γ1·γ2 = A2δ1+A−2δ2+R
23
where δ1, δ2 are the non-trivial curves obtained by smoothing γ1 ∪ γ2 and
R is a combination of boundary curves which can be treated as constants.
Hence, we deduce the following theorem:
Theorem. For any simple curve η on the 4 times punctured sphere, the
operator T ηr is trigonometric, its degree is equal to half the geometric inter-
section of η and ζ, and denoting by ση its ψ-symbol, we have
σγ = fγ +
(
1
2i
∑
e
∂2fγ
∂θe∂τe
)
~+ o(~)
4 Curve operators as Toeplitz operators
In this section we will establish the fact that the matrices T γr defined in
the preceding section are the matrices of Toeplitz operators on the sphere,
associated to symbols with specific regularity.
4.1 Toeplitz operators
4.1.1 Matrices of Toeplitz operators
In this section we will consider the quantization of the sphere in a very down-
to-earth way. Given an integer N , we define the space HN of polynomials
in the complex variable z of order less than N − 1 and set
〈P,Q〉 = i
2pi
∫
C
P (z)Q(z)
(1 + |z|2)N+1dzdz¯ and ϕ
N
n (z) =
√
N !
n!(N − 1− n)!z
n
(10)
The vectors (ϕNn )n=0...N−1 form an orthonormal basis of HN .
By the stereographic projection
S2 3 (τ, θ) ∈ [0, 1]× S1 → z =
√
τ
1− τ e
iθ ∈ C ∪ {∞},
The space HN can be seen as a space of functions on the sphere (with a
specific behavior at the north pole). Write dµN the measure
i
2pi
dzdz¯
(1+|z|2)N+1 .
As the space of analytic functions in L2(C, dµN ), the space HN is closed.
For z0 ∈ C, we define the coherent state
ρz0(z) = N(1 + z¯0z)
N−1. (11)
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These vectors satisfy 〈f, ρz0〉 = f(z0) for any f ∈ HN and the orthogonal
projector piN : L
2(C, dµN )→ HN satisfies (piNψ)(z) = 〈ψ, ρz〉.
For f ∈ C∞(S2,R) we define an operator Tf : HN → HN by the equation
Tfψ = piN (fψ). A Toeplitz operator on S
2 is a sequence of operators (TN ) ∈
End(HN ) such that there exists a sequence fk ∈ C∞(S2,R) such that for
any integer M the operator RMN defined by the equation
TN =
M∑
k=0
N−kTfk +R
M
N
is a bounded operator whose norm satisfies ||RM || = O(N−M−1).
An easy use of the stationary phase Lemma shows that the (anti-)Wick
symbol of Tf , namely
〈Tfρz ,ρz〉
〈ρz ,ρz〉 satisfies
〈Tfρz, ρz〉
〈ρz, ρz〉 = f +
1
N
∆Sf +O(N
−2), (12)
where ∆S = (1 + |z|2)2∂z∂z¯ is the Laplacian on the sphere.
4.1.2 From matrix elements to the total symbol
In this section we give an explicit formula for computing the exact Toeplitz
symbol out of the matrix elements of a given operator expressed by a matrix
in the basis ϕNn defined by (10). The key idea is the following remark.
The matrix element of an operator of the form Tf : HN → HN between
ϕNn and ϕ
N
m is given by the formula
Fm,n = 〈TfϕNn , ϕNm〉
=
i
2pi
∫
f(z, z¯)znz¯m
dzdz¯
(1 + |z|2)N+1
√
N !
n!(N − 1− n)!
N !
m!(N − 1−m)!
If we suppose that f is real valued, the matrix of Tf is hermitian and setting
z =
√
ρeiθ we can expand f into Fourier series:
f(
√
ρeiθ,
√
ρe−iθ) =
∑
µ∈Z
fµ(ρ)e
iµθ.
where f−µ = fµ. Therefore we have that: Fn,n+µ =
∫∞
0 fµ(ρ)ρ
n+µ
2
dρ
(1+ρ)N+1
N !√
n!(N−1−n)!((n+µ)!(N−1−n−µ)!
Fn,n−µ =
∫∞
0 fµ(ρ)ρ
n−µ
2
dρ
(1+ρ)N+1
N !√
n!(N−1−n)!((n−µ)!(N−1−n+µ)!
(13)
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Let us define the Mellin transform Mf of f as
Mf(s) =
∫ ∞
0
xsf(x)
dx
x
(14)
and its inverse
M−1F (x) = 1
2pii
∫ c+i∞
c−i∞
x−sF (s)ds. (15)
We easily get
Proposition 4.1.
fµ(ρ) =
1
2ipi
ρ−1−
µ
2 (1 + ρ)N+1
∫ c+i∞
c−i∞
Fs,s+µρ
−sC(N,µ, s)ds (16)
and
fµ(ρ) =
1
2ipi
ρ−1+
µ
2 (1 + ρ)N+1
∫ c+i∞
c−i∞
Fs,s−µρ−sC(N,−µ, s)ds (17)
for a convenient value of c ∈ R and where
C(N,µ, s) =
√
Γ(s+ 1)Γ(s+ µ+ 1)Γ(N − s)Γ(N − s− µ)
Γ(N + 1)
Write C(N,µ, s) = E(N,µ, s)Π(N, s) where
Π(N, s) =
Γ(s+ 1)Γ(N − s)
Γ(N + 1)
.
We compute that
E(N,µ, s) =

(∏µ
k=1
s+k
N−s−k
)1/2
if µ > 0(∏−µ
k=1
N−s−1+k
s+1−k
)1/2
if µ < 0
1 if µ = 0
(18)
Theorem 4.2. Fix N and k two integers with k < N . Let T be an opera-
tor in HN whose matrix elements are Fm,n in the basis {ϕNn }n=0...N−1 and
vanish for |m− n| > k. Suppose that the following assumptions hold:
- For any integer µ such that |µ| ≤ k, there is an analytic extension of
Fs,s+µE(N,µ, s) to a holomorphic function G(µ, s) on the strip M1 +
k/2 < Re(s) + µ/2 < M2 − k/2.
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- For all s and µ, G(−µ, s+ µ)E(N,µ, s)2 = G(µ, s)
- There are constants α, β such that |G(µ, s)| ≤ α exp(β| Im s|) for all s
such that M1 + k/2 < Re(s) + µ/2 < M2 − k/2. Moreover β satisfies
β < pi.
Suppose that M1 < −k − 1 and M2 > N + k. Then the formulas of Propo-
sition 4.1 define a function f on the sphere such that T = Tf . Moreover f
is
- of class C∞ on the sphere minus the poles,
- of class CMS at the south pole where MS < −M1 − 1− k
- of class CMN at the north pole where MN < M2 −N − k.
Remark 4.3. The second hypothesis is an enhancement of the Hermitian
condition Fs,s+µ = Fs+µ,s, observing that for s ∈ R, E(N,−µ, s + µ) =
E(N,µ, s)−1. It follows that G(µ, s) vanishes when E(N,µ, s)2 does, that is
if s+ µ ∈ {0, . . . , N − 1} but s /∈ {0, . . . , N − 1}.
Proof. Let us start with the following remark, also useful in Section 6.
Remark 4.4. In order that a function f on the sphere, regular away from
the poles, defines an operator through the formula T = Tf at fixed value of
N , we only need that all the matrix elements exist, which means that the
function has to be integrable at the poles. This property is reflected by the
holomorphy conditions on the functions G(µ, s) as we are going to see now.
Using many times the formula Γ(s+1) = sΓ(s) and the reflection formula
Γ(s)Γ(1− s) = pisin(pis) we get
Π(N, s) =
pis(1− s)(2− s) · · · (N − 1− s)
sin(pis)N !
(19)
If Re(s) remains bounded and writing ξ = Im s, we deduce the following
uniform estimate:
Π(N, s) ∼
|ξ|→∞
pi|ξ|N
epi|ξ|N !
(20)
Rewriting the first formula of Proposition 4.1 we have
fµ(ρ) =
1
2ipi
ρ−1−
µ
2 (1 + ρ)N+1
∫ c+i∞
c−i∞
G(µ, s)ρ−sΠ(N, s)ds (21)
The estimation |G(µ, s)| ≤ α exp(β|s|) implies that the integral in the
proposition is well defined and smooth for ρ ∈ (0,∞) as soon as β < pi. In
order to get the regularity property we need to show that
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- fµρ
−µ
2 ∈ CMS for ρ ∼ 0.
- fµρ
+µ
2 ∈ CMN for ρ ∼ ∞.
We do the proof for ρ ∼ 0, the case ρ ∼ ∞ being the same.
Taking the constant c = M1 +
k−µ
2 +  we get by the residue formula
fµ(ρ) = −ρ−1−
µ
2 (1 + ρ)N+1
∑
c<`<0
G(µ, l)
(
N − l − 1
−l − 1
)
ρ−` +O(ρ−M1−1−
k
2
−)
If µ > 0, we have that G(µ, l) = 0 if l < 0 and l + µ ≥ 0. Hence the first
non-zero term in the sum is for l = −1− µ. This shows that one can factor
ρ
µ
2 in the sum as expected. If µ < 0, the first non zero residue is for l = −1
and this time, one can factor the term ρ−
µ
2 .
We deduce the CMS regularity property where MS is the highest integer
with MS < −M1 − 1− k.
4.1.3 Asymptotic expansion
Theorem 4.5. Let TN be a sequence of operators in HN whose matrix
elements are denoted by FNn,n+µ. Let g(µ, τ,
1
N ) be a family of functions
holomorphic in τ satisfying
g(µ,
n
N
,
1
N
) = Fn,n+µE(N,µ, n) for all n such that n, n+µ ∈ {0, . . . , N−1}
(22)
We suppose that
- There exists M1 < 0 < 1 < M2 such that g(µ, τ,
1
N ) are holomorphic
on the strip M1 +
k
2N < Re(τ)+
µ
2N < M2− k2N and have an asymptotic
expansion when N goes to infinity which is uniform on compact sets.
- g(−µ, τ + µN , 1N )E(N,µ,Nτ)2 = g(µ, τ , 1N ) for all N and τ .
- There are constants α, β such that one has
|g(µ, τ, 1
N
)| ≤ αeβ| Im τ | for τ in the domain.
Denote by fN the sequence of functions given by Theorem 4.2 so that TN =
TfN . Then f
N has an asymptotic expansion of the form
fN ∼
∞∑
n=0
f (n)N−n
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where f (n) are smooth functions on S2 and f (0)(τ, θ) =
∑
µ f
(0)
µ (τ)eiµθ where
f
(0)
µ (τ) = lim
N→∞
FbNτc,bNτc+µ. In other terms, the family TN is a family of
Toeplitz operators on the sphere whose principal symbol is f (0).
Proof. Suppose that µ ≥ 0 and consider the second formula of Proposition
4.1:
fN−µ(ρ) =
1
2ipi
ρ−1+
µ
2 (1 + ρ)N+1
∫ c+i∞
c−i∞
g(−µ, s
N
,
1
N
)ρ−sΠ(N, s)ds.
Change the variable s = −1 + α with α = ρ1+ρ + iξ, ξ ∈ R.
We get
fN−µ(ρ) =
1
2ipi
(1 + ρ)N+1ρµ/2
∫
g(−µ, −1 + α
N
,
1
N
)ρ−αΠ(N,−1 + α)dα
Let us define χM ∈ C∞(R) such that χM (ξ) = 1 for |ξ| < M and χM (ξ) = 0
for |ξ| > M + 1. Performing a decomposition of the identity
1 = χM (ξ/N) + (1− χM (ξ/N)), we write
fN−µ(ρ) =
1
2ipi
(1 + ρ)N+1ρµ/2(J(N, ρ) + I(N, ρ)).
We first consider the integral I(N, ρ) =
ρ
− ρ
1+ρ
∫
g(−µ,
−1 + ρ1+ρ + iξ
N
,
1
N
)ρ−iξΠ(N,−1+ ρ
1 + ρ
+iξ)(1−χM (ξ/N))dξ
We show that |(1+ρ)N+1I(N, ρ)| = O(N−∞) uniformly for ρ in compacts
subsets of [0,∞). Indeed we have
|I(N, ρ)| ≤
∫
|ξ|>MN
Ce
β
N
|ξ||Π(N,−1+ ρ
1 + ρ
+iξ)|dξ ≤ C1
∫
|ξ|>MN
e
β
N
|ξ| |ξ|N
epi|ξ|N !
dξ
Here we used the estimate for Π(N,−1 + iξ) given in Equation (20). We
compute explicitly∫
|ξ|>MN
e
β
N
|ξ| |ξ|N
epi|ξ|N !
=
2
(pi − βN )N+1
1
N !
∫ ∞
M(Npi−β)
uNe−udu
Let N be big enough such that M(Npi−β) ≥ (M + 1)N and pi− βN ≥ 1.
We get |I(N, ρ)| ≤ C2(M + 1)Ne−MN as an application of the following
elementary lemma:
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Lemma 4.6. For a ≥ 1, we have 1N !
∫∞
aN u
Ne−udu ≤ aNe(1−a)N .
This shows that (1+ρ)N+1I(N, ρ) is O(N−∞) uniformly for ρ ≤ eM2M and
hence on any compact sets as M can be chosen arbitrarily big.
For J(N, ρ), remarking that Π(N, s) = Γ(s+1)Γ(N−s)Γ(N+1) =
∫∞
0
usdu
(1+u)N+1
if
−1 < Re s < N and multiplying α by N , we get
J(N, ρ) = N
∫
g(−µ,−1/N + α, 1
N
)ρ−Nα
∫ ∞
0
u−1+Nαdu
(1 + u)N+1
χ(Imα)dα
Putting u = ρv in the second integral and using Fubini Theorem we get
J(N, ρ) = N
∫
dα
∫ ∞
0
dv g(−µ,−1/N + α, 1
N
)χ(Imα)
v−1+Nα
(1 + ρv)N+1
= N
∫
dα
∫ ∞
0
dv g(−µ,−1/N + α, 1
N
)χ(Imα)
eN(α ln v−ln(1+ρv))
v(1 + ρv)
The phase Φ(α, v) = α ln v − ln(1 + ρv) is stationary for v = 1 and
α = ρ1+ρ , that is v = 1, ξ = 0. Moreover the determinant of the Hessian at
the stationary point is equal to 1 ; therefore we can apply the stationary
phase lemma uniformly up to ρ → 0 for the part on the integral near the
stationary point. For the rest of the integral we notice that Φ( ρ1+ρ + iξ, v) =
− log (1 + ρ) + Φ1(ξ, v) with Re Φ1 < 0 for |ξ| > 0. Therefore the non-
stationary phase lemma gives that the contribution to J(N, ρ) given by
|ξ| > 0 in the integral (23) is O((1 + ρ)−NN−∞)
We get
J(N, ρ) ∼ 2ipi
N
(1 + ρ)−(N+1)
∞∑
k=0
N−kgk(−µ, ρ
1 + ρ
)
where g0 = g(−µ, ρ1+ρ , 0) and gk(−µ, τ) are smooth functions of τ ∈ [0,+∞).
Putting everything together we get
fN−µ(ρ) ∼ ρµ/2
∞∑
k=0
N−kgk(−µ, ρ
1 + ρ
)
This proves that for any k, the function fk(τ, θ) =
∑
µ ρ
−µ/2gk(−µ, τ)eiµθ is
a smooth function at the south pole.
From Equation (22) we get G(−µ, τ, 1N ) = FNτ,Nτ−µE(N,−µ,Nτ) and
from Equation (18) we have E(N,−µ,Nτ) = (1−ττ )µ/2 = ρ−µ/2. Hence,
fNµ (ρ) ' f (0)µ (τ) as claimed in the theorem.
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4.2 Curve operators as Toeplitz operators
Let us relate Theorem 4.2 to TQFT and curve operators. Let Σ be either the
once punctured torus or the 4 times punctured sphere. Let r be an integer
and cˇ be an admissible coloring of the marked points of Σ. We consider the
following two cases:
1. If Σ is a torus, let r be the level and a the (odd) color of the marked
point. The basis of Vr(Σ, a) is parametrized by an integerm ∈ (a/2, r−
a/2). Hence its dimension is N = r − a. We identify the basis ϕm of
Vr(Σ, a) and the basis ϕ
N
n ofHN by setting m = n+ a+12 for 0 ≤ n < N .
2. If Σ is a sphere, we write cˇ = (a, b, c, d). The basis of Vr(Σ, cˇ) is
parametrized by an integer m satisfying max(|a − d|, |b − c|) < m <
min(a + d, 2r − a − d, b + c, 2r − b − c) and m + 1 = a + d = b + c
mod 2. Its dimension is N where
N =
1
2
(
min(a+ d, 2r− a− d, b+ c, 2r− b− c)−max(|a− d|, |b− c|)
)
.
We index the basis ϕm of Vr(Σ, cˇ) and ϕ
N
n of HN by setting m =
max(|a− d|, |b− c|) + 1 + 2n for 0 ≤ n < N .
In any case, we define an isomorphism Ir : Vr(Σ, cˇ) ' HN . Fix a curve γ
on Σ. The curve operator T γr gives a matrix IrT
γ
r I−1r ∈ End(HN ) that we
also denote by T γr for short. We first prove in Subsection 4.2.1 the following
theorem:
Theorem 4.7. Let Σ be either the once punctured torus or the 4 times punc-
tured sphere, r a level and cˇ an admissible coloring of the marked points. Let
N = dimVr(Σ, cˇ) and let Ir : Vr(Σ, cˇ) ' HN be the isomorphism described
above.
Let γ be a curve on Σ of degree k. Suppose that the quantity MP =
a
2 − 1 − k is non negative in the torus case and that the quantities MS =
M − 1− k and MN = r −m− k are non negative in the sphere case where
M = 12 max(|a−d|, |c−d|) and m = 12 min(a+d, 2r−a−d, b+ c, 2r− b− c).
Then, there is a function fγr on the sphere such that
T γr = Tfγr .
This function fγr is smooth away from the poles and is
- of class bMP c at the poles in the torus case.
- of class bMSc at the south pole and of class bMNc at the north pole in
the case of the 4 times punctured sphere.
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4.2.1 Analytic continuation of matrix elements
Let γ be a curve of degree k in Σ. Theorem 2.4 states that there exists
coefficients Fn,n+µ for |µ| ≤ k such that T γr ϕn =
∑
µ Fn,n+µϕn+µ.
The formulas for Fn,n+µ are rational expressions involving square roots,
trigonometric functions, the parameter n, the coloring cˇ and the level r.
There is an obvious extension of Fn,n+µ to a multivalued analytic function
Fs,s+µ whose domain contains [0, N − 1] ∩ ([0, N − 1]− µ).
Definition 4.8. For any curve γ, set
Gγ(µ, s) = Fs,s+µE(N,µ, s). (23)
We will also use the following definition in order to estimate G(µ, s).
Definition 4.9. Let f(s) be some meromorphic function in a domain of
the form x < Re(s) < y. Given some β ≥ 0 we will say that f has order
β if there exists M,α, α′ > 0 such that for any s with | Im(s)| ≥ M and
x < Re(s) < y we have
αeβ| Im(s)| ≤ |f(s)| ≤ α′eβ| Im(s)|.
Proposition 4.10. Let Σ be either a once-punctured torus or a 4 times
punctured sphere. Let cˇ be an admissible coloring of of level r. Let N be the
dimension of Vr(Σ, cˇ) and consider the isometric spaces Vr(Σ, cˇ) ' HN .
For any curve γ ⊂ Σ of degree k, let Gγ(µ, s) be the analytic functions
associated to T γr by Definition 4.8. Then
1. Gγ(µ, s) is holomorphic for M1 + k/2 < Re(s) + µ/2 < M2 − k/2.
2. There exists β depending only on γ such that for all µ, G(µ, s) have
order βr .
Where M1 = −a/2 and M2 = N − 1 + a/2 in the torus case. In the sphere
case, M1 = −M and M2 = N −1+r−M where M = 12 max(|a−d|, |b− c|).
Proof. The proof consists in checking it for the generators and use Kauffman
relations. The second property is obvious in all the explicit formulas so we
will not deal with it.
Torus case
Let γ be the curve of Figure 6. Then µ = 0 and E(N, 0, s) = 1. The two
statements are obvious from the following expression:
GγN (0, s) = −2 cos(
pi
2r
(2s+ a+ 1)).
32
The curve δ satisfies
GδN (1, s) = −
√
sin(pir (s+ a+ 1)) sin(
pi
r (s+ 1))
sin( pi2r (2s+ a+ 1)) sin(
pi
2r (2s+ a+ 3))
E(N, 1, s).
The square of the first factor has poles at s = −(a+1)/2 and s = −(a+3)/2
modulo r and zeroes at s = −1 and s = r − a − 1 modulo r. On the other
hand, one has E(N, 1, s) =
√
s+1
N−s−1 . It follows that G
δ(1, s) is holomorphic
for −a+12 < s < r − a+32 as expected.
The same kind of computation shows that GδN (−1, s) is holomorphic for
−a−12 < s < r − a+12 . Finally, the formula
GξN (±1, s) = GδN (±1, s) exp
( ipi
2r
(±2s+ a+ 2)
)
shows that the analytic properties of Gδ and Gξ are the same.
We observe that we can set M1 = −a/2 and M2 = r − a/2 − 1 =
N − 1 + a/2. It is clear that all the G functions involved here have ordre at
most pi2r .
Sphere case
It is very similar to the torus case so that we do not give more details. The
general case follows from the following lemma:
Lemma 4.11. Let T 1, T 2 be two operators in HN of respective degrees k1, k2
whose coefficients can be analytically continued that is, there is a family
Gi(µ, s) for i = 1, 2 and |µ| ≤ ki such that Equation (23) is satisfied and the
Gi(µ, s) satisfy the properties of Theorem 4.10.
Then, the product T 2T 1 has the same property, meaning that its coef-
ficients can be analytically continued via functions G12(µ, s) satisfying the
properties of Theorem 4.10 with k = k1 + k2.
Proof. From the matrix multiplication we get for any n ∈ Z the following
formula:
F 12n,n+µ =
∑
ν
F 1n,n+νF
2
n+ν,n+µ (24)
Using the identity E(N,µ, s) = E(N, ν, s)E(N,µ− ν, s+ ν) we get:
G12(µ, s) =
∑
ν
G1(ν, s)G2(µ− ν, s+ ν). (25)
Take µ with |µ| ≤ k and consider one term of the sum with |ν| ≤ k1 and
|µ− ν| ≤ k2.
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The factor G1(ν, s) is holomorphic if M1 +
k1
2 < Re(s) + ν/2 < M2− k12 ,
while the second factor is holomorphic if M1 +
k2
2 < Re(s +
ν
2 ) +
µ−ν
2 <
M2 − k22 . We deduce that if M1 + k2 < Re(s) + µ2 < M2 − k2 , the product is
holomorphic, proving the first point.
It is obvious from Equation (24) that if G(ν, s) has order β1r and G
2(ν, s)
has order β2r for all µ and ν, then G(µ, s) has order
β1+β2
r . This proves the
last point.
The proof of Theorem 4.10 follows from the particular cases and the
product formula by an induction very similar to the one in the proof of
Theorem 2.4.
4.2.2 Asymptotic regime
Let Σ be either the punctured torus or the 4 times punctured sphere. Let
D be an odd level and cˇ be an admissible coloring of the marked points of
Σ. For any odd integer r, set r = Dr. The coloring rcˇ is admissible, hence
the family of vector spaces Vr(Σ, rcˇ) is well-defined and its dimension grows
linearly. To be more precise, consider the two cases we handle:
1. If Σ is a torus, let D be the level and a the color of the marked point.
The space Vr(Σ, ar) has dimension r∆ where ∆ = D − a.
2. If Σ is a sphere, we write cˇ = (a, b, c, d). The space Vr(Σ, rcˇ) has
dimension r∆ where
∆ =
1
2
(
min(a+ d, 2D− a− d, b+ c, 2D− b− c)−max(|a− d|, |b− c|))
In any case, we define a sequence of isomorphisms Ir : Vr(Σ, rcˇ) ' Hr∆ by
identifying the canonical hermitian basis of both spaces.
Theorem 4.12. Let Σ be either the once punctured torus or the 4 times
punctured surface and γ be a curve in Σ. By Theorem 4.10, for any r = rD,
let fγr be the function on the standard sphere such that T
γ
r = Tfγr .
Suppose that in the sphere case one has either a 6= d or b 6= c. Then the
sequence fγr as an asymptotic expansion as
fγr =
∞∑
n≥0
r−nfγ(n)
where the functions fγ(n) are C
∞ on the sphere and fγ(0) = fγ In other words,
the family T γr is a Toeplitz operator with principal symbol fγ.
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This is an application of Theorem 4.5. The only hypothesis which was
not proved in Theorem 4.10 is an analytic version of Theorem 2.4 which is
stated below.
Moreover the proof of Theorem 4.5 permits to compute, by using sub-
leading order in stationary phase Lemma, the subprincipal symbol of the
curve operators. However, we will give in Subsection 5.3 a less tedious way
of getting it.
Remark 4.13. It is important in the hypothesis of Theorem 4.12 that one
has M1 < 0 < N−1 < M2. This will ensure that for any γ the exact symbols
fγr will have increasing regularity at the poles when r is large. This property
is provided by the hypothesis in Theorem 4.12. No hypothesis is needed in
the torus case as the condition a > 0 is automatic from the oddness of a.
We can relate these conditions to the singularities of the moduli spaces.
In the torus case, the moduli space M(Σ, piaD ) is singular only if a = 0 (we
suppose that ∆ = D − a > 0 and hence a 6= D). In the sphere case, it
is well known that the moduli space M(Σ, piaD , pibD , picD , pidD ) is singular if and
only one has a±b±c±d 6= 0 mod 2D for all choices of signs. In particular,
Theorem 4.12 applies in all regular cases.
Remark 4.14. We remark that we could have checked that the theorem
holds for the generators and invoke the well-known but non trivial fact that
a product of Toeplitz operators is a Toeplitz operator.
Proposition 4.15. Let Σ be either a once-punctured torus or a 4 times
punctured sphere. Let cˇ is an admissible coloring of level D. Let r be an
odd integer, write r = Dr and N = ∆r. Let M1 and M2 be defined as in
Theorem 4.10 we suppose that M1 < 0 and M2 > N − 1.
For any curve γ ⊂ Σ of degree k, write gγ(µ, τ, 1N ) = FNs,s+µE(N,µ,Nτ)
where FNn,m are the matrix elements of T
γ
r , τ =
s
N . Then, g
γ(µ, τ, 1N ) is an
analytic function for M1 +
k
2N < Re(τ) +
µ
2N < M2 − k2N . On any compact
subsets of the strip M1 < Re(τ) < M2, one has the following expansion:
gγ(µ, τ, ~) =
∞∑
n=0
N−ngγ(n)(µ, τ)
Moreover, one has
fγ =
∑
µ
(1− τ
τ
)µ/2
gγ(0)(µ, τ)e
iµθ
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Proof. The first result is obvious on the generators of the Kauffman alge-
bra and is stable by taking products. The second statement is a direct
consequence of Theorem 2.4.
5 Asymptotics of mapping group representations
The aim of this section is to present some applications of the Toeplitz cal-
culus introduced in the preceding section to the computation of the asymp-
totics of the coefficients of the quantum representations of the mapping class
group. In particular we want to recover in a systematic way the results of
[TW05] on the aymptotics of the 6j-symbols.
5.1 General pairing
In this section we compute the leading order of the scalar product between
any two eigenvectors of any two curve-operators in the limit N → ∞ un-
der the condition that the intersection of the underlying Bohr-Sommerfeld
curves are transversal.
5.1.1 WKB quasi-modes
Since the curve operators are Toeplitz operators on the sphere it is well
known that each eigenvector can be approximated by WKB type quasi-
modes, analytic in a neighborhood of the underlying Bohr-Sommerfeld level
set, see [PU, V]. We want to present here a computation valid microlocally
away from the singular points of the symbol, and better adapted to the
algebraic properties of the TQFT than the usual construction. The com-
putation will be valid far away form the poles of the sphere, but since it is
known that the construction is analytic in a neighborhood of the BS curve,
the formula will be valid all around the trajectory. This method will just
happen to be more efficient for the algebra of the computation. Moreover
it will emphasize the role of the matrix elements of the curve operator, and
will be possibly generalizable to higher genus situations.
Let Σ be either the punctured torus or the 4 times punctured sphere and cˇ
be a coloring of the marked points with level D. Given any odd number r, we
fix N = ∆r and r = Dr and consider the isomorphic spaces Vr(Σ, rcˇ) ' HN
as in Subsection 4.2.2. We fix ~ = 1N and ϕ
N
n (z) =
√
N !
n!(N−1−n)!z
n as
previously.
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Given a curve γ ⊂ Σ of degree k, we denote by T γr the curve operator
acting on HN and we denote by Fµ(τ, ~) the functions satisfying
T γr ϕ
N
n =
∑
|µ|≤k
Fµ(n~, ~)ϕNn+µ (26)
Define the following operators:
HϕNn = ~nϕNn , T+ϕNn = (1− δn,N−1)ϕNn+1 and T−ϕNn = (1− δn,0)ϕNn−1.
Therefore T γr =
∑
|µ|≤k(T
Sign(µ))|µ|Fµ(H, ~). We have H = 1N z
d
dz . Pick
 > 0 and consider the space HN = span{ϕn, N < n < (1− )N}.
We first remark that, on HN ,
T± =
(√
1−H
H
z
)±
. (27)
Since (27) is valid only on HN , we are going to perform the following com-
putations in restriction to HN . In other words, we restrict microlocally the
phase space far away from the poles of the sphere. Under this condition we
can replace T± by
(√
1−H
H z
)±
.
We can write on HN ,
T γr =
∑
|µ|≤k
(√
1−H
H
z
)µ
Fµ(H, ~). (28)
Since
Hz = z(H + ~)
we have, again on HN ,√
1−H
H
z = z
√
1− (H + ~)
H + ~
= z
√
1−H
H
(
1− ~
2
1
H(1−H)
)
+O(~2).
We prove easily the following lemma.
Lemma 5.1. We have the following uniform estimate on HN :(√
1−H
H
z
)µ
= zµ
(√
1−H
H
)µ
(1− ~ µ(µ+ 1)
4H(1−H) +OB(HN→HN )(~
2)).
(29)
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Let us define f(z, x, ~) =
∑
µ z
µGµ(x, ~) where, for  < x < 1− ,
Gµ(x, ~) =
(
1− x
x
)µ/2
Fµ(x, ~)(1− ~ µ(µ+ 1)
4x(1− x) +O(~
2)). (30)
We obviously have on HN that
T γr = f(z,H, ~) +OB(HN→HN )(~
2). (31)
The following is standard:
Lemma 5.2. Let T =
∑
µ z
µGµ(H, ~). Let W (z) = W0(z) + ~W~(z) such
that
f(z, zW ′0(z)) = E (32)
Then
Te
W (z)
~ =
(
f(z, zW ′0(z)) +
~
2
∂2xf(z, zW
′
0(z))(z
d
dz
)2W (z) +O(~2)
)
e
W (z)
~ .
(33)
Proof. Once again (33) is standard in Toeplitz quantization and is essen-
tially “algebraic”. Nevertheless we give a direct proof. Remember that the
ordering is chosen by T =
∑
µ z
µGµ(H, ~). Therefore we have that
T =
∫
fˆ(z, t)eitHdtχ[0,1](H)
where fˆ is the Fourier transform in the second variable of a Schwartz function
on the real line equal to f(z, x) on 0 ≤ x ≤ 1, so that fˆ is in the Schwartz
class. We remark now that, since H = ~z ddz , e
itHψ(z) = ψ(eit~z) = ψ(z) +
it~zψ′(z)− t2~22 (z2ψ′′(z)+zψ′(z))+o(~2) from which we deduce the formula
(33).
It is well known by semiclassical Toeplitz theory (see e.g. [PU, V]) that,
for the regular part of the spectrum of a Toeplitz operator, the eigenvectors
are, in a neighborhood of the energy shell, close to the WKB expression.
Let us recall the argument : one can construct a WKB expression which
is analytic and single determined in such a neighborhood. After projection
by the Toeplitz projector, this gives rise to a vector in the Hilbert space,
close to the WKB expression in the neighborhood. Using Lemma 5.2 we can
compute the WKB quasimode up to ~2, e
W (z)
~ , the following way.
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Let f(z, x) = f0(z, x) + hf1(z, x) +O(h
2) and W = W0 + ~W1 with
f0(z, zW
′
0(z)) = E, (34)
Thanks to formula (33) we compute the first order correction:
∂xf0(z, zW
′
0(z))zW
′
1(z) + f1(z, zW
′
0(z)) = −
1
2
∂2xf0(z, zW
′
0(z))(z
d
dz
)2W0(z).
= −1
2
(z
d
dz
)(∂xf0(z, zW
′
0(z))) +
1
2
z∂z∂xf0(z, zW
′
0(z)).
Therefore:
W1(z) = −1
2
log (∂xf0(z, zW
′
0(z))) +
∫
ϕ(z)dz
where ϕ(z) =
1
2
z∂z∂xf0(z,zW ′0(z))−f1(z,zW ′0(z))
z∂xf0(z,zW ′0(z))
. According to Theorem 2.4, we
have:
Fµ(x, ~) = Fµ(x, 0) + ~
µ+ 1
2
∂xF (x, 0) +O(h
2), (35)
Notice that µ has changed to µ+ 1 because the change between the variable
τ = pimr and the variable x =
pin
r has the form τ = α + β(x +
~
2) for some
constants α and β. The shift by ~2 is the important Maslov correction.
We compute f0(z, x) =
∑
µ z
µ
(
1−x
x
)µ/2
Fµ(x, 0) and using Formula (35)
we get:
f1(z, x) =
∑
µ
zµ
(1− x
x
)µ/2(µ+ 1
2
∂xF (x, 0)− µ(µ+ 1)
4x(1− x)Fµ(x, 0)
)
. (36)
Equation (36) implies that 12z∂z∂xf0(z, x)−f1(z, x) = −12∂xf0 and hence
ϕ(z) = − 12z . Hence we obtain:
e
W (z)
h =
1√
z∂xf0(z, zW ′0(z))
e
W0(z)
h . (37)
Let H(z, z) = f0(z,
|z|2
1+|z|2 ). This is the classical hamiltonian in the sense
that H(z, z) =
∑
µ Fµ(τ, 0)e
iµθ where (τ, θ) are the spherical coordinates
associated to (z, z).
Note that, although the computation has been done away from the two
poles, we know that the quasi-mode is holomorphic and single-valued in a
neighborhood of the energy shell. Therefore the formula (37) is valid also
near the two poles.
We have ∂zH =
z
(1+|z|2)2∂xf0 hence we have proven the following:
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Proposition 5.3. Let W0 be a holomorphic solution of the Hamilton-Jacobi
equation f0(z, zW
′
0(z)) = E, E regular value of the function f0(z,
|z|2
1+|z|2 )
satisfying Bohr-Sommerfeld condition. Then
ψ~(z) =
(1− zW ′0)√
∂zH(z,
W ′0
1−zW ′0 )
e
W0(z)
~
is a quasimode modulo ~2 of T γr where f and T γr are related by Equation
(31).
For any z such that H(z, z) = E we have
ψ~(z) =
1
1 + |z|2
eW0/~√
∂zH(z, z)
(38)
Moreover we have
d
(
W0(z)− 1
2
log(1 + |z|2)
)
=
1
2
zdz − zdz
1 + |z|2 = 2ipiη (39)
where dη = ω is the symplectic form. Let z0 be a point satisfying H(z0, z0) =
E. We will say that the quasi-mode ψ is normalized at z0 if W0(z0) =
1
2 log(1 + |z0|2). By equation (39), this implies that W0 − 12 log(1 + |z|2) is
purely imaginary on the level set.
We derive easily, using the stationary phase lemma, the following lemma.
Lemma 5.4. Let E be a regular level of the hamiltonian H with period T
and let ψ be the normalized quasi-mode given in Proposition 5.3. Then
||ψ~||2 = T
2
√
2pi~+O(~−1/2)
5.1.2 Pairing formula
In this section we apply the explicit formulas of the preceding subsection to
compute the desired scalar products.
Theorem 5.5. Let Σ be either the once punctured torus or the 4 times
punctured sphere, cˇ an admissible coloring of level D and r an odd integer.
Let N = r∆ be the dimension of Vr(Σ, rcˇ) where r = Dr.
Let γ0 and γ1 be two curves on Σ. Denote by T
γ0
N and T
γ1
N the cor-
responding curve operators and by H0 and H1 the corresponding principal
symbols (i.e. minus the trace functions).
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Let m0 and m1 be two natural numbers and set for i = 0, 1: Σi =
{z,Hi(z, z) = −2 cos(pimir )}.
Suppose that Σ0 and Σ1 are non-empty regular curves which intersect
transversally. Pick z0 ∈ Σ0 and z1 ∈ Σ1.
Let ψi ∈ HN be a unit eigenvector of T γiN with eigenvalue −2 cos(pimir )
and whose phase at zi is the same as the phase of
(
∂zH(zi, zi)
)−1/2
(notice
that this condition defines ψi up to a sign). Then,
〈ψ0, ψ1〉 = ±2~
1/2
√
T0T1
∑
z∈Σ0∩Σ1
e−i
pi
4
Sign({H0,H1}(z))√|{H0, H1}(z)| e 2ipi~
( ∫
C0
η−∫C1 η) +O(~ 32 ),
(40)
where
- {., .} is the Poisson bracket on the sphere and η is the symplectic po-
tential given in Equation (39).
- For i = 0, 1, Ci is a path in Σi joining zi to z.
Remark 5.6. We can always assume that one of the two curve operators
is the diagonal one. In this case all the eigenvectors, including the one
corresponding to the extrema of the spectrum are given exactly by the WKB
quasimode expression at leading order. Therefore the expression (40) is still
valid in the case where Σ0 is reduced to a single point. Note that in this
case {H0, H1} will be of order ~ 12 in (and only in) the critical case where
dH0 → 0 at the the two poles.
Proof. Let T γir , Hi, Ei, Ti, ψi,Wi, ai be respectively the curve operator, the
hamiltonian, the level, the period, the quasimode, the phase function and the
amplitude associated to each curve. Thanks to the normalization condition,
the eigenvectors are closed to the WKB quasimodes ψi = aie
Wi/~ as ~ goes
to 0, the proof comes from an estimation of the scalar product
〈ψ0, ψ1〉 = i
2pi
∫
a0(z)a1(z)e
W0(z)+W1(z)
~
dzdz
(1 + |z|2) 1~+1
From the Hamilton-Jacobi equation (34), the critical points of F (z, z) =
W0(z) + W1(z) − log(1 + |z|2) are precisely the intersection points of the
curves Σ0 and Σ1. Moreover for any z ∈ Σ0 ∩ Σ1 we compute
∂2zF = −
∂zH0
∂zH0
(1+|z|2)−2, ∂2zF = −
∂zH1
∂zH1
(1+|z|2)−2, ∂z∂zF = −(1+|z|2)−2
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By the stationary phase lemma, we get that the contribution to the
pairing of a neighborhood of z is given by
a0(z)a1(z)
pi(1 + |z|2)2pi~det(A1)
−1/2e
1
~(W0+W1−log(1+|z|2))
where
Aλ = (1 + |z|2)−2
(
2 + λ(∂zH0∂zH0 +
∂zH1
∂zH1
) iλ(∂zH0∂zH0 −
∂zH1
∂zH1
)
iλ(∂zH0∂zH0 −
∂zH1
∂zH1
) 2− λ(∂zH0∂zH0 +
∂zH1
∂zH1
)
)
Here det(A)−1/2 is defined for Re(A) ≥ 0 by analytic continuation from
symmetric real and positive A. We compute det(A0)
−1/2 = 12(1 + |z|2)2 and
hence
det(Aλ)
−1/2 =
(1 + |z|2)2
2
√
1− λ2 ∂zH0∂zH0
∂zH1
∂zH1
∗
where the square root with the asterisk means the one with positive real
part.
Using the formula {H0, H1} = 2pii (1+ |z|2)2(∂zH0∂zH1−∂zH1∂zH0) and
the fact that ai(z) =
1
1+|z|2
1√
∂zHi
, we get:
〈ψ0, ψ1〉 =
√
2pi~
∑
z∈Σ0∩Σ1
1√
∂zH0∂zH1
√
∂zH0∂zH1
i{H0, H1}
∗
e
Φ(z)
~ +O(~2)
where we derive from Equation (39) the following formula:
Φ(z) = W0(z) +W1(z)− log(1 + |z|2) = 2ipi~
( ∫
C0
η −
∫
C1
η
)
We obtain the formula by dividing by the norm of ψ0 and ψ1.
5.2 Application to 6j-symbols and punctured S-matrix
5.2.1 6j-symbols
Consider the case where Σ is a sphere with 4 punctures. Let γ0 and γ1
be respectively the curves ζ and η shown in Figure 7. Let ψ0 and ψ1 be
normalized eigenvectors of T γ0r and T
γ1
r with eigenvalues −2 cos(pim0r ) and
−2 cos(pim1r ) as in Theorem 5.5. Then
〈ψ0, ψ1〉 = u
√
sin(pim0r ) sin(
pim1
r )
sin(pir )
{ a−1
2
b−1
2
m0−1
2
d−1
2
c−1
2
m1−1
2
}
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where
{ a b c
d e f
}
is the 6j-symbol normalized as in [TW05] and u is some
complex number of modulus 1.
Recall that the moduli space M(Σ, piar , pibr , picr , pidr ) is diffeomorphic to
the space of spherical quadrilaterals (P1, P2, P3, P4) whose lengths are l12 =
pia
r , l23 =
pib
r , l34 =
pic
r , l14 =
pid
r . The symbols of the operators T
γ0
r and T
γ1
r
are H0 = −2 cos(l13) and H1 = −2 cos(l24). Moreover, the angle coordinates
associated to the actions l13 and l24 are the exterior dihedral edges θ13 and
θ24. In particular, one can write ω =
r
4pi2N
dθ13 ∧ dl13 (the normalization
factor comes from the constraint
∫
ω = 1). We deduce from this formula
that the period Ti is equal to
r
4piN sin(
pimi
r
)
. Let G = det(cos(lij))
4
i,j=1. The
following formula is proven in [TW05], Proposition 2.4.1:
∂lij
∂θkl
= − G
1/2
sin(lij) sin(lkl)
We deduce from it that {H0, H1} = 16pi2Nr G1/2. Moreover, following
[TW05], the symplectic area S of the region enclosed by Σ0 and Σ1 equals
r
2pi2N
(∑
a<b labθab−2V
)
where V is the volume of the spherical tetrahedron
with length lij .
Let z0 and z1 be the two intersection points of the curves Σ0 and Σ1.
Then,
∫
C0
η − ∫C1 η = S. We deduce that
〈ψ0, ψ1〉 = u
√
4
r
sin(
pim0
r
) sin(
pim1
r
)
cos(S2 +
pi
4 )
G1/4
+O(r−3/2)
This gives an alternative proof of the following formula:
Proposition 5.7. [TW05]{ a−1
2
b−1
2
e−1
2
d−1
2
c−1
2
f−1
2
}
=
2pi cos( ir2pi
(∑
a<b labθab − V
)
+ pi4 )
r3/2G1/4
+O(r−5/2)
5.2.2 Punctured S-matrix
Let Σ be the punctured torus, γ and δ the curves shown in Figure 6. Let θ0 ∈
R/2piZ be the angle coordinate on M(Σ, α) associated to τ0 = arccos(12fγ).
By the constraint
∫
ω = 1 we get ω = 12pi(pi−α)dτ0 ∧ dθ0 and from Lemma
3.2, we get fδ = −2
√
sin(τ0+α/2) sin(τ0−α/2)
sin(τ0)
cos(θ0) = −2 cos(τ1).
Define H0 = fγ , H1 = fδ and Ti the period of the Hamiltonian flow
of Hi. We compute Ti =
(
(pi − α)2 sin(τi)
)−1
and {H0, H1} = 8pi(pi −
α) sin(θ0)
√
sin(τ0 +
α
2 ) sin(τ0 − α2 ).
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Consider the intersection of the level sets H0 = −2 cos(τ0) and H1 =
−2 cos(τ1). We have the symmetric formula:
{H0, H1} = 8pi(pi − α)
√
cos(
α
2
)2 − cos(τ0)2 − cos(τ1)2 + cos(τ0)2 cos(τ1)2.
and hence we deduce from Theorem 5.5 the following proposition:
Proposition 5.8. Let Σ be a punctured torus, γ0 and γ1 be respectively the
curves γ and δ of Figure 6. Let ψ0 and ψ1 be normalized eigenvectors of
T γ0r and T
γ1
r with eigenvalues −2 cos(τ0) and −2 cos(τ1) as in Theorem 5.5
where τi =
pimi
r . Set
G = cos(
α
2
)2 − cos(τ0)2 − cos(τ1)2 + cos(τ0)2 cos(τ1)2.
Then we have the following asymptotic formula:
〈ψ0, ψ1〉 =
√
8 sin(τ0) sin(τ1)
r
cos( r2pi
∫
D dθ ∧ dτ + pi4 )
G1/4
+O(r−3/2)
In this formula D is the domain of M(Σ, α) defined by the equations
fγ0 ≥ −2 cos(τ0) and fγ1 ≥ −2 cos(τ1).
Let us deduce Result 5 from this proposition. Let (Γ, c) be the colored
graph given in Figure 1 where c = (m0,m1, a). Then from TQFT axioms,
denoting by Γi the colored graphs shown in Figure 6 we have:
〈Γ, c〉 = ||Γ0||||Γ1||
η
〈ψ0, ψ1〉
where the first bracket stands for the Kauffman bracket and η =
√
2
r sin(
pi
r )
is the quantum invariant of S3. From Formula (7), we get
||Γ0||||Γ1||
η
∼ r
3/2
√
2pi
(
〈m0 + a−12 〉!〈m0 − a+12 〉!〈m1 + a−12 〉!〈m1 − a+12 〉!〈a−12 〉!4
〈m0〉!〈m0 − 1〉!〈m1〉!〈m1 − 1〉!〈a− 1〉!2
)1/2
which proves Result 5, remarking that 〈mi〉 = sin(τi).
5.3 Wick symbol and the sub-principal symbol
The aim of this section is to prove Formula 2 from the asymptotic of the
Wick symbol of the curve operators. Let σ0, σ1 be the two first terms in
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the expansion of the total Toeplitz symbols of the curve operator T γN . From
Equation (12), we get
W (z) =
〈T γNρz, ρz〉
〈ρz, ρz〉 = σ0 +
1
N
(σ1 + ∆Sσ0) +O(N
−2)
On the other hand, we have T γN = f0(z,H) +
1
N f1(z,H) + O(N
−2). By
a computation similar to Lemma 5.2, we get for a smooth function g the
expansion
g(H)ρz0
ρz0
= g(
zz0
1 + zz0
) +
1
N
(
− zz0
1 + zz0
g′(
zz0
1 + zz0
)
+
zz0
2(1 + zz0)2
g′′(
zz0
1 + zz0
)
)
+O(N−2)
This gives that the Wick symbol of T γN is up to O(N
−2) the same as the
one of the Toeplitz operator with symbol
f0(z0, x0) +
1
N
(
f1(z0, x0)− x0∂xf0(z0, x0) + 1
2
|z0|2
(1 + |z0|2)2∂
2
xf0(z0, x0)
)
where we have set x0 =
|z0|2
1+|z0|2 . We have σ0(z0) = f0(z0, x0) and from
Equation (36), we get
1
2
∆Sσ0(z0) = f1(z0, x0)− x0∂xf0(z0, x0) + 1
2
|z0|2
(1 + |z0|2)2∂
2
xf0(z0, x0)
which implies that σ1 =
1
2∆Sσ0 and proves Equation (2).
6 The genus 2 case
6.1 The Hilbert space
Consider the case where Σ has genus 2 and no marked points. Pick a pants
decomposition such that the graph Γ associated to it is a theta graph with
edges e1, e2, e3 as in Figure 10. Then, set
U = {(τ1, τ2, τ3) ∈ [0, pi]3, ∀i, j, k τi ≤ τj + τk and τ1 + τ2 + τ3 ≤ 2pi}.
As in Subsection 2.2, the map p :M(Σ)→ U is an integrable system which
has a natural section s. We can compare this integrable system with the
following well-known system on P3.
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Denote by Z = [Z0, Z1, Z2, Z3] the homogeneous coordinates on P3 and
set h1(Z) =
|Z2|2+|Z3|2
|Z|2 , h2(Z) =
|Z1|2+|Z3|2
|Z|2 , h3(Z) =
|Z1|2+|Z2|2
|Z|2 . The map
p = (pih1, pih2, pih3) defines an integrable system P3 → U with a preferred
section s consisting in choosing real and positives values for the Zis.
Using the preferred sections and the angle coordinates, we can construct
a continuous map Φ : M(Σ) → P3 such that it commutes with the projec-
tions p and the sections s, and it is a symplectomorphism over the pre-image
of the interior of U . We observe that the two spaces are nevertheless distinct
as the pre-image of the point (0, 0, 0) in M(Σ) is a 3-dimensional variety
whereas its pre-image in P3 is just a point.
A the quantum level, it is natural to expect that Φ induces an isomor-
phism between Vr(Σ) and the geometric quantization of P3 at some level.
We explicit this isomorphism in the following lines. Let L → P3 be the
canonical bundle of P3. We endow it with its hermitian structure and con-
nection such that the curvature is 1iω where ω =
i
2pi∂∂ log ||Z||2. The space
H0(P3,Lr) of holomorphic sections of Lr is canonically isomorphic to the
space C[Z0, Z1, Z2, Z3]r of homogeneous polynomials of degree r.
The scalar product of two sections ϕ,ψ ∈ H0(P3,Lr) is defined by
〈ϕ,ψ〉 = ∫P3〈ϕ(x), ψ(x)〉dµ(x) where µ = 13!ω∧3. At the level of polyno-
mials, this formula makes the monomials orthogonal to each other and
||
3∏
i=0
Znii ||2 =
∏
i ni!
(
∑
ni + 3)!
Let C3 ⊂ P3 be the affine chart defined by Z0 = 1 and denote by z1, z2, z3
the corresponding affine coordinates. Denote by t the coordinate z0 viewed
as holomorphic section of L. Any section of Lr has over C3 the form ftr for
some holomorphic f . We compute that in coordinates
|t|2 = 1
1 + |z|2
ω =
i
2pi
(
∑
dzi ∧ dzi)(1 + |z|2)− (
∑
zidzi)(
∑
zidzi)
(1 + |z|2)2
µ =
1
(2pi)3
∧
i idzi ∧ dzi
(1 + |z|2)4
||ftr||2 = 1
(2pi)3
∫
C3
|f(z1, z2, z3)|2
(1 + |z|2)r+4
∧
i
idzi ∧ dzi
Hence, we can identify the space H0(P3,Lr) with the space of holomorphic
functions from C3 to C such that ||ftr||2 <∞.
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Let Ar = {(α1, α2, α3) ∈ N, α1 + α2 + α3 ≤ r − 2} this set parametrizes
a hermitian basis for H0(P3,Lr−2) where we set
ϕrα1,α2,α3 = D(r;α1, α2, α3)z
α1
1 z
α2
2 z
α3
3 (41)
and
D(r;α1, α2, α3) =
(
(r + 1)!
α1!α2!α3!(r − 2− α1 − α2 − α3)!
)1/2
Recall now that the set of admissible colorings of the theta graph shown
in Figure 10 is the set
Ir = {(c1, c2, c3) ∈ Cr, ∀i, j, k, ci < cj + ck and ci + cj + ck < 2r and odd}
There is a natural bijection between Ar and Ir given by putting for all i, j, k
ci = αj + αk + 1 or equivalently αi =
cj+ck−ci−1
2 .
Using this bijection, we can identify the spaces Vr(Σ) and H
0(P3,Lr−2)
as Hermitian vector spaces.
Let us also remark that, for any distinct i, j, k ∈ {1, 2, 3}, we have:
ϕrα1,α2,α3(z1, z2, z3) = ϕ
r+1
αi (zi)ϕ
r−αi
αj (zj)ϕ
r−1−αi−αj
αk (zk), (42)
where ϕrα is given by (10), out of which we easily derive the expression for
the reproducing kernel ρz′1z′2z′3 :
ρz′1z′2z′3(z1, z2, z3) = (r − 1)r(r + 1)(1 + z′1z1 + z′2z2 + z′3z3)r−2 (43)
6.2 Toeplitz operators and matrix elements
Let us first derive a result partially similar to Proposition 4.1 and Theorem
4.2:
Proposition 6.1. Let T be an Hermitian operator on H0(P3,Lr−2) whose
matrix elements on the basis {ϕrα1,α2,α3 , (α1, α2, α3) ∈ Ar} are denoted by
Fα,α′.
Let us suppose that for any µ, there is an ordering i, j, k ∈ {1, 2, 3} and
an analytic extension of
Fα,α+µE(r, µi, αi)E(r − 1− αi, µj , αj)E(r − 2− αi − αj , µk, αk) (44)
to an holomorphic function G(µ, α) on a “strip” Ω defined by
M < Re(α1),M < Re(α2),M < Re(α3),Re(α1 + α2 + α3) < M
′
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where M < 0 < r − 2 < M ′ and suppose moreover that, uniformly on Ω we
have
|G(µ, s)| ≤ a exp(b
∑
| Imαi|),
for some constants a and b < pi. Then the formulas (write ρ =
∑
i ρi)
fµ(ρ1, ρ2, ρ3) =
∏
i ρ
−1−µi
2
i
(2ipi)3
(1 + ρ)r−4
∫
Fα,α+µ(Πρ
−αi
i )C(r, µ, α)dα, (45)
where C(r, µ, α) = D(r;α)D(r;α + µ) and the integral is over a product of
three vertical lines in Ω
f =
∑
µ∈Z3
fµ(ρ1, ρ2, ρ3)e
iµ.θ, θ ∈ (R/2piZ)3, (46)
define a smooth function on the dense open set V = {[z0, z1, z2, z3] ∈
P3 such that z0z1z2z3 6= 0}. This function satisfies the equation:
T = Tf . (47)
Moreover, writing α =
∑
i αi, one has for any  > 0 and for  <
αi
r and
α < 1− :
Fα,α+µ = fµ
(
α1
r − α,
α2
r − α,
α3
r − α
)
+O(r−1).
The proof is an easy but tedious adaptation of the proof of Theorem 4.2.
The situation here “factorizes” thanks to the property (42), which induces
the hypothesis (44). The examples below show that different choices of
orderings in (44) and a version of (45) similar to (17) will be needed. As
shown in Remark 4.4, the existence of the Toeplitz operator requires only
some integrability properties (and no regularity ) of the function defined by
(16), (17) so the bounds on M, M ′ are sufficient in this case.
Remark 6.2. Although we will not do it here let us mention that we can
derive the regularity properties of f at the boundary of V out of holomorphy
properties of the functions G(µ, .).
The interesting trace functions in the genus-2 case being singular, it is
useless to derive a general formula for the asymptotics of f in the entire P3.
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γδ
η
c1
c2
c3
Figure 10: Curves on a genus 2 surface
6.3 Examples
The first example is an extension of one of the generator for the 4 times
punctured sphere. Let us denote by γ, δ, η the curves shown in Figure 10.
One has immediately that the curve operator T γr is diagonal and one
has F γα,α = −2 cos(piα1+α3r ). The matrix elements of the curve operator T δr
associated to δ can be obtained from Proposition 3.4. We first remark that
the only non zero ones are given by µ = 0 and µ = ±ν where ν = (1,−1, 1).
We get
F δα,α = −2 cos
pi(2α1 + 2α2 + 1)
r
−4 sin
2 pi
rα2 sin
2 pi
r (α3 + 1)
sin pir (α1 + α3 + 1) sin
pi
r (α1 + α3 + 2)
−4sin
2 pi
r (α1 + α2 + α3 + 1) sin
2 pi
r (α1)
sin pir (α1 + α3) sin
pi
r (α1 + α3 + 1)
,
F δα,α+ν = 4
( 〈α1 + α2 + α3 + 2〉〈α3〉〈α2〉〈α1〉〈α1 + 1〉
〈α1 + α3 + 2〉〈α1 + α3 + 3〉〈α1 + α3 + 2〉〈α1 + α3 + 3〉
)1/2
(48)
and a similar expression for F δα,α−ν .
Our second example deals with the first non-reducible case, that is the
curve η shown in Figure 10. A standard computation with fusion rules gives
49
the following formulas where µ = (0, 0, 1) and ν = (1,−1, 0).
Fα,α+µ =
〈α1 + α2 + α3 + 2〉〈α3 + 1〉(〈α1 + α3 + 1〉〈α1 + α3 + 2〉〈α2 + α3 + 1〉〈α2 + α3 + 2〉)1/2
Fα,α−µ =
〈α1 + α2 + α3 + 1〉〈α3〉(〈α1 + α3〉〈α1 + α3 + 1〉〈α2 + α3〉〈α2 + α3 + 1〉)1/2
Fα,α+ν = − 〈α2〉〈α1 + 1〉(〈α1 + α3 + 1〉〈α1 + α3 + 2〉〈α2 + α3〉〈α2 + α3 + 1〉)1/2
Fα,α−ν = − 〈α1〉〈α2 + 1〉(〈α1 + α3〉〈α1 + α3 + 1〉〈α1 + α2 + 1〉〈α1 + α2 + 2〉)1/2
Theorem 6.3. The operators T γr , T δr , T
η
r are Toeplitz operators with exact
symbols fγr , f δr , f
η
r defined on P3, that is
T ξr = Πrf
ξ
rΠr, ξ ∈ {γ, δ, η}, (49)
where Πr is the Toeplitz projector associated to P3.
Moreover fγr , f δr , f
η
r admit an asymptotic expansion in powers of
1
r
smooth in V with leading orders, writing τi =
ρi
1+ρ ,
fγ0 (τ, θ) = −2 cos(pi
τ1 + τ3
r
)
f δ0 (τ, θ) = 2 cos (τ1 + τ2) + 4
sin2 τ2 sin
2 τ3 + sin
2 τ1 sin
2 (τ1 + τ2 + τ3)
sin2 (τ1 + τ3)
−8sin τ1 sin τ2 sin τ3 sin (τ1 + τ2 + τ3)
sin2 (τ1 + τ3)
cos (θ1 − θ2 + θ3)
fη0 (τ, θ) = 2
sin(τ1 + τ2 + τ3) sin(τ3)
sin(τ1 + τ3) sin(τ2 + τ3)
cos(θ3)
−2 sin(τ1) sin(τ2)
sin(τ1 + τ3) sin(τ2 + τ3)
cos(θ1 − θ2).
Finally fγ0 = −Tr ρ(γ) and f δ0 = −Tr ρ(δ).
Proof. The proof consists in checking that the hypothesis of Proposition
6.1 are satisfied for precise choices of orderings in (44). This is easily
done for most of the terms in T γr and T
η
r , with similar arguments to the
ones in section 4. Still there are some pathological terms which are the
ones containing denominators vanishing for extreme values of α1, α2, α3.
These terms, though well defined thanks to the numerators, might be non
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holomorphic. One can check that they still provide the integrability con-
dition necessary for the existence of the Toeplitz operator. For example
the term
sin2 pi
r
(α1)
sin pi
r
(α1+α3)
in F δα,α is not holomorphic for negative values of α1
and α3. Nevertheless we first remark that ∂
2
α1F
δ
α,α and ∂
2
α3F
δ
α,α are inte-
grable near the origin. Therefore we get by integrating α1, α3 on the pure
imaginary axis and Reα2 = − < 0, that, after two integrations by part,
|f δr | ≤ Cρ2(log(ρ1)−2(log(ρ3)−2(ρ1ρ2ρ3)−1 which is integrable at the origin
(see Remark 4.4). The same pathology appears with the term
sin2 pi
r
(α3+1)
sin pi
r
(α1+α3+2)
near α1 + α3 − r − 2 and can be solved the same way.
Let us remark that this discussion shows that the condition of holomor-
phy of G(µ, α) in Proposition 6.1 can be weakened by restricting Ω to M = 0
and M ′ = r− 2 and adding some regularity conditions at the boundary.
Note that the absence of square roots in the expressions of f δ0 and f
η
0
shows clearly that both are singular on the divisor {z0z1z2z3 = 0}.
We leave for a future work the identification of fη0 with the trace function
fη on M(Σ) as suggested by Conjecture 2.
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A Computations with fusion rules
Here is a toolkit to obtain the formula of Propositions 3.1 and 3.4. There is
a calculus for colored trivalent graphs in 3-space invented by Kauffman. We
collect here the formulas which are necessary for our computations where
we set [n] = A
2n−A−2n
A2−A−2 . Here an edge colored by n has to be interpreted as
n parallel copies of the same edge cabled by the Jones-Wenzl idempotent
fn. Be careful that the corresponding colored graph in TQFT has a shifted
coloring and an alternate sign, see Subsection 2.5. We refer to [MV94] for
the proofs.
a
b c
b− 1 c+ 1
= [(a+b−c)/2][b]
a
b− 1 c+ 1
a
b− 1 c− 1
a
b c
b− 1 c− 1
= − [(a+b+c)/2+1][(b+c−a)/2][b][c]
n+ 1
n 1
= − [n][n+1]
n− 1
b+ 1
a
b c
c+ 1
=
a
b+ 1 c+ 1
n
= A2n
n+ 1 −A−2n−2 [n][n+1]
n− 1
Figure 11: Fusion rules
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