Experimental Modelling of the Cluster Analysis Processes  by Trebuňa, Peter & Halčinová, Jana
 Procedia Engineering  48 ( 2012 )  673 – 678 
1877-7058 © 2012 Published by Elsevier Ltd.Selection and/or peer-review under responsibility of the Branch Offi ce of Slovak Metallurgical Society at 
Faculty of Metallurgy and Faculty of Mechanical Engineering, Technical University of Košice
doi: 10.1016/j.proeng.2012.09.569 
MMaMS 2012 
Experimental modelling of the cluster analysis processes 
Peter TrebuĖaa, Jana Halþinováa* 
aTechnical University of Košice, Faculty of Mechanical Engineering, Institute of technologies and Management, Department of management and 
economics, NČmcovej 32, 042 00 Košice, Slovak republic, 
Abstract 
A cluster analysis classifies objects on the basis  that similarity of objects in cluster is as high as possible, and simultaneously, similarity 
of cluster is as low as possible. This article deals with the comparation of cluster analysis methods and of measure of objects similarity 
(dissimilarity). Cluster analysis is a multidimensional method of the experimental modeling.                
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Nomenclature 
S (xi, xj) degree of similarity 
D (xi, xj) degree of dissimilarity 
xi, xj  objects 
1. Degree of similarity 
Cluster analysis is  statistical method to deal with the similarity of multidimensional objects, ie. objects are characterized 
by a greater number of variables. The basis of cluster analysis is the formation of clusters in such a way that the objects 
within a cluster are as similar as possible and at the same time, the similarity of clusters as small as possible. Similarity, 
respectively dissimilarity of objects is determined by the degree of similarity to be classified by degree distance degree 
correlations and degree of association. Only after the establishment of a matrix of similarity of objects followed by 
modeling process, which are used or non-hierarchical methods of hierarchical cluster analysis.  
The first stage of the cluster analysis is the classification of the way, on which will be determined similarity 
(dissimilarity) of objects. To determine the similarity of objects, objects are used by the degree of similarity (degree of 
correlation, degree of association), but more often the dissimilarity of objects (degree of distance).
Degree of similarity of objects xi and xj is written in the form S (xi, xj), simply Sij, and Sij = Sji. Degree of similarity, 
ideally, take their values from the interval <0,1>, where 0 reflects the maximum difference of objects xi and xj and a 
maximum value of the identity of objects xi and xj.  
Dissimilarity (distance) objects xi and xj is written as D (xi, xj), simply Dij and conditions apply: 
Dij  0, 
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Dii = 0,
Dij = Dji
     
Fig. 1. Classification of the degree of similarity (dissimilarity) 
1.1. Degree of association 
Association rates are group rates for the assessment of similarity relationships between objects, which are characterized 
by dichotomic (non-metric) characters. Association of two objects xi and xj are characterized by association table, which 
contains all possible combinations of characters for objects xi and xj. 
Table 1. Association table 
xi
1 0 
1 a b 
xj 0 c d 
1.2. Degree of correlation 
The basic degree of correlation is Pearson's correlation coefficient for the k-and l-variable determined by the following 
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where: 
kx - the arithmetic means of the k-th variable, 
lx - the arithmetic means of the l-th variable. 
1.3. Degree of distance 
Distance degree are based on the presentation of objects in space, whose coordinates are different variables. The 
dissimilarity of objects is used in a statistical programs, the longer distance between objects, the more they are more similar 
to these objects. If the condition of the triangle inequality ijyjiy DDD ≥+ and )n1;yj,(i, >∈< , where n is the number 
of objects, then we talk about metrics. The best-known metrics for expressing distance of two points xi and xj in m-
dimensional space are: 
a) Euclidean distance - a distance between two points is expressed by the Pythagorean sentence c2 = a2 + b2. It can be 
discussed as the distance as the crow flies. 
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Fig. 2. Euclidean distance of points xi = [1,2] a xj = [5,5] 
b) Manhattan (city block) distance - also called taxi metric, because it is the shortest distance, which can a taxi to go 
between city blocks in Manhattan. 
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Fig. 3. Manhattan distance of points xi = [1,2] a xj = [5,5] 
c) Chebyshev distance - a metric that mimics the movement of the king on the chessboard. 
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Fig. 4. Chebyshev distance of points xi = [1,2] a xj = [5,5] 
d) Minkowski distance - for q = 1 we obtain Manhattan distance and q = 2 for Euclidean distance. 
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Fig. 5. Minkowski distance of points xi = [1,2] a xj = [5,5] 
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2. Modeling with analysis method 
     
Fig. 6. Classification of cluster analysis methods 
2.1. Hierarchical cluster analysis method 
These algorithms of cluster analysis is related to the construction of the tree structure of clusters, ie. dendrogram. The 
calculation procedure is the same for all methods. It starts by calculating the degree of similarity with the similarity 
coefficients, which starts from the input data matrix and resulting in the creation dendrogram. In all steps of the method 
associated objects or groups of objects that are closest to, ie. are the most similar. 
Differences between the hierarchical methods is how to define similarity respectively dissimilarity between objects, ie. 
on which criteria are linked to larger clusters of clusters: 
a) The method of nearest neighbor 
In this method, the objects linked by the smallest distance between objects respectively. clusters, ie. connecting the 
clusters whose objects are the closest.
Fig. 7. The method of nearest neighbor 
b) The method of furthest neighbor 
The distance between objects respectively clusters is defined as the maximum distance between the points of these 
groups. 
Fig. 8. The method of furthest neighbor 
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c) Centroid's method 
The distance between objects, respectively clusters is defined as the average distance between all pairs of objects. 
The disadvantage of this method is the consideration of group size, resulting in a larger group of mergers and a 
smaller group of objects, where there is neglect of the smaller properties, because the centroid of the new group 
will be close to a larger group or even within this group.
Fig. 9. Centroid's method 
d) Ward's method
The method is based on minimizing the error sum of squares of increasing deviations from the average points 
cluster - centroid. For each combination of possible cluster pair is counted sum of squares and then combine such 
clusters, where there is little increase in error sum of squares. 
Fig. 10. Ward's method 
The following figure shows the form of dendrographs result of using different methods in combination with Euclidean 
distance applied to the same data set.
             
The method of nearest neighbor                             The method of furthest neighbor 
                     
Ward's method                                            Centroid's method 
Fig. 11. The dendrograpfh of hierarchical cluster analysis method 
2.2.   Non-hierarchical cluster analysis method 
The non-hierarchical cluster analysis methods classification of objects into a predetermined number of disjoint clusters. 
a) K-means 
It is the optimalization method, which issues from starting allocation of the object to the k-means cluster. First it is 
determined from the starting centroids, which create „center“ of cluster and consequently the Euclidian distance of 
object from that centroid is set, and the object is classified to the nearest starting centroid.
b) K-medoid 
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This method issues begin from starting classification of objects to the k  clusters. The medoid particular object of 
cluster is set for every cluster. We set the medoid in the way that the sum of distance of particular objects inside the 
cluster has to be minimal from selected object.
c) Fuzzy clustering 
Where m represents the probability that object i is classified to the j-cluster. Ordinary cluster algorithm classified 
the attendance of object into the cluster as 1 and in the other clusters as 0. It means that this algorithm classifies 
every object into just one cluster.
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