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In this thesis, we propose and analyze various numerical schemes including
finite elements, finite difference(Crank-Nicolson) and we use discontinuous Galerkin
(DG) method for solving time-fractional diffusion problems. We prove the existence,
uniqueness and stability of the approximate solutions, and analysis the order of con-
vergence. To compensate the singular behavior of the continuous solution near t =
0, we employ a nonuniform graded mesh in time. In space, a class of regular, quasi
uniform meshes will be used. However, to show the super-convergence properties of
the optimal HDG method, we use a quasi uniform spacial meshes. We present a
series of concrete numerical experiments to demonstrate our theoretical and also to
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1.1 Computational solutions for fractional diffu-
sion models
This thesis considers numerical solutions for time-fractional (slow) diffusion problems
by using discontinuous Galerkin (DG) and hybridizable DG (HDG) computational
methods. Fractional diffusion problems under consideration arise in a variety of phys-
ical, biological and chemical applications [20, 24, 43, 46]. Over the past few decades,
researchers have observed numerous porous media systems in which some key under-
lying random motion conforms to a model in which the diffusion is anomalously slow
(fractional sub-diffusion) rather than to the classical model of diffusion.
The fractional diffusion model problem considered here captures the dynamics of
some anomalous diffusion processes in which the growth of the mean square variance
is slower than a Gaussian process, see [41]. In this regard, the diffusion process in the
matrix phase can be modeled using fractional derivatives that account for some small-
scale fractures. This approach has applications such as diffusion in a fractal geometry
[39], highly heterogeneous aquifers [2] and underground environmental problems [15].
There are two distinct approaches to modeling fractional sub-diffusion; one is based
on fractional Brownian motion and Langevin equations [23, 47], and the other is
based on continuous time random walks (CTRW) and master equations with power
law waiting time densities [30]. The fractional Brownian motion approach leads to
a diffusion equation with a varying diffusion coefficient exhibiting a fractional power
law scaling over time [47]. The CTRW approach leads to a diffusion equation with
fractional order temporal derivatives operating on the spatial Laplacian [17, 30].
Also,we investigate regourisely the time-space DG method for solving numerically
3





= f(x, t), in Ω× (0, T ], (1.1.1a)
u(x, t) = g(x), on ∂Ω× (0, T ], (1.1.1b)
u(x, 0) = u0(x), in Ω. (1.1.1c)
where Ω ⊂ Rn (with n = 1, 2, 3) is a convex polyhedral domain, T > 0 is fixed, cDαv
is the time fractional Caputo derivative of order 0 < α < 1 defined by:
cDαv(t) = Iα v′(t),








and Γ denotes the Euler’s gamma function. In the above model
problem, the source term f , the initial data g, and the generalized diffusivity k are
assumed to be sufficiently regular on their respective domains. Also, we assume that
k(x, t) ≥ k0 > 0 in Ω× (0, T ].
The nonlocal nature of the Caputo derivative operator cDα means that at each
time level, it is required to efficiently evaluate a sum of integrals over all preceding
time levels. This will increase substantially the number of iterations as well as the
number of active operations (storage). Thus, reducing the number of time-steps and
at the same time maintaining high accuracy is wanted.
For the spatial discretization of the model problem (1.1.1) , we focus on develop-
ing and analyzing a hybridizable discontinuous Galerkin (HDG) method. The HDG
4
methods share with the classical (hybridized version of the) mixed finite element
methods their remarkable convergence properties, as well as the way in which they
can be efficiently implemented. They provide approximations that are more accurate
than the ones given by any other DG method for second-order elliptic problems [9].
The time discretizatrion, low-order and high-order DG methods will be studied
very extensively. Since their inception in the early 1970s, time-stepping DG methods
were applied for various practical time-dependent model problems including fractional
and classical parabolic problems and first order hyperbolic problems (conservation
law). Their advantages include excellent stability properties even for highly non-
uniform meshes and suitability for adaptive refinement based on a posteriori error
estimates to handle problems with low regularity.
The stability and the convergence of the proposed numerical schemes will be
studied in details. Variable time steps will be used to compensate for the singular
behaviour of the exact solution near t = 0. Various numerical tests will be delivered
to illustrate numerically theoretical convergence results.
1.2 Thesis outline
In the next chapter, some notations that will be used throughout the thesis will be
introduced. We also state various technical results including some essential properties
of the fractional integral and fractional derivative operators.
In Chapter 3, for exact time marching, we develop the HDG scheme in space for
the fractional diffusion problem 1.1.1 that allow us to approximate the solution and
the flux. For the convergence analysis, a specific discontinuous projection introduced
by Bernardo and others [8] will be used as the comparison function. A convergence of
order r+1 will be proved for approximate solutions in L2(Ω) with respect to the space
5
and L∞(0, T ) with respect to time. Here, r is the degrees of the HDG approximate
solutions.
To demonstrate the theoretical convergence results of the semi-discrete HDG
scheme, we discretize in time using Crank-Nicolson (CN) [see [31, 33]] in Chapter
4. This will define a fully discrete CN-HDG scheme. The existence and uniqueness
of the CN-HDG solution will be proved. The CN scheme is second-order accurate
provided that the continuous solution is sufficiently regular. However, due to the
singular behavior of the exact solution near t = 0, and so, second order accuracy in
time is not feasible. Nonuniform time graded meshes will be employed to compensate
for the singularity of the continuous solution near t = 0.
In Chapter 5, we will seek a better approximation to u by means of an element-
by-element HDG postprocessing. We show that the postproccessed HDG solution
converges with a super rate of order hk+2 for k ≤ 1 assuming that the mesh is quasi-
uniform. As in Chapter 4, we discretize in time using the generalized CN scheme.
The achieved convergence rate will be illustrated numerically on a sample of test
problems.
In Chapter 6, we propose and analyze a piecewise-linear, time-stepping DGmethod
to solve numerically the fractional diffusion equation (1.1.1). For completeness, a con-
tinuous standard finite element method for spatial discretization will be investigated
which will then define a fully discrete scheme. Existence, uniqueness and stability of
the numerical solution will be shown. Also, the convergence of the numerical scheme
will be studied in details. Optimal convergence results from the spatial discretization
is proved. For the error from the time-stepping DG scheme, a sub-optimal conver-
gence rate of order k2−
(1−α)
2 is proved, where nonuniform time graded meshes based
on concentrating the time-steps near t = 0 will be employed to compensate for the
singular behavior of the continuous solution. However, our numerical experiments
6
suggest optimal convergence rates in both time and space variables.
In Chapter 7, we extend piecewise linear time-stepping DG method in Chapter
6 to high order. That is, we consider a DG scheme of order m ≥ 1 for the time
discretization. The error analysis will be carried out. Convergence rates of order
ks+1−
1−α
2 will be proved, where k is the maximum time step size. The achieved
convergence rate is short by order 1−α
2
from being optimal. In the last chapter, we
will combine the time-stepping DG with the spatial HDG method. The existence and
uniqueness of the fully discrete DG scheme will be studied. The implementation of
the fully DG scheme will be discussed. Some numerical results will be given
1.3 Literature review
Numerical methods for (1.1.1) were proposed and analyzed by several authors. For
one dimensional case, Zhao et.al [51] considered the initial-boundary value problem
for the time fractional differential equation (1.1.1) with Neumann boundary condition.
He transformed the problem into an equivalent system of lower order differential
equations, a novel technique was used to proof both stability and convergence. He
obtained a global convergence of order in maximum norm is (k2−α+h
2
). Li and Xu
[22], they proposed a spectral method in both time and spatial discretizations for
the time fractional diffusion equation (1.1.1). The convergence of the method was
proven and numerical experiments were applied to confirm the theoretical results.
With Ω = (0, L), Alikhanov [3] constructed a new difference analog of the time
fractional Caputo derivative(called L2−1σ) with the order of approximation O(k3−µ).
Zhao and Xu [52] proposed a compact difference scheme for (1.1.1), Stability and
convergence properties of the scheme were proved. For time fractional convection-
diffusion problems, Cui [13] studied a compact exponential scheme. The stability
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and the convergence analysis were showed assuming that the coefficients of the model
problem are constants. For time independent coefficients, Saadatmandi et al. [42]
investigated the Sinc-Legendre collocation method. Zhang et al. [50] studied two
classes of finite difference (FD) methods. Stability properties were provided. Recently,
a similar convergence rate was shown by Zeng et al. [49] where the fractional linear
multistep method was used for the time discretization.
For two or three dimensional cases, A global uniform convergence of order O(t2−α+
h2) was proved. Mustapha et.al [33], proposed and analyzed a time stepping discon-
tinuous petrov-Galerkin(DPG) method combined with the standard continuous finite
element method (FEM) in space. Jin et.al [19] investigated the numerial solution of
(1.1.1) by using the seme-discrete Galerkin FEM and lumped mass Galerkin FEM
for the spatial discretization, by using piecewise linear functions. They established
optimal error with respect to the regularity error estimates, including the cases of
smooth and nonsmooth initial data. In my paper [37], a hybridizable DG method in
space was extensively studied by Mustapha et al. Mustapha [31] studied a semidis-
crete in time and fully discrete schemes, Crank-Nicolson in time and finite elements
in space, and derived error bounds for smooth initial data. For three-dimensional
spatial domains, a fractional ADI scheme was proposed and analyzed by Chen et al.
[7]. [40], the authors combined the order reduction approach and L1 discretization of
the fractional derivative that considered by Oldham and Spanier and constructed a
box-type scheme.
Various numerical methods have been applied to the following fractional subdif-
fusion model:
u′ +D1−αAu(t) = f(t) in Ω× (0, T ]. (1.3.1)
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Equations (1.1.1) and (1.3.1) are equivalent under certain conditions on their exact
solution(if f and the initial condition are given such that u is sufficiently regular, then
they have the same solution). However, the numerical approach for these problems
are formally different.
Many authors solved problem (1.3.1) for example, Mclean and Thomee [29] devel-
oped a numerical method based on spatial finite element discretization and Laplace
transformation with quadrature in time for (1.3.1) with a homogeneous Dirichlet
boundary data. They proved that maximum-norm error estimate of orderO(t−1−αh2l2h),
lh = ∥ lnh∥ for initial data v ∈ L∞(Ω).
Mustapha and Mclean [28] employed a piecewise-constant, discontinuous Galerkin
method for the time discretization of a sub-diffusion equation. They proved an a priori
error bound of order k under realistic assumptions on the regularity of the solution.
They also showed that a spatial discretization using continuous, piecewise-linear finite
elements leads to an additional error term of order h2 max(1, log k
−1).
Mustapha and Mclean [35] used a piecewise-linear, discontinuous Galerkin method
for the time discretization of a fractional diffusion equation involving 0 < α < 1. Their





is of order k(2+α). They employed a non-uniform mesh based on
concentrating the cells near the singularity. In the limiting case, α = 0, we recover the
known O(k2) convergence for the classical diffusion (heat) equation. They also con-
sidered a fully-discrete scheme that employs standard (continuous) piecewise-linear
finite elements in space, and showed that the additional error is of order h2 log(1/k).
Finite difference method was proposed by Yuste and Acedo [48] to solve fractional
diffusion equation (1.3.1) at n = 1 . They showed, a truncation error was O(k + h2)
when u is sufficient smooth at t = 0. Chen et al. [6] solved the problem (1.3.1)
at n = 2 by using the finite difference method for space and Grunwald–Letnikov
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expansion for time. The order of convergence was proved equals to O(k + h2).
Cui [11] proposed high-order compact finite difference scheme (After approximat-
ing the second-order derivative with respect to space by the compact finite difference,
they used the Grunwald-Letnikov discretization of the Riemann-Liouville derivative
to obtain a fully discrete implicit scheme) and he proved the method has accuracy
of four in the spatial grid size and one in the fractional time step, provided u is
sufficiently smooth.
Mustapha [31] studied an implicit finite-difference Crank-Nicolson method in
time combined with spatial piecewise-linear finite elements(FEs) scheme for solv-
ing fractional diffusion equation (1.3.1) . Convergence of orderO(h2 + k2+α) was
proven. A time-space FD scheme was studied recently in [34] where convergence of
orderO(h2 + k2+α) was achieved.
A compact ADI scheme was studied recently in [12]. This method is used to split
the original problem into two separate one-dimensional problems. The local trun-
cation error was analyzed and the stability was discussed by the Fourier method.
Recently, high order hp-DG methods with exponential rates of convergence for frac-





In this chapter we introduce some basic notations, definitions and theorems that
will be used throughout the dissertation.
2.1 Spaces
Definition 1 ([20]) We denote by Lp(D) the space of all Lebesgue real-valued mea-













We use ⟨u, v⟩∂D for the L2-inner product on ∂D (boundary of D)
Definition 2 ([21, 45]) Given an integer k ≥ 1, the distributional derivative of




v(x)Dmϕ(x) dx, ∀ϕ ∈ C∞c (D), |m| ≤ k.
If there exists a locally integrable function g such that Dmv(ϕ) = g(ϕ), namely
∫
D
g(x)ϕ(x) dx = (−1)m
∫
D
v(x)Dmϕ(x) dx, ∀ϕ ∈ C∞c (D),
then we say that g is the weak derivative of order k of f, where C∞c denotes the space
of continuous functions with compact support, having continuous derivatives of every













Definition 3 ([21]) We define W r,p(D) , r ≥ 0, 1 ≤ p ≤ +∞, to be the space of all
functions whose weak derivatives of order ≤ r belong to Lp(D), i.e.,
W r,p(D) = {v ∈ Lp(D) : Dmv ∈ Lp(D) for |m| ≤ r}.






The space Hr(D) denotesW r,2(D). The norm and the seminorm on the space Hr(D)
are denoted respectively:










We also denote ∥ · ∥X(0,T ;Y (D)) by ∥ · ∥X(Y )
where Dmv is the weak derivative of order k of v.
Also, we introduce the space,
H10 := {v ∈ H1 : with zero trace},
Remark 1
If v ∈ Ck(D), then its weak derivative Dmv of order |m| ≤ k coincides with the









Definition 4 ([16]) A function f : [a, b] → R is absolutely continuous on [a, b] if
for every ϵ > 0 there exists a δ > 0 such that
∑N
i=1 |f(bi) − f(ai)| < ϵ for any finite
collection {[ai, bi] : 1 ≤ i ≤ N} of non-overlapping subintervals [ai, bi] of [a, b] with∑N
i=1 |bi − ai| < δ.
Definition 5 For ℓ ∈ {0, 1}, we let Cℓ(Jn, L2(Ω)) denote the space of functions
v : Jn → L2(Ω) such that the restriction v|Ij extends to an ℓ-times continuously dif-






is the space of functions v : (0, tn) → L2(D) such
that ∥v∥L2(D) ∈ Wm,p(0, tn)






ωα(t− s)v(s) ds, α > 0,









is the standard gamma function.
(ii) The Riemann–Liouville fractional derivative RDα, α > 0, is defined by





ωn−α(t− s)v(s) ds where n = ⌊α⌋+ 1,
if it exists, where ⌊α⌋ is the greatest integer, less than or equals to α.
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(iii) The Caputo fractional derivative cDα, α > 0, is defined by






ds, where n = −⌊−α⌋,
if it exists.
Properties 8 ([18, 20], Some properties of RDα and Iα )






(ii) ( Semi Group Inequality) If α > 0 and β > 0 , then
Iα+βv = IαIβv,
is satisfied at almost every point in [0, T ] for v ∈ Lp(0, T ) , 1 ≤ p ≤ ∞.
2.2 Classical inequalities
In this section, we display some inequalities that we will use in the next chapters.
Inequalities 9
(i) ([45], Cauchy-Schwarz Inequality) If v, w ∈ L2(0, T ), then v w ∈ L1(0, T )
and
|⟨v, w⟩| ≤ ∥v∥∥w∥.
(ii) ([21], Poincare’s Inequality) If D is a bounded domain in Rn, then there
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exists a constant C such that
∥v∥1 ≤ C∥∇v∥, ∀v ∈ H10 .
(iii) (Geometric Arithmetic Mean Inequality) If a, b ∈ R, then for any ϵ > 0,







(iv) ([10], Lemma 4, integral inequality) Suppose that,
E2(t) ≤ A(t) + 2
∫ t
0
B(s)E(s) ds, for any t ≥ 0
for some nonnegative functions A and B.
Then,





B(s) ds for any T > 0.
2.3 Additional results
Definition 10 ([4, 44]) A set {φj}∞j=1 in a Hilbert space V is orthonormal if (φi, φj) =
δi,j, where δi,j defined by
δi,j =

1, for i = j,
0, for i ̸= j.
Definition 11 ([4, 44]) A set {φj}∞j=1 is said to be a basis for a Hilbert space V if




where ci are the scalars. The numerical coefficient ci are the coordinate of u in the
basis.
Remark 2 ([4, 44])
A set {φj}∞j=1 is said to be a complete orthonormal set for a Hilbert space V or
orthonormal basis for a Hilbert space V if it is orthonormal in V and is a basis for V .
Equalities 12 For 0 < α, β < 1 and t > 0 we have
(i) ∫ t
0












ω1−α(t− s)ωα(τ − t) dt := 1,
Theorem 13 ([16],[20]:page 2, Fundamental Theorem of Calculus) Let f : [a, b] →
R be a continuous function. Then f is differentiable almost everywhere with inte-
grable derivative such that f(t) =
∫ t
a
f ′(x) dx+f(a) holds if and only if f is absolutely
continuous.














= n.∇u is the outward normal derivative of u on ∂D.
Theorem 15 Let f be a function such that f and ft are continuous in x and t
in some region of the (t, x)-plane, including g(t) ≤ x ≤ h(t), t0 ≤ t ≤ t1. Also
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assume that g(t) and h(t) are continuous and their derivatives are also continuous for












In this section, we state some important fractional inequalities that we will use
through the dissertation.
Lemma 16 For 1 ≤ n ≤ N and for 0 < α < 1, we have
(i) For v in C1(Jn, L2(Ω))(a function with first continuous derivative) or inW 1,1((0, tn), L2(Ω)),
the fractional derivative RDα satisfies:
∫ tn
0
⟨RDαv, v⟩ dt ≥ c′αt−αn
∫ tn
0



























(Iαv(t), v(t)) dt ≥ cα
∫ T
0














Proof 1 The property (i) was proven in [26, Theorem A.1] by using the Laplace
transform and Plancherel Theorem. For the proof of the property (ii), see [38, Lemma
3.1].
The inequality (iii) follows from (ii) and geometric arithmetic mean inequality. 2
Lemma 17 If 0 < α < 1, u ∈ AC[0, T ] and cD1−
α
2 u ∈ L2(0, T ), then we have









2 u(s)|2 ds. (2.4.1)
for 0 < t ≤ T.
proof: see [1]
2.5 Notations








(RDαv, v) dt for v ∈ [0, T ]×D
(iii) we introduce a partition of the time interval [0, T] given by 0 < t1 < t2 < t3 <
· · · < tN = T , and Ik = (tk−1, tk], then, we denote Jn as Jn := ∪nj=1Ij where, N
is a positive integer.







We use the hybridizable discontinuous Galerkin (HDG) method for the spatial
discretization to solve the time fractional diffusion model, where this work was not
in the literature review:
cDαu(x, t)−∆u(x, t) = f(x, t) in Ω× (0, T ], (3.0.1a)
q(x, t) = −∇u(x, t), (3.0.1b)
u(x, t) = g(x) on ∂Ω× (0, T ], (3.0.1c)
u(x, 0) = u0(x) on Ω. (3.0.1d)
For each time t ∈ [0, T ], the HDG approximations(uh, qh) of (3.0.1) are taken to
be piecewise polynomials of degree k ≥ 0 on the spatial domain Ω. they are ap-









-norm, the order of convergence is proven with rate hk+1 provided
that u is sufficiently regular, where h is the maximum diameter of the elements of the
mesh.
3.1 The HDG method
This section is devoted to defining a scalar approximation uh(t) to u(t), a vector
approximation qh(t) to the flux q(t), and a scalar approximation ûh(t) to the trace
of u(t) on element boundaries for each time t ∈ [0, T ], using a spatial HDG method.
We begin by discretizing the domain Ω ⊆ Rn by a conforming triangulation (the
commonality between triangles is an edge or vertex or nothing) Th made of elements
K; we denote by ∂Th the set of all the boundaries ∂K of the elements K of Th. We
denote by Eh the union of faces F of the simplexes K of the triangulation Th.
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Next, we introduce the discontinuous finite element spaces:
Wh = {w ∈ L2(Ω): w|K ∈ Pk(K), ∀ K ∈ Th}, (3.1.1a)
V h = {v ∈ [L2(Ω)]d: v|K ∈ [Pk(K)]d, ∀ K ∈ Th}, (3.1.1b)
Mh = {µ ∈ L2(Eh) : µ|F ∈ Pk(F ), ∀ F ∈ Eh}, (3.1.1c)
where Pk(K) is the space of polynomials of degree at most k in the spatial variable,
[L2(Ω)]
d is a space of vectors such that each component is function in L2(Ω) To
describe HDG scheme, we choose the first two equation of the system (3.0.1):
q +∇u = 0, (3.1.2a)
cD1−αu−∇ · q = f, (3.1.2b)
taking the inner product (3.1.2a) and (3.1.2b) with ϕ ∈ H(div,Ω), and χ ∈ H1(Ω),
respectively. We obtain
(q,ϕ) + (∇u,ϕ) = 0 ∀ϕ ∈ H(div,Ω),
(cD1−αu, χ) + (∇· q, χ) = (f, χ) ∀χ ∈ H1(Ω)
Using the green’s formula, we get the weak formulation of our problem:
(q,ϕ)− (u,∇ ·ϕ) + ⟨u,ϕ · n⟩ = 0 ∀ϕ ∈ H(div,Ω), (3.1.3a)
(cD1−αu, χ)− (q,∇χ) + ⟨q · n, χ⟩ = (f, χ) ∀χ ∈ H1(Ω) . (3.1.3b)
For each t > 0, the HDG method provides approximations uh(t) ∈ Wh, qh(t) ∈
22
V h, and ûh(t) ∈Mh, the trace of u(t). These are determined by requiring that
(qh, r)− (uh,∇ · r) + ⟨ûh, r · n⟩ = 0, ∀ r∈V h, (3.1.4a)
(cD1−αuh, w)− (qh,∇w) + ⟨q̂h · n, w⟩ = (f, w), ∀w ∈ Wh, (3.1.4b)
⟨ûh, µ⟩∂Ω = ⟨g, µ⟩∂Ω, ∀µ ∈Mh, (3.1.4c)
⟨q̂h · n, µ⟩ − ⟨q̂h · n, µ⟩∂Ω = 0, ∀µ ∈Mh, (3.1.4d)
and take the numerical trace for the flux as




n on ∂Th, (3.1.4e)
for some nonnegative stabilization function τ defined on ∂Th; we assume that, for
each element K ∈ Th, τ |∂K is constant on each of its faces. At t = 0, uh(0) ∈ Wh
approximates the initial solution u0.
The first two equations are inspired by the weak form of the fractional differential
equations satisfied by the exact solution, (8.1.1). The form of the numerical trace
given by (3.1.4d) allows us to express (uh, qh, q̂h) elementwise in terms of ûh and f
by using equations (3.1.4a), (3.1.4b) and (3.1.4e). Then, the numerical trace ûh is
determined by as the solution of the transmission condition (3.1.4d), which enforces
the single-valuedness of the normal component of the numerical trace q̂h, and the




In this section, we carry our a priori error analysis of the HDG method. We also use
the integral inequality [4]
Next, we define the projections which play the comparison function role in the
error analysis. For each t ∈ (0, T ], we assume that q(t) ∈ [H1(Th)]d and u(t) ∈
H1(Th), where H1(Th) =
∏
K∈Th H
1(K), the projections ΠV q(t) ∈ V h and ΠWu(t) ∈
Wh are defined by: on each simplex K ∈ Th and for all faces F of K,
(ΠV q(t),v)K = (q(t),v)K , (3.2.1a)
(ΠWu(t), w)K = (u(t), w)K , (3.2.1b)
⟨ΠV q(t) · n+ τΠWu(t), µ⟩F = ⟨q(t) · n+ τu(t), µ⟩F , (3.2.1c)
for al v ∈ [Pk−1(K)]d, w ∈ Pk−1(K) and µ ∈ Pk(F ). This projection introduced in
[8] to study HDG methods for the steady-state diffusion problem and also used in
the error analyses of HDG methods for classical diffusion [5] as well as for fractional
subdiffusion [10] problems. As mentioned in [8], The projection ΠV depends not
only on q, but rather on both q and u. Similarly for the projection ΠW . Hence
the notations ΠV and ΠW are somewhat misleading but convenient.By the definition
3.2.1 Its approximation properties are described in the following result.
Theorem 18 ([8]) Suppose τ |∂K is nonnegative and τmaxK := max τ |∂K > 0. Then
the system (3.2.1) is uniquely solvable for ΠV q and ΠWu. Furthermore, there is a
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constant C independent of K and τ such that for each t ∈ (0, T ],
∥eq(t)∥K ≤ C hk+1K
(
|q(t)|Hk+1(K) + τ ∗K |u(t)|Hk+1(K)
)
,
∥eu(t)∥K ≤ C hk+1K
(
|u(t)|Hk+1(K) + |∇ · q(t)|Hk(K)/τmaxK
)
where eq := ΠV q − q, eu := ΠWu − u, and hK is the diameter of the spatial mesh
element K. Here τ ∗K := max τ |∂K\F ∗ , where F ∗ is a face of K at which τ |∂K is maxi-
mum.
From theorem 18, we note that the approximation error of the projection is of order
k + 1 provided that the stabilization function is such that both τ ∗K and 1/τ
max
K are
uniformly bounded and the exact solution is sufficiently regular.
Thus, the main task now is to estimate the terms εu := ΠWu−uh and εq := ΠV q−
qh. For convenience, we further introduce the following notations: εû := PMu − ûh
and εq̂ := PMq − q̂h where PM denotes the L2-orthogonal projection onto Mh, and
PM denotes the vector-valued projection each of whose components are equal to PM .
For later use, for each t ∈ (0, T ], (3.2.1c) is equivalent to
⟨ΠV q(t) · n+ τΠWu(t)− PM(q(t) · n)− τPMu(t), µ⟩F = 0 ∀ µ ∈ Pk(F ) .
Since ⟨PM(q(t) · n), µ⟩F = ⟨q(t) · n, µ⟩F and ⟨PMu(t), µ⟩F = ⟨u(t), µ⟩F .
Where µ ∈ Pk(F ) so, it is in L2(F ) Since ΠV q(t) · n + τΠWu(t) − PM(q(t) · n) −
τPMu(t) ∈ Pk(F ),
ΠV q(t) · n+ τΠWu(t)− PM(q(t) · n)− τPMu(t) = 0 for each t ∈ (0, T ] . (3.2.3)
The projection of the errors satisfy the equations stated in the next lemma.
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Lemma 19 For each t > 0, we have
(εq, r)− (εu,∇ · r) + ⟨εû, r · n⟩ = (eq, r), ∀ r ∈ V h (3.2.4a)
(Iαε′u, w)− (εq,∇w) + ⟨εq̂ · n, w⟩ = (Iαe′u, w), ∀w ∈ Wh (3.2.4b)
⟨εû, µ⟩∂Ω = 0, ∀µ ∈Mh (3.2.4c)
⟨εq̂ · n, µ⟩ − ⟨εq̂ · n, µ⟩∂Ω = 0, ∀µ ∈Mh (3.2.4d)
and we also have
εq̂ · n := εq · n+ τ(εu − εû) on ∂Th. (3.2.4e)
Proof From (8.1.1), we recall that q and u satisfy the equations
(q, r)− (u,∇ · r) + ⟨u, r · n⟩ = 0 ∀ r ∈ V h,
(Iαu′, w)− (q,∇w) + ⟨q · n, w⟩ = (f, w) ∀w ∈ Wh .
By the equalities q = ΠV q − eq and u := ΠWu − eu, the fact that PM is then
L2−projection into Mh and (3.2.1c), we get
(ΠV q, r)− (u,∇ · r) + ⟨PMu, r · n⟩ = (eq, r),
(Iα(ΠWu)′, w)− (q,∇w) + ⟨ΠV q · n+ τ(ΠWu− PMu), w⟩ = (f + Iαe′u, w),
∀ r ∈ V h and ∀w ∈ Wh, given that, for each element K ∈ Th, τ is constant on each
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face F of K. Hence, by (3.2.1a) and (3.2.1b), we observe that
(ΠV q, r)− (ΠWu,∇· r) + ⟨PMu, r · n⟩ = (eq, r), ∀ r ∈ V h (3.2.6)
(Iα(ΠWu)′, w)− (ΠV q,∇w) + ⟨ΠV q · n+ τ(ΠWu− PMu), w⟩
= (f + Iαe′u, w), ∀w ∈ Wh . (3.2.7)
We used the following properties:
(u,∇ · r)k = (ΠWu,∇ · r) since ∇· r ∈ Pk−1(K)
(q,∇ω)k = (ΠV q,∇ω) since ∇ω ∈ P k−1(K)
and
PM(q · n) = ΠV q · n+ τ(ΠWu− PMu)
Subtracting the equations (3.1.4a) and (3.1.4b) from (3.2.6) and (3.2.7), respectively,
we obtain equations (3.2.4a) and (3.2.4b), respectively. The equation (3.2.4c) follows
directly from the equation (3.1.4c) and (1.1.1b)
⟨û, µ⟩∂Ω = ⟨g, µ⟩∂Ω,
⟨û, µ⟩∂Ω = ⟨u, µ⟩∂Ω, on the boundary
⟨u, µ⟩∂Ω = ⟨PMu, µ⟩∂Ω, PM is L2 projection
So
⟨PMu− u, µ⟩ = 0 and ⟨εû, µ⟩ = 0.
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By the definition of εq̂ and since PM is the L
2-projection into Mh, we have
⟨εq̂ · n, µ⟩ − ⟨εq̂ · n, µ⟩∂Ω = ⟨(PMq − q̂h) · n, µ⟩ −⟨(PMq − q̂h) · n, µ⟩∂Ω,
= ⟨(q − q̂h) · n, µ⟩ − ⟨(q − q̂h) · n, µ⟩∂Ω
= [⟨q · n, µ⟩ − ⟨q · n, µ⟩∂Ω]− [⟨q̂h · n, µ⟩ − ⟨q̂h · n, µ⟩∂Ω] = 0,
where in the last equality we used that q is in H(div,Ω) and equation (3.1.4d). Thus,
the identity (3.2.4d) holds. For the proof of (3.2.4e),
εq̂ · n = PM(q · n)− q̂h · n
= PM(q · n)− (qh · n+ τ (uh − ûh)), by (3.1.4e),
= (ΠV q · n+ τ (ΠWu− PMu))− (qh · n+ τ (uh − ûh)),
= (ΠV q · n− qh · n) + τ (ΠWu− uh)− τ (PMu− ûh), by (3.2.3),
= εq · n+ τ(εu − εû) . 2
Lemma 20 Let Sh := ∥
√
τ(εu − εû)∥∂Th . For T > 0,
∫ T
0






(Iαe′u, e′u) dt+ 2
∫ T
0
(e′q, εq) dt .
Proof 2 Since (εu,∇· r) = −(∇εu, r) + ⟨εu, r.n⟩, (3.2.4a) can be rewritten as:
(εq, r) + (∇εu, r) + ⟨εû − εu, r · n⟩ = (eq, r) .
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A time differentiation of both sides yields,
(ε′q, r) + (∇ε′u, r) + ⟨ε′û − ε′u, r · n⟩ = (e′q, r) .
Setting r = εq and choosing w = ε
′
u in equation (3.2.4b), we observe that
(ε′q, εq) + (∇ε′u, εq) + ⟨ε′û − ε′u, εq · n⟩ = (e′q, εq) ,
(Iαε′u, ε′u)− (εq,∇ε′u) + ⟨εq̂ · n, ε′u⟩ = (Iαe′u, ε′u) .













∥εq∥2 + ψh = (Iαe′u, ε′u) + (e′q, εq) , (3.2.8)
where
ψh = ⟨ε′û − ε′u, εq · n⟩+ ⟨εq̂ · n, ε′u⟩ .
A time differentiation of (3.2.4c) followed by choosing µ = εq̂ · n and then using
(3.2.4d) yields
⟨εq̂ · n, ε′û⟩∂Ω = ⟨εq̂ · n, ε′û⟩ = 0.
Thus, by (3.2.4e),
ψh = ⟨ε′û − ε′u, (εq − εq̂) · n⟩,






























(Iαε′u, ε′u) dt+ ∥εq(T )∥2 + S2h(T )
= ∥εq(0)∥2 + S2h(0) + 2
∫ T
0
(Iαe′u, ε′u) dt+ 2
∫ T
0
(e′q, εq) dt . (3.2.9)













(Iαε′u, ε′u) dt .
Finally, inserting this in (3.2.9) and simplifying completes the proof.
The task now is to estimate ∥εu(T )∥ and ∥εq(T )∥ in the following two lemmas.















The constant C is independent of K and τ
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Thus, an application of the integral inequality in Lemma 4, yields







B(s) ds for any T > 0.
Hence,









































































































Lemma 22 For t > 0,
∥εq(t)∥2 + ∥εu(t)∥2 ≤ C21(1 + T )2
(
∥εq(0)∥2 + S2h(0) + h2k+2
)
.
The constant C1 only depends on C, α, ∥u∥C1(Hk+1), and on ∥q∥C1(Hk+1).
Proof 4 Firstly, we prove that εu(t) = I
1−α








































(s− q)ε′u(q) dq ds














(s− q) ds ε′u(q) dq












(t− q − τ)wα
2





So, εu(t) = I
1−α
2 (I α2 ε′u)(t).
























































































2 ε′u(s)∥ dq ds





































































(Iαε′u, ε′u) ds .
Therefore, combining (3.2.10) with the above bound, and apply Theorem 18 for the
time derivative error projections e′u and e
′
q
We know that (ΠWu(t))
′ = ΠWu
′ and (ΠV q(t))





′ − u′ and e′q = ΠV q′ − q′






















∥εq(0)∥2 + S2h(0) +
T
4cα
h2k+2 + Th2k+2 + T 2h2k+2
]








∥εu(0)∥2 + S2h(0) + Th2k+2 + T 2h2k+2
]
≤ C21 T 1−α
[
∥εu(0)∥2 + S2h(0) + (T + T 2)h2k+2
]
Now complete
Next, we show the main error bounds of the HDG method. We choose uh(0) =
ΠWu0 and so, εu(0) = 0.
Theorem 23 Assume that u ∈ C1(0, T ;Hk+1(Ω)) and q ∈ C1(0, T ;Hk+1(Ω)). Then
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we have that
∥(u− uh)(T )∥+ ∥(q − qh)(T )∥ ≤ C1(1 + T )hk+1.
Proof 5 From the decompositions: u− uh = εu − eu and q − qh = εq − eq, and the
error projection in Theorem 18, we have
∥(u− uh)(T )∥+ ∥(q − qh)(T )∥ ≤ C1 hk+1 + ∥εu(T )∥+ ∥εq(T )∥ .
Since
∥(u− uh)(T )∥ ≤ ∥(ΠWu− u)(T )∥+ ∥(ΠWu− uh)(T )∥









|q(T )|Hk+1(K) + τ ∗|u(T )|Hk+1(K)
)




∥q(T )∥Hk+1(Ω) + τ ∗∥u(T )∥Hk+1(Ω)
)
≤ ∥εu(T )∥+ C1hk+1
and
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∥(q − qh)(T )∥ ≤ ∥(ΠV q − q)(T )∥+ ∥(ΠV q − qh)(T )∥












|∇ · q(T )|Hk(K)
)









≤ ∥εq(T )∥+ C1hk+1.
Now, we need to bound ∥εq(0)∥2 + S2h(0). Since
(εu,∇ · r) = −(∇εu, r) + ⟨εu, r.n⟩,
setting r = εq in (3.2.4a) and w = εu in (3.2.4b) yield
∥εq∥2 + (∇εu, εq) + ⟨εû − εu, εq · n⟩ = (eq, εq),
(Iαε′u, εu)− (εq,∇εu) + ⟨εq̂ · n, εu⟩ = (Iαe′u, εu) .
Adding the above equations, and using ⟨εq̂ · n, εû⟩ = 0 (this follows by choosing
µ = εq̂ · n in (3.2.4c) and µ = εû in (3.2.4d)) and (3.2.4e), we obtain
(Iαε′u, εu) + ∥εq∥2 + ⟨εû − εu, εq · n⟩+ ⟨εq̂ · n, εu⟩−⟨εq̂ · n, εû⟩
= (Iαe′u, εu) + (eq, εq)
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Then, The right side becomes as:
(Iαe′u, εu) + (eq, εq)
= (Iαε′u, εu) + ∥εq∥2 + ⟨εû − εu, (εq − εq̂) · n⟩
= (Iαε′u, εu) + ∥εq∥2 + ⟨εû − εu, τ(εû − εu)⟩
= (Iαε′u, εu) + ∥εq∥2 + S2h.
We rewrite the first term in the left side Iαε′u in terms of Riemann-liouville fractional
derivative.
RD1−αεu = ω1−α(t)εu(0) + Iαε′u = Iαε′u
Now, integrating over the time interval [0, t], observing that
∫ t
0
(Iαε′u, εu) ds =
∫ t
0
(D1−αεu, εu) ds ≥ 0,
(in the first equality we used εu(0) = 0 and the last inequality follows from the non-
negativity property of the Riemann–Liouville fractional derivative operator RD
1−α
,


































Finally, dividing by t, taking the limit when t goes to zero, and using again the fact
that εu(0) = 0, we observe that ∥εq(0)∥2+S2h(0) ≤ ∥eq(0)∥2 ≤ C1h2k+2 and by lemma
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In this chapter, we apply the CN in time and HDG in space for sake of testing, the
accuracy of the semi-discrete HDG method which proposed in the previous chapter.
4.1 CN-HDG scheme
To define our scheme, we introduce a uniform partition of the time interval [0, T ]
given by the points: ti = iδ for i = 0, · · · , N, with δ = T/N being the time-step
size. We take δ to be sufficiently small so that the spatial discretizations errors are
dominant.
The time-stepping CN combined with the HDG method provides approximations






h ∈ Mh of u(tj), q(tj), and the trace of u(tj), respectively,
for j = 1, · · · , N . Starting from u0h = uh(0) ≈ u0, and with appropriate choices of q0h




h , r)− (u
j− 1
2
h ,∇· r) + ⟨û
j− 1
2




h ,∇w) + ⟨q̂
j− 1
2
h · n, w⟩ = (f
j− 1
2 , w), ∀w ∈ Wh,
⟨ûjh, µ⟩∂Ω = ⟨g, µ⟩∂Ω, ∀µ ∈Mh,
⟨q̂jh · n, µ1⟩ − ⟨q̂
j






















ωα(t− s)uh(s) ds dt,
with uh(s) := δ















h , and q̂
j− 1
2
h are similarly defined.
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4.2 Existence and uniqueness of the CN-HDG so-
lution
For each 1 ≤ j ≤ N , (4.1.1) amounts to a square linear system. Thus the existence
of the CN HDG solution follows from its uniqueness. We prove the uniqueness by
induction hypothesis on j. We let f i−
1
2 (for 1 ≤ i ≤ j) and g be identically zero in




h) ≡ (0,0, 0) for 1 ≤ i ≤ j − 1 and the task is to
show that this holds true for i = j. To do so, choose r = qjh, w = u
j





h in (4.1.1) and then simplify, yield
∥qjh∥













h · n, u
j
h⟩ = 0,
⟨q̂jh · n, û
j
h⟩∂Ω = 0,




h · n, û
j
h⟩∂Ω = 0
Adding the last two equation, we observe:
∥qjh∥













h · n, u
j
h⟩ = 0,
⟨q̂jh · n, û
j
h⟩ = 0.










h), adding the above equations give
2(J αuh(tj), ujh) + ∥q
j
h∥
2 − ⟨ujh, q
j

















h · n, û
j
h⟩ = 0 .
Simplifying the above equation, gives
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2(J αuh(tj), ujh) + ∥q
j
h∥






h) · n⟩ = 0 .
Hence, by the induction hypothesis and the identity (qjh − q̂
j







∂Th, we notes that









∂Th = 0 .














∂Th = 0 .
Hence,


















∂Th = 0 .
Since uih = 0, q
i
h = 0 and û
i
h = 0 for all i = 0, 1, 2, · · · , j − 1, summing from i = 1 to












Therefore, the use of the coercivity property of Iα, (iv) (16), yields the result, qjh = 0,




4.3 Implementation of the CN-HDG scheme
In this section, we implement the CN-HDG scheme in one dimension. In this case,
Wh and V h are equal. We divide the spatial domain Ω = (0, 1) and the time interval
[0,T] into M and N subintervals, respectively. Assume that Ij = (xj−1, xj), for
j = 1, 2, 3, ...,M .
Recall that,
V h = Wh = {χ ∈ L2(0, 1), χ|Ij ∈ pk(Ij), 1 ≤ j ≤M}.
pk is a space of all polynomials of degree less than or equal to k.
The one-dimensional CN-HDG scheme is then defined as follows:
(q
n−1/2











m−1) = 0 ∀χ ∈ Wh
(4.3.1a)

















































The numerical trace for the flux at x0 and xM is given by



















Now, we write unh and q
n


















 pj( 2xh +1−2m), xm−1 < x < xm;0, othewise.
where, for i = (k + 1)(m − 1) + j + 1, 1 ≤ m ≤ M is the index of the subinterval,
0 ≤ j ≤ k, Pj(x) is the legendre polynomial of dgree j; p0, p1, p2, p3 over [−1, 1] are
shown in the above figure.
For example, let M = 2 and k = 2; then 1 ≤ i ≤ 6 and the basis of Wh are graphed
below:




Noting that the basis function {φi} have the following properties:
• (φj, φi) = h2 deg(φj)+1δi,j (Orthogonality)




 2, deg(φi) > deg(φj); deg(φi) + deg(φj) := odd number ;0, otherwise.
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where, deg(φℓ) denotes the degree of the polynomial of function φℓ
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deg(φi), (k + 1)(m− 1) + 1 ≤ i ≤ (k + 1)m ;
0, otherwise.
therefore, From the forth equation of the scheme (4.1.1), the numerical trace ûnh









































































































































































m−1); for all i = 1, 2, 3, · · · , M(k + 1)
The above expression can be written in a matrix form as follows:
ûnh(xm)φi(x
−
m)− ûnh(xm−1)φi(x+m−1) = Dm αnm + Em βnm










, with ℓ1 = k + 1, ℓ2 =
































































































































































































































Recall that, the above two matrices form expression are valid at the interior nods.
Now, for the boundary nodes, x0, xM , we have
ûnh(x0) = u(x0, tn) ; −q̂
n
h(x0) = −qnh(x+0 ) + unh(x+0 )− ûnh(x0)














































































































1 )− φj(x+0 )φi(x+0 )
)
− u(x0, tn)φi(x+0 )
For all i = 1, 2, 3, · · · (k + 1)






















































1 )− φj(x+0 )φi(x+0 )
]
For convenience, we introduce the following notations:
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is column vector of size ℓ1










































































































































where d2 = (M − 2)(k + 1) + 1 For all (M − 1)(k + 1) + 1 ≤ i ≤M(k + 1)
So, in the matrix form on the final subinterval (m=M),we write DM , EM , HM and
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is column vector of size M(k + 1)


























































respectively. With size equal to (k + 1) x (k + 1) and (m − 1)(k + 1) + 1 ≤ i, j ≤




































are vectors of dimension equals M(k + 1). Now, we are ready to write the equation


































where, (m− 1)(k + 1) + 1 ≤ i ≤ m(k + 1)






























































u = Un0 + U
n−1
0 − UnM − Un−1M











































where (m− 1)(k + 1) + 1 ≤ i ≤ m(k + 1) ∀ m = 1, 2, 3, · · ·M and t ∈ [tn−1, tn].
















































































wα+2(tn−tj−1) − wα+2(tn−1−tj−1) − wα+2(tn−tj) + wα+2(tn−1−tj)
)


















−B βn+Gαn+H βn−Un0 −UnM
= 2F n −
(












are block diagonal matrices.









































4.4 Numerical experiments for CN-HDG
In this section, we present numerical experiments devise to validate our theoretical
predictions from HDG spatial discretizations. By using the fully discrete CN HDG
scheme (4.1.1). We take the (uniform) time steps δ to be sufficiently small so that




to a given number less than the unit because the time stepping CN scheme
is second-order accurate provided that the exact solution is sufficiently regular.
We choose the spatial domain Ω to be the unit interval (0, 1) and T = 1 in (1.1.1).
We impose homogenous Dirichlet boundary conditions and choose the source term
f and the initial data u0 so that the exact solution is u(x, t) = t
3−αsin(πx) . For
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different values of α, we obtain the history of convergence of the errors ∥(u−uh)(T )∥,
∥(q − qh)(T )∥ for different values of the polynomial degree, k = 0, 1, 2. To compute
the spatial L2-norm, we apply a composite Gauss quadrature rule with 4 points on
each interval of the finest spatial mesh. The numerical results (errors and convergence
rates) of the experiments are presented in Tables 4 .1 and 4 .2 and their figures. In
full agreement with our theoretical results, we obtain optimal convergence rates for
the HDG scheme.
N k = 0
4 5.269e-01 7.899e-01
8 3.027e-01 0.799 4.028e-01 0.972
16 1.616e-01 0.905 2.025e-01 0.992
32 8.342e-02 0.954 1.014e-01 0.997
64 4.237e-02 0.977 5.072e-02 0.999
128 2.135e-02 0.989 2.537e-02 0.999
k = 1
4 6.031e-02 5.936e-02
8 1.502e-02 2.005 1.321e-02 2.165
16 4.144e-03 1.858 3.487e-03 1.924
32 1.048e-03 1.983 8.649e-04 2.011
64 2.697e-04 1.958 2.199e-04 1.976
k = 2
4 3.960e-03 4.596e-03
8 5.059e-04 2.969 4.868e-04 3.239
16 6.352e-05 2.993 5.652e-05 3.107
32 7.957e-06 2.997 7.117e-06 2.989
32 7.957e-06 2.997 7.117e-06 2.989
Table 4 .1: The errors ∥(uh − u)(T )∥, ∥(qh − q)(T )∥ and the corresponding rates of
convergence for α = 0.5 with HDG solutions of degree k = 0, 1, 2. We observe optimal
convergence of order hk+1 for the errors in uh and qh.
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Figure 4 .1: HDG errors for piecewise constant solution(k =











Number  of time steps N









Figure 4 .2: HDG errors for piecewise constant solution(k =
0) when α = 0.5, log-log scaling
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Figure 4 .3: HDG errors for piecewise linear solution(k = 1)
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Figure 4 .4: HDG errors for piecewise linear solution(k = 1)
when α = 0.5, log-log scaling
57


























Figure 4 .5: HDG errors for piecewise quadratic
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Figure 4 .6: HDG errors for piecewise quadratic
solution(k = 2) when α = 0.5, log-log scaling
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N k = 0
4 5.455e-01 7.705e-01
8 3.122e-01 0.805 3.088e-01 0.9884
16 1.661e-01 0.910 1.939e-01 1.002
32 8.558e-02 0.957 9.674e-02 1.003
64 4.342e-02 0.979 4.830e-02 1.002
128 2.187e-02 0.989 2.413e-02 1.001
k = 1
4 6.081e-02 6.005e-02
8 1.501e-02 2.018 1.321e-02 2.185
16 4.154e-03 1.854 3.485e-03 1.922
32 1.048e-03 1.987 8.434e-04 2.047
64 2.682e-04 1.966 2.143e-04 1.977
k = 2
4 4.025e-03 4.978e-03
8 5.088e-04 2.984 5.014e-04 3.312
16 6.367e-05 2.998 5.701e-05 3.137
32 7.892e-06 3.012 7.031e-06 3.019
32 7.892e-06 3.012 7.031e-06 3.019
Table 4 .2: The errors ∥(uh − u)(T )∥, ∥(qh − q)(T )∥ and the corresponding rates of
convergence for α = 0.7 with HDG solutions of degree k = 0, 1, 2.






















Figure 4 .7: HDG errors for piecewise constant
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Figure 4 .8: HDG errors for piecewise constant
solutions(k = 0) with α = 0.7, log-log scaling
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Figure 4 .9: HDG errors for piecewise linear solutions(k = 1)
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Figure 4 .10: HDG errors for piecewise linear solutions(k =
1) with α = 0.7, log-log scaling


























Figure 4 .11: HDG errors for piecewise quadratic
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Figure 4 .12: HDG errors for piecewise quadratic

















Errors of HDG solution u with α=0.5 for different degrees k










Figure 4 .13: HDG errors for various degrees of the solution


















Errors of HDG solution q with α=0.5 for different degrees k










Figure 4 .14: HDG errors for various degrees of the solution






In this chapter, we seek a better approximation to u by means of an element-by-
element postprocessing HDG method. In this section, we describe such approxima-
tion, then we show how to get our superconvergence result by a duality argument.
5.1 Post-processing
Following the work in [5, 14], for each t ∈ [0, T ], we define the postprocessed HDG
solution u⋆h(t) ∈ Pk+1(K) to u(t) for each simplex K ∈ Th, as follows:
(u⋆h(t), 1)K = (uh(t), 1)K (5.1.1a)
(∇u⋆h(t),∇w)K =− (qh(t),∇w)K ∀ w ∈ Pk+1(K). (5.1.1b)
For each fixed t ∈ (0, T ].
Existence and uniqueness of u⋆h
Since (5.1.1) amounts to a square linear system (for each fixed t ∈ (0, T ]), the existence
of the postprocessed HDG solution follows from its uniqueness. To this end, we let
uh(t) and qh(t) to be identically zero in the right hand side of (5.1.1). The task now
is to show that u⋆h(t) ≡ 0 for each t ∈ (0, T ]. We choose w = u⋆h(t) in (5.1.1b), then
∥∇u⋆h∥2K = 0. Therefore u⋆h(t) is equal to a constant c0 on K. Hence, by (5.1.1a),
c0 measure(K) = 0. This implies c0 = 0.
5.2 Super convergence estimates
For showing the super convergence property of u⋆h, splitting the postprocessed error
as:
u− u⋆h = (u− Pk+1u) + P0ζ + (ζ − P0ζ)
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where ζ = Pk+1u − u⋆h and Pℓ (for ℓ ≥ 0) be the L2(Ω)-projection into the space of
functions which are polynomials of total degree ≤ ℓ on each element K ∈ Th.
That is,
Pℓ|K : L2(K) → Pℓ(K)
such that for ϕ ∈ L2(K),
(Pℓ ϕ, χ)K = (ϕ, χ)K ∀χ ∈ Pℓ(K).
Hence, by the triangle inequality and the error properties of the projection Pℓ,
∥u− u⋆h∥ ≤ C hk+2K |u|Hk+2(K) + ∥P0ζ∥K + Ch∥∇ζ∥K (5.2.1)
By the property of the L2 projection and the definition of u
⋆
h, we have
∥P0ζ∥2K = (P0ζ, P0ζ)K
= (ζ, P0ζ)K , Since P0 is L2 projection
= (Pk+1u− u∗h, P0ζ)K
= (Pk+1u, P0ζ)K − (u∗h, P0ζ),
= (Pk+1u, P0ζ)K − (uh, P0ζ)K Since P0ζ is constant on K, we use (5.1.1a).
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By the properties of L2 and ΠW projections, we obtain
∥P0ζ∥2K = (Pk+1u, P0ζ)K − (ΠWu− εu, P0ζ)K
= (Pk+1u, P0ζ)K − (ΠWu, P0ζ)K + (εu, P0ζ)K
= (Pk+1u, P0ζ)K − (u, P0ζ)K + (P0εu, P0ζ)K ,
= (Pk+1u− u, P0ζ)K + (P0εu, P0ζ)K
Therefore,
∥P0ζ∥2K ≤ ∥Pk+1u− u∥K ∥P0ζ∥K + ∥P0εu∥K ∥P0ζ∥K
∥P0ζ∥K ≤ C hk+2K |u|Hk+2(K) + ∥P0εu∥K
By the definition of u⋆h, (5.1.1b) and (3.1.2a), we obtain
∥∇ζ∥2K = (∇Pk+1u−∇u∗h,∇ζ)
= (∇Pk+1u,∇ζ)− (∇u∗h,∇ζ)
= (∇Pk+1u+ qh,∇ζ)K by (5.1.1b)
= (∇Pk+1u+ qh,∇ζ)K − (∇u+ q,∇ζ)K since ∇u+ q = 0
= (∇(Pk+1u− u),∇ζ)K − (q− qh,∇ζ)K .
Hence, applying the Cauchy-Schwarz inequality, we get
∥∇ζ∥2K ≤ ∥∇(Pk+1u− u)∥K ∥∇ζ∥K + ∥q − qh∥K ∥∇ζ∥K
∥∇ζ∥K ≤ C hk+1K |u|Hk+2(K) + ∥q − qh∥K
Substitute the above achieved inequalities in 5.2.1, we notice that
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∥(u− u⋆h)(T )∥K ≤ C hk+2K |u(T )|Hk+2(K) + ∥P0εu(T )∥K + C h ∥(q− qh)(T )∥K .
By theorem 23, we have ∥(q− qh)(T )∥ ≤ C1(T + 1) hk+1. Therefore
∥(u− u⋆h)(T )∥K ≤ C1 hk+2 + ∥P0εu(T )∥K (5.2.2)
It remains to show that the term ∥P0εu(T )∥ is of order O(hk+2). Then the postpro-
cessed approximation u⋆h would converge faster than the original approximation uh.
Noting that ∥P0εu(T )∥ = supΘ∈C∞0 (Ω)
(P0εu(T ),Θ)
∥Θ∥ . To estimate the expression (P0εu(T ),Θ),
we use the traditional duality approach by using the solution of the dual problem
Φ+∇Ψ = 0 and (Iα∗Ψ)′ −∇ ·Φ = 0 on Ω× (0, T ), (5.2.3)
with Ψ = 0 on ∂Ω× (0, T ) and Ψ(T ) = Θ on Ω, where Iα∗ is the adjoint operator of




ωα(s− t)ψ(s) ds .

















∇·Φ(s) ds = 0 . (5.2.4)




as follows [36]: for t ∈ (0, T ),
RDα
∗




ω1−α(s− t) v(s) ds for any v ∈ C1(0, T ) .
Change the order of integrals and use the equality,
∫ q
t
ω1−α(s− t)ωα(q − s) ds = 1,
RDα
∗


























(1)Ψ(q) dq = Ψ(t)
Therefore, Iα∗ is the right-inverse of RDα∗.






= 0 . (5.2.5)

























ω1−α(s− t)∇ ·Φ(s) ds,
Using this after, differentiating both sides of (5.2.5) with respect to t, yield




Therefore, an alternative formulation of the dual problem (5.2.3) is given by:
Φ+∇Ψ = 0 on Ω× (0, T ), (5.2.6a)
Ψ ′ −∇ · RDα
∗
Φ = 0 on Ω× (0, T ), (5.2.6b)
Ψ = 0 on ∂Ω× (0, T ), (5.2.6c)
Ψ(T ) = Θ on Ω. (5.2.6d)
In the next lemma, an expression for the quantity (P0εu(T ), Θ) in terms of the errors
ε′u, εq, the projection errors eq and e
′
u, and the solution of the dual problem will be
given.
Lemma 24 Assume that the degree of the HDG solution k ≥ 1. Then, for any
T > 0, we have










(ΠBDM∇Ψ −∇PWΨ)) + (ε′u − e′u, P0Ψ − IhΨ)] dt.
where, In it, Ih is any interpolation operator from L
2(Ω) into Wh ∩ H10 (Ω), PW is
the L2-projection into Wh and Π
BDM is the well-known projection associated to the
lowest-order Brezzi-Douglas-Marini (BDM) space.
Proof 6 Since Ψ(T ) = Θ by (5.2.6d) and εu(0) = 0, we have









[(ε′u, P0Ψ) + (εu, P0∇ · RDα
∗
Φ)] dt
by the definition of the L2-projection P0 and by (5.2.6b). By the commutativity
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property P0∇· = ∇·ΠBDM and the first error equation (3.2.4a) with r := RDα
∗
ΠBDMΦ
(since k ≥ 1), we get for each t ∈ (0, T ],
(εu, P0∇ · RDα
∗






ΠBDMΦ) + ⟨εû, RDα
∗

















Noting that, in the second last equality we used
⟨εû, RDα
∗
ΠBDMΦ · n⟩ = ⟨εû, RDα
∗
ΠBDMΦ · n⟩∂Ω = 0
which follows from (3.2.4d) (because RDα
∗
ΠBDMΦ ∈ H(div,Ω)) and the fact that







(∇IhΨ)) = (Iα(ε′u − e′u), RDα
∗
(IhΨ)) + ⟨εq̂ · n, RDα
∗
(IhΨ)⟩ .
Now, putting together all the above intermediate steps,
(P0εu(T ), Θ) =
∫ T
0




− (RDαIα(ε′u − e′u), IhΨ)− ⟨εq̂ · n, RDα
∗
(IhΨ)⟩ − (eq, RDα
∗
ΠBDMΦ)] dt. (5.2.8)
But, ⟨εq̂ · n, RDα
∗
(IhΨ)⟩ = ⟨εq̂ · n, RDα
∗
(IhΨ)⟩∂Ω = 0 by (3.2.4d) and the identity
IhΨ = 0 on ∂Ω by the boundary condition of the dual problem (5.2.6c). Using this
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and RDα(Iα(ε′u − e′u))(t) = (εu − eu)′(t) identity in (5.2.8) , Since























v(q) dq = v(t)
we observe that,









ΠBDMΦ) + (ε′u, P0Ψ − IhΨ) + (e′u, IhΨ)] dt.














(by (5.2.6a), the fact that PW is the L
2-projection into Wh, and the orthogonality
property of the projection ΠV , (3.2.1a)) and that (e
′
u, IhΨ) = (e
′
u, IhΨ −P0Ψ) (by the
fact that P0Ψ is constant on each element K ∈ Th, and the orthogonality property of
the projection ΠW , (3.2.1b)). The proof is completed now.
In the next theorem we state the superconvergence estimate of the postprocessed
HDG approximation. For the proof, we follow the derivation in [10, Section 5] step-
by-step and use Lemma 24 instead of [10, Lemma 7], and we also use the achieved
HDG error estimates in Theorem 23 and the following lemma.
Lemma 25 ([10]) Let (Φ, Ψ) be the solution of the dual problem with Θ := Ph χ
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∥∇Ψ∥ ∥RDα∗∇Ψ∥ dt ≤ C
1− α
log(κ)∥χ∥2
Where, κ > 1 is a solution of κ1−α log(κ) = C2k,dT
1−α/ρ2. ρ = minK∈τh ρK and ρK
denotes the radius of the largest ball included in the simplex K, and Ck,d depends on
the dimension of Ω and k
Let Wh′ be the space of continuous functions which are polynomials of degree k on
each element of τh′ . Where, τh′ is a triangulation of Ω obtained by refining each of
K ∈ τh,then Ph is defined as the L2 projection from Wh into Wh′
Theorem 26 Let Ω be convex. Assume that u ∈ C1(0, T ;Hk+2(Ω)) and q ∈ C1(0, T ;Hk+1(Ω)).
Assume also that τ ∗K and 1/τ
max
K are bounded by C. Then, we have
∥(u− u∗h)(T )∥ ≤ C2 max{1,
√
log(Th−2/(1−α))}hk+2 for k ≥ 1,
where the constant C2, only depends on C, α, T , ∥u∥C1(Hk+2), and on ∥q∥C1(Hk+1).
Proof 7 Using Lemma 24, Cauchy-Schwarz inequality, lemma 25 and 16, we have








∥P0Ψ − IhΨ∥−α (5.2.10)
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H2(Θ) := SupΘ∈C∞0 (Ω)
∥P0Ψ − IhΨ∥−α
∥Θ∥
Following the work of cockburn and mustapha,
H1(Θ) ≤ C h SupΘ∈C∞0 (Ω)
∥Ψt∥L1(L2)
∥Θ∥








By using the lemma 25 and the mesh is quasi uniform,
κ1−α < κ(1− α) log(κ) = C2k,dT 1−α/ρ2 ≤ CC2k,dT 1−α/h2, for κ > e
So
√
log(κ) ≤ C ′k,d
√
log(T h−2/(1−α)).















∥εq∥L∞(L2) + ∥eq∥L∞(L2) + ∥ε′u∥α + ∥e′u∥α
)
∥χ∥
Insert this in equation (5.2.2) will complete the proof. 2
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γnj φj(x), x ∈ Im = (xm−1, xm]




+ 1− 2m), x ∈ Im.
Recall that, k is the degree of the approximate solution and {pj}kj=0 are the legendre
polynomial functions of degree j.






h in the system
(5.1.1) and get























For i = 1, 2, 3, · · · k, noting that φ′0(x) = 0.
Also, we know that




















































(2j + 1) + (2(j − 2) + 1) + (2(j − 4) + 1) + · · ·
)
,
If both (j and k) are even or both odd natural numbers;
0, otherwise.






















we rewrite now (5.1.1) in the matrix form as follows:





















Then, we have to solve the following system,









5.4 Numerical experiments for HDG post-processing
In this section, we present some numerical experiments to validate our theoretical
results from the postprocessed HDG spatial discretizations. We impose homogenous
Dirichlet boundary conditions and choose the source term f and u0 so that the exact
solution is u(x, t) = t3−αsin(πx) . So we substitute that coefficients of the Solutions
uh and qh to find u
⋆
h.We obtain the history of supperconvergence of the errors ∥(u−
u⋆h)(T )∥ for different values of the polynomial degree, k = 0, 1, 2. The numerical results







) of the experiments are presented in
Tables 5 .1 and 5 .2 and their figures. In full agreement with our theoretical results,
we obtain O(hk+2) superconvergence rates for the postprocessed HDG scheme.
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N k = 0 k = 1 k = 2
4 5.048e-01 7.401e-03 8.902e-04
8 2.922e-01 0.788 8.835e-04 3.066 5.497e-05 4.017
16 1.566e-01 0.899 1.142e-04 2.951 3.416e-06 4.008
32 8.098e-02 0.951 1.420e-05 3.008 2.153e-07 3.988
64 4.117e-02 0.976 1.812e-06 2.970 2.153e-07 3.988
128 2.076e-02 0.988
Table 5 .1: The errors ∥(u⋆h − u)(T )∥, and the corresponding rates of convergence for
α = 0.5 with HDG-postprocessed solutions of degree k = 0, 1, 2. We observe super-
convergence rates of order hk+2 (when k ≥ 1) for the error from the postprocessed
HDG solution u⋆h.
N k = 0 k = 1 k = 2
4 5.240e-01 7.898e-03 1.079e-03
8 3.020e-01 0.795 9.403e-04 3.070 6.698e-05 4.010
16 1.612e-01 0.905 1.218e-04 2.949 4.167e-06 4.007
32 8.320e-02 0.954 1.506e-05 3.015 2.641e-07 3.980
64 4.225e-02 0.978 1.953e-06 2.947
128 2.128e-02 0.989
Table 5 .2: The errors ∥(u⋆h − u)(T )∥, and the corresponding rates of convergence for
α = 0.7 with HDG-postprocessed solutions of degree k = 0, 1, 2.













The errors HDG−postprocessed solutions of degree k = 0 when α= 0.5
Figure 5 .1: HDG-postprocessing errors for piecewise con-












Number  of time steps N
The errors HDG−postprocessed solutions of degree k = 0 when α= 0.5
1
1
Figure 5 .2: HDG-postprocessing errors for piecewise con-
stant solution(k = 0) with α = 0.5, log-log scaling
















The errors HDG−postprocessed solution, k=1 with α = 0.5
Figure 5 .3: HDG-postprocessing errors for piecewise linear












Number  of time steps N
The errors HDG−postprocessed solution, k=1 with α = 0.5
1
3
Figure 5 .4: HDG-postprocessing errors for piecewise linear
solutions(k = 1) with α = 0.5, log-log scaling


















The errors HDG−postprocessed solution, k = 2 with α = 0.5
Figure 5 .5: HDG-postprocessing errors for piecewise linear














Number  of time steps N
The errors HDG−postprocessed solution, k = 2 with α = 0.5
4
1
Figure 5 .6: HDG-postprocessing errors for piecewise con-
stant solutions(k = 2) with α = 0.5, log-log scaling













The errors HDG−postprocessed solutions of degree k = 0 with α = 0.7
Figure 5 .7: HDG-postprocessing errors for piecewise linear












Number  of time steps N
The errors HDG−postprocessed solutions of degree k = 0 with α = 0.7
1
1
Figure 5 .8: HDG-postprocessing errors for piecewise con-
stant solutions(k = 0) with α = 0.7, log-log scaling
















The errors HDG−postprocessed solutions of degree k = 1 when α = 0.7
Figure 5 .9: HDG-postprocessing errors for piecewise linear














Number  of time steps N
The errors HDG−postprocessed solutions of degree k = 1 when α = 0.7
1
3
Figure 5 .10: HDG-postprocessing errors for piecewise con-
stant solution(k = 1) with α = 0.7, log-log scaling









−3 The errors HDG−postprocessed solution, k = 2 with α = 0.7





Figure 5 .11: HDG-postprocessing errors for piecewise linear
















The errors HDG−postprocessed solution, k = 2 with α = 0.7
Number  of time steps N
1
4
Figure 5 .12: HDG-postprocessing errors for piecewise con-



















Errors of HDG superconvergence solution u* with α=0.5 for different degrees k











Figure 5 .13: HDG-postprocessing errors for various degrees






In this chapter, we propose a time-stepping discontinuous Galerkin method with
finite elements in space to solve numerically a time fractional diffusion equation in-
volving Caputo derivative of order 1 − α ∈ (0, 1) with 0 < α < 1 and variable
coefficients. We solve the following problem:
cD1−αu(x, t)−∇ · (A(x, t)∇u(x, t)) = f(x, t) on Ω× (0, T ],
u(x, 0) = u0(x) on Ω,
u(x, t) = 0 on ∂Ω× (0, T ],
(6.0.1)
where we assume that A ∈ C1([0, T ], L∞(Ω)) and satisfies
0 < amin < A(x, t) < amax <∞ on Ω× [0, T ]. (6.0.2)
Well-posedness of the fully discrete scheme and error analysis will be shown. For a
time interval (0, T ) and a spatial domain Ω, our analysis suggest that the error in
L2
(




2 + h2) (that is, short by order 1−α
2
from being
optimal in time) . However, our numerical experiments indicate optimal O(k2 + h2)
error bound in the stronger L∞
(
(0, T ), L2(Ω)
)
-norm. Variable time steps are used to
compensate the singularity of the continuous solution near t = 0.
6.1 The numerical method
To describe our fully discrete DG FE method, we introduce a time partition of the
interval [0, T ] given by the points: 0 = t0 < t1 < · · · < tN = T . We set In = (tn−1, tn]
and kn = tn − tn−1 for 1 ≤ n ≤ N with k := max1≤n≤N kn. Let
Sh =
{




where, pk is the space of polynomials of degree less than or equals k with respect
to a quasi-uniform partition of Ω into conforming triangular finite elements, with
maximum diameter h. Next, we introduce our time-space finite dimensional DG FE
space:
W = {v ∈ L2((0, T ), Sh) : v|In ∈ p1(Sh) for 1 ≤ n ≤ N}
where p1(Sh) denotes the space of linear polynomials in the time variable t, with
coefficients in Sh. We denote the left-hand limit, right-hand limit and jump at tn by







n := wn+ − wn,
respectively.

















For each fixed t ∈ (0, T ], a(t, ·, ·) : H10 (Ω)×H10 (Ω) → R is the bilinear form
a(t, v, w) = ⟨A(·, t)∇v,∇w⟩ =
∫
Ω
A(x, t)∇v(x) · ∇w(x) dx
associated with the operator ∇ · (A(·, t)∇) which is symmetric and positive definite
(by (6.0.2)), that is, there exist positive constants c0 and c1 such that
c0∥v(t)∥21 ≤ |v(t)|21 := a(t, v, v) ≤ c1∥v(t)∥21 ∀ v(t) ∈ H10 (Ω) . (6.1.2)
The DG FE approximation U ∈ W is defined as follows: Given U(t) for 0 ≤ t ≤ tn−1,
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⟨f,X⟩ dt, ∀X ∈ p1(Sh),
(6.1.3)
with U0− = U
0 ∈ Sh is a suitable approximation of the initial data u0. Since
RD
1−α




ωα(t− ti) [U ]i for t ∈ In, (6.1.4)
We write RD
1−α




































































ωα(t− s)U ′(t− tn−1) ds
+ ωα+1(0)U
′(t− tn−1).
The numerical scheme (6.1.3) can be rewritten in a compact form as follows: for















⟨f+ωα(t)U0, X⟩ dt ∀ X ∈ p1(Sh). (6.1.5)
6.2 Stability of the numerical solution
To show the stability of the DG FE scheme (6.1.5), the identity: v(t) = I1−α(RD
1−α
v)(t)
for any v ∈ W , will be proved in the next lemma.
Lemma 27 If v ∈ W and 0 < α < 1, then
v(t) = I1−α(RD
1−α
v)(t) for t ∈ In with 1 ≤ n ≤ N.









ωα(s− ti) [v]i + cD1−αv(s) for s ∈ Ij . (6.2.1)
89














































ωα(s− ti) [v]i ds+
∫ t
0
v′(s)ds for t ∈ In .
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Integrating and simplifying, then we have
I1−α(RD
1−α






(vj − vj−1+ ) + v(t)− vn−1+ = v(t) for t ∈ In .
The proof is completed now. 2
The next theorem shows the stability of the DG FE scheme.
Theorem 28 Assume that u0 ∈ L2(Ω) and f ∈ L2((0, T ), L2(Ω)). Then,
∫ T
0



















⟨f + ωα(t)U0, U⟩ dt.



























Using the identity U(t) = I1−α(RD
1−α
U)(t) from Lemma 27, Lemma 16 (ii), the
inequality ab ≤ a2
4
+ b2, and the identity I1−αωα(t) = 1, yield
∫ T
0





























dt+ C Tα∥U0∥2 . (6.2.2)
To complete the proof, we combine the above two equations and use the positivity
property of the operator RD
1−α
given by Lemma 16 (ii). 2
Noting that, since the DG FE scheme (6.1.5) amounts to a square linear system,
the existence of the numerical solution U follows from its uniqueness. The uniqueness
follows immediately from the above stability theorem.
6.3 Projections and errors
In this section, we introduce time and space projections, and then derive some bounds
and errors properties that will be used later in our convergence analysis.
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6.3.1 Projection in space
For each t ∈ [0, T ], the elliptic projection operator Rh : H10 (Ω) → Sh is defined by
a(t, Rhv − v, χ) = 0 ∀ χ ∈ Sh . (6.3.1)
By the assumption A ∈ C1([0, T ], L∞(Ω)), for each t ∈ (0, T ), the projection error
ξ := Rhu− u has the well-known approximation property:
∥ξ(t)∥+ h∥∇ξ(t)∥ ≤ C h2∥u(t)∥2 for u(t) ∈ H2(Ω) ∩H10 (Ω) . (6.3.2)
Moreover, By [[8](3.3)]
∥ξ′(t)∥ ≤ C h2(∥u(t)∥2 + ∥u′(t)∥2) for u ∈ W 1,∞((0, T ), H2(Ω) ∩H10 (Ω)) . (6.3.3)
6.3.2 Projection in time
The local L2-projection operator ΠW : C(In, L2(Ω)) → C(In, p1(L2(Ω)) defined by:
∫
In
⟨ΠWv − v, w⟩ dt = 0 ∀ w ∈ p1(L2(Ω)) for 1 ≤ n ≤ N,
where p1(L
2(Ω)) is the space of linear polynomials in the time variable t, with coeffi-






















































































(tn − t)(t− tn−1) v′(t) dt .
Taking the norm for ΠWv and (ΠWv)






































∥v′(t)∥ dt . (6.3.4)
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Setting ηv = ΠWv − v, we have the projection error bound, for ℓ = 1, 2
∥ηv(t)∥+ kn ∥η′v(t)∥ ≤ Cℓkℓ−1n
∫
In
∥v(ℓ)(s)∥ ds for t ∈ In. (6.3.5)









for ℓ ∈ {1, 2}. Then, for 0 < α < 1, and

















for 1 ≤ n ≤ N.
































where for t ∈ In,




[ωα(t− s)− ωα(tn−1 − s)]ηv(s) ds+
∫ t
tn−1
ωα(t− s)ηv(s) ds .
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∥ηv∥Ij for t ∈ In .





















and hence, using the error projection in (6.3.5), we obtain the desired bound. 2
Now, we prove that RD1−αv(t) = ωα(t)v(0) + I















ωα(t− s)v′(s) ds by theorem 15
∥ηv∥In ≤ ∥ΠWv∥+ ∥v∥ ≤
4
kn
(kn)∥v∥In + ∥v∥ ≤ 5∥v∥In






































| dt ≤ 5 ∥v∥J(ω1+α(T )∥v(0)∥+
∫ T
0
ω1+α(T − s)∥v′(s)∥ ds) . (6.3.7)










Hence, an application of the Cauchy-Schwarz inequality and the first inequality in







∣∣∣ ≤ ∥ΠWv∥J ∫ T
0
[













































The above bound will be use later on to show the convergence of DG FE scheme
(6.1.5)
6.4 Error estimates
This section is devoted to investigate the convergence of the DG FE scheme, (6.1.5).
To do so, we decompose the error as follows:
U − u = ζ +ΠWξ + ηu with ζ = U −ΠWRhu . (6.4.1)





















a(t,ΠWξ + ηu, ζ)dt
∣∣∣ . (6.4.2)
Proof 11 We start our proof by taking the inner product of the model problem
(6.0.1) with ζ, using the identity cD1−αu(t) =R D1−αu(t) − ωα(t)u0, and then inte-
grating over the time subinterval In, The above equation, the DG FE scheme (6.1.5)
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D1−α(ΠWξ + ηu), ζ
⟩
+ a(t,ΠWξ + ηu, ζ)
]
dt . (6.4.3)
Now, using the continuity property, Lemma 16 (ii) and the identity I1−α(RD1−α v(t)) =








































In addition, following the steps in (6.2.2), we observe
∫ T
0











Inserting the above three inequalities in (6.4.3), then simplifying, and using the pos-
itivity property of RD
1−α




a(t,ΠWξ + ηu, ζ) dt
∣∣∣ ≤ C ′ k2n ∫
In


































a(t,ΠWξ + ηu, ζ)dt
∣∣∣ = ∣∣∣ ∫
In





⟨[A(t)−A(tn)]∇(ηξ + ηu),∇ζ⟩ dt




∥∇(ηξ + ηu)∥ ∥∇ζ∥ dt Since, |A(t)−A(tn)| ≤ C kn .
Thus, by the inequality ∥∇ηξ(t)∥ ≤ ∥∇ξ(t)∥ + 4k−1n
∫
In
∥∇ξ(s)∥ ds (follows from the








) for s, t ∈ In, and property (6.1.2),
∣∣∣ ∫
In
a(t,ΠWξ + ηu, ζ) dt





































































≤ C ′ k2n
∫
In






Inserting this in (6.4.2) and using (6.3.2) for t = 0, we get
∫ T
0













+ k2n(∥∇ξ∥2 + ∥∇ηu∥2)
)
dt .




















∥∇u(ℓ)(s)∥ ds by the time projection error (6.3.5),
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Inserting the above bound in (6.4.6), then summing over n and using the achieved



























Finally, to complete the proof, we combine (6.4.5) and (6.4.7). In the next theorem
we show our main convergence results of the DG FE solution. Typically, the exact
solution u of problem (6.0.1) satisfies the finite regularity assumptions:
∥u′(t)∥2 + t∥u′′(t)∥1 ≤ M tσ−1 for t > 0, (6.4.8)
for some positive constants M and σ. Due to the singular behavior u near t = 0,
we employ a family of non-uniform meshes, where the time-steps are graded towards
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t = 0; see [27, 35]. More precisely, for a fixed parameter γ ≥ 1, we assume that
tn = (n/N)
γT for 0 ≤ n ≤ N . (6.4.9)
We define kj by using (6.4.9) as follows
Noting that, kj = tj − tj−1 = [(
j
N
)γ − (j − 1
N
)γ]T = [(j)γ − (j − 1)γ] T
Nγ
The function q(x) = xγ−(x−1)γ is nondecreasing and so the sequence {kj}Nj=1 is also
nondecreasing. That is, ki ≤ kj for 1 ≤ i ≤ j ≤ N . One can also show the following
mesh property:
kj ≤ γkt1−1/γj . (6.4.10)
as follows:
kj = [(j)

























Theorem 32 Assume that the solution u of (6.0.1) satisfies the regularity property
(6.4.8) with σ > (1− α)/2. Let U be the DG FE solution defined by (6.1.5). Then,
we have the following error estimate:
∫ T
0




where C is a constant that depends on T , α, γ, σ, and on M, but independent of h
and k.
Proof 13 From the decomposition of the error in (6.4.1), the triangle inequality,
the bound in equation(6.4.5), the inequality ∥ΠWξ∥L2(L2) ≤ ∥ξ∥L2(L2) (we will explain































By the regularity assumption (6.4.8), the inequality h2k2 ≤ 1
2





tσ−1 dt = (tn−1 + kn)
σ − tσn−1 ≤ C kσn (by binomial theorem ), we observe
∫ T
0












































≤ C (h4 + kmin{γ(2σ−1+α),3+α})
where in the last inequality we used the following:
• k3+αn tn2(σ−2) ≤ C k3+αt
2(σ−2)+3+α−(3+α)/γ
n ≤ C ′ k3+α by the mesh property
(6.4.10),







• k1 ≤ cγ kγ.
Therefore, the proof of this theorem is completed now. 2
6.5 Numerical results
We present some numerical tests using a model problem in one space dimension, of
the form (6.0.1) with Ω = (0, 1), [0, T ] = [0, 1], and A(x, t) = 1 + t3/2. We choose
u0(x) = sin(πx) for the initial data and choose the source term f so that
u(t) = (1 + tα) sin(πx) . (6.5.1)
One can verify that the regularity condition (6.4.8) holds for σ = α.
The numerical tests below reveal faster rates of convergence than suggested by
Theorem 32, and that our regularity assumptions are more restrictive than is needed
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in practice. More precisely, the theoretical results in Theorem 32 show a suboptimal
(in time) convergence of order O(k2−
1−α
2 + h2) for sufficiently graded time meshes
in the time-space L2-norm. However, we demonstrate numerically optimal (in both
time and space) rates of convergence in the stronger L∞(L2)-norm. To this end, We
introduce a finer mesh
Gm = { tj−1 + ℓkj/m : j = 1, 2, . . . , N and ℓ = 0, 1, . . . , m }, (6.5.2)
and define the discrete maximum norm ∥v∥Gm = maxt∈Gm ∥v(t)∥, so that, for suffi-
ciently large values of m, ∥Uh−u∥Gm approximates the uniform error ∥Uh−u∥L∞(L2).
In all tables, we choose m = 10.
For the numerical illustration of the convergence rates in time, we choose M (the
number of uniform spatial subintervals) to be sufficiently large such that the spatial
error is negligible compared to the error from the time discretization. We employ a
time mesh of the form (6.4.9). Tables 6 .1, 6 .2 and 6 .3 and their figures show the
error (in the stronger L∞(L2)) and the rates of convergence when α = 0.7, 0.5, 1/3
and 0.3 respectively, for various choices of N and γ. We observe optimal rates of order
O(kγσ) for various choices of 1 ≤ γ ≤ 2
σ




for 1 ≤ γ ≤ 3+α
2σ−1+α predicted by our theory in Theorem 32. Noting that, in Table 6
.3, σ ≤ 1− α and thus the assumption σ > (1− α)/2 in this theorem is not sharp.
Next, we test the performance of the spatial FEs discretizaton of the scheme
(6.1.5). A uniform spatial mesh that consists ofM subintervals where each is of width
h will be used. We refine the time mesh such that the spatial error is dominating. By
Theorem 32, a convergence of order O(h2) is expected. We illustrate these results in
Table 6 .4.
106
Table 6 .1: Errors and time convergence rates with α = 0.7 for various choices of γ.
N γ = 1 γ = 2 γ = 3
10 5.8997e-03 1.1252e-03 9.9332e-04
20 3.5981e-03 0.71339 4.1163e-04 1.4507 2.5524e-04 1.9604
40 2.1827e-03 0.72111 1.5008e-04 1.4556 6.4530e-05 1.9838
80 1.3208e-03 0.72468 5.4700e-05 1.4562 1.6137e-05 1.9996
160 7.9804e-04 0.72692 1.9995e-05 1.4519 4.0085e-06 2.0092
320 4.8168e-04 0.72840 7.3478e-06 1.4443 9.9164e-07 2.0152
Table 6 .2: Errors and time convergence rates with α = 0.5 for various choices of γ.
N γ = 1 γ = 2 γ = 3 γ = 4
10 1.149e-02 3.262e-03 1.560e-03 1.882e-03
20 7.641e-03 0.589 1.619e-03 1.011 5.972e-04 1.385 4.869e-04 1.951
40 5.151e-03 0.569 8.037e-04 1.010 2.192e-04 1.446 1.209e-04 2.009
80 3.641e-03 0.500 3.997e-04 1.008 7.867e-05 1.478 2.933e-05 2.044
160 2.570e-03 0.503 1.992e-04 1.005 2.797e-05 1.492 7.011e-06 2.064
320 1.812e-03 0.504 9.940e-05 1.003 9.908e-06 1.497 1.774e-06 1.982
Table 6 .3: Errors and time convergence rates for various choices of γ.
α = 1/3
N γ = 1 γ = 2 γ = 4 γ = 6
10 1.677e-02 7.579e-03 3.416e-03 3.261e-03
20 1.327e-02 0.338 4.677e-03 0.696 1.393e-03 1.294 9.087e-04 1.843
40 1.044e-02 0.346 3.036e-03 0.623 5.553e-04 1.327 2.471e-04 1.879
80 8.191e-03 0.350 1.940e-03 0.646 2.205e-04 1.332 6.435e-05 1.941
160 6.427e-03 0.350 1.229e-03 0.658 8.753e-05 1.333 1.643e-05 1.970
α = 0.3
N γ = 1 γ = 3 γ = 5 γ = 7
10 1.792e-02 5.149e-03 3.625e-03 3.991e-03
20 1.446e-02 0.309 2.905e-03 8.258e-01 1.318e-03 1.459 1.121e-03 1.832
40 1.160e-02 0.318 1.577e-03 8.810e-01 4.673e-04 1.496 3.052e-04 1.877
80 9.290e-03 0.321 8.479e-04 8.955e-01 1.652e-04 1.499 7.981e-05 1.935
160 7.447e-03 0.319 4.547e-04 8.989e-01 5.843e-05 1.500
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Table 6 .4: Errors and convergence rates in space with α = 0.7, 0.5 and 0.3.
M α = 0.7 α = 0.5 α = 0.3
10 1.2156e-02 1.2780e-02 1.2563e-02
20 3.1130e-03 1.9653 3.2743e-03 1.9646 3.1768e-03 1.9836
40 7.8803e-04 1.9820 8.2897e-04 1.9818 7.9873e-04 1.9918
80 1.9826e-04 1.9909 2.0864e-04 1.9903 2.0029e-04 1.9956
160 4.9724e-05 1.9954 5.2355e-05 1.9946 5.1065e-05 1.9717







































Number  of time steps N










Figure 6 .2: Graphical errors for α = 0.7 and different values
of γ, log-log scaling
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Figure 6 .4: Graphical errors for α = 0.5 and different values
of γ, log-log scaling
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Figure 6 .6: Graphical errors for α = 1
3
and different values
of γ, log-log scaling
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Figure 6 .8: Graphical errors for α = 0.3 and different values
of γ, log-log scaling
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In the previous chapter, a piecewise-linear time stepping DG method for (6.0.1)
was studied. This chapter is devoted extend this numerical method to high order.
Indeed the convergence analysis for this case is different from the preceding ones.
Some ideas from chapter 6 will be used. For sake of simplicity, we choose the diffusivity
coefficient A to be a constant to 1. So, (6.0.1) reduces to:
cD1−αu(x, t)−∆u(x, t) = f(x, t) on Ω× (0, T ],
u(x, 0) = u0(x) on Ω,
u(x, t) = 0 on ∂Ω× (0, T ],
(7.0.1)
We prove convergence of order O(km+1−
1−α
2 ) in the L2
(
(0, T ), L2(Ω)
)
-norm, where m
is the uniform degree of the DG solution. So the achieved convergence rate is short
by order 1−α
2
from being optimal in time.
7.1 The numerical method
To describe the time-stepping DG method for (7.0.1) we define our time stepping DG
finite dimensional space W as follows:
W := {v ∈ L2
(
(0, T );H10 (Ω)
)
: v|In ∈ Pm(H1(Ω)), 1 ≤ n ≤ N}
, where Pm(H
1
0 ) is the space of polynomials in t of degree ≤ m with coefficients in
H10 (Ω).A trial function U ∈ W is continuous from the left at each node tn.We denote
the left hand limit, right hand limit and the jump at tn as follows:







n = vn+ − vn, respectively.
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f(t) + ωα(t)u0, w(t)
)
dt, (7.1.2)



























for all χ ∈ W , 1 ≤ n ≤ N with U(0) = u0 .

















dt for all χ ∈ W
(7.1.4)
7.2 Projection and errors
The local L2−projection time operator Πm : C(In;L2(Ω)) → C(In; pm(In, L2(Ω))) is
defined by: ∫
In
(Πmw − w, v) dt = 0 for all v ∈ pm(In, L2(Ω))
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For all 1 ≤ n ≤ N .
Where pm(In, L
2(Ω) is the space of all polynomials of degree at most m in the time
variable t, with coefficients in L2(Ω).
Lemma 33 Let Pj be the legendre polynomial of degree j on the interval [−1, 1].

















Proof 14 Since Πmw is polynomial of degree m on In, it can be written in terms of











· · · + a1P1(
2
kn
(t− tn−1)− 1) + a0 (7.2.1)






































(t− tn−1)− 1) dt
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Multiplying 7.2.1 by Pj(
2
kn

























(t− tn−1)− 1) dt for all j = 0, 1, · · · ,m
The proof is completed now. 2





















l+1(t) = (2l + 1)Pl(t) + (2(l − 2) + 1)Pl−2(t) + (2(l − 4) + 1)Pl−4(t) + · · · ,
P
′






(2(l − 2i− 1) + 1)Pl−2i−1(
2
kn
(t− tn−1)− 1) and
P
′







l−1(t) = (2l + 1)Pl(t). (7.2.2)
Using the above equation, (Πmw(t))





















Integration by parts for the following integral and use the identity Pj+1(z) = Pj−1(z)








































(t− tn−1)− 1)− Pj−1(
2
kn
















As before, Let ηw = Πmw−w. The following projection error bounds are well-known:
∥ηw(t)∥+ kn
∥∥∥η′w(t)∥∥∥ ≤ Cmkm+l−1n ∫
In
∥∥w(m+l)(t)∥∥ dt for l = 0, 1 (7.2.5)
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Lemma 34 Let w(ℓ)|In ∈ L1(In, L2(Ω)) for ℓ ∈ {0, 1}. Then, for 0 < α < 1, we have
∫
Ij









∥∥w(m+l)∥∥ dt)2 for l = 0, 1
proof Following the proof of lemma 29 step-by-step, we obtain desired bound.
7.3 Error estimates
In this section we study the convergence analysis of the DG scheme (7.1.4). To do
so, we decompose the error as:
U − u = ξ + ηu with ξ = U − Πmu and ηu = Πmu− u (7.3.1)
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Then, by the triangle inequality, and (7.2.5)




In next theorem we bound ξ.
Theorem 35 For 1 ≤ n ≤ N We have
∫ T
0







∥∥∇u(m+l)∥∥ dt)2 for l = 0, 1
Proof 15 Subtracting equations (7.1.4) and equation (7.1.2), gives
∫ T
0
(RD1−αξ, ξ) + ∥∇ξ∥2 dt = −
∫ T
0
(RD1−αηu, ξ) + (∇ηu,∇ξ) dt (7.3.3)




∣∣∣∣ dt ≤ 1Cα
∫ T
0






Substitute this in (7.3.3) and apply cauchy schwarz inequality yield
∫ T
0






















[∥∇ηu∥2 + ∥∇ξ∥2] dt
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(RD1−αξ, ξ) dt ≤ C[
∫ T
0




Summing over N for the inequality of lemma(34) gives
∫ T
0









∥∥w(m+l)∥∥ dt)2 for l = 0, 1








































For l = 0, 1 2
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We used the Poincar inequality ∥u∥ ≤ ∥∇u∥. In the next theorem we show the main
convergence results of the DG solution. Typically which is of degree m, if we assume
that, the exact solution u of problem (7.0.1) satisfies the finite regularity assumptions
and other assumptions that in chapter 6:
Theorem 36 Let u be the solution of (7.0.1) satisfying the regularity property:
ts∥u(s+1)(t)∥ ≤ Ctσ−1, 0 ≤ s ≤ m. (7.3.4)
∫ T
0
∥U − u∥2 dt ≤ C kγ(2σ+2m−3+α) for 1 ≤ γ ≤ 2m+ 1 + α
2σ + 2m− 3 + α
where C is a constant that depends on T , α, γ, σ, and on M, but independent of h
and k, with σ > 0. where C is a constant that depends on T , α, but independent of
k
Proof 16 we follow the derivation in the proof of theorem 32. We assume that u
of the problem (7.0.1) satisfies the regularity property (7.3.4). For the proof of this
inequality we can refer to the work by [25]. Indeed we need to impose some regularity
assumption on the source term f and the initial data u0 2
Chapter 8




In this chapter, we use the time-stepping DG method combined with the HDG
method for the numerical solutions of fractional diffusion problem (1.1.1) where we
assume k(x) = 1 for sake of simplicity. We will introduce the scheme of DG-HDG,
show the existence-uniqueness of approximate DG-HDG solution. The implementa-
tion of the numerical scheme will be discussed. Some numerical results will be defined
at the end of this chapter.
8.1 The time-DG, spacial-HDG method
Recall that q = −∇u. So the weak formulation of the solution (u, q) of the model
problem (1.1.1) is:
(q, ϕ)Ij − (u,∇ ·ϕ)Ij + ⟨u, ϕ · n⟩Ij = 0, (8.1.1a)
(RD1−α, χ)Ij − (q,∇χ)Ij + ⟨q · n, χ⟩Ij = (f + ωα(t)u0, w)Ij , (8.1.1b)








ωα(s− ti) [w]i + cD1−αw(s),
For all ϕ ∈ H(div,Ω) and χ ∈ H1(Ω) . A scalar approximation U ∈ Wk,h to u,
a vector approximations Q ∈ V k,h to q, and a scalar approximation Û ∈ Mk,h to
the trace of u on element boundaries will be seeked, where Wk,h, V k,h and Mk,h are
time-space finite dimensional spaces. To define these spaces, we discretize the spatial
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domain Ω as it is chapter 3. Following the convention in chapter 3.
Wk,h = {w : [0, T ] → L2(Ω) : w|Ij ∈ Pp(Wh), ∀ 1 ≤ j ≤ N}, (8.1.2a)
V k,h = {v : [0, T ] → L2(Ω) : v|Ij ∈ Pp(V h), ∀ 1 ≤ j ≤ N}, (8.1.2b)
Mk,h = {µ : [0, T ] → L2(Eh) : µ|Ij ∈ Pp(Mh), 1 ≤ j ≤ N}, (8.1.2c)
where Pp(Wh) denotes the space of polynomials of degree ≤ p in the time variable
with coefficients in a finite dimensional spaceWh. The spaces Pp(V h) and Pp(Mh) will
be defined in similar fashion. The fully discrete DG scheme is now defined as follows:
Given (U,Q, Û) for t ∈ Ij−1 with U(0+) ≈ u0 (is suitably chosen), the numerical
solution (U,Q, Û) on the next time-step Ij is determined by requesting that
(Q, r)Ij ,Th − (U,∇· r)Ij ,Th + ⟨Û , r · n⟩Ij ,∂Th = 0, (8.1.3a)
(RD1−αU,w)Ij ,Th − (Q,∇w)Ij ,Th + ⟨Q̂ · n, w⟩Ij ,∂Th = (f + ωα(t)U0+, w)Ij ,Th (8.1.3b)
⟨Û , µ⟩Ij ,∂Ω = ⟨g, µ⟩Ij ,∂Ω, (8.1.3c)
⟨Q̂ · n, µ⟩Ij ,∂Th\∂Ω = 0 (8.1.3d)
hold for all r ∈ Pp(V h), w ∈ Pp(Wh), and µ ∈ Pp(Mh),




n on ∂Th, (8.1.3e)
for some nonnegative stabilization function τ defined on ∂Th; we assume that, for
each element K ∈ Th, τ |∂K is constant on each of its faces. Note that the first three
equations are inspired in the weak form of the differential equations satisfied by the
exact solution, equations (8.1.1).
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8.2 Well-posedness of DG solutions
In this section, we show that the fully discrete DG scheme (8.1.3) is well defined.
Since (8.1.3a)-(8.1.3e) amounts to a finite square linear system, the existence of the
approximate solution follows from its uniqueness. To this end, we let f and g to
be identically zero and set U0− = 0 in (8.1.3a)-(8.1.3e). The task is to show that
(U,Q, Û) ≡ (0,0, 0).
Theorem 37 Let f and g to be identically zero and set U(0+) = 0 in (8.1.3a)-





τ(U − Û)∥2Jn,Th = 0
Proof 17 Taking r = Q in (8.1.3a), w = U in (8.1.3b), µ = Q̂ · n in (8.1.3c) and
µ = Û in (8.1.3d), then
(Q,Q)Ij ,Th − (U,∇·Q)Ij ,Th + ⟨Û ,Q · n⟩Ij ,∂Th = 0
(RD1−αU,U)Ij ,Th − (Q,∇U)Ij ,Th + ⟨Q̂ · n, U⟩Ij ,∂Th = 0
⟨Û , Q̂ · n⟩Ij ,∂Ω = 0
⟨Q̂ · n, Û⟩Ij ,∂Th − ⟨Q̂ · n, Û⟩Ij ,∂Ω = 0
For all 1 ≤ j ≤ n.If we add the above equation, we obtain:




ψh dt = 0
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Where,
ψh :=− (U,∇ ·Q)Ij ,Th + ⟨Û ,Q · n⟩Ij ,∂Th − (Q,∇U)Ij ,Th
+ ⟨Q̂ · n, U⟩Ij ,∂Th − ⟨Û , Q̂ · n⟩Ij ,∂Th
=− ⟨U,Q · n⟩Ij ,Th + ⟨Û ,Q · n⟩Ij ,∂Th + ⟨Q̂ · n, U⟩Ij ,∂Th − ⟨Û , Q̂ · n⟩Ij ,∂Th
= ⟨Û − U,Q · n⟩Ij ,∂Th − ⟨Û − U, Q̂ · n⟩Ij ,∂Th by green′s formula













τ(Û − U)∥2Jn,∂Th = 0
Now, by lemma s16(i) and 37, we have (RD1−αU,U)Jn,Th = 0, Q = 0 and U = Û .
Then U = Û = 0
8.3 Implementation of the numerical scheme
The main aim of this section is to implement DG-HDG scheme (8.1.3) in one dimen-





























j φj(x), and st
is the degree of U and Q with respect to t. Now, substituting U and Q in the first
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two equations of the DG-HDG scheme and integrating, give:



















dt = 0. (8.3.1)
Now, Û(t, xi) and Q̂(t, xi) are defined as follows:
Û(t, xi) =
 u(t, xi), i = 0 or M ;1
2
(
U(t, x+i ) + U(t, x
−
i )−Q(t, x+i ) +Q(t, x−i ))
)
, 0 < i < M .
Q̂(t, xi) =





− U(t, x+i ) + U(t, x−i ) +Q(t, x+i ) +Q(t, x−i ))
)
, 0 < i < M ;
Q(t, x−M) + U(t, x
−
M)− u(t, xM), i =M .




k + l + 1
[
(Qnk(x), φj(x))Jm − (Unk (x), φ′j(x))Jm
]























































































, for all k, l = 0, 1, 2, · · · , st. We are ready now





k + l + 1
[
(A+B)βk,n + (D −B)αk,n
]
= U l,nu (8.3.2)











































































The last task is to write the second equation of the numerical scheme in a matrix





































































































ωα(t− s)ψkj (s) ds.ψln(t) dt,



















h(k, j, l, n)Aαk,j + ht(k, n, l)Aα
k,n
)


















































































































































































m) dt, m =M .
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8.4 Numerical experiments for DG-HDG
We introduce some numerical experiments using a model problem in one space di-
mension, of the form (1.1.1) with Ω = (0, 1), [0, T ] = [0, 1], and k(x) = 1. We choose
u0(x) = sin(πx) for the initial data and choose the source term f so that
u(t) = (1 + tα) sin(πx) . (8.4.1)
One can verify that the regularity condition (7.3.4) holds.
The numerical tests below reveal faster rates of convergence than suggested by
Theorem 36, and that our regularity assumptions are more restrictive than is needed
in practice. More precisely, the theoretical results in Theorem 36 show a suboptimal
(in time) convergence of order O(km+1−
1−α
2 for sufficiently graded time meshes in
the time-space L2-norm. However, we demonstrate numerically optimal time rate of
convergence in the stronger L∞(L2)-norm. To this end, We introduce a finer mesh
Gm = { tj−1 + ℓkj/m : j = 1, 2, . . . , N and ℓ = 0, 1, . . . , m }, (8.4.2)
and define the discrete maximum norm ∥v∥Gm = maxt∈Gm ∥v(t)∥, so that, for suf-
ficiently large values of m, ∥U − u∥Gm and ∥Q − q∥Gm approximate the uniform
errors ∥U − u∥L∞(L2) and ∥Q − q∥L∞(L2). In all tables, we choose m = 5. For dif-
ferent values of the polynomial degree, k = 1, 2. The numerical results (errors and
convergence rates) of the experiments are presented in Tables 8 .1 and 8 .2 and their
figures
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N γ = 1
4 9.9950e-03 2.6107e-02
8 4.9655e-03 1.0093e+00 1.5528e-02 7.4959e-01
16 2.9905e-03 7.3157e-01 9.3931e-03 7.2516e-01
32 1.8000e-03 7.3237e-01 5.6548e-03 7.3211e-01
64 1.0887e-03 7.2541e-01 3.4202e-03 7.2540e-01
γ = 2
4 2.9948e-03 9.3953e-03
8 1.0887e-03 1.4598e+00 3.4202e-03 1.4578e+00
16 4.1451e-04 1.3932e+00 1.3022e-03 1.3931e+00
32 1.5680e-04 1.4025e+00 4.9261e-04 1.4025e+00
64 5.9333e-05 1.4020e+00 1.8640e-04 1.4020e+00
γ = 3
4 3.7538e-03 1.1758e-02
8 1.0382e-03 1.8542e+00 3.2611e-03 1.8503e+00
16 2.4802e-04 2.0656e+00 7.7918e-04 2.0653e+00
32 5.7696e-05 2.1039e+00 1.8126e-04 2.1039e+00
64 1.4812e-05 1.9617e+00 4.6535e-05 1.9617e+00
Table 8 .1: The errors ∥(U−u)(T )∥L∞(L2), ∥(Q−q)(T )∥L∞(L2) and the corresponding
rates of convergence for α = 0.7 with DG-HDG solutions of degree k = 1.
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N γ = 1
4 3.5706e-03 1.1203e-02
8 2.1984e-03 6.9971e-01 6.9063e-03 6.9792e-01
16 1.3502e-03 7.0327e-01 4.2418e-03 7.0325e-01
32 8.2700e-04 7.0720e-01 2.5981e-03 7.0720e-01
64 5.0612e-04 7.0842e-01 1.5900e-03 7.0842e-01
γ = 2
4 1.3502e-03 4.2418e-03
8 5.0612e-04 1.4156e+00 1.5900e-03 1.4156e+00
16 1.9000e-04 1.4135e+00 5.9691e-04 1.4135e+00
32 7.1649e-05 1.4070e+00 2.2509e-04 1.4070e+00
64 2.7094e-05 1.4030e+00 8.5117e-05 1.4030e+00
γ = 3
4 6.7116e-04 2.1084e-03
8 1.5370e-04 2.1265e+00 4.8286e-04 2.1265e+00
16 3.5339e-05 2.1208e+00 1.1102e-04 2.1208e+00
32 8.2055e-06 2.1066e+00 2.5778e-05 2.1066e+00
64 1.9118e-06 2.1017e+00 6.0061e-06 2.1017e+00
γ = 4
4 8.0678e-04 2.5344e-03
8 1.1323e-04 2.8329e+00 3.5572e-04 2.8328e+00
16 1.4873e-05 2.9285e+00 4.6725e-05 2.9285e+00
32 2.0665e-06 2.8475e+00 6.4920e-06 2.8475e+00
64 2.7436e-07 2.9130e+00 8.6193e-07 2.9130e+00
Table 8 .2: The errors ∥(U−u)(T )∥L∞(L2), ∥(Q−q)(T )∥L∞(L2) and the corresponding
rates of convergence for α = 0.7 with DG-HDG solutions of degree k = 2.
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The error of DG−HDG solutions of degree k = 1 when γ=1





Figure 8 .1: DG-HDG errors for piecewise linear










The error of DG−HDG solutions of degree k = 1 when γ=1







Figure 8 .2: DG-HDG errors for piecewise linear
solution(k = 1) when α = 0.7,γ = 1 , log-log scaling
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The error of DG−HDG solutions of degree k = 1 when γ=2





Figure 8 .3: DG-HDG errors for piecewise linear
solution(k = 1) when α = 0.7











The error of DG−HDG solutions of degree k = 1 when γ=2





Figure 8 .4: DG-HDG errors for piecewise linear
solution(k = 1) when α = 0.7, γ = 2 log-log scaling
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The error of DG−HDG solutions of degree k = 1 when γ=3





Figure 8 .5: DG-HDG errors for piecewise linear













The error of DG−HDG solutions of degree k = 1 when γ=3







Figure 8 .6: DG-HDG errors for piecewise linear
solution(k = 1) when α = 0.7,γ = 3 log-log scaling
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The error of DG−HDG solutions of degree k = 2 when γ=1





Figure 8 .7: DG-HDG errors for piecewise quadratic











The error of DG−HDG solutions of degree k = 2 when γ=1





Figure 8 .8: DG-HDG errors for piecewise quadratic
solutions(k = 2) with α = 0.7, γ = 1, log-log scaling
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−3 The error of DG−HDG solutions of degree k = 2 when γ=2








Figure 8 .9: DG-HDG errors for piecewise quadratic











The error of DG−HDG solutions of degree k = 2 when γ=2





Figure 8 .10: DG-HDG errors for piecewise quadratic
solutions(k = 2) with α = 0.7,γ = 2, log-log scaling
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−3 The error of DG−HDG solutions of degree k = 2 when γ=3








Figure 8 .11: DG-HDG errors for piecewise quadratic













The error of DG−HDG solutions of degree k = 2 when γ=3





Figure 8 .12: DG-HDG errors for piecewise quadratic
solutions(k = 2) with α = 0.7, γ = 3, log-log scaling
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−3 The error of DG−HDG solutions of degree k = 2 when γ=4








Figure 8 .13: DG-HDG errors for piecewise quadratic















The error of DG−HDG solutions of degree k = 2 when γ=4







Figure 8 .14: DG-HDG errors for piecewise quadratic
solutions(k = 2) with α = 0.7, γ = 4, log-log scaling
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