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THE NONRELATIVISTIC LIMIT OF RELATIVISTIC VLASOV-MAXWELL SYSTEM
JACK SCHAEFFER AND LEI WU
Abstract. We consider the one and one-half dimensional multi-species relativistic Vlasov-Maxwell system
with non-decaying(in space) initial data. We prove its well-posedness and nonrelativistic limit as the speed
of light c → ∞. These results mainly rely on a delicate analysis of energy structure and application of
estimates along the characteristic lines.
Keywords: non-decaying data; well-posedness; nonrelativistic limit.
1. Introduction
Consider the one and one-half dimensional relativistic Vlasov-Maxwell system:

∂tf
α + V α1 (p)∂xf
α + eα
(
E1 + c
−1V α2 (p)B
)
∂p1f
α + eα
(
E2 − c−1V α1 (p)B
)
∂p2f
α = 0,
∂xE1 = 4πρ, ∂tE1 = −4πj1,
∂tE2 + c∂xB = −4πj2, ∂tB + c∂xE2 = 0,
ρ(t, x) =
∑
α
(
eα
∫
R2
fα(t, x, p)dp
)
, j(t, x) =
∑
α
(
eα
∫
R2
V α(p)fα(t, x, p)dp
)
.
(1.1)
Here t is time, x ∈ R is position, p ∈ R2 is momentum, and fα(t, x, p) is the number density in phase space
of particles of charge eα and mass mα. The velocity of a particle is
V α(p) =
p√
(mα)2 + c−2p2
, (1.2)
where c is the speed of light. As defined in (1.1) ρ and j are respectively the charge and current densities.
The induced electromagnetic field is given by
~E = (E1, E2, 0), ~B = (0, 0, B). (1.3)
As initial data for (1.1) we take 

fα(t, x, p) = fα0 (x, p),
E1(0, x) = E1,0(x),
E2(0, x) = E2,0(x),
B(0, x) = B0(x)
(1.4)
to be given, where it is assumed that
∂xE1,0 = 4π
∑
α
(
eα
∫
R2
fα0 (x, p)dp
)
. (1.5)
The goal of this work is to study the behavior of fα, E1, E2, B as c→∞. There are several papers in the
literature [1, 2, 8, 17, 19, 20, 29] that study this limit for solutions of the two and three dimensional versions
of (1.1) where fα → 0 as |x| → ∞. The goal here is to consider solutions that do not decay as |x| → ∞
and hence have infinite charge and energy. As c → ∞ the limiting problem is the Vlasov-Poisson system
where the lack of spatial decay is a serious issue [3, 4, 5, 6, 7, 16, 21, 22, 23, 24, 27, 28]. Thus assumptions
must be made on the large |x| behavior of the initial data. As in [27] assume that for each α there are
Fα : R2 → [0,∞) which is C1 and positive constants R0 and Q0 such that |x| ≥ R0 implies
fα0 (x, p) − Fα(p) = E2,0(x) = B0(x) = 0 (1.6)
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and |p| ≥ Q0 implies
fα0 (x, p) = F
α(p) = 0. (1.7)
Further assume that ∑
α
(
eα
∫
R2
Fα(p)dp
)
= 0, (1.8)
∑
α
(
eα
∫
R2
Fα(p)
p
mα
dp
)
= 0, (1.9)
and
∑
α
(
eα
∫
R
∫
R2
(
fα0 (x, p)− Fα(p)
)
dpdx
)
= 0. (1.10)
Then define
ρ0(x) =
∑
α
(
eα
∫
R2
fα0 (x, p)dp
)
, (1.11)
j0(x) =
∑
α
(
eα
∫
R2
fα0 (x, p)V
α(p)dp
)
, (1.12)
and
E1,0(x) = 2π
∫ x
−∞
ρ0(y)dy − 2π
∫ ∞
x
ρ0(y)dy. (1.13)
Note that (1.5) follows from (1.13) and for any |x| ≥ R0,
E1,0(x) = 0. (1.14)
Then the main results of this paper are the following two theorems:
Theorem 1.1. Let fα0 ≥ 0, E2,0, and B0 be C2 and assume that (1.8) through (1.13) hold. Then there is
a global C1 solution (fα, E1, E2, B) of (1.1) and (1.4). Moreover, for every T > 0 and c ≥ 1 there exists
C0 > 0 (depending on T and initial data, but not on c) such that
|fα(t, x, p)|+ |E1(t, x)|+ |E2(t, x)|+ |B(t, x)| ≤ C0 (1.15)
for every α and every (t, x, p) ∈ [0, T ]× R× R2.
To state the second theorem we must define fα,∞ and E∞1 by

∂tf
α,∞ + V α,∞1 (p)∂xf
α,∞ + eαE∞1 ∂p1f
α,∞ = 0,
ρ∞ =
∑
α
eα
∫
R2
fα,∞dp,
j∞ =
∑
α
eα
∫
R2
fα,∞
p
mα
dp,
E∞1 = 2π
∫ x
∞
ρ∞(y)dy − 2π
∫ ∞
x
ρ∞(y)dy,
(1.16)
with
fα,∞(0, x, p) = fα0 (x, p) (1.17)
and
V α,∞(p) =
p
mα
. (1.18)
From [21] it is known that (1.16) and (1.17) possesses a global C1 solution.
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Theorem 1.2. Assume that
E2,0 = B0 = 0. (1.19)
Then, with the same assumptions as in Theorem 1.1, for every T > 0 and c ≥ 1 there exists C0 > 0
(depending on T and initial data, but not on c) such that
|fα(t, x, p)− fα,∞(t, x, p)|+ |E1(t, x)− E∞1 (t, x)|+ |E2(t, x)|+ |B(t, x)| ≤ C0c−1 (1.20)
for every α and every (t, x, p) ∈ [0, T ]× R× R2.
In the following, we will use ‖·‖L∞ to represent L∞ norm either in (t, x, p) ∈ [0, T ] × R × R2, (t, x) ∈
[0, T ]× R, or (x, p) ∈ R× R2. We will use C0 to indicate a universal constant, which may change from line
to line and may depend on T and initial data, but not on c.
The global existence of smooth solutions of (1.1) was established in [10]. This was extended to two
dimensions in [11] and [12], but remains open in three dimensions. However, it was shown in [13] that
solutions of the three dimensional problem can break down only if particle speeds approach the speed
of light. The global existence of smooth solutions for the Vlasov-Poisson system is better understood,
see [15, 18, 25, 26]. Also see [9] for a general reference on mathematical kinetic theory.
It has been suggested [14] that when studying a nonrelativistic limit it is desirable to keep the speed of
light constant and analyze the limiting behavior in some other parameter. While this framework is appealing,
it was not clear what other parameter to use that would not complicate both the analysis and comparison
with papers such as [1, 2, 8, 17, 19, 20, 29].
This paper is organized as follows: The proof of Theorem 1.1 is in section 2. Section 3 contains the proof
of Theorem 1.2. The assumptions of Theorem 1.1 are in force in section 2 and the assumptions of Theorem
1.2 are in force in section 3.
Let us also define the characteristics of the Vlasov equation (Xα(s; t, x, p), Pα(s; t, x, p)) by
dXα
ds
= V α1 (P
α), (1.21)
dPα1
ds
= E1(s,X
α) + c−1V α2 (P
α)B(s,Xα), (1.22)
dPα2
ds
= E2(s,X
α)− c−1V α1 (Pα)B(s,Xα), (1.23)
with Xα(t, t, x, p) = x, and Pα(t, t, x, p) = p.
2. Well-Posedness of the Relativistic Vlasov-Maxwell System
The global existence stated in Theorem 1.1 follows from the global existence result of [10] by a finite speed
of propagation argument. Note that it was assumed in [10] that the initial data had compact support. So to
construct the solution on (t, x) ∈ [0, T ]× [−L,L] (with L > R0) with initial data fα0 , E2,0, B0 as in Theorem
1.1, let f
α
0 , E2,0, B0 be smooth and satisfy
f
α
0 = f
α
0 , E2,0 = E2,0 B0 = B0 (2.1)
if |x| ≤ L+ cT ,
f
α
0 = E2,0 = B0 = 0 (2.2)
if |x| ≥ L+ cT + 1 and ∑
α
eα
∫
R2
f
α
0 dp = 0 (2.3)
if |x| ≥ L + cT . By [10] (1.1) possesses a global C1 solution fα, E1, E2, B with initial data fα0 , E2,0, B0.
Since increasing L and T will not change f
α
, E1, E2, B on the set {(t, x) : 0 ≤ t and |x| ≤ L + c(T − t)}, it
follows that
(fα, E1, E2, B) = lim
L,T→∞
(f
α
, E1, E2, B) (2.4)
is a global smooth solution of (1.1).
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Note that by use of the characteristics of the Vlasov equation it follows that
0 ≤ fα ≤ max fα0 ≤ C0. (2.5)
2.1. Estimate of E2 and B.
Lemma 2.1. We have
‖E2‖L∞ + ‖B‖L∞ ≤ C0 (2.6)
Proof. We divide the proof into several steps:
Step 1: Relativistic energy estimate.
We multiply
√
(mα)2 + c−2p2 on both sides of the Vlasov equation, sum up over α, and integrate over p ∈ R2
to obtain ∑
α
∫
R2
∂tf
α
√
(mα)2 + c−2p2dp+
∑
α
∫
R2
p1∂xf
αdp (2.7)
+
∑
α
∫
R2
eα
(
E1
√
(mα)2 + c−2p2 + c−1p2B
)
∂p1f
αdp
+
∑
α
∫
R2
eα
(
E2
√
(mα)2 + c−2p2 − c−1p1B
)
∂p2f
αdp = 0.
Integrating by parts in (2.7), we get
∂t
(∑
α
∫
R2
fα
√
(mα)2 + c−2p2dp
)
+ ∂x
(∑
α
∫
R2
p1f
αdp
)
(2.8)
−
∑
α
∫
R2
eαE1
c−2p1√
(mα)2 + c−2p2
fαdp−
∑
α
∫
R2
eαE2
c−2p2√
(mα)2 + c−2p2
fαdp = 0,
which further implies
∂t
(∑
α
∫
R2
fα
√
(mα)2 + c−2p2dp
)
+ ∂x
(∑
α
∫
R2
p1f
αdp
)
(2.9)
−E1
∑
α
∫
R2
eαc−2fαV α1 (p)dp− E2
∑
α
∫
R2
eαc−2fαV α2 (p)dp = 0.
Based on the definition of j(t, x), from (2.9), we deduce that
∂t
(
c2
∑
α
∫
R2
fα
√
(mα)2 + c−2p2dp
)
+ ∂x
(
c2
∑
α
∫
R2
fαp1dp
)
− (E1j1 + E2j2) = 0. (2.10)
Multiplying E1, E2 and B on the corresponding Maxwell equations, we obtain
E1∂tE1 = − 4πE1j1, (2.11)
E2∂tE2 + cE2∂xB = − 4πE2j2, (2.12)
B∂tB + cB∂xE2 = 0. (2.13)
Summing them up yields
1
2
∂t(E
2
1 + E
2
2 +B
2) + c∂x(E2B) = −4π
(
E1j1 + E2j2
)
. (2.14)
Substituting (2.14) into (2.10), we have
∂t
(
c2
∑
α
∫
R2
fα
√
(mα)2 + c−2p2dp
)
+ ∂x
(
c2
∑
α
∫
R2
fαp1dp
)
(2.15)
+
1
8π
∂t
(
E21 + E
2
2 +B
2
)
+
c
4π
∂x(E2B) = 0.
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Based on (2.15), we define
E = c2
(∑
α
∫
R2
fα
√
(mα)2 + c−2p2dp
)
+
1
8π
(
E21 + E
2
2 +B
2
)
, (2.16)
M = c2
(∑
α
∫
R2
fαp1dp
)
+
c
4π
(E2B), (2.17)
which satisfies
∂tE + ∂xM = 0. (2.18)
In [10] (2.18) was the crucial ingredient. Since we need bounds independent of c here, we further define
E = E − c2
(∑
α
∫
R2
mαfαdp
)
, (2.19)
M =M− c2
(∑
α
∫
R2
mαfαV α1 (p)dp
)
, (2.20)
and use the Vlasov equation and integration by parts to verify that
∂tE+ ∂xM = (∂tE + ∂xM)− c2
∑
α
∫
R2
mα
(
∂tf
α + V α1 (p)∂xf
α
)
dp (2.21)
= c2
∑
α
∫
R2
mα
(
eα
(
E1 + c
−1V α2 (p)B
)
∂p1f
α + eα
(
E2 − c−1V α1 (p)B
)
∂p2f
α
)
dp
= − c2
∑
α
∫
R2
mα
(
− eα c
−3Bp1p2
(
√
(mα)2 + c−2p2)3
fα + eα
c−3Bp1p2
(
√
(mα)2 + c−2p2)3
fα
)
dp
= 0.
Step 2: Characteristic triangle.
We consider the point (t, x) ∈ [0, T ] × R in the time-space plane and the triangle bounded by τ = 0,
y = x− c(t− τ) and y = x+ c(t− τ) for τ ∈ [0, t]. Integrating (2.21) over this triangular region and applying
the divergence theorem we find that
0 =
∫ t
0
∫ x+c(t−τ)
x−c(t−τ)
(∂τE+ ∂yM)dydτ = L+M +N, (2.22)
where
L =
∫ x+ct
x−ct
(
〈E,M〉
∣∣∣∣
(0,y)
· 〈−1, 0〉
)
dy, (2.23)
M =
∫ t
0
(
〈E,M〉
∣∣∣∣
(τ,x+c(t−τ))
· 〈c, 1〉√
1 + c2
)√
1 + c2dτ, (2.24)
N =
∫ t
0
(
〈E,M〉
∣∣∣∣
(τ,x−c(t−τ))
· 〈c,−1〉√
1 + c2
)√
1 + c2dτ. (2.25)
Simplifying (2.22), we obtain∫ x+ct
x−ct
E(0, y)dy =
∫ t
0
(
cE+M
)
(τ, x+ c(t− τ))dτ +
∫ t
0
(
cE−M
)
(τ, x− c(t− τ))dτ, (2.26)
which further implies
(2.27)
c−1
∫ x+ct
x−ct
E(0, y)dy =
∫ t
0
(
E+ c−1M
)
(τ, x+ c(t− τ))dτ +
∫ t
0
(
E− c−1M
)
(τ, x− c(t− τ))dτ.
We can simply denote (2.27) as I = II + III. Then we need to estimate I, II and III.
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Step 3: Estimate of I.
Note that
E = c2
(∑
α
∫
R2
fα
√
(mα)2 + c−2p2dp
)
+
1
8π
(
E21 + E
2
2 + B
2
)
− c2
(∑
α
∫
R2
mαfαdp
)
(2.28)
= c2
(∑
α
∫
R2
fα
(√
(mα)2 + c−2p2 −mα
)
dp
)
+
1
8π
(
E21 + E
2
2 +B
2
)
= c2
(∑
α
∫
R2
fα
(
c−2p2√
(mα)2 + c−2p2 +mα
)
dp
)
+
1
8π
(
E21 + E
2
2 +B
2
)
≤
(∑
α
1
2mα
∫
R2
|fα| p2dp
)
+
1
8π
(
E21 + E
2
2 +B
2
)
.
Therefore, we have
I = c−1
∫ x+ct
x−ct
E(0, y) (2.29)
≤ c−1
∫ x+ct
x−ct
(∑
α
1
2mα
∫
R2
|fα0 | p2dp
)
dy + c−1
∫ x+ct
x−ct
1
8π
(
E21,0 + E
2
2,0 +B
2
0
)
dy
≤ 2tmax
x
{∑
α
1
2mα
∫
R2
|fα0 | p2dp
}
+
t
4π
max
x
{
E21,0 + E
2
2,0 +B
2
0
}
≤ C0,
which is uniform in c.
Step 4: Estimate of II and III.
Note that
(2.30)
E± c−1M =
(
c2
(∑
α
∫
R2
fα
√
(mα)2 + c−2p2dp
)
+
1
8π
(
E21 + E
2
2 +B
2
)
− c2
(∑
α
∫
R2
mαfαdp
))
± c−1
(
c2
(∑
α
∫
R2
fαp1dp
)
+
c
4π
(E2B)− c2
(∑
α
∫
R2
mαfαV α1 (p)dp
))
=
(
c2
∑
α
∫
R2
fα
(√
(mα)2 + c−2p2 −mα ± c−1(p1 −mαV α1 )
)
dp
)
+
1
8π
(
E21 + E
2
2 +B
2 ± 2E2B
)
=
(
c2
∑
α
∫
R2
fα
(√
(mα)2 + c−2p2 −mα
) (
1± c−1V α1
)
dp
)
+
1
8π
(
E21 + (E2 ±B)2
)
.
Since
E21 + (E2 ±B)2 ≥ 0, (2.31)
∣∣c−1V α1 ∣∣ =
∣∣∣∣∣ c
−1p1√
(mα)2 + c−2p2
∣∣∣∣∣ ≤
∣∣∣∣∣ c
−1p√
(mα)2 + c−2p2
∣∣∣∣∣ < 1, (2.32)
√
(mα)2 + c−2p2 −mα ≥ 0, (2.33)
and fα ≥ 0, we deduce
E± c−1M ≥ c2
∑
α
∫
R2
fα
(√
(mα)2 + c−2p2 −mα
) (
1± c−1V α1
)
dp ≥ 0. (2.34)
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Define
Γα =
√
(mα)2 + c−2p2. (2.35)
Then based on (2.30), we have
II =
∫ t
0
(
E+ c−1M
)
(τ, x+ c(t− τ))dτ (2.36)
≥
∫ t
0
(
c2
∑
α
∫
R2
fα (Γα −mα) (1 + c−1V α1 ) dp
)
(τ, x+ c(t− τ))dτ ≥ 0,
III =
∫ t
0
(
E− c−1M
)
(τ, x− c(t− τ))dτ (2.37)
≥
∫ t
0
(
c2
∑
α
∫
R2
fα (Γα −mα) (1− c−1V α1 ) dp
)
(τ, x− c(t− τ))dτ ≥ 0.
Step 5: Synthesis.
Collecting the results in (2.29), (2.36) and (2.37) in (2.27), we obtain
0 ≤
∫ t
0
k+(τ, x+ c(t− τ))dτ ≤ C0, (2.38)
0 ≤
∫ t
0
k−(τ, x− c(t− τ))dτ ≤ C0, (2.39)
where
k± = c
2
∑
α
∫
R2
fα (Γα −mα) (1± c−1V α1 ) dp. (2.40)
This is the starting point for the following estimates. For convenience, we denote
σα± = c
2 (Γα −mα) (1± c−1V α1 ) , (2.41)
so that
k± =
∑
α
∫
R2
fασα±dp. (2.42)
Step 6: Estimate of j2.
Since
σα± = c
2
(
c−2p2
Γα +mα
)(
1± c−1V α1
)
=
(
p2
Γα +mα
)(
1± c−1V α1
)
, (2.43)
we directly estimate
σα± =
(
p2√
(mα)2 + c−2p2 +mα
)(√
(mα)2 + c−2p2 ± c−1p1√
(mα)2 + c−2p2
)
(2.44)
≥
(
p2√
(mα)2 + c−2p2 +mα
)(√
(mα)2 + c−2p2 − c−1 |p1|√
(mα)2 + c−2p2
)
=
(
p2√
(mα)2 + c−2p2 +mα
) (mα)2 + c−2p22(√
(mα)2 + c−2p2
)(√
(mα)2 + c−2p2 + c−1 |p1|
)


≥ p
2
(
(mα)2 + c−2p22
)
4
(√
(mα)2 + c−2p2
)3
=
p2
(
(mα)2 + c−2p22
)
4(Γα)3
.
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σα± builds the bridge between j2 and k±. In detail, we can decompose
j2 =
∑
α
(
eα
∫
R2
V α2 f
α(t, x, p)dp
)
(2.45)
=
∑
α
(
eα
∫
|p|≥c
V α2 f
α(t, x, p)dp
)
+
∑
α
(
eα
∫
1≤|p|≤c
V α2 f
α(t, x, p)dp
)
+
∑
α
(
eα
∫
|p|≤1
V α2 f
α(t, x, p)dp
)
.
Here we estimate these three terms separately:
• For |p| ≥ c, we have
σα± ≥
p2
(
(mα)2 + c−2p22
)
4(Γα)3
≥ p
22mαc−1|p2|
4(Γα)3
(2.46)
=
1
2
mαc|V α2 |
c−2p2
(mα)2 + c−2p2
≥ 1
2
mαc|V α2 |
1
(mα)2 + 1
≥ C0|V α2 |.
Hence, we know∣∣∣∣∣
∑
α
(
eα
∫
|p|≥c
V α2 f
α(t, x, p)dp
)∣∣∣∣∣ ≤
∑
α
(
|eα|
∫
|p|≥c
σα±
C0
fα(t, x, p)dp
)
≤ C0k±. (2.47)
• For 1 ≤ |p| ≤ c, we have
σα± ≥
p2(mα)2
4(Γα)3
≥ |p2|
4Γα
|p|(mα)2
(Γα)2
≥ 1
4
|V α2 |
(mα)2
(mα)2 + 1
. (2.48)
Hence, we know∣∣∣∣∣
∑
α
(
eα
∫
1≤|p|≤c
V α2 f
α(t, x, p)dp
)∣∣∣∣∣ ≤ 4
∑
α
(
|eα|
∫
1≤|p|≤c
(mα)2 + 1
(mα)2
σα±f
α(t, x, p)dp
)
(2.49)
≤ 4max
α
|eα| (m
α)2 + 1
(mα)2
k± ≤ C0k±.
• For |p| ≤ 1, we know∣∣∣∣∣
∑
α
(
eα
∫
|p|≤1
V α2 f
α(t, x, p)dp
)∣∣∣∣∣ ≤ maxα 1mα
∑
α
(
|eα|
∫
|p|≤1
fα(t, x, p)dp
)
(2.50)
≤ C0
∑
α
(
|eα|
∫
|p|≤1
dp
)
≤ C0.
Collecting the results in (2.45), (2.47), (2.49) and (2.50), we have
|j2| ≤ C0(1 + k±). (2.51)
Step 7: Estimate of E2 and B.
From Maxwell equations, we know
∂tE2 + c∂xB = − 4πj2, (2.52)
∂tB + c∂xE2 = 0. (2.53)
Therefore, we have
∂t(E2 ±B)± c∂x(E2 ±B) = −4πj2. (2.54)
Hence, we have
(E2 ±B)(t, x) = (E2 ±B)(0, x∓ ct)− 4π
∫ t
0
j2(τ, x∓ c(t− τ))dτ, (2.55)
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which further implies
|(E2 ±B)(t, x)| ≤ |(E2 ±B)(0, x∓ ct)|+ 4π
∫ t
0
|j2| (τ, x∓ c(t− τ))dτ (2.56)
≤ C0 + C0
∫ t
0
(1 + k±)(τ, x ∓ c(t− τ))dτ. (2.57)
Based on (2.38) and (2.39), we conclude
|(E2 ±B)(t, x)| ≤ C0, (2.58)
which further implies
‖E2‖L∞ ≤ C0, (2.59)
‖B‖L∞ ≤ C0. (2.60)

2.2. Estimate of E1 and f
α
.
Lemma 2.2. We have
‖E1‖L∞ + ‖fα‖L∞ ≤ C0. (2.61)
Also, for each t > 0, there exists Q(t) (independent of c) such that fα(s, x, p) = 0 for any |p| ≥ Q(t) and
0 ≤ s ≤ t.
Proof. We divide the proof into several steps:
Step 1: Truncated system.
Define a C∞ cut-off function ψ : R→ [0, 1] satisfying
ψ(x) =
{
1 if x ≤ 0,
0 if x ≥ 1. (2.62)
For L > R0, define
fα,L0 (x, p) = f
α
0 (x, p)ψ(|x| − L), (2.63)
EL2,0(x) = E2,0(x)ψ(|x| − L), (2.64)
BL0 (x) = B0(x)ψ(|x| − L), (2.65)
ρL0 (x) =
∑
α
eα
∫
R2
fα,L0 (x, p)dp = ρ0(x)ψ(|x| − L), (2.66)
jL0 (x) =
∑
α
eα
∫
R2
fα,L0 (x, p)V
α(p)dp = j0(x)ψ(|x| − L), (2.67)
EL1,0(x) = 2π
∫ x
−∞
ρL0 (y)d(y)− 2π
∫ ∞
x
ρL0 (y)d(y). (2.68)
We can directly verify the truncated data satisfy the compatibility condition
∂xE
L
1,0(x) = 4πρ
L
0 (x). (2.69)
The truncated initial data fα,L0 (x, p), E
L
1,0(x), E
L
2,0(x), B
L
0 (x), have compact support both in space and
momenta, so with fixed light speed c, we can apply the main theorem in [10] to obtain a global smooth
solution fα,L, EL1 , E
L
2 , B
L.
Step 2: Characteristics.
Define the maximum velocity support of fα,L as
QL(t) = sup
{
|p| : fα,L(t, x, p) 6= 0 for some s ∈ [0, t], x ∈ R
}
, (2.70)
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and characteristics Xα,L(s; t, x, p), Pα,L(s; t, x, p) of the truncated system by

dXα,L
ds
= V α1 (P
α,L),
dPα,L1
ds
= eα
(
EL1 (s,X
α,L) + c−1V α2 (P
α,L)BL(s,Xα,L)
)
,
dPα,L2
ds
= eα
(
EL2 (s,X
α,L)− c−1V α1 (Pα,L)BL(s,Xα,L)
)
,
Xα,L(t; t, x, p) = x,
Pα,L1 (t; t, x, p) = p1,
Pα,L2 (t; t, x, p) = p2,
(2.71)
Since ∣∣V α(Pα,L)∣∣ ≤ c, (2.72)
then for any |x| ≥ L+ ct, we have
fα,L(t, x, p) = EL1 (t, x) = E
L
2 (t, x) = B
L(t, x) = ρL(t, x) = jL(t, x) = 0, (2.73)
which means they are still compactly supported in space for any t.
Step 3: Estimate of EL1 .
Integrating the Vlasov equation over p ∈ R2 and summing up over α, we obtain
∂tρ
L + ∂xj
L = 0. (2.74)
Since ρL and jL are of compact support, we can further integrate over x ∈ R to obtain (since L > R0)∫
R
ρL(t, x)dx =
∫
R
ρL0 (x)dx =
∫
R
ρ0(x)dx = 0. (2.75)
Hence, from the equation ∂xE
L
1,0(x) = 4πρ
L
0 (x), we obtain
EL1 (t, x) = 2π
∫ x
−∞
ρL(t, y)dy − 2π
∫ ∞
x
ρL(t, y)dy = 4π
∫ x
−∞
ρL(t, y)dy (2.76)
= 4π
∫
R
ρL(t, y)1{y≤x}dy,
Therefore, we have
EL1 (t, x) − EL1,0(x) = 4π
∫
R
(
ρL(t, y)− ρL0 (y)
)
1{y≤x}dy (2.77)
= 4π
∑
α
eα
∫
R
∫
R2
(
fα,L(t, y, p)− fα,L0 (y, p)
)
1{y≤x}dpdy.
Define the substitution (y, p)→ (y˜, p˜) as{
y˜ = Xα,L(0; t, y, p),
p˜ = Pα,L(0; t, y, p).
(2.78)
It is a classical result that the Jacobian of this substitution is 1. Then we have∫
R
∫
R2
fα,L(t, y, p)1{y≤x}dpdy =
∫
R
∫
R2
fα,L0 (y˜, p˜)1{y≤x}dp˜dy˜ (2.79)
=
∫
R
∫
R2
fα,L0 (y˜, p˜)1{Xα,L(t;0,y˜,p˜)≤x}dp˜dy˜.
Substituting (2.79) into (2.77) and rewriting the dummy variables in (2.79) as (y, p) we get
EL1 (t, x)− EL1,0(x) = 4π
∑
α
eα
∫
R
∫
R2
fα,L0 (y, p)
(
1{Xα,L(t;0,y,p)≤x} − 1{y≤x}
)
dpdy. (2.80)
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For (y, p) such that fα,L0 (y, p) 6= 0, we have∣∣Pα,L(s; 0, y, p)∣∣ ≤ QL(s), (2.81)
which further implies ∣∣∣∣V α
(
Pα,L(s; 0, y, p)
)∣∣∣∣ ≤
∣∣∣∣Pα,L(s; 0, y, p)mα
∣∣∣∣ ≤ QL(s)mα . (2.82)
Therefore, we get the bound for maximal distance between initial position and position at time t,
∣∣Xα,L(t; 0, y, p)− y∣∣ = ∣∣∣∣
∫ t
0
V α1
(
Pα,L(s; 0, y, p)
)
ds
∣∣∣∣ ≤ 1mα
∫ t
0
QL(s)ds. (2.83)
We decompose the integral over y ∈ R in (2.80) to get
EL1 (t, x)− EL1,0(x) = I + II + III, (2.84)
where I is the integral over y ∈
(
x +
1
mα
∫ t
0
QL(s)ds,+∞
)
, II is the integral over y ∈
(
− ∞, x −
1
mα
∫ t
0
QL(s)ds
)
, and III is the integral over y ∈
[
x− 1
mα
∫ t
0
QL(s)ds, x+
1
mα
∫ t
0
QL(s)ds
]
.
• In the integral I, we have 1{Xα,L(t;0,y,p)≤x} − 1{y≤x} = 1− 1 = 0, which implies I = 0;
• In the integral II, we have 1{Xα,L(t;0,y,p)≤x} − 1{y≤x} = 0− 0 = 0, which implies II = 0;
Therefore, we have
|EL1 (t, x)− EL1,0(x)| = |III| ≤ 4π
∑
α
|eα|max
α,x,p
fα,L0
(
2
mα
∫ t
0
QL(s)ds
)
(2Q0)
2 ≤ C0
∫ t
0
QL(s)ds, (2.85)
which means we may take the supremum to obtain
sup
[0,t]×R
|EL1 (s, x)| ≤ C0 + C0
∫ t
0
QL(s)ds. (2.86)
On the other hand, based on the characteristic equation (2.71) and Lemma 2.1, we know for t ∈ [0, T ],
QL(t)−Q0 ≤ C0
∫ t
0
sup
x
( ∣∣EL1 (s, x)∣∣+ ∣∣EL2 (s, x)∣∣+ ∣∣BL(s, x)∣∣
)
ds ≤ C0 + C0 sup
[0,t]×R
|EL1 (s, x)|. (2.87)
Combining (2.86) and (2.87), we obtain
QL(t) ≤ C0 + C0
∫ t
0
QL(s)ds. (2.88)
By Gronwall’s inequality, we have for t ∈ [0, T ],
0 < QL(t) ≤ C0, (2.89)
which further implies ∥∥EL1 ∥∥L∞ ≤ C0, (2.90)
where C0 only depends on T and the initial data and is independent of L and c.
Step 4: Synthesis:
For any finite c, the domain of dependence of the point (t, x, p) is bounded in [0, T ] × R × R2, so we can
always take L large enough that the solution fα(t, x, p) = fα,L(t, x, p). Hence, we have shown
‖E1‖L∞ ≤ C0. (2.91)
The existence of Q(t) is guaranteed by the analysis of QL(t). 
The proof of Theorem 1.1 is now complete.
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3. The Limit as c Tends to Infinity
Regarding fα,∞, ρ∞, j∞, E∞1 as defined in (1.16), we have the following:
Theorem 3.1. We have
‖E∞1 ‖L∞ + ‖fα,∞‖L∞ + ‖∂xfα,∞‖L∞ + (3.1)
‖∂p1fα,∞‖L∞ + ‖∂p2fα,∞‖L∞ ≤ C0.
Also, for each t > 0, there exists Q∞(t) such that fα,∞(s, x, p) = 0 for any |p| ≥ Q∞(t) and 0 ≤ s ≤ t ≤ T .
Proof. The bound on ‖E∞1 ‖L∞ +‖fα,∞‖L∞ and the construction of Q∞(t) may be obtained by the methods
of the previous section. To bound the derivatives define Rαx = ∂xf
α,∞, Rαp1 = ∂p1f
α,∞ and Rαp2 = ∂p2f
α,∞.
Then they satisfy
∂tR
α
x + V
α,∞
1 (p)∂xR
α
x + e
αE∞1 ∂p1R
α
x = −eα∂xE∞1 Rαp1 , (3.2)
∂tR
α
p1
+ V α,∞1 (p)∂xR
α
p1
+ eαE∞1 ∂p1R
α
p1
= −∂p1V α,∞1 (p)Rαx , (3.3)
∂tR
α
p2
+ V α,∞1 (p)∂xR
α
p2
+ eαE∞1 ∂p1R
α
p2
= 0, (3.4)
with initial data
Rαx (0, x, p) = ∂xf
α
0 , (3.5)
Rαp1(0, x, p) = ∂p1f
α
0 , (3.6)
Rαp2(0, x, p) = ∂p2f
α
0 . (3.7)
By the bound on fα,∞ and using Q∞(t) we have
|∂xE∞1 | = |4πρ∞| ≤ C0. (3.8)
So integration along the characteristics of (1.16) yields
|Rαx (t, x, p)| ≤ C0 + C0
∫ t
0
sup
[0,s]×R×R2
∣∣Rαp1 ∣∣ds, (3.9)
∣∣Rαp1(t, x, p)∣∣ ≤ C0 + C0
∫ t
0
sup
[0,s]×R×R2
|Rαx | ds, (3.10)∣∣Rαp2(t, x, p)∣∣ ≤ C0. (3.11)
Combining (3.9) and (3.10) and yields
sup
[0,t]×R×R2
|Rαx | ≤ C0 + C0t+ C0t
∫ t
0
sup
[0,s]×R×R2
|Rαx | ds (3.12)
≤ C0 + C0
∫ t
0
sup
[0,s]×R×R2
|Rαx | ds.
By Gronwall’s inequality, we have
sup
[0,t]×R×R2
|Rαx | ≤ C0. (3.13)
Similarly, we can prove
sup
[0,t]×R×R2
∣∣Rαp1∣∣ ≤ C0. (3.14)

3.1. Estimate of E2 and B.
Lemma 3.2. We have
‖E2‖L∞ + ‖B‖L∞ ≤ C0c−1. (3.15)
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Proof. We divide the proof into several steps:
Step 1: Setup.
Define
D0 = R0 + (1 + T ) sup
[0,T ]
(Q(t) +Q∞(t)) (3.16)
and note that |x| > D0 and fα(t, x, p) 6= 0 implies
fα(t, x, p) = Fα(Xα(0; t, x, p)). (3.17)
Denote m0 = minαm
α and note that fα(t, x, p) 6= 0 implies |V α| ≤ D0
m0
. Let
Λ =
{
(t, x) : t ∈ [0, T ], |x| ≥ D0
(
1 +
t
m0
)}
. (3.18)
Thus, if (t, x) ∈ Λ, with s ∈ [0, t] and fα(t, x, p) 6= 0, then
|Xα(s; t, x, p)| ≥ |x| −
∫ t
s
∣∣∣∣V α1
(
Pα(τ ; t, x, p)
)∣∣∣∣dτ ≥ |x| − D0m0 (t− s) (3.19)
≥ D0
(
1 +
t
m0
)
− D0
m0
(t− s) = D0
(
1 +
s
m0
)
,
which implies (s,Xα(s; t, x, p)) ∈ Λ. Denote
‖σ(t)‖Λ = sup {|σ(s, x)| : s ∈ [0, t], (s, x) ∈ Λ} . (3.20)
Step 2: Estimate of j in Λ.
Consider (t, x, p) with (t, x) ∈ Λ and fα(t, x, p) 6= 0. Then
dPα1
ds
= eα
(
E1(s,X
α) + c−1V α2 (P
α)B(s,Xα)
)
, (3.21)
dPα2
ds
= eα
(
E2(s,X
α)− c−1V α1 (Pα)B(s,Xα)
)
, (3.22)
which implies ∣∣∣∣dPα1ds
∣∣∣∣ ≤ C0
(
‖E1‖Λ + ‖B‖Λ
)
, (3.23)∣∣∣∣dPα2ds
∣∣∣∣ ≤ C0
(
‖E2‖Λ + ‖B‖Λ
)
. (3.24)
Therefore,
|Pα(0; t, x, p)− p| ≤ C0
(
‖E1‖Λ + ‖E2‖Λ + ‖B‖Λ
)
, (3.25)
and
|fα(t, x, p)− Fα(p)| = |Fα(Pα(0; t, x, p))− Fα(p)| ≤ C0
(
‖E1‖Λ + ‖E2‖Λ + ‖B‖Λ
)
. (3.26)
It follows from assumption (1.9) that∣∣∣∣∣
∑
α
(
eα
∫
R2
FαV αdp
)∣∣∣∣∣ =
∣∣∣∣∣
∑
α
(
eα
∫
R2
Fα(V α − p/mα)dp
)∣∣∣∣∣ (3.27)
≤
∑
α
|eα|
∫
R2
Fαc−2
|p|3
(mα)3
dp ≤ C0c−2,
14 JACK SCHAEFFER AND LEI WU
so
|j(t, x)| =
∣∣∣∣∣
∑
α
(
eα
∫
R2
fαV αdp
)∣∣∣∣∣ ≤ C0c−2 +
∣∣∣∣∣
∑
α
(
eα
∫
R2
(fα − Fα)V αdp
)∣∣∣∣∣ (3.28)
≤ C0c−2 + C0
(
‖E1‖Λ + ‖E2‖Λ + ‖B‖Λ
)
.
Hence, we know
‖j(t)‖Λ ≤ C0c−2 + C0
(
‖E1(t)‖Λ + ‖E2(t)‖Λ + ‖B(t)‖Λ
)
. (3.29)
Step 3: Estimate of E1 in Λ.
Since E1 satisfies ∂tE1 = −4πj1, we have
E1(t, x) = E1(0, x)− 4π
∫ t
0
j1(s, x)ds. (3.30)
For (t, x) ∈ Λ, we know E1(0, x) = 0. Thus,
|E1(t, x)| ≤ 4π
∫ t
0
|j1(s, x)| ds. (3.31)
Therefore, we have
‖E1(t)‖Λ ≤ C0c−2 + C0
∫ t
0
(
‖E1(s)‖Λ + ‖E2(s)‖Λ + ‖B(s)‖Λ
)
ds. (3.32)
Step 4: Estimate of E2 and B in Λ.
Next, we consider E2 and B for any (t, x) ∈ [0, T ]× R. Based on (2.54), we can directly obtain
E2 = − 2π
∫ t
0
(
j2(τ, x− c(t− τ)) + j2(τ, x+ c(t− τ))
)
dτ, (3.33)
B = − 2π
∫ t
0
(
j2(τ, x− c(t− τ)) − j2(τ, x+ c(t− τ))
)
dτ. (3.34)
Hence, in order to estimate E2 andB, we need to bound
∣∣∣∣
∫ t
0
j2(τ, x− c(t− τ))dτ
∣∣∣∣ and
∣∣∣∣
∫ t
0
j2(τ, x+ c(t− τ))dτ
∣∣∣∣.
By substitution, we need to bound∫ t
0
j2(τ, x− c(t− τ))dτ = c−1
∫ x
x−ct
j2
(
t− x− y
c
, y
)
dy, (3.35)
and ∫ t
0
j2(τ, x+ c(t− τ))dτ = c−1
∫ x+ct
x
j2
(
t− y − x
c
, y
)
dy. (3.36)
Note that (s, y) /∈ Λ⇒ |y| < D0(1 + s/m0) ≤ D0(1 + T/m0) = C0 so by (3.28) and Theorem 1.1
c−1
∣∣∣∣
∫ x
x−ct
j2
(
t− x− y
c
, y
)
dy
∣∣∣∣ ≤ c−1
∫ C0
−C0
‖j2‖L∞ dy (3.37)
+ c−1
∫ x
x−ct
C0
(
c−2 +
∥∥∥∥E1(t− x− yc )
∥∥∥∥
Λ
+
∥∥∥∥E2(t− x− yc )
∥∥∥∥
Λ
+
∥∥∥∥B(t− x− yc )
∥∥∥∥
Λ
)
dy
≤ C0c−1 + C0
∫ t
0
(
‖E1(s)‖Λ + ‖E2(s)‖Λ + ‖B(s)‖Λ
)
ds,
and similarly∣∣∣∣c−1
∫ x+ct
x
j2
(
t− y − x
c
, y
)
dy
∣∣∣∣ ≤ C0c−1 + C0
∫ t
0
(
‖E1(s)‖Λ + ‖E2(s)‖Λ + ‖B(s)‖Λ
)
ds. (3.38)
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This implies
|E2(t, x)| + |B(t, x)| ≤ C0c−1 + C0
∫ t
0
(
‖E1(s)‖Λ + ‖E2(s)‖Λ + ‖B(s)‖Λ
)
ds. (3.39)
We may restrict (3.39) to Λ to obtain
‖E2(t)‖Λ + ‖B(t)‖Λ ≤ C0c−1 + C0
∫ t
0
(
‖E1(s)‖Λ + ‖E2(s)‖Λ + ‖B(s)‖Λ
)
ds. (3.40)
Step 5: Synthesis.
In summary, we know from (3.32) and (3.40) that
‖E1(t)‖Λ + ‖E2(t)‖Λ + ‖B(t)‖Λ ≤ C0c−1 + C0
∫ t
0
(
‖E1(s)‖Λ + ‖E2(s)‖Λ + ‖B(s)‖Λ
)
ds. (3.41)
By Gronwall’s inequality, we have
‖E1(t)‖Λ + ‖E2(t)‖Λ + ‖B(t)‖Λ ≤ C0c−1eC0t ≤ C0c−1. (3.42)
Therefore, by (3.39) we have
‖E2(t, x)‖L∞ + ‖B(t, x)‖L∞ ≤ C0c−1. (3.43)

3.2. Estimate of E1 − E∞1 and fα − fα∞.
Lemma 3.3. We have
‖E1 − E∞1 ‖L∞ + ‖fα − fα∞‖L∞ ≤ C0c−1. (3.44)
Proof. Since ∂tE1 = −4πj1 and ∂tE∞1 = −4πj∞1 , we have
|E1 − E∞1 | ≤ 4π
∫ t
0
|j1(s, x) − j∞1 (s, x)| ds (3.45)
≤ C0
∑
α
∫ t
0
∫
R2
|hα| dpds
where hα(t, x, p) = fα(t, x, p)− fα,∞(t, x, p). Note that hα satisfies the equation
∂th
α + V α1 (p)∂xh
α + eα
(
E1 + c
−1V α2 (p)B
)
∂p1h
α + eα
(
E2 − c−1V α1 (p)B
)
∂p2h
α (3.46)
= (V α,∞1 (p)− V α1 (p))∂xfα,∞ + eα
(
E∞1 − E1 − c−1V α2 (p)B
)
∂p1f
α,∞ − eα (E2 − c−1V α1 (p)B) ∂p2fα,∞
and
hα(0, x, p) = 0. (3.47)
By Theorem 3.1 and by Lemma 3.2 we have∣∣∣∣
(
V α,∞1 (p)− V α1 (p)
)
∂xf
α,∞
∣∣∣∣ ≤ C0c−2, (3.48)∣∣eα (E∞1 − E1 − c−1V α2 (p)B) ∂p1fα,∞∣∣ ≤ C0c−1 + sup
[0,t]×R
|E1 − E∞1 | , (3.49)∣∣eα (E2 − c−1V α1 (p)B) ∂p2fα,∞∣∣ ≤ C0c−1. (3.50)
Then integrating along the characteristics of the Vlasov equation, we have
|hα(t, x, p)| ≤ C0c−1 + C0
∫ t
0
sup
[0,s]×R
|E1 − E∞1 | ds. (3.51)
Combining (3.45) and (3.51), we have
|E1 − E∞1 | ≤ C0
∑
α
∫ t
0
∫
|p|<Q(s)+Q∞(s)
sup
[0,s]×R×R2
|hα|dpds (3.52)
≤ C0t(c−1 +
∫ t
0
sup
[0,s]×R
|E1 − E∞1 |ds).
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Taking the supremum yields
sup
[0,t]×R
|E1 − E∞1 | ≤ C0T (c−1 +
∫ t
0
sup
[0,s]×R
|E1 − E∞1 | ds). (3.53)
Using Gronwall’s inequality, for t ∈ [0, T ] we obtain
sup
[0,t]×R
|E1 − E∞1 | ≤ C0c−1, (3.54)
which is
‖E1 − E∞1 ‖L∞ ≤ C0c−1. (3.55)
By (3.51) this implies
‖fα − fα∞‖L∞ ≤ C0c−1. (3.56)

The proof of Theorem 1.2 is now complete.
References
[1] Asano, K. and Ukai, S., On the Vlasov-Poisson limit of the Vlasov-Maxwell equation, Patterns and Waves-Qualitative
Analysis of Nonlinear Differential Equations, Nishida et al. (eds), Studies in Math. Appl., vol. 18.
[2] Bostan, M., Asymptotic behavior of weak solutions for the relativistic Vlasov-Maxwell equations with large light speed, J.
Diff. Eqns., 227 (2), 444-498 (2006).
[3] Caglioti, E., Carprino, S., Marchioro, C., and Pulvirenti, M., The Vlasov equation with infinite mass, Arch. Rational Mech.
Anal, 159, 85-108 (2001).
[4] Caglioti, E., Marchioro, C., and Pulvirenti, M., On the two dimensional Vlasov-Helmholtz equation with infinite mass,
Commun PDE, 27 (384), 791-808 (2002).
[5] Caprino, S., A Vlasov-Poisson plasma model with non-L1 data, Math. Methods Appl. Sci., 27 (18), 2211-2229 (2004).
[6] Caprino, S., Cavallaro, G., and Marchioro, C., Time evolution of a Vlasov-Poisson plasma with infinite charge in R3.
Comm. Partial Differential Equations, 40 (2), 357-385 (2015).
[7] Caprino, S., Cavallaro, G., and Marchioro, C., On a magnetically confined plasma with infinite charge, SIAM J. Math.
Anal., 46 (1), 133-164 (2014).
[8] Degond, P., Local existence of solutions of the Vlasov-Maxwell equations and convergence to the Vlasov-Poisson equations
for infinite light velocity, Math. Methods Appl. Sci., 8 (4), 533-558 (1986).
[9] Glassey R., The Cauchy Problem in Kinetic Theory, SIAM: Philadelphia (1996).
[10] R. Glassey and J. Schaeffer, On the “One and one-half dimensional” relativistic Vlasov-Maxwell system, Math. Meth. Appl.
Sci., 13, 169-179 (1990).
[11] R. Glassey and J. Schaeffer, The “Two and One-Half Dimensional” Relativistic Vlasov-Maxwell System, Comm. in Math.
Phys., 185, 257-284 (1997).
[12] R. Glassey and J. Schaeffer,The Relativistic Vlasov-Maxwell System in Two Space Dimensions: Parts I and II, Arch. Rat.
Mech. Anal., 141, 331-354 (1998).
[13] Glassey, R. and Strauss, W., Similarity Formation in a Collisionless Plasma Could Occur Only at High Velocities, Arch.
Rational Mech. Anal., 92, 59-90 (1986).
[14] Hadzic, M. and Rein, G., On the small redshift limit of steady states of the spherically symmetric Einstein-Vlasov system
and their stability., Math. Proc. Cambr. Phil. Soc., 159, 529-546 (2015).
[15] Horst, E., On the Asymptotic Growth of the Solutions of the Vlaso-Poisson System, Math. Meth. Appl. Sci., 16, 75-85
(1993).
[16] Jabin, P.-E. The Vlasov-Poisson System with Infinite Mass and Energy, J. Statist. Phys., 103 (5/6), 1107-1123 (2001).
[17] Lee, H., The classical limit of the relativistic Vlasov-Maxwell system in two space dimensions, Math. Methods Appl. Sci.,
27 (3), 249-287 (2004).
[18] Lions, P.L. and Perthame, B., Propagation of moments and regularity for the 3-dimensional Vlasov-Poisson system, Invent.
Math., 105, 415-430 (1991).
[19] McGillen, D., A particle scheme incorporating an elliptic approximation for the relativistic Vlasov-Maxwell system, SIAM
J. Sci. Comput. 16 no. 6, 1333-1348 (1995).
[20] McGillen, D., A low velocity approximation for the relativistic Vlasov-Maxwell system, Math. Methods Appl. Sci. 18 no.
9, 739C753 (1995).
[21] Pankavich, S., Explicit solutions of the one-dimensional Vlasov-Poisson system with infinite mass, Math. Methods Appl.
Sci., 31 no. 4, 375-389 (2008).
[22] Pankavich, S., Local existence for the one-dimensional Vlasov-Poisson system with infinite mass, Math. Methods Appl.
Sci., 30, 529-548 (2007).
[23] Pankavich, S., Global existence and increased spatial decay for the radial Vlasov-Poisson system with steady spatial
asymptotics, Transport Theory Statist. Phys., 36 no. 7, 531-562 (2007).
NONRELATIVISTIC LIMIT OF RELATIVISTIC VLASOV-MAXWELL SYSTEM 17
[24] Pankavich, S., Global existence for the Vlasov-Poisson system with steady spatial asymptotics, Comm. Partial Differential
Equations, 31 no. 1-3, 349-370 (2006).
[25] Pfaffelmoser, K., Global Classical Solutions of the Vlasov-Poisson System in Three Dimensions for General Initial Data,
J. Diff. Eqns., 95, 281-303 (1992).
[26] Schaeffer, J., Global Existence of Smooth Solutions to the Vlasov-Poisson System in Three Dimensions, Commun. Part.
Diff. Eqns., 16, 1313-1335 (1991).
[27] Schaeffer, J., The Vlasov-Poisson System with Steady Spatial Asymptotics, Comm. PDE., 28 nos. 5 & 6, 1057-1084 (2003).
[28] Schaeffer, J., Steady Spatial Asymptotics for the Vlasov-Poisson System, Math. Meth. Appl. Sci., 26, 273-296 (2003).
[29] Schaeffer, J., The Classical Limit of the Relativistic Vlasov-Maxwell System, Commun. Math. Phys., 104 , 403-421 (1986).
(J. Schaeffer)
Department of Mathematical Sciences, Carnegie Mellon University
Pittsburgh, PA 15213, USA
E-mail address: js5m@andrew.cmu.edu
(L. Wu)
Department of Mathematical Sciences, Carnegie Mellon University
Pittsburgh, PA 15213, USA
E-mail address: lwu2@andrew.cmu.edu
