Given points p1, . . . , pn in R d , how do we find a point x which maximizes 1 n n i=1 e − p i −x 2 ? In other words, how do we find the maximizing point, or mode of a Gaussian kernel density estimation (KDE) centered at p1, . . . , pn? Given the power of KDEs in representing probability distributions and other continuous functions, the basic mode finding problem is widely applicable. However, it is poorly understood algorithmically. Few provable algorithms are known, so practitioners rely on heuristics like the "mean-shift" algorithm, which are not guaranteed to find a global optimum.
Introduction
Given a point set P in R d and a kernel K : R d ×R d → R, the kernel density estimation (KDE) is a function mapping from R d to R and is defined as 1 |P | p∈P K(x, p) for any x ∈ R d . One common example of kernel K is the Gaussian kernel, K(x, y) = e − x−y 2 for any x, y ∈ R d , which is the focus of this paper.
These kernel density estimates are a fundamental tool in statistics [43, 40, 14, 15] and machine learning [39, 19, 32] . For d = 1, KDEs with a triangular kernel (K(x, p) = max(0, 1 − |x − p|)) can be seen as the average over all shifts of a fix-width histogram. And unlike histograms these generalize naturally to a higher dimensions as a stable way to create a continuous function to represent the measure of a finite point set. Indeed, the KDEs constructed on an iid sample from any tame distribution will converge to that distribution in the limit as the sample size grows [43, 40] . Not surprisingly they are also central objects in Bayesian data analysis [23, 17] . Using Gaussian kernels (and other positive definite kernels), KDEs are members of a reproducing kernel Hilbert space [48, 45, 32] where for instance they induce a natural distance between distributions [44, 24] . Their other applications includes outlier detection [51] , clustering [38] , topological data analysis [36, 10] , spatial anomaly detection [2, 20] , and statistical hypothesis testing [19] .
In this paper, we study how to find the maximum point of Gaussian KDE -the mode of the distribution implied by an input point set P ⊂ R d . It is known that Gaussian KDEs can have complex structure of local maximum [16, 22] , but other than some heuristic approaches [6, 7, 49, 18] there has been very little prior work [36, 2] (which we discuss shortly) in developing and formally analyzing algorithms to find this maximum. Beyond being a key descriptor (the mode) of one of the most common representations of a continuous distribution, finding the maximum of a KDE has many other specific applications. It is a necessary step to create a simplicial complex to approximate superlevel sets of KDEs [36] ; to localize and track objects [9, 41] ; to quantify multi-modality of distributions [42] ; to finding typical objects, including curves [18] .
Problem Definition. For any x, y ∈ R d , we define the Gaussian kernel as K(x, y) = e − x−y 2 . The Gaussian kernel density estimation G Q (x) of a point set Q is defined as G Q (x) = 1 |Q| p∈Q K(p, x), for x ∈ R d . We will sometimes use the notation G Q (x) = |Q| · G Q (x) to simplify calculations. In line with other works on optimization, we focus on the approximate version of the mode finding problem, defined as follows. Given a point set P of size n where max x∈R d G P (x) ≥ ρ for some parameter ρ, and an error parameter ε > 0, the goal is to find x ′ such that G P (x ′ ) ≥ (1 − ε) max x∈R d G P (x). We assume that the lower bound ρ is known to the algorithm. In practice, one should expect that ρ ≪ ε, so we aim for algorithms with far smaller dependence on 1/ρ than on 1/ε; note we can always remove the dependence on ρ be setting ρ = 1/n. Known Results. One trivial approach is exhaustive search. It is easy to see that the optimal point x * cannot be too far away from the input data. More precisely, x * should be within the radius of log 1 ρ of a point p for some p ∈ P . We will also formally show this observation in our main proof. Given the above observation, one can construct a grid of width 1 ερ around each point of input data and evaluate the value of G P at each grid point. This approach will allow us to output a solution with additive error at most εnρ. However, the size of the search space could be as large as O n log 1 ρ ερ d which is infeasible in practice. A similar approach is suggested by Phillips et al. [36] . Another approach, proposed by Agarwal et al. [2] , is to compute the depth in an arrangement of a set of geometric objects. Namely, it is to find the point that maximizes the number of objects including that point. Even though their approach generalizes to high dimensions, the authors only analyze the two-dimensional case. They consider a set S of segment in R 2 and, for any x ∈ R 2 and s ∈ S, define K(x, s) = K(x, y) where y is the closest point on s to x. In order to understand how this setting translate into ours, one should think of p ∈ P as a degenerated segment. By discretizing the continuous function K into the level set of it, one can view the problem as computing the depth in an arrangement of a collection of level set. This approach has a running time of O( n ε 4 log 3 n) (this implicitly sets ρ = 1/n).
Related Work. As mentioned before, computing depth in an arrangement of a set of geometric object is highly related to our problem. Given a collection C of geometric object in R d , one can expressed the depth as c∈C 1 c (x) where 1 c (x) is the indicator function of x ∈ c. It is easy to see that KDE is basically the same formula by replacing 1 c (x) with K(x, p). Namely, one can view finding maximum point of KDE as computing "fractional" depth of kernel. Surprisingly, there are not many non-trivial algorithmic results on computing the depth of high-dimensional geometric objects. In general, whenever C is a collection of bounded complexity (e.g. VC dimension [47] ) objects, the arrangement is always of complexity O(n O(d) ) and it can be constructed, with the depth encoded, in as much time. For instance, a celebrated improvement is when C is a collection of axis parallel box, the point of maximum depth can be found in O(n d/2−o(1) ) time [8] . In these cases, for our task we can run such approaches on a sample of size n 0 = O( d ε 2 ρ log 1 ρ ) [29, 21] , so the runtimes still have a 1/ρ O(d) term.
Our Approach and Result. We present an approximation scheme that reads the data (to sample it) in O(nd) time, and then its runtime depends only on 1/ε and 1/ρ. At the heart of our algorithm are two techniques: dimensionality reduction and polynomial system solving. We also use standard coreset results for Gaussian kernel density estimates.
For dimensionality reduction (Section 3), we use Johnson-Lindenstrauss matrices to project the point set down to low dimensions, and solve the problem in low dimensions. The crucial issue is, if we solve the mode finding problem in the low dimensional space, it is not immediately clear that the original high dimensional space also has a point that gives a high KDE value. We resolve this with an application of Kirszbraun's extension theorem [27, 46] , which shows the existence of such a high dimensional point. To find the actual point in the high dimensional space, we use one step of the mean-shift algorithm [6, 7] , which is a known heuristic for the KDE maximum finding problem with provable monotonicity properties. We note that we could have alternatively combined a terminal dimensionality reduction result [33] our mean-shift recovery strategy. Doing so would have given the same level of dimensionality reduction, at the expense of reduced simplicity and runtime efficiency.
In low dimensions, we consider Taylor series truncations of the Gaussian kernel, and reduce the mode finding problem to solving systems of polynomial inequalities (Section 2). The result of Renegar [37] implies that one can find a solution to a system of λ polynomial inequalities with degree D and k variables in time O((λD) O(k) ). Here, k will essentially be the dimensionality d of the problem, and λ will be a constant as shown in our constructions. We observe that since the optimal point must be close to one of the points in the input, we can consider a sufficiently fine grid in the vicinity of each input point, which totals to O(n2 O(d) ) grid points. For each grid point, we formulate and solve a system of polynomial inequalities based on Taylor expansions, up to O(log 1 ρ ) terms around that grid point. This gives a running time of O(n(log 1 ρ ) O(d) ), where n is the size of the input point set. Combining the above ideas with standard coreset results yields approximation schemes for the KDE mode finding problem. We present two such schemes, one with exponential runtime dependence on the dimensionality d which is more suitable for low dimensions, and another with only linear dependence in d (which is necessary for reading the input) and is designed for the high dimensional regime. Guarantees of these approximations are captured by Theorems 1 and 2 respectively, which we prove in Section 4.
◮ Theorem 1 (Low dimensional regime). Given ε, ρ > 0 and a point set P ⊂ R d of size n, we can find
◮ Theorem 2 (High dimensional regime). Given ε, ρ > 0 and a point set P ⊂ R d of size n, we can find
One may set the relative error parameter ε, and failure probability δ to constants, and observe the mode of G P must be at least 1/n and set ρ = 1/n. Then the runtimes become O(n(log n) O(d) ) for constant dimensions, and O(nd + (log n) O(log 3 n) ) in high dimensions.
In addition to our result in Theorems 1 and 2, we also consider the special case where d = 2. We present a combinatorial algorithm for the 2-dimensional regime which is undeniably easier to implement. Here, we borrow the idea from [2] which is to compute the depth. Instead of simply considering the level sets of the Gaussian kernel (which are circles in our setting), we consider a more involved decomposition. One important property of the Gaussian kernel is its multiplicatively separability -namely, the Gaussian kernel can be decomposed into factors, with one factor for each dimension. We now discretize each factor into level sets (which are simply intervals) and then consider their Cartesian products, generating a collection of axis-parallel rectangles. A similar idea was also suggested in [34] . Finally, if we compute the depth of this collection of axis-parallel rectangles, we can find out an approximate mode in time O( 1 ε 2 ρ log 2 1 ρ ). Note that this approach also works on higher dimensional case, but it would yield a slower running time than our general approaches in Theorems 1 and 2. The formal guarantees of this 2-d algorithm is captured in Theorem 3.
◮ Theorem 3 (2-dimensional setting). Given ε, ρ > 0 and a point set P ⊂ R 2 of size n, we can find
KDE mode finding via system of polynomial
In this section we provide algorithms that approximately find the maximum of the Gaussian KDE in R d . We first denote the following notation. For a point p ∈ R d and r > 0, denote and r > 0, denote Q P,q (r) = P ∩ B q (r log 1 ερ ). Also define an infinite grid Grid(γ) be {x = (i 1 γ, i 2 γ, . . . , i d γ) | i 1 , i 2 , . . . , i d are integers}, parametrized by an cell length γ > 0.
We first make an observation that the maximum must be close to one of the data points, captured by Observation 4.
The algorithm presented in this section rely crucially on the result of Renegar for solving systems of polynomial inequalities, as stated in the following lemma.
◮ Lemma 5 ([37] ). Given λ polynomial inequalities with degree D and k variables. There is an algorithm either finds a solution that satisfies all λ polynomial inequalities or returns
Before we give details of our algorithm, we present the family of systems of polynomial inequalities we formulate for mode finding. Let SysPoly(P, q, r, r ′ , β) be the following system of polynomial.
where s = (r + r ′ ) 2 e 2 log d ερ . Also, let SysPoly(P, q, r, r ′ ) be the algorithm that performs binary search on β of SysPoly(P, q, r, r ′ , β) and terminates when the search gap is less than ◮ Lemma 6. Suppose r + r ′ > 1 and q ∈ R d such that x * − q ≤ r log 1 ερ . Then, the output x (q) of SysPoly(P, q, r, r ′ ) satisfies
We delay this technical proof to Appendix A. In short, it shows that the trunctation of the above infinite summation of polynomial terms (wrapped in a sum over all points Q, and the product over d dimensions) induces an error terms E(x (q) ) and E(x * ) at x (q) and x * , respectively. We can show that the difference between these terms is at most ερ for our choice of s, as desired.
Algorithm for Searching Polynomial Systems in Neighborhoods
Now following Algorithm 1, we create a set G P of neighborhoods, defined by the subset of
which is within 4 log 1 ερ of some point p ∈ P . And for each q ∈ G P we define a neighborhood set Q P,q (4), and run the algorithm in Lemma 5. Again we return the output with associated maximum G QP,q () (·) value.
Algorithm 1 Solving System of Polynomial using an Infinite Grid input: a point set
Let x (q) be the solution to SysPoly(P, q, 2, 4) by the algorithm in Lemma 5 6: 
Proof. We need to argue that x * must be contained in some neighborhood B q (2 log 1 ερ ) for some q ∈ G P , and then apply Lemma 5 with r = 2 and r ′ = 4. This follows since, by Lemma
ερ . Now, we conclude that the output of SysPoly(P, p, 2, 4) satisfies
We now compute the running time. First, to construct Q P,q (4) (for notation convenience, we use Q q instead), for each p ∈ P , we enumerate all q ∈ B p 4 log 1 ερ ∩ 
also there are only O(n(4 √ 2eπ) d ) non empty Q q . Here, Γ is the gamma function and we use the fact of Γ(x + 1) ≥ ( x e ) x . It is easy to construct a data structure to insert all p into all of the corresponding
) time to solve the system of polynomial as suggested in Lemma 5. Therefore, the total running time is
Dimensionality reduction for KDE mode finding
In the previous section we described an algorithm for finding the mode, or maximizing point, of a Gaussian kernel density estimate when the data dimension d is low. The approach becomes intractable in high dimensions because it has an exponential dependence on d.
In this section, we show how to avoid that dependence by providing, to the best of our knowledge, the first dimensionality reduction result for KDE mode finding. In particular, by leveraging Kirszbraun's extension theorem, we prove that compressing P = {p 1 , . . . , p n } using a Johnson-Lindenstrauss random projection to O log n log 2 (1/ερ)/ε 2 dimensions preserves the mode of the KDE with centers in P , to a (1 − ε) factor. Crucially, we then show that it is possible to recover an approximate mode for P from a solution to the low dimensional problem by applying a single iteration of the mean-shift algorithm.
In Section 4.3 we combine this result with our low dimensional algorithm from Section 2 and existing coreset results for KDEs (which allow us to eliminate the log n dependence) to give our final algorithm for high-dimensional mode finding. We first present the dimensionality reduction result in isolation as, like dimensionality reduction strategies for other computational hard problems [11, 31, 5] , it could in principal be combined with any other heuristic or approximate mode finding method. For example, we expect a practical strategy would be to solve the low-dimensional problem using the mean-shift heuristic.
We need one basic definition before outlining our approach in Algorithm 2.
for all pairs i, j ∈ 1, . . . , k simultaneously, with probability (1 − δ). For simplicity, we assume such a construction is used in our algorithm. Other constructions, including fast Johnson-Lindenstrauss transforms [3, 4, 28] and sparse random projections [25, 12] satisfy the definition with slightly larger m, but faster multiplication time. Depending on problem parameters, using such constructions may lead to a slightly faster overall runtime.
Algorithm 2 Dimensionality Reduction for KDE mode finding input: a set of n points P ⊂ R d , parameters ε, δ > 0, ρ such that max
Choose a random matrix Π ∈ R m×d satisfying the (γ, n + 1, δ)-JL guarantee (Defn. 8). 3: For each p i ∈ P , compute Πp i and let ΠP denote the data set {Πp 1 , . . . , Πp n } 4: Using an algorithm for mode finding in low dimensions (e.g. Algorithm 1) find a point The runtime claim is immediate, so we focus on proving the correctness of Algorithm 9. We begin with the following key lemma, which claims that the mode of our dimensionality reduced problem has approximately the same density as that of the original problem. ◮ Lemma 10.
Proof. Let x * = argmax x G P (x). Since Π was chosen to satisfy the (γ, n + 1, δ) property with γ = ǫ 4 log(4/ǫρ) , we have that, with probability at least 1 − δ, for all y, z ∈ {x * } ∪ P ,
The rest of our analysis conditions on this fact being true. We first prove the left side of (1). From (2), we have that Πx * − Πp 2 ≤ (1 + ε 4 log(4/ερ) ) x * − p 2 for all p ∈ P . Accordingly,
The last step uses that e − ε 4 log(4/ερ) x−p 2 ≥ 1 − ε/4 when x − p 2 ≤ log(4/ερ). Next we have
This statement follows from two facts: 1) If x−p 2 ≥ log 4 ερ then e − x−p 2 ≤ ερ/4 and 2) we assume that G P (x * ) ≥ ρn. Combining with (3) we conclude that G ΠP (x) ≥ (1 − ε/2)G P (x * ).
We are left to prove the right hand side of (1). To do so, we rely on the classic Kirszbraun extension theorem for Lipschitz functions, which is stated as follows:
◮ Theorem 11 (Kirszbraun Theorem [27, 46] ). For any S ⊂ R z , let f : S → R w be an L-Lipschitz function: for all x, y ∈ S, f (x) − f (y) 2 ≤ L x − y 2 . Then there always exists some extensionf : R z → R w of f to the entirety of R z such that:
We will apply this theorem to the function g : {Πx * }∪ΠP → {x * }∪P with g(Πy) = y for any y ∈ {x * }∪P . By (2), we have that g is 1-Lipschitz. It follows that there is some functioñ g : R m → R d which agrees with g on inputs {Πx * } ∪P and satisfies g(s)−g(t) ≤ s− t for all s, t ∈ R m . This fact can be used to establish that, for any x ∈ R m , G ΠP (x) ≤ G P (g(x)):
It thus follows that max x G ΠP (x) ≤ max x G P (x), so the right side of (1) is proven. ◭ Note that in proving Lemma 10 we have also proven the following statement.
◮ Corollary 12.
For any x ∈ R m , there exists some pointg(x) ∈ R d such that, for all p ∈ P ,
Next, we complete the proof of Theorem 9 by showing that, not only does the maximum of G ΠP approximate that of G P , but an approximate maximizer for G ΠP can be used to recover one for G P . Algorithm 2 does so on Line 5 by applying what can be viewed as single iteration of the mean-shift algorithm, a common heuristic KDE mode finding [6, 7] : Algorithm 3 Mean-shift Algorithm input: a set of n points P ⊂ R d , number of iterations t.
1: Select some initial point x (0) ∈ R d 2: for i = 0, . . . , t − 1 do 3:
While not guaranteed to converge to a point which maximizes G P , a useful property of the mean-shift algorithm is that its solution is guaranteed to improve on each iteration: Proof. We prove this well known fact for completeness. First, observe by rearrangement that G P (y ′ ) − G P (y) = p∈P e − y ′ −p 2 + y−p 2 − 1 e − y−p 2 . Then, since e z ≥ 1 + z for all z,
With Claim 13 in place, we can prove the main result of this section:
Proof of Theorem 9. Recall from Corollary 12 that for any x, there is always ag(x) with
for all p ∈ P . Suppose this inequality was tight: i.e., suppose that for all p ∈ P, x ∈ R m , g(x) − p = x − Πp . Then letting x ′′ be as defined in Algorithm 2, we would have that Line 5 sets x ′ equal to a mean-shift update applied tog(x). From Claim 13 we would then immediately have that
, which would prove the theorem.
However, since (4) is not tight, we need a more involved argument. In particular, for each p ∈ P , letp ∈ R d+1 be a vector with its first d entries equal to p and let the final entry be equal to
Additionally, letḡ(x) ∈ R d+1 be a vector with its first d entries equal tog(x) and final entry equal to 0. Clearly, for any p ∈ P ,
For z ∈ R d+1 , letḠ P (z) = p∈P e − z−p 2 and letx ′ = p∈Pp e − x ′′ −Πp 2 p∈P e − x ′′ −Πp 2 . It follows from (5) and the argument above thatḠ P (x ′ ) ≥Ḡ P (ḡ(x ′ )) = G ΠP (x ′′ ). But clearly it also holds that G P (x ′ ) ≥Ḡ P (x ′ ) because, for any p ∈ P , x ′ − p ≤ x ′ −p . So we conclude that G P (x ′ ) ≥ G ΠP (x ′′ ) as desired. Furthermore, recall that x ′′ is an approximate mode in the projected setting. It satisfies G ΠP (x ′′ ) ≥ max x (1 − ε/2)G ΠP (x), and from Lemma 10 we have that max x G ΠP (x) ≥ (1 − ε/2) max x G P (x). Chaining these inequalities gives the desired bound that
Final Algorithms for d ≥ 3
In this section, we combine the previous polynomial solving and dimensionality results with standard coreset results to give our final algorithms. Our first algorithm has runtime dependent on the dimensionality, and is suitable for low dimensions. Our second algorithm on the other hand removes all dependence on the dimensionality beyond the linear dependence for reading the input and basic pre-processing, which is useful for instances where the ambient dimension is high. The next section covers the special case where d = 2, where we instead give a specialized combinatorial algorithm.
Coreset Results We Leverage
There are now a variety of results for coresets for kernel density estimates G P ; see [35] for an overview. These are a subset Q ⊂ P so G Q approximates G P . They are typically stated in terms of additive error, so max x∈R d G P (x) − G Q (x) ≤ α for a point set P of size n. In low dimensions d, Phillips and Tai [35] provided a coreset of size O(( √ d/α) log 1/α) that runs in time O(n · poly(1/α)). Recently Karnin and Liberty [26] showed coresets of size O( √ d/α) exist (with no algorithm), which is tight for constant d [35] . In high dimensions, Lopaz-Paz et al. [30] showed a random sample of size O(1/α 2 log 1 δ ) is an additive error coreset with probability 1 − δ, and this again tight [35] . By setting α = ερ, each of these results can provide a relative (1 − ε)-approximation guarantee in G P0 (x) for all x ∈ R d such that G P (x) > ρ. Alternatively Zheng and Phillips [50] directly showed that a random sample
In the low-dimensional case, we will start with the coreset of Zheng and Phillips [50] to create a coreset P 1 of size
, which makes the dependence on 1/ρ small. The random sample can be computed in the time O(nd) it takes to read the data.
In the high-dimensional case, we design a constant-probability algorithm that we repeat O(log 1 δ ) times. We will first use the sampling result of Lopaz-Paz et al. [30] to create coresets
All O(log 1 δ ) samples can be constructed with a single pass of the data, with runtime O(nd + n 0 log 1 δ ). Then, after dimensionality reduction to dimension m, we apply the coreset result of Phillips and Tai [35] to obtain another coreset P j 2 of size n 2 = O(( √ m/ερ) log(1/ερ)) which reduces the dependence on 1/ρ. The runtime of this coreset construction is poly(n 0 , m, 1/ερ), and as we shall see, will be dominated by the quasipolynomial time needed for polynomial system solving.
Algorithm for Low Dimension
We pre-process the input P by constructing, under the assumption that max x G P (x) ≥ ρ, a (1 − ε/3)-approximation coreset from [50] of size n 1 = O( d ε 2 1 ρ (log 1 ρ + log 1 δ )). Then we run Algorithm 1 on P 1 to get solution x ′ .
◮ Theorem 14 (restated Theorem 1). Given ε, ρ > 0 and a point set P ⊂ R d of size n, we can find
Proof. Let x * * = argmax x∈R d G P1 (x). We first have G P1 (x * * ) ≥ G P1 (x * ) ≥ (1− 1 3 ε)G P (x * ) = Ω(ρ) for small ε. By Lemma 7 and reparameterizing ε, we have
= Ω(ρ) and by Lemma 7
The final running time is O(nd) to read data and construct P 1 plus
. ◭
Algorithm for High Dimension
For high dimensional case, we combine together the techniques of 1) dimensionality reduction, 2) polynomial system solving and 3) coresets that we have developed to obtain an algorithm that is linear in the dimensionality d and exponential only in poly(1/ε, log 1/ρ). We use Algorithm 2 as a subroutine, where we instantiate Step 4 (solving mode finding in low dimensions) with an application of a coreset result combined with the polynomial system solving approach from Section 2. We write out the full algorithm as follows for easier reading, where Steps 3-8 correspond to Algorithm 2. Set γ = ǫ 4 log(4/ǫρ) .
4:
Choose random matrix Π ∈ R m×d satisfying (γ, n + 1, 1/100)-JL guarantee (Defn. 8)
5:
For each p i ∈ P j 0 , compute Πp i and let ΠP j 0 denote the data set {Πp 1 , . . . , Πp n }
6:
Run the algorithm in Phillips and Tai [35] to construct a subset P j 2 ⊂ ΠP j 0 of size
Set x ′′ as the output of Algorithm 1 (Section 2) on P j 2 in dimension m 8: 
Proof. We first show the approximation guarantee. It suffices to prove that an iteration of the for loop succeeds with constant probability, so we fix a particular j and omit the superscript in P 0 and P 2 . From Lemma 4,
Phillips and Tai's coreset result [35] implies, both
. By Lopaz-Paz et al. [30] , a random sample P 0 ⊂ P of size n 0 = O( 1 ε 2 ρ 2 ) is sufficient to have the guarantee of G P (x) − G P0 (x) ≤ ερ for any x ∈ R d . If we combine this inequality and the guarantee of random sampling, we can conclude that ).
The single-loop runtime is dominated by the runtime of Algorithm 1 (see Lemma 19 for a simple proof). Writing out the runtime of Algorithm 1 gives
.
Combining with the runtimes for reading the input, coreset construction and evaluating solutions in Step 9, then repeating the loop for O(log 1 δ ) times gives the bound in the theorem statement. If n < n 0 log 1 δ , we use the full set P as each P j 0 . ◭
In the regime where ε (the relative error) and δ (the probability of failure) are constant, the runtime simplifies to O n + 1
. Note however that if 1/ρ 2 ≤ n 0 dominates n, then we would not have constructed the coresets P j 0 in the first place but used the entire point set instead, and so we can treat the first term as just O(nd). We also recall that ρ = G P (x * ) ≥ 1/n, which by substitution gives an upper bound of O nd + (log n) O(log 3 n) .
KDE mode finding for Two Dimensional Case
In this subsection, we assume that P ⊂ R 2 and p = (p 1 , p 2 ) for each p ∈ P . We can improve our low-dimensional analysis that used a set of systems of polynomials by about a logarithmic factor using a fairly different approach. This shows how to approximate each Gaussian by a weighted set of rectangles. After sampling by these weights, we can quickly retrieve the point of maximum depth in these rectangles as an approximation of the maximum. We first define the following notation. We let s = ερ 6 be a minimal additive error we will allow for the spatial approximation, and then m = ⌈ 1 s ⌉ will be the number of discretizations we will need. A Gaussian has infinite support, but we will only need to consider m such widths defined r j = log 1 lj with l j = 1 − j m for j = 0, 1, . . . , m. As a special case we set r m = ∞ (note that this allows e −r 2 j = l j ). We can now define a series of axis-parallel rectangles centered any a point p = (p 1 , p 2 ) ∈ P as R p = [p 1 − r a1 , p 1 + r a1 ] × [p 2 − r a2 , p 2 + r a2 ] | (a 1 , a 2 ) ∈ {0, 1, . . . , m − It enumerates all possible widths r 0 , r 1 , . . . , r m−1 on both directions and therefore its size is
Given any x ∈ R d and any finite collection C of subset of R 2 , denote N (C, x) be the number of C ∈ C that x ∈ C. That is, N (C, x) is the depth or ply of x with respect to C. And we can show that the normalized depth approximates the KDE value G P (x).
◮ Lemma 16.
We put the detail proof into Appendix A. The main idea is to show that Gaussian kernel can be approximated by a collection of axis-parallel rectangle where m indicates how precise it is. Note that our m does not show up in the actual algorithm since we will apply random sampling later.
Observe that |R| = nm 2 . We can rewrite Lemma 16 to be G P (x) ≥ N (R,x)
ερ. Now consider (X, S) be a range space with VC dimension ν. Given ε > 0 and α > 0, we call a subset Z of X a relative (α, ε)-approximation for (X, S) if, for any τ ∈ S, |X∩τ | |X| − |Z∩τ | |Z| ≤ εM when M = max{ |X∩τ | |X| , α}. A random sample of size O 1 ε 2 α (ν log 1 α + log 1 δ ) is an (α, ε)-approximation with probability at least 1 − δ [21] .
The range space (R 2 , B) where B is the set of all axis-parallel box in R 2 has VC dimension 4. Thus its dual range space
Moreover given a set of λ axis-aligned rectangles in R 2 , Chan [8] shows how to find a maximal depth point in O(λ log λ) time. This leads to a simple algorithm for finding an approximate maximum point x ′ , in Algorithm 5, with runtime stated in Theorem 17. 
= Ω(ρ) and construction of R 0
To see the running time, note that the size of input λ = O 1 ε 2 ρ (log 1 ρ + log 1 δ ) in our context and O(n) time to create a sample. Therefore, the total running time is O n + 1 ε 2 ρ (log 1 ρ + log 1 δ ) log( 
A Technical Proofs
◮ Lemma 18 (restated Lemma 6). Suppose r + r ′ > 1 and q ∈ R d such that x * − q ≤ r log 1 ερ . Then, the output x (q) of SysPoly(P, q, r, r ′ ) satisfies G QP,q (r ′ ) (x (q) ) ≥ G QP,q (r ′ ) (x * ) − |Q P,q (r ′ )| ερ 2
Proof. First, we write p∈Qq (r ′ ) e − p−x (q) 2 into the following form. In order to analyze the term E(x (q) ) and E(x * ), we can first analyze the term j1,...,j d |one of ji ≥ s Proof. For any p ∈ P and i ∈ {1, 2}, let a i be the integer such that r ai−1 ≤ |p i − x i | ≤ r ai which implies e −r 2 a i −1 ≥ e −(pi−xi) 2 ≥ e −r 2 a i = 1 − ai m . Then, we have
On the other hand, let ∆ p,x,i = e −(pi−xi) 2 − (1 − ai m ) which is larger than 0, 
