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ABSTRACT
This paper is concerned with a reconstruction method for multiple moving
point/dipole wave sources. We assume that the number, locations, and magni-
tudes/moments of wave sources are unknown, and consider the problem to recon-
struct these parameters from the measurement of the wave field on the boundary. For
this problem, we derive algebraic relations between the parameters of wave sources
and the reciprocity gap functionals, and propose a real-time reconstruction proce-
dure based on these relations. We perform some numerical experiments, and show
the effectiveness of our reconstruction procedure.
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1. Introduction
Reconstruction problem for wave sources often arises in science, engineering and med-
ical fields, and has many important applications in these areas, e.g. reconstruction of
seismic source, identification of noisy sound source in the human body, and so on [1–3].
Such kind of problem can be formulated as an inverse source problem for wave equa-
tion. In this paper, we consider a simplified case such that the media is homogeneous
and isotropic, and measurement of the wave field is given on the whole boundary of
the domain. Then we can formulate the problem as follows:
Let u be a wave field described as a solution of the following initial-boundary value
Email:ohe@xmath.ous.ac.jp
problem for three dimensional scalar wave equation:
1
c2
∂2t u(t, r)−∆u(t, r) = F (t, r) in (0, T )× Ω,
u(0, r) = 0, in Ω,
∂tu(0, r) = 0, in Ω,
u(t, r) = 0, on (0, T )× Γ,
(1)
where r = (x, y, z), Ω ⊂ R3 is a simply connected bounded domain with C∞-boundary
Γ = ∂Ω, c > 0 is the given wave propagation speed, T > 2 · diamΩ/c > 0 is a given
constant, and F (t, r) describes the wave source. In (1), suppose that the wave source
F is unknown, and consider the problem to reconstruct unknown F from observation
φ on Γ given by
φ(t, r) = ∂νu(t, r), on [0, T ]× Γ,
where ∂νu denotes the outward normal derivative of u on Γ.
Many researchers discussed the reconstruction of wave sources in theoretical and
numerical points of view, e.g. [4–8]. Unfortunately, the solution of this inverse problem
is not unique in general, and hence we usually restrict the source term to some ideal
models. In this paper, we assume that the source term is described by multiple moving
point sources
F (t, r) =
K∑
k=1
qk(t)δ(r − pk(t)), (2)
or moving dipole sources
F (t, r) = −
K∑
k=1
mk(t) · ∇δ(r − pk(t)). (3)
In (2), K denotes the number of point sources, and pk(t) ≡ (pk,x(t), pk,y(t), pk,z(t)) ∈
D and qk(t) ∈ R denote the location and magnitude of k-th point source at t, respec-
tively, where D is a compact subset of Ω. Note that we need not specify D explicitly.
The symbol δ describes the Dirac’s delta distribution which is understood as a linear
functional
〈δ(· − p), v(·)〉Ω = v(p), p ∈ Ω,
for any v ∈ C(Ω). Also in (3), K denotes the number of dipole sources, and pk(t) ∈ D
and mk(t) ≡ (mk,x(t), mk,y(t), mk,z(t)) ∈ R
3 denote the location and dipole moment
of k-th dipole source at t, respectively. The gradient of δ is understood as
〈∇δ(· − p), v(·)〉Ω =− 〈δ(· − p),∇v(·)〉Ω
=−∇v(p), p ∈ Ω
for any v ∈ C1(Ω) ∩ C(Ω). Hence, we consider the solution u of (1) in a weak sense,
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i.e. u ∈ C1((0, T ];H10 (Ω)) that satisfies
1
c2
∫
Ω
∂tu(T, r)v(T, r)dV (r)−
1
c2
∫
Ω
u(T, r)∂tv(T, r)dV (r)
−
∫ T
0
∫
Γ
∂νu(t, r)v(t, r)dS(r)dt
+
∫ T
0
∫
Ω
u(t, r)
(
1
c2
∂2t v(t, r)−∆v(t, r)
)
dV (r)dt
= F(v) (4)
for any v ∈ C∞([0, T ] ×Ω). The right hand side term F(v) is expressed by
F(v) =
∫ T
0
K∑
k=1
qk(t)〈δ(· − pk(t)), v(t, ·)〉Ωdt
=
K∑
k=1
∫ T
0
qk(t)v(t,pk(t))dt, (5)
for moving point sources (2), and
F(v) =−
∫ T
0
K∑
k=1
mk(t) · 〈∇δ(· − pk(t)), v(t, ·)〉Ωdt
=
K∑
k=1
∫ T
0
mk(t) · ∇v(t,pk(t))dt. (6)
for moving dipole sources (3).
Reconstruction methods of unknown sources can be categorised into two types, one
is based on an optimisation technique like the least squares method[5,9–12], and the
other is based on an algebraic idea [13–16]. The former method has high versatility, but
it usually requires large computational cost because we need to solve partial differential
equation iteratively. In the latter method, the problem is usually reduced into algebraic
equations of parameters of unknown sources. This kind of method has a merit on the
computational cost since we need not to solve partial differential equation iteratively
instead of a drawback on relatively low versatility. In this paper, we focus our interest
on the latter type of methods.
The first work on algebraic reconstruction methods for wave sources was done by El
Badia and Ha Duong in 2001[13,14]. They assumed that several point sources are fixed
in D, i.e. pk(t) ≡ pk ∈ D, and derived a reconstruction procedure from observations φ
on the whole of Γ and the final state u(T, r) and ∂tu(T, r) in Ω. The key ideas of their
method are the reciprocity gap functional [17] with respect to the space variable r and
the Fourier transform with respect to the time variable t. Since their method needs
to compute the inverse Fourier transform in the reconstruction procedure, we can not
reconstruct unknown source is simultaneously on observing data. In 2011, Inui, Ohnaka
and the author extended the idea of [14], and propose a new algebraic procedure in
which one can reconstruct the locations and magnitudes of several point sources almost
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simultaneously on observations [16]. We can also find some researches which apply the
reciprocity gap functional to localise a point wave source[18,19]. For the reconstruction
of moving wave source, only a few papers are published in present(e.g. [20–23]), and in
these papers unknown source have been assumed as a single point source. The purpose
of this paper is to extend our result [16] to the case of multiple moving point and dipole
sources, and give a real-time reconstruction procedure, where the phrase ’real-time’
means simultaneously on observing data.
The contents of this paper are as follows. Section 2 shows some regularity results
for the solution of (1), especially, for observation data φ. In section 3, we describe the
detail of our reconstruction method; First, we define the reciprocity gap functional for
the wave equation. Next, we give an appropriate set of functions, and derive algebraic
relations between the reciprocity gap functionals for these functions and parameters
of unknown sources. Based on these relations, we propose a real-time reconstruction
procedure for unknown sources. In section 4, we perform some numerical experiments
and discuss the effectiveness of our reconstruction procedure.
Throughout this paper, we use the following notations for some functional spaces.
The Lebesgue space of the square integrable functions on Ω is denoted by L2(Ω),
and the set of all functions u of which the weak derivative Dαu ∈ L2(Ω) for every
multiindex |α| ≤ m by Hm(Ω). Hm0 (Ω) denotes the closure of D(Ω) in H
m(Ω) where
D(Ω) is the set of all infinitely differentiable functions with the compact support in
Ω. We denote the dual space of Hm0 (Ω) by H
−m(Ω).
2. Some regularity results for observation data
Before discussion of the reconstruction of wave sources, we show a regularity result on
the solution of initial-boundary value problem (1) for moving point and dipole sources,
especially, the regularity of the observation data φ = ∂νu on Γ.
Proposition 2.1. Let ℓ be a non-negative integer. For moving point sources (2),
assume that pk ∈ C
ℓ+2([0, T ];D), qk ∈ C
ℓ+1([0, T ];R), |dtpk(t)| < c and qk(0) =
dtqk(0) = d
2
t qk(0) = · · · = d
(ℓ+1)
t qk(0) = 0, where dt denotes the derivative with
respect to t. Then, the solution u of (1) satisfies u ∈ C([0, T ];L2(Ω)) and ∂tu ∈
C([0, T ];L2(Ω)). Specifically, the restriction u on [0, T ]× (Ω\D) satisfies
u|[0,T ]×(Ω\D) ∈C([0, T ];H
ℓ+1(Ω\D)), (7)
∇u|[0,T ]×(Ω\D) ∈C([0, T ];H
ℓ(Ω\D)), (8)
∇∂mt u|[0,T ]×(Ω\D) ∈C([0, T ];H
ℓ−m(Ω\D)), 0 ≤ m ≤ ℓ, (9)
and the normal derivative ∂νu on Γ satisfies
∂νu ∈ H
ℓ([0, T ] × Γ). (10)
For moving dipole sources (3), assume that pk ∈ C
ℓ+2([0, T ];D), mk ∈
Cℓ+2([0, T ];R3), |dtpk(t)| < c, and mk(0) = dtmk(0) = d
2
tmk(0) = · · · =
d
(ℓ+2)
t mk(0) = 0. Then, the solution u satisfies u ∈ C([0, T ];H
−1(Ω)), and ∂tu ∈
4
C([0, T ];H−1(Ω)). Specifically, the restriction u on [0, T ] × (Ω\D) and the normal
derivative ∂νu have the same regularity properties (7)-(10) as for moving point sources.
Proof. First, we consider the case where the source term F is expressed by moving
point sources (2). Let uN be the solution of the following initial value problem for the
wave equation in the whole space R3:
1
c2
∂2t uN −∆uN =
K∑
k=1
qk(t)δ(r − pk(t)), in (0, T ) ×R
3,
uN(0, r) = 0, in R
3,
∂tuN(0, r) = 0, in R
3.
Then, uN is explicitly expressed by the following extended Lie´nard-Wiechert retarded
potential[24]:
uN(t, r) =
K∑
k=1
1
4π
·
qk(sk(t, r))
|r − pk(sk(t, r))| · hk(sk(t, r), r)
, (11)
where sk(t, r) is determined as a solution s of the equation
t = s+
|r − pk(s)|
c
,
for each t, r and k, and
hk(s, r) = 1−
dtpk(s) · (r − pk(s))
c |r − pk(s)|
.
Since pk ∈ C
ℓ+2([0, T ];D) and |dtpk(t)| < c, sk(t, r) is uniquely determined and
sk ∈ C
ℓ+1(([0, T ] × Ω)\
⋃
t∈(0,T ){(t,pk(t))}) ∩ C([0, T ] × Ω), and hence we have hk ∈
Cℓ+1(([0, T ] × Ω)\
⋃
t∈(0,T ){(t,pk(t))}). For the derivation of (11), see e.g. Appendix
A in [21]. The restriction of uN on [0, T ] × Ω satisfies uN|[0,T ]×Ω ∈ C([0, T ];L
2(Ω))
since sk(t,pk(t)) = t and |r − pk(sk(t, r))| = O(|r − pk(t)|) as r → pk(t). Moreover,
the restriction to [0, T ] × (R3\D) satisfies uN|[0,T ]×(R3\D) ∈ C
ℓ+1([0, T ] × (R3\D))
and ∇uN|[0,T ]×(R3\D) ∈ C
ℓ([0, T ] × (R3\D)). Hence, uN|[0,T ]×Γ ∈ C
ℓ+1([0, T ] × Γ) ⊂
Hℓ+1([0, T ] × Γ) and ν · ∇uN|[0,T ]×Γ ∈ C
ℓ([0, T ] × Γ) ⊂ Hℓ([0, T ] × Γ) since Γ is in
C∞-class, where ν is the unit vector normal to Γ.
Next, let uH be the solution of initial-boundary value problem of the homogeneous
wave equation with inhomogeneous Dirichlet condition on Γ:
1
c2
∂2t uH −∆uH = 0, in (0, T ) × Ω,
uH(0, r) = 0, in Ω,
∂tuH(0, r) = 0, in Ω,
uH = −uN|[0,T ]×Γ, on [0, T ]× Γ.
(12)
Owing to Remark 2.10 in [25], the solution uH of (12) exists in C([0, T ];H
ℓ+1(Ω)) since
5
uN|[0,T ]×Γ satisfies all compatibility condition ∂
k
t uN(0, r) = 0 for k = 0, 1, 2, · · · , ℓ+ 1
on Γ. Moreover, ∂mt uH ∈ C([0, T ];H
ℓ−m+1(Ω)) and ∂νuH ∈ H
ℓ([0, T ] × Γ).
Let u = uH + uN, then u becomes the solution of initial-boundary value problem
(1) in C([0, T ];L2(Ω)), and satisfies (7)-(10).
Next, we consider the case where the source term is expressed by dipole sources
model (3). As same as for point sources model, let us consider the solution uN of the
following initial value problem in R3:
1
c2
∂2t uN −∆uN = −
K∑
k=1
mk(t) · ∇δ(r − pk(t)), in (0, T )× R
3,
uN(0, r) = 0, in R
3,
∂tuN(0, r) = 0, in R
3.
Then, uN is explicitly expressed as
uN(t, r) =
K∑
k=1
1
4π
·
mk(sk(t, r)) · (r − pk(sk(t, r))
|r − pk(sk(t, r))|
3 · hk(sk(t, r), r)
+
K∑
k=1
1
4πc
· ∂t
(
mk(sk(t, r)) · (r − pk(sk(t, r)))
|r − pk(sk(t, r))|
2 · (hk(sk(t, r), r))
)
(13)
We can derive (13) using a similar discussion as the one for moving point
sources, but we omit it. Under the assumption for pk and mk, one can see that
uN ∈ C
ℓ+1([0, T ];H−1(Ω)). Also for restrictions uN|[0,T ]×(R3\D), uN|[0,T ]×Γ and ν ·
∇ud|[0,T ]×Γ, we can show the same regularities as for moving point sources. Then, us-
ing the same discussion, we can derive that the solution u of (1) is in C([0, T ];H−1(Ω)),
and (7)-(10).
3. Reconstruction method
3.1. Reciprocity gap functional
In this section, we present a reconstruction method for moving point and dipole sources
from observation φ = ∂νu on Γ. The key idea of our method is the reciprocity gap
functional that is defined on the subspace of test functions v in (4). This idea is
widely applied to various inverse problems, e.g. inverse conductivity problems and
inverse scattering problems [15,17,26–31]. First, we show a definition of the reciprocity
gap functional for scalar wave equations.
Let W ⊂ C∞([0, T ] × Ω;C) be a set of complex-valued functions v that satisfy the
homogeneous wave equation with vanishing condition at t = T :
1
c2
∂2t v −∆v = 0, in (0, T ) × Ω,
v(T, r) = 0, in Ω,
∂tv(T, r) = 0, in Ω.
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For given observation data φ ∈ L2((0, T )×Γ), we define the reciprocity gap functional
Rφ on W as follows:
Rφ(v) ≡ −
∫ T
0
∫
Γ
φ(t, r)v(t, r)dS(r)dt, v ∈ W. (14)
Then, since φ = ∂νu and u satisfies the weak form (4), we obtain
Rφ(v) =F(v) −
1
c2
∫
Ω
∂tu(T, r)v(T, r)dV (r) +
1
c2
∫
Ω
u(T, r)∂tv(T, r)dV (r)
−
∫ T
0
∫
Ω
u(t, r)
(
1
c2
∂2t v(t, r)−∆v(t, r)
)
dV (r)dt
=F(v). (15)
The equation (15) gives the relation between the reciprocity gap functional Rφ(v)
and the source term F , and suggests that we can reconstruct the unknown source term
from Rφ(v) for appropriate choice of functions v. In the following subsections, we give
our choice of functions v ∈ W, and propose reconstruction procedures of moving point
sources and dipole sources.
3.2. Reconstruction of moving point sources
Throughout this subsection, we assume that pk ∈ C
6([0, T ];D), qk ∈ C
5([0, T ];R)
and qk(0) = dtqk(0) = d
2
t qk(0) = · · · = d
5
t qk(0) = 0. Then, from Proposition 2.1
and since [0, T ] × Γ is a three dimensional smooth manifold, observation data φ is in
H4((0, T ) × Γ) ⊂ C2((0, T ) × Γ). For the reconstruction of moving point sources, we
choose the following five sequences of functions in W:
fn,ε(t, r; τ) =(x+ iy)
nηε
(
t−
(
τ −
z
c
))
, n = 0, 1, 2, · · · , (16)
gn,ε(t, r; τ) =− ∂tfn,ε(t, r; τ), n = 0, 1, 2, · · · , (17)
hn,ε(t, r; τ) =z(∂x − i∂y)fn,ε(t, r; τ)− (x− iy)∂zfn,ε(t, r; τ),
n = 1, 2, · · · , (18)
in,ε(t, r; τ) =∂
2
t fn,ε(t, r; τ), n = 0, 1, 2, · · · , (19)
jn,ε(t, r; τ) =− ∂thn,ε(t, r; τ), n = 1, 2, · · · , (20)
where τ ∈ Iε ≡ [max {0, supr∈Ω z/c+ ε} , min {T, T + infr∈Ω z/c− ε}] ⊂ [0, T ], 0 <
ε ≪ 1, and ηε ∈ C
∞(R;R) denotes the standard mollifier function with the support
[−ε, ε] (e.g. Appendix C in [32]). We note that sequences {fn,ε}, {gn,ε} and {hn,ε}
have already applied to the reconstruction of fixed point sources [16]. Supplemental
sequences {in,ε} and {jn,ε} are used to treat the effect of moving velocities of sources.
Due to the assumptions for pk and qk, the observation data φ is in C
2([0, T ] × Γ).
Then reciprocity gap functionalsRφ(fn,ε), Rφ(gn,ε), · · · ,Rφ(jn,ε) converge as ε→ +0.
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Now, let
Rφ(fn)(τ) ≡ lim
ε→+0
Rφ(fn,ε(·, ·; τ)),
Rφ(gn)(τ) ≡ lim
ε→+0
Rφ(gn,ε(·, ·; τ)),
Rφ(hn)(τ) ≡ lim
ε→+0
Rφ(hn,ε(·, ·; τ)),
Rφ(in)(τ) ≡ lim
ε→+0
Rφ(in,ε(·, ·; τ)),
Rφ(jn)(τ) ≡ lim
ε→+0
Rφ(jn,ε(·, ·; τ)).
Then we establish
Rφ(fn)(τ) =− lim
ε→+0
∫ T
0
∫
Γ
φ(t, r)fn,ε(t, r; τ)dS(r)dt
=− lim
ε→+0
∫
Γ
(x+ iy)n
∫ T
0
φ(t, r)ηε
(
t−
(
τ −
z
c
))
dtdS(r)
=−
∫
Γ
(x+ iy)nφ
(
τ −
z
c
, r
)
dS(r), (21)
and similarly,
Rφ(gn)(τ) =−
∫
Γ
(x+ iy)n∂tφ
(
τ −
z
c
, r
)
dS(r)
=− dτ
∫
Γ
(x+ iy)nφ
(
τ −
z
c
, r
)
dS(r)
=dτRφ(fn)(τ), (22)
Rφ(hn)(τ) =−
∫
Γ
2nz(x+ iy)n−1φ
(
τ −
z
c
, r
)
dS(r)
−
1
c
∫
Γ
(x− iy)(x+ iy)n∂tφ
(
τ −
z
c
, r
)
dS(r)
=−
∫
Γ
2nz(x+ iy)n−1φ
(
τ −
z
c
, r
)
dS(r)
−
1
c
dτ
∫
Γ
(x− iy)(x+ iy)nφ
(
τ −
z
c
, r
)
dS(r), (23)
Rφ(in)(τ) =−
∫
Γ
(x+ iy)n∂2t φ
(
τ −
z
c
, r
)
dS(r)
=d2τRφ(fn)(τ), (24)
Rφ(jn)(τ) =−
∫
Γ
2nz(x+ iy)n−1∂tφ
(
τ −
z
c
, r
)
dS(r)
−
1
c
∫
Γ
(x− iy)(x+ iy)n∂2t φ
(
τ −
z
c
, r
)
dS(r)
=dτRφ(hn)(τ), (25)
since the observation data φ is in C2((0, T )×Γ), where dτ denotes the derivative with
respect to τ .
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Also since F(fn,ε), F(gn,ε), · · · ,F(in,ε) converge as ε→ +0, we obtain the following
formulae that express explicit relations to the parameters of moving point sources:
F(fn)(τ) ≡ lim
ε→+0
F(fn,ε(·, ·; τ))
= lim
ε→+0
K∑
k=1
∫ T
0
qk(t)fn,ε(t,pk(t); τ)
= lim
ε→+0
K∑
k=1
∫ T
0
qk(t)(pk,x(t) + ipk,y(t))
nηε
(
t− τ +
pk,z(t)
c
)
dt
=
K∑
k=1
qk(tk(τ))ξk(tk(τ)) · (pk,xy(tk(τ)))
n, (26)
F(gn)(τ) ≡ lim
ε→+0
F(gn,ε(·, ·; τ))
=
K∑
k=1
dτ (qkξk) · (pk,xy)
n + n
K∑
k=1
qkξk · dτ (pk,xy) · (pk,xy)
n−1, (27)
F(hn)(τ) ≡ lim
ε→+0
F(hn,ε(·, ·; τ))
=2n
K∑
k=1
qkξk · pk,z · (pk,xy)
n−1 + Rˆhn (28)
F(in)(τ) ≡ lim
ε→+0
F(in,ε(·, ·; τ))
=
K∑
k=1
d2τ (qkξk) · (pk,xy)
n + n
K∑
k=1
qkξk · d
2
τ (pk,xy) · (pk,xy)
n−1
+ Rˆin (29)
F(jn)(τ) ≡ lim
ε→+0
F(jn,ε(·, ·; τ))
=2n
K∑
k=1
qkξk · dτ (pk,z) · (pk,xy)
n−1 + Rˆjn , (30)
where
• pk,xy(tk(τ)) = pk,x(tk(τ)) + ipk,y(tk(τ)),
• tk(τ) is the unique solution t of the equation
t− τ +
pk,z(t)
c
= 0, (31)
for each k and τ ,
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• ξk(τ) is the derivative of tk(τ) and can be expressed by
ξk(τ) =
dtk
dτ
(τ) =
(
1−
dτ (pk,z(tk(τ)))
c
)
, (32)
• Rˆhn, Rˆin and Rˆjn are defined by
Rˆhn =
1
c
K∑
k=1
{dτ (qkξk) · pk,xy + qkξk · dτ (pk,xy)} (pk,xy)
n
+
n
c
K∑
k=1
qkξk · dτ (pk,xy) · pk,xy · (pk,xy)
n−1 (33)
Rˆin =2n
K∑
k=1
dτ (qkξk) · dτ (pk,xy) · (pk,xy)
n−1
+ n(n− 1)
K∑
k=1
qkξk · (dτ (pk,xy))
2 · (pk,xy)
n−2, (34)
Rˆjn =2n
K∑
k=1
{dτ (qkξk) · pk,xy + (n− 1)qkξk · dτ (pk,xy)} · pk,z · (pk,xy)
n−2
+
1
c
K∑
k=1
d2τ (qkξk) · pk,xy · (pk,xy)
n
+
1
c
K∑
k=1
{
2dτ (qkξk) · dτ (pk,xy) + qkξk · d
2
τ (pk,xy)
}
· (pk,xy)
n
+
n
c
K∑
k=1
{
2dτ (qkξk) · dτ (pk,xy) + qkξk · d
2
τ (pk,xy)
}
· pk,xy · (pk,xy)
n−1
+
n
c
K∑
k=1
2qkξk · dτ (pk,xy) · dτ (pk,xy) · (pk,xy)
n−1
+
n(n− 1)
c
K∑
k=1
qkξk · (dτ (pk,xy))
2 · pk,xy · (pk,xy)
n−2. (35)
In (27)-(30), we omit the argument (tk(τ)) on qk, pk,xy, pk,z and their derivatives,
and the argument (τ) on ξk to simplify the expression, e.g. qk(tk(τ)) is simplified
as qk. In the following, we use these notations if we do not need to show these ar-
guments explicitly. Derivations of (26)-(30) are given in Appendix A. We note that
equations (26)-(28) are similar to the results for fixed point sources [16], but some
supplemental terms arise due to the effect of moving velocities of sources, e.g. ξk(τ)
and dτ (pk,xy(tk(τ))).
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Note 3.1. Since functions fn,ε, gn,ε, · · · , jn,ε have propagation property along only
z-axis, the reciprocity gap functionals of these functions have ‘retarded’ property only
on z-coordinate. Also we can obtain an another expression of the perturbation factor
ξk(τ) due to the z-component of the velocity of point sources:
ξk(τ) =
(
1 +
dtpk,z(tk(τ))
c
)−1
. (36)
Equation (36) shows that the perturbation factor ξk effects similarly as the factor 1/h
in the extended Lie´nard-Wiechert retarded potential (11) and (13).
Using expressions (26)-(30), we obtain the following reconstruction theorem for
moving point sources:
Theorem 3.1. Let I0 ≡ [max{0, supr∈Ω z/c},min{T + infr∈Ω z/c, T}] ⊂ [0, T ]. For
each τ ∈ I0, let K(τ) be the number of point sources such that qk(tk(τ)) 6= 0. Assume
that K(τ) ≤ KM for given KM , and pj,xy(tj(τ)) 6= pk,xy(tk(τ)) if j 6= k. Then, we can
identify K(τ) from the reciprocity gap functionals Rφ(fn)(τ), n = 0, 1, 2, · · · , 2KM .
Also we can uniquely reconstruct pk(tk(τ)) and qk(tk(τ)), k = 1, 2, · · · ,K(τ) from
• Rφ(fn)(τ), n = 0, 1, 2, · · · , 2K(τ) − 1,
• Rφ(gn)(τ), n = 0, 1, 2, · · · , 2K(τ) − 1,
• Rφ(hn)(τ), n = 1, 2, 3, · · · ,K(τ),
• Rφ(in)(τ), n = 0, 1, 2, · · · , 2K(τ) − 1,
• Rφ(jn)(τ), n = 1, 2, 3, · · · ,K(τ).
Proof. We show the proof of the theorem in the following five steps which describe
the procedure of the reconstruction process.
Step 1. Identify K(τ) from Rφ(fn)(τ), n = 0, 1, 2, · · · , 2KM .
Step 2. Reconstruct pk,xy(tk(τ)), k = 1, 2, · · · ,K(τ), and identify perturbed magni-
tudes qk(tk(τ))ξk(τ) from Rφ(fn)(τ), n = 0, 1, 2, · · · , 2K(τ)− 1.
Step 3. Reconstruct pk,z(tk(τ)), k = 1, 2, · · · ,K(τ) from Rφ(gn)(τ), n =
0, 1, 2, · · · , 2K(τ)− 1 and Rφ(hn)(τ), n = 1, 2, 3, · · · ,K(τ).
Step 4. Identify dτ (pk,z(tk(τ))), k = 1, 2, · · · ,K(τ) from Rφ(in)(τ), n =
1, 2, 3, · · · , 2K(τ) and Rφ(jn)(τ), n = 1, 2, 3, · · · ,K(τ).
Step 5. Compute ξk(τ) using dτ (pk,z(tk(τ))) for each k, and reconstruct the magni-
tude qk(tk(τ)) from its perturbed value qk(tk(τ))ξk(τ).
We show the detail of each step bellow.
Step 1. Define L× L Hankel matrix
HL,µ(τ) =

Rφ(fµ)(τ) Rφ(fµ+1)(τ) · · · Rφ(fµ+L−1)(τ)
Rφ(fµ+1)(τ) Rφ(fµ+2)(τ) · · · Rφ(fµ+L)(τ)
...
...
. . .
...
Rφ(fµ+L−1)(τ) Rφ(fµ+L)(τ) · · · Rφ(fµ+2L−2)(τ)
 .
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Then, from (26) and using corollary 3 in [31], we can determine K(τ) by
K(τ) = max {L | detHL,0(τ) 6= 0} . (37)
Equation (37) shows that detHL,0(τ) vanishes for L ≥ K(τ)+ 1. Hence we can deter-
mine K(τ) from Rφ(fn)(τ) for n = 0, 1, 2, · · · , 2KM if K(τ) ≤ KM
Step 2. From the definition ofHL,µ(τ) and using Theorem 2 in [29], we can reconstruct
pk,xy(tk(τ)), k = 1, 2, · · · ,K(τ) as eigenvalues of the matrix (HK(τ),0(τ))
−1HK(τ),1(τ).
For this computation, we need Rφ(fn)(τ) for n = 0, 1, 2, · · · , 2K(τ)− 1.
Now, let us define K(τ)×K(τ)-matrix
V (τ) =

1 1 · · · 1
p1,xy(tk(τ)) p2,xy(tk(τ)) · · · pK(τ),xy(tk(τ))
(p1,xy(tk(τ)))
2 (p2,xy(tk(τ)))
2 · · · (pK(τ),xy(tk(τ)))
2
...
...
. . .
...
(p1,xy(tk(τ)))
K(τ)−1 (p2,xy(tk(τ)))
K(τ)−1 · · · (pK(τ),xy(tk(τ)))
K(τ)−1
 ,
and ζ(τ),β(τ) ∈ CK(τ) by
ζ(τ) =

q1(tk(τ))ξ1(τ)
q2(tk(τ))ξ2(τ)
...
qK(τ)(tk(τ))ξK(τ)(τ)
 , β(τ) =

Rφ(f0)(τ)
Rφ(f1)(τ)
...
Rφ(fK(τ)−1)(τ)
 .
Then, equations (26) for n = 0, 1, 2, · · · ,K(τ)− 1 are rewritten by
V (τ)ζ(τ) = β(τ). (38)
Since V (τ) is a Vandermonde type matrix and from the assumption that pj,xy(tj(τ)) 6=
pk,xy(tk(τ)) for j 6= k, we derive detV (τ) 6= 0 . Then, the equation (38) is
uniquely solvable, and we can identify the perturbed magnitudes qk(tk(τ)) ξk(τ), k =
1, 2, · · · ,K(τ).
Step 3. Owing to equation (28), if we know values of Rφ(hn)(τ) and Rˆhn for n =
1, 2, · · · ,K(τ), we can identify qk ξk · pk,z, k = 1, 2, · · · ,K(τ) as the unique solution
of the system of linear equation:
K(τ)∑
k=1
(qkξk · pk,z) · (pk,xy)
n−1 =
1
2n
(
R(hn)(τ)− Rˆhn
)
, n = 1, 2, · · · ,K(τ). (39)
Then, dividing each solution qkξk · pk,z of (39) by the perturbed magnitude qkξk that
is identified in step 2, we obtain pk,z. Hence we consider the estimation of Rˆhn .
In the expression (33) of Rˆhn, dτ (qkξk) and dτ (pk,xy) remain unknowns. We apply
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(27) to identify these unknowns. Let us define ψk, ψ
′
k ∈ C
2K(τ) by
ψk =

1
pk,xy
(pk,xy)
2
(pk,xy)
3
...
(pk,xy)
2K(τ)−1

, ψ′k =

0
1
2pk,xy
3(pk,xy)
2
...
(2K(τ)− 1)(pk,xy)
2K(τ)−2

and the matrix V˜ (τ) ∈ C2K(τ)×2K(τ) by
V˜ (τ) =
(
ψ1 ψ2 · · · ψK(τ) ψ
′
1 ψ
′
2 · · · ψ
′
K(τ)
)
. (40)
Also define ι(τ), γ(τ) ∈ C2K(τ) by
ι(τ) =

dτ (q1ξ1)
dτ (q2ξ2)
...
dτ (qK(τ)ξK(τ)))
q1ξ1 · dτ (p1,xy)
q2ξ2 · dτ (p2,xy)
...
qK(τ)ξK(τ) · dτ (pK(τ),xy)

, γ(τ) =

Rφ(g0)(τ)
Rφ(g1)(τ)
...
Rφ(g2K(τ)−1)(τ)
 .
Then, equations (27) for n = 0, 1, 2, · · · , 2K(τ)− 1 are rewritten as
V˜ (τ)ι(τ) = γ(τ). (41)
The matrix V˜ (τ) is a generalised Vandermonde-type matrix, and we establish the
following equality:
det V˜ (τ) = (−1)K(τ)(K(τ)−1)/2
∏
j>k
(pj,xy(tj(τ))− pk,xy(tk(τ)))
4. (42)
A proof of (42) is given in Appendix B. From the assumption that pj,xy(tj(τ)) 6=
pk,xy(tk(τ)) if j 6= k, we obtain det V˜ (τ) 6= 0. Then, the equation (41) is uniquely solv-
able, and we can identify dτ (qk ξk) and dτ (pk,xy), k = 1, 2, · · · ,K(τ). This concludes
that we can reconstruct pk,z(tk(τ)), k = 1, 2, · · · ,K(τ).
Step 4. Owing to (30), we can identify qkξk ·dτ (pk,z) as the unique solution of the fol-
lowing system of linear equation if we know Rφ(jn)(τ) and Rˆjn for n = 1, 2, · · · ,K(τ):
K(τ)∑
k=1
(qkξk · dτ (pk,z)) · (pk,xy)
n−1 =
1
2n
(
Rφ(jn)(τ)− Rˆjn
)
, n = 1, 2, · · · ,K(τ). (43)
From the expression (35) of Rˆjn, we can see that d
2
τ (qkξk) and d
2
τ (pk,xy) are unknown
in the right hand side term of (43). Using the same idea as Step 3, these unknowns
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can be identified from Rφ(in)(τ), n = 0, 1, 2, · · · , 2K(τ) − 1 since Rφ(in)(τ) and Rˆin
are given by (29) and (34), respectively. Then, we have identified all unknowns in the
right hand side terms of (43), and we can reconstruct dτ (pk,z), k = 1, 2, · · · ,K(τ)
similarly as Step 3.
Step 5. Since we have identified dτ (pk,z) in Step 4, we can compute the perturbation
term ξk by (32), and reconstruct magnitude qk of each point source from perturbed
magnitude qk ξk for k = 1, 2, · · · ,K(τ).
Then, we have reconstructed all parameters of moving point sources at t =
tk(τ), k = 1, 2, · · · ,K(τ), and this completes the proof of Theorem 3.1.
Note 3.2. We can use alternative functions that propagate to positive direction with
respect to z-coordinate, i.e.
f˜n,ε(t, r; τ) = (x+ iy)
nηε
(
t−
(
τ +
z
c
))
, n = 0, 1, 2, · · · .
In this case, tk(τ) is replaced by the solution of t of the equation
t− τ −
pk,z(t)
c
= 0,
and ξk(τ) is replaced by
ξk(τ) =
dtk
dτ
(τ) =
(
1 +
dτ (pk,z(tk(τ)))
c
)
.
Note 3.3. In practical cases, it is difficult to apply the condition (37) to the iden-
tification of K(τ) because of noise in the observation data and errors of numerical
computation. In section 4, we propose another heuristic criterion to identify the num-
ber of sources.
Note 3.4. In our reconstruction procedure, we reconstruct the locations and magni-
tude of points sources at time tk(τ) for each k and τ . We can easily estimate tk(τ) for
each k and τ by replacing t of (31) by tk(τ), i.e.
tk(τ) = τ −
pk,z(tk(τ))
c
.
Here, we do not need to solve this equation with respect to tk(τ) but only substitute
pk,z(tk(τ)) that was identified in Step 3.
Note 3.5. Since we have obtained pk,z(tk(τ)) in Step 3, we may compute dτpk,z(tk(τ))
using numerical differentiation in stead of Step 4. (Here, we call Step 4’.) We compare
these two methods in section 4.
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Note 3.6. The merits of our reconstruction procedure are (a) real-timeness and (b)
independence on the initial condition. Reconstruction methods based on an optimisa-
tion procedure such as the least squares method usually need whole time observation
data and the initial condition because we need to solve the initial-boundary value
problem. On the other hand, the proof of Theorem 3.1 shows that our method needs
observations in the interval [τ − supr∈Ω z/c, τ − infr∈Ω z/c] to reconstruct unknown
parameters at t = tk(τ). This shows the real-timeness and independence on the initial
condition of our reconstruction procedure.
3.3. Reconstruction of moving dipole sources
Next, we consider the reconstruction of moving dipole sources. Here, we assume that
pk ∈ C
6([0, T ];D), mk ∈ C
6([0, T ];R3) and mk(0) = dtmk(0) = d
2
tmk(0) = · · · =
d6tmk(0) = 0, then the observation data φ is in H
4([0, T ]×Γ) ⊂ C2([0, T ]×Γ). We also
add an assumption that mk,z(t) ≡ 0 for all k, i.e. the moment of each dipole source
is expressed bymk(t) = (mk,x(t), mk,y(t), 0). For the reconstruction of moving dipole
sources, we apply the same five sequences of functions {fn,ε}, {gn,ε}, · · · , {jn,ε} as for
the reconstruction of moving point sources. Then, we obtain the following expressions
of F(fn)(τ), F(gn)(τ), · · · , F(jn)(τ) using the parameters of moving dipole sources:
F(fn)(τ) =n
K∑
k=1
mk,xyξk · (pk,xy)
n−1, n = 1, 2, · · · , (44)
F(gn)(τ) =n
K∑
k=1
dτ (mk,xyξk) · (pk,xy)
n−1
+ n(n− 1)
K∑
k=1
mk,xyξk · dτ (pk,xy) · (pk,xy)
n−2, n = 1, 2, · · · , (45)
F(hn)(τ) =2n(n− 1)
K∑
k=1
mk,xyξk · pk,z · (pk,xy)
n−2 + Rˆhn , n = 2, 3, · · · , (46)
F(in)(τ) =n
K∑
k=1
d2τ (mk,xyξk) · (pk,xy)
n−1 + n(n− 1)
K∑
k=1
mk,xyξk · d
2
τ (pk,xy) · (pk,xy)
n−2
+ Rˆin , n = 1, 2, · · · , (47)
F(jn)(τ) =2n(n− 1)
K∑
k=1
mk,xyξk · dτ (pk,z) · (pk,xy)
n−2 + Rˆjn , n = 2, 3, · · · , (48)
where
• mk,xy ≡ mk,x(tk(τ)) + imk,y(tk(τ)),
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• Rˆhn, Rˆin , and Rˆjn are expressed by
Rˆhn =
1
c
K∑
k=1
dτ (mk,xyξk) · (pk,xy)
n
+
n
c
K∑
k=1
{dτ (mk,xyξk) · pk,xy +mk,xyξk · dτ (pk,xy) +mk,xyξk · dτ (pk,xy)} (pk,xy)
n−1
+
n(n− 1)
c
K∑
k=1
mk,xyξk · dτ (pk,xy) · pk,xy · (pk,xy)
n−2,
Rˆin =2n(n− 1)
K∑
k=1
dτ (mk,xyξk) · dτ (pk,xy) · (pk,xy)
n−2
+ n(n− 1)(n − 2)
K∑
k=1
mk,xyξk · (dτ (pk,xy))
2 · (pk,xy)
n−3,
Rˆjn =2n(n− 1)
K∑
k=1
{dτ (mk,xyξk) · pk,xy + (n− 2)mk,xyξk · dτ (pk,xy)} · pk,z · (pk,xy)
n−3
+
1
c
K∑
k=1
d2τ (mk,xyξk) · (pk,xy)
n +
n
c
K∑
k=1
d2τ (mk,xyξk) · pk,xy · (pk,xy)
n−1
+
n
c
K∑
k=1
{
2dτ (mk,xyξk) · dτ (pk,xy) +mk,xyξk · d
2
τ (pk,xy)
}
· (pk,xy)
n−1
+
n
c
K∑
k=1
{
2dτ (mk,xyξk) · dτ (pk,xy) +mk,xyξk · d
2
τ (pk,xy)
}
· (pk,xy)
n−1
+
n(n− 1)
c
K∑
k=1
mk,xyξk · (dτ (pk,xy))
2 · (pk,xy)
n−2
+
n(n− 1)
c
K∑
k=1
{
2dτ (mk,xyξk) · dτ (pk,xy) +mk,xyξk · d
2
τ (pk,xy)
}
· pk,xy · (pk,xy)
n−2
+
n(n− 1)
c
K∑
k=1
2mk,xyξk · dτ (pk,xy) · dτ (pk,xy) · (pk,xy)
n−2
+
n(n− 1)(n − 2)
c
K∑
k=1
mk,xyξk · pk,xy · (dτ (pk,xy))
2 · (pk,xy)
n−3.
• tk(τ) and ξk(τ) are defined by (31) and (32), respectively.
Derivations of equations (44)-(48) are also given in Appendix A.
Similarly to the case for moving point sources, we can establish the following recon-
struction theorem for moving dipole sources:
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Theorem 3.2. Let I0 be the same interval as in Theorem 3.1. For each τ ∈ I0, letK(τ)
be the number of dipole sources such thatmk(tk(τ)) 6= 0. Assume that K(τ) ≤ KM for
given KM , pj,xy(tj(τ)) 6= pk,xy(tk(τ)) if j 6= k, and mk,z(t) ≡ 0. Then, we can identify
K(τ) from the reciprocity gap functionals Rφ(fn)(τ), n = 1, 2, · · · , 2KM +1. Also we
can uniquely reconstruct pk(tk(τ)) and mk(tk(τ)) for k = 1, 2, · · · ,K(τ) from
• R(fn)(τ), n = 1, 2, 3, · · · , 2K(τ),
• R(gn)(τ), n = 1, 2, 3, · · · , 2K(τ),
• R(hn)(τ), n = 2, 3, 4, · · · ,K(τ) + 1,
• R(in)(τ), n = 1, 2, 3, · · · , 2K(τ),
• R(jn)(τ), n = 2, 3, 4, · · · ,K(τ) + 1.
Proof. Comparing expressions (44)-(48) to (26)-(30), we can find similar relations
between the reciprocity gap functionals and parameters of dipole sources as for moving
point sources. Each step of the reconstruction procedure in the proof of Theorem 3.1
is modified as follows:
Steps 1 and 2. Dividing (44) by n, we have
1
n
Rφ(fn)(τ) =
K∑
k=1
mk,xy(tk(τ)) ξk(τ) · (pk,xy(tk(τ)))
n−1, n = 1, 2, · · · . (49)
The right hand side term of (49) has the same form as (26) by replacing qk(tk(τ)) by
mk,xy(tk(τ)) and the power n by n − 1. Hence, we can identify K(τ) using Hk,1(τ)
computed from Rφ(fn)(τ), n = 1, 2, · · · , 2KM + 1, and reconstruct pk,xy(tk(τ)), and
mk,xy(tk(τ))ξk(τ) from Rφ(fn)(τ), n = 1, 2, 3, · · · , 2K(τ) using the same procedure
as in Steps 1 and 2 of the proof of Theorem 3.1.
Steps 3 and 4. Similarly to Steps 1 and 2, by dividing (45)-(48) by n, we can obtain
the same forms as (27)-(30) by replacing qk(tk(τ)) by mk,xy(tk(τ)) and the power n
by n − 1. Hence, we can identify pk,z(tk(τ)) from Rφ(gn)(τ), n = 1, 2, 3, · · · , 2K(τ)
and Rφ(hn)(τ), n = 2, · · · ,K(τ) + 1, and dτ (pk,z(tk(τ))) from Rφ(in)(τ), n =
1, 2, 3, · · · , 2K(τ) and Rφ(jn)(τ), n = 2, · · · ,K(τ)+ 1 using the same procedure as in
Steps 3 and 4 of the proof of Theorem 3.1.
Step 5. Finally, we can compute ξk(τ) with (32) using dτ (pk,z(tk(τ))) identified
in Step 4, and reconstruct each moment mk,xy(tk(τ)) from its perturbed value
mk,xy(tk(τ)) ξk(τ). Then, we have reconstructed all parameters of moving dipole
sources.
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Note 3.7. If we remove the assumption mk,z(t) ≡ 0, the expression (44) becomes
Rφ(fn)(τ) =n
K∑
k=1
mk,xyξk · (pk,xy)
n−1
−
1
c
K∑
k=1
dτ (mk,zξk) · (pk,xy)
n −
n
c
K∑
k=1
mk,zξk · dτ (pk,xy) · (pk,xy)
n−1. (50)
Then, the idea in Step 1 can not be applied. Reconstruction method for such cases
remains an open problem.
4. Numerical Experiments
We now present some numerical experiments for the reconstruction procedure proposed
in section 3. Throughout the experiments, we set Ω = {r | |r| ≤ 2} ⊂ R3, c = 1 and
T = 70. To give the observation data φ = ∂νu on Γ, we solve the initial-boundary
value problem (1) numerically using the following boundary integral expression:
1
2
φ(t, r) =
∫ t
0
∫
Γ
∂ν(r)G(t, r; s,ρ)φ(s,ρ)dS(ρ)ds
+
∫ t
0
∫
Ω
∂ν(r)G(t, r; s,ρ)F (s,ρ)dV (ρ)ds,
=−
1
4π
∫
Γ
ν(r) · (r − ρ)
|r − ρ|3
· φ
(
t−
|r − ρ|
c
,ρ
)
dS(ρ)
−
1
4πc
∫
Γ
ν(r) · (r − ρ)
|r − ρ|2
· ∂tφ
(
t−
|r − ρ|
c
,ρ
)
dS(ρ)
+ ∂ν(r)uN(t, r), (t, r) ∈ [0, T ]× Γ (51)
where G(t, r; s,ρ) is the fundamental solution of the three-dimensional scalar wave
equation defined by
G(t, r; s,ρ) =
1
4π|r − ρ|
· δ
(
|r − ρ|
c
− (t− s)
)
,
∂ν(r) denotes the outward normal derivative on Γ with respect to the variable r, and
uN is given by (11) for moving point sources, and (13) for moving dipole sources. The
observation points of φ are arranged as
rj,k =(x(θj , ϕk), y(θj, ϕk), z(θj)) ≡ (2 sin θj cosϕk, 2 sin θj sinϕk, 2 cos θj) ∈ Γ,
j = 1, 2, · · · , J, k = 1, 2, · · · ,K, (52)
where cos θj is the j-th collocation point of Gauss-Legendre quadrature, and ϕk =
2π(k − 1)/K. In the experiments, we assign J = 18, K = 36, and therefore 648
observation points are arranged on Γ. We give observation data at t = tℓ = ∆t ×
ℓ, ℓ = 0, 1, 2, · · · , T/∆t on [0, T ] where ∆t = 0.1. To simulate practical observation
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conditions, we add Gaussian noise to the numerical solution at each time t = tℓ such
that √√√√√√√
∫
Γ
|φobs(tℓ, r)− φ(tℓ, r)|
2dS(r)∫
Γ
|φ(tℓ, r)|
2dS(r)
= 0.1%, 0.5%, 1.0%, 5.0%
where φobs denotes the observation data perturbed by Gaussian noise. The applica-
tion of our reconstruction procedure is performed for every τ = τℓ = ∆τ × ℓ, ℓ =
0, 1, 2, · · · , Te/∆τ , where ∆τ = 0.1, Te = 60.0. We approximate the surface integral
on Γ using the Gauss-Legendre quadrature with respect to θ and the trapezoidal rule
with respect to ϕ. To approximate the derivative with respect to τ , we apply the
central difference, e.g. Rφ(gn)(τ) is approximated by
Rφ(gn)(τ) = dτRφ(fn)(τ) ∼
Rφ(fn)(τ +∆τ)−Rφ(fn)(τ −∆τ)
2 ·∆τ
.
4.1. Reconstruction of moving point sources
We show numerical experiments for the reconstruction of moving point sources. We
arrange the parameters of three point sources as follows:
source 1. p1(t) = (0.8, −0.3, 0.8 cos(0.4t) − 0.2),
q1(t) =

0, 0 ≤ t < 4,
η
(
t− 4
10
)
·
(
1 +
7
10
sin
(
2πt
7
))
, 4 ≤ t < 14,
1 +
7
10
sin
(
2πt
7
)
, 14 ≤ t < 35,(
1− η
(
t− 35
20
))
·
(
1 +
7
10
sin
(
2πt
7
))
, 35 ≤ t < 55,
0, 55 ≤ t ≤ 70.
source 2. p2(t) = (p2,x(t), p2,y(t), p2,z(t)) where
p2,x(t) = sin(−0.2(t + 2.5)) + 0.3,
p2,y(t) = 0.7 sin(0.4(t + 2.5)) − 0.2,
p2,z(t) = 0.5 sin(0.5(t + 2.5)) + 0.2,
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q2(t) =

0, 0 ≤ t < 10,
η
(
t− 10
12
)
· sin
(
2π(t− 4)
12
)
, 10 ≤ t < 22,
sin
(
2π(t− 4)
12
)
, 22 ≤ t < 50,(
1− η
(
t− 50
20
))
· sin
(
2π(t− 4)
12
)
, 50 ≤ t < 70.
source 3. p3(t) = (p3,x(t), p3,y(t), p3,z(t)) where
p3,x(t) = 0.9 cos(0.2π) cos(−0.3(t+ 2.7)) − 0.15 sin(0.2π) sin(−0.3(t + 2.7)) − 0.5,
p3,y(t) = 0.9 sin(0.2π) cos(−0.3(t+ 2.7)) + 0.15 cos(0.2π) sin(−0.3(t + 2.7)) + 0.6,
p3,z(t) = 0.8 sin(−0.25(t + 2.7)),
q3(t) =

0, 0 ≤ t < 25,
−
3
2
η
(
t− 25
7
)
, 25 ≤ t < 32,
−1.5, 32 ≤ t < 34,
−
3
2
(
1− η
(
t− 34
10
))
, 34 ≤ t < 44,
0, 44 ≤ t ≤ 70.
Here, we set
η(s) =

0, s < 0,
s−
6 sin(2πs) + sin3(2πs)
12π
, 0 ≤ s < 1,
1, 1 ≤ s.
Therefore, K(τ) changes as
K(τ) =

0, 0 ≤ τ < 3.9, 69.5 ≤ τ
1, 3.9 ≤ τ < 10.2, 54.0 ≤ τ < 69.5,
2, 10.2 ≤ τ < 24.6, 44.6 ≤ τ < 54.0,
3, 24.6 ≤ τ < 44.6.
We note that |pk(t)| < 1.6 for any k and t, and the range of the moving speeds of
sources are 0 ≤ |p˙1(t)| ≤ 0.32, 0.165 ≤ |p˙2(t)| ≤ 0.425 and 0.045 ≤ |p˙3(t)| ≤ 0.333.
We also note that qk ∈ C
4([0, 70]), k = 1, 2, 3.
Before we show the reconstruction results of moving point source, we compare
the behaviours of magnitudes qk(t) with respect to t and perturbed magnitudes
qk(tk(τ))ξk(tk(τ)) with respect to τ in Figure 1. We can find large perturbation on
magnitudes due to the z-component of the moving velocities of sources, e.g. around
τ = 21, 30, 35, and 42 for source 1 and 30 ≤ τ ≤ 37 for source 3. One of the purpose
of this paper is to give a method to correct these perturbations.
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[Figure 1 about here.]
Firstly, we discuss the identification of the number K(τ) of point sources. Figure 2(a)
shows the behaviour of |detHk,0(τ)| in 0 ≤ τ ≤ Te for k = 1, 2, 3, 4, and Figure 2(b)
gives the behaviour of |detHk,0(τ)| at τ = 10, 20 and 40 for observation data without
noise. As we mentioned in Note 3.3, the results of Figure 2 show that we can not apply
the condition (37) as it is for the identification of K(τ). However, we can observe that
|detHk,0(τ)| has relatively large gap between k = K(τ) and K(τ) + 1. From this
observation, we apply the following algorithm to identify K(τ):
Algorithm 4.1
Step 0. Set positive parameters ε0 and εG.
Step 1. If |detH1,0(τ)| < ε0 and |detH1,0(τ)| > |detH2,0(τ)|, then K(τ) = 0.
Step 2. If |detH1,0(τ)| > ε0 or |detH1,0(τ)| < |detH2,0(τ)|, then find largest number
k such that |detHk,0(τ)|/|detHk−1,0(τ)| > εG, and identify K(τ) = k.
Figure 3 displays the identification results of K(τ) from observation data without noise
and with 0.5% noise. Here, we set ε0 = 1.0 × 10
−4 and εG = 2.5 × 10
−2. From the
result of Figure 3, we consider that Algorithm 4.1 works well even for observations
with 0.5% noise. One can observe that identified K(τ) is smaller than the actual value
around τ = 12 and τ = 55. We discuss a reason of these bad estimates later.
[Figure 2 about here.]
[Figure 3 about here.]
Now, we show the reconstruction results of unknown parameters of moving point
sources. Figures 4-7 display the reconstruction results of locations and magnitudes for
observation data without noise, and with 0.1%, 0.5% and 1.0% noise. In these figures,
we use the time variable t for the horizontal axis by plotting (tk(τ),pk(tk(τ))) and
(tk(τ), qk(tk(τ))). In Table 1, we show the average errors of estimated locations and
magnitudes for observations without noise, and with 0.1%, 0.5%, 1.0%, and 5.0% noise.
Here we define
average error of location pk ≡
√
1
|I|
∫
I
|p̂k(tk(τ)) − pk(tk(τ))|
2dτ ,
average error of magnitude qk ≡
√
1
|I|
∫
I
|q̂k(tk(τ)) − qk(tk(τ))|2dτ ,
where p̂k and q̂k denote the estimated location and magnitude of k-th point source,
respectively, I denotes the interval in which we evaluate the average error, and |I|
denotes the measure of I.
From results of Figures 4-7 and Table 1, we consider that our method works well
if the noise of observation data is smaller than 0.5%. We can observe that if noise
exceeds 1%, the influence of noise becomes unignorable in reconstruction results. Es-
pecially, estimations of magnitudes are highly affected by the observation noise. The
reconstruction results become unreliable under the noise larger than 5%.
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[Table 1 about here.]
[Figure 4 about here.]
[Figure 5 about here.]
[Figure 6 about here.]
[Figure 7 about here.]
We can find that the reconstruction of location becomes bad for the source with
small magnitude, e.g. the result of source 2 around t = 12 in Figures 6(b) and 7(b),
but we consider that these results are reasonable. We can also find bad reconstruction
results due to small magnitude for source 2 in the interval 54.0 ≤ τ < 60.0 for the
observation without noise and 1.0% noise in Table 1, and bad identification of K(τ)
around τ = 12 and τ = 53 in Figure 3(b).
Note 4.1. In Table 1, the error of p2 in the interval 54.0 ≤ τ ≤ 60.0 is concentrated in
57.6 ≤ τ ≤ 57.8 where q2(t2(τ)) ≃ 0. Except of these bad estimates, the average error
of p2 in 54.0 ≤ τ < 60.0 becomes 1.56E − 2 for the case without noise and 1.45E − 2
for the case with 0.1% noise.
In Figures 6 and 7, we can also find bad reconstruction results even for large magni-
tudes of point sources, e.g. results for sources 2 and 3 at around t = 30. To discuss the
reason of these bad estimates, we display the behaviour of distances between each two
point sources in Figure 8. The results of Figures 6-8 suggest that if the arangement of
point sources is well separated, then our method works well and gives good reconstruc-
tion results, however, as arrangement of point sources becomes closer, then it becomes
more difficult to distinguish these sources, and our method gives bad estimations.
[Figure 8 about here.]
In Figure 3(b), we can find many wrong identification results of K(τ), especially, in
25 ≤ τ ≤ 38 where K(τ) is identified as 4. However, the absolute value of magnitude
of reconstructed 4th source is very small (< 0.01) comparing to other sources, and so
the 4th source can be recognised as ‘noises’ or ‘ghosts’.
Note 4.2. Since our reconstruction procedure works at every moment τ , we have to
identify whether the point source reconstructed at the moment τ belongs to which
source reconstructed at the previous moment τ −∆τ , especially, when K(τ) changes.
To solve this problem, we measure distances between the reconstructed sources at
moments τ and τ − ∆τ , and identify as the same source which has the minimum
distance.
Throughout of the numerical results, we can observe that the observation noise
affects to the estimation of magnitudes more heavily than the one of locations. This
phenomena is mainly caused by the estimation of perturbation term ξk(tk(τ)). As
an alternative method, we apply Step 4’ in Note 3.5 to obtain dpk,z(tk(τ))/dτ , and
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compare to results by Step 4. Here, we apply the central differences
dpk,z(tk(τ))
dτ
∼
pk,z(τ +∆τ)− pk,z(τ −∆τ)
2 ·∆τ
.
to estimate dpk,z(tk(τ))/dτ , where pk,z(tk(τ)) is obtained in Step 3. Table 2 shows the
average errors of estimated magnitudes using Step 4’ instead of Step 4. Comparing
Tables 1 and 2, the errors are almost the same in both methods for the case where
the observation noise is smaller than 0.5%. Hence we consider that both method can
be used as an alternative if the noise is small.
[Table 2 about here.]
4.2. Reconstruction of moving dipole sources
Next, we demonstrate numerical experiments for reconstruction of moving dipole
sources. We consider the case where three dipole sources move in the domain Ω. The
locations of dipoles are arranged as same as the previous example, and moments of
dipoles change as follows:
source 1. m1(t) = (m1,x(t), m1,y(t), 0) where
m1,x(t) =

0, 0 ≤ t < 2,
1
2
η
(
t− 2
7
)
· cos
(
2πt
10
)
, 2 ≤ t < 9,
1
2
cos
(
2πt
10
)
, 9 ≤ t < 32,
1
2
(
1− η
(
t− 32
9
))
· cos
(
2πt
10
)
, 32 ≤ t < 41,
0, 41 ≤ t ≤ 70,
m1,y(t) =

0, 0 ≤ t < 2,
1
2
η
(
t− 2
7
)
· sin
(
2πt
10
)
, 2 ≤ t < 9,
1
2
sin
(
2πt
10
)
, 9 ≤ t < 32,
1
2
(
1− η
(
t− 32
9
))
· sin
(
2πt
10
)
, 32 ≤ t < 41,
0, 41 ≤ t ≤ 70,
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source 2. m2(t) = (m2,x(t), m2,y(t), 0) where
m2,x(t) =

0, 0 ≤ t < 7,
η
(
t− 7
5
)
·
(
3
5
−
1
5
cos
(
2π(t− 7)
15
))
· sin
(
−
2πt
11
)
, 7 ≤ t < 12,(
3
5
−
1
5
cos
(
2π(t− 7)
15
))
· sin
(
−
2πt
11
)
, 12 ≤ t ≤ 70,
m2,y(t) =

0, 0 ≤ t < 7,
η
(
t− 7
5
)
·
(
3
5
−
1
5
cos
(
2π(t− 7)
15
))
· cos
(
−
2πt
11
)
, 7 ≤ t < 12,(
3
5
−
1
5
cos
(
2π(t− 7)
15
))
· cos
(
−
2πt
11
)
, 12 ≤ t ≤ 70.
source 3. m3(t) = (m3,x(t), m3,y(t), 0) where
m3,x(t) =

0, 0 ≤ t < 18,
η
(
t− 18
8
)
· cos
(
2πt
8
)
, 18 ≤ t < 26,
cos
(
2πt
8
)
, 26 ≤ t < 45,(
1− η
(
t− 45
9
))
· cos
(
2πt
8
)
, 45 ≤ t < 54,
0, 54 ≤ t ≤ 70,
m3,y(t) =

0, 0 ≤ t < 18,
η
(
t− 18
8
)
· sin
(
2πt
8
)
, 18 ≤ t < 26,
sin
(
2πt
8
)
, 26 ≤ t < 45,(
1− η
(
t− 45
9
))
· sin
(
2πt
8
)
, 45 ≤ t < 54,
0, 54 ≤ t ≤ 70.
Hence K(τ) changes as
K(τ) =

0, 0 ≤ τ < 2.4,
1, 2.4 ≤ τ < 6.8, 54.8 ≤ τ ≤ 70.0,
2, 6.8 ≤ τ < 17.3, 40.2 ≤ τ < 54.8,
3, 17.3 ≤ τ < 40.2.
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We note that mk ∈ C
4([0, 70]), k = 1, 2, 3.
We first discuss the identification of the number K(τ) of dipoles. Figure 9 shows
the behaviour of |detHk,1(τ)| for 0 ≤ τ ≤ Te. The behaviour of |detHk,1(τ)| is quite
similar as for the one of |detHk,0(τ)| for point sources in Figure 2, and hence we apply
Algorithm 4.1 for the identification of K(τ) using Hk,1(τ) instead of Hk,0(τ). Figure
10 displays the identification results of K(τ) from observations without noise and with
0.5% noise. Here, we set the parameters ε0 = 1.0× 10
−4 and εG = 2.5× 10
−2 as same
as for moving point sources. From the result of Figure 10, we consider Algorithm 4.1
also works well for the identification of the number of moving dipole sources.
[Figure 9 about here.]
[Figure 10 about here.]
Next, we show the reconstruction results for locations and moments of dipole sources.
Figures 11-14 display the reconstruction results from observations without noise, and
with 0.1%, 0.5% and 1.0% noise. Also in Table 3, we show the average errors of
estimated locations and moments. Here we define the average error of each moment
by
average error of moment mk ≡
√
1
|I|
∫
I
|m̂k(tk(τ)) −mk(tk(τ))|2dτ,
where m̂k denotes the estimated moment of k-th dipole source. Same as for the re-
construction of point sources, our method works well if the noise of observation data
is smaller than 0.5%. The noise of observation becomes 1%, the influence of noise
becomes unignorable, and our method can not give reliable estimates under 5% noise.
We can see that observation noises affect to the estimations of moments more heavily
than the reconstruction of locations. The reconstruction result also becomes bad when
the norm of moment is small, and when the arrangement of dipoles is clustered.
[Table 3 about here.]
[Figure 11 about here.]
[Figure 12 about here.]
[Figure 13 about here.]
[Figure 14 about here.]
Finally, we show the average of error of estimated moments by using Step 4’ instead
of Step 4 in Table 4. As same as for moving point source, the errors of estimation
results are almost the same in both methods if observation noise is smaller than 1.0%.
[Table 4 about here.]
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5. Conclusions
We discuss a reconstruction method for multiple moving point/dipole wave sources
from boundary measurements. We derive algebraic relations between the parameters
of unknown sources and the reciprocity gap functionals for five sequences of functions.
Based on these algebraic relations, we give a real-time reconstruction procedure for pa-
rameters of unknown sources. We examine our reconstruction procedure by numerical
experiments. Numerical results show that our procedure gives reliable reconstruction
results for both moving point and moving dipole sources when the observation noise
is smaller than 0.5%. However, the noise becomes 1%, its influence becomes unin-
norable, and the reconstruction results become unreliable under 5% noise. Such bad
influences can be found more heavily on the estimation results of magnitudes/moments
of sources.
We need further discussions for more complicated cases, for example, limited aper-
ture cases, the case where the source term contains both moving point and dipole
sources, and so on.
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Appendix A. Derivation of (26)-(30) and (44)-(48)
Firstly, we show the derivation of (26)-(30). From the definition of fn,ε, we have
F(fn)(τ) = lim
ε→+0
K∑
k=1
∫ T
0
qk(t)fn,ε(t,pk(t); τ)dt
= lim
ε→+0
K∑
k=1
∫ T
0
qk(t) · (pk,x(t) + ipk,y(t))
n · ηε
(
t− τ +
pk,z(t)
c
)
dt.
Let s = t+
pk,z(t)
c
for each k, then
dt
ds
=
(
1−
1
c
·
d
ds
(pk,z(tk(s)))
)
= ξk(s),
26
where tk(s) is defined in section 3.2, and we obtain
F(fn)(τ) = lim
ε→+0
K∑
k=1
∫ s1,k
s0,k
qk(tk(s))ξk(s) · (pk,xy(tk(s)))
n · ηε(s− τ)ds, (53)
where s0,k = pk,z(0)/c and s1,k = T + pk,z(T )/c. Since ηε is the standard mollifier
function, we establish (26).
Next, from the definition of gn,ε, we have
F(gn)(τ) = lim
ε→+0
K∑
k=1
∫ T
0
qk(t)gn,ε(t,pk(t); τ)dt
=− lim
ε→+0
K∑
k=1
∫ T
0
qk(t) · (pk,xy(t))
n · η′ε
(
t− τ +
z
c
)∣∣∣
r=pk(t)
dt
=− lim
ε→+0
K∑
k=1
∫ T
0
qk(t) · (pk,xy(t))
n · η′ε
(
t− τ +
pk,z(t)
c
)
dt
=− lim
ε→+0
K∑
k=1
∫ s1,k
s0,k
qk(tk(s))ξk(s) · (pk,xy(tk(s)))
n · η′ε(s− τ)ds.
Using integration by parts, it follows that
F(gn)(τ)
=− lim
ε→+0
K∑
k=1
qk(tk(s1,k))ξk(s1,k) · (pk,xy(tk(s1,k)))
n · ηε(s1,k − τ)
+ lim
ε→+0
K∑
k=1
qk(tk(s0,k))ξk(s0,k) · (pk,xy(tk(s0,k)))
n · ηε(s0,k − τ)
+ lim
ε→+0
∫ s1,k
s0,k
d
ds
(qk(tk(s))ξk(s) · (pk,xy(tk(s)))
n) · ηε(s− τ)ds
= lim
ε→+0
K∑
k=1
∫ s1,k
s0,k
d
ds
(qk(tk(s))ξk(s)) · (pk,xy(tk(s)))
n · ηε(s− τ)ds
+ lim
ε→+0
K∑
k=1
∫ s1,k
s0,k
n · qk(tk(s))ξk(s) · (pk,xy(tk(s)))
n−1
×
d
ds
(pk,xy(tk(s))) · ηε(s− τ)ds. (54)
Here, we use t′k(s) = ξk(s), tk(s0,k) = 0, tk(s1,k) = T , and ηε(s0,k−τ) = ηε(s1,k−τ) =
0. Then, using similar computation as (53), we establish (27).
Also for F(hn)(τ), F(in)(τ) and F(jn)(τ), we can obtain the following form by
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changing variable t to s and integration by parts:
F(hn)(τ)
= lim
ε→+0
K∑
k=1
2n
∫ s1,k
s0,k
qk(tk(s))ξk(s) · pk,z(tk(s)) · (pk,xy(tk(s)))
n−1 · ηε(s− τ)ds
+ lim
ε→+0
K∑
k=1
1
c
∫ s1,k
s0,k
d
ds
(
qk(tk(s))ξk(s) · pk,xy(tk(s)) · (pk,xy(tk(s)))
n
)
· ηε(s− τ)ds
F(in)(τ)
= lim
ε→+0
K∑
k=1
∫ s1,k
s0,k
d2
ds2
(qk(tk(s))ξk(s) · (pk,xy(tk(s)))
n) · ηε(s− τ)ds,
F(jn)(τ)
= lim
ε→+0
K∑
k=1
2n
∫ s1,k
s0,k
d
ds
(
qk(tk(s))ξk(s) · pk,z(tk(s)) · (pk,xy(tk(s)))
n−1
)
ηε(s− τ)ds
+ lim
ε→+0
K∑
k=1
1
c
∫ s1,k
s0,k
d2
ds2
(
qk(tk(s))ξk(s) · pk,xy(tk(s)) · (pk,xy(tk(s)))
n
)
ηε(s− τ)ds.
Then, using similar computation as (54), we establish (28)-(30).
Next, we derive (44)-(48) for moving dipole sources. From the definition of fn,ε and
the assumption that mk,z(t) ≡ 0, we have
F(fn)(τ) = lim
ε→+0
K∑
k=1
∫ T
0
mk(t) · ∇fn,ε(t, r; τ)|r=pk(t) dt
= lim
ε→+0
K∑
k=1
∫ T
0
n(mk,x(t) + imk,y(t)) · (pk,x(t) + ipk,y(t))
n−1
× ηε
(
t− τ +
pk,z(t)
c
)
dt.
= lim
ε→+0
K∑
k=1
∫ s1,k
s0,k
n ·mk,xy(tk(s))ξk(s) · pk,xy(tk(s))
n−1 · ηε(s− τ)ds.
Since ηε is the standard mollifier function, we establish (44).
For F(gn)(τ), F(hn)(τ), F(in)(τ), F(jn)(τ), changing variable from t to s and
28
integration by parts, we obtain the following form:
F(gn)(τ)
= lim
ε→+0
K∑
k=1
n
∫ s1,k
s0,k
d
ds
(
mk,xy(tk(s))ξk(s) · (pk,xy(tk(s)))
n−1
)
ηε(s − τ)ds,
F(hn)(τ)
= lim
ε→+0
K∑
k=1
2n(n− 1)
∫ s1,k
s0,k
mk,xy(tk(s))ξk(s) · pk,z(tk(s)) · (pk,xy(tk(s)))
n−2 · ηε(s− τ)ds
+ lim
ε→+0
K∑
k=1
1
c
∫ s1,k
s0,k
d
ds
(
mk,xy(tk(s))ξk(s) · (pk,xy(tk(s)))
n
)
ηε(s − τ)ds
+ lim
ε→+0
K∑
k=1
n
c
∫ s1,k
s0,k
d
ds
(
mk,xy(tk(s))ξk(s) · pk,xy(tk(s)) · (pk,xy(tk(s)))
n−1
)
ηε(s− τ)ds
F(in)(τ)
= lim
ε→+0
K∑
k=1
n
∫ s1,k
s0,k
d2
ds2
(
mk,xy(tk(s))ξk(s) · (pk,xy(tk(s)))
n−1
)
ηε(s− τ)ds,
F(jn)(τ)
= lim
ε→+0
K∑
k=1
2n(n− 1)
∫ s1,k
s0,k
d
ds
(
mk,xy(tk(s))ξk(s) · pk,z(tk(s)) · (pk,xy(tk(s)))
n−2
)
ηε(s− τ)ds
+ lim
ε→+0
K∑
k=1
1
c
∫ s1,k
s0,k
d2
ds2
(
mk,xy(tk(s))ξk(s) · (pk,xy(tk(s)))
n
)
ηε(s− τ)ds
+ lim
ε→+0
K∑
k=1
n
c
∫ s1,k
s0,k
d2
ds2
(
mk,xy(tk(s))ξk(s) · pk,xy(tk(s)) · (pk,xy(tk(s)))
n−1
)
ηε(s− τ)ds.
Then, using similar computation as (54), we establish (45)-(48).
Appendix B. A proof of equation (42)
In this appendix, we set K(τ) = K for simplicity, and omit the argument (tj(τ)) in
pj(tj(τ)).
In det V˜ (τ), subtract 1st column from 2nd column, and (K + 1)-th column from
(K + 2)-th column, we obtain
det V˜ (τ) = det
(
ψ1 ψ2 −ψ1 ψ3 · · · ψK ψ
′
1 ψ
′
2 −ψ
′
1 ψ
′
3 · · · ψ
′
K
)
.
(55)
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Since the 2nd and (K + 2)-th columns of (55) have the factor (p2,xy − p1,xy), we can
factorise det V˜ (τ) as
det V˜ (τ) = (p2,xy − p1,xy)
2 · det
(
ψ1 σ2 ψ3 · · · ψK ψ
′
1 σ
′
2 ψ
′
3 · · · ψ
′
K
)
.
where the k-th components of 2K-vectors σ2 and σ
′
2 are expressed by
(σ2)k =

0, k = 1,
1, k = 2,
k−2∑
l=0
(p2,xy)
k−l−2 · (p1,xy)
l, k = 3, 4, · · · 2K,
(σ′2)k =

0, k = 1, 2,
2, k = 3,
(k − 1)
k−3∑
l=0
(p2,xy)
k−l−3 · (p1,xy)
l, k = 4, 5, · · · 2K.
Also we can derive factor (p2,xy − p1,xy) two times by the following two steps
• Subtract (K + 1)-th column from the 2nd column, then 2nd column has the
factor (p2,xy − p1,xy). Hence, we can factorise by (p2,xy − p1,xy).
• After above step, subtract twice of 2nd column from (K + 2)-th column, then
(K + 2)-th column has the factor (p2,xy − p1,xy).
Therefore, det V˜ (τ) has the factor (p2,xy − p1,xy)
4.
By similar computation, we can derive the factor (pj,xy − pk,xy)
4 for any j > k. It
is easily see that the largest order of pk,xy in det V˜ (τ) is 4(K − 1) for any k, then we
can factorise det V˜ (τ) as
det V˜ (τ) = CK ·
∏
j>k
(pj,xy − pk,xy)
4,
where CK is a constant which depends only on K.
Let us determine the constant CK . By replacing columns (K − 1) times and rows
2(2K − 2) times in det V˜ (τ), we obtain
det V˜ (τ)
=(−1)(K−1)
× det
 (p1,xy)
2K−2 (2K − 2)(p1,xy)
2K−3 · · ·
(p1,xy)
2K−1 (2K − 1)(p1,xy)
2K−2 · · ·
ψˆ1 ψˆ
′
1 ψˆ2 ψˆ3 · · · ψˆK ψˆ
′
2 ψˆ
′
3 · · · ψˆ
′
K
 ,
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where
ψˆk =

1
pk,xy
(pk,xy)
2
(pk,xy)
3
...
(pk,xy)
2K−3

, ψˆ
′
k =

0
1
2pk,xy
3(pk,xy)
2
...
(2K − 3)(pk,xy)
2K−4

.
Therefore the coefficient of the term (p1,xy)
4K−4 is given by
(−1)(K−1) · ((2K − 1)− (2K − 2)) · det
(
ψˆ2 ψˆ3 · · · ψˆK ψˆ
′
2 ψˆ
′
3 · · · ψˆ
′
K
)
=(−1)(K−1) · CK−1 ·
∏
j>k≥2
(pj,xy − pk,xy)
4. (56)
Applying equation (56) inductively, we obtain
CK = (−1)
(K−1)CK−1 = · · · = (−1)
(K−1)+(K−2)+···+2 · C2.
Here,
det V˜2 = det

1 1 0 0
p1,xy p2,xy 1 1
(p1,xy)
2 (p2,xy)
2 2p1,xy 2p2,xy
(p1,xy)
3 (p2,xy)
3 3(p1,xy)
2 3(p2,xy)
2
 = (−1) · (p2,xy − p1,xy)4,
we have C2 = −1. Then CK = (−1)
K(K−1)/2, and we complete the proof of (42).
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Figure 1.: Behaviour of the actual and perturbed magnitude of point sources
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Figure 3.: Behaviour of estimated number of point sources: (a) for observation data
without noise, (b) with 0.5% noise.
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Figure 4.: Estimated locations and magnitudes of point sources for observation data
without noise.
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Figure 5.: Estimated locations and magnitudes of point sources for observation data
with 0.1% noise.
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Figure 6.: Estimated locations and magnitudes of point sources for observation data
with 0.5% noise.
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Figure 7.: Estimated locations and magnitudes of point sources for observation data
with 1.0% noise.
40
 0
 0.5
 1
 1.5
 2
 2.5
 3
 0  10  20  30  40  50  60
di
st
an
ce
τ
between p1(t1(τ)) and p2(t2(τ))
between p1(t1(τ)) and p3(t3(τ))
between p2(t2(τ)) and p3(t3(τ))
Figure 8.: Behaviour of the distances between each two point sources.
41
10-8
10-6
10-4
10-2
100
 0  10  20  30  40  50  60
|de
tH
k,
1(τ
)|
τ
k=1 k=2 k=3 k=4
Figure 9.: Behaviour of |detHk,1(τ)| for observation data without noise: dipole source
case.
42
-1
 0
 1
 2
 3
 4
 5
 0  10  20  30  40  50  60
K(
τ)
τ
K(τ): Estimated
K(τ): Actual
(a)
-1
 0
 1
 2
 3
 4
 5
 0  10  20  30  40  50  60
K(
τ)
τ
K(τ): Estimated
K(τ): Actual
(b)
Figure 10.: Behaviour of estimated number of dipole sources: (a) for observation data
without noise, (b) with 0.5% noise.
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Figure 11.: Estimated locations and moments of dipole sources for observation data
without noise.
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Figure 12.: Estimated locations and moments of dipole sources for observation data
with 0.1% noise.
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Figure 13.: Estimated locations and moments of dipole sources for observation data
with 0.5% noise.
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Figure 14.: Estimated locations and moments of dipole sources for observation data
with 1.0% noise.
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Table 1.: The average errors of estimated locations and magnitudes in each interval
3.9 ≤ τ < 10.2 10.2 ≤ τ < 24.6 24.6 ≤ τ < 44.6 44.6 ≤ τ < 54.0 54.0 ≤ τ < 60.0
(K(τ) = 1) (K(τ) = 2) (K(τ) = 3) (K(τ) = 2) (K(τ) = 1)
(a) Without noise
p1 1.7E − 2 3.9E − 2 2.2E − 2 8.1E − 2 −
p2 − 3.6E − 2 4.0E − 2 3.1E − 2 1.3E − 1
p3 − − 1.3E − 2 − −
q1 1.3E − 3 7.6E − 2 3.2E − 2 5.1E − 2 −
q2 − 1.1E − 1 5.0E − 2 3.2E − 2 1.6E − 2
q3 − − 2.5E − 2 − −
(b) With 0.1% noise
p1 1.7E − 2 3.9E − 2 2.3E − 2 8.3E − 2 −
p2 − 5.0E − 2 3.2E − 2 3.6E − 2 1.5E − 1
p3 − − 3.8E − 2 − −
q1 1.4E − 2 8.0E − 2 4.5E − 2 5.2E − 2 −
q2 − 1.2E − 1 5.6E − 2 3.8E − 2 2.7E − 2
q3 − − 4.9E − 2 − −
(c) With 0.5% noise
p1 1.9E − 2 4.7E − 2 6.3E − 2 1.9E − 1 −
p2 − 2.2E − 1 1.7E − 1 4.1E − 2 3.7E − 2
p3 − − 8.8E − 2 − −
q1 8.1E − 2 2.6E − 1 4.7E − 1 2.6E − 1 −
q2 − 2.1E − 1 6.6E − 1 1.4E − 1 2.0E − 1
q3 − − 2.1E − 1 − −
(d) With 1.0% noise
p1 1.6E − 2 7.9E − 2 8.8E − 2 2.1E − 1 −
p2 − 2.7E − 1 2.4E − 1 5.9E − 2 1.1E − 1
p3 − − 2.5E − 1 − −
q1 1.5E − 1 5.2E − 1 1.2E + 0 4.1E − 1 −
q2 − 2.7E − 1 1.0E + 0 4.5E − 1 6.0E − 1
q3 − − 7.3E − 1 − −
(e) With 5.0% noise
p1 5.7E − 2 2.1E − 1 2.2E − 1 7.1E − 1 −
p2 − 6.0E − 1 5.0E − 1 2.5E − 1 1.9E − 1
p3 − − 2.9E − 1 − −
q1 1.9E + 0 3.4E + 0 3.9E + 0 1.6E + 0 −
q2 − 2.1E + 0 3.7E + 0 2.9E + 0 3.6E + 0
q3 − − 3.8E + 0 − −
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Table 2.: The average errors of estimated magnitudes in each interval using Step 4’
instead of Step 4.
3.9 ≤ τ < 10.2 10.2 ≤ τ < 24.6 24.6 ≤ τ < 44.6 44.6 ≤ τ < 54.0 54.0 ≤ τ < 60.0
(K(τ) = 1) (K(τ) = 2) (K(τ) = 3) (K(τ) = 2) (K(τ) = 1)
(a) Without noise
q1 1.8E − 2 1.5E − 1 9.5E − 2 8.5E − 2 −
q2 − 1.5E − 2 4.3E − 2 5.5E − 2 5.0E − 2
q3 − − 3.4E − 2 − −
(b) With 0.1% noise
q1 1.8E − 2 1.6E − 1 9.6E − 2 9.0E − 2 −
q2 − 5.0E − 2 6.0E − 2 5.8E − 2 5.4E − 2
q3 − − 4.0E − 2 − −
(c) With 0.5% noise
q1 3.6E − 2 2.6E − 1 1.5E − 1 1.6E − 1 −
q2 − 2.0E − 1 2.6E − 1 8.8E − 2 8.8E − 2
q3 − − 9.3E − 2 − −
(d) With 1.0% noise
q1 5.0E − 2 5.1E − 1 2.9E − 1 2.4E − 1 −
q2 − 4.2E − 1 6.0E − 1 1.4E − 1 1.3E − 1
q3 − − 1.8E − 1 − −
(e) With 5.0% noise
q1 2.5E − 1 1.2E + 0 8.0E − 1 5.5E − 1 −
q2 − 1.6E + 0 1.8E + 0 6.2E − 1 7.0E − 1
q3 − − 6.2E − 1 − −
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Table 3.: The average errors of estimated locations and moments in each interval
2.4 ≤ τ < 6.8 6.8 ≤ τ < 17.3 17.3 ≤ τ < 40.2 40.2 ≤ τ < 54.8 54.8 ≤ τ < 60.0
(K(τ) = 1) (K(τ) = 2) (K(τ) = 3) (K(τ) = 2) (K(τ) = 1)
(a) Without noise
p1 5.6E − 2 6.9E − 3 3.7E − 2 − −
p2 − 8.4E − 3 2.5E − 2 4.3E − 3 3.2E − 3
p3 − − 2.0E − 2 2.6E − 2 −
m1 1.6E − 3 3.6E − 2 6.7E − 2 − −
m2 − 2.2E − 2 5.9E − 2 4.0E − 2 2.7E − 2
m3 − − 2.8E − 2 1.3E − 2 −
(b) With 0.1% noise
p1 5.5E − 2 8.2E − 3 5.4E − 2 − −
p2 − 1.5E − 2 4.3E − 2 4.6E − 3 4.1E − 3
p3 − − 3.3E − 2 2.9E − 2 −
m1 5.1E − 3 3.9E − 2 7.1E − 2 − −
m2 − 3.2E − 2 1.5E − 1 4.7E − 2 5.6E − 2
m3 − − 3.4E − 2 2.1E − 2 −
(c) With 0.5% noise
p1 5.5E − 2 2.6E − 2 2.1E − 1 − −
p2 − 6.2E − 2 1.7E − 1 8.6E − 3 1.5E − 2
p3 − − 1.4E − 1 7.7E − 2 −
m1 2.0E − 2 1.1E − 1 3.4E − 1 − −
m2 − 1.6E − 1 6.9E − 1 1.4E − 1 5.6E − 1
m3 − − 4.4E − 1 6.2E − 2 −
(d) With 1.0% noise
p1 1.0E − 1 5.3E − 2 2.7E − 1 − −
p2 − 1.9E − 1 2.5E − 1 2.2E − 2 3.2E − 2
p3 − − 1.7E − 1 2.1E − 1 −
m1 4.0E − 2 6.1E − 1 9.2E − 1 − −
m2 − 1.2E + 0 9.0E − 1 8.4E − 1 2.2E + 0
m3 − − 5.9E − 1 1.6E − 1 −
(e) With 5.0% noise
p1 9.5E − 2 2.7E − 1 6.8E − 1 − −
p2 − 4.5E − 1 4.4E − 1 1.1E − 1 1.3E − 1
p3 − − 3.5E − 1 3.3E − 1 −
m1 1.2E + 0 2.2E + 0 2.9E + 0 − −
m2 − 3.2E + 0 2.9E + 0 2.5E + 0 2.7E + 0
m3 − − 2.3E + 0 1.7E + 0 −
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Table 4.: The average errors of estimated moments in each interval using Step 4’
instead of Step 4.
2.4 ≤ τ < 6.8 6.8 ≤ τ < 17.3 17.3 ≤ τ < 40.2 40.2 ≤ τ < 54.8 54.8 ≤ τ < 60.0
(K(τ) = 1) (K(τ) = 2) (K(τ) = 3) (K(τ) = 2) (K(τ) = 1)
(a) Without noise
m1 1.7E − 2 2.4E − 2 1.4E − 1 − −
m2 − 6.0E − 2 8.8E − 2 3.1E − 2 2.4E − 2
m3 − − 2.6E − 2 1.4E − 2 −
(b) With 0.1% noise
m1 1.8E − 2 2.8E − 2 2.1E − 2 − −
m2 − 8.0E − 2 1.6E − 1 3.3E − 2 3.1E − 2
m3 − − 4.9E − 2 1.5E − 2 −
(c) With 0.5% noise
m1 2.1E − 2 8.8E − 2 8.5E − 1 − −
m2 − 4.1E − 1 7.2E − 1 4.7E − 2 9.1E − 2
m3 − − 3.3E − 1 2.4E − 2 −
(d) With 1.0% noise
m1 3.6E − 2 2.0E − 1 1.1E + 0 − −
m2 − 8.4E − 1 8.4E − 1 1.0E − 1 2.0E − 1
m3 − − 2.3E − 1 5.1E − 2 −
(e) With 5.0% noise
m1 1.1E − 1 8.7E − 1 2.0E + 0 − −
m2 − 2.4E + 0 2.1E + 0 4.8E − 1 7.7E − 1
m3 − − 5.2E − 1 2.3E − 1 −
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