Abstract. This paper finds relationships between multiple logarithms with a dihedral group action on the arguments. I generalize the combinatorics developed in Gangl, Goncharov and Levin's R-deco polygon representation of multiple logarithms to find these relations. By writing multiple logarithms as iterated integrals, my arguments are valid for iterated integrals as over an arbitrary field.
This paper develops a relationship between different multiple logarithms that differ by a dihedral permutation on the arguments. The multiple logarithm . . x r ) evaluated at n i = 1. The multiple polylogarithm, evaluated at x i = 1 gives the multiple zeta value ζ(n 1 , . . . n r ). Let D 2r be the dihedral group on r elements, D 2r = σ, τ |τ 2 = σ r = 1, στ = τ σ −1 .
In this paper, I study the relationship between the multiple logarithms for any g ∈ D 2r . There is a Hopf algebraic structure to multiple polylogarithms, defined by studying them as iterated integrals over C with r marked points [6] . The multiple logarithms form a sub Hopf algebra. In [5] the authors establish a representation of multiple logarithms as decorated rooted oriented polygons, R-deco polygons. They establish a coalgebra homomorphism between a Hopf algebra built on these polygons and the Hopf algebra of multiple logarithms. The polygon associated to Li 1, . . . xr ) has edges labeled x 1 to x r+1 , with the root side x r+1 . The R-deco polygons generate a vector space that is graded by the The author is deeply grateful to Herbert Gangl for many hours of discussion and his valuable comments on earlier versions of this paper.
weight of the corresponding multiple logarithm. Each polygon is endowed with a set of dissections. The authors define an algorithm that assigns to these dissections a dual tree and a differential, ∂, on the exterior algebra of these polygons P(R) to these dissections. The trees form a Hopf algebra, and the differential defines the bar construction B ∂ (P) of iterated integrals construction introduced by Chen [3] . The polygon symmetries underlying this map makes it an ideal case to study dihedral group action on the arguments of multiple logarithms.
The algorithm above that assigns trees and differentials to each polygon is one of many possible choices of such algorithms. In this paper, I am interested in algorithms that either define a Hopf algebra of trees, or a specific perturbation off that algorithm. Each algorithm is chosen to exploit different symmetries of an action by a generator σ or τ of D 2r . These algorithms define different differential operators, which define different bar constructions on P(R). The combinatorics of the defined trees are more easily related that the combinatorics of the iterated integrals. Comparing tree structures gives relationships between multiple logarithms with dihedral group action on the arguments.
The dihedral group on three elements is the same as the symmetric group on three elements. Since the combinatorial arguments in this paper are inductive in nature, I hope to use this fact to relate multiple logarithms that differ by any permutation of the arguments.
There is a motivic generalization of Chen's iterated integrals. Bloch and Kritz [2] define a Hopf algebra of algebraic cycles, χ Mot , over a field F formed by taking the 0 th cohomology of a bar complex based on a DGA associated to the cycles. In this context, the iterated integrals I(0, x 1 , . . . , x n , x n+1 ) are calculated over the algebraic cycle ∆ γ , and x i ∈ F . In [5] , the authors determine that there are elements of χ Mot that correspond to multiple polylogarithms. The underlying combinatorics of the motivic multiple polylogarithms and the classical ones is the same. The results in this paper for comparing values of multiple logarithms with permuted arguments holds in both cases. Section 1 of this paper generalizes the results of loc. cit. and work with multiple DGAs associated to the polygons. First I generalize the type of tree I allow, to allow for multi-rooted trees. I define a coassociative coproduct structure on the algebra of these generalized trees T
• (R). Then I generalize the algorithm defining dual trees to one that assigns a (now multi-rooted) tree to a dissection for a polygon, φ. I show that if the algorithm defines a sub-Hopf algebra of T
• (R), these trees define a differential ∂ φ on P(R). There is a bi-algebra homomorphism from the bi-algebra of trees to the bi-algebra underlying the bar construction B ∂ φ (P(R)). In particular, I study the two different differentials on the R-deco polygons, ∂ and∂, defined in loc. cit. I define a class of perturbations of φ, φ ′ , so that the associated differentials are the same ∂ φ = ∂ φ ′ , but where φ ′ need not defined a sub-Hopf algebra of trees. Finally, however, I show that the corresponding terms in B ∂ φ (P(R)) do form a sub-Hopf algebra.
It is the difference between the algorithms or the form φ and φ ′ that gives the action of the dihedral group on R-deco polygons. Let Λ(P ) indicate the element in B ∂ (P(R)), Chen's bar construction, corresponding to the R-deco polygon P . In section 2 I calculate the effect of the rotation and reflection maps, τ and σ on P . That is, I calculate Λ(P ) ± Λ(τ P ) and Λ(P ) − Λ(σP ). By comparing with known properties of multiple logarithms, I show that the coalgebra map from Λ to I(R) defined by [5] is not injective.
Bar constructions for R-deco polygons
This paper studies multiple logarithms by studying the iterated integral associated to them. Consider the 1-forms dt1 t1−x1 , . . . dtn tn−xn on M = C \ {x 1 , . . . x n+1 }, with x i = 0 and x 1 = x j . For a path γ from 0 to x n+1 ∈ M , the associated iterated integral is I(0, x 1 , . . . , x n+1 ) = ∆γ dt 1 t 1 − x 1 ∧ . . . ∧ dt n t n − x n = 0=t0<t1<...<tn<tn+1=1
The value of this integral depends on the homotopy class of γ [3] . If γ is a path such that γ(t) is a straight line from x i to x i+1 for t ∈ [t i , t i+1 ] then these iterated integrals can be related to multiple logarithms (−1) n I(0, x 1 , . . . x n , x n+1 ) = Li 1, . . . , 1 n times ( x 2 x 1 , . . . , x n x n−1 , x n+1 x n ) .
These iterated integrals live in the 0 th cohomology of the associated bar complex defined by Chen. In this paper, I denote this bar complex B ∂ (P(R)). The larger class of iterated integrals, I(R) have a Hopf algebra structure, [6] . The author further showed that these iterated integrals have a motivic counterpart, I M (0, x 1 , . . . , x n+1 ) with x i ∈ F for a field x that is an element of the fundamental motivic Tate Hopf algebra over F .
In [5] , the authors defined a Hopf algebra on R-deco polygons, called Λ φ2 ⊂ B ∂ (P(R)) in this paper. They then showed that there is an coalgebra homomorphism from this to I(R),
If the polygon P has sides labeled {x 1 , . . . , x n+1 } then Φ(Λ φ2 (P )) = I(0, x 1 , . . . , x n+1 ) .
Relating dihedral symmetries of multiple logarithms can be simplified to a combinatorial problem on the dihedral symmetries of decorated polygons.
This section defines a class of Hopf algebras associated to these decorated polygons that are useful in solving the combinatorics of the how the polylogarithms vary as the order of the arguments are changed. Subsection 1.1 gives a definition of R-deco polygons, the vector space they generate, V (R), its exterior product algebra P(R), and the associated bar constructions. Subsection 1.2 defines the algebra of multirooted trees, and the linearization map Λ. Here I show that Λ is a bialgebra homomorphism to the algebra of words on R-deco polygons. Subsection 1.3 defines dissections on polygons, and a class of algorithms that assign trees to these dissections. Subsection 1.4, shows that the algorithms that define Hopf algebras of trees, and certain variations on these algorithms define differentials on P(R). Finally, subsection 1.5 defines a relationship between the linearizations of algorithms that define the same differential. Let φ and φ ′ be two algorithms that both define the same differential ∂ φ , and let φ define a Hopf algebra of trees. Let Λ φ , Λ φ ′ ⊂ B ∂ φ (P(R)) be the linearizations of the algebras of trees they define. I show that Λ φ is a Hopf algebra, even if the algebra of trees it linearizes is not.
1.1. Bar constructions on R-deco. Let R be a set. Definition 1. Let P n be the convex oriented polygon with n + 1 ≥ 2 sides, with sides labeled by elements in R. One of those sides is a distinguished side, called a root side. One of the endpoints of the root side is marked as the first vertex. Orient P n by starting at the first vertex and ending at the root side. The polygon P n is an R-deco polygon, as defined in [5] .
In this paper, I draw our polygons to be oriented counterclockwise. I sometimes specify a polygon, in terms of its labels, proceeding counterclockwise and ending with the root side. Therefore,
The R-deco polygons generate a vector space. Definition 2. Let V • (R) be the graded vector space over Q generated by R-deco polygons. Let V n (R) be the vector space over Q generated by R deco n + 1-gons, with n > 0 and V 0 (R) identified with Q
The weight of an element in V n (R) is n.
• (R) be the exterior product algebra of V (R). It is bigraded, with a polynomial grading (weight) denoted by the subscript •, and an exterior product grading (degree) denoted by the superscript (⋆).
The algebra P (⋆)
• (R) can be endowed with a degree 1 differential operator to form a DGA (P (⋆)
There are several such operators on this algebra, which I discuss in section 1.4. I consider the bar constructions associated to each DGAs, B ∂ (P). Definition 4. Let (A, ∂) be a DGA with A a graded exterior product algebra, and ∂ a degree 1 differential operator. The bar construction B ∂ (A) associated to (A • , ∂) is the vector space underlying the tensor algebra
• , with tensor symbol denoted by | endowed with a commutative product, shuffle product ∐ ∐ . The bi-complex structure of B ∂ (A) is given by the differential operators D 1 and D 2 .
The coproduct on
It is compatible with the shuffle product on B ∂ (A).
In this paper, I consider A • = P (⋆)
• (R). Given a differential operator ∂, the bar construction B ∂ (P (⋆)
• (R)) is generated by terms of the form [a 1 | . . . |a n ] where each a i ∈ P (ki) • (R) is homogeneous in the exterior product grading of degree k i .
(1) Let D 1 : P(R) |n → P(R) |n−1 be the operator defined
(2) Let D 2 : P(R) |n → P(R) |n be the operator defined
Since D 1 does not involve the differential defining the DGA, this differential is the same for all B ∂ (P). If ∂ and ∂ ′ are different differential operators on P ( * )
• , the differential D 2 is different on B ∂ (P(R)) and B ∂ ′ (P(R)).
Trees.
Definition 5. A tree is a finite contractible graph with oriented edges. Vertexes with all edges flowing away from it is called a root. Vertexes with all edges flowing into it are called leaves. A tree may have many roots, in which case is called a multi-rooted tree. If a tree has a single vertex, that vertex is both a root and a leaf.
Let T
• (R) be the augmented bialgebra over Q of multi-rooted trees with vertexes decorated by R-deco polygons. As with trees, a multi-rooted tree T ∈ T
• (R) induces a partial order on its vertices's. If v 1 and v 2 are two vertices's of a tree T , v 1 ≺ v 2 in T ⇐⇒ ∃ a path in T (defined by the orientation of the edges) flowing from v 1 to v 2 . A linear order of T is a total ordering of the vertices's of T that respects the partial order. Unlike for single rooted trees, leaves on multi-rooted trees can have multiple edges coming into it.
The algebra structure of T • (R) is given as follows. It is graded by number of vertices's in the tree
The unit is the empty tree,
The sum of two trees T 1 and T 2 is formal, unless they have the same underlying structure (the trees without vertex labels are isomorphic) and all but one corresponding vertices's have the same labels. In this case, in the sum of trees, the exceptional vertex is labeled by the sum of the vertices's.
•
is a commutative algebra with the product of trees being the disjoint union of trees, or a forest.
Definition 6. For a tree T ∈ T
• (R), let c be a subset of edges of T , and {t 1 , . . . t k } be the set of trees formed by removing the edges in c. The subset c is an admissible cut of T if, for any individual t i , the edges of c that have endpoints t i either all flow into t i or all flow from t i . 
the set {α, γ} is not an admissible cut, but the set {α, β} is.
Let c be an admissible cut of T • (R), and {t 1 , . . . , t k } the set of subtrees of T formed by removing the edges in c from T . This set can be partitioned into two sets {t l1 , . . . , t ln }, the subtrees such that elements of c have at most a final point in t li , and {t r1 , . . . , t rm }, the subtrees such that elements of c have at most a starting point in t rj .
Definition 7. The pruned forest of an admissible cut is
and the root forest is
In the above example, for c = {α, β}, the pruned forest is
I denote the contribution of the admissible cut c to the coproduct as
In this notation ∆(T ) = c admis. ∆ c (T ).
Lemma 1. The algebra T
• (R) is a coassociative Hopf algebra.
Proof. Since T • (R) is connected and graded, if it is a bialgebra, it is a Hopf algebra. First I show that T
• (R) is a bialgebra. The coproduct defined in (2) is compatible with multiplication on T
• (R):
be the pruned forests of T and S, and R T and R S the root forests of T and S. Then
Since the product of trees is the disjoint union, an admissible cut of T S is an element of the form (d, c), where d admissible cut of T , and c is an admissible cut of S. Therefore,
Coassociativity means that for every T ∈ T
• (R),
Let c be an admissible cut of T . Write
Let c r be an admissible cut of the forest R(c). Since the trees in the forest R(c) are subtrees of T , c r is also an admissible cut of T ,
and c is an admissible cut of L(c r ). Similarly, if c l is an admissible cut of L(c), it is an admissible cut of T with
and c is an admissible cut of R(c l ). Therefore, for every admissible cut c, there exists another admissible cut of T , c l (c r ) such that c is an admissible cut of the root (pruned) forest of c.
Explicitly write (3) as
Remark 1. Notice that if T is a single rooted (planar) tree, the coproduct defined above matches the coproduct and definition of admissible cut in [4] . For a single rooted tree, R(c) is always a tree. If T is multi-rooted, R(c) may be a forest.
Definition 9. Let W (R) be the associative bi-algebra formed on the vectorspace underlying the tensor algebra T (V (R)) with a commutative product given by the shuffle product.
The coproduct on W (R) is the same as the coproduct on B ∂ (P ( * ) • (R)), as given in (1) 
There is a natural inclusion from W (R) to the algebra underlying B ∂ (P ( * ) • (R)) without the differential structure. To see this, write
There is an algebra homomorphism from the algebra of trees, T
• (R) to the algebra of words W (R) which identifies a linear order on T with a word in W (R). I first need to define linearizations of trees.
Definition 10. For T ∈ T n (R), a partial order preserving a linearization of T , is
where each λ i is an R deco polygon labeling a vertex of T . If λ i ≺ λ j as vertices in T , then i < j.
Let Lin(T ) be the set of partial order preserving linearizations of trees. A forest in T • (R) also represents a linear order on its vertices. The linearization of trees extends naturally to forests.
For any λ ∈ Lin(T ), the polygon λ 1 is always the label of a root of T and λ n is always the label of a leaf of T . For R-deco polygons P and Q, decorating the tree T , and let λ i(P ) and λ i(Q) indicate the location of the polygons in the linearization λ of T . The vertexes P ≺ Q in T if and only if i(P ) < i(Q) for all λ ∈ Lin(T ).
In this paper, the partial order of T is viewed as the sum of its linearizations. I define a map from trees to word by writing each tree as the sum of its linearizations:
where ∐ ∐ is the shuffle product on W (R).
Example 2. Let the tree T ,
has root vertexes A and B. Then
are two linear orders on T . The partial order represented by T is, in word form,
Proof. The algebra homomorphism comes from construction of the map Λ. The co-algebra homomorphism is harder to prove. For T ∈ T n (R), the coproduct on T is
and the coproduct on the image, Λ(T ) is
, can be written as a linear orders of forests of the form ρ(R) and η(L) with R and L sub-forests of T defined by the vertex sets {λ 1 . . . λ i } and {λ i+1 . . . λ n } respectively. The set of edges of T that connect the vertexes λ j to λ k for j ≤ i and k > i define an admissible cut of T .
For each admissible cut c, the trees in the forests L(c) and R(c) are sub-trees of T . Let η c ∈ Lin(L(C)) and ρ c ∈ Lin(R(c)) be linear orders. Then
where the interior sum is taken over all linear orders of R(c) and L(c). By definition of admissible cut, each pair or linear orders ρ c ⊗ η c , corresponds to a decomposition of a linear order λ of
where the vertexes of R(c) precede the vertexes of L(c).
To complete the analysis in this paper, I need to introduce a method of grafting trees together by adding a new root or a new leaf. On the subalgebra of decorated single rooted trees in T
• (R), there is an operator on forests B s + ( T i ) that defines a new tree by connecting the roots of the trees T i to a new root with label s. This operator is discussed in [4] and [1] , where it is shown to be a closed but not exact element of the first Hochschild cohomology on the complex defined by maps from
⊗n . This operator can be extended to T
• (R). In fact, given the symmetry between leaves and roots in multi rooted trees, one can also define an operator that joins trees by adding a new leaf instead of adding a new root.
Define two linear operators on the vectorspace underling T • (R) that connect forests by adding new roots and leaves with label s respectively, On the empty tree,
s . For forests involving trees with multiple vertices's, there is not a natural choice of which vertex a root (or leaf) should be connected to in each tree. Therefore, it is necessary to specify a vertex for each tree in the forest. Let
1.3. From polygons to trees . So far I have identified a Hopf algebra structure on the bar construction
• (R), ∂), and on T
• (R). The coalgebra homomorphism Λ maps from
to the tensor algebra underlying B ∂ (P ( * )
• (R)). I want to associate elements of B ∂ (P ( * )
• (R)), for a given ∂ with R-deco polygons. In this section I identify maps from V (R) to sub-algebras of T
• (R). To each R-deco polygon generating V (R), such a map associates a sum of trees in T
• (R). In section 1.4, I complete this association by associating differentials to subalgebras of T
• (R). An R-deco polygon can be equipped with arrows, as in [5] . An arrow of a polygon is drawn from a vertex of a polygon to a side of a polygon. It divides the interior of the polygon into two regions. A trivial arrow of a polygon P goes from a vertex to an adjacent side. A non-trivial arrow of P is an arrow that does not end on a side adjacent to its starting vertex. Two arrows are said to be non-intersecting if they share not points in common other than possibly the starting vertex. Arrows in P n are defined by their starting vertex and ending edge, i α j , with i, j ∈ 1 . . . n + 1. For non-trivial arrows, j = i, i − 1 mod (n + 1). Call i α j a backwards arrow if j < i. Otherwise it is a forwards arrow.
Example 3. The arrow 1 α 4 is a trivial arrow in the first polygon below. In the second polygon, 2 α 4 and 4 α 2 are non-intersecting, non-trivial arrows.
Regions associated to non-trivial dissection arrows can be views as polygons in their own right. If α, is a non-trivial arrow of P , contracting α to a point is a map from P to a set of two polygons {P α , Q α } associated to the two regions of P . The labels of the sides and the orientations of P α and Q α are inherited from P . If α lands on a non-root side of P , then the subpolygon corresponding to the region that contains the root side of the original polygon inherits this root, and the side that α lands on becomes the new root for the other subpolygon. If α ends on the root side of P , then both subpolygons inherit the original root side as their root. Notice that P α ∈ V i (R) and Q α ∈ V n−i (R) for P ∈ V n (R).
Example 4. For example, for P = 1234, and α = 2 α 4 contracting along α gives the following map on set of polygons.
. A dissection d of P is a non-intersecting set of non-trivial arrows of P . Denote D(P ) as the set of dissections of the polygon P , including the trivial dissection (no arrows). The cardinality of a dissection, |d| is the number of non-trivial arrows in d.
The polygons P α and Q α above are called the polygons associated to the dissecting arrow α. If d ∈ D(P ) is a dissection with i arrows, there is a set of i + 1 subpolygons, {P 0 , . . . P i } associated to the dissection d, formed by contracting the arrows in d. If each P j ∈ V nj (R), and P ∈ V n (R), then i j=0 n j = n. For a dissection consisting of a single arrow, α = d ∈ D(P ), the subpolygons associated to α are sometimes referred to as the root polygon, P • = α , which is the subpolygon that contains the root side and first vertex of P , and the cutoff polygon, P ⊔ α , which is the other subpolygon. At other times, it is convenient to consider whether the subpolygon lies to the left or the right of the arrow, as determined when the arrow is oriented upwards on the page. In this case, the left polygon is indicated P l α and the right polygon is indicated P r α . Notice that if α is a forwards arrow,
In the previous example, since 2 α 4 is a forward arrow,
Let τ be a map that reverses the orientation of a polygon: if P = r 1 . . . r n+1 , with r i ∈ R, τ (P ) = r n−1 . . . r 1 r n .
Definition 12. Define χ(α) to be the weight of the cutoff polygon. That is, P
such that P 1 and P 2 are the two polygons adjacent to α, one endpoint of the corresponding edge in T d (P ) is labeled ±τ i P 1 and the other ±τ j P 2 for j ∈ {0, 1}. The polygons τ i P 1 are τ j P 2 are adjacent in T d (P ). The specifics of how to assign a tree to a dissection is given by a map φ. I give four examples of such maps before beefing it formally.
• (R) be the tree defined on the polygon P with the dissection d ∈ D(P ). Each vertex of the T φ1,d (P ) is labeled with a subpolygon associated to a subpolygon associated to d. It has a single root vertex labeled by the subpolygon that contains the original root side and first vertex of P . The edges of the tree are oriented to flow away from the root vertex. Given a single dissecting arrow d = α ∈ D(P ),
• (R) be the tree defined on the polygon P with the dissection d ∈ D(P ). Each vertex of the T φ2,d (P ) is labeled with a subpolygon, or the subpolygon with reverse orientation, associated to a subpolygon associated to d. It has a single root vertex corresponding to subpolygon that contains the original root side and first vertex of P . The edges of the tree are oriented to flow away from the root vertex. Let e 2 be the terminal vertex for the edge e in T φ2,d (P ), and let Q be the polygon associated to d corresponding to e 2 . If e corresponds to a backwards arrow in d ∈ D(P ), then the label of e 2 is (−1) |Q| τ Q.
Otherwise, it is labeled by Q. Given a single dissecting arrow
forward arrow, and T φ2,α (P ) =
• (R) be the tree defined on the polygon P with the dissection d ∈ D(P ). Each vertex of the T φ3,d (P ) is labeled with a subpolygon, associated to a subpolygon associated to d. It has a single root vertex corresponding to subpolygon that contains the original root side and first vertex of P . The edges of the tree are oriented to flow away from the root vertex. Let e 2 be the terminal vertex for the edge e in T φ3,d (P ), and let Q be the polygon associated to d corresponding to e 2 . If e corresponds to a backwards arrow in d ∈ D(P ), then the label of e 2 is (−1)Q. Otherwise, it is labeled by Q. Given a single dissecting
if α is a forward arrow, and T φ3,α (P ) =
• (R) be the tree defined on the polygon P with the dissection d ∈ D(P ). Each vertex of the T φ4,d (P ) is labeled with a subpolygon associated to a subpolygon associated to d. It is a multi rooted tree, with edges oriented to flow from the region to the left of the arrow to the right of the arrow. Left and right are determined from the point of view of arrow being oriented up on the page. Given a single
There are many ways to assign a tree to a dissection of a polygon such that the edges correspond to the arrows in the dissection, and the vertexes to the polygons associated to the dissection. The examples above are only a few examples of Definition 13. A rule assigning a tree to a dissection of a polygon is a map
such that the edges of φ(d, P ) correspond to the arrows in the dissection d. If α ∈ d is an arrow that separates the regions P 1 and P 2 in P , then the corresponding edge in T φ,d (P ) connects the vertexes v 1 and v 2 , where
The rule φ determines the value of j, k for each dissection d of every polygon P as well as whether the edge corresponding to α flows from v 1 to v 2 or from v 2 to v 1 .
Explicitly, a rule maps from a dissection of a polygon to a tree, assigning a sign and orientation to each subpolygon associated to the dissection, and a partial order to the set of subpolygons.
I extend rules to define linear maps from the vector space generated by R-deco polygon to the vector space generated by trees
Let T φ be the subalgebra of T • (R) generated by the vector space φ(V (R)). In this paper, I am interested in rules φ that generate Hopf algebras T φ , and a family of closely related maps. Definition 14. Let v = {v 1 , . . . , v k } be the set of vertexes of the tree T φ,d (P ). The sign of a dissection, d ∈ D(P ), as determined by the rule φ is
For i ∈ {1 . . . 4}, let T i to be the sub-algebra of T
• (R) generated by the maps φ i (V (R)) in the above examples. The following example illustrates the differences in the trees defined by the rules φ i .
Example 9. Let
Then the associated trees are
The tree structures in examples 6 and 7 are defined in [5] . The authors prove that T 2 is a Hopf algebra. It remains to check that T 1 , T 3 and T 4 are Hopf algebras.
Lemma 2. The algebras T 1 , T 3 and T 4 are Hopf algebras.
Proof. It is sufficient to show that these are bi-algebras.
For T 4 , consider the set of trees The argument is similar for T 1 and T 3 . Consider the two sets of trees Definition 15. Let re(P ) be the set of arrows ending on the root side of an R-deco polygon P (the r oot ending arrows). To fix notation, write re(P ) = { 2 α, . . . n−1 α}, where i α starts at the i th vertex.
I define a rule φ re such that
If α ∈ d ∩ re(P ) with v 1 and v 2 the endpoints of the corresponding edge in
That is the rule φ re differs from φ 2 by the order and sign assigned to vertices adjacent to edges corresponding to arrows in re(P ). Let T re be the algebra generated by φ re . The following is an example of a tree generated by this rule.
Example 10. For d = {α, β, γ} and
The tree
For the polygon in example 10, consider the admissible cut corresponding to a non root ending edge c = α ∈ re(P ).
The corresponding term of the coproduct is
The second term in the tensor product is in T 2 , not T re . Therefore, T • (R) re is not a sub Hopf algebra of T
• (R).
1.4. Trees to differentials. So far, I have defined a set of linear maps
and a linearization map
that assigns to each tree a element of the bar construction B ∂ (P (⋆)
• (R)), ignoring the differential structure.
Definition 16. Let Λ φ = Λ • φ be the composition that associates an element of the bar construction to each polygon.
I am interested in identifying pairs (φ, ∂) such that each polygon maps to an element of the zeroth cohomology of B ∂ (P (⋆)
In this section, I show that if T φ is a Hopf algebra generated by φ(V (R)), then the rule φ also defines a differential operator, ∂ φ , on P ( * )
• (R). Then the pair (φ, ∂ φ ) satisfies condition (4). To define ∂ φ , I need to additional maps. Let π n be the projection of a vectorspace onto it's n th graded component. Let q be the quotient map
• (R) . For any dissection d ∈ D(P ) such that |d| = 1, let P 
Theorem 2. Let T φ be a sub-Hopf algebra of T
• (R) generated by φ(V (R)). For α a non-trivial dissecting arrow of P , let P 1 α and P 2 α be the labels of the initial and final vertexes of tree T φ,α (P ). Then φ defines a degree one differential on P ( * )
Proof. I show that that ∂ • ∂ = 0 using coassociativity of the coproduct on T • (R). Coassociativity of the coproduct on multi-rooted trees can be written
where c, c l and c r are admissible cuts for P , R(c) and L(c) respectively. Specifically,
Composition of ∂ φ gives
which is 0 by the Leibniz rule and coassociativity.
Since T 1 , T 2 , T 3 , and T 4 are all Hopf algebras, they define degree 1 differential operators ∂ φ1 , ∂ φ2 , ∂ φ3 and ∂ φ4 on P (⋆)
• . These differentials are defined below. The following are the differentials defined by φ i , the rules that generate the Hopf algebras
where the sums are taken over all non-trivial dissecting arrows α in P .
Notice that ∂ 3 = ∂ 4 . If α is a backwards arrow, P • (R). In this paper, I are primarily interested in the differentials ∂ 2 and ∂ 3 . In this paper, I are interested in different sub-algebras of T
• (R) that induce the same differential on P ( * )
• (R). For this, I consider tree defining rules, φ ′ that differ from a set of rules φ that generates a subHopf algebras of T • (R) by the orientation of a fixed subset of edges and the sign associated to one of the endpoints of each of those edges in a tree. For instance, let T φ,α (P ) =
for all α ∈ s, where s is a fixed subset of dissecting arrows of P . Then I are interested in rules φ
Furthermore, for all β ∈ s, φ(β, P ) = φ ′ (β, P ).
Lemma 3. Let ∂ φ be the differential defined by φ. Let φ ′ be the rule that agrees with φ on all dissecting arrows outside the set s, and for all arrows α ∈ s, φ(α, P ) =
. Then φ and φ ′ define the same differential.
Proof. Write ∂ = d∈D(P ),|d|=1,d∩s=∅
Meanwhile, the rule φ ′ induces a degree one operator d∈D(P ),|d|=1,d∩s=∅
which is the same as ∂.
Notice that the trees in T 3 and in T 4 differ by sign of terminal vertex and orientation of edges dual to backwards arrows. As noted above, ∂ 3 = ∂ 4 . Similarly, the trees in the algebra T re differ from the trees in T 2 by the orientation of the edges dual to arrow that end on the root side and the sign of the terminal vertex. The algebra T re also induces ∂ 2 .
Finally, I show that Λ(
• (R)). Recall that by identifying W (R) = (T (P
• (R)), ∐ ∐ , ∆), the linearization of trees gives a bialgebra homomorphism
By specifying a differential operator on P ( * )
• (R), I can write this as a map
• (R)) .
Definition 17. If φ is a rule that defines the differential ∂ φ , and T φ the algebra generated by the rule, write the corresponding subalgebra generated by generated by Λ φ (V (R)) as Λ(T φ ) ⊂ B ∂ φ (P ( * )
Theorem 3. Let ∂ φ be the differential on P ( * )
• (R) defined by the rule φ, and T φ be the sub algebra T • (R) generated by φ(V (R)). Every element of Λ φ is a 0 co-cycle of
• (R)).
Proof. Let π k be the projection of Λ φ onto its k th direct sum component,
The proof proceeds by comparing D 1 and D 2 on the algebra generators, Λ φ (P ).
• (R)), reduce the definitions of D 1 and D 2 to
If P is a polygon of weight n, π n •Λ φ (P ) is a sum of n-fold tensors of 2 gons. Therefore D 2 (π n •Λ φ (P )) = 0. By construction, the term D 1 (π 1 • Λ φ (P )) = 0.
Any tree dual to a dissection with k − 1 arrows has k vertexes. Comparing
. . , n} gives the terms
If λ i and λ i+1 are not adjacent in T φ,d (P ), then there exists a different linear order ρ of the same tree that switches the order and leaves the other terms the same, so that λ i = ρ i+1 , λ i+1 = ρ i and λ j = ρ j if j ∈ {i, i + 1}. The corresponding terms in the sum for D 1 cancel. In the remaining terms for D 1 , when λ i ∧ λ i+1 appears, there exists a dissection d ∈ D(P ) such that |d| = k − 1 where λ i and λ i+1 are adjacent, with connecting edge dual to 
, these terms appear with opposite signs and cancel. Next consider terms in Λ φ that are the product of two generators, Λ φ (P ) ∐ ∐ Λ φ (Q), for P ∈ V n (R), and Q ∈ V m (R). The projection π 1 (Λ φ (P )) ∐ ∐ Λ φ (Q)) = 0, and
The only new case to consider is if λ i and λ i+1 are subpolygons of different trees, in which case there is another linear order that switches the order, canceling these terms.
Since D 1 + D 2 is a linear operator, this extends to the entire algebra.
The coproduct on the sub Hopf algebras Λ(T φ ) have a particularly nice form. The duality between dissections d ∈ D(P ) and edges of a tree T d,φ (P ) for some rule φ, gives a concept of an admissible dissection for the polygon P . For a given P , consider the dissections d ∈ D(P ) such that T φ,d (P ) has only root and leaf vertexes. The edges corresponding to d define an admissible cut of
Definition 18. The dissection c ∈ D(P ) is an admissible dissection of P in the rule φ if T φ,c (P ) has only leaf or root vertexes. This is rule specific. Let ψ be another rule generating a different algebra of trees. An admissible dissection of a polygon P in φ need to be an admissible dissection of ψ. For instance, the dissection d = {α, β} of the polygon
is an admissible cut in φ 4 but not in φ 2 . 
) the root and leaf forests of T φ,d (P ) under the admissible cut c. Therefore
1.5. Properties of algebras of trees that define differentials . In this section, I show that if φ is a rule that defines the differential ∂ on P ( * )
• (R), and φ(V (R)) generates the algebra T φ , then Λ φ is a Hopf algebra, even if T φ is not.
First I show a relationship between the sums of linear orders of trees that differ on the orientation of the edges connecting certain vertexes, and linear orders of certain sub-trees.
Definition 19. Let I be a subset of the edges of a tree T . Let T I be the tree obtained from T by reversing the orientation of the edges in I.
Lemma 4. Let T ∈ T
• (R) be a decorated multi-rooted tree. Let I be a subset of n edges of the tree T . Let F = t 1 · t 2 · . . . t n+1 be the forest of multi-rooted trees created by removing the edges in I in T . Then
Notice that I do not require I to be an admissible cut of T .
Proof. Let v j1 and v j2 be the endpoints of the edge I j ∈ I of T such that each edge I j flows from v j1 to v j2 . Then in
If t k and t l are two trees in the forest F , the vertices of t k are incomparable to the vertices of t l in the linear order defined by F . Furthermore, by construction, each tree t k does not have both v j1 and v j2 as vertices. Therefore, I can group Λ(F ) into sums of those terms where v j1 is to the left of v j2 and sums of those where the opposite is true. The relative positions of v j2 and v j1 correspond to the two orientations of the edge I j . Since there are 2 choices for each pair, this divides the terms of Λ(F ) into 2 n sums. Thus Λ(F ) has been grouped into the sums in the statement of the lemma.
Example 12.
(1) If I = {e} is a single edge of a tree T , then let P e be the pruned part of the cut I and let R e be the root part. Then 
which I can write
Suppose φ is a rule that defines a differential ∂ φ and generates the sub Hopf algebra T φ ∈ T • (R). Let ψ be another rule such that ∂ ψ = ∂ φ . The the sum in Lemma 4 simplifies to relate the Hopf algebra Λ(T φ ) to the algebra Λ(T ψ ).
Theorem 5. For φ and ψ as above, let s be the set of arrows on which the two rules do not agree. For
for all P ∈ V (R).
Proof. For any
The trees T φ,d (P ) and T ψ,d (P ) are related by changing signs and switching the orientation of edges corresponding to arrows in s. That is,
The left hand side of (5) can be written
By equation (6), one can ignore the dissections d ′ that don't intersect the set s,
The right hand side of (5) can be written
where the forests of the form {T φ,dj P 
By Lemma 4, one can rewrite the right hand side as 
to match (7). The first term on the right hand side corresponds to the case where δ = I(d ′ ) is the full set of backwards arrow in d ′ . The second term corresponds to the case where δ = ∅. All other terms cancel.
Equation (5) defines an isomorphism between Λ(T ψ ) and Λ(T φ ). To see that the relation is invertible, consider a polygon P , such that d ∩ s = ∅ for all d ∈ D(P ). Then Λ φ (P ) = Λ ψ (P ). For a polygon P , define the integer n = max{|d ∩ s||d ∈ D(P )}. The inverse of the map defined in (5) is defined on polygons P inductively on n.
This shows that the algebras Λ(T φ ) and Λ(T ψ ) have the same underlying vector space. The algebra generators Λ φ (P ) and Λ ψ (P ) define different bases of this vector space. Specifically, Λ ψ is also a Hopf algebra, and I show the following corollary. Corollary 1. Let φ and ψ be two rules that define ∂ φ , and let the algebra generated by φ(V (R)), T φ be a Hopf algebra. Then Λ(T ψ ) is a sub Hopf algebra of B D φ (P(R)).
Proof. By Theorem 5, write
Since Λ(T φ ) is a Hopf algebra, the right hand side is a term in Λ(
But generators of Λ(T φ ) can be written as a sum of shuffles of generators of Λ(T ψ ),
Therefore, the left hand side of (8) is in Λ(T ψ ) ⊗ Λ(T ψ ) and Λ(T ψ ) is a Hopf algebra.
Let s be the set of arrows where the rules φ and ψ above differ. If, for all polygons P ∈ V (R), containment of a dissection d ∈ D(P ), d ⊂ s, implies that the T φ,s (P ) and T ψ,s (P ) are linear, then the result of Theorem 5 simplifies greatly.
Corollary 2. If in addition to the conditions for φ and ψ above, T φ,d (P ) is linear for all P ∈ V (R), and all d ∈ D(P ) such that d ⊂ s, then
Proof. Fix an α ∈ s. Consider all d ⊆ s such that α is dual to the (only) edge attached to the root in 
α . Break the sum in the right hand side of the previous equation down as
This gives
Proof. This result comes from running the same argument as above, with P 2 α the label of the unique leaf vertex of T φ,s (P ).
Permutations of a polygon
In this section, I examine the actions of σ and τ on the Hopf algebra Λ φ2 . Recall that σ and τ are linear automorphisms on V (R) such that for P = 12 . . . n, τ (P ) = (n − 1) . . . 21n reverses the orientation of P and σ(P ) = 2 . . . n1 rotates the labels of the edges one position. Restricted to a subvectorspace V n (R) generated by polygons of weight n, σ| Vn(R) and τ | Vn(R) generate the dihedral group D 2n+2 . I can extend σ and τ to automorphisms of Λ(T 2 ) by defining σ(Λ φ2 (P )) = Λ φ2 (σP )) and τ (Λ φ2 (P )) = Λ φ2 (τ P ). After defining relations between Λ φ2 (σP ), Λ φ2 (τ P ) and Λ φ2 (P ), one can use the coalgebra homomorphism
to establish relationships between iterated integrals with the appropriate dihedral action on the arguments. 2.1. Order 2 generator of the dihedral group. First I calculate Λ φ2 (P ) ± Λ φ2 (τ P ). Since τ fixes the label of the root side of the polygon P , is it useful to examine an rule that differs from φ 2 on arrows ending on the root side that also defines the differential ∂. Specifically, I also need the map φ re discussed in Example 10.
The rule φ re differs from the rule φ 2 only when defining the order and signs of adjacent polygons connected by edges associated to arrows in re(P ). In section 1.4, I show that φ re and φ 2 define the same differential operator. Therefore, Λ(T 2 ) and Λ(T re ) are both Hopf algebras which can be related by Corollary 2.
Lemma 5. If P is an R-deco polygon of weight n,
is linear. Therefore T φre,re(P ) (P ) is linear. The arrows j α are forwards, so sign φ2 ( j α) = 1. The result follows from Corollary 2.
Consider the action of τ on dissecting arrow and the associated subpolygons. Let α be a dissecting arrow of P . If α = re(P ), that is α = i α j (for j = n + 1), the reflection map τ maps the polygon P to τ (P ) and the arrow α to the arrow τ α = n−i+2 α n−j+1 ∈ D(τ (P )). For a root ending arrow, α = i α n+1 ∈ re(P ) the arrow τ α = n−i+2 α n+1 ∈ D(τ (P )). For a forward (backward) arrow α ∈ re(P ), the arrow τ α is backward (forward). All arrows in re(P ) are forward arrows. The following is an example for a 4-gon
Example 13. Let P = 123456 be a 6-gon, and d = { 3 α, β}. Then τ d = { 4 α, τ β}. Below are diagrams of P and τ P with the dissections d and τ d drawn in.
Here, the arrows 3 α, 4 α ∈ re. The subpolygons associated to 3 α and 4 α are
; (τ P )
The subpolygons associated to β are
For a general dissection of an arbitrary polygon, d ∈ D(P ), such that |d| = k and d∩re(P ) = { i1 α . . . ij α}, let v(d) = {P 0 , . . . P k } be the set of polygons labeling the vertexes of T φ2,d (P ) and T φre,d (P ), with the polygons P m−1 and P m labeling the endpoints of the edge corresponding to im α ∈ d ∩ re(P ). Then v(τ d) = {τ P 0 , . . . τ P j , P j+1 , . . . , P k } is the set of polygons labeling tree T φ2,d (P ) = sign φ2 (d)
The trees T φ2,τ d (τ P ) and T φre,d (P ) represent the same partial order on different set of vertexes; the trees differ only by the labels of the vertexes. The vertices of the trees T φ2,d (P ) and T φre,d (P ) are both labeled by the same set of polygons, v(d), though they represent different partial orders on that set. This is why the rule φ re is a good intermediate map for comparing Λ φ2 (τ P ) and Λ φ2 (P ). For any dissection d ∈ D(P )),
I proceed in by comparing the algebras Λ(T 2 ) and Λ(T re ) by comparing the generators Λ φ2 (τ P ) and Λ φre (P ).
Definition 20. Let I n ⊂ P
(1)
• (R) be the linear subspace generated by {P +(−1) n τ P |P polygon of weight n}.
This is a primitive co-ideal in B ∂ (P (⋆)
Notice that I 1 = 0 is the trivial co-ideal.
Theorem 6. Let P = r 0 r 1 . . . r n be an R deco polygon of weight n. Let I n be the primitive co-ideal defined above. Define a set of quotient maps q n :
Proof. If P is a polygon of weight q, Λ φre (P ) − Λ φ2 (τ P ) = 0. For P = r 0 r 1 r 2 ∈ V 2 (R),
Suppose the theorem holds for all k < n. Let P be an R-deco polygon of weight n. As before, consider a non-trivial dissection d ∈ D(P ), with |d| = k ≥ 1 and d ∩ re(P ) = { i1 α . . . ij α}. Let v(d) = {P 0 , . . . P k } be the set of vertex labels of the trees T φre,d (P ) and T φ2,d (P ), with P m−1 adjacent to P m in both trees, connected by im α, and P m−1 ≺ P m in the former tree and P m ≺ P m−1 in the latter. Suppose each P i ∈ v(d) is of weight n i . I define a series of trees {T i,d (P )}, 0 ≤ i ≤ j formed from T i−1,d (P ) by replacing the polygon P i with (−1) ni P i . In this series,
Notice that
Applying the linearization map on these trees gives
In other words,
and Λ φre (P ) + (−1) n Λ φ2 (τ P ) ∈ ker q n .
Combining Theorem 6 with Lemma 5 gives the following.
Theorem 7. If P is an R-deco polygon of weight n,
That is, up to a primitive coideal, Λ φre (P ) can be related to Λ φre (τ P ). This relation between decorated polygons of different orientation is reminiscent of a relation between iterated integrals on R ⊂ C × . Recall that for iterated integrals, there is the relation I(0; x 1 , . . . x n ; y)I(0; w 1 , . . . w m ; y) = I(0; (x 1 , . . . x n ) ∐ ∐ (w 1 , . . . , w m ); y) . Lemma 6. Let R ⊂ C × be a set, and r i ∈ R. Then I(0; r 1 , . . . , r n ; r n+1 ) + (−1) n I(0; r n , . . . r 0 ; r n+1 ) = n i=2 (−1) n−i I(0; r 1 , . . . , r i ; r n+1 )I(0; r n , . . . r i+1 ; r n+1 ) .
Proof. Compare the right hand side of (9) to
For a fixed i each term in the shuffle product in equation (9) can be broken down into two groups, the terms where r i comes before r i+1 and the terms where it comes after. The former cancel with a term in the shuffle I(0; (r 1 , . . . , r i , r i+1 ) ∐ ∐ (r n , . . . r i+2 ); r n+1 ) , and the latter in the shuffle I(0; (r 1 , . . . , r i−1 ) ∐ ∐ (r n , . . . r i+1 , r i ); r n+1 ) , both of which appear with signs opposite that of the fixed term. What remains are the terms (for i = 1) (−1) n I(0; r 1 , . . . r n ; r n+1 ) and (for i = n − 1) I(0; r n , . . . r 1 ; r n+1 ), which match with the left hand side of (9).
Remark 2. While on the level of polygons, there is a relation only up to a primitive coideal, the corresponding relation on iterated integrals is exact. Thus, for the map
Φ(I k ) = 0 for all k ≥ 1. Specifically, the coalgebra homomorphism Φ is not injective. The coideals I n ∈ ker Φ.
I proceed with the hopes of finding a similar relation for the degree n generator, possibly up to a similar coideal.
2.2.
Order n generator of the dihedral group. Now I consider the rotation map, σ on P(R) that sends the R deco polygon P to σP . If P = 12 . . . n, σP = 2 . . . n1 is the polygon rotated clockwise, changing the root side. When restricted to V n (R), σ| Vn(R) is the order n generator of the dihedral group. In order to examine this rotation, I work with differentials that reflect the symmetry of the change, and relate the corresponding bar constructions to Λ(T 2 ).
2.2.1. Relating Λ(T 2 ) to Λ(T 4 ). I want to calculate Λ φ2 (P ) − Λ φ2 (σP )). This is a difficult calculation, and it is easier to break down into intermediate steps. I use the results of the last section to relate the algebras Λ φ2 (P ) − Λ φ4 (P ). I then study the action of σ on the algebra Λ(T 4 ).
Definition 21. Let b(P ) = { backwards arrows of P }.
Recall that the rules φ 3 and φ 4 differ only by the order and sign of polygons at the endpoins of edges associated to backwards arrows.
} be the set of polygons decorating the tree T φ4,d (P ), for P weight n. One can write
Proof. For all arrows α ∈ b(P ), sign φ4 (α) = +1. By Theorem 5
The trees T φ2,d (P ) and The signs of d in the two rules are
As before, define a series of trees {T i,d (P )}, 1 ≤ i ≤ j formed from T i−1,d (P ) by replacing the polygon P i with (−1) ni P i . In this series, T φ2,d (P ) = T 0,d (P ), and
Varying the dissection d gives
Plugging this into equation (11) gives
Example 14. Let P 2 = abc, P 3 = abcd be R-deco polygons of weight 2 and 3. The following are the explicit calculations for the 3-gon, 4-gon.
This is actually an exact relation:
This is not an exact relation:
The algebra Λ(T 4 ) is contained in H 0 (B ∂3 (P (⋆)
• (R))), Theorem 3. The previous theorem also shows that
• (R))).
Introducing a new symmetry.
Instead of directly trying to compare Λ φ2 (P ) and Λ φ2 (σP ), I solve the easier problem of comparing Λ φ4 (P ) and Λ φ4 (σP ).
Definition 22. If P is the R-deco polygon 12 . . . n, with sides labeled 1 to n, let (σP ) be the R-deco polygon 2 . . . n1 with labels rotated one place mathematically negative orientation.
Example 15. For the weight 3 polygon P = 1234, • Example 16. For a weight 1 polygon, P = r 1 r 2 , σP = r 2 r 2 ,
Direct calculation shows that for P = r 1 r 2 r 3 ,
Subsequent direct calculations get increasingly complex.
To proceed, I examine the action of σ on the dissecting arrows of an R-deco polygon P . The rotation map σ acts on dissecting arrows, rotating the starting vertex and ending edge one position backwards, as defined by the orientation of the polygon. Therefore,
Example 17. For the 4-gons P and σP , the dissecting arrows α and σα are as follows:
For a general d ∈ D(P ), write d = {β 1 , . . . β k } and σd = {σβ 1 , . . . , σβ k }. I want to study the structure of Λ φ4 (P ) versus Λ φ4 (σP ). I start with dissections of P with one arrow. There are two cases to consider.
(1) The dissecting arrow α starts at the root vertex. The first vertex is in both P This exhaustively categorizes all possible dissecting arrows. I summarize the results as follows.
Lemma 7. Let P be an R-deco polygon. The subpolygons of P associated to a single dissecting arrow can be classified in the following way:
(σP ) Definition 23. Let f v(P ) be set of arrows that start at the f irst v ertex of an polygon P . If P ∈ V n (R), write f v(P ) = {α 2 , . . . , α n+1 } where α i ends at the i th side. Define σf v(σP ) = {σα 2 , . . . , σα n+1 } to be the set of arrows that start at the n + 1 th vertex of σP . Instead of calculating Λ φ4 (P ) − Λ φ4 (σP ), I calculate the expression Λ φ4 (P )) − Λ φ f v (P )) − Λ φ4 (σP )) − Λ φ σf v (σP )) + Λ φ f v (P )) − Λ φ σf v (σP ) .
This is done in steps. The first two terms of (12) come from Corollary 2, and the hard part of this calculation is done in the last term.
Lemma 8. Let P be an R-deco polygon of weight n.
Proof. For α i , α j ∈ f v(P ), with i < j, α i dissects the subpolygon P r αj , and α j dissects the subpolygon P l αi . Similarly, for σα i , σα j ∈ σf v(P ), with i < j, σα i dissects the subpolygon (σP ) l αj , and σα j dissects the subpolygon (σP ) r αi . Therefore the trees T φ f v ,f v(P ) (P ) and T φ σf v ,σf v(P ) (σP ) are linear, and the result follows form Corollary 2 and 3.
Example 18. For P = 1234, Collecting like terms gives 
The terms involving B 
Taking the sum over all admissible cuts that don't intersect f v(P ), these terms cancel, as the arrow q+1 α n+1 varies in c.
Similar arguments show that admissible cuts c such that Q is a root label in u(c) pair with the last line of (14) to give the appropriate expression involving the leaf adjoining operator. 
