The question in the title is answered empirically by solving instances of three classical problems: fitting a straight line to data, fitting a real exponent to data, and system identification in the errors-in-variables setting. The results show that the nuclear norm heuristic performs worse than alternative problem dependant methods-ordinary and total least squares, Kung's method, and subspace identification. In the line fitting and exponential fitting problems, the globally optimal solution is known analytically, so that the suboptimality of the heuristic methods is quantified.
INTRODUCTION
With a few exceptions model reduction and system identification lead to non-convex optimization problems, for which there are no efficient global solution methods. The methods for H 2 model reduction and maximum likelihood system identification can be classified as local optimization methods and convex relaxations. Local optimization methods require an initial approximation and are in general computationally more expensive than the relaxation methods, however, the local optimization methods explicitly optimize the desired criterion, which ensures that they produce at least as good result as a relaxation method, provided the solution of the relaxation method is used as an initial approximation for the local optimization method.
A subclass of convex relaxation methods for system identification are the subspace methods, see Van Overschee and De Moor [1996] . Subspace identification emerged as a generalization of realization theory and proved to be a very effective approach. It also leads to computationally robust and efficient algorithms. Currently there are many variations of the original subspace methods (N4SID, MOESP, and CVA). Although the details of the subspace methods may differ, their common feature is that the approximation is done in two stages, the first of which is unstructured low-rank approximation of a matrix that is constructed from the given input/output trajectory.
Related to the subspace methods are Kung's method and the balanced model reduction method, which are the most effective heuristics for model reduction of linear time-invariant systems.
A recently proposed convex relaxation method is the one using the nuclear norm as a surrogate for the rank. The nuclear norm relaxation for solving rank minimization problems was proposed in Fazel et al. [2001] and was shown to be the tightest relaxation of the rank. It is a generalization of the ℓ 1 -norm heuristic from sparse vector approximation problems to rank minimization problems.
The nuclear norm heuristic leads to a semidefinite optimization problem, which can be solved by existing algorithms with provable convergence properties and readily available software packages. (We use CVX, see Grant and Boyd.) Apart from theoretical justification and easy implementation in practice, formulating the problem as a semidefinite program has the additional advantage of flexibility. For example, adding regularization and affine inequality constraints in the data modeling problem still leads to semidefinite optimization problems that can be solved by the same algorithms and software as the original problem.
A disadvantage of using the nuclear norm heuristic is the fact that the number of optimization variables in the semidefinite optimization problem depends quadratically on the number of data points in the data modeling problem. This makes methods based on the nuclear norm heuristic impractical for problems with more than a few hundreds of data points. Such problems are considered "small size" data modeling problem.
Outline of the paper
The objective of this paper is to test the effectiveness of the nuclear norm heuristic as a tool for system identification and model reduction. Although, there are recent theoretical results, see, e.g., Candés and Recht [2009] , on exact solution of matrix completion problems by the nuclear norm heuristic, to the best of the author's knowledge there are no similar results about the effectiveness of the heuristic in system identification problems.
The nuclear norm heuristic is compared empirically with other heuristic methods on benchmark problems. The selected problems are simple: small complexity model and small number of data points. The experiments in the paper are reproducible Buckheit and Donoho [1995] . Moreover the MATLAB code that generates the results is included in the paper, so that the reader can repeat the examples by copying the code chunks from the paper and pasting them in the MATLAB command prompt, or by downloading the code from http://eprints.soton.ac.uk/336088/ The selected benchmark problems are:
(1) line fitting by geometric distance minimization (orthogonal regression), (2) fitting a real exponential function to data, and (3) system identification in the errors-in-variables setting.
Problem 1 is the static equivalent of problem 3 and can be solved exactly by unstructured rank-1 approximation of the matrix of the point coordinates. Problem 2 can be viewed as a first order autonomous system identification problem. This problem also admits an exact analytic solution. Therefore in the first two cases, we are able to quantify the sub-optimality of the nuclear norm heuristic (as well as any other method). This is not possible in the third benchmark problem, where there are no methods that can efficiently compute a globally optimal point.
TEST EXAMPLES

Line fitting
In this section, we consider the problem of fitting a line B, passing through the origin, to a set of points in the plain
where
The line fitting problem in the geometric distance sense minimize dist(D, B) over all lines B passing through 0 (LF)
is equivalent to the problem of finding the nearest in the Frobenius norm · F sense rank-1 matrix D to the matrix of the point coordinates
where q = 2 and r = 1. Note 1. (Generalization and links to other methods). For general r < q < N, (LRA) corresponds to fitting an r-dimensional subspace to N points in a q-dimensional space. This problem is closely related to the principal component analysis and total least squares problem Markovsky and Van Huffel [2007] .
The following theorem shows that all optimal solutions of (LRA) are available analytically in term of the singular value decomposition of D.
be the singular value decomposition of D and partition U, Σ =: diag(σ 1 , . . . , σ q ), and V as follows:
and V =:
Then the rank-r matrix, obtained from the truncated singular value decomposition
The minimizer D * is unique if and only if σ r+1 = σ r . Let D * be an optimal solution of (LRA) and let B * be the optimal fitting model
The rank constraint in the matrix approximation problem (LRA) corresponds to the constraint in the line fitting problem (LF) that the model B is a line passing through the origin (subspace of dimension one)
We use the dimension of the model is a measure for its complexity and define the map
implemented by the function lra.
Let D * denotes the nuclear norm of D, i.e., the sum of the singular values of D. Applying the nuclear norm heuristic to (LRA), we obtain the following convex relaxation
The parameter e in (NNA) is a user supplied upper bounds on the approximation error D − D F .
Let D be the solution of (NNA). Problem (NNA) defines the map D
The approximation nna e (D) may have rank more than r, in which case (NNA) fails to identify a valid model B.
Note, however, that nna e (D) → 0 as e → ∞, so that for "sufficiently large" values of e, nna e (D) is rank deficient (and the rank can be reduced to 0). In data modeling, the aim is to identify a model in a desired model class of bounded complexity (dimension of the model). Therefore, we are interested to characterize the set of values for the parameter e in (NNA), for which the rank constraint on nna e (D) holds:
e := { e | rank nna e (D) ≤ r }.
(e) We hypothesise that e is an interval e = [e * nna , ∞).
(H) The smallest value of the approximation error D − nna e (D) F , for which rank(nna e (D)) ≤ r (i.e., for which a valid model exists) characterizes the effectiveness of the nuclear norm heuristic. We define nna r := nna e *
nna
, where e * nna := min e { e | e ∈ e }.
A bisection algorithm for computing the limit of performance e * nna of the nuclear norm heuristic is given in Appendix A.
Another way to quantify the effectiveness of the nuclear norm heuristic is to compute the distance of the approximation nna e (D) to the manifold of rank-r matrices ε(e) = dist r nna e (D)
The function e → ε presents a complexity vs accuracy tradeoff in using the nuclear norm heuristic. The optimal rankr approximation corresponds in the (ε, e) space to the point (0, e * lra ), where
The best model nna r (D) identifiable by the nuclear norm heuristic corresponds to the point (0, e * nna ).
The loss of optimality incurred by the heuristic is quantified by the difference ∆e nna = e * nna − e * lra .
The following code defines a simulation example and plots the e → ε function over the interval [e * lra , 1.75e Next, we compare the loss of optimality of the nuclear norm heuristic with those of two other heuristics: line fitting by minimization of the sum of squared vertical and horizontal distances from the data points to the fitting line, i.e., the classical method of solving an overdetermined linear system of equations in the least squares sense. The results are e * ls1 = 0.4546 and e * ls2 = 0.4531 which are both slightly better than the nuclear norm heuristic.
Exponential fitting
The problem considered in this section is fitting a time series 
. , y(T ) is an exponential function is equivalent to the constraint that the Hankel matrix
where 1 < L < T − 1 has rank less than or equal to 1. Therefore, the exponential fitting problem (EF) is equivalent to the Hankel structured rank-1 approximation problem
Problem (HLRA) has analytic solution, see [De Moor, 1994, Sec. IV.C] . Lemma 1. The optimal solution of (HLRA) is y
where z * is a root of the polynomial equation
and
The proof of the lemma and an implementation of a procedure fit_exp for global solution of (HLRA), suggested by the lemma, are given in Appendix B.
Applying the nuclear norm heuristic to problem (HLRA), we obtain the following convex relaxation minimize over y ∈ R H L ( y) * subject to y − y 2 ≤ e. define nna_exp 4a ≡ function yh = nna_exp(y, L, e) cvx_begin, cvx_quiet(true); variables yh(size(y)) minimize norm_nuc(hankel(yh(1:L), yh(L:end))) subject to norm(y -yh) <= e cvx_end As in the line fitting problem, the selection of the parameter e can be done by a bisection algorithm. As in Section 2.2, we show the complexity vs accuracy trade-off curve and quantify the loss of optimality by the difference ∆e nna = e * hlra − e * nna between the optimal approximation error e * hlra , computed using the result of Lemma 1, define dist_exp 4b ≡ dist_exp = @(y) norm(y -fit_exp(y)); and the minimal error e * nna , for which the heuristic identifies a valid model.
The following code defines a simulation example and plots the trade-off curve ε over the interval [e * hlra , 1.25e * hlra ]. Test exponential fitting 4c ≡ randn('seed', 0); z0 = 0.4; c0 = 1; T = 10; t = (1:T)'; y = c0 * (z0 .^t) + 0.1 * randn(T, 1); define dist_exp 4b , e_hlra = dist_exp(y) N = 20; Ea = linspace(e_hlra, 1.25 * e_hlra, N); L = round(T / 2); for i = 1:N Er(i) = dist_exp(nna_exp(y, L, Ea(i))); end ind = find(Er < 1e-6); es_nna = min(Ea(ind)) figure, plot (Ea, Er, 'o', 'markersize', 8) The result is shown in Figure 2 . In the example, e * nna = 0.3130, and e * hlra = 0.2734. As in the line fitting problem, we compare the loss of optimality of the nuclear norm heuristic with an alternative heuristic method-Kung's method, see Kung [1978] . Kung's method is based on results from realization theory and balanced model reduction. Its core computational step is the singular value decomposition of the Hankel matrix H L (y d ), i.e., unstructured low-rank approximation. The heuristic comes from the fact that the Hankel structure is not taken into account. For detailed about Kung's algorithm, we refer the reader to [Markovsky, 2012, Sect 3.1] . For completeness, an implementation kung of Kung's method is given in Appendix C.
The obtained results is e * kung = 0.2742, which is much better than the result obtained by the nuclear norm heuristic.
Errors-in-variables system identification
The considered errors-in-variables identification problem is a generalization of the line fitting problem (LF) to dynamic models. The fitting criterion is the geometric distance (dist) and the model B is a single-input single-output linear time invariant system of order n. Let
be the given trajectory of the system. The identification problem is defined as follows: given w d and n, minimize dist(w d , B) subject to w is traj. of LTI system of order n. (SYSID)
The problem is equivalent to the following block-Hankel structured low-rank approximation problem minimize over w w d − w 2 subject to rank
This is a nonconvex optimization problem, for which there are no efficient solution methods. Using the nuclear norm heuristic, we obtain the following convex relaxation minimize over w
variables wh(size(w)) minimize norm_nuc(blk_hank(wh, L)) subject to norm(w -wh, 'fro') <= e cvx_end A lower bound to the distance from w to a trajectory of a linear time-invariant system of order n, is given by the unstructured low rank approximation of the block Hankel matrix.
The following code defines a test example. The approximation error achieved by the n4sid alternative heuristic method is e n4sid = 0.3019. In this example, the subspace method produces a significantly better model than the nuclear norm heuristic.
CONCLUSIONS
The examples considered in the paper-line fitting in the geometric distance sense, optimal exponential fitting, and system identification-suggest that alternative heuristicsordinary least squares, Kung's, and N4SID methods-are more effective in solving the original nonconvex optimization problems than the nuclear norm heuristic. Further study will focus in understanding the cause of the inferior performance of the nuclear norm heuristic and finding ways for improving it.
