Introduction
Linear programming (LP) is a useful tool for discriminating analysis of a problem given appropriate groups (e.g., Good and Bad) [1] . Furthermore, unlike support vector machine (SVM) [2] , [3] , [4] , [5] , [6] , [7] multiplecriteria linear programming (MCLP) has improved the result by minimizing the sum external deviations and maximizing the sum of the internal deviations simultaneously [8] , [9] , [10] . Mostly, the cutoff of MCLP is fixed to be a given number (e.g., 1), while this will cause some other problems. For instance, it cannot involve those possible cases that can achieve the ideal cutoff score to be zero. Formally, this means that the solutions obtained by linear programming are not invariant under linear transformations of the data [11] , [12] . Particularly, it is not invariant under vector addition. Moreover, if the classes of the samples exchange, i.e. Good and Bad classes swap to each other, the solutions are different, which doesn't make sense [13] .
Noticing these problems, some researchers made many efforts on this topic. Consequently, a new model based on multiple-criteria and multiple-constraint levels linear programming (MC2LP) was posed [12] , [14] . However, these methods were domain-driven, which meant they needed some domain knowledge to help finding the best cutoff. As a result, a new model which can solve the problems automatically is needed. That is to say, it can solve the problems that no domain knowledge is prepared. In particular, it solves classification twice. The maximal external deviation is found for the first time, while MC2LP is exploited to search for the optimal hyperplane based on minimizing two types of error for the second time [13] .
Besides, we also hope the new model have some other properties, that is, playing a key role in error correction. Nowadays, by virtue of many optimization based classification algorithms, the transactions data collected by the bank can be analyzed in many ways. For instance, the profit of the new accounts can be predicted, that is, which accounts are easy to bankrupt and which ones have good credit. However, for many real-life problems, the accounts cannot be separated perfectly by the hyperplane in spite of using some kernel techniques [15] . Thus, how to decrease the number of misclassified samples becomes a big issue. Moreover, in some applications, misclassifications have unequal importance. For example, in credit card account classification, it is essential to classify credit card customers precisely in order to provide effective services while avoiding losses due to bankruptcy from users' debt. Actually, even 0.01 percent increase in early detection of bad accounts can save millions, while losing of a good account does not influence much [11] , [12] . In this paper, we also provide another MC2LP based model to the purpose of errors correction. In this model, we fix the cutoff to be 1 whereas we also add two more hyperplanes to detect the misclassification points carefully. Accordingly, a subtle discussion is involved about the relationship between two types of error and the deviations. In fact, in the statistics theory, two types of error influence on each other oppositely. In other words, decreasing of Type I error will cause the increasing of Type II, and vice versa. Hence, we obtain two different models by focusing on different types of error respectively. Next, some more elaborate introductions are demonstrated in the coming sections.
Multiple-criteria and multiple-constraint levels linear programming for classification
According to some analysis, a non-fixed b is very important to a classification problem [13] . At the same time, for the simplicity and existence of the solution, b should be fixed in some interval. As a result, for different data, . We keep the multiple criteria the same as the ones in original MCLP, that is, MMD and MSD. And then, the following model is posed [12] :
Based on the technical of Multiple-criteria and multiple-constraint levels linear programming (MC2LP), we can test each trade-off between the multiple-criteria and multiple-constraint as follows:
Here, the parameters of λ × γ are fixed for each programming problem. Moreover, the advantage of MC2LP is that it can find the potential solution for all possible trade-offs in the parameter space systematically [16] [17] , where the parameter space is
Of course, in this model, choosing a suitable cutoff pair for the goal problem is a key issue and needs domain knowledge. Consequently, a non-parameter choosing MC2LP method should be posed.
A new two alterable cutoffs model based on MC2LP

The definition of dual-hyperplane MC2LP model
As it is discussed in another paper, the former MC2LP is sensitive to the choice of cutoff, and the changeable multiple-constraint levels are not effectively used [13] . Therefore, we want to modify this model and pose a new MC2LP based model, which is flexible and effectual. Actually, the key issue of the problem involved is how to choose the interval of cutoff. That is to say, even though the former MC2LP model has a changeable cutoff, it still test the trade-offs in a fix interval. As a result, the deviations are measured according to one certain hyperplane. To overcome this shortcoming, a dual-hyperplane model is advanced. In this new model, avoiding measuring the deviations according to one fixed hyperplane, two parallel hyperplanes are constructed, instead of a single one in the former MC2LP. The idea is to combine the former MC2LP with two different intervals together, and measure the deviations according to the trade-offs in two intervals respectively. Assuming that two intervals have no intersection and γ = (γ 1 , γ 2 ) is the trade-off vector, the new MC2LP model can be promoted as follows:
A former MC2LP model with interval of [b 
l , we combine the above two models together as follows: 
The following figure is a sketch of dual-hyperplane MC2LP model: 
Here Y is a diagonal matrix with the label vector in the diagonal and e is an l × 1 matrix whose elements are all 1. Then, combining the deviation variables as a vector, we have:
At last, the model can be represented as follows:
Discussion of the dual-hyperplane model
There are some direct viewing properties of the new model. For instance, suppose that all the misclassified points are projected into the grey zone [18] . Then, as it is shown in Figure 1 
Proof. The model is equal to the following system:
To the contrary, for a certain solution (X,α γ 2 ) is fixed, we can decrease the value of objective function by decreasing α l and β l at the same degree, because the objective function is a strict monotonically increasing function with respect to α l . This contradicts the fact that shown above.
Unacceptable solution
Unacceptable solution means the solution with X = 0. In this case, the result is unreasonable and unacceptable. In other words, it is trivial. As a result, in this section, we will see that when we keep λ 1 > λ 2 , our dual-hyperplane model will not yield an unacceptable solution if some condition can be satisfied.
According to Lemma 2, when λ 1 > λ 2 , any solution of dual-hyperplane model satisfies (
The next theorem shows that: in which situation, our dual-hyperplane model will not yield an unacceptable solution. As a result, we have YAX > 0, which makes the value of objective function decrease. 
means: the sum of the inner products between one point and all the samples in the same group is bigger than the sum of that between the point and all the samples in the alternative group. Using Model I and choosing parameters as α max = 1, λ = (4, 1) and γ = (0.5, 0.5), we obtain the solution X = (−0.292, 0.961) and α l , α r , β l and β r . Next, we calculate (
Various forms of dual-hyperplane model
−11 and (α r ) T · β r = 1.301 × 10 −10 , which means that Lemma 2 holds. Furthermore, the following figure is a comparison between Model I and II. In this experiment, α max = 2. By choosing appropriate γ, we can make the pair of hyperplane be fixed to be AX = −0.3, AX = 1 for Model I and AX = 1, AX = 2.3 for Model II. At the same time, λ = (4, 1) is applied. In addition to this, the original MCLP model is also applied by choosing parameter λ = (4, 1). As we can see, Model I can help correcting some Type I errors, at the same time, Model II can correct some Type II errors, which are all misclassification in the original MCLP model. The result shows the capability of the new dual-hyperplane model in error correcting. However, some points, which are correctly classified in the original MCLP model, are misclassified in dual-hyperplane models. One important reason is the models, original MCLP and new dual-hyperplane MC2LP, are not based on minimizing the number of misclassification points. Instead of that, the models optimize the sum of deviations. As a result, a more profound discussion should be studied in the following work.
Conclusion
This paper poses a brand new model for classification, which is based on MC2LP method. The characteristic of the new model is that it is equipped a pair of parallel hyperplanes, thus it is called dual-hyperplane MC2LP model. Some theoretical analysis on the new model has been discussed, such as the complementarity between the interior and exterior deviations, condition of avoiding unacceptable solutions and so on. The experiment part validates the dual-hyperplane model's effectiveness. Especially, it can correct two types of error in some degree. As a result, taking advantage of MC2LP, the new model manifests the capability in error correcting. 
