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We calculate the out-of-time-ordered correlation function (OTOC) of a single impurity qubit
coupled to fully a connected many-particle system such as a bosonic Josephson junction or spins
with long-range interactions. In these systems the qubit OTOC can be used to detect both ground
state and excited state quantum phase transitions (QPTs), making it a robust order parameter
that is considerably more sensitive than the standard one-body correlation function. Finite size
scaling exponents for an N body system can also be accurately extracted from the long-time OTOC
dynamics, however, for short times there is a discrepancy due to the fact that the qubit has not had
enough time to couple to the larger system. Our results show that the OTOC of even the smallest
probe is enough to diagnose a QPT in fully connected models but, like a continuous measurement,
can still cause a backaction effect which leads to weakly chaotic dynamics and gradual information
scrambling.
I. INTRODUCTION
Experimental progress in recent decades has led to the
realization of highly isolated quantum systems which can
evolve unitarily over time scales which are long compared
to a single natural cycle of the system [1–3]. This has al-
lowed the observation of many-particle quantum dynam-
ical phenomena such as far from equilibrium universal
dynamics [4], discrete time crystals [5, 6], and ultracold
atom analogues of Sakharov oscillations [7] and black
holes [8]. It has recently become clear that a particu-
larly useful tool in the study of the dynamics of many-
particle quantum systems is a four-point correlation func-
tion known as the out-of-time-ordered correlation func-
tion (OTOC). Theoretical work has shown OTOCs to
be excellent measures of information scrambling [9–12]
in chaotic systems [13–25] where the scrambling rate
can be related to the Lyapunov exponent. It has also
been pointed out that OTOCs are capable of identifying
many-body localization [26–29] and entanglement growth
[30, 31].
Yet another application of OTOCs is through their
long-time averages which act as sensitive order param-
eters that are able to diagnose quantum phase transi-
tions (QPTs). It is this latter feature which is the main
focus of this paper; prior work has shown how informa-
tion about QPTs can be extracted from OTOCs calcu-
lated for the transverse field Ising model (TFIM) and
the Lipkin-Meshkov-Glick model (LMG) [32] and also
the Dicke model [33]. Our main innovation here is to
consider the OTOC for a single subunit of the total sys-
tem, i.e. a single “impurity” qubit, which is picked out
and addressed. We find that the OTOC of even a single
such qubit contains the necessary information to identify
a QPT in the larger system.
The general form of an OTOC is
F (t) = 〈Bˆ(t)†Aˆ(0)†Bˆ(t)Aˆ(0)〉 (1)
where Bˆ(t) = eiHˆtBˆ(0)e−iHˆt and the expectation value
〈...〉 is typically performed using a pure state or a ther-
mal average. We shall only be concerned with the former
case in this paper. The operators are chosen such that
they initially commute, [Bˆ(0), Aˆ(0)] = 0. Some intuition
can be gained about Eq. (1) by considering it to be the
overlap between two states, F (t) = 〈ψ2(t)|ψ1(t)〉, where
|ψ1(t)〉 = Bˆ(t)Aˆ(0)|ψ〉 and |ψ2(t)〉 = Aˆ(0)Bˆ(t)|ψ〉. When
this overlap decays exponentially the situation becomes
reminiscent of classical chaos where there is an expo-
nential separation of two classical trajectories in phase
space due to a small initial difference. Recent studies on
OTOCs have been able to identify Lyapunov exponents
and address the connection between information scram-
bling in quantum systems and black hole physics [34, 35].
In the OTOC the perturbation is the non-commutativity
of Aˆ(0) and Bˆ(t) for t > 0. This can be shown explicitly
when Aˆ and Bˆ are both Hermitian and unitary; the real
part of the OTOC function then takes the form
Re[F (t)] = 1− C(t)/2 (2)
where C(t) = −〈[Aˆ(0), Bˆ(t)]2〉 is the out-of-time-ordered
commutator.
If OTOCs are to be a truly useful concept they should
be experimentally accessible, and, indeed, OTOCs have
been successfully measured in various systems [36–40].
However, challenges remain because of the many pro-
cesses implied by Eq. (1). The preparation of state |ψ1〉
requires the following four steps: (1) application of oper-
ator Aˆ, (2) forward time propagation, (3) application of
operator Bˆ, (4) backward time propagation. The prepa-
ration of state |ψ2〉 requires the same number of steps.
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2To simplify matters, proposals have been put forward for
obtaining OTOCs through measurements on simple an-
cillary systems such as harmonic oscillators [41] or qubits
[10]. In the latter case this results in the entangled state
of the form (|ψ1(t)〉|+〉Q + |ψ2(t)〉|−〉Q) /2, so that the
OTOC can be obtained through measurements of the x-
component of the qubit’s spin, Re [F (t)] = 〈σˆx〉. Al-
though, this method has the benefit of producing no
backaction from the qubit onto the system, it requires
a five step gate sequence to create the above entangled
state. We show that when the qubit is not ancillary, but
instead coupled to the system via contact interactions the
OTOCs can be obtained from measurements of the qubit
without a gate sequence. Our method results in backac-
tion from the qubit, however, we find that it does not
diminish the qubit’s ability to act as a probe of the QPT
in the many-particle system. Furthermore, the backac-
tion from the qubit is interesting in itself because it has
been shown that it is a source of classical chaos in our
system [42]. As the exponential decay of Eq. (1) resem-
bles the separation of trajectories in a classically chaotic
system, we take this opportunity to use the OTOCs to
measure the amount of chaos the qubit introduces to the
system. We show that when a proper state is chosen Eq.
(1) simplifies considerably opening up the possibility of
additional ways to experimentally observe how chaos is
introduced into many-body systems.
The quantum many-particle systems we have in mind
in this paper are trapped cold atom or ion setups.
Trapped ions are intrinsically amenable to the realiza-
tion of single particle probes because the typical sepa-
ration between ions is large enough that they can eas-
ily be resolved optically. This allows for individual ion
addressing and read out such that the spin state of an
ion can be determined with an error of less than 10−3
[43] (quantum state tomography, which goes beyond a
simple projective measurement, is also a well developed
technique in ions [44].) Neutral atomic gases tend to be
denser and hence individual addressing is more challeng-
ing, but nevertheless single atom microscopes have been
developed which, for example, have been used to probe
the superfluid-to-Mott insulator QPT in an optical lat-
tice [45, 46]. There have also been experiments involv-
ing single ions immersed in 87Rb Bose-Einstein conden-
sates (BECs) demonstrating that the ion can both be
controlled independently of the BEC [47] and act as a
probe of the BEC’s density profile [48]. The ultracold
regime where the ion-atom collisions are in the s-wave
channel is now being approached [49]. Single neutral
impurity atoms of 133Cs have also been successfully im-
mersed in 87Rb BECs to track three-body collisions [50],
spin exchange between the BEC and impurity [51], and
also monitor interaction times [52]. Furthermore, propos-
als involving qubit probes have been put forward showing
that the dynamics of a qubit coupled to a single site of a
2D lattice can encode information about the local exci-
tation spectrum [53] and the dephasing of a qubit in an
ultracold atomic gas can encode information about the
density and spatial variance of the gas [54].
II. MODEL
Our model consists of N identical two-level interacting
bosons coupled to a single impurity qubit. We can write
the total Hamiltonian as
Hˆ = HˆB + HˆQ + HˆI (3)
where HˆB , HˆQ and HˆI are the N boson, qubit, and in-
teraction Hamiltonians, respectively, and are given by
HˆB = USˆ
2
z − 2JSˆx
HˆQ = −NJaσˆx
HˆI = WSˆzσˆz . (4)
The collective spin operators are defined as sums of indi-
vidual Pauli operators for the bosons, Sˆα = 1/2
∑N
i σˆ
i
α,
where α ∈ {x, y, z} (units of ~ = 1). The qubit operators
are also Pauli matrices, however, to distinguish them the
superscript label has been removed. The parameters in
the system are defined in the following way: U is the
boson-boson interaction energy, J is the boson transition
energy, Ja is the qubit transition energy, and W is the
boson-qubit interaction energy. The introduction of N
in the qubit term is known as the Kac prescription [55]
and is applied in order for Hˆ to scale appropriately in
the thermodynamic limit, N →∞.
This collective spin model can be used to describe an
ensemble of N trapped ions each of which has two rele-
vant internal states (the two spin states) and which have
all-to-all interactions. Tunable long-range interactions
between ions have been demonstrated in traps contain-
ing up to hundreds of ions where interactions are medi-
ated by phonons and controlled by lasers [56–61]. The
inter-ion interaction potential in these systems has the
form 1/|r− r′| where  can be as small as 0.02 [61], thus
making the interaction largely independent of position
(the mapping of such systems to our Hamiltonian can be
found in reference [62]). Equally, the same collective spin
model can be realized using scalar bosonic atoms trapped
in a double well potential [63–65] such that we realize the
two-mode Bose-Hubbard model in which case the spin la-
bels refer to the left or right well, or by spinor bosonic
atoms trapped in the same mode of a single well [66]. In
all three cases the impurity could correspond to one of
the atoms/ions that is distinguishable in some way, e.g.
by being a different species, or by being in a different set
of internal states. The model is trivially extendable to
the case of M impurities providing they only significantly
interact with the bosons and not each other, e.g. a low
density of impurities.
For the sake of developing intuition, let us consider
a bosonic Josephson junction which consists of ultra-
cold scalar bosons inhabiting a double well potential; the
height of the barrier determines J . The impurity inhab-
its a double well which overlaps with that of the bosons
3although Ja can in general be different. When the magni-
tude of W exceeds a certain critical value, Wc, the system
undergoes a QPT which spontaneously breaks the sym-
metry of the Hamiltonian. If W is positive (signifying
repulsive boson-impurity interactions) the bosons clump
in one well and expel the impurity to the other [67]. If
W is negative (signifying attractive boson-impurity inter-
actions) the bosons and impurity choose the same well.
As shown in references [68] and [69], this QPT is a Z2
symmetry-breaking transition similar to the QPT in the
celebrated Dicke model and in fact falls into the same
universality class.
We recall that the Dicke model describes N two-level
atoms collectively coupled to a single mode of the elec-
tromagnetic field represented by a harmonic oscillator;
for small values of the atom-field coupling the ground
state of the whole system has the harmonic oscillator in
its ground state (paramagnetic/normal state) but above
a critical value there is a transition to a superradiant
(ferromagnetic/symmetry broken) state where the field
spontaneously becomes excited [70–76]. Recent realiza-
tions of this transition include both an actual superradi-
ant transition in an optical cavity filled with an atomic
BEC pumped from the side by a laser [77], and simula-
tions in trapped ion systems [78]. In our case, the two
levels of the impurity simulate the first two levels of the
harmonic oscillator and, remarkably, this is enough to
capture the critical properties of the Dicke model which
are determined by the regime where the electromagnetic
field is barely excited [69]. Another similarity between
the Dicke model and the boson-impurity model is that
both display regular dynamics in the normal phase and
chaotic dynamics in the symmetry broken phase [68, 79].
We note in this context that there are regimes where the
boson-impurity model can be mapped onto the double-
pendulum Hamiltonian which is a prototypical chaotic
system [42].
In fact, even without the impurity the bosons can break
the Z2 symmetry of HˆB if the self-interaction U is made
attractive (negative) enough such that they bunch into a
single well [80]. The dimensionless parameter controlling
the transition is the ratio of the self-interaction energy
to the boson hopping energy
Λ ≡ UN
2J
, (5)
and the quantum critical point is Λc = −1. To under-
stand what the order parameter should be for this transi-
tion it is useful to again turn to the double well model and
use the Schwinger representation [81] to re-express the
spin operators in terms of bosonic annihilation/creation
operators for the left bˆl/bˆ
†
l and right bˆr/bˆ
†
r wells or modes
Sˆz = (bˆ
†
l bˆl − bˆ†r bˆr)/2 (6)
Sˆx = (bˆ
†
r bˆl + bˆ
†
l bˆr)/2 . (7)
Exactly analogous expressions can be written down for
the impurity. Clearly, Sˆz is the operator corresponding
to half the difference in the number of bosons between
the left and right modes. It has eigenvalues lying in the
range ±N/2 and its eigenvectors form a complete basis
for describing the bosonic many particle wave function.
Sˆx is the hopping operator which also gives the coherence
between the two modes [82]. It has the same eigenvalues
as Sˆz and its eigenvectors form an alternative complete
basis. Consider first the probability distribution for the
quantum mechanical ground state in the Sˆz basis: this is
always symmetric about zero so that if Sˆz is measured it
will randomly give a positive or negative value with equal
probability so that when averaged over many experimen-
tal runs we find 〈Sˆz〉 = 0. The only difference below and
above the transition is that the probability distribution
below has a single peak centred at zero and above devel-
ops two peaks symmetrically distributed about zero so
that as U is made more and more negative it becomes a
Schro¨dinger cat state [42]. Therefore the single particle
correlator 〈Sˆz〉 is insensitive to the transition and is not
a good order parameter.
Now consider the situation in the Sˆx basis. Introduc-
ing the symmetric bˆs = (bˆl + bˆr)/
√
2 and antisymmetric
bˆa = (bˆl− bˆr)/
√
2 combinations of the left and right mode
operators, Sˆx can be alternatively written as
Sˆx = (bˆ
†
sbˆs − bˆ†abˆa)/2 . (8)
Thus, Sˆx gives half the difference in number between the
symmetric and antisymmetric modes. However, unlike
Sˆz, the probability distribution for the ground state wave
function in the Sˆx basis is not symmetric about zero: if
U = 0 all the bosons occupy the lower energy symmetric
mode and 〈Sˆx〉 = −N/2. Finite values of U excite par-
ticles into the antisymmetric mode and as |U | → ∞ the
two modes become equally occupied so that 〈Sˆx〉 = 0.
In the thermodynamic limit N → ∞ the QPT becomes
sharp such that 〈Sˆx〉 = 0 for Λ > Λc (normal phase)
and takes finite values for Λ < Λc (Z2 symmetry bro-
ken phase) [68, 69, 80]. Therefore 〈Sˆx〉 is a good order
parameter for this transition.
Importantly, the introduction of the two qubit related
terms does not break the symmetry of HˆB , but instead
shifts the quantum critical point, giving [42]
Λc =
W 2
4Ja
− 1 . (9)
From this point forward, energies (Ja, W , etc.) will be
given in units of the boson tunneling parameter, J . Apart
from the Dicke model, this QPT is also in the same uni-
versality class as that of the closely related LMG model
[83, 84] and the infinite range transverse field Ising model
[62], where in the latter case it corresponds to a transition
between paramagnetic and ferromagnetic phases.
4FIG. 1. The time dependence of the qubit OTOC on either
side of the QPT: (a) the normal phase and (b) the symmetry
broken phase. Each image shows Re[F (t)] (blue) and Im[F (t)]
(red). The imaginary component of the OTOC function os-
cillates around zero in both phases, but the real part oscil-
lates around unity in the normal phase and less than unity
in the symmetry broken phase. The parameters used are
Ja = W = 1.0 (in units of J) and N = 50 giving Λc = −3/4.
III. USING A QUBIT TO SENSE A QPT
In this paper, we use the OTOC of the qubit as a probe
of the QPT in Hˆ. Unless specified otherwise, we choose
the operators in Eq. (1) to be: Aˆ = Bˆ = σˆx, and 〈...〉
is the expectation value with respect to the ground state
of Hˆ, |ψ0〉. In Ref. [32] it was shown that the long-time
average of Eq. (1),
F = lim
T→∞
1
T
∫ T
0
dt F (t), (10)
can be used to identify QPTs and this is the case here.
In Fig. 1 (a) and (b) we show samples of the dynamics
of Re[F (t)] (blue) and Im[F (t)] (red) in the normal and
symmetry broken phases, respectively. The imaginary
part of the OTOC oscillates around zero in both phases,
and is thus insensitive to the QPT. The real part, how-
ever, is sensitive to the QPT and oscillates around unity
in the normal phase and less than unity in the symmetry
broken phase. For this reason, henceforth F will refer to
Re[F ].
Figure 2(a) shows that F of the qubit does a good
job at diagnosing the QPT where a steep decrease is
seen around λ = 0 where λ ≡ (Λ − Λc)/|Λc| is the re-
duced driving parameter. The steepness of the curves in-
creases with system size, creating a kink at λ = 0 in the
thermodynamic limit. The asymptotic behaviour of all
three curves is the same, however, and can be explained
by taking the limits Λ → ±∞ in Eq. (3). In the limit
Λ → +∞, 〈Sˆz〉 = 0, so the effective Hamiltonian in the
normal phase becomes Hˆ = −NJaσˆx. Since [Hˆ, σˆx] = 0
in this phase the OTOC is time independent and takes
the value F = 〈(σˆx)4〉 = 1. In the opposite limit of
Λ→ −∞, 〈Sˆz〉 = ±N/2, so the effective Hamiltonian in
the symmetry broken phase is Hˆ = N (−Jaσˆx ±Wσˆz)
resulting in an analytic, but cumbersome expression for
F (t). However, F has the simple expression
Fλ→−∞ = lim
λ→−∞
F =
8Ja2
(
2Ja2 −W 2)
(4Ja2 +W 2)
2 . (11)
In Fig. 2(b) we compare Eq. (11) (black curve) as a
function of W against numerical results (red circles) for
Ja = 1, Λ = −500, and N = 200 and find excellent agree-
ment. The most notable feature in the image is that F
can be negative which is a departure from the case where
the qubit is absent and one of the collective boson oper-
ators is used in Eq. (1) as Aˆ and Bˆ instead. We find that
in the limit Λ → −∞, F reaches a minimum of -1/3 at
Wmin = 2
√
2Ja. Thus, if the location of the critical point
is unknown, then when W is properly tuned to be near
Wmin one only needs to know that F has changed sign
to locate the critical region rather than its exact value,
making locating the QPT easier.
In fact, the QPT can be located for almost all values of
Λ and W using F , or in this case C/2 = 1−F , as shown
in Fig. 2(c). We find that the dark (normal) and bright
(symmetry broken) phases found from C agree well with
Λc as given by Eq. (9) and plotted as the white dashed
curve. The dark strip along the W = 0 axis does not
mean there is no QPT at Λc = −1. Instead it means
that the qubit fails to detect it because it is no longer
coupled to the N bosons.
In strongly chaotic systems it is expected that F (t →
∞) = 0 or C(t → ∞)/2 = 1 [13] because the system
equilibrates to a point where there are no more correla-
tions between operators due to information scrambling.
This reasoning allowed the authors of Ref. [85] to iden-
tify regions of chaos in the anisotropic Dicke model in
a plot similar to Fig. 2(c). In our case, the backaction
of the impurity qubit on the N bosons causes the mean-
field (classical) version of Hˆ to produce chaotic dynamics
in the symmetry broken phase [68], therefore we should
also expect F (t→∞) = 0 and C(t→∞)/2 = 1 in that
phase. However, looking at Fig. 1(b) we don’t see signs
of the expected equilibration around zero in the symme-
try broken phase. In the next section we will delve into
why this is the case and when we should expect to get
the chaotic result for the OTOC.
IV. EFFECTS OF BACKACTION
To gain some insight into how the qubit can be involved
in equilibration, we follow [86] and use the eigenstates of
Hˆ to form the completeness relation
∑
γ |ψγ〉〈ψγ | = 1.
Inserting this into Eq. (1) the OTOC takes the general
form
F (t) =
∑
α,γ,γ′,β
c∗αbβe
−i(Eβ−Eα+Eγ−Eγ′)tB†αγA
†
γγ′Bγ′β .
(12)
Here 〈ψα|Bˆ|ψγ〉 = Bαγ , 〈ψα|ψ(0)〉 = cα, 〈ψβ |Aˆ|ψ(0)〉 =
bβ , and |ψ(0)〉 is the general state used in Eq. (1), where
5FIG. 2. The long-time average of the qubit OTOC, F , is displayed as a function of λ = (Λ−Λc)/|Λc| and W . In (a) F is plotted
as a function of λ for different system sizes: N = 20 (blue, dotted), N = 50 (green, dot-dashed) and N = 200 (red, solid). F
is shown to be close to unity for λ > 0 (normal phase) and decreases at the critical point asymptotically approaching some
value (dashed horizontal black line) as λ→ −∞ (symmetry broken phase). In (b) we plot this asymptotic value as a function
of W for N = 200. The black curve is the theoretical value given in Eq. (11) and the red dots are determined numerically
showing excellent agreement. Inset: F as a function of λ for W = Wmin = 2
√
2Ja (Λc = 1) showing that F can be negative
in the symmetry broken phase. In (c) we construct a phase diagram given by a density plot of half of the out-of-time-ordered
commutator C(t)/2 = 1 − Re[F ] versus Λ and W . The white dashed curve is the critical line given by Eq. (9). In all images
Ja = 1.
in our case we put |ψ(0)〉 = |ψ0〉, so that cα = δ0α and
bβ = Aβ0. Keeping in mind that Bˆ = Aˆ = σˆx, Eq. (12)
simplifies to
F (t) =
∑
γ,γ′,β
ei(Eβ−E0+Eγ−Eγ′)tσ0γσγγ′σγ′βσβ0 (13)
where 〈ψα|σˆx|ψγ〉 = σαγ and we have removed the x
label for convenience. In Eq. (13), it becomes clear
that in order for F (t) to equilibrate, σˆx must couple
many energy eigenstates together, so there will be many
phase factors contributing to the dynamics resulting in
phase decoherence. In the normal phase the ground state
is approximately a product state of the form |ψ0〉 ≈
|ψ0〉B ⊗ (|+〉Q + |−〉Q) /
√
2, so it is approximately an
eigenstate of σˆx with eigenvalue +1. Therefore, in the
normal phase σ00 ∼ O(1) and for all other matrix el-
ements σγγ′  1. This is exactly what we see in Fig.
1(a) where F (t) is very close to unity at all times and
the oscillations are due to the finite size of the system.
In the symmetry broken phase it is expected that fluc-
tuations between matrix elements of σˆx will be large,
so many states get coupled together. For this reason,
there will be many small contributions to F (t) leading
to F (t → ∞) = 0. However, this is not what we see in
Fig. 1(b) where F (t) has large fluctuations over the time
interval shown [we have checked for times O(105) longer
and still find no equilibration for the parameter values in
Fig. 1]. We expect that although σˆx does couple more
eigenstates together in the symmetry broken phase, due
to the small values of W used thus far, the qubit does
not have a large effect on the N boson system. There-
fore, as W increases σˆx should couple more eigenstates
together and F (t) will reach a quasi-equilibrium state at
long times. We say quasi-equilibrium because there will
still be revivals, however, their spacing in time should
increase as the number of states contributing to F (t) in-
creases.
To help quantify the increased eigenstate coupling due
to both the QPT and increased W we use the participa-
tion ratio (PR). This determines how spread a reference
state is in a particular basis and is defined as
PR =
(∑
n
|〈n|a〉|4
)−1
, (14)
where |a〉 is the reference state and {|n〉} is the set of
basis states belonging to the Hilbert space of interest.
The inverse of the PR has been shown to be related to
OTOCs following a quench when the operators in Eq.
(1) are the projection operators of the eigenstates of the
prequench Hamiltonian [87], so it is a relevant quantity
to investigate here. The minimum value the PR can take
is unity when the reference state is entirely localized in
the Hilbert space |a〉 = |n′〉. When the reference state
is spread equally throughout the Hilbert space, |a〉 =
(1/
√N )∑n′ |n′〉, the PR reaches its maximum value ofN where N is the size of the Hilbert space. In our case,
the reference state is σˆx|ψ0〉 (|ψ0〉 is the ground state
of Hˆ) and the basis of interest is formed by the energy
eigenstates of Hˆ, so
PR =
(∑
n
|〈ψn|σˆx|ψ0〉|4
)−1
. (15)
In the normal phase |ψ0〉 is almost an eigenstate of σˆx
for large enough N , so PR ≈ 1. In the symmetry broken
phase σˆx|ψ0〉 is spread over many energy eigenstates, so
the PR should increase. In Fig. 3(a) we plot the PR as a
function of λ for different values of W and we observe the
expected behaviour: a drastic increase in the PR toward
6FIG. 3. The participation ratio (PR), the long-time average of the OTOC variance (∆F )2, and the equilibration of F (t) are
shown for different values of λ and W . Image (a) shows Eq. (15) as a function of λ for different values of W . The curves
are nonmonotonic and reach a maximum at different values of λ for each value of W which we denote as PRMax. Image (b)
has PRMax (red circles) as a function of W plotted alongside (∆F )2 (blue diamonds). The peak values of PRMax coincide
with a drop in (∆F )2 confirming the idea that the more energy eigenstates there are contributing to F (t), the smaller the
temporal fluctuations will be. Image (c) has F (t) for W = 7 (green) and W = 50 (purple) showing the dynamics get closer to
a quasiequilibrium state at long times for values of W and λ where PRMax is a maximum. For all of the images N = 1000 and
Ja = 1.
the symmetry broken phase. Although the PR curves
are complicated functions of λ, for each value of W we
are most interested in the value of λ where the PR is a
maximum because we expect F (t) to be closest to equi-
librium at long times there. We denote these maximum
values as PRMax and plot them as a function of W in
Fig. 3(b) alongside the long-time average of the variance
of the OTOC, (∆F )2 = limT→∞ 1/T
∫ T
0
dt
(
F − F (t))2.
We find that the peak in PRMax coincides almost per-
fectly with a drop in the variance of the OTOC confirm-
ing that the more energy eigenstates participating in the
sum in Eq. (13) the closer the system is to an equilibrium
state. To emphasize this point further we plot F (t) in
Fig. 3(c) for values of W corresponding to large (W = 7)
and small (W = 50) PRMax which shows the temporal
fluctuations are smaller for larger PRMax.
An important feature demonstrated by Fig. 3(c) is that
F (t) is closest to equilibration, not at F = 0, but at
some value F < 0. We could increase W further to
try to obtain F (t → ∞) = 0 as W → ∞, similar to
how F = 0 as W → ∞ in Fig. 2(b). However, this
does not work because in this limit Hˆ → HˆI = WSˆzσˆz
and |ψ0〉 → (|N/2〉|−〉+ | −N/2〉|+〉) /
√
2 which is a
Schro¨dinger cat state made up of a superposition of the
two extreme bosonic Sz states (and in each case they
are perfectly anticorrelated with the qubit which is in
the opposite spin state). This gives F (t) = cos(WNt/2)
which does indeed have an infinite time average of zero,
however, it also has the largest possible fluctuations in
time. Therefore, with regards to the OTO commuta-
tor, the best the system can do is C(t → ∞)/2 > 1
instead of the fully scrambled and fully chaotic result of
C(t → ∞)/2 = 1. We therefore conclude that the qubit
OTOC shows signs of weak chaos and exhibits weak in-
formation scrambling. This is in agreement with our pre-
vious work [68] where the level spacing statistics of Hˆ for
Λ = 0 (i.e. in the absence of boson self-interaction U = 0)
were analyzed and, although we found evidence of level
repulsion in the symmetry broken phase, the statistics
did not obey a fully-fledged Wigner-Dyson distribution
suggesting weak but not full chaos.
V. FINITE SIZE SCALING
In the thermodynamic limit we expect F to change
suddenly at the critical point: being exactly unity when
Λ > Λc and less than unity when Λ < Λc. Deter-
mining how F scales with system size helps characterize
the QPT, allowing for a more rigorous comparison with
QPTs in other systems. To this end, Fig. 4(a) shows a
Log-Log plot of 1 − F c as a function of N for different
values of W , where F c is the long time average of F (t)
at Λ = Λc. From this, we determine that for larger sys-
tem sizes, F c approaches unity. The linear dependence
indicates that 1 − F c ∼ N−b where the slopes give ex-
ponents: b ≈ 0.658 for W = 2.0, b ≈ 0.668 for W = 1.0,
and b ≈ 0.672 for W = 0.5, suggesting an exponent of
b = 2/3. This value can be understood by considering
Eq. (13), and in particular noting that at the quantum
critical point Λc (and above it) the largest contribution
to the sum is the term where β = γ = γ′ = 0 giving:
F c = (σ00)
4
. (16)
We have previously shown that for Ja = 1, in the ground
state 〈σˆx〉 has similar dependence as 2 〈Sˆx〉 /N [68, 69],
while at the critical point it has been shown that [84]
2 〈Sˆx〉 /N ∼ 1 + 1/N + axN−2/3 (17)
where ax is an N independent constant. For large N ,
1−2 〈Sˆx〉 /N therefore scales as N−2/3, and so we expect
7FIG. 4. Finite-size scaling of the OTOC. Image (a) shows
a Log-Log plot of 1 − F c versus N for different values of W
where F c is the long time average of the OTOC at Λ = Λc.
The slopes are b = 0.658 (W = 2), b = 0.668 (W = 1) and b =
0.672 (W = 0.5). Image (b) shows a Log-Log plot of the tmin
versus N for Aˆ = Bˆ = σˆx (red circles) and Aˆ = Bˆ = σˆz (blue
squares) where tmin is the time at which the first minimum of
F (t) occurs. The slopes are d = −0.995 (σˆx) and d = −1.002
(σˆz). The system size range is 50 ≤ N ≤ 1500.
1 − 〈σˆx〉 to scale in a similar fashion. Substituting this
scaling into Eq. (16), to leading order we get 1 − F c ∼
N−2/3 agreeing with the numerical results.
Recently, a finite size scaling theory of OTOCs has
been proposed in Ref. [88] where for this particular sys-
tem the scaling of the OTOC function at the critical point
is expected to take the general form,
F (t) = f(N−zt) , (18)
where z is the dynamical critical exponent and f(x) is
some function of x. The Hamiltonian used in Ref. [88]
is HˆB (no qubit) with OTOC operators Aˆ = Bˆ = Sˆz in
Eq. (1). They extracted the value z = 1/3 from their
OTOC numerically via a Log-Log plot of tmin versus N ,
where tmin is the time at which the first minimum of F (t)
occurs. In the system we consider here, we confirm that
the value of z = 1/3 persists for the OTOC operator
based on Sˆz even in the presence of the qubit probe.
However, when considering the OTOC for the qubit (via
σˆx or σˆz, for example) we encounter different behaviour.
Fig. 4(b) shows a linear dependence in Log-Log plots of
tmin versus N , and thus tmin ∼ Nd. From the slopes we
extract the exponents d = −0.995 for σˆx and d = −1.002
for σˆz, suggesting a scaling exponent of d = −1.
To explain the discrepancy between z and d we note
that if we evaluate the qubit OTOC at tmin we should
expect its early time dynamics to be dominated by the
qubit term, HˆQ, in the Hamiltonian. The factor of N in
HˆQ, which we inserted so Λc 6= 0 in the thermodynamic
limit, only makes HˆQ more dominant at early times and
it is the source of the d = −1 exponent in tmin ∼ Nd.
VI. EXCITED STATE PHASE TRANSITIONS
In this section we explore some ramifications for
OTOCs of the fact that for Λ < Λc the excited en-
ergy eigenstates can undergo similar QPTs as the ground
FIG. 5. Identifying ESPQTs using qubit OTOCs: Fn, as de-
fined in Eq. (19), plotted as a function of the energy eigenval-
ues En. Images (a) and (b) are generated using Aˆ = Bˆ = σˆx
and Aˆ = Bˆ = σˆz in Eq. (19), respectively. The black circles
and orange triangles represent even and odd parity states,
respectively, and the parameter values are W = Ja = 1,
N = 100 and Λ = −10 giving Ec = −200 and Ec = 0 depend-
ing on the spin state of the qubit which is used to evaluate
the OTOC.
state. These are called excited state quantum phase tran-
sitions (ESQPTs). An ESQPT manifests itself as a peak
(that becomes a singularity in the thermodynamic limit)
in the density of states at a critical energy Ec. To help in-
vestigate ESQPTs we define the OTOC of the nth energy
eigenstate (of energy En) as,
Fn(t) = 〈ψn| Bˆ(t)†Aˆ(0)†Bˆ(t)Aˆ(0) |ψn〉 . (19)
In Ref. [89] it was shown that for HˆB and Aˆ = Bˆ =
Sˆz/N , Fn is a good order parameter for the ESQPT
where Fn = 0 for En ≥ Ec and Fn 6= 0 for En < Ec.
The critical energy Ec is simply defined as the energy
of the ground state in the normal phase. An expression
for Ec can be found from the mean field version of Eq.
(3) giving Ec = −N (1± Ja) (in units of J) where the
± comes from the two states of the qubit (without the
qubit Ec = −N). In Fig. 5 we plot Fn as a function
of the eigenenergy En for σˆx and σˆz based OTOCs in
images (a) and (b), respectively. The parameter values
we use are N = 100, W = Ja = 1 and λ ≈ −13.3,
and these numbers give, for the two different spin states
of the qubit, the critical energies Ec = −200 and Ec =
0. Both Fig. 5(a) and Fig. 5(b) show Fn is sensitive
to the critical energies and in particular, in image (b),
using σˆz qualitatively reproduces the results from Ref.
[89]. The black circles and orange triangles represent
even and odd parity states, respectively, and are used to
show in the symmetry broken phase all energy eigenstates
are degenerate, with the degeneracy being broken at the
critical energies.
VII. EXPERIMENTAL CONSIDERATIONS
As briefly mentioned in Sec. II, one of the experimental
platforms for realizing HˆB is to use a
87Rb BEC where
the two spin states are internal states of the atoms [66].
Coupling between the two states can be driven via two-
8photon transitions and the boson-boson interactions can
be controlled through the s-wave scattering length by Fes-
hbach resonance [90]. The role of the qubit could then
be played by a neutral impurity atom with two accessible
internal states. Single neutral atom immersion in a 87Rb
BEC has been achieved with a 133Cs atom [50] where
the boson-impurity interactions can also be tuned via
Feshbach resonance [91]. If the impurity-impurity inter-
actions are naturally small or can be actively suppressed,
then multiple impurities can be used at once thereby giv-
ing a larger signal and opening up the possibility of per-
forming multiple measurements without having to reset
the system for each measurement. The suppression of
such interactions has been seen experimentally in Bose-
Fermi mixtures [92–95].
Looking at Eq. (1) it isn’t immediately clear how one
would go about measuring an OTOC in an experiment.
However, using the OTOC of the qubit rather than the
bosons does allow for some flexibility in this regard if the
initial state is chosen wisely. It turns out that the initial
product state |Ψ(0)〉 = |ψ0〉B⊗(|+〉Q + |−〉Q) /
√
2, which
is easily realized in experiments, simplifies the OTOC
function significantly and yet it is still able to properly
diagnose the QPT. In Fig. 6 we plot F (blue, solid) using
|Ψ(0)〉 where we can see it has a sudden drop at the crit-
ical point λ = 0. The coherent superposition of the two
qubit states can be generated by first preparing the qubit
in the |−〉 state, then applying a pi/2 pulse. (For large N ,
the ground state of the BEC can be approximated as a
spin coherent state of spin-N/2, |ψ0〉B = |θ0, φ0〉, which
is regularly prepared in BEC experiments: the angles
define states on the generalized Bloch sphere where θ0
is the angle with respect to the positive z-direction and
φ0 is the azimuthal angle with respect to the positive x-
direction. In the normal phase θ0 = pi/2, φ0 = 0 and in
the symmetry broken phase (θ0)± = arccos
[±√1− Λ−2]
and φ0 = 0 [66, 96].) Because the initial state |Ψ(0)〉 is
an eigenstate of σˆx the OTOC can be written as
F (t) = 〈Ψ(t)|σˆx|Ψ(t)〉 (20)
where |Ψ(t)〉 = eiHˆ+te−iHˆ−t|Ψ(0)〉 and Hˆ± = HˆB+HˆQ±
HˆI . A derivation of Eq. (20) can be found in Appendix
A. Thus, the OTOC simplifies to the expectation value
of the qubit spin. However, there remains one major ob-
stacle which plagues the experimental measurement of
all OTOCs which is the requirement of backward time
propagation, in this case from the operator Hˆ+. The
difficulty comes from the fact that in order to produce
backward time propagation the signs in front of all of the
necessary operators need to be flipped, which in our case
are the Hamiltonians HˆB and HˆQ. Luckily, the boson-
boson interactions can be made to be attractive or re-
pulsive via Feshbach resonance and the sign of the cou-
pling parameters between internal states of the bosons
and the qubit can also be flipped by putting a pi-phase
shift on the two-photon coupling source [90]. In fact, the
OTOC of a 87Rb BEC formed by a lattice in momen-
tum space has been measured experimentally [40] where
FIG. 6. A comparison of the long-time average of the OTOC
F (blue, solid) given in Eq. (20) with that of the two-point
correlation function 〈σˆx(t)σˆx〉 (black, dashed) as a function
of λ. In both cases the initial state is chosen to be |Ψ(0)〉 =
|ψ0〉B ⊗ (|+〉Q + |−〉Q) /
√
2 which is a σˆx eigenstate and not
only simplifies the calculations but also leads to a relatively
simple experimental protocol. As can be seen, the signature
of the QPT is much stronger in the OTOC than the two-point
correlation function. The parameter values are W = Ja = 1
and N = 200.
the necessary forward and backward time propagation
was achieved through phase shifts in the tunnelling be-
tween states. Finally, the position of the impurity can be
measured through fluorescence and the population of a
specific spin state can be determined by a state-selective
light pulse to remove the populations of all other states
[97].
VIII. DISCUSSION & CONCLUSIONS
The use of an imbedded qubit to measure the quantum
properties of a host many-particle system is appealing for
many reasons, not least because the qubit is simple, has a
well known spectrum and states which are therefore easy
to prepare and address, and it can naturally allow weak
measurements that minimally disturb the larger system.
In this work, we have shown that despite the simplicity of
a single qubit, the time-dependence of a certain four point
correlation function—its OTOC—contains the necessary
information to characterize both ground state QPTs and
excited state QPTs. Furthermore, the qubit OTOC is
able to extract finite size critical scaling exponents from
the system if they are coupled for long enough times,
however, for short times it fails to extract the dynam-
ical critical exponent because it does not have time to
build up strong correlations with the larger system. We
also showed through the PR and the OTO commutator
that the effect of the qubit on the larger system is to in-
duce weak information scrambling and chaos. Our work
confirms previous results where weak chaos was found in
the level spacing statistics of the eigenenergy values. In
some cases F can detect QPTs when two-point correla-
9tion functions fail to [32]. This is not the case for our
system, however, we show F is much more sensitive than
〈σˆx(t)σˆx〉 in detecting the QPT as seen in Fig. 6.
Although in our system the interactions are infinite
range resulting in no spatial degrees of freedom, there
is also a sense of locality in that the operators we use in
Eq. (1) belong to a single particle. Thus, our system may
act as a bridge between OTOCs in infinite range mod-
els and the heavily studied OTOCs in lattice systems
where the operators used in Eq. (1) are single site oper-
ators [98–101]. As previously mentioned, OTOCs have
been used to calculate the quantum analogue of a sys-
tem’s Lyapunov exponent(s), λL. With the introduction
of the qubit, our system straddles the line between chaos
and regular behavior where, like in the Dicke model, in
the mean-field limit the dynamics is fully chaotic in the
symmetry broken state but regular in the normal state.
Thus, an interesting question for future work is whether
the Lyapunov exponent can be calculated from the qubit
OTOC for our system as well. In this direction we note
that some infinite range models with disorder, such as the
Sachdev-Ye-Kitaev model [102], have a holographic dual-
ity to black holes [35, 103] and share the property of being
fast scramblers of information. In these systems the Lya-
punov exponent saturates at the value 2pi/β [104] where
β is the inverse temperature, so investigations along these
lines for our system may be fruitful.
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Appendix A: Derivation of Eq. (20)
To derive Eq. (20) we start with the OTOC equation
for Aˆ = Bˆ = σˆx
F (t) = 〈Ψ(0)|eiHˆ+tσˆxe−iHˆ+tσˆxeiHˆ+tσˆxe−iHˆ+tσˆx|Ψ(0)〉
(A1)
where |Ψ(0)〉 = |ψ0〉B ⊗ (|+〉Q + |−〉Q) /
√
2 which is a
product state of the ground states of HˆB and HˆQ, re-
spectively, and Hˆ± = HˆB + HˆQ ± HˆI . First, we use the
identity matrix, σˆxσˆx = 1Q, and combine it with the fact
that |Ψ(0)〉 is an eigenstate of σˆx with an eigenvalue of
+1 to make the following transformation of the bra in
Eq. (A2): 〈Ψ(0)| → 〈Ψ(0)|σˆx giving
F (t) = 〈Ψ(0)|σˆxeiHˆ+tσˆxe−iHˆ+tσˆxeiHˆ+tσˆxe−iHˆ+tσˆx|Ψ(0)〉 .
(A2)
For a general function of Pauli matrices, f(σˆx, σˆy, σˆz),
σˆxf(σˆx, σˆy, σˆz)σˆx = f(σˆx,−σˆy,−σˆz) , (A3)
so σˆxe
−iHˆ+tσˆx = e−iHˆ−t since HˆI contains a factor of σˆz
(HˆQ remains unchanged because it has a factor of σˆx).
Applying this transformation to Eq. (A3) results in Eq.
(20)
F (t) = 〈Ψ(0)|eiHˆ−te−iHˆ+tσˆxeiHˆ+te−iHˆ−t|Ψ(0)〉
= 〈Ψ(t)|σˆx|Ψ(t)〉 (A4)
where |Ψ(t)〉 = eiHˆ+te−iHˆ−t|Ψ(0)〉.
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