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Resumo O tempo tem sido tema de estudo desde o in´ıcio da civilizac¸a˜o ate´ aos dias de
hoje. O que mais tem mudado nesse aspecto e´ o rigor com que conseguimos
medir o tempo. Enquanto antigamente as pessoas viviam segundo os ciclos
da natureza, hoje em dia as pessoas ja´ necessitam de utilizar relo´gios para
se sincronizarem com outras pessoas ou procedimentos.
Este rigor e´ muito mais apertado em sistemas de medida e controlo presentes
nas mais diversas a´reas aplicacionais, tais como a automac¸a˜o e controlo
industrial, robo´tica, sistemas x-by-wire na avio´nica e indu´stria automo´vel,
entre outros. Muitas destas classes de aplicac¸a˜o exibem requisitos temporais
estritos, requerendo um elevado rigor nos instantes de activac¸a˜o das tarefas
desempenhadas pelo sistema bem como na medida dos instantes em que
certos eventos ocorrem.
Muitos destes sistemas assentam em arquitecturas distribu´ıdas, ou seja,
sa˜o sistemas compostos por diferentes nodos ”inteligentes”e auto´nomos
que usam servic¸os disponibilizados por uma infra-estrutura de comunicac¸a˜o
comum. O seu uso e´ hoje em dia cada vez mais frequente em detrimento das
tradicionais arquitecturas centralizadas, devido ao seu custo, escalabilidade
(do sistema) e em termos de partilha dos recursos do sistema. Contudo,
a manutenc¸a˜o de um relo´gio comum em soluc¸o˜es distribu´ıdas apresenta
desafios adicionais.
Estando os diversos nodos dos sistemas distribu´ıdos geralmente dispersos
geograficamente, existe a necessidade de cada nodo do sistema possuir o seu
pro´prio relo´gio local. Este facto so´ por si na˜o e´ suficiente, dado que se na˜o
forem corrigidos, os valores dos va´rios relo´gios va˜o divergir uns dos outros,
perdendo-se a coereˆncia temporal do sistema. Torna-se enta˜o necessa´rio
sincronizar periodicamente os relo´gios para que estes se mantenham ta˜o
sincronizados quanto poss´ıvel e/ou deseja´vel.
Em consequeˆncia disso teˆm vindo a ser propostos diversos protocolos de sin-
cronizac¸a˜o de relo´gio especificamente concebidos para satisfazer os requisi-
tos de sistemas deste tipo. Um destes protocolos e´ o IEEE 1588 (IEEE 1588-
2002 Standard for a Precision Clock Synchronization Protocol for Networked
Measurement and Control Systems). A possibilidade de aplicar em diversas
tecnologias de rede, a simplicidade e administrac¸a˜o m´ınima, bem como os
baixos requisitos em termos de recursos (CPU, memo´ria, rede), sa˜o algumas
das principais vantagens deste protocolo.
O IEEE 1588 pode ser implementado quer em hardware quer em software,
sendo que o grau de precisa˜o obtido dependente do tipo de implementac¸a˜o.
Nesta aˆmbito desta dissertac¸a˜o foi implementado um protocolo baseado
no IEEE 1588 sobre redes CAN (Controller Area Network), designado por
1588Light. Esta adaptac¸a˜o surgiu da necessidade de simplificar o protocolo,
dado que a rede CAN oferece relativamente pouca largura de banda e em
muitos casos e´ utilizada em sistemas embutidos baseados em microcontro-
ladores com baixa capacidade de processamento.
Primeiramente, o protocolo foi implementado ao n´ıvel de software, usando
como nodos do sistema distribu´ıdo placas DETPIC com processadores
PIC18F258 da Microchip. Seguidamente foi feita uma implementac¸a˜o do
protocolo em hardware, usando para isso o controlador CAN designado por
CLAN, disponibilizado na forma de nu´cleo de propriedade intelectual mo-
delado em VHDL, sintetiza´vel e implementa´vel em FPGAs da Xilinx. A
placa base de desenvolvimento da implementac¸a˜o em hardware foi a RC10
da Celoxica contendo uma FPGA Spartan-3.
Na implementac¸a˜o em software conseguiram-se preciso˜es de algumas deze-
nas de microsegundos ao n´ıvel do timer dos microcontroladores. Ao n´ıvel
da aplicac¸a˜o os resultados de offset obtidos estavam na ordem das deze-
nas/centenas de microsegundos. Verificou-se um bom comportamento do
protocolo quando sujeito a diferentes cargas no barramento bem como pela
adic¸a˜o de nodos Slaves na rede. Tambe´m se introduziu um kernel tempo-
real, tendo-se verificado neste caso que os tempos de bloqueio impostos
por este degradavam significativamente o offset, sendo este de algumas
centenas de microsegundos.
Na implementac¸a˜o em hardware os resultados obtidos encontram-se na
gama das unidades de microsegundo. Os valores de offset mantiveram-
se constantes mesmo com a introduc¸a˜o de carga no barramento, bem como
com a adic¸a˜o de outros nodos Slave na rede. Devido a` possibilidade de exe-
cutar mu´ltiplas tarefas em simultaˆneo numa FPGA, o problema dos tempos
de bloqueio na afectac¸a˜o do rigor do relo´gio na˜o se levanta.
Conclui-se assim que para sistemas com necessidade de sincronizac¸a˜o de
relo´gio elevada, na casa das unidades de microsegundo, torna-se necessa´ria
um implementac¸a˜o assistida por hardware.
Abstract Time has been a subject of study since the beginning of civilisation. What
has changed the most in relation to this issue is the rigor with which we
measure time. In the past people kept to the cycles of nature, but nowadays
they need clocks to synchronise themselves with others people or processes.
This rigor is very tight in most measurement and control systems present in a
range of diverse application areas such as industrial control and automation,
robotics, systems x-by-wire avionics and the automotive industry, among
others. Many of these application groups display strict time requirements,
where a high level of accuracy is required in the activation of the tasks
performed by the system as well as the measurement of instances at which
certain events occur.
Many of these systems are based on distributed architectures, in other words
systems composed of different ”intelligent”and autonomous nodes that use
services provided by a common communication infrastructure. Its use today
is increasingly common in detriment of the traditional centralised architec-
tures, due to its cost, scalability (of the system) and in terms of sharing
the system’s resources. However, the maintenance of a common clock in
distributed solutions presents additional challenges.
As the various nodes of the distributed systems are usually spread geographi-
cally, there is a need for each node to have its own local clock. This fact
alone is not enough, because if they are not corrected, the values of the vari-
ous clocks will differ from each other and the time consistency of the system
will be lost. It is therefore necessary to synchronise the clocks periodically
in order for them to be as synchronized as possible and/or desirable.
As a result, various protocols for clock synchronisation specifically desig-
ned to meet the requirements of such systems have been proposed. One
of these protocols is the IEEE 1588 (IEEE 1588-2002 Standard for the
Precision Clock Synchronization Protocol for Networked Measurement and
Control Systems). The possibility of applying this protocol to a range of
network technologies, simplicity and minimal administration, as well as low
requirements in terms of resources (CPU, memory, network), are some of
the main advantages of this protocol.
The IEEE 1588 can be implemented either in hardware or in software, howe-
ver, the degree of accuracy obtained is dependant upon which type of im-
plementation is used.
This dissertation involves the implementation of a protocol based on the
IEEE 1588 on CAN (Controller Area Network) networks, referred to as
1588Light. This adjustment resulted from the need to simplify the protocol,
since the CAN network offers relatively little bandwidth and is often used
in embedded systems or microcontrollers with low resource (ex. processing,
memory) capacity.
Firstly, the protocol was implemented at the software level, using as the
distributed system nodes DETPIC boards with Microchip PIC18F258 pro-
cessors. Following on from that, the implementation of the protocol in
hardware was carried out, with the use of the CAN controller, referred to as
CLAN, and available in the form of core intellectual property modelled in
VHDL, synthesisable and implementable in the Xilinx FPGAs. The develop-
ment board for the implementation in hardware was the RC10 of Celoxica,
containing an FPGA Spartan-3.
Through the implementation in software it was possible to obtain precision
to within a few tens of microseconds at the level of the microcontroller timer.
In relation to the application layer, the offset results obtained were in the
order of tens/hundreds of microseconds. Protocol performance was good
when subjected to different bus loads as well as the addition of slave nodes
in the network. When a kernel was introduced the findings showed that
the blocking times imposed by the kernel are responsible for the significant
degradation of the offset, increasing it to a few hundred microseconds.
In the hardware implementation, the results were in the range of few micro-
seconds. The offset results remained constant even with the introduction of
the bus load and with the addition of other slave nodes in the network. Due
to the possibility of performing multiple tasks simultaneously in a FPGA,
the problem of blocking times affecting the accuracy of the clock does not
arise.
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Enquadramento
1.1.1 A influeˆncia do tempo e da sua medida nas nossas vidas
Na˜o existem du´vidas que as questo˜es relacionadas com o tempo teˆm sido tema de estudo
desde o in´ıcio da civilizac¸a˜o ate´ aos dias de hoje. O tempo tem sido estudado por cientistas
e filo´sofos, tem sido uma preocupac¸a˜o da religia˜o e da arte, e tem influeˆncia na nossa vida
quotidiana e no nosso pensamento.
Uma das mudanc¸as mais significativas ao longo da histo´ria neste contexto tem sido a pre-
cisa˜o e exactida˜o com que somos capazes de medir o tempo. Embora na˜o se consiga explicar
o que motivou os pioneiros neste campo, e´ razoa´vel assumir que sempre foram poucos os que
empurraram as fronteiras do tempo apenas pelo desafio ou por ser intelectualmente interes-
sante, pois a maioria das pessoas vivia segundo os ciclos da natureza, fossem camponeses ou
pessoas da cidade.
Ao longo do u´ltimo mile´nio a capacidade de medir o tempo tem vindo a aumentar, tendo
sido alcanc¸ado melhoramentos de 15 ordens de grandeza. A maior parte dessa melhoria
ocorreu nos u´ltimos 400 anos, apo´s a introduc¸a˜o do relo´gio de peˆndulo por Huygens em
meados do se´culo XVII [BFRW00].
No nosso dia-a-dia utilizamos relo´gios para nos sincronizarmos com outras pessoas ou
procedimentos. Qua˜o exacto deve ser o tempo depende das circunstaˆncias. Por exemplo, se
tivermos de apanhar um comboio, um rigor de alguns segundos ou mesmo um minuto devem
ser suficientes, mas se for para sabermos quem ganhou uma corrida, um rigor na ordem dos
milisegundos ja´ podera´ fazer a diferenc¸a para se saber quem e´ o vencedor.
1.1.2 Sistemas distribu´ıdos
Um sistema distribu´ıdo consiste numa colecc¸a˜o de computadores auto´nomos e cooperantes
ligados atrave´s de uma rede de comunicac¸o˜es, em que estes coordenam as suas actividades e
partilham os recursos do sistema somente atrave´s da troca de mensagens. Caracterizam-se
acima de tudo pela concorreˆncia no acesso a recursos do sistema, auseˆncia de um relo´gio
comum bem como pela falha independente de componentes.
Muitas aplicac¸o˜es de tempo cr´ıtico (ex. dispositivos de medida) necessitam de relo´gios
de tempo real com preciso˜es na ordem dos microsegundos. Nos sistemas centralizados esta
necessidade e´ relativamente fa´cil de implementar, recorrendo por exemplo, ao uso de timers
1
2 INTRODUC¸A˜O 1.1
 
 


 

 
 


 

 
 


 

 
 
 


 

 
 
 


 

 
 
 


 

 
	



 

 







 
Figura 1.1: Arquitectura de um sistema distribu´ıdo.
em hardware, que podem ser directamente acedidos pelas diversas partes do sistema. Em
sistemas distribu´ıdos esta tarefa e´ mais complicada. Isto acontece devido a` necessidade da
existeˆncia de um tempo comum nos diferentes nodos do sistema. Assim pelo facto de cada
perife´rico possuir o seu pro´prio relo´gio, torna-se necessa´rio que todos os relo´gios se encontrem
sincronizados com um certo rigor.
Sistemas distribu´ıdos modernos como sistemas de medic¸a˜o e automac¸a˜o, avio˜es ou mesmo
automo´veis conteˆm mu´ltiplos dispositivos de rede e frequentemente exigem o tempo rigoroso
para serem capazes de sincronizar eventos, como coordenar movimentos distribu´ıdos e cor-
relacionar dados. Assim tornou-se necessa´rio encontrar te´cnicas que permitissem manter os
va´rios relo´gios sincronizados.
1.1.2.1 Sincronizac¸a˜o de Relo´gio em sistemas distribu´ıdos
”A man with a watch knows what time it is.
A man with two watches is never sure”.
– unknown
A citac¸a˜o acima referida, por um autor ano´nimo, revela bem a importaˆncia da existeˆncia
de um tempo universal no sistema em que existem va´rios relo´gios, pois de outra forma na˜o se
sabera´ qual o tempo que esta´ correcto o que em muitas situac¸o˜es podera´ ser problema´tico. Isto
acontece tambe´m num sistema distribu´ıdo, em que cada nodo do sistema possui o seu pro´prio
relo´gio local, pelo que deve existir coereˆncia entre os va´rios relo´gios. Um sistema distribu´ıdo
para funcionar correctamente devera´ garantir a coereˆncia na precedeˆncia de acc¸o˜es executadas,
bem como rigor no instante em que devem ser executadas essas acc¸o˜es por cada nodo.
1.1.3 Exemplos de aplicac¸o˜es que necessitam de sincronizac¸a˜o de relo´gio
Skoog descreveu a sincronizac¸a˜o de relo´gio como ”factor chave no sucesso ou fracasso de
um sistema de rede”[Sko01]. Como resultado desta condic¸a˜o a maioria dos computadores de
rede esta´ equipada com servidores de tempo e algoritmos de sincronizac¸a˜o, tal como e´ o caso
do bem conhecido Network Time Protocol (NTP).
A necessidade de te´cnicas de sincronizac¸a˜o de relo´gio surge nos mais diversos domı´nios,
como por exemplo:
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. Comunicac¸o˜es Time-Triggered
Em aplicac¸o˜es de seguranc¸a cr´ıtica, tal como o X-by-wire nos carros [LA03], a variac¸a˜o
aleato´ria da lateˆncia da mensagem prejudica o funcionamento dos sistemas. Em resposta
a esta preocupac¸a˜o, os protocolos time-triggered esta˜o a tornar-se soluc¸o˜es comuns para
sistemas de seguranc¸a e tempo-real cr´ıtico. Para uma correcta operac¸a˜o de uma rede
time-triggered e´ necessa´rio fornecer um sistema de refereˆncia de tempo global a fim de
permitir uma refereˆncia consistente na identificac¸a˜o do momento de activac¸a˜o de cada
tarefa e/ou evento de comunicac¸a˜o.
. Sistemas de controlo
Os sistemas de controlo distribu´ıdo normalmente sofrem variac¸o˜es nos atrasos (jitter)
entre a amostragem dos sensores e a reacc¸a˜o dos actuadores. Este jitter influeˆncia a
estabilidade do sistema bem como muda as suas caracter´ısticas. Para sistema de malha
fechada, e´ imperativo que os algoritmos de controlo possuam o tempo correcto entre
amostragens para cada uma das varia´veis de controlo. Assim, usando relo´gios sincroni-
zados o objectivo de controlo pode ser alcanc¸ado com uma menor taxa de amostragem
bem como uma menor largura de banda [EC98].
. Controlo de Redundaˆncia
Em aplicac¸o˜es de seguranc¸a cr´ıtica, alguns graus de redundaˆncia em hardware sa˜o nor-
malmente utilizados para satisfazer os requisitos do sistema. Usualmente, a estrate´gia
no controlo de redundaˆncia e´ baseada num mecanismo de voto que necessita de um alto
n´ıvel de consisteˆncia dos dados. Assim sem relo´gios sincronizados o mecanismo de voto
podera´ na˜o funcionar correctamente, devido a` na˜o consisteˆncia dos dados.
. Aquisic¸a˜o s´ıncrona de dados
A existeˆncia de uma refereˆncia de tempo global e´ fundamental para as exigeˆncias dos
sistemas de aquisic¸a˜o de dados (DAQs) em ambientes distribu´ıdos. Por exemplo, mui-
tas DAQs usam timestamps para induzir a ordem total dos eventos que ocorrem em
diferentes nodos. Assim se os relo´gios dos sistemas na˜o estiverem sincronizados, pro-
vavelmente a ordem total dos eventos na˜o sera´ cumprida, levando a que os resultados
obtidos na˜o tenham uma ordem temporal correcta e por isso na˜o possam servir em
futuras comparac¸o˜es de causa/efeito.
Existe ainda uma vasta gama de equipamentos em que esta noc¸a˜o e´ de extrema im-
portaˆncia, podendo referir-se aplicac¸o˜es na a´rea dos sistemas militares (Figura 1.2), nomea-
damente em testes de alcance, testes de voo e qualificac¸a˜o, sistemas operacionais, assim como
na indu´stria de automac¸a˜o (Figura 1.3) no controlo de processos, robots, ma´quinas de empa-
cotamento e em processos entrelac¸ados. Ja´ na indu´stria de poteˆncia (Figura 1.4) encontra-se
frequentemente a necessidade de sincronizac¸a˜o de relo´gio. No controlo da gerac¸a˜o de poteˆncia
e no controlar de sistemas I/O distribu´ıdos.
A sincronizac¸a˜o de relo´gio tambe´m e´ de grande importaˆncia na a´rea de testes e medic¸a˜o
(Figura 1.5), em que para os sistemas mais exigentes e´ necessa´rio uma precisa˜o na ordem dos
nanosegundos. No entanto, em muitas aplicac¸o˜es uma precisa˜o entre milisegundos e micro-
segundos ja´ e´ suficiente. Finalmente tem grande aplicabilidade na a´rea das telecomunicac¸o˜es
(Figura 1.6), que entre outras finalidades permite a difusa˜o global de um relo´gio s´ıncrono.
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Figura 1.2: Aplicac¸o˜es em sistemas Militares (retirado de [Eida] e [Eid06]).
Figura 1.3: Aplicac¸o˜es na a´rea da Indu´stria de Automac¸a˜o (retirado de [Eid06]).
Figura 1.4: Aplicac¸o˜es na a´rea da Indu´stria Energe´tica (retirado de [Eid06]).
Figura 1.5: Aplicac¸o˜es na a´rea de Testes&Medic¸a˜o (retirado de [Eid06]).
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Figura 1.6: Aplicac¸o˜es na a´rea das Telecomunicac¸o˜es (retirado de [Eid06]).
1.2 Motivac¸a˜o
O Controller Area Network (CAN) [Gmb91] e´ um protocolo de comunicac¸a˜o que continua
a ter grande aplicabilidade em sistemas de automac¸a˜o e em ambientes industriais, sendo que
as suas propriedades de tempo-real sa˜o uma mais valia para muitos sistemas. Este permite
um alto n´ıvel de detecc¸a˜o de erros, baixos tempos de lateˆncia, flexibilidade de configurac¸a˜o,
entre outros.
Diversas aplicac¸o˜es distribu´ıdas realizadas sobre CAN requerem que todos os nodos na
rede estejam sincronizados. Para isto e´ necessa´rio implementar um protocolo de sincronizac¸a˜o
atrave´s deste meio de comunicac¸a˜o.
Sendo que ja´ existem alguns protocolos de sincronizac¸a˜o em CAN, tal como vem referido
no Cap´ıtulo 3, nesta tese pretende-se implementar um protocolo, derivado do IEEE 1588, em
CAN. O IEEE 1588 caracteriza-se sobretudo pela simplicidade e administrac¸a˜o mı´nima, bem
como os baixos requisitos em termos de recursos (CPU, memo´ria, rede) exigidos, sendo que
permite ser implementado em qualquer rede de comunicac¸a˜o, tendo assim uma clara vantagem
em relac¸a˜o a outros protocolos de sincronizac¸a˜o que sa˜o espec´ıficos para as redes que foram
desenhados.
Todavia, algumas caracter´ısticas do protocolo CAN, como a largura de banda limitada e
o pequeno tamanho dos pacotes, colocam alguns desafios a` implementac¸a˜o deste protocolo.
Tambe´m o facto de o CAN geralmente ser aplicado a sistemas distribu´ıdos de baixo custo, com
uma capacidade de processamento ao n´ıvel dos nodos da rede limitada, implica um protocolo
de sincronizac¸a˜o simples.
1.3 Plano de trabalho
O trabalho realizado no aˆmbito desta dissertac¸a˜o passou pela familiarizac¸a˜o com a pro-
blema´tica do controlo tempo real em arquitecturas distribu´ıdas, bem como pelo estudo do
protocolo de sincronizac¸a˜o de relo´gio IEEE 1588. Terminada esta etapa, e estudado o proto-
colo de comunicac¸a˜o se´rie CAN, implementou-se em software um protocolo baseado no IEEE
1588 (1588Light) para rede CAN em PICs da Microchip, nomeadamente em controladores
PIC18F258.
Depois de realizada a implementac¸a˜o em software, passou-se a` familiarizac¸a˜o com o CLAN
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dispon´ıvel na forma de um nu´cleo de propriedade intelectual modelado em VHDL, sintetiza´vel
e implementa´vel em FPGAs da Xilinx. O CLAN e´ um controlador CAN feito de raiz no
Departamento de Electro´nica, Telecomunicac¸o˜es e Informa´tica na Universidade de Aveiro.
Este sera´ importante na implementac¸a˜o do 1588Light em FPGAs da Xilinx, atrave´s do uso
da placa Spartan-3 da Celoxica.
Por fim, apo´s tirar os resultados das implementac¸o˜es realizadas, procedeu-se a` ana´lise do
desempenho das mesmas.
1.4 Organizac¸a˜o da tese
Neste cap´ıtulo e´ feita uma introduc¸a˜o ao trabalho, contextualizando a dissertac¸a˜o e a
motivac¸a˜o para a realizac¸a˜o da mesma. Para dissertar sobre o tema proposto, esta tese para
ale´m desta introduc¸a˜o, encontra-se estruturada do seguinte modo:
. Sincronizac¸a˜o de Relo´gio em Sistemas Distribu´ıdos
Neste cap´ıtulo sa˜o abordados os conceitos gerais relativos aos sistemas distribu´ıdos,
bem como a necessidade de em muitos casos estes necessitarem de um visa˜o global do
tempo, e por isso necessitarem de te´cnicas que lhes permitam terem os relo´gios dos va´rios
controladores sincronizados. Sa˜o tambe´m referidas as va´rias te´cnicas de timestamp que
se podem utilizar e quais os seus pro´s e contras. Finalmente sa˜o abordados os principais
protocolos de sincronizac¸a˜o de relo´gio em sistemas distribu´ıdos, nomeadamente o NTP, o
IEEE 1588 e o SynUTC, sendo que o IEEE 1588, por ser tambe´m tema desta dissertac¸a˜o,
tera´ uma abordagem mais profunda.
. Sincronizac¸a˜o de relo´gio em CAN
Este cap´ıtulo comec¸a por abordar o protocolo de comunicac¸a˜o CAN, bem como refere
algumas das suas caracter´ısticas que se revelam u´teis na sincronizac¸a˜o de relo´gio. Dado
na˜o existir ainda uma implementac¸a˜o do IEEE 1588 em CAN, este cap´ıtulo tambe´m
inclui a adaptac¸a˜o proposta do IEEE 1588 para DeviceNet, bem como as principais
te´cnicas de sincronizac¸a˜o de relo´gio em CAN encontradas.
. Implementac¸a˜o em Software
Neste cap´ıtulo e´ apresentada a implementac¸a˜o em software de um protocolo baseado
no IEEE 1588 (1588Light) sobre a rede CAN. Sera´ feita uma abordagem ao protocolo
implementado e a`s suas particularidades. Posteriormente sera´ descrita a implementac¸a˜o
propriamente dita, sendo explicada a sua arquitectura e implementac¸a˜o de forma deta-
lhada, bem como as opc¸o˜es tomadas e o motivo pelas quais foram tomadas.
. Implementac¸a˜o em Hardware
Este cap´ıtulo apresenta a implementac¸a˜o do 1588Light realizada em hardware. Assim
sera´ descrita a arquitectura global do sistema bem como explicada a implementac¸a˜o de
cada bloco. Sera˜o ainda referidos os recursos utilizados, frequeˆncia de funcionamento
da aplicac¸a˜o e placa de desenvolvimento utilizada.
. Resultados
Este cap´ıtulo encontra-se dividido em treˆs partes distintas. Primeiramente sera˜o bre-
vemente apresentadas as principais ferramentas desenvolvidas, que permitiram retirar
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os resultados relativos a`s implementac¸o˜es do protocolo. Em seguida sa˜o apresentados
os resultados relativos a` implementac¸a˜o em software realizados em diferentes condic¸o˜es.
Por fim, sa˜o tambe´m apresentados os resultados da implementac¸a˜o em hardware bem
como e´ feita uma ana´lise comparativa entre os resultados das duas implementac¸o˜es.
. Conclusa˜o
Por u´ltimo, neste cap´ıtulo sa˜o apresentadas as concluso˜es desta dissertac¸a˜o. Sera´ feito
um suma´rio ao trabalho realizado bem como comentados e explicados os resultados
obtidos. Sa˜o sugeridos tambe´m poss´ıveis melhoramentos no protocolo 1588Light bem
como nas implementac¸o˜es realizadas.
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Cap´ıtulo 2
Sincronizac¸a˜o de relo´gio em
sistemas distribu´ıdos
2.1 Introduc¸a˜o
Os sistemas distribu´ıdos sa˜o cada vez mais utilizados e objecto de estudo. Kopetz [CDK94]
classifica-os como sendo uma colecc¸a˜o de dispositivos ligados por uma rede de comunicac¸a˜o
e equipados com um software de sistemas distribu´ıdos. Este software permite que os va´rios
dispositivos coordenem as suas actividades e partilhem os recursos do sistema, sejam eles
hardware, software ou dados. Os seus utilizadores devem percebe-lo como um u´nico sis-
tema, ainda que este possa estar implementado em va´rios computadores localizados em s´ıtios
diferentes.
Os sistemas distribu´ıdos bem concebidos, possuem caracter´ısticas que os tornam bas-
tante interessantes e robustos levando a que cada vez mais se opte por soluc¸o˜es distribu´ıdas.
Por exemplo, a escalabilidade do sistema, permite que o sistema possa crescer sem limite
a esse desenvolvimento. Tambe´m a dependabilidade, dado que garante a manutenc¸a˜o das
caracter´ısticas do sistema mesmo na presenc¸a de falhas ou erros seja de que n´ıvel for, sendo
conseguido atrave´s da criac¸a˜o de zonas estanque que evitam a propagac¸a˜o de erros ou falhas
pelo resto do sistema. Outra caracter´ıstica neste tipo de sistemas e´ a composabilidade em
relac¸a˜o a uma propriedade, garantindo que essa propriedade na˜o deixara´ te ter efeito pela
integrac¸a˜o do sistema, desde que tenha sido garantida ao n´ıvel do sub-sistema.
E´ relativamente fa´cil de perceber porque estes sistemas sa˜o ta˜o populares. Estes permitem
a partilha de informac¸a˜o e recursos sobre uma grande extensa˜o geogra´fica e sa˜o usualmente
melhores do que os tradicionais sistemas centralizados em termos de partilha de recursos,
custo global, expansa˜o e autonomia do sistema.
”You know you have one when the crash of a computer you’ve never
heard of stops you from getting any work done”.
Mas nem tudo sa˜o vantagens. Na citac¸a˜o anterior, Leslie Lamport [Mul94] refere a
existeˆncia de insuficieˆncias e fragilidades com as implementac¸o˜es baseadas em sistemas dis-
tribu´ıdos. Em virtude da natureza distribu´ıda, estes sistemas teˆm de lidar com comunicac¸o˜es
incertas e inseguras e falhas independentes. Estes problemas tornam-se graves quando o sis-
tema opera em aplicac¸o˜es de tempo real cr´ıtico, tais como, sistemas aerona´uticos, sistemas
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de suporte a` vida, centrais nucleares, sistemas drive-by-wire e sistemas de fabrico de compo-
nentes integrados. Comum a todas estas aplicac¸o˜es esta´ a exigeˆncia de ma´xima fiabilidade e
alta performance dos dispositivos controladores, visto que uma simples falha do controlador
numa destas aplicac¸o˜es pode levar a uma situac¸a˜o de desastre.
Mesmo quando inicialmente definido com precisa˜o, o relo´gio real sera´ diferente depois de
algum tempo devido ao drift do relo´gio, causado pela contagem de tempo dos relo´gios com
taxas ligeiramente diferentes. Estes drifts do relo´gio podem variar ao longo do tempo, variam
com a temperatura e chegam mesmo a variar com o envelhecimento dos componentes f´ısicos
usados para a sua realizac¸a˜o.
Em sistemas centralizados a variac¸a˜o do relo´gio do sistema na˜o causa inconsisteˆncias.
Nestes, o servidor centralizado dita o tempo do sistema, sendo que quando algum processo
necessita de saber o tempo, basta aceder ao tempo do servidor centralizado. Logo, se o
processo A pergunta o tempo, e pouco depois o processo B tambe´m leˆ o tempo, o valor que
B obte´m ira´ ser certamente igual ou superior ao valor obtido em A [TvS02].
Com o crescente nu´mero de aplicac¸o˜es distribu´ıdas, tais como, aplicac¸o˜es de controlo de
processos, aplicac¸o˜es de transformac¸a˜o de processos, ou protocolos de comunicac¸a˜o, levou os
dispositivos auto´nomos a necessitarem de cooperac¸a˜o para a iniciac¸a˜o de acc¸o˜es ou guarda de
eventos. Portanto, a ordenac¸a˜o causal e´ frequentemente exigida, o que leva os va´rios nodos a
necessitarem de ter os seus relo´gios sincronizados para que todos tenham aproximadamente
a mesma visa˜o do tempo. Assim, quando os relo´gios sincronizados esta˜o dispon´ıveis, a per-
formance dos sistemas distribu´ıdos pode ser melhorada pela reduc¸a˜o da comunicac¸a˜o, como
se pode ver em [Kis93] para algumas utilizac¸o˜es pra´ticas neste tipo de sistemas.
Neste processo os relo´gios sa˜o verificados periodicamente e sa˜o ajustados se necessa´rio.
Isto e´ feito principalmente pela comunicac¸a˜o entre os melhores e os piores relo´gios. Relo´gios
imprecisos e relo´gios que necessitem de grande rigor teˆm de ser corrigidos com mais frequeˆncia.
Neste cap´ıtulo sera˜o apresentados os principais protocolos existentes para a sincronizac¸a˜o
de sistemas distribu´ıdos, tais como o NTP, IEEE 1588 e o SynUTC, sendo que o IEEE 1588
merecera´ um maior destaque. Inicialmente sera˜o referidas ainda as te´cnicas existentes para
a efectuac¸a˜o de timestamp, referindo as fontes de erro associadas a cada uma, bem como as
suas vantagens e desvantagens.
2.2 Timestamping
No decorrer dos protocolos de comunicac¸a˜o frequentemente e´ necessa´rio efectuar o ti-
mestamp a`s mensagens trocadas entre os va´rios nodos. Este consiste em registar o instante
temporal em que sa˜o enviadas ou recebidas as mensagens de sincronizac¸a˜o.
O rigor do timestamping e´ ponto fulcral na qualidade de sincronizac¸a˜o de relo´gio, visto
que a incerteza dos timestamps levara´ a uma imprecisa˜o nos ca´lculos para o ajuste do relo´gio.
O rigor deste depende sobretudo da precisa˜o dos relo´gios bem como do local em que e´ feito.
O primeiro aspecto resolve-se com a utilizac¸a˜o de relo´gios com maior precisa˜o, o segundo
aspecto e´ solucionado efectuando o timestamp o mais perto poss´ıvel do meio de comunicac¸a˜o,
por forma a minimizar as fontes de interfereˆncia.
Existem treˆs possibilidades diferentes de realizar o timestamp, tal como pode ser visto na
Figura 2.1. Sa˜o eles timestamping ao n´ıvel da aplicac¸a˜o, ao n´ıvel do device-driver e ao n´ıvel
do hardware (visto de cima para baixo).
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Figura 2.1: Possibilidades de timestamping do tempo de relo´gio na stack do protocolo (retirado
de [WB]).
2.2.1 Timestamp assistido por hardware
Na abordagem assistida por hardware, o timestamping e´ efectuado por um interface in-
dependente, entre a camada f´ısica (PHY) e a camada MAC, o mais pro´ximo poss´ıvel do meio
de comunicac¸a˜o. Esta e´ necessa´ria para muitas aplicac¸o˜es industriais que precisam de algu-
mas ordens de magnitude acima das conseguidas com as soluc¸o˜es em software (tipicamente
na ordem dos nanosegundos). Este interface interme´dio e´ geralmente uma FPGA que esta´
dedicada a lidar com todas as acc¸o˜es de tempo cr´ıtico.
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Figura 2.2: Diagrama de blocos da implementac¸a˜o do IEEE 1588 numa FPGA (baseado em
[Tan05]).
Dada a flexibilidade inerente a` FPGA, as implementac¸o˜es variam, mas geralmente a FPGA
fica situada fora do normal caminho de comunicac¸a˜o. Com a passagem de pacotes entre a
camada f´ısica e MAC sa˜o registados os seus tempos (atrave´s do timestamping). Para melhorar
os resultados deve-se ter em conta a escolha da FPGA, a frequeˆncia a que a FPGA trabalha
para as operac¸o˜es de timestamping e detalhes espec´ıficos da implementac¸a˜o. Contudo, esta
abordagem exige mais esforc¸os por parte do desenhador do sistema, uma maior complexidade
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de todas as func¸o˜es do protocolo de sincronizac¸a˜o que teˆm que ser desenvolvidas, levando
tambe´m a um custo adicional de componentes (ex. FPGA). Este tipo de implementac¸a˜o
pode ser visto na Figura 2.2.
2.2.2 Timestamp em software
No timestamping em software as func¸o˜es de sincronizac¸a˜o sa˜o tratadas como software
adicional. A Figura 2.3 ilustra a divisa˜o dessas func¸o˜es num sistema baseado em software.
Nestes sistemas a incerteza associada aos instantes de execuc¸a˜o das tarefas e de atendimento
das interrupc¸o˜es, causa atrasos na˜o determin´ısticos nos eventos de timestamping relativos a`
sincronizac¸a˜o de relo´gio, que ira˜o assim impor limites para a precisa˜o que se consegue obter.
Dentro do timestamp em software pode-se considerar dois subtipos, nomeadamente o
timestamp ao n´ıvel do device-driver e ao n´ıvel da aplicac¸a˜o.
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Figura 2.3: Diagrama de blocos da implementac¸a˜o do IEEE 1588 em software (baseado em
[Tan05]).
2.2.2.1 Timestamp ao n´ıvel do device-driver
Uma possibilidade de timestamping em software e´ actuando ao n´ıvel do device-driver. Esta
elimina as grandes variac¸o˜es de atraso da passagem das mensagens pela stack do protocolo.
Este jitter depende do tipo de sistema operacional, do conjunto de aplicac¸o˜es que correm no
sistema, do sistema de hardware, do sistema de interrupc¸o˜es e de outros factores.
O timestamp ao n´ıvel do device-driver e´ uma o´ptima soluc¸a˜o em software mas requer
a alterac¸a˜o do driver de rede. Estas alterac¸o˜es, permitem que o timestamp das mensagens
recebidas seja feito logo no in´ıcio da rotina de servic¸o a` interrupc¸a˜o (ISR) servindo a interface
de rede. Ale´m disso, nas mensagens transmitidas e´ feito o timestamping no final da rotina de
envio, ou seja, quando a mensagem passa para o hardware (controlador MAC).
Com esta te´cnica, tipicamente e´ poss´ıvel obter preciso˜es na ordem de algumas centenas
de microsegundos.
2.2.2.2 Timestamp ao n´ıvel da aplicac¸a˜o
Tambe´m existe a possibilidade de efectuar o timestamp ao n´ıvel da aplicac¸a˜o. Aqui ale´m do
jitter que e´ introduzido numa abordagem ao n´ıvel do device-driver, sa˜o tambe´m introduzidos
atrasos, em geral na˜o determin´ısticos, devido ao tempo de espera a que a tarefa associada ao
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timestamping e´ sujeita. Este geralmente corresponde ao tempo decorrido desde que a tarefa
fica pronta a executar ate´ ser realmente executada.
Depende do algoritmo de escalonamento e dos atributos utilizados (ex. prioridade relativa)
sendo tipicamente os valores muito superiores aos encontrados ao n´ıvel do device-driver.
Assim em sistemas baseados em software ao n´ıvel da aplicac¸a˜o, normalmente na˜o se con-
seguem preciso˜es ponto-a-ponto inferiores a alguns milisegundos.
2.2.3 Ana´lise comparativa
Em suma, existem impactos significativos na facilidade de desenvolvimento e na precisa˜o
de sincronizac¸a˜o de relo´gio conseguida dependendo das escolhas que sa˜o feitas ao implementar
o protocolo de sincronizac¸a˜o. Uma escolha adequada da arquitectura que suporte o n´ıvel de
sincronizac¸a˜o de relo´gio necessa´rio ira´ permitir ao desenhador desenvolver produtos industriais
com performance suficiente, sem o aumento substancial do esforc¸o no desenho e no custo.
Mediante as expectativas de sincronizac¸a˜o e a aplicac¸a˜o em que se quer implementar o
protocolo deve-se escolher o me´todo correcto, ou seja, o me´todo que permite obter o sincro-
nismo com valores de precisa˜o adequados. Na Tabela 2.4 e´ ilustrado um guia que podera´
ajudar nessa escolha.
 
Figura 2.4: Expectativas de sincronizac¸a˜o baseadas nas escolhas de arquitectura (retirado de
[Tan05]).
2.3 Fontes de incerteza num sistema de sincronizac¸a˜o
Para ale´m das questo˜es associadas ao timestamping, existem outros factores que afectam
a incerteza do relo´gio. Na Tabela 2.1 sa˜o sucintamente apresentadas as principais fontes de
erro de um sistema de sincronizac¸a˜o, bem como o seu impacto na sincronizac¸a˜o de relo´gio e
como podem ser melhoradas.
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Fonte de incerteza Impacto na sincronizac¸a˜o do
relo´gio
Potencial melhoramento
Timestamp A incerteza dos timestamps re-
duz a precisa˜o dos ca´lculos fun-
damentais para o ajuste do
relo´gio.
Mover a unidade de timestamp
para mais pro´ximo do meio de
comunicac¸a˜o reduz a incerteza.
A resoluc¸a˜o fina dos relo´gios me-
lhora a precisa˜o do timestamp.
Desenhos determin´ısticos forne-
cem ambientes limpos para ob-
ter o timestamp.
Mudanc¸a da
frequeˆncia de off-
set relativa para o
Master
A frequeˆncia de offset entre o
Master e o Slave e´ corrigida
atrave´s dos ca´lculos do PTP.
Como o drift ocorre, os ajustes
do relo´gio local podem tempora-
riamente reduzir a sincronizac¸a˜o
entre os relo´gios.
Um ajuste granular fino pode re-
duzir a incerteza no relo´gio local.
Estabilidade da
frequeˆncia no relo´gio
local
A sincronizac¸a˜o do relo´gio local
para o relo´gio Master e´ baseada
na qualidade da refereˆncia do
relo´gio. Consegue-se, com uma
melhor qualidade do relo´gio de
refereˆncia, um menor drift.
Utilizac¸a˜o de osciladores com
baixo drift por alterac¸a˜o da tem-
peratura.
A incerteza da
lateˆncia no atraso
dos pacotes na rede
Lateˆncias na˜o determin´ısticas
que esta˜o introduzidas em algu-
mas partes da rede ira˜o aumen-
tar o erro no tempo de com-
pensac¸a˜o.
Componentes de rede pro´prios e
a selecc¸a˜o da topologia de rede
reduzem a lateˆncia.
Assimetria no cami-
nho dos dados reduz
a precisa˜o do proto-
colo IEEE 1588
O protocolo PTP assume a
simetria entre o caminho de
transmissa˜o e recepc¸a˜o nos seus
ca´lculos.
Desenho da rede e escolha de ca-
bos sa˜o necessa´rias para maxi-
mizar a simetria entre o caminho
de transmissa˜o e recepc¸a˜o.
Atraso na manu-
tenc¸a˜o dos pacotes
do IEEE 1588.
Longos atrasos levam a tentativa
de sincronizar a falhar. A manu-
tenc¸a˜o dos atrasos que afectam a
exactida˜o reduzem a precisa˜o do
sistema de sincronizac¸a˜o.
Reduzir a carga associada com
as operac¸o˜es de sincronizac¸a˜o do
relo´gio para melhorar a resposta
aos pacotes PTP.
Tabela 2.1: Fontes de erro do sistema de sincronizac¸a˜o
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2.4 NTP
O NTP (Network Time Protocol) e´ o protocolo usado mais frequentemente na sincro-
nizac¸a˜o do tempo na Internet. Este protocolo e´ usado para conseguir a sincronizac¸a˜o de
relo´gio entre o tempo do servidor e os seus clientes. Numa rede local sem demasiado equipa-
mento de rede, tal como switches e routers podem-se conseguir preciso˜es de 10 milisegundos.
Um levantamento macic¸o do protocolo na Internet global revelou que a maioria dos relo´gios
NTP estavam dentro de 21 ms da sua fonte de sincronismo e todos estavam dentro de 29 ms,
em me´dia.[DLM02]
A arquitectura do NTP usa o conceito de camada, num modelo hiera´rquico (tipo a´rvore),
em que os servidores fornecem o tempo para os n´ıveis inferiores (clientes). Primeiro, os
servidores sa˜o ajustados pela raiz da a´rvore, que geralmente sa˜o fontes externas de relo´gio
(ex. GPS), que servira˜o como refereˆncia temporal do sistema (camada 0). E´ permitido um
ma´ximo de 15 camadas.
 
Figura 2.5: Modelo hierarquico utilizado no NTP. As linhas verdes representam ligac¸o˜es
directas e as linhas vermelhas indicam ligac¸o˜es de rede (retirada de [Esh07]).
O princ´ıpio ba´sico da sincronizac¸a˜o no NTP e´ que cada cliente envie periodicamente um
pedido para os servidores para que estes respondam com o seu timestamp local. A lista de
servidores deseja´veis e´ mantida em cada cliente e e´ adaptada periodicamente. O algoritmo
interno avalia os timestamps de todos os servidores para seleccionar o melhor, com a menor
camada e distaˆncia de sincronizac¸a˜o. Este timestamp sera´ usado para ajustar o relo´gio do
cliente. O tempo de offset e´ calculado de uma colecc¸a˜o de quatro timestamps (2 do servidor
e 2 dele pro´prio), tal como ilustrado na Figura 2.6.
O cliente, envia uma mensagem NTP request que conte´m a origem do tempo CT1 (ti-
mestamp do cliente). Ao receber o NTP request, o servidor gera um timestamp da recepc¸a˜o
da mensagem ST1 (timestamp do servidor). Depois de processado o pedido, o servidor envia
de volta para o cliente, a mensagem NTP response com o timestamp ST2. O cliente recebe
o NTP response e gera o timestamp CT2. Seguidamente o cliente efectua o ca´lculo com os
timestamps obtidos de forma a ajustar o seu relo´gio local.
16 SINCRONIZAC¸A˜O DE RELO´GIO EM SISTEMAS DISTRIBUI´DOS 2.5
Figura 2.6: Mensagens trocadas durante a sincronizac¸a˜o por NTP (retirada de [DLM02]).
2.5 SynUTC
O SynUTC (Synchronized Universal Time Coordinated) [HGH+02] e´ um protocolo de
sincronizac¸a˜o que permite a difusa˜o da alta precisa˜o do tempo de GPS atrave´s dos nodos
colocados na rede Ethernet.
Atrave´s da troca de pacotes em conjugac¸a˜o com algumas mudanc¸as no suporte a hardware
que teˆm de ser efectuadas nos nodos e switches, podem-se conseguir preciso˜es na ordem dos 100
ns. As aplicac¸o˜es podem utilizar este tempo de alta resoluc¸a˜o tanto para efectuar timestamps,
como para gerar eventos ao n´ıvel de software e de hardware, o que representa uma mais-valia.
Figura 2.7: Estrutura de um adder-based clock (retirada de [HGH+02]).
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O SynUTC baseia-se na inserc¸a˜o de informac¸a˜o de tempo altamente precisa em pacotes
de dados na MII (Media Independent Interface), situada entre a camada f´ısica e o controlador
de rede, mediante a transmissa˜o e recepc¸a˜o. Como consequeˆncia, cada nodo tem acesso a
informac¸a˜o precisa (timestamp) do envio e recepc¸a˜o de pacotes, sendo necessa´rio equipa´-lo
com uma NIC (Network Interface Card) espec´ıfica. Este chip conte´m um adder-based clock
ajusta´vel e registos de timestamp bem como um microcontrolador a executar o algoritmo de
sincronizac¸a˜o.
Basicamente, um adder-based clock e´ um relo´gio que usa um componente de alta precisa˜o
em vez de um simples contador que soma o tempo decorrido entre ticks. Assim consegue-se
uma taxa de ajuste de frequeˆncia muito fina (na ordem dos ns/s) e suporte para um ajuste
via amortizac¸a˜o cont´ınua ao n´ıvel do hardware. Na Figura 2.7 e´ poss´ıvel ver a estrutura de
um adder-based clock.
Esta tecnologia e´ bastante gene´rica, dado que o suporte de hardware pode ser usado com
qualquer NIC baseado no MII. Ale´m disso, todo o processo de sincronizac¸a˜o excepto o servic¸o
de troca de mensagens de sincronizac¸a˜o pode ser feito no NIC. Isto permite a grande vantagem
de na˜o limitar o SynUTC a` rede Ethernet, podendo assim ser aplicado em qualquer rede de
dados orientada a pacotes. Depois da avaliac¸a˜o com sucesso do proto´tipo desenvolvido, tem-se
feito demonstrac¸o˜es para facilitar a transfereˆncia do SynUTC para aplicac¸o˜es comerciais.
2.6 IEEE 1588
O protocolo IEEE 1588 tambe´m designado por Precision Time Protocol (PTP), fornece
um me´todo padra˜o para sincronizar dispositivos em redes, podendo em algumas situac¸o˜es
ser obtida uma precisa˜o dentro dos microsegundos. A exactida˜o pode estar na gama dos
nanosegundos se este protocolo usar timestamps ao n´ıvel de hardware (ex. FPGA), embora
este protocolo na˜o imponha qualquer tipo de exigeˆncia de qualidade.
Neste protocolo depois de escolhido o relo´gio Master da rede (ou sub-rede), os relo´gios
Slave sincronizam com o relo´gio Master, assegurando que os eventos em todos os dispositivos
teˆm o mesmo tempo base. Este protocolo esta´ optimizado para sistemas distribu´ıdos, utili-
zando o mı´nimo de largura de banda da rede e apresentando baixas cargas de processamento.
O PTP necessita de uma administrac¸a˜o muito reduzida, permitindo tambe´m a imple-
mentac¸a˜o do protocolo com dispositivos baratos e sem grande qualidade. Ale´m disso, o
protocolo esta´ dispon´ıvel para uma vasta gama de tecnologias de rede, sendo por isso pass´ıvel
de ser implementado em diferentes redes de comunicac¸a˜o.
2.6.1 Vista geral sobre o protocolo IEEE 1588
O IEEE 1588 permite fazer a sincronizac¸a˜o dos relo´gios dentro da rede, atrave´s de um
processo em que sa˜o necessa´rios efectuar dois passos para se conseguir a sincronizac¸a˜o dos
dispositivos:
1opasso - Os relo´gios sa˜o organizados numa hierarquia Master -Slave (baseada na ob-
servac¸a˜o da informac¸a˜o das propriedades dos relo´gios). Assim e´ determinado se os dispositivos
da rede ira˜o funcionar como relo´gio Master ou Slave.
2opasso - Cada Slave sincroniza com o seu Master (baseado na troca de mensagens entre
o relo´gio Slave e o seu Master). Neste processo e´ medido e corrigido o desvio causado pelo
offset do relo´gio e atraso na rede.
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Figura 2.8: Organizac¸a˜o hiera´rquica dos relo´gios numa rede em que o protocolo IEEE 1588 e´
aplicado.
Num sistema simples (so´ um caminho na rede) quando inicializado este protocolo utiliza o
algoritmo Best Master Clock para saber qual o relo´gio mais preciso. O relo´gio com melhores
caracter´ısticas ira´ tornar-se no relo´gio Master e todos os outros passaram a ser relo´gios Slave.
Devido a` diferenc¸a entre os relo´gios (Master e Slave) ser uma combinac¸a˜o de dois atrasos,
ou seja, o offset entre os relo´gios e o atraso relativo ao envio da mensagem, este processo tera´
que ser feito em duas etapas: a correcc¸a˜o do offset e correcc¸a˜o do atraso. Estas duas etapas
encontram-se ilustradas na Figura 2.9.
Correcc¸a˜o do offset : O relo´gio Master envia uma mensagem Sync e posteriormente uma
mensagem Follow-up. Na primeira o Slave utiliza o seu relo´gio local para marcar o tempo
de chegada da mensagem ( 82s ), na segunda mensagem o Master envia a altura em que foi
enviada a mensagem Sync segundo o seu relo´gio local ( 100s ). Com estas informac¸o˜es o Slave
sera´ capaz de calcular a diferenc¸a entre as duas marcas temporais que representa o offset do
Slave mais o atraso de transmissa˜o ( 100-82=18s ). Logo a seguir o relo´gio Slave ajusta o seu
relo´gio local atrave´s da diferenc¸a obtida anteriormente ( 83+18=101s ).
Correcc¸a˜o do atraso: e´ feito novo envio das mensagens Sync e Follow-up para calcular
o atraso do Master para o Slave ( 105-105=0s ). Esta etapa apenas e´ necessa´ria se houver
variac¸o˜es de atraso da rede. Em seguida o Slave envia uma mensagem Delay Request e regista
o momento de envio ( 108s ). OMaster regista o momento da chegada da mensagem e envia-o
numa mensagem Delay Response ( 112s ). Assim o Slave consegue calcular a diferenc¸a entre
as marcas temporais que representam o atraso do Slave para o Master ( 112-108=4s ). O
Slave faz enta˜o o ca´lculo da me´dia relativo ao atraso nos dois sentidos e ajusta o relo´gio (
(0+4)/2=2s ).
Dado que os relo´gios funcionam independentemente, periodicamente tem que se repetir
todo o processo, corrigindo o offset e o atraso para que assim os relo´gios permanec¸am sempre
sincronizados. Estes per´ıodos para se repetir o processo assumem normalmente um destes
valores predefinidos: 1, 2, 8, 16 ou 64 segundos [LA03].
2.6.1.1 Mensagens trocadas entre um relo´gio Master e relo´gio Slave
Sa˜o cinco os tipos de mensagem entre os relo´gios que participam no protocolo PTP.
Mensagens Sync: sa˜o usadas por relo´gios no estado Master, contendo informac¸a˜o sobre
a caracterizac¸a˜o do relo´gio e uma estimativa do tempo de envio desta mensagem( t1), quando
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Figura 2.9: Exemplo simplificado do IEEE 1588 que mostra a correcc¸a˜o do offset e do atraso
para sincronizar os relo´gios (retirado de [McC07]).
esta mensagem e´ recebida pelo relo´gio Slave e´ marcado esse tempo (t2). Para melhor exactida˜o
estas mensagens devem ser identificadas e detectadas o mais perto poss´ıvel da camada f´ısica
para se obter um tempo de envio (ou recepc¸a˜o) mais preciso.
Mensagens Follow Up: sa˜o usadas por relo´gios no estado Master, tendo sempre asso-
ciado como precedente a mensagem Sync. Estas mensagens conteˆm o tempo preciso de envio
da mensagem Sync (=t1) que deve ser medido ta˜o perto quanto poss´ıvel da camada f´ısica da
rede. Quando esta mensagem e´ recebida pelo relo´gio Slave o tempo preciso de envio (=t1 que
esta contido na mensagem) e´ utilizado nos ca´lculos para a correcc¸a˜o offset juntamente com o
preciso tempo de chegada (t2).
Mensagens Delay Req : sa˜o usadas por relo´gios no estado Slave. O Slave mede e guarda
o tempo em que foi enviada a mensagem (t3). Quando esta chega ao relo´gioMaster e´ registado
o tempo de recepc¸a˜o (t4). Para melhor exactida˜o estas mensagens devem ser identificadas e
detectadas o mais perto poss´ıvel da camada f´ısica permitindo um obter um tempo de envio
(ou recepc¸a˜o) mais preciso.
MensagensDelay Resp: sa˜o usadas por relo´gios no estadoMaster, tendo sempre associ-
ado como precedente a mensagem Delay Req vinda do relo´gio Slave. Estas mensagens conteˆm
o tempo associado a` chegada da mensagem Delay Req ao relo´gio Master (=t4). Quando esta
mensagem chega ao relo´gio Slave o tempo associado a` recepc¸a˜o da mensagem (=t4 que esta
contido na mensagem) e´ utilizado nos ca´lculos para a correcc¸a˜o do atraso juntamente com o
tempo de envio da mensagem Delay Req (t3).
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Mensagens Management: estas mensagens fornecem uma visibilidade externa de da-
dos do sistema mantidas dentro de cada relo´gio. Elas suportam um mecanismo que permite
modificar certos paraˆmetros nos dados do sistema, tais como, sync interval, subdomain name,
entre outros. Estas mensagens tambe´m proporcionam um mecanismo para efectuar determi-
nadas mudanc¸as de estado como por exemplo, inicializac¸a˜o, desactivac¸a˜o, mudanc¸a do relo´gio
GrandMaster.
2.6.2 Performance
A maioria das implementac¸o˜es do PTP conseguem um rigor de microsegundos, mas a
performance e´ altamente dependente de como o sistema e´ implementado. No protocolo IEEE
1588 existem factores importantes que influenciam a performance do sistema, nomeadamente
a frequeˆncia e estabilidade dos relo´gios, a topologia da rede e as variac¸o˜es de carga no barra-
mento.
O timestamping e´ outro factor que afecta o rigor do relo´gio, nomeadamente na forma
como e´ capturado. Se este for impreciso, os ca´lculos e consequentemente o ajuste no relo´gio
tambe´m o sera´. Neste contexto o protocolo IEEE 1588 preveˆ que a captura de timestamp
possa ser feita em alto n´ıvel (software) ou em baixo n´ıvel (hardware).
Assim, mediante os resultados de precisa˜o e exactida˜o exigidos pelo sistema deve-se es-
colher a melhor forma de implementar o protocolo. Em situac¸o˜es que seja necessa´rio valores
de relo´gio altamente precisos, tem de se enveredar por soluc¸o˜es em hardware, o que por si so´
torna o sistema significativamente mais caro. Esta maior precisa˜o, conseguida atrave´s de uma
soluc¸a˜o em hardware, adve´m da precisa˜o com que se consegue obter os timestamps no decorrer
do protocolo, que permitem assim evitar grande parte do jitter introduzido nos timestamps
das mensagens quando estes sa˜o feitos em software. Contudo uma soluc¸a˜o em software torna-
se significativamente mais barata e, para muitas aplicac¸o˜es, preciso˜es de algumas centenas de
microsegundos sa˜o suficientes.
Na tabela 2.2 e´ dada uma ideia dos valores aproximados para o jitter introduzidos no
timestamp mediante os diferentes n´ıveis.
Local em que e´ feito o timestamp da
mensagem de sincronizac¸a˜o
Gama de jitter aproximado
No n´ıvel da aplicac¸a˜o de software 500µseg ate´ 5mseg
No kernel do sistema operativo 10µseg ate´ 100mseg
No hardware do controlador de comunicac¸a˜o menos de 10µseg
Tabela 2.2: Jitter aproximado da mensagem de sincronizac¸a˜o.
Nas soluc¸o˜es baseadas somente em software, ale´m de todo o jitter introduzido no ti-
mestamp desde a camada f´ısica ate´ ao alto n´ıvel da aplicac¸a˜o PTP, estas soluc¸o˜es tambe´m
podera˜o representar um significativo aumento na carga de processamento. Este aumento de
carga podera´ prejudicar as outras aplicac¸o˜es a decorrem no nodo, bem como estas prejudi-
carem a aplicac¸a˜o PTP na obtenc¸a˜o dos timestamps devido aos maiores tempos de bloqueio
que sa˜o introduzidos. Este problema torna-se realmente importante quando em vez de CPUs
dedicados ao PTP ou com grande capacidade de processamento, temos sistemas embutidos
ou microcontroladores, dado que estes se apresentam bastante limitados na capacidade de
processamento.
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2.6.3 Condic¸o˜es gerais do sistema
O IEEE 1588 sincroniza relo´gios de tempo-real em modelos distribu´ıdos, criando uma
noc¸a˜o comum do tempo em todo o sistema. Do ponto de vista do sistema e segundo [Eid05c]
estas caracter´ısticas sa˜o importantes:
. Precisa˜o
. Exactida˜o
. E´poca
. Dependeˆncia da topologia da rede
. Recursos necessa´rios
. Comportamento dinaˆmico
2.6.3.1 Precisa˜o:
Existem duas facetas da precisa˜o na comum noc¸a˜o do tempo: a precisa˜o temporal entre
os mo´dulos individuais, e a precisa˜o temporal no conjunto dos mo´dulos.
A precisa˜o temporal num mo´dulo individual e´ medida pela dispersa˜o das medidas tem-
porais feitas no mo´dulo relativamente ao mo´dulo de tempo base. Tipicamente relo´gios de
tempo-real sera˜o implementados em hardware atrave´s de um contador conduzido por um os-
cilador local. A precisa˜o deste sera´ func¸a˜o da resoluc¸a˜o do contador e das caracter´ısticas de
ru´ıdo do oscilador.
A precisa˜o temporal de um grupo de mo´dulos depende da precisa˜o temporal de cada
mo´dulo individual assim como da precisa˜o que o IEEE 1588 e´ capaz de conseguir na sincro-
nizac¸a˜o dos relo´gios dentro do sistema. Isto e´ ilustrado na Figura 2.10.
Figura 2.10: Dispersa˜o temporal de alguns relo´gios em relac¸a˜o ao tempo base (retirado de
[Eid05c])
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Esta figura mostra a dispersa˜o temporal de cada um dos treˆs relo´gios B, C, D relativamente
ao tempo verdadeiro (True Time) A. Cada um dos relo´gios exibe diferentes resoluc¸o˜es e jitters.
O jitter surge de variac¸o˜es aleato´rias na frequeˆncia do oscilador que causam variac¸o˜es na
contagem deste em pequenas escalas numa base aleato´ria. Por exemplo, o relo´gio D tem uma
resoluc¸a˜o muito fina (na˜o vis´ıvel neste desenho) mas exibe um jitter que causa uma curva
ondulada acima e abaixo do seu valor me´dio. O relo´gio C tem uma resoluc¸a˜o muito grosseira
mas conte´m pouco jitter em relac¸a˜o ao seu valor me´dio. O relo´gio B tem melhor resoluc¸a˜o mas
tem um jitter significativo. A posic¸a˜o relativa da dispersa˜o de relo´gios individuais mudara´
uns em relac¸a˜o aos outros devido ao normal funcionamento do IEEE 1588, que opera para
manter a me´dia dos tempos de todos os Slaves ideˆntica a` do relo´gio Master.
A dimensa˜o desta dispersa˜o define a largura de dispersa˜o do sistema ou a precisa˜o de tempo
base. Portanto os relo´gios B, C, e D teˆm uma largura de precisa˜o do sistema indicada pelas
duas linhas ponteadas na Figura 2.10. O resultado efectivo disto e´ que quando comparando
os tempos medidos em dois relo´gios diferentes do sistema a largura de precisa˜o limita tanto
os ca´lculos aritme´ticos como relacionais.
2.6.3.2 Exactida˜o
O significado comum de exactida˜o e´ concordaˆncia entre a medida realizada do segundo no
sistema e a definic¸a˜o internacional do segundo. Por exemplo, na Figura 2.10 os relo´gios B, C,
e D teˆm o mesmo tempo base desde que estejam sincronizados, mas o segundo neste tempo
base e´ claramente menor do que o segundo no tempo base do relo´gio A. Ja´ que o IEEE 1588
e´ um protocolo de sincronizac¸a˜o Master -Slave, a exactida˜o e´ determinada pela exactida˜o do
tempo base do relo´gio GrandMaster que e´ a raiz da hierarquia do relo´gio estabelecida pelo
protocolo. Todos os relo´gios ajustam os seus tempos base com o GrandMaster ficando com a
mesma exactida˜o que este.
2.6.3.3 E´poca
A e´poca do tempo base e´ a origem do tempo como medida do sistema, que e´ o tempo
zero. Como na exactida˜o, a e´poca do tempo base e´ determinada pelo GrandMaster. Em
muitas aplicac¸o˜es de teste e medida so´ o tempo relativo dentro do sistema e´ importante e
na˜o e´ necessa´ria a correspondeˆncia ao tempo civil. Outros sistemas requerem um tempo
base para serem detecta´veis para UTC (Coordinated Universal Time). Este e´ actualmente,
relativamente fa´cil de implementar e possui vantagens como tornar os dados de engenharia
correlaciona´veis com dados de outros sistemas ou com dados histo´ricos.
A maneira mais simples de igualar o tempo base do IEEE 1588 com o do UTC e´ sincronizar
o relo´gio GrandMaster a uma fonte UTC detecta´vel, tal como um sistema GPS ou um servidor
de tempo NTP. Isto deve ser feito com o cuidado de reter a precisa˜o desejada para o tempo
base resultante. A precisa˜o NTP e´ na ordem dos milisegundos, portanto so´ com muitas me´dias
e depois de longos per´ıodos tempo e´ que estes valores devem ser usadas para sincronizar o
GrandMaster no IEEE 1588. A precisa˜o de GPS e´ muito melhor, na ordem dos 50 ns, mas
ainda requer me´dias para uma melhor exactida˜o. Ambos, NTP e GPS, permitem o salto
necessa´rio para traduzir o tempo UTC em tempo base do IEEE 1588.
E´ interessante referir que os grandes fornecedores em indu´strias de automac¸a˜o industrial
e poteˆncia com o IEEE 1588 implementado, teˆm relatado o sucesso da ligac¸a˜o do tempo
base do IEEE 1588 para UTC por meio de GPS, dado que muitos dos seus consumidores
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teˆm frequentemente exigeˆncias para ter os timestamps a eventos nos seus sistemas em UTC
[Eid05c].
2.6.3.4 Dependeˆncia da topologia da rede
O protocolo IEEE 1588 e´ um protocolo de sincronizac¸a˜o Master -Slave. Cada Slave ajusta
o seu tempo base para estar de acordo com o seu Master. A exactida˜o relativa entre o Master
e o Slave sera´ varia´vel com o tempo devido a` natureza do servo loop no Slave, as flutuac¸o˜es
nos osciladores dos dois relo´gios, e o mais cr´ıtico as flutuac¸o˜es introduzidas pelos dispositivos
da rede. Sistemas em que as comunicac¸o˜es entre dispositivos atravessam switches ou routers,
como e´ o caso da Ethernet, introduzem flutuac¸o˜es que na˜o sendo corrigidas ira˜o limitar a
precisa˜o e exactida˜o dependendo dos padro˜es de tra´fego na rede. A soluc¸a˜o e´ modificar estes
dispositivos para inclu´ırem relo´gios IEEE 1588 servindo como transfereˆncia do modelo. Estes
dispositivos presentes teriam de ser especiais tal como veˆm especificados na norma IEEE 1588,
sendo chamados de boundary clocks.
A G
A
B
A
a)
H
C
G
D
E
F
CB HD …
b) c)
Figura 2.11: Topologias de rede com o IEEE 1588
Os sistemas IEEE 1588 complexos tera˜o hierarquias que resultam em servo loops em
cascata, levando a` degradac¸a˜o do tempo base. Por exemplo, na Figura 2.11 a) a imprecisa˜o
entre os relo´gios A e G na topologia linear ira´ ser maior do que na topologia de ramos na
Figura 2.11 b), ja´ que no caso da linear existem sete control loops em cascata envolvidos
enquanto na topologia da a´rvore so´ treˆs desses loops.
Tambe´m e´ claro que a colocac¸a˜o de relo´gios com diferentes preciso˜es e´ importante. Por
exemplo, se na topologia linear da Figura 2.11 algum dos relo´gios, entre os relo´gios A e G,
tiver uma precisa˜o significativamente baixa em relac¸a˜o aos outros, a precisa˜o relativa de A
para G sera´ no ma´ximo a mesma do que a do relo´gio de baixa precisa˜o. Na topologia de
a´rvore e´ poss´ıvel isolar os relo´gios de baixa precisa˜o num dos ramos da a´rvore preservando
desse modo a precisa˜o dos restantes ramos da a´rvore.
E´ imperativo que os requisitos de precisa˜o de cada relo´gio, do switch IEEE 1588 e todos os
sistemas de precisa˜o sejam cuidadosamente considerados aquando do desenho da topologia da
rede. Para os sistemas mais complexos a topologia sera´ parecida com a topologia em a´rvore.
Para sistemas muito exigentes do ponto de vista do rigor, e´ muito prova´vel que na topologia
aparec¸a um u´nico switch IEEE 1588 activo e com poucos dispositivos conectados a ele como
mostra na Figura 2.11c).
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Os sistemas em aplicac¸o˜es de industriais de automac¸a˜o sa˜o tipicamente bastante complexos
e envolvem 1000 ou mais sensores ou actuadores distribu´ıdos e mu´ltiplos n´ıveis de controlo.
Neste caso sa˜o usadas as topologias em a´rvore e a linear. O uso da topologia linear levou ao
desenvolvimento de uma nova tecnologia que incorpore o IEEE 1588 nos va´rios dispositivos da
rede. Estes dispositivos designados transparent clocks, foram demonstrados por um fornecedor
numa confereˆncia do IEEE 1588 em 2004 [VS04], sendo que as especificac¸o˜es deste dispositivo
sa˜o suscept´ıveis de serem adicionadas na pro´xima revisa˜o da norma.
2.6.3.5 Recursos necessa´rios
O IEEE 1588 e´ um protocolo muito leve. No caso normal so´ um ou dois pacotes por
segundo passam no link entre um relo´gio Master e um Slave. A memo´ria e os recursos com-
putacionais necessa´rios tambe´m sa˜o baixos. Contudo e´ importante para ambos os dispositivos
e para os desenhadores do sistema, garantir que os recursos fornecidos sa˜o suficientes para
responder a`s exigeˆncias totais da aplicac¸a˜o sem que o protocolo sinta falta de recursos.
A principal preocupac¸a˜o e´ a transfereˆncia de grandes quantidades de dados entre os dis-
positivos. Embora com o devido projectar de relo´gios a perda ocasional de mensagens IEEE
1588 na˜o seja muito significativa, e´ importante que o sistema na˜o cause mu´ltiplas e sucessivas
perdas. Se a rede ou as capacidades do sistema na˜o forem adequadas e se o tra´fico IEEE 1588
na˜o tiver prioridade suficiente, podera´ ocorrer a degradac¸a˜o da precisa˜o do tempo.
2.6.3.6 Comportamento dinaˆmico
Em sistemas IEEE 1588 cada relo´gio Slave sincroniza para o seu Master tipicamente com
um simples algoritmo de controlo tal como um loop proporcional integral (PI). O objectivo do
algoritmo de controlo e´ trazer o relo´gio para o estado sincronizado e eliminar o ru´ıdo que de
outra forma provocaria a perturbac¸a˜o do tempo base. Em geral, para situac¸o˜es em que o ru´ıdo
seja maior torna-se necessa´rio efectuar mais medic¸o˜es para so´ depois actuar no sistema. Para
conseguir obter boas preciso˜es sa˜o necessa´rios alguns componentes que tenham osciladores
mais esta´veis e Slaves que usem me´dias de tempos longos. Como resultado os tempos de
inicializac¸a˜o ou transiente sera˜o mais longos. Para atenuar este problema e´ poss´ıvel usar
controladores mais sofisticados (ex. que ajustem as constantes de tempo dinamicamente).
2.7 Conclusa˜o
Os protocolos de sincronizac¸a˜o referidos neste cap´ıtulo apresentam-se como os mais uti-
lizados em redes de comunicac¸a˜o. Contudo mediante os requisitos temporais do sistema,
deve-se escolher em conformidade o melhor me´todo para sincronizar os relo´gios. E´ relativa-
mente fa´cil perceber que em sistemas com baixos requisitos temporais, o NTP ou o IEEE 1588
baseado apenas em software sa˜o boas opc¸o˜es. Ja´ para sistemas de tempo-real com exigeˆncias
temporais apertadas em que os va´rios dispositivos necessitem de ter relo´gios rigorosos, tera˜o
de ser usados o SynUTC ou o IEEE 1588 assistido por hardware.
Actualmente o NTP e´ largamente utilizado na Internet, estando por isso bem estabele-
cido. Na Internet o NTP e´ utilizado em aplicac¸o˜es que na˜o necessitem de grandes restric¸o˜es
temporais, conseguindo-se obter preciso˜es de dezenas de milisegundos. Segundo a norma, o
offset entre o cliente NTP e o servidor nunca deve ser superior a 128 ms, pois nesses casos o
processo de sincronizac¸a˜o pode-se tornar muito longo ou nunca acontecer.
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Outro sena˜o, reside no facto de o NTP apenas ser desenhado para poder ser aplicado em
Ethernet, enquanto o IEEE 1588 e o SynUTC preveˆem a possibilidade de implementac¸a˜o em
outras redes.
Ja´ o IEEE 1588 foi originalmente introduzido nas industrias de teste e automac¸a˜o, conse-
guindo preciso˜es na ordem dos sub microsegundos. Mais tarde ganhou popularidade e outros
grupos mostraram interesse, como as telecomunicac¸o˜es, a distribuic¸a˜o de poteˆncia ele´ctrica
e as aplicac¸o˜es militares. Este tambe´m tem grande utilidade em aplicac¸o˜es na Internet que
necessitem multime´dia de tempo-real rigoroso ou em aplicac¸o˜es de controlo.
Com IEEE 1588 e´ poss´ıvel conseguir preciso˜es na ordem dos nanosegundos, obviamente
com soluc¸o˜es assistidas por hardware. O SynUTC e´ um protocolo relativamente recente que
permite sincronizac¸o˜es da mesma ordem que o IEEE 1588, apresentando algumas vantagens
e desvantagens relativas ao IEEE 1588.
O SynUTC apresenta vantagens ao n´ıvel da toleraˆncia a falhas (dado que na˜o utiliza um
principio Master -Slave), e suporta sincronizac¸o˜es de relo´gios externos. O IEEE 1588 feito
para redes pequenas (na˜o a n´ıvel global), consome poucos recursos, utiliza o principio de
Master -Slave. Este possui mecanismo de particionamento automa´tico da rede e de selecc¸a˜o
do melhor relo´gio na rede. Permite implementac¸o˜es feitas somente em software (sem alterac¸a˜o
de hardware), algo que na˜o e´ previsto para o SynUTC. No entanto o mecanismo de toleraˆncia
a falhas previsto norma do IEEE 1588 na˜o e´ ta˜o robusto quanto o do SynUTC. Contudo na
confereˆncia do IEEE 1588 em 2006 foi proposto um mecanismo de toleraˆncia para soluc¸o˜es
em hardware de grande precisa˜o [LGK06].
O IEEE 1588 apresenta uma vantagem na˜o menos relevante, que e´ o facto de ja´ ter
conquistado o mercado, sendo que actualmente existem inu´meros equipamentos que assentam
o seu me´todo de sincronizac¸a˜o, enquanto que o SynUTC teve uma origem acade´mica, sendo
que so´ agora comec¸a a oferecer as primeiras soluc¸o˜es comerciais.
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Cap´ıtulo 3
Sincronizac¸a˜o de relo´gio em CAN
3.1 Indroduc¸a˜o
Neste cap´ıtulo apresenta-se alguns trabalhos encontrados sobre sincronizac¸a˜o de relo´gio
em CAN. Tambe´m sera´ referida a adaptac¸a˜o do protocolo IEEE 1588 para DeviceNet, dado
que este protocolo de comunicac¸a˜o tem o CAN como sua espinha dorsal. No entanto, primei-
ramente sera´ feita uma abordagem ao protocolo CAN e as suas principais caracter´ısticas.
3.1.1 Controller Area Network
O protocolo Controller Area Network (CAN) desenvolvido pela Robert Bosh GmbH, ofe-
rece uma soluc¸a˜o robusta para a comunicac¸a˜o entre dispositivos. A comunicac¸a˜o pode ocorrer
num ma´ximo absoluto ate´ 1 Mbit/s (num barramento com cerca de 40 m de comprimento).
Apesar de ter sido desenvolvido para aplicac¸o˜es automo´veis, e´ tambe´m actualmente usado
em aplicac¸o˜es de automac¸a˜o industrial devido ao seu baixo custo, alta performance, baixos
tempos de lateˆncia e flexibilidade de configurac¸a˜o.
O CAN e´ um CSMA/CA (Carrier Sense Multiple Access / Collision Avoidance), possui
uma arquitectura multi-Master, mensagens ate´ 8 bytes de dados com prioridades que sa˜o
enviadas pelo barramento se´rie. O protocolo CAN possui um mecanismo co´modo em que
com 15 bits do campo CRC garantem uma elevada integridade dos dados transmitidos.
O protocolo CAN preveˆ quatro benef´ıcios principais. Primeiro, o protocolo simplifica
e economiza as tarefas de interface dos subsistemas de diferentes fornecedores numa rede
comum. Em segundo lugar, a carga das comunicac¸o˜es e´ transferida do CPU anfitria˜o para
os perife´ricos inteligentes, tendo assim o CPU anfitria˜o mais tempo para correr as tarefas do
sistema. Em terceiro lugar, como rede multiplexada, o CAN reduz enormemente o tamanho de
cabo utilizado e elimina as ligac¸o˜es ponto-a-ponto. Por u´ltimo, como um protocolo standard,
o CAN tem amplo mercado que motiva os fabricantes destes semicondutores a desenvolver
dispositivos CAN a prec¸os competitivos.
. Arbitragem na˜o destrutiva no acesso ao meio
O protocolo CAN implementa o acesso prioritizado ao meio. Cada mensagem tem um
u´nico identificador, que determina a sua prioridade em relac¸a˜o a`s outras. Quando o
barramento esta´ livre, qualquer controlador CAN esta´ autorizado a transmitir. Se mais
do que um controlador comec¸ar a transmitir em simultaˆneo, segue-se uma comparac¸a˜o
bit a bit aos identificadores das mensagens. No final so´ a mensagem mais priorita´ria
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sera´ transmitida, enquanto os restantes nodos perdera˜o a arbitragem e na˜o tentara˜o a
transmissa˜o novamente da mensagem ate´ que o barramento esteja livre.
. Visa˜o simultaˆnea dos bits
Para permitir a comparac¸a˜o bit a bit dos identificadores das mensagens, os controla-
dores CAN devem ter a mesma visa˜o do bit que esta´ no barramento. Isto implica,
primeiro, existir uma relac¸a˜o espec´ıfica entre a taxa de transmissa˜o e o comprimento do
barramento [eA01], e segundo, ter um mecanismo de sincronizac¸a˜o de bit que garante
que todos os controladores CAN fazem a amostragem do bit num instante quase em
simultaˆneo [fhsc93]. A localizac¸a˜o do ponto de amostragem e´ mostrado na Figura 3.1.
 
Figura 3.1: Local onde e´ feita a amostragem no tempo de bit CAN.
O segmento de sincronizac¸a˜o e de propagac¸a˜o tem um comprimento constante, enquanto
o segmento fase 1 e o segmento fase2 podem ser alargados ou estreitados, respectiva-
mente, seguindo as seguintes regras: o controlador CAN receptor deve alargar a fase
1 se o seu oscilador local for mais ra´pido que o oscilador local do controlador CAN
transmissor; em contraste, o controlador receptor CAN deve estreitar o segmento fase 2
se o seu relo´gio local for mais lento que o oscilador local do controlador CAN transmis-
sor. Actuando desta forma, o desvio entre os relo´gios locais sera´ compensado e por isso
os pontos de amostragem dos va´rios controladores CAN sera˜o muito pro´ximos. Como
referido em [RGR98], esta diferenc¸a e´ da ordem do atraso de propagac¸a˜o que representa
10-30% do tempo de bit.
. Broadcast ato´mico
As capacidades do protocolo CAN na detecc¸a˜o de erros e sinalizac¸a˜o dos mesmos, per-
mite que qualquer trama que e´ enviado atrave´s da rede CAN, e´ em princ´ıpio consisten-
temente recebido por todos os controladores da rede ou por nenhum deles, apesar de
estarem descritos na literatura cena´rios de inconsisteˆncia [RVA+98]. Ale´m disso, por
causa da retransmissa˜o automa´tica de tramas que o CAN implementa, qualquer mensa-
gem emitida na rede CAN e´ correctamente recebida por pelo menos um nodo, enquanto
o controlador transmissor permanecer num estado sem falhas.
3.1.2 Propriedades do CAN na sincronizac¸a˜o de relo´gio
Num sistema distribu´ıdo a sincronizac¸a˜o de relo´gio depende da troca de mensagens no
barramento bem como do rigor temporal com que os eventos de transmissa˜o e recepc¸a˜o sa˜o
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medidos. Assim, as condic¸o˜es de carga na rede e nos CPU’s limitam a precisa˜o do algoritmo
de sincronizac¸a˜o de relo´gio.
Por exemplo, num barramento CAN se existir uma grande carga de mensagens com prio-
ridade superior a`s mensagens de sincronizac¸a˜o, o tempo entre sincronizac¸o˜es va´lidas podera´
nestas situac¸o˜es ser maior que o desejado.
Assim, para garantir que o intervalo entre sincronizac¸o˜es e´ respeitado sera´ necessa´rio
uma ana´lise temporal adequada [TBW95]. Ao contra´rio de outras redes, em CAN e´ poss´ıvel
determinar analiticamente o tempo de resposta de uma mensagem mediante as condic¸o˜es
do barramento, tornando-se assim relativamente mais fa´cil analisar o comportamento das
mensagens do protocolo de sincronizac¸a˜o mediante diferentes condic¸o˜es de carga.
Muitas das aplicac¸o˜es CAN sa˜o baseadas em sistemas distribu´ıdos embutidos de baixo
custo, que ao contra´rio de outros tipos de sistemas teˆm fortes limitac¸o˜es na capacidade de
processamento ao n´ıvel dos nodos, bem como na largura de banda dispon´ıvel na rede.
Estas limitac¸o˜es fazem com que os algoritmos a aplicar a este tipo de sistemas na˜o devam
exijir demasiada capacidade de processamento e que a troca de mensagens necessa´ria para a
sincronizac¸a˜o dos va´rios dispositivos da rede na˜o gaste demasiada largura de banda.
Assim neste cap´ıtulo ira˜o ser brevemente explicadas as principais soluc¸o˜es ja´ encontradas
no intuito de resolver este problema. Primeiramente descreve-se a adaptac¸a˜o do IEEE 1588
em DeviceNet, dado que o DeviceNet e´ um protocolo de comunicac¸a˜o que assenta sobre a rede
CAN. Posteriormente, vai-se falar dos va´rios protocolos encontrados como estado da arte sobre
sincronizac¸a˜o de relo´gio em CAN, conseguidos atrave´s de diversas te´cnicas e algoritmos.
3.2 Adaptac¸a˜o do IEEE 1588 para DeviceNet
O protocolo IEEE 1588 foi pensado para ser independente da rede em que e´ aplicado.
Cada rede que suporte o IEEE 1588 preveˆ uma definic¸a˜o dentro de um anexo da norma sobre
a forma de mapear o 1588 na rede. Na norma actual apenas existe a definic¸a˜o da rede para
a Ethernet (UDP/IP).
Contudo, a ODVA (Open DeviceNet Vendor Association) tem feito grande esforc¸o para que
a corrente norma tenha um anexo para DeviceNet. A ODVA e´ a responsa´vel pela afirmac¸a˜o
e controlo da especificac¸a˜o DeviceNet, tendo 350 companhias membros a` volta do mundo,
estimando-se que estejam instalados 8 milho˜es de nodos DeviceNet [ODV03].
CIP
-Camada do utilizador
Aplicação & Camada de transporte
ControlNet EtherNet/IP DeviceNet
-
-Adaptação & Camada de ligação de dados
-Camada física
Figura 3.2: Arquitectura CIP
Neste seguimento, o CIP (Common Industrial Protocol) pretende introduzir nas suas
redes (DeviceNet, ControlNet e EtherNet/IP) uma aplicac¸a˜o de cobertura designada por CIP
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sync que permita uma sincronizac¸a˜o melhor que 500 nanosegundos; toleraˆncia a sistemas
heteroge´neos com relo´gios de va´rias preciso˜es; resoluc¸o˜es e estabilidade e que use o mı´nimo
de largura de banda, computac¸a˜o e recursos da memo´ria do nodo.
O DeviceNet e´ uma rede digital, multi-drop que conecta e serve como rede de comunicac¸a˜o
entre controladores industriais e dispositivos I/O. Cada dispositivo e/ou controlador e´ um
nodo da rede. Este protocolo usa o CAN como espinha dorsal, dado que o Data Link Layer
do DeviceNet e´ definido pela especificac¸a˜o CAN e implementado por controladores CAN.
ODeviceNet e´ uma rede produtor-consumidor que suporta mu´ltiplas comunicac¸o˜es hiera´rquicas
e prioridades de mensagens. Os sistemas DeviceNet podem ser configurados para operar numa
arquitectura Master -Slave ou controlo distribu´ıdo usando comunicac¸a˜o peer-to-peer.
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Figura 3.3: Timestamp da trama DeviceNet.
O protocolo DeviceNet permite ate´ 64 dispositivos (nodos) numa sub-rede. A cada dis-
positivo e´ atribu´ıdo parte do espac¸o de identificac¸a˜o de mensagens (2032 mensagens). E´
necessa´ria a fragmentac¸a˜o para conseguir o envio de mensagens grandes usando para isso
mu´ltiplas tramas CAN.
A adaptac¸a˜o do 1588 para DeviceNet consiste em quatro aspectos essenciais:
. Selecc¸a˜o do ponto de timestamp da mensagem
O ponto de timestamp da mensagem corresponde a` borda do sexto bit do campo EOF
(End Of Frame), do primeiro pacote fragmentado da mensagem PTP.
. Definic¸a˜o do UUID
O DeviceNet (assim como todas as redes dentro do CIP) partilha um u´nico ID de
vendedor com 16 bits para cada construtor dos produtos CIP. Em adic¸a˜o todos os
vendedores atribuem um nu´mero de se´rie de 32 bits para cada produto CIP fabricado.
Assim a combinac¸a˜o do ID do vendedor CIP e nu´mero de se´rie e´ universalmente u´nica.
Dado isto, o UUID (identificador universalmente u´nico) no 1588 para a adaptac¸a˜o em
DeviceNet deve ser o ID do vendedor, o nu´mero de se´rie do produto e ainda o ID do
nodo DeviceNet em questa˜o.
. Mapeamento dos portos 1588 e dos enderec¸os multicast
Os enderec¸os multicast do PTP devem ser mapeados em identificadores de mensagem
DeviceNet, permitindo assim um co´digo u´nico pela combinac¸a˜o do enderec¸o do sub-
domı´nio PTP e o porto PTP.
Para poupar largura de banda, todas as mensagens PTP que na˜o sejam Management
devem usar o valor do subdomı´nio codificado em 8 bits dentro do cabec¸alho PTP para
representar o nome do subdomı´nio PTP.
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Figura 3.4: Paraˆmetros que constituem o identificador u´nico universal em DeviceNet.
. Definic¸a˜o do formato das mensagens
Todas as mensagens PTP que na˜o sejam Managment sa˜o empacotadas, ao contra´rio da
Ethernet que tem 32 bits de alinhamento. Assim, por exemplo, a mensagem Sync sera´
enviada em 15 tramas CAN e a mensagem Follow-up em 5 tramas CAN.
As mensagens PTP Managment sa˜o consistentes com as mensagens usadas na Ethernet
para reduzir a carga e encaminhar os problemas de compatibilidade para os boundary
clocks (routers).
3.3 Protocolos de sincronizac¸a˜o de relo´gio em CAN
Seguidamente sera˜o brevemente descritos os principais protocolos de sincronizac¸a˜o de
relo´gio em CAN encontrados na literatura cient´ıfica:
3.3.1 S1. Implementing a Distributed High Resolution Real-Time Clock
using the CAN-bus (1994)[GS94]
E´ um protocolo simples que sincroniza os relo´gios locais dos nodos ligados ao barramento
de campo, especialmente ao barramento CAN. Todos os nodos participantes teˆm relo´gios lo-
cais com possibilidade de terem diferentes exactido˜es. Este relo´gio local e´ usualmente baseado
no timer dos microcontroladores, isto em sistemas embutidos de baixo custo. O algoritmo
assenta num esquema Master/Slave na˜o apresentando nenhum mecanismo de toleraˆncia a
falhas, tendo por isso algumas restric¸o˜es para o seu correcto funcionamento.
O grupo de tempo-real com o projecto GMDs CREW implementou este protocolo de
sincronizac¸a˜o de relo´gio no barramento CAN que fornecia um tempo global comum com uma
precisa˜o de 20 microsegundos. O protocolo e´ simples e totalmente independente do hardware
e utiliza pouca largura de banda (menos de 20 mensagens/segundo).
Esta implementac¸a˜o utilizou microcontroladores (Intel 8051) ligados num barramento
CAN a 1Mbit/s. Os microcontroladores corriam com cristais de 16MHz e outros com 12
MHz, resultando numa resoluc¸a˜o ma´xima de relo´gio de 0.75 e 1 microsegundo, respectiva-
mente. Finalmente o nodo Master estava ligado a um receptor GPS, tendo por isso o tempo
global.
3.3.2 S2. Fault-tolerant Clock Synchronization in CAN (1998)[RGR98]
Este algoritmo foi inspirado num algoritmo gene´rico para redes broadcast [VR92, VRC97],
sendo que este ultrapassa muitas das limitac¸o˜es impostas por esse algoritmo gene´rico ao n´ıvel
da toleraˆncia a falhas, na exactida˜o da sincronizac¸a˜o de relo´gio conseguida e no nu´mero de
mensagens que necessita de trocar no processo de sincronizac¸a˜o.
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Este algoritmo designado por phase-decoupled oferece uma precisa˜o estreita e uma boa
exactida˜o com um custo razoa´vel. Por exemplo, para se obter uma precisa˜o de 100 µs, os
relo´gios teˆm de ser sincronizados apenas uma vez a cada 45s e a perda de exactida˜o e´ apenas
na ordem de 4.2ms por hora.
Importa ainda referir que este algoritmo permite a sua implementac¸a˜o apenas em software
para a precisa˜o anteriormente referida, assenta num esquema sime´trico, tolerando qualquer
falha de relo´gio e de mensagens inconsistentes.
3.3.3 S3. e S4. Time Triggered Communication on CAN (2000)[HMF+00]
O TTCAN e´ um protocolo que se encontra standardizado pela International Standardisa-
tion Organisation (ISO) com a refereˆncia ISO 11898-4 [HMF+00]. Este surgiu sobretudo pelo
facto de a comunicac¸a˜o numa rede CAN cla´ssica ser event-triggered, podendo assim ocorrer
picos de carga no barramento quando va´rias mensagens sa˜o pedidas para enviar ao mesmo
tempo. Mesmo as mensagens na˜o sendo perdidas, dado que o CAN tem uma arbitragem na˜o
destrutiva que garante o envio sequencial de todas as mensagens mediante o seu identificador
de prioridade, num sistema de tempo-real em que as transmisso˜es teˆm deadlines a cumprir,
o envio das mensagens de menor prioridade certamente na˜o sera´ respeitado em situac¸o˜es
cr´ıticas.
Neste contexto, foi desenvolvido o Time-Triggered CAN implementado em 2 n´ıveis. O
n´ıvel 1 e´ limitado apenas a` transfereˆncia c´ıclica de mensagens, garantindo um padra˜o de
comunicac¸a˜o no barramento determin´ıstico, conseguindo assim um melhor aproveitamento
da largura de banda da rede CAN. O n´ıvel 2 ale´m do que e´ suportado no n´ıvel 1, tambe´m
suporta um sistema de tempo global, permitindo uma visa˜o do tempo sincronizado em todo
o sistema e uma cont´ınua correcc¸a˜o do drift nos controladores CAN.
O n´ıvel 1 pode ser implementado apenas em software. Mas quando as taxas de transmissa˜o
sa˜o altas e existe um grande nu´mero de mensagens a enviar, a carga no CPU sera´ alta. Assim
nestes casos deve-se escolher uma soluc¸a˜o em hardware.
O Time-Triggered CAN assenta num esquema Master/Slave tolerando a falha do nodo
Master, mas na˜o tolera falhas de performance dos relo´gios, nem a omissa˜o de mensagens
inconsistentes.
Assim no TTCAN n´ıvel 1 consegue-se uma precisa˜o da ordem dos milisegundos numa
implementac¸a˜o baseada em software, enquanto no TTCAN n´ıvel 2 consegue-se uma precisa˜o
na ordem dos 10 microsegundos numa soluc¸a˜o implementada em hardware.
3.3.4 S5. Hardware Design of a High-precision and Fault-tolerant Clock
Subsystem for CAN Networks (2003)[RNBP03]
Esta arquitectura assenta num subsistema de relo´gio em hardware que permite a`s redes
CAN terem um servic¸o de sincronizac¸a˜o de relo´gio. Esta implementac¸a˜o apresenta significa-
tivas vantagens em relac¸a˜o a`s soluc¸o˜es anteriormente implementadas:
i) Ortogonalidade, visto que na˜o necessita de nenhum componente da rede especifico,
sendo compat´ıvel tanto com comunicac¸a˜o event-triggered como time-triggered.
ii) Consegue-se obter uma boa precisa˜o na sincronizac¸a˜o de relo´gio tirando partido das
boas propriedades do protocolo CAN. O algoritmo utilizado e´ baseado no TTCAN n´ıvel
2 [HMF+00], mas com algumas mudanc¸as na correcc¸a˜o do drift.
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iii) As unidades de relo´gio apresentam um comportamento de toleraˆncia a falhas. Esta
propriedade e´ conseguida atrave´s da duplicac¸a˜o da unidade de relo´gio e de um algoritmo
distribu´ıdo, que permitem saber a actual disponibilidade de todas as unidades de relo´gio
relevantes.
Esta arquitectura efectua o timestamp via hardware, utiliza um conceito Master/Slave,
tolera falha dos relo´gios e certas falhas de performance. A 1Mbit/s este desenho permite
obter preciso˜es de 10 microsegundos quando sincronizado todos os segundos.
3.3.5 S6. Fault-tolerant Clock Synchronisation with microsecond-precision
for CAN Networked Systems (2003) [LA03]
Esta arquitectura foi desenvolvida por DRTS Ltd, consistindo numa te´cnica de sincro-
nizac¸a˜o de relo´gio tolerante a falhas e baseada em software para redes broadcast, tal como o
CAN. O protocolo fornece um servic¸o previs´ıvel, confia´vel, robusto e permite a sincronizac¸a˜o
de sistemas de rede com precisa˜o de microsegundo usando uma largura de banda despreza´vel.
Esta abordagem e´ fa´cil de implementar na˜o necessitando de adicionar novo hardware.
Permite que as comunicac¸o˜es time-triggered sejam implementadas em nodos CAN standard.
Este algoritmo permite obter preciso˜es dos 10 microsegundos, assenta numa estrutura
Master/Slave que o torna fa´cil de implementar. Este apresenta-se como uma soluc¸a˜o de baixo
custo para aplicac¸o˜es de seguranc¸a cr´ıtica, tendo uma boa eficieˆncia de carga na rede (0.1%
a 1Mbit/s) e apresentando grande flexibilidade, sendo que e´ poss´ıvel em qualquer instante
adicionar ou remover nodos Slave ou Master com a rede em funcionamento.
3.4 Conclusa˜o
Relativamente a` adaptac¸a˜o do IEEE 1588 para DeviceNet, verifica-se que a implementac¸a˜o
deste protocolo na transmissa˜o de diversas tramas CAN que sa˜o necessa´rios enviar por cada
mensagem do PTP, o que ale´m de representar uma significativa ocupac¸a˜o do barramento (em
redes com baixas taxas de transmissa˜o), representam uma adic¸a˜o substancial de carga no
CPU para o atendimento dessas mensagens.
Assim, pode considerar-se que esta implementac¸a˜o implica um overhead elevado quer
em termos de largura de banda que em termos de processamento, factores especialmente
relevantes em sistemas distribu´ıdos de baixo custo.
Para ale´m do DeviceNet, encontraram-se outros protocolo de sincronizac¸a˜o de relo´gio
para redes CAN, verificando-se a existeˆncia de diferenc¸as ao n´ıvel das te´cnicas aplicadas, bem
como nos requisitos que cumprem. Este facto, juntamente com a complexidade inerente dos
problemas da sincronizac¸a˜o de relo´gio, fazem com que a comparac¸a˜o entre implementac¸o˜es
seja uma tarefa relativamente dif´ıcil.
Para facilitar essa comparac¸a˜o em [RNP03] e´ sugerido uma representac¸a˜o tridimensional
dos sistemas, em que cada eixo representa as propriedades mais relevantes para o servic¸o de
sincronizac¸a˜o de relo´gio em sistemas distribu´ıdos embutidos de baixo custo, nomeadamente o
rigor, fiabilidade e eficieˆncia de custos. Este me´todo de comparac¸a˜o apresenta-se como uma
boa forma de equiparar soluc¸o˜es e demonstra de uma maneira intuitiva formas de melhorar
as soluc¸o˜es. A Figura 3.5 ilustra a representac¸a˜o das va´rias soluc¸o˜es descritas anteriormente
para a sincronizac¸a˜o de relo´gio em CAN utilizando este sistema de representac¸a˜o.
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Figura 3.5: Representac¸a˜o das soluc¸o˜es para sincronizac¸a˜o de relo´gio em CAN.
Analisando a figura e´ poss´ıvel concluir que as te´cnicas ja´ propostas, deixam espac¸o aberto
para se encontrarem novas soluc¸o˜es que de alguma forma tentem cumprir melhor as proprieda-
des relevantes neste tipo de sistemas. De facto algumas das te´cnicas empregues sa˜o rigorosas
mas significativamente dispendiosas, outras sa˜o fia´veis mas teˆm pouco rigor, percebendo-se
assim que nenhuma das implementac¸o˜es representadas no cubo cumpre as treˆs propriedades
em simultaˆneo (representado pelo ponto a cheio situado num dos ve´rtices).
A implementac¸a˜o do protocolo de sincronizac¸a˜o realizada no aˆmbito desta dissertac¸a˜o
enquadra-se neste cubo como tendo grande rigor, sendo pouco dispendiosa e apresentando
uma fiabilidade relativamente baixa, no caso de na˜o serem utilizados mecanismos de toleraˆncia
a falhas.
Cap´ıtulo 4
Implementaca˜o em Software
4.1 Introduc¸a˜o
Neste cap´ıtulo sera˜o indicadas as adaptac¸o˜es efectuadas ao protocolo IEEE 1588 (abor-
dado na secc¸a˜o 2.6), pois este tal como vem definido na norma torna-se demasiado pesado
num ambiente de microcontroladores de baixa performance e com pouca largura de banda.
Seguidamente sera´ abordada a implementac¸a˜o em software do protocolo de sincronizac¸a˜o em
CAN. A plataforma de desenvolvimento utilizada e´ baseada nas placas DETPIC, integrando
um PIC18F258, com controlador CAN incorporado. A partir das bibliotecas disponibilizadas,
em linguagem ”C”para acesso ao controlador CAN, sera´ implementado o protocolo ao n´ıvel
da interrupc¸a˜o, sendo utilizado o compilador HI-TIDE versa˜o estudante da Hi-Tech.
4.2 Especificac¸o˜es do protocolo implementado - 1588Light
O protocolo implementado e´ baseado no protocolo IEEE 1588 [IEE02]. Mas devido ao
elevado nu´mero de campos necessa´rios enviar em cada mensagem do protocolo, fez-se uma
adaptac¸a˜o deste para a rede CAN, passando a designar-se por 1588Light. No anexo A.4 e´
poss´ıvel ver os campos que compo˜em cada mensagem do PTP segundo a norma. Estes iriam
preencher um grande nu´mero de tramas CAN, tal como ja´ acontece tambe´m na adaptac¸a˜o
do IEEE 1588 ao DeviceNet (ver em 3.2). Mas dado que os sistemas CAN a aplicar este novo
protocolo sa˜o sistemas distribu´ıdos de baixo custo e com baixa capacidade de processamento,
optou-se por tornar o protocolo mais leve quer ao n´ıvel de carga no barramento, quer ao n´ıvel
de carga de processamento.
4.2.1 Mensagens
Cada mensagem do 1588Light ira´ ocupar apenas uma trama CAN, sendo cada mensagem
caracterizada tal como vem apresentado na Tabela 4.1. Neste protocolo apenas e´ enviado
o conteu´do estritamente necessa´rio e relevante para a sincronizac¸a˜o do relo´gio, ou seja, os
timestamps efectuados do lado do relo´gio Master. Foram eliminados todos os campos da
norma 1588 respeitantes ao algoritmo de selecc¸a˜o automa´tica do relo´gio Master na rede, bem
como aos que se revelem pouco importantes para sincronizac¸o˜es relo´gio em CAN. Assim sendo,
parte-se do princ´ıpio que a rede ja´ tem um Master atribu´ıdo por defeito, na˜o sendo por isso
necessa´rio um algoritmo de selecc¸a˜o do Master.
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Mensagem Emissor Bytes de Dados RTR Conteu´do
Req Sync Slave 0 1 -
Sync Master 0 0 -
Follow up Master 8 0 Timestamp do envio da mensa-
gem Sync
Delay Req Slave 0 0 -
Delay Resp Master 8 0 Timestamp de recepc¸a˜o da men-
sagem Delay Req
Tabela 4.1: Campos das mensagens do 1588Light.
Dado a simetria do barramento CAN, na˜o e´ necessa´rio repetir as mensagens Sync e Fol-
low up no processo de sincronizac¸a˜o, tal como e´ previsto acontecer na em redes assime´tricas.
Este novo protocolo tambe´m apresenta uma particularidade diferente do IEEE 1588. En-
quanto que no IEEE 1588 e´ o relo´gio Master que envia periodicamente em broadcast as men-
sagens Sync e Follow up para sincronizar todos relo´gios Slave existentes na rede, no 1588Light
sa˜o os relo´gios Slaves que decidem quando querem sincronizar. Os Slaves sa˜o responsa´veis
por desencadear o processo de sincronizac¸a˜o com o Master atrave´s do envio da mensagem
Req Sync, permitindo uma maior flexibilidade e evitando grande picos de processamento no
relo´gio Master, tal como vai ser explicado seguidamente.
4.2.2 Carga no barramento
Ocupac¸a˜o do barramento quando e´ o Master a despoletar o processo de sincronizac¸a˜o
(UMSTSync ):
UMSTSync (n) =
t Sync+ t Follow up+ n× (t Delay Req + t Delay Resp)
∆T
× 100 (4.1)
Ocupac¸a˜o do barramento quando e´ o Slave a despoletar o processo de sincronizac¸a˜o
(USLVSync):
USLVSync(n) =
n× (t Req Sync+ t Sync+ t Follow up+ t Delay Req + t Delay Resp)
∆T
× 100
(4.2)
Em que:
1. t Sync e´ o tempo de transmissa˜o de uma mensagem Sync.
2. t Follow up e´ o tempo de transmissa˜o de uma mensagem Follow up.
3. t Delay Req e´ o tempo de transmissa˜o de uma mensagem Delay Req.
4. t Delay Resp e´ o tempo de transmissa˜o de uma mensagem Delay Resp.
5. ∆T e´ o intervalo de tempo entre sincronizac¸o˜es.
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Ocupac¸a˜o do barramento
NoSlaves Master a iniciar Slave a iniciar
1 0.019% 0.022%
4 0.048% 0.087%
8 0.086% 0.174%
16 0.162% 0.348%
Tabela 4.2: Ocupac¸a˜o do barramento imposta pelo protocolo de sincronizac¸a˜o a 1Mbit/s com
intervalo de sincronizac¸a˜o igual a 2 segundos.
Apesar de este me´todo indicar uma carga de barramento potencialmente superior, o facto
de ser o Slave a desencadear o processo de sincronizac¸a˜o, permite que cada um efectue o
processo de sincronizac¸a˜o conforme as suas necessidades e restric¸o˜es temporais. Assim por
exemplo, um relo´gio Slave que na˜o necessite de um tempo muito rigoroso podera´ sincronizar-se
apenas de quatro em quatro segundos, enquanto que um relo´gio Slave que tenha necessidade de
ter um tempo bastante exacto pode sincronizar-se todos os segundos. Neste mesmo exemplo,
se o me´todo utilizado fosse o relo´gio Master a desencadear o processo de sincronizac¸a˜o, seria
necessa´rio que o Master sincronizasse periodicamente a` frequeˆncia de pior caso, ou seja,
sincronizasse todos os segundos. Assim contrariando o que ja´ anteriormente foi referido, este
me´todo acabaria por gastar uma maior percentagem de barramento em relac¸a˜o ao me´todo
em que e´ o Slave a despoletar o processo de sincronizac¸a˜o (0.057% > 0.054%).
Ale´m disso, o facto de os va´rios Slaves se sincronizarem mediante as suas necessidades
atenua estatisticamente a existeˆncia de grandes picos de carga de processamento no Master.
No IEEE 1588 esses resultam do facto de todos os Slaves receberem as mensagens Sync e
Follow up no mesmo instante, fazendo com que todos tentem de seguida enviar para o relo´gio
Master a mensagem Delay Req. A recepc¸a˜o destas mensagens no Master levara´ a um pico de
carga no CPU, devido ao atendimento e processamento das mesmas.
Por fim, tal como ja´ foi indicado, sendo o Slave a desencadear o processo de sincronizac¸a˜o
consegue-se uma maior flexibilidade. Esta flexibilidade resulta de podermos adicionar ou
remover nodos (com diferentes frequeˆncias exigidas para realizar o processo de sincronizac¸a˜o)
sem termos de alterar o sistema. Por exemplo, se numa rede existirem 2 nodos Slave com
necessidade de se sincronizarem de 4 em 4 segundos, ao ser adicionado um nodo Slave com
restric¸o˜es temporais mais apertadas e com necessidade de sincronizar todos os segundos,
pelo me´todo adoptado na˜o seria necessa´rio efectuar qualquer alterac¸a˜o no sistema. Ja´ se o
Master fosse responsa´vel por desencadear o processo de sincronizac¸a˜o, levaria a` necessidade
de este ser ajustado na frequeˆncia com que desencadeia o processo sincronizac¸a˜o sempre que
fossem adicionados ou removidos nodos Slaves com diferentes necessidades para a realizac¸a˜o
do processo de sincronizac¸a˜o.
4.2.3 Gama de identificadores
As mensagens do 1588Light sa˜o caracterizadas por uma gama de IDs espec´ıfica, permitindo
assim distingui-las das outras mensagens que circulam no barramento. Ale´m do objectivo
de distinc¸a˜o, uma gama de IDs espec´ıfica permite dar uma importaˆncia a`s mensagens do
protocolo no barramento, podendo ter impacto quando o barramento se encontra bastante
ocupado. A gama reservada para identificadores do protocolo e´ composta por um valor fixo
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nos cinco bits mais significativos do ID e um valor varia´vel para os restantes seis bits. Os bits
varia´veis permitira˜o identificar cada um dos relo´gios Slave na rede, sendo por isso poss´ıvel
definir uma rede com
no bits variaveis = 11− 5 = 6 bits 26 = 64 nodos Slave (4.3)
Assim sendo, e utilizando apenas 64 IDs da gama total de identificadores, consegue-se
um nu´mero aprecia´vel de Slaves a sincronizar num u´nico relo´gio Master. No entanto se
pretendermos mais relo´gios Slave a sincronizar numa mesma rede, basta apenas alargar a
gama de IDs reservados. Por exemplo, se o valor fixo for os 3 bits mais significativos e os
restantes oito bits forem varia´veis torna-se poss´ıvel definir numa rede
no bits variaveis = 11− 3 = 8 bits 28 = 256 nodos Slave. (4.4)
4.2.3.1 Identificador Master/Slave
Neste protocolo o ID produzido pelo Slave sera´ o mesmo que o Master utilizara´ para
responder a esse Slave. Este facto na˜o levanta problemas dado que e´ garantido que o Master
e o Slave na˜o ira˜o concorrer no envio de mensagens com o mesmo identificador. Isso mesmo
pode ser visto na Figura 4.1.
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Figura 4.1: Esquema ilustrativo da concorreˆncia entre envio de mensagens com o mesmo ID
por parte do Slave e do Master.
4.2.4 Timestamping
O timestamping das mensagens de sincronizac¸a˜o sera´ feito no final da mensagem tanto na
transmissa˜o como na recepc¸a˜o de mensagens de sincronizac¸a˜o, tal como ilustra a Figura 4.2.
4.3 PLATAFORMA DE DESENVOLVIMENTO 39
Este acontecera´ mais precisamente depois do envio/recepc¸a˜o do campo EOF da trama CAN
(ver secc¸a˜o A.5.3).
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Figura 4.2: Forma como e´ feito o timestamping das mensagens de sincronizac¸a˜o.
4.3 Plataforma de desenvolvimento
No aˆmbito da implementac¸a˜o do protocolo de sincronizac¸a˜o em software, foram utiliza-
dos placas DETPIC, tal como mostra na Figura 4.3. A plataforma que foi disponibilizada
conte´m sete destas placas ligadas entre si atrave´s de um barramento CAN. Foram utilizados
microcontroladores da Microchip, nomeadamente o PIC18F258.
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Figura 4.3: Placa DETPIC utilizada.
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4.3.0.1 Caracter´ısticas do microcontrolador
O PIC18F258 da Microchip disponibiliza:
. 3 portos I/O;
. 32Kbytes de RAM;
. 5 canais A/D;
. mo´dulo de comunicac¸a˜o se´rie;
. 4 timers;
. 17 fontes de interrupc¸a˜o;
. 2 n´ıveis de prioridade nas interrupc¸o˜es.
Para mais detalhes ver em [Mic06].
4.4 RTKPIC18
Cada vez e´ mais comum a utilizac¸a˜o de Kerneis no desenvolvimento de aplicac¸o˜es em-
butidas. Assim, no aˆmbito desta dissertac¸a˜o considerou-se a implementac¸a˜o efectuada quer
directamente no PIC quer usando um Kernel. Este facto e´ relevante pois os kerneis teˆm tipi-
camente um impacto negativo na sincronizac¸a˜o de relo´gio, devido a zonas de na˜o preempc¸a˜o
e secc¸o˜es criticas em que as interrupc¸o˜es se encontram desligadas.
O Kernel RTKPIC18 (Real-Time Kernel PIC18FXX8) foi desenvolvido na Universidade
de Aveiro no Ano lectivo de 2003/2004. Este kernel de tempo real foi desenvolvido para
microcontroladores da famı´lia PIC18FXX8 e escrito usando o PICC-18 da HI-TECH Software.
E´ um kernel multi-tarefa, preemptivo e com preocupac¸o˜es de tempo-real. Este permite
definir ate´ 13 tarefas perio´dicas, com relac¸a˜o de fase e deadline, que sa˜o escolhidas de forma
transparente pelo utilizador. O kernel efectua escalonamento para prioridades fixas tal como
Rate Monotonic (prioridade inversamente proporcional ao per´ıodo) ou Deadline Monotonic
(prioridade inversamente proporcional a` deadline relativa). Ja´ no escalonamento de prioridade
dinaˆmicas este permite a utilizac¸a˜o do Earliest Deadline First (prioridade proporcional a`
proximidade das deadlines em runtime).
O RTKPIC18 recorre ao timer2 para a contagem de ticks e corre no n´ıvel alto de inter-
rupc¸o˜es da PIC, pelo que se devera´ ter cuidado em na˜o utilizar estes recursos aquando da
utilizac¸a˜o do kernel [LM04].
4.5 Arquitectura
No protocolo implementado em software existem duas partes distintas, uma relativa a`
implementac¸a˜o do relo´gio Master e outra relativa a` implementac¸a˜o do relo´gio Slave. Apesar
de funcionalmente distintos, estes mo´dulos apresentam diversas caracter´ısticas em comum.
Os PIC18F258, possuem mu´ltiplas fontes de interrupc¸a˜o que podem ser atribu´ıdas a roti-
nas de alta ou de baixa prioridade. Os eventos da rotina de alta prioridade ira˜o sobrepor-se
a qualquer rotina de baixa prioridade que possa estar em execuc¸a˜o.
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Em ambas, a implementac¸a˜o do protocolo decorre ao n´ıvel da interrupc¸a˜o de baixa pri-
oridade, sendo que a interrupc¸a˜o de alta prioridade e´ guardada para posteriormente utilizar
o kernel RTKPIC18, a correr no microcontrolador simultaneamente com o protocolo de sin-
cronizac¸a˜o. Este servira´ fundamentalmente para avaliar os efeitos nefastos, na sincronizac¸a˜o
de relo´gio, impostos pelos tempos de bloqueio do kernel. Estes tempos de bloqueio acres-
cidos ira˜o naturalmente degradar a precisa˜o na sincronizac¸a˜o de relo´gio devido ao menor
rigor conseguido na obtenc¸a˜o dos timestamps, que ira˜o assim dar valores errados de offset e
consequentemente resultara˜o em correcc¸o˜es erradas no relo´gio.
Ambos os componentes do protocolo podem ser tratadas como mo´dulos independentes,
permitindo a fa´cil integrac¸a˜o em outros projectos. Para isso, e dado que a implementac¸a˜o
dos relo´gios decorre ao n´ıvel das interrupc¸o˜es, desenvolveu-se um aplicativo que permite o
registo de func¸o˜es nas rotinas de interrupc¸a˜o, quer na de baixa prioridade quer na de alta
prioridade. Isto apresenta-se como uma mais valia, visto que possibilita adicionar outras
func¸o˜es nas rotinas de interrupc¸a˜o de uma forma transparente, evitando-se ter de aceder ao
co´digo do mo´dulo de sincronizac¸a˜o de relo´gio ou mesmo do kernel. No anexos A.6 e´ explicado
mais detalhadamente o funcionamento deste mo´dulo bem como dos resultados de overhead
obtidos.
4.5.1 Arquitectura do relo´gio Slave
A implementac¸a˜o deste relo´gio esta´ assente na rotina de interrupc¸a˜o, tirando partido
de treˆs fontes de interrupc¸a˜o, nomeadamente da interrupc¸a˜o do timer0 e da interrupc¸a˜o de
recepc¸a˜o e transmissa˜o do CAN para a obtenc¸a˜o de timestamps. Na Figura 4.4 e´ apresentado
o diagrama de blocos ba´sico relativo a` implementac¸a˜o do relo´gio Slave.
Assim e seguindo o esquema da figura, ao ser gerada uma interrupc¸a˜o e´ efectuada a leitura
do timer0, para assim evitar os atrasos inerentes a` determinac¸a˜o da condic¸a˜o de timestamp,
sendo depois este valor utilizado se necessa´rio. Seguidamente:
(1) e´ verificada a ocorreˆncia da interrupc¸a˜o do timer0, que caso se verifique levara´ a` actua-
lizac¸a˜o do valor do tempo, sendo tambe´m verificada a necessidade de despoletar ou na˜o
novo processo de sincronizac¸a˜o;
(2) caso ocorra ocorra uma interrupc¸a˜o da transmissa˜o do CAN e´ guardado o valor de
timestamp sendo para isso necessa´rio somar o valor anteriormente lido do timer0 em
microsegundos com o valor actual do tempo (necessa´rio no envio da mensagem De-
lay Req);
(3) e´ verificada a ocorreˆncia de uma interrupc¸a˜o de recepc¸a˜o do CAN, que caso se verifique
leva a efectuar o timestamp tal como anteriormente (necessa´rio na recepc¸a˜o da mensa-
gem Sync). Mediante o estado de sincronizac¸a˜o pode ser necessa´rio executar a lo´gica e
ca´lculos necessa´rios durante o processo de sincronizac¸a˜o, nomeadamente os ca´lculos de
offsets e o ajuste do relo´gio;
(4) procede-se ao envio de mensagens de sincronizac¸a˜o se houver necessidade disso.
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Int recepção de uma 
mensagem CAN?
Int transmissão de uma 
mensagem CAN?
Int overflow do 
Timer0?
- Efectua o envio de 
mensagens mediante o 
estado em que se encontra
Não
Não
Não
Sim
Sim
Exit
- Efectua leitura 
timer0
- Actualizar o tempo do relógio
- Verifica se é necessário iniciar 
uma nova sincronização
- Guarda timestamp
- Guarda timestamp
- Efectua cálculos para 
sincronização 
- Ajusta o relógio
(1)
(2)
(3)
(4)
Figura 4.4: Diagrama de blocos da implementac¸a˜o do relo´gio Slave.
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4.5.2 Arquitectura do relo´gio Master
Tal como no relo´gio Slave, o co´digo associado ao relo´gio Master encontra-se na rotina de
interrupc¸a˜o (baixa prioridade) tirando partido das mesmas fontes de interrupc¸a˜o, como se
pode ver na Figura 4.5.
Int recepção de uma 
mensagem CAN?
Int transmissão de uma 
mensagem CAN?
Int overflow do 
Timer0?
- Efectua o envio de 
mensagens mediante o 
estado em que se encontra
Não
Não
Não
Sim
Sim
Exit
- Efectua leitura 
timer0
- actualiza o tempo do relógio
- Verifica se existem estados de sincronização 
bloqueados, apagando-os nesse caso
- Impõe intervalo de tempo entre o envio da 
Sync e da Follow_up
- Guarda timestamp
- Guarda timestamp
- Desencadeia processo de sincronização 
com o slave na recepção da Req_Sync
(1)
(2)
(3)
(4)
Figura 4.5: Diagrama de blocos da implementac¸a˜o do relo´gio Master.
Apesar de na˜o se encontrar representado no esquema, o relo´gioMaster possui um array de
estruturas (explicados mais em detalhe na secc¸a˜o 4.6.4) que permite a sincronizac¸a˜o de va´rios
Slaves em simultaˆneo. Assim em cada etapa sera´ necessa´rio percorrer o array de estruturas
a fim de verificar se nessa etapa alguma das sincronizac¸o˜es tem procedimentos pendentes que
devam ser realizados.
Seguindo agora o esquema da figura, ao ser gerada uma interrupc¸a˜o e´ efectuada a leitura
do timer0, evitando assim os atrasos de o fazer so´ na chegada a` condic¸a˜o de timestamp, sendo
a´ı utilizado se necessa´rio. Seguidamente:
(1) e´ verificada a ocorreˆncia da interrupc¸a˜o do timer0, que caso se verifique, leva a` actua-
lizac¸a˜o do valor do tempo. Tambe´m e´ verificada a existeˆncia de estados de sincronizac¸a˜o
com Slaves que na˜o se alterem durante um determinado tempo (tipicamente 1 segundo).
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Caso isso acontec¸a sera´ limpa a estrutura de sincronizac¸a˜o relativamente aos Slaves em
que a condic¸a˜o se verifique, sendo o procedimento de sincronizac¸a˜o com esses Slaves
abortado. Por fim, se o Master tiver enviado uma mensagem Sync para um Slave
forc¸a aqui a um estado de espera (wait), para so´ a seguir passar ao envio da mensagem
Follow up;
(2) caso se verifique a interrupc¸a˜o de transmissa˜o do CAN, levara´ a guardar o valor de
timestamp, sendo para isso necessa´rio somar o valor do timer0 anteriormente capturado
(em microsegundos) com o valor actual do tempo (necessa´rio no envio da mensagem
Sync). Este valor sera´ guardado no campo da estrutura do Slave para o qual a mensagem
foi enviada.
(3) se ocorrer a interrupc¸a˜o de recepc¸a˜o do CAN e´ guardado o timestamp tal como anteri-
ormente (necessa´rio na recepc¸a˜o da mensagem Delay Req), bem como e´ desencadeado o
processo de sincronizac¸a˜o com um Slave mediante a recepc¸a˜o do pedido de sincronizac¸a˜o.
(4) procede-se ao envio de mensagens de sincronizac¸a˜o se houver necessidade disso.
4.6 Alguns aspectos de implementac¸a˜o
Ao n´ıvel da implementac¸a˜o dos relo´gios a estrate´gia usada foi baseada em duas ma´quinas
de estados ilustrada na Figura 4.6, em que cada estado representa uma etapa do protocolo
de sincronizac¸a˜o. Assim e comec¸ando pelo Master :
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Figura 4.6: Esquema relativo aos estados presentes em cada etapa durante o processo de
sincronizac¸a˜o no relo´gio Master e Slave.
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0 - Espera pela recepc¸a˜o de um pedido de sincronizac¸a˜o por parte do Slave;
1 - Procede ao envio da mensagem Sync para o Slave;
2 - Depois de passar um intervalo de tempo predeterminado, para evitar picos de processa-
mento no Slave, e´ enviada a mensagem Follow up;
3 - Espera pela recepc¸a˜o da mensagem Delay Req ;
4 - Envia a mensagem Delay Resp.
O Slave passa pelos estados:
0 - Estado desactivo do protocolo ate´ ser despoletada o in´ıcio de uma nova sincronizac¸a˜o;
1 - Procede ao envio da mensagem Sync Req ;
2 - Espera pela recepc¸a˜o da mensagem Sync;
3 - Espera pela recepc¸a˜o da mensagem Follow up, e apo´s a sua chegada procede ao ca´lculo
do offset ;
4 - Envia a mensagem Delay Req ;
5 - Aguarda a recepc¸a˜o da mensagem Delay Resp, e depois da sua chegada e´ feito o ca´lculo
do atraso de propagac¸a˜o, bem como corrigido o relo´gio.
4.6.1 Implementac¸a˜o do relo´gio
O relo´gio do sistema e´ composto por uma varia´vel mantida em software e pelo valor
presente no timer0. A varia´vel mantida em software e´ incrementada pela interrupc¸a˜o do
timer0 de 13 em 13 ms. O intervalo entre sincronizac¸o˜es e´ ajusta´vel por meio de variac¸o˜es do
valor com que o contador associado ao timer0 e´ carregado (Start timer0 ).
Estabeleceu-se que seria deseja´vel que este relo´gio funcionasse durante pelo menos um
ano sem que ocorresse o wrap around. Se este tiver uma resoluc¸a˜o de 1 microsegundo, sa˜o
necessa´rios pelo menos 45 bits para a varia´vel de relo´gio, dado que 1 segundo tem 106 micro-
segundos, 1 minuto tem 60 segundos, 1 hora tem 60 minutos, 1 dia tem 24 horas, e um ano
por excesso tem 366 dias, assim:
1× 106 × 60× 60× 24× 366 ≈ 3.17× 1013 (4.5)
2n = 3.17× 1013 ⇒ n = log(3.17× 10
13)
log(2)
≈ 44.8⇒ n = 45bits (4.6)
Assim a varia´vel de relo´gio e´ representada por um unsigned int para os bits menos sig-
nificativos e um unsigned long para os restantes bits, perfazendo assim um total de 16 + 32
= 48 bits. Estes ira˜o permitir que o wrap around so´ se verifique passados 8.9 anos. Nesta
abordagem sempre que se adicionar a passagem do tempo na varia´vel, tem de se verificar a
ocorreˆncia de overflow da varia´vel unsigned int para a correcta manutenc¸a˜o da varia´vel de
relo´gio, tal como se pode ver na Figura 4.7.
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Figura 4.7: Forma como e´ feito o incremento de tempo.
4.6.1.1 Leitura do Relo´gio
Para se fazer uma leitura do tempo actual do relo´gio e´ necessa´rio adicionar a` varia´vel de
relo´gio mantida em software, os microsegundos decorridos no timer0 desde a u´ltima inter-
rupc¸a˜o por ele gerada, como ilustra o diagrama de blocos da Figura 4.8.
HW (Timer0) SW
|         32            |     16     ||        8         |         8         |
Tempo
Figura 4.8: Forma ba´sica como e´ obtido o tempo do relo´gio.
4.6.2 Actuac¸a˜o no relo´gio
Existem dois modos de actuac¸a˜o no relo´gio. Um deles consiste em corrigir o relo´gio
ao n´ıvel da varia´vel de tempo, no decorrer do processo de sincronizac¸a˜o. Neste e´ corrigido
primeiramente o desvio causado pelo offset e depois corrigido o atraso de propagac¸a˜o, tal
como vem explicado na secc¸a˜o 2.6 do Cap´ıtulo 2 e como se pode ver na Figura 4.9. Este
me´todo de correcc¸a˜o servira´ essencialmente para fases de inicializac¸a˜o em que os relo´gios
podem estar muito desfasados, permitindo assim um ajuste ra´pido para que, a partir da´ı se
utilize uma correcc¸a˜o ao n´ıvel de hardware que permita ter um relo´gio monoto´nico.
O outro modo de correcc¸a˜o e´ baseado na actuac¸a˜o ao n´ıvel do hardware, nomeadamente
no ajuste do valor de in´ıcio de contagem do timer0 apo´s a sua interrupc¸a˜o (Start Timer0 ).
Utilizando um compensador PID que a partir do resultado global de offset, ou seja, do desvio
causado pelo offset mais o atraso de propagac¸a˜o, ira´ determinar qual o Start timer0 que per-
mita diminuir o offset. Ale´m de permitir correcc¸o˜es suaves, este me´todo tambe´m permite a
manutenc¸a˜o de um relo´gio monoto´nico, necessa´rio em inu´meras aplicac¸o˜es. Em relo´gios mo-
noto´nicos garante-se que uma leitura de tempo subsequente a outra tera´ sempre um valor igual
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ou superior relativamente a` leitura anterior. Isto e´ de extrema importaˆncia em transacc¸o˜es
financeiras, entre outras aplicac¸o˜es.
Na Figura 4.9 e´ poss´ıvel ver os dois me´todos de actuac¸a˜o no relo´gio e como e´ que e´ feita
a correcc¸a˜o do mesmo.
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Figura 4.9: Duas formas distintas de corrigir o relo´gio. Do lado esquerdo o relo´gio e´ corrigido
a` medida que os offsets va˜o sendo calculados, e do lado direito depois de calculados os offsets
e´ feita uma actuac¸a˜o no relo´gio atrave´s do Start timer0.
4.6.3 Implementac¸a˜o do relo´gio Slave
4.6.3.1 Ca´lculos decorrentes do protocolo
Ale´m dos ca´lculos necessa´rios para efectuar a manutenc¸a˜o do relo´gio no Slave e ja´ expli-
cados na secc¸a˜o 4.6.1, existem va´rios ca´lculos a efectuar durante o processo de sincronizac¸a˜o
e que necessitam de cuidados especiais. Estes cuidados veˆm sobretudo dos ca´lculos terem de
ser efectuados com registos de 48 bits (32+16), resultantes da varia´vel de relo´gio ser com-
posta por um unsigned int para os bits menos significativos e por um unsigned long para os
restantes bits, bem como o facto de os resultados interme´dios com estes registos muitas vezes
poderem dar resultados negativos.
Assim sendo, o procedimento utilizado consistiu em trabalhar sempre com resultados
positivos tendo associada uma flag que indica se o resultado e´ positivo ou negativo. Assim
em contas subsequentes, essa flag permitira´ decidir se devemos somar ou subtrair o valor.
Se por um lado esta abordagem permite evitar algumas complicac¸o˜es decorrentes de obter e
tratar nu´meros negativos com 48 bits num PIC, por outro aumenta o nu´mero de condic¸o˜es
necessa´rias para fazer uma conta.
E´ de esperar que num microcontrolador de baixa performance, todos estes ca´lculos de-
correntes do processo de sincronizac¸a˜o, tenham um impacto na˜o negligencia´vel na carga de
processamento do PIC e nos tempos de bloqueios impostos para realizac¸a˜o dos ca´lculos.
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4.6.4 Implementac¸a˜o do relo´gio Master
4.6.4.1 Array de estruturas
No intuito de permitir que o relo´gio Master sincronize va´rios Slaves em simultaˆneo, houve
necessidade de implementar um array de estruturas em que cada posic¸a˜o seria ocupada com
dados relativos a` sincronizac¸a˜o de um relo´gio Slave. Ale´m disso, foi necessa´rio alterar o
algoritmo doMaster de forma a que para cada tipo de evento, este percorresse os va´rios arrays
a fim de verificar a necessidade ou na˜o de realizar o evento nas sincronizac¸o˜es pendentes.
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Figura 4.10: Definic¸a˜o do array de estruturas com os respectivos campos necessa´rios em cada
posic¸a˜o.
Na Figura 4.10 e´ representado o array de estruturas utilizado, bem como o tamanho e
nome dos campos contidos em cada posic¸a˜o do array. Assim no campo ID fica guardado o ID
do Slave, nos campos temp high e temp low e´ guardado um valor timestamp. O wait for follow
conte´m um contador que e´ incrementado, apo´s o envio da mensagem Sync, ate´ um determinado
valor e que permite fazer um tempo de espera entre o envio da mensagem Sync e Follow up.
Finalmente, os campos old state e reset state sa˜o necessa´rios no mecanismo de verificac¸a˜o
de estados bloqueados ate´ 1 segundo. Apo´s este tempo sera´ feita a limpeza de todos os campos
dessa posic¸a˜o do array, eliminando desta forma a sincronizac¸a˜o pendente. Assim o campo
old state guarda o u´ltimo estado registado e o reset state e´ um contador que e´ incrementado
sempre que a condic¸a˜o de igualdade entre o estado actual e o estado anterior se verifique. O
contador sera´ inicializado sempre que a condic¸a˜o na˜o se verifique.
4.7 Conclusa˜o
Neste cap´ıtulo foram abordadas as adaptac¸o˜es efectuadas ao protocolo IEEE 1588, pas-
sando este a designar-se de 1588Light. Estas alterac¸o˜es vieram sobretudo do facto da im-
plementac¸a˜o realizada ser para aplicar em microcontroladores de baixa performance e com
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largura de banda limitada. Assim, optou-se por simplificar o conteu´do das mensagens do PTP,
de forma a estas na˜o ocuparem mais do que um trama CAN, bem como se partiu do princ´ıpio
que a rede ja´ tinha um relo´gio Master predefinido, tornando-se desta forma o algoritmo de
sincronizac¸a˜o significativamente mais leve.
Seguidamente foram apresentadas as placas de desenvolvimento usadas na implementac¸a˜o
em software (DETPIC), cujos controladores sa˜o PIC18F258 da Microchip. Foi explicada a
implementac¸a˜o do 1588Light em software, bem como as suas principais caracter´ısticas.
50 IMPLEMENTACA˜O EM SOFTWARE 4.7
Cap´ıtulo 5
Implementac¸a˜o em Hardware
5.1 Introduc¸a˜o
A evoluc¸a˜o da tecnologia microelectro´nica ao longo das u´ltimas de´cadas tem permitido
um impressionante aumento da capacidade lo´gica dos circuitos integrados, sendo actualmente
poss´ıvel a construc¸a˜o de circuitos digitais complexos, espec´ıficos ou programa´veis e integrados
numa u´nica pastilha.
Antes do aparecimento da lo´gica programa´vel, os circuitos digitais eram constru´ıdos em
placas de circuitos impresso utilizando componentes padra˜o, ou seja, eram usadas portas
lo´gicas e blocos ba´sicos (ex. somadores, multiplexers, flip-flops, contadores, etc) de diferentes
circuitos integrados em que cada qual tinha uma func¸a˜o espec´ıfica.
Com o aumento da complexidade dos componentes lo´gicos a utilizar e dos pro´prios sis-
temas a desenvolver sugiram circuitos integrados que permitem realizar quaisquer blocos
lo´gicos. Estes circuitos integrados podem ser ASICs (Application Specific Integrated Circuit)
ou FPGAs (Field Programmable Gate Arrays). Os ASICs apesar do melhor desempenho em
relac¸a˜o a`s FPGAs, na˜o sa˜o reconfigura´veis, sendo que a sua prototipagem e fabricac¸a˜o repre-
sentam um elevado custo para projectos que na˜o necessitem da produc¸a˜o de alguns milhares
de unidades.
As FPGAs sa˜o matrizes de blocos lo´gicos programa´veis conectados por recursos de inter-
ligac¸a˜o tambe´m programa´veis. Por sua vez, cada bloco lo´gico programa´vel pode ser cons-
titu´ıdo por va´rios elementos tais como tabelas de verdade, multiplexadores, portas lo´gicas,
flip-flops, etc [dO07].
As FPGAs conteˆm inu´meras portas lo´gicas ideˆnticas, tambe´m designadas de LookUp Table
(LUT). As LUT, com N entradas (tipicamente entre 4 e 6) e uma sa´ıda, permitem implementar
qualquer func¸a˜o booleana de N entradas. Estas portas lo´gicas padra˜o podem ser configuradas
de forma independente e serem interconectadas a partir de uma matriz de fios condutores e
switches programa´veis.
A configurac¸a˜o destes elementos e´ conseguida pela programac¸a˜o das ce´lulas SRAM pre-
sentes na FPGA, que guardam a configurac¸a˜o desses elementos sempre que programadas. Se
a alimentac¸a˜o for desligada ou for feito reset a` FPGA o conteu´do das memo´rias SRAM sera´
limpo, podendo esta de futuro voltar a ser novamente programada.
A partir de ferramentas de projecto assistido por computador (CAD/CAE), tal como o
ISE da Xilinx, sa˜o gerados arquivos bina´rios para configurac¸a˜o da FPGA, atrave´s captura de
esquema´tico, diagramas de transic¸a˜o ou da linguagem de descric¸a˜o de hardware VHDL ou
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mesmo atrave´s de linguagens de modelac¸a˜o ao n´ıvel do sistema (ex. System Generator). Este
arquivo bina´rio conte´m as informac¸o˜es necessa´rias para especificar a func¸a˜o de cada unidade
lo´gica e para selectivamente fechar os switches da matriz de interconexa˜o, permitindo assim
ao utilizador construir circuitos integrados complexos.
Dado que os arquivos bina´rios sa˜o, depois de transferidas, carregados em memo´rias RAM
na FPGA, e´ poss´ıvel serem reconfiguradas com novos arquivos bina´rios sempre que necessa´rio,
oferecendo assim grande reconfigurabilidade a`s FPGAs.
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Figura 5.1: Arquitectura interna de uma FPGA.
As FPGAS sa˜o bastante poderosas, relativamente baratas, e bastante adapta´veis. As
vantagens e limitac¸o˜es das FPGAs dependem do tipo de aplicac¸o˜es alvo, da flexibilidade, do
tempo dispon´ıvel para o projecto do sistema e do nu´mero de unidades a construir. Estas
possuem inu´meras vantagens em implementac¸o˜es de multiprocessadores [JS05], processadores
multi-tarefa [dO07], processamento de sinal [DP06], telecomunicac¸o˜es [SBM06], coprocessador
pra aplicac¸o˜es espec´ıficas [BVAK06], entre outros. A utilizac¸a˜o de FPGAs pode tambe´m ser
interessante em aplicac¸o˜es de sincronizac¸a˜o de relo´gio apertada. A mais valia destas vem
sobretudo da precisa˜o com que se consegue obter os timestamps, sendo a qualidade desta
medic¸a˜o fundamental para uma sincronizac¸a˜o de relo´gio com valores de precisa˜o e exactida˜o
bastante melhores do que os conseguidos em aplicac¸o˜es realizadas somente em software. Outro
aspecto resulta da capacidade das FPGAs integrarem simultaneamente diversos mo´dulos do
sistema.
Assim neste cap´ıtulo sera´ abordada a implementac¸a˜o do protocolo 1588Light (explicado
no cap´ıtulo anterior) em CAN numa soluc¸a˜o baseada em hardware, sendo para isso utilizada a
placa de desenvolvimento RC10 da Celoxica contendo uma FPGA Spartan-3. O mo´dulo reali-
zado englobara´ um controlador CAN (CLAN), a implementac¸a˜o do protocolo 1588Light bem
como um mecanismo responsa´vel por gerir a recepc¸a˜o e o envio de mensagens do controlador
CAN.
5.2 ARQUITECTURA 53
5.2 Arquitectura
A arquitectura implementada, tal como e´ mostrado na figura 5.2 e´ constitu´ıda por 3
grandes blocos. Esta foi baptizada de CAN1588Light, dado que possui um controlador CAN,
bem como um sistema de relo´gio sincronizado baseado no IEEE 1588. Os 3 grandes blocos
desta implementac¸a˜o sa˜o o CLAN, o mo´dulo de sincronizac¸a˜o (1588Light) e o multiplexador
de mensagens CAN.
1588Light
CLAN
Message
Multiplexer
CAN1588Light
M
e
s
s
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g
e
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_
1
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8
8
Messages_app
Messages
RX
TX
C
lo
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e
Figura 5.2: Os treˆs grandes blocos da arquitectura do CAN1588Light.
5.2.1 CLAN
O CLAN e´ um controlador CAN que foi desenvolvido de raiz no Departamento Electro´nica,
Telecomunicac¸o˜es e Informa´tica da Universidade de Aveiro [OAF05]. Este foi disponibilizado
na forma de nu´cleo de propriedade intelectual modelado em VHDL, sintetiza´vel e imple-
menta´vel em FPGAs da Xilinx.
O nu´cleo CLAN implementa a especificac¸a˜o CAN 2.0B, funcionando como camada f´ısica
e MAC do protocolo CAN. Este permitira´ a transmissa˜o e a recepc¸a˜o de mensagens CAN no
barramento, bem como fornece sinais de controlo e de estado, que entre outras coisas, ira˜o
permitir a obtenc¸a˜o dos instantes de recepc¸a˜o e envio de mensagens CAN, necessa´rios no
processo de sincronizac¸a˜o.
5.2.2 Message Multiplexer
O multiplexador de mensagens serve, como o pro´prio nome diz, para multiplexar as mensa-
gens entre o bloco de sincronizac¸a˜o e a aplicac¸a˜o que utilize o mo´dulo CAN1588Light. Assim
e´ remetido para este bloco a gesta˜o da concorreˆncia nos pedidos de envio de mensagens, as-
sim como a resoluc¸a˜o do encaminhamento de mensagens recebidas, sendo que as mensagens
do protocolo de sincronizac¸a˜o na˜o passara˜o para a aplicac¸a˜o, bem como as mensagens da
aplicac¸a˜o na˜o sera˜o recebidas no bloco de sincronizac¸a˜o de relo´gio.
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Assim o utilizador do mo´dulo 1588Light, ira´ veˆ-lo como uma caixa preta, na˜o tendo
necessidade de se preocupar com o facto de o mo´dulo de sincronizac¸a˜o tambe´m utilizar o
barramento CAN. Tudo o que o utilizador da aplicac¸a˜o precisa de fazer quando necessita de
enviar uma mensagem CAN, e´ ter o sinal de pedido de envio mensagem activo ate´ que receba
um sinal a informar que a mensagem foi enviada. Todo o restante processo e´ realizado dentro
do bloco Message Multiplexer atrave´s da utilizac¸a˜o de uma ma´quina de estados.
5.2.3 1588Light
O mo´dulo 1588Light e´ responsa´vel pela manutenc¸a˜o de um relo´gio, que estara´ sincroni-
zado com os restantes relo´gios da rede CAN. Para manter esta coereˆncia temporal entre os
relo´gios da rede, o mo´dulo implementa o protocolo 1588Light (ja´ descrito em 4.2) por forma
a periodicamente sincronizar os relo´gios.
Assim sera˜o necessa´rias realizar duas implementac¸o˜es para este mo´dulo, uma para os
nodos Slave e outra para o nodo Master.
5.2.3.1 Implementac¸a˜o do relo´gio Slave
Na Figura 5.3 e´ apresentado o esquema ba´sico da arquitectura implementada para um
relo´gio Slave (1588Light - Slave). Este mo´dulo e´ constitu´ıdo por 5 grandes blocos, sa˜o eles o
Init Sync, o State Machine, o Actuator, o Cnt utick e o Clock.
Clock
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Figura 5.3: Arquitectura do mo´dulo CAN1588Light para um relo´gio Slave.
Seguidamente sera´ explicado cada um destes blocos.
Init Sync
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O bloco Init Sync e´ responsa´vel por desencadear o processo de sincronizac¸a˜o na State Machine
com um determinado per´ıodo, que pode ser definido pelo utilizador, sendo que os valores
tipicamente utilizados sa˜o 1, 2, 8 ou 64 segundos.
State Machine
O bloco State Machine esta´ encarregue de todo o processo decorrente do protocolo de
sincronizac¸a˜o. Este procede ao envio e recepc¸a˜o das mensagens PTP bem como captura
os timestamps e calcula o offset de relo´gio em relac¸a˜o ao relo´gio do Master.
O protocolo de sincronizac¸a˜o e´ implementado atrave´s de uma ma´quina de estados, sendo
que cada estado representa uma etapa do protocolo de sincronizac¸a˜o, seguindo assim a
mesma abordagem utilizada na implementac¸a˜o em software (ver em 4.6).
Actuator
O bloco Actuator e´ responsa´vel por corrigir o relo´gio. Este mediante o valor de offset
obtido pela State Machine actua em conformidade. Existem duas formas poss´ıveis de
corrigir o relo´gio, sendo que o factor de decisa˜o, pelo me´todo a utilizar, e´ o valor absoluto
do offset.
Para valores pequenos de offset, o Actuator actuara´ ao n´ıvel da velocidade de contagem
do relo´gio, ajustando o valor de cnt utick. Este sera´ obtido a partir de um compensador
PID (Proporcional-Integral-Derivativo) com o valor de offset como entrada.
Caso o offset ultrapasse um determinado valor e´ feita uma correcc¸a˜o imediata do valor
do relo´gio. Esta sera´ feita passando o valor de offset para o sinal Offset clock, que
forc¸ara´ o relo´gio a ajustar o seu valor de forma a ficar sincronizado.
Cnt utick
O bloco Cnt utick possui um algoritmo que permite ajustar, de forma fina, a velocidade
de contagem do relo´gio. Este mediante o valor do sinal cnt utick, estabelece a frequeˆncia
com que activa o sinal responsa´vel por provocar o incremento de tempo no relo´gio.
Clock
O bloco Clock e´ o relo´gio do sistema. Este mediante o sinal fornecido pelo bloco
Cnt utick incrementa o relo´gio, tomando em atenc¸a˜o o valor do sinal Offset clock sempre
que necessa´rio efectuar correcc¸o˜es do valor de relo´gio.
5.2.3.2 Implementac¸a˜o relo´gio Master
Na Figura 5.3 e´ apresentado o esquema ba´sico da arquitectura implementada para um
relo´gio Master (1588Light - Master). Este mo´dulo e´ constitu´ıdo 5 blocos diferentes, sa˜o eles
o Master Cell, o Cell Activator, o Transmission Multiplexer, o Cnt utick e o Clock.
Seguidamente sera´ brevemente explicado cada um destes blocos.
Master Cell
De forma a permitir que va´rios Slaves sincronizem em simultaˆneo num mesmo Master,
este mo´dulo de sincronizac¸a˜o possui um nu´mero de blocos Master Cell que e´ parame-
triza´vel.
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Figura 5.4: Arquitectura do mo´dulo CAN1588Light para um relo´gio Master.
Cada bloco destes e´ responsa´vel pelo processo de sincronizac¸a˜o com um Slave, sendo que
a gesta˜o da activac¸a˜o dos blocos para sincronizarem com os va´rios Slaves e´ efectuado
no bloco Cell Activator atrave´s da troca de sinais de controlo.
O bloco Master Cell e´ implementado com base numa ma´quina de estados, seguindo a
mesma filosofia utilizada no relo´gio Slave. Este bloco possui ainda um mecanismo que
permite detectar situac¸o˜es em que a sincronizac¸a˜o com o Slave tenha ficado bloqueada
por falha ou interrupc¸a˜o. Nestas situac¸o˜es o bloco elimina a sincronizac¸a˜o pendente
ficando livre para sincronizar com outros Slaves.
Cell Activator
O bloco Cell Activator permite gerir a utilizac¸a˜o de blocos Master Cell, activando
estes blocos mediante as mensagens PTP recebidas. Este ale´m de gerir a utilizac¸a˜o
dos blocos e´ responsa´vel por sinalizar ao bloco correcto a recepc¸a˜o de mensagens de
sincronizac¸a˜o, bem como limpar o buffer de recepc¸a˜o do controlador CAN apo´s oMaster
Cell seleccionado ter recebido a mensagem.
Transmission Multiplexer
O bloco Transmission Multiplexer esta´ encarregue de gerir os pedidos de envio de men-
sagens CAN pelos blocos Master Cell, sejam eles concorrentes ou na˜o.
A filosofia utilizada e´ muito parecida a` do bloco Message Multiplexer, no entanto o
Transmission Multiplexer apenas trata a concorreˆncia da transmissa˜o de mensagens
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CAN. Este utiliza um sistema baseado em ma´quina de estados de forma a gerir os
pedidos por parte dos va´rios blocos Master Cell.
Cnt utick
O bloco Cnt utick forc¸a o relo´gio a funcionar a uma frequeˆncia fixa. Esta na˜o sera´
pass´ıvel de ser ajustada, dado que este relo´gio (Master) se apresenta como a base de
tempo correcto.
Clock
O bloco Clock e´ o relo´gio do sistema. Este mediante o sinal fornecido pelo bloco
Cnt utick incrementa o relo´gio. Este na˜o permite a alterac¸a˜o brusca do seu valor,
tal como acontecia no Slave.
5.3 Alguns aspectos de implementac¸a˜o
5.3.1 Algoritmo de correcc¸a˜o do relo´gio
Um factor importante para manter uma sincronizac¸a˜o de relo´gio exacta esta´ relacionada
com o grau de ajuste que se consegue efectuar na taxa de contagem do relo´gio. Quanto
menor for o grau de ajuste, mais precisas e mais suaves sera˜o as correcc¸o˜es poss´ıveis efectuar
no relo´gio.
O bloco Cnt utick tal como estava desenhado para o Master so´ permitia que os ajustes
fossem feitos ao n´ıvel do valor de final de contagem. Este ao ser mudado para a unidade
seguinte (ou anterior) provocaria um ajuste muito grosseiro. Esta mudanc¸a representaria um
acre´scimo (ou decre´scimo) de 20.83ns em cada contagem microsegundo. Sendo que 1 segundo
tem 1 milha˜o de microsegundos, o ajuste mı´nimo conseguido seria da ordem de
(20.8ns ∗ 1× 106)× 2 = 41.67ms se as sincronizac¸o˜es ocorressem de 2 em 2 segundos.
Uma possibilidade seria aumentar a frequeˆncia de funcionamento deste bloco. Mas mesmo
aumentando esta cerca 4 vezes (f≈200MHz) na˜o seria poss´ıvel melhorar significativamente este
valor. Assim optou-se por desenvolver um novo bloco Cnt utick. Este novo bloco ira´ permitir
realizar ajustes muito mais finos no relo´gio do Slave, sendo o grau de ajuste teo´rico poss´ıvel
da ordem dos 42ns entre intervalos de sincronizac¸a˜o.
Nesta implementac¸a˜o sera´ utilizado um algoritmo que atrave´s do nu´mero de contagens de
microsegundos existentes entre sincronizac¸o˜es, de uma parte inteira e fraccionaria resultante
da compensador PID (no bloco Actuator) permitira´ ir ajustando o valor de final de contagem
no contador.
Por exemplo, se o nu´mero de contagens entre sincronizac¸o˜es (Ncounts) for 10, a parte
inteira (Cnt int) e´ igual a 2 e a parte fraccionaria (Cnt frac) e´ igual a 2, o algoritmo tem de
conseguir que nas 10 contagens, duas delas sejam com o valor 3 e as outras 8 serem com o
valor 2. Ale´m disso, este ira´ distribuir os diferentes valores de contagens de forma uniforme
entre duas sincronizac¸o˜es.
Este mesmo exemplo pode ser visto na Figura 5.5. A risca azul representa as contagens
para o valor 2 e a risca vermelha representa as contagens para o valor 3. No gra´fico verifica-se
tambe´m que o relo´gio Slave, mesmo sendo um pouco mais ra´pido que o Master, consegue ter
o seu relo´gio sincronizado (10µs no Slave = 10µs no Master).
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Figura 5.5: Forma como e´ ajustada a velocidade de contagem do relo´gio Slave de forma a
ficar sincronizado com o relo´gio Master.
Na Figura 5.6 e´ apresentado o esquema deste novo bloco Cnt utick para o relo´gio Slave.
monitor counterCnt_frac
Cnt_int
Ncounts
LastCnt
FinalCnt
M_tick
Cnt_utick
Figura 5.6: Esquema do bloco Cnt utick no relo´gio Slave.
Este e´ constitu´ıdo por dois blocos principais, sa˜o eles o counter e o monitor. O counter e´
um contador que sempre que chegar ao valor do sinal LastCnt recomec¸a a contagem forc¸ando
o relo´gio do sistema (o bloco Clock) atrave´s do sinal M tick a incrementar 1 microsegundo na
sua varia´vel de relo´gio. Ale´m disso, no final de contagem atrave´s do sinal FinalCnt, o bloco
counter induz o bloco monitor a determinar um novo valor para o LastCnt.
O bloco monitor e´ o responsa´vel por determinar os valores do LastCnt ao longo do tempo.
Esta decisa˜o e´ baseada nos sinais Ncounts (nu´mero total de contagens de microsegundos entre
sincronizac¸o˜es) e nos sinais Cnt frac (parte fraccionaria do valor de Cnt) e Cnt int (parte
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inteira do valor Cnt). O valor Cnt e´ o sinal de sa´ıda do compensador PID no bloco Actuator.
5.4 Plataforma de desenvolvimento
A placa base de desenvolvimento da implementac¸a˜o em hardware foi a RC10 da Celoxica
contendo uma FPGA Spartan-3. Esta FPGA conte´m cerca de 1.5 milho˜es de portas lo´gicas.
Seguidamente sa˜o apresentados os principais elementos da placa de desenvolvimento uti-
lizados directamente ou indirectamente para realizar as implementac¸o˜es em hardware. Sera´
tambe´m referido de forma sucinta o motivo da sua utilizac¸a˜o.
Mo´dulo de Sincronizac¸a˜o (CAN1588Light)
1. Xilinx Spartan 3L XC3S1500L-4-FG320.
Utilizada para executar em hardware as implementac¸o˜es realizadas (Master e
Slave). Tambe´m foram utilizadas para implementar alguns mecanismos de de-
purac¸a˜o e monitorizac¸a˜o dos sistemas.
2. Conector para barramento CAN.
Permitiu a ligac¸a˜o f´ısica do controlador CAN ao barramento.
Debug, monitorizac¸a˜o das implementac¸o˜es e recolha de resultados
1. Joystick com 5 posic¸o˜es.
Permite ajustar em ”tempo-real”os valores das constantes (KP, KI e KD) do com-
pensador PID, funcionando muito semelhante ao joystick de um telemo´vel.
2. Porta se´rie (RS-232)
Utilizada para enviar para o PC informac¸a˜o perio´dica de sinais internos da imple-
mentac¸a˜o, tais como, tempo do relo´gio, offset valores das constantes do PID, entre
outros. Estes sa˜o tratados e mostrados atrave´s da ferramenta Matlab.
3. Dois displays de sete segmentos
Permitiu a visualizac¸a˜o de sinais internos do sistema.
4. Oito LEDs verdes
Para monitorizar estados do processo de sincronizac¸a˜o nas implementac¸o˜es, bem
como outro tipo de sinais relevantes.
5. 50 pin expansion header
Utilizado no intuito de colocar sinais de timestamp fora da FPGA para depois
serem utilizados pelo medidor de offset.
6. Conector JTAG
Utilizado inicialmente para fazer a depurac¸a˜o das implementac¸o˜es (utilizando o
ChipScope).
5.5 Recursos utilizados na FPGA
Os recursos da FPGA usados na implementac¸a˜o sa˜o bastante reduzidos, prevendo-se assim
uma fa´cil integrac¸a˜o do mo´dulo CAN1588Light em outros projectos na mesma FPGA.
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5.5.1 Aplicac¸a˜o Master
Os principais recursos utilizados da FPGA na implementac¸a˜o do do mo´dulo CAN1588Light(Master)
foram:.
Final Synthesis Report
==================================================
Selected Device :xc3s1500l-4fg320
Device utilization summary:
N? of Slices: 1538 out of 13312 (11%)
N? of Slice Flip-Flops: 1292 out of 26624 (4%)
N? of 4 input LUTs: 2280 out of 26624 (8%)
N? of Bonded IOBs: 11 out of 221 (4%)
N? of Global CLKs: 2 out of 8 (25%)
N? of Block RAMs: 0 out of 32 (0%)
Timing Summary:
Speed Grade: -4
Min. period: 15.675ns (Max. Frequency: 63.795MHz)
Min. input arrival time before clock: 2.571ns
Max. output required time after clock: 7.447ns
Maximum combinational path delay: No path found
5.5.2 Aplicac¸a˜o Slave
Seguidamente sa˜o apresentados os principais recursos utilizados da FPGA na imple-
mentac¸a˜o do mo´dulo CAN1588Light(Slave), nomeadamente:
Final Synthesis Report
==================================================
Selected Device :xc3s1500l-4fg320
Device utilization summary:
N? of Slices: 1949 out of 13312 (14%)
N? of Slice Flip-Flops: 1774 out of 26624 (6%)
N? of 4 input LUTs: 2740 out of 26624 (10%)
N? of Bonded IOBs: 27 out of 221 (12%)
N? of Global CLKs: 2 out of 8 (25%)
N? of Block RAMs: 0 out of 32 (0%)
Timing Summary:
Speed Grade: -4
Min. period: 19.988ns (Max. Frequency: 50.031MHz)
Min. input arrival time before clock: 9.945ns
Max. output required time after clock: 11.348ns
Maximum combinational path delay: No path found
5.6 Utilizac¸a˜o do mo´dulo do ponto de vista da aplicac¸a˜o
Os mo´dulos realizados permitem a fa´cil integrac¸a˜o com outros projectos, dado que ocupam
relativamente poucos recursos da FPGA e pelo facto de todo o processo de sincronizac¸a˜o e
manutenc¸a˜o de relo´gio ser transparente para as aplicac¸o˜es. Estas utilizam o CAN1588Light
para terem acesso um relo´gio sincronizado e tambe´m para poderem enviar e receber mensagens
CAN. Um exemplo disso mesmo esta´ ilustrado na Figura 5.7.
Ale´m do CAN1588Light fornecer os sinais de relo´gio e para aceder ao controlador CAN,
tem tambe´m outros sinais definidos em top level que permitem serem ajustados pelo utilizador,
nomeadamente:
No Slave
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CAN1588Light
CAN TX
CAN RX
reset
CAN MSG OUT CAN MSG IN
Tarefa(n-1)
Tarefa(0) Tarefa(1)
Abs_time
Clk
(...)
FPGA
(...)
Figura 5.7: Diagrama ilustrativo da interligac¸a˜o do CAN1588Light com outras tarefas.
1. deltaT
Nu´mero de segundos entre sincronizac¸o˜es.
2. SlaveID
Identificador das mensagens de sincronizac¸a˜o do Slave.
3. stdID
Padra˜o dos bits mais significativos do ID para as mensagens de sincronizac¸a˜o.
4. OffCmp
Valor de offset abaixo do qual e´ feita a correcc¸a˜o de relo´gio pelo ajuste da taxa de
contagem do relo´gio (PID).
5. KP, KI e KD
Constantes do compensador PID.
No Master
1. BlockedSeg
Nu´mero de segundos ao fim dos quais se o estado de sincronizac¸a˜o na˜o se alterar,
leva a abortar esse processo de sincronizac¸a˜o.
2. stdID
Padra˜o dos bits mais significativos do ID para as mensagens de sincronizac¸a˜o.
Pode-se ainda configurar os sinais do controlador CLAN, nomeadamente os sinais SJW,
BRP, TSEG1 e TSEG2 que permitem seleccionar a taxa de transfereˆncia no barramento CAN
e tambe´m permitem escolher a frequeˆncia interna de funcionamento do core CLAN[OAF05].
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Cap´ıtulo 6
Resultados
6.1 Ferramentas utilizadas para as medic¸o˜es
No decurso da execuc¸a˜o desta tese, foram tambe´m realizados outros pequenos trabalhos.
Foi realizado um simulador do protocolo IEEE 1588 em Matlab que auxiliou na previsa˜o e
percepc¸a˜o do comportamento do protocolo. Tambe´m foram feitas ferramentas que permitiram
obter resultados das implementac¸o˜es realizadas do protocolo de sincronizac¸a˜o, nomeadamente
o medidor de offset e o medidor de tempos de bloqueio.
Estas ferramentas sa˜o sucintamente apresentadas em anexo nas secc¸o˜es A.7 e A.8.
6.2 Resultados obtidos na implementac¸a˜o em software
Nesta secc¸a˜o, sera˜o mostrados os resultados relativos a` implementac¸a˜o do protocolo 1588Light
em software, cujos os nodos do sistema distribu´ıdo sa˜o placas DETPIC. O microcontrolador
usado e´ o PIC18F258 da Microchip a uma frequeˆncia de 20 MHz. Primeiramente sera˜o apre-
sentados os resultados relativos aos erros obtidos nos cristais usados e os tempos de bloqueios
impostos nos nodos pelo protocolo de sincronizac¸a˜o e manutenc¸a˜o do relo´gio. Seguidamente
sera˜o mostrados os resultados de offset conseguidos entre um relo´gio Master e um relo´gio
Slave, prosseguindo com outras experieˆncias que mostram o comportamento do sistema sub-
metido a diferentes situac¸o˜es.
6.2.1 Erro do cristal
Durante a implementac¸a˜o do protocolo de sincronizac¸a˜o em software, verificou-se que
mediante o nodo que se escolhesse como Slave o valor de in´ıcio de contagem do timer0
(Start timer0 ), quando o relo´gio estava sincronizado, era diferente. Assim como se pode
ver na Tabela 6.1, quando o relo´gio se encontra num estado esta´vel (sincronizado), o seu valor
de Start timer0 oscila entre dois valores. Para o valor inferior o relo´gio conta abaixo da taxa
desejada e para o valor superior conta acima da taxa desejada.
Partindo da diferenc¸a entre o valor ideal do Master e do Slave, e´ poss´ıvel calcular o erro
em partes por milha˜o (ppm) dos osciladores relativamente ao seu Master.
536−518
65000 × 1000000 = 277ppm
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Star Timer0
Master Slave
536 518/519
536 539/540
536 557/558
Tabela 6.1: Start timer0 do Master e de va´rios Slaves quando se encontram sincronizados.
540−536
65000 × 1000000 = 62ppm
558−536
65000 × 1000000 = 338ppm
O pior caso observado ao n´ıvel do relo´gio do timer foi um erro de 338ppm, correspondendo
a 338µs/s.
6.2.2 Tempos de execuc¸a˜o
Os tempos de bloqueio sa˜o fonte significativa da degradac¸a˜o do rigor de relo´gio numa
implementac¸a˜o baseada em software. Os resultados obtidos podera˜o justificar os valores
de offset expecta´veis em situac¸o˜es de pior caso. Por outro lado a medida de tempo de
execuc¸a˜o permite determinar a carga de CPU imposta pelo protocolo de sincronizac¸a˜o e pela
manutenc¸a˜o do relo´gio.
Na Figura 6.1 e´ ilustrado o esquema de montagem relativo ao medidor de tempos de
execuc¸a˜o.
Master ou Slave
RS232FPGA
Medidor de tempos 
de execução
nodo
CAN bus
...
Figura 6.1: Montagem efectuada para obter os tempos de execuc¸a˜o.
6.2.2.1 Master
A sincronizar 1 Slave
O teste foi realizado tal como mostra na Figura 6.2, ou seja, utilizando somente um
Slave a sincronizar com o seu Master, tendo-se obtido os seguintes tempos de execuc¸a˜o
presentes na Figura 6.3.
Os picos presentes na Figura 6.3 representam o instante em que e´ realizado o processo de
sincronizac¸a˜o. Sendo que este se realiza de 2 em 2 segundos, sabe-se que, por exemplo,
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SlaveMaster
CAN bus
Figura 6.2: Configurac¸a˜o da rede utilizada para medir os tempos de execuc¸a˜o no relo´gio
Master.
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Figura 6.3: Tempo de execuc¸a˜o no Master quando sincroniza 1 Slave.
entre 11 picos decorrem 2× 10 = 20 segundos.
Somando agora todos os tempos de execuc¸a˜o nesse intervalo obte´m-se 270400µs, que
representam 13520µs (27040020 ) por segundo.
13520×10−6
1 × 100 = 1.35% =⇒ Percentagem de CPU gasta no Master a sincronizar 1
Slave.
A sincronizar 3 Slave
Seguidamente e como mostra na Figura 6.4, vai-se medir os tempos de execuc¸a˜o no
Master numa rede com treˆs Slaves a sincronizarem com um Master, tendo-se nesse caso
obtido os seguintes tempos de execuc¸a˜o presentes na Figura 6.5.
Na Figura 6.5 cada 3 picos (mais pro´ximos) representam os instantes de sincronizac¸a˜o
do Master com os 3 Slaves. Somando todos os tempos de execuc¸a˜o num intervalo de 20
segundos obte´m-se 303360µs, que representam 15168µs (30336020 ) por segundo.
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Slave Slave Slave
Master
Figura 6.4: Configurac¸a˜o da rede utilizada para medir os tempos de execuc¸a˜o no Master.
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Figura 6.5: Tempo de execuc¸a˜o no Master quando sincroniza 3 Slaves.
15168×10−6
1 × 100 = 1.5% =⇒ Percentagem de CPU gasta no Master a sincronizar 3
Slaves.
Nota: o tempo de bloqueio ao n´ıvel da aplicac¸a˜o para a situac¸a˜o de pior caso cor-
responde a` soma dos treˆs picos de carga. Isto acontece quando as sincronizac¸o˜es dos
Slaves ocorrem nos mesmos instantes. Neste gra´fico e´ poss´ıvel verificar que sendo os
Slaves a iniciar o processo de sincronizac¸a˜o essa sobreposic¸a˜o tem pouca probabilidade
de suceder. No entanto, se fosse o Master a desencadear o processo de sincronizac¸a˜o,
iria ocorrer a sincronizac¸a˜o dos va´rios Slaves com o Master no mesmo instante, poten-
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ciando provavelmente a ocorreˆncia de grandes picos de carga de CPU no Master (neste
caso cerca de treˆs vezes superiores).
6.2.2.2 Slave
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Figura 6.6: Tempo de execuc¸a˜o no Slave.
Na figura 6.6 sa˜o apresentados os tempo de execuc¸a˜o num relo´gio Slave. Fazendo um ra-
cioc´ınio ideˆntico ao que foi feito para oMaster, se forem somados todos os tempos de execuc¸a˜o
contidos entre 11 picos consecutivos, obte´m-se 94258µs, que representam 4713µs por segundo.
4713×10−6
1 × 100 = 0.47% =⇒ Percentagem de CPU gasta no Slave.
Este valor mante´m-se constante independentemente dos nu´mero de relo´gios Slaves pre-
sentes na rede.
Na Tabela 6.2 sa˜o mostradas algumas caracter´ısticas dos tempos de execuc¸a˜o obtidos
anteriormente.
6.2.3 Erro ao n´ıvel da aplicac¸a˜o
Passando agora para os resultados de offset propriamente ditos, comec¸a-se com uma con-
figurac¸a˜o de rede simples (um Slave e um Master) realizado posteriormente estas medic¸o˜es
em diferentes condic¸o˜es da rede e dos nodos. O offset entre os relo´gios foi capturado seguindo
o esquema presente na Figura 6.7.
Em todas as medidas o tempo no Master vai ser sempre medido ao n´ıvel do timer, de
forma a servir de refereˆncia temporal.
A taxa de transmissa˜o na rede CAN sera´ de 1Mbit/s salvo em indicac¸a˜o contra´ria.
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Tempo de execuc¸a˜o
Master 1S Master 3S Slave
Mı´nimo (µs) 97 97 18
Ma´ximo (µs) 402 403 828
Desvio padra˜o (µs) 27.69 49.85 52.59
Me´dia (µs) 103.99 112.34 35.79
Tabela 6.2: Tempos de bloqueio.
SlaveMaster
CAN bus
RS232
FPG
A
Medidor 
de Offset
Figura 6.7: Esquema de montagem utilizado para capturar o offset.
6.2.3.1 Master - Slave
Utilizando o esquema presente na Figura 6.8 sera˜o mostrados os resultados de offset com
medic¸o˜es ao n´ıvel do timer e posteriormente ao n´ıvel da aplicac¸a˜o no nodo Slave.
SlaveMaster
CAN bus
Figura 6.8: Esquema utilizado na medic¸a˜o de offset entre um relo´gio Master e um relo´gio
Slave.
Offset ao n´ıvel do timer
Medindo o offset ao nivel do timer foi possivel obter os resultados presentes na Figura
6.9 com as caracteristicas referidas na Tabela 6.3.
E´ poss´ıvel verificar que o offset varia entre valores positivos e negativos. Os flancos
ascendentes de offset ocorrem quando o Start timer0 esta´ com valor superior ao ideal
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Figura 6.9: Offset entre um relo´gio Master e Slave ao n´ıvel dos seus timers.
Mı´nimo (µs) -19
Ma´ximo (µs) 27
Desvio padra˜o (µs) 11.52
Me´dia (µs) 4.18
Tabela 6.3: Caracter´ısticas do offset ao n´ıvel do timer.
e o flanco descendente quando o Start timer0 esta´ com um valor inferior ao ideal. As
mudanc¸as de flanco representam os instante em que o compensador PID altera o valor
do Start timer0.
Offset ao n´ıvel da aplicac¸a˜o
Func¸a˜o get time
A implementac¸a˜o efectuada exporta para o n´ıvel de aplicac¸a˜o a func¸a˜o get time, a qual
permite obter o tempo de sistema. Tal como referido na secc¸a˜o 4.6.1.1 a obtenc¸a˜o
do tempo requer algumas operac¸o˜es aritme´ticas envolvendo os registos do timer0 em
hardware e a varia´vel de software.
A func¸a˜o get time permite ao n´ıvel da aplicac¸a˜o saber o tempo actual do relo´gio. No
entanto, e tal como mostra na Figura 6.10, o tempo so´ e´ obtido em me´dia passado 85
a 90 µs, visto que a func¸a˜o demora esse tempo a executar. O facto de o timestamp
ao tempo do relo´gio ser feito logo no in´ıcio da func¸a˜o e´ vantajoso quando necessitamos
de capturar o tempo em que um evento aconteceu. Mas por outro lado, quando esta
num loop a` espera de um certo tempo, este vai aparecer sempre com um atraso, que no
melhor dos casos e´ 85 a 90 µs depois.
O valor devolvido pela func¸a˜o get time refere-se ao inicio da sua execuc¸a˜o, o que pode
levar a atrasos na ordem do seu tempo de execuc¸a˜o. Por exemplo, na situac¸a˜o ilustrada
na Figura 6.11 a aplicac¸a˜o pretende aguardar pelo instante t=40µs. Se a primeira
invocac¸a˜o da func¸a˜o get time for efectuada um pouco antes (pior caso) a func¸a˜o devolve
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Figura 6.10: Func¸a˜o get time.
um valor temporal inferior aos 40 µs e assim a condic¸a˜o fronteira ainda se apresenta
como falsa (39≥40 P.F.), sendo necessa´rio invocar novamente a func¸a˜o get time para a
seguir devolver o tempo que cumpra a condic¸a˜o (140≥40 P.V.). Esta situac¸a˜o de pior
caso, faz com que exista um atraso na validac¸a˜o da condic¸a˜o de quase 2×(90 + 9) =
189µs, em que os 9µs representam o atraso gasto na validac¸a˜o do tempo devolvido pela
func¸a˜o get time.
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Figura 6.11: Situac¸a˜o de melhor e pior caso quando utilizamos a func¸a˜o get time num loop a`
espera de um determinado tempo.
Medindo agora o offset ao n´ıvel da aplicac¸a˜o no nodo Slave foi poss´ıvel obter o offset
presente na Figura 6.12 com as caracter´ısticas da Tabela 6.4. O tempo no Slave e´
conseguido recorrendo a` func¸a˜o get time.
Mı´nimo (µs) -161
Ma´ximo (µs) 27
Desvio padra˜o (µs) 34.43
Me´dia (µs) -88.43
Tabela 6.4: Caracter´ısticas do offset ao n´ıvel da aplicac¸a˜o.
O offset nestas circunstaˆncias segue o mesmo comportamento obtido no offset ao n´ıvel
do timer0 sendo que revela um atraso me´dio de ordem do tempo de execuc¸a˜o da func¸a˜o
get time bem como uma incerteza devido a`s situac¸o˜es entre melhor e pior na obtenc¸a˜o
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Figura 6.12: Offset entre um relo´gio Master e Slave ao n´ıvel da aplicac¸a˜o.
do tempo pela func¸a˜o get time ja´ anteriormente referidos.
Na˜o e´ poss´ıvel verificar um offset da ordem do ma´ximo tempo de bloqueio ja´ que este ira´
ocorrer sempre entre leitura de offset, na˜o se prevendo a sua ocorreˆncia em simultaˆneo.
6.2.3.2 Master - va´rios Slaves
O esquema de montagem utilizado para este teste foi o representado na Figura 6.13. Os
resultados obtidos em relac¸a˜o ao offset sa˜o similares aos obtidos so´ com um Slave na rede.
No entanto, o Master estara´ sujeito a uma maior carga no CPU devido a ter que sincronizar
com os va´rios Slaves.
Slave Slave Slave
Master
Figura 6.13: Esquema utilizado para na medic¸a˜o de offset entre um relo´gio Master e va´rios
relo´gios Slave.
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6.2.3.3 Master - Slave com carga no barramento
Com o objectivo de avaliar o efeito da carga no barramento na sincronizac¸a˜o de relo´gio,
usou-se um esquema com um Master e um Slave na rede, ao qual foi acrescentado um nodo
que apenas serve para adicionar tra´fego na rede, tal como pode ser visto na Figura 6.14.
As mensagens enviadas pelo Traffic generator teˆm um ID inferior (mais priorita´ria) ao das
mensagens do 1588Light, de forma a verificar o impacto destas no rigor do relo´gio.
Traffic generator Slave
Master
M
SG
M
SG
Figura 6.14: Esquema utilizado na medic¸a˜o de offset entre um relo´gio Master e um relo´gios
Slave, mediante diferentes condic¸o˜es de carga de ocupac¸a˜o do barramento.
As cargas impostas e o respectivo per´ıodo de envio das mensagens esta´ presente na Tabela
6.5. Cada mensagem ocupa 118 µs a 1Mbit/s (ja´ com stuff bits e o IFS - Inter Frame Space),
sendo que esta medida foi obtida utilizando um oscilosco´pio digital. Tambe´m foi testado o
offset para uma percentagem de barramento superior a 100%.
Percentagem de barramento ocupada Per´ıodo de envio de mensagens
20 575µs
40 287µs
60 191µs
80 143µs
≈100 118µs
Tabela 6.5: Per´ıodo de envio de mensagens no barramento mediante carga percentual ocu-
pada.
O padra˜o de offset manteve-se constante com a introduc¸a˜o de tra´fego no barramento na˜o
se verificando alterac¸o˜es significativas nas caracter´ısticas de offset presentes na Tabela 6.6.
Com uma ocupac¸a˜o de barramento muito pro´xima dos 100%, o tempo de execuc¸a˜o do
protocolo aumenta dos t´ıpicos 25 ms, para 200 a 400 ms.
Se a ocupac¸a˜o do barramento com mensagens de ID mais priorita´rio for superior a 100%,
o relo´gio na˜o consegue sincronizar.
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Tra´fego no barramento
20% 40% 60% 80% ≈100%
Mı´nimo (µs) -152 -156 -157 -156 -162
Ma´ximo (µs) -20 -17 -22 -22 -18
Desvio padra˜o (µs) 33.69 33.25 33.17 33.69 34.25
Me´dia (µs) -86.94 -87.29 -90.50 -88.93 -90.54
Tabela 6.6: Caracter´ısticas do offset mediante diferentes cargas no barramento.
6.2.3.4 Master - Slave com kernel RTKPIC
6.2.3.5 Tempo de execuc¸a˜o do kernel
A utilizac¸a˜o de um kernel a decorrer num n´ıvel de interrupc¸a˜o mais priorita´rio que o
protocolo de sincronizac¸a˜o ira´ necessa´riamente ter impacto na sincronizac¸a˜o de relo´gio. Este
provocara´ dos maiores atrasos na obtenc¸a˜o do tempo ao n´ıvel da aplicac¸a˜o bem como na
obtenc¸a˜o dos timestamps relativos ao protocolo de sincronizac¸a˜o. Na Figura 6.15 e´ poss´ıvel
observar os diferentes tempos de execuc¸a˜o mediante o nu´mero de tarefas que kernel tem de
escalonar.
Na Tabela 6.7 sa˜o apresentadas algumas caracter´ısticas dos tempos de execuc¸a˜o anterior-
mente mostrados.
Tarefas 1 3 6
Mı´nimo (µs) 31 31 31
Ma´ximo (µs) 417 501 627
Desvio padra˜o (µs) 51.22 62.22 78.15
Me´dia (µs) 38.78 40.23 42.36
Tabela 6.7: Tempos de bloqueio impostos pela utilizac¸a˜o do kernel.
Na Figura 6.16 e na Tabela 6.8 sa˜o mostradas os resultados de offset com as respectivas
caracter´ısticas mediante um diferente nu´mero de tarefas a escalonar pelo kernel.
Tarefas
1 3 6
Mı´nimo (µs) -380 -487 -635
Ma´ximo (µs) 16 44 37
Desvio padra˜o (µs) 37.69 41.25 49.13
Me´dia (µs) -81.94 -89.27 -92.47
Tabela 6.8: Caracter´ısticas do offset mediante o nu´mero de tarefas a executar pelo kernel.
Com estes resultados verifica-se que a utilizac¸a˜o de um kernel num n´ıvel de prioridade
superior degrada o offset entre os relo´gios devido aos atrasos acrescidos que podem sofrer
os timestamps levando a uma ligeira deformac¸a˜o do sinal de offset em relac¸a˜o a resultados
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Figura 6.15: Gra´ficos dos tempos de execuc¸a˜o do kernel no nodo Slave.
anteriores. Ao n´ıvel da aplicac¸a˜o podera˜o ocorrer picos de offset devido aos tempos de
bloqueio impostos pela execuc¸a˜o do kernel.
No caso em questa˜o, conclui-se que quanto maior for o nu´mero de tarefas a escalonar pelo
kernel pior sera´ o sinal de offset entre os relo´gios bem como maiores sera˜o os picos presentes
no sinal de offset.
Tambe´m foi realizada uma experieˆncia com ticks e tarefas de 10 em 10 ms em que se
verificou (comparando com estes resultados) uma maior degradac¸a˜o de sinal bem como uma
maior probabilidade do aparecimento de picos de offset.
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Figura 6.16: Gra´ficos dos tempos de bloqueio impostos pelo kernel no nodo Slave.
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6.3 Resultados obtidos na implementac¸a˜o de hardware
Nesta secc¸a˜o, sera˜o mostrados os resultados relativos a` implementac¸a˜o do protocolo 1588Light
em hardware, cujos os nodos do sistema distribu´ıdo sa˜o duas placas RC10 da Celoxica. A
FPGA contida nestas placas e´ uma Xilinx Spartan 3L XC3S1500L-4-FG320.
6.3.1 Fase de inicializac¸a˜o
Apo´s o ajuste inicial do relo´gio este tende a manter-se sincronizado utilizando para o
ajuste do sistema de relo´gio um compensador PID. Este provocara´ numa fase de inicializac¸a˜o
o comportamento presente na Figura 6.17.
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Figura 6.17: Offset entre um Master e um Slave obtido na fase de inicializac¸a˜o com o com-
pensador PID.
O tempo que o offset demora a ficar no estado estaciona´rio depende das constantes (KP,
KI e KD) utilizadas no compensador PID. Com valores altos nas constantes o offset tende
mais rapidamente para o valor zero (regime transito´rio mais curto ≈30 segundos) mas tor-
nara´ o sistema relativamente menos esta´vel a variac¸o˜es do sistema. No entanto com valores
mais pequenos para as constantes, o offset demora mais tempo tender para zero (regime tran-
sito´rio mais longo ≈80 segundos) mas e´ consideravelmente mais esta´vel permitindo tambe´m
alterac¸o˜es mais suaves na correcc¸a˜o do offset no relo´gio.
Este comportamento tambe´m foi observado na implementac¸a˜o em software sendo que
apenas diferiu na gama de valores offset obtidos (centenas de microsegundos).
6.3.2 Erro do cristal
Ao ajustar o relo´gio sem utilizar o compensador PID, ou seja, corrigindo apenas o valor
o relo´gio na˜o alterando a frequeˆncia de funcionamento do mesmo foi poss´ıvel verificar que
passados 2 segundos (instantes de sincronizac¸a˜o) o offset era de 38µ. Isto leva a concluir que
o desvio do relo´gio e´ de 19µs/s.
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6.3.3 Offset
6.3.3.1 Sem a utilizac¸a˜o do compensador
Na˜o utilizando o compensador PID e apenas ajustando o valor do relo´gio tal como vem
referido na norma, foi obtidos os resultados de offset presentes na Figura 6.18, cujas as
caracter´ısticas sa˜o presentadas na Tabela 6.9.
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Figura 6.18: Offset entre um Master e um Slave ajustando apenas o valor do relo´gio.
Mı´nimo (µs) -38.82
Ma´ximo (µs) 0.3
Desvio padra˜o (µs) 10.98
Me´dia (µs) -19.30
Tabela 6.9: Caracter´ısticas do offset com o ajuste pelo valor do relo´gio.
Atrave´s da ana´lise do gra´fico anterior e´ poss´ıvel ver que mesmo o relo´gio Slave corrigindo o
valor do seu relo´gio periodicamente este ira´ sempre desviar-se pois tem um taxa de contagem
ligeiramente diferente do seu Master, fazendo com que Slave de 2 em 2 segundos em me´dia
esteja desfasado de 38µs.
6.3.3.2 Com a utilizac¸a˜o do compensador
Agora sa˜o apresentados os resultados utilizando o compensador PID por forma a ajustar a
taxa de contagem do relo´gio no bloco Cnt utick. Na Figura 6.19 e 6.20 sa˜o mostrados os resul-
tados de offset para valores altos e para valores baixos das constantes do compensador PID,
respectivamente. Na tabela 6.10 sa˜o apresentadas algumas caracter´ısticas destes resultados
de offset.
Destes resultados pode-se concluir os resultados utilizando o compensador PID sa˜o signi-
ficativamente melhores e mais esta´veis do que na situac¸a˜o em que apenas se ajusta o valor
de relo´gio. Comparando agora os resultados relativos a` utilizac¸a˜o de diferentes constantes no
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Figura 6.19: Offset entre um Master e um Slave obtido com constantes do PID altas.
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Figura 6.20: Offset entre um Master e um Slave obtido com constantes do PID baixas.
Valor das constantes PID
altas baixas
Mı´nimo (µs) -1.44 -0.36
Ma´ximo (µs) 1.58 0.64
Desvio padra˜o (µs) 0.383 0.176
Me´dia (µs) 0.123 0.119
Tabela 6.10: Caracter´ısticas do offset mediantes diferentes valores para as constantes do
compensador PID.
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compensador verifica-se que para valores mais baixos o offset apresenta melhores resultados
e tambe´m mais esta´veis. No entanto, tal como ja´ referido anteriormente, esta maior estabili-
dade paga-se com um maior per´ıodo transito´rio, ou seja, o offset demorara´ mais tempo ate´
atingir um valor esta´vel.
O comportamento de offset ao longo do tempo aparece relativamente irregular dado que o
relo´gio tem apenas resoluc¸a˜o de microsegundos na˜o se conseguindo por isso que o compensador
PID ajuste o valor de offset correctamente para valores inferiores ao microsegundo.
6.3.3.3 Ana´lise funcional
Executaram-se tambe´m testes semelhantes ao realizados para a implementac¸a˜o em soft-
ware.
Num primeiro teste colocaram-se 3 tarefas a correr nos nodos, na˜o se observando nenhum
impacto tal como se esperava. Isto acontece devido a` possibilidade de executar mu´ltiplas
tarefas em simultaˆneo numa FPGA, na˜o existindo por isso a problema´tica dos tempos de
bloqueio das tarefas na degradac¸a˜o do rigor do relo´gio.
Posteriormente, foi introduzido tra´fego no barramento CAN, na˜o se verificando alterac¸o˜es
significativas nos resultados de offset. Isto verifica-se sobretudo quando as constantes do
compensador PID sa˜o valores baixos, pelo que poss´ıveis atrasos na execuc¸a˜o do protocolo na˜o
provocara˜o variac¸o˜es significativas na taxa de contagem do relo´gio.
6.4 Ana´lise comparativa
Na implementac¸a˜o do protocolo em software os resultados ao n´ıvel do timer sa˜o bastante
melhores do que os resultados ao n´ıvel da aplicac¸a˜o. Ao n´ıvel do timer consegue-se um offset
dentro das poucas dezenas (+/- 30) de microsegundos. Na aplicac¸a˜o devido aos tempos de
bloqueios impostos pelo protocolo de sincronizac¸a˜o de relo´gio e manutenc¸a˜o do mesmo na
rotina de interrupc¸a˜o, os resultados tipicamente rondam as poucas centenas (-200 a 0) de
microsegundos.
Ale´m do offset ser significativamente superior em relac¸a˜o a` medic¸a˜o no timer, este vem
sempre atrasado no melhor dos casos 85-90 µs devido ao tempo que a func¸a˜o get time demora
a executar. Isto explica porque o valor me´dio dos valores de offset se situa aproximadamente
entre 85 e 90 µs.
Na implementac¸a˜o em hardware o acesso ao relo´gio e´ feito em hardware, na˜o sofrendo por
isso atrasos tal como acontece na implementac¸a˜o em software.
Relativamente ao comportamento do protocolo com diferentes cargas de ocupac¸a˜o no
barramento, verificou-se que este se apresenta bastante esta´vel mesmo com taxas de ocupac¸a˜o
bastante elevadas, sendo que apenas se notou um aumento percept´ıvel da durac¸a˜o de execuc¸a˜o
do protocolo quando a carga de ocupac¸a˜o estava muito pro´xima dos 100%. Neste contexto a
implementac¸a˜o em software e hardware equiparam-se.
No entanto dado que o rigor conseguido na implementac¸a˜o em hardware e´ das poucas
unidades de microsegundo, dependendo do valor das constantes utilizadas no compensador
PID e´ poss´ıvel observar uma ligeira degradac¸a˜o do offset devido a`s variac¸o˜es da durac¸a˜o do
protocolo. Estas iriam fazer variar o intervalo entre actuac¸o˜es no relo´gio, afectando assim
o rigor do mesmo. No entanto se o compensador tiver constantes baixas o sistema torna-se
lento e mais esta´vel na˜o ficando ta˜o sens´ıvel a`s variac¸o˜es de durac¸a˜o do protocolo.
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No que toca a` afectac¸a˜o do rigor do relo´gio mediante a realizac¸a˜o de outras tarefas nos
nodos, os resultados sa˜o bem distintos. Na FPGA (implementac¸a˜o em hardware) na˜o tem
qualquer impacto, pois esta tem a capacidade de realizar mu´ltiplas tarefas em simultaˆneo,
na˜o existindo por isso a problema´tica dos tempos de bloqueio das tarefas na degradac¸a˜o do
rigor do relo´gio.
Ja´ na implementac¸a˜o em software do protocolo de sincronizac¸a˜o, esta e´ directamente
afectada por tarefas que tenham mais prioridade que o protocolo, em que na implementac¸a˜o
do PIC, e´ representada pela rotina de interrupc¸o˜es de alta prioridade (utilizada pelo Kernel).
O seu impacto no rigor do relo´gio sera´ tanto maior quanto maiores e com maior frequeˆncia
forem os tempos de bloqueios impostos por essas aplicac¸o˜es. Todavia, se as tarefas forem
menos priorita´rias que o protocolo, estas na˜o afectara˜o o rigor do relo´gio.
Em suma, os resultados da implementac¸a˜o do protocolo de sincronizac¸a˜o em hardware
foram melhores e mais esta´veis, mesmo quando sujeitos a condic¸o˜es adversas.
Cap´ıtulo 7
Concluso˜es
Este cap´ıtulo conclui a dissertac¸a˜o, comec¸ando por apresentar um resumo do trabalho
realizado no aˆmbito desta tese, sendo de seguida feita uma ana´lise final dos resultados obtidos.
Finalmente, sa˜o referidos alguns pontos de trabalho futuro, nomeadamente na optimizac¸a˜o
e incremento de funcionalidades aos sistemas desenvolvidos.
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7.1 Resumo do trabalho realizado
No aˆmbito desta dissertac¸a˜o foi proposta a implementac¸a˜o de um protocolo derivado do
protocolo IEEE 1588 em redes CAN. Algumas caracter´ısticas do protocolo CAN, como a
largura de banda limitada e o pequeno tamanho dos pacotes aliado ao facto de na maior
parte dos casos os sistemas que usam CAN serem microcontroladores ou sistemas embutidos
de baixo custo e com pouca capacidade de processamento, levou a` adaptac¸a˜o do protocolo
IEEE 1588.
Esta adaptac¸a˜o resultou numa simplificac¸a˜o feita ao n´ıvel dos campos necessa´rios enviar
por cada mensagem de sincronizac¸a˜o, bem como na eliminac¸a˜o do algoritmo de selecc¸a˜o
automa´tica do Master na rede, considerando-se que o Master da rede e´ um nodo predefinido.
A implementac¸a˜o do protocolo em redes CAN, foi efectuada em software e em hardware.
Primeiramente, o protocolo foi implementado ao n´ıvel de software. A plataforma de desen-
volvimento utilizada e´ baseada nas placas DETPIC, integrando um controlador PIC18F258,
com controlador CAN incorporado. A partir das bibliotecas disponibilizadas, em linguagem
”C”para acesso ao controlador CAN, foi implementado o protocolo ao n´ıvel da interrupc¸a˜o.
Esta implementac¸a˜o foi desenvolvida de forma a poder ser utilizada em outras aplicac¸o˜es.
Para permitir esta utilizac¸a˜o de forma modular desenvolveu-se um mo´dulo de interrupc¸o˜es que
permite a integrac¸a˜o de va´rias func¸o˜es dentro da mesma ISR, sem no entanto ser necessa´rio
o acesso ao seu co´digo.
Posteriormente, depois de tirados os resultados da implementac¸a˜o em software, foi rea-
lizada a implementac¸a˜o do protocolo em hardware. Nesta foi utilizado o controlador CAN
(CLAN), disponibilizado na forma de nu´cleo de propriedade intelectual modelado em VHDL,
sintetiza´vel e implementa´vel em FPGAs da Xilinx. A placa de desenvolvimento utilizada foi a
RC10 da Celoxica com uma FPGA Spartan-3 e toda a implementac¸a˜o foi desenvolvida em lin-
guagem VHDL. Foram realizados mo´dulos de sincronizac¸a˜o (Master e Slave) independentes,
parametriza´veis e sintetiza´veis. Estes mo´dulos associados ao multiplexador de mensagens de-
senvolvido e ao CLAN, tornam o sistema totalmente transparente para o utilizador fornecendo
o acesso a um relo´gio sincronizado bem como o acesso ao controlador CAN.
7.2 Ana´lise dos resultados
Na adaptac¸a˜o do protocolo IEEE 1558 para o 1588Light, resultou um algoritmo de sin-
cronizac¸a˜o leve e com necessidade de troca de poucas mensagens CAN, sendo por isso ideal
para aplicar microcontroladores ou sistemas embutidos de baixo custo. Prova disso e´ o facto
de a carga de CPU gasta pelo protocolo de sincronizac¸a˜o ser menor do que 0.5% num PIC a
20Mhz, e carga ocupado no barramento ser de 0.022% @ 1Mbit/s (com apenas um Slave na
rede).
Outro aspecto importante, sempre tido em conta, foi tornar estes mo´dulos de sincro-
nizac¸a˜o pass´ıveis de serem facilmente utilizados em outros projectos. Esta portabilidade na
implementac¸a˜o do 1588Light em software resulta de se ter desenvolvido um mo´dulo de in-
terrupc¸o˜es (secc¸a˜o A.6) que permite a integrac¸a˜o de outras func¸o˜es na rotina de interrupc¸a˜o.
Outro aspecto tido em atenc¸a˜o reside no facto de se terem utilizado constante globais. Alte-
rando estas, o mo´dulo de sincronizac¸a˜o pode ser facilmente portado para CPUs a funcionar a
uma frequeˆncia diferente, bem como utilizado em barramentos com uma taxa de transmissa˜o
diferente da utilizada.
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Na implementac¸a˜o em hardware a portabilidade e´ mais evidente, dado que a imple-
mentac¸a˜o resultou em mo´dulos independentes, sintetiza´veis, parametriza´veis e implementa´veis
em FPGAs da Xilinx. Os mo´dulos de sincronizac¸a˜o CAN1588Light (Master e Slave) podem
ser usados de forma transparente pelo utilizador, sem este necessitar qualquer tipo de inter-
venc¸a˜o na execuc¸a˜o do protocolo ou na gesta˜o para o acesso ao controlador CAN.
Ao n´ıvel da implementac¸a˜o em software conseguiram-se preciso˜es na gama das poucas
dezenas de microsegundos ao n´ıvel do timer dos microcontroladores. Ao n´ıvel da aplicac¸a˜o
os resultados de offset obtidos estavam na ordem das poucas centenas (-200 a 0) de microse-
gundos.
Ale´m do offset ser significativamente superior em relac¸a˜o a` medic¸a˜o no timer, este vem
sempre atrasado no melhor dos casos 85-90 µs devido ao tempo que a func¸a˜o get time demora
a executar. Isto explica porque o valor me´dio dos valores de offset se situa aproximadamente
entre 85 e 90 µs.
Verificou-se um bom comportamento do protocolo quando sujeito a diferentes cargas no
barramento bem como pela adic¸a˜o de nodos Slaves na rede. Quando introduzido o kernel,
os tempos de bloqueio impostos por este, degradaram significativamente o relo´gio passando o
offset a ser de algumas centenas de microsegundos, dependendo esta degradac¸a˜o do nu´mero
de tarefas geridas pelo Kernel bem como pela frequeˆncia com que estas ocorrem. Todavia, se
as tarefas forem menos priorita´rias (a correr em background) que o protocolo na˜o afectara˜o o
rigor do relo´gio.
Na implementac¸a˜o em hardware os resultados obtidos esta˜o na gama das unidades (+/-
2) de microsegundos. A gama de offset manteve-se constante com a introduc¸a˜o de carga no
barramento, bem como com a adic¸a˜o de outros nodos Slave na rede. Nas FPGAs a execuc¸a˜o
de outras tarefas juntamente com o protocolo de sincronizac¸a˜o na˜o tem qualquer impacto,
devido a` possibilidade de nestas executar mu´ltiplas tarefas em simultaˆneo, sendo que assim
o problema dos tempos de bloqueio na afectac¸a˜o do rigor do relo´gio na˜o se levanta.
Devido ao rigor dos timestamps conseguidos na implementac¸a˜o em hardware os resultados
foram significativamente melhores e mais esta´veis em relac¸a˜o a` implementac¸a˜o em software,
mesmo quando sujeitos a condic¸o˜es adversas.
7.3 Trabalho futuro
Apo´s a realizac¸a˜o desta dissertac¸a˜o, alguns pontos ficam em aberto, sendo poss´ıvel a
optimizac¸a˜o de alguns aspectos, bem como a integrac¸a˜o de funcionalidades adicionais nos
sistemas desenvolvidos.
Ao n´ıvel da toleraˆncia de falhas, este sistema esta´ limitado pela falha do nodo Master.
Assim seria deseja´vel introduzir um mecanismo que tivesse em conta a falha do Master.
Existem duas possibilidades pensadas. A primeira abordagem seria acrescentar, ao algoritmo
actual, um mecanismo que detectasse a falha do nodo Master, fazendo nesse caso desencadear
um processo de arbitragem para seleccionar um novo Master. Este iria de encontro ao que
e´ feito no IEEE 1588, mas no entanto iria complicar e tornar mais pesado o algoritmo nos
nodos. O facto de ser mais pesado provocaria maiores tempos de bloqueio, degradando a
qualidade de sinal de relo´gio, tendo por isso alguns entraves em seguir esta abordagem.
A outra abordagem poss´ıvel seria colocar va´rios relo´gios Master na rede, sendo que so´
um deles estaria activo, enquanto que os outros ficariam a` escuta no barramento ate´ que
detectasse a falha do nodo Master activo. Assim conseguiria-se um sistema mais robusto,
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dado que para o sistema falhar seria necessa´rio que todos os relo´gios Master presentes na
rede falhassem. Esta situac¸a˜o e´ muito menos prova´vel de acontecer do que quando so´ existe
um Master na rede. Ao n´ıvel dos nodos Master seria necessa´rio implementar um algoritmo
que permitisse fazer uma arbitragem entre eles. O factor de decisa˜o, poderia ser a qualidade
do relo´gio ou atrave´s de prioridades previamente atribu´ıdas a cada nodo Master. Ao n´ıvel do
Slave esta abordagem na˜o implicaria a alterac¸a˜o do algoritmo implementado.
Um mecanismo muito semelhante a este foi proposto na confereˆncia anual do IEEE 1588
em 2006 [LGK06], sendo que neste os nodos Master formam um cluster designado por
Syn1588, com ligac¸o˜es ponto a ponto entre os va´rios Masters.
Ao n´ıvel da implementac¸a˜o do protocolo de sincronizac¸a˜o em software, no PIC18F258, po-
dera´ tentar-se melhorar o rigor entre os relo´gios, apesar dos resultados obtidos serem bastante
satisfato´rios e estarem dentro do que era esperado. Um poss´ıvel melhoramento seria utilizar
o timer2 para efectuar o timestamp a`s mensagens de sincronizac¸a˜o. Isto seria uma mais valia
dado que este timer permite guardar o valor de timestamp do instante em que a interrupc¸a˜o
ocorre, conseguindo-se assim um melhor rigor na obtenc¸a˜o do timestamp e consequentemente
um relo´gio mais exacto. Na˜o se tirou partido deste timer, dado que havia interesse em utilizar
o mo´dulo de sincronizac¸a˜o juntamente com o kernel, mas este tal como refere na secc¸a˜o 4.4
tira partido do timer2 pelo que na˜o foi poss´ıvel a sua utilizac¸a˜o no mo´dulo de sincronizac¸a˜o.
Na implementac¸a˜o em hardware podera´ mapear-se as constantes relativas a`s implementac¸o˜es
em espac¸o de registos de forma a facilitar a alterac¸a˜o do seu valor e permitir a fa´cil inter-
ligac¸a˜o com outros dispositivos. Esta tem uma importaˆncia significativa quando se pretende
interligar o mo´dulo com processadores permitindo assim que estes possam alterar os valor das
constantes de forma relativamente simples.
Nas implementac¸o˜es realizadas podera˜o ainda ser efectuadas mais medic¸o˜es e mediante
outro tipo de condic¸o˜es. Estes devera˜o efectuar-se durante mais tempo de forma a comprovar
que os comportamentos obtidos se verificam por per´ıodos bastante mais longos.
Em suma, os principais objectivos deste trabalho foram alcanc¸ados. No entanto, o trabalho
realizado e´ pass´ıvel de ser optimizado e de serem acrescentadas novas funcionalidades.
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Anexos
A.1 Lista de Acro´nimos
ASIC: Application Specific Integrated Circuit
CAD: Computer Aided Design
CAE: Computer Assisted Engineering
ISE: Integrated Synthesis Environment
CAN: Controller Area Network
I/O: Input/Output (Entrada/Saida)
PTP: Precision Time Protocol (Protocolo de precisa˜o temporal)
PID: Proportional-Integral-Derivative (Proporcional-Integral-Derivativo)
A.2 Significado de termos comuns utilizados no IEEE 1588
PTP port: Ponto de acesso lo´gico para as comunicac¸o˜es 1588 do relo´gio que conte´m o
porto.
PTP message: Sa˜o cinco os tipos de mensagens definidas pelo 1588: Sync, Follow-up,
Delay Request, Delay Response e a de Management.
Clock : Um dispositivo que fornece a medida da passagem do tempo. Existem dois tipos
de relo´gios no IEEE 1588: Boundary Clocks e Ordinary Clocks.
Boundary clock : relo´gio com mais do que um porto PTP, com cada porto PTP a
proporcionar o acesso a diferentes caminhos de comunicac¸a˜o PTP. Os Boundary clock sa˜o
utilizados para eliminar as flutuac¸o˜es produzidas pelos routers e equipamentos de rede similar.
Ordinary Clock : Relo´gio com um u´nico porto PTP, tendo um u´nico caminho de comu-
nicac¸a˜o.
Grandmaster Clock : Dentro de um conjunto de relo´gios e´ aquele que ira´ ser a primeira
fonte de tempo para que todos os relo´gios fiquem sincronizados.
Master Clock : Um sistema de relo´gios 1588 pode ser segmentado em regio˜es separadas
por Boundary Clocks. Dentro de cada regia˜o havera´ apenas um relo´gioMaster, servindo como
primeira fonte de tempo para essa regia˜o. Estes relo´gios Master ira˜o sincronizar por sua vez
com outros relo´gio Mater e finalmente com o Grandmaster Clock.
Synchronized Clocks: Dois relo´gios esta˜o sincronizados a uma incerteza espec´ıfica se
tiverem a mesma e´poca e medidas em qualquer intervalo de tempo, mas ambos possuem uma
diferenc¸a que nunca e´ superior a` incerteza.
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Epoch: Refereˆncia de tempo definida pela origem da escala do tempo.
Direct communication: A informac¸a˜o da comunicac¸a˜o PTP entre dois relo´gios sem
intervenc¸a˜o de nenhum Boundary clock.
Clock timestamp point: O 1588 requer a gerac¸a˜o de timestamp na transmissa˜o e re-
cepc¸a˜o de todas as mensagens Sync e Delay Req. O ponto na stack protocolo onde o timestamp
e´ gerado e´ designado por ponto de timestamp do relo´gio.
Message timestamp point: As mensagens Sync e Delay Req no 1588 tem func¸o˜es
distintas. O ponto de timestamp da mensagem serve como ponto referencia dessas mensagens.
Quando uma mensagem passa pelo ponto de timestamp do relo´gio, o timestamp e´ gerado e
usado pelo 1588 para calcular as correcc¸o˜es necessa´rias no relo´gio local.
Multicast communication: O 1588 requer que as mensagens PTP comuniquem via
multicast. Neste estilo de comunicac¸a˜o qualquer nodo pode enviar uma mensagem e todos os
nodos do mesmo segmento do subdomı´nio ira˜o receber essa mensagem. Os Boundary clocks
definem os segmentos dentro de um subdomı´nio.
A.3 Outros termos
Multi-Drop: Conexa˜o de va´rios dispositivos num canal de comunicac¸a˜o u´nico.
Timestamp: Tempo observado a quando da ocorreˆncia de um evento.
Overhead : Em cieˆncias de computac¸a˜o e´ geralmente considerado como qualquer pro-
cessamento ou armazenamento em excesso, seja em tempo de computac¸a˜o, de memo´ria, de
largura de banda ou qualquer outro recurso que seja necessa´rio para ser utilizado ou gasto
para executar uma dada tarefa.
A.4 Campos das mensagens de sincronizac¸a˜o da norma IEEE
1588
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A.5 Controller Area Network
A.5.1 Aparecimento CAN/Histo´rico
O aumento da electro´nica automo´vel resulta de os consumidores desejarem melhor segu-
ranc¸a, mais conforto e tambe´m do facto de os governos exigirem o melhoramento do controlo
de emisso˜es de poluentes para o meio ambiente e reduc¸a˜o do consumo de combust´ıvel. Para
isso foi necessa´ria a introduc¸a˜o de func¸o˜es no sistema que resolvessem estes problemas.
Estas func¸o˜es necessitavam da troca de dados sendo esta feita atrave´s de linha de sinal
dedicadas. Mas por motivos tais como, o aumento da complexidade das func¸o˜es, o aumento
do nu´mero de sistemas a controlar e consequentemente o aumento do nu´mero de cabos ne-
cessa´rios (que representavam custo, peso e espac¸o ocupado) fez com que se tornasse vantajoso
adoptar outra forma de ligar os dispositivos. A soluc¸a˜o adoptada foi a utilizac¸a˜o de um bar-
ramento de dados se´rie, tal como se pode perceber pela Figura A.1. Esta foi a raza˜o pela qual
a Bosch na de´cada de 80’s desenvolveu o Controller Area Network (CAN), que foi standardi-
zado internacionalmente (ISO 11898) em 1994 e desde enta˜o tem sido utilizado por inu´meros
construtores de semicondutores (cast in silicon). Isto levou a um crescimento progressivo do
nu´mero de nodos CAN vendidos, tal como se pode ver no gra´fico da Figura A.2.
Figura A.1: Diferenc¸as entre um sistema com ligac¸o˜es ponto-a-ponto e outro com ligac¸o˜es
atrave´s de um barramento CAN.
Usando CAN e´ poss´ıvel ligar estac¸o˜es (controladores, sensores e actuadores) atrave´s de um
barramento se´rie. Este protocolo que corresponde a` camada f´ısica e MAC no modelo ISO/OSI,
satisfaz as exigeˆncias de tempo-real das aplicac¸o˜es automo´veis. Dado que o Protocolo CAN
apenas e´ referente a` camada f´ısica e camada MAC posteriormente surgiram outros protocolos
de mais alto n´ıvel para usarem o CAN tais como o CANopen e DeviceNet. Outras marcas
teˆm adoptado largamente estes protocolos adicionais, que hoje em dia sa˜o standards para as
comunicac¸o˜es industriais e indu´stria automo´vel.
A.5.2 Regras da arbitragem
O barramento e´ considerado como livre depois da transmissa˜o da mensagem mais o espac¸o
necessa´rio entre mensagens. No caso de concorrerem va´rias mensagens, o nodo que transmite e´
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Figura A.2: Nu´mero de nodos CAN vendidos.
o que tem a mensagem de menor ID (maior prioridade) ganhando a arbitragem no barramento
e continuando a transmitir. Os outros nodos passam ao modo de recepc¸a˜o, tal como mostra
na Figura A.4. Os nodos que perdem a arbitragem ira˜o comec¸ar uma nova arbitragem assim
que o barramento estiver livre para um novo acesso. Logo nenhuma das mensagens e´ perdida
devido a` perca da arbitragem no barramento.
Figura A.3: Implementac¸a˜o da te´cnica de colector aberto no barramento CAN.
Isto e´ conseguido pela transmissa˜o do CAN atrave´s de um modelo de bits dominantes
e recessivos onde o dominante corresponde a um 0 lo´gico e um recessivo corresponde a um
1 lo´gico. Isto e´ conseguido atrave´s da implementac¸a˜o f´ısica de um colector aberto tal como
mostra na Figura A.3. Assim se um nodo transmitir um bit dominante e outro nodo transmitir
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um bit recessivo, enta˜o o bit dominante ganha.
 
Figura A.4: Arbitragem entre va´rios nodos CAN.
O CAN usa uma codificac¸a˜o de bit concordante com o princ´ıpio Non-Return-to-Zero
(NRZ). Este fornece a ma´xima capacidade de transporte, estando o n´ıvel do bit constante
durante todo o tempo de bit. Este tipo de codificac¸a˜o leva a um insuficiente nu´mero de flancos
do sinal que sa˜o necessa´rios para a sincronizac¸a˜o da Bit stream (trama de bits) fazendo com
que seja necessa´rio aplicar a te´cnica de bit stuffing.
Esta te´cnica consiste na inserc¸a˜o de um bit complementar (stuff bit) na trama depois
de 5 bits sucessivos com a mesma polaridade. Este stuff bit contribuira´ para uma pro´xima
sequeˆncia de 5 bits, como e´ mostrado na Figura A.5 Este bit adicional na˜o ira´ alterar o
conteu´do da mensagem, dado que, o nodo de recepc¸a˜o ao detectar um stuff bit na trama
retira-o, obtendo-se no final a mensagem original.
 
Figura A.5: Exemplo da introduc¸a˜o de stuff bits numa trama CAN
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A.5.3 Terminologia CAN
A norma CAN preveˆ a existeˆncia de dois formatos para as tramas CAN, sa˜o eles a trama
Standard CAN e a trama Extended CAN.
A.5.3.1 Trama Standard CAN
Os dispositivos CAN enviam dados atrave´s da rede CAN em pacotes chamados tramas.
Uma trama Standard CAN, tal como mostra a Figura A.6, conte´m os seguintes campos:
 
Figura A.6: Campos presentes numa trama CAN standard.
SOF (Start-Of-Frame) bit - Indica o comec¸o de uma mensagem CAN com um bit
dominante (0 lo´gico) e e´ usado para sincronizar os nodos depois do estado idle (desocupado).
Arbitration ID - O formato standard CAN com 11 bits de ID identifica a mensagem e
indica a prioridade de mensagem. Quanto menor for o nu´mero bina´rio mais priorita´ria sera´
a mensagem.
RTR(Remote Transmission Request) bit - serve para diferenciar um remote frame
de um data frame. Se o RTR for um bit dominante (zero lo´gico) indica que e´ um data frame.
Caso seja recessivo (um lo´gico) indica que se trata de um frame RTR, ou seja, e´ um pedido
de transmissa˜o.
IDE (IDentifier Extension) bit - Um bit dominante permite dizer que a mensagem
sera´ no formato standard.
r0 - bit reservado (para poss´ıvel alterac¸a˜o da norma).
DLC (data length code) - 4 bits que indicam o nu´mero de bytes que o campo de dados
conte´m.
Data Field - conte´m 0-8 bytes de dados.
CRC (Cyclic Redundancy Check) - conte´m 15 bits de co´digo de verificac¸a˜o de re-
dundaˆncia c´ıclica e um delimitador de bit recessivo. O campo CRC e´ utilizado para a detecc¸a˜o
de erros.
ACK (ACKnowledgement) slot - qualquer controlador CAN que receba correctamente
a mensagem envia um bit ACK num fim da mensagem. O nodo de transmissa˜o detecta a
presenc¸a do bit ACK no barramento e tenta transmitir novamente a mensagem se o bit de
ACK na˜o for detectado.
EOF (End-Of-Frame) - campo com 7 bits que marca o final da trama CAN e desactiva
o bit-stuffing, indicando um erro de stuffing quando e´ dominante.
IFS(Inter-Frame Space) - Apesar de ja´ na˜o fazer parte da trama CAN representa a
quantidade de tempo necessa´ria pelo controlador para mover correctamente a trama recebida
para a a´rea de buffer de mensagens. Assim sendo, o IFS correspondera´ ao tempo mı´nimo
entre dois tramas CAN.
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A.5.3.2 Extended CAN frame
Como mostra na Figura A.7 a trama CAN extended e´ o mesmo que o standard com as
seguintes adic¸o˜es:
 
Figura A.7: Campos presentes numa trama CAN extended.
SRR(Substitute Remote Request) - Este bit e´ o substituto do bit RTR da mensagem
na norma, que tera´ um espac¸o reservado noutro s´ıtio no formato extendido.
IDE (IDentifier Extension) bit - Um bit recessivo indica que a mensagem sera´ no
formato extended e que nos bits seguintes vira´ o resto dos bits do identificador.
r1 - bit adicional reservado.
A.5.4 Aplicac¸o˜es do CAN
O sistema de Barramento se´rie Controller Area Network (CAN) foi originalmente desen-
volvido para o uso em aplicac¸o˜es automotivas. Hoje a maioria dos construtores de carros de
passageiros tem implementado nos seus produtos sistemas que assentam em redes CAN.
Em geral, o CAN e´ deseja´vel para todas as aplicac¸o˜es onde existam muitos subsistemas
baseados em microcontroladores ou em dispositivos que tenham de comunicar. O CAN for-
nece uma funcionalidade multi-master e uma capacidade de tempo-real. Nas caracter´ısticas
originais do protocolo esta˜o implementados me´todos de detecc¸a˜o de erros e confinamento de
falhas, que satisfazem as exigeˆncias de fiabilidade de equipamento me´dico, elevadores, e outras
aplicac¸o˜es de interacc¸a˜o com o Homem.
Actualmente, os controladores CAN e os chips de interface sa˜o fisicamente pequenos, esta˜o
dispon´ıveis a baixo custo, operam em velocidades de tempo-real e em ambientes bastante
agressivos e esta˜o dispon´ıveis no mercado. Todas estas propriedades teˆm levado a que o CAN
tambe´m seja usado largamente em outras aplicac¸o˜es ale´m da indu´stria automo´vel.
Por exemplo, sistemas de navegac¸a˜o, sistema de controlo de elevadores, ma´quinas agr´ıcolas,
fotocopiadoras, ma´quinas de produtos teˆxteis e ate´ mesmo brinquedos para crianc¸as, usam
actualmente soluc¸o˜es baseadas em CAN para as suas redes de comunicac¸a˜o.
A maioria dos carros de passageiros e camio˜es de marcas europeias como Mercedes-Benz
Audi, Renault, Volkswagen,Volvo e outras, teˆm redes CAN nos seus sistemas de controlo do
motor a 500 kbit/s e teˆm tambe´m redes de 125 kbit/s para ligar os va´rios ECUs (Electronic
Control Unit). Existe tambe´m uma terceira classe, que consiste em redes baseadas em CAN
que ligam os va´rios dispositivos de entretenimento, tal como telemo´veis e e´crans. Na Figura
A.8 e´ poss´ıvel ver num carro Volvo todos os tipos de redes CAN referidas anteriormente.
Os aspectos relacionados com seguranc¸a do uso de CAN nos carros atra´ıram a atenc¸a˜o
dos construtores de sistemas me´dicos. Devido a` inerente fiabilidade de transmissa˜o de dados
e os exigentes requisitos de seguranc¸a com que devem ser constru´ıdos em sistemas me´dicos,
como ma´quinas de raio-X (Figura A.9) e sistemas de radioterapia.
As redes CAN sa˜o tambe´m usadas abundantemente na indu´stria e geralmente no aˆmbito
de aplicac¸o˜es de controlo. Em particular, as soluc¸o˜es baseadas em CAN esta˜o bem adaptadas
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Figura A.8: Lado esquerdo: Carro Volvo com as redes CAN de controlo do motores (500
kbit/s) e dos va´rios ECUs (125 kbit/s)
Lado direito: Dispositivos de entretenimento que normalmente usam redes CAN para como
meio de comunicac¸a˜o.
Figura A.9: Exemplo de uma aplicac¸a˜o me´dica em CAN (ma´quina de raio-X).
quando e´ necessa´rio o controlo de movimentos ou outras func¸o˜es inteligentes, sendo que a
maioria dos robots e sistemas de manuseamento usam redes CAN, tal como se pode ver na
figura A.10 o exemplo de um robot industrial que faz uso de CAN na comunicac¸a˜o entre os
va´rios dispositivos.
Na indu´stria, assim como em outras aplicac¸o˜es, torna-se necessa´rio um n´ıvel de comu-
nicac¸a˜o mais alto, para tirar partido de func¸o˜es extras ale´m das que o CAN fornece, tal
como, enviar mensagens com mais de 8 bytes e permitir outros modelos de comunicac¸a˜o (cli-
ent/server e producer/consumer). Para isso, existem diferentes protocolos standards de alto
n´ıvel dispon´ıveis que tem como espinha dorsal o CAN, tal como, o CANopen e o DeviceNet
e outras.
A.6 Mo´dulo de registo de func¸o˜es na rotina de interrupc¸a˜o
Os microcontroladores, nomeadamente os da famı´lia dos PIC18FXXX, teˆm dois n´ıveis de
interrupc¸a˜o que sa˜o atendidos em duas rotinas distintas. Ao adicionar uma nova fonte de
interrupc¸a˜o, esta implica acrescentar co´digo dentro da rotina. Esta situac¸a˜o e´ de evitar dado
que as rotinas podem tornar-se muito longas, e o facto de termos que escrever co´digo no meio
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Figura A.10: Robot industrial que utiliza o CANopen para a comunicac¸a˜o entre os va´rios
dispositivos.
de outros mo´dulos e´ propenso de cometer erros.
Assim, por forma ao utilizador se poder abstrair dessa situac¸a˜o foi desenvolvido um mo´dulo
que permite invocac¸a˜o de func¸o˜es na rotina de interrupc¸a˜o atrave´s do ponteiro das mesmas.
Basicamente o que o utilizador/programador tem de fazer e´ colocar o co´digo que pretende na
rotina de interrupc¸a˜o dentro de uma func¸a˜o e regista´-la atrave´s do seu ponteiro e escolher o
n´ıvel em que a pretende registar.
Na imagem seguinte e´ ilustrado um exemplo muito simples da utilizac¸a˜o deste mo´dulo:
Figura A.11: Exemplo da utilizac¸a˜o do mo´dulo de interrupc¸o˜es.
Como se pode ver na Figura A.11 ale´m de incluir o mo´dulo de interrupc¸o˜es no projecto e´
necessa´rio, primeiro invocar a rotina int init que e´ responsa´vel por limpar os arrays que ira˜o
conter os ponteiros das func¸o˜es. Seguidamente basta apenas registar as func¸o˜es pretendidas
atrave´s da rotina add isr, mediante a passagem do ponteiro da func¸a˜o e do n´ıvel em que se
pretende registar. Esta func¸a˜o devolve a informac¸a˜o se o processo de registo teve sucesso ou
insucesso, permitindo assim detectar a introduc¸a˜o de dados inva´lidos bem como a situac¸a˜o
em que o array de ponteiros ja´ na˜o tem espac¸o para registar a func¸a˜o. Os proto´tipos das
func¸o˜es e os defines utilizados neste mo´dulo de interrupc¸o˜es encontram-se nas Figuras A.12
e A.13, respectivamente.
O mo´dulo vem preparado para registar ate´ 6 func¸o˜es para cada n´ıvel de interrupc¸a˜o, no
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Figura A.12: Proto´tipos das func¸o˜es.
entanto este valor e´ facilmente reconfigura´vel atrave´s da alterac¸a˜o do valor int MAX (Figura
A.13).
Figura A.13: Defines gerais utilizados no mo´dulo.
No entanto, nem tudo sa˜o vantagens dado que a invocac¸a˜o das func¸o˜es dentro das rotinas
de interrupc¸a˜o levara´ a` introduc¸a˜o de um overhead no atendimento das mesmas. Assim e
como se pode ver na Figura A.14, quantas mais func¸o˜es tivermos registadas maior sera´ o
ovearhead e o atraso no seu atendimento.
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Figura A.14: Overhead imposto pelo mo´dulo de interrupc¸o˜es em func¸a˜o do nu´mero de func¸o˜es
registadas na rotina ISR.
Da Figura A.14, ha´ a acrescentar que estes resultados sa˜o relativos a um PIC a 20MHz,
sendo que num PIC ao dobro da frequeˆncia era de esperar que os valores fossem metade dos
obtidos. Estes tempos representam o tempo despendido a percorrer e validar o array bem
como o tempo gasto na salvaguarda e reposic¸a˜o de contexto de cada func¸a˜o invocada.
Assim, imaginando uma situac¸a˜o pra´tica em que temos 2 func¸o˜es registadas em cada
n´ıvel, sendo as duas de baixa prioridade quem geram em me´dia interrupc¸o˜es de 10 em 10
ms enquanto que as duas de alta prioridade geram interrupc¸o˜es de 8 em 8 ms, num PIC a
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funcionar a 20 MHz, representa uma de carga adicional de
2
10ms
× 26.2us+ 2
8ms
× 26.2us = 0.01179⇒ 1.18% (A.1)
O valores obtidos sa˜o satisfato´rios sendo que na maioria das aplicac¸o˜es se revela des-
preza´vel o overhead introduzido bem como o atraso no atendimento das interrupc¸o˜es. Mas
em casos como no protocolo de sincronizac¸a˜o, a utilizac¸a˜o do mo´dulo provoca uma adicional
perda de exactida˜o na obtenc¸a˜o do timestamp, que representa assim uma pior sincronizac¸a˜o de
relo´gio. Mas mesmo neste caso, como os valores de atrasos introduzidos sa˜o determin´ısticos,
permitem compensar o valor de timestamp obtido.
A.7 Medidor de offset
O medidor de offset permite a partir de dois sinais de entrada calcular o offset entre as
activac¸o˜es dos mesmos, ou seja, mede o tempo que passou desde a activac¸a˜o de um sinal ate´
activac¸a˜o do outro sinal, tal como se pode ver na Figura A.15.
 
!
 
 


 


 
Figura A.15: Tempo medido com a aplicac¸a˜o medidor de offset.
O objectivo global desta aplicac¸a˜o e´ medir em microsegundos o offset entre a activac¸a˜o
dos sinais e posteriormente enviar esse valor para o PC atrave´s de comunicac¸a˜o se´rie. No
PC sera´ utilizado o Matlab para armazenar e tratar os dados recebidos. A primeira soluc¸a˜o
para esta aplicac¸a˜o foi realizada num PIC a 20MHz tirando partido das interrupc¸o˜es externas
do mesmo. Mas devido aos tempos gastos nas salvaguardas de contexto e na obtenc¸a˜o dos
timestamps, eram introduzidos atrasos varia´veis que levavam a um erro significativo na medida
do offset. Os melhores resultados que se conseguiram com esta implementac¸a˜o andavam na
ordem dos 4µs, sendo que erros desta grandeza degradariam os resultados obtidos.
Optou-se enta˜o por implementar este medidor de offset numa FPGA, tirando partido da
maior frequeˆncia de funcionamento bem como da possibilidade de executar mu´ltiplas tarefas
em simultaˆneo, obtendo assim uma ferramenta de medida robusta e exacta. Na Figura A.16
sa˜o ilustrados os grandes blocos desta implementac¸a˜o.
Comec¸ando a descric¸a˜o pelas entradas dos sinais aos quais se pretende medir o offset,
verifica-se a necessidade de passar estes por um mo´dulo de captura, para que assim possam
estar esta´veis ao serem analisados pelo bloco Control. Este bloco e´ responsa´vel pela obtenc¸a˜o
dos timestamps bem como pelo desencadear do envio no bloco Send control. Estes timestamps
resultam da medic¸a˜o do valor do bloco Timer que possui um temporizador com incrementos
de 1 em 1µs. O bloco Data format servira´ para efectuar a diferenc¸a entre os dois timestamps
e depois converter o resultado hexadecimal em ASCII para posteriormente serem enviados
pelo mo´dulo UART. No bloco Send control e´ controlado o envio dos va´rios chars relativos
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Capture
Timer
Int1
Int2
Tx
Rx
Data 
Format
s_Int1
s_Int2
s_timer
Uart
time_Int1
time_Int2 Send
control
Init_send
Uart_clk
timer_clk
main_clk
Clock 
Circuit
Control
Figura A.16: Arquitectura ba´sica do medidor de offset.
a cada captura, seguindo-se do envio do caracter de nova linha (\n), sendo a activac¸a˜o do
processo de envio desencadeado pelo bloco Control.
Foi ainda necessa´rio a construc¸a˜o de um cabo que convertesse as tenso˜es de 0 a +5 volts
para as tenso˜es da FPGA, ou seja, de 0 a +3 volts. Ale´m disso, foi necessa´rio ligar o sinal de
massa dos PICs ao sinal de massa da FPGA para que assim ambas tivessem a mesma tensa˜o
de refereˆncia.
A.7.1 Recepc¸a˜o e tratamento de dados - Matlab
Para tornar os resultados enviados do lado da FPGA trata´veis do lado do computador, foi
necessa´rio desenvolver um script em Matlab para esse efeito. Este procede ao estabelecimento
da comunicac¸a˜o se´rie, realizando leituras por linhas, dado que cada resultado se encontra
separado por numa linha diferente. Seguidamente este efectua a conversa˜o do valor lido
para um valor decimal com sinal guardando-o num array para ser posteriormente analisado,
continuando neste processo por um nu´mero de leituras definido pelo utilizador. Finalmente,
com este array pode-se obter gra´ficos e histogramas bem como informac¸a˜o sobre me´dia, desvio
padra˜o, valor ma´ximo e valor mı´nimo dos valores contidos no array.
A.8 Medidor de bloqueio/tempo de execuc¸a˜o
O medidor de tempos de bloqueio/tempo de execuc¸a˜o surgiu da necessidade de se saber o
tempo gasto na rotina de interrupc¸a˜o e de medir o tempo que uma tarefa demora a executar.
Para isso basta apenas activar uma flag no in´ıcio da tarefa e desactiva-la imediatamente antes
de terminar a tarefa. Assim a partir do tempo activo da flag conseguimos obter o tempo de
bloqueio da tarefa, tal como se pode ver na Figura A.17.
Esta medida temporal permitira´ justificar os resultados conseguidos pelo protocolo de
sincronizac¸a˜o bem como justificar justificar em parte a gama de offset entre um relo´gioMaster
e um relo´gio Slave. O tempo que o CPU fica bloqueado na rotina de interrupc¸a˜o prejudicara´
a obtenc¸a˜o do timestamp bem como introduzira´ bloqueios na aplicac¸a˜o a decorrer no PIC,
provando atrasos varia´veis na leitura do tempo. Na figura A.18 e´ ilustrada a arquitectura
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Figura A.17: Tempo medido na implementac¸a˜o medidor de bloqueios.
ba´sica desta aplicac¸a˜o.
Send
control
UART
FIFO Data 
formatCounter
Int
Tx
Rx
Clock 
Circuit
Inv
Counter_clk
Uart_clk
Figura A.18: Arquitectura ba´sica do medidor de bloqueios.
O sinal de entrada Int conte´m o tempo de bloqueio a medir. Este sera´ utilizado de duas
formas, primeiro permitira´ o incremento do contador no bloco Counter quando esta´ no n´ıvel
lo´gico 1, depois na transic¸a˜o de 1 para 0 forc¸ara´ a escrita na FIFO com o valor do contador.
Esta dupla funcionalidade pode ser melhor entendida na Figura A.19.
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Figura A.19: Diagrama temporal que ilustra a func¸a˜o do sinal Int.
Sendo que o enable da escrita na FIFO esta´ sempre activo, ao ser invertido o sinal Int
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no bloco Inv, a sua transic¸a˜o de 1 para 0 tornar-se-a´ numa transic¸a˜o de 0 para 1. Assim ao
ser utilizado como relo´gio de escrita, provocara´ a escrita do valor do contador na FIFO na
transic¸a˜o referida.
Nesta aplicac¸a˜o ao contra´rio do medidor de offset, o tempo entre medic¸o˜es de tempos de
bloqueios pode na˜o ser o suficiente para enviar a mensagem anterior pela UART. Assim torna-
se necessa´rio utilizar uma memo´ria FIFO para guardar os resultados dos tempos de bloqueios
para do lado da UART irem sendo lidos a` medida que a esta vai enviando as mensagens.
O bloco Send control controla o envio de mensagens pela porta se´rie. Sempre que a FIFO
na˜o estiver vazia e ja´ tiver sido enviada a mensagem anterior, este procede a uma nova leitura
na FIFO para posteriormente enviar a mensagem pela UART. Finalmente no bloco Data
format, o valor hexadecimal do tempo de bloqueio lido da FIFO e´ convertido para co´digo
ASCII para poder ser enviado pela UART.
O programa utilizado do lado do computador para recepc¸a˜o e tratamento de dados segue
o mesmo princ´ıpio referido para o medidor de offset.
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