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Abstract. We have theoretically investigated the finite system size effect of hadronic
matter on its transport coefficients like shear viscosity, bulk viscosity, and electrical
conductivity. We have used a Hadron Resonance Gas (HRG) model to calculate the
thermodynamical quantities like entropy density, speed of sound and also the above
transport coefficients. All these quantities are found to be sensitive to finite system size
effects of hadronic matter. The effect of finite system size is found to be more when the
system is at low temperatures and gets reduced at high temperatures. Owing to the
intimate linking between system size and centrality, we have presented the centrality
dependence of transport coefficients. We have also explored to link of our results with
the macroscopic picture of hydrodynamical evolution.
1. Introduction
The research on estimation of transport coefficients for the medium, produced in
high energy heavy ion collision experiments, received a considerable attention in the
scientific community, when RHIC experiments announced that they have got a QCD
medium, having a very small value of shear viscosity to entropy density (η/s) ratio
[1, 2, 3]. In high energy nuclear physics, the topic becomes more exciting when we
notice that the traditional QCD theory [4] predicts 10-20 times larger value of η/s
than the experimental value or the lower bound [5]. As an alternative treatments
of QCD theory, different effective QCD models [6, 7, 8, 12, 13, 14, 9, 10, 11] and
hadronic models [15, 16, 17, 18, 19, 20, 21, 22, 23, 24] have attempted to estimate
this η/s in recent times. Some attempts are also made by using some transport
simulations [25, 26, 27, 28], where Kubo-type correlators are generated for estimating
shear viscosity. Some estimations are also done from Lattice QCD calculations [29, 30].
2Other transport coefficients like bulk viscosity and electrical conductivity are also
important to estimate from the same dynamical framework for the strongly interacting
medium. Some of the work in the literature for the microscopic calculations of bulk
viscosity can be found in the Refs. [33, 32, 34, 31, 41, 42, 17, 8, 40, 7, 39, 9, 10, 11, 6,
35, 44, 22, 23, 47, 46, 24, 43, 45, 36, 37, 38, 48], and those for electrical conductivity
can be found in the Refs. [49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 8, 59, 60, 61, 62, 63, 64].
Here our interest is on finite volume effect in transport coefficient calculations,
since the matter created due to the energy deposition of the colliding nuclei has a
finite volume. The volume of the system depends on the size of the colliding nuclei,
the center of mass energy and centrality of the collision. Different effects of finiteness
of the system size have been discussed in the literature [65, 66, 67, 68, 69, 70, 71,
72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90], where major
investigations [68, 70, 71, 72, 73, 74, 79, 80, 81, 82, 83] are focus to see the volume
effect in quark-hadron phase transition. The present article is aimed to observe a finite
system size effect of the medium on the estimation of transport coefficients. Specifically
we discuss the relative change in the values of the transport coefficients because of
transformation from infinite matter to finite matter.
In a classical view we may not expect different values of transport coefficient for
a fluid having different system size. However, for fluid where the system size is small
enough for quantum effect to play a role, one may expect a possibility of finite system
size effect. We have tried to explore this fact for the tiny QCD matter, produced in the
high energy heavy ion collision experiment. We realize the lower bound of shear viscosity
to entropy density ratio (η/s) arises due to lowest possible quantum fluctuation of fluid,
which can never be ignored even in the infinite coupling limit. However, in classical
view, one can easily think about η/s→ 0 in this infinite coupling limit. Since we know
that the η/s of RHIC matter is surprisingly close to this lower bound [91, 92], therefore,
we may associate this matter with the lowest possible quantum fluctuation and we may
also consider other possible quantum effect coming from the finite system size effect.
Following the earlier Refs. [79, 80, 81, 82, 84, 85] a finite lower momentum cut-off has
been adopted to incorporate the finite system size picture of the medium and we have
applied it in different transport coefficients calculations.
The article is organized as follows. Next section has covered the brief formalism
part of transport coefficients and finite system size picture of HRG model. Then we
have analyzed our numerical output in the result section and at last, we summarize our
work.
2. Formalism
2.1. transport coefficients
In this work, we calculate the above transport coefficients within the hadron gas
resonance (HRG) model, so we have to add the contributions of all mesons (M)
3and baryons (B) for getting total transport coefficients of hadronic matter. The
mathematical structure of transport coefficients, obtained from the one-loop diagram
in quasi-particle Kubo approach and relaxation time approximation (RTA) in kinetic
theory approach, are exactly same, therefore, we start with the standard expressions of
η [17, 18, 95], ζ [17, 9] and σ [62, 17, 64]:
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∑
B
gB
15T
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(3)
where gB and gM are degeneracy factors for baryons (fermions) B and mesons (bosons)
M respectively. The n±B (± stand for particle and anti-particle respectively) is Fermi-
Dirac (FD) distribution function of B having energy ωB = {~k2+m2B}1/2 and nM is Bose-
Einstein (BE) distribution function ofM with energy ωM = {~k2+m2M}1/2, wheremB and
mM denote the masses of B and M; ~k stands for their momentum. During calculation
of σ, we have to take care of isospin degeneracy factors of charged hadrons only. More
explicitly, we can write the charge factors of baryons and mesons as e2B = (N
e
Be)
2 and
e2M = (N
e
Me)
2 with e2 = 4π/137, where N eB and N
e
M are their electrical charge number
in units of electrons; e.g. for ∆++ it is N eB = 2.
2.2. HRG Model
In the HRG model, the system consists of all the hadrons and resonances. Different
versions of HRG model may be found in Refs. [96, 97, 98, 99, 100, 101, 102, 103, 104, 105,
106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 116, 81, 23, 47, 117, 118, 119, 120, 86, 87].
4Here the transport properties of hadronic matter with a finite volume is studied by
using the simplest version namely the ideal or non-interacting HRG model. The grand
canonical partition function of a hadron resonance gas [105, 112] can be written as,
lnZ id =
∑
H
lnZ idH , (4)
where sum is over all the hadrons, id refers to ideal i.e., non-interacting HRG. For
individual hadron H ,
lnZ idH = ±
V gH
(2π)3
∫
∞
0
d3~k ln[1± exp(−(ωH − µH)/T )]
= ± V gH
2π2
∫
∞
0
|~k|2d|~k| ln[1± exp(−(ωH − µH)/T )],
(5)
where ωH =
√
|~k|2 +m2H is the single particle energy, mH is the mass of the hadron, V
is the volume of the system, gH is the degeneracy factor for the hadron and T is the
temperature of the system. In the above expression µH = BHµB + SHµS + QHµQ is
the chemical potential and BH , SH, QH are respectively the baryon number, strangeness
and charge of the hadron, µ,s being corresponding chemical potentials. The upper and
lower sign of ± corresponds to baryons and mesons respectively. In this work we have
incorporated all the hadrons listed in the particle data book [121] up to mass of 3 GeV.
Now let us come to the finite volume picture. The constituents in the medium are
restricted to move within the volume of the medium. If the volume is too small to ignore
the quantum effect then one can roughly relate the system with the quantum mechanical
picture of particle in a box. Unlike to classical picture, the lowest possible momentum
or energy of the constituents will not be zero. There will be lower momentum cut-off
or zero point energy, below which constituents never go. We have considered the lower
momentum cut-off kmin = π/R = λ(say), where R is the size of a cubic volume V ∼ R3
[79, 80, 81] of the system. With this cut-off the partition function of individual hadron
H becomes
lnZ idH = ±
V gH
2π2
∫
∞
λ
|~k|2d|~k| ln[1± exp(−(ωH − µH)/T )]. (6)
In principle one should sum over discrete momentum values but for simplicity we
integrate over continuous values of momentum. This simplified picture of finite size
effect by implementing lower momentum cut-off is justified in Refs. [84, 85]. It is nicely
demonstrated in Fig. (1) of Ref. [84]. Along with the discretization of momentum,
surface and curvature effect may appear in the finite size picture [72] but we don’t
consider these effect in the present work for simplicity.
.
From partition function we can calculate various thermodynamic quantities of
interest. The partial pressure P , the energy density ǫ can be calculated using the
standard definitions,
P =
∑
H=M,B
T
∂ lnZ idH
∂V
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Figure 1. (Color online) Temperature dependence of shear viscosity with finite size
effect (ηR), normalized by without finite system size effect (η∞) at µ = 0. This
normalized quantity is calculated for different values of finite system size (R) in HRG
model.
ǫ = − 1
V
∑
H=M,B
(
∂ lnZ idH
∂ 1
T
)
µ
T
=
∑
H=M,B
gH
2π2
∫
∞
λ
|~k|2d|~k|
exp[(ωH − µH)/T ]± 1ωH ,
(7)
With help of P , ǫ, we can get entropy density (for µH = 0) as
s =
P + ǫ
T
. (8)
From these thermodynamical quantities, one can find the square of speed of sound as
c2s =
(
∂P
∂ǫ
)
=
s
T ds
dT
. (9)
3. Numerical results and discussion
The transport coefficients are calculated for two cases. In one case, they are calculated
by considering finite system size effect and in other case, without considering such an
effect. In former case, the limit of integration in Eqs. (1), (2), (3) is λ to ∞, while in
latter case, the standard thermodynamical limit from 0 to ∞ is taken. Dividing former
by latter, we will get ratios of different transport coefficients, which may provide us an
insight about finite system size effect on different transport coefficients. The ratios for
η, ζ and σ are shown in Figs. 1, 4 and 7 and the related discussions are presented below.
Let us first come to the shear viscosity case, shown in Fig. 1, where the ratios
ηR/η∞ are plotted versus T . Here, ηR denotes the shear viscosity of hadronic matter,
having a system volume with radius R, while η∞ stands for shear viscosity of infinite
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Figure 2. (Color online) Left: Shear viscosity to entropy density ratio is plotted
versus T for different values of R. The viscosity calculations are done for fixed value
of relaxation time τ = 1 fm and µ = 0. Horizontal dotted line stands for KSS bound.
Right: Fractional change in η/s at different values of R with respect the infinite matter
result.
hadronic matter. In other words, the calculations of ηR and η∞ are the shear viscosity
calculations with and without considering finite system size effect, respectively. We have
taken six different sizes of R = 2, 2.5, 3, 4, 5, 6 fm, which are motivated from the
values of R extracted by a HRG model fits to particle yields in high energy heavy ion
collision experiment [124]. Fig. 1 shows that the ηR/η∞ ratio decreases when values of
R decreases. As momentum cut-off kmin = π/R becomes larger for smaller values of
R, hence thermodynamical phase space shrinks as R decreases. This is the reason for
which shear viscosity η reduces by lowering the R. η also decreases with decrease in T
of the system. The reason is as follows. The thermal distribution probability of medium
constituents at lower momentum is enhanced when we reduce the temperature. Now,
by introducing lower momentum cut-off, we are subtracting the statistical weight of low
momentum zone. When we go from high temperature to low temperature domain, this
subtraction becomes larger and therefore, we are getting smaller η at small temperature
zone. The ratio ηR/η∞ approaches towards unity at high R and T . It means that
the statistical weight, subtracted by lower momentum cut-off, is quite small when one
approaches toward high R and T zone.
Left panel of Fig. 2 shows variation of the ratio of shear viscosity (η) to entropy
density (s) with the temperature for fixed value of the relaxation time τ = 1 fm. The
η/s is calculated for different sizes of the system. Similar to η, volume dependence is
observed significantly in this ratio especially at low temperature. Interestingly, the
η/s increases when we decrease the R. It is also demonstrated by right panel of
Fig. 2, which discloses basically the fractional change in η/s at different values of R
with respect the infinite matter result. There is opposite R dependency between η
and η/s. The R dependence of entropy density s, shown in Fig. 3, will help us to
understand the difference. In y-axis of Fig. 3, the entropy density is normalized by its
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Figure 3. (Color online) The ratio of entropy density to its Stefan-Boltzmann (SB)
value (s/sSB) is plotted versus T for different values of R. Lattice QCD data from the
WB group [122] (triangles) and Hot QCD group [123] (circles) are added.
Stefan-Boltzmann (SB) limit (sSB) and a dimensionless quantity s/sSB is presented.
For 3 flavor quarks, the SB limit of entropy density is sSB =
19pi2
9
T 3. We notice that
s is decreasing as R decreases and in η/s, rate of decreasing for s becomes dominant
over that for η. Therefore, η/s ultimately increases as R decreases. LQCD data of
s/sSB from the WB group [122] (triangles) and Hot QCD group [123] (circles) are in
well agreement with our estimations from the HRG model for the temperature range
studied. The straight horizontal dotted line in the left panel of Fig. 2 denotes the
lower bound of η/s, known as KSS bound [5]. So, our investigation suggests that
finite system size effect of hadronic matter leads to a shift in η/s away from the KSS
bound. The values of η/s below KSS bound should not be related with any violation
as estimations are proportionally sensitive with relaxation time, which is arbitrarily
chosen as 1 fm for this (left panel) Fig. 2. Reader should focus on the changes of η/s
with R, as shown in the right panel of Fig. 2, instead of its absolute value. However,
for absolute value case, one should calculate the relaxation time in microscopical way
as done in Refs. [15, 16, 17, 18, 19, 20, 21, 22, 23, 24], where it decreases as a function
of temperature. Therefore, at low temperature, we will get a higher value of relaxation
time, for which η/s will not go below the KSS bound. The temperature range below
100 MeV may not be relevant domain for the phenomenological point of view as the
medium freezes out below that temperature.
The Fig. 4 is same as Fig. 1 but for bulk viscosity of hadronic matter. It is observed
that the ratio ζR/ζ∞ is more than unity at low temperature for very small system sizes.
If we look at Eq. (1) for η and Eq. (2) for ζ , one can identify that the expression of ζ
contain an additional term
(1/3− c2s)2~k2 − c2sm2B,M , (10)
which vanishes in the limits of c2s → 1/3 and mB,M → 0. At high temperature QCD,
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Figure 4. (Color online) Same as Fig. 1 but for bulk viscosity of hadronic matter.
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Figure 5. (Color online) Square of speed of sound (c2s) versus T for different values
of R. The Stefan-Boltzmann limit of c2s is shown by the arrow. Corresponding LQCD
data from the WB group [122] (triangles) and Hot QCD group [123] (circles) are also
shown.
this limits hold and QCD matter reaches to a scale independent or conformal symmetric
situation, which can alternatively be realized from the vanishing values of ζ for QCD
matter at high temperature. In this context, the bulk viscosity calculation in HRG
model is trying to measure indirectly the breaking of this conformal symmetric nature
of QCD matter in the temperature range, where it is non-perturbative. The present
investigation has tried to capture more delicate issue - finite system size effect on this
breaking of conformal symmetry by studying the R dependence of ζ . The reason may
be well understood from the Fig. 5, which shows temperature dependence of square
of speed of sound (c2s) for different values of R. We notice that c
2
s is suppressed at
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Figure 6. (Color online) Left: The temperature dependence of bulk viscosity to
entropy density ratio (ζ/s) for different values of R. The calculations are done for
τ = 1 fm and µ = 0 MeV. Right: Fractional change of ζ/s at different values of R with
respect the infinite matter result.
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Figure 7. Same as earlier Figs. 1 and 4, for electrical conductivity of hadronic matter.
low temperature due to finite system size effect. The conformal symmetry breaking
term (1/3 − c2s) is enhanced due to this suppression in c2s. Therefore, the ratio ζR/ζ∞
becomes more than unity in the low temperature region. LQCD data of c2s from the WB
group [122] (triangles) and Hot QCD group [123] (circles) are included in Fig. 5. Our
estimations of c2s in HRG model are in reasonable agreement with LQCD calculations in
the temperature range studied. At high temperature domain, where c2s becomes more
or less volume independent, ζ will decreases for smaller R (similar to R dependence of
η).
The left panel of Fig. 6 shows the ζ/s vs T for different values of R, where we
have again used τ = 1 fm for rough estimation. For an infinite system, ζ/s increases
with increase of temperature, but for a small system size, the ζ/s initially decreases
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Figure 8. Fractional change in η/s (a), ζ/s (b) and σ/T (c) with respect to their
values in most central collision.
with increase of temperature and then at higher temperature it increases slowly. The
fractional change in ζ/s for different values of R with respect its values for infinite matter
case is shown in the right panel of Fig. 6. By taking a closer look at on the left and right
panels of Fig. 6, then we will find two different R-T domains, showing opposite behavior
in ζ/s. When we go from R = 6 fm to 4 fm, ζ/s decreases but it increases for further
reduction of R (4 − 2 fm). Similarly ζ/s decreases at low T and increases at high T .
Hence, we can visualize two domains in R-T plane and their boundary, through which
the ζ/s(R, T ) face the transformation from its increasing to decreasing trends. The fact
may not be well revealed unless we visualize or zoom in the graphs. If we notice the
expression of bulk viscosity, given in Eq. (2), we can find the reason of two different
domain in R-T plane. In one hand, ζ is reduced because of the momentum cut-off by
shrinking the phase space. On the other hand, it is enhanced because the conformal
breaking term (1/3− c2s) increases when we decrease the R. Hence, these two opposite
effect are basically acting on ζ and as a net outcome, ζ (as well as ζ/s) is displaying
opposite behavior in two different zones in R-T plane.
Figure 7 shows the results for the electrical conductivity of hadronic matter. The
presentation follows the same pattern as we have taken in earlier Figs. 1 and 4. With
respect to other transport coefficients like η and ζ , the electrical conductivity σ is quite
sensitive to the system size effect even at a higher temperature. For example, at T = 160
MeV, suppression in η, ζ and σ for respectively R = 2 fm are 1%, 8% and 20% with
respect to R =∞ case.
Now let us come to the perspectives of our results in heavy ion phenomenology. The
expanding matter, produced in heavy ion collision experiments, can be well described
by dissipative hydrodynamic simulations, where the transport coefficients like shear and
11
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Figure 9. Npart dependence of temperature T (a), baryon chemical potential µB (b)
and radius R (c) of the medium at freeze-out point, taken from Ref. [124].
bulk viscosities are used as input parameters. During the expansion, the volume of the
medium increases and temperature decreases with time and at freeze-out temperature,
the medium looses its many body identity. This freeze-out system size can only be
measured in experiment but in the initial stages, this size of the system can be smaller.
Our present investigation shows that the values of η/s and ζ/s can be changed at
different system sizes, which are less than 6 fm (approx). So it suggests to consider
size dependent (along with temperature dependent) η/s and ζ/s during the complete
evolution. In most central collision, the freeze-out size is too large (∼ 7 − 8 fm) to get
any volume effect in η/s and ζ/s but they can have volume effect in earlier stages of
hydrodynamical evolution. For non-central collision, the freeze-out size becomes smaller.
So one can expect different values of transport coefficients for different centrality or
average number of participants (Npart), which is demonstrated in Figure 8. It shows
variation of transport coefficients with respect to the Npart for Au+Au collision at RHIC
energy
√
SNN = 200 GeV. Centrality dependence of chemical freeze-out parameters like
T, µB and fireball size R are taken from the data of Table VIII, given in Ref. [124]. After
parameterizing those data the values are shown in Fig. 9. These data of T , µB and R
are obtained by fitting the experimental data of hadronic yields. As we go from central
to non-central collisions, the Npart decreases. This centrality and Npart can be linked
with standard Glauber model. The experimental observations [124] tell that freeze-out
size of the medium reduces with decrease of Npart. From the Fig. 9, we can roughly
relate the zones R = 7 − 3 fm, µB = 0.027 − 0.019 GeV and T = 0.168 − 0.164 GeV
for the Npart = 350 − 40. Now, smaller Npart corresponds to smaller R, where all of
the transport coefficients η, ζ and σ become smaller, as we noticed in Figs 1, 4, 7.
Hence, all of the transport coefficients will be decreased when we decrease the Npart.
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Same trend can be expected for dimensionless quantity σ/T , as we see in Fig. 8(c). For
dimensionless quantities η/s and ζ/s, the picture will be little complicated because of
additional impact of s(R, T, µB). For ζ/s at the particular zone of T -µB-R will decrease
as Npart decreases, which we get in Fig. 8(a). We can get a rough idea of this trend from
Fig. 6, where ζ/s can reduce as we move from R = 6 to 4 fm for T ∼ 0.164−0.168 GeV.
Although, there is a possibility of enhanced ζ/s at low R and low T domain, which is
not relevant in the phenomenological direction. From Fig. 2, we have already noticed
that η/s is enhanced at low R, from where one can relate the increasing nature of η/s at
low Npart, which we see in Fig. 8(a). This qualitative Npart dependence of η/s is in well
agreement with the outcome of hydrodynamical simulation, where η/s is entered as an
input parameter. Ref. [3] has studied the centrality orNpart dependence of invariant yield
and elliptic flow of charged hadrons as a function of transverse momentum. By taking
different guess values of η/s in their hydrodynamical simulation, they have attempted
to match the experimental data of PHENIX Collaboration [125, 126] and they found
the experimental data prefers higher values of η/s as we go from central to peripheral
collisions. So we observe a similar qualitative trend of Npart dependence of η/s from the
direction of hydrodynamical simulation [3] as well as from the microscopic calculation
of present investigation.
In present work, we have started with simple picture of finite size consideration to
build the R dependent of η/s and other transport coefficients. In future, we have a plan
to consider other possible aspect of finite size picture, which may rigorously change the
size dependence of different transport coefficients. However, a new phenomenological
message from this present work is that the η/s (as well as other coefficients) can depend
on system size along with the other medium parameters T , µB. Our results suggest to
consider an explicit R (as well as T , µB) dependent η/s in hydrodynamical simulation,
which may help to match the experimental data more precisely. We also plan to explore
this phenomenology in future.
Another important quantity is relaxation time, which decide the numerical strength
of transport coefficients. In the present work, as discuss in most of the cases the
ratio of transport coefficients with and without finite size effects, the contribution from
relaxation time cancels. This is true if the relaxation time is a constant quantity for
the system. A microscopic calculation may provide us a momentum and temperature
dependent relaxation time, due to which our results may be changed slightly, which may
be very interesting to study in near future.
4. Summary and Perspectives
In summary, we have tried to investigate the finite system size effect on different
transport coefficients of hadronic matter. We have used an ideal HRG model to describe
the thermodynamic behavior of hadronic medium constituents. We have adopted the
simplest possible idea of a finite lower momentum cut-off to study the finite system
size effect on the transport coefficients of the medium. Using standard expressions of
13
transport coefficients like shear viscosity η, bulk viscosity ζ and electrical conductivity
σ, we have calculated them as a function of temperature T for various system sizes
R. We observe a significant finite system size effect on these transport coefficients at
low temperatures. However, this effect reduces as we go to higher temperatures. The
values of shear viscosity and electrical conductivity decrease due to finite system size
effect. This is also true for bulk viscosity but at high temperature. At low temperature
domain, when we decrease the R, we get a suppression in speed of sound and therefore
an enhancement in ζ is observed. The entropy density also gets suppressed due to finite
system size effect. The competing dependence of η and ζ with s on system size gets
reflected in the dimensionless ratios η/s and ζ/s. For smaller values of R, the η/s
becomes larger. In case of ζ/s, suppression is observed when R will be reduced from 6
fm to 4 fm but for further reduction, an enhancement is noticed.
In phenomenological point of view, we have also seen the centrality or average
number of participants Npart dependence of η/s, ζ/s and σ/T . In heavy ion collisions
experiment, the picture from central to peripheral collisions is linked with increasing
centrality and decreasing Npart and R. We notice that ζ/s and σ/T become smaller
but η/s is larger at smaller Npart. From the direction hydrodynamical simulations, a
larger η/s is required as input parameter to describe lower Npart (higher centrality)
experimental data. Hence, we notice that the macroscopic hydrodynamical simulation
and our microscopic calculations both indicate a similar trend of Npart dependence
in η/s. Our results also suggest to consider an explicit size dependent η/s in
hydrodynamical simulation during the entire expansion. In near future, we are planning
to incorporate other possible rigorous tools of finite size effect in the microscopic
calculations of transport coefficients, while in long-term plan, we are also planning for
proper implementation in macroscopic evolution picture.
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