Recent studies have revealed that ConvNets are sensitive to small perturbations in 1 the input. This can cause fatal consequences in smart cars because of instability of 2 the road understanding module. In this paper, we propose an objective function 3 regularized by the local Lipschitz constant and train a layer for restoring images.
where ν is a noise vector whose magnitude is less than T . Solving the instability of ConvNets against 48 noise using the above formulation may require to add new terms to the loss function or generate 49 thousands of noisy samples. Instead, we propose a modular approach consisting of two ConvNets.
50
The first ConvNet is a denoising layer that we are going to mention in this section. The second 51 ConvNet is the one that is originally trained on training samples. In our approach, we connect the 52 denoising network to the classification network and feed the images to the denoising network. Our 53 aim is to train a denoising ConvNet that is able to restore the original image as accurate as possible 54 and it produces identical results for all the samples located within radius r from the current sample. 55 Mathematically, we are looking for two sets of parameters θ 1 and θ 2 such that:
(2) where θ 1 indicates the parameters of the classification ConvNet and θ 2 denotes the parameters of the 57 denoising ConvNet. The parameters θ 1 is already available by training the classification ConvNet on 58 the training samples. Then, our goal is to find a function F : R n → R n that is able to map all points 59 around x ∈ R n to the same point. If we can find such a function, the sample x and all its adversarial 60 examples will be mapped to the same point. Then, the classification ConvNet will be able to produce 61 the same output for all adversarial examples.
62
In contrast to Jain and Seung (2009), we do not restrict F to the Gaussian noise. Furthermore, Figure 1 illustrates 68 our approach. Our approach can be considered as a layer which is later connected to the input of a 69 classification layer and its aim is to reduce the effect of noise.
70
The two layers shown in this figure have identical architectures and they share all their parameters.
71
Furthermore, we need the two layers during the training phase and we will only use one of them in 72 the test phase. The layer consists of 3 convolution filters of size 5 × 5 which are separately applied 73 on the red, green and blue channels of the noisy image. Also, the result of convolutions are passed 74 through a ReLU activation function and they are concatenated in order to create the final image.
75
It should be noted that the noise generation module in Figure 1 is only used during the training phase.
76
In the test phase, the noise generation module is omitted. In this paper, we have only concentrated on :
where θ is the set of network weights and biases and λ is the regularization coefficient. The objective 83 of this function is to train a restoration ConvNet which is able to restore clean images from noisy 
where N is the total number of the images. Also, F(x i clean ) and F(x i noisy ) are computed at the response to low frequencies than the Gaussian filter. For this reason, it passes some of the details in the image more than Gaussian filter. Second, they also have higher responses in very high frequencies.
174 This helps our filters to preserve edges more than the Gaussian filter. 195 In fact, the computational complexity of our layer is identical to the Gaussian 5x5 and its less than 196 bilateral and median filtering approaches.
197
Analyzing results: Figure 5 illustrates some of the samples that are classified incorrectly by the In this paper, we proposed a lightweight approach for increasing stability of ConvNets. Our method 207 trains a ReLU layer containing 3 channel-wise filters. We proposed a new objective function 208 consisting of the sum of square error penalized by the local Lipschitz constant of the filters. We 209 showed that the Lipschitiz constant in this particular configuration act as an adaptive L 2 regularizer.
210
Our experiments on the GTSRB and the Caltech-Pedestrian datasets showed that this approach 211 increases the accuracy of the original ConvNets on the clean test sets. In addition, the stability of 212 ConvNets increased against noise. Besides, since it is a modular approach, we do not need to train 213 a large ConvNet using thousands of noisy samples to increase the stability. Rather, we train the 214 classification ConvNet on the clean dataset. Then, we train our restoration layer on the noisy training
