For the efficient solution of large stiff systems resulting from semidiscretization of multi-dimensional partial differential equations two methods using approximate matrix factorizations (AMF) are discussed. In extensive numerical tests of Reaction Diffusion type implemented in Matlab they are compared with integration methods using Krylov techniques for solving the linear systems or to approximate exponential matrices times a vector. The results show that for low and medium accuracy requirements AMF methods are superior. For stringent tolerances peer methods with Krylov are more efficient.
Introduction
In this paper we consider integration methods for stiff differential equations of large dimension y ′ (t) = f (t, y(t)), y(t 0 ) = y 0 , t 0 ≤ t ≤ t end , y ∈ R n , f : R × R n → R n .
(1.1)
The most important source of such problems is the semidiscretization of time dependent partial differential equations in two or more space dimensions with the method of lines (MOL). Due to stiffness, in general, implicit methods are favorable. However, the large dimension then requires special approaches for the solution of the nonlinear and linear algebraic systems.
One approach to cope with large dimensions is the use of approximate matrix factorizations (AMF). The use of AMF is related to the classical splitting methods, see e.g. [18, 7, 1] . In the context of the method of lines the idea of AMF is to exploit the special structure of semidiscretized Jacobians, for instance [24, 15] . The full Jacobian can be split into several parts, where each of them is, or can be transformed to, a band matrix of small bandwidth. This can efficiently be used for solving the linear systems within the Newton iteration.
Another approach is the use of Krylov iteration methods for solving algebraic equations, e.g. in the BDF-code VODPK [5] or in linearly-implicit Runge-Kutta methods in the code Rowmap [25] . Krylov techniques can also be applied to approximate products of exponential matrices times a vector in exponential integrators, e.g. in Exp4 [13] .
As basic methods we use the Radau method and Peer methods. These methods have proved to be efficient for stiff systems [12, 20] . First results for MOL problems for Radau-AMF and comparisons with VODPK with preconditioned GMRES are given in [10] . Peer methods have been for instance used in the FEM code KARDOS for PDEs [8] with BiCGStab and have been compared with various ROW methods. The aim of this paper is to compare numerically integration methods using the different approaches mentioned when they are implemented in Matlab. This comparison should give hints to a user how large will be his effort in the implementation of the MOL problems to be solved and what is the gain when more information about the problem (Jacobian matrices) is used. For the application of Krylov integrators the user has to provide only the right hand side of the MOL problem, an explicit Jacobian is not necessary ("matrix free methods"). The performance of Krylov codes may possibly be improved with an appropriate preconditioner, but we will focus here on the case were no additional Jacobian information is provided by the user. AMF methods are much more demanding for the user, since the implementation of the splitting of the Jacobian into different parts has to be done. On the other hand this gives more information about the structure of the problem to the integration method. We want to check how large are the advantages of AMF methods with respect to computing time compared with Krylov codes without using explicit Jacobians. In order to illustrate the advantages and drawbacks of the various methods they are applied to six MOL problems of large dimension. We compare our methods with existing Matlabcodes for large stiff problems using Krylov methods. The outline of the paper is as follows: In Section 2 we give an overview about the idea and realization of the AMF-iterations applied to one-step methods, by considering as basic method the Radau-IIA method with two stages. Some convergence and stability properties of the resulting Radau-AMF method are summarized. In Section 3 implicit peer methods are considered. They belong to the class of general linear methods and compute s stage values of equal order. Due to their high stage order they are well suited for very stiff systems. Two variants for solving the linear systems arising in the Newton iteration are discussed -the application of AMF and the use of the Krylov method FOM. The properties of the resulting methods are discussed and two 4-stage methods are described. In Section 4 the proposed AMF methods Radau-AMF, Peer-AMF and the Krylov method Peer-Kry are compared with the well-known Krylov codes Rowmap and Exp4. Six demanding problems of large dimension coming from parabolic PDEs are considered. We describe these problems and the corresponding splitting of the Jacobian for the AMF methods. Integration statistics and efficiency plots are presented and some conclusions are drawn.
Approximate matrix factorization and methods of Radau-AMF type
The material in this section is mostly taken from [10] , where the justification and analysis of the method presented here was carried out. We have opted for summarizing it because it provides a robust integrator as it will be seen in the numerical examples where it is compared with some other well-known integrators, besides the material presented supplies an easy introduction to the AMF-based methods, which constitute an important approach to the time integration of spatial semidiscretized PDEs. Moreover, the notations and the AMF-approach for the peer methods to be developed in next sections are based on the ideas exposed here.
We start by considering a special family of s-stage Implicit Runge-Kutta methods, known as Radau IIA methods, see e.g. [12] .
In each time step from t m to t m+1 = t m + τ m , s internal stage solutions
must be computed. The nodes are given by the right-side Gauss-Radau quadrature, i.e., the roots of the polynomial P s (x) =
s which are real and satisfy,
3)
The matrix A = (a ij ) s i,j=1 fulfils the collocation conditions
with column vector c = (c j ) s j=1 and the vector c k denoting the k-power componentwise of the vector c. It is also customary to use the vector e := c 0 = (1, . . . , 1) T . By introducing stacked vectors
. . .
the stage equations can be written in compact form (by using the Kronecker product)
Henceforth, we denote as Radau-AMF methods those ones based in approximately solving the preceding equation by using a combination of some kind of Newton-type iteration with the Approximated Matrix Factorization (AMF), which is used for the splitting of the exact Jacobian matrix (when the Jacobian matrix is available)
The Newton-type iteration has the form,
where the residual for the (k − 1)-iterate is 8) and the coefficient matrix T has to be conveniently selected (instead of using the Radau matrix A, which has 2 · [s/2] complex eigenvalues) for reducing the computational effort involved in the solution of the ms-dimensional systems in (2.7). Thus, to decouple the ms-dimensional linear systems in s systems of dimension m, the matrix T is required to have a single-point spectrum {γ, γ > 0}. Finding a suitable matrix T for Radau-IIA methods is, in general, not a trivial matter as it can be seen in [9] , but good choices can be obtained by requiring the iterates to gain convergence order, as powers of the step size τ m , with regard to the Radau internal stages. It is also demanded that the iterates converge linearly at small rate r ≪ 1 on the Dahlquist test problem (below, τ m = τ ),
We will focus here on the 2-stage Radau-IIA method of order 3. For such a method a good choice for the matrix T was discussed in [10, 19] and it is given by
With this matrix T and the change
This is a general procedure for reducing costs in the linear system solution of any s-stage iteration (2.7), whenever
with L being a strictly lower triangular matrix and I s denoting the identity matrix of order s. By assuming that the Jacobian matrix J m in (2.6) can be split in d addends
with matrices J m,j having simpler structures (for instance with reduced bandwidth), then the Approximate Matrix Factorization [14] 
is used to approximately solving the linear systems in the iterations. Thus, we get the basic scheme [19, sect.3.2, formula (3.10)],
14)
It should be noticed that the term O(τ m ) 2 in (2.13) is affected by the stiffness of J m and that makes the AMF somewhat inaccurate. In [4] other non-standard AMF-decompositions having errors of size O(τ m ) independently of the stiffness in the diffusion part were explored. Despite that approach was successfully combined with some Rosenbrock methods for the time integrations of important air pollution models, it requires an accurate knowledge of the sparsity patterns of the Jacobian at hand to be effective. Hence, we prefer to use the standard AMF above as a more general procedure. It should be mentioned that the standard AMF also gave acceptable results for the problems considered in [4] . The convergence properties of the preceding iteration were studied in [19] for the cases of d = 2 and d = 3 on the standard test problem (2.9) when the splitting for the Jacobian in (2.12) is taken as
Note that this test problem only makes sense when all the split operators commute, see e.g. the stability analysis carried out for some interesting methods in [14] , [15, Chap. IV] . Despite the scalar test problem only covers particular situations, it is accepted as an important test for splitting methods, particularly for those ones presenting difficulties in their stability analysis like ours in [10, 19] . There, it was seen that despite the scheme is almost A-stable for d = 2 and practically A(π/4)-stable for d = 3 independently of the predictor used, the rate of convergence turns to be very slow on the very stiff components. Thus rather than taking a large number of iterations k max , which yields expensive computations, it is recommended to give very few iterations and use as predictor
because it yields very stable iterates even for very small values of k max . In particular, it was seen in [10] , that performing k max = 3 iterations with the scheme (2.14) and taking as advancing solution at t m+1 = t m + τ m ,
is sufficient to retain the third order of convergence (in ODE sense) of the 2-stage Radau method and to get a method which is A-stable for d = 2, A(π/4)-stable for d = 3 and A(0)-stable for any d > 3, which is suitable for many practical parabolic problems. It is also important to remark that for the first iteration step one derivative evaluation can be saved by keeping the order of convergence (in the non-stiff sense), even for nonautonomous problems, by replacing
Thus, our Radau-AMF method is given by (2.16) where the iterates are computed from (2.14) with residuals D 
The time step size τ m is accepted if and only if
Then, the guess for the new step size is τ new = min{2, 0.8·(1/err) 1/3 }τ old , where τ old = τ m is the last step size accepted. For each rejected step (err > 1), a new attempt with the reduced step size τ new = max{0.2, 0.8 · (1/err) 1/3 }τ old , is tried.
3 Implicit peer methods with AMF and with Krylov techniques
Formulation of the methods
Peer methods were introduced in [22] . Here we consider s-stage sequential implicit peer methods of the form [2]
In each time step from t m to t m+1 = t m + τ m , s stage solutions 
Here the coefficients are collected in the matrix B m = (b ij ) s i,j=1 and the lower triangular matrix G m = (g ij ) s i,j=1 , which in general depend on the step size ratio
In this paper we use singly implicit peer methods (type 3 from [2] ), where G m is independent of the step size ratio σ m and has the form
with a strictly lower triangular matrix G 0 . This choice has advantages for the solution of the linear equations with direct solvers especially with AMF, because all stages use the same LU decompositions. Methods of this type have the order of consistency p = s − 1 for arbitrary matrices G, if the matrix B m is computed by
Since we are dealing with two-step methods, convergence requires investigation of zerostability, i.e. that
holds for some constant K < ∞ and for all m and l ≥ 0. Here, we demand the stronger property of optimal zero-stability, cf. [20] and [2] . Optimal zero-stability means that for all step size ratios B m has one eigenvalue equal to one (this follows from the preconsistency condition B m e = e) and all other eigenvalues are zero. For this goal we consider the transformed matrix
, we obtain
where P is the Pascal matrix, P = (
to be strictly upper triangular. This gives s (s − 1) /2 conditions to determine uniquely the s (s − 1) /2 coefficients of G 0 independent of γ and σ m . Then zero-stability follows immediately. Finally, γ is chosen in such a way, that the method has order of convergence p = s for constant step sizes, the method is superconvergent [26] . For more details of the construction we refer to [2] . With optimal zero-stability and superconvergence the matrix G is completely determined. The matrix B m is then computed by (3.4) for the corresponding σ m , the nodes c i are still free. They are defined to give large angles α of L(α)-stability and a small norm of the O(τ p+1 ) error term for σ m = 1
see [2] . We have chosen two 4-stage methods, for AMF (Peer-AMF) and for Krylov (Peer-Kry), which gave good results in many numerical experiments. The nodes, the matrix G, the angle α and err are given in Table 1 . Method Peer-Kry is identical with the method s4-single of [2] . The terms on the right hand side are known and we denote them by w i . So we have to solve the equation
Peer-AMF
Newton's method applied to (3.7) gives a sequence of linear systems of the form and let the step size control decide whether this value is accurate enough. In addition we stop the Newton iteration if
holds for some k. For AMF, we use ∆tol = 0.5 and let again the step size control decide, for Krylov ∆tol = 10 and we repeat the time step with the step size 0.5τ m . For Krylov we implemented an additional test to avoid unnecessary effort. If any residual of the Newton iterations, see (3.7), satisfies g(Y k m,i ) 2,n > 1 the time step is repeated with halved step size. It must be mentioned that the weighted l 2,n -norm for a vector v = (v i ) n i=1 ∈ R n is defined in the usual way by
We now describe how to solve (3. (6+log(atol)))) ,
i.e. 10 −3 ≤ ktol ≤ 10 −2 , or the maximal Krylov dimension is reached. To avoid again unnecessary effort we stop the iteration and repeat the time step with step size τ m = 0.5τ m if res 2,n > 1. In our tests we use difference approximations for products f y v, see [2] .
Numerical tests
We have implemented the Radau method and the peer method with AMF (Radau-AMF, Peer-AMF in Table 1 ) and the peer method with FOM (Peer-Kry in Table 1 [13] is an exponential W-method and uses Krylov techniques to approximate
In Rowmap and Peer-Kry difference approximations for products Av are used. Because for Exp4 it is recommended to use the exact Jacobian, we also computed it with exact Jacobian. However, the results are similar, see Figure 1 for two of the tested problems.
We therefore give in all figures for the Krylov integrators the results with difference approximations for products Av. In the following we describe the test problems used and 
Brusselator with diffusion
This is the two-dimensional Brusselator with diffusion:
We consider two versions of this example, both with homogeneous Neumann boundary conditions ∂u ∂n = 0 ∂v ∂n = 0 at x = 0, 1 or y = 0, 1. • t end = 1, B = 3, α = 0.02
• initial conditions: u(x, y, 0) = 0.5 + y, v(x, y, 0) = 1 + 5x
• f (x, y, t) = 0
• Number of grid points in each spatial direction: M = 100, Dimension of the ODEsystem: n = 2M 2 = 20000
Version 2: [12, p.151-152]
• t end = 11.5, B = 3.4, α = 0.1
• Number of grid points in each spatial direction: M = 256, Dimension of the ODEsystem: n = 2M 2 = 131072
We have discretized this PDE on the uniform spatial mesh
By denoting
and using second-order central differences with additional virtual points x 0 = y 0 = −h, x M +1 = y M +1 = 1 + h for the boundary conditions (only first order approximation at these grid points), a semi-discrete system
of dimension 2M 2 is obtained. At each grid point the discretization of the reaction term results in
with α ij = − (B + 1) + 2U ij V ij and β ij = U 2 ij . We have used a three-term Jacobian splitting J = J r + J x + J y for solving linear systems with AMF. The first term corresponds to the reaction part J react (4.3) and the other two to the diffusion discretization with respect to the x-and y-variables. With this splitting the linear systems of type (I − γτ J r )w = b are reduced to solve at each grid point (x i , y j ) a system of dimension 2. The matrix J r has the following form:
where e k ∈ Ê M 2 is the k-th unit vector. The matrix J y is given by
where I M is the M-dimensional identity matrix. The systems (I −γτ J y )w = b are reduced to 2M tridiagonal systems of dimension M, which can be solved separately
. Finally, the linear systems of type (I − γτ J x )w = b with J x = J 0 ⊗ I M are decomposed into 2M tridiagonal systems of dimension M with the same coefficient matrix J 0 as in the case of J y but with reordered indices:
Radiation-diffusion problem
This problem is a system of two strongly nonlinear diffusion equations with a highly stiff reaction term [17] , [15, p.441] . The dependent variables E (x, y, t) (radiation energy) and T (x, y, t) (material temperature) are defined by means of
and y − Z (x, y) represents the atomic mass number, if Z 0 = 1 we have inhomogeneities in the material. We consider the cases Z 0 = 1 and Z 0 = 10. For Z 0 = 10 the nonlinear source term in (4.6) has a jump which makes the problem computationally more difficult.
The initial values are constant,
and the boundary conditions are
together with homogeneous Neumann conditions for E and T at y = 0, 1.
The spatial discretization is performed on uniform cell centered grids
by means of second-order central conservative differences [15] . By denoting
we obtain a semi-discrete IVP of dimension 2M
At each grid point we have the nonlinear reaction term
ij . For AMF the Jacobian matrix is split in three terms J = J r + J x + J y as in the Brusselator problem. For the reaction part we have to solve M 2 systems of dimension 2. For the diffusion part, the bandwidth of these matrices is reduced in such a way that 2M tridiagonal systems of dimension M in each direction have to be solved, see [19, Sect.5] for more details.
A combustion problem
The last test problem is a nonlinear 3D-problem from combustion theory [23] : The boundary conditions are of homogeneous Neumann type for x = 0, y = 0, z = 0 and of Dirichlet type c (x, y, z, t) = T (x, y, z, t) = 1 for x = 1, y = 1, z = 1 .
We discretize this problem on the uniform three-dimensional mesh
by second-order central differences. Denoting
we obtain a semi-discrete system of dimension 2M
3 of the form
Now at each grid point the reaction term is
with µ = De −δ/T ijk and ν = C ijk δ/T 2 ijk . For AMF we have split the Jacobian matrix in four parts J = J r + J x + J y + J z , where J r stores the discretization of the reaction part (4.11) and J x , J y , J z correspond to the diffusion discretized in each spatial variable. So as in the previous examples the linear systems of type (I − γτ J r )w = b are reduced to solve M 3 systems of dimension 2, and the linear systems in the splitting of the diffusion part (involving the matrices J x , J y , J z ) are reduced to solve 6 · M 2 tridiagonal systems of dimension M.
Remark. We use in all stages the same matrices J x , J y , J z computed at (t m , y m ) and the corresponding LU decompositions in the AMF methods. Because the linear systems for J r require solving of systems of dimension 2 only we update J r in each Newton step. In all cases we have set rtol = atol = tol. The markers in Figs. 2-4 show the computing time (in seconds, logarithmic scale) plotted versus the logarithm of the error at the endpoint 12) where the ODE reference solution yref has been computed with high accuracy. For each problem, we have included in Table 2 the level of the spatial errors (in the weighted Euclidean norm) arising from the spatial semidiscretizations made for the PDEs. These errors have been estimated in a standard way [3, 6] , by using global extrapolation on the spatial resolution h. From Table 2 , it seems that only low to medium accuracies are needed for the time integration of the resulting ODEs, but higher spatial resolutions or higher order in the spatial discretizations will require higher accuracies for the time integrations. Hence it also makes sense to see the behavior of the time errors in the ODE integrations (see the efficiency plots in the figures below) when they are under the level of the spatial errors. All codes solve the first version of the Brusselator problem well. For version 2, the AMF codes are clearly superior to the Krylov codes. For the more demanding problems Radiation-diffusion and Combustion AMF codes are again more efficient than the Krylov codes, for more stringent tolerances the Krylov-peer code becomes comparable. The average number of Krylov dimension per stage decreases with more stringent tolerances. The largest average dimensions are for Radiation with Z 0 = 10 (decreasing from 19 for atol = 1.e − 2 to 11 for atol = 1.e − 6), the smallest numbers are for Brusselator, version 1, (from 4 to 1). The average number of Newton steps is in the range from 3 to 1 for all problems except Radiation with Z 0 = 10 where for crude tolerances it reaches 7. The results of the tests presented and other tests can be summarized as follows:
Results and discussion
• AMF methods work reliably and efficiently. For low and medium accuracy requirements they are much faster than the Krylov codes. In particular they seem to be much more efficient at the level of the spatial errors, when no high accuracy in the PDE solution is required. On the other hand, the AMF-approach is much more demanding for the user than the Krylov-counterpart, since not only the right hand side of the ODEs (spatial discretization) has to be provided but also the Jacobian and a convenient splitting for it. This can be extremely difficult for some problems, also for problems with complicated space domains requiring nonuniform meshes.
• Radau-AMF and Peer-AMF perform similar. For the combustion problem the Radau method is superior, for the Radiation-diffusion problem the peer method performs better.
• In our tests we have not observed any stability problems for the AMF methods.
Note that the problems considered are of parabolic type, hence independently of the number of splittings in the Jacobian (it is always greater than two in our implementations), the stability for the Radau-AMF methods is guaranteed [10] when all the split operators commute. Apparently the stability also holds for the Peer-AMF methods. It must be recalled that the stability wedge of an splitting AMF-method decreases when the number of splitting increases and there are no Astable methods when the number of splittings is larger than two, see e.g. [15, Sect. IV.3.2], [14, 19] . However, for problems where the eigenvalues of the Jacobian have large imaginary parts (due for instance to reaction terms or dominant advection terms), the question of stability may become crucial. Krylov methods are here more robust.
• Krylov methods are more comfortable for the user, only the right hand side has to be provided. Among them Peer-Kry is clearly the most efficient code. It gives in general more accurate results than the other codes, which not always match the requested accuracy.
Conclusions
AMF methods are very efficient for problems which allow a simple splitting of the Jacobian. In our tests both Radau-AMF and Peer-AMF gave excellent results especially for low accuracy requirements, which is of primary interest for MOL-problems. Krylov methods are easier to apply for a user. If higher accuracy is required, peer methods with Krylov iteration can be recommended. Our tests have shown that these methods are more efficient than other existing Matlab-codes for large stiff problems.
