Biological regulatory network can be modeled through a set of Boolean functions. These set of functions enable graph representation of the network structure, and hence, the dynamics of the network can be seen easily. In this article, the regulations of such network have been explored in terms of interaction graph. With the help of Boolean function decomposition, this work presents an approach for construction of interaction graphs. This decomposition technique is also used to reduce the network state space of the cell cycle network of fission yeast for finding the singleton attractors. Some special classes of Boolean functions with respect to the interaction graphs have been discussed. A unique recursive procedure is devised which uses the Cartesian product of sets starting from the set of one-variable Boolean function. Interaction graphs generated with these Boolean functions have only positive/negative edges, and the corresponding state spaces have periodic attractors with length one/two.
Introduction
A large amount of experimental data has influenced the development of innovative computational techniques for modeling biological networks. Various mathematical models, such as Bayesian networks, probabilistic Boolean networks and networks involving ordinary differential equations, are used in modeling of biological networks.
The ordinary differential equations [4, 6, 17, 32, 43, 44] are not much used since the approach is deterministic and thus offer average behavior. It is worth mentioning at this point that among all the models, the Boolean network (BN) [8, 9, 40] has received much attention due to its simplicity and potential to modeling large number of nodes within a network. This model is used to study the interactions among genes/proteins. Gene expression is a complex process regulated at several stages in the synthesis of proteins. The proteins fulfilling the regulatory functions are produced by other genes for which the genetic regulatory system [15, 45, 51] is structured by networks of regulatory interactions among deoxyribonucleic acid (DNA), ribonucleic acid (RNA), proteins and small molecules. BN model is very simple, but its dynamic process is complex and can yield insight into global behavior of large genetic regulatory network. Complexity of the BN model can be studied with the help of the various properties of interaction graph (IG) and its associated Boolean functions [35] . The biochemical reactions that are used to form the network that controls the fission yeast cell cycle have been discussed in detail over the last decades [5, 33] . Some other models of the genetic network underlying flower development in [16] , other cell cycle networks in [27] and Chinese Hamster Ovary (CHO) cells in [36] have been also studied. Stability, bifurcation and periodic oscillation of two-gene regulatory networks mediated by small RNAs (sRNAs) with multiple delays have been studied [52, 53] . A particular set of Boolean functions with certain interaction signs (?/-) of a interaction graph (IG) can provide various insights into the study of dynamical behavior of such biological networks. Thus, the main objective of this work is to find the results of the co-relation between the IG and the BNs state space, which will throw light in modeling the regulatory networks with the most reliable information in biological system.
Related review
The BN was originally introduced by Kauffman [19, 25] . The use of BNs in the study and analysis of system biology has been elaborately discussed in [24, 28, 46, 47] . The total number of possible states for a BN with n genes is 2 n . One of the main problems in BNs for use in biological or any physical dynamics is the identification of the updating rules on using observed data [11] . An algorithm for constructing a probabilistic BNs (PBNs) using Markov chain process and the transition probability matrix have been discussed in [12] . A method has been proposed in [48] to describe a pattern for gene network inference from microarray data and some prior biological knowledge. In a BN, gene expression states are characterized to only two levels: 1 (expressed) and 0 (unexpressed). Although such binary expression is very simple, it retains meaningful biological information contained in real continuous domain in gene expression profile [22] . The state of target gene is determined by the state of its regulating genes (input genes) and its Boolean functions [23] . However, for the initial condition, system would eventually evolve into a set of stable states called attractors. The set of states that can lead the system to specific attractors is called basin of attraction [34] , and the attractors in particular are the most important characteristics because they are mostly related to some specific physiological responses in biological networks [2, 10, 14, 21, 54 ]. An attractor having only one state is called a singleton attractor or fixed point, otherwise it is called a cyclic attractor.
Exploring the BN states spaces would be too timeconsuming, even for small n, since 2 n states have to be examined to get the singleton attractors. In order to find a singleton attractor, a lot of trajectories may have to be examined. Authors have proved that finding a singleton attractor is NP-hard [1] . To identify BNs which are biologically relevant is a major problem as the number of Boolean functions and the size of the state space of BNs are growing exponentially [35] with the increase in the number of components. An alternate approach for static analysis of BNs through IG has been studied in [35] . In an IG, the nodes/genes are regulated by each with a single Boolean function and types of the functions reflex the sign interactions among the nodes. Interaction strength between genes has been studied using various methods like signaling pathway impact analysis (SPIA) methods, SPIA based on Pearson correlation coefficient (PSPIA) and mutual information (MSPIA) in [3] .
Scope and contribution of the work
Each BN has some biological components which are independently represented by local logical Boolean functions and associate with a Boolean value for each component in BNs. All Boolean functions are not accurately reflecting the behaviors of biological systems. A subset of Boolean functions having novel characteristics of dynamics of BNs is constructed. One such notable class and their biological properties have been introduced by Kauffman [25] . To identify BNs which are biologically relevant is a major problem. The IG helps us to get some static analysis of BN, and a class of Boolean functions plays significant role in IG toward the dynamics of BNs state space. Thus, it is imperative to recognize classes of Boolean functions with biologically relevant properties based on sign interactions, which is one of the major objectives of this article. It may not be out of context to mention that the work proposed in [37, 50] for the representation of Boolean functions in terms of Jacobian matrix has been used to get the local regulatory network. In the proposed work, we have considered the direct relationship between the variables (n À 1) numbers) and a single function where we used two bits of binary values of the function, the positive and negative interactions are defined, and accordingly, Boolean functions are classified. Subsequently, a recursive method to generate functions of the higher variables on same characteristics is also suggested. The work reported in [41, 49] is used to reduce the number of nodes with respect to variables by considering the Boolean expression. In this proposed work, the network state space reduction depends on Boolean functions (truth table) recursively, i.e., from n-variable to ðn À 1Þ-variable. So, the state space is reduced from 2 n to 2 ðnÀ1Þ ; this offers less number of search space.
The singleton attractors correspond to steady states in BNs and have close relation with steady states in other mathematical models of biological networks [31] . The dynamical properties of BNs are analyzed mainly by finding steady states, attractors and the size of each attractor. Therefore, it is meaningful to identify singleton attractors of a given BN. Although it is not plausible that the singleton attractor problem can be solved efficiently (i.e., polynomial time) in all cases, it may be possible to develop algorithms that are faster in practice and/or in the average case. There are some other methods that have been proposed in BN model to reduce the BNs state space using Boolean expression [18, 29, 41, 49] . So, the other objective of this work is to provide efficient algorithms to study the properties of BNs as well as biological networks with respect to singleton attractors. For the sake of simplicity, toy networks are considered for representation and analysis. An algorithm is augmented in recursive manner to identify the singleton attractors. The work reported in [7, 13, 27, 30] considered various biological networks which have been modeled through BNs having different variables. The works also propose various algorithms to identify large number of singleton attractors. The present work makes use of their result for modeling biological networks. Here, two theorems (Theorems 3 and 4) are proposed and are proved with the help of toy networks. Theorem 3 identifies BNs having large number of singleton attractors, whereas Theorem 4 is used to identify BNs having more number of attractors with length two. This way, the theorems (Theorems 3 and 4) establish a link toward modeling complex biological network using the toy networks.
In brief, the contributions of this work are summarized as follows:
(1) Formulation of sign (?/-) interaction graph using Boolean function decomposition An n-variable Boolean function is required to be decomposed into 2 nÀ1 segments taking ðn À 1Þ-variables at a time having bit length two. So, the possible output of each segmented Boolean function is a two-bit string (00, 01, 10, 11). These two-bit segments are essential for construction of signed IGs. 
Definition and notations
An n-variable Boolean function f is a mapping from the set of all possible n-bit strings f0; 1g n into f0; 1g. [42] .
An n-variable Boolean function can be decomposed into 2 nÀ1 segments taking ðn À 1Þ-variable at a time having bit length two. So, the possible output of each segmented Boolean function is a two-bit string (00, 01, 10, 11). Decomposition technique of an n-variable Boolean function is discussed in Sect. 2.1:
The truth table of a Boolean function deciphers various important properties including Hamming weight and Hamming distance of Boolean functions.
Definition 1
The Hamming weight of a Boolean function f 2 F n is defined as the number of nonzero values in the binary truth table, which is denoted as w(f).
For example, the Hamming weight wðf ¼ x 3 Þ ¼ wðð10101010Þ 2 Þ ¼ 4.
Here, F n denotes the set of all possible n-variables Boolean functions. For simplicity, in the rest part of the paper, F is taken as a set of Boolean functions such that F 2 F n .
Definition 2 The
Hamming distance between two functions f 2 F n and g 2 F n is defined as the number of truth table positions in which the functions differ. Thus, it is the XOR sum of the two functions dðf ; gÞ ¼ wðf È gÞ.
For example, the Hamming distance between two function f ¼ x 3 and g ¼ x 1 x 2 x 3 is dðf ; gÞ ¼ wðf È gÞ ¼ wð10101010 È 10000000Þ ¼ wð00101010Þ ¼ 3:
Decomposition of Boolean functions
In this section, a method has been proposed to decompose a Boolean function which can be expressed with the help of its decomposition fragments through a relation of Boolean decompositions (or expansions) such that each decomposition fragment consists of two bits. In the similar fashion, for the two constituent variables x 1 and x 2 of the input vectors x for a Boolean function f of n-variables, the decomposition fragments are
. . .; x n Þ and the decomposition fragments are represented as f 
The bit-string representations of f 
In general, the decomposition of an n-variable Boolean function f with respect to any arbitrary ðn À 1Þ constituent variables x i 1 ; x i 2 ; . . .; x i nÀ1 generates 2 
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where i 1 ; i 2 ; . . .; i ðnÀ1Þ 2 1; 2; 3; . . .; n. Note that the bit vector 00010101 is a three-variable Boolean function, which is represented in the form of truth table as shown in Table 1 . Now on wards, any Boolean function will be represented as bit vector only for simplicity. Here, D mn ðf Þ indicates decomposition of the function f with respect to variable x m and x n .
The definition of IG is based on the decomposition technique, and the analysis of an IG can be performed with the help of decomposition fragments of any Boolean function.
Boolean network
A BN is a discrete dynamical system that consists of n Boolean components which are mutually interacting in a discrete time stamp. Dynamics of such a system is usually described by a directed graph called interaction graph. Several IGs can be considered; in the scope of this paper, we focus on the synchronous and generalized iteration graphs [35] .
Interaction graph (IG) of F
An IG ¼ ðV; EÞ consists of a set of n vertices V ¼ fv 1 ; v 2 ; . . .; v n g, each vertex is associated with a Boolean function, and set of edges ðv i ; v j Þ 2 E, each edge is associated with a sign fþ=Àg directed edge from v i vertex to v j vertex. There exists an arc v i ! fþ=Àg, v j 2 E, if and only if there exist at least one 01 or 10 in decomposition fragments of the representative function (Discussed in Illustration given below) for positive and negative arc, respectively. For modeling of biological network, in the framework of IG, the vertices represent genes and the corresponding associated Boolean functions perceive the gene regulatory rules.
Illustration For n ¼ 3 , F is defined by:
the corresponding decomposition fragments of the three functions f 1 ðxÞ; f 2 ðxÞ and f 3 ðxÞ are shown below.
For each Boolean function stated above, there are three decomposition segments. So, totally 3 2 ¼ 9 decomposition segments are discussed in proposition 4. Output of decomposition segments (first segment for function f 1 ðxÞ, second segment for function f 2 ðxÞ and third segment is for f 3 ðxÞ ) is shown above.
Representation of edge connectivity of these three functions as per the definition of IGs is shown in Fig. 1a , where node 1, 2 and 3 are regulated/interacted through the functions f 1 , f 2 and f 3 , respectively and the corresponding Boolean network state space having three singleton attractors ð000 À! 000Þ; ð011 À! 011Þ and ð111 À! 111Þ is shown in Fig. 1b. 3 Recursive procedure to obtain Boolean functions responsible for IGs having positive edges only Let S 1 ¼ f00; 10; 11g be a set of one-variable Boolean functions. Here, it is seen from the very definition of the interaction graph in Sect. 2.3 that all the Boolean functions in the set S 1 are responsible for producing IG having positive edges only. The complement functions of the set S 1 are responsible for generating IG having negative edges only, and the complement set is S 1 ¼ f11; 01; 00g. Note that the Boolean functions f00; 11g are present in both the cases, which are constant, and the same convention needs to be followed for any arbitrary n-variable Boolean functions.
Let f and g be two Boolean functions of S 1 . The concatenation [38, 39] of the Boolean function f with itself and the concatenation of f with g are defined as ff and fg, respectively. For example, f ¼ 01 and
And the Hamming weight of the functions f and g is denoted as(w(f)) and (w(g)), where wðf Þ ¼ 1 and wðgÞ ¼ 2.
Note that, if f and g are the Boolean functions of nvariable, then ff and fg are Boolean functions of ðn þ 1Þ-variable. So, the Cartesian product with concatenation operation of the set S 1 with itself is defined successively as follows: S 1 Â S 1 ¼ ff0000g; f1000; 0010g; f1010; 1100; 0011g; f1110; 1011g; f1111gg:
Here, S 1 contains three classes each with a one-variable Boolean function having Hamming weight 0,1 and 2, respectively, whereas S 1 Â S 1 set contains five disjoint classes of two-variable Boolean functions having Hamming weight 0, 1, 2, 3 and 4 with cardinality 1, 2, 3, 2 and 1 for the class 0, class 1, class 2, class 3 and class 4, respectively. This process is repeated for next higher variable using the recursive formula of the following: Base case (for n ¼ 1)
Recursion (for n ! 2) The concatenation of two Boolean functions is defined as Therefore, recursive Cartesian product is defined as S n ¼ S ðnÀ1Þ Â S ðnÀ1Þ , where S n contains n-variable Boolean functions having classes-0; 1; 2; . . .; 2 n with Hamming weight 0; 1; 2; . . .; 2 n ; respectively.
Theorem 1
The recursive procedure, as stated in (4) and (5), is applied ðn À 1Þ-variable; the recursion generates a set of n-variables Boolean functions, which are responsible for IGs having positive edges only.
Proof When n ¼ 1, that is for the base case of the recursion, the least significant bit (LSB) position of all the Boolean functions in the set S 1 ¼ f00; 10; 11g is either less or same Hamming weight with respect to the most significant bit (MSB). The Cartesian product and concatenation operation on the set S 1 ¼ f00; 10; 11g are shown in Fig. 2 for generating two-variable Boolean function. h
Here, S 1 contains three Boolean functions of one-variable and the set S 1 Â S 1 contains nine two-variable Boolean functions. Red colored Boolean functions are not responsible for generating IG having all edges are positive in case of 2-variable. Any n-variable Boolean function can be decomposed into two ðn À 1Þ-variable Boolean functions. As per the recursive formula defined in the expression (4) and (5), only six functions are responsible for generating the graph having all positive edges and all are distributed among the Hamming weight 0; 1; 2; . . .; 2 n . Therefore, the recursive procedure using the Cartesian product also preserves the same property for the next higher variable. 
Illustration
The set of two-variable Boolean functions which produce IGs having positive edges is S 2 ¼ f0000; 1000; 1010; 1100; 1110; 1111g. Now, in the similar way, the three-variable Boolean functions which generate IGs can be obtained by the Cartesian product of S 2 Â S 2 ¼ S 3 (say). Only twenty numbers of Boolean functions satisfied the recursive formula defined in (5). The Boolean functions are shown in Fig. 3 , and Boolean functions from 2 to 4-variable are shown in ''Appendix''.
Theorem 2
The number of subsets of S n for n-variable Boolean function is 2 n þ 1.
Proof We now prove the theorem using principle of Mathematical Induction. For n ¼ 1, S 1 ¼ f00; 10; 11g contains three Boolean functions and there are three classes having Boolean functions of Hamming weight 0,1,and 2. Consequently, the base case is true. By using the recursion equation (1) and (2), when n ¼ 2 the set is as follows S 2 ¼ ff0000g; f1000g; f1010; 1100g; f1110g ; f1111gg, which contains six Boolean functions having Hamming weight 0, 1, 2, 3, and 4.
Induction hypothesis
Assume that, the cardinality of S k is 2 k þ 1. Thus, by induction hypothesis, the number of classes of k-variable is calculated by using the formula as given below.
Induction Here, we have to prove that the result is true for ðk þ 1Þ-variable. So, the function is
þ 1. So, the formula is true for all the values of k ¼ 1; 2; 3; . . .; n.
Hence, by the principle of mathematical induction, we conclude that S n is true for all positive integers n. The naming of the classes is given as class 0, class 1, ..., class 2 nþ1 for n-variable.
Corollary 1
The number of functions for n-variable is calculated by the following recurrence relation as given below:
ðf nÀ1 ðkÞ Â f nÀ1 ðjÞÞ;
where f n ðiÞ is the number of n-variable Boolean functions having Hamming weight i and the number of Boolean functions from 1 to 5 variable is discussed in Illustration 4.
Illustration For one-variable Boolean functions, the set S 1 ¼ f00; 10; 11g is used for generating IG having positive edges only, here the cardinality is three, i.e., f 1 ð0Þ ¼ 1, f 1 ð1Þ ¼ 1 and f 1 ð2Þ ¼ 1 which is the base case. For n ¼ 2, the set S 2 ¼ ff0000g, f1000g; f1010; 1100g; f1110g; f1111gg and the cardinality is six. From the Proof For one-variable Boolean function, the set S 1 ¼ f00; 10; 11g is used for generating IG having positive edges only. The BN state space of n-variable consists of cycle length 1; 2; . . .; 2 n . In case of one-variable, the maximum length of cycle is 2. Here, the function f ðxÞ ¼ Fig. 4 . h
From the above BNs, we observe that there are two cycles having length one and no periodic cycle of length two. In this case, the Hamming weight of the LSB bit is either same or less as compared to the MSB bit. Here, the vectors in domain have less Hamming weight from top to bottom and as per the truth table representation of Boolean functions, the LSB of these Boolean functions is mapped to the top vectors of the domain and MSB's of these Boolean functions are mapped to the bottom vectors of the domain. Hence, single length cycles are generated more as compared to other periodic cycles. By using (2), the set S 2 ¼ ff0000g; f1000g, f1010; 1100g; f1110g; f1111gg (Truth Table format is in Table 2 ) is generated using Cartesian product of one-variable Boolean functions. These Boolean function preserves the same properties that two bit positions from MSB have Hamming weight either same or less with respect to the Hamming weight of two bits from LSB. So, the Boolean network state space generated by this type of Boolean functions has large number of singleton attractors as shown in Fig. 5b .
From Table 2 , which contains a set of two-variable Boolean functions, F defined as:
These Boolean functions are used for enumerating IGs having positive edges, and the corresponding BN state spaces contains large number of singleton attractors. From the above six functions, by taking any two functions, the total number of IGs or the corresponding BN state spaces is n P k ¼ 6 P 2 ¼ 30. Here, we have to show that the average number of one-length cycle is more than two-length cycle and so on. The total number of one-length cycle is w ¼ w 00 þ w 01 þ w 10 þ w 11 , where w 00 is the number of one-length cycle yielding the vertex ''00''. Any two functions which map toward vertex ''00'' is 5 P 2 as there is only one function in which the LSB bit is one-bit string , whereas rest of the functions (five functions) has bit string 0 in the LSB position. Similarly, for the vertex ''11'', total number of one-length cycle is w 11 ¼ 5 P 2 . For the vertex ''10'', total number of one-length cycle is w 10 ¼ 9 and for the vertex ''01'', the total number of one-length cycle is w 10 ¼ 9. So, the average number of one-length cycle w avg ¼ w=
Here, cycles having length two are not yielding by the vertex ''00'' and ''11''. Only by taking f 3 and f 4 in any order, two two-length cycle is possible, interestingly that graph contains two one-length cycle. So, the average number of two-length cycle is w avg ð2Þ ¼ 2=30 ¼ 0:066, which is very small in comparison with one-length cycle. Boolean functions are recursively generated from n-variable to ðn þ 1Þ-variable, therefore the recursive procedure using the Cartesian product also preserves the same property for the next higher variable. 
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The above property is also elaborated using Markov chain with transition matrix which is defined as follows:
Let P be a ð2 n Â 2 n Þ-matrix with elements fP i;j : i; j ¼ 1; 2; . . .; 2 n g. A random process ðX 0 ; X 1 ; . . .; X 2 n Þ with finite state space S ¼ fs 0 ; s 1 . . .; s 2 n g is said to be a Markov chain with transition matrix P [12, 20, 26] . If for all n, all i; j 2 1; . . .; 2 n and all i 0 ; i 1 ; . . .; i 2 n À1 , we have
The elements of the transition matrix P are called transition probabilities. The transition probability P i;j is the conditional probability of being in state s j given that we are in state s i , where fi; jg 2 f0; 1; . . .; 2 n g for n-variable. The transition matrix or the path matrix for various length of cycles is defined recursively in Eqs. (7) and (8):
Base case (for k ¼ 1)
The path matrix having periodic cycle more than one is defined as
Illustration For instance, the initial transition matrix p The average number of single length cycle or singleton attractor is
Then, the average number of cycle having length two will be the matrix multiplication of p 
Hence, the average number of one-length cycle is large as compared to other periodic cycles. Different average cycle lengths up to 6-variable is given in Table 3 . The bar plot of average number of single ton attractors of these Boolean network state space is also given in Fig. 6 .
Illustration Let us consider for n ¼ 3, the set of Boolean function is defined in F as follows:
The Boolean functions are responsible for generating IGs having positive edges. The IG and the BN state space with five single ton attractors ð000 À! 000Þ,ð001 À! 001Þ, ð010 À! 010Þ, ð101 À! 101Þ and ð111 À! 111Þ are shown in Fig. 7a and b and truth table of the functions is shown in Table 4 . Proof For one-variable Boolean function, the set S 1 ¼ f11; 01; 00g is used for generating IG having negative edges only. The BN state space of n-variable consists of cycles length 1; 2; . . .; 2 n . In case of 1-variable the maximum length of a cycle is 2. Here the function f 1 ðxÞ ¼ ð01Þ 2 (Here most significant bit(MSB) is 0 and the least significant bit (LSB) 1) is used to generate an IG having one negative edge as the rest two functions are constant as per the definition of IG. The IG and the corresponding BN state space for the function f 1 ðxÞ is shown in Fig. 8a, b. h
From the above BNs, we observe that there is only one cycle having length two and no periodic cycle of length one. In this case, the Hamming weight of the least significant bit (LSB) is either same or greater as compared to the most significant bit (MSB) bit. Here, the vectors in domain have less Hamming weight from top to bottom and as per the truth table representation of Boolean functions, the LSB of these Boolean functions are mapped to the top vectors of the domain. On the other hand, MSB's of these Boolean functions are mapped to the bottom vectors of the domain. Hence, cycles having length two are generated larger as compared to other periodic cycles. The set S 2 ¼ ff0000g; f0001g; f0101; 0011g; f0111g; f1111gg (The truth able format is shown in Table 5 ) is generated using Cartesian product of one-variable Boolean functions. This preserve the same property, that two bit positions from LSB has Hamming weight either same or less with respect to the Hamming weight of two bits from MSB. So, the BN state Table 4 Truth Table of three Boolean functions whose BN state space has more number of singleton attractors than p-adic attractors space generated by this type of Boolean functions has more number of cycles having length two as shown in Fig. 9b . Form Table 5 , which contains a set of two-variable Boolean functions defined as:
The above Boolean functions are used for enumerating IGs having negative edges, and the corresponding BN contains more number of periodic cycles having length two. From the above six functions, taking any two functions, the total number of IG or the corresponding BN state spaces are n P k ¼ 6 P 2 ¼ 30. Here, it is worth to show that the average number of two-length cycle is more than other periodic cycles and so on. The total number of one-length cycle w ¼ w 00 þ w 01 þ w 10 þ w 11 , where w 00 is the number of one-length cycle yield the vertex ''00''. By taking any two functions, maps to the vertex ''00'' is zero as there is only one function having bit string 0 in LSB, whereas the rest functions (five functions) have bit string 1 in LSB. Similarly, for the vertex ''11'', total number of one-length cycle is w 11 ¼ 0. For the vertex ''10'', total number of one-length cycle is w 10 ¼ 9=30 ¼ 0:3 and for the vertex ''01'', the total number of one-length cycle is w 10 ¼ 9=30 ¼ 0:3. So, the average number of one-length cycle is w
Here, every pair of vertices generates cycle of length two. The average number of cycles having length two is w 2 avg ¼ 1:33556, which is greater than the number of average cycle having length one. Boolean functions are recursively generated from n-variable to ðn þ 1Þ-variable, therefore the recursive procedure using the Cartesian product also preserves the same property for the next higher variable.
The above property is also elaborated using Markov chain with transition matrix which is defined in (7) and (8) Illustration For instance the initial transition matrix p 1 i;j generated by the Boolean functions of 2-variable as follows. The average number of single length cycle or singleton attractor is Similarly, by using (7) . Hence, the average number of cycles having length two is more as compared to other periodic cycles. Therefore, all the Boolean functions which are generated using the recursive procedure also preserve the same property for the next higher variable. Different average cycle length up to 6-variable is shown in Table 6 . The bar plot of average number of 2-periodic attractors of these Boolean network state space are also given in Fig. 10 .
Illustration For n ¼ 3, F is defined as given below.
The above Boolean functions are responsible for generating IGs having negative edges. The IG and the corresponding BN state space with three two periodic cycles ð000 À! 111 À! 000Þ, ð001 À! 011 À! 001Þ and ð100 À! 110 À! 100Þ are shown in Fig. 11a and b and truth table of Boolean functions are shown in Table 7 .
A state transition model of the cell cycle network
A BN is a discrete dynamical model of gene regulatory networks/protein interaction networks. In this model, we assume proteins/genes to be the nodes of the network and assign a binary value S i ðtÞ 2 f0; 1g for each node at a time t. The overall expression level of all the genes/proteins at time t with n components is denoted by the vector SðtÞ ¼ ½S 1 ðtÞ; S 2 ðtÞ; S 3 ðtÞ; . . .; S n ðtÞ. The state of the network is updated (for every step) according to the following rule (9) [13, 27] .
where i; j ¼ 1; 2; 3; . . .; n and the value of a ij usually take À1; 1 or 0 for interaction activation, interaction inhibition or no reaction at all, respectively. Hence, S(t) ranges from ½0; 0; 0; . . .; 0 (all entries of zeros) to ½1; 1; 1; . . .; 1 (all entries of ones), and there are 2 n possible states. The state of all genes is updated synchronously according to the representing Boolean functions. The number of attractor depends upon the regulatory rule. A consecutive regulatory rule like SðtÞ; Sðt þ 1Þ; . . .; Sðt þ pÞ is said to be a cycle of period p, if SðtÞ ¼ Sðt þ pÞ and SðtÞ ¼ Sðt þ 1Þ is said to be singleton attractor. The number of singleton attractors depends upon the regulatory rule of the network. If the regulatory rules are given by S i ðt þ 1Þ ¼ S i ðtÞ for all i, then there are 2 n number of singleton attractors. In worst case, it would take Oð2 n Þ time for identifying all singleton attractors in a network. Therefore, it is essential to develop an algorithm for identifying all singleton attractors without looking into all 2 n states. For this purpose, a recursive procedure has been proposed based on decomposition of a n-variable Boolean function into two ðn À 1Þ-variable Boolean function to reduce the network state space.
An example of finding the singleton attractors To verify the above procedure, we apply the cell cycle network of fission yeast to identify singleton attractors, which is well studied in [13, 27] . As shown in Fig. 12 , the network consists of 10 nodes and 23 edges. Previously, it was discussed in [13] , that there are 13 singleton attractors among 2 10 ¼ 1024 states in the Boolean network state space of the cell cycle network as shown in Table 8 . Now, we will discuss how the decomposition of Boolean functions can reduce the search space for finding singleton attractors. All Boolean functions of fission yeast cell cycle represented by f ¼ ff 1 ; f 2 ; . . .; f 10 g, is derived through the regulating rule discussed above. These are 10- 
Conclusions
The article introduces the method of generating IG using Boolean function decomposition. The proposed decomposition mechanism is found to be effective and practical as it is based on truth table instead of Boolean expression. The process of generation of n-variable Boolean functions starting from the three one-variable Boolean functions is noteworthy. Then, by focusing on positive or negative edges, the presence of several attractors or the presence of cyclic attractors is seen. The average numbers of one and two periodic attractors are more in the corresponding BNs. The important point is to detect the cycles with the help of the nature of the Boolean functions instead of going through all possible 2 n states. A number of observations are incorporated for ease of understanding and clear comprehension, showing the truth table and average number of cycles having various lengths in BNs. We feel that the novel results reported in this work will be useful for the biologists in ascertaining actual biological behavior from the abstract notion of mathematical behavior. In general, large variety of properties can be statically derived from Boolean functions based on interaction graph.
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