We study the problem of linear approximation of a signal using the parametric Gamma bases in L 2 space.
Introduction
Decomposition of signals in terms of linear sums of basis functions is a powerful tool that allows the representation of a signal as a discrete table of numbers, in lieu of its original form. The new representation is essentially the projection of the original signal onto the hyperplane spanned by the basis functions.
Choice of these basis functions may vary depending on the application. The basis functions can be fixed as well as adaptive. Examples of popular basis functions are complex exponentials, which lead to Fourier series expansion [1] , Sinc functions which are used in representing bandlimited signals in terms of their time samples [1] and Gabor functions which have the best time-frequency resolution and consequently allow the maximum information transfer rate [2] .
An alternative choice for the basis functions is the Gamma kernels as suggested by Principe et al [3] [4] [5] . These bases happen to constitute a subset of eigenfunctions of autoregressive moving average (ARMA) systems. Therefore, they inherently capture well the dynamics of the signals that accept the linear model. In the continuous time domain Gamma bases are defined by (1) The area under each basis is normalized to unity. Gamma bases can be computed recursively from each other. This property leads to a simple analog implementation called the Gamma filter which is a cascade of identical lowpass filters [3] . In the discrete time domain, the finite impulse response (FIR) filter is a special case of this filter with λ=0. Hence, the Gamma filter is a superset of one of the most widely used adaptive models. The parameter λ controls the time scale (or the memory depth) of the bases by changing the location of the pole of the transfer function. Due to the adaptable time scale, Gamma bases prove to be efficient in echo cancellation and approximating signals with redundancies such as biological signals in a low dimensional space [6] . These bases have also been found to be useful in the analysis of short term memory structures in artificial neural networks [5] [7] .
Representation of Signals in Terms of the Gamma Bases
The problem is one of approximating a target signal d(t) as a weighted sum of the Gamma bases (2) such that the mean square error J
is minimized. The set {g n (λ,t), n=1,...∞} is complete in L 2 space, which implies that J can be made arbitrarily small by selecting the order of the approximation K properly.
There are two questions that need to be answered in the optimization problem of (2) . First, what should be the optimum value of the weights, and second, what should be the optimum value of the time scale λ so that the mean square error J is minimized. The answer to the first problem was given by Wiener early this century [8] . It is embedded in the normal equations. Here we will be attacking a generalization of this equation due to the time scale parameter λ involved in the Gamma basis functions. As shown in [7] λ yields an extra degree of freedom that improves the approximation by rotating the manifold so that it becomes as parallel as possible to the signal. Due to the parameter λ, the problem is a parametric least squares approximation.
Optimum Value of the Weights
For a fixed λ, the best choice of weights can be found from the condition which yields the normal equations [8] (4) P is the crosscorrelation vector while R is the Gram matrix whose (n,m) th element is <g n (λ,t)g m (λ,t)> [7] , (5) For a given λ, the mean squared error J is quadratic in the weights. Therefore W opt has a single solution and that solution depends on λ. That's why this is called a parametric least squares problem. In the following section we will attempt to decouple the optimum value of weights from that of λ.
Optimum Value of the Time Scale λ
We will address the problem of finding the optimum time scale for signal approximation using the Gamma bases and derive the optimality condition that is independent from the optimum weight condition.
Parallel work has also been done in the field of Laguerre polynomials. Gamma bases are closely related to the Laguerre polynomials [9] in the sense that the Laguerre polynomials can be derived from the Gamma bases by applying the Gram-Schmitt orthogonalization procedure. The literature contains numerous publications on the approximation of signals using the Laguerre polynomials [10] ... [17] , all in the quest of optimum time scale. Of those, Parks [15] and Masnadi [17] who managed to solve the problem for special cases are worth mentioning here.
Let's look at the value of J when the optimum weights are used for an arbitrary λ. This minimum value of J is called the Schur complement [18] and occurs when e(t), the error of approximation is orthogonal to all the bases used (i.e. the normal equation is satisfied). Before proceeding to the calculation of optimum λ's from the condition let's take a look at the dependence of J sch on λ. Figure 1 depicts how the dependence of J sch on λ looks like for different approximation orders when d(t) is chosen as the impulse response of an arbitrary third order elliptical filter [5] . This figure is obtained by evaluating the optimum weights in (4) for different values of λ and K and calculating the corresponding mean square error.
As can be seen from Figure 1 , J sch is the same for K th order and K+1 st order at the points where . Two consecutive curves touch each other at the local minima of order K curve. A proof of this property can be found in the appendix. For a discrete time version of this proof see [19] .
Since J has the same value for orders K and K+1 at the local minima, that means g K+1 (λ,t) does not contribute to the approximation of d(t) at these points. Let's denote the component of g K+1 (λ,t) that is orthogonal to all the previous bases g 1 (t),g 2 (t),...,g K (t) by . This is the component of g K+1 (λ,t)
that is normal to the hyperplane spanned by g 1 (t),g 2 (t),...,g K (t) and it is responsible for improving the approximation (equivalently decreasing J) when the order is increased from K to K+1. Because there is no change in J at the local minima and is nonzero, we can conclude that the necessary condition for a local minimum at order K is given by (6) This is the normal equation that optimum λ has to satisfy. The orthogonal components can be calculated using the Gram-Schmitt orthogonalization procedure. This procedure essentially consists of subtracting the projections of the bases g 1 (t)...g i-1 (t) from g i (t) to yield (7) With this in mind, the normal equation (6) can be put in a vector equation form as (8) where P K+1 (λ) is the crosscorrelation vector of size K+1. As can be seen, there are no weight terms in (8) which means that the optimum value of λ can be computed separately from that of the weights. Given d(t)
Normal Equation for the time scale one can first determine the best orientation of the manifold (i.e. λ) of order K to represent d(t) and then on this manifold can compute the weights of the bases using the normal equation (4) . Equation (8) is the necessary condition that has to be satisfied for optimum λ. There are two challenges in solving this equation, though. First, the dependence of P vector on λ is nonlinear, and second, there is an inherent integration operation in P where λ is an implicit variable. Principe [3] suggests a gradient descent algorithm to estimate the optimum parameters adaptively. Due to the nonlinearity of the problem this algorithm suffers from local minima. In the next section we derive an alternate numerical estimation method based on moment matching which transforms the condition in (8) into a polynomial equation in λ.
Estimation of Optimum λ Using Moment Matching
In this section we will address the problem of estimating the value of λ that minimizes the mean square error J using statistical signal processing tools. As stated before, optimum λ has to satisfy the normal equation in (8) while optimum weights have to satisfy the normal equation in (4) . We propose to use the moment matching method which yields accurate results especially for signals with rapid decay. This method basically attempts to estimate λ by equating a finite number of time moments of y(t) to those of d(t), i.e. we want to make (9) Using (9) we are planning to create K+1 linearly independent equations which will enable us to solve for K weights and the time scale λ. The operator m i { } reads as the i th time moment of. Let's first derive the i th time moment of the n th Gamma basis, which is defined as (10) Matching the moments in time is the dual of Taylor's series approximation around f=0 in the frequency domain. Inserting the definition of g n (λ,t) into (10) yields (11) The weight vector W was already defined in (2) . This time its dimension is K+1. Here, q i is the row vector (12) Inserting (11) into (9) and putting it in a matrix form one gets (13) 
where (14) Now let's force equation (13) to obey the normal equation (4) . This yields (15) We can merge Q and R c -1 together to form matrix H (16) the unknown crosscorrelation vector P can be solved as (17) There is one other normal equation that we have to satisfy. (18) Premultiplying (17) with A T K+1 yields the polynomial f(λ) (19) of order K+1 with constant coefficients. Since we have enforced the normal equations (5) and (18) during the derivation of (19), roots of the polynomial f(λ) turn out to be the estimates of the local minima of J(λ).
f(λ) is a polynomial with constant coefficients and its roots can be computed using numerical techniques.
Conclusions
We have derived and decoupled the optimality conditions for the problem of approximation using the Gamma bases. We further developed a method based on moment matching to numerically solve for the optimum time scale. Experimental results show that the proposed method yields results that are in agreement with the theoretical ones for signals with rapid decay.
Appendix
In this section we will show that J sch curves of consecutive orders touch each other at local extrema. This is tantamount to saying that the performance of order K and K+1 approximations are the same at the local minimum of order K approximation. J sch is given by (20) Applying the chain rule
Because J(l,W opt ) is minimal at W opt , the second term on the right hand side vanished. Therefore at the local minimum J satisfies (22) Let's compute the partial derivative of the error e(t) with respect to λ for arbitrarily chosen weights (23) The partial derivative of the bases with respect to λ can be computed as (24) Using (22), (21) can be put in a matrix form (25) Inserting (23) into (20) we get (26) This can be put in the form (27) P Kx1 is the crosscorrelation vector defined in (4) . p K+1 is the correlation between g K+1 (λ,t) and d(t) while R KxK is the Gram matrix of the bases g 1 (λ,t)...g K (λ,t). If the weights for order K are chosen optimally such that they obey the normal equation (4) and for we have to have (28) so that (25) holds. Equations and (26) can be put together as (29) Notice that we can write (27) also as 
This is the normal equation (4) for the K+1 st approximation with the constraint that w K+1, the last weight component of the weight vector being zero, while the rest of the weights being the same as that of an order K approximation, i.e. W opt K+1x1 =[w 1 ,w 2 , ..., w K ,0]. This implies that at the local extrema performances of order K and order K+1 approximations are identical explaining the fact that J sch curves are touching each other as shown in Figure 1 . 
