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L∞-Algebras, the BV Formalism, and Classical Fields
LMS/EPSRC Durham Symposium on Higher Structures in M-Theory
Branislav Jurcˇoa, Tommaso Macrellib, Lorenzo Raspollinib, Christian Sämannc,
and Martin Wolfb,∗
We summarise some of our recent works on L∞-algebras
and quasi-groups with regard to higher principal bundles
and their applications in twistor theory and gauge the-
ory. In particular, after a lightning review of L∞-algebras,
we discuss their Maurer–Cartan theory and explain that
any classical field theory admitting an action can be re-
formulated in this context with the help of the Batalin–
Vilkovisky formalism. As examples, we explore higher
Chern–Simons theory and Yang–Mills theory. We also
explain how these ideas can be combined with those
of twistor theory to formulate maximally superconformal
gauge theories in four and six dimensions by means of
L∞-quasi-isomorphisms, and we propose a twistor space
action.
1 L∞-algebras
L∞-algebras [1–4] are most straightforwardly introduced
by means of Q-manifolds [5–7] and we shall follow this
approach in this article. To set up the stage, we shall pro-
vide a few mathematical tools first. See e.g. [8, 9] for de-
tails.
1.1 Q-manifolds
A commutative differential graded algebra is an associa-
tive unital commutative algebra A which is both a Z-
graded algebra and a differential algebra so that all struc-
tures are compatible.
In particular, the Z-grading implies that there is a de-
composition A =
⊕
k∈ZAk and non-zero elements of Ak
are called homogeneous and of degree k ∈ Z. Further-
more, the product A×A→A is graded commutative,
a1a2 = (−1)
|a1||a2|a2a1 (1)
for a1,2 ∈ A of homogeneous degrees |a1,2| ∈ Z. Being
differential means that A is equipped with differential
derivations dk : Ak → Ak+1 of homogeneous degree 1.
Concretely, the dk obey dk+1 ◦dk = 0 and
dk (a1a2)= (dka1)a2+ (−1)
|a1|a1(dka2) (2)
for a1,2 ∈ A and a1 of homogeneous degree |a1| ∈ Z. For
the sake of brevity, we denote the dk collectively by d and
write (A,d) for a differential graded algebra.
Amorphism f : (A,d)→ (A′,d′) between two differen-
tial graded algebras (A,d) and (A′,d′) is a collection f of
degree 0 maps fk : Ak → A
′
k
which respect the differen-
tials fk+1 ◦dk =d
′
k
◦ fk for all k ∈Z.
The prime example of a differential graded algebra is
the de Rham complex (Ω•(X ),d) on a smooth manifold
X .
In the following, we shall need the degree-shift oper-
ation and dualisation which are defined as follows. For
any Z-graded vector space V we define the degree shift
by l ∈ Z according to V[l ] =
⊕
k∈Z(V[l ])k with (V[l ])k :=
Vk+l . Moreover, for the (vector space) dual V
∗ of V, we
have (V∗)k := (V−k )
∗.
To motivate the notion of a Q-manifold, let us re-
call the following fact: differential forms Ω•(X ) on a d-
dimensional smooth manifold X can be understood as
the smooth functions C∞(T [1]X ) on the degree-shifted
tangent bundle T [1]X of X . Indeed, working locally with
coordinates x i , i = 1, . . . ,d , on X and coordinates ξi up
the fibres of T [1]X , functions on T [1]X are polynomials
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in ξi , that is, f (x,ξ) = f0(x)+ξi fi (x)+
1
2ξ
iξ j fi j (x)+ ·· · ∈
C
∞(T [1]X ). The identification of ξi with dx i amounts to
C
∞(T [1]X ) ∼= Ω•(X ). In addition, the de Rham differen-
tial d corresponds to the vector fieldQ = ξi ∂
∂xi
under this
identification. The manifold T [1]X together with the de-
gree 1 vector fieldQ formwhat is known as aQ-manifold.
The proper definition of a Q-manifold requires the
somewhat heavier machinery of locally ringed spaces
which we recall here for the reader’s convenience. A
ringed space X is a pair (|X |,SX ) where |X | is a topologi-
cal space and SX a sheaf of rings on |X | called the struc-
ture sheaf of X . A locally ringed space is then a ringed
space (|X |,SX ) such that all stalks of SX are local rings,
that is, they have uniquemaximal ideals.
A morphism (|X |,SX )→ (|X ′|,SX ′) of locally ringed
spaces is a pair (φ,φ♯) where φ : |X |→ |X ′| is a morphism
of topological spaces and φ♯ : SX ′ → φ∗SX a comor-
phism of local rings i.e. a map that respects the maximal
ideals. Here, φ∗SX is the zeroth direct image of SX un-
der φ i.e. for any open subsetU ′ of |X ′| there is a comor-
phism φ♯
U ′
:SX ′ |U ′ →SX |φ−1(U ′). If the structure sheaves
carry extra structure such as a Z-grading, then the mor-
phism is assumed to respect this structure.
For instance, an ordinary smoothmanifold can be de-
fined as a locally ringed space (|X |,SX ) for |X | a topo-
logical manifold such that for each x ∈ |X | there is an
open neighbourhood U ∋ x and an isomorphism of lo-
cally ringed spaces (U ,SX |U ) ∼= (U ′,C∞U ′ ) where C
∞
U ′
is
the sheaf of smooth functions on an open set U ′ ⊆ Rd .
The stalk of SX at a point x ∈ |X | is the set of all germs
of smooth functions at x ∈ |X |, and the maximal ideal of
the stalk are the functions that vanish at x ∈ |X |. Further-
more, if f : |X | → |X ′| is a continuous function between
two topological manifolds |X | and |X ′| for twomanifolds
(|X |,SX ) and (|X ′|,SX ′) and if there is a comorphism
Φ : SX ′ → φ∗SX of local rings, then φ must also be
smooth andΦ=φ♯.
With this in mind, a smooth Z-graded manifold is
a locally ringed space X = (|X |,SX ) for |X | a topolog-
ical manifold such that for each x ∈ |X | there is an
open neighbourhood U ∋ x and an isomorphism of lo-
cally ringed spaces (U ,SX |U ) ∼= (U ′,
⊙•
E
∗
U ′
⊗C∞
U ′
) where
U ′ ⊆ E is open for E a Frechét space, C∞
U ′
is the sheaf
of smooth functions on U ′, and EU ′ is a locally free
Z-graded sheaf of C∞
U ′
-modules on U ′. We shall write
C
∞(X ) := Γ(|X |,SX ) to denote the global functions on
X .
It can be shown [10, 11] that any smooth Z-graded
manifold must take the form of a vector bundle over an
ordinary smooth manifold with the typical fibre being a
Z-graded vector space. This is called globally split1 and
essentially due to the existence of a partition of unity and
the fact that any smoothZ-manifold can be smoothly de-
formed into said vector bundle form.Note, however, that
complexZ-gradedmanifolds are not necessarily globally
split. We shall mostly be working in the real setting and
hence often drop the prefix ‘smooth’ in the following.
A vector field V on a Z-graded manifold X is simply
a graded derivation V : C∞(X ) → C∞(X ). Specifically,
for homogeneousV of degree |V | ∈Z and homogeneous
f ,g ∈C∞(X ), we have the graded Leibniz rule
V ( f g )=V ( f )g + (−1)|V | | f | f V (g ) . (3)
The tangent bundle T X of aZ-gradedmanifold X is then
simply defined to be the disjoint union of the tangent
spaces which in turn are the vector spaces of derivations
as in the ordinary case. Furthermore, differential forms
can be defined by setting Ω•(X ) := C∞(T [1]X ) upon re-
calling our above discussion.
We now have introduced all the necessary mathemat-
ical background to give the definition of a Q-manifold.
A Q-manifold [5–7] is a Z-graded manifold X equipped
with a homogeneous degree 1 vector field such that
[Q,Q] = 2Q2 = 0 where [−,−] is the graded Lie bracket
on the sheaf of vector fields on X . In addition, the pair
(C∞(X ),Q) forms a differential graded algebra.
1.2 L∞-algebras
To begin with, consider a Z-graded manifold concen-
trated (i.e. non-trivial) only in degree 1.2 Such amanifold
is necessarily of the from g[1] for g an ordinary (real) vec-
tor space. Now, let ξα be local coordinates. Themost gen-
eral degree 1 vector fieldQ is of the form
Q :=− 12ξ
αξβ fαβ
γ ∂
∂ξγ
, (4)
where the fαβ
γ are constants. It is straightforward to
check thatQ2 = 0 is equivalent to requiring the constants
fαβ
γ to satisfy the Jacobi identity. Thus, (C∞(g[1]),Q)
can be identified with the Chevalley–Eilenberg algebra
CE(g) := (
∧• g∗,dCE) of a Lie algebra (g, [−,−]) with [−,−]
the Lie bracket.
1 Note that by definition,Q-manifolds are locally split.
2 Here we mean that the coordinate ring is generated by degree
1 coordinates.
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Generalising the above, for a Q-manifold X concen-
trated in degrees 1, . . . ,n we declare the pair (C∞(X ),Q)
to be the Chevalley–Eilenberg algebra CE(L) of an n-
term L∞-algebra (L,µi ) overRwith µi , i = 1, . . . ,n, being
the higher brackets generalising the Lie bracket. Indeed,
such aQ-manifold is necessarily of the form L[1] for a Z-
graded vector space L=
⊕0
k=−n
Lk and, letting ξ
α be local
coordinates of degree |ξα| ∈ {1, . . . ,n} on L[1], the vector
fieldQ given in (4) generalises to
Q :=
n∑
i=1
(−1)
1
2 i (i+1)
i !
ξα1 · · ·ξαi fα1···αi
β ∂
∂ξβ
. (5)
The fα1···αi
β are constants again but not all of them are
non-zero due to the requirement ofQ being of degree 1.
The constants fα1···αi
β encode multilinear totally graded
antisymmetric maps µi : L× ·· · × L → L of degree 2− i .
Indeed, letting τα be a basis of L with |τα| = −|ξα| + 1 ∈
{−n, . . . ,0}, we may write
µi (τα1 , . . . ,ταi ) := fα1···αi
βτβ . (6)
The conditionQ2 = 0 amounts to the higher or homotopy
Jacobi identities∑
j+k=i
∑
σ∈Sh( j ;i )
χ(σ;ℓ1, . . . ,ℓi )(−1)
k
×
×µk+1(µ j (ℓσ(1), . . . ,ℓσ( j )),ℓσ( j+1), . . . ,ℓσ(i )) = 0
(7a)
for ℓ1, . . . ,ℓi ∈ L as a straightforward but lengthy calcula-
tion shows. Here, the sum over σ is taken over all ( j ; i )
shuffleswhich consist of permutations σ of {1, . . . , i } such
that the first j and the last i − j images of σ are ordered:
σ(1) < ·· · < σ( j ) and σ( j + 1) < ·· · < σ(i ). In addition,
χ(σ;ℓ1, . . . ,ℓi ) is the graded Koszul sign defined implicitly
by
ℓ1∧ . . .∧ℓi =χ(σ;ℓ1, . . . ,ℓi )ℓσ(1)∧ . . .∧ℓσ(i ) . (7b)
In particular, for i = 1 we find that µ1 is a differential, for
i = 2 we find that µ1 is a derivation with respect to µ2, for
i = 3we find a generalisation of the Jacobi identity for the
2-bracket µ2, and so on.
Upon recalling the fact that any Z-graded manifold
is a fibration over an ordinary manifold with the typical
fibre being a Z-graded vector space, we call (C∞(X ),Q)
for a Q-manifold X fibred over a point the Chevalley–
Eilenberg algebra CE(L) of an L∞-algebra (L,µi ) over R
for i ∈N and L=
⊕
k∈ZLk . This extension to a Z-grading
is needed when talking about the Batalin–Vilkovisky for-
malism later on.
To complete our brief exposition on L∞-algebras, we
wish to introduce two more ingredients: inner products
on L∞-algebras and morphisms between L∞-algebras.
We shall start with the former.
Inner product L∞-algebras, also known as cyclic L∞-
algebras are L∞-algebras that come equipped with a bi-
linear non-degenerate graded symmetric pairing 〈−,−〉 :
L×L→Rwhich is cyclic in the sense of
〈ℓ1,µi (ℓ2, . . . ,ℓi+1)〉 =
= (−1)
i+i (|ℓ1|+|ℓi+1|)+|ℓi+1|
∑i
j=1 |ℓ j |×
×〈ℓi+1,µi (ℓ1, . . . ,ℓi )〉
(8)
for all i ∈ N for homogeneous ℓ1, . . . ,ℓi+1 ∈ L with |ℓi |L
the L∞-degree of ℓi ∈ L. The inner product may carry a
degree itself. In the Q-manifold picture, the inner prod-
uct corresponds to a symplectic form, and the cyclicity
is encoded in the requirement of the vector fieldQ to be
symplectic with respect to the symplectic form.
Before moving on to morphisms, let us point out that
given a commutative differential graded algebra (A,d)
and an L∞-algebra (L,µi ) we can always form their ten-
sor product which again comeswith an L∞-structure. Ex-
plicitly, we have
Lˆ :=
⊕
k∈Z
(A⊗L)k with (A⊗L)k :=
⊕
i+ j=k
Ai ⊗L j (9a)
so that the homogeneous degree in Lˆ is given by |a⊗ℓ| :=
|a| + |ℓ| for homogeneous a ∈ A and ℓ ∈ L. The higher
products µˆi on Lˆ read as
µˆ1(a1⊗ℓ1) := da1⊗ℓ1+ (−1)
|a1|a1⊗µ1(ℓ1) ,
µˆi (a1⊗ℓ1, . . . ,ai ⊗ℓi ) :=
:= (−1)
i
∑i
j=1 |a j |+
∑i
j=2 |a j |
∑ j−1
k=1 |ℓk |×
× (a1 · · ·ai )⊗µi (ℓ1, . . . ,ℓi )
(9b)
for i ≥ 2 andhomogeneous a1, . . . ,ai ∈A and ℓ1, . . . ,ℓi ∈ L,
and these products extend to general elements by linear-
ity. If, in addition, bothA and L comewith inner products,
then Lˆ admits a natural inner product defined by
〈a1⊗ℓ1,a2⊗ℓ2〉 := (−1)
|a2||ℓ1|〈a1,a2〉〈ℓ1,ℓ2〉 (10)
for homogeneous a1,a2 ∈ A and ℓ1,ℓ2 ∈ L and again ex-
tended to general elements by linearity. Detailed proofs
on checking the higher Jacobi identities for the products
µˆi and the cyclicity of this inner product can be found
in [12].
The prime example of such a tensor product L∞-
algebra is the tensor product of the de Rham complex
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(Ω•(X ),d) on a d-dimensional manifold X for d ≥ 3
with a finite-dimensional L∞-algebra (L,µi ) with L =⊕0
k=−d+3Lk . In this case we shall write Ω
•(X ,L). If one
assumes that X is also compact, oriented, and without
boundary, then there is a natural inner product onΩ•(X )
given by 〈ω1,ω2〉 :=
∫
X ω1∧ω2. Provided L is cyclic then
Ω•(X ,L) comes with a natural inner product by means of
the above construction.We shall come back to this exam-
ple later on when discussing higher Chern–Simons the-
ory.
Morphisms between L∞-algebras, also known as L∞-
morphisms generalise the notion of Lie algebra mor-
phisms, and are most straightforwardly understood in
the Q-manifold picture. In particular, an L∞-morphism
is described by a degree 0 morphism ( f , f ♯) : (X ,Q) →
(X ′,Q ′) of Z-graded manifolds that preserves the homo-
logical vector fields in the sense thatQ◦ f ♯ = f ♯◦Q ′. In the
L∞-picture this corresponds to a collection ofmultilinear
totally graded antisymmetric maps φi : L×·· ·×L→ L′ of
degree 1− i for two L∞-algebras (L,µi ) and (L′,µ′i ) such
that∑
j+k=i
∑
σ∈Sh( j ;i )
(−1)kχ(σ;ℓ1, . . . ,ℓi )×
×φk+1(µ j (ℓσ(1), . . . ,ℓσ( j )),ℓσ( j+1), . . . ,ℓσ(i ))=
=
i∑
j=1
1
j !
∑
k1+···+k j=i
∑
σ∈Sh(k1,...,k j−1;i )
×
×χ(σ;ℓ1, . . . ,ℓi )ζ(σ;ℓ1, . . . ,ℓi )×
×µ′j
(
φk1
(
ℓσ(1), . . . ,ℓσ(k1)
)
, . . . ,
φk j
(
ℓσ(k1+···+k j−1+1), . . . ,ℓσ(i )
))
,
(11a)
where χ(σ;ℓ1, . . . ,ℓi ) is the aforementioned Koszul sign
and ζ(σ;ℓ1, . . . ,ℓi ) for a (k1, . . . ,k j−1; i )-shuffle σ is given
by
ζ(σ;ℓ1, . . . ,ℓi ) :=
:= (−1)
∑
1≤m<n≤ j kmkn+
∑ j−1
m=1 km( j−m)×
× (−1)
∑j
m=2(1−km )
∑k1+···+km−1
k=1 |ℓσ(k)| .
(11b)
Since µ1 is a differential, we can consider the coho-
mology ring of an L∞-algebra (L,µi ), denoted by H•µ1(L),
and whenever themap φ1 for an L∞-morphism (L,µi )→
(L′,µ′
i
) induces an isomorphism H•µ1(L)
∼= H•
µ′1
(L′), the
L∞-morphism is called an L∞-quasi-isomorphism. Im-
portantly, quasi-isomorphisms induce an equivalence re-
lation on the space of all L∞-algebras.
A differential graded Lie algebra, which is a Z-graded
vector space equipped with graded Lie bracket and a dif-
ferential that is a graded derivation with respect to the
Lie bracket, is, evidently, an example of an L∞-algebra.
Importantly, however, it can be shown [13] that any L∞-
algebra is L∞-quasi-isomorphic to a differential graded
Lie algebra. This is known as the strictification of an L∞-
algebra. Whilst this result is crucial for making general
statement about L∞-algebras, in practical applications
it often very difficult to construct the strictification L∞-
quasi-isomorphism explicitly.
Besides this strictification theorem, there is another
important theorem, known as the minimal model the-
orem [14, 15], which says that any L∞-algebra (L,µi ) is
quasi-isomorphic to an L∞-algebra (L
′,µ′
i
) with µ′1 =
0. An L∞-algebra with µ1 = 0 is known as a minimal
model. Essentially, L′ is, unique up to L∞-isomorphism,
the cohomology ring H•µ1(L) of (L,µi ) and the L∞-quasi-
isomorphismdeterminedby themapsφi : L′×·· ·×L′→ L
and products µ′
i
are constructed recursively as [15]
φ1(ℓ
′
1) := e(ℓ
′
1) ,
φ2(ℓ
′
1,ℓ
′
2) :=−h(µ2(φ1(ℓ
′
1),φ1(ℓ
′
2))) ,
...
φi (ℓ
′
1, . . . ,ℓ
′
i ) :=−
i∑
j=2
1
j !
∑
k1+···+k j=i
∑
σ∈Sh(k1,...,k j−1;i )
×
×χ(σ;ℓ′1, . . . ,ℓ
′
i )ζ(σ;ℓ
′
1, . . . ,ℓ
′
i )×
×h
{
µ j
(
φk1
(
ℓ′σ(1), . . . ,ℓ
′
σ(k1)
)
, . . . ,
φk j
(
ℓ′σ(k1+···+k j−1+1), . . . ,ℓ
′
σ(i )
))}
(12a)
and
µ′1(ℓ
′
1) := 0 ,
µ′2(ℓ
′
1,ℓ
′
2) := p(µ2(φ1(ℓ
′
1),φ1(ℓ
′
2))) ,
...
µ′i (ℓ
′
1, . . . ,ℓ
′
i ) :=
i∑
j=2
1
j !
∑
k1+···+k j=i
∑
σ∈Sh(k1,...,k j−1;i )
×
×χ(σ;ℓ′1, . . . ,ℓ
′
i )ζ(σ;ℓ
′
1, . . . ,ℓ
′
i )×
×p
{
µ j
(
φk1
(
ℓ′σ(1), . . . ,ℓ
′
σ(k1)
)
, . . . ,
φk j
(
ℓ′σ(k1+···+k j−1+1), . . . ,ℓ
′
σ(i )
))}
,
(12b)
where ℓ′1, . . . ,ℓ
′
i
∈ L′. Here, χ(σ;ℓ′1, . . . ,ℓ
′
i
) is the Koszul
sign and ζ(σ;ℓ′1, . . . ,ℓ
′
i
) the sign factor introduced above,
and h and e are maps appearing in
Lh
((
p
// //
H•µ1(L)_?
e
oo (12c)
4
P
ro
c
e
e
d
in
g
s
with p ◦e = 1 and h is a contracting homotopy. The latter
means that h is a collection of degree −1 morphisms hk :
Lk → Lk−1 that obey µ1 = µ1 ◦h ◦µ1. It then follows that
we can introduce the three projectors
P1 := e ◦p , P2 :=h ◦µ1 , P3 :=µ1 ◦h ,
Pi ◦P j = δi jPi , id=P1+P2+P3
(13)
implying the decomposition
L∼=H
•
µ1
(L)⊕ im(h ◦µ1)⊕ im(µ1 ◦h) . (14)
This is known as the abstract Hodge–Kodaira decomposi-
tion, see e.g. [15].
2 Quasi-groups
Having discussed L∞-algebras as higher generalisations
of Lie algebras, we now face the question about their fi-
nite counter parts. In particular, Lie algebras integrate to
Lie groups and, vice versa, Lie groups differentiate to Lie
algebras. It turns out that this question in the context
of L∞-algebras is rather involved. Eventually, the finite
counter part of an L∞-algebra is equivalent to a quasi-
group [16–18]. To define the latter, we shall need the ma-
chinery of simplicial geometry whichwe briefly recap for
the reader’s convenience. For more details, see e.g. [19]
or the text books [20–22].
2.1 Simplicial manifolds
Let us start by introducing the simplex category ∆. This
is the category which has totally ordered sets [p] :=
{0,1, . . . ,p} for p = 0,1,2, . . . as objects and order-preser-
ving maps [p]→ [p ′] as morphisms. The latter are gen-
erated by the coface maps φ
p
i
and codegeneracy maps δ
p
i
both of which are given by
φ
p
i
: [p−1] → [p]
0
1
...
...
i −1
i
... ...p−1
0
1
i −1
i
i +1
p
δ
p
i
: [p+1] → [p]
0
1
i
i +1
i +2
p+1
0
1
i
i +1
p
...
...
...
...
(15)
Indeed any order-preserving map φ : [p]→ [p ′] can be
decomposed as
φ=φim ◦ · · · ◦φi1 ◦δ j1 ◦ · · · ◦δ jn (16)
with p+m−n = p ′, 0≤ i1 < ·· · < im ≤ p
′, and 0≤ j1 < ·· · <
jn < p . In addition, if we let Top be the category of topo-
logical spaces, then the objects in the simplex category
∆ have a geometric realisation in terms of the standard
topological p-simplices,
|∆p | :=
{
(t0, . . . , tp ) ∈R
p+1
|
p∑
i=0
ti = 1 and ti ≥ 0
}
, (17)
by means of the functor ∆→ Top defined by [p] 7→ |∆p |
and(
[p]
φ
−→ [p ′]
)
7→
7→
(
|∆p | −→ |∆p
′
|
(t0, . . . , tp ) 7→
(∑
φ(i )=0 ti , . . . ,
∑
φ(i )=p′ ti
)) . (18)
Thus, the coface map φ
p
i
induces the injection |∆p | ,→
|∆p+1| given by (t0, . . . , tp ) 7→ (t0, . . . , ti−1,0, ti , . . . , tp ) and
sending |∆p | to the i -th face of |∆p+1|. Likewise, the code-
generacymap δ
p
i
induces the projection |∆p |→ |∆p−1| by
(tp , . . . , t0) 7→ (t0, . . . , ti + ti+1, . . . , tp ) sending |∆p | to |∆p−1|
by collapsing together the vertices i and i +1.
With this in mind, let Set be the category of sets. A
simplicial set X is simply a Set-valued presheaf on ∆,
that is, is a functor X : ∆op → Set where the superscript
‘op’ refers to the opposite category in which the objects
are the same but the morphisms reversed. We could re-
place Set by the category of groups Grp or the category
of (Frechét) manifoldsMfd to obtain simplicial groups or
simplicial manifolds, respectively. Explicitly, this defini-
tion means that X is a collection of sets Xp := X ([p])
called the simplicial p-simplices and maps f
p
i
:=X (φ
p
i
) :
Xp → Xp−1 called the face maps and d
p
i
:= X (δ
p
i
) :
Xp → Xp+1 called the degeneracy maps subject to the
simplicial identities
fi ◦ f j = f j−1 ◦ fi for i < j ,
di ◦d j = d j+1 ◦di for i ≤ j ,
fi ◦d j = d j−1 ◦ fi for i < j ,
fi ◦d j = d j ◦ fi−1 for i > j +1 ,
fi ◦di = id= fi+1 ◦di .
(19)
These identities straightforwardly follow from similar
identities for the coface and codegeneracy maps. In the
following, we shall depict simplicial sets by writing ar-
rows for the face maps, that is,{
· · ·
−→
−→
−→
−→
X2
−→
−→
−→X1
−→
−→X0
}
. (20)
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We define morphisms of simplicial sets, also called
simplicial maps, to be the natural transformation be-
tween the functors defining the simplicial sets as pre-
sheaves. Put differently, a simplicial map g : X → X ′
between two simplicial sets is a collection of maps gp :
Xp → X
′
p that commute with the face and degeneracy
maps on X and X ′. Simplicial sets together with sim-
plicial maps for the category of simplicial sets sSet. More
succinctly, sSet is the functor category Fun(∆op,Set).
The prime examples of a simplicial set is the stan-
dard simplicial p-simplex ∆p which is the simplicial
set hom∆(−, [p]) : ∆
op → Set. This simplicial set has a
unique non-degenerate simplicial p-simplex. By virtue
of the Yoneda lemma, any simplicial map ∆p → ∆p
′
cor-
responds bijectively to a morphism [p]→ [p ′] in the sim-
plex category ∆. Moreover, the Yoneda lemma also im-
plies the bijection
Xp
∼= homsSet(∆
p ,X ) (21)
that for any simplical set X .
Given any two simplicial sets X and X ′, we may
form their product X ×X ′ by defining it to be the sim-
plicial set with simplicial p-simplices (X ×X ′)p :=Xp×
X
′
p togetherwith the face anddegeneracymaps acting as
fX ×X
′
i
(xp ,x ′p) := (f
X
i
xp , fX
′
i
x ′p ) and d
X ×X ′
i
(xp ,x ′p ) :=
(dX
i
xp ,dX
′
i
x ′p) for all (xp ,x
′
p ) ∈ (X ×X
′)p . This makes
sSet into a (strict) monoidal category.
Furthermore, for any two simplicial sets X and X ′
we define the simplicial set hom(X ,X ′), called the in-
ternal hom, by letting homp (X ,X
′) := homsSet(∆
p ×
X ,X ′) be its simplicial p-simplices and its face and de-
generacy maps are given by
f
p
i
:
(
∆p ×X
f
−→ X
′
)
7→
7→
(
∆p−1×X
φ
p
i
×idX
−→ ∆p ×X
f
−→ X
′
)
,
d
p
i
:
(
∆p ×X
f
−→ X
′
)
7→
7→
(
∆p+1×X
δ
p
i
×idX
−→ ∆p ×X
f
−→ X
′
)
.
(22)
Evidently, the simplicial 0-simplices hom0(X ,X
′) are
the simplicial maps betweenX and X ′. By virtue of the
Yoneda lemma, it follows that
homsSet(∆
p
×X ,X ′)∼= homsSet(∆
p ,hom(X ,X ′)) , (23)
and this can be generalised further to
homsSet(X ×X
′,X ′′)∼= homsSet(X ,hom(X
′,X ′′)) (24)
for any three simplicial sets X , X ′, and X ′′.
We are now ready to introduce simplicial homotopies.
A simplicial homotopy between two simplicial maps g , g˜ :
X → X ′ for two simplicial sets X and X ′ is an ele-
ment h ∈ hom1(X ,X
′) = homsSet(∆
1×X ,X ′) that ren-
ders the diagram
∆0×X ∼=X
g
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
φ11×idX

∆1×X
h
// X
′
∆0×X ∼=X
g˜
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
φ10×idX
OO
(25)
commutative. Equivalently, using (24), a simplicial map
h ∈ homsSet(X ,hom(∆
1,X ′)), which is a collection of
maps hp = (h
p
i
) : Xp → homp (∆
1,X ′) with h
p
i
: Xp →
X
′
p+1 for i = 0, . . . ,p , is a simplicial homotopy between
the simplicial maps gp := f
p+1
0 ◦ h
p
0 : Xp → X
′
p and
g˜p := f
p+1
p+1 ◦ h
p
p : Xp → X
′
p . In this spirit, higher sim-
plicial homotopies will be elements of homk (X ,X
′) ∼=
homsSet(X ,hom(∆
k ,X ′)) for k ≥ 2.3
In (21) we have seen how the simplicial simplices of
a simplicial set X can be understood in terms of sim-
plicial maps from the standard simplicial simplex ∆p
to X . For each i , we may define the (p, i )-horn Λ
p
i
of ∆p to be the simplicial subset of ∆p that is gener-
ated by the union of all faces of ∆p except for the i -
th one, and, more generally, the (p, i )-horns of a sim-
plicial set X are the elements of homsSet(Λ
p
i
,X ). Evi-
dently, since all the hornsΛ
p
i
of∆p arise by removing the
unique non-degenerate simplicial p-simplex from ∆p
and the i -th non-degenerate simplicial (p − 1)-simplex,
they can be completed again to simplicial simplices.
However, the horns homsSet(Λ
p
i
,X ) of a general simpli-
cial set X may not always be completed to simplicial
simplices homsSet(∆
p ,X ). Whenever this can be done,
that is, whenever there is a simplicial map δ˜ : ∆p → X
3 Since hom(∆0,X ) ∼=X , simplicial maps, simplicial homo-
topies, and all the higher simplicial homotopies are given by
homsSet(X ,hom(∆k ,X ′)) for k ≥ 0.
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for any horn λ :Λ
p
i
→X such that
Λ
p
i
λ
//
 _

X
∆p
δ˜
>>
⑦
⑦
⑦
⑦
⑦
⑦
⑦
⑦
(26)
is commutative, we call X a Kan simplicial set. Put dif-
ferently, the natural restrictionmappings
homsSet(∆
p ,X )→ homsSet(Λ
p
i
,X ) (27)
are surjective for all p ≥ 1 and 0 ≤ i ≤ p . For Kan sim-
plicial manifolds, we replace the category of sets by the
category of (Fréchet) manifolds, and we also require the
above restrictions to be submersions. Notice that when-
everX ′ is Kan, so is the internal hom hom(X ,X ′).
An important example of a Kan simplicial manifold
is the nerve of the Cˇech groupoid: let φ : Y → X be
a surjective submersion between two manifolds Y and
X and denote the fibre product of Y with itself over X
by Y ×X Y := {(y1, y2) ∈ Y × Y |φ(y1) = φ(y2)}. The Cˇech
groupoid Cˇ (Y → X ) of f is the groupoid Y ×X Y −→−→ Y
with pairs (y1, y2) for y1, y2 ∈ Y satisfying φ(y1) = φ(y2)
as its morphisms. It has the source, target, composition,
and identity maps given by s(y1, y2) := y2, t(y1, y2) := y1,
idy := (y, y), and (y1, y2) ◦ (y2, y3) := (y1, y3). The nerve of
the Cˇech groupoid, also known as the Cˇech nerve, is the
simplicial set
N (Cˇ (Y → X )) :=
:=
{
· · ·
−→
−→
−→
−→
Y ×X Y ×X Y
−→
−→
−→ Y ×X Y
−→
−→ Y
} (28a)
with face and degeneracy maps defined as
f
p
i
(y0, . . . , yp ) := (y0, . . . , yi−1, yi+1, . . . , yp ) ,
d
p
i
(y0, . . . , yp ) := (y0, . . . , yi−1, yi , yi , . . . , yp ) .
(28b)
It can be shown that this is a Kan simplicial manifold.
2.2 Quasi-groups and L∞-algebras
Importantly, whilst in general simplicial homotopy does
not induce an equivalence relation on homsSet(X ,X
′) it
always does when X ′ is a Kan simplicial set. Amongst
other things, this fact will be essential below when intro-
ducing higher principal bundles.
Kan simplicial sets are also known as quasi-groupoids
and Kan simplicial manifolds as Lie quasi-groupoids,
respectively. Furthermore, if there is only one single
simplicial 0-simplex, a Kan simplicial set (manifold) is
called a reduced (Lie) quasi-groupoid. We shall follow the
delooping hypothesis and identify reduced (Lie) quasi-
groupoids with (Lie) quasi-groups. Importantly, the cat-
egories of (Lie) quasi-groups and simplicial (Lie) groups
are equivalent due to a classical result of Quillen’s [23]. In
addition, whenever all the (p, i )-horns for a (Lie) quasi-
group can be filled uniquely for all p > n, we shall speak
of a (Lie) n-quasi-group.
In Section 1.1, we have introduced the notion of a
Z-graded manifold. Using the forgetful functor, we may
map Z-graded manifolds to Z2-graded manifolds which
are also known as supermanifolds. We let SMfd be the cat-
egory of (Frechét) supermanifolds. Moreover, denote by
SurSub the category of surjective submersions Y → X be-
tween supermanifolds Y and X as its objects and maps
as its morphisms such that
Y1 //

Y2

X1 // X2
(29)
are commutative for surjective submersions Y1,2 → X1,2.
As before, we set sSMfd := Fun(∆op,SMfd) and call it the
category of simplicial supermanifolds.
Since the nerveN of the Cˇech groupoid of an object in
SurSub is an object in sSMfd, any object X ∈ sSMfd can
beused to define aSet-valuedpresheafhomsSMfd(N (−),X ) :
SurSubop → Set on SurSub. We are now interested in the
linearisations of this presheaf, which we shall call the k-
jets of X in spirit of an analogous construction in or-
dinary differential geometry. Specifically, let us consider
the subcategory SurSubk of SurSub defined to be the cat-
egory whose objects are surjective submersions of the
form X ×R0|k → X . We have the identification
homSurSubk (X1×R
0|k
→ X1,X2×R
0|k
→ X2)∼=
∼= homsSMfd(X1,X2)×homSMfd(X1×R
0|k ,R0|k ) .
(30)
Evidently, this implies that a presheaf on SurSubk is
equivalent to a presheaf on SMfd together with an action
of hom(R0|k ,R0|k ). We shall denote this by SMfdk . For in-
stance, SMfd1 is the category ofQ-supermanifolds since
the action of hom(R0|1,R0|1) corresponds to the action of
the vector fieldQ. Following Ševera [16], for any presheaf
on SurSub, we may consider its restriction to SurSubk to
obtain a presheaf on SMfdk the latter of whichwe call the
k-jet of the presheaf on SurSub. In addition, the k-jet of
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a simplicial supermanifoldX is the k-jet of the presheaf
homsSMfd(N (−),X ).
It turns out that the 1-jet of a Lie quasi-group is an
L∞-algebra [16]; see also [24] for a constructive proof. In
particular, letting
G :=
{
· · ·
−→
−→
−→
−→
G2
−→
−→
−→G1
−→
−→∗
}
(31)
be a Lie quasi-group with face maps f
p
i
and degeneracy
maps d
p
i
, the 1-jet of G is parametrised as [24]
L[1]=
⊕
k≤0
Lk [1] with Lk [1] :=
−k⋂
i=0
ker
(
f1−ki ∗
)
[1−k] , (32)
where f
p
i ∗
denotes the linearisation of f
p
i
. Furthermore,
µ1|Lk [1] = f
1−k
1−k∗ and the µi for i > 1 are given in terms of
j -th order derivatives of the face maps with j ≤ i .4
The converse is also true though this is a much more
involvedproblemdue to topological questions: everyL∞-
algebra integrates to a Lie quasi-group. See [17,18] for de-
tails.
3 Higher principal bundles
Let us now discuss how principal bundles with quasi-
groups as their structure groups are formulated. The fol-
lowing constructions have a long history, and we refer to
e.g. [25–38,24] for details.
3.1 Principal G -bundles
LetG be a Lie group and consider its deloopingBGwhich
is the Lie groupoidG −→−→∗ for which the source and target
maps are trivial, id∗ = 1G, and the composition is group
multiplication in G. Consider its nerve
N (BG) :=
{
· · ·
−→
−→
−→
−→
G×G×G
−→
−→
−→G×G
−→
−→G
}
(33)
with the obvious face and degeneracy maps.
Furthermore, recall the Cˇech nerve (28) for a surjec-
tive submersion
⋃˙
a∈AUa → X given by an open cover
{Ua}a∈A of X . With these ingredients, a principal G-
bundle is a simplicial map g : N (Cˇ (
⋃˙
a∈AUa → X )) →
N (BG). Indeed, g is a collection of maps
4 Note that µ1|L0[1] = f
1
1∗ = 0 as G has only one simplicial 0-
simplex.
gp : Np (Cˇ (
⋃˙
a∈AUa → X ))→ Np (BG) explicitly given by
ga (x) := g
0(x,a)=∗ ,
gab (x) := g
1(x,a,b)∈G ,
gabc (x) := g
2(x,a,b,c)=
(
g 1abc (x),g
2
abc(x)
)
∈G×G .
(34)
Being simplicial, the gp commute with the face and de-
generacy maps so that
g 1abc (x)= gab (x) ,
g 1abc (x)g
2
abc(x)= gac (x) ,
g 2abc (x)= gbc (x) ,
(35)
that is, we obtain the standard cocycle conditions in
terms of the transition functions gab :Ua ∩Ub →G.
Moreover, it is an easy exercise to check that a sim-
plicial homotopy h : ∆1 ×N (Cˇ (
⋃˙
a∈AUa → X ))→ N (BG)
between two principal G-bundles g , g˜ : N (Cˇ (
⋃˙
a∈AUa →
X ))→N (BG) amounts to a collection of maps ha :Ua →
Gwith
gab(x)hb(x)=ha(x)g˜ab(x) , (36)
that is, the standard coboundary conditions.
Generally, for any Lie quasi-group G , we define a
principal G -bundle over a manifold X subordinate to
an open cover
⋃˙
a∈AUa → X to be a simplicial map g :
N (Cˇ (
⋃˙
a∈AUa → X ))→ G [34, 35]. Two such bundles are
said to be equivalent, whenever there is a simplicial ho-
motopy between the defining simplicial maps. It should
be emphasised that this notion of equivalence is well-
defined since G is Kan.
3.2 Higher non-Abelian Deligne cohomology
Besides principal bundles, we shall also need connective
structures to discuss gauge theory. Recall that a connec-
tion or connective structure on a principal G-bundle on
a manifold X subordinate to an open cover
⋃˙
a∈AUa →
X is a collection of g-valued differential 1-forms {Aa ∈
Ω1(Ua ,g)}, with g being the Lie algebra of G, which obey
Ab(x)= g
−1
ab (x)Aa(x)gab(x)+ g
−1
ab (x)dgab(x) (37)
on non-empty intersections Ua ∩Ub = ;. Here, the gab
are the transition functions of the principal G-bundle.
In addition, the coboundary transformations (36) yield
the transformations
A˜a (x)=h
−1
a (x)Aa(x)ha(x)+h
−1
a (x)dha(x) . (38)
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This allows use to introduce the Deligne cocycle {Aa ,gab }
which defines a principalG-bundle with connection, and
two such cocycles are called equivalent if there is a
coboundary transformation of the form (36) and (38).
It is clear now how this generalises to higher princi-
pal bundles. Concretely, letG be a Lie n-quasi-group and
(L,µi ) with L=
⊕0
k=−n+1Lk be the associated n-term L∞-
algebra obtained by computing the 1-jet ofG (see Section
2.2). As before, let X be a manifold with an open cover⋃˙
a∈AUa → X . The transition functions
ga0···ak :Ua0 ∩ . . .∩Uak →Gk , (39a)
for k = 1, . . . ,n, which are encoded in a simplicial map
g : N (Cˇ (
⋃˙
a∈AUa → X )) → G defining a principal G -
bundle, are supplemented, when n ≥ 2, by differential-
form-valued transition functions
λa0···ak ∈
⊕
i+ j=1−k
Ωi (Ua0 ∩ . . .∩Uak )⊗L j , (39b)
for k = 1, . . . ,n−1. A connective structure on the principal
G -bundle is given by a set of local L∞-valued differential
forms
Aa ∈
⊕
i+ j=1
Ωi (Ua)⊗L j , (40)
and (40) together with (39) forms what is known as a
higher Deligne cocycle. Rather than listing the somewhat
involved cocycle conditions and coboundary conditions
for such a cocyle in full generality, let us instead exem-
plify our discussion with the example of a strict Lie 2-
quasi-group [25–33]. See [34–38, 24] for details for the
general case.
A strict Lie 2-quasi-group can equivalently be de-
scribed by a Lie crossed module and the corresponding
strict 2-term L∞-algebra by a differential crossedmodule.
Specifically, a Lie crossed module is a pair of Lie groups
(G,H) together with an automorphism action ⊲ of G on
H and a group homomorphism t : H→ G such that the
homomorphism t is equivariant with respect to conjuga-
tion, t(g ⊲h)= g t(h)g−1, and the Peiffer identity, t(h1)⊲
h2 = h1h2h
−1
1 , holds for all g ∈ G and h,h1,h2 ∈ H. Fur-
thermore, a differential crossed module is the 1-jet of a
Lie crossed module (see Section 2.2), and is given by a
pair of Lie algebras (g,h) with g := Lie(G) and h := Lie(H)
with t∗ : h → g such that t∗(V ⊲∗ U ) = [V ,t∗(U )] and
t∗(U1) ⊲∗ U2 = [U1,U2] for all V ∈ g and U ,U1,U2 ∈ h
where t∗ and⊲∗ are the linearisations of t and⊲, respec-
tively.5
5 Differential crossed modules and 2-term L∞-algebras (L,µi )
with L = L−1 ⊕L0 and µ3 = 0 are actually the same thing.
A Deligne cocycle in the crossed module language is
then given by
{gab ,habc ,λab ,Aa ,Bb} (41)
with gab :Ua ∩Ub → G, habc :Ua ∩Ub ∩Uc → H, λab ∈
Ω1(Ua∩Ub ,h), Aa ∈Ω
1(Ua ,g), andBa ∈Ω2(Ua ,h) subject
to the cocycle conditions
t(habc )gabgbc = gac ,
hacdhabc = habd (gab ⊲hbcd ) ,
λac =λbc + g
−1
bc ⊲λab − g
−1
ac ⊲ (habc∇ah
−1
abc ) ,
Ab = g
−1
ab Aagab + g
−1
abdgab − t∗(λab) ,
Bb = g
−1
ab ⊲Ba −∇bλab −
1
2 [λab ,λab ]
(42)
on appropriate non-empty overlaps and ∇a := d+ Aa ⊲∗.
Furthermore, two such cocycles {gab ,habc ,λab ,Aa ,Bb }
and {g˜ab , h˜abc , λ˜ab , A˜a , B˜b} whenever there is a cobound-
ary transformation, mediated by
{ga ,hab ,λa } (43)
with ga :Ua → G, hab :Ua ∩Ub → H, and λa ∈Ω
1(Ua ,h),
and explicitly given by
t(hab)gabgb = ga g˜ab
hachabc = (ga ⊲ h˜abc )hab(gab ⊲ hbc) ,
λa = λ˜ab +λb + g
−1
b ⊲λab − g
−1
a ⊲ (hab∇ah
−1
ab ) ,
A˜a = g
−1
a Aaga + g
−1
a dga − t∗(λa) ,
B˜a = g
−1
a ⊲ Ba −∇˜aΛa −
1
2 [Λa ,Λa ] .
Indeed, given such an L∞-algebra, the corresponding differ-
ential crossed module is g := L0 and h := L−1, t∗ := µ1,
V ⊲ U := µ2(U ,V ), [U1,U2] := µ2(µ1(U1),U2), and
[V1,V2] := µ2(V1,V2) forU ,U1,U2 ∈ h and V ,V1,V2 ∈ g.
The antisymmetry and the Jacobi identities for the Lie brackets
[−,−] as well as the equivariance condition t∗(V ⊲∗ U ) =
[V ,t∗(U )] follow from the higher Jacobi identities for µ1 and
µ2, and the Peiffer condition t∗(U1)⊲∗ U2 = [U1,U2] is ev-
idently satisfied. Obviously, the converse is also true, i.e. we
can use the same identifications to construct a 2-term L∞-
algebra (L,µi ) with L= L−1⊕L0 and µ3 = 0 from a differential
crossed module, and the graded antisymmetry as well as the
higher Jacobi identities for µ1 and µ2 follow from the Jacobi
identities for the Lie brackets together with the equivariance
and Peiffer conditions.
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(44)
It is rather straighforward to see that with the help of
these coboundary transformations, we can always set
haaa = 1H, which, in turn, yields gaa = 1G and haab =
habb = 1H. Residual coboundary transformations are
then those with haa =1H.
4 Homotopy Maurer–Cartan theory
4.1 Homotopy Maurer–Cartan equation and action
Let (L,µi ) be an L∞-algebra. An element a ∈ L1 is called a
gauge potential. We define its curvature f ∈ L2 by
f :=
∑
i≥1
1
i !
µi (a, . . . ,a) . (45)
As is easily seen, due to the higher Jacobi identities (7),
the curvature satisfies the Bianchi identity∑
i≥0
1
i !
µi+1(a, . . . ,a, f )= 0 . (46)
Furthermore, gauge transformations are mediated by
elements c0 ∈ L0 and are given by
δc0a :=
∑
i≥0
1
i !
µi+1(a, . . . ,a,c0) . (47)
Consequently,
δc0 f =
∑
i≥0
1
i !
µi+2(a, . . . ,a, f ,c0) . (48)
Again using the higher Jacobi identities (7), one can
check that
[δc0 ,δc ′0 ]a = δc
′′
0
a+
∑
i≥0
1
i !
µi+3(a, . . . ,a, f ,c0,c
′
0) (49a)
with
c ′′0 :=
∑
i≥0
1
i !
µi+2(a, . . . ,a,c0,c
′
0) . (49b)
Hence, if
f = 0 (50)
gauge transformations do close.6 This equation is called
the homotopy Maurer–Cartan equation, and solutions
6 Note that for 1-term L∞-algebras they always close since
there are no µi with i ≥ 3.
a ∈ L1 satisfying this equation are known as Maurer–
Cartan elements.
The gauge parameters c0 ∈ L0 enjoy, in general, a
gauge freedommediated by next-to-lowest gauge param-
eters c−1 ∈ L−1. Likewise, the next-to-lowest gauge pa-
rameters c−1 ∈ L−1 enjoy, in general, a gauge freedomme-
diated by next-to-next-to-lowest gauge parameters c−2 ∈
L−2, and so on. These are the higher gauge transforma-
tions which are given by
δc−k−1c−k :=
∑
i≥0
1
i !
µi+1(a, . . . ,a,c−k−1) , (51)
with c−k ∈ L−k . As onemay check, if f = 0, also the higher
gauge transformations close.
Provided (L,µi ,〈−,−〉) is a cyclic L∞-algebra with an
inner product 〈−,−〉 of degree−3, the homotopyMaurer–
Cartan equation is variational. Indeed, f = 0 follows from
varying the gauge invariant action functional
SMC :=
∑
i≥1
1
(i +1)!
〈a,µi (a, . . . ,a)〉 . (52)
4.2 L∞-morphisms revisited
Let us now consider how Maurer–Cartan elements be-
have under L∞-morphisms. To this end, let (L,µi ) and
(L′,µ′
i
) be two L∞-algebras relatedby anL∞-morphism (11).
Under such a morphism, the gauge potential transforms
according to
L1 ∋ a 7→ a
′ :=
∑
i≥1
1
i !
φi (a, . . . ,a) ∈ L
′
1 . (53)
Correspondingly, the curvatures (45) are related as
L2 ∋ f 7→ f
′
=
∑
i≥0
1
i !
φi+1(a, . . . ,a, f ) ∈ L
′
2 . (54)
Consequently, Maurer–Cartan elements are mapped to
Maurer–Cartan elements under L∞-morphisms.
In addition, a gauge transformation a 7→ a+δc0a with
gauge parameter c0 of a Maurer–Cartan element a ∈ L1
is transformed under an L∞-morphism to a′ 7→ a′+δc ′0a
′
with a′ given by (53) and
L0 ∋ c0 7→ c
′
0 :=
∑
i≥0
1
i !
φi+1(a, . . . ,a,c0) ∈ L
′
0 . (55)
Hence, gauge equivalence classes of Maurer–Cartan el-
ements are mapped to gauge equivalence classes of
Maurer–Cartan elements.
The above can be extended so that for an L∞-quasi-
isomorphismbetween two L∞-algebras (L,µi ) and (L′,µ′i ),
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the moduli space of Maurer–Cartan elements for (L,µi )
(i.e. the space of solutions to the Maurer–Cartan equa-
tionmodulo gauge transformations) is isomorphic to the
moduli space of Maurer–Cartan elements for (L′,µ′
i
).
4.3 Higher Chern–Simons theory
Recall from Section 1.2 the tensor product L∞-algebra
Ω•(X ,L) between the de Rham complex (Ω•(X ),d,
∫
) on
a d-dimensional compact oriented manifold X without
boundary for d ≥ 3 with a finite-dimensional cyclic L∞-
algebra (L,µi ,〈−,−〉) with L=
⊕0
k=−d+3Lk .
When d = 3, L= L0 and a gauge potential a ∈Ω
•
1(X ,L)
is given by A ∈Ω1(X ,L0). Correspondingly, the curvature
f ∈Ω•2(X ,L) is given as F := dA+
1
2 [A,A] ∈Ω
2(X ,L0). Like-
wise, a gauge parameter c0 ∈ Ω•0(X ,L) is given by an el-
ement c ∈ C∞(X ,L0) and, consequently, gauge transfor-
mations δc0a and δc0 f read as δcA = dc+[A,c] and δcF =
−[c ,F ], respectively. TheMaurer–Cartan action (52) then
becomes
SMC =
∫
X
{
1
2 〈A,dA〉+
1
3! 〈A, [A,A]〉
}
, (56)
that is, we obtain ordinary Chern–Simons theory.
When d = 4, we have L = L−1⊕L0 and a gauge poten-
tial a ∈Ω•1(X ,L) is given by A+B ∈Ω
1(X ,L0)⊕Ω2(X ,L−1)
and the curvature f ∈ Ω•2(X ,L) is given by an element
F +H ∈Ω2(X ,L0)⊕Ω3(X ,L−1) with
F :=dA+ 12µ2(A,A)+µ1(B) ,
H :=dB +µ2(A,B)−
1
3!µ3(A,A,A) .
(57)
Furthermore, a gauge parameter c0 ∈Ω•0(X ,L) is given by
an element c +λ ∈ C∞(X ,L0)⊕Ω1(X ,L−1) and so, gauge
transformations δc0a and δc0 f read as
δc,λA =dc +µ2(A,c)+µ1(λ) ,
δc,λB =−µ2(c ,B)+dλ+µ2(A,λ)+
1
2µ3(c ,A,A) ,
δc,λF =−µ2(c ,F ) ,
δc,λH =−µ2(c ,H)+µ2(F,λ)−µ3(F,A,c) .
(58)
Finally, the Maurer–Cartan action (52) reads in this case
as
SMC =
∫
X
{
〈B,dA+ 12µ2(A,A)+
1
2µ1(B)〉+
+ 14! 〈µ3(A,A,A),A〉
}
.
(59)
This is an instance of higher Chern–Simons theory. It is
clear how this generalises to any dimension d > 4. Note
that this can also be generalised to Calabi–Yau manifolds
to define higher holomorphic Chern–Simons theory [39]:
instead of using the de Rham complex one works with
the Dolbeault complex and to define an action one uses
the holomorphic measure. We shall come back to this in
Section 5.5.
4.4 Batalin–Vilkovisky formalism
Let us now discuss the Batalin–Vilkovisky formalism [40–
44] adapted to the context ofL∞-algebras and theMaurer–
Cartan action (52).
To this end, let (L,µi ,〈−,−〉) be an L∞-algebra. In Sec-
tion 1.2, we introduced the coordinate functions ξα with
|ξα| ∈ Z on L[1] and the basis vectors τα with |τα| =
−|ξα| + 1 on L. It is convenient to define the contracted
coordinate functions ξ := ξατα with total degree |ξ| = 1.
Effectively, we are considering L′ :=C∞(L[1])⊗L, and this
Z-graded vector space can be given an L∞-structure by
µ′1(ζ⊗ℓ) := (−1)
|ζ|ζ⊗µ1(ℓ) ,
µ′i (ζ1⊗ℓ1, . . . ,ζi ⊗ℓi ) := (−1)
i
∑i
j=1 |ζi |+
∑i
j=2 |ζ j |
∑ j−1
k=1 |ℓk |×
× (ζ1 · · ·ζi )⊗µi (ℓ1, . . . ,ℓi ) ,
(60)
andwe shall refer to |ζ| ∈Z as the ghost degree [12]. In this
formulation, the action of the homological vector field (5)
is simply
Qξ=−
∑
i≥1
1
i !
µ′i (ξ, . . . ,ξ) . (61)
Then,
Q2ξ=−
∑
i≥0, j≥1
(−1)i
i ! j !
µi+1(µ
′
j (ξ, . . . ,ξ),ξ, . . . ,ξ) = 0 (62)
by virtue of the Bianchi identity (46). If, in addition, 〈−,−〉
is an inner product on L of degree k, thenwe canmake L′
cyclic by setting
〈ζ1⊗ℓ1,ζ2⊗ℓ2〉
′ := (−1)k(|ζ1|+|ζ2|)+|ℓ1||ζ2|(ζ1ζ2)〈ℓ1,ℓ2〉 .
(63)
To BRST quantise the Maurer–Cartan action (52), it
is evident that we need to introduce ghosts due to the
gauge invariance of the action. Moreover, due to the
higher gauge redundancy, we also need to introduce
higher ghosts i.e. ghosts-for-ghost, ghosts-for-ghost-for-
ghosts, etc. In particular, we need
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a c0 c−1 · · · c−k · · ·
L∞-degree 1 0 −1 . . . −k · · ·
ghost degree 0 1 2 · · · k+1 · · ·
field type b f b · · · f/b · · ·
where ‘f’ stands for fermion and ‘b’ for boson, respectively.
Thus, the BRST field space is
FBRST := Lred[1] with Lred :=
⊕
k≤1
Lk . (64)
Inspired by our above discussion, we set
L′red :=C
∞(Lred[1])⊗Lred (65)
and use
ared := a+
∑
k≥0
c−k (66)
so that
QBRSTared =−
∑
i≥1
1
i !
µ′i (ared, . . . ,ared)=−fred . (67)
As we essentially truncated an L∞-algebra, L′red is, in gen-
eral, not an L∞-algebra and thus, we do not expect to get
Q2BRST = 0. Indeed, it is a straightforward but lengthy ex-
ercise to show that generically we have
Q2BRST = 0 mod f = 0 , (68)
where f is the curvature of a. This is due to the fact that
gauge transformations close generically only on-shell,
see Section 4.1 which is known as open symmetries in the
physics literature.
It is nowobvious as how to cure this problem.We sim-
ply consider the whole of L thus effectively doubling the
field content. Hence, in addition to the above fields, we
also have
· · · c+
−k
· · · c+
−1 c
+
0 a
+
L∞-degree · · · 3+k · · · 4 3 2
ghost degree · · · −k−2 · · · −3 −2 −1
field type · · · f/b · · · f b f
and which are known as anti-fields. This is known as the
Batalin–Vilkovisky formalism. In particular, the Batalin–
Vilkovisky field space is
FBV := L[1]∼=T
∗[−1]FBRST . (69)
Therefore,
L′ :=C∞(L[1])⊗L (70)
so that
a := a+a++
∑
k≥0
(c−k +c
+
k ) (71)
and
QBVa=−
∑
i≥1
1
i !
µ′i (a, . . . ,a)=−f =⇒ Q
2
BV = 0 . (72)
Furthermore,FBV comes with a natural symplectic struc-
ture of degree −1 given by
ωBV :=−
1
2〈da,da〉
′ (73)
with 〈−,−〉′ given in (63). In addition, letting {−,−}BV be
the Poisson bracket induced by ωBV and defining the
Maurer–Cartan–Batalin–Vilkovisky action [12]
SBV :=
∑
i≥1
1
(i +1)!
〈a,µ′i (a, . . . ,a)〉
′ (74)
then
QBV = {SBV,−}BV (75)
with the nil-potencyQ2BV = 0 being equivalent to the clas-
sical master equation
{SBV,SBV}BV = 0 . (76)
Notice that {SBV,SBV}BV = −〈f, f〉′ with the right-hand-
side being identically zero for any L∞-algebra [12].
4.5 Yang–Mills theory
It is evident fromour above considerations that any varia-
tional theory comeswith anunderlyingL∞-structure [12]
that is encoded in the homological vector fieldQBV. Fur-
thermore, the action for such theory can be recast as a
Maurer–Cartan–Batalin–Vilkovisky action (74).
As a concrete example, let us consider Yang–Mills the-
ory on a 4-dimensional compact Riemannian manifold
X without boundary and with gauge Lie algebra g. We
introduce the second-order Yang–Mills complex by set-
ting [45–48]
Ω0(X ,g)︸ ︷︷ ︸
=:L0
µ1 :=d
−−−−−→ Ω1(X ,g)︸ ︷︷ ︸
=:L1
µ1 :=d⋆d
−−−−−−−→ Ω3(X ,g)︸ ︷︷ ︸
=:L2
µ1 :=d
−−−−−→ Ω4(X ,g)︸ ︷︷ ︸
=:L3
,
(77a)
where ⋆ is the Hodge operator on X . This complex can
be given an L∞-structure by defining the non-vanishing
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products by [45–48]
µ1(c1) :=dc1 ,
µ1(A1) :=d⋆dA1 ,
µ1(A
+
1 ) :=dA
+
1 ,
µ2(c1,c2) := [c1,c2] ,
µ2(c1,A1) := [c1,A1] ,
µ2(c1,A
+
2 ) := [c1,A
+
2 ] ,
µ2(c1,c
+
2 ) := [c1,c
+
2 ] ,
µ2(A1,A
+
2 ) := [A1,A
+
2 ] ,
µ2(A1,A2) :=d⋆[A1,A2]+ [A1,⋆dA2]+ [A2,⋆dA1] ,
µ3(A1,A2,A3) := [A1,⋆[A2,A3]]+
+ [A2,⋆[A3,A1]]+ [A3,⋆[A1,A2]]
(77b)
for c1,2 ∈ L0, A1,2,3 ∈ L1, A
+
2 ∈ L2, and c
+
2 ∈ L3, respectively.
This L∞-algebra can be made cyclic by
〈α1⊗ t1,α2⊗ t2〉 :=
∫
X
α1∧α2 〈t1, t2〉 , (78)
where 〈−,−〉 on the right-hand-side is a metric on g.
With these ingredients, it is a straightforward exercise
to verify that the Maurer–Cartan–Batalin–Vilkovisky ac-
tion (74) for the L∞-algebra (70) with L as given above
yields
SBV =
∫
X
{
1
2 〈F,⋆F 〉−〈A
+,∇c〉+ 12〈c
+, [c ,c]〉
}
(79)
with F := dA+ 12 [A,A] and ∇ := d+ [A,−]. This is simply
the Batalin–Vilkovisky action for Yang–Mills theory [41].
The action ofQBV is then given by
QBVc =−
1
2 [c ,c] ,
QBVA =∇c ,
QBVA
+
=−∇⋆F − [c ,A+] ,
QBVc
+
=∇A+− [c ,c+]
(80)
as one can check using (75).
Yang–Mills theory in four dimensions admits an alter-
native formulation that onlymakes use of first-order and
has only cubic interactions [49] which again can be for-
mulated in L∞-language [50, 12]. In particular, consider
the decomposition of differential 2-forms
Ω2(X ,g)∼=Ω2+(X ,g)⊕Ω
2
−(X ,g) (81)
into self-dual and anti-self-dual parts, respectively. We
define the first-order Yang–Mills complex [51]
Ω0(X ,g)︸ ︷︷ ︸
=:L0
µ1 :=d
−−−−−→ Ω2+(X ,g)⊕Ω
1(X ,g)︸ ︷︷ ︸
=:L1
µ1 :=(ε+d)+P+d
−−−−−−−−−−−−→ Ω2+(X ,g)⊕Ω
3(X ,g)︸ ︷︷ ︸
=:L2
µ1 :=0+d
−−−−−−−→ Ω4(X ,g)︸ ︷︷ ︸
=:L3
,
(82a)
where P+ is the projector onto the self-dual 2-forms and
ε ∈ R+. It can be augmented to a cyclic L∞-algebra by
setting [50,12]
µ1(c1) :=dc1 ,
µ1(B+1+ A1) := (εB+1+P+dA1)+dB+1 ,
µ1(A
+
1 ) :=dA
+
1 ,
µ2(c1,c2) := [c1,c2] ,
µ2(c1,B+1+ A1) := [c1,B+1]+ [c ,A1] ,
µ2(c1,B
+
+1+ A
+
1 ) := [c1,B
+
+1]+ [c ,A
+
1 ] ,
µ2(c1,c
+
2 ) := [c1,c
+
2 ] ,
µ2(B+1+ A1,B+2+ A2) :=P+[A1,A2]+
+ [A1,B+2]+ [A2,B+1] ,
µ2(B+1+ A1,B
+
+2+ A
+
2 ) := [A1,A
+
2 ]+ [B1,B
+
+2] ,
(82b)
where ci ∈ L0, (B+i + Ai ) ∈ L1, (B++i + A
+
i
) ∈ L2, and c+i ∈ L3
for i = 1,2 together with the inner product (78).
TheMaurer–Cartan–Batalin–Vilkovisky action (74) for
the L∞-algebra (70) with this L then reads as
SBV =
∫
X
{
〈F,B+〉+
ε
2 〈B+,B+〉−
−〈A+,∇c〉−〈B++ , [B+,c]〉+
1
2 〈c
+, [c ,c]〉
} (83)
and the action ofQBV is given by
QBVc =−
1
2 [c ,c] ,
QBV(B++ A)=−[c ,B+]+∇c ,
QBV(B
+
+ + A
+)=−(F++εB++ [c ,B
+
+ ])− (∇B++ [c ,A
+]) ,
QBVc
+
=∇A++ [B+,B
+
+ ]− [c ,c
+] .
(84)
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Upon integrating out the fields B+ and B++ , the first-
order Yang–Mills action (83) is the same as the second-
order Yang–Mills action (79) plus a topological term∫
X 〈F,F 〉 [52, 12]. Importantly, the L∞-algebras for the
first-order and second-order formulations are, in fact,
L∞-quasi-isomorphic [50,12].
4.6 Interpretation of the Batalin–Vilkovisky
L∞-algebra
Upon inspecting the second-order Yang–Mills complex
(77a), we realise that L0 encodes the gauge parameters, L1
the fundamental fields, and L2 the equations of motion.
Moreover, the vector space L3 encodes all conserved cur-
rents (i.e. co-closed 1-forms) as can be immediately seen
by using the equivalent complex
Ω0(X ,g)︸ ︷︷ ︸
=: L˜0
µ1 :=d
−−−−−→ Ω1(X ,g)︸ ︷︷ ︸
=: L˜1
µ1 :=d
†d
−−−−−−−→ Ω1(X ,g)︸ ︷︷ ︸
=: L˜2
µ1 :=d
†
−−−−−−→ Ω0(X ,g)︸ ︷︷ ︸
=: L˜3
,
(85)
where d† is the standard adjoint of d.
In general, the L∞-algebra underlying a classical field
theory has the following interpretation:
gauge
symmetries︸ ︷︷ ︸
..., L−1 , L0
−→
classical
fields︸ ︷︷ ︸
L1
−→
−→
equations
of motion︸ ︷︷ ︸
L2
−→
Noether
identities︸ ︷︷ ︸
L3 , L4 , ...
(86)
5 Twistors and field theories
Twistors [53] have been playing a fundamental role in
the exploration of gauge and gravity theories as well as
string theories. For instance, as an extension of encoding
solutions to linear field equations in four dimensions in
terms of cohomology groups on Penrose’s twistor space
bymeans of thePenrose transform [53–56],Ward [57] (see
also [58]) proved that all solutions to the non-linear self-
dual Yang–Mills equation on flat space-time have a natu-
ral interpretation in terms of holomorphic principal bun-
dles over Penrose’s twistor space. One often refers to this
approach as the Penrose–Ward transform. This was gen-
eralised to the curved setting in [59] (see also [60, 61]).
For detailed expositions on twistor theory and its appli-
cations see, for example, the text books [62–65] or the re-
cent reviews [66–69]. We shall now explain how the ideas
twistor geometry can be combined with those of higher
geometry to formulate higher gauge theories.
5.1 A 6-dimensional twistor space
For the sake of concreteness, let us discuss the twistor
space of [70–72] that is associatedwithflat 6-dimensional
complexified space-timeM :=C6.7
In particular, the spin bundle on M decomposes into
the direct sum S⊕ S˜ of chiral and anti-chiral spinors lead-
ing to the identifications TM ∼= S∧S ∼= S˜∧ S˜. We shall use
A,B, . . . = 1, . . . ,4 to denote the chiral spinor indices, and
because of these identifications, we may coordinatise M
by
x AB =−xB A = 12ε
ABCDxCD , (87)
where εABCD is the Levi-Civita symbol in four dimen-
sions. The next step is to consider the projectivisation
F := P(S∗) ∼= M ×P3, often called the correspondence
space, which we equip with coordinates (x AB ,λA) with
λA being homogeneous coordinates on P3. The corre-
spondence space carries a natural rank-3 distribution,
called the twistor distribution, generated by the vector
fields V A = λB∂AB with ∂AB =
1
2ε
ABCD∂CD and ∂AB :=
∂
∂xAB
. Since the vector fields V A commute, the distribu-
tion they generate is integrable, and the corresponding
6-dimensional leaf space is denoted by P and called the
twistor space. We thus have established the double fibra-
tion
P M
F
π1 π2 
 ✠
❅
❅❘
(88)
Here, π2 is the trivial projection. The projection π1 is
given by
π1 : (x
AB ,λA) 7→ (x
ABλB ,λA) (89)
and hence, the twistor space P can be equipped with co-
ordinates (zA,λA) subject to the constraint
zAλA = 0 . (90)
7 Reality conditions (to obtain e.g. Minkowskian signature) can
be imposed at any stage of the constructions. See [71] for
details.
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Because of this constraint, P can be viewed as a quadric
hypersurface inO
P
3 (1)⊗C4→P3.
The projection (89) is a 6-dimensional generalisation
of thePenrose incidence relation. By virtue of this relation,
it is straightforward to realise that a point x ∈M in space-
time corresponds to a submanifold π1(π
−1
2 (x)) ,→ P bi-
holomorphic to P3 in twistor space. Conversely, a point
(z,λ) ∈ P in twistor space corresponds to a submanifold
π2(π−11 (z,λ)) ,→M in space-time given by
x AB = x AB0 +ε
ABCDµCλD . (91)
Here, x AB0 is a particular solution to z
A = x ABλB and
εABCDµCλD represents the homogeneous solution that
is parametrised by three parametersµA.8 Hence, the sub-
manifold π2(π−11 (z,λ)) ,→M is a totally null 3-plane inM .
As explained in detail in [71], the twistor space P ad-
mits various dimensional reductions. In particular, upon
reducing to four space-timedimensions, the twistor space
P can be reduced to the Penrose twistor space, the space
of all totally null 2-planes in four dimensions, to the
ambitwistor space, the space of all null rays in four di-
mensions, and the hyperplane twistor space, the space
of all hyperplanes in four dimensions. As already men-
tioned, the Penrose twistor space plays a crucial role in
the formulation of chiral fields such as self-dual Yang–
Mills fields [60,57–59,61]. The ambitwistor space plays a
key role in formulating full Yang–Mills theory [73–75, 62,
76, 77], and, as shown in [71, 33], the hyperplane twistor
space is key to studying the self-dual string equation [78].
5.2 Zero-rest-mass fields
As in four dimensions, also in six dimensions certain co-
homology groups on twistor space encode the solutions
to zero-rest-mast field equations.
To define the notion of helicity in six dimensions, con-
sider a null-vector p . The null-condition p2 = 0 implies
that det(pAB )= 0=det(p
AB ) so that
pAB = kAakBbε
ab and p AB = k˜Aa˙ k˜Bb˙εa˙b˙ (92)
with a,b, . . . , a˙, b˙, . . . = 1,2 and εab and εa˙b˙ being the
2-dimensional Levi-Civita symbols. Evidently, the trans-
formations kAa 7→ M abkAb and k˜
Aa˙ 7→ M˜ a˙ b˙ k˜
Ab˙ with
detM = 1 = detM˜ do not alter the momentum p so that
a, a˙, . . . are, in fact, little group indices. Consequently, the
8 Note that µA cannot be proportional to λA .
little group is SL(2,C)× ãSL(2,C). It should be noted that
kAak˜
Ab˙ = 0 since pAB =
1
2εABCDp
CD . Chiral zero-rest-
mass fields will transform trivially under ãSL(2,C) and
hence, they are characterised by the helicity h ∈ 12N0. For
instance, a 3-formcurvature H = dB reads in spinor nota-
tion as H = (HAB ,H AB )= (∂C (ABB )C ,∂C (ABCB )) with HAB
representing the self-dual part of H and H AB the anti-
self-dual part, respectively. Hence, imposing self-duality
amounts to putting H AB = 0 and the three polarisation
states of a helicity 1 field HAB are then given as
HAB ab = kA(akBb)e
ip·x . (93)
See [79,71,72] for more details.
Next, we define the sheafZh of chiral rest-mass fields
of helicity h by
Zh=0 := ker
{
ä := 14∂
AB∂AB : det(S
∗)→⊗2det(S∗)
}
,
Zh>0 := ker
{
∂AB : (⊙2hS∗)⊗det(S∗)→
→ (⊙2h−1S∗⊗S)0⊗⊗
2det(S∗)
}
.
(94)
The powers of the determinant of S∗ are included to ren-
der the zero-rest-mass field equations conformally in-
variant. As was proved in [70–72], we have the identifica-
tions for any open convex subsetU ⊆M
H3(Uˆ ,OUˆ (−2h−4))
∼=H
0(U ,Zh)∼=H
2(Uˆ ,OUˆ (2h−2)) ,
(95)
where Uˆ :=π1(π−12 (U ))⊆P .
The first isomorphism is a direct generalisation of the
Penrose transform, and it can be expressed in terms of
contour integral formulæ as
φA1···A2h (x)=
∮
C
Ω(3,0) λA1 · · ·λA2h f−2h−4(x ·λ,λ) (96a)
for f−2h−4 a representative of H
3(Uˆ ,OUˆ (−2h−4)) and
Ω(3,0) := 14!ε
ABCDλAdλB ∧dλC ∧dλD . (96b)
It is easily checked that fields arising from such inte-
gral formulæ satisfy the appropriate zero-rest-mass field
equations. The second isomorphism in (95) is a generali-
sation of the Penrose–Ward transform (in the Abelian set-
ting).
These two isomorphisms allow for a twistor space ac-
tion for chiral zero-rest-mass fields [71, 72]. Indeed, the
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holomorphic measure on P is a (6,0)-form of homogene-
ity +6 given by
Ω(6,0) :=
∮
C
Ω(4,0)(z)∧Ω(3,0)(λ)
zAλA
, (97)
whereC is any contour encirclingP insideO
P
3(1)⊗C4→
P
3, Ω(3,0)(λ) given by (96b), and Ω(4,0)(z) is Ω(4,0)(z) :=
1
4!εABCDdz
A ∧ dzB ∧ dzC ∧ dzD . We then consider the
twistor space action
S :=
∫
Uˆ
Ω(6,0)∧B (0,2)∧ ∂¯C (0,3) (98)
for the differential forms C (0,3) ∈ Ω(0,3)(Uˆ ,OUˆ (−2h − 4))
andB (0,2) ∈Ω(0,2)(Uˆ ,OUˆ (2h−2)).Hence, on-shell, we find
∂¯C (0,3) = 0 = ∂¯B (0,2), and, consequently, by the Cˇech–
Dolbeault correspondence, these differential forms cor-
respond to representatives of the Cˇech cohomology groups
H3(Uˆ ,OUˆ (−2h−4)) and H
2(Uˆ ,OUˆ (2h−2)), respectively.
5.3 Generalisations: non-Abelian fields
Firstly, we would like to generalise the above to a non-
Abelian setting. Helicity h zero-rest-mass fields are de-
scribed by H2(Uˆ ,OUˆ (2h − 2)), and for h = 1, that is, a
self-dual 3-form curvature, we have H2(Uˆ ,OUˆ ). To anal-
yse this cohomology group, we consider the exponential
sheaf sequence
0→Z→OUˆ →O
×
Uˆ
→ 0 . (99)
The corresponding induced long exact cohomology se-
quence then yields
H1(Uˆ ,O×
Uˆ
)
c1
−→H2(Uˆ ,Z)−→H2(Uˆ ,OUˆ )
−→H2(Uˆ ,O×
Uˆ
)
DD
−→H3(Uˆ ,Z) ,
(100)
where c1 is the first Chern class and DD the Dixmier–
Duady class. Here,H1(Uˆ ,O×
Uˆ
) is themoduli space of holo-
morphic line bundles andH2(Uˆ ,O×
Uˆ
) themoduli space of
holomorphic gerbes over Uˆ , respectively. Since c1 is sur-
jective and H3(Uˆ ,Z)= 0, we obtain the identification
H2(Uˆ ,OUˆ )
∼=H
2(Uˆ ,O×
Uˆ
) . (101)
This means that a holomorphic gerbe becomes holomor-
phically trivial when restricted to π1(π−12 (x)) ,→ P for all
x ∈ M . In spirit of the 4-dimensional case [62], we shall
call this propertyM-triviality.
In [33, 36, 38, 24], the cohomology group H2(Uˆ ,OUˆ )
and its identification with the moduli space of solutions
to certain field equations was generalised to the coho-
mology set of principal G -bundles for G a Lie quasi -
group. This, in turn, can be understood as a direct gener-
alisation of the Penrose–Ward transform to higher prin-
cipal bundles.9 For concreteness, let G be a Lie 2-quasi-
group with the associated L∞-algebra (L,µi ). OnU ⊆M
we consider the equations
F = 0 and H =⋆H (102)
with H and F given by (57). It was then shown in [33,
36, 38, 24] that the moduli space of solutions to these
equations is equivalent to the moduli space of holomor-
phic principal G -bundles over Uˆ ⊆P which areM -trivial
when restricted to π1(π−12 (x)) ,→ P for all x ∈M .
The question as how to extend the twistor action (98)
to this setting has remained open. Here, we would like
to offer a solution. The Cˇech–Dolbeault correspondence
extends to higher principal bundles [33, 36, 38, 24]. Con-
sequently, a holomorphic principal G -bundle for G a
Lie 2-quasi-group can be equivalently described by a
complex principalG -bundle equippedwith a connective
structure locally given by A(0,1) + B (0,2) ∈ Ω(0,1)(Uˆ ,L0)⊕
Ω(0,2)(Uˆ ,L−1) subject to the equations
F (0,2) = 0 and H (0,3) = 0 , (103a)
where
F (0,2) := ∂¯A(0,1)+ 12µ2(A
(0,1),A(0,1))+µ1(B
(0,2)) ,
H (0,3) := ∂¯B (0,2)+µ2(A
(0,1),B (0,2))−
−
1
3!µ3(A
(0,1),A(0,1),A(0,1)) .
(103b)
The M -triviality is encoded in the assumptions of the
existence of a gauge in which both A(0,1) and B (0,2)
have no components along the submanifolds P3 ,→ P .
To write down an action for these equations, let us
also consider C (0,3) ∈ Ω(0,3)(Uˆ ,OUˆ (−6)⊗ L0) and D
(0,4) ∈
Ω(0,4)(Uˆ ,OUˆ (−6)⊗L−1) andassume thatL comeequipped
with a cyclic inner product 〈−,−〉. With these ingredients,
the most general holomorphic higher Chern–Simons ac-
tion we can write down is
S :=
∫
Uˆ
Ω(6,0)∧
{
〈B (0,2), ∂¯C (0,3)〉+〈D(0,4), ∂¯A(0,1)〉+
+
1
2 〈D
(0,4),µ2(A
(0,1),A(0,1))+
+〈D(0,4),µ1(B
(0,2))〉−
−〈µ2(A
(0,1),B (0,2)),C (0,3)〉+
+
1
3! 〈µ3(A
(0,1),A(0,1),A(0,1)),C (0,3)〉
}
.
(104)
9 In fact, it has been generalised to Lie quasi-groupoids [24].
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Evidently, this action reduces to (98) in the Abelian
case.10 It also reproduces the equations (103) plus some
equations forC (0,3) and D(0,4) in the background of A(0,1)
and B (0,2), respectively.
5.4 Generalisations: supersymmetry
As was shown in [80, 33, 81], the twistor space P admits
an extension to accommodate N = (n,0) supersymme-
try. In particular, one replaces space-time by chiral super-
space M := C6|8n equipped with coordinates (x AB ,ηAI )
for I , J , . . .= 1, . . . ,2n. The supersymmetry algebra then is
{D IA ,D
J
B
}=−4ΩI JPAB (105a)
whereΩI J is an Sp(n)-invariant (2n×2n)-matrix and
D IA :=
∂
∂ηA
I
−2ΩI JηBJ
∂
∂x AB
and PAB :=
∂
∂x AB
. (105b)
The correspondence space then becomes F := C6|4n ×
P
3 with coordinates (x AB ,ηAI ,λA). The twistor distribu-
tion is now generated by the same bosonic vector fields
V A := λBP AB together with the fermionic vector fields
V I AB := 12ε
ABCDλCD
I
D , and it is of rank 3|6n. The twistor
space P is again the leaf space obtained by quotienting F
by the twistor distribution and of dimension 6|2n. It can
be equipped with the coordinates (zA,ηI ,λA) subject to
quadric constraint
zAλA =Ω
I JηIη J , (106)
and the Penrose incidence relations take the form
zA = (x AB +ΩI JηAI η
B
J )λB and ηI = η
A
I λA . (107)
In [33, 36, 38, 24] it was proved, that the moduli space
of M -trivial holomorphic principal G -bundles, for G a
Lie quasi-group, over this twistor space is naturally iden-
tifiedwith themoduli space of solutions to the constraint
system of supercurvatures containing the non-Abelian
tensormultiplet. In fact, this identification is lifted to the
level of an L∞-quasi-isomorphism.
5.5 Yang–Mills theory
Finally, we would like to revisit N = 3 supersymmetric
Yang–Mills theory in four dimensions in the context of
twistor theory.11
10Note that H1(Uˆ ,OUˆ )= 0 and H
4(Uˆ ,OUˆ (−6))= 0.
11See [82–84] for a twistorial discussion of (maximally super-
symmetric) Yang–Mills theory in six dimensions.
It was shown in [73–75], that the moduli space of so-
lutions to the constraint system of supercurvatures de-
scribing N = 3 supersymmetric Yang–Mills theory on
N = 3 superspace is naturally identified with the mod-
uli space of M -trivial holomorphic principal G-bundles,
for G a Lie group, over ambitwistor space L. This con-
straint system is equivalent to the N = 3 supersymmet-
ric Yang–Mills equations on ordinary space-time [85, 86]
which, in turn, are equivalent to themaximally supersym-
metric Yang–Mills equations. The ambitwistor space in
question is a supermanifold, and because of the pecu-
liar choice of supersymmetry, a Calabi–Yau supermani-
fold [87]. However, as the bosonic part of this ambitwistor
space is 5-dimensional, an action on ambitwistor space
for N = 3 supersymmetric Yang–Mills theory à la ordi-
nary holomorphic Chern–Simons theory (via the Cˇech–
Dolbeault correspondence) appears not possible. In [39]
a solution to this conundrum was proposed in terms of
higher holomorphic Chern–Simons theory. It is impor-
tant to note that the action proposed in [39] differs from
an earlier proposal [88] in that it makes solely use of the
underlying complex geometry and works for any space-
time signature.
In particular, the ambitwistor space L is a 5|6-dimen-
sional supermanifold and hence, a natural candidate to
consider is higher holomorphic Chern–Simons theory
for a Lie 3-quasi-group. Indeed, in this case the connec-
tive structure is given by a (0,1)-form A(0,1), a (0,2)-form
B (0,2), and a (0,3)-formC (0,3). TheM -triviality is encoded
in the assumption of the existence of a gauge in which
these differential forms have no components along cer-
tain submanifolds which in the case at hand is biholo-
morphic to P1×P1. In addition to this, we shall work in
a gauge [87] in which these differential forms have only a
holomorphic dependence on the fermionic coordinates
and, in addition, have no anti-holomorphic fermionic di-
rections. Under these assumptions, we may consider the
action
S :=
∫
L
Ω5|6,0∧
{
〈A0,1, ∂¯C0,3〉+ 12 〈B
0,2, ∂¯B0,2〉+
+〈B0,2,µ1(C
0,3)〉+ 12 〈A
0,1,µ2(A
0,1,C0,3)〉+
+
1
2 〈A
0,1,µ2(B
0,2,B0,2)〉+
+
1
3! 〈A
0,1,µ3(A
0,1,A0,1,B0,2)〉+
+
1
5! 〈A
0,1,µ4(A
0,1,A0,1,A0,1,A0,1)〉
}
,
(108)
where Ω5|6,0 is the globally defined no-where vanishing
holomorphic measure on ambitwistor space. Here, the
integration over the holomorphic fermionic directions
has to be understood in the sense of Berezin.
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Upon varying this action, we find, for instance,
∂¯A(0,1)+ 12µ2(A
(0,1),A(0,1))+µ1(B
(0,2))= 0 . (109)
Thus, transitioning to theminimal model as discussed in
Section 1.2, we recover the equations which are equiva-
lent to the constraint system of N = 3 supersymmetric
Yang–Mills theory [73–75].
Acknowledgements. We would like to thank the participants
of the LMS/EPSRC Durham Symposium on Higher Struc-
tures in M-Theory and of the workshop String and M-The-
ory: the New Geometry of the 21st Century for fruitful conver-
sations. B.J. was supported by the GACˇR Grant 18-07776S.
T.M. and L.R. are both partially supported by the EPSRC grant
EP/N509772.
Key words. L∞-algebras, higher gauge theories, Batalin-
Vilkovisky formalism, twistor geometry
References
[1] B. Zwiebach, Closed string field theory: quantum ac-
tion and the BV master equation,Nucl. Phys. B 390
(1993) 33 [hep-th/9206084].
[2] J. Stasheff, Differential graded Lie algebras, quasi-
Hopf algebras and higher homotopy algebras,Quan-
tum groups (Leningrad, 1990), Lecture Notes
in Math., vol. 1510, Springer, Berlin, 1992, pp.
120âA˘S¸137.
[3] T. Lada and J. Stasheff, Introduction to sh Lie alge-
bras for physicists, Int. J. Theor. Phys. 32 (1993) 1087
[hep-th/9209099].
[4] T. Lada and M. Markl, Strongly homotopy Lie algebras,
Commun. Alg. 23 (1995) 2147 [hep-th/9406095].
[5] M. Alexandrov, A. Schwarz, O. Zaboronsky, and
M. Kontsevich, The geometry of the master equa-
tion and topological quantum field theory, Int. J. Mod.
Phys. A 12 (1997) 1405 [hep-th/9502010].
[6] M. Kontsevich, Deformation quantization of Pois-
son manifolds, I, Lett. Math. Phys. 66 (2003) 157
[q-alg/9709040].
[7] P. Severa, Some title containing the words ‘homotopy’
and ‘symplectic’, e.g. this one, Trav. Math. 16 (2005)
121 [math.SG/0105080].
[8] A. S. Cattaneo and F. Schaetz, Introduction to superge-
ometry, 1011.3401 [math-ph].
[9] M. Fairon, Introduction to graded geometry, Eur. J.
Math. 3 (2017) 208 [1512.02810 [math.DG]].
[10] M. Batchelor, The structure of supermanifolds, Trans.
Am. Math. Soc. 253 (1979) 329.
[11] G. Bonavolonta and N. Poncin, On the category of
Lie n-algebroids, J Geom. Phys. 73 (2013) 70âA˘S¸90
[1207.3590 [math.DG]].
[12] B. Jurco, L. Raspollini, C. Saemann, and M.Wolf, L∞-
algebras of classical field theories and the Batalin–
Vilkovisky formalism, 1809.09899 [hep-th].
[13] I. Kriz and P. May,Operads, algebras, modules and
motives, SMF, Paris, 1995.
[14] T. Kadeishvili, Algebraic structure in the homology of
an A∞-algebra, Soobshch. Akad. Nauk. Gruz. SSR 108
(1982) 249.
[15] H. Kajiura, Noncommutative homotopy algebras asso-
ciated with open strings, Rev. Math. Phys. 19 (2007) 1
[math.QA/0306332].
[16] P. Severa, L∞-algebras as 1-jets of simplicial mani-
folds (and a bit beyond), math.DG/0612349.
[17] A. Henriques, Integrating L∞-algebras, Comp. Math.
144 (2008) 1017 [math.CT/0603563].
[18] P. Severa and M. Siran, Integration of differential
graded manifolds, 1506.04898.
[19] G. Friedman, An elementary illustrated introduction
to simplicial sets, 0809.4221 [math.AT].
[20] S. Mac Lane, Categories for the workingmathemati-
cian, Springer, New York, 1998.
[21] J. P. May, Simplicial objects in algebraic topology,Uni-
versity of Chicago Press, 1993.
[22] P. Goerss and J. Jardine, Simplicial homotopy theory,
Birkhäuser, Boston, 1999.
[23] D. Quillen, Rational homotopy theory, Annals of Math.
90 (1969) 205.
[24] B. Jurco, C. Saemann, and M. Wolf,Higher groupoid
bundles, higher spaces, and self-dual tensor field
equations, Fortschr. Phys. 64 (2016) 674 [1604.01639
[hep-th]].
[25] M. K. Murray, Bundle gerbes, J. Lond. Math. Soc. 54
(1996) 403 [dg-ga/9407015].
[26] P. Aschieri, L. Cantini, and B. Jurcˇo, Non-Abelian
bundle gerbes, their differential geometry and
gauge theory, Commun. Math. Phys. 254 (2005) 367
[hep-th/0312154].
[27] J. C. Baez and U. Schreiber, Higher gauge theory: 2-
connections on 2-bundles, hep-th/0412325.
[28] T. Bartels,Higher gauge theory I: 2-Bundles, PhD
Thesis, University of California-Riverside, 2006
[math.CT/0410328].
[29] L. Breen and W.Messing,Differential geometry of
gerbes, Adv. Math. 198 (2005) 732 [math.AG/0106083].
[30] J. C. Baez and U. Schreiber, Higher gauge theory, Con-
temp. Math. 431 (2007) 7 [math.DG/0511710].
[31] C. Wockel, Principal 2-bundles and their gauge 2-
groups, ForumMath. 23 (2011) 566 [0803.3692
[math.DG]].
[32] U. Schreiber and K. Waldorf, Connections on non-
Abelian gerbes and their holonomy, Theor. Appl. Cate-
gor. 28 (2013) 476 [0808.1923 [math.DG]].
[33] C. Saemann andM. Wolf, Non-Abelian tensor mul-
tiplet equations from twistor space, Commun. Math.
Phys. 328 (2014) 527 [1205.3108 [hep-th]].
[34] T. Nikolaus, U. Schreiber, and D. Stevenson, Principal
∞-bundles - general theory, J. Homot. Relat. Struct.
10 (2015) 749 [1207.0248 [math.AT]].
18
P
ro
c
e
e
d
in
g
s
[35] T. Nikolaus, U. Schreiber, and D. Stevenson, Principal
∞-bundles - presentations, J. Homotopy Relat. Struct.
(2014) [1207.0249 [math.AT]].
[36] C. Saemann andM. Wolf, Six-dimensional super-
conformal field theories from principal 3-bundles
over twistor space, Lett. Math. Phys. 104 (2014) 1147
[1305.4870 [hep-th]].
[37] W. Wang, On 3-gauge transformations, 3-curvatures,
and Gray categories, J. Math. Phys. 55 (2014) 043506
[1311.3796 [math-ph]].
[38] B. Jurco, C. Saemann, andM. Wolf, Semistrict higher
gauge theory, JHEP 1504 (2015) 087 [1403.7185
[hep-th]].
[39] C. Saemann andM. Wolf, Supersymmetric Yang–Mills
theory as higher Chern–Simons theory, JHEP 1707
(2017) 111 [1702.04160 [hep-th]].
[40] I. A. Batalin and G. A. Vilkovisky, Relativistic S-matrix
of dynamical systems with boson and fermion con-
straints, Phys. Lett. 69B (1977) 309.
[41] I. A. Batalin and G. A. Vilkovisky, Gauge algebra and
quantization, Phys. Lett. B 102 (1981) 27.
[42] I. A. Batalin and G. A. Vilkovisky, Quantization of
gauge theories with linearly dependent generators,
Phys. Rev. D 28 (1983) 2567.
[43] I. A. Batalin and G. A. Vilkovisky, Closure of the gauge
algebra, generalized Lie equations and Feynman rules,
Nucl. Phys. B 234 (1984) 106.
[44] I. A. Batalin and G. A. Vilkovisky, Existence theorem
for gauge algebra, J. Math. Phys. 26 (1985) 172.
[45] M. Movshev and A. Schwarz, Onmaximally super-
symmetric Yang–Mills theories,Nucl. Phys. B 681
(2004) 324 [hep-th/0311132].
[46] M. Movshev and A. Schwarz, Algebraic structure
of Yang–Mills theory, Prog. Math. 244 (2006) 473
[hep-th/0404183].
[47] A. M. Zeitlin,Homotopy Lie superalgebra in Yang–
Mills theory, JHEP 0709 (2007) 068 [0708.1773
[hep-th]].
[48] A. M. Zeitlin, Batalin–Vilkovisky Yang–Mills theory as
a homotopy Chern–Simons theory via string field the-
ory, Int. J. Mod. Phys. A 24 (2009) 1309 [0709.1411
[hep-th]].
[49] S. Okubo and Y. Tosa, Duffin–Kemmer formulation of
gauge theories, Phys. Rev. D 20 (1979) 462.
[50] M. Rocek and A. M. Zeitlin,Homotopy algebras of
differential (super)forms in three and four dimen-
sions, Lett. Math. Phys. 108 (2018) 2669 [1702.03565
[math-ph]].
[51] K. J. Costello, Renormalisation and the Batalin–
Vilkovisky formalism, 0706.1533 [math.QA].
[52] K. Costello, Renormalization and effective field theory,
AmericanMathematical Society, Providence, Rhode
Island, 2011.
[53] R. Penrose, Twistor algebra, J. Math. Phys. 8 (1967)
345.
[54] R. Penrose, Twistor quantization and curved space-
time, Int. J. Theor. Phys. 1 (1968) 61.
[55] R. Penrose, Solutions of the zero-rest-mass equations,
J. Math. Phys. 10 (1969) 38.
[56] R. Penrose and M. A. H. MacCallum, Twistor theory:
an approach to the quantization of fields and space-
time, Phys. Rept. 6 (1972) 241.
[57] R. S. Ward,On self-dual gauge fields, Phys. Lett. A 61
(1977) 81.
[58] M. Atiyah and R. Ward, Instantons and algebraic ge-
ometry, Commun. Math. Phys. 55 (1977) 117.
[59] M. Atiyah, N. J. Hitchin, and I. Singer, Self-duality in
four-dimensional Riemannian geometry, Proc. Roy.
Soc. Lond. A 362 (1978) 425.
[60] R. Penrose, Non-linear gravitons and curved twistor
theory, Gen. Rel. Grav. 7 (1976) 31.
[61] R. S. Ward, Self-dual space-times with cosmological
constant, Commun. Math. Phys. 78 (1980) 1.
[62] Y. I. Manin, Gauge field theory and complex geometry,
Springer Verlag, Berlin, 1988.
[63] R. S. Ward and R. O. Wells, Twistor geometry and field
theory, Cambridge University Press, Cambridge, 1990.
[64] L. J. Mason and N. M. J. Woodhouse, Integrability,
self-duality, and twistor theory, Clarendon, Oxford,
1996.
[65] M. Dunajski, Solitons, instantons and twistors,Oxford
University Press, Oxford, 2009.
[66] M. Wolf, A first course on twistors, integrability and
gluon scattering amplitudes, J. Phys. A 43 (2010)
393001 [1001.3871 [hep-th]].
[67] T. Adamo, M. Bullimore, L. Mason, and D. Skinner,
Scattering Amplitudes and Wilson Loops in Twistor
Space, J. Phys. A 44 (2011) 454008 [1104.2890
[hep-th]].
[68] M. Atiyah, M. Dunajski, and L. Mason, Twistor theory
at fifty: from contour integrals to twistor strings, Proc.
Roy. Soc. Lond. A 473 (2017) 20170530 [1704.07464
[hep-th]].
[69] T. Adamo, Lectures on twistor theory, PoS Mo-
dave2017 (2018) 003 [1712.02196 [hep-th]].
[70] R. J. Baston and M. G. Eastwood, The Penrose trans-
form, Oxford University Press, 1990.
[71] C. Saemann andM. Wolf, On twistors and conformal
field theories from six dimensions, J. Math. Phys. 54
(2013) 013507 [1111.2539 [hep-th]].
[72] L. Mason, R. Reid-Edwards, and A. Taghavi-Chabert,
Conformal field theories in six-dimensional twistor
space, J. Geom. Phys. 62 (2012) 2353 [1111.2585
[hep-th]].
[73] E. Witten, An interpretation of classical Yang–Mills
theory, Phys. Lett. B 77 (1978) 394.
[74] J. Isenberg, P. B. Yasskin, and P. S. Green, Non-self-
dual gauge fields, Phys. Lett. B 78 (1978) 462.
[75] J. Isenberg and P. B. Yasskin, Twistor description
of non-self-dual Yang–Mills fields, in: ‘Complex
Manifold Techniques In Theoretical Physics,’ 180,
Lawrence, 1978.
[76] N. P. Buchdahl, Analysis on analytic spaces and non-
self-dual Yang–Mills fields, Trans. Amer. Math. Soc.
288 (1985) 431.
19
P
ro
c
e
e
d
in
g
s
B. Jurcˇo, T. Macrelli, L. Raspollini, C. Sämann, M. Wolf: L∞-Algebras, the BV Formalism, and Classical Fields
[77] R. Pool, Some applications of complex geometry to
field theory, PhD Thesis, Rice University Texas, 1981.
[78] P. S. Howe, N. D. Lambert, and P. C. West, The self-
dual string soliton,Nucl. Phys. B 515 (1998) 203
[hep-th/9709014].
[79] C. Cheung and D. O’Connell, Amplitudes and spinor-
helicity in six dimensions, JHEP 0907 (2009) 075
[0902.0981 [hep-th]].
[80] T. Chern, Superconformal field theory in six dimen-
sions and supertwistor, 0906.0657 [hep-th].
[81] L. J. Mason and R. A. Reid-Edwards, The super-
symmetric Penrose transform in six dimensions,
1212.6173 [hep-th].
[82] C. Saemann, R. Wimmer, and M. Wolf, A twistor
description of six-dimensional N = (1,1) super
Yang–Mills theory, JHEP 1205 (2012) 20 [1201.6285
[hep-th]].
[83] O. Lechtenfeld and A. D. Popov, Instantons on the six-
sphere and twistors, J. Math. Phys. 53 (2012) 123506
[1206.4128 [hep-th]].
[84] T. A. Ivanova, O. Lechtenfeld, A. D. Popov, and
M. Tormaehlen, Instantons in six dimensions and
twistors,Nucl. Phys. B 882 (2014) 205 [1302.5577
[hep-th]].
[85] J. P. Harnad, J. Hurtubise, M. Legare, and S. Shnider,
Constraint equations and field equations in supersym-
metric N = 3 Yang–Mills theory,Nucl. Phys. B 256
(1985) 609.
[86] J. P. Harnad and S. Shnider, Constraints and field
equations for ten-dimensional super Yang–Mills the-
ory, Commun. Math. Phys. 106 (1986) 183.
[87] E. Witten, Perturbative gauge theory as a string theory
in twistor space, Commun. Math. Phys. 252 (2004)
189 [hep-th/0312171].
[88] L. J. Mason and D. Skinner, An ambitwistor Yang–
Mills Lagrangian, Phys. Lett. B 636 (2006) 60
[hep-th/0510262].
20
