The cyclically reduced product of two words is the cyclically reduced form of the concatenation of the two words. While the reduced form of such a concatenation (which is the product of the free group) verifies many basic properties like for example associativity, the same is not true for the cyclically reduced product which has been very little studied in the literature.
Introduction
Let X be a set of letters, let X −1 be the set of inverses of elements of X and let M(X ∪ X −1 ) be the free monoid on X ∪ X −1 . The elements of M(X ∪ X −1 ) are the non-necessarily reduced words on X. We denote F(X) the free group on X and we consider it as the subset of M(X ∪ X −1 ) consisting of reduced words. We denote F(X) the set of cyclically reduced words on X.
Let X|R be a presentation for a group G, with X the set of generators and R that of basic relators; then G is isomorphic to F(X)/N (R), where N (R) is the normal subgroup of F(X) normally generated by R. In particular N (R) is the set of all relators and is the smallest subset of F(X) containing R and closed with respect to the reduced product and to the conjugations.
Given v, w ∈ M(X ∪ X −1 ), for example v = txy and w = y −1 zt −1 with t, x, y, z ∈ X, we can define three different products of v by w:
1. the concatenation, vw := txyy −1 zt −1 ;
2. the reduced product, v · w := txzt −1 , namely the reduced form of the concatenation;
3. the cyclically reduced product, u * v := xz, namely the cyclically reduced form of the concatenation.
While the first two products (which correspond respectively to the products in the free monoid and in the free group) are very well studied, the third one has been almost completely ignored in the literature. This is maybe due to the fact that the cyclically reduced product does not verify important properties like for example associativity, so the structure of F(X) is not as nice as that of F(X).
Despite the fact that the cyclically reduced form of a word plays a crucial role in the solution of the conjugacy problem for the free group, the cyclically reduced product has lacked applications to important research problems and has been considered only an exotic concept until not long ago: at our knowledge, before 2006 the only papers dealing with it were [12] and [13] .
But things have changed recently because in two papers of 2006 [5] and of 2018 [6] S. V. Ivanov has proved extremely interesting results concerning the Andrews-Curtis conjecture: the conjecture (with and without stabilizations) is true if and only if in the definition of the conjecture we replace the operations of reduced product and conjugations with the cyclically reduced product and the cyclic permutations.
The importance of these results stems from the fact that while there are infinitely many conjugates of one word, there are only finitely many cyclic permutations, thus making much easier the search of Andrews-Curtis trivializations by enumerations of relators, like for example the approaches used in [1] or [11] .
Goal of the paper
The goal of the present paper and of the following one [16] is to fill a hole in the literature concerning the study of the properties of the cyclically reduced product of words and the structure of ( F(X), * ). In particular we show that ( F(X), * ) is a magma a with a unique identity and with each a A magma is a set closed with respect to an operation element having a unique inverse. We also show that * is not associative, commutative nor verifies the Latin square property; however weaker versions of these properties hold true (see Remarks 2.14 and 2.15 for more details).
It appears that the structure of F(X) becomes more interesting when we consider it equipped not only with the cyclically reduced product but also with the cyclic permutations. In that case (as it is shown also in the next section, Related works), F(X) enjoys similar properties as those of the free group equipped with the reduced product and conjugations. In particular we prove that for words u and v the cyclically reduced product u * v is a cyclic permutation of v * u and the identity among relations that follows from this fact is a generalization of the identity among relations that follows from the fact that u · v is a conjugate of v · u.
Related works
The first work (at our knowledge) where the cyclically reduced product was used was a famous paper of C. Rourke of 1979 [12] . Here the author denoted R ∞ the smallest subset of F(X) containing R and closed with respect to the cyclically reduced product and to cyclic permutations. The definition of R ∞ is like that of N (R) but with the cyclically reduced product and cyclic permutations instead of the reduced product and conjugations. The main result of [12] was that if X|R is a presentation of the trivial group then R ∞ contains X, the set of generators of the presentation.
We observe that R ∞ ⊂ N (R), because the cyclically reduced product of two words is equal to a conjugate of the reduced product of these two words and because a cyclic permutation is a special case of conjugation.
This paper of Rourke is very well known because it is one of the firsts where the notion of "pictures" b was used, but surprisingly its main result has been almost completely ignored in the literature. The first article to rediscover it was [13] , where F. Scarabotti reproved the main result of [12] using an elementary algebraic argument instead of the advanced algebraic topology one used in [12] .
In 2006 S. V. Ivanov proved [5] that if any letter of X or its inverse occurs in at least one basic relator c (i.e., in an element of R) then R ∞ is the set of cyclically reduced relators, i.e., R ∞ = N ∩ F(X).
In the above mentioned paper and in [6] S. V. Ivanov proved that the Andrews-Curtis conjecture is true if and only if the reduced product and the conjugations are replaced by the cyclically reduced product and the cyclic permutations. We observe that one side of this equivalence is obvious in view of the fact that R ∞ ⊂ N (R).
Structure of the paper
In Section 1 we give the basic definitions and prove some elementary results about the reduced product, cyclic permutations and reversions of words.
In Section 2 we introduce the cyclically reduced form and product and the set F(X), we prove some basic results and show some of their properties.
In Section 3 we prove the main results, in particular the fact that the cyclically reduced product u * v is a cyclic permutation of v * u. This result is analogous to the well known result that the reduced product u·v is conjugate to v·u. But the analogy is deeper than that, in particular the identity among relations that follows from the fact that u * v is a cyclic permutation of v * u is analogous to the identity that follows from the fact that u · v is conjugate to v · u.
Appendix A formally expresses these concepts concerning identities among relations. Finally in Appendix B some technical results needed in Sections 2 and 3 are proved.
The dependencies among the different sections are the following: Section 1 and Appendix A are independent from the other sections, although Appendix A uses some notations defined in Section 1. Section 2 depends on Section 1. Appendix B depends on Sections 1 and 2. Section 3 depends on all the others sections.
Words, cyclic permutations and the reduced product
Let Y be a set and let us consider M(Y ), the free monoid on Y . The elements of Y are called letters, those of M(Y ) the words in Y . As usual given words v, w ∈ M(Y ) we will denote vw the product of v by w, which is the concatenation of the words v and w. The word with no letters, which is the identity element of M(Y ), is denoted 1.
Let v, w ∈ M(Y ); we say that v is a subword of w if there exist p, q ∈ M(Y ) such that w = pvq. In this case we say that v is a prefix of w if p = 1 and that v is a suffix of w if q = 1.
Let v = y 1 . . . y n ∈ M(Y ) with y 1 , . . . , y n ∈ Y . The length of v is defined as |v| := n. The reverse of v is defined as the word v := y n . . . y 1 , where the order of the letters is the reverse as that of v.
Remark 1.2
We have the following result, known as Levi's Lemma (see [3] , pag. 333 or [8] , Theor. 2): let u 1 , u 2 , v 1 , v 2 be words such that u 1 u 2 = v 1 v 2 ; then there exists a word p such that either u 1 = v 1 p and v 2 = pu 2 or v 1 = u 1 p and u 2 = pv 2 .
The two cases can be represented graphically in the following way,
and correspond to putting the bar separating v 1 and v 2 either inside u 1 or inside u 2 . The case when this bar is exactly below that separating u 1 and u 2 , i.e., when u 1 = v 1 and u 2 = v 2 , can be considered a special case of both the cases.
In general let us consider the word equation u 1 . . . u m = v 1 . . . v n . Any solution to this equation determines a unique way of putting n − 1 bars inside the m spaces corresponding to u 1 , . . . , u m and also a way of putting m − 1 bars inside the n spaces corresponding to v 1 , . . . , v n . This is true even if some of the u i or v j are the empty word. Indeed if u i = 1 or v j = 1 then this corresponds to a case where no bar is contained in u i or v j .
We observe that a solution to the equation u 1 . . . u m = v 1 . . . v n determines also a weak composition d for n − 1 in m parts and for m − 1 in n parts.
We give the following example for m = 4 and n = 3:
here we can say that there exist words a, b, c such that v 1 = u 1 a, u 2 = ab, v 2 = bu 3 c and u 4 = cv 3 . This solution determines the weak compositions (0, 1, 0, 1) for 2 and (1, 2, 0) for 3, which are obtained by counting the number of bars inside each u i and each v j respectively. Definition 1.3 Let w 1 and w 2 be words and let w := w 1 w 2 . The word w 2 w 1 is called a cyclic permutation of w. Given two words u and v the relationship "u is a cyclic permutation of v" is an equivalence that we denote u ∼ v. Let X be a set; we denote F(X) the free group on X and we consider F(X) as a subset e of M(X ∪ X −1 ). In particular F(X) is the set of reduced words on X, i.e., the words of the form x 1 . . . x n with x i ∈ X ∪ X −1 and x i+1 = x −1 i for i = 1, . . . , n − 1. Given w := y 1 . . . y n ∈ M(X ∪ X −1 ), with y i ∈ X ∪ X −1 for i = 1, . . . , n, the inverse of w is the word w −1 := y −1 n . . . y −1 1 . Of course w −1 ∈ F(X) if and only if w ∈ F(X). d A weak composition for an integer is a composition when 0's are allowed e Usually F(X) is considered a quotient of M(X ∪ X −1 ), but in this paper we will not follow this habit. Definition 1.5 We denote ρ : M(X ∪ X −1 ) → F(X) the function sending a word to its unique reduced form. Given u, v ∈ F(X) the product f of u by v in F(X) is defined as u · v := ρ(uv), i.e., it is equal to the reduced form of the concatenation uv. Convention 1.6 In this paper we follow these conventions:
1. With the term word we mean a non-necessarily reduced word, i.e., an element of M(X ∪ X −1 ).
2. Given u, v 1 , . . . , v n ∈ M(X ∪ X −1 ), with the notation u = v 1 . . . v n we mean the equality in M(X ∪ X −1 ) of u with the concatenation of words v 1 . . . v n even if u and all the and v j belong to F(X). This kind of equality is called factorization in the Combinatorics of Words literature (see [8] , pag. 2 or [3] , pag. 332). The equality in F(X) of u with the reduced product of v 1 , . . . , v n will be denoted by u = v 1 · . . . · v n and corresponds to the equality
Remark 1.8 It is obvious that a word is reduced if and only if its inverse is reduced if and only if its reverse is reduced. Remark 1.9 The reduced form of a word is unique, no matter the sequence of cancellations we perform on that word to obtain its reduced form (see Theorem 1.2 in Chapter 1 of [10] ). This implies that for words u, v we have that ρ(uv) = ρ(ρ(u)ρ(v)).
Remark 1.10
The following fact is obvious. Let w be a word and let v 1 , v 2 be words such that ρ(w) = v 1 v 2 . Then there exist words w 1 , w 2 such that w = w 1 w 2 and ρ(w 1 ) = v 1 , ρ(w 2 ) = v 2 . Remark 1.11 Let w be a word and let u be a cyclic permutation of ρ(w). Then there exists a cyclic permutation w ′ of w such that ρ(w ′ ) = ρ(u).
Indeed there exist words v 1 , v 2 such that ρ(w) = v 1 v 2 and u = v 2 v 1 . By Remark 1.10 there exist words w 1 , w 2 such that w = w 1 w 2 and ρ(w
, where we have used Remark 1.9. Proposition 1.12 Let w be a word. Then ρ(w) = ρ(w) and the cancellations made to obtain ρ(w) from w are the reverse of those made when obtaining ρ(w) from w.
f The product of two reduced words in F(X) does not coincide with the product of the same words in M(X ∪ X −1 ). In particular F(X) is not a subgroup of M(X ∪ X −1 ).
Proof Let n be the number of cancellations needed to obtain ρ(w) from w; we prove the claim by induction on n.
First let n = 1. Then w = w 1 xx −1 w 2 for words w 1 , w 2 , x and ρ(w) = w 1 w 2 . We have that
where we have used Remark 1.1 and the fact that since w 1 w 2 is reduced then by Remark 1.8 the word w 1 w 2 is reduced. This proves the first part of the claim. For the second part we observe that we have the cancellation xx −1 in ρ(w) and its reverse x −1 x in ρ(w). Now let n > 1 and the claim be true if the number of cancellations is less than n. In this case there exist words w 1 , w 2 , x such that w = w 1 xx −1 w 2 , ρ(w) = ρ(w 1 )ρ(w 2 ) (in particular the cancellation xx −1 is the last one when obtaining ρ(w) from w). By induction hypothesis since the cancellations in w ′ := w 1 w 2 are less than n, then we have that ρ(w 1 w 2 ) = ρ(w 1 w 2 ), therefore
proving the first part of the claim. For the second part we observe that the cancellations in ρ(w) are those in ρ(w 2 ), plus those in ρ(w 1 ) and x −1 x. These cancellations are the reverse of those in w, which are the cancellations in w 1 , those in w 2 and xx −1 . This proves the second part of the claim. Remark 1.13 Let u and v be words such that u is a cyclic permutation of v; then the reduced form of u is the reduced form of some conjugate of v.
Indeed there exist words p, q such that u = pq and v = qp; then ρ(u) = ρ(pq) = ρ(pqpp −1 ) = ρ(pvp −1 ). Remark 1.14 The following result is obvious: if u, v, w are words such that uv and vw are reduced and v = 1 then uvw is reduced.
2 Cyclically reduced words and the cyclically reduced product
The free group on X, denoted F(X), is defined as the subset of reduced words of the free monoid M(X ∪ X −1 ). The product of two words of F(X) is defined as the reduced form of the concatenation of the two words. It is natural to consider the set of cyclically reduced words, denoted F(X), and equipping it with the product defined as the cyclically reduced form of the concatenation. It is also natural to see which properties that hold true for the free group are valid also for F(X).
In F(X) there is one and only one identity and each element admits a unique inverse. However associativity does not hold, so F(X) is not a group. It is not a quasi-group either because the Latin square property does not hold. Also commutativity does not hold. However F(X) verifies weaker versions of all these properties. Details are given in Remarks 2.14 and 2.15. Definition 2.1 A reduced word is cyclically reduced if its last letter is not the inverse of the first one, that is if all its cyclic permutations are reduced. We denote F(X) the set of cyclically reduced words.
Remark 2.2 It is obvious that a word is cyclically reduced if and only if its inverse is cyclically reduced if and only if its reverse is cyclically reduced.
Remark 2.3
Let u be a cyclically reduced word; then the concatenation u 2 = uu is also cyclically reduced. In general for any natural number n the concatenation u n is cyclically reduced.
Remark 2.4 Given a word w there exist unique t ∈ F(X) and c ∈ F(X) such that ρ(w) = tct −1 . The word c is called the cyclically reduced form of w and is denotedρ(w). In particular we have the function
sending a word to its unique cyclically reduced form.
We have that ρ(w) = tρ(w)t −1 and that ρ(w) is cyclically reduced if and only if t = 1.
Moreoverρ(w) = ρ(t −1 wt), that is the cyclically reduced form of a word is equal to the reduced form of some conjugate of that word.
Example. The word xyzxy −1 x −1 is reduced but not cyclically reduced. Its cyclically reduced form is equal to zx. Remark 2.5 It follows trivially from the definition thatρ(w) =ρ(ρ(w)) for a word w.
Remark 2. 6 We can say that in F(X) a word is represented as a closed path, while in F(X) it is represented as an open path. This justifies why in F(X) we use the reduced form and in F(X) the cyclically reduced form.
For example let us take the word txyy −1 zt −1 . By representing it in a line as in Figure 1 , the only consecutive opposite letters are yy −1 and by canceling them we obtain the reduced form txzt −1 .
On the other hand if we represent the same word in a cycle as in Figure  2 , not only the edges labeled by y and y −1 are contiguous, but also the edges labeled by t −1 and t. The cyclically reduced form is xz and its representation ✲ ❝t x y y −1 z t −1 Figure 1 : a word represented linearly as a cycle is shown in Figure 3 . We observe that in order to obtain the reduced form from the cyclically reduced one we have to join a spine labeled tt −1 to the initial point, as in Figure 4 . Given a representation of a word, it is easy to find the representation of its reverse or of a cyclic permutation.
Let w be represented linearly as in Figure 1 ; then its reverse has the same representation except that the direction is the opposite and the initial and final points are swapped.
Let w be represented as a cycle like in Figure 2 ; then the reverse has the same representation as w except the direction which is the opposite. The representation of a cyclic permutation of w is the same as that of w but the initial point is different.
From this we can also see the relationship between the representation of a word as a cycle and the concept of cyclic words, also called circular words, which are classes of equivalence of words under cyclic permutation. Indeed a cyclic word can be represented as in Figure 2 but without specifying the initial point.
We observe that in Figure 3 we have folded the edges corresponding to a cancellation and these edges are not part of the boundary label of the diagram. This is the same as in van Kampen diagrams (see Remark 3.2 for a short and informal presentation of van Kampen diagrams or one of the many references in the literature like [14] for a more thorough one).
The last sentence needs however a clarification. Indeed we can consider that the diagrams in Figures 2-4 are van Kampen diagrams where we have omitted to draw all internal edges, so not all regions are specified: indeed in a van Kampen diagram the labels of the regions must be basic relators and also the number of regions does not increase when we make a folding corresponding to a cancellation g .
We can go even farther by saying that the diagram in Figure 2 represents the boundary of a van Kampen diagram of any type (with also spines) and that the process of folding edges done in Figure 3 for a word represented by any van Kampen diagram is compatible with that of folding edges in van Kampen diagrams (see the reference cited above for more details about van Kampen diagrams).
Remark 2.7 Let w be a word and let u be a cyclic permutation ofρ(w); then u is the reduced form of some conjugate of w.
Indeed there exist words p, q such thatρ(w) = pq and u = qp. Then
This implies one side of the well known equivalence which gives a solution to the conjugacy problem in free groups, (see Theorem 1.3 in Chapter 1 of [10] 
(2)ρ(w) = 1 if and only if ρ(w) = 1.
Indeed (1) is obvious from the definition. To prove (2) we observe that by Remark 2.4 we have ρ(w) = tρ(w)t −1 for some word t. Ifρ(w) = 1 then ρ(w) = tt −1 and t should be equal to 1 since ρ(w) is reduced. The opposite implication is obvious. Proof First let us assume that w is reduced. By Remark 2.4 there exists a word t such that w = tρ(w)t −1 , thus w = t −1ρ (w) t and sinceρ(w) is cyclically reduced by Remark 2.2, thenρ(w) =ρ(w). Now let w be non-necessarily reduced. Then by Remark 2.5 and Proposition 1.12 we havê
The cancellations made to obtainρ(w) from w are those made to obtain ρ(w) from w plus t t −1 . On the other hand the cancellations made to obtain ρ(w) from w are those made to obtain ρ(w) from w plus t −1 t. The second part of the claim follows then from the fact that by Proposition 1.12 the cancellations made to obtainρ(w) from w are the reverse of those made to obtain ρ(w) from w.
Definition 2.12
Given words u and v we denote u * v the cyclically reduced product of u by v, i.e., u * v :=ρ(uv).
Remark 2.13
If v is a word then v * 1 = 1 * v =ρ(v), so 1 is an identity element in F(X). Indeed 1 is the unique identity element because if w ∈ F(X) and w = 1 then w * w = ww = w, so w is not an identity element.
Also we have that (2) of Remark 2.8 implies that u * v = 1 if and only if ρ(u) = ρ(v −1 ), thus an element w ∈ F(X) has a unique inverse, which is w −1 .
Remark 2.14 The set F(X) is closed with respect to the cyclically reduced product, so ( F(X), * ) is a magma (see [4] ). The word 1 is the unique identity element and for every w ∈ F(X) the element w −1 is the unique inverse of w (see Remark 2.13) .
If X has only one element, then a word is cyclically reduced if and only if it is reduced, so in that case F(X) = F(X) and the cyclically reduced product is the same as the reduced product.
Let X have at least two elements; then F(X) is a proper subset of F(X) and moreover * is not associative, therefore ( F(X), * ) is not a group. Indeed let x, y ∈ X be such that x = y and let us set u := xy, v := x −1 and w := x;
However a more general result holds true: in ( [16] , Th. 2.7) we prove that * verifies a "twisted" version of the associative property.
The operation * is also not commutative but we prove in Theorem 3.1 that for any u, v we have that u * v is a cyclic permutation of v * u.
This property is a generalization of the existence of an inverse and is called Latin square property, see [7] (we have seen in Remark 2.14 that each element of F(X) has a unique inverse).
It is natural to ask whether that property holds true also for F(X) equipped with *. The answer is no if w = 1, so F(X) is not a quasi-group (see [4] ). Indeed as Corollary B.6 shows, F(X) verifies a weaker property than the Latin square: if w = 1 there exist infinitely many pairs of words v 1 and v 2 such that v 1 and v 2 are cyclic permutations one of the other and u * v 1 = w, v 2 * u = w. In particular it is the uniqueness that does not hold in F(X), so F(X) is not cancellative.
That implies that even if 1 is the unique identity element of F(X), for any u ∈ F(X) there exist infinitely many v 1 and v 2 such that u * v 1 = u and v 2 * u = u.
We observe that if we set v 1 := u −1 * w and v 2 := w * u −1 , it is not true in general that u * v 1 = w and v 2 * u = w. Indeed let x, y ∈ X be such that x = y and let u := xy and w := y 2 ; then u * v 1 = xyx −1 y = w, while v 2 * u = w. Let u := xy and w := x 2 ; then u * v 1 = w, while v 2 * u = xy −1 xy = w. Finally if u := yxy and w := yx −1 y, then u *
However a more general result holds true: in ( [16] , Th. 2.1) we prove that there exists a cyclic permutation u ′ of u such that either u ′ * v 1 is a cyclic permutation of w or there exists a word h such that u ′ hv 1 h −1 is cyclically reduced and is a cyclic permutation of w. A symmetrical result holds true for v 2 in place of v 1 .
Indeed by Remarks 2.9 and 1.9 we have that 
proving the first part of the claim. The second part follows from Proposition 2.11.
Properties of the cyclically reduced product
This section uses results and definitions of Appendices A and B. In particular in Section A identities among relations are defined. We recall that ρ andρ denote respectively the reduced form and the cyclically reduced form of a word and that * denotes the cyclically reduced product of two words.
The next theorem generalizes to the cyclically reduced product the following result: given words u, v the reduced product u · v = ρ(uv) is a cyclic conjugate of v · u and the identity among relations that by Remark A.9 follows from this fact semi-Peiffer collapses to 1.
Indeed we have that ρ(uv) = ρ u(vu)u −1 , which implies the identity among relations
which is equivalent to the identity in normal form
The element of H corresponding h to this equivalence is
which by means of an exchange of type A-2 transforms to
The latter reduces to 1 with one semi-Peiffer deletion between the first and second term and one Peiffer deletion between the third and fourth. We will prove that for the cyclically reduced product we have a generalization of the same result with cyclic permutation instead of cyclic conjugation. In particular the identity among relations is a generalization of that of (3.1). Moreover we have a result that does not hold for the reduced product, namely that the cancellations in u * v are the same up to cyclic permutation as those in v * u.
h H is defined at page 21 in appendix A Theorem 3.1 Let u and v be words such that u * v = 1; then
Now let u and v be reduced; then we have also that ii) the words canceled when obtaining u * v from uv are the same up to cyclic permutation as those canceled when obtaining v * u from vu;
iii) the identity among relations that by Remark A.9 follows from the equivalence in 1. is cyclic permutation either in the first and third terms or in the second and fourth terms;
iv) that identity semi-Peiffer collapses to 1 by means of the following sequence of 2n + 3 operations: n exchanges of type B-1; n exchanges of type B-3; an exchange of type A-2; a semi-Peiffer deletion between the first and second term; a Peiffer deletion between the third and fourth terms;
then the words ββ −1 and α −1 α are canceled when obtaining u * v from uv and when obtaining v * u from vu.
Proof First let us assume that u and v are reduced: we show that the claims are true for the three cases of Lemma B.2.
Moreover since u * v is cyclically reduced then in obtaining u * v from uv we have the internal cancellation aa −1 and the external cancellations u −1 1 u 1 and s −1 s.
Also we have that
and there is the internal cancellation u −1
This implies that 
which is equivalent to 
, when obtaining u * v from uv we have the internal cancellations b −1 1 b 1 , w −1 2 w 2 and (w 1 w 2 ) −n (w 1 w 2 ) n and the external cancellation u −1 1 u 1 . When obtaining v * u from vu we have the internal cancellations u −1 1 u 1 , (w 1 w 2 ) n (w 1 w 2 ) −n and w 2 w −1 2 and the external cancellation b −1 1 b 1 , proving ii) for s = 1. Now let us prove iv). The element of H (see section A) associated with the left hand side of (3.5) is
We have that:
Let us set p := u * v and q := s −1 u −1 1 b 1 w 2 . Then we have that:
iv) then follows from Lemma A.10. Finally, to prove v) we observe that α is a prefix of u 1 , β is a suffix of a, β −1 is a prefix of a −1 and α −1 a suffix of u −1 1 , so the claim is obvious. Also v * u = c 2 c 1 = ρ(avua −1 ) and is a cyclic permutation of u * v, proving i).
This identity is cyclic permutation in the first and third terms, proving iii).
Let us set p := c 1 c 2 and q := t −1 a −1 c −1 1 . Then we have that:
iv) then follows from Lemma A.10. Finally, to prove v) we observe that α is a prefix of t, β is a suffix of a, β −1 is a prefix of a −1 and α −1 a suffix of t −1 , so the claim is obvious. Let us introduce some notions to justify this claim. A van Kampen diagram (see [14] , Ch. 2) is a 2-complex that can be associated with any relator of a group presentation. A relator is the reduced form of a product of conjugates of basic relators, and with the non-reduced product of these basic relators can be associated a van Kampen diagram in the form of a "bouquet of lollipops" (see Fig. 2.3 of [14] ). Each letter of that product corresponds to an edge of the van Kampen diagram and every time there is a cancellation in that product, there is a folding of the two edges corresponding to the two canceled letters. When all the cancellations have been made, the obtained word, that we call w, is reduced and this word is the label of the boundary of the van Kampen diagram obtained after all the foldings. That boundary forms a cycle (i.e., its initial and final points coincide) and starts with the edge labeled by the first letter of w, so the initial point of that edge is the initial point of the van Kampen diagram.
Now let u and v be two relators. In order to find the van Kampen diagram associated with the reduced product u · v, first we find the diagram associated with the non-reduced product uv: this is obtained by joining the van Kampen diagrams associated with u and v by making coincide their initial points. Then as above for each cancellation in the word uv we fold together the two edges corresponding to the two canceled letters. Now let us return to ii) of Theorem 3.1. Let us take a group presentation of which u and v are relators (non-necessarily basic) and let us consider the van Kampen diagrams associated with them. Let us consider the van Kampen diagrams associated with uv and vu: they are homeomorphic and their boundary cycles are cyclic permutations one of the other.
When we obtain u * v from uv we make first all internal cancellations and then all the external ones. When we do these cancellations we fold the corresponding edges of the diagram as explained above. Since the boundary of the van Kampen diagram is a cycle, an external cancellation corresponds to two edges that are consecutive, so the folding of these edges follows the same rules as for the internal cancellations.
Since as shown in ii) of Theorem 3.1 the cancellations in u * v are the same up to cyclic permutation as those of v * u and since the van Kampen diagrams for uv and vu are homeomorphic with boundary cycles that are cyclic permutations one of the other, the same foldings applied to the diagram of uv are applied to the diagram of vu.
This shows that the van Kampen diagrams for u * v and v * u are homeomorphic and their boundary cycles are cyclic permutation one of the other. The next corollary implies one side of the equivalence that gives a solution to the conjugacy problem in free groups (Remark 2.7 implies the other side). Corollary 3.4 If t, w are words thenρ(twt −1 ) is a cyclic permutation of ρ(w). If moreover ρ(t)ρ(w)ρ(t) −1 is reduced thenρ(twt −1 ) =ρ(w).
Proof By Corollary 3.3 we have thatρ(twt −1 ) is a cyclic permutation of ρ(wtt −1 ) and by Remark 2.9 we have thatρ(wtt −1 ) =ρ(w), which proves the first part of the claim.
We observe that Corollary 3.4 cannot be improved, since in general ρ(twt −1 ) is not equal toρ(w), even when t and w are reduced words. Indeed let x, y ∈ X and let t := x and w := yx. Thenρ(twt −1 ) =ρ(xyxx −1 ) = xy = yx =ρ(w).
Let w be a word and let a, w 1 , w 2 be words such that w = w 1 aa −1 w 2 ; we say that the word w ′ := w 1 w 2 is obtained from w by internally canceling aa −1 . Let t, w 0 be words such that w = tw 0 t −1 ; we say that the word w 0 is obtained from w by externally canceling t −1 t.
We consider the transitive closure of the relation "being obtained from", that is if w, w ′ , w ′′ are words such that w ′ is obtained from w by (internally or externally) canceling word bb −1 and w ′′ is obtained from w ′ by canceling word cc −1 then we say that w ′′ is obtained from w by canceling bb −1 and cc −1 .
It is well known (see [10] , Theorem 1.2 of Chapter 1) that given w ∈ M(X ∪ X −1 ) then ρ(w) is obtained from w by performing all internal cancellations in any order. We have seen in Remark 2.4 thatρ(w) is obtained from ρ(w) by performing all the external cancellations. So in order to obtainρ(w) from w first we have to carry out all the internal cancellations and afterwards all the external cancellations. Now the question is: which word do we obtain from w if we do not respect this order and we perform some external cancellation before all internal cancellations have been carried out? Does this word still isρ(w)? The answer is that the word obtained is a cyclic permutation ofρ(w) and the next proposition proves it. Theorem 3.5 Let w be a word and let v be a cyclically reduced word obtained from w by performing internal and external cancellations in any order. Then v is a cyclic permutation ofρ(w).
Proof Let u 0 := w, u 1 , . . . , u n := v be the sequence of words obtained from w to q by performing internal and external cancellations.
If we perform an internal cancellation we obtain a word with the same reduced form so by Remark 2.9 with the same cyclically reduced form. If we perform an external cancellation then by Corollary 3.4 we obtain a word whose cyclically reduced form is a cyclic permutation. So when going from u i to u i+1 the cyclically reduced form either stays equal or permutes cyclically and this proves the claim. Let us give an example when the process described in Proposition 3.5 determines a word which is a non-trivial cyclic permutation. Indeed let w := xx −1 yx −1 ; if we perform first the external cancellation we obtain the word x −1 y which is a non-trivial cyclic permutation ofρ(w) = yx −1 .
A Identities among relations
This section deals with identities among relations. The material until Remark A.5 is already known (see for example [2] ) and is presented here in order to fix the terminology and the notation.
This section is independent from the rest of the paper, except for the notations of the free group on X (denoted F(X)) and of the reduced form of a word (ρ(w) denotes the reduced form of a non-necessarily reduced word w) from Section 1.
Let a 1 , . . . , a m , r 1 , . . . , r m , b 1 , . . . , b n , s 1 , . . . , s n be words such that the equality ρ(a 1 r 1 a −1
holds. Then we say that we have an identity among relations involving r 1 , . . . , r m , s 1 , . . . , s n that we denote
If n = 0, that is the right hand side is 1, then we say that the identity is in normal form. Let us suppose that in the identity (A.2) for some i ∈ {1, . . . , m} we have that ρ(a i ) is a suffix of ρ(r i ) or ρ(a −1 i ) is a prefix of ρ(r i ). Then we say that (A.1) is cyclic permutation in the i-th left term. Analogously we define when an identity is cyclic permutation in a term on the right-hand side.
Identities among relations are special types of word equations. They arise in the context of group presentations, but we will use them without involving an explicit group presentation. In particular an identity among relations involving r 1 , . . . , r m is an identity among relations for any group presentation having r 1 , . . . , r m as relators. The last claim is obvious if the r i are basic relators. If some of the r i are non-basic relators, then the claim follows from Remark A.1.
Remark A.1 Let us suppose that (A.2) holds and that for some i we have that the reduced form of r i is equal to the reduced form of c 1 t 1 c −1 1 . . . c k t k c −1 k for some words c 1 , t 1 , . . . c k , t k . Then by replacing in (A.2) the term a i r i a −1
we obtain an identity among relations involving s 1 , . . . , s n , t 1 , . . . , t k and all the r h except for h = i.
Definition A. 2 We say that the identities
We say that an identity ι is equivalent to an identity ι ′ if there exist identities ι 1 , . . . , ι n such that ι is 1-step equivalent to ι 1 , ι i is 1-step equivalent to ι i+1 for i ∈ {1, . . . , n − 1} and ι n is 1-step equivalent to ι ′ .
Let X | R be a presentation for a group G, with X the set of generators and R that of basic relators. If r 1 , . . . , r n ∈ R are such that the identity in normal form
holds, then (A.3) determines a product of conjugates of basic relators equal to 1 not only in G but also in F(X) (we recall that G is a quotient of F(X)).
In order to formalize these notions we introduce some definitions (we will follow [2] ). Let us set Y := F(X) × R, let us define the inverse of an element (a, r) ∈ Y as (a, r −1 ) and let us denote H the free monoid on Y ∪ Y −1 . H is the set of finite sequences of elements of Y . We denote an element of H as [(a 1 , r 1 ), . . . , (a n , r n )], where a i ∈ F(X) and r i ∈ R. The trivial element of H is the sequence with zero elements.
There is a bijection between H and the set of products of conjugates of elements of R given by associating an element h = [(a 1 , r 1 ), . . . , (a n , r n )] ∈ H with the following product of conjugates of elements of R, a 1 r 1 a −1 1 . . . a n r n a −1 n .
Also we define a monoid homomorphism ψ from H to F(X) by ψ(h) := ρ(a 1 r 1 a −1 1 . . . a n r n a −1 n ). If ψ(h) = 1 then we say that h determines the identity among relations in normal form (A.3). There is a bijection between the kernel of ψ and the identities among relations in normal form involving elements of R.
Let h := [(a 1 , r 1 ), . . . , (a n , r n )] ∈ H and let (a, r), (b, s) be two consecutive elements (a i , r i ), (a i+1 , r i+1 ) for some i ∈ {1, . . . , n − 1}, in particular a = a i , r = r i , b = a i+1 , s = r i+1 . We define the following transformations on h that change it to another element of H: Deletions and exchanges leave unchanged the (a j , r j ) for j = i, i + 1.
Remark A. 3 We say that R is irredundant if any two elements of R are not conjugate, i.e., for every r, s ∈ R such that r = s there does not exist a ∈ F(X) such that r = ρ(asa −1 ).
By the Lemma at page 174 of [2] we have that if R is irredundant then a deletion is a semi-Peiffer deletion, that is if ρ(ara −1 bsb −1 ) = 1 for some (a, r), (b, s) ∈ Y then r −1 = s.
Remark A. 4 We say that R is primary if no element of R is a proper power, i.e., for every r ∈ R there does not exist z ∈ F(X) and an integer m different than 1 such that r = ρ(z m ).
By Proposition 13 of [2] we have that if R is irredundant and primary then a deletion is equivalent to some sequence of exchanges plus a Peiffer deletion. In particular if ρ(ara −1 bsb −1 ) = 1 for some (a, r), (b, s) ∈ Y then by applying some specific exchanges we can transform the pair (a, r), (b, s) into a pair (c, t), (c, t −1 ).
Given two elements h 1 , h 2 ∈ H, we say that h 1 ((semi-)Peiffer) collapses to h 2 if h 2 can be obtained from h 1 by applying ((semi-)Peiffer) deletions and exchanges.
Let h := [(a 1 , r 1 ), . . . , (a n , r n )] ∈ H be such that ρ(a 1 r 1 a −1 1 . . . a n r n a −1 n ) = 1; then we say that h determines the following identity among relations a 1 r 1 a −1 1 . . . a n r n a −1 n ≡ 1.
We say that this identity among relations ((semi-)Peiffer) collapses to 1 if h ((semi-)Peiffer) collapses to the trivial element of H.
Remark A. 5 We have seen in the introduction to this section that if r 1 , . . ., r n are relators of a group presentation P := X | S then an identity among relations involving r 1 , . . . , r n determines an identity among relations for P, that is an identity involving the basic relators of P. By virtue of the Corollary at page 159 of [2] we have also that if the identity involving r 1 , . . . , r n Peiffer collapses to 1 then also the identity involving basic relators determined by it Peiffer collapses to 1.
Remark A.6 For (a, r) ∈ F(X) × R we define φ (a, r) := ρ(ara −1 ), r and if h = [(a 1 , r 1 ), . . . , (a n , r n )] ∈ H we define φ(h) := [φ (a 1 , r 1 ) , . . . , φ (a n , r n ) ]. We observe that φ(H) ⊂ H. We will usually denote φ(h) in the following way ρ(a 1 r 1 a −1 1 ) . . . ρ(a n r n a −1 n ) r 1 . . . r n . By defining exchanges in the above way for the elements of φ(H) and deletions in the same way as for H, we can define the notion of (semi-Peiffer) collapse for the elements of φ(H). It is easy to see that if h 1 , h 2 ∈ H then h 1 (semi-Peiffer) collapses to h 2 by means of a certain sequence of operations if and only if φ(h 1 ) collapses to φ(h 2 ) by means of the same sequence of operations.
Remark A.7 Let R be a set of reduced words, that is R ⊂ F(X). Let us consider the following operations on the elements of F(X): reduced product, cyclically reduced product, cyclically reduced form, conjugations, cyclic permutations.
Let N be the normal closure of R in F(X); then N is the subset of F(X) generated by R and by the above operations. Indeed cyclic permutations and the cyclically reduced form are special cases of conjugations and the cyclically reduced product is obtained by composing the cyclically reduced form with the reduced product.
Let u ∈ N be obtained from R by a sequence σ of the above listed operations on the elements of R. We will show how to associate with σ an element [(a 1 , r 1 ), . . . , (a n , r n )] of H with the property that ρ(a 1 r 1 a −1 1 . . . a n r n a −1 n ) = u.
Let us take the trivial sequence. This is an element r of R and we associate with it the element [(1, r) ]. We can suppose by induction hypothesis that there is a natural number n such that for each sequence σ of length less than n we have associated with σ an element of H with the above property.
Let u, u ′ ∈ N be obtained from R by two sequences σ, σ ′ of length less than n. Then by induction hypothesis there exist r 1 , . . . , r m , s 1 , . . . , s n ∈ R and a 1 , . . . , a m , b 1 , . . . , b n ∈ F(X) such that we have associated with σ an element [(a 1 , r 1 ), . . . , (a m , r m )] ∈ H such that u = ρ(a 1 r 1 a −1 1 . . . a m r m a −1 m ) and with σ ′ an element [(b 1 , s 1 ) , . . . , (b n , s n )] ∈ H such that
Let us consider the sequence τ having all the operations of σ and σ ′ plus the reduced product of u by u ′ . Then we associate with τ the element [(a 1 , r 1 ), . . . , (a m , r m ), (b 1 , s 1 ), . . . , (b n , s n )] ∈ H and obviously ρ(a 1 r 1 a −1
. Now let us consider a sequence σ ′′ having all the operations of σ plus the conjugation of u by a word b. Then we associate with σ ′′ the element
If instead σ ′′ is the sequence having all the operations of σ plus a cyclic permutation or the cyclically reduced form of u then the previous case shows how to associate with σ ′′ an element of H with the above property because by virtue of Remarks 2.7 and 2.4 the cyclic permutation and the cyclically reduced form are special cases of conjugation.
Finally if τ is the sequence having all the operations of σ and σ ′ plus the cyclically reduced product of u by u ′ , then the previous cases show how to associate with τ an element of H with the above property because the cyclically reduced product is the composition of the cyclically reduced form with the reduced product.
Remark A. 8 We show how to associate with a product of conjugates of elements of R a sequence of operations on R as described in Remark A.7.
Indeed with a 1 r 1 a −1
1
. . . a m r m a −1 m we associate the following sequence: conjugation of r 1 with a 1 ; conjugation of r 2 with a 2 ; . . .; conjugation of r m with a m ; reduced product of a 1 r 1 a −1 1 by a 2 r 2 a −1 2 ; reduced product of a 1 r 1 a −1 1 a 2 r 2 a −1 2 by a 3 r 3 a −1 3 ; . . .; reduced product of a 1 r 1 a −1
by a m r m a −1 m . In particular, given words u and v, we associate with u * v the product αuα −1 αvα −1 , where α is such that u * v = ρ(αuvα −1 ) (see Remark 2.4).
Remark A.9 Let u, u ′ ∈ N be obtained respectively from sequences σ and σ ′ of operations on R as described in Remark A.7, in particular in view of Remark A.8 let u, u ′ be the reduced forms of products of conjugates of elements of R. Let us suppose that u ∼ u ′ ; we show how to associate with σ, σ ′ and the equivalence u ∼ u ′ an identity among relations involving elements of R.
Indeed the procedure described in Remark A.7 associates with σ and σ ′ elements h : = [(a 1 , r 1 ) , . . . , (a m , r m )] and h ′ : = [(b 1 , s 1 
If u ∼ v then u and v are conjugates and thus there exists a word c such that u = ρ(cvc −1 ). We associate with σ, σ ′ and the equivalence u ∼ v the following identity among relations
The next lemma will be used in Section 3
Lemma A.10 Let u, v ∈ R and α, β, γ, δ ∈ F(X) and let us consider the element h :
We suppose that there exist words p, q and a natural number n such that
Then h semi-Peiffer collapses to 1 by means of the following sequence of 2n + 3 operations: n exchanges of type B-1; n exchanges of type B-3; j then an exchange of type A-2; finally two semi-Peiffer deletions.
Proof In this proof in order to make the notation less cumbersome we will adopt the following convention different from Convention 1.6: given words u 1 , . . . , u n with the notation u 1 . . . u n we mean the reduced product of the words u 1 , . . . , u n , i.e., their product in F(X).
For any natural number k we consider the element η k of H defined by
It is easy to see that all the η k belong to φ(H). Indeed φ(h) = η 0 and in general if we set h k := [(p k α, u), (p k β, v), (p −k γ, u −1 ), (p −k δ, v −1 )] then ρ(h k ) = η k (we observe that h 0 = h). Let us consider for i ∈ {0, 1, 2, 3} the elements η i k of H defined in the following way: 0. η 0 k := η k ;
Let g, g ′ ∈ H. We prove the following facts: (I) if φ(g) = η 0 k and if g ′ is obtained from g by an exchange of type B-1 then φ(g ′ ) = η 1 k . Indeed the third and fourth elements of η 0 k and η 1 k are the same and the first element of η 0 k is equal to the second of η 1 k . It remains to prove that if we set α := p −n+k q −1 p −k , β := p k qp n−k+1 then p k+1 qp n−k = ρ(αβα −1 ), which is easy to verify. (II) if φ(g) = η 1 k and if g ′ is obtained from g by an exchange of type B-3 then φ(g ′ ) = η 2 k . Indeed the first and second elements of η 1 k and η 2 k are the same and the third element of η 1 k is equal to the fourth of η 2 k . It remains to prove that if we set α := p −n+k q −1 p −k , β := p k qp n−k+1 then p −k−1 q −1 p −n+k = ρ(αβα −1 ), which is easy to verify. (III) if φ(g) = η 2 k and if g ′ is obtained from g by an exchange of type B-1 then φ(g ′ ) = η 3 k . Indeed the third and fourth elements of η 2 k and η 3 k are the same and the first element of η 2 k is equal to the second of η 3 k . It remains to prove that if we set α := p k+1 qp n−k , β := p −n+k q −1 p −k then p −n+k+1 q −1 p −k−1 = ρ(αβα −1 ), which is easy to verify. (IV) if φ(g) = η 3 k and if g ′ is obtained from g by an exchange of type B-3 then φ(g ′ ) = η 0 k+1 . Indeed the first and second elements of η 3 k and η 0 k+1 are the same and the third element of η 3 k is equal to the fourth of η 0 k+1 . It remains to prove that if we set α := p −k−1 q −1 p −n+k , β := p n−k qp k then p n−k−1 qp k+1 = ρ(αβα −1 ), which is easy to verify.
For each natural number i we define g k i ∈ H in the following way: g k 0 := h k ; if i > 0 and i is odd then g k i is the element of H obtained from g k i−1 after an exchange of type B-1; if i > 0 and i is even then g k i is the element of H obtained from g k i−1 after an exchange of type B-3. We now prove that for every natural number m and for every i ∈ {0, 1, 2, 3} we have that φ(g k 4m+i ) = η i k+m . If m = 0 then the claim follows by definition of g. Let m > 0 and the claim be true for m − 1; then we will prove that φ(g k 4m+i ) = η i k+m for i = 0, which will imply the claim for the other i's as well. Indeed we have that φ(g k 4m ) = φ(g k 4(m−1)+4 ). We have that g k 4(m−1)+4 is obtained from g k 4(m−1)+3 by an exchange of type B-3; also by induction hypothesis we have that φ(g k 4(m−1)+3 ) = η 3 k+m−1 . By what seen in (IV) we have that φ(g k 4(m−1)+4 ) = η 0 k+m , proving the claim. From now we will assume that k = 0 (we have that h 0 = h), thus
For every j we will denote g j the element g 0 j . We have that g 2n is the element obtained from h after n times the pair of exchanges B-1, B-3. Let n be even; then n = 2m for some m and φ(g 2n ) = φ(g 4m ) = η 0 m . Since n − m = m then
If we apply an exchange of type A-2 to g 2n we obtain an element g ′ ∈ H such that
because if it is easy to see that if we set α := p m qp m+1 and β := p m qp m then p m+1 qp m = ρ(β −1 αβ). Since the first and second elements of φ(g ′ ) are inverse, as well as the third and fourth, we have that φ(g ′ ) reduces to 1 by means of two deletions. The claim for n even follows by means of Remark A.6 Let n be odd; then n = 2m + 1 for some m and φ(g 2n ) = φ(g 4m+2 ) = η 2 m . Since n − m = m + 1 then
because if it is easy to see that if we set α := p −m−1 q −1 p −m and β := p −m−1 q −1 p −m−1 then p −m q −1 p −m−1 = ρ(β −1 αβ). Since the first and second elements of φ(g ′ ) are inverse, as well as the third and fourth, we have that φ(g ′ ) reduces to 1 by means of two deletions. The claim for n odd follows by means of Remark A.6
B Some technical results
This section depends only on Sections 1 and 2 and can be read independently of Appendix A.
Lemma B.1 Let w be a non-empty cyclically reduced word and let b be a reduced word. Then there exist words w 1 , w 2 , b 1 and a natural number n such that w = w 1 w 2 , ρ(bwb −1 ) = b 1 w 2 w 1 b −1 1 and at least one of the two holds (1) wb −1 is reduced, w 2 = 1 and b = b 1 w −1 1 w −n ;
(2) bw is reduced, w 1 = 1 and b = b 1 w 2 w n .
Proof If bwb −1 is reduced then both (1) and (2) hold by taking n = 0 and w 1 = 1 in (1) and w 2 = 1 in (2). Now let bwb −1 be not reduced; then by Remark 1.14 at least one between bw and wb −1 is non-reduced because w = 1. Indeed exactly one of the two is non-reduced because otherwise w would not be cyclically reduced.
First we show that if we have proved (1) then (2) follows easily by taking inverses. Indeed if bw is reduced then w −1 b −1 is reduced. From (1) it follows that there exist words w 1 , w 2 , b 1 and a natural number n such that
1 and the claim is proved. Now we assume that wb −1 is reduced, that is bw is not reduced and we prove (1) by induction on |b|. Let |b| = 1; then there exists a word w 2 such that w = b −1 w 2 , thus
and the claim follows by setting b 1 := 1, w 1 := b −1 , n = 0.
Let us assume that |b| > 0 and the claim be true for every b ′ of length less than |b|.
We observe that a factorization of the form b = b 1 w −1 1 w −n always exists, for example by taking w 1 = 1 and n = 0. We also observe that once we take a prefix w 1 of w, then there exists one and only one w 2 such that w = w 1 w 2 .
It is obvious that there exists a factorization of the above form with n and |w 1 | maximal. Let us take that factorization; since n is maximal then w 1 = w and thus w 2 = 1; since |w 1 | is maximal then b 1 w 2 is reduced.
We have that
). Let b 1 = 1; then since w is cyclically reduced then w 2 w 1 is reduced, thus
proving the claim. Let b 1 = 1; we prove that if w 1 = 1 then b 1 w 2 w 1 b −1 1 is reduced, proving the claim. Indeed b 1 w 2 and w 2 w 1 are reduced by what seen above and since w 2 = 1 then b 1 w 2 w 1 is reduced by Remark 1.14. If b 1 w 2 w 1 b −1 1 is not reduced then there must be cancellation in w 1 b −1 1 since w 1 = 1. If this were the case then there would exist words w 3 , x, b 2 with x = 1 such that w 1 = w 3 x and b −1
3 w −n and there would be a non-trivial cancellation in b, contradicting the fact that b is reduced.
Finally let b 1 = 1 and w 1 = 1; then w 2 = w, ρ(bwb −1 ) = ρ(b 1 wb −1 1 ) and b = b 1 w −n .
First we assume that n = 0; then we have that |b 1 | < |b|. If b 1 wb −1 1 is reduced (in particular if |b 1 | = 0), then ρ(bwb −1 ) = b 1 wb −1 1 and the claim is true. Otherwise by applying the induction hypothesis we have that there exist words w 3 , w 4 , b 2 and a natural number m such that w = w 3 w 4 , w 4 = 1,
and since ρ(bwb −1 ) = ρ(b 1 wb −1 1 ) the claim is proved. Now we show that if n = 0 we have a contradiction. Indeed we have that b = b 1 and therefore bw is reduced, but we have assumed that bw is not reduced.
We observe that the classification given in Lemma B.2 has been assumed but not proved in ( [5] , pag. 1564). Cases 1), 2) and 3) of Lemma B.2 correspond respectively to cases F2, F1 and F3 of ( [5] , pag. 1564). We also observe that the proof of Lemma B.2 we give here follows closely the one we gave in [15] . 3) there exist words v 1 , s, a such that
Observation We recall that by Convention 1.6 the equalities in 1), 2) and 3) of Lemma B.2 (like all the equalities of this paper) are equalities in the free monoid M(X ∪ X −1 ) and not only equalities in F(X). For instance in 1) we have that v can be factored as
If u * v = 1 then u = v −1 by Remark 2.13. We can therefore assume that u * v = 1. Since u 1 v 1 = t(u * v)t −1 , three cases are possible:
1. u 1 is a prefix of t;
2. u 1 is a prefix of t(u * v) but not of t;
3. u 1 is not a prefix of t(u * v).
Let us examine the three cases.
There exists a word s such that t = u 1 s and v
There exist words c 1 , c 2 such that
There exists a word s such that
. Case 2 will reduce to case 1 if c 1 = 1 and it will reduce to case 3 if c 2 = 1. Therefore we can assume that in case 2, c 1 and c 2 are non-empty words. This implies that in case 2 we have that
where the last equality follows from Remark 1.14. This implies that v * u = c 2 c 1 .
Remark B.3
The case where there is no cancellation between u and v in their cyclically reduced product corresponds to case 2) of Lemma B.2. In that case a = t = 1.
The graphical interpretation of Lemma B.2 is the following. Case 1) corresponds to Figure 5 : the internal circle represents the word u, which is completely canceled in the cyclically reduced product of u by v. If s = 1 then the edge labeled by s reduces to a point and the internal circle is tangent to the external cycle labeled by w.
Case 2) corresponds to Figure 6 . If t = 1 and a = 1 then the initial and final points of the edge labeled by t coincide and that point will be also the final point of the edge labeled by a. If a = 1 and t = 1 then the situation is the same as above with the roles of t and a swapped. If both t and a are equal to 1 then the shape will be different, in particular it will consist of two circles labeled by c 1 and c 2 sharing one vertex.
Case 3) corresponds to Figure 5 but with the roles of u and v swapped. (b) p = e 2 b and q = b −1 e 3 e 1 for words b, e 1 , e 2 , e 3 such that d = e 1 e 2 e 3 and e 2 , e 3 e 1 = 1; moreover either p * q = u * v or q * p = u * v.
Proof We show that the claim is true for the three cases of Lemma B.2. Case 1. We have that u = u 1 a, v = a −1 r(u * v)r −1 u −1 1 . If we set p := au 1 and q := u −1 1 a −1 r(u * v)r −1 = p −1 r(u * v)r −1 , then p is a cyclic permutation of u, q is a cyclic permutation of v and p * q =ρ(pq) =ρ(au 1 u −1 1 a −1 r(u * v)r −1 ) =ρ(r(u * v)r −1 ) = u * v, where we have used the fact that r(u * v)r −1 is reduced since it is a subword of v, which is reduced.
Moreover since d is a cyclic permutation of u * v there exist words c 1 , c 2 such that u * v = c 1 c 2 and d = c 2 c 1 , thus case (a) holds.
Case 2. We have that there exist non-empty words c 1 , c 2 such that u * v = c 1 c 2 and u = tc 1 a, v = a −1 c 2 t −1 . If we set u ′ := c 1 at and v ′ := t −1 a −1 c 2 , then u ′ is a cyclic permutation of u and v ′ a cyclic permutation of v. Since d is a cyclic permutation of u * v, there exist words d 1 , d 2 such that u * v = d 1 d 2 and d = d 2 d 1 . Since c 1 c 2 = d 1 d 2 then by Remark 1.2 there exists a word x such that either c 1 = d 1 x and d 2 = xc 2 or d 1 = c 1 x and c 2 = xd 2 .
-Case 2.1: c 1 = d 1 x and d 2 = xc 2 . Then u ′ = d 1 xat. Let us set e 1 := x, e 2 := c 2 , e 3 := d 1 . Then u ′ = e 3 e 1 at, v ′ = t −1 a −1 e 2 and c 1 = e 3 e 1 . Moreover u * v = c 1 c 2 = e 3 e 1 e 2 and e 1 e 2 e 3 = xc 2 d 1 = d 2 d 1 = d.
Set b := t −1 a −1 ; then u ′ = e 3 e 1 b −1 and v ′ = be 2 and we set p := v ′ , q := u ′ . Finally q * p =ρ(qp) =ρ(e 3 e 1 b −1 be 2 ) = e 3 e 1 e 2 = u * v, thus case (b) holds.
-Case 2.2: d 1 = c 1 x and c 2 = xd 2 . Then v ′ = t −1 a −1 xd 2 . Let us set e 1 := d 2 , e 2 := c 1 , e 3 := x. Then u ′ := e 2 at, v ′ = t −1 a −1 e 3 e 1 and c 2 = e 3 e 1 . Moreover u * v = c 1 c 2 = e 2 e 3 e 1 and e 1 e 2 e 3 = d 2 c 1 x = d 2 d 1 = d.
Set b := at, p := u ′ and q := v ′ ; then p = e 2 b, q = b −1 e 3 e 1 and p * q =ρ(pq) =ρ(e 2 bb −1 e 3 e 1 ) = e 2 e 3 e 1 = u * v, thus case (b) holds. where we have used the fact that r(u * v)r −1 is reduced since it is a subword of u, which is reduced. Moreover since d is a cyclic permutation of u * v there exist words c 1 , c 2 such that u * v = c 1 c 2 and d = c 2 c 1 , thus case (a) holds.
Lemma B.5 Let X have at least two elements and let u, w be reduced nonempty words. Then there exists a word s of length at most 2 such that for every n ∈ N \ {0} the word us n ws −n is cyclically reduced.
Proof It is enough to prove that there exists s such that |s| ≤ 2 and usws is cyclically reduced. Indeed since s is reduced and has length at most 2, then it is cyclically reduced, so s n and s −n are cyclically reduced. Moreover the first and last letters of s n [respectively of s −n ] are the same as those of s [respectively of s −1 ], so if usws is cyclically reduced then so is us n ws −n .
We have that there exist a, b, c, d ∈ X ∪ X −1 and words u 1 , u 2 , w 1 , w 2 ∈ F(X) such that u = au 1 = u 2 b, w = cw 1 = w 2 d. The words u 1 , u 2 , w 1 , w 2 are necessarily reduced and they can be equal to 1 (in case u or w is a single letter).
First we assume that u is cyclically reduced; this implies that a = b −1 . We split the proof in two different cases: 1) a = b; 2) a = b. Case 1. Then u = au 1 = u 2 a. Since X has at least two elements, there exists x ∈ X ∪ X −1 such that x = a, a −1 . This implies in particular that the words xa, xa −1 , ax, a −1 x are (cyclically) reduced. We split Case 1 into five subcases.
-Case 1.1: x = c −1 , d. Then we can take s = x. Indeed usws −1 is cyclically reduced because: the last letter of u is a, the first letter of s is x and a = x −1 ; the last letter of s is x, the first letter of w is c and x = c −1 ; the last letter of w is d, the first letter of s −1 is x −1 and d = x; the last letter of s −1 is x −1 , the first letter of u is a and x = a.
-Case 1.2: x = c −1 , x = d −1 , thus w = x −1 w 1 = w 2 d. Then we can take s = x −1 . Indeed usws −1 is cyclically reduced because: the last letter of u is a, the first letter of s is x −1 and a = x; the last letter of s is x −1 and the first letter of w is also x −1 ; the last letter of w is d, the first letter of s −1 is x and d = x −1 ; the last letter of s −1 is x, the first letter of u is a and x −1 = a.
-Case 1.3: x = c −1 = d −1 , thus w = x −1 w 1 = w 2 x −1 . Then we can take s = xa −1 . Indeed usws −1 is cyclically reduced because: the last letter of u is a, the first letter of s is x and a −1 = x; the last letter of s is a −1 , the first letter of w is x −1 and a = x −1 ; the last letter of w is x −1 , the first letter of s −1 is a and x = a; the last letter of s −1 is x −1 , the first letter of u is a and x = a.
-Case 1.4: x = d, x = c, thus w = cw 1 = w 2 x. Then we can take s = x −1 . Indeed usws −1 is cyclically reduced because: the last letter of u is a, the first letter of s is x −1 and a = x; the last letter of s is x −1 , the first letter of w is c and x = c; the last letter of w is x and the first letter of s −1 is also x; the last letter of s −1 is x, the first letter of u is a and x −1 = a.
-Case 1.5: x = d = c, thus w = xw 1 = w 2 x. Then we can take s = x −1 a −1 . Indeed usws −1 is cyclically reduced because: the last letter of u is a, the first letter of s is x −1 and a −1 = x −1 ; the last letter of s is a −1 , the first letter of w is x and a = x; the last letter of w is x, the first letter of s −1 is a and x −1 = a; the last letter of s −1 is x, the first letter of u is a and x −1 = a. Case 2. We split Case 2 into five subcases. -Case 2.1: b = c −1 , d. Then we can take s = b. Indeed usws −1 is cyclically reduced because: the last letter of u is b and the first letter of s is also b; the last letter of s is b, the first letter of w is c and b = c −1 ; the last letter of w is d, the first letter of s −1 is b −1 and d −1 = b; the last letter of s −1 is b −1 , the first letter of u is a and b = a.
-Case 2.2: b = c −1 , a = d −1 , thus w = b −1 w 1 = w 2 d. Then we can take s = a −1 . Indeed usws −1 is cyclically reduced because: the last letter of u is b, the first letter of s is a −1 and b = a; the last letter of s is a −1 , the first letter of w is b −1 and a = b −1 ; the last letter of w is d, the first letter of s −1 is a and d = a −1 ; the last letter of s −1 is a and the first letter of u is also a.
-Case 2.3: b = c −1 , a = d −1 , thus w = b −1 w 1 = w 2 a −1 . Then we can take s = ba. Indeed usws −1 is cyclically reduced because: the last letter of u is b, the first letter of s is also b; the last letter of s is a, the first letter of w is b −1 and a = b; the last letter of w is a −1 and the first letter of s −1 is also a −1 ; the last letter of s −1 is b −1 , the first letter of u is a and b = a.
