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NEARBY CYCLE SHEAVES FOR SYMMETRIC PAIRS
MIKHAIL GRINBERG, KARI VILONEN, AND TING XUE
Abstract. We present a nearby cycle sheaf construction in the context of symmetric
spaces. This construction can be regarded as a replacement for the Grothendieck-Springer
resolution in classical Springer theory.
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1. Introduction
In this paper, we present a nearby cycle sheaf construction which is a crucial ingredient
in the development of the theory of character sheaves in the context of symmetric spaces.
We generalize the results of the first named author in [G2] to the case where we allow
equivariant local systems as coefficients. It is shown in [VX] that this construction, and its
variant, produce all character sheaves up to parabolic induction in the setting of classical
symmetric spaces. The special case of the split symmetric pair (SL(n), SO(n)) was treated
in the paper [CVX], which also relies on the construction presented here.
We consider a complex reductive group G and an involution θ : G → G, giving rise to a
symmetric pair (G,K), with K = Gθ. We have a decomposition g = K ⊕ p into +1 and -1
eigenspaces of θ. Let us write N for the nilpotent cone in g and let Np = N∩p. Let a ⊂ p be
a Cartan subspace, i.e., a maximal abelian subspace of p consisting of semisimple elements,
and let Wa = NK(a)/ZK(a) be the little Weyl group. We write p
rs for the set of regular
semisimple elements of p and let ars = a ∩ prs. We have the adjoint quotient map:
f : p→ p//K ∼= a/Wa .
Note that f−1(0) = Np. The fiber of this map at a point a¯0 ∈ ars/Wa is a regular semisimple
K-orbit Xa¯0 , whose equivariant fundamental group is given by:
πK1 (Xa¯0) = I := ZK(a)/ZK(a)
0.
For each character χ ∈ Iˆ, we construct a nearby cycle sheaf Pχ ∈ PervK(Np), aK-equivariant
perverse sheaf on the nilpotent cone Np. We study the topological Fourier transform of Pχ,
and show that this Fourier transform is an IC-extension of a K-equivariant local system on
prs (under a suitable identification of p and p∗). The local systems on prs arising in this way
are described explicitly in our main Theorem 3.6, where Hecke rings with parameters ±1,
attached to certain Coxeter subgroups of Wa, enter the description. This construction can
be regarded as a replacement for the Grothendieck-Springer resolution in classical Springer
theory.
The paper is organized as follows. In Section 2, we fix some notation and discuss pre-
liminaries on the little Weyl group Wa and the equivariant fundamental group π
K
1 (p
rs). In
particular, we introduce the notion of a regular splitting homomorphism, which enables us
to view the fundamental group πK1 (p
rs) as a semidirect product of the group I and the braid
group BWa associated to Wa. This notion is needed to state our main result. We present
two constructions of regular splitting homomorphisms. The first construction is geometric,
arising from a Kostant-Rallis slice s ⊂ p. The second construction is more algebraic, and
it leads to a full classification of such homomorphisms. In Section 3, we define the perverse
sheaves Pχ, χ ∈ Iˆ, and state our main Theorem 3.6. We also sate Theorem 3.7, which
describes the Fourier transform of the sheaf P1, corresponding to the trivial character χ = 1,
as well as the monodromy action of the braid group BWa on P1. In Section 4, we describe
in detail the example of the symmetric pair (SL(2), SO(2)). This example is later used in
the proof of our main result. Proofs of several key facts from Sections 2 and 3 are deferred
to Section 5. In Section 6, we prove Theorem 3.7. Although this result essentially already
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appears in [G2], this section sets the stage for the proof of our main theorem in the next
section. Furthermore, as is discussed in detail at the start of Section 6, the treatment in [G2]
is not entirely satisfactory. Finally, in Section 7, we prove our main theorem.
Acknowledgements. We thank the Research Institute for Mathematical Sciences, Kyoto
University, Japan, for hospitality, support, and a nice research environment.
2. Preliminaries
We work throughout over the complex numbers. This allows us to work in the classical
topology and with perverse sheaves with integral coefficients. However, we expect that our
statements can be extended to other situations. For perverse sheaves we use the conventions
of [BBD].
2.1. Symmetric pairs. Let G be a connected reductive algebraic group over the complex
numbers and let θ : G→ G be an involution of G. We write:
Gθ = K.
Let g = LieG. Then we have:
g = K⊕ p,
where K (resp. p) is the +1-eigenspace (resp. −1-eigenspace) of θ. We fix a Cartan subspace
a of p; i.e., a ⊂ p is a maximal abelian subspace consisting of semisimple elements. We write
prs for the set of regular semisimple elements of p, and we let:
ars = a ∩ prs.
Here, an element x ∈ p is called regular if dimZK(x) ≤ dimZK(x′) for all x′ ∈ p. We note
that an element of prs is not necessarily regular semisimple as an element of g. We write A
for the maximal θ-split torus of G corresponding to a, where θ-split means that θ(t) = t−1
for all t ∈ A.
Let L = ZG(a). Note that L is θ-stable and L
θ = ZK(a). We fix a θ-stable maximal torus
T ⊂ L. Then we have A ⊂ T (as A is contained in the center of L), and T is also a maximal
torus of G. Let us write:
(2.1) C = T θ.
On the level of Lie algebras, we have:
(2.2) LieT = t = a⊕ c,
where c = Lie(C) ⊂ K.
We write X∗(T ) = Hom(T,Gm) for the characters of T , X∗(T ) = Hom(Gm, T ) for the
cocharacters, and 〈 , 〉 for the pairing X∗(T )× X∗(T ) → Z. We let Φ ⊂ X∗(T ) denote the
set of roots of g with respect to the maximal torus T ⊂ G, and we write Φˇ ⊂ X∗(T ) for the
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corresponding set of coroots. For each α ∈ Φ, we write αˇ ∈ Φˇ for the corresponding coroot.
For α ∈ Φ, we write gα ⊂ g for the associated root space. We then have:
g = t⊕
⊕
α∈Φ
gα.
Similarly, we write X∗(A) = Hom(A,Gm), X∗(A) = Hom(Gm, A), and we continue to write
〈 , 〉 for the pairing X∗(A)×X∗(A)→ Z. For a free abelian group H of finite rank, we write
HR = H ⊗Z R and HC = H ⊗Z C. We have natural identifications X∗(T )C ∼= t, X∗(A)C ∼= a,
X∗(T )C ∼= t∗, and X∗(A)C ∼= a∗. We will use these identifications to regard X∗(T ) as a
subset of t, etc.
2.2. The little Weyl group Wa. Let us write Wa = W (K, a) for the “little” Weyl group:
Wa = W (K, a) := NK(a)/ZK(a).
Given an α ∈ Φ we have θα = β ∈ Φ and θgα = gβ, since T is θ-stable. We recall the
following notions:
α ∈ Φ is real if α|c = 0 ⇐⇒ θα = −α
α ∈ Φ is imaginary if α|a = 0 ⇐⇒ θα = α
α ∈ Φ is complex otherwise.
We write:
Φr = {α ∈ Φ | α real}, Φi = {α ∈ Φ | α imaginary}.
Both Φr and Φi are sub-root systems of Φ.
We write Σ ⊂ X∗(A) for the restricted root system, i.e., for the root system formed by
the non-zero restrictions of the roots in Φ to a. Thus, Σ consists of the restrictions of the
real and complex roots to a. We have:
(2.3) g = Zg(a)⊕
⊕
α¯∈Σ
gα¯ ,
where we denote the restricted roots by α¯ and the corresponding root spaces by gα¯. The
root system Σ is not necessarily reduced, and the root spaces gα¯ are not necessarily one
dimensional. We note that for α ∈ Φ\Φi, the roots α and −θα give rise to the same
restricted root in Σ, since (α + θα)|a = 0. We denote the resulting restricted root by α¯. If
we interpret a∗ as a subspace of t∗, using the direct sum decomposition (2.2), then we can
write:
(2.4) α¯ =
1
2
(α− θα).
In particular, for a complex root α ∈ Φ, the (restricted) root space attached to α¯ is at least
two dimensional.
It is well-known that the little Weyl group Wa is the Coxeter group associated to the
restricted root system Σ (see, for example, [K, R]), thus generated by the reflections sα¯ at
the restricted roots α¯ ∈ Σ.
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In what follows we describe the structure of Wa in more detail, following [V]. Let W =
W (G, T ) = NG(T )/ZG(T ) denote the “big” Weyl group. Then W is the Coxeter group
associated to the root system Φ ⊂ X∗(T )R ⊂ X∗(T )C ∼= t∗.
Recall that the pair (G, θ) uniquely determines a θ-invariant real form GR of G, such that
KR = K ∩GR is a maximal compact subgroup of K. We let gR = Lie(GR), KR = Lie(KR) =
K ∩ gR, and pR = p ∩ gR. Then pR = KR ⊕ pR is a Cartan decomposition, meaning that
u = KR ⊕ i pR is a compact real form of g (where i =
√−1). We will also write tR = t ∩ gR,
cR = c ∩ gR, and aR = a ∩ gR. Then we have natural identifications: X∗(A)R ∼= aR and
X∗(T )R ∼= i cR ⊕ aR.
Pick a G-invariant symmetric bilinear form νg on g, which restricts to a pseudo-Euclidean
structure on gR, so that gR = KR⊕pR is an orthogonal decomposition, and we have νg|KR < 0
and νg|pR > 0. Note that, by construction, the form νg is non-degenerate and θ-invariant.
Note also that if G is semisimple, we can take νg to be the Killing form. By construction,
the form νg restricts to a Euclidean structure on X∗(T )R. This exhibits the Weyl groups W
and Wa as Coxeter groups acting on the Euclidean spaces X∗(T )R and X∗(A)R, respectively.
From now on, we will use the above identification to write aR for X∗(A)R.
Remark 2.1. Since many of our constructions will depend on the choice of the bilinear
form νg, we note that this choice comes from a convex, and therefore contractible, set of
possibilities.
In a number of places in this paper, we will need to fix a metric on p. To that end, note that
the bilinear form νg gives rise to a Hermitian structure 〈 , 〉 on p, defined by 〈x, y〉 = νg(x, y)
for all x, y ∈ pR. We will measure distances and angles in p with respect to this Hermitian
structure.
Recall the root systems Φr and Φi. Pick positive systems Φ
+
r ⊂ Φr and Φ+i ⊂ Φi (for
example, we can choose a positive system Φ+ ⊂ Φ and let Φ+r = Φr ∩ Φ+, Φ+i = Φi ∩ Φ+).
Let ρr and ρi be the half sums of the positive real roots and the positive imaginary roots,
defined with respect to Φ+r and Φ
−
i , respectively. With these choices we define:
Φc = {α ∈ Φ | α complex and perpendicular to ρr and ρi}.
Note that the condition that α is complex in the above definition is redundant. Note further
that Φc is also a sub-root system of Φ, and that θ restricts to an involution on Φc. Let us
write:
Wr (resp. Wi, Wc) = the Coxeter group associated to Φr (resp. Φi, Φc).
Let W θ ⊂ W (resp. W θc ⊂ Wc) be the subgroup consisting of the elements that commute
with θ. Then, according to [V, Proposition 3.12], we have:
W θ = W θc ⋉ (Wr ×Wi).
Moreover, we have an isomorphism:
(2.5) Wa ∼= W θc ⋉Wr ,
given by restricting elements of the RHS to a (see, for example, [V, Proposition 4.16]).
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The group Wr (as a subgroup of Wa) is generated by the reflections sα¯ for the real roots
α ∈ Φr. The structure of W θc is described as follows. By [V, Lemma 3.1, p. 958], we can
write Φc as a disjoint union Φ
1
c ⊔ Φ2c , such that:
(2.6)
the roots in Φ1c are orthogonal to the roots in Φ
2
c and
θ : Φ1c → Φ2c is an isomorphism of root systems.
In particular, we have:
(2.7) α and θα are perpendicular, α ∈ Φc .
By (2.6), we have:
(2.8) W θc is generated by the products sαsθα , α ∈ Φc .
Using (2.4), one can readily check that:
(2.9) for α ∈ Φc, sα¯ = sαsθα|a ∈ Wa .
We now pick a Weyl chamber a+
R
⊂ aR for the little Weyl group Wa, as follows. The
choice of the positive system Φ+r ⊂ Φr gives us a choice of a Weyl chamber a+R,r ⊂ aR,
i.e., a connected component of aR − ∪α∈ΦrHα¯, where the Hα¯ ⊂ a is the root hyperplane
corresponding to α¯ ∈ Σ ⊂ a∗
R
∼= X∗(A)R. We take a+R to be one of the connected components
of the intersection a+
R,r ∩ ars (cf. (2.5)).
Let S ⊂ Wa be the set of simple reflections associated to the Weyl chamber a+R , i.e., the
reflections in the walls of a+
R
. Using the semi-direct product decomposition (2.5), we observe
that if w ∈ Wa leaves the Weyl chamber a+R,r stable, then we have w ∈ W θc . Thus, by our
choice of the Weyl chamber a+
R
, each simple reflection s ∈ S belongs to either Wr or W θc .
Let s ∈ Wa be a reflection, i.e., s = sα¯ for some α¯ ∈ Σ (where sα¯ denotes the reflection
corresponding to the restricted root α¯ ∈ Σ). Then, by (2.5), we have:
(2.10) either ∃ α ∈ Φr such that s = sα¯ or ∃ w ∈ Wa such that wsw−1 ∈ W θc .
For each reflection s ∈ Wa, we define:
(2.11) Φs = {α ∈ Φ | α¯ 6= 0, sα¯ = s},
and
(2.12) δ(s) =
1
2
|Φs| = 1
2
∑
α¯∈Σ
sα¯=s
dim gα¯ .
If δ(s) = 1, we write αs ∈ Φ+r for the unique positive real root such that s = sα¯s .
2.3. The equivariant fundamental group πK1 (p
rs, a0). Pick a basepoint a0 ∈ a+R ⊂ prs.
In this subsection, we describe the equivariant fundamental group πK1 (p
rs, a0).
Remark 2.2. Note that the Weyl chamber a+
R
⊂ prs is contractible. Therefore, the funda-
mental groups πK1 (p
rs, a), for different choices of a ∈ a+
R
, are all canonically isomorphic to
each other.
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Given an algebraic group G, we will write G0 for the identity component of G. If G acts
on a variety X , we can think of the equivariant fundamental group πG1 (X) in a classical
way as π1((EG×X)/G). Furthermore, we choose our conventions so that πG1 (pt) = G/G0. In
particular, we identify G-equivariant local systems on X with (left) representations of πG1 (X).
Let:
I = ZK(a)/ZK(a)
0,
be the component group of ZK(a). We have:
I = C/C0,
where C is defined in (2.1). Let us write A[2] for the group of order 2 elements of the torus
A. Then we have A[2] ⊂ C and C = C0 ·A[2] (see, for example, [KR, Proposition 1]). Thus,
there is a surjection:
(2.13) A[2]→ C/C0 = I.
It follows that I is a 2-group, and the little Weyl group Wa acts on I via conjugation.
Consider the adjoint quotient map:
f : p→ p//K ∼= a/Wa .
It restricts to a fibration f : prs → ars/Wa. We set a¯0 = f(a0). Recall that:
BWa := π1(a
rs/Wa, a¯0),
is the braid group attached to the Coxeter group Wa. Let us write:
Xa¯0 = f
−1(a¯0) = the semisimple K-orbit through a0 .
We have Xa¯0
∼= K/ZK(a), and therefore:
πK1 (Xa¯0 , a0)
∼= I.
Note that the group K is not necessarily connected. To deal with this disconnectedness,
we write:
I0 = πK
0
1 (Xa¯0 , a0) = ZK0(a)/ZK0(a)
0 = Im(π1(Xa¯0 , a0)→ πK1 (Xa¯0 , a0)) ⊂ I.
We then have:
I/I0 ∼= K/K0.
Here we have used the fact that Xa¯0 is connected, and hence it is also a homogenous space
for K0. Furthermore, we have:
(2.14) Wa = NK(a)/ZK(a) = NK0(a)/ZK0(a).
Let us write:
B˜Wa = π
K
1 (p
rs, a0), B˜
0
Wa = π
K0
1 (p
rs, a0) = Im(π1(p
rs, a0)→ πK1 (prs, a0)).
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Then we have B˜Wa/B˜
0
Wa
∼= K/K0. We thus have the following commutative diagram:
1 −−−→ I0 −−−→ B˜0Wa −−−→ BWa −−−→ 1y y ∥∥∥
1 −−−→ I −−−→ B˜Wa −−−→ BWa −−−→ 1y y
K/K0 K/K0 .
To gain further insight into the structure of B˜Wa , define:
W˜a = NK(a)/ZK(a)
0.
We then have the following commutative diagram:
(2.15)
1 −−−→ I −−−→ B˜Wa q˜−−−→ BWa −−−→ 1∥∥∥ yp˜ yp
1 −−−→ I −−−→ W˜a q−−−→ Wa −−−→ 1 .
To define the maps in the diagram above, note that we have:
B˜Wa = π
K
1 (p
rs, a0) ∼= πNK(a)1 (ars, a0) ∼= πW˜a1 (ars, a0).
Also, we have:
BWa = π1(a
rs/Wa, a¯0) ∼= πWa1 (ars, a0).
The maps p and p˜ are given by mapping ars to a point, the map q is the natural quotient
map, and the map q˜ is induced by q. It follows from diagram (2.15) and the abelian property
of I that the conjugation action of B˜Wa on itself descends to an action of BWa on I, and that
this action factors through the conjugation action of Wa on I. We will denote these actions
of BWa and Wa on I by “ · ”; so we have b · u = p(b) · u ∈ I for all u ∈ I and b ∈ BWa .
Note that the action of Wa preserves the subgroup I
0 ⊂ I and induces a trivial action on
the quotient I/I0 ∼= K/K0. Note also that the kernel of the map p is the pure braid group
PBWa = π1(a
rs, a0).
Moreover, by inspection, diagram (2.15) is Cartesian, and hence we can identify the group
B˜Wa as a subgroup of W˜a × BWa as follows:
(2.16) B˜Wa
∼= {(w˜, b) ∈ W˜a ×BWa | q(w˜) = p(b)}.
A further remarkable property of diagram (2.15) is that the top row of this diagram splits,
i.e., the map q˜ admits a right inverse r˜ : BWa → B˜Wa . To show this, it suffices to split the
exact sequence:
(2.17) 1→ π1(Xa¯0)→ π1(prs, a0)→ BWa → 1 .
We can do so using a Kostant-Rallis section. More precisely, for each regular nilpotent
element y ∈ Np, there exists a linear subvariety (i.e., a parallel translate of a vector subspace)
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s ⊂ p containing y, such that the embedding s →֒ p induces an isomorphism s → p//K ∼=
a/Wa (see [KR, Theorems 11,12,13]). Let s
rs = s ∩ prs. The K-orbit Xa¯0 intersects the
section s at exactly one point a′ ∈ srs. The restriction f |srs : srs → ars/Wa induces an
isomorphism of fundamental groups:
(2.18) BWa = π1(a
rs/Wa, a¯0) ∼= π1(srs, a′).
Pick a continuous path Γ : [0, 1] → Xa¯0 , with Γ(0) = a0 and Γ(1) = a′; it defines an
isomorphism:
(2.19) π1(p
rs, a0) ∼= π1(prs, a′).
By composing isomorphisms (2.18) and (2.19) with the map of fundamental groups induced
by the embedding srs →֒ prs, we obtain a homomorphism BWa → π1(prs, a0) which splits the
exact sequence (2.17). Note that this splitting homomorphism depends on the triple [y, s,Γ].
It gives rise to a homomorphism:
(2.20) r˜[y, s,Γ] : BWa → B˜Wa ,
which splits the top row of diagram (2.15). We will refer to the homomorphism r˜[y, s,Γ] as
the Kostant-Rallis splitting corresponding to the triple [y, s,Γ].
2.4. The subgroups W˜s and the concept of a regular splitting. The homomorphism
r˜[y, s,Γ] possesses a certain key property with respect to the simple reflections in Wa, which
we call regularity, and which we now proceed to describe. We begin by associating to each
reflection s ∈ Wa certain subgroups Ws ⊂Wa, W˜s ⊂ W˜a, and Is ⊂ I.
Let s ∈ Wa be a reflection. Let as ⊂ a denote the hyperplane fixed by s. Let:
Ks = ZK(as) and Ks = Lie(Ks) ⊂ K.
Define:
Ws = NK0s (a)/ZK0s (a) and W˜s = NK0s (a)/ZK0s (a)
0.
We have a natural projection qs : W˜s → Ws. Note that ZK0s (a)0 = ZK(a)0. Therefore, we
have inclusions Ws → Wa and W˜s → W˜a. We will use these inclusions to view Ws (resp.
W˜s) as a subgroup of Wa (resp. W˜a). We have the following short exact sequence:
1 −→ Is := ZK0s (a)/ZK0s (a)0 −→ W˜s
qs−−→ Ws −→ 1 .
Note that, by construction, we have Is ⊂ I0 ⊂ I.
The groups Ws, W˜s, and Is defined above can be described as follows. Recall the positive
real root αs, associated to s when δ(s) = 1, such that s = sα¯s.
Lemma 2.3. We have:
(i) Ws = {1, s} ⊂ Wa.
(ii) If s = sα¯ for α ∈ Φr, then αˇ(−1) represents an element of Is ⊂ I.
(iii) If δ(s) > 1, then ZK0s (a) is connected, we have Is = {1}, and qs : W˜s → Ws is an
isomorphism.
(iv) If δ(s) = 1, then we have Is = 〈αˇs(−1)〉. Furthermore,
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(a) if αˇs(−1) ∈ ZK(a)0, then ZK0s (a) is connected, we have Is = {1}, and qs : W˜s →
Ws is an isomorphism;
(b) if αˇs(−1) /∈ ZK(a)0, then we have Is ∼= Z/2, W˜s ∼= Z/4, and qs : W˜s → Ws is a
surjection.
A proof of Lemma 2.3 will be given in Section 5.1.
Remark 2.4. The groups Is = ker(qs) ⊂ W˜s, for all reflections s ∈ Wa, generate the sub-
group I0 ⊂ I; see, for example, [K, Theorem 7.55]. In [K] the result is stated for semisimple
groups, but by passing to the derived group, we can conclude that it also holds for reductive
groups.
Recall the set S ⊂ Wa of simple reflections corresponding to the Weyl chamber a+R . For
each s ∈ S, let σs ∈ BWa be the counter-clockwise braid generator corresponding to s.
Definition 2.5. Let r˜ : BWa → B˜Wa be a homomorphism which splits the top row of dia-
gram (2.15). We say that r˜ is a regular splitting if the composition r = p˜ ◦ r˜ : BWa → W˜a
satisfies:
r(σs) ∈ W˜s ⊂ W˜a ,
for every s ∈ S.
Proposition 2.6. The splitting homomorphism r˜[y, s,Γ] of equation (2.20) is regular for
every choice of the triple [y, s,Γ].
We suspect that, in fact, every splitting homomorphism r˜ : BWa → B˜Wa is regular, and
every regular splitting is a Kostant-Rallis splitting for some triple [y, s,Γ]. A proof of Propo-
sition 2.6 will be given in Section 5.3.
A more algebraic description of the set of all regular splittings can be given by demon-
strating that they can be constructed “one simple reflection at a time.” More precisely, we
have the following lemma.
Lemma 2.7. Let s1, s2 ∈ S be a pair of simple reflections. For each i = 1, 2, pick a lift:
s˜i ∈ q−1si (si) ⊂ W˜si .
Then the elements s˜1, s˜2 ∈ W˜a satisfy the braid relation for σs1 , σs2 ∈ BWa.
A proof of Lemma 2.7 will be given in Section 5.4. The lemma enables us to define a
splitting homomorphism r˜ : BWa → B˜Wa as follows. For each simple reflection s ∈ S, pick
an element:
(2.21) s˜ ∈ q−1s (s) ⊂ W˜s ⊂ W˜ .
Note that, by Lemma 2.3, there is either one or two choices for each s˜. Define a lifting
homomorphism:
r : BWa → W˜a by r : σs 7→ s˜, s ∈ S.
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Lemma 2.7 ensures that the map r is well defined. Finally, in terms of isomorphism (2.16),
define the splitting homomorphism:
r˜ : BWa → B˜Wa by σs 7→ (r(s), σs), s ∈ S.
By construction, the map r˜ is a regular splitting in the sense of Definition 2.5. Moreover,
it is clear from Definition 2.5 that every regular splitting arises via the above construction
from some choice of the {s˜}s∈S.
In order to state our main theorem in Section 3, we will need to fix a regular splitting
homomorphism r˜. For example, we can use Proposition 2.6 and take r˜ to be a Kostant-Rallis
splitting. Note that, given a splitting homomorphism r˜ : B˜Wa → BWa , whether regular or
not, we obtain an identification:
B˜Wa
∼= I ⋊BWa , (w˜, b) 7→ (w˜ r(b)−1, b),
where r = p˜ ◦ r˜ : BWa → W˜a, and BWa acts on I through the map p : BWa → Wa, via
b : u 7→ r(b) u r(b)−1, b ∈ BWa , u ∈ I.
3. Statement of the main theorem
Recall the G-invariant and θ-invariant non-degenerate symmetric bilinear form νg on g,
which was fixed in Section 2.2. Using this form, we identify p∗ with p. We write F for the
topological Fourier transform functor, which induces an equivalence:
F : PervK(p)C∗-conic → PervK(p)C∗-conic ,
on the category of K-equivariant C∗-conic perverse sheaves on p. See [KS, Definition 3.7.8]
for a definition of this functor up to a shift.
In [G1, G2], the first named author explains how to analyze the nearby cycle sheaf P = Pf
with constant coefficients for the adjoint quotient map f : p → p//K. In particular, it is
shown in [G2] that P is a C∗-conic perverse sheaf on the nilcone Np = f
−1(0), which is
independent of the curve one chooses to perform the nearby cycle construction. It is also
shown that the topological Fourier transform FP is the IC-extension of a local system on
prs, which is further explicitly described.
We now proceed to generalize the results of [G2] on the sheaf P to the case of nearby cycle
sheaves with twisted coefficients. There are two technical distinctions between the settings
of [G2] and of the present paper. First, in the present paper, we allow K to be disconnected
and work with K-equivariant sheaves and local systems. Second, we work with coefficients
in Z, while [G1, G2] work with coefficients in C. The latter distinction does not materially
affect any of the discussion.
3.1. Nearby cycle sheaves with twisted coefficients. In this subsection, we introduce
the nearby cycle sheaves Pχ for χ ∈ Iˆ, and the monodromy action of the braid group BWa
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on Pχ for χ = 1. Consider a character:
χ ∈ Iˆ := Hom(I, {±1}).
Recall that the equivariant fundamental group of Xa¯0 is given by:
πK1 (Xa¯0 , a0)
∼= I.
Therefore, the character χ gives rise to a rank one K-equivariant local system Lχ on Xa¯0 ,
with (Lχ)a0 = Z. We apply base change to the adjoint quotient map f : p→ a/Wa, to form
a family:
Za¯0 = {(x, c) ∈ p× C | f(x) = c a¯0} → C,
where the C-action on a/Wa is induced by the action on a, so that f(c a) = c f(a) for all
c ∈ C and a ∈ a. Let Zrsa¯0 = {(x, c) ∈ Za¯0 | c 6= 0}, and let pa¯0 : Zrsa¯0 → Xa¯0 be the map
pa¯0 : (x, c) 7→ c−1 x. By construction, the family Za¯0 → C is K-equivariant. Let us write ψa¯0
for the nearby cycle functor with respect to this family. We set:
Pχ = ψa¯0 ◦ p∗a¯0 (Lχ)[−] ∈ PervK(Np).
Here and henceforth [−] denotes an appropriate cohomological shift, so that the resulting
sheaf is perverse. Note that every object of PervK(Np) is C
∗-conic, since the nilcone Np
consists of finitely many K-orbits, and each K-orbit O ⊂ Np is C∗-invariant.
Note that the construction of the sheaf Pχ depends on the choices of the general fiber
Xa¯0 = f
−1(a¯0) and of the basepoint a0 ∈ Xa¯0 . We will next discuss how this construction
varies as we vary the fiber Xa¯0 . We begin with the case where χ = 1 is the trivial character
and the local system L1 is trivial. We consider the following family:
(3.1) Z = {(x, a¯, c) ∈ p× (ars/Wa)× C | f(x) = c a¯} F //
++❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲
ars/Wa × C
ww♣♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
ars/Wa ,
where all the maps are projections. Let F2 : Z→ C be the map (x, a¯, c) 7→ c, and let ψF2 be
the corresponding nearby cycle functor. Note that we have:
F−1(a¯, c) = cXa¯ × {a¯} × {c} and F−12 (0) = Np × ars/Wa × {0}.
We now set:
(3.2) P = ψF2(ZZ)[−] ∈ PervK(Np × (ars/Wa)).
Let Z0 = F
−1
2 (0) and let Z
rs = Z−Z0. Write Np/K for the set of K-orbits in Np. Let SZ be
the stratification of Z given by:
Z = Zrs ∪
⋃
O∈Np/K
O× ars/Wa × {0},
and let SZ0 be the corresponding stratification of Z0. Note that SZ0 is a product of an orbit
stratification of Np and a trivial stratification of a
rs/Wa. Thus, it is a Whitney stratification.
We fully expect that SZ is a Whitney stratification as well, i.e., that Whitney conditions hold
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for the pair (Zrs,O× ars/Wa × {0}), for every O ∈ Np/K. However, this seems to require a
separate argument, and is not necessary for our applications.
Proposition 3.1. For every O ∈ Np/K, the pair of strata:
(Zrs,O× ars/Wa × {0}),
satisfies Thom’s AF2 condition.
We defer the proof of Proposition 3.1 to Section 5.5, where we also recall the definition of
the AF2 condition (see Definition 5.7). A general reference for this condition is [Ma, Section
11]. The significance of Proposition 3.1 is in the following corollary.
Corollary 3.2. The sheaf P is constructible with respect to the stratification SZ0.
Proof. Consider the ambient manifold M = p × (ars/Wa) × C ⊃ Z. For every c ∈ C∗, let
Λc = T
∗
F−12 (c)
M ⊂ T ∗M be the conormal bundle to the general fiber of F2. Let SS(P) ⊂ T ∗M
denote the micro-support of P. For this argument, we are only interested in SS(P) as a
Lagrangian subvariety without multiplicities. By a theorem of Ginzburg, see [Gi, Theorem
5.5] and the remark that follows that theorem, we have:
SS(P) = lim
c→0
Λc .
By Proposition 3.1, we have lim
c→0
Λc ⊂ ΛSZ0 , where ΛSZ0 ⊂ T ∗M is the conormal variety to
the stratification SZ0. The corollary follows. 
Remark 3.3. In the proof of Corollary 3.2, we have cited [Gi], which works in the setting of
D-modules. However, the corollary can also be readily established by a standard transversality
argument in the context of constructible sheaves. Roughly speaking, it follows from the fact
that, given a point z ∈ Z0 and a pair of small numbers 0 < ǫ ≪ δ ≪ 1, the boundary ∂Bz,δ
of the δ-ball around z meets the fiber F−12 (c) transversely for all c ∈ C∗ with |c| < ǫ.
Let PervK(Z0, SZ0) denote the category of K-equivariant perverse sheaves on Z0, con-
structible with respect to SZ0 . For every a¯ ∈ ars/Wa, let ja¯ : Np → Z0 be the inclusion
x 7→ (x, a¯, 0), and let j∗a¯ : PervK(Z0, SZ0) → PervK(Np) be the corresponding perverse (i.e.,
properly shifted) restriction functor. Using Corollary 3.2, for each a¯ ∈ ars/Wa, we can
consider the sheaf:
Pa¯ = j
∗
a¯(P) ∈ PervK(Np).
Note that we have:
Pa¯0
∼= P1 .
The sheaves {Pa¯ ∈ PervK(Np)} form a local system over ars/Wa. Thus, we obtain a mon-
odromy representation:
(3.3) µ : BWa → Aut(P ),
where P = P1. We will refer to this action as the monodromy in the family f .
NEARBY CYCLE SHEAVES FOR SYMMETRIC PAIRS 15
3.2. Monodromy in the family with twisted coefficients. In this subsection, we intro-
duce the natural counterparts of the monodromy representation (3.3) for a general character
χ ∈ Iˆ. These constructions are not needed to state our main results, but will be used in their
proofs. The situation for a general character χ is more complex than for χ = 1. The local
system Lχ does not, in general, extend to all of p
rs. However, we can make the following
construction. First, fix a regular splitting homomorphism r˜ : BWa → B˜Wa (see Definition
2.5). Let us write Wa,χ for the stabilizer of χ in Wa, i.e.,
Wa,χ := StabWa(χ).
Let us also write:
BχWa := p
−1(Wa,χ) ⊂ BWa , B˜χWa := q˜−1(BχWa) ⊂ B˜Wa .
Thus, we obtain the following commutative diagram:
1 −−−→ I −−−→ B˜χWa
q˜−−−→ BχWa −−−→ 1∥∥∥ yp˜ yp
1 −−−→ I −−−→ W˜a,χ q−−−→ Wa,χ −−−→ 1 .
Consider the projection a/Wa,χ → a/Wa, and form a Cartesian commutative diagram as
follows:
(3.4)
p˜χ
g−−−→ p
fχ
y yf
a/Wa,χ −−−→ a/Wa .
Let p˜rsχ = f
−1
χ (a
rs/Wa,χ) ⊂ p˜χ. Note that the basepoint a0 ∈ a ⊂ p gives rise to a basepoint
aˆ0 ∈ a/Wa,χ. Let a˜0 = (aˆ0, a0) ∈ p˜rsχ . Then g : p˜rsχ → prs is a K-equivariant covering map,
and we have:
πK1 (p˜
rs
χ , a˜0) = B˜
χ
Wa
⊂ B˜Wa .
The splitting homomorphism r˜ determines a canonical extension χˆ : B˜χWa → {±1} of the
character χ : I → {±1}. More precisely, χˆ is the unique extension such that:
(3.5) χˆ ◦ r˜ : BχWa → {±1} is the trivial character.
Let Lˆχ be the rank one K-equivariant local system on p˜
rs
χ , corresponding to the character χˆ.
Note that we have (Lˆχ)a˜0 = Z. Recall that aˆ0 = fχ(a˜0) ∈ ars/Wa,χ, and let Xaˆ0 = f−1χ (aˆ0).
Then we have natural identifications:
Xaˆ0
∼= Xa¯0 and Lˆχ|Xaˆ0 ∼= Lχ .
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As in the case of χ = 1, we construct a family:
Zχ = {(x˜, aˆ, c) ∈ p˜χ × (ars/Wa,χ)× C | fχ(x˜) = c aˆ} F //
++❳❳
❳❳
❳❳
❳❳
❳❳
❳❳
❳❳
❳❳
❳❳
❳❳
❳❳
❳❳
ars/Wa,χ × C
ww♦♦
♦
♦♦
♦♦
♦♦
♦♦
♦
ars/Wa,χ ,
define the second component function F2 : Zχ → C, and let Zrsχ = F−12 (C∗). We continue to
write Lˆχ for the rank one K-equivariant local system on Z
rs
χ obtained by pullback from p˜
rs
χ .
We now form:
Pχ = ψF2(Lˆχ)[−] ∈ PervK(Np × (ars/Wa,χ)).
As in the case of χ = 1, we have:
(Pχ)aˆ0
∼= Pχ ,
and we obtain a monodromy representation:
µ : BχWa = π1(a
rs/Wa,χ, aˆ0)→ Aut(Pχ).
We will refer to this action as the monodromy in the family fχ.
In fact, there is a further monodromy structure associated to the character χ, which we
call extended monodromy, or extended monodromy in the family. For every w ∈ Wa, let
w · χ ∈ Iˆ be the character u 7→ χ(w−1 · u), u ∈ I. Then, for every w ∈ Wa and b ∈ BWa ,
there is an extended monodromy transformation:
(3.6) µ(b) : Pw·χ → P(p(b)w)·χ .
These transformations arise from the following construction.
Consider the natural map g˜ : Zχ → Z, given by:
(x˜, aˆ, c) 7→ (g(x˜), a¯, c),
where a¯ ∈ a/Wa is the image of aˆ ∈ a/Wa,χ. Consider the pushforward local system g˜∗Lˆχ on
Zrs. We can now form:
P˜χ = ψF2(g˜∗Lˆχ)[−] ∈ PervK(Np × (ars/Wa)).
The sheaf P˜χ is again constructible with respect to the stratification SZ0 . For every right
coset w¯ ∈ Wa/Wa,χ, let w¯−1 be the corresponding left coset. We write w¯−1aˆ0 ∈ a/Wa,χ for
the image of w−1a0 ∈ a, for some w ∈ w¯. Note that this image is independent of the choice
of w ∈ w¯. Note also that the element w¯−1aˆ0 ∈ a/Wa,χ depends on the choice of the lift
a0 ∈ a of aˆ0 ∈ a/Wa,χ. We then have:
(P˜χ)a¯0
∼=
⊕
w¯∈Wa/Wa,χ
(Pχ)w¯−1aˆ0 .
For each w¯ ∈ Wa/Wa,χ, letXw¯−1aˆ0 = f−1χ (w¯−1aˆ0) and let w¯−1a˜0 = (a0, w¯−1aˆ0) ∈ Xw¯−1aˆ0 ⊂ p˜χ.
We have a natural identification:
(3.7) Lˆw¯−1a˜0
∼= Lˆa˜0 = Z.
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To see this, pick an arbitrary braid b ∈ BWa with p(b) ∈ w¯, and consider the image r˜(b) ∈
B˜Wa = π
K
1 (p
rs, a0). Isomorphism (3.7) is the holonomy operator defined by the element r˜(b)
via the K-equivariant covering map g : p˜rsχ → prs; it is well defined by the property (3.5) of
the extension χˆ. By tracing through the definitions, we find that isomorphism (3.7) gives
rise to an isomorphism:
(Pχ)w¯−1aˆ0
∼= Pw¯·χ ,
where w¯ ·χ ∈ Iˆ is the character u 7→ χ(w−1 ·u), u ∈ I, w ∈ w¯. Thus, we obtain an extended
monodromy representation:
(3.8) µ : BWa → Aut
( ⊕
w¯∈Wa/Wa,χ
Pw¯·χ
)
.
In order to see how this extended monodromy representation restricts to the individual
summands in the RHS of (3.8), we need to understand the holonomy hχ of the covering
map ars/Wa,χ → ars/Wa,χ . This holonomy can be readily deduced from the holonomy of the
larger covering ars → ars/Wa,χ . Namely, for every b ∈ BWa and w¯ ∈ Wa/Wa,χ, we have:
hχ(b) : w¯
−1aˆ0 7→ (w¯−1p(b)−1) aˆ0 = (p(b)w¯)−1 aˆ0 .
Thus, the representation (3.8) restricts to the individual summands as follows:
µ(b) : Pw¯·χ → P(p(b)w¯)·χ ,
for every b ∈ BWa . This defines the transformations (3.6). We will make crucial use of this
extended monodromy structure.
3.3. The group W 0a,χ and the Hecke ring HW 0a,χ. To state our main result describing the
Fourier transform of the sheaf Pχ (Theorem 3.6), we begin by defining a Coxeter subgroup
W 0a,χ ⊂Wa.
Recall the integer δ(s) associated to each reflection s ∈ Wa (see (2.12)), and the positive
real root αs associated to each s with δ(s) = 1. For each real root α ∈ Φr, we have
αˇ(−1) ∈ ZK(a), and we view αˇ(−1) as an element in I via the natural projection map.
Definition 3.4. We define:
W 0a,χ = the subgroup of Wa generated by all reflections s ∈ Wa such that
either δ(s) > 1, or δ(s) = 1 and χ(αˇs(−1)) = 1.
By construction, W 0a,χ is a Coxeter group. A proof of the following lemma will be given in
Section 5.2.
Lemma 3.5. The group W 0a,χ is a subgroup of Wa,χ.
We now define a Hecke ring HW 0a,χ associated to the Coxeter group W
0
a,χ as follows. The
Weyl chamber a+
R
for Wa is contained in a unique Weyl chamber a
+
R,χ ⊂ aR for W 0a,χ. Let
Sχ = {sα¯1 , . . . , sα¯n} be the set of simple reflections for W 0a,χ, corresponding to the Weyl
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chamber a+
R,χ. We note that, in general, Sχ is not a subset of a set of simple reflections
for Wa. The Hecke ring HW 0a,χ is generated by the symbols {Ti} associated to the simple
reflections {sα¯i}. The generators {Ti} are subject to the braid relations for the reflections
{sα¯i}, plus the relations:
(Ti − 1)(Ti + qi) = 0 ,
where the parameters {qi} are defined by:
qi = (−1)δ(sα¯i ) .
We note that it is more common to replace Ti by −Ti. The Hecke Ring HW 0a,χ is free of rank
|W 0a,χ| over Z.
3.4. A character of the component group K/K0. Recall the compact form KR of K,
introduced in Section 2.2. Let us write MR = ZKR(a). We have:
(3.9) K/K0 = KR/K
0
R = MR/(K
0
R ∩MR).
Let mR = Lie(MR). The adjoint action of KR on KR induces an action of MR on the top
exterior power ∧top(KR/mR), and we obtain a homomorphism:
τ ′ : MR → Aut(∧top(KR/mR)) = R∗.
Since the group MR is compact, we have Im(τ
′) ⊂ {±1}. The quotient space KR/MR =
K0
R
/(K0
R
∩MR) is orientable; see, for example, [Ko, Corollary 1.1.10] and the proof of Propo-
sition 6.14 below. It follows that τ ′|K0
R
∩MR = 1, and we obtain a character:
τ : I → I/I0 ∼= K/K0 → {±1}.
Recall that Wa acts trivially on I/I
0, and hence it acts trivially on τ . Thus, we can use the
splitting homomorphism r˜ : BWa → B˜Wa (which was fixed in Section 3.1) to extend τ to a
character:
(3.10) τ : B˜Wa → {±1},
such that τ ◦ r˜(b) = 1 for every b ∈ BWa .
3.5. Statement of the theorem. We begin by constructing a Z[B˜Wa ]-module Mχ associ-
ated to a character χ ∈ Iˆ.
Pick a basepoint l ∈ a+
R
. All fundamental groups in this subsection will be taken relative to
l, and we use Remark 2.2 to identify B˜Wa with π
K
1 (p
rs, l), etc. Recall the maps p : BWa → Wa
and q˜ : B˜Wa → BWa of diagram (2.15). Let us write:
Bχ,0Wa = p
−1(W 0a,χ) and B˜
χ,0
Wa
= q˜−1(Bχ,0Wa)
∼= I ⋊Bχ,0Wa .
Let arsχ ⊂ a be the complement of the hyperplane arrangement corresponding to the Coxeter
groupW 0a,χ. We have a
rs ⊂ arsχ . Let BW 0a,χ = π1(arsχ /W 0a,χ, l) be the braid group ofW 0a,χ. Note
that the basepoint l lies in ars ⊂ arsχ rather than in the quotient arsχ /W 0a,χ; but the above
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fundamental group notation is unambiguous. We then have the following commutative
diagram:
1 // π1(a
rs) // BWa = π1(a
rs/Wa) // Wa // 1
1 // π1(a
rs) //
ϕ1

Bχ,0Wa = π1(a
rs/W 0a,χ)
//
?
OO
ϕ

W 0a,χ
//
?
OO
1
1 // π1(a
rs
χ )
// BW 0a,χ = π1(a
rs
χ /W
0
a,χ)
// W 0a,χ
// 1 ,
where the vertical maps from the second row to the third are induced by the inclusion
ars ⊂ arsχ . Thus, we obtain the following morphisms of rings:
Z[BW 0a,χ ]
φ←−−− Z[B˜χ,0Wa ] −֒−→ Z[B˜Wa ] ,
where the morphism φ is induced by the composition ϕ ◦ q˜ : B˜χ,0Wa → BW 0a,χ.
Recall the Hecke ring HW 0a,χ with specific parameters introduced in Section 3.3. Let:
ηχ : Z[BW 0a,χ]→ HW 0a,χ ,
be the canonical quotient map. More precisely, let {σ1, . . . , σn} ⊂ BW 0a,χ be the counter-
clockwise braid generators associated to the simple reflections {sα¯1 , . . . , sα¯n} of Section 3.3.
Then the map ηχ is defined by:
ηχ : σi 7→ Ti, i = 1, . . . , n.
We can now view the Hecke ring HW 0a,χ as a Z[B˜
χ,0
Wa
]-module via the composition:
ηχ ◦ φ : Z[B˜χ,0Wa ]→ HW 0a,χ .
Recall that the character χ : I → {±1} extends uniquely to a character χˆ : B˜χWa → {±1},
such that χˆ ◦ r˜(b) = 1 for every b ∈ BχWa . Note that Lemma 3.5 implies that we have
B˜χ,0Wa ⊂ B˜χWa . Let Zχ denote a copy of Z, viewed as a Z[B˜χ,0Wa ]-module via the restriction of χˆ
to B˜χ,0Wa .
Consider the tensor product Zχ ⊗HW 0a,χ, taken over Z, and view it as a Z[B˜χ,0Wa ]-module
by combining the Z[B˜χ,0Wa ]-module structures on Zχ and HW 0a,χ. We now induce this module
to Z[B˜Wa ], and define:
Mχ =
(
Z[B˜Wa ]⊗Z[B˜χ,0
Wa
] (Zχ ⊗HW 0a,χ)
)
⊗ Zτ ,
where Zτ is a copy of Z, viewed as a Z[B˜Wa ]-module via the character τ of equation (3.10).
We interpret the Z[B˜Wa ]-module Mχ as a K-equivariant local system on p
rs, whose fiber over
the basepoint l ∈ ars is equal to Mχ, and whose holonomy is given by the Z[B˜Wa ]-module
structure.
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Theorem 3.6. We have:
FPχ ∼= IC(prs,Mχ).
3.6. The Case χ = 1. Note that Theorem 3.6 describes the perverse sheaf Pχ, but not the
monodromy action:
µ : BχWa → Aut(Pχ).
Consider now the special case χ = 1. In this case, we can readily describe both the sheaf Pχ
and the action µ. In fact, the statement of Theorem 3.6 for χ = 1 is a partial paraphrase
of [G2, Theorem 6.1]. Here we adapt the full statement of [G2, Theorem 6.1] to our setting.
From now on, we write P = P1.
Assume that χ = 1, and write H1 = HW 0a,χ for short. Note that we have W
0
a,χ = Wa, so
we have Sχ = S, and the Hecke ring H1 is naturally a quotient of the group ring Z[BWa ].
Write:
η = η1 : Z[BWa ]→ H1 ,
for the quotient map. Next, define an involution ω : H1 → H1 by:
ω : Ti 7→ (−1)δ(sα¯i ) · Ti , i = 1, . . . , n.
Let EndZ(H1) be the endomorphism ring of H1 as a Z-module, and let:
LH1 , RH1 : H1 → EndZ(H1),
be the ring homomorphisms given by:
LH1(Ti) : h 7→ Ti h and RH1(Ti) : h 7→ hTi , i = 1, . . . , n.
Define a Z[B˜Wa ]-module M as follows. Let M = H1 as Z-modules, and let Z[B˜Wa ] act on
M via the homomorphism:
(LH1 ◦ η ◦ q˜)⊗ τ : B˜Wa → EndZ(M).
It is not hard to see that we have M ∼= M1 as Z[B˜Wa ]-modules, where M1 is the module
defined in Section 3.5 for χ = 1. We interpret the module M as a K-equivariant local system
on prs, whose fiber over the basepoint l ∈ ars is equal to M, and whose holonomy is given by
the Z[B˜Wa ]-module structure. Write µl : BWa → Aut((FP )l) for the action induced by the
monodromy in the family µ : BWa → Aut(P ).
Theorem 3.7. In the situation of Theorem 3.6, assume that χ = 1.
(i) We have FP ∼= IC(prs,M).
(ii) The monodromy action µl : BWa → Aut(M) is given by µl = RH1 ◦ ω ◦ η.
4. An example: the pair (SL(2), SO(2))
In this section, we describe the nearby cycle sheaves {Pχ}χ∈Iˆ , and the actions of the
monodromy in the family on these sheaves, in the case of the symmetric pair (SL(2), SO(2)).
In particular, we illustrate the dependence of the monodromy in the family on the choice of
NEARBY CYCLE SHEAVES FOR SYMMETRIC PAIRS 21
the splitting homomorphism r˜ : BWa → B˜Wa (see Section 3.2). In addition to illustrating
Theorems 3.6 and 3.7, this example will be used in the proof of Theorem 3.6.
Assume that G = SL(2) and K = SO(2). Then we have p ∼= C2, a ∼= C, Wa = Z/2, and
f : p → a/Wa is a non-degenerate quadric. The nilcone Np is a pair of lines through the
origin, and it consists of three K-orbits:
Np =
2⋃
i=0
Oi ,
where O0 = {0}, and O1 ∼= O2 ∼= C∗. We have πK1 (O1) ∼= πK1 (O2) ∼= Z/2. Thus, each of the
orbits O1,O2 possesses two irreducible K-equivariant local systems, both of which have rank
1. We denote these local systems by E0[Oi] and E1[Oi], where E0[Oi] ∼= ZO0 is the trivial local
system (i = 1, 2). Similary, we write E0[O0] ∼= ZO0 for the unique irreducible K-equivariant
local system on O0.
Turning now to diagram (2.15), it takes the following form:
(4.1)
1 −−−→ Z/2 −−−→ Z×Z/2 Z/4 q˜−−−→ Z −−−→ 1∥∥∥ yp˜ yp
1 −−−→ Z/2 −−−→ Z/4 q−−−→ Z/2 −−−→ 1 .
There are two characters χ0, χ1 : I → {±1}, where χ0 = 1 is the trivial character. We write
Lχ0 ,Lχ1 for the corresponding local systems on the general fiber Xa¯0 . We have:
Wa,χ0 =Wa,χ1 =Wa .
Consequently, we have p˜rsχ0 = p˜
rs
χ1
= prs. Let s ∈ Wa be the non-trivial element. There are
two choices for the regular splitting homomorphism r˜ : BWa → B˜Wa, corresponding to the
two elements of the preimage q−1(s). We denote these two choices by r˜1, r˜2 : BWa → B˜Wa . To
distinguish between r˜1 and r˜2, consider the corresponding extensions Lˆχ1,1 and Lˆχ1,2 of Lχ1
to prs. Note that π1(p
rs, a0) ∼= Z2. For i = 1, 2, let γi ∈ π1(prs, a0) be the element represented
by a small counter-clockwise loop linking the orbit Oi. We assume that the holonomy of Lˆχ1,i
around γi is trivial (i = 1, 2). Note that the trivial local system Lχ0 extends to the trivial
local system Lˆχ0 on p
rs, regardless of which of the splitting homomorphisms r˜1, r˜2 is used.
Let Pχ0 , Pχ1 be the nearby cycle sheaves corresponding to the characters χ0, χ1, as in
Section 3.1. The sheaf Pχ0 is equipped with a monodromy transformation:
µ0 = µ0(σs) : Pχ0 → Pχ0 .
Whereas the sheaf Pχ1 is equipped with a pair of monodromy transformations:
µ1,1, µ1,2 : Pχ1 → Pχ1 ,
where µ1,i = µ1,i(σs) corresponds to the splitting homomorphism r˜i (i = 1, 2). The properties
of the sheaves Pχ0 , Pχ1 can be summarized as follows.
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Proposition 4.1. (i) The sheaf Pχ0 has four simple constituents:
two copies of IC(O0,E0[O0]), IC(O1,E0[O1]), and IC(O2,E0[O2]).
The monodromy transformation µ0 ∈ End(Pχ0) generates the endomorphism ring, and sat-
isfies:
(µ0 − 1)2 = 0.
We have Im(µ0 − 1) ∼= Coker(µ0 − 1) ∼= IC(O0,E0[O0]). Thus, we have:
End(Pχ0) = Z[µ0]/(µ0 − 1)2.
(ii) We have:
Pχ1
∼= IC(O1,E1[O1])⊕ IC(O2,E1[O2]).
In terms of the above direct sum decomposition, we can describe the monodromy transforma-
tions µ1,1, µ1,2 : Pχ1 → Pχ1 in matrix form, as follows:
µ1,1 =
1 0
0 −1
 , µ1,2 =
−1 0
0 1
 .
Thus, we have:
End(Pχ1) = Z[µ1,1]/(µ
2
1,1 − 1) = Z[µ1,2]/(µ21,2 − 1).
Proof. Part (i) is a special case of [G2, Examples 3.7, 3.8]. For part (ii), we can readily check
that the restrictions of Pχ1 to the open orbits O1 and O2 are given by:
Pχ1 |Oi ∼= E1[Oi][1], i = 1, 2.
The actions of the monodromy transformations µ1,1 and µ1,2 on these restrictions are likewise
readily computed from the definitions. Let h ∈ p∗ be a generic covector at the origin for the
K-orbit stratification of Np, and let:
M(0,h) : PervK(Np)→ {Z-modules},
be the corresponding Morse group functor. By Morse theory, we have:
M(0,h)(Pχ1)
∼= Z2.
By a standard calculation with perverse sheaves on the complex line, we have:
M(0,h)(IC(O1,E1[O1])) ∼= M(0,h)(IC(O2,E1[O2])) ∼= Z.
It follows that the above IC sheaves are the only simple constituents of Pχ1. The direct sum
decomposition claim follows from considering the actions of the monodromy transformations
µ1,1 and µ1,2. 
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5. Proofs of key preliminary results
In this section, we collect the proofs of the key preliminary results that we used in order to
state Theorems 3.6 and 3.7. In Section 5.1, we discuss rank one symmetric pairs associated to
a reflection s ∈ Wa, and give a proof of Lemma 2.3 which describes the subgroup W˜s ⊂ W˜a.
In Section 5.2, we give a proof of Lemma 3.5, establishing the inclusion W 0a,χ ⊂ Wa,χ. In
Section 5.3 we give a proof of Proposition 2.6, establishing the regularity of Kostant-Rallis
splittings. In Section 5.4, we give a proof of Lemma 2.7, which provides a full classification
of regular splittings. In Section 5.5, we give a proof of Proposition 3.1, which provides an
underpinning for the monodromy in the family structures introduced in Sections 3.1 and 3.2.
5.1. Rank one symmetric pairs associated to a reflection. We define the (semisimple)
rank of the pair (G,K) by:
rank(G,K) = dim a− dimZ(g) ∩ p.
Fix a reflection s ∈ Wa, as in Section 2.4. In this subsection, we introduce rank one symmetric
pairs (Gs, Ks), (G¯s, K¯s), (G¯
′
s, K¯
′
s) associated to s, and use them to give a proof of Lemma 2.3.
A number of key arguments in the rest of this paper will also make use of these rank one
symmetric pairs.
Begin by setting Gs = ZG(as), and recall that we write Ks = ZK(as). Note that the group
Gs is connected. We let gs = Lie(Gs) and ps = gs∩p, so that gs = Ks⊕ps. Recall the subset
Φs ⊂ Φ of equation (2.11). We have:
gs = ZK(a)⊕ a⊕
⊕
α∈Φs
gα .
Let a⊥s ⊂ a be the orthogonal complement to as, i.e., the −1-eigenspace of the reflection s.
We define:
g¯s = ZK(a)⊕ a⊥s ⊕
⊕
α∈Φs
gα ⊂ gs .
By construction, g¯s is the Lie algebra of a connected closed subgroup G¯s ⊂ Gs. We let
K¯s = G¯s ∩K and note that Lie(K¯s) = Ks. We also let p¯s = g¯s ∩ p, so that g¯s = Ks ⊕ p¯s.
Note that a⊥s ⊂ p¯s is a Cartan subspace for the pair (G¯s, K¯s), and we have:
(5.1) dim p¯s = δ(s) + 1, p¯s = a
⊥
s ⊕ [Ks, a], ps = a⊕ [Ks, a].
For some purposes, it will be convenient to further reduce the dimension of the group
G¯s. Consider the centralizer ZK¯s(p¯s) and let ZK¯s(p¯s)
0 ⊂ ZK¯s(p¯s) be the identity component.
Note that ZK¯s(p¯s)
0 is a normal subgroup of G¯s. We let:
G¯′s = G¯s/ZK¯s(p¯s)
0 and K¯ ′s = K¯s/ZK¯s(p¯s)
0 .
Note that the little Weyl group of each of the symmetric pairs (Gs, Ks), (G¯s, K¯s), (G¯
′
s, K¯
′
s)
is equal to Z/2 = {1, s}.
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Proof of Lemma 2.3. For part (i), by applying equation (2.14) to the pair (Gs, Ks), we see
that the group Ws is the little Weyl group of this pair, which is Z/2 = {1, s}, as required.
For part (ii), let:
(5.2) g±α = a
⊥
s ⊕ gα ⊕ g−α ⊂ g¯s and K±α = g±α ∩ K ⊂ Ks .
By construction, the subspace g±α is a Lie algebra isomorphic to sl(2). Fix a group homo-
morphism ϕ : SL(2) → G¯s, such that dϕ(sl(2)) = g±α and dϕ(so(2)) = K±α. Note that we
have ϕ(−1) = αˇ(−1). Since −1 ∈ SO(2) ⊂ SL(2) and ϕ(SO(2)) ⊂ K0s , we can conclude
that αˇ(−1) ∈ ZK0s (a). The claim follows.
For part (iii), assume that δ(s) > 1, and let:
f¯s : p¯s → p¯s//K¯s = p¯s//K¯0s ∼= a⊥s /Ws ,
be the quotient map. We have an isomorphism a⊥s /Ws
∼= C, which is canonical up to
scalar multiplication. In terms of this isomorphism, the map f¯s is given by a non-degenerate
homogeneous quadratic polynomial. Since dim p¯s = δ(s) + 1 > 2 (see equation (5.1)), we
can conclude that the general fiber of f¯s is simply connected. Note that K
0
s = K¯
0
s . It follows
that the centralizer ZK0s (a) = ZK¯0s (a
⊥
s ) is connected. The claim follows.
For part (iv), assume that δ(s) = 1, and define subalgebras g±αs ⊂ g¯s, K±αs ⊂ Ks as
in equation (5.2). Fix a homomorphism ϕ : SL(2) → G¯s such that dϕ(sl(2)) = g±αs and
dϕ(so(2)) = K±αs, as in the proof of part (ii) above. As before, we have ϕ(−1) = αˇs(−1).
Furthermore, at the level of Lie algebras, we have:
g¯s = ZKs(p¯s)⊕ g±αs .
Therefore, the homomorphism ϕ extends to a surjection:
ϕ˜ : ZK¯s(p¯s)
0 × SL(2)→ G¯s ,
such that ϕ˜(ZK¯s(p¯s)
0 × SO(2)) = K0s . It follows that we have:
ZK0s (a) = ϕ˜(ZK¯s(p¯s)
0 × {±1}).
The claim that Is = 〈αˇs(−1)〉 follows, and with it part (iv)(a) of the Lemma. In the situation
of part (iv)(b), we can conclude that the surjection ϕ˜ is an isomorphism, and we have:
(G¯′s, K¯
′
s)
∼= (SL(2), SO(2)).
The claim now follows from an easy calculation for the symmetric pair (SL(2), SO(2)), as
in diagram (4.1). 
As in the proof above, we will write f¯s : p¯s → a⊥s /Ws for the quotient map. We will also
make use of the quotient map:
fs : ps → ps//Ks = ps//K0s ∼= a/Ws .
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We have the following commutative diagram:
(5.3)
p¯s −−−→ ps −−−→ p
f¯s
y fsy yf
a⊥s /Ws −−−→ a/Ws −−−→ a/Wa ,
where the bottom right horizontal arrow is a projection map, while the other three horizontal
arrows are inclusion maps. Moreover, using the identifications ps = p¯s × as and a/Ws =
(a⊥s /Ws)× as, we can write:
(5.4) fs(x, a) = (f¯s(x), a), for all x ∈ p¯s , a ∈ as .
5.2. The stabilizer group Wa,χ and the Coxeter subgroup W
0
a,χ. Let us fix a character
χ ∈ Iˆ. In this subsection, we analyze the stabilizer group Wa,χ and prove Lemma 3.5, i.e.,
the containment W 0a,χ ⊂Wa,χ.
Lemma 5.1. We have:
(i) W θc ⊂Wa,χ.
(ii) If s = sα¯ ∈ Wa, α ∈ Φr, and χ(αˇ(−1)) = 1, then s ∈ Wa,χ.
Proof. Recall that A[2] denotes the set of order 2 elements in A. We have a bijection:
X∗(A)/2X∗(A)→ A[2], given by x 7→ x(−1).
We regard an element of X∗(A) as an element of X∗(T ) via the inclusion A→ T . Note that
for every x ∈ X∗(A), we have θ(x) = −x.
We now prove part (i). Let α ∈ Φc and x ∈ X∗(A). Then α and θα are perpendicular
(see (2.7)). Using (2.9), we have:
sα¯(x) = sαsθα(x) = x− 〈α, x〉αˇ− 〈θα, x〉θαˇ = x− 〈α, x〉αˇ+ 〈α, x〉θαˇ .
It follows that:
sαsθα (x(−1)) = x(−1) (αˇ(−1) θαˇ(−1))〈α,x〉 .
We claim that αˇ(−1) θαˇ(−1) ∈ C0 = (T θ)0. This can be seen as follows. Let us write
αˇ(−1) = t1t2, where t1 ∈ C and t2 ∈ A. Then we have αˇ(−1) θαˇ(−1) = t21, and since
I = C/C0 is a 2-group, we have t21 ∈ C0. In view of (2.8) and (2.13), we conclude that W θc
acts trivially on I, and thus is automatically contained in Wa,χ.
The proof of part (ii) is similar. Let α ∈ Φr and x ∈ X∗(A). We have sα¯ (x(−1)) =
x(−1) αˇ(−1)〈α,x〉. If χ(αˇ(−1)) = 1, then we have χ(sα¯ (x(−1)) = χ(x(−1)) for every x ∈
X∗(A). The claim follows. 
Corollary 5.2. We have:
Wa,χ = W
θ
c ⋉Wr,χ , where Wr,χ = Wr ∩Wa,χ .
Proof. This follows from Lemma 5.1 (i) and equation (2.5). 
Corollary 5.3. Let s ∈ Wa be a reflection. If δ(s) > 1, then s ∈ Wa,χ.
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Proof. In view of equation (2.10) and Lemma 5.1 (i), we only need to consider the case when
s = sα¯, for α ∈ Φr. In this case, if δ(s) > 1, then Lemma 2.3 implies that αˇ(−1) = 1 in I.
Thus by Lemma 5.1 (ii), we have s ∈ Wa,χ. 
Lemma 3.5 now follows from Lemma 5.1 (ii) and Corollary 5.3. We note the following two
corollaries of Lemma 3.5.
Corollary 5.4. Let s ∈ Wa be a reflection. Then we have:
s ∈ W 0a,χ if and only if χ|Is = 1.
Proof. By Lemma 2.3 and the definition of the group W 0a,χ (Definition 3.4), the Coxeter
group W 0a,χ is generated by all the reflections s ∈ Wa such that χ|Is = 1. Combining this
with [H, Exercise 1.14], we have s ∈ W 0a,χ if and only if there exist a reflection t ∈ W 0a,χ and
an element g ∈ W 0a,χ, such that s = g t g−1 and χ|It = 1. Recall that we write “ · ” for the
action of Wa on I. By the definition of Is ⊂ I, we have Is = g · It. The corollary now follows
from Lemma 3.5. 
Corollary 5.5. Let r˜ : BWa → B˜Wa be a regular splitting homomorphism (see Defintion 2.5),
and let r = p˜ ◦ r˜ : BWa → W˜a. Let s ∈ S and χ ∈ Iˆ. Then we have:
χ(r(σ2s)) = 1 if and only if s ∈ W 0a,χ .
Proof. This follows from Defintions 2.5 and 3.4, Lemma 2.3, and Corollary 5.4. 
5.3. Regularity of the Kostant-Rallis splitting. In this subsection, we give a proof of
Proposition 2.6. We will make use of the following construction. Pick a refelction s ∈ S.
Let a0,s ∈ as be the orthogonal projection of the basepoint a0 ∈ a+R onto the hyperplane
as ⊂ a, taken with respect to the bilinear form νg. Let a¯0,s = f(a0,s) ∈ a/Wa, and let
Xa¯0,s = f
−1(a¯0,s). Let p
reg ⊂ p be the set of regular points for f , and let Xrega¯0,s = Xa¯0,s ∩ preg.
Pick a point ys ∈ Xrega¯0,s . Let N ⊂ preg be a normal slice to Xrega¯0,s through ys. By this we
mean that N is a locally closed smooth submanifold of preg, with dimRN = dimR a, which
is transverse to Xrega¯0,s at ys.
Before proceeding further, we briefly indicate the idea of the proof of Proposition 2.6.
Consider a small free loop γ3 (this notation will be made clear shortly) in the normal slice
N , linking the hypersurface Xrega¯0,s ⊂ preg in the counter-clockwise direction. Let us write
B˜Wa/I
0 for the set of I0-orbits in BWa under the conjugation action. The loop γ3 represents
a canonical element of B˜Wa/I
0; namely the image of r˜[y, s,Γ] (σs) ∈ B˜Wa . Moreover, this
element depends on the pair [ys, N ] only through the connected component of ys ∈ Xrega¯0,s . This
enables us, when computing the image of r˜[y, s,Γ] (σs) in B˜Wa/I
0, to replace the Kostant-
Rallis slice s ⊂ p by a normal slice N to Xrega¯0,s which is contained in the subspace ps = Zp(as)
of Section 5.1. The proposition follows, once we note that conjugation by elements of I0
preserves the subgroup W˜s ⊂ W˜a.
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To make the above paragraph precise, recall the Hermitian structure 〈 , 〉 on p introduced
in Section 2.2. We will measure distances with respect to this Hermitian structure. For
each ǫ > 0, let B[a0,s, ǫ] ⊂ a be the open ǫ-ball around a0,s ∈ as, and let B[a¯0,s, ǫ] =
f(B[a0,s, ǫ]) ⊂ a/Wa. We will say that ǫ > 0 is sufficiently small for the normal slice N ⊂ preg
through ys if there exists a smooth map gN : B[a¯0,s, 2ǫ] → preg, such that gN(a¯0,s) = ys and
f ◦ gN = IdB[a¯0,s,2ǫ]. Note that, in this case, the map gN is determined uniquely by the triple
[ys, N, ǫ].
Fix an ǫ ∈ (0, dist(a0, a0,s)] which is sufficiently small for N . Let a = a[a0,s, ǫ] ∈ a+R
be the unique point of the segment [a0, a0,s] satisfying dist(a, a0,s) = ǫ. Let a¯ = f(a) and
Xa¯ = f
−1(a¯). Next, pick a continuous path Γ : [0, 1]→ Xa¯, with Γ(0) = a and Γ(1) = gN(a¯).
The quadruple [ys, N, ǫ,Γ] determines an element γ = γ[ys, N, ǫ,Γ] ∈ B˜Wa = πK1 (prs, a0) as
follows. The element γ is given by composing five paths γ1, . . . , γ5 : [0, 1]→ prs, where:
• γ1 : [0, 1]→ a+R is the straight line path from a0 to a;
• γ2 = Γ : [0, 1]→ Xa¯;
• γ3 : [0, 1]→ N is given by γ3(t) = (gN ◦ f)(a0,s + exp(tπi) · (a− a0,s));
• γ4 : [0, 1]→ Xa¯ is given by γ4(t) = γ2(1− t);
• γ5 : [0, 1]→ a+R is given by γ5(t) = γ1(1− t).
Let pregs = p
reg ∩ f−1(f(as)). Then pregs is a hypersurface in preg, and ys ∈ pregs is a smooth
point of this hypersurface. The path γ3 is just a closed loop in p
rs ⊂ preg − pregs , which links
the hypersurface pregs near the point ys. The paths γ1, γ2, γ4, γ5 are needed to turn γ3 into
an element of πK1 (p
rs, a0).
The following lemma clarifies the dependence of γ[ys, N, ǫ,Γ] ∈ B˜Wa on the path Γ.
Lemma 5.6. In the above construction, suppose Γ1,Γ2 : [0, 1] → Xa¯ are two continuous
paths from a to gN(a¯). Then there exists an element u ∈ I0 such that:
γ[ys, N, ǫ,Γ2] = u γ[ys, N, ǫ,Γ1] u
−1 .
Proof. The element u ∈ I0 is obtained by composing the paths Γ1 and Γ2 in a suitable
order. 
By Lemma 5.6, we can unambiguously omit the path Γ from the notation, to obtain an
element γ[ys, N, ǫ] ∈ B˜Wa/I0.
Proof of Proposition 2.6. We fix a triple [y, s,Γ] as in equation (2.20). We also fix a reflection
s ∈ S. Let ys,0 ∈ Xa¯0,s be the unique point of the intersection s ∩ Xa¯0,s . Let N0 = s, i.e.,
let us view the Kostant-Rallis slice s ⊂ preg as a normal slice to Xrega¯0,s through ys,0. Take
ǫ0 = dist(a0, a0,s). Note that ǫ0 (and, in fact, every ǫ > 0) is sufficiently small for N0. By
examining the definitions, we have:
r˜[y, s,Γ] (σs) = γ[ys,0, N0, ǫ0,Γ].
Thus, we need to show that:
(5.5) p˜(γ[ys,0, N0, ǫ0,Γ]) ∈ W˜s .
28 MIKHAIL GRINBERG, KARI VILONEN, AND TING XUE
The map p˜ : B˜Wa → W˜a of diagram (2.15) induces a map of sets of I0-orbits under the
conjugation action, which we also denote by p˜ : B˜Wa/I
0 → W˜a/I0. Moreover, it follows from
the definitions in Section 2.4 that the subgroup W˜s ⊂ W˜a is invariant under the conjugation
action of I0. Thus, we can restate equation (5.5) as follows:
(5.6) p˜(γ[ys,0, N0, ǫ0]) ∈ W˜s/I0 .
The idea of the proof of equation (5.6) is to exploit the fact that the element γ[ys, N, ǫ] ∈
B˜Wa/I
0 remains unchanged as we vary the arguments [ys, N, ǫ] continuously. Since the choice
of ǫ in the construction of γ[ys, N, ǫ] comes from a path-connected set, namely an interval in
R, we can conclude that γ[ys, N, ǫ] is independent of ǫ. Thus, we can unambiguously write
γ[ys, N, ǫ] = γ[ys, N ]. Likewise, since any two normal slices to X
reg
a¯0,s ⊂ preg through ys can be
included into a smooth family of such normal slices over the interval [0, 1], we can conclude
that γ[ys, N ] = γ[ys] is independent of N . Furthermore, the element γ[ys] ∈ B˜Wa/I0 only
depends on the connected component of ys in X
reg
a¯0,s . We will now make use of the above
observations to replace the pair [ys,0, N0] by a pair [ys,1, N1], such that γ[ys,0, N0] = γ[ys,1, N1],
but the RHS is easier to relate to the subgroup W˜s ⊂ W˜a.
Recall that we let ps = Zp(as) and write fs : ps → a/Ws for the quotient map (see
diagram (5.3)). It follows from the restricted root space decomposition (2.3) that we have:
(5.7) p = [K, a0,s]⊕ ps .
Thus, the subspace ps ⊂ p is a normal slice through a0,s to the closed orbit K · a0,s =
K0 · a0,s ⊂ p. Note that K0 · a0,s is the unique closed K0-orbit in Xa¯0,s . It follows that every
K0-orbit in Xa¯0,s meets the subspace ps. Thus, we can pick a point ys,1 ∈ K0 · ys,0 ∩ ps. By
construction, the points ys,0 and ys,1 lie in the same connected component of X
reg
a¯0,s .
Let N1 ⊂ ps be a normal slice through ys,1 to the orbit K0s ·ys,1. Note that fs(a0,s) ∈ a/Ws
is a regular point for the projection map a/Ws → a/Wa. It follows by examining the
right square of diagram (5.3) that N1 is also a normal slice through ys,1 to X
reg
a¯0,s ⊂ preg. By
construction, the element γ[ys,1, N1] ∈ B˜Wa/I0 can be represented by a closed loop in prs∩ps.
It follows that:
p˜(γ[ys,0, N0]) = p˜(γ[ys,1, N1]) ∈ W˜s/I0 ,
as required. 
5.4. A classification of regular splittings. In this subsection, we give a proof of Lemma 2.7.
To that end, we recall a standard construction. Following [S, Lemma 8.1.4], for each α ∈ Φ,
let us choose an isomorphism:
uα : Ga → Uα ⊂ G,
so that for each α ∈ Φ, we have:
(5.8a) t uα(x) t
−1 = uα(α(t) x) for all t ∈ T and x ∈ C;
(5.8b) nα := uα(1) u−α(−1) uα(1) ∈ NG(T ) and has image sα in W ;
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(5.8c) uα(a) u−α(−1/a) uα(a) = αˇ(a)nα for all a ∈ C∗;
where sα ∈ W is the reflection corresponding to α and αˇ ∈ X∗(T ) is the coroot corresponding
to α. We have:
(5.9) n2α = αˇ(−1), n−α = n−1α , and
(5.10) for each u ∈ Uα − {1}, there is a unique u′ ∈ U−α − {1}, such that u u′ u ∈ NG(T ).
Note that for each α ∈ Φ, there exists a cα ∈ C∗ such that:
(5.11) θ(uα(x)) = uθα(cα x) for all x ∈ C.
By combining equations (5.8c) and (5.10), and by applying θ to both sides of equation (5.11),
we see that:
c−α = cθα = 1/cα .
By letting u˜α(x) = uα(x/
√
cα) (and choosing square roots so that
√
cα
√
cθα = 1), we can
and will assume that the isomorphisms {uα} are chosen so that:
(5.12) θ(uα(x)) = uθα(x).
Let us write Xα = d0uα(1) ∈ gα. Then we have θ(Xα) = Xθα.
Let us also record that:
(5.13) nα βˇ(a)n
−1
α = sα βˇ(a), for all α, β ∈ Φ and a ∈ C∗.
This follows directly from equation (5.8b).
Proof of Lemma 2.7. Without loss of generality, we can assume that G is semisimple. As
discussed at the end of Section 2.2, we can order the set S of simple reflections, writing
S = {s1, . . . , sr}, so that si = sα¯i where αi ∈ Φr, for i = 1, . . . , m, and si = sβ¯i = sβisθβi|a
where βi ∈ Φ1c (see equations (2.6) and (2.9)), for i = m+1, . . . , r. Here we use the convention
that m = 0 if Φr = ∅ and m = r if Φc = ∅. For α¯ ∈ Σ ⊂ X∗(A), let us write ˇ¯α ∈ X∗(A) for
the corresponding coroot. We can and will assume that:
(5.14) 〈α¯i, ˇ¯αj〉 ≤ 0, 〈β¯i, ˇ¯βj〉 ≤ 0, 〈α¯i, ˇ¯βj〉 ≤ 0, 〈β¯i, ˇ¯αj〉 ≤ 0.
For each α ∈ Φ, let nα ∈ NG(T ) be as in equation (5.8b). We define:
(5.15)
nα¯ = αˇ(i)nα or αˇ(−i)nα if α ∈ Φr ,
nβ¯ = βˇ(i)nβ (−θβˇ(i))n−θβ = βˇ(i) θβˇ(−i)nβ n−θβ if β ∈ Φ1c .
We claim that nα¯, nβ¯ ∈ NK(a) ∩ ZK(as)0. To see this, first note that, by the definition of
Φc ⊂ Φ and by equation (2.6), we have β ± θβ ′ /∈ Φ for all β, β ′ ∈ Φ1c . More precisely, if we
had γ = β ± β ′ ∈ Φ, then we must have γ ∈ Φc, but γ is not orthogonal to either β or β ′,
which contradicts equation (2.6). It follows that:
(5.16) nβ n−θβ′ = n−θβ′ nβ for β, β
′ ∈ Φ1c .
Combining equation (5.16) with equations (5.8b), (5.9), (5.12), and (5.13), we find that
θ(nα) = αˇ(−1)nα for α ∈ Φr, and θ(nβ n−θβ) = βˇ(−1) θβˇ(−1)nβ n−θβ for β ∈ Φc. Based
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on this, one can readily check that nα¯, nβ¯ ∈ K. It follows that nα¯, nβ¯ ∈ NK(a). It remains
to show that nα¯, nβ¯ belong to the identity component ZK(as)
0 of ZK(as). This follows from
the fact that the entire construction of the elements nα¯, nβ¯ ∈ G can be lifted to the simply-
connected cover Gsc of G, where the corresponding θ-fixed point group Ksc = G
θ
sc ⊂ Gsc
is connected. By (5.13), we have n2α¯ = αˇ(−1). It follows that the two expressions for nα¯
in (5.15) are the inverses of each other. Moreover, we have:
(5.17) W˜s = 〈nα¯〉 if s = sα¯ and α ∈ Φr , and W˜s = {1, nβ¯} if s = sβ¯ and β ∈ Φ1c .
We now show that the elements {nα¯i , nβ¯j}i,j ⊂ K pairwise satisfy braid relations (as
elements of K). To begin with, using (2.4) and (2.6), one can readily check that:
(5.18a) 〈α¯i, ˇ¯αj〉 = 〈αi, αˇj〉,
(5.18b) 〈β¯i, ˇ¯βj〉 = 〈βi, βˇj〉,
(5.18c) and 〈α¯i, ˇ¯βj〉 = 2 〈αi, βˇj〉, 〈β¯j, ˇ¯αi〉 = 〈βj , αˇi〉.
Equation (5.18c) implies that:
(5.19)
either 〈αi, βˇj〉 = 〈βj, αˇi〉 = 0 and 〈αi,−θβˇj〉 = 〈−θβj , αˇi〉 = 0,
or 〈αi, βˇj〉 = 〈βj, αˇi〉 = −1 and 〈αi,−θβˇj〉 = 〈−θβj , αˇi〉 = −1.
In view of (5.14), (5.16), (5.18a)–(5.18c), and (5.19), by applying [S, Proposition 9.3.2],
we can conclude that the elements {nαi , nβj , n−θβj}i,j ⊂ G pairwise satisfy braid relations.
The braid relations for the {nα¯i , nβ¯j}i,j can now be verified by a direct computation using
the definitions in (5.15), equation (5.13), and the braid relations for the {nαi , nβj , n−θβj}i,j.
More precisely, one can show that the pair nα¯i , nα¯j (resp. nβ¯i, nβ¯j) satisfies the same braid
relation as the pair nαi , nαj (resp. nβi , nβj). In the former case of (5.19), the pair nα¯i , nβ¯j
satisfies the same braid relation as the pair nαi , nβj , i.e., nα¯i nβ¯j = nβ¯j nα¯i . In the latter case
of (5.19), the pair nα¯i , nβ¯j satisfies the braid relation nα¯i nβ¯j nα¯i nβ¯j = nβ¯j nα¯i nβ¯j nα¯i , while
the pair nαi , nβj satisfies the braid relation nαi nβj nαi = nβj nαi nβj . We spell out this last
case in more detail. Let us write α = αi, β = βj for brevity, and let us choose nα¯ = αˇ(i)
in (5.15), the alternative being similar. By repeatedly applying (5.13), we find:
nα¯ nβ¯ = αˇ(−i) βˇ(i) θβˇ(−i)nα nβ n−θβ , nβ¯ nα¯ = αˇ(i) βˇ(−1) θβˇ(−1)nβ n−θβ nα ,
nα¯ nβ¯ nα¯ nβ¯ = βˇ(−i) θβˇ(i)nα nβ n−θβ nα nβ n−θβ ,
nβ¯ nα¯ nβ¯ nα¯ = βˇ(−i) θβˇ(i)nβ n−θβ nα nβ n−θβ nα .
The desired braid relation now follows from the braid relations:
nα nβ nα = nβ nα nβ , nα n−θβ nα = n−θβ nα n−θβ , nβ n−θβ = n−θβ nβ .
The lemma follows from equation (5.17) and the above discussion. 
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5.5. Thom’s AF2 condition. In this subsection, we give a proof of Porpositions 3.1. Fix
an orbit O ∈ Np/K, and write ZO = O × (ars/Wa) × {0} ⊂ Z0 for short. We recall the
statement of Thom’s AF2 condition for the pair (Z
rs,ZO). For every z ∈ Z, let z¯ = F2(z)
and Zz¯ = F
−1
2 (z¯).
Definition 5.7. We say that the pair (Zrs,ZO) satisfies Thom’s AF2 condition, if for every
sequence z1, z2, . . . ∈ Zrs with lim zi = z ∈ ZO, we have:
if there exists a limit ∆ = limTziZz¯i ⊂ TzZ, then ∆ ⊃ TzZO .
The symbol TzZ in the above definition denotes the Zariski tangent space. It is clear that
the AF2 condition is local in the parameter space a
rs/Wa. It will be convenient to consider
the pullback of diagram (3.1) via the covering map ars → ars/Wa. More precisely, let:
Z˜ = Z×(ars/Wa) ars = {(x, a, c) ∈ p× ars × C | f(x) = c f(a)}.
Let F˜2 : Z˜→ C be the map (x, a, c) 7→ c, let Z˜0 = F˜−12 (0), and let Z˜rs = Z˜− Z˜0. By analogy
with the stratification SZ of Z, we have a stratification SZ˜ of Z˜ given by:
Z˜ = Z˜rs ∪
⋃
O∈Np/K
Z˜O ,
where Z˜O = O× ars × {0}. Proposition 3.1 is then equivalent to the following.
Proposition 5.8. For the every O ∈ Np/K, the pair of strata (Z˜rs, Z˜O) satisfies Thom’s
AF˜2 condition.
The statement of the AF˜2 condition is an obvious paraphrase of Definition 5.7. In order
to prove Proposition 5.8, we restate it in metric terms. Let M˜ = p × ars × C. Recall the
Hermitian metric 〈 , 〉 on p introduced in Section 2.2. By restriction, it gives a Hermitian
metric on ars. We combine these Hermitian metrics on p and ars with the standard Hermitian
metric on C, to obtain a flat Hermitian product metric on M˜ . We will use 〈 , 〉 to denote
this product metric, or one of its three constituent components, depending on the context.
All norms and angles in this subsection will be taken with respect to 〈 , 〉. By analogy
with the map F2 : Z → C, for every z ∈ Z˜, we let z¯ = F˜2(z) and Z˜z¯ = F˜−12 (z¯). Fix
a point z = (y, a, 0) ∈ Z˜O, where y ∈ O and a ∈ ars. The following is a restatement of
Proposition 5.8.
Proposition 5.9. For every non-zero vector v ∈ TzZ˜O ⊂ TzM˜ and every ǫ > 0, there exists
an open neighborhood U ⊂ M˜ of z, such that for every z1 ∈ U ∩ Z˜rs, there exists a non-zero
vector v1 ∈ Tz1Z˜z¯1 ⊂ Tz1M˜ , such that we have: ∠(v, v1) < ǫ.
Note that the angle ∠(v, v1) is well defined, because the metric 〈 , 〉 on M˜ is flat. Propo-
sition 5.8 follows immediately from Proposition 5.9, by inspecting the definition of the AF˜2
condition. We now proceed to prove Proposition 5.9. The Hermitian metric 〈 , 〉 on p induces
a Hermitian metric on the dual space p∗. Moreover, if we view the restriction νp = νg|p as a
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vector space isomorphism νp : p → p∗, then this isomorphism is an isometry. We will need
the following fact.
Lemma 5.10. Every h ∈ νp(a) ⊂ p∗ is the shortest point of its K-orbit.
Proof. This follows from [KN, Theorem 0.1]. 
Proof of Proposition 5.9. Note that we have TzZ˜O ∼= TyO ⊕ Taars. Therefore, we can write
v = (vy, va), where vy ∈ TyO and va ∈ Taars. By linearity, it suffices to consider the cases
v = (vy, 0) and v = (0, va). The first of these two cases follows immediately from the fact
that TyO ⊂ TzZ˜O is the tangent space to the K-orbit K · z ⊂ Z˜, and the K-action on Z˜
preserves the function F˜2 : Z˜→ C.
Let us now tackle the case v = (0, va). In this case, we take:
U = U [v, ǫ] = {z1 ∈ M˜ | |F˜2(z1)| < ǫ}.
Pick a point z1 = (x1, a1, c1) ∈ U ∩ Z˜rs, where x1 ∈ prs, a1 ∈ ars, and c1 = F˜2(z1) ∈ C. We
let v1 = (vx1 , va, 0) ∈ Tz1Z˜z¯1 , where we view va ∈ Taars = Taa as an element of Ta1ars and
vx1 ∈ Tx1p remains to be constructed.
Note that, by construction, we have x¯1 = f(x1) = c1 f(a1). Let:
Xx¯1 = f
−1(x¯1) ⊂ p and a2 = c1 a1 ∈ Xx¯1 ∩ a.
Note that we have:
Ta2a = (Ta2Xx¯1)
⊥ ⊂ Ta2p,
and define:
Nx1 := (Tx1Xx¯1)
⊥ ⊂ Tx1p,
where the orthogonal complements are taken with respect to 〈 , 〉. Define an isomorphism:
η = ((dx1f)|Nx1 )−1 ◦ da2f : Ta2a→ Nx1 .
We set vx1 = η(c1 va) and v1 = (vx1 , va, 0) ∈ Tz1Zz¯1 . We then have:
∠(v, v1) < tan(∠(v, v1)) =
‖vx1‖
‖va‖ = |c1| ·
‖η(va)‖
‖va‖ .
By the choice of the open set U , we have |c1| < ǫ. Therefore, to show that ∠(v, v1) < ǫ it
will suffice to show that the operator norm ‖η‖, computed using 〈 , 〉, satisfies:
(5.20) ‖η‖ ≤ 1.
To see this, consider the conormal bundle Λ = T ∗Xx¯1p ⊂ T ∗p. Let Λa2 and Λx1 be the
fibers of Λ over a2 and x1, respectively. We view Λa2 ,Λx1 as linear subspaces of p
∗. By the
G-invariance of νg, in the notation of Lemma 5.10, we then have Λa2 = νp(a) ⊂ p∗. Further,
we have isometries:
(5.21) (Ta2a)
∗ ∼= Λa2 and (Nx1)∗ ∼= Λx1 .
NEARBY CYCLE SHEAVES FOR SYMMETRIC PAIRS 33
Let g ∈ K be an element such that g a2 = x1. Let g∗ : p∗ → p∗ be the vector space adjoint
of the action of g on p. We have g∗(Λx1) = Λa2 . Moreover, in terms of the isometries (5.21),
we have g∗|Λx1 = η∗. By Lemma 5.10, we have
∥∥g∗|Λx1∥∥ < 1. Inequality (5.20) follows. 
This completes our proof of Proposition 3.1.
6. Proof of Theorem 3.7
Our Theorem 3.7 is very close to, and can be readily derived from, [G2, Theorem 6.1].
Indeed, there are only three distinctions between these two theorems. Two of them were
mentioned at the start of Section 3. Namely, in the present paper, we work K-equivariantly
with a possibly disconnected group K, and we use Z as the coefficient ring, while [G2] uses
C. And third, in Theorem 3.7, microlocal monodromy acts on the ring H1 via left multipli-
cations, and monodromy in the family acts via right multiplications, while this convention
is reversed in [G2, Theorem 6.1]. The second distinction is not significant, as the Morse
groups at the origin we will study are free over Z. The third distinction is purely notational,
reflecting the fact that, in the present paper, microlocal monodromy is the primary object
of study.
In this section, we will give a proof of Theorem 3.7, relying on the general geometric results
of [G1] and [G2] on the Fourier transform of the nearby cycles, but not on [G2, Theorem 6.1]
or the specific discussion of symmetric spaces in [G2, Section 6]. There are two reasons for
doing this. First, our proof of Theorem 3.7 will prepare the ground, and introduce most of the
necessary notions, for the proof of Theorem 3.6 in Section 7. Second, the paper [G2], whose
setting is the class of polar representations of Dadok and Kac (see [DK]), has some minor
omissions and inaccuracies in the Picard-Lefschetz theory part of the general argument, as
well as in the specific discussion of symmetric spaces. In addition, it has one substantial
mathematical gap: the proofs of [G2, Lemmas 4.2, 4.3] are not satisfactory as written. This
gap can be repaired, without affecting the main results of [G2], but a substantial additional
argument is needed. Fortunately, this issue is easy to deal with in the case of symmetric
spaces. The substantial additional argument is only needed for general polar representations,
where complex reflection groups which are not Coxeter groups arise. Thus, in this section,
we will use the results of [G1] and [G2, Sections 1-2], but not the main results of [G2] in
[G2, Section3] or the specific results of [G2, Section 6] on symmetric spaces. The first named
author intends to address the substantial gap mentioned above, in the general case, in the
forthcoming document [G4].
6.1. Fourier transform of the nearby cycles. Let S be the stratification of the nilcone Np
by K-orbits. For each y ∈ p, let hy : p→ C be the linear function given by hy : ∗ 7→ νg(∗, y),
where νg is the symmetric bilinear form introduced in Section 2.2. Also, write:
ξy = Re(hy) : p→ R and ζy = Im(hy) : p→ R.
Lemma 6.1. For every y ∈ prs, the pair (0, hy) ∈ T ∗p = p× p∗ is a generic covector for the
stratification S, in the sense of stratified Morse theory.
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Proof. If O ⊂ Np is a nilpotent K-orbit, then we have:
T ∗Op = {(x, hy) ∈ p× p∗ | [x, y] = 0, x ∈ O}.
The lemma follows, as the stratification S is C∗-conic, and x = 0 is the only element of Np
which commutes with a regular semisimple element. 
Recall that we write P1 = P . By Lemma 6.1, we can consider the Morse local system
M(P ) of the perverse sheaf P on the open set prs. More precisely, we set:
(6.1) My(P ) =M(0,hy)(P ) = H
0(Np, {x ∈ Np | ξy(x) ≤ −1};P ).
Note that we can use the number −1 in the above definition, because the sheaf P is con-
structible with respect to the C∗-conic stratification S. Note also that some authors use
the opposite convention for Morse groups, writing ξy(x) ≥ 1 instead of ξy(x) ≤ −1. The
two conventions can be identified canonically, using a choice of a
√−1. Finally, note that
Hi(Np, {x ∈ Np | ξy(x) ≤ −1};P ) = 0 for i 6= 0.
Lemma 6.2. The restriction of the perverse sheaf FP to the open set prs ⊂ p is given by
the Morse local system M(P ). More precisely, we have:
FP |prs ∼= M(P )[dim p].
Proof. The lemma follows by applying [KS, Proposition 3.7.12 (ii)] to a small convex open
neighborhood of a point y ∈ prs, then using Lemma 6.1 and the conical property of S. 
By the general geometric results of [G1] and [G2, Section 2], we now have the following.
Proposition 6.3. We have:
FP ∼= IC(prs,M(P )).
Proof. The paper [G1] uses C as the coefficient ring, but the proof of [G1, Theorem 1.1] goes
through unchanged with coefficients in Z. The proposition thus follows from the analog of
[G1, Theorem 1.1] with coefficients in Z, combined with Lemma 6.2 and [G2, Proposition
2.17], which verifies the main hypothesis of [G1, Theorem 1.1]. 
Proposition 6.3 indicates that the main content of Theorem 3.7, specific to symmetric
spaces, is in identifying the Morse local system M(P ) and the action of the monodromy in
the family on M(P ).
6.2. Picard-Lefschetz classes. Recall the basepoints a0, l ∈ a+R , where a+R is the Weyl
chamber specified in Section 2.2. Let us write d = dimCXa¯0 .
Lemma 6.4. The Morse group Ml(P ) can be identified as follows. We have:
Ml(P ) ∼= Hd(Xa¯0 , {x ∈ Xa¯0 | ξl(x) ≤ −ξ0};Z),
where ξ0 ≫ 1 is a sufficiently large real number.
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Proof. This follows from the definition of the Morse group Ml(P ) (see equation (6.1)) and
the definition of the nearby cycle functor ψa¯0 in Section 3.1. See also [G3, Lemma 3.1(i)]. 
Lemma 6.5. We have:
Ml(P ) ∼= Hd(Xa¯0 , {x ∈ Xa¯0 | ξl(x) ≥ ξ0};Z),
where ξ0 ≫ 1 is a sufficiently large real number.
Proof. This follows from Lemma 6.4, plus Poincare duality on Xa¯0 , plus the generic property
of hl (see Lemma 6.1). We use the complex structure to orient Xa¯0 . 
Let hl,a¯0 = hl|Xa¯0 : Xa¯0 → C. Write Zl ⊂ Xa¯0 for the critical locus of hl,a¯0. For each
w ∈ Wa, let ew = w(a0) ∈ a.
Lemma 6.6. We have:
(i) Zl = {ew | w ∈ Wa};
(ii) each ew ∈ Zl is a Morse critical point of hl,a¯0 ;
(iii) ζl(ew) = 0 for all w ∈ Wa .
Proof. As in the proof of Lemma 6.1, we have:
(6.2) T ∗Xa¯0p = {(x, hy) ∈ p× p
∗ | [x, y] = 0, x ∈ Xa¯0}.
Part (i) of the lemma follows from equation (6.2). Consider the projection to the second
factor π2 : T
∗
Xa¯0
p→ p∗. It is not hard to check that the differential d(x,hy)π2 is nondegenerate
whenever y ∈ prs. Part (ii) of the lemma follows. Part (iii) of the lemma follows from the
fact that we have l, ew ∈ aR for every w ∈ W , and the fact that νg is real on aR. 
Let Cl = hl(Zl) be the set of critical values of hl,a¯0 . By Lemma 6.6(iii), we have Cl ⊂ R ⊂
C. We can not assert that the critical values {hl(ew)}w∈Wa are all distinct. But we can claim
that the order of the critical values on the real line is consistent with the Bruhat order on
Wa. More precisely, let ≺ denote the Bruhat order onWa arising from the choice of the Weyl
chamber a+
R
, so that 1 ≺ w for every w ∈ Wa − {1}. Also, let LS : Wa → N be the length
function associated to the set of simple reflections S, so that LS(1) = 0 and LS(s) = 1 for
every s ∈ S. Then we have the following.
Lemma 6.7. For every w1, w2 ∈ Wa with w1 ≺ w2, we have hl(ew1) = ξl(ew1) > ξl(ew2) =
hl(ew2).
Proof. Let us begin by recalling the definition of the Bruhat order. We have w1 ≺ w2 if
and only if there exists a sequence of reflections t1, . . . , tm ∈ Wa, such that w2 = w1t1 · · · tm
and LS(w1t1 · · · ti) > LS(w1t1 · · · ti−1) for every i = 1, . . . , m. Thus, it suffices to prove
the lemma for w1 ≺ w2 with w2 = w1t for some reflection t ∈ Wa. Let w2 = s1 · · · sk be
a reduced expression, where si ∈ S (and repetitions are allowed). Then, by the Strong
Exchange Condition, there exists a unique 1 ≤ i ≤ k such that t = sk · · · si+1sisi+1 · · · sk and
w1 = s1 · · · sˆi · · · sk.
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Let α¯i ∈ Σ ⊂ a∗R be a restricted root such that si = sα¯i and α¯i(a) > 0 for every a ∈ a+R .
Let ˇ¯αi ∈ aR be the corresponding coroot, so that s a = a− α¯i(a) ˇ¯αi for every a ∈ aR. Define
α¯ = (sk · · · si+1) α¯i and ˇ¯α = (sk · · · si+1) ˇ¯αi. Then we have t a = a− α¯(a) ˇ¯α for every a ∈ aR.
Further, we have:
ξl(ew1) = 〈w1 a0, l〉 = 〈a0, w−11 l〉 = 〈t a0, w−12 l〉
= 〈a0 − α¯(a0) ˇ¯α,w−12 l〉 = ξl(ew2)− α¯(a0) 〈w2 ˇ¯α, l〉.
Note that α¯(a0) = (sk · · · si+1 α¯i)(a0) > 0, because the word sk · · · si is reduced and a0 ∈ a+R .
Similarly, we have 〈w2 ˇ¯α, l〉 = 〈s1 · · · si ˇ¯αi, l〉 = −〈s1 · · · si−1 ˇ¯αi, l〉 < 0, because the word
s1 · · · si is reduced and l ∈ a+R . The lemma follows. 
Using Lemma 6.7, we can identify how large the number ξ0 in Lemma 6.5 needs to be.
Lemma 6.8. The homology group in the RHS of the isomorphism of Lemma 6.5 is indepen-
dent of ξ0 for ξ0 > ξ(e1).
Proof. This is an application of Morse theory, using Lemmas 6.1 and 6.7. 
We will analyze the relative homology group Ml(P ) ∼= Hd(Xa¯0 , {x ∈ Xa¯0 | ξl(x) ≥ ξ0};Z)
of Lemma 6.5 using the techniques of the classical Picard-Lefschetz theory. Thus, we now
recall the standard construction of Picard-Lefschetz classes in the Morse group Ml(P ). Fix
a ξ0 > ξ(e1), as in Lemma 6.8. Pick a critical point e ∈ Zl. Let H[e] : TeXa¯0 → C be
the Hessian of hl,a¯0 at e. We view H[e] as a complex-valued quadratic form. Note that, by
Lemma 6.6 (ii), the form H[e] is non-degenerate. Next, pick a smooth path γ : [0, 1] → C
such that:
(P1) γ(0) = hl(e);
(P2) γ′(0) = i;
(P3) γ(1) = ξ0;
(P4) γ(t) /∈ Cl for all t ∈ (0, 1);
(P5) γ(t1) 6= γ(t2) for all t1, t2 ∈ [0, 1] with t1 6= t2.
Recall that we write i =
√−1. Let Hv[e] = Re(−i ·He) : TeXa¯0 → R; it is a non-degenerate
real-valued quadratic form. Here, the subscript v stands for “vertical”, referring to the
direction of γ′(0). Recall the Hermitian structure 〈 , 〉 on p introduced in Section 2.2. Let
Tv[e] ⊂ TeXa¯0 be the positive eigenspace of the real quadratic form Hv[e] relative to 〈 , 〉,
where by “positive eigenspace” we mean the direct sum of all the eigenspaces corresponding
to positive eigenvalues. Note that we have dimR Tv[e] = dimCXa¯0 = d, since the real-valued
quadratic form Hv[e] is the real part of a complex-valued quadratic form. Finally, pick an
orientation o of the real vector space Tv[e].
The data [e, γ, o] defines a Picard-Lefschetz homology class:
PL[e, γ, o] ∈ Hd(Xa¯0 , {x ∈ X | ξl(x) ≥ ξ0};Z),
as follows. The class PL[e, γ, o] is represented by a smoothly embedded disk:
κ : (Dd, ∂Dd)→ (Xa¯0 , {ξl(x) ≥ ξ0}),
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such that:
(i) hl ◦ κ (Dd) = γ([0, 1]) ⊂ C;
(ii) hl ◦ κ (∂Dd) = {ξ0};
(iii) κ(0) = e;
(iv) dκ(T0D
d) = Tv[e];
(v) the orientation of the relative cycle κ(Dd) is given by o.
We use Lemma 6.5 to view the class PL[e, γ, o] as an element of Ml(P ). It is a standard fact
that the class PL[e, γ, o] depends on the path γ only through the smooth homotopy class of
γ within the class of all paths satisfying properties (P1)-(P5).
6.3. A canonical basis up to sign forMl(P ). In this subsection, we introduce a canonical
basis up to sign {±vw}w∈Wa for the Morse group Ml(P ). Here, the word “canonical” refers
to the fact that the basis {±vw} will, in a certain sense, be independent of the choices of the
basepoints a0, l ∈ a+R .
For each w ∈ Wa, we choose a path γw : [0, 1] → C, satisfying properties (P1)-(P5) of
Section 6.2 for e = ew, and such that we further have:
(P6) ζl(γw(t)) > 0 for all t ∈ (0, 1).
Note that, by Lemma 6.6 (iii), property (P6) determines the path γw uniquely up to smooth
homotopy within the class of all paths satisfying properties (P1)-(P5).
For each w ∈ Wa, we set:
±vw = PL[ew, γw] ∈Ml(P ).
Note that, in this definition, we do not specify an orientation of the positive eigenspace
Tv[ew]. As a result, each element vw is only defined up to sign.
Lemma 6.9. The abelian group Ml(P ) is free, and the elements {±vw}w∈Wa form a basis of
Ml(P ) up to sign.
Proof. This is a standard application of Picard-Lefschetz theory, using Lemma 6.6. 
The following remark, which is standard in Picard-Lefschetz theory, explains the sense in
which the basis {±vw} is canonical. Recall the sheaves {Pa¯} introduced in Section 3.1 for
all a¯ ∈ ars/Wa. We have P = Pa¯0 . For every pair a, l ∈ a+R , let M [a, l] = Ml(Pa¯), where
a¯ = f(a). As in Lemma 6.9, we have a basis up to sing:
{±vw[a, l]}w∈Wa ⊂M [a, l].
Remark 6.10. (i) The groups {M [a, l]}a,l∈a+
R
form a local system over the set a+
R
× a+
R
,
which is contractible. The holonomy of this local system in the “a-direction” is given by the
monodromy in the family, i.e., by the structure of the perverse sheaf P of equation (3.2), as
in Section 3.1.
(ii) For each w ∈ Wa, the basis elements {±vw[a, l]}a,l∈a+
R
form a section up to sign of the
local system {M [a, l]}a,l∈a+
R
.
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In working with the basis {±vw}w∈Wa of Lemma 6.9, Remark 6.10 will give us the flexibility
to assume, whenever convenient, that either a0 or l is near one of the walls of the Weyl
chamber a+
R
.
6.4. Partial description of the monoromy actions on Ml(P ). Let us write:
λl : B˜Wa → Aut(Ml(P )),
for the microlocal monodromy action arising from the structure of P as a K-equivariant
perverse sheaf. The content of Theorem 3.7 is in describing the actions λl and µl on the
Morse groupMl(P ). Note that, by construction, these two actions commute with each other.
In this subsection, we provide a partial description of these two actions in terms of the basis
{±vw}w∈Wa. Recall the set of simple reflections S ⊂Wa, and the associated length function
LS : Wa → N. Also, recall the counter-clockwise braid generators {σs}s∈S ⊂ BWa .
Proposition 6.11. We have:
(i) for every w ∈ Wa and every s ∈ S such that LS(w) < LS(sw),
λl ◦ r˜ (σs)(±vw) = ±vsw ;
(ii) for every w ∈ Wa and every s ∈ S such that LS(w) < LS(ws),
µl(σs)(±vw) = ±vws .
Proof. For part (i), recall the hyperplane as ⊂ a fixed by s, and let a+R ⊂ aR be the closure
of the Weyl chamber a+
R
. Pick a point ls ∈ as ∩ a+R , such that StabWa(ls) = Ws (= {1, s}).
Using Remark 6.10, we can assume that the basepoint a0 ∈ a+R is sufficiently generic, so that:
hls(ew1) = hls(ew2) =⇒ w2 = sw1 , for all w1, w2 ∈ Wa .
Pick a small ǫ > 0. Using Remark 6.10, we can further assume that l ∈ a+
R
is the unique
point such that l − ls ∈ a⊥s and dist(l, ls) = ǫ, where a⊥s ⊂ a is the orthogonal complement
to as, as in Section 5.1.
By the assumptions on the basepoints a0, l ∈ a+R , the critical values {hl(ew)}w∈Wa are
all distinct, and they appear on the real line as a set of |Wa|/2 pairs of nearby points,
corresponding to the left cosets Ws\Wa.
We now define an explicit loop Γs : [0, 1] → prs, representing the element r˜(σs) ∈ B˜Wa =
πK1 (p
rs, l). Recall that we write: r = p˜◦ r˜ : BWa → W˜a. Pick a representative ks ∈ NK(a) for
the element r(σs) ∈ NK(a)/ZK(a)0. By the definition of a regular splitting (Definition 2.5),
we have r˜(σs) ∈ B˜0Wa . It follows that ks ∈ K0. Let Γks : [0, 1]→ K0 be any continuous path
with Γks(0) = 1 and Γks(1) = ks. We define:
Γs(t) =
 ls + exp(2tπi) · (l − ls) ∈ ars for t ∈ [0, 1/2]Γks(2t− 1) s(l) for t ∈ [1/2, 1].
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Note that s|a⊥s = −1. Therefore, the two branches of the definition of Γs agree for t = 1/2,
with Γs(1/2) = s(l).
Write lt = Γs(t) and ht = hlt , for short. The proposition follows by tracing what happens
to the critical values of ht|Xa¯0 , as t traces the interval [0, 1]. To that end, let us write Zt for
the set of critical points of ht|Xa¯0 . Note that, for t ∈ [0, 1/2], we have Zt = Zl = {ew}w∈Wa,
and for t ∈ [1/2, 1], we have Zt = Γks(2t− 1)Zl.
For every left coset u ∈ Ws\Wa, let wu ∈ u be the unique element such that LS(wu) <
LS(swu). By Lemma 6.7, we have hl(eswu) < hl(ewu). Let Cu ⊂ C be the small circle whose
diameter is the closed interval [hl(eswu), hl(ewu)] ⊂ R. Then, by construction, as t traces the
interval [0, 1/2], each pair of critical values (hl(ewu), hl(eswu)), u ∈ Ws\Wa, moves counter-
clockwise halfway around the circle Cu. Further, as t traces the interval [1/2, 1], the critical
values of ht|Xa¯0 remain unchanged. The intervals [hl(eswu), hl(ewu)] for different u ∈ Ws\Wa
are mutually disjoint. Part (i) of the proposition follows.
The proof of part (ii) is similar, with the roles of a0 and l reversed. We briefly indicate
the argument. We pick a generic point a0,s ∈ a+R ∩ as, and a generic l ∈ a+R . We then assume
that a0 ∈ a+R is near a0,s, with a0 − a0,s ∈ a⊥s . We consider the loop Γs : [0, 1] → ars/Wa,
defined by:
Γs(t) = f(a0,s + exp(tπi) · (a0 − a0,s)),
which represents σs ∈ BWa = π1(ars/Wa, a0). The critical values {hl(ew)}w∈Wa are organized
into pairs, corresponding the right cosets Wa/Ws. As t traces the interval [0, 1], the critical
values of hl|XΓs(t) move counter-clockwise in pairs, as in the proof of part (i). Part (ii) of the
proposition follows. 
6.5. Picking the signs for the basis {±vw}. In this subsection, we use Proposition 6.11
to assign specific signs to the basis elements {±vw}w∈Wa.
By, for example, [S, Proposition 8.3.3], there exists a unique map of sets β : Wa → BWa
such that:
(i) β(1) = 1; β(s) = σs for s ∈ S;
(ii) β(w1w2) = β(w1)β(w2) for every pair w1, w2 ∈ Wa with LS(w1w2) = LS(w1)+LS(w2).
We will write bw = β(w) ∈ BWa . Note that, using our previous notation, we have bs = σs
for a simple reflection s ∈ S.
It follows from Proposition 6.11, arguing by induction on the length LS(w) of an element
w ∈ Wa, that we have:
(6.3) λl ◦ r˜ (bw)(±v1) = ±vw for every w ∈ Wa .
Now, for each w ∈ Wa, recall the positive eigenspace Tv[ew] ⊂ TewXa¯0 . Let O[w] be the
Z/2-torsor of orientations of Tv[ew]. Note that, since the Weyl chamber a
+
R
is contractible,
the torsor O[w] is canonically independent of the choice of the basepoints a0, l ∈ a+R . Pick
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an orientation o1 ∈ O[1]. We define:
v1 = PL[e1, γ1, o1] ∈Ml(P ) and vw = λl ◦ r˜ (bw) v1 ∈Ml(P ) for w ∈ Wa − {1}.
Note that, by equation (6.3), for every w ∈ Wa, there is a unique ow ∈ O[w] such that:
vw = PL[ew, γw, ow] ∈Ml(P ).
We can now summarize much of the content of Theorem 3.7 in terms of the basis:
{vw}w∈Wa ⊂Ml(P ),
as follows.
Proposition 6.12. We have:
(i) for every w ∈ Wa and every s ∈ S such that LS(w) < LS(sw),
λl ◦ r˜ (σs) vw = vsw ;
λl ◦ r˜ (σs) vsw = −vw + 2 vsw , if δ(s) is odd;
λl ◦ r˜ (σs) vsw = vw , if δ(s) is even;
(ii) for every w ∈ Wa and every s ∈ S such that LS(w) < LS(ws),
µl(σs) vw = vws , if δ(s) is odd;
µl(σs) vw = −vws , if δ(s) is even;
µl(σs) vws = −vw + 2 vws , if δ(s) is odd;
µl(σs) vws = −vw , if δ(s) is even.
The next several subsections will be devoted to the proof of Proposition 6.12.
6.6. Equations for the monodromy in the family. In this subsection, we provide the
following key geometric input into the proof of Proposition 6.12.
Proposition 6.13. Let s ∈ S be a simple reflection. The monodromy transformation µ(σs) ∈
End(P ) satisfies:
(µ(σs)− 1)2 = 0, if δ(s) is odd;
µ(σs)
2 − 1 = 0, if δ(s) is even.
Proof. The majority of the argument consists of a reduction to rank one, i.e., to the case
where dim a = 1. The key to the argument is to make use of Thom’s Af condition for the
adjoint quotient map f : p→ a/Wa. We use this property of f to show that specializing to
the discriminant locus and then to the nilpotent cone gives the same result as specializing
to the nilpotent cone directly.
With that in mind, similarly to the beginning of the proof of Proposition 6.11, we pick
a generic point a0,s ∈ as ∩ a+R and a small ǫ > 0, and we assume (using Remark 6.10)
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that a0 ∈ a+R is the unique point such that a0 − a0,s ∈ a⊥s and dist(a0, a0,s) = ǫ. Let
Dγ = {z ∈ C | |z| < 2 ǫ}. Define an analytic arc γ : Dγ → a by:
γ(z) = a0,s + (z/ǫ) · (a0 − a0,s).
Let Dγ¯ = {z ∈ C | |z| < 4 ǫ2}, and let γ¯ : Dγ¯ → a/Wa be the unique analytic arc such that:
f ◦ γ (z) = γ¯(z2) for every z ∈ Dγ .
We base change the family f : p→ a/Wa to Dγ¯, to obtain a family:
fγ¯ : pγ¯ = p×a/Wa Dγ¯ → Dγ¯ .
Let a¯0,s = f(a0,s) and Xa¯0,s = f
−1(a¯0,s) = f
−1
γ¯ (0). Write p
rs
γ¯ = f
−1
γ¯ (Dγ¯ − {0}) ⊂ pγ¯. Form
the nearby cycle sheaf:
Pγ¯ = ψfγ¯ Zprsγ¯ [−] ∈ PervK(Xa¯0,s),
which, as usual, we make perverse by an appropriate shift. Let µγ¯ : Pγ¯ → Pγ¯ be the
associated (counter-clockwise) monodromy. Consider the functor:
ψa¯0,s : PervK(Xa¯0,s)→ PervK(Np),
defined in the same manner as the functor ψa¯0 of Section 3.1, now using the family:
Za¯0,s = {(x, c) ∈ p× C | f(x) = c a¯0,s} → C.
We claim that:
(6.7) ψa¯0,s(Pγ¯)
∼= P and ψa¯0,s(µγ¯) = µ(σs).
To prove this fact, we proceed as in Section 3.1, and consider the family:
F : Zγ¯ = {(x, z, c) ∈ p× Dγ¯ × C | f(x) = c γ¯(z)} → Dγ¯ × C,
which extends, via pullback to Dγ¯, the appropriate part of the family Z of Section 3.1 across
the codimension one locus in a/Wa. Note that this family is (K×C∗)-equivariant, where C∗
acts trivially on Dγ¯. The space Zγ¯ is equipped with a natural stratification SZγ¯ , which we
now describe. Recall that we write Np/K for the set of K-orbits in Np. Let D
∗
γ¯ = Dγ¯ ∩ C∗.
Consider the decomposition:
Zγ¯ =
3⋃
i=0
Zγ¯,i ,
where Zγ¯,0 = F
−1({0} × {0}), Zγ¯,1 = F−1({0} × C∗), Zγ¯,2 = F−1(D∗γ¯ × {0}), and Zγ¯,3 =
F−1(D∗γ¯ × C∗). The stratification SZγ¯ respects this decomposition. The locus Zγ¯,0 ∼= Np is
stratified by K-orbits. The locus Zγ¯,1 is stratified by (K × C∗)-orbits. The locus Zγ¯,2 =
Np × Dγ¯ × {0} is stratified by the products O × Dγ¯ × {0} for all O ∈ Np/K. Finally, the
locus Zγ¯,3 is a single stratum.
Let us write F1 : Zγ¯ → Dγ¯ and F2 : Zγ¯ → C∗ for the two components of F . The family F
satisfies the following properties.
(P0) For every stratum S0 ⊂ Zγ¯,0, Thom’s AF condition holds for the pair (Zγ¯,3, S0).
(P1) For every stratum S1 ⊂ Zγ¯,1, Thom’s AF1 condition holds for the pair (Zγ¯,3, S1).
(P2) For every stratum S2 ⊂ Zγ¯,2, Thom’s AF2 condition holds for the pair (Zγ¯,3, S2).
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Property (P0) follows from theK-equivariance of F , property (P1) follows from the (K×C∗)-
equivariance of F , and property (P2) is analogous to Proposition 3.1.
Let R = [0, 4 ǫ2)× [0,+∞) ⊂ Dγ¯ × C. Let ZR = F−1(R) ⊂ Zγ¯ . For each i = 0, 1, 2, 3, let
ZR,i = ZR ∩ Zγ¯,i, and let ji : ZR,i → ZR be the inclusion map. We now form the following
diagram of perverse sheaves on ZR,0 ∼= Np:
(6.8) j∗0 (j1)∗ j
∗
1 (j3)∗ ZZR,3 [−] ←− j∗0 (j3)∗ ZZR,3 [−] −→ j∗0 (j2)∗ j∗2 (j3)∗ ZZR,3 [−],
where all pushforward functors are understood to be derived. Here, the shifts are used
to make the sheaves perverse, as usual, and the maps are induced by the inclusions ZR,i →
ZR,i∪ZR,3, i = 1, 2. By property (P1) of the family F , the sheaf j∗1 (j3)∗ ZZR,3 is constructible
with respect to the stratification of Zγ¯,1, and therefore we have:
j∗0 (j1)∗ j
∗
1 (j3)∗ ZZR,3[−] ∼= ψa¯0,s(Pγ¯).
By property (P2) of the family F , the sheaf j∗2 (j3)∗ ZZR,3 is constructible with respect to the
stratification of Zγ¯,2, and therefore we have:
j∗0 (j2)∗ j
∗
2 (j3)∗ ZZR,3 [−] ∼= P.
Finally, by property (P0) of the family F , both of the maps in diagram (6.8) are isomor-
phisms.
More precisely, for the last assertion, let Mγ¯ = p × Dγ¯ × C ⊃ Zγ¯ , and fix a Hermitian
metric on Mγ¯ . Fix a point m ∈ Zγ¯,0. For δ > 0, let Bm,δ ⊂ Mγ¯ be the closed δ-ball around
m. By the Whitney conditions for the stratification of Zγ¯,0, there exists an δ0 > 0, such that
the ball Bm,δ0 is compact, and for every δ ∈ (0, δ0], the boundary ∂Bm,δ meets the strata of
Zγ¯,0 transversely. By the AF condition of property (P0), for every δ1 ∈ (0, δ0], there exists
a ζ ∈ (0, 4 ǫ2), such that for every δ ∈ [δ1, δ0] and every pair (z, c) ⊂ (0, ζ) × (0, ζ) ⊂ R,
the intersection ∂Bm,δ ∩ F−1(z, c) is transverse. It follows that the restriction of F to the
intersection Bm,δ ∩F−1((0, ζ)× (0, ζ)) is a smooth fibration, whose fibers are manifolds with
boundary, and the stalk of the sheaf j∗0 (j3)∗ ZZR,3 at m is given by the cohomology of the
total space, or equivalently of any of the fibers, of this fibration. By tracing the definitions,
we can conclude that the maps in diagram (6.8) induce isomorphisms on the stalks at m.
The assertion follows.
This proves the first assertion of equation (6.7). For the second assertion we need to
consider a version of diagram (6.8) parametrized by the circle S1 = {z ∈ C | |z| = 1}.
Namely, for each z ∈ S1, we obtain an analog of diagram (6.8) by restricting the family F
to the region Rz = (z · [0, 4 ǫ2))× [0,+∞) ⊂ Dγ¯ × C. We omit the details.
Thus, we are reduced to proving the equations for µγ¯ in place of µ(σs), which we do by
reducing to rank one. Recall the subspaces ps = Zp(as) = a⊕ [Ks, a], p¯s = a⊥s ⊕ [Ks, a] of p,
and the symmetric pair (G¯s, K¯s) ⊂ (G,K), introduced in Section 5.1. The space p¯s is the
(−1)-eigenspace of this pair. Consider the intersection Xa¯0,s ∩ ps. In view of diagram (5.3)
and equation (5.4), the connected component of this intersection that passes through a0,s
can be described as Xa¯0,s ∩ (a0,s + p¯s) = a0,s + f¯−1s (0). Note that K · a0,s is the unique
closed K-orbit in Xa¯0,s . Note also, as in the proof of Proposition 2.6 (see equation (5.7)),
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that the subspace ps ⊂ p is a normal slice to K · a0,s at a0,s. Recall that the group K¯s acts
on the zero-fiber f¯−1s (0) with orbits that are C
∗-conic. It follows that, for every K-orbit
O ⊂ Xa¯0,s , the locus Oa¯0,s := O ∩ (a0,s + p¯s) is non-empty, and the intersection O ∩ ps ⊂ p
is transverse along Oa¯0,s . Therefore, there is a well-defined perverse (i.e., properly shifted)
restriction functor:
j∗ : PervK(Xa¯0,s)→ PervK¯s(Xa¯0,s ∩ (a0,s + p¯s)),
where j : Xa¯0,s ∩ (a0,s + p¯s) → Xa¯0,s is the inclusion map. Since every K-orbit in Xa¯0,s
meets the locus a0,s+ p¯s, the functor j
∗ is faithful. Thus, it will suffice to prove the required
quadratic relations for the restriction:
j∗(µγ¯) ∈ End(j∗(Pγ¯)).
On the other hand, the sheaf j∗(Pγ¯) is the nearby cycles in the family:
a0,s + p¯s → (a0,s + p¯s)//Ks ∼= a⊥s /Ws ,
and j∗(µγ¯) is the associated monodromy transformation.
Thus, we are reduced to the case of the symmetric pair (G¯s, K¯s) of rank one. In this case,
we have dim p¯s = δ(s) + 1 (see equation (5.1)), the little Weyl group is Wa⊥s
∼= Z/2, and the
quotient map f¯s is a non-degenerate homogeneous quadratic polynomial. The equations for
the monodromy in this case are well known; see, for example, [G2, Example 3.7]. 
6.7. The fundamental class of Xa¯0. In this subsection, we provide another geometric
ingredient for the proof of Proposition 6.12. Consider the absolute homology group:
M0l (P ) := Hd(Xa¯0 ;Z).
From the long exact sequence of the pair of Lemma 6.5, we can see that M0l (P ) is naturally
a subgroup of the Morse group Ml(P ). Recall the character τ : B˜Wa → {±1} of Section 3.4.
Proposition 6.14. We have:
(i) M0l (P )
∼= Z;
(ii) both of the monodromy actions λl and µl preserve the subgroup M
0
l (P ) ⊂Ml(P );
(iii) the microlocal monodromy action λl restricted to M
0
l (P ) is given by τ ;
(iv) the monodromy in the family action µl restricts to M
0
l (P ) as follows:
for every s ∈ S, we have: µ(σs)|M0
l
(P ) = (−1)δ(s)+1 .
Proof. Recall the compact formKR ofK, introduced in Section 2.2. By a theorem of Mostow,
[Mo], see also the discussion in [SV], the orbit Xa¯0 = K ·a0 can be identified with the normal
bundle to the orbit Ca¯0 = KR · a0 ⊂ Xa¯0 . In particular, Ca¯0 is a deformation retract of
Xa¯0 . As the orbit Ca¯0 is orientable, see, for example, [Ko, Corollary 1.1.10], we conclude
that M0l (P ) = Hd(Xa¯0 ;Z) = Hd(Ca¯0 ;Z). This proves part (i). Part (ii) follows from the
definitions of the two actions. As to part (iii), it is clear that the subgroup B˜0Wa ⊂ B˜Wa ,
which is the image of the map π1(p
rs, l) → πK1 (prs, l) = B˜Wa , acts trivially on M0l (P ). It
remains to consider the action of B˜Wa/B˜
0
Wa
∼= K/K0. Using the notation of Section 3.4,
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we have Ca¯0
∼= KR/MR. By the construction of the character τ , the component group
K/K0 ∼= KR/K0R then acts on Hd(Ca¯0 ;Z) via τ .
It remains to prove part (iv). Consider the family f : prs → ars/Wa, and pull it back to
ars to obtain the following diagram:
prs ×ars/Wa ars −−−→ prs
f˜
y yf
ars −−−→ ars/Wa .
The family f˜ is trivial, i.e., we have prs×ars/Waars ∼= K/ZK(a)×ars. Thus, the action of µ(σs)
on the total homology H∗(Xa¯0) is induced by the right action of s ∈ Wa = NK(a)/ZK(a) on
Xa¯0 = K/ZK(a). In particular, the action of µ(σs) on Hd(Xa¯0 ;Z) = Hd(Ca¯0 ;Z) is given by
the right action of s ∈ NKR(a)/ZKR(a) = NK(a)/ZK(a) on Ca¯0 = KR/ZKR(a). We will now
reduce the calculation to the rank one case. Recall the pair (Gs, Ks) of Section 5.1. Write
Ks,R = Ks ∩KR. We have s ∈ NKs,R(a)/ZKs,R(a) ⊂ NKR(a)/ZKR(a). Consider the fibration:
Ks,R/ZKs,R(a)→ Ca¯0 = KR/ZKR(a)→ KR/Ks,R .
The self-map Rs : Ca¯0 → Ca¯0 of the total space of this fibration, given by the right multipli-
cation by s, commutes with the projection to the base KR/Ks,R. Therefore, the action of Rs
on the top homology Hd(Ca¯0 ;Z) is given by the action of Rs on the top homology of the fiber
Ks,R/ZKs,R(a). Thus, the problem is reduced to the case of the symmetric pair (Gs, Ks), or
equivalently, to the case of the symmetric pair (G¯s, K¯s) with Cartan subspace of dimension
1 (see Section 5.1).
In the case where dim a = 1, we have d = δ(s), the compact core Ca¯0 of Xa¯0 is homeo-
morphic to the sphere Sd, and the map Rs : Ca¯0 → Ca¯0 is conjugate by a homeomorphism
to the antipodal map of Sd. The degree of this antipodal map is (−1)δ(s)+1. This concludes
the proof of part (iv). 
6.8. The path γ1,s. In this subsection, we provide the final geometric ingredient for the
proof of Proposition 6.12. Pick a simple reflection s ∈ S. As in the proofs of Propositions
6.11 and 6.13 above, we pick a generic point a0,s ∈ as∩a+R and a small ǫ > 0, and we assume,
for the duration of this subsection, that a0 ∈ a+R is the unique point such that a0− a0,s ∈ a⊥s
and dist(a0, a0,s) = ǫ. We also assume that l = a0.
For every w ∈ Wa − {1, s}, we have:
(6.9) 0 < ξl(e1)− ξl(es)≪ ξl(es)− ξl(ew).
To see this, consider the limit ǫ → 0, and use the fact that νg(w a0,s, a0,s) < νg(a0,s, a0,s)
for every w ∈ Wa − {1, s}. To paraphrase inequality (6.9), we can say that, with the given
choice of a0, l ∈ a+R , the critical values hl(e1) and hl(es) are close to each other, and far to
the right of all the other critical values of the restriction hl,a¯0 : Xa¯0 → C.
We pick a smooth path γ1,s : [0, 1]→ C, satisfying properties (P1)-(P5) of Subsection 6.2
for e = e1, and such that we further have:
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(P7) γ1,s(1/3) = (hl(e1) + hl(es))/2 ∈ R;
(P8) γ1,s(2/3) = (−hl(e1) + 3 hl(es))/2 ∈ R;
(P9) ζl(γ1,s(t) > 0 for all t ∈ (0, 1/3) ∪ (2/3, 1);
(P10) ζl(γ1,s(t) < 0 for all t ∈ (1/3, 2/3).
Note that, by Lemma 6.6 (iii) and inequality (6.9), properties (P7)-(P10) determine the
path γ1,s uniquely up to smooth homotopy within the class of all paths satisfying properties
(P1)-(P5). Topologically, we can say that the path γ1,s differs from the path γ1 of Section 6.3
only in that it passes the critical value hl(es) on the left, rather than on the right. Therefore:
(6.10) there exists an ms ∈ Z, such that PL[e1, γ1,s, o1] = v1 +ms vs ∈Ml(P ).
The integer ms can be interpreted, via the Picard-Lefschetz formula, as an intersection
number for a pair of vanishing spheres. However, we will not be using this interpretation.
The significance of the path γ1,s is given by the following lemma.
Lemma 6.15. We have:
(i) λl ◦ r˜ (σs) vs = ±PL[e1, γ1,s, o1];
(ii) µl(σs) vs = ±PL[e1, γ1,s, o1].
Proof. We prove (i), and the proof of (ii) is similar but easier. We proceed as in the proof
of Proposition 6.11, and consider the path Γs : [0, 1] → prs, representing r˜(σs) ∈ B˜Wa =
πK1 (p
rs, l), defined in that proof. We also write lt = Γs(t) and ht = hlt , for short. Each
critical point ew of hl,a¯0 , w ∈ Wa, gives rise to a continuous path e˜w : [0, 1]→ Xa¯0 , such that
e˜w(0) = ew and e˜w(t) is a critical point of ht|Xa¯0 for all t ∈ [0, 1]. In our situation, it suffices to
only consider the critical points e˜1(t) and e˜s(t), as the critical values corresponding to these
critical points remain far to the right of all other critical values of ht|Xa¯0 for all t ∈ [0, 1].
Let C ⊂ C be the small circle whose diameter is the interval [hl(es), hl(e1)] ⊂ R. As
t traces the interval [0, 1/2], the pair of critical values (ht(e˜1(t)), ht(e˜s(t))) moves counter-
clockwise halfway around the circle C. In particular, the path γs gets taken to the path γ1,s.
As t traces the interval [1/2, 1], the critical values of ht|Xa¯0 remain unchanged. 
6.9. Proof of Proposition 6.12. We are now prepared to put together the geometric
ingredients of Sections 6.6 - 6.8 to give a proof of Proposition 6.12. We begin with the
following analog of Proposition 6.13.
Lemma 6.16. Let s ∈ S be a simple reflection. The microlocal monodromy transformation
λl ◦ r˜ (σs) ∈ End(Ml(P )) satisfies:
(λl ◦ r˜ (σs)− 1)2 = 0, if δ(s) is odd;
(λl ◦ r˜ (σs))2 − 1 = 0, if δ(s) is even.
Proof. Consider the set of left cosets Ws\Wa. For each coset u ∈ Ws\Wa, consider the rank
2 subgroup Ml[u] ⊂Ml(P ) generated by the basis elements {vw}w∈u. We have:
(6.12) Ml(P ) =
⊕
u∈Ws\Wa
Ml[u].
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Let u1 ∈ Ws\Wa be the coset of 1 ∈ Wa. By Proposition 6.11, Lemma 6.15, and equa-
tion (6.10), we know that both the microlocal monodromy operator λl ◦ r˜ (σs) and the mon-
odromy in the family operator µl(σs) preserve the subgroup Ml[u1] ⊂ Ml(P ). Furthermore,
we have:
λl ◦ r˜ (σs) v1 = ±µl(σs) v1 .
We also know that the restrictions λl ◦ r˜ (σs)|Ml[u1] and µl(σs)|Ml[u1] commute, and that v1 is
a cyclic element for both. It follows that:
(6.13) λl ◦ r˜ (σs)|Ml[u1] = ±µl(σs)|Ml[u1] .
Pick any u ∈ Ws\Wa, and let wu ∈ u be the element such that LS(wu) < LS(swu).
Consider the monodromy transformation µl(bw−1u ) : Ml(P ) → Ml(P ). By Proposition 6.11
(ii), we have:
µl(bw−1u )(Ml[u1]) =Ml[u].
This implies that the operator λl ◦ r˜ (σs) preserves the subgroup Ml[u] ⊂ Ml(P ), and we
have:
(6.14) the restriction λl ◦ r˜ (σs)|Ml[u] is conjugate to λl ◦ r˜ (σs)|Ml[u1] .
Write Spec(λl ◦ r˜ (σs)|Ml[u1]) ⊂ C for the spectrum of the operator induced by λl ◦ r˜ (σs)
on the complex 2-space Ml[u1]⊗Z C. We view this spectrum as a set without multiplicities.
Combining equation (6.13) with Proposition 6.13, we can conclude that:
Spec(λl ◦ r˜ (σs)|Ml[u1]) = {1} or {−1}, if δ(s) is odd;
Spec(λl ◦ r˜ (σs)|Ml[u1]) = {1,−1}, if δ(s) is even.
In view of (6.14), the claim of the lemma for even δ(s) follows.
Assume now that δ(s) is odd. We need to rule out the possibility that:
Spec(λl ◦ r˜ (σs)|Ml[u1]) = {−1}.
But this, together with (6.14), would imply that:
Spec(λl ◦ r˜ (σs)) = {−1},
which is in contradiction with Proposition 6.14 (iii). Thus, we conclude that the operator
λl ◦ r˜ (σs) is unipotent, so we have:
(6.16) λl ◦ r˜ (σs)|Ml[u1] = µl(σs)|Ml[u1] .
The claim of the lemma for odd δ(s) follows. 
Part (i) of Proposition 6.12 follows immediately from Lemma 6.16 and the definition of the
basis {vw}w∈Wa in Section 6.5. Turning to part (ii) of the proposition, recall that the actions
λl and µl commute with each other. Together with part (i), this implies that it suffices to
verify the claim of part (ii) for w = 1 only. In the case where δ(s) is odd, the claim of part
(ii) for w = 1 follows immediately from equation (6.16). For the case where δ(s) is even, we
will need the following lemma.
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Recall the subgroup M0l (P ) ⊂ Ml(P ) of Section 6.7, pick a generator F ∈ M0l (P ), and
let:
(6.17) F =
∑
w∈Wa
cw vw , cw ∈ Z.
Let s ∈ S be a simple reflection. Let u1 = {1, s} ∈ Ws\Wa be the identity coset, and let
Ml[u1] ⊂Ml(P ) be the rank 2 subgroup generated by {v1, vs}, as in the proof of Lemma 6.16.
We define:
F1,s = c1 v1 + cs vs ∈Ml[u1] ⊂Ml(P ),
where c1, cs are as in equation (6.17).
Lemma 6.17. We have:
(i) c1 6= 0;
(ii) λl ◦ r˜ (σs)F1,s = F1,s ;
(iii) µl(σs)F1,s = (−1)δ(s)+1 · F1,s .
Proof. For every simple reflection s′ ∈ S, we have a direct sum decomposition:
Ml(P ) =
⊕
u∈Ws′\Wa
Ml[u],
as in equation (6.12) of the proof of Lemma 6.16. Morevoer, by Proposition 6.12 (i) (which
has been established), the operator λl ◦ r˜ (σs′) preserves this decomposition. By Proposition
6.14 (iii), we have: λl ◦ r˜(σs′)F = F . It follows that:
(6.18) λl ◦ r˜ (σs′)(cw vw + cs′w vs′w) = cw vw + cs′w vs′w for each coset {w, s′w} ∈ Ws′\Wa .
Part (ii) follows by setting w = 1 and s′ = s.
We now prove part (i). Suppose c1 = 0. Pick a w ∈ Wa, such that cw 6= 0 and cw′ = 0
for every w′ ∈ Wa with LS(w′) < LS(w). Pick an s′ ∈ S, such that LS(s′w) < LS(w). By
Proposition 6.12 (i), we have λl ◦ r˜ (σ−1s′ ) vw = vs′w. Combining this with equation (6.18), we
obtain a contradiction as follows: cw vw = cw vw + cs′w vs′w = λl ◦ r˜ (σ−1s′ )(cw vw + cs′w vs′w) =
cw vs′w. Part (i) follows.
For part (iii), consider the set of right cosets Wa/Ws. As for the left costs, for each
u ∈ Wa/Ws, let Ml[u] ⊂ Ml(P ) be the rank 2 subgroup generated by the basis elements
{vw}w∈u. We obtain a direct sum decomposition:
Ml(P ) =
⊕
u∈Wa/Ws
Ml[u].
As shown in the proof of Lemma 6.16, the monodromy operator µl(σs) preserves the subgroup
Ml[u1] ⊂ Ml(P ) (note that u1 = Ws ⊂ Wa is both a left and a right coset). Moreover, we
can use an argument as in the proof of Lemma 6.16, reversing the roles of the actions λl and
µl, to conclude that µl(σs) preserves the subgroup Ml[u] ⊂ Ml(P ) for every u ∈ Wa/Ws.
Together with Proposition 6.14 (iv), this implies part (iii) of the lemma. 
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Assume now that δ(s) is even. Lemma 6.17 enables us to conclude that the sign in
equation (6.13) is a minus, i.e., we have:
λl ◦ r˜ (σs)|Ml[u1] = −µl(σs)|Ml[u1] .
The claim of Proposition 6.12 (ii) for w = 1 follows. This completes the proof of Proposition
6.12.
6.10. Completing the proof of Theorem 3.7. To complete the proof of Theorem 3.7, it
remains to describe the action of the subgroup I ⊂ B˜Wa on Ml(P ).
Lemma 6.18. The restriction λl|I of the microlocal monodromy action:
λl : B˜Wa → Aut(Ml(P )),
is given by the character τ : I → {±1} of Section 3.4.
Proof. Pick an element u ∈ I, and an element g ∈ ZK(a) representing u. The action of λl(u)
on Ml(P ) is induced by the action of g on Xa¯0 , via the isomorphism of Lemma 6.5. Note
that g(l) = l, and so g acts as an automorphism of the pair (Xa¯0 , {ξl(x) ≥ ξ0}) appearing in
that lemma. Let:
κ : (Dd, ∂Dd)→ (Xa¯0 , {ξl(x) ≥ ξ0}),
be an embedded disk representing the class v1 = PL[e1, γ1, o1], as in Section 6.2. Then the
composition:
g ◦ κ : (Dd, ∂Dd)→ (Xa¯0 , {ξl(x) ≥ ξ0}),
with a suitable orientation, represents the class λ(u) v1. Since g(l) = l, we have hl ◦ g ◦ κ =
hl ◦ κ. It follows that the embedding g ◦ κ satisfies conditions (i)-(iii) of Section 6.2, which
suffice to determine the relative homology class represented by g ◦ κ up to sign. Namely, we
have:
λl(u) v1 = ±v1 .
Note that we do not assert that the embedding g ◦ κ satisfies condition (iv) of Section 6.2.
Recall that the action λl commutes with the monodromy action:
µl : BWa → Aut(Ml(P )),
and that v1 ∈ Ml(P ) is a cyclic element for the latter (this follows from Proposition 6.11
(ii)). It follows that we have:
λl(u) = ± IdMl(P ) .
Finally, by Proposition 6.14 (iii), the sign in the above equation is equal to τ(u). 
Theorem 3.7 now follows from Propositions 6.3 and 6.12, and Lemma 6.18. The isomor-
phism of Theorem 3.7 (i) comes from a B˜Wa-module isomorphism M = H1 → Ml(P ) which
sends 1 ∈ H1 into v1 ∈Ml(P ).
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7. Proof of the main theorem
Our proof of Theorem 3.6 will in many ways be parallel to the proof of Theorem 3.7 in
Section 6. The main distinction is that the perverse sheaf P = P1 of Section 6 is equipped
with a monodromy action µ : BWa → Aut(P ) of the full braid group Ba, whereas the sheaf
Pχ for χ 6= 1 is only equipped with a monodromy action µ : BχWa → Aut(Pχ). We will get
around this limitation by utilizing the extended monodromy in the family, introduced in
Section 3.2 (see equation (3.8)).
7.1. A canonical basis for Ml(Pχ). As in Section 6.1, for every y ∈ prs, we consider the
Morse groupMy(Pχ) =M(0,hy)(Pχ), and we writeM(Pχ) for the resulting Morse local system
on prs.
Proposition 7.1. We have:
FPχ ∼= IC(prs,M(Pχ)).
Proof. The proof of Proposition 6.3 goes through in the the presence of the local system Lχ;
see [G1, Remark 1.4]. 
Recall the basepoint l ∈ a+
R
, and consider the Morse group Ml(Pχ). As in Section 6, we
will write:
λl : B˜Wa → Aut(Ml(Pχ)),
for the microlocal monodromy action. Our proof of Theorem 3.6 will be based on the
following analog of Proposition 6.12.
Proposition 7.2. The abelian group Ml(Pχ) is free, and there exists a basis {vw}w∈Wa of
Ml(Pχ) such that, for every w ∈ Wa and every s ∈ S, we have:
λl ◦ r˜ (σs) vw = −vsw + 2 vw , if LS(sw) < LS(w), w−1sw ∈ W 0a,χ , and δ(s) is odd;
λl ◦ r˜ (σs) vw = vsw , otherwise.
Sections 7.2 - 7.5 below will be devoted to the proof of Proposition 7.2.
7.2. Picard-Lefschetz classes. As in Section 6.2, we have the following lemma.
Lemma 7.3. The Morse group Ml(Pχ) can be identified as follows:
Ml(Pχ) ∼= Hd(Xa¯0 , {x ∈ Xa¯0 | ξl(x) ≥ ξ0};Lχ),
where ξ0 is any real number with ξ0 > ξ(e1).
Proof. The proof is the same as those of Lemmas 6.5 and 6.8, taking into account of the
self-duality of Lχ. 
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As in Section 6.5, the basis elements {vw}w∈Wa of Proposition 7.2 will be constructed as
Picard-Lefschetz classes. In order to specify a Picard-Lefschetz class with coefficients in Lχ,
one needs to specify a triple [e, γ, o] as in Section 6.2, and in addition, to pick a generator
c ∈ (Lχ)e of the stalk (Lχ)e ∼= Z. The data [e, γ, o, c] determines a Picard-Lefschetz class:
PL[e, γ, o, c] ∈ Hd(Xa¯0 , {x ∈ Xa¯0 | ξl(x) ≥ ξ0};Lχ),
as follows. Let:
κ : (Dd, ∂ Dd)→ (Xa¯, {ξl(x) ≥ ξ0}),
be a smoothly embedded disk, representing the Picard-Lefschetz class PL[e, γ, o], as in Sec-
tion 6.2. The local system Lχ is trivial on the image of κ. Therefore, the generator c
determines a section of Lχ|Im(κ), and hence a Picard-Lefschetz class PL[e, γ, o, c] as above.
Note that the K-equivariant structure on Lχ gives rise to a W˜a-equivariant structure on
the restriction of Lχ to the set Zl = {ew}w∈Wa. Thus, for every w˜ ∈ W˜a and w′ ∈ Wa, we
obtain an action map (Lχ)ew′ → (Lχ)eq(w˜)w′ , which we denote by c 7→ w˜ · c.
We are now prepared to define the basis elements {vw}w∈Wa. Pick a generator c1 ∈ (Lχ)e1 .
For each w ∈ Wa − {1}, define a generator cw ∈ (Lχ)ew by setting:
cw = r(bw) · c1 ,
where r = p˜ ◦ r˜, as in Definition 2.5. Finally, for every w ∈ Wa, define:
vw = PL[ew, γw, ow, cw] ∈Ml(Pχ),
where [ew, γw, ow] are as in Sections 6.3, 6.5. The claim that the abelian group Ml(Pχ) is
free and that the elements {vw}w∈Wa form a basis of Ml(Pχ) is analogous to Lemma 6.9.
Lemma 7.4. For every w ∈ Wa, we have:
vw = λl ◦ r˜(bw) v1 .
Proof. By induction on LS(w), it suffices to show that for every w ∈ Wa and every s ∈ S
such that LS(w) < LS(sw), we have:
λl ◦ r˜ (σs) vw = vsw .
In the case of the trivial local system (χ = 1), we have established this fact up to sign in
Proposition 6.11 (i), and then fixed the signs by our choice of the orientations {ow}w∈Wa in
Section 6.5. We now proceed as in the proof of Proposition 6.11 (i), making use of the path
Γs. The only additional observation we need is that the effect of Γs on the interval [1/2, 1]
on the generator cw ∈ (Lχ)ew amounts to the action of r(σs) ∈ W˜a. This establishes the
induction step. 
Lemma 7.4 immediately implies the claim of Proposition 7.2 for pairs (w, s) with LS(w) <
LS(sw). For the case of pairs (w, s) with LS(w) > LS(sw), it will be convenient to reverse
the roles of w and sw, and to restate the claim of the proposition as follows.
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Proposition 7.5. For every w ∈ Wa and every s ∈ S with LS(w) < LS(sw), we have:
λl ◦ r˜ (σ2s ) vw = −vw + 2 vsw , if w−1sw ∈ W 0a,χ and δ(s) is odd;
λl ◦ r˜ (σ2s ) vw = vw , otherwise.
For the proof of Proposition 7.5, we will need the geometric input of the next subsection.
7.3. Equations for the monodromy in the family. We have the following analog of
Proposition 6.13. Recall the pure braid group PBWa ⊂ BWa.
Proposition 7.6. (i) Let s ∈ S be a simple reflection with s ∈ W 0a,χ. Then we have σs ∈ BχWa
and the monodromy transformation µ(σs) ∈ End(Pχ) satisfies:
(µ(σs)− 1)2 = 0, if δ(s) is odd;
µ(σs)
2 − 1 = 0, if δ(s) is even.
(ii) Let s ∈ S be a simple reflection with s /∈ W 0a,χ. Then we have σs2 ∈ PBWa ⊂ BχWa and
the monodromy transformation µ(σ2s) ∈ End(Pχ) satisfies:
µ(σ2s)− 1 = 0.
Proof. For part (i), the proof proceeds by analogy with the proof of Proposition 6.13, but
working with the family fχ : p˜χ → a/Wa,χ instead of f . Just as in that proof, the statement
can be reduced to the rank one case. We continue to use the notation of that proof. Consider
the map:
ν : (a0,s + p¯s)→ (a0,s + p¯s)//Ks ∼= (a0,s + a⊥s )/Ws → a/Wa,χ ,
where the last arrow is induced by the inclusion a0,s+a
⊥
s → a (note that we have s ∈ W 0a,χ ⊂
Wa,χ). Using the map ν, we obtain an embedding:
j˜a0,s : p¯s → p˜χ, x 7→ (ν(a0,s + x), a0,s + x).
Recall the quotient map f¯s : p¯s → a⊥s /Ws ∼= p¯s//Ks. Consider the regular semisimple locus
p¯rss = f¯
−1
s (a
⊥
s /Ws−{0}) ⊂ p¯s. It is not the case that j˜a0,s(p¯rss ) is a subset of p˜rsχ . However, if
we pick a small neighborhood of zero Us ⊂ a⊥s /Ws, then we have j˜a0,s(p¯rss ∩ f¯−1s (Us)) ⊂ p˜rsχ .
Moreover, by Corollary 5.4 and the regularity assumption on the splitting homomorphism r˜
(see Defintion 2.5), the pullback j˜∗a0,sLˆχ restricts to a trivial local system on p¯
rs
s ∩ f¯−1s (Us).
Thus, we are reduced to the same problem for the rank one pair (G¯s, K¯s) as in the proof of
Proposition 6.13. Part (i) follows.
For part (ii), note that s /∈ W 0a,χ implies that δ(s) = 1 and αˇs(−1) /∈ ZK(a)0, i.e., we are in
the situation Lemma 2.3 (iv)(b). Since we have σ2s ∈ PBWa , we can base change the family
f all the way to a, and consider the family:
f˜ : p˜ = p×a/Wa a→ a.
Using this family, we proceed again similarly to the proof of Proposition 6.13, but using the
pullback via the arc γ : Dγ → a instead of γ¯ : Dγ¯ → a/Wa, to reduce the statement to the
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case of the rank one pair (G¯s, K¯s). Moreover, we can further reduce to the case of the pair
(G¯′s, K¯
′
s) which is isomorphic to (SL(2), SO(2)), as in the proof of Lemma 2.3 (iv)(b). By
Corollary 5.4, the character that we obtain in this way for the pair (SL(2), SO(2)) is the
non-trivial character χ1 of Section 4. Part (ii) now follows from Proposition 4.1 (ii). 
7.4. Proof of Proposition 7.5 for w = 1. Assume that the basepoints a0 = l ∈ a+R
have been chosen as in Section 6.8 (i.e., near the hyperplane as ⊂ a), and recall the path
γ1,s : [0, 1]→ C defined in that section. As in (6.10), we have:
(7.2) PL[e1, γ1,s, o1, c1] = v1 +ms vs ∈Ml(Pχ),
for some ms ∈ Z. By arguing as in Lemma 6.15 (i) and using Lemma 7.4, we obtain:
λl ◦ r˜ (σ2s) v1 = λl ◦ r˜ (σs) vs = PL[e1, γ1,s, o1,s, c1,s],
where o1,s ∈ O[1] is an orientation which is independent of χ, and c1,s ∈ (Lχ)e1 is given by:
c1,s = r(σ
2
s) · c1 .
By the definition of the equivariant local system Lχ, we have:
c1,s = χ(r(σ
2
s)) · c1 .
Thus, by Corollary 5.5, we have:
c1,s = c1 , if s ∈ W 0a,χ , and c1,s = −c1 , otherwise.
Morover, by Proposition 6.12 (i), we have:
o1,s = (−1)δ(s) · o1 .
Consider now the case s ∈ W 0a,χ. In this case, we have σs ∈ BχWa , and we can consider the
monodromy transformation µ(σs) : Pχ → Pχ. Arguing as in the proof of Proposition 6.11 (ii),
and using Proposition 6.12 (ii) and the definition of the local system Lˆχ on p˜
rs
χ in Section 3.2,
we obtain:
µ(σs) v1 = PL[es, γs, (−1)δ(s)+1 · os, r(σ−1s ) · c1].
Moreover, by Corollary 5.5, we have:
r(σ−1s ) · c1 = r(σs) · (r(σ−2s ) · c1) = χ(r(σ−2s )) · r(σs) · c1 = cs .
Thus, we have:
µ(σs) v1 = (−1)δ(s)+1 · vs .
Similarly, as in Lemma 6.15 (ii) and using Proposition 6.12 (ii), we have:
µ(σs) vs = PL[e1, γ1,s,−o1, r(σ−1s ) · cs] = −PL[e1, γ1,s, o1, c1] = −v1 −ms vs .
Thus, we see that the monodromy transformation µ(σs) preserves the two-dimensional sub-
space M1,s ⊂ Ml(Pχ) spanned by the basis elements {v1, vs}. Let µ1,s(σs) be the restriction
of µ(σs) to M1,s. Using the basis {v1, vs}, we can summarize the above as follows:
µ1,s(σs) =
 0 −1
(−1)δ(s)+1 −ms
 .
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Using Proposition 7.6 (i), we can conclude that the integer ms of equation (7.2) is given by:
ms = (−1)δ(s) − 1.
The claim of Proposition 7.5 for w = 1 and s ∈ W 0a,χ follows.
Consider now the case s /∈ W 0a,χ. In this case, we necessarily have δ(s) = 1. We have
σ2s ∈ BχWa , and we can consider the monodromy transformation µ(σ2s ) : Pχ → Pχ. As before,
we compute:
µ(σ2s) v1 = PL[e1, γ1,s,−o1, r(σ−2s ) · c1].
However, in this case, we have:
r(σ−2s ) · c1 = χ(r(σ−2s )) · c1 = −c1 .
Thus, we obtain:
µ(σ2s) v1 = PL[e1, γ1,s, o1, c1] = v1 +ms vs .
Using Proposition 7.6 (ii), we can conclude that ms = 0. The claim of Proposition 7.5 for
w = 1 and s /∈ W 0a,χ follows. This completes the proof Proposition 7.5 for w = 1.
7.5. Proof of Proposition 7.5 for general w. Recall the extended monodromy structure
introduced in equation (3.8). We use it to complete the proof of Proposition 7.5. We recall
that the extended monodromy is given by:
µ : BWa → Aut
( ⊕
w¯∈Wa/Wa,χ
Pw¯·χ
)
,
and that for a braid b ∈ BWa , we have µ(b) : Pw¯·χ → P(p(b)w¯)·χ .
Recall the basis {vw′}w′∈Wa of the Morse group Ml(Pχ) constructed in Section 7.2. For
each w ∈ Wa, we can apply the same construction to obtain a basis:
{vw′[w]}w′∈Wa of Ml(Pw·χ).
Each element b ∈ BWa induces a map µl(b) :Ml(Pw·χ)→ Ml(P(p(b)w)·χ). Note that we have:
(7.3) w−1sw ∈ W 0a,χ ⇐⇒ s ∈ W 0a,w·χ .
Let w = s1 · · · sm, si ∈ S, be a reduced expression. Recall that we write bw = σs1 · · ·σsm ∈
BWa . Let b¯w = σ
−1
s1
· · ·σ−1sm ∈ BWa . The key step of the proof is the following claim:
(7.4) µl(b¯w) vw = ±v1[w].
This claim follows by induction on the length LS(w), using the following:
(7.5) if LS(w) < LS(ws) then µl(σs)vw[w
′] = ±vws[sw′] for all w′ ∈ Wa .
The claim (7.5) is analogous to Proposition 6.11 (ii). The claim (7.4) follows.
Since extended monodromy commutes with microlocal monodromy, equation (7.4) allows
us to reduce the claim of Proposition 7.5 for general w ∈ Wa to a corresponding claim about
the action of λl ◦ r˜ (σ2s ) on the basis element v1[w] ∈ Ml(Pw·χ). In view of equation (7.3),
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this corresponding claim has been proved in Section 7.4. This completes the proof of Propo-
sition 7.5, and with it, that of Proposition 7.2.
7.6. Proof of Theorem 3.6. Let us note first that, by Lemma 7.4, we have:
(7.6)
the Morse group Ml(Pχ) is a cyclic Z[BWa ]-module, with v1 as a generator,
under the microlocal monodromy action λl ◦ r˜.
Let us write:
(7.7) Ml(Pχ) =
⊕
u∈Wa/W 0a,χ
Vu ,
where Vu = span{vw | w ∈ u}. Let u0 ∈ Wa/W 0a,χ be the identity coset, and let V0 = Vu0 .
The BWa-action λl ◦ r˜ respects the direct sum decomposition in (7.7), acting on it in the
following manner. Pick a set of representatives {wu ∈ u}u∈Wa/W 0a,χ . Then, for every s ∈ S,
we have:
λl ◦ r˜(σs) Vu = Vu , if w−1u swu ∈ W 0a,χ ,
λl ◦ r˜(σs) Vu = Vsu , if w−1u swu /∈ W 0a,χ .
To see this, note that w and sw are in the same coset precisely when w−1sw ∈ W 0a,χ, then
apply the formulas of Proposition 7.2. It follows that, for every b ∈ BWa, we have:
(7.8) λl ◦ r˜ (b) : Vu1 7→ Vu2 , where u2 = p(b) u1 ∈ Wa/W 0a,χ .
In particular, the subspace V0 ⊂Ml(Pχ) is stable under the action of Bχ,0Wa ⊂ BWa.
Using the formulas of Proposition 7.2 once again, we see that, for every s ∈ S, we have:
(7.9)
(λl ◦ r˜ (σs)− 1)2 = 0 on Vu , if w−1u swu ∈ W 0a,χ and δ(s) is odd,
λl ◦ r˜ (σ2s) = 1 on Vu , otherwise.
Let us now make use of these considerations to analyze the action of Bχ,0Wa on V0. First,
we claim that this action factors through the braid group BW 0a,χ. To see this, recall from
Section 3.5 that we have the following commutative diagram:
1 // π1(a
rs) //
ϕ1

Bχ,0Wa = π1(a
rs/W 0a,χ) //
ϕ

W 0a,χ // 1
1 // π1(a
rs
χ )
// BW 0a,χ = π1(a
rs
χ /W
0
a,χ)
// W 0a,χ
// 1 .
By inspection, we have ker(ϕ) = ker(ϕ1). Thus, it suffices to show that ker(ϕ1) acts trivially
on V0. To do so, for every s ∈ S and every b ∈ BWa , consider the element:
σs,b = b σs b
−1 ∈ BWa .
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We have σ2s,b ∈ ker(ϕ1), whenever p(b) s p(b)−1 /∈ W 0a,χ. Moreover, the elements {σ2s,b},
for all such pairs (s, b), generate the group ker(ϕ1); this follows, for example, from [BMR,
Proposition A1, p. 181]. Using equations (7.8) and (7.9), we can readily check that:
p(b) s p(b)−1 /∈ W 0a,χ =⇒ λl ◦ r˜ (σ2s,b) = 1 on V0 ,
thus verifying the claim.
Let us now analyze the action of BW 0a,χ on V0. To that end, recall the set of simple
reflections Sχ = {sα¯1 , . . . , sα¯n} ⊂ W 0a,χ introduced in Section 3.3, and the associated set of
counter-clockwise braid generators {σ1, . . . , σn} ⊂ BW 0a,χ. Each of these braid generators can
we written as:
σi = ϕ(σsi,bi),
for some si ∈ S and bi ∈ BWa . (Note that the si for different i do not have to be distinct.)
Moreover, we have δ(sα¯i) = δ(si). Using equations (7.8) and (7.9), we can readily infer that:
(7.10)
(λl ◦ r˜ (σsi,bi)− 1)2 = 0 on V0 , if δ(sα¯i) is odd,
λl ◦ r˜ (σ2si,bi) = 1 on V0 , if δ(sα¯i) is even.
Consider the map of Z-modules:
(7.11) Z[BW 0a,χ]→ V0 , defined by ϕ(b) 7→ λl ◦ r˜ (b) v1 , b ∈ Bχ,0Wa .
By applying Lemma 7.4 to all w ∈ W 0a,χ, we can see that this map is surjective. Equations
(7.10) imply that this map factors through the canonical quotient map ηχ : Z[BW 0a,χ ] →
HW 0a,χ. Since both V0 and HW 0a,χ are free Z-modules of rank |W 0a,χ|, we have:
(7.12) the map (7.11) yields an isomorphism of Z[Bχ,0Wa ]-modules V0
∼= HW 0a,χ .
By an argument as in the proof of Lemma 6.18, and using that lemma for the case χ = 1,
one can show that, for every u ∈ I, we have:
(7.13) λl(u) v1 = χ(u) · τ(u) · v1 .
We can use Lemma 7.4, plus the fact that the group W 0a,χ preserves the character χ, while
all of Wa preserves the character τ , to generalize equation (7.13) as follows. For every u ∈ I
and every w ∈ W 0a,χ, we have:
(7.14) λl(u) vw = χ(u) · τ(u) · vw .
Combining (7.12) and (7.14), we obtain an isomorphism of Z[B˜χ,0Wa ]-modules:
(7.15) V0 ∼= Zχ ⊗HW 0a,χ ⊗ Zτ .
Consider the following map of Z[B˜Wa ]-modules:
Ψ : Z[B˜Wa ]⊗Z[B˜χ,0
Wa
] (Zχ ⊗HW 0a,χ ⊗ Zτ )→Ml(Pχ),
Ψ : b˜⊗ (1χ ⊗ T1 ⊗ 1τ ) 7→ λl(b˜) v1 ,
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where T1 ∈ HW 0a,χ denotes the identity. This map is well-defined in view of equation (7.15).
By (7.6), the map Ψ is surjective. As before, we observe that both the domain and the range
of Ψ are free Z-modules of rank |Wa|. It follows that Ψ is an isomorphism. Finally, we note
that:
Z[B˜Wa ]⊗Z[B˜χ,0
Wa
] (Zχ ⊗HW 0a,χ ⊗ Zτ ) ∼=
(
Z[B˜Wa ]⊗Z[B˜χ,0
Wa
] (Zχ ⊗HW 0a,χ)
)
⊗ Zτ = Mχ ,
since τ is preserved by Wa. This completes the proof of Theorem 3.6.
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