We study Runge{Kutta methods for the integration of ordinary di erential equations and their retention of algebraic invariants. As a general rule, we derive two conditions for the retention of such invariants. The rst is a condition on the coe cients of the methods, the second is a pair of partial di erential equations that otherwise must be obeyed by the invariant. The cases related to the retention of quadratic and cubic invariant, perhaps of greatest relevance in applications, are thoroughly discussed. We conclude recommending a generalized class of Runge{ Kutta schemes, namely Lie-group-type Runge{Kutta methods. These are schemes for the solution of ODEs on Lie groups but can be employed, together with group actions, to preserve a larger class of algebraic invariants without restrictions on the coe cients.
Background and notation
In this paper we study the numerical solution by Runge{Kutta methods of the ordinary di erential system y 0 = f(t; y); y(0) = y 0 ; (1) for t 0, where y 2 R We say, in this case, that the solution y is -invariant. 1 Sometimes we say that is a rst integral of (1) or that it is a conservation law or that it de nes a manifold M on which the solution y evolves. All these terms will be used interchangeably in the course of the paper. The degree of smoothness of is related to the degree of smoothness of the function f de ning the di erential equation (1) . Moreover, we say that is a strong invariant if there exists a nonempty neighbourhood U of y 0 such that (z; y 0 ) 0 for all z 2 U. In the present paper, we restrict our attention to the case when is a strong invariant.
There exist numerous problems in applied mathematics that can be paraphrased in the above formalism. Just to mention a few, many physical systems evolve in time and yet their total energy or the phase-space volume or angular momentum stay put. In particular, the Hamiltonian energy of Hamiltonian systems is preserved. See 7, 19, 20, 14] for further examples and applications.
Given the di erential equation (1) in tandem with the invariance condition (2) and having introduced a subdivision t 0 = 0 < t 1 < < t n < of the integration interval, we say that a one-step numerical method y n+1 = h (y n ); h = t n+1 ? t n ; (3) is -invariant (or equivalently M-invariant) if (y n ; y 0 ) = 0; 8n 0;
or, equivalently, y 0 2 M ) y n 2 M for all n 0;
M being the manifold de ned by the function 5].
The condition for invariance of Runge{Kutta methods has been already considered in a number of papers. Let us mention rst the work of Cooper 3] who proved that there exists a subclass of Runge{Kutta methods that preserve quadratic invariants. The same schemes that preserve quadratic invariants do also preserve the canonical symplectic structure, a result independently discovered by Lasagni, Sanz-Serna and Suris 19] . Later, in their investigation on numerical methods and isospectral ows, Calvo, Iserles and Zanna proved that there is no subclass of such schemes that preserves also cubic laws: in 1 Note that in this paper we discuss algebraic invariance. Therefore is not to be confused with a symmetry invariant. We refer the reader to 11] and to the references therein for a treatment of symmetry invariants.
other words, given a method that preserves quadratic manifolds, it is always possible to construct a di erential equation with a cubic invariant for which (4) does not hold for n = 1; 2; : : : (see 2, 20] The paper is organised as follows. In Section 2 we discuss classical RK methods and their condition for invariance, deriving the Bateman equation, a secondorder partial di erential equation, and a third-order partial di erential equation, for the algebraic invariant . Section 3 is devoted to the analysis of the third-order counterpart of the Bateman equation. In Section 4 we discuss RK methods in the class of Lie-group schemes, of which classical RK schemes are but one representative. We argue that Lie-group formalism for RK schemes allows us to preserve a larger class of algebraic invariants and other qualitative features of the problem in question without restriction on the coe cients of the underlying scheme.
2 Necessary condition for invariance: the Bateman equation and its third-order counterpart Without loss of generality, let us assume that the di erential equation (1) is autonomous, namely that f f(y) does not depend explicitely on time.
The exact solution of (1) 
de ned in terms of the RK matrix A = (a i;k ) and the RK weights b = (b i ) 8, 9] .
Recall that any system (1) that is -invariant and autonomous can be written in the skew-gradient form y 0 = S(y)r (y);
whereby S( ) is a d d skew-symmetric matrix 13, 18] , and in particular, we will restrict our attention to the case of two variables, i.e. d = 2, in which case (7) 
PROOF. For clarity's sake we suppress the dependence of on the initial condition y 0 and assume that it is a smooth function. Expanding in powers of h and using (6), we have (y n+1 ) = y n + h whereby the index of f denotes either its rst or its second component, namely, 
Hence, reordering indices, we obtain
Thus, unless is a solution of the Bateman equation (9), annihilation of the O(h 2 ) term requires the relations (10). 2
The Bateman equation (9) plays a very important role also in the context of linear multistep methods and retention of conservation laws. As a matter of facts, Iserles proves that a necessary condition for -invariance of a multistep method is that obeys the Bateman equation 10].
The following result characterises the level sets of the solutions of the Bateman equation (9) , which are essentially linear functions.
Proposition 2 (Iserles 10]) Solutions (x; y) of the Bateman equation (9) such that (x; y) = const have the form (x; y) = !( x + y + );
where ; and are arbitrary constants and ! !(z) is an arbitrary analytic
function.
An important consequence of the above result is that linear multistep methods (and in general Taylor-type methods) can be invariant solely in linear manifolds.
We have seen that (which has been already encountered in 2,20] in a discussion of cubic invariants) or obeys the di erential equation (12) . However, it is well known that the condition (10) and the = O condition (13) are contradictory 2,20], therefore the only possibility is that the di erential condition (13) is satised. 2 
On the solutions of the equation L(u) = 0
In this section we wish to analyse some properties of the solutions of the partial di erential equation (12) . Following the same approach as 10], we distinguish two cases: rst, we note that when @ =@y 2 PROOF. We distinguish two cases. Either 00 = 0, in which case the assertion is satis ed because of (15), choosing the constant equal to zero. Otherwise, it is true that 00 6 = 0 in a certain neighbourhood of x. Hence, we can write polynomial in x and y of degree strictly greater then n. Therefore, the system must admit a conservation law other than , of order lower then n if is a factor of the polynomial B( ), larger than n otherwise. This, for example, rules out the important case when is the only integral of the the system.
That Runge{Kutta schemes could not preserve all arbitrary cubic algebraic invariants had been already established in 2], by constructing a cubic integral depending on a scheme which was not preserved by the method.
Assume now that is not a polynomial but an analytic function ! of q(x; y), namely (x; y) = !(q(x; y)). Di erentiating and substituting into B( ) = const, we obtain ! 0 (q(x; y))B(q) = K, hence, if q is such that B(q) = const, also ! 0 (q) is constant and we obtain a new solution. Thus, the solutions of B( ) = const are de ned up to an arbitrary analytic function !. This re ects the fact that the manifolds f (x) = cg and f!( (x)) = !(c)g are identical for
bijective !. 4 Runge{Kutta methods in a Lie-group formulation Although we have seen that the equation L( ) admits solutions that are not necessarily linear or quadratic in y 1 ; y 2 , the sheer complexity of (17) reveals that such manifolds described by (y 1 ; y 2 ) = 0 are by far very special. Moreover, recall that L( ) = 0 is merely a necessary condition for invariance. We deduce that generic retention of conservation laws by means of classical RK integration cannot be easily achieved.
However, in the last few years, there has been a growing interest in devising Lie-group methods that somehow follow the logic of Runge{Kutta schemes. Let us present here the main ideas, referring the reader to 15, 12, 21] and to the review article 16] for further details.
Lie groups are smooth manifolds endowed with a multiplicative group operation, and without loss of generality we can identify them with subgroups of GL(R provided that y 0 2 G, by using a Lie-group modi cation of classical Runge{ Kutta schemes. In other words, at each step, the original ODE on G is translated into another ODE in g, thereby obtaining the so-called dexpinv equation,
The redeeming feature of this transformation is that g is a linear space while G is usually described by nonlinear conservation laws. Thus, arbitrary Runge{ Kutta methods can be employed in g to produce some numerical approximation n+1 (t n+1 ), so that y n+1 = exp( n+1 )y n 2 G is a numerical approximation for y(t n+1 ) which has the same order as the original RK scheme while remaining in the Lie group. Thus, if G = SL(R d ), the set of all d d matrices with determinant equal to one, such Lie-group based RK schemes allow us to preserve to machine accuracy the algebraic invariant det y = 1, a polynomial equation of degree n, while, as we have seen in Section 2, standard RK schemes are bound to fail. Similarly, when G = SO(d), the set of orthogonal matrices, with Lie-groups schemes we can employ an explicit Lie-group RK method and obtain an orthogonal approximation, while with standard schemes we would require that the RK method obeys the condition (10), hence being an implicit scheme.
Such Lie-group schemes do not apply only to Lie groups, but also to a wider class of problems, evolving on homogeneous spaces 17], i.e. manifolds on which the dynamics is described by a Lie-group action. In this setting, one can obtain the classical Runge{Kutta schemes as a particular case of Lie-group Runge{ Kutta methods for which the acting Lie-group is R d with the group operatioǹ +' and the manifold acted upon is also R d . In this framework, one might choose di erent group action and preserve di erent underlying geometrical features of the problem in question. The search for a good action has to take into account the`qualitative features' preserved as well as the computational cost of the scheme, and is an open problem currently under investigation.
