ABSTRACT Short text understanding is a key task and popular issue in current natural language processing. Because the content of short texts is characterized by sparsity and semantic limitation, the traditional search methods that analyze only the semantics of literal text for short text understanding and similarity matching have certain restrictions. In this paper, we propose a combined method based on knowledge-based conceptualization and a transformer encoder. Specifically, for each term in a short text, we obtain its concepts and enrich the short text information from a knowledge base based on cooccurrence terms and concepts, construct a convolutional neural network (CNN) to capture local context information, and introduce the subnetwork structure based on a transformer embedding encoder. Then, we embed these concepts into a low-dimensional vector space to obtain more attention from these concepts based on a transformer. Finally, the concept space and transformer encoder space construct the understanding models. An experiment shows that the method in this paper can effectively capture more semantics of short texts and can be applied to a variety of applications, such as short text information retrieval and short text classification.
I. INTRODUCTION
Currently, with the rapid development of the Internet, short text can be seen everywhere, and relevant studies based on short text, such as information extraction and text classification [1] , especially question-answering (QA) systems and short text understanding [2] , are receiving increasing attention. Unlike long texts, short texts lack sufficient semantic information for further processing. For example, the word ''Apple'' in the short text ''Steve Jobs is the founder of Apple'' and the word ''apple'' in ''this kind of apple is sweet'' have completely different meaning, but it is difficult for the machine to distinguish this word between the two sentences. This lack of sufficient semantic information will eventually lead to errors in our understanding of the text, and the existing text analysis methods and algorithms are not well suited to short texts [3] , [4] . In particular, short texts that lack rich
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background information are more likely to be ambiguous and difficult to understand. As in the previous example, if the machine can identify that the word ''apple'' belongs to the concepts ''fruit'' or ''company'', it can help the computer understand the entire text. Conceptualization [5] , [6] concentrates objects and contains rich semantic information, especially for short texts that lack more text information. In this paper, we enrich the semantic information of short text through conceptualization, and we propose a novel approach for short text understanding. There are two components in our approach: i) introduce textual conceptualization and enrich short texts with cooccurrence terms and concepts; ii) construct a convolutional neural network (CNN) to automatically learn high-level features and redesign the subnetwork structure based on a transformer encoder.
To obtain the appropriate hidden semantics for a noun term under different contexts, we need conceptual knowledge [7] . For example, given the word ''apple'', we conceptualize it to concepts such as ''fruit'' and ''company''; in the context ''Steve Jobs is the founder of Apple'', we conceptualize ''apple'' to the more suitable concept ''company''. Actually, many terms can belong to several types, and each type has different semantics in different contexts. We aim to find the appropriate type based on the contextual information. Traditional methods for determining lexical types rely on linguistic rules or learn semantics from a tagged corpus. However, it is difficult to apply these methods to short texts because the linguistic rules of short texts are not always normative or the context information is not rich enough. Therefore, we introduce text conceptualization, and the concept information is more powerful in capturing the semantic information of the short text because it can explicitly express the conceptual semantic information of a term. In other words, we first map the short text to a high-dimensional concept space. The concept space we use is provided by ConceptNet [8] , which is a largescale, graphical, commonsense database that contains a large amount of information about the world that a computer should know. This information helps the computer to perform better searches, answer questions and understand human intentions. It consists of nodes representing concepts that are expressed in natural language words or phrases and indicates the relationships of these concepts. Through the effective analysis of query and text concept space, we can judge the concepts of entities corresponding to multiple concepts in a specific context to achieve concept-level reasoning and improve the ability to generalize model knowledge.
However, text conceptualization sometimes does not completely distinguish the true semantics of two short texts. For example, in the short texts ''read Harry Potter'' and ''watch Harry Potter'' [3] , after conceptualization, we can obtain the same concept ''Harry Potter'', but the machine still does not know that the concept in the first short text represents a book while the second represents a movie, although it is easy for humans to distinguish. To distinguish and expose these similar conceptual semantics, we further introduce transformer encoders based on knowledge graph nodes, effectively utilize the attention mechanism from the transformer encoder, learn to capture the concept semantic information between vocabulary, and project the lexical nodes into the low-dimensional semantic space to solve the problem of semantic similarity calculation caused by sparse lexical features. Most current network architectures for text understanding are based on recurrent neural networks (RNNs), particularly long shortterm memory (LSTM) networks [9] . Although RNNs and LSTMs can learn long-term dependency and obtain strong results on multiple benchmarks, difficulties arise due to gradient vanishing and explosion [10] .
Attention [11] , [12] mechanisms have become the new standard in many sequence tasks. One advantage of the attention mechanism is that it allows for variable-sized inputs to focus more on the relevant parts to make decisions. Compared to RNNs, self-attention has been proven to perform well on multiple tasks, such as machine reading [13] , [14] and learning sentence representations [15] . Specifically, compared with excessive dependence on long sequences over long texts, self-attention tends to rely on local context information and background in short texts. In our work, we construct a CNN model to capture the local features based on text conceptualization. To better adapt the CNN to the task, we propose a transformer encoder-decoder architecture, and we introduce the self-attention mechanism into our CNN model.
The remainder of this paper is organized as follows: Section II introduces related work, Section III describes our approach, including text conceptualization and the transformer encoder-decoder, Section IV introduces the datasets and experimental results, and conclusions are presented in Section V.
II. RELATED WORK
Although text understanding plays an important role in natural language processing, most of the current text comprehension methods, such as relationship extraction, information retrieval, and QA systems, are task oriented. The purpose of text understanding is to enable machines to understand human language symbols. Therefore, it is necessary to convert text into symbols that can be recognized and calculated by machines. Most traditional methods are based on the bagof-words model, such as the vector space model (VMS) [16] and BM25 [17] , to represent words in the text. These methods cannot analyze words at the semantic and conceptual levels. Moreover, because the text is usually short and the generated feature space is sparse, it is difficult to calculate the semantic similarity between texts, and the generalization ability is limited. Salakhutdinov and Hinton [18] proposed a method of semantic hashing to filter the documents given to TF-IDF, which improved the accuracy of traditional TF-IDF to a certain extent. However, the TF-IDF is inherently lacking in semantic similarity information, which makes it impossible to truly understand the semantic information of the text. With the development of deep learning and the strengthening of computer power, researchers began to use distributed representation methods, such as word2vec, global vectors (GloVe), and bidirectional transformers (BERT) [19] - [21] , to represent text. Mapping words into a low-dimensional vector space can obtain the semantic information between words to some extent. For example, the distance between two vectors in space indicates the degree of semantic similarity between two words. Despite the great success of distributed semantic representation, the support for text understanding is insufficient. In recent years, the emergence of various knowledge graphs and semantic concept grids has attracted the interest of researchers [22] , [23] . This form of storing knowledge in a graph model seems to be more suitable for the way humans think and understand the world. Kim et al. [24] develop a corpus-based framework for text conceptualization which combining latent Dirichlet allocation (LDA) model and Probase. This model can capture the context-instance relationships in the knowledge base through a probabilistic topic model, but the model cannot understand the true semantic information of the whole text. Song et al. [25] proposed a conceptualization method which can map terms in text to instances in the knowledgebase, then, they used a Bayesian inference mechanism to derive the most likely concepts. Afterwards, Wang et al. [26] , [27] proposed building the same candidate relationship diagram for text by means of a knowledge graph and using a random walk method to derive the concepts of optimal word segmentation, partof-speech (POS) and word and to improve the accuracy of knowledge generalization. In our method, we first conceptualize the text and then use ConceptNet to parse and reason the text, obtain the conceptualization of the text and similar concepts in ConceptNet, and finally establish a new edge connection through similarity to obtain a richer conceptual knowledge representation. At the same time, we introduce the attention mechanism to assign the weights of the relevant concepts in the knowledge base of the current text, and obtain the most similar concepts.
The attention mechanism was first applied to the task of machine translation and has made great achievements, so it has received considerable attention in the recent deep learning model. This encoder-decoder architecture with arbitrary size input not only achieves fast computation but also better focuses on the most important parts of the text. Hermann et al. [28] introduced a class of attention-based deep neural networks that learn to read and comprehend real documents. However, this method needs to provide large scale supervised reading comprehension data, thus seriously affecting the generalization ability of the model. Cui et al. [29] proposed an attention-over-attention neural network approach for reading comprehension. The model focuses on the comparison of sentence levels in the text, making it different to obtain conceptualized semantic information. Radford et al. [30] proposed a method that uses taskaware input transformations during fine-tuning to achieve effective transfer while requiring minimal changes to the model architecture. Bauer et al. [31] proposed a novel multihop QA system for selecting grounded, relational, commonsense information from ConceptNet. Nickel et al. [32] reviewed how to predict new facts about the world based on large knowledge graphs. Most of the current methods of introducing attention mechanism in text understanding are taskoriented. Although these methods have good expressiveness on specific tasks, they still lack understanding and reasoning of text semantics.
In this paper, we propose a text understanding model based on text conceptualization and the transformer attention mechanism. Specifically, text is mapped to a concept set by ConceptNet, concept nodes in ConceptNet are represented as low-dimensional vectors by representation learning, and a text vector relevance score is calculated by the transformer attention mechanism. Finally, text conceptualization and relevance scores are used as features to construct a text understanding model. At the same time, our model gains attention by explicitly calculating the attention weights at different levels and ultimately by calculating the weighted sum of them. Experiment results show that our model is versatile and simple, and can improve the performance of the system.
III. PROPOSED METHOD
In this section, we introduce the method of text conceptualization based on ConceptNet and the structure of the transformer encoder. Finally, we build the understanding model by combining these two parts.
A. TEXT CONCEPTUALIZATION
The purpose of text conceptualization is to infer the conceptual distribution of each entity or term in the text using the conceptual knowledge graph. For example, in the short text '''Roma' won the 91st Oscar for Best Foreign Language Film Award'', the machine can learn about terms such as ''Roma'', ''Oscar'' and ''Film''. Then, these entities or terms are mapped to the ConceptNet semantic space to construct a conceptual semantic space model. In particular, we adopt the explicit semantic analysis (ESA) algorithm [33] for the conceptual semantic analysis of short texts. Each concept is represented as an attribute vector for the corresponding entity or term; in other words, the entity or term is arranged into a vector of the concept space for extracting and estimating concepts in this space. Entities or terms in short texts are mapped to weighted sequences of related concepts by an inverted indexing technique; thus, the original text is represented as the weight vector C in the conceptualized space. The probability of the term t in the short text under the corresponding concept c is P(c|t), which can be calculated by the number cooccurrences of terms t and concept c.
where count(•) denotes the number of cooccurrences. After conceptualization, the short text is transformed from the word vector space to the concept space; that is, C = (w c 1 , w c 2 , · · · , w c k ). Each item w c i , which represents the corresponding weight of the short text ST i under the concept c i , indicating the strength of the association between the concept and the short text, can be calculated using formula (2) .
where T i denotes the probability of the concept mapped to term t i , which corresponds to a set of concepts when matched, and the term is represented by a set of the probability of concept relevance. To make the term t and the concept c have a better distinguishing ability, we introduce the inverse document frequency idf c and the inverse concept frequency icf to indicate the particularity of the term in the concept and the representativeness of the concept in the whole concept set, respectively, and calculate it using the following formula.
where M denotes the total number of concepts in the concept set, N (t i ) denotes the number of times the term t i cooccurs VOLUME 7, 2019 with the concept c i , and N (c i ) denotes the number of times concept c i appears in all term mappings.
B. ENRICHING SEMANTIC KNOWLEDGE
To further enrich the semantic knowledge of the terms in the text, we assume that ''terms appearing in the same context have similar semantics'', which is similar to distant supervision in relation extraction. In our work, we build a cooccurrence network to measure the probability of terms that cooccur in a short text. To obtain similar semantics of terms, we obtain POS tags by the Stanford POS tagger from the knowledge base corpus. For verbs or adjectives, we directly obtain a set of similar semantic words as an aid from the corpus, but for nouns or noun phrases, which usually represent an instance or belong to a concept, we aim to determine their types (instance or concept). We intuitively think that only one topic is represented in a short text. For example, in the short text '''Roma' won the 91st Oscar for Best Foreign Language Film Award'', usually, ''Roma'' is recognized as the capital of Italy and a city, but in this text, it denotes a film.
We define a score function to measure the probability of term x that cooccurs with a target term y in a short text s, and the target term y belongs to a certain concept c in ConceptNet. We believe that the score function is not only related to the probability of the cooccurrence of two terms x and y but also has semantic coherence in text s. Therefore, the score function between x and y under a short text s can be calculated as follows:
where α is a variable parameter that is used to adjust the probability of the two components. P co−occur (x|y) denotes the cooccurrence probability between terms x and y and is defined in ConceptNet. P semantic (x|y, s) denotes the semantic coherence between x and y in the text s. We aim to calculate the probability that the term x belongs to the concept c in the case that y belongs to concept c under the text s. Formally, P semantic (x|y, s) is defined as:
where c i is a concept of term x, and concept c denotes the concept of target term y. Since we already know the probability of term y belonging to concept c in ConceptNet, the above formula can be converted as follows:
where p(c i , c) is the cooccurrence probability between concepts c i and c and can be obtained from the cooccurrence instance network in the knowledge base because each concept is the distribution of a set of instances. More details of the construction of the concept network can be found in reference [8] . 
C. TRANSFORMER EMBEDDING
A transformer is a currently popular encoder-decoder architecture that is widely used in most neural sequence-tosequence models [34] , [35] . The transformer's encoder and decoder both operate the representation of each location of the input and output sequence by applying an RNN. In our work, we first exchange information across all positions in a sequence based on a self-attention mechanism. Although this allows for more contextual information, the computational complexity increases dramatically. In fact, we do not care about some contextual information; we need to focus on only the entities and terms that contain rich semantics. Therefore, we introduce a dropout-like mechanism [36] in encodingdecoding to discard some of the attention. Of course, we make choices based on the conceptualization semantics of the text. The structure is shown in Fig. 1 . We now describe the encoder and decoder of the structure in more detail.
Encoder: Given an input text of length n, after conceptualization, we first introduce an embedding matrix M , in which each row denotes the embedding representation of the term at each position of the text T ∈ R n×d , and the dimension is d. Then, we apply the multihead dot-product self-attention mechanism from [11] . After the dropout layer, it is combined with conceptualization embedding representation, which we believe not only preserves conceptualization information but also introduces attention information. Finally, we use layer normalization [37] after a transition function, and the model is shown in Fig. 2 .
Specifically, we use the dot product to calculate the weight coefficients for queries Q and keys K and determine the weighting summation of the values V according to the weight coefficients, and the formula is as follows:
which calculates the correlation between the queries and keys using the dot product and then uses the softmax function to determine the results. where a denotes the weight coefficients of the value, and we can calculate the attention as follows:
We use the multihead attention mechanism with heads (please refer to [11] for more details)
and we map the ith text to the queries, keys and values using learned matrices M . The head can be calculated as follows:
Then, we can obtain the representation of the text using the following formula:
where [36] , and Transition() is a separable convolution. P i denotes two-dimensional coordinate embeddings, which can be obtained by the position embedding vectors [11] . The final output is a vector representation matrix of n rows and d columns T ∈ R n×d for the input text. Decoder: The decoder is similar to the encoder structure. Before, we injected the target concept recognized in ConceptNet into the decoder. Then, we used the same multihead attention dot-product function as in formula (11) . In the decoding step i, the decoder receives the embedded representation of the last step's output W i , the hidden state h i−1 and previous context vector T i−1 . Then, the current hidden state h i can be computed as:
We can calculate the probability distribution using this hidden state:
where W and b denote the weight and bias vector, respectively.
D. MODEL DESIGN
Assume that there are m training words in short text T , which is denoted as T = {w 1 , w 2 , · · · , w m } ∈ R d×m , where d denotes the dimension of the word embedding representation. In pretraining, we design a three-layer autoencoder CNN structure, as shown in Fig. 3 . where C denotes the conceptual representation of the term in the text T , which is the output of the encoder of transformer and provides additional information during encoding and decoding. The hidden layer feature can be calculated using the following formula:
where W is a weight matrix, b is a bias vector in decoding, v w denotes the vector representation of the word w, v c denotes the conceptual representation related to the word w, after pooling, the hidden feature h is converted to feature h', and then fully connected, the output y can be obtained as follows:
where W and b denote the weight and bias vector, respectively, of the decoder layer. We also use the squared loss J = 1 2 y − x 2 as the loss function, and using dropout helps to speed up the iteration convergence rate. 
E. OPINION RETRIEVAL BASED ON A RANKING MODEL
The ranking learning model is a basic method in opinion retrieval tasks. Luo et al. [38] proposed a training ranking model based on tweet features, author features and opinion features, and we call it WWW2015 for convenience. Kim et al. [39] further exploited the subjective information of blogger features and tag features to describe the perspective of the document, called COLING 2016. However, our approach adds additional text conceptualization features, semantic rich features, and transformer attentional features. These new features are combined and analyzed in subsequent experiments.
Specifically, based on the common features of opinion retrieval, we add our features to the experiment and select the optimal feature combination. The evaluation index uses the mean average precision (MAP), NDCG@10 and binary preference (bpref), which are commonly used in opinion retrieval. Formulas (18) , (19) , and (20) show their calculations.
where N q denotes the number of requirements and N denotes the total number of texts. If the i − th text is a topic-related document with an opinion, r i = 1; otherwise, r i = 0.
where Z n is a normalization factor, normalized by using NDCG(n) of the returned ideal list as a factor. r(j) refers to the score of the returned document: if relevant, set it to 2; otherwise, set it to 1.
where R is the number of documents related to the query and r is a specific related document. |n ranked higher than r| is the number of unrelated documents ranked higher than r.
IV. EXPERIMENT AND ANALYSIS A. DESCRIPTION OF DATASETS
To evaluate our model more comprehensively and effectively, we used a variety of datasets, including the New York Times corpus (NYT). 1 The dataset is divided into two parts, the training and testing sets and the number of sentences and relations, as shown in Tab. 1. We also added the Twitter dataset, 2 which is much smaller than NYT, to the test; it contains 3,308 documents, of which the number of documents with views is 590.
B. INFORMATION RETRIEVAL TASK
The first experiment we conducted was information retrieval in the NYT and Twitter datasets. Similar to previous work, we evaluate the performances of our model by using the aggregate precision/recall (P@R) curves. Before that, we compared the effect of using the dropout mechanism on the convergence of iterations in training. Fig. 4 shows that the addition of dropout greatly decreases the number of iterations. For comparison, we compare our model to the related modes mentioned above. Let's briefly review these models. TF-IDF (Semantic hashing) [18] : It uses semantic hashing to filter the documents given to TF-IDF.
LDA [24] : It obtains text conceptualization by combining LDA and Probase.
IJCAI-11 [25] : It introduces a Bayesian mechanism to conceptualize words by using a probabilistic knowledgebase.
IJCAI-15 [27] : It applies random walk algorithm to discover fine-grained semantic information from the input. Fig. 5 shows the P@R curves of the performances of these methods on the NYT corpus dataset. Furthermore, we apply these methods to the Twitter dataset to obtain the expressiveness of these methods in the short text, and the result is shown in Fig. 6 . Fig. 5 and Fig. 6 show the performance of several methods on long text and short text. From these figures, we can see that our method achieves better performance on both long and short texts. Specifically, the traditional methods TF-IDF and LDA perform worse on short text than on long text. In contrast, our method performs better on short text. We believe that traditional methods have difficulty obtaining richer semantic features in dealing with short text tasks, thus affecting the model. The performance of our method using text conceptualization to map the semantics of short text to a richer semantic space obtains richer semantic features. The current IJCAI method performs relatively smoothly. To verify that our joint model performs better than a single model, our model is compared to a single text conceptualization and transformer embedding model; the results are shown in Fig. 7 .
We also analyze some query examples on the LDA [24] and IJCAI-15 [27] methods and our joint model; Tab. 2 shows the details of the retrieval results of three query news titles. In Table 2 , we select three query titles from different fields to predict the relevant query results and calculate the exact values of the top 10 query results. We can see that in this task, the title of the query is short sentences. It is difficult to obtain more semantic information through only explicit relations. Therefore, we construct cooccurrence terms or concepts with conceptual knowledge in the knowledge base through text conceptualization to enrich the semantic information of the text. For example, in the first sentence, when the words ''Steve Jobs'' and ''Apple'' appear together in the same sentence, we think of the word ''Apple'' as an electronics company, not a fruit. Similarly, in the second sentence, ''Roma'' coexists with ''Oscar'' and ''film''; thus, ''Roma'' is the name of a movie. In the third sentence, ''Djokovic'' is a tennis player in the knowledge base. In other words, by enriching the embedding of semantic knowledge, we can obtain more relevant concepts and semantic knowledge in short texts. Compared with the traditional LDA, the current IJCAI-15 and our joint method, our method achieves the best results.
C. OPINION RETRIEVAL EXPERIMENT
Tab. 3 and 4 show the comparison of our method with the previous benchmark methods on the NYT and Twitter datasets, respectively.
From the tables above, we can see that our approach improved all three metrics by an average of more than 2 percentage points on the short Twitter dataset. We consider that the previous method is not sufficient in feature expression, so the feature space generated is relatively sparse. After adding the text conceptualization representation, our method enriches the text semantic features by using the association in the conceptual network, and the conceptual representation can alleviate the problem of an excessively high dimension to some extent.
In opinion retrieval based on the sorting learning method, the retrieval performance may be different due to different feature combinations. Therefore, we tested the performance of different combinations on two datasets. Tab. 5 shows the comparison results of these different combinations on the two datasets.
Tab. 5 shows the experimental results of the different combinations of the two types of features proposed in this paper on the two datasets. We can see that the single-use text conceptualization has little effect on the performance of the model because the single conceptualization, although acquiring the lower-dimensional representation of the text, has not been extended by conceptual semantics after conceptualization. In contrast, using only transformer embedding to achieve a certain performance improvement is due to the transformer attention mechanism obtaining the semantic information of related concepts, thus enriching the semantic representation of the text. Therefore, we combine these two parts to build a joint model to achieve better results.
V. CONCLUSION
In this paper, we propose a novel framework for effective and efficient short text understanding. Specifically, we design a combined understanding model of text conceptualization and transformer embedding. We design a text conceptualization method and make full use of the ConceptNet semantic structured information-rich text conceptual semantics. Finally, we use the transformer attention mechanism for encoding and decoding. The experimental results show that compared with the existing work, the method proposed in this paper has obvious improvement in MAP and other indicators. In future work, we will attempt to combine the common sense knowledge graph to improve the generalization ability of the model. 
