The penetration of a shaped charge jet is studied in this paper where the jet density deficit is considered. The virtual origin model, which assumes a constant jet density, is modified to include the situation when the jet density deficit causes non-uniform jet density distribution. A relation between the relative density ratio and normalised jet velocity is proposed, based on which an analytical solution of the modified virtual origin model is obtained. The validity of the modified virtual origin model is demonstrated by its largely improved predictions in comparison with experimental and numerical results. It shows that the density deficit term reduces the penetration depth by 19.4%, 12.5% and 12.8% for the un-sintered copper-tungsten powder jet, the solid zirconium jet and the solid copper jet, respectively.
INTRODUCTION
Hypervelocity jet of a shaped charge has excellent penetration capability into various targets. Due to its penetration capability, shaped charge has been successfully used both in the battle field to defeat armours and in the oil and gas wells to perforate tunnels to connect the wellbore to the reservoir. In these applications, it is necessary to predict the depth of penetration, which is an important parameter for the assessment of shaped charge effects on a target.
Since the shaped charge jet travels at hypervelocity, the impact of the jet on target produces much higher pressure than the strength of the target, and thus, hydrodynamic model [1] [2] can be applied to study the jet penetration. These original hydrodynamic models assumed uniform distributions of jet density and jet velocity along the jet length and applied Bernoulli equation at the interface between jet and target for the pressure equilibrium as shown in Fig.1 , i.e. 
where ܸ is the velocity of a continuous jet; ܷ is the velocity of the jet-target interface or penetration velocity; ߩ and ߩ ௧ are jet density and target density around the jettarget interface, respectively. When the distributions of jet density and velocity are uniform, the consumption of the jet is controlled by
where ݈ is the current length of jet.
The depth of penetration of the jet into target is determined by:
where t=0 is the time when the jet starts to hit the target. The maximum depth of penetration is reached when the jet is completely consumed at ‫ݐ‬ ൌ ‫ݐ‬ , or ݈൫‫ݐ‬ ൯ ൌ 0. For a jet with original length of ݈ , the maximum depth of penetration is determined by Eqs.(1-3), i.e.
Equation (4) is also applicable to solid rod penetrator.
For a particulated jet, Bernoulli equation cannot be used directly because the internal pressure cannot be supported when the jet is particulated [1] . Since this paper will only consider continuous jet, the interested reader is referred to [2] for the penetration models of particulated jet.
Since the early time of the jet penetration study, it has been realised that the spatial distribution of jet velocity is not uniform [1] . Birkhoff et al. [1] extended the hydrodynamic penetration model [Eq. (4) ] to the jet with non-uniform velocity distribution. However, this model introduced several parameters that cannot be
Existence of a virtual origin: All jet elements are formed simultaneously at a virtual origin located a distance Z 0 in front of the target surface. Each jet element is emitted from the virtual origin at its own velocity that remains constant during its travelling between virtual origin and target. The existence of a unique virtual origin location of the entire jet requires that the spatial distribution of jet velocity is linear.
In the virtual original model and its applications, the density of the jet element is treated as a constant, i.e. the density of each element remains constant during its travelling and the spatial distribution of the jet density is uniform. However, it has been observed that there is a density deficit based on flash x-ray measurements and the soft recovery of jet fragments [7] [8] . Variable density distribution was also observed in the jets formed from powdered metal liners [9] [10] [11] . Therefore, it is necessary to extend the virtual origin model to the jet with non-uniform density distribution.
This paper keeps the assumption that the density of each jet element remains constant during its travelling, but considers the non-uniform jet density distribution to study its effect on the penetration depth. The non-uniform jet density distributions along its axial distance are estimated numerically using the Autodyn jet formation algorithm for the three liners made from electrolytic OFHC copper, zirconium and copper-tungsten un-sintered powder. An analytical approach is introduced to account for the penetration decrease due to the non-uniform density distribution along its axis. The proposed model is validated by experiments and numerical simulations using Autodyn hydro-code.
A modified virtual origin model with non-uniform distribution of jet density is proposed in Section 2. Section 3 describes the liner manufactures and the experimental set-up configurations. Section 4 introduces the numerical models used to simulate the shaped charge jets and penetrations. Results are presented in Section 5 with further analysis, which is followed by conclusions in Section 6.
PENETRATION ANALYTICAL MODEL
In this paper, we will focus on the jet penetration before or without jet breakup. Figure 1 is a schematic drawing that defines the penetration parameters of a shaped charge jet penetrating into an incompressible target. Z o is the standoff distance from the virtual origin point to the target surface, t is the penetration time, P(t) is the penetration depth at time (t) and V j is the impinging velocity of the jet onto the target (observed at the jet/target interface), which equals to the velocity of the jet element that impacts the target at the same moment of time t.
Fig. 1.
The hydrodynamic jet penetration [5] .
Therefore, the depth of penetration P(t) at a given time t is determined by:
The depth of penetration increase monotonically with time, which requires the satisfaction of following condition:
This condition was not checked in previous publications.
where ߛ ൌ ඥ ߩ ் ߩ ⁄ . 
When the jet density is a constant, the solution of Eq. (8) 
where ܸ is the jet tip velocity and t o is the time when the jet tip reaches the target surface (i.e. ‫ݐ‬ ܸ ൌ ܼ ).
From Eqn. (9),
and therefore, the depth of penetration at time t can be obtained from Eq. (5) 
The maximum penetration is achieved at time ‫ݐ‬ when the cut-off jet element (i.e. the last jet element that has hydrodynamic penetration capability) hits the target at the cut-off velocity (ܸ ). Therefore, the maximum depth of penetration is
In the proposed model, it is assumed that the density of each jet element will be a constant during its travel between virtual origin and target. However, since different jet elements have different jet formation processes, their density are different. Therefore, the spatial distribution of the jet density is non-uniform. At the jet-target interface, the observed jet density should be a function of time, i.e. ߩ ൌ ߩ ሺ‫ݐ‬ሻ. Let's ߩ represent the original density of the liner material and density of target ߩ ் is a constant, then ߛ ൌ ඥߩ ் ߩ ⁄ and ߛ ሺ‫ݐ‬ሻ ൌ ඥߩ ் ߩ ⁄ ሺ‫ݐ‬ሻ. Thus,
.
Based on jet formation analysis presented later, it is found that the normalised jet density is directly related to the normalised jet velocity in a linear relationship, as shown in Fig.2 . According to Fig.2 , the density deficit at the jet tip is larger than that at the rear jet. The maximum density deficits in the simulated examples are around 15.8% reduction for cooper and zirconium liners and 21.7% reduction for coppertungsten liner, respectively. These values agree with the experimental observations [7] . Details of the numerical simulation will be presented in Sections 4.2 and 5.2.
The linear relationship between γሺ୲ሻ ఊ and ౠ ሺ୲ሻ బ can be described by
where a and b are constants to be determined from data fitting of numerical results and analytical consideration, which will be given at the end of this section. BL Proceedings of the 16 th Int. AMME Conference, 27-29 May, 2014 Fig. 2. The relationship between the scaled density ratio and the scaled jet velocity.
Equation (8) can be rearranged as
, which can be integrated when Eq. (13) is used, i.e. ‫‬
This equation is reduced to Eq.(10) when γሺ୲ሻ ఊ ൌ 1 or a=0 and b=1 in Eq. (13) .
When t=t c , V j (t)=V c , the maximum penetration is achieved by the last penetrating element at a cut-off velocity V c . t c can be determined by Eq. (14), i.e. From Eq. (14), the impact velocity of the jet is determined by an algebraic equation of
th Int. AMME Conference, 27-29 May, 2014 Eqn. (16) reduces to Eq.(9) for constant jet density when a=0 and b=1.
The penetration depth at time t is determined by Eq.(5) when t is substituted from Eq. (14) ܲሺ‫ݐ‬ሻ ൌ ܼ ൦൬ (17) which can be reduced to Eq.(11) for constant jet density when a=0 and b=1. The solution of Eq. (16) is needed to give an explicit expression of P(t) in Eq. (17) .
The maximum depth of penetration is given by: (18) when V j =V c and t=t c . Eq. (18) is reduced to Eq.(12) for constant jet density when a=0 and b=1 or when γ c =γ t =γ o and b=1.
The values of 'a' in Eq. (13) were determined from the curve fitting of γ-V j relationship along the jet length in Fig.2 , which are shown in Table 1 . It was further found that parameter a is correlated with the density of the liner material (ρ j0 ), the standoff distance (Z o ), the total mass of the jet (m jet ) from the standard jetting analysis and the radius of the jet (r) from jet formation simulation or flash X-ray experiment. A non-dimensional formula can be recommended for the calculation of parameter a, i.e.
The values of 'a' using Eq. (19) are also listed in Table 1 for three liner materials. It can be seen that values of a predicted by Eq. (19) are very close to the corresponding values determined by curve-fitting method. According to Table 1 , the values of 'b' can be approximated to unity for the three liner materials.
LINER MATERIALS AND PENETRATION EXPERIMENTS
The three liners that have been used in this study were the copper, the zirconium and the un-sintered copper-tungsten powder. The liner has a small base diameter of 33mm, a cone apex angle of 46 degree and a varied liner wall thickness as illustrated in Figure 3 .
The copper liner was OFEC (Oxygen Free Electrolytic Copper) of grade C10100 with purity of 4N (99.99%). It was manufactured using the deep drawing technique with an intermediate annealing of 1000 o C (two minutes) to decrease the strain hardening and maintain the material ductility [12] .
The zirconium liner was manufactured from a solid pure Zirconium cylinder 4N (99.9951) having a density of 6623kg/m 3 using high accuracy CNC machine in order to guarantee a high precision manufacturing (i.e. the precision of 5µm). The Zirconium rod was annealed to 900 o C for one hour before machining in order to obtain a relative small average grain size, hence to increase its ductility, which in turn will increase its breakup time and improve the liner performance [13] . The type and the percentage of the impurities present in the Zirconium material are listed in Table 2 . Powder metallurgy (PM) technique has been used to manufacture OWP liners. It has good penetration capability especially at short stand-off distances [14] [15] [16] [17] . The composition of the powder mixture ingredients is listed in Table 3 . Small average grain size with irregular particles shapes are chosen for the liner powders. The powders are mixed together with the designated mass ratio until the homogeneous mixture blend is obtained, after which they are pressed using the punch, the die and the ejector, shown in Figure 4 . The applied pressure was 100MPa using hydraulic press at a low rate (i.e. 1MPa per second) to avoid trapping air voids inside the liner material. The product is a brittle material in the pre-sintering state and is called 'the green', which is tested in this state without sintering. All three tested liners are show in Figure 5 . The powder liner density is not uniform over the entire liner height because the force distribution is not homogeneous due to the conical liner profile. Therefore, small parts of the same powder liner specimen were cut off and used to measure their densities using the gas pycnometer [18] . The measured densities for the testing specimens as a function of the scaled distance from the cone apex to the liner height are shown in Figure 6 , which is taken into account in the description of liner physical properties in Autodyn hydro-code simulations.
The charge casings are steel with an average wall thickness of 4.5mm. The main explosive charges for the three charges are PE4 with a total average mass of 24.5g and a standard deviation of 0.8g. The PE4 explosive is a powerful RDX-based explosive (i.e. 88% RDX in mass, 12% plasticizer and other additives) having a BL Proceedings of the 16 th Int. AMME Conference, 27-29 May, 2014 The copper The Zirconium The Powder liner The Concrete cylinders with the designated strength value were casted from the same mixture and allowed to cure according to the test evaluation of the well perforator [21] . These targets were tested according to the standard OWP testing configuration and requirements in the Section-II of API-RP43 [22] . The measured average strength of the standard concrete cubes was 40.02 MPa with a standard deviation of 0.92 MPa, measured at 28 days after their casting [23] . In a separated test without target, the particulated copper jet fragments were recovered using sand. The densities of two jet fragments were measured using helium gas pycnometer, which has an accuracy of 10 -4 g/cm 3 . The measured densities of the two jet fragments were 7.4120 and 8.2300 g/cm 3 at the tip and the rear, respectively. In comparison with the original density of copper liner material (8.930 g/cm 3 ), they represent 17.0% and 7.8% density deficits, respectively. The density deficit at the tip of jet (17.0%) is very close to the maximum density deficit predicted in Fig.2 (15.8%) . This again gives evidence to support the existence of density deficit in the formed jet of a shaped charge, which was first observed based on X-ray measurements [7] [8] 
NUMERICAL MODELS Hydrocode Algorithms of the Jetting Analysis, the Jet Formation Model and the Jet Penetration Model
Autodyn hydro-code is used in this paper through three algorithms, Shell jetting analysis, Euler jet formation model and Lagrange-Lagrange jet penetration model [24] .
The jetting analysis is based on the analytical unsteady PER model [25] . PER model is solved numerically using finite difference technique to calculate the jet and slug velocities, jet and slug masses and the collapse and deflection angles of the jet elements. The shaped charge jetting analysis was validated by comparing the jetting analysis results of the 90mm shaped charge with real experimental results [26] . The jet formation modelling is performed using Euler method based on continuum mechanics to obtain the jet profiles at different time stages. In this scheme, the explosive, the charge casing and the liner materials are filled into the global Euler multi-material part [24] . This processor is suitable in the early jet formation stages where large distortions are caused by extremely high strain-rate in the order of 10 . The evolved jet is allowed to move on the Euler grids up to the moment when the first jet element starts to impact the target. At this moment, the formed jet is remapped as a Lagrangian mass having non-uniform velocity distribution. Then, it is exported to the Lagrange-Lagrange jet penetration model for penetrate analysis where both jet and target consisting of steel, water and concrete are described in Lagrange method.
Mesh Sensitivity for the Jet Formation Model
In order to study the mesh sensitivity on the jet characteristics, five different mesh densities were proposed for the jet formation modelling. The jet formation was used to identify the density and velocity of the jet elements as they pass the gauge point shown in Figure 8 . The fixed gauge point is located 100mm from the liner base (i.e. 3 time calibre). The uniform square meshes of 0.17, 0.2, 0.25, 0.33 and 0.50mm of the Euler grids were used for mesh sensitivity analysis in the jet formation model. Fig. 8 . Location of the fixed gauge point used to predict the density and the velocity histories for the mesh sensitivity study. Figure 9 shows the recorded density history at the fixed gauge point using five mesh sizes. The density histories for the five mesh sizes are detected between 14 and 16 µs. It shows that finer mesh sizes give higher densities at the beginning. But the density corresponding to each mesh size convergences to the copper solid material density as the jet tail passes through the gauge point. This means that the density of the jet material increases gradually from the tip to its tail due to the existence of velocity gradient. The maximum relative difference of density for the finest and coarsest meshes is about 7%.
The velocities of jet elements passing the gauge point are obtained by the same way used for the calculation of density. The velocity histories for different mesh sizes are depicted in Figure 10 . It can be observed that the five meshes predict nearly the same shape of the velocity history. The relative difference of the peak velocity between coarsest and finest meshes is 14.8% while the relative difference of the peak velocity between the finest and second finest meshes is reduced to 2.9%, which indicates the convergence with the decrease of mesh size. These evidences ensure that a mesh size of 0.17mm is sufficient while practically affordable, which will be used globally for the calculations of jet velocity and density. Fig. 9 . The recorded density-time histories for the fixed gauge point using five different mesh sizes.
Mesh Sensitivity for the Jet Penetration into Target
In order to find the influence of mesh size on the penetration depth into target, five different mesh sizes were used for the laminated target consisting of steel, water and concrete (their dimensions have been shown in Fig.7 ) while the copper jet mesh density remains unchanged for all five models. The different uniform square mesh sizes of 0.5, 1, 2, 3 and 4mm were used for the laminated target. The penetration depths into the target using different mesh sizes are shown in Figure 11 . It is evident that the penetration depth is convergent with the reduction of mesh size. The relative difference of the penetration depth for 0.5 and 1.0mm meshes is only 0.3%. However, the simulation time for 0.5mm mesh is doubled (170 hours). Therefore, the mesh size of 1mm×1mm is used globally for the penetration analyses of three liners. 
RESULTS

The Jetting Analysis Results
The outputs of the jetting analysis for the shaped charge perforators with three different liners are summarized in Table 4 . The kinetic energies of the three produced jets nearly have the same value of 36 kJ because they have the same liner shape and the same amount of explosive. However, the Zirconium liner with the lowest density and mass has the highest jet tip velocity of 6075m/s but with the lowest jet mass of 3.1g. 
Jet Density Distribution
The density of the jet along its length was calculated from the jet formation model for three liners where Mie-Gruneisen EOS based on the shock Hugoniot was used. The density of the collapsed liner material is directly related to the liner compressibility and the pressure generated from the explosive load. Distributions of density, compressibility and velocity over the entire jet length are depicted in Figure 12 for the copper jet. This figure shows that jet density decrease from slug to tip along the jet. Besides, the density contours also shows a radial density distribution on the circular cross-section of the jet (i.e. the density at tip premises is 0.6% larger than that at its centreline). Figure 13 shows the velocity and the density histories of the copper jet recorded at the fixed gauge point. The distributions of jet density and velocity along the jet axis for the copper liner at a given time are shown in Figure 14 . Both figures 13 and 14 demonstrate the increase of density deficit with the corresponding jet velocity.
The projected effective jet lengths for the three shaped charge perforators with different liners were calculated by the back projection of the relation between time and effective jet length from the moment when the jet reaches the first steel layer. An example of the relation between time and effective jet length established by the data obtained from Autodyn jetting analysis is shown in Figure 15 . However, this value cannot be used directly with Eq.(18) because the effective jet length has to be modified with considering the thicknesses of the laminated steel and water layers. th Int. AMME Conference, 27-29 May, 2014 The Penetration Depth Calculations
The projected effective jet lengths for the three shaped charge perforators with different liners were calculated by the back projection of the relation between time and effective jet length from the moment when the jet reaches the first steel layer. An example of the relation between time and effective jet length established by the data obtained from Autodyn jetting analysis is shown in Figure 15 . However, this value cannot be used directly with Eqn. (18) because the effective jet length has to be modified with considering the thicknesses of the laminated steel and water layers.
The jet tip velocity correction based on the uniform density distribution, i.e. Eq. (12), for the exit jet tip velocity perforating a finite thickness target [2] has the form of:
where V jex and V jin are the exit and the input jet tip velocities, respectively; Z i is the effective jet length at the front of the target surface, T i is the target thickness and i refers to the number of the target layer to be perforated.
However, Eqn. (20) is not suitable for the penetration formula, Eqn. (18), where nonuniform density effect is considered. Thus Eqn. (20) was modified based on Eqn. (18) to determine the exit jet velocity with considering the density reduction effect,
Equation (21) together with Eqn. (18) can be used to predict the penetration depth of a shaped charge jet into a multi-layered target when the non-uniform density distribution of the jet is considered. The values of the exit jet tip velocity and the relevant effective jet length for the test layers are illustrated in Table 5 while Table 6 presents the penetration depth calculated using various methods including the modified virtual origin model [Eqn. (18) ] in Section 2, and the penetration reduction due to the density gradient (deficit).
The calculated penetration depths and the reduction percentages in penetration due to the density gradient along the jet length indicate that the reduction term has considerable influence on the predicted penetration depth of a shaped charge jet. Data in Table 6 are presented in Fig.16 . It clearly shows that the modified virtual origin model largely improve the predictions of penetration depth by virtual origin model for all three liners. 
CONCLUSIONS
The density deficit of a shaped charge jet is developed during the jet formation, which has been shown experimentally and numerically in this paper. This leads to the non-uniform distribution of the jet density and the original virtual origin penetration model is incapable of dealing with penetration of jet with uniform density distribution. A correlation between jet density deficit and jet velocity is proposed in this paper, based on which an analytical solution of the modified virtual origin model is obtained. The validity of the modified virtual origin model is demonstrated by its largely improved predictions in comparison with experimental and numerical results.
