The Firefighter problem aims to save as many vertices of a graph as possible from a fire that starts in a vertex and spreads through the graph. At every time step a new firefighter may be placed on some vertex, and then the fire advances to every vertex that is not protected by a firefighter and has a neighbor on fire. The problem is notoriously hard: it is NP-hard even when the input graph is a bipartite graph or a tree of maximum degree 3, it is NP-hard to approximate within n 1− for any > 0, and it is W [1]-hard when parameterized by the number of saved vertices. We show that Firefighter can be solved in polynomial time on interval graphs, split graphs, permutation graphs, and P k -free graphs for fixed k. To complement these results, we show that the problem remains NP-hard on unit disk graphs. trees of maximum degree 3 [4] . It is NP-hard to approximate the Firefighter problem within n 1− for any > 0 [5]. From a parameterized point of view, the problem is W [1]-hard when parameterized by the natural parameter of the number of saved vertices [6] [7] [8] .
Introduction
In the Firefighting game on a graph, a fire starts in a given vertex s at time t = 0. At each subsequent time step t ≥ 1, first, a firefighter may be placed on a vertex which is not yet touched by the fire, which makes that vertex protected, meaning that it cannot catch fire for the rest of the game. Second, the fire spreads to every neighbor of the burning vertices that is not protected by a firefighter. After this, a new time step starts. A vertex that has been infected by the fire continues to burn until the end of the game. If, after some time step, the burning vertices are separated from the rest of the graph by the protected vertices, then the fire is contained and the game ends. The vertices that have not been touched by the fire at the end of the game are referred to as saved (in particular, protected vertices are saved). The Firefighter problem takes as input a graph G on n vertices and a vertex s of G, and the goal is to play the Firefighting game on (G, s) such that the number of saved vertices is maximized.
The Firefighter problem was introduced in 1995 and intended to capture also other important applications, like immunizing a population against a virus [2] . The problem is notoriously difficult. It is NP-hard even on bipartite graphs [3] and on 3 when the fire starts at a vertex of degree at most 2 [4] , and on so-called P-trees [3] . Even with respect to approximation and fixed-parameter tractability, the only positive results known so far are on trees and on graphs of bounded treewidth [10] . On arbitrary trees, the problem is fixed-parameter tractable [11, [6] [7] [8] , and a simple 2-approximation algorithm [12] along with a more involved (1 − 1/e)-approximation algorithm [11] exists. A recent survey of combinatorial and algorithmic results on the Firefighter problem has been given by Finbow and MacGillivray [13] .
In this paper we show that Firefighter can be solved in polynomial time on several well-known graph classes, giving the first polynomial-time algorithms for a variety of graphs that are not close to trees. Our main results are polynomialtime algorithms for Firefighter on interval graphs and on permutation graphs. We also obtain polynomial-time algorithms on P k -free graphs for every fixed k, and linear-time algorithms on split graphs and on cographs. We complement these positive results by showing that Firefighter remains NP-hard on unit disk graphs. Note that all of these graph classes have unbounded treewidth, and all of them, except cographs, have unbounded clique-width. Our results are summarized in Fig. 1 .
Preliminaries
Let (G, s) be an instance of the Firefighter problem. If G is disconnected, then all connected components except the one that contains s are automatically saved. Hence, we can assume G to be connected. Throughout the paper we consider simple, undirected, unweighted, connected input graphs.
Given a graph G, its set of vertices is denoted by V (G) and its set of edges by E(G). We adhere to the convention that n = |V (G)| and m = |E(G)|. Given a set U ⊆ V (G), the subgraph of G induced by U is denoted by G[U ]. The set of neighbors of a vertex v is denoted by N G (v) , and N G [v] = N G (v) ∪ {v}. For a subset U ⊆ V (G), N G (U ) = ∪ u∈U N(u) \ U and N G [U ] = N G (U ) ∪ U . We drop the subscript from N G whenever the graph is clear from the context. Given two non-adjacent vertices u and v in G, a set S ⊆ V (G) is a minimal u, v-separator if u and v appear in different connected components of G[V (G) \ S] and no proper subset of S has this property. A minimal separator is a set S ⊆ V (G) that is a minimal u, v-separator for some pair u, v in G.
Graph classes
Since we study Firefighter when the input graph belongs to various graph classes, we now give their definitions. We list several well-known properties of these graph classes without references; all details can be found in one of several excellent books on graph classes, e.g. [14, 15] . For convenience, we show in Fig. 1 how all the graph classes that we study in this paper are related to each other with respect to the subset relation. Given an integer k, we denote by P k a path on k vertices and exactly k − 1 edges. A graph is P k -free if it does not contain P k as an induced subgraph. An asteroidal triple (AT) in a graph G is a triple of pairwise non-adjacent vertices, such that there is a path between any two of them that does not contain a neighbor of the third. A graph is AT-free if no triple of its vertices forms an AT.
A graph is an interval graph if there is a bijection between its vertices and a set of intervals of the real line such that two vertices are adjacent if and only if their intervals overlap. Such a set of intervals is called an interval representation of the corresponding interval graph. An interval graph is a unit interval graph if it has an interval representation where all the intervals have the same length. A graph is a permutation graph if it can be obtained from a permutation π of the integers between 1 and n in the following way: vertex i and vertex j are adjacent if and only if i < j and j appears before i in π .
Interval graphs and permutation graphs are unrelated (using the subset relation), but they are both AT-free.
A graph is a split graph if its vertices can be partitioned into a clique and an independent set. It is easy to see that split graphs are P 5 -free. Split graphs are unrelated (using the subset relation) to interval and permutation graphs. For the definition of cographs, note that the disjoint union of two vertex-disjoint graphs is simply the graph that consists of the union of the vertex sets and the union of edge sets of the two graphs, whereas a complete join of two vertex-disjoint graphs G 1 and G 2 is the graph that is obtained from the disjoint union of G 1 and G 2 by adding an edge between every vertex of G 1 and every vertex of G 2 . Cographs are defined recursively as follows. A single vertex is a cograph; the disjoint union of two cographs is a cograph; the complete join of two cographs is a cograph. This defines a tree representation of a cograph called the cotree. Cographs are exactly the class of P 4 -free graphs. Cographs form a subset of permutation graphs, but they are unrelated (using the subset relation) to split and interval graphs.
A graph is a disk graph if there is a bijection between its vertices and a set of circles drawn on the plane such that two vertices are adjacent if and only if their circles overlap. Such a set of circles, or disks, is called a disk representation of the corresponding disk graph. A disk graph is a unit disk graph if it has a disk representation where all disks have the same diameter, which we assume to be 1. Disk graphs form a superset of interval graphs, and unit disk graphs form a superset of unit interval graphs.
Firefighter strategies
Let (G, s) be an instance of the Firefighter problem. A strategy for (G, s) is an ordered set of vertices, representing the placement of the firefighters in each time step of the Firefighting game on (G, s). A strategy is said to be minimal if no subset of the vertices protected in the strategy yields a strategy that saves the same set of vertices, and optimal if it saves the maximum possible number of vertices and is minimal among all such strategies. An ordered set of vertices S = {v 1 , . . . , v k } is a valid strategy for (G, s) if during the Firefighting game on (G, s), vertex v i is not burning at the start of time step i, and the game ends at time step k.
Lemma 1. Given a graph G on n vertices and m edges, a vertex s of G, and an ordered set S of vertices of G, we can test whether S is a valid strategy for the Firefighting game on (G, s) and count the number of vertices saved by S in O
is a valid strategy, we play the Firefighting game starting at s. We employ a (slightly modified) breadth-first search starting in s to verify, for each i = 1, . . . , k, that v i is not in the set R i (s) of vertices that are burning at the start of time step i,
During the same procedure, we can verify that the game ends at time step k. Assuming this can indeed be verified, we can compute the number of vertices saved by S as n minus the number of vertices reachable from s in G − S, which can be computed using a breadth-first search from s in G − S. 2
The firefighter reserve
For some of our algorithms, we provide a different but equivalent definition of the Firefighter problem (see also [7, 8] ).
In the Firefighting-with-Reserve game on a graph, a fire starts in a given vertex s at time t = 0 and the firefighters have a reserve of one firefighter. At each subsequent time step t ≥ 1, first, the firefighters can (permanently) deploy any number of its firefighter reserves to vertices of the graph that are not yet on fire in order to protect them, and the reserve decreases accordingly (however, it cannot get below zero). Second, the fire spreads to every neighbor of the burning vertices that is not protected by a firefighter. Third, a firefighter is added to the reserve and a new time step starts. We define the end of the game and the notion of protected and saved vertices as in the Firefighting game. Then the Firefighter Reserve Deployment problem takes as input a graph G on n vertices and a vertex s of G, and the goal is to play the Firefighting-with-Reserve game on (G, s) such that the number of saved vertices is maximized.
Let (G, s) be an instance of the Firefighter Reserve Deployment problem. A strategy is an ordered collection F 1 , . . . , F k of vertex subsets, representing the placement of the firefighters in each time step of the Firefighting-with-Reserve game on (G, s) such that firefighters are deployed on the vertices of F i in step i, where F i might be empty for several i. Again, a strategy is said to be minimal if no subset of the vertices protected in the strategy yields a strategy that saves the same set of vertices, and optimal if it saves the maximum possible number of vertices and is minimal among all such strategies. 
Because v 1 , . . . , v k is a valid strategy, this must also be a valid strategy. Moreover, it saves exactly the same set of vertices. Consider a strategy F 1 , . . . , F k for the Firefighting-with-Reserve game. Consider any ordering v 1 , . . . , v k of the vertices in
Any such ordering is a valid strategy for the Firefighting game, saving exactly the same set of vertices. 2
Consider the two transformations in the above proof. If we apply the second transformation on a strategy for the Firefighting-with-Reserve game, and then the first, we obtain a strategy for the Firefighting-with-Reserve game with the following property. Corollary 3. Let (G, s) be an instance of Firefighter Reserve Deployment. There exists an optimal strategy for the Firefighting-with-Reserve game on (G, s) that only protects vertices that neighbor a vertex that is on fire.
When it is more convenient algorithmically, we will solve Firefighter Reserve Deployment instead of Firefighter; Lemma 2 shows that this is an equivalent problem. Moreover, Corollary 3 gives a useful property when solving Firefighter Reserve Deployment.
If a vertex is ever infected by the fire, then we refer to it as burning or burned. The vertices that are not touched by the fire are referred to as unburned vertices. Recall that saved vertices are all the unburned vertices when the Firefighting (with-Reserve) game is over, including the protected vertices. We refer to the saved vertices that are not protected as rescued. The last line of defense of a strategy is the set N(R), where R is the set of vertices rescued by the strategy.
P k -free graphs
In this section we show that Firefighter can be solved in time O (n k ) on P k -free graphs. We also observe that it is not likely that Firefighter can be solved in time f (k) n O (1) on P k -free graphs, due to Theorem 6 below.
To prove the algorithmic results of this section, we rely on the following auxiliary lemma.
Lemma 4. Let (G, s) be an instance of Firefighter, and let be the number of vertices on a longest induced path in G starting in s.
Then no optimal strategy can protect more than − 1 vertices.
Proof. Suppose that vertices v 1 , . . . , v t are protected by some optimal strategy in that order, and that t is maximum among all optimal strategies. Since the strategy is optimal, there is an induced path P between s and v t such that all vertices on P , except v t , burn. Let P be a shortest path with this property. Then P contains at least t + 1 vertices, or v t would burn before we could protect it. It follows from the premises of the lemma that t ≤ − 1. 2 Theorem 5. Firefighter can be solved in time O (n k−2 (n + m)) = O (n k ) on P k -free graphs.
Proof. Let (G, s) be an instance of Firefighter such that G is a P k -free graph on n vertices and m edges. The longest induced path in G has at most k − 1 vertices, as G is P k -free. Consequently, by Lemma 4, any optimal strategy on G protects at most k − 2 vertices. This suggests the following algorithm. We enumerate all ordered subsets S ⊆ V (G) of size at most k − 2 in O (n k−2 ) time. For each such S, we use Lemma 1 to verify that S is a valid strategy and to count the number of saved vertices in O (n + m) time. Finally, we return the valid strategy S that saves the largest number of vertices. 2
In terms of complexity classes FPT and XP (see e.g. [16] for their definitions), Theorem 5 shows that the Firefighter problem is in XP when parameterized by the length of the longest induced path in the graph. The result of Theorem 5 is in fact tight in the sense that we cannot expect to solve Firefighter in time f (k) n O (1) on P k -free graphs, as stated in the next theorem, which was proved by Cygan et al. [7, 8] . The statement of the theorem is different in [7, 8] ; however, the statement below is implicit. The reduction of [7, 8] is from k-Clique, and yields a bipartite graph. Upon inspection, the length of the longest induced path in this construction is max{k + 1, 3}. Theorem 6. (See [7, 8] .) Firefighter is W [1]-hard when parameterized by the length of a longest induced path in the input graph, even if the graph is bipartite.
Since cographs are P 4 -free and split graphs are P 5 -free, Theorem 5 immediately implies algorithms for Firefighter on these graph classes with running times O (n 4 ) and O (n 5 ), respectively. We next show that the problem can in fact be solved much faster on these graph classes. Proof. Let (G, s) be an instance of Firefighter such that G is a connected cograph on n vertices and m edges. Find a cotree representation of G; this takes O (n + m) time [17] . Since G is connected, it cannot be the disjoint union of two cographs. Therefore, let G 1 and G 2 be the cographs which G is the complete join of. Assume, without loss of generality, that s is in G 1 . If s has no non-neighbors in G, then we can save exactly one vertex, namely the one that we protect in the first (and last) time step. If s has non-neighbors, then as cographs are P 4 -free, N[N[s]] = V (G) and N[s] = V (G). Moreover, using Lemma 4, any optimal strategy thus protects exactly two vertices. A strategy that protects two non-neighbors of s saves exactly two vertices, namely the protected vertices, as all vertices of G 2 are a neighbor of s and all vertices of G 1 are a neighbor of all vertices of G 2 . However, a strategy that protects a neighbor and a non-neighbor of s saves at least two vertices, and is thus preferred. If |V (G 2 )| > 1, then every non-protected vertex is burned after the second time step. However, if |V (G 2 )| = 1, then protecting the single vertex of G 2 could save some vertices in G 1 , as G 1 might be a disjoint union of two cographs G 1 , G 1 , in which case (assuming without loss of generality that G 1 contains s) we save (at least) the vertices in G 1 . Hence, a strategy that chooses an arbitrary neighbor of s in G 2 and an arbitrary non-neighbor of s (in G 1 ) is always optimal. The total running time of the algorithm is O (n + m). 2 Proof. Let (G, s) be an instance of Firefighter such that G is a connected split graph on n vertices and m edges, with V (G) = I ∪ C for an independent set I and a clique C . We can find I and C in O (n + m) time [18] . We may assume that every vertex of C has a neighbor in I ; otherwise, we take a vertex of C that has no neighbors in I , remove it from C , and add it to I .
We consider two cases, depending on whether s ∈ C or s ∈ I . We first address the case that s ∈ C . Consider any optimal strategy. If the first firefighter is placed on a vertex of I , then the fire spreads to (at least) every vertex of C . In the next time step, we can maybe protect one more vertex of I before the fire spreads to all other vertices of I , meaning that we can save at most two vertices. Hence, if there is an optimal strategy that places its first firefighter on a vertex of I , then there is one that first protects a neighbor of s in I , and then a vertex of I \ N(s) if I \ N(s) = ∅. We can find such a strategy in O (n + m) time.
If the first firefighter is placed on a vertex v of C , then the fire spreads to (at least) every vertex of C \ {v}. If v has neighbors of degree 1, then these are saved. In the next time step, we can maybe protect one more vertex w of I that is not adjacent to s, before the fire spreads to all other vertices of I . Hence, an optimal strategy that places its first firefighter on a vertex of C finds a vertex v = s of C with the highest number of neighbors of degree 1 and protects v. It then protects a vertex w of I that is not a neighbor of s nor a neighbor of v of degree 1 if w exists. Vertices v and w, and thus an optimal strategy of this kind, can be found in O (n + m) time. Now consider the case that s ∈ I . If s has degree 1, then it is optimal to protect the single neighbor of s in C , and we save all vertices in the graph except s. So assume that s has degree at least 2. Since split graphs are P 5 -free, it follows from Lemma 4 that we can protect at most three vertices. Suppose there is an optimal strategy that only protects vertices from I . Then the fire first spreads from s to every vertex of N(s) ⊆ C , then to (at least) every vertex of the rest of C , and then to all unprotected vertices of I . Hence, any such strategy can save at most three vertices. Hence, if there is an optimal strategy that only protects vertices from I , then in the first two time steps it protects a neighbor in I \ {s} of a vertex in N(s) or any other vertex of I \ {s} otherwise, and then a vertex of I that is not a neighbor of a vertex in N(s) if it exists. We can find such an optimal strategy in O (n + m) time.
Suppose there is an optimal strategy that protects two or more vertices from C . Since s has degree at least 2, the fire first spreads to at least one vertex of C , and then to all unprotected vertices of C . This means that such an optimal strategy protects exactly two vertices u, v from C , and that these are the first two vertices that are protected by the strategy.
Moreover, no vertex of I \ {s} catches fire before u and v are protected, because at the first time step only the vertices of N(s) \ {u} ⊆ C catch fire. So for X ⊆ C , let U (X) denote the set of vertices in I whose neighborhoods are subsets of X . Following the above reasoning, all vertices of U ({u, v}) are saved, plus at most one vertex of I . Hence, the optimal strategy has chosen u, v such that |U ({u, v})| is maximum over all X ⊆ C with |X| = 2 and |X ∩ N(s)| ≤ 1. We first compute |U (c)| for each c ∈ C , which takes O (n + m) time. Note that |U ({c 1 
. We can find all pairs of vertices with a nonzero pair-bonus, as well as the pair-bonus of these pairs, in O (n + m) time as follows. Create a bucket for each vertex of C . For each degree-2 vertex i ∈ I , adjacent to say c 1 , c 2 , add c 1 to the bucket of c 2 , and vice versa. Then for any fixed c ∈ C , we count how often each c in c's bucket occurs in the bucket, which gives the pair-bonuses in O (n + m) time. Now find the pair (c 1 , c 2 ) with a nonzero pair-bonus for which a = |U ({c 1 , c 2 })| is maximal, and the pair (c 1 ,
is the pair attaining max{a, b}. Then there is an optimal strategy that chooses u, v, and possibly one more vertex of I . Such an optimal strategy can be found in O (n + m) time.
Finally, suppose that each optimal strategy protects exactly one vertex of C . Suppose that such a strategy first protects two vertices of I . Then the fire first spreads from s to every vertex of N(s) ⊆ C and then to every vertex of the rest of C , contradicting that a vertex from C is protected. Hence, any optimal strategy picks at least one vertex of C among its first two vertices.
Suppose that any optimal strategy first protects a vertex w of I and then a vertex v of C . Note that all vertices of N(s) ⊆ C are burning at the end of time step 1 and that all vertices of C \ {v} are burning at the end of time step 2. If the strategy protects another vertex of I after v, then it is not a neighbor of a vertex in N(s). Hence, the strategy that first protects v and then w (and then possibly another vertex of I ) saves at least as many vertices, a contradiction. Therefore, there is an optimal strategy that first protects a vertex v ∈ C . Suppose that every strategy that first protects a vertex v ∈ C also protects at least two vertices of I , say u and w, such that u is protected before w. Let of v in I \ {s}. But then the vertex of C that we want to protect is one with the highest number of degree-1 neighbors in I \ {s}. Therefore, such an optimal strategy can be found in O (n + m) time. In this (unit) interval graph, the thicker lines represent ten intervals with the same endpoints. The fire starts in a. The four vertices of j and vertex k both are minimal separators (imagine that the graph continues after k) that can be protected before the fire reaches them. However, if we choose to protect the vertices of j, we can protect at most one of the vertices that come before, namely one of {g, i}. If we choose to protect k, then we can also protect g, h, i, and three vertices of j. The latter strategy saves more vertices (7) than the former (6) .
In each of the cases that are distinguished above, we can find an optimal strategy for the case in O (n + m) time. By returning the best strategy among these, we can indeed find an optimal strategy in linear time. 2
Interval graphs
We have seen that the absence of long induced paths is helpful in achieving tractability for Firefighter. Now we will see that long induced paths can be handled if the graph has some linear structure. In particular, we will show that Firefighter can be solved in polynomial time on interval graphs.
Interval graphs can be recognized in linear time and an interval representation of an interval graph can be computed in linear time [19] . We will speak about vertices and intervals interchangeably. For an interval u, we use l(u) to denote its left endpoint and r(u) to denote its right endpoint. By slightly moving and resizing the intervals of an interval representation, we may assume that all endpoints are unique. Among a set of intervals, we say that the interval u is leftmost/rightmost if l(u)/r(u) is smallest/largest.
We need the following lemma, which applies to AT-free graphs, and thus also to interval graphs. Using Lemma 9 and the fact that interval graphs have at most n − 1 minimal separators [21] , one could think that it is sufficient to just protect the vertices of the pair of minimal separators that are closest to s and for which this yields a valid strategy. However, the example of Fig. 2 shows that protecting vertices between s and the separators allows for strictly better solutions, even for unit interval graphs. We thus need to get insight into which vertices to choose on the way, which we do in the following lemmas. Proof. We apply induction. The statement is true at time step t = 1, because u = v = s and thus there is no vertex w satisfying r(s) < l(w) < r(w) < l(s). Now assume inductively that the statement is true at the start of time step t − 1.
Let u and v denote the leftmost and rightmost vertices respectively that are burning at the start of time step t − 1, and let u and v denote the leftmost and rightmost vertices respectively that are burning at the start of time step t. By the induction hypothesis, all vertices that start burning in time step t − 1 neighbor u or v . Therefore, u is the leftmost unprotected neighbor of u (or u = u ) and v is the rightmost unprotected neighbor of v (or v = v ). Moreover, note that any vertex w that satisfies r(u) < l(w) < r(w) < l(v) also satisfies either
In the first case, by induction, w is still either burning or protected at the start of time step t. In the second and third case, since u is a neighbor of u (or u = u ) and v is a neighbor of v (or v = v ), w is a neighbor of u or of v respectively, and thus w is burning or protected at the start of time step t. Therefore, any vertex x that neighbors a burning vertex and that is neither burning nor protected at time step t satisfies l(x) < r(u) or l(v) < r(x). Since u and v are the leftmost and rightmost vertex respectively that burns at time step t, x neighbors u or v. 2 Lemma 11. Let (G, s) be an instance of Firefighter Reserve Deployment such that G is an interval graph. Let F 1 , . . . , F k be an optimal strategy for the Firefighting-with-Reserve game on (G, s). At the start of time step t ≥ 1, let v denote the rightmost burning vertex. Let Y denote the set of vertices in t i=1 F i that neighbor v and do not neighbor any burning vertex in time step t − 1, . . . , 0. Then F 1 , . . . , F k is also an optimal strategy for the Firefighting-with-Reserve game on (G, s), where F i = F i \ Y for all i = t, and F t consists of F t \ Y and the |Y | rightmost intervals that are unburned at the start of time step t and that intersect v.
. . , F k is also an optimal strategy, because we can keep the firefighters to be placed on the vertices of Y in the reserve until time step t. Let Y be the |Y | rightmost neighbors of v that are unburned at time step t. Suppose that Y = Y . Let I be any interval of Y that is not in Y and let I be any interval of Y that is not in Y . Using Lemma 10, note that the set of unburned neighbors of I at time step t + 1 is a subset of the set of unburned neighbors of I at time step t + 1, as both I and I intersect v, but I ends further to the right than I . Hence, F 1 , . . . , F k saves at least as many vertices as F 1 , . . . , F k , and thus is also optimal. 2 An analogous lemma can be proved for the leftmost interval that is on fire. By Lemma 10, any unburned vertex that neighbors a burning vertex in fact neighbors u or v, where u and v denote the leftmost and rightmost burning vertex respectively at the start of a time step t ≥ 1. By Lemma 11, we only need to protect the leftmost or rightmost neighbors of u and v respectively. Hence, we can strengthen Corollary 3 on interval graphs by combining it with the previous two lemmas, as follows.
Corollary 12. Let (G, s) be an instance of Firefighter Reserve Deployment such that G is an interval graph. There is an optimal strategy for the Firefighting-with-Reserve game on (G, s) that, in each time step t ≥ 1, protects the f l leftmost vertices that neighbor u and the f r rightmost vertices that neighbor v, for an appropriate choice of f l and f r , where u and v are the leftmost and rightmost vertex respectively that burn at the start of time step t.
Corollary 12 is not only helpful to identify which vertices to choose before the last line of defense, but also to identify the last line of defense itself. In an interval graph, every minimal separator is a clique, which in turn corresponds to a point on the real line. Hence, the rightmost minimal separator of the two that we need to choose consists of all intervals containing the right endpoint of some other interval. Consequently, we can avoid guessing the minimal separators that make up the last line of defense, and use a unified approach instead. Consider the following table: A(s l , s r , u l , u r , f ) is the maximum number of vertices that can be protected if s l is the leftmost interval that is on fire, s r is the rightmost interval that is on fire, u l is the rightmost interval not ending to the right of the right endpoint of s l that is unburned and unprotected, u r is the leftmost interval not ending to the left of the left endpoint of s r that is unburned and unprotected, and f is the size of the reserve. We also allow u l and u r to be the special symbol ⊥ to signify that the fire is contained on the left respectively the right side of the graph. If u l =⊥ = u r , then we set
In the formula, s l is the ( f l + 1)-th leftmost unburned interval intersecting the left endpoint of s l . This interval can be computed from u l . Similarly, s r is the ( f r + 1)-th rightmost unburned interval intersecting the right endpoint of s r , which can be computed from u r . If s l does not exist, we set u l to ⊥ and s l to s l . Otherwise, we set u l to the rightmost nonneighbor of s l ending to left of s l . If s r does not exist, we set u r to ⊥ and s r to s r . Otherwise, we set u r to the leftmost non-neighbor of s r starting to the right of s r .
If say u l =⊥ = u r , the formula simplifies to
where the meaning of s r and u r is the same as before. A similar formula can be given in case u l =⊥= u r . Finally, for any s l , s r , f , we set A(s l , s r , ⊥, ⊥, f ) to the number of vertices in the connected components of G \ (X l ∪ X r ) that do not contain s, where X l is the set of vertices intersecting the left endpoint of s l and X r is the set of vertices intersecting the right endpoint of s r .
We now compute p * = A(s, s, u l , u r , 1), where u l is the leftmost neighbor of s and u r is the rightmost neighbor of s.
Then there is a strategy that saves p * vertices of G.
The correctness of the algorithm follows from Lemma 9 and Corollary 12. Since the table A has five indices that each take at most n different values and since an entry of A is a maximum over at most two numbers that each take at most n different values, the algorithm takes O (n 7 ) time. 2
Permutation graphs
In this section we show that Firefighter Reserve Deployment, and thus Firefighter, can be solved in polynomial time on permutation graphs. Let (G, s) be an instance of Firefighter Reserve Deployment such that G is a permutation graph.
Since permutation graphs are AT-free, the last line of defense of any optimal strategy can be expressed as the union of at most two minimal separators by Lemma 9. Permutation graphs have O (n 2 ) minimal separators [22] .
A permutation graph with respect to a permutation π can be represented by a permutation diagram as follows: The diagram has two horizontal parallel rows drawn in the plane. The upper row has n specific points, labeled from left to right with integers 1 to n in their natural order, and the lower row has n specific points labeled from left to right with these integers in the order given by π . For each integer i between 1 and n, draw a straight line segment between the occurrence of i in the upper row and the occurrence of i in the lower row. Now it is easy to see that two vertices are adjacent if and only if their line segments cross each other. Permutation graphs can be recognized in linear time and a permutation diagram of a permutation graph can be computed in linear time as well [23] . It will be helpful to keep the idea of a permutation diagram in mind in the following proofs (even though we do not use it explicitly).
We need the following notions. Let G be a permutation graph on n vertices for permutation π . Then vertex j lies to the left of vertex i if j < i and j appears before i in π . Given a set S ⊆ V (G), a vertex is to the left of S if it is to the left of every vertex in S. We use F l (i) to denote the set of vertices that lie to the left of vertex i, and F l (S) to denote the set of vertices that lie to the left of S ⊆ V (G). Similarly, a vertex j is said to be to the right of vertex i if i < j and j appears after i in π ; given a set S ⊆ V (G), a vertex is to the right of S if it is to the right of every vertex in S. We use F r (i) to denote the set of vertices that lie to the right of vertex i, and F r (S) to denote the set of vertices that lie to the right of S ⊆ V (G). We use F (S) to denote F l (S) ∪ F r (S) for any S ⊆ V (G). Note that by definition, for any S ⊆ V (G), the vertices of F (S) are neither in S nor do they neighbor any vertex of S. Given a set S of vertices, we call the set of leftmost vertices of S the set consisting of the two vertices arg min i∈S i and arg min i∈S π(i). Similarly, we call the set of rightmost vertices of S the set consisting of the two vertices arg max i∈S i and arg max i∈S π(i).
For the sake of the lemma, we define F (∅) = V (G). Note also that no vertex is burning at the start of time step 0. Lemma 14. Let (G, s) be an instance of Firefighter Reserve Deployment such that G is a permutation graph. Consider any strategy for the Firefighting-with-Reserve game on (G, s). At the start of time step t ≥ 1, let L t denote the set of leftmost vertices of the set of vertices that are burning and let R t denote the set of rightmost vertices of the set of vertices that are burning. Then any vertex that is not in F (L t−1 ∪ R t−1 ) is either burning or protected. Moreover, any vertex that neighbors a burning vertex and that is neither burning nor protected at the start of time step t is in N(
Proof. We apply induction. The statement is true at time step t = 1, because L t−1 ∪ R t−1 = ∅ and thus F (L t−1 ∪ R t−1 ) = V (G), and because L t ∪ R t = {s}. Now assume inductively that the statement is true at the start of time step t − 1. By the induction hypothesis, all vertices that start burning in time step t − 1 are in N(L t−1 ∪ R t−1 ) ∩ F (L t−2 ∪ R t−2 ). Note that any vertex that is not in F (L t−1 ∪ R t−1 ) is either not in F (L t−2 ∪ R t−2 ), or in N(L t−2 ), or in N(R t−2 ). In the first case, it follows by induction that the vertex is either burning or protected; in the last two cases, it follows from the fact that the vertices in L t−2 and R t−2 respectively burn that the vertex is either burning or protected. To see the second part of the statement, observe that any vertex neither burning nor protected thus is in F (L t−1 ∪ R t−1 ). At the same time, any vertex that neighbors a burning vertex cannot be in F (L t ∪ R t ). Hence, any vertex that neighbors a burning vertex and that is neither burning nor protected at the start of time step t is in N(L t ∪ R t ) ∩ F (L t−1 ∪ R t−1 ). The lemma follows. 2 Lemma 15. Let (G, s) be an instance of Firefighter Reserve Deployment such that G is a permutation graph. Let S 1 , . . . , S k be an optimal strategy for the Firefighting-with-Reserve game on (G, s). At the start of time step t ≥ 1, let R t denote the set of rightmost vertices of the set of burning vertices. Let X denote the set of vertices in N(R t ) ∩ F (R t−1 ) ∩ t i=1 S i that do not neighbor any burning vertex in time step t − 1, . . . , 0. Then S 1 , . . . , S k is also an optimal strategy for the Firefighting-with-Reserve game on (G, s), where S i = S i \ X for all i = t and S t consists of S t \ X and, for some integer with 0 ≤ ≤ |X|:
• the set Y of vertices i in N(R t ) ∩ F (R t−1 ) for which i is largest, and
Proof. First, observe that S 1 \ X, . . . , S t−1 \ X, S t ∪ X, S t+1 , . . . , S k is also an optimal strategy, because we can keep the firefighters to be placed on the vertices of X in the reserve until time step t. We now describe an iterative procedure to improve X . Assume that X = Y ∪ Z for every choice of . Consider vertices i = arg max i ∈(N(R t )∩F (R t−1 ))\X i and j = arg max j ∈(N(R t )∩F (R t−1 ))\X π( j ). Note that i and j are properly defined unless X = N(R t ) ∩ F (R t−1 ), in which case Y ∪ Z = X for some choice of , a contradiction. If there is no vertex i ∈ X such that i < i and π(i ) < π( j), then there is a choice of such that X = Y ∪ Z , a contradiction. So suppose that there is indeed a vertex i ∈ X such that i < i and π(i ) < π( j). Using Lemma 14, note that the set of unburned neighbors of i at time step t + 1 is a subset of the set of unburned neighbors of i ( j) at time step t + 1, because both i ( j) and i are in N(R t ) ∩ F (R t−1 ) but i < i (π (i ) < π( j)). Hence, we can replace i by i or j and save at least as many vertices. By performing this procedure iteratively, we eventually end up in the situation that X = Y ∪ Z for a suitable choice of . Hence, S 1 , . . . , S k saves at least as many vertices as S 1 , . . . , S k , and thus is also optimal. 2 An analogous lemma can be proved for the set of leftmost vertices of the set of burning vertices. By Lemma 10, any unburned vertex that neighbors a burning vertex in fact neighbors L t or R t . By Lemma 11, we only need to protect the 'leftmost' or 'rightmost' neighbors of L t and R t respectively. Hence, we can strengthen Corollary 3 on permutation graphs by combining it with the previous two lemmas, as follows. (G, s) be an instance of Firefighter Reserve Deployment such that G is a permutation graph. There is an optimal strategy for the Firefighting-with-Reserve game on (G, s) that, in each time step t ≥ 1, protects:
Corollary 16. Let
for which π(i) is smallest and that were not part of the previous set,
for which π(i) is largest and that were not part of the previous set, for an appropriate choice of f l , f r , l , r , where L t denotes the set of leftmost vertices of the set of vertices that are burning and R t denotes the set of rightmost vertices of the set of vertices that are burning at the start of time step t.
Using this corollary, we can prove the following theorem. Compute all minimal separators of G in polynomial time [22] , and add two dummy separators: one that lies to the left of all vertices and one that lies to the right of all vertices. For every pair of minimal separators X l , X r of G we do the following. We fill a table A, where A(L, L −1 , R, R −1 , f ) is the maximum number of vertices (including X l ∪ X r ) that can be protected if L is the set of leftmost vertices of the set of burned vertices, L −1 is the set of leftmost vertices of the set of burned vertices at the previous time step, R and R −1 are defined similarly with respect to the rightmost vertices, and f is the size of the reserve. We also allow L and R to be the special symbol ⊥ to signify that the fire is contained on the 'left side' respectively the 'right side' of the graph. If L =⊥ = R, then we set
where:
• X l = X l ∩ F l (L −1 ) ∩ N(L) -these are the vertices of X l that must be protected at the current time step; • Y l is the set of l vertices in (F l (L −1 ) ∩ N(L)) \ X l whose top endpoint is leftmost;
, unless no vertices of X l lie strictly to the left of L, in which case L =⊥;
-these are the vertices of X r that must be protected at the current time step; • Y r is the set of r vertices in (F r (R −1 ) ∩ N(R)) \ X r whose top endpoint is rightmost; • Z r is the set of f r − r vertices in (F r (R −1 ) ∩ N(R)) \ X r whose bottom endpoint is rightmost; • R is the set of rightmost vertices of N(R) − X r − Y r − Z r , unless no vertices of X r lie strictly to the right of R, in which case R =⊥;
We assume that f − |X l | − |X r | ≥ 0, or we set the table entry to −∞.
As in the algorithm for interval graphs, the formula simplifies if L =⊥ or R =⊥. In the former case (L =⊥), it is:
where the meaning of X r , R , and R −1 is the same as before, and we assume that f − |X r | ≥ 0 or we set the table entry to −∞. In the latter case (R =⊥), the formula is similar. Finally, we set A(⊥,
We now compute p( X l , X r ) = A({s}, ∅, {s}, ∅, 1). Then there is a strategy that saves p( X l , X r ) + r( X l , X r ) vertices, where r( X l , X r ) = |F l (X l )| + |F r (X r )| is the number of rescued vertices when X l ∪ X r constitutes the last line of defense. Finally,
where the maximum is over all minimal separators of G (including the two dummy ones).
The correctness of the algorithm follows from Lemma 9 and Corollary 16. Since the number of minimal separators of a permutation graph is O (n 2 ) and they can be enumerated in polynomial time [22] , the algorithm runs in polynomial time. 2
Unit disk graphs
As mentioned in Section 1, Firefighter is NP-hard on trees (even of maximum degree 3). This immediately implies that the problem is NP-hard on circle graphs and disk graphs, which both form a superset of trees. On the positive side, we showed in Section 4 that Firefighter can be solved in polynomial time on interval graphs, and hence, also on unit interval graphs. In this section, we show that Firefighter is NP-hard on unit disk graphs, which form a superset of unit interval graphs and a subset of disk graphs.
Before we formally prove the main result of this section, we briefly observe that a direct reduction from Firefighter on trees (as for the proof of NP-hardness on disk graphs) does not work, because not every tree (even of maximum degree 3) is a unit disk graph. Indeed, there are even binary trees that are not unit disk graphs; for example, a full binary tree of diameter (for sufficiently large) is not a unit disk graph, because it has a set of (2 ) pairwise non-adjacent vertices whereas an area bound shows that any set of pairwise non-adjacent vertices of any unit disk graph of diameter has size at most O ( 2 ). Therefore, we need a more involved reduction.
To describe the reduction, we require some additional definitions and results. First, we need a special embedding of a low-degree tree in the plane. A planar embedding of a graph G is an assignment of closed curves in the plane to each edge of G such that a) no two curves intersect except possibly at their ends; b) for each v ∈ V (G) there is a unique point in the plane such that the set of all curves meeting at this point corresponds precisely to the set of edges incident to v. A rectilinear embedding of a graph is a planar embedding where all curves consist of horizontal and/or vertical line segments. The number of bends of an edge in a rectilinear embedding is the number of times the curve switches from a horizontal to a vertical segment or vice versa. Lemma 18. Every tree T of maximum degree 4 on n vertices has a rectilinear embedding such that each edge has length exactly n and at most one bend. Moreover, such an embedding can be found in linear time.
Proof. Root T at an arbitrary leaf r. Given a vertex v ∈ V (T ), let T v denote the subtree of T rooted at v (note that v ∈ V (T v )) and let C v denote the set of children of v. Let L denote the set of non-root leafs of T , i.e. L contains all leafs of T except r. Use a pre-order (or depth-first) traversal of T starting at r to number the vertices of L from 1 up to |L| in order of appearance in this pre-order traversal; let b(u) denote the number assigned to a leaf u. From the description of the algorithm, it is immediate that each edge has length exactly n and at most one bend. Moreover, the algorithm only relies on pre-order and bottom-up tree traversals where each 'vertex visit' takes constant time, and thus the algorithm runs in linear time.
It remains to show that we indeed obtain a rectilinear embedding. To this end, we claim that for any v ∈ V (T ), Since we used a pre-order traversal to number the vertices of L, this implies that for any v ∈ V (T ) \ L, the columns in which its children were embedded are pairwise disjoint. Moreover, for each v ∈ V (T ) \ L and each c ∈ C v , it follows from the claim that 0 ≤ |b(v) − b(c)| ≤ |L| < n, and thus the y-coordinate of c is less than the y-coordinate of v. Therefore, the algorithm indeed produces a rectilinear embedding. 2
The operation of splitting a vertex v is to create a new vertex v and add edges such that N [v] = N[v ] (note that, in particular, v and v become adjacent). We then call v and v (true) twins. The k-split of a vertex v is obtained by splitting v iteratively k times; the resulting clique that contains v and the k new vertices is called the split of v. The operation of k-subdividing an edge (u, v) is to remove (u, v) and to add k new vertices w 1 , . . . , w k such that w i is adjacent to w i+1 for i = 1, . . . , k − 1, w 1 is adjacent to u, and w k is adjacent to v.
We are now ready to prove the NP-hardness result.
Theorem 19.
Firefighter is NP-hard on unit disk graphs.
Proof. To prove that Firefighter is NP-hard, we show that the corresponding decision version is NP-complete. The decision version is, given a graph G, a vertex s of G, and an integer k, to decide whether there is a strategy for the Firefighting game on (G, s) such that at least k vertices are saved. The decision version of Firefighter is indeed in NP, even if G is a unit disk graph, because we can use the strategy as a witness and apply Lemma 1 to verify that the strategy saves at least k vertices.
To prove that the decision version of Firefighter is NP-hard, we reduce from the decision version of Firefighter on trees of maximum degree 3, which is known to be NP-hard [4] . Let (T , s, k) be an instance of this problem, where T is a tree, s a vertex of T , and k an integer. The idea is to subdivide each edge a suitable number of times, and then adapt the resulting tree such that the nature of the optimal solution to the problem is unchanged. We then use the embedding given by Lemma 18 to show that the constructed graph is in fact a unit disk graph.
Let n = |V (T )| + 1. Create a new vertex r and make it adjacent to s. Let T denote the resulting tree; note that T has maximum degree 4. Root T at r. Then each vertex of T has a unique parent in T . For each vertex u ∈ V (T ), we call the edge in T between u and its parent the parental edge of u. Note that each edge of T is uniquely assigned to a vertex in this manner. We (2n − 1)-subdivide each edge of T . Call the resulting tree T . For each u ∈ V (T ), let w u 1 , . . . , w u For the converse, consider an optimal strategy for (G, r) and suppose that it saves at least k vertices. Let P be the set of vertices u for which the strategy protects all vertices of w u 1 . By the construction of G, P yields a valid strategy for (T , s). Suppose that this strategy saves at most k − 1 vertices on (T , s). By the preceding claim, we may assume that there is an optimal strategy for the Firefighting game on (G, r) that protects no vertices of the split of w u 2 , . . . , w u 2n−1 for any u ∈ V (T ), and protects vertices of the split of at most one vertex x ∈ V (T ). Moreover, in the best case, the strategy is such that if the strategy protects at least one vertex of the split of w 1 u for some u ∈ V (T ), then it protects all vertices of the split of w 1 u . But then the strategy can save at most (k − 1)4n(2n − 1) + (k − 1)2n + 4n vertices, which is less than k . This is a contradiction.
It remains to prove the second crucial claim, namely that G is a unit disk graph. Claim 4. G is a unit disk graph.
Proof. In order to prove this, we apply Lemma 18 to T . Note that each vertex in this embedding has integer coordinates and that the bends occur at integer coordinates, and thus the embedding is a subset of suitably large grid. Now multiply all coordinates by 2. This means that each edge of the embedding has length exactly 2n, and that the embedding still is a subset of a grid. We can then embed T by placing its vertices on the grid points touched by the embedding of T . Observe that each edge in this embedding of T has length exactly 1, and each nonedge has length at least √ 2 > 1 due to the multiplication by 2 we did before (the L 1 distance became at least 2, and thus the Euclidean distance is at least √ 2). But then T is a unit disk graph, as we can just place unit disks at the points of the grid where vertices of T are placed in the constructed embedding. Splitting a vertex v of a unit disk graph can be done by duplicating the unit disk corresponding to v (i.e. we center the new disk at the same point as where the disk corresponding to v is centered). It then follows from the construction of G that G is a unit disk graph.
This completes the proof of Theorem 19. 2
Note that the proof naturally extends to other unit geometric objects, such as unit squares.
Concluding remarks
Although the Firefighter problem is NP-hard on even very restricted trees, our positive results in this paper show that we should seek to determine where its tractability border lies. A natural question, following the results on interval and permutation graphs, is whether Firefighter is polynomial-time solvable on common supersets of these graph classes, like AT-free graphs, or a graph class that is a superset of interval graphs and a subset of AT-free graphs, like co-comparability graphs.
The NP-hardness result on trees immediately implies that Firefighter is NP-hard on chordal graphs, circle graphs, polygon-circle graphs, interval filament graphs, and disk graphs, since these are superclasses of trees. This list contains several superclasses of co-comparability graphs. This makes the computational complexity of Firefighter on co-comparability graphs an intriguing open question.
