Introduction
We present results about spaces holomorphic of functions associated to the classical Dirichlet space. The spaces we consider have roles similar to the roles of H 1 and BM O in the Hardy space theory and we will emphasize those analogies.
Definitions and background information are in the next section. The sections after that contain results about the spaces and the functions in them. Most of the results are new but some are not; however it seemed useful to present all of them together. In the brief final section we mention some questions.
Background
We begin by defining the Dirichlet and Hardy spaces in ways that emphasize the analogy between them. General background references for the Hardy space theory include [G] , [D] , and [N] ; further information about the Dirichlet space is in [Ro] and [W2] .
The Dirichlet space D is the Hilbert space of holomorphic functions f = ∞ n=0 a n z n on the unit disk D for which
The D inner product of f and g = ∞ n=0 b n z n is given by
The Hardy space H 2 is the Hilbert space of holomorphic functions on the unit disk for which There are fundamental differences between the functional analytic and function theoretic results for these spaces but there are also intriguing analogies, some of which we will see below.
Associated to the Hankel bilinear forms which we will consider in Section 6 are "weakly factored" function spaces which we now define; see [A] , [ARSW] , [CFR] , and [CV] for other instances of this construction. Define the weakly factored space D ⊙ D to be the completion of finite sums h = f j g j using the norm
In particular if f ∈ D then f 2 ∈ D ⊙ D and
The spaces H
2 ⊙H 2 is defined analogously using the norm of H 2 . It is an immediate consequence of the inner-outer factorization for Hardy space functions that H 2 ⊙ H 2 = H 1 . We also introduce a variant of D ⊙ D. Define the space ∂ −1 (∂D ⊙ D) to be the completion of the space of functions h such that h ′ can be written as a finite sum, (∂f i ) g i ), with the norm
We say that a positive measure µ supported on the closed disk is a Carleson measure for D, µ ∈ CM (D) , if there is a C > 0 so that for all f ∈ D
The smallest such C is the Carleson measure norm of µ, µ CM (D) . The set of measures CM (H 2 ) is defined and normed analogously. The measures in CM (D) were first characterized by Stegenga [S] using capacity theoretic conditions. Measure theoretic characterizations can also be given, for instance in [ARS2] .
Recall that among the equivalent definitions of BM O is that f is in BM O exactly if
We next introduce the space X which plays a role in the Dirichlet space theory analogous to the role of BM O in the Hardy space theory. We say f ∈ X if
We denote the closure in X of the space of polynomials by X 0 . Finally we define the multiplier spaces. For a space of holomorphic functions X the multiplier space, M(X), is the space of functions f for which multiplication by f is a bounded map of X into itself. The space is normed by the norm of the multiplication operator. It is a result going back to Setgenga [S] that M(D) = H ∞ ∩ X ; here H ∞ is the space of bounded holomorphic functions on the disk. The analogous result M(H 2 ) = H ∞ ∩ BM O also holds but it is never presented that way because H ∞ ⊂ BM O. Here is a summary of relations between the spaces. The duality pairings are with respect to the Dirichlet pairing ·, · D .
Proof discussion. As we mentioned (3) is proved in [S] . A result essentially equivalent to ∂ −1 (∂D ⊙ D) * = X was proved by CoifmanMuri [CM] using real variable techniques and in more function theoretic contexts by Tolokonnikov [To] and by Rochberg-Wu [RW] . An interesting alternative approach to the result is given by Treil and Volberg in [TV] . In [W1] it is shown that X * (2) is proved in [ARSW] and when that is combined with the other results we obtain (1) and (4).
Statement (2) of the theorem is the analog of Nehari's characterization of bounded Hankel forms on the Hardy space, recast using the identification H 2 ⊙H 2 = H 1 and Fefferman's duality theorem. Item (1) is the analog of Hartman's characterization of compact Hankel forms. Statement (4) is similar in spirit to the weak factorization result for Hardy spaces given by Aleksandrov and Peller in [AP] where they study Foguel-Hankel operators on the Hardy space.
Given the previous theorem it is easy to check the inclusions
which we will use later.
Size
In this section we obtain norm and pointwise estimates for the functions in D ⊙D and X . We begin by recalling the basic results for the Dirichlet space.
For ζ ∈ D define functions δ and L by
Recall [G, Section 1.1] that the pseudohyperbolic metric, ρ, on the disk is given by ρ(ζ 1 , ζ 2 ) = ζ 1 − ζ 2 1 − ζ 1 ζ 2 and satisfies 0 ≤ ρ < 1. The hyperbolic distance, β, is given by
On subsets of D × D on which ρ ≤ c < 1 we have ρ ∼ β. However for highly separated points we have estimates such as β(0, ζ) ∼ L(ζ) as |ζ| → 1. For ζ ∈ D the reproducing kernel (for D), which is characterized by the property that for f ∈ D, ζ ∈ D we have f (ζ) = f, k ζ , is given by the formula
One has that for ζ,
The first two are straightforward. For the third we introduce the spaceD of functions in D which vanish at the origin and which is normed by
The reproducing kernels forD are the functionsk ζ (z) = − log 1 −ζz . We have
The passage from the first line to the second uses the fact that replacing f (z) by f (z) − f (0) gives a better competitor for calculating the first supremum. The passage to the third line uses the fact that the identity map is a bounded invertible map of {f ∈ D, f (0) = 0} toD. The equality in (3.5) is a computational identity, see [G, Section 1.1] , and the final line is obtained using (3.1).
If ρ ≤ c < 1 then we have ρ ∼ β and the desired estimate can be seen from from (3.6). For ρ ∼ 1 we estimate using the last line.
From these estimates follow pointwise estimates for f ∈ D;
In such estimates will refer to the fact that the left side is dominated by the right as the upper estimate, the other as the lower estimate.
We now give estimates for k ζ ,∂ ζ k ζ and related functions in X and D ⊙ D. We omit rewriting them in the forms such as (3.8), (3.9), and (3.10).
For θ > 0 we have
The implied constant here may depend on θ. (3) (a relatively large function in X )
The function H(z) defined by
satisfies both H X < ∞, and (3.18)
1). (4) (norms of monomials)
For n = 1, 2, ...,
Proof. We first note that the estimates (3.2), (3.3) and (3.4) imply the upper estimates in (3.11), (3.12), and (3.13). More precisely if one starts with a representation h = f j g j of h ∈ D ⊙ D which is almost optimal and then applies the estimate (3.8) to all of the f ′ s and g ′ s we find |h(ζ)| L(ζ) h D⊙D . Taking note of the fact that (D ⊙ D) * = X this gives the upper estimate in (3.11). If we start with the same representation of h, compute h ′ and apply the estimates (3.8) and (3.9) we conclude
This gives the upper estimate for a functional in the dual space, this time the upper estimate in (3.12). Similarly, we obtain (3.13) by showing that for a unit vector h ∈ D ⊙ D we have a good estimate for |h(ζ 1 ) − h(ζ 2 )|. Using the identity
we see that we can write h = h
We apply (3.4) to the first factor on the right and (3.2) to the terms inside the braces and obtain
Summing with respect to j gives the desired estimate for h.
We now consider the corresponding lower estimates. Note that k ζ (ζ) ∼ L(ζ). Using the upper estimate in (3.11) and duality we have
Comparing the right side and the left we obtain the lower estimate in (3.15). With that estimate in hand we compare the left side with the fourth term and obtain the lower estimate in (3.11).
We now prove the upper estimate for (3.17) as a separate lemma.
Lemma 1. Pick and fix θ > 0 and ζ ∈ D. Define
Proof of Lemma. We will use the auxiliary function Λ,
The constant 3i insures Im (Λ) > 1 and in particular we can work freely with powers of Λ. Set
We will obtain the upper estimate in (3.17) using
Without loss of generality we assume ζ is real and positive. We only need to consider the case of ζ close to 1. Set ζ = 1 − γ and z = 1 + w, hence γ ∼ δ = δ(ζ) and 1 −ζz = γ − w + γw. We compute
For n = 1, 2, ... we set R n = D ∩ w : 2 n−1 γ ≤ |w| ≤ 2 n γ and denote by n 0 the largest n for which R n = φ; thus n 0 ∼ |log δ| . For z ∈ R n , 1 ≤ n ≤ n 0 , we have
Taking the second of those estimates into account we have
Next we estimate each integral using (3.23) or (3.24) and the fact that Area(R n ) 2 2n γ 2 ∼ 2 2n δ 2 . We continue with
where A is the largest integer for which 2 A √ γ < 1. Thus
Using (3.25) and (3.26) in (3.22) and recalling that L(ζ) ∼ |log δ(z)| completes the proof of the lemma.
We now have the upper estimates for (3.12) and (3.17). Next pick and fix θ > 0 and ζ ∈ D. Recalling the duality of D ⊙ D and X we have
which, given the upper estimates, forces the corresponding lower estimates. We move to estimates for norms in D ⊙ D. First we consider (3.14). By (2.1)
it is enough to show that k
. We argue as in the previous lemma. Continuing the notation from that lemma we have
for some positive constant c 1 , c. Recalling the relationship between δ and L completes the proof of the upper estimate for (3.14).
The upper estimate for (3.15) is an immediate consequence of (2.1) and (3.2). The lower estimate is a consequence of the upper estimate for (3.11), duality and the computation
For (3.16) one checks that
The upper and lower estimates (3.16) now follow from those in (3.17). We now establish (3.18) and hence also the lower estimate for (3.16). If µ is a positive measure supported on [1/2, 1] which satisfies
. [ARS] . In particular the measure on [1/2, 1] given by
is in CM (D) . Hence by Theorem 5 below we know that H X < ∞. Next we estimate H(ζ) for ζ ∈ (.9, 1). Pick and fix ζ.
Hence we can continue our estimate of H(ζ) with
as required.
To obtain the upper estimate in (3.19) note that z
To obtain the upper estimate in (3.20) we compute the Carleson measure norm of the measure dµ = |f ′ | 2 dxdy for the function f (z) = z n . The measure only depends on |z| hence the norm is the maximum of the quantities
, k = 0, 1, 2, ... Doing the integration yields A k ∼ n/ (k + 1) (n + k + 1) which has a maximum n/ √ n + 1 ∼ √ n at k = 0.These two upper estimates imply the two lower estimates because n ∼ z n , z
Remark 1. There is an alternative approach to the upper estimate in (3.14), the growth estimates for f ∈ X . If f ∈ X then for k = 0, 1, 2, ...
This computation gives both the starting and inductive step in showing
Using those estimates we see that if ε is small we can sum the series for g = exp (εf ) and conclude that g ∈ D. The upper estimate in (3.14) follows from applying (3.8) to the function g ∈ D.
Coefficients
The norm of a function in D is unchanged if each Taylor coefficient is replaced by its modulus. This has consequences for the Taylor coefficients of functions in D ⊙ D and those in X .
Theorem 3. We have
Proof. The first statement is a direct consequence of the definitions and the comment before the theorem. The second follows from the first and the duality statement; item (2) in Theorem 1.
We will call a sequence of positive integers n 1 < n 2 < ... lacunary if there is a q > 1 so that ∀k, n k+1 /n k > q and we say that a function d(z) = d n z n has a lacunary poser series if {n : d n = 0} is a lacunary sequence.
As we note in the proof, parts of the following theorem were first obtained by Brown and Shields [BS] building on earlier work by Taylor [T] .
Theorem 4. We have
has a lacunary power series; then the following are equivalent:
Proof. By the first part of the previous theorem it suffices to prove the first statement for a power series with positive coefficients, a(z) = a n z n , a n ≥ 0. In that case we know a(x) ≥ 0 for 0 ≤ x < 1. Select a positive measure µ supported on the interval (0, 1) with the property that µ((x, 1)) ∼ (log (1 − x)) −1 . Such a measure will be a Carleson measure for D. Hence a → adµ is a bounded linear functional on D ⊙ D (Proposition 1 below). We also have
Thus a ≥ C adµ ≥ C ′ a n 1 + log(n + 1) .
Part (2a) follows from part (1) together with part (2) of the previous theorem. The statement (2b) is a result of Brown and Shields. Although they use different language they prove (2b) on page 299 of [BS] . We turn to (3). By the inclusions (2.3) we have (3a) =⇒ (3b) =⇒ (3c) =⇒ (3d). Proposition 20 of [BS] is the statement that for lacunary series (3c) =⇒ (3a). To finish we show that (3d) =⇒ (3c). Suppose d(z) is given by a lacunary series and is in D ⊙ D. We want to show d ∈ D. Because D is a Hilbert space it suffices to have good estimates of | d, h | for h ∈ D, h = 1. If we replace h by j which has the same Taylor coefficients as h for the indices for which d n = 0 and has its other coefficients 0 then we have both d, h = d, j and j ≤ h . Hence it suffices to estimate | d, j | . Using the fact that (3c) =⇒ (3a), the inclusions (2.3), and item (2) of Theorem 1 we have
Hence d, which we assumed was in D ⊙ D pairs with j with the appropriate estimates.
To prove (4) note that by (3) given any sequence {g n } n∈N with n∈N n |g n | 2 = 1 the function g = g n z n is in X with uniformly bounded norm. Pairing g with f and taking the supremum over g gives the conclusion.
Part (2a) of the theorem rests on the fact that Carleson measures supported on the interval (0,1) are easy to characterize. Part (2b) of the theorem rests on the fact that it is easy to characterize the measures µ for which the natural densely defined inclusion of D into L 2 (µ) extends to a map in the Hilbert Schmidt class; see the second part of Theorem 8 below.
With one exception these results are analogous to Hardy space results. Part (1) is the analog of Hardy's inequality which states that if a ∈ H 1 then |a n | / (n + 1) < ∞. The duality of H 1 and BM O then gives an analog of (2a). Statement (2b) is the analog of the fact that the Hilbert space D is contained in BM O, a standard result which can be given a simple proof by adapting the proof of (2b) in [BS] . Statement (3) is the analog of the basic Littlewood-Paley result for the Hardy spaces: if f (z) has a lacunary power series and is in one of the spaces H p , p > 0, or BM O then it is in all of them. This is where there is a small exception to the general analogy. It is straightforward that having f in H 2 with a lacunary power series does not force f ∈ H ∞ and it is equally straightforward that if such an f is in D then it is bounded. The final statement is the analog of Paley's theorem that if f ∈ H 1 and N is a lacunary set then n∈N |f n | 2 < ∞.
Carleson Measures and Interpolation

Carleson Measures. We will say µ is a Carleson measure for
Proof. This follows immediately from the definitions, (2.1), and the Cauchy-Schwarz inequality.
One can also ask for which complex measures D f dµ will be bounded; that is, when are there estimates
The answer is the same in both cases. Given a finite complex measure µ define its Dirichlet projection P Dμ (w) by
(Hereμ is the complex conjugate of the measure µ.) Proof. To obtain the first statement compute with monomials to check that D f dµ = f, P B µ and then invoke part (2) of Theorem 1. If P D µ ∈ X then, evaluating (5.1) on the function f 2 and taking note of (2.1) we see that (5.2) holds. Finally we note that if µ is given and (5.2) holds then so does (5.1). The reason is that, again,
is the real part of a function in X . (We are using the branch of arg for which |arg(ζ)| ≤ π.)
Proof. By bringing absolute values inside the integral we see that µ satisfies (5.1). Hence P Dμ ∈ X . Using the fact that µ is real we find B µ = Re (−iP Dμ + C) for come constant C, as required. 
Let R be the restriction map which takes a holomorphic function f to its sequence of values on Z, {f (z i )} . The sequence Z is said to be an interpolating sequence for D if R is a bounded map of D into and onto l 2 (µ Z ) and an interpolating sequence
; if the map is surjective we say Z is an interpolating sequence for M (D) . Walking through the definitions shows that if R is bounded on either D or D ⊙ D then we must have that
so it is not necessary to specify further.) Also, in order for interpolation to be possible the points of Z must maintain an appropriate distance from each other. We will say Z is separated if there is a C > 0 so that for all i, j, i = j Proof. The equivalence of the first three statements was shown in manuscripts circulated by Marshall-Sundberg [MS] and by Bishop [Bi] . The first published proof is due to Böe [Bo] . Our contribution is the equivalence of the last statement.
To show this we first note that if (5.3) holds then R maps D ⊙ D boundedly into l 1 (µ Z ). To see that the map is onto, suppose α = {α i } ∈ l 1 (µ Z ) and we wish to find f ∈ D ⊙ D with f (z i ) = α i , i = 1, 2, ... Consider sequences β and γ defined, for i = 1, 2, ... by
and note that β and γ are in l 2 (µ Z ). If (5.3) and (5.4) are satisfied then by the second statement Z is an interpolating sequence for D. Hence we can find b and g in D so that for all i, b(z i ) = β i , g(z i ) = γ i . The function f = bg is the function in D ⊙ D that we require.
In the other direction, suppose Z is an interpolating sequence for D ⊙ D. We have noted that if R is into then (5.3) holds. To finish we show that having R be onto with the natural norm estimates forces Z to satisfy (5.4). Pick x, y ∈ Z, x = y. Suppose β(0, x) ≤ β(0, y) Because Z is an interpolating sequence we can find f ∈ D ⊙ D with f (x) = 0, f (y) = L(y) and f D⊙D = O(1). We now use (3.13).
Hence β(0, y) ≤ Cβ(x, y), as required. . Matrices of this form, the (i, j) entry is a function of i + j, are called Hankel matrices. Straightforward functional analytic considerations show that the space of b for which the form is bounded is exactly the space H 2 ⊙ H 2 * . (Such an argument is given in detail in, for instance, [ARSW] ). When this is combined with Fefferman's identification of is in the Schatten class S p if and only if b is in the diagonal Besov space B p . These ideas are presented systematically in [P] and [N] , here we just recall a few specifics. The class S 2 is the Hilbert-Schmidt class; it consists of bilinear forms with the property that their matrix entries with respect to some, and hence every, orthonormal basis are square summable. The class S 1 is the trace class; it consists of bilinear forms K which can be written as K = α i R i where the R i are bilinear forms of norm one and rank one and the sequence of scalars {α i } is absolutely summable. The Besov space B 2 coincides with the Dirichlet space D. The Besov space B 1 is defined by condition (6.1) below. We have:
( 1 6.2. The Dirichlet Space. By a Hankel form on the Dirichlet space we mean a form generated by a holomorphic symbol function b through the formula
It is convenient to restrict H b to the subspace of D of functions which vanish at the origin and we do that for the rest of the section. With that restriction there is no loss in assuming b(0) = 0; thus b(z) = 
.
This corresponds to α = β = −1/2 in (6.2), outside the range (6.3). The form considered in [CM] , [To] and [RW] corresponds to α = −1/2, β = 1/2, also outside that range. The boundedness criteria for the forms (6.4) is known and, as expected, the Hilbert-Schmidt criterion is straightforward to obtain. One approach to the proof of the third statement in Theorem 7 is through the use of decomposition theorems. When that approach is used to study trace class membership for H Hardy b one can obtain a necessary condition for membership and a sufficient condition, and the two conditions obtained are the same. However using a similar approach to study H Dirichlet b produces two different conditions. We record those results in the following theorem. They, together with their straightforward consequences by interpolation, are the state of our knowledge. (6.6) 
Proof. The first statement is in [ARSW] .
For the second recall that H b is in S 2 if and only if it has square summable matrix entries. We start with the matrix (6.4) and compute
which is equivalent to the desired condition. The integral condition follows from this together with the facts that the integral in (6.5) equals
The arguments for the first two parts of (3) are adaptations of arguments used to obtain analogous statements for Hankel forms on the Hardy and Bergman spaces; we only present the broad strokes here. One can find such arguments presented in full in [R] or [Z] .
Pick a small parameter ε > 0. Pick a set of points Ω = {ω i } ⊂ D that are hyperbolically separated; β (ω i , ω j ) > ε if i = j; and also so that Ω is relatively thick, ∀z ∈ D inf {β(z, ω i ) :
If ε is sufficiently small then the set of functions
is the image of an orthonormal basis of a Hilbert space under a bounded linear map. This insures that if K is a trace class bilinear form
It is essentially true that (1
This sum is approximately a Riemann sum for the integral (6.6). Using basic modulus of continuity estimates and the flexibility available in the construction of Ω we can construct a similar sum which is a majorant for the integral. That establishes (a). To see that this implication cannot be reversed we consider the functions∂ ζ k ζ (·) and the associated Hankel forms H ζ given by H ζ (f, g) = f g,∂ ζ k ζ . We have
Thus the H ζ are all rank two forms and hence their trace class norms are uniformly comparable to their operator norms. By the first part of this theorem and the estimate (3.12) we conclude that
On the other hand standard estimates show ∂ ζ k ζ B1 ∼ δ(ζ) −1 . Thus H ζ trace class ≁ ∂ ζ k ζ B1 .
We now go to the third part. SetH ζ = L(ζ) −1/2 δ(ζ)H ζ . By the discussion in the preceding paragraph these are forms with uniformly bounded trace class norms. Hence any linear combination of them with absolutely summable coefficients is also in S 1 . In particular, if we select a set Ω meeting the conditions stated earlier and let {α(ω i )} be a function defined on Ω with the property that
then the form K,
ωi , is in S 1 with norm dominated by
To finish this part we invoke the following decomposition result which is a straightforward variation of the results of [Z, Sect 4.5] .
Lemma 2. Suppose ε is sufficiently small. Given a function b which satisfies (6.7) one can find scalars {α(ω i )} so that
The fact that the implication in part (c) cannot be reversed is a special case of statement (d). That statement is based on an observation of Bonami and Bruna [BB, Thm 8] . Suppose b(z) is given by the lacunary series b(z) = c k z 3 k . If 3 k |c k | < ∞ then the matrix entries of H b are absolutely summable and hence H b is in the trace class. On the other hand given ρ as described it is straightforward to select the {c k } so that the summability condition is met but |b ′′ | ρ dxdy = ∞.
Questions
Very little is known about the spaces X and D ⊙ D or the functions in them. Here we mention some questions that seem natural.
We lack a satisfactory intrinsic characterization of the functions in these spaces. We noted that (2.2) is equivalent to the traditional definition of BM O. That definition is based on characterization of BM O functions using certain measures of oscillation. It would be interesting to have a characterization of X based on local oscillation. It would also be interesting to have a representation of functions in D ⊙ D in terms of simple building blocks, analogous to the atomic decomposition of H 1 . There are real and complex interpolation scales with the spaces X and D ⊙ D as endpoints. The duality statements in Theorem 1 and basic facts from interpolation theory insure that the midpoint of those scales will be D. However beyond that very special case the authors do not even have attractive conjectures for the description of the interpolation spaces.
For which b is H b ∈ S p ? Answers to similar questions have often involved Besov spaces. However the results in the previous theorem, particularly for p < 2, suggest that may not be the case here.
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