INTRODUCTION
Heat conductivity is one of the important properties allowing one not only to estimate the possibility of using a material under given conditions, but to obtain information about its mechanical properties. It is well known that plastic deformation of metals is accompanied by heat dissipation. The energy criterion for predicting failure [1, 2] is based on the assessment of the proportion between dissipated energy and deformation energy. In this case, real values of thermal constants of materials are necessary to solve the heat conductivity problem and to evaluate the power of heat dissipation during deformation of materials under quasistatic and cyclic loading conditions [3, 4] .
Nowadays there are a lot of techniques to measure thermal constants of materials. In general, these techniques can be divided into two types: steady-state and transient methods. One is used to determine thermal conductivity directly, requires a relatively large specimen and long measuring times. The other uses small specimens, and the measuring time is a few minutes, but this type of techniques allows only thermal diffusivity to be measured [5] .
The main feature of the technique proposed is the possibility to determine heat conductivity and heat diffusivity simultaneously within the same experiment. In the long term it will allow one to evaluate changes in the thermal constant of metals depending on the amount of plastic strain.
THEORY OF THE METHOD
Let us consider an isotropic, homogenous rectangular specimen of uniform thickness l, which is heated by a point thermal flux q z , with circular Gaussian capacity distribution [6]: 
where q is thermal flux capacity, ω is the distance at which the thermal flux capacity is reduced by a factor of 1/e 2 .
The temperature field evolution can be described by the three-dimension heat conduction equation In the above equation, α is thermal diffusivity, λ is thermal conductivity. Taking into account the boundary condition (4), the Carslaw and Jaeger solution [7] can be written in the following form: 
At the point (0,0,l) the solution (5) can be simplified as 2 2 2 2 2 2 2 2 2
x t e dt is the gamma function.
To define thermal diffusivity α and thermal conductivity λ, we solve the optimization problem (α and λ are optimization parameters) and find the best correspondence between the experimentally obtained temperature evolution of the heated point and theoretical solution (6) .
The accuracy of the proposed method depends on the satisfaction of the following two conditions: the infinity of the specimen in x and y directions and the boundary conditions (4). To satisfy the first condition, the change of temperature at the specimen edge should be close to zero during the entire heating. This condition was monitored by an IR camera and kept during all the experiments. The second one can be estimated by the ratio of heat transfer resistance in the interior of the specimen to the heat transfer resistance between the surroundings and the specimen surface. This ratio is presented by the Biot number Bi=R T H (R T =l/λ is thermal resistance of the specimen with thickness l; H (W/(m 2 ·K)) is the overall heat transfer coefficient). For Bi<<1, heat transfer in the interior of the specimen is more efficient than heat transfer in the surroundings, by convection and radiation [8] . For our experiments, the Biot number can be estimated as follows. The overall heat transfer coefficient H can be expressed as H=h conv +h rad , where h conv is the convective heat transfer coefficient and h rad is the radiative heat transfer coefficient. The estimation of the overall heat transfer coefficient is based on [9] and [10] . For a small temperature rise (ΔT) above room temperature, the radiative heat transfer coefficient for a black specimen is h rad ≈6 W/(m 2 ·K). For a vertical plate surrounded by air at room temperature and under normal atmospheric pressure, the convective heat transfer coefficient is h conv ≈1.5(ΔT/b) 0.25 , where b is plate height. If we take ΔT ≈ 5 ºC and b ≈ 0.05 m, then h conv ≈ 4.7 W/(m 2 ·K) and H ≈ 11 W/(m 2 ·K). According to the assumption that the specimen thickness is l ≤ 0.01 m and that the thermal conductivity of the specimen is λ ≥ 3 W/(m·K), we obtain that the Biot number is Bi<0.04.
Moreover, since the specimen is heated by a point source, the heating area and the changes in the specimen temperature are quite small. Thus, for small time intervals of heating, the heat losses are not so significant.
EXPERIMENTAL CONDITIONS AND DATA PROCESSING
The experimental determination of thermal diffusivity and thermal conductivity was carried out on the titanium alloys specimens, such as VT1-0 (Grade 2), OT4 (Ti-6Al-4V) and OT4-0 (Ti-0.8Al-0.8Mn). The thickness of the specimens was 3 mm for VT1-0 and OT4 and 4 mm for OT4-0. The front surface of the specimen was polished in several stages by abrasive paper (at the final stage of polishing the grit size did not exceed 3 μm). Before starting the experiment, the polished surface was covered by a thin layer of matte black paint.
The temperature evolution of the front specimen surface was recorded by a FLIR SC5000 infrared (IR) camera. The characteristics of the camera are as follows: spectral range 3-5 μm; maximum frame size 320×256 pixels; spatial resolution 10 -4 m; temperature sensitivity 25 mK at 300 K. IR image sequences were recorded with a frame rate of 100 images/s. The rear surface of the specimen was heated by a contact heat source. The temperature evolution was measured by the IR camera at the front specimen surface. The schematic experimental setup is shown in Fig. 1 .
At the beginning of data processing, the first IR image was subtracted from IR images to eliminate the influence of infrared radiation from the camera lens on the real temperature field. Noise filtration was made by a Gaussian filter.
The pixel with maximum temperature was found in the IR image sequence, and the temperature evolution of this pixel was fitted by a curve, which is given by the theoretical solution (6) . The optimization parameters were α and λ. The value of α and λ corresponding to the best fitting were taken as the thermal diffusivity and thermal conductivity of the investigated material.
FIGURE 1. Scheme of the experimental setup used for measuring thermal diffusivity and thermal conductivity
In order to determine the coefficients q, ω, which are characteristics of the contact heat source, we have performed measurements on a 3-mm-thick specimen of the AISI 304 stainless steel. For this material, the thermal diffusivity and thermal conductivity are well known to equal 4.1·10 -6 m 2 /s and 16.2 W/(m·K) respectively. Thus, we applied the proposed technique to the steel specimen assuming that the thermal diffusivity and the thermal conductivity are known, the coefficients q and ω being taken as optimization parameters.
For statistical purposes, we have made ten measurements on the steel specimen to define the coefficients q and ω and ten measurements for each titanium alloy specimen to determine the coefficients a and λ under approximately the same experimental conditions. The obtained parameters of the heat flux are q=(5.8±0.1)·10 -2 W and ω=(1.12±0.08)·10 -3 m. The uncertainty given in the parameters is the standard deviation of the 10 measurements. Figure 2a shows the temperature evolution at the point (0,0,l) for each specimen. Markers show the experimental data and the solid curves present the theoretical solution (6) . The deviation between the fit and experimental data was determined by the Euclidean norm. In order to obtain a solution to the optimization problem, we have used the Quasi-Newton method [11] . To estimate the quality of the fit, expression (7) was used, ( ( ) ( )) , 2 n err an i exp i k S T t T t n ( 7 ) where n is the number of experimental points, T an (t i ) and T exp (t i ) are the values of the theoretical solution (6) and the experimental data at time t i , respectively. The standard errors (7) of curve fitting are S err =6.3·10 -3 for AISI 304, S err =6.4·10 -3 for VT1-0, S err =5.1·10 -3 for OT4-0, S err =6.2·10 -3 for OT4. Figure 2b illustrates the temperature distribution at time 10 s along the line crossing the point (0, 0, l) for each specimen. Markers illustrate the experimental data, while the solid curve is theoretical solution (5) , where q and ω are evaluated from experiments with steel specimen and α and λ are assessed for the titanium alloys specimen.
040095-3
The determined values of the thermal diffusivity and thermal conductivity of the titanium alloy specimens are summarized in Table 1 . 
CONCLUSION
As a result, infrared measurements have been used to investigate the thermal diffusivity and thermal conductivity of metals on the basis of the proposed technique. The technique allows one to determine heat diffusivity and heat conductivity simultaneously from the same experiment. The obtained values are in a satisfactory agreement with the data on thermal diffusivity and thermal conductivity obtained in another study [12] . The development of this technique and the improvement of its accuracy can allow one both to evaluate changes in the thermal constant of metals depending on the amount of plastic strain during mechanical tests and to correct the dissipated energy calculated on the basis of the thermal conduction equation in the last stage of the deformation process.
