Past unexploded ordnance (UXO) clearance projects have demonstrated that the ability to detect UXO can be seriously hindered by the presence of magnetic rocks and soils. In particular, magnetic material affects the decay curve characteristics in electromagnetic surveys and this can adversely affect inversion calculations that try to estimate parameters of the UXO or answer the question of whether the item is UXO or scrap. Our research is in two parts. Firstly, we carry out numerical 1D forward modelling to evaluate the distortions of signals due to laterally uniform magnetic material. In the second part of the talk we examine how the distortions in the signal affect our inversion algorithms used for UXO discrimination.
Introduction
The task of discriminating UXO from non-UXO items is more difficult when sensor data is contaminated with geological noise originating from magnetic soils. The magnetic properties of soils are mainly due to the presence of iron. Hydrated iron oxides such as muscovite, dolomite, lepidocrocite, and geothite are weakly paramagnetic, and play a minor role in determining the magnetic character of the soil. The magnetic character of the soil is dominated by the presence of ferrimagnetic minerals such as maghaemite ( Fe¡ O¢ ) and magnetite (Fe£ O¢ ) . Maghaemite is considered the most important of the minerals within archaeological remote sensing circles (for example [Scollar et al., 1990] ). Magnetite is the most magnetic of the iron oxides, and is the most important mineral when considering the effects of magnetic soils on EM measurements.
Electromagnetic sensors are sensitive to the presence of magnetite due to the phenomenon of magnetic viscosity. Electromagnetic sensors illuminate the subsurface with a time or frequency varying primary field. Suppose that we apply a magnetic field ¤ to an area containing magnetic soil. The magnetization vector of the soils will try to adjust to align itself with the exciting field. At the instant the magnetic field is applied there is an immediate change in magnetization and, possibly, an additional time dependent change in magnetization. This time dependent phenomenon is referred to as magnetic viscosity or magnetic after-effect. A time constant ¥ is used to characterize the time for the magnetization vector to rotate from its minimum energy orientation prior to application of the field, to its new orientation. For a sample of magnetic grains which has a large range of relaxation times that are . The inphase component decreases linearly with the logarithm of frequency.
The Cole-Cole model has also been used to represent the magnetic susceptibility (for example [Olhoeft and Strangway, 1974] and [Dabas et al., 1992] ). The parameter is related to the distribution of relaxation times. The limits of are U B
for a single Debye relaxation mechanism [Olhoeft and Strangway, 1974] and a for an infinitely broad distribution of relaxation times. A plot of Cole-Cole distributions for a range of values is shown in Figure 1 . For the broad range of distribution of relaxation times that we are assuming in this study, we . For large the Cole-Cole model yields a straight line for the real part and a constant negative value for the imaginary part. This is the same as Lee's representation and is a key characteristic for determining the behaviour of the electromagnetic response.
Constructing a Magnetic Susceptibility Model from Kaho'olawe Soil Measurements
The problems of magnetic soils at Kaho'olawe have been well documented [Cespedes, 2001] . A model for the frequency dependent susceptibility of Kaho'olawe soils is required to investigate magnetic noise problems through forward modelling. Kaho'olawe is a single volcanic dome made of thin bedded pahoehoe (smooth, very fast moving lava) and 'a'a (rugged, slow moving lava) basalt [Stearns, 1940] . The base rock is tholeiitic basalt, containing up to 20% magnetite [Butler, personal communication, 2001] . The base rock is covered by a number of different soil types with variable geophysical characteristics [Parsons-UXB, 1998 ]. Table 1 lists measurements of the magnetic susceptibility for soil samples at Seagull and Lua Kakika sites on Kaho'Olawe. These measurements provide us with the real part of the complex susceptibility at two frequencies. Given this limited information of the soil's magnetic characteristics, we need to make some assumptions in generating a susceptibility model. First, we assume that the two measuring 
This relationship has also been derived without the use of equation (1) [Mullins and Tite, 1974] , and has been observed in complex susceptibility measurements by Dabas et al. [Dabas et al., 1992] . Therefore, by determining the slope of the inphase component from the susceptibility measurements, we can immediately estimate the quadrature component. The susceptibility model of Figure 2 was constructed using susceptibility measurements of sample 7462-2728A-6 (Table 1) . In 1D earth modelling that follows, one of the layered earth models considered will use this magnetic susceptibility model to represent the susceptibility for the top layer of soil.
Electromagnetic Response of a 1-D Layered Magnetic Earth
Forward modelling in 1D is solved in the frequency domain in the standard propagation matrix formalism [Farquharson et al., 2001] . Let us consider a circular transmitter loop of radius , carrying a current , and at a height above a 1-D layered earth. At an observation point above the ground and 
The thickness of the h layer is
, and z is the magnetic permeability of the layer.
To determine the fields at the center of the transmitter loop, we can simply set B and set ! . These substitutions give
Therefore, as the symmetry of the 1-D would also suggest, there is no horizontal component to the -field response at the center of the transmitter loop. This is an important point because it shows, for the situation where the fields are measured along the axis of the transmitter loop, that the effects of magnetic susceptibility will appear only in the vertical component. This feature will be exploited later when processing electromagnetic data.
The time domain solution is obtained by calculating Fourier transformations of the frequency response for a causal step turn-off [Newman et al., 1986 ]:
These integrals are evaluated using the digital filters of Anderson [1975] .
Let us consider a pair of two-layer models. The first, shown in Figure 3 SI. The calculated responses of this two-layer model will be compared to the response of a conductive and permeable sphere with the approximate material properties of steel (
S/m), a diameter of 25 cm, and buried at a depth of 30 cm. The sphere response will be approximated using the solution outlined by Ward [1959] for a sphere in a uniform field in a whole-space. (a) The solid lines represent the response of the two layer model with frequency dependent susceptibility ( Fig. 3(a) ) and dashed lines represent the two layer model with real, static susceptibility ( Fig. 3(b) ). Figure 4(a) shows the modelled frequency response for the two-layer models. When plotting the responses at the chosen axis ranges, the results for the static, real susceptible model and the model with complex susceptibility look similar. Subtle, but important, differences become apparent when focusing the plot on the lower frequency range. Figure 4(b) shows that the real part of the -field has a line of negative slope. The effect of the frequency dependent layer on the quadrature component becomes evident when plotting the logarithm of the quadrature component (Figure 4(c) ).
The effect of these differences on the time domain signature is shown in Figure 5(a) . We see that the response only occurs for a step function primary field. To take into account the finite length of the inducing field we can convolve the solution with the transmitter current [Asten, 1987] . The full waveform convolution is is the transmitter waveform. Figure 6 (a) demonstrates how, as the pulse length increases, the
response approaches the response at 10 ms after turn-off, the pulse length would need to be greater than 10ms.
The Effect of Susceptibility on Dipole Discrimination Algorithms
In this section we consider the effect of magnetic soils on the ability to recover the representative dipole parameters of a buried target. We consider data from a 3-component time domain sensors. 
Generation of Synthetic TEM Data
Although 3-component sensors have been developed by Geonics Inc. (EM61-3D) and Zonge Engineering (NanoTEM), testing of either sensor has been limited. Field data, in particular data acquired over magnetic soils, are not readily available. Therefore, to investigate the effects of the magnetic soils we must generate synthetic data sets. We generate synthetic field data sets by assuming that the secondary field is a linear sum of the response of the buried metallic target, the response of the magnetic soil and Gaussian noise: is the response of the magnetic soils and Ð is the Gaussian noise. We have used the conclusion, arrived at earlier, that the magnetic soils affect only the verified component of the receiver if the receiver is on the axis of the transmitter.
The buried target response
is calculated by using the decaying two-dipole approximation outline in Pasion and Oldenburg [2001a] . The response of a compact buried target can be approximated by a 13 element model vector:
where
is the target location, p is the depth below the surface, define the decay characteristic of a dipole oriented parallel to the axis of symmetry of the target, and
define the decay characteristic of a dipole oriented perpendicular to the axis of symmetry of the target. The validity of this model has verified, as well as appropriate parameters for different UXO and scrap targets, are reported in Pasion and Oldenburg [2001b] . For the examples in this report, we will forward model the response for the stokes mortar of Figure 7 be placed at
(2m, 2m) and at a depth of 40 cm. The target will be oriented such that
(30 degrees, 70 degrees).
We also showed that an appropriate representation for the magnetic soil response is
The magnitude of the soil signal is varied throughout the survey area by adding a random component to è at each station location, that is As our modelling suggests, the presence of magnetic soils will produce a ¦ § © signal in the vertical component of the measured secondary field. The difficulty in removing this signal lies in identifying if the measured response is only from the soil or if the response is partly due to the presence of a metallic target. The absence of the soil signal in the horizontal components suggest that they can be used as part of a pre-processing step to help determine where and how we should attempt to remove the soil signal in the vertical component. One possible (and simple) way of doing this would be to is less than some threshold value (e.g. to the data at this station and subtract from the data. 
At soundings where

Inversion Results
The synthetic data were inverted for the 13 parameters listed in equation (17). These parameters were obtained by minimizing a least squares objective function in two steps. The first step was to minimize the objective function using a global optimization algorithm, and the second step was to take the result from the global algorithm and use it as a starting point for a local algorithm. We used the neighbourhood algorithm [Sambridge, 1999] for the global search, and a Projected BFGS algorithm [Kelley, 1999] for the local search.
The synthetic data was generated for a Stokes Mortar buried at a depth of 40 cm and located at decay can be can be derived by assuming the soil consists of magnetic particles with a uniform distribution of decay times. This assumption leads to a representation of the magnetic susceptibility as a frequency dependent, complex quantity. The 1D forward modelling of this susceptibility model reveal that the horizontal components of data measured along the axis of a transmitter loop is not sensitive to magnetic soils provided that the subsurface properties can be adequately represented by a 1D layered model. As a consequence, when inverting the three component sensor data collected over a target buried magnetic soil, the information provided by the horizontal components of data may: (1) improve detection, (2) be exploited in developing processing routines to aid in the removal of the magnetic soil response in the vertical component of data, and (3) help constrain the inversion to more reliably recover dipole model parameters. 
