A computer handles A-terms more easily if these are translated into combinatory terms. This translation process is called bracket abstraction. The simplest abstraction algorithm-the (fab) algorithm of Curry (see Curry and Feys [6])-is lengthy to implement and produces combinatory terms that increase rapidly in length as the number of variables to be abstracted increases. 
(for details see Curry and Feys [6]).
The above variables are also combinatory terms, as are certain constants among them ("combinators").
If X and Y are combinatory terms, so is (XY).
Terms constructed as the ,-terms but with constants including combinators as primitive A-terms we will refer to as X-combinatory terms.
In both A-calculus and combinatory logic we abbreviate terms, formed by application, by associating to the left. Xx Note that when one of several A-abstracts in a A-term has been replaced by its bracket form, we obtain a X-combinatory term. Further translations therefore have to be made to such terms.
As we will be dealing with various algorithms, we will write )*x for [x], where the * will denote the algorithm being used. We will use conventions abbreviating terms involving [ ] or A* similar to those for A.
Note that in the algorithm above (and any algorithm) the clauses must be used in the order given.
The (fab) algorithm is not efficient and produces extremely long abstracts, for example:
Xfabx

x2.Kx -S[S(KS)(S(KK)(KK))][S(KK)I].
If the order of the clauses is changed to (abf), we have abfxx.Kx
S(KK)(S(KK)I).
The equality generated by (S), (K), (1), further axioms for other primitive combinators (if any) (such as (B) and (C) below), and the usual equivalence and substitution properties of equality, is called weak equality and is denoted by =W. If equality satisfies the additional rule3 If B and C are defined in terms of K and S, these algorithms are equivalent and the abstraction is usually written as )ij. The algorithm (abcdef) is effectively that of Schonfinkel [ In [2] and [3], we found combinatory equations which allowed the proof of the admissibility of (4); with = for -+ for various abstraction operators, this generalises the work in ?6C of Curry and Fevs [6] . We could attempt in a similar fashion to derive optimizations equivalent to the above form of (4), from which we could then perhaps generate possible shorter forms of any abstract. This approach, however, seems not to work, and many of the optimizations found using this approach did not seem useful for practical purposes.
What is often useful in -valuating XTX.X is to optimize first, using (11) to (14) , and then to abstract. It is then often not necessary to optimize again.
For example, Tx.Kyx becomes by (fab):
S(S(KK,(Ky))I S(K(Ky))I by (1) Ky by (2).
Using ( We therefore will allow only reductions that simplify a term. For full flexibility we will also allow abstractions of terms with internal Xabstracts that cannot be removed by ,B steps that simplify the term concerned.
The extended Turner algorithm. Our new algorithm, which we will call E, will use the (abcd'e'f'def) algorithm preceded by (1 1 We assume the order of these to be as given. We will call this complete list of optimizations the E-optimizations. Note that the S reduction rule (and its S' counterpart) have been left out of our optimizations. Even in the restricted form (15) the abstract of an unreduced term such as SSSx(SSS) can be shorter than that of a reduced form Sx(Sx) (S'SIS). The most common cases where a term involving S (or S') can be simplified have been included.
The )E algorithm is not always guaranteed to give a shorter abstract than AT, especially when S is involved. For example,
ATx.S(Kx)(Kx) -S'SKK, while AEX. S(Kx)(Kx)=-BK(SII).
We can overcome any such case by adding an appropriate optimization, in this case,
BK(SII) -+ S'SKK, to our list.
On the other hand it may be that checking for all these optimizations is itself inefficient. In fact any or all of (25)-(42) and even (1), (2), (4) and (16)-(19) can be left out without affecting the results proved below.
Optimizations (1) and (2) can in any case be left out as they can be derived from (16) with (25) and (26). There is a choice between a simpler algorithm and a faster one.
If a term X has no subterms of the form of a left-hand side of any of our optimizations, we will say that it is fully reduced (f.r.).
In the examples we have considered the E-algorithm always produced an f.r. combinatory term. It is possible for the algorithm to produce a term that is not f.r., for example: We will show that in important cases this does not occur. For combinatory terms and A-terms, in fact, the E-algorithm provides unique combinatory terms which are optimal in the sense that no other E-optimizations can be applied to them. LEMMA 1. The E-optimizations applied to a X-combinatory term determine a unique f.r. X-combinatory term.
PROOF. The E-optimizations can be applied only in the order given, so the only way in which a given term can be optimized in more than one way occurs when one optimization can be applied to two or more parts of a term.
If, for example, a part of a term is of the form BX(KY) and another part BX1(K Y), either these parts are disjoint, or the second may occur inside X or Y or the first inside X1 or Y1. In either case the result of applying (25) twice is independent of the order.
If part of a term is SKX and another SKX1, the same applies unless SKX1 is part of X. In that case the result of applying (29) to SKX removes the need for applying it to SKX1. Either way the final result is 1.
A check of all other optimizations shows that in each case a unique result is obtained irrespective of the order in which the optimization is applied in various parts of the term.
The result of the optimization process, as each optimization reduces the length of the term, is a unique f.r. X-combinatory term. '(B'B) )IB -+ B'BBB, discovered in the first example above, which can be added to improve (and complicate) the algorithm.
Conclusion. We have shown that the Turner algorithm, which is considered as the best of the current abstraction algorithms, in terms of simplicity and efficiency, does not produce an abstract Y = [x] X which is such that Yx > X, but a Y such that Yx =A X.
The extended algorithm introduced in this paper, obtained by performing optimizations before rather than after abstractions and using the (abcd'e'f'def) algorithm, is much more efficient still and, in general, produces simpler abstracts. This algorithm can sometimes be improved further by the use of Burton's balancing, but a detailed analysis would have to be made as to when balancing is needed.
The optimization technique, here applied to Turner's algorithm, can also be applied to others.
