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Abstract
By the work of Harer, the reduced homology of the complex of curves is a fundamental
cohomological object associated to all torsion free finite index subgroups of the mapping class
group. We call this homology group the Steinberg module of the mapping class group. It was
previously known that the curve complex has the homotopy type of a bouquet of spheres. Here,
we give the first explicit homologically nontrivial sphere in the curve complex and show that
under the action of the mapping class group, the orbit of this homology class generates the
reduced homology of the curve complex.
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1 Introduction
An orientable Poincare´ duality group Γ of dimension d is a group of type FP whose homology and
cohomology are associated via the strong property that
Hi(Γ; A) ∼= Hd−i(Γ; A) for any Γ-module A and i ∈ Z. (1)
Unfortunately, many important groups do not even have finite index subgroups which are ori-
entable Poincare´ duality groups. For example, free groups on two or more generators, fundamen-
tal groups of nontrivial knot complements, braid groups on three or more strands, SL(n,Z) for
n ≥ 2 and mapping class groups of surfaces of genus g ≥ 1 do not have finite index subgroups
which are orientable Poincare´ duality groups. However, each of these groups does have a finite
index subgroupwhich is a Bieri-Eckmann duality group [BE73] (see also [Iv02, §6.1], [Br82, §VIII.10],
[Bi76, §9]).
A group Γ of type FP is a Bieri-Eckmann duality group, or simply a duality group, of dimen-
sion d if there is a Γ-module D such that for any Γ-module A and any i ∈ Z we have
Hi(Γ; A) ∼= Hd−i(Γ;D⊗Z A). (2)
Here Γ acts on D⊗Z Awith the diagonal action: γ(x⊗ a) = (γx)⊗ (γa) for all γ ∈ Γ, x ∈ D, and
a ∈ A. This Γ-module D is determined by the duality group Γ and is called the dualizing module
of Γ. Thus the dualizing module is a fundamental cohomological object associated to any duality
group. It is, in fact, expressible as the top nontrival cohomology group of Γ with coefficients
in the group ring ZΓ. Hence the dualizing module of the duality group Γ with cohomological
dimension d is the Γ-module
D ∼= Hd(Γ;ZΓ).
Orientable Poincare´ duality groups may be characterized as duality groups for which the
dualizing module is the trivial module D = Z. In this case Equation (2) simplifies to Equation (1).
Therefore, one may view the dualizing module of Γ as a sort of “error term” measuring the extent
to which a duality group fails to be a Poincare´ duality group.
Let Γ be a groupwith finite index subgroups Γ1 and Γ2 of finite cohomological dimensions d1
and d2 respectively. Then d1 = d2 and Γ is said to have virtual cohomological dimension vcd(Γ) = d1.
There is a similar invariance of dualizing modules for finite index subgroups. Let Γ be a
group with finite index subgroups Γ1 and Γ2 which are duality groups with dualizing modules
D1 and D2 respectively. Then D1 ∼= D2 as (Γ1 ∩ Γ2)-modules. That is,
Res
Γ1
Γ1∩Γ2
(D1) ∼= Res
Γ2
Γ1∩Γ2
(D2).
Let Σ denote either the closed genus g surface Σg or that surface Σ
1
g with a marked point.
Let Mod(Σ) be the mapping class group of Σ. Harvey’s [Hv81, §2] complex of curves C(Σ) (see
Definition 2.1 below) is a simplicial complex with a natural simplicial action of Mod(Σ). Harer
has shown that the curve complex has the homotopy type of a wedge sum of spheres of dimension
2g− 2. The Steinberg module is the Mod(Σ)-module
St(Σ) = H2g−2(C(Σ);Z).
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Harer [Ha86, Theorem 4.1] and Ivanov [Iv87, Theorem 6.6] in the case of the closed surface
have shown that the mapping class group Mod(Σ) is a virtual duality group, and that the dualiz-
ing module for any torsion-free, finite index subgroup of Mod(Σ) is the Steinberg module St(Σ).
Thus this module is a fundamental cohomological object associated to the commensurability class
of Mod(Σ).
1.1 Summary of results
Again, let Σ ∈ {Σg ,Σ1g}. The purpose of this paper is to initiate an investigation of the (left)
Mod(Σ)-module structure of the Steinberg module.
St(Σ) = H˜2g−2(C(Σ);Z)
Although Harer has proven that the curve complex C(Σ) has the homotopy type of a wedge sum
of 2g− 2 spheres, no homologically nontrivial sphere was previously known. We show that St(Σ)
has a large finite generating set with a generator for each topologically distinct way of gluing the
sides of a 4g-gon to get a surface of genus g. We show that the standard identification of sides of
the 4g-gon results is a trivial class in St(Σ) (see Remark 4.4 below), but Corollary 4.3 gives another
identification of sides φ0 which gives a nontrivial class in St(Σ). This is our first main result
Main Theorem 1.1. The homology class [φ0] ∈ St(Σ
1
g) (resp. [φ0] ∈ St(Σg)) is nontrivial for g ≥ 1.
The number of topologically distinct ways of gluing the sides of a 4g-gon to get a surface of
genus g grows quickly in g. Thus the first finite Mod(Σ)-module generating set which we give
in Proposition 3.6 below is quite large. It is therefore somewhat surprising that in Theorem 4.2
below, we show that this large finite generating set may be reduced to a singleton. This is our
second main result.
Main Theorem 1.2. For g ≥ 1 the Steinberg module St(Σ) is a cyclic Mod(Σ)-module generated
by the single element described in Section 4.
Main Theorem 1.2 may be compared to a result of Ash-Rudolph [AR79, Theorem 4.1] which
implies that the reduced homology of the Tits building for SL(n,Q) is a cyclic SL(n,Z)-module.
1.2 The curve complex and duality for mapping class groups
We briefly overview the reason that the reduced homology of the curve complex is the dualizing
module for any torsion-free, finite index subgroup of Mod(Σ). The mapping class group acts
properly discontinuously on Teichmu¨ller space T (Σ), which is diffeomorphic toR6g−6+2m, where
m is the number of marked points on Σ. For any torsion-free, finite index subgroup Γ < Mod(Σ)
the quotient of T (Σ) by the properly discontinuous, fixed-point-free action of Γ is a manifold.
This manifold is not compact but can be compactified either by adding certain “points at infinity”
following Ivanov [Iv89] or by removing a certain open neighborhood of infinity following Harer
[Ha86]. In either case, the universal cover T of this compactified manifold is called a bordification
of Teichmu¨ller space. One must then show that T is contractible and that ∂T has the homotopy
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type of a wedge of spheres of dimension 2g− 2. It then follows [BE73, §6.4] that the cohomological
dimension of Γ is 6g− 6+ 2m− (2g− 2)− 1 and the dualizingmodule of Γ is H˜2g−2(∂T ;Z). Harer
establishes these results for surfaces with boundary or punctures in [Ha86]. In addition, he shows
[Ha86, Lemma 3.2] that ∂T is Mod(Σ)-equivariantly homotopy equivalent to the curve complex.
Ivanov [Iv87] establishes the same for closed surfaces.
1.3 The Tits building for SL(n,Q)
Throughout this paper we will maintain the viewpoint that the homology of the curve complex
should be viewed as an analog for the mapping class group of the homology of the rational Tits
building for SL(n,Z). Briefly, the rational Tits building ∆(n,Q) is the simplicial complex of flags
of nontrivial proper subspaces of Qn (see [Br89, §V.1 Example 1B]). The action of SL(n,Q) on
Qn induces a simplicial action of SL(n,Q) on ∆(n,Q). For any basis b for Qn the union of all
simplices of ∆(n,Q) whose vertices are subspaces spanned by nonempty proper subsets of b
gives an apartment of ∆(n,Q). Apartments have the homeomorphism type of an (n− 2)-sphere.
The Steinberg module for SL(n,Z) is defined [BS73, pg. 437] to be the infinitely generated
free abelian group
St(n) = H˜n−2(∆(n,Q);Z).
Borel and Serre [BS73, Theorem 11.4.2] show that the dualizing module of any torsion-free finite
index subgroup of SL(n,Z) is St(n) providing inspiration for Harer’s later work [Ha86] on the
mapping class group.
The Solomon-Tits Theorem (cf. [So69], [Br89, §IV.5 Theorem 2]) states two things. Firstly, it
says that the Tits building ∆(n,Q) has the homotopy type of a wedge of infinitely many (n− 2)-
spheres. Secondly, it says that St(n) = H˜n−2(∆(n,Q);Z) is spanned by the homology classes of
all apartments. The action of SL(n,Q) is transitive on the set of apartments of ∆(n,Q) so one sees
immediately that H˜n−2(∆(n,Q);Z) is a cyclic SL(n,Q)-module.
In analogy with the first part of the Solomon-Tits Theorem, Harer has shown that the curve
complex has the homotopy type of a wedge of (2g − 2)-spheres. We prove the analog of the
second part in Theorem 4.2 below which states that as a Mod(Σ)-module the Steinberg module
St(Σ) is generated by a single element.
Actually, Theorem 4.2 more closely resembles a result of Ash-Rudolph [AR79, Theorem 4.1]
which implies that the reduced homology of the Tits building ∆(n,Q) for SL(n,Q) is a cyclic
SL(n,Z)-module. The action of SL(n,Z) is no longer transitive on the set of apartments of ∆(n,Q),
so Ash and Rudolph give a reduction process to rewrite the homology class of the sphere for an ar-
bitrary apartment as a sum of homology classes of spheres of “integral unimodular” apartments.
Our analogous reduction process is given in Proposition 4.6 below.
In Section 2 below we summarize the results of Harer and others on which or current discus-
sion relys. In Section 3 we derive a resolution of the Steinberg module which yields a large finite
generating set. Finally, in Section 4.2 we show that the Steinberg module is generated by a single
element.
Acknowledgements. I owe a huge debt to Juan Souto who pointed out that the best way to
find the spheres in the curve complex is to look for balls they bound in Teichmu¨ller space. I
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immeasurable support and feedback for this project. I would also like to thank Mladen Bestvina,
Matthew Day, Justin Malestein, and Robert Penner for some very helpful discussions.
2 The Steinberg module, the curve complex and the arc complex
Let Σg be the surface of genus g, and let Σ
1
g be the surface of genus g with 1 marked point ∗.
The mapping class groupMod(Σg) (resp. Mod(Σ1g)) is the group of orientation-preserving self dif-
feomorphisms of Σg (resp. orientation-preserving self diffeomorphisms of Σ
1
g fixing the marked
point) modulo diffeomorphisms isotopic to the identity (see [Iv02] for a survey). An (essential)
curve in Σg is an isotopy class of the image of an embedding of the circle S
1 in Σg not bounding
a disk in Σg . An (essential) curve in Σ
1
g is an isotopy class of the image of an embedding of S
1 in
Σ1g r {∗} not bounding a disk or a once-punctured disk in Σ
1
g r {∗}. Note that for the surface
with a marked point, curves may not be isotoped past the marked point. In either surface, a curve
system is a set of curves (with isotopy class representatives) which can be made to be disjoint.
Since curves are isotopy classes, a curve system cannot have parallel curves. We can partially
order curve systems by inclusion.
Definition 2.1 (Harvey [Hv81]). For g ≥ 1 the curve complex C(Σg) (resp. C(Σ1g)) for the surface Σg
(resp. Σ1g) is the simplicial complex with n-simplices corresponding to curve systems with n+ 1
curves and face relation given by inclusion.
Both C(Σg) and C(Σ1g) have the homotopy type of an infinite wedge of spheres of dimension
2g− 2 (see [Ha86, Theorem 3.5] and [IJ08, Theorem 1.4]). As stated above, the reduced homology
of the curve complex (which is concentrated in dimension 2g− 2) is fundamental to the structure
of the mapping class group as a virtual duality group with virtual cohomological dimension
4g− 5 for the closed surface and dimension 4g− 3 for the surface with one marked point [Ha86,
Theorem 4.1].
Definition 2.2. For g ≥ 1 the Steinberg module for the mapping class group Mod(Σ1g) is the
Mod(Σ1g)-module
St(Σ1g) := H˜2g−2(C(Σ
1
g);Z),
and the Steinberg module for the mapping class group Mod(Σg) is the Mod(Σg)-module
St(Σg) := H˜2g−2(C(Σg);Z).
Our aim is to investigate the module structure of the Steinberg modules St(Σ1g) and St(Σg).
A result of Harer cuts our work in half. The mapping class groupMod(Σ1g) acts on the curve com-
plex C(Σg) by forgetting the marked point. Hence St(Σg) is naturally a Mod(Σ1g)-module. Harer
[Ha86, Lemma 3.6] has shown that forgetting the marked point gives a Mod(Σ1g)-equivariant ho-
motopy equivalence C(Σ1g) ≃ C(Σg). See the work of Kent, Leininger, and Schleimer in [KLS09]
for more on this projection of curve complexes. We therefore have the following lemma.
Lemma 2.3 (Harer). AsMod(Σ1g)-modules St(Σ
1
g)
∼= St(Σg).
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This in turn allows an immediate conclusion about the Mod(Σ1g)-module structure of St(Σ
1
g)
which is not at all apparent from direct observation of the action of Mod(Σ1g) on C(Σ
1
g).
Corollary 2.4. The action ofMod(Σ1g) on St(Σ
1
g) factors through its quotientMod(Σg).
In light of Lemma 2.3 we will focus exclusively on the Mod(Σ1g)-module structure of St(Σ
1
g).
Instead of calculating the homology of the curve complex C(Σ1g) directly, we will work in the arc
complex for Σ1g (see Definition 2.5 below). Lemma 2.3 is especially fortunate since no structure
analogous to the arc complex is readily available for the surface Σg.
An (essential) arc in Σ1g is an isotopy class of the image of an embedded loop based at the
marked point ∗ which does not bound a disk in Σ1g. An arc system is a set of arcs (with isotopy
class representatives) which intersect only at the marked point. As with curve systems, since arc
arc systems are sets of isotopy classes, arc systems may not have parallel arcs. Henceforth we will
make no distinction between an arc system and a set of representatives of each arc intersecting
only at the marked point.
Definition 2.5 (Harer). The arc complex A = A(Σ1g) is the simplicial complex with n-simplices
corresponding to arc systems with n+ 1 arcs and face relation given by inclusion.
An arc system α = {α0, · · · , αn} fills Σ
1
g if the connected components of Σ
1
g r
⋃
α are all disks.
The minimum number of arcs needed to fill Σ1g is 2g. In what follows we will want to keep careful
track of the number of arcs in a filling system, so we will say that a filling arc system k-fills Σ1g if
the arc system has 2g+ k arcs. Notice that a k-filling system cuts the surface into k+ 1 disks.
Definition 2.6 (Harer). The arc complex at infinity A∞ = A∞(Σ1g) is the simplicial subcomplex of
A(Σ1g) which is the union of the simplices of A(Σ
1
g) whose vertex sets do not fill Σ
1
g.
Any arc system with fewer than 2g arcs cannot fill Σ1g soA∞(Σ
1
g) contains the entire (2g− 2)-
skeleton of A(Σ1g).
The name “arc complex at infinity” calls for some explanation. A very nice discussion is
given in [Ha88, §2]. The idea is this. Using a fundamental construction of Jenkins and Strebel
[Sr84] it is possible to associate to each point in Teichmu¨ller space T (Σ1g) (the space of finite
area marked complete hyperbolic metrics on the surface Σ1g r {∗}) an embedded metric graph in
Σ1g r {∗}. One can then homeomorphically identify T (Σ
1
g) with A(Σ
1
g)rA∞(Σ
1
g) using the arc
system in Σ1g dual to this graph (see [Ha88, §2] for details). Thus one may think of A∞(Σ
1
g) as
extra “points at infinity” attached to Teichmu¨ller space.
Harer [Ha86, Theorem 3.4] defined a continuous map Ψ : A∞(Σ1g)→ C(Σ
1
g) and showed that
it is a homotopy equivalence (see §4.3 below for more on this map). Hence, from Definition 2.2
we get another characterization of the Steinberg module
St(Σ1g)
∼= H˜2g−2(A∞(Σ
1
g);Z). (3)
3 A resolution of the Steinberg module
In this section we will give a resolution of the Steinberg module St(Σ1g) as a Mod(Σ
1
g)-module.
The approach here is analogous to Ash’s simplification [As94, §1] of Lee and Szczarba’s resolution
of the Steinberg module for SL(n,Z) given in [LS76, §3] (see [Gu00a] for a nice summary).
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We will need the following two results of Harer.
Theorem 3.1 (Harer). The arc complex A(Σ1g) is contractible.
Theorem 3.2 (Harer). The arc complex at infinity A∞(Σ1g) is homotopy equivalent to a wedge of spheres
of dimension 2g− 2.
Theorem 3.1 was established in [Ha85, Theorem 1.5] (see [Ht91] for a concise proof) and
Theorem 3.2 was shown in [Ha86, Theorem 3.3]. An alternate proof is provided in [Iv87, Theorem
6.6]
Consider this portion of the long exact sequence of reduced homology groups for the pair of
spaces (A,A∞).
Hk+1(A;Z) → Hk+1(A/A∞;Z)→ H˜k(A∞;Z) → H˜k(A;Z). (4)
By Theorem 3.1 the first and last groups in this sequence are trivial for k ≥ 0; consequently,
Hk+1(A/A∞;Z) ∼= H˜k(A∞;Z) for k ≥ 0. (5)
Now combining equations (3) and (5) we arrive at a very useful description of the Steinberg
module,
St(Σ1g)
∼= H2g−1(A/A∞;Z). (6)
The chain complex (C∗(A/A∞;Z), ∂) for cellular homology of the spaceA/A∞ will provide
us with a resolution for St(Σ1g) as a Mod(Σ
1
g)-module. We define the chain complex (F∗, ∂) to be
the shifted complex with
Fk := C2g−1+k(A/A∞;Z) (7)
and the same boundary maps as (C∗(A/A∞;Z), ∂).
Proposition 3.3. Let (F∗, ∂) be the chain complex defined in Equation (7). The exact sequence
0→ F4g−3
∂
→ · · ·
∂
→ F2
∂
→ F1
∂
→ F0 → St(Σ
1
g) → 0
is a finiteMod(Σ1g)-module resolution
1 for the Steinberg module St(Σ1g).
Proof. By Theorem 3.2 the arc complex at infinity A∞ has the homotopy type of a wedge of (2g−
2)-dimensional spheres. Therefore
Hk(F∗) = H2g−1+k(A/A∞;Z)
∼= H˜2g−2+k(A∞;Z)
=
{
0, k > 0
St(Σ1g), k = 0.
In other words, the chain complex (F∗, ∂) gives a resolution of St(Σ1g).
The maximum number of arcs in an arc system occurs when the arcs comprise the one-
skeleton of a one-vertex triangulation of Σ1g. Using euler characteristic one may then conclude
that an arc system has at most 6g− 3 arcs soA and henceA/A∞ is 6g− 4 dimensional. It follows
that Fk = C2g−1+k(A/A∞;Z) = 0 when k > 6g− 4− 2g+ 1 = 4g− 3.
1Compare with the resolution of the Steinberg module for SL(n,Z) given in [As94, §1].
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A k-filling system corresponds to a unique (2g+ k− 1)-cell in A/A∞ with the cell decom-
position inherited from A. When the orientation of this (2g + k − 1)-cell is important we will
specify it via an orientation on the unique (2g+ k− 1)-simplex in A mapping to it. An oriented
k-filling system will be a k-filling system together with an order on the set of arcs in the system
up to alternating permutations. By definition Fk = C2g−1+k(A/A∞;Z) is the set of finite Z-linear
combinations of oriented k-filling systems2.
There are a finite number of topologically distinct ways to glue the sides of polygons to get
a one-vertex cell decomposition of a surface of genus g, and by the usual change of coordinates
principle Mod(Σ1g) is transitive on the set of cell decompositions of the same topological type.
Consequently, as a Mod(Σ1g)-module, Fk is generated by a finite number of oriented k-filling
systems.
Note that in general Fk is not quite a free Mod(Σ
1
g)-module since some filling arc systems
have nontrivial (but always finite cyclic) stabilizers in Mod(Σ1g).
There are twomodifications either of whichmakes the resolution in Proposition 3.3 projective.
Firstly, if coefficients are taken inQMod(Σ1g) instead of ZMod(Σ
1
g) then Proposition 3.3 does give
a projective resolution of the rational homology of the curve complex (see [Br82, pg. 30 Exercise
4]). Alternatively, if one restricts to some torsion-free subgroup Γ < Mod(Σ1g) then Proposition 3.3
gives a free Γ-module resolution of St(Σ1g).
It is worth pointing out that in the cases where the Γ-module resolution of St(Σ1g) in Propo-
sition 3.3 is projective, we get the following formula for computing group cohomology of Γ.
Proposition 3.4. If Γ < Mod(Σ1g) is torsion free and finite-index subgroup then for any Γ-module A
Hn(Γ; A) ∼= H4g−3−n(F∗ ⊗Γ A)
Proof. The proof is immediate from duality and properties of Tor. By duality
Hn(Γ; A) ∼= H4g−3−n(Γ; St⊗Z A)
where St⊗Z A has Γ-module structure given by the diagonal action: γ(d⊗ a) = γd⊗ γa.
H4g−3−n(Γ; St⊗Z A) ∼= Tor
Γ
4g−3−n(St, A)
∼= H4g−3−n(F∗ ⊗Γ A).
See [Br82, III.2].
Corollary 3.5. If Γ < Mod(Σ1g) is a torsion free and finite-index subgroup then the resolution in Propo-
sition 3.3 is the shortest possible projective Γ-module resolution of St(Σ1g).
For the purposes of this paper we will make do with the resolution as is. Note that the
tail of this resolution almost provides us with a Mod(Σ1g)-module presentation for St(Σ
1
g). It
is not exactly a presentation because F0 is not a free Mod(Σ
1
g)-module. However, it can easily
be augmented to give a Mod(Σ1g)-module presentation by artificially adding stabilizer relations
which account for the accidental symmetries of certain 0-filling systems.
2Translational Note: For the mapping class group, 0-filling systems play a similar role to that of modular symbols for
SL(n,Z).
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Proposition 3.6. Let g ≥ 1. Choose a set of oriented representatives G = {φ0, · · · , φn} of each
Mod(Σ1g)-orbit of the set of 0-filling systems. For each φi ∈ G let hi ∈ Mod(Σ
1
g) be a generator of
the stabilizer of the arc system for φi, and let ei = ±1 be the sign of the permutation that the mapping
class hi induces on this set of arcs. Also choose a set of oriented representatives {ρ0, · · · , ρm} of each
Mod(Σ1g)-orbit of the set of 1-filling systems. St(Σ
1
g) has a presentation
St(Σ1g)
∼=
〈
φ0, · · · , φn
∣∣ ∂ρ0, · · · , ∂ρm, (1− e0h0)φ0, · · · , (1− enhn)φn〉.
Forgetting the marked point gives a surjective ring homomorphism
ZMod(Σ1g)։ ZMod(Σg).
If coefficients in the above presentation are sent to their images under this ring homomorphism then we get
aMod(Σg)-module presentation
St(Σg) ∼=
〈
φ0, · · · , φn
∣∣ ∂ρ0, · · · , ∂ρm, (1− e0h0)φ0, · · · , (1− enhn)φn〉.
Proof. By Proposition 3.3 we have the Mod(Σ1g)-module isomorphism
St(Σ1g)
∼=
F0
∂F1
.
By definition F0 is spanned by oriented 0-filling systems as a Z-module. Every oriented 0-filling
system is of the form ±hφi for some φi ∈ G and h ∈ Mod(Σ
1
g). Hence G spans F0 as a Mod(Σ
1
g)-
module. The only ZMod(Σ1g)-linear dependencies in the set G arise from stabilizers of 0-filling
systems. The arc system for a 0-filling system cuts the surface into a single 4g-gon, so its stabi-
lizer must be a subgroup of the rotational symmetries of the regular 4g-gon. Hence we have the
presentation
F0 ∼=
〈
φ0, · · · , φn
∣∣ (1− e0h0)φ0, · · · , (1− enhn)φn〉. (8)
and the presentation for St(Σ1g) then follows.
For the closed surface Σg we do not have a resolution for St(Σg) as a Mod(Σg)-module;
however, we do get a Mod(Σg)-module presentation for St(Σg) by taking co-invariants (defined
below) in the presentation for St(Σ1g). Let P < Mod(Σ
1
g) be the point pushing subgroup of Mod(Σ
1
g);
that is, the kernel of µ in the Birman Exact Sequence [Bi69]
1→ pi1(Σg) → Mod(Σ
1
g)
µ
→Mod(Σg)→ 1 (for g ≥ 2) (9)
or for g = 1 the trivial kernel of µ in the exact sequence
1→Mod(Σ11)
µ
∼= Mod(Σ1) → 1 (10)
The P-co-invariants MP of a Mod(Σ
1
g)-module M are the quotient of M by the P-submodule
generated by the set {pm−m|p ∈ P,m ∈ M}. The P-co-invariants MP have a Mod(Σg)-module
structure [Br82, §II.2 Problem 3].
The exact sequence
F1 → F0 → St(Σ
1
g) → 0
9
remains exact [Br82, §II.2] after taking P-co-invariants to get
(F1)P → (F0)P → St(Σ
1
g)P → 0.
By Corollary 2.4 and Lemma 2.3 we have Mod(Σg)-module isomorphisms
St(Σ1g)P
∼= St(Σ1g)
∼= St(Σg).
Hence, as a Mod(Σg)-module St(Σg) satisfies
St(Σg) ∼=
(F0)P
∂(F1)P
.
All that is left is to observe that taking the P-co-invariants of F0 achieves the same effect as send-
ing the coefficients in the presentation in (8) to their images in ZMod(Σg).
4 The Steinberg module is cyclic
Part one of the Solomon-Tits Theorem states that the Tits building ∆(n,Q) for SL(n,Q) has the
homotopy type of a wedge of spheres of dimension n− 2. The second part says that the SL(n,Q)-
module St(n) = H˜n−2(∆(n,Q);Z) is a cyclic SL(n,Q)-module generated by the (n− 2)-sphere
coming from a single apartment. In analogy with the first part of the Solomon-Tits Theorem,
Harer has shown that the curve complex has the homotopy type of a wedge of (2g− 2)-spheres.
In this section we will prove the analog of the second part of the Solomon-Tits Theorem in Theo-
rem 4.2 below which states that as a Mod(Σ)-module the Steinberg module St(Σ) is generated by
a single element.
In fact, our Theorem 4.2more closely resembles a result of Ash-Rudolph [AR79, Theorem 4.1]
which implies that the reduced homology of the Tits building ∆(n,Q) for SL(n,Q) is a cyclic
SL(n,Z)-module. The action of SL(n,Z) is no longer transitive on the set of apartments of ∆(n,Q),
so onemust rely on a reduction process to rewrite the homology class of the sphere for an arbitrary
apartment as a sum of homology classes of spheres of “integral unimodular” apartments.
The arc complex at infinity does not comewith any apartment structure, but 0-filling systems
come in a finite number of types based on their Mod(Σ1g)-orbits. Proposition 4.6 below gives a
reduction algorithm to write the class of any oriented 0-filling system in the Steinberg module for
the mapping class group as a linear combination of classes of oriented 0-filling systems of a single
type.
In order to state and prove Theorem 4.2 we will first discuss a notational convenience which
will allow us to keep track of complicated filling arc systems.
4.1 Chord diagrams
Already in genus two it is difficult to keep track of filling arc systems and their symmetries when
drawn on surfaces. Chord diagrams provide a convenient notation for this. (See [Mo94, Figure 9]
and the related discussion for an introduction.)
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An (unlabelled) chord diagram (see Figure 2, left) will be a regular 2n-gon (which will always
be depicted as a circle) with vertices paired off so that no two adjacent vertices are paired. The
pairing will be indicated by n chords in the chord diagram. We will call an edge of the 2n-gon
an outer edge of the chord diagram. A labelled chord diagram (see Figure 1, right) will be a chord
diagram in which each chord is labelled on one side by an element of pi1(Σg, ∗) and on the other
side by its inverse. In practice we will only label one side of each chord with the assumption that
the other side is labelled with the inverse element in pi1(Σg, ∗). Two labelled or unlabelled chord
diagrams are the same if they can be made to agree after rotation of the 2n-gon. A labelling of
a chord diagram will be called proper if it comes from a filling arc system in the surface Σ1g . We
implicitly require all labellings of chord diagrams to be proper.
In an arc system on the surface Σ1g, arcs leave and return to a neighborhood of the marked
point ∗ in a certain cyclic order. To each filling arc system in Σ1g with n arcs, associate the labelled
chord diagram obtained by placing a 2n-gon in a neighborhood of the marked point so that each
arc enters and leaves the 2n-gon at a vertex. For each arc in the arc system connect the two vertices
of the 2n-gon on that arc with a chord. The two sides of the chord correspond to the two sides of
the arc. Label each side of the chord by the element of pi1(Σg, ∗) obtained by following the arc on
the corresponding side in a counter-clockwise direction (see Figure 1).
∗x
y
z
w
x−1 x
y−1
y
z−1z
w
w−1
Figure 1: A filling arc system (left) and the corresponding labelled chord diagram (right).
We will do most of our calculations using chord diagrams, so it will be convenient to be able
to recover certain characteristics of the surface and embedded filling arc system corresponding to
a given chord diagram. Firstly we briefly explain how to reconstruct the surface. From an n-chord
diagram we may construct a surface with a certain embedded, one-vertex graph as follows. A fat
graph is a regular neighborhood of a graph embedded in a surface together with the embedding
of the graph, or equivalently, a graph together with, for each vertex of the graph, a cyclic order
on the termini of the edges incident with that vertex. A chord diagram specifies a one-vertex fat
graph with one edge for each chord, where the cyclic order on the edge termini corresponds to
the cyclic order on endpoints of the chords in the diagram (see Figure 2).
Nowwemay glue disks to each of the b boundary components of the fat graph to get a closed
surface in which the edges of the fat graph form a filling arc system. Note that one generally
considers the fat graph dual to an arc system [PM07] [ABP09], but here our arc system and fat
graph agree. It will be useful to know the genus g of this closed surface, which is easily calculated
using the number n of edges in the fat graph and the number b of boundary components of the
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Figure 2: A chord diagram (left) and the corresponding fat graph (right).
fat graph, to be
g =
n+ 1− b
2
. (11)
In particular, this shows that a chord diagram with 2g chords corresponds to a 0-filling system in
a surface of genus g precisely when the corresponding fat graph has one boundary component.
In light of Equation (11) above we would like to be able to quickly read off the number b
of boundary components in the fat graph corresponding to a given chord diagram. In fact it is
easy to see that b is the number of cycles in the chord diagram. A cycle in a chord diagram (see
Figure 3) is an alternating sequence of chords and outer edges of the chord diagram obtained
by starting at a point just inside an outer edge of the diagram and walking along in a clockwise
direction keeping the outer edge on one’s left until a chord is encountered, turning right and then
following the chord keeping it on the left until an outer edge is encountered, turning right and
repeating until one returns to the starting point. Notice that for each cycle in a labelled chord
diagram the products of the labels in the cycle must be 1 ∈ pi1(Σg), since the corresponding loop
in the surface bounds a disk.
Figure 3: Cycles in chord diagrams.
Two chords are parallel if along with two outer edges they bound a rectangular cycle. For ex-
ample, the left chord diagram in Figure 3 has two parallel chords. Since wewill only be concerned
with arc systems with no parallel arcs, we will not consider chord diagrams with parallel chords.
We may identify k-filling systems for the surface Σ1g with (properly) labelled chord diagrams with
2g+ k chords, k+ 1 cycles and no parallel chords.
As an oriented k-filling system gives an oriented cell in A/A∞, we may take its boundary
in the chain complex F∗ by taking the boundary of the corresponding oriented simplex in A and
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projecting that boundary back to A/A∞. The boundary of a simplex is an alternating sum of the
codimension-1 faces. Thus the boundary of a k-filling system α will be a linear combination of
all the (k− 1)-filling systems obtained from α by removing one arc. Removing certain arcs from
α may leave an arc system which no longer fills Σ1g. The simplex of A for such an arc system is
contained in A∞ and hence is trivial in Fk−1. In the language of chord diagrams we will be able
to tell when this has happened by counting cycles and applying Equation (11).
The mapping class group Mod(Σ1g) acts on the fundamental group of the closed surface of
genus g. This gives a left action of Mod(Σ1g) on labelled chord diagrams by modifying the labels.
This action of Mod(Σ1g) preserves the underlying unlabelled chord diagram for a k-filling system.
Conversely, by the usual change of coordinates principle, any homeomorphism of fat graphs
extends to a homeomorphism of the surface so the mapping class group is transitive on the set
of proper labellings for a fixed unlabelled chord diagram. Thus the Mod(Σ1g)-orbits of k-filling
systems correspond precisely to unlabelled chord diagrams with 2g+ k chords and k+ 1 cycles.
Example 4.1. Figure 4 depicts the 4 orbits of the action of Mod(Σ12) on the set of 0-filling systems
for the surface, Σ12. These are all 4-chord diagrams with one cycle and (redundantly) no parallel
chords.
Figure 4: The unlabelled 4-chord diagrams corresponding to the four Mod(Σ1g)-orbits of
0-filling systems in the genus 2 surface with one marked point.
4.2 A singleton generating set for the Steinberg module
As shown in §3 we have the Mod(Σ1g)-module isomorphism from Proposition 3.6
St(Σ1g)
∼=
F0
∂F1
.
Although F0 and F1 are finitely generated Mod(Σ
1
g)-modules, the number of Mod(Σ
1
g)-orbits of
0-filling systems grows very quickly as a function of g (see [HZ86]). It is therefore somewhat
surprising that the Steinberg module is generated by the class of a single 0-filling system.
Theorem 4.2 (The Steinbergmodule is cyclic). Let g ≥ 1, and let φ0 ∈ F0 be the 0-filling system given
in Figure 5. Let [φ0] be the class of φ0 in St(Σ
1
g) = F0/∂F1. Then St(Σ
1
g) is generated as a Mod(Σ
1
g)-
module by [φ0]. For the closed surface let [φ0] be the class of φ0 in St(Σg) = (F0)P/∂(F1)P (cf. proof of
Proposition 3.6). Similarly, St(Σg) is generated as aMod(Σg)-module by [φ0].
Theorem 4.2 will be proved using Propositions 4.6 and 4.5 below.
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Corollary 4.3. [φ0] ∈ St(Σ
1
g) (resp. [φ0] ∈ St(Σg)) is nontrivial for g ≥ 1.
Proof of Corollary 4.3. If [φ0] were trivial then by Theorem 4.2 the Steinberg module St(Σ
1
g) would
be trivial. But then Mod(Σ1g) would have a finite index subgroup Γ whose dualizing module is
trivial. This would imply that Γ must be the trivial group and hence that Mod(Σ1g) is finite (see
[IJ08] for more).
x1
x2
x3
x4
x2g
x2g−1
x2g−2
x2g−3
· · ·
φ0
Figure 5: The generator for St(Σ1g)
Remark 4.4. A natural first guess at a single generator for St(Σ1g) is the arc system coming from
the standard identification of the the 4g-gon which corresponds to the labelled chord diagram in
Figure 6, but in fact by Proposition 4.5 below, the class of this 0-filling system is trivial in St(Σ1g).
y1
y2
y3
y4
y2g
y2g−1
y2g−2
y2g−3
· · ·
Figure 6: A trivial class in St(Σ1g)
A filling arc system describes a decomposition of the surface Σ1g into polygons. If any of the
polygons has more than 3 vertices, one may add an arc connecting two non-adjacent vertices of
that polygon to get a filling arc system with one more arc. This same process can be done from
the point of view of chord diagrams. Given a k-filling system α in Σ1g represented as a labelled
chord diagram, the outer edges of α are partitioned into k+ 1 disjoint sets (corresponding to the
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polygons mentioned above) according to which of the k+ 1 cycles they belong to. A (k+ 1)-filling
system can be created by adding a new chord (not parallel to any of the chords of α) connecting
any two outer edges of α in the same cycle. Note that since a 0-filling system has a single cycle,
any new (non-parallel) chord gives a 1-filling system.
Two chords in a chord diagram cross if the cyclic order on their endpoints forces them to.
The finest partition of the set of chords in which each pair of crossing chords is in the same
set will give the connected components of the chord diagram. For example the chord diagram in
Figure 5 is connected, while the chord diagram in Figure 6 has g connected components and so is
disconnected for g > 1. A cycle traverses a chord if it follows along the chord. Note that a cycle
can traverse a chord 0, 1, or 2 times. Given a cycle σ and a chord c on a chord diagram α we will
say that σ remains on one side of c if the cycle σ never traverses any chords that cross c. Each chord
c in a chord diagram cuts the chord diagram into two sets whose closures are disks. Notice that
the cycle σ remains on one side of c precisely when σ is contained in one of those disks. Finally
note that each chord c is either traversed twice by a single cycle which must also traverse a chord
which crosses c or is traversed once by two different cycles.
Proposition 4.5. If α is a disconnected 0-filling system then [α] is trivial in St(Σ1g) = F0/∂F1.
Proof. Add a chord c to α which does not cross any of the chords of α and such there are nonempty
connected components of α on both sides of c. Let αc be the resulting chord diagram. Firstly, we
claim that αc is a 1-filling system. This will be the case unless the chord c is parallel to some chord
c′ of α. Suppose that such a chord c′ exists. Then c′ crosses the same (empty) set of chords as c.
It follows that α has a chord c′ which is traversed by two different cycles. Thus α has at least two
cycles contradicting the assumption that α is a 0-filling system.
Now since αc is a 1-filling system we may orient it and take its boundary. Next we claim
∂αc = ±α. (12)
By definition ∂αc is a linear combination of the 0-filling systems that one can obtain by removing
a single chord from αc. No chords of αc cross the chord c so any chord diagram β obtained from αc
by removing a chord other than c cannot have a single cycle which traverses c twice. Such a chord
diagram β must have two different cycles which traverse c, so β cannot be a 0-filling system. Thus
α is the only 0-filling system that one may get by removing a chord from αc. Equation (12) follows
establishing the proposition.
Now we will introduce a subset of the 0-filling systems whose classes generate St(Σ1g) and
for which, by Proposition 4.5, the class of each element, save one, is trivial. A chord diagram will
· · ·
Figure 7: A connected component of a salient chord diagram
be called salient if each of its connected components is of the form given in Figure 7. Of course φ0
from Figure 5 is the unique connected, salient 0-filling system.
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Proposition 4.6. St(Σ1g) is generated by salient 0-filling systems.
Proof. For n ≥ 0 a chord diagram will be said to have a salient tail of length n if a neighborhood of
some segment in the boundary of the diagram is homeomorphic to the neighborhood pictured in
Figure 8. Given a 0-filling system α with a salient tail of length n, we can add a chord c to the far
n chords︷ ︸︸ ︷
· · ·
Figure 8: A salient tail of length n in a chord diagram
right of the salient tail to get a 1-filling system αc with a salient tail of length n+ 1. There is some
m with 0 ≤ m ≤ 2g and there are 0-filling systems βi for 1 ≤ i ≤ m such that
∂αc = ±α +
m
∑
i=1
±βi.
Notice that if any single chord in the salient tail of αc other than c is removed from αc then the re-
sulting chord diagram is disconnected, and so by Proposition 4.5 the class of that 0-filling system
is trivial in St(Σ1g). Thus for every i with 1 ≤ i ≤ m the class of the 0-filling system βi is either
trivial in St(Σ1g) or the chord diagram for βi has a salient tail of length n+ 1. Iterating this pro-
cess recursively no more than 2g times we may write the class of any 0-filling system as a linear
combination of classes of salient 0-filling systems.
With Propositions 4.6 and 4.5 established, the proof of Theorem 4.2 is quite short.
Proof of Theorem 4.2. By Proposition 4.6, St(Σ1g) is generated by salient 0-filling systems. The el-
ement φ0 ∈ F0 is a representative of the unique Mod(Σ
1
g)-orbit of connected, salient 0-filling
systems. Thus by Proposition 4.5, [φ0] generates St(Σ
1
g).
For the closed surface without a marked point Σg we have St(Σg) ∼= St(Σ1g) as Mod(Σ
1
g)-
modules, so [φ0] generates St(Σg) as a Mod(Σ
1
g)-module. On the other hand, the Mod(Σ
1
g)-
module structure of St(Σg) factors through Mod(Σg), so [φ0] generates St(Σg) as a Mod(Σg)-
module.
Remark 4.7. As a consequence of Theorem 4.2 there is a left ideal
J ⊂ ZMod(Σg)
such that the sequence of Mod(Σg)-modules
0→ J → ZMod(Σg) → St(Σg) → 0 (13)
is exact. In theory, for a fixed genus g the presentation in Proposition 3.3 gives enough information
to calculate a finite generating set for J . Amore “geometric” understanding ofJ would certainly
advance our understanding of St(Σg). At minimum one would like to know the stabilizer in
Mod(Σg) of the class [φ0] ∈ St(Σg).
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4.3 Spheres in the curve complex
As illustrated above it is useful to view the Steinberg module as the reduced homology of the arc
complex at infinity. On the other hand, the curve complexes C(Σg) and C(Σ1g) are more widely
studied so we will now explain Harer’s homotopy equivalence Ψ between the arc complex at
infinity and the curve complex. We will use this map to get an explicit nontrivial 2-sphere in the
curve complex of the surface of genus 2 (see Proposition 4.8 below) which will motivate Conjec-
ture 4.9 below. We point out that results of Penner-McShane in [PM07] provide an alternative
approach to converting a 0-filling system into a sphere in the curve complex.
Harer [Ha86, Theorem 3.4] gives a homotopy equivalence from the arc complex at infinity to
the curve complex. Harer’s map
Ψ : A◦◦∞ (Σ
1
g) → C
◦(Σ1g)
is simplicial, where A◦◦∞ (Σ
1
g) denotes the second barycentric subdivision of A∞(Σ
1
g) and C
◦(Σ1g)
denotes the first barycentric subdivision of C(Σ1g). The map Ψ is defined on the vertices of
A◦◦∞ (Σ
1
g), as follows. A vertex v of A
◦◦
∞ (Σ
1
g) is a nested sequence of non-filling arc systems
β1 ⊂ β2 ⊂ · · · ⊂ βk. For 1 ≤ i ≤ k if one removes a small open regular neighborhood of
the union of the arcs in βi from Σ
1
g , one is left with a surface Σ(i) ⊂ Σ
1
g with nonempty boundary.
After omitting redundancies and trivial curves, the boundary components of Σ(i) give a curve
system Ci in Σ
1
g. We define Ψ(v) :=
⋃k
i=1 Ci again omitting redundancies. In fact, Ψ(v) is a curve
system since if βi ⊂ β j then we can arrange that Σ(i) ⊃ Σ(j) and hence the curves of Ci can be
taken to be disjoint from the curves of Cj. Of course Ψ(v) is a vertex of C
◦(Σ1g) whose vertices
are curve systems. We then extend Ψ simplicially; that is, the simplex with vertices v1, · · · , vn is
mapped linearly to the simplex with vertices Ψ(v1), · · · ,Ψ(vn).
The 0-filling system φ0 in Figure 5 gives an arc system whose class in H2g−1(A/A∞;Z) is
nontrivial. From the long exact sequence for the homology of the pair of spaces (A,A∞) we have
the isomorphism
H2g−1(A/A∞;Z)
∂
∼= H˜2g−2(A∞;Z).
InA(Σ1g) the arc system for φ0 gives a (2g− 1)-simplex all of whose proper subfaces are contained
in A∞(Σ1g). The class of ∂[φ0] ∈ H˜2g−2(A∞;Z) is represented by the boundary of this (2g− 1)-
simplex.
For the surface Σ12 we may compute the image of ∂φ0 under Ψ directly. Figure 9 gives the
image of the vertices of the first barycentric subdivision of ∂φ0. One may easily fill in the images
for vertices in the second barycentric subdivision by taking unions of the curve systems at the
vertices of the first subdivision. The sphere in Figure 9 is nontrivial, but it is slightly unsatisfying
in that it is specified in C◦(Σ12) and not C(Σ
1
2). Figure 10 and Proposition 4.8 below provide a
homotopic sphere with a nicer description. The reader may recognize the shape in Figure 10 to
be the boundary of the dual of the 3-dimensional associahedron (see [Le89]).
Proposition 4.8. TheMod(Σ12)-orbit of the homology class of the 2-sphere in C(Σ
1
2) pictured in Figure 10
generates H2(C(Σ
1
2);Z). Forgetting the marked point gives a 2-sphere in C(Σ2) whose Mod(Σ2)-orbit
generatesH2(C(Σ2);Z).
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Figure 9: A nontrivial sphere in the barycentric subdivision C◦(Σ12) of the curve complex
Proof. The arc system for the generator [φ0] ∈ St(Σ
1
2) from Theorem 4.2 is pictured in Figure 1.
One may use Harer’s map directly to show that the vertices in the first barycentric subdivision
of ∂φ0 are mapped under Ψ to the curve systems pictured in Figure 9. We will give a simpli-
cial sphere in the unbarycentricly subdivided curve complex which is homotopic to the sphere
pictured in Figure 9. One may construct a homotopy equivalence
f : C(Σ12) → C(Σ
1
2)
as follows. Let Y be the set of exactly those curves appearing in Figure 9. Fix some linear order
on Y so that each of the curves that appear in Figure 10 is greater than all of those that do not. Let
f : C(Σ12) → C(Σ
1
2) be the map satisfying the following three properties:
1. The map f fixes the vertices of C(Σ12).
2. For any simplex σ of C(Σ12) whose vertices are disjoint from Y the map f |σ : σ → σ is the
identity.
3. If at least one vertex of the simplex σ of C(Σ12) is in the set Y then f |σ : σ → σ is the map
which is linear on the barycentric subdivision of σ, fixes the vertices of σ and sends the
barycenter of σ to the greatest vertex of σ in the order on Y.
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Figure 10: This is a homologically nontrivial sphere in C(Σ12). Forgetting the marked point
gives a homologically nontrivial sphere in C(Σ2).
The map f : C(Σ12) → C(Σ
1
2) is homotopic to the identity. In fact, sending each point of a simplex
to weighted averages of itself and its image under f gives the homotopy between f and the
identity. It follows that the sphere fΨ(∂φ0) is homotopic to Ψ(∂φ0). Some of the vertices in
Figure 9 coalesce under f andwe get the simpler homotopic sphere pictured in Figure 10. Wemay
then conclude that the Mod(Σ12)-orbits of sphere in Figure 10 generate H2(C(Σ
1
2);Z). Forgetting
the marked point gives a 2-sphere in C(Σ2) whose Mod(Σ2)-orbit generates H2(C(Σ2);Z) [Ha86,
Lemma 3.6].
The number of vertices in the boundary of the first barycentric subdivision of the (2g− 1)-
simplex is 22g − 2. Hence, for large g the direct approach to producing homologically nontrivial
spheres in C(Σ1g) given in the proof of Proposition 4.8 is impractical. Moreover, the asymmetry of
the arc system for φ0 is likely to yield a sphere in C(Σ
1
g) which is difficult to even describe in any
concise form.
Using the curves in Figure 11 there is a simple construction of a map of a (2g− 2)-sphere
into C(Σ1g). Let Θ be the boundary of the dual of the (2g− 1)-dimensional associahedron which
we now define. Fix a regular (2g+ 2)-gon K. By definition Θ is the simplicial complex whose
vertices are diagonals of K and whose simplices are given by sets of disjoint diagonals in K. It is
well-known that Θ is a (2g− 1)-dimensional sphere [Le89]. Associate the vertices of K with the
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· · ·
Figure 11: Using these 2g + 2 curves one can construct a map from the boundary of the
dual of the (2g − 1)-dimensional associahedron into C(Σ1g). Is that map homologically
nontrivial?
2g+ 2 curves in Figure 11 so that adjacent vertices of K correspond to intersecting curves. Each
pair of nonintersecting curves in Figure 11 corresponds to a diagonal of K. Let
q′ : Θ → C◦(Σ1g)
be the simplicial map sending each pair of nonintersecting curves in Figure 11 to the curve sys-
tem (with at most 4 nontrivial curves) consisting of the boundary curves of the surface got by
removing an open regular neighborhood of the union of all the other curves. For each vertex v of
Θ choose a curve cv ∈ q′(v) and let
q : Θ → C(Σ1g)
be the simplicial map sending v to cv. One may construct a homotopy like the one in the proof of
Proposition 4.8 above to show that q and q′ are homotopic and hence the homotopy class of q is
independent of the choices of cv ∈ q′(v).
Conjecture 4.9. For g ≥ 1 the class [q] ∈ H˜2g−2(C(Σ
1
g);Z) is nontrivial. (When g = 1 the proper
picture for Figure 11 consists of 2 pairs of parallel curves.)
By Proposition 4.8 above the conjecture holds for g = 2. It also holds3 for g = 1.
5 Questions for further study
Let n ≥ 2. The negative of the identity matrix −I ∈ SL(n,Z) stabilizes every subspace of Qn,
so −I is in the kernel of the action of SL(n,Z) on its Steinberg module St(n). Consequently the
action of SL(n,Z) on St(n) factors though an action of the simple group PSL(n,Q) (see [La02,
Theorem 9.3]). Simple groups must either act trivially or faithfully. Since St(n) is a nontrivial
SL(n,Z)-module it must also be a nontrivial and hence faithful PSL(n,Q)-module. It follows that
St(n) is a faithful PSL(n,Z)-module.
3Of course the mapping class groups of the surfaces of genus 1 and 2 are somewhat exceptional. (For instance they
have nontrivial centers [Iv02, Theorem 7.5.D].)
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As we have seen in Corollary 2.4, for g ≥ 2 the kernel of the action of Mod(Σ1g) on the Stein-
berg module contains the infinite point pushing subgroup P < Mod(Σ1g). For the closed surface
without a marked point there is some hope that the action of the mapping class group (modulo
its center) on the Steinberg module is faithful. When g ∈ {1, 2}, the hyperelliptic involution gen-
erates the center Z = Z(Mod(Σg)) of the mapping class group and acts trivially on the curve
complex. For g ≥ 3 the center Z = Z(Mod(Σg)) is trivial [Iv02, Theorem 7.5.D]. Thus for g ≥ 1
the action of Mod(Σg) on St(Σg) factors through Mod(Σg)/Z.
Question 5.1. For g ≥ 1 let Z = Z(Mod(Σg)) be the center of Mod(Σg). Is St(Σg) a faithful
Mod(Σg)/Z-module? If not what is the kernel of the action?
The Solomon-Tits Theorem (cf. [So69], [Br89, §IV.5 Theorem 2]) shows that the Tits building
∆(n,Q) has the homotopy type of a wedge of spheres, that its reduced homology is a cyclic mod-
ule (over the associated Q-group), and futher gives a Z-basis for the reduced homology. Harer
has shown that the curve complex has the homotopy type of a wedge of spheres. Theorem 4.2
above shows that the reduced homology of the curve complex is a cyclic Mod(Σg)-module. The
full “Solomon-Tits Theorem” for the mapping class group should also provide the following.
Problem 5.2. Give a Z-basis for St(Σg) ∼= St(Σ1g).
Steinberg modules for automorphism groups of free groups. Let Fn be the free group on n gen-
erators, and let Aut(Fn) and Out(Fn) denote its automorphism group and outer automorphism
group respectively (see [Vo02] for a survey of these groups). Many of the results on the homo-
logical structure of the mapping class group have analogs for Out(Fn) and Aut(Fn). For example,
Bestvina and Feighn [BF00] have shown that Out(Fn) and Aut(Fn) are virtual duality groups. To
date, the module structure of the dualizing modules for (torsion-free, finite index subgroups of)
these groups has not been studied in depth.
In the case of Aut(Fn) Hatcher and Vogtmann [HV98] have proposed a likely candidate for
this dualizing module. They define a simplicial complex based on the poset of free factors of Fn
and show that it has the homotopy type of a wedge of spheres. They define its reduced homol-
ogy group to be the Steinberg module of Aut(Fn), and ask if this module provides the dualizing
module for finite index, torsion-free subgroups of Aut(Fn). It is possible that the approach of the
current paper might be used to address this question.
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