In this paper, we analyze the 2-relay multiple-input multiple-output (MIMO) Gaussian diamond channel. We show that a multihopping decode-and-forward with multiple access (MDF-MAC) protocol achieves rates within a constant gap from capacity when a channel parameter Δ is greater than zero. We also identify the transmit covariance matrices to be used by each relay in the multiple-access (MAC) state of the MDF-MAC protocol. As done for the single-antenna 2-relay Gaussian diamond channel, the channel parameter Δ is defined to be the difference between the product of the capacities of the links from the source to the two relays and the product of the capacities of the links from the two relays to the destination.
I. INTRODUCTION
The relay channel was introduced in [1] , [2] and studied in [3] . Although the relay channel has been studied extensively, the exact capacity of the channel is still unknown. The approximate capacity of a single-antenna Gaussian relay channel to within one bit was found in [4] . The multi-input multi-output (MIMO) Gaussian relay channel was studied in [5] and the approximate capacity of the MIMO Gaussian relay channel to within a finite number of bits was recently found in [6] .
The parallel relay channel or diamond channel was introduced in [7] . This channel consists of a source, a destination and N relays. The relays cannot communicate with each other and the source cannot directly communicate with the destination. The full-duplex (FD) single-antenna Gaussian Nrelay diamond channel was studied in [8] , [9] and the capacity was shown to be within O(log N ) bits. Noisy network coding [10] , which is applicable to more general relay network topologies, achieves a gap of O(N ) bits for the Gaussian Nrelay diamond channel. The half-duplex (HD) single-antenna Gaussian N -relay diamond channel has been studied in [11] - [13] . The HD N -relay diamond channel can be in 2 N relaying states since each relay can be in transmit or receive state at any time. In [11] , it was proved, for N ≤ 6, that the optimal relaying protocol has at most N + 1 states, and the same was conjectured for general N . In [12] , noisy network coding was shown to achieve rates within 1.96(N + 2) bits of the cutset upper bound. In [13] , simple multi-hopping decode-andforward (MDF) protocols are proposed and shown to achieve capacity within 0.71 bits for the case of N = 2 with fixed scheduling and constant power constraints across all relaying states. An important parameter of the 2-relay diamond channel Δ was also introduced in [13] . Intuitively, Δ is a measure comparing the capacities of the links in the first hop with the links in the second hop. All the possible channel conditions, namely Δ = 0, Δ > 0 and Δ < 0, were analyzed. For Δ = 0, the MDF protocol achieved exact capacity. For Δ > 0 and Δ < 0, MDF-MAC and MDF-BC protocols were proposed and shown to achieve rates within 0.71 bits of capacity.
The HD MIMO relay channel has been recently studied in [14] . In [14] , (1) noisy network coding was shown to achieve rates within 1.96M tot bits (M tot being the total number of antennas in the relay channel) of the cut-set upper bound for the HD MIMO relay channel, and (2) it was also shown that this finite gap can be achieved using at most N + 1 relaying states, N being the number of relays in the channel. In this paper, we consider the 2-relay MIMO Gaussian diamond channel (see Fig. 1 ), i.e., the multi-antenna generalization of the diamond channel considered in [13] . We show that, for Δ > 0, the multihopping decode-and-forward with multiple access (MDF-MAC) protocol achieves rates within a constant gap from capacity. We also identify the transmit covariance matrices to be used by each relay in the multipleaccess (MAC) state. Decode-and-forward schemes are likely to be easier to implement in practical systems than schemes based on noisy network coding. In the single-antenna case in [13] , the achievable rate of the MDF-MAC protocol is the solution to a linear program since the rate constraints in the MAC state are three linear constraints. However, the rate region for the MAC state in the multi-antenna setting in this paper is the union of the rate regions for each choice of feasible transmit covariance matrices, i.e., an infinite union. We choose the transmit covariance matrices in the MAC state appropriately to restrict ourselves to a region described by three linear rate constraints and obtain a finite gap between the achievable rate and the capacity upper bound. For Δ = 0, the capacity has already been determined in [13] . For Δ < 0, it is not yet known if the MDF-BC protocol can achieve rates within a constant gap from capacity as in the single-antenna case.
II. SYSTEM MODEL AND MDF-MAC PROTOCOL
The 2-relay MIMO Gaussian diamond channel is shown in Fig. 1 . We assume that S, R 1 , R 2 and D have n s , n 1 , n 2 and n antennas, respectively. The received signals at relays R 1 , R 2 and destination D are given by:
respectively, where x 0 , x 1 , and x 2 are the transmit signals from S, R 1 , and R 2 respectively, H 01 , H 02 , H 13 , and H 23 are the real n 1 × n s , n 2 × n s , n × n 1 and n × n 2 MIMO channel matrices corresponding to the S-R 1 , S-R 2 , R 1 -D, and R 2 -D channels, and z 1 , z 2 , and z 3 are the n × 1 Gaussian noise vectors with distribution N (0, I) at R 1 , R 2 , and D, respectively. The nodes are half-duplex. The four possible relaying states are shown in Fig. 2 . As in [13] , we assume constant power constraints for each node across all states. For nodes S, R 1 , and R 2 , without loss of generality, the power constraints are taken to be 1, i.e., P 0 = P 1 = P 2 = 1. Let
The channel parameters are defined as follows:
The optimal covariance matrix Q corresponding to each of these capacities are denoted K 01 , K 02 , K 13 , K 23 , K 012 , and K 123 , respectively. For example, we have
The MDF-MAC protocol is a multihopping decode-andforward protocol using States 1, 2 and 3. The total transmission time is normalized to 1 and States 1, 2, and 3 are used for t 1 , t 2 , and t 3 fractions of the total transmission time. Let R 1 and R 2 be the rates of transmission from relays R 1 and R 2 to the destination in the multiple access state (State 3). Then, the maximum achievable rate R MAC from S to D of the MDF-MAC scheme is given by
III. GAP FROM CAPACITY OF THE MDF-MAC PROTOCOL FOR Δ > 0 In this section, we show that the MDF-MAC is within constant gap of capacity for Δ > 0 for the 2-relay MIMO Gaussian diamond channel. In [13] , the MDF-MAC was shown to be within 0.71 bits of capacity for the singleantenna Gaussian diamond channel. We will first summarize the steps in the analysis in [13] , discuss the main difficulties in extending this result to the MIMO case, and then present our solution that overcomes these difficulties.
In [13] , the gap result is obtained as follows. Step Step 5. C 123 − C MAC and C 123 − (C 13 + C 23 ) are shown to be bounded by finite constants. The main difficulties in obtaining a similar gap result for the MIMO case are in Steps 2 and 5. In step 2, a linear program is easily obtained in the single-antenna case since the rate region for (R 1 , R 2 ) in the MAC state is a pentagon specified by a finite number of linear inequalities. In the MIMO setting, the rate region for (R 1 , R 2 ) is an infinite union of such pentagons and cannot be exactly described by a finite number of linear inequalities. This capacity region for the MAC state is given by [15] C MAC = Q1,Q2,:Qi 0,tr(Qi)≤1 where C MAC (Q 1 , Q 2 ) is a pentagon obtained by choosing the covariance matrices at the relays R 1 and R 2 to be Q 1 and Q 2 , respectively, i.e., C MAC (Q 1 , Q 2 ) is the set of all (R 1 , R 2 ) satisfying
By fixing Q 1 and Q 2 , we can get a linear program for R MAC even in the MIMO case. However, this should be done carefully since we need to be able to bound C 123 − C MAC in
Step 5. Thus, this choice affects Steps 3, 4, and 5. We study this problem and provide such an appropriate choice for Q 1 and Q 2 . Our analysis is presented in detail in the following subsections.
A. Upper bound (Step 1)
The upper bound from [13, Eqn. (37) ] is valid for our MIMO setting as well and is given by:
for Γ ≤ 0 and Γ > 0, respectively, where Γ = C 02 [C 123 − C 23 ] − C 01 [C 123 − C 13 ], den 1 = (C 123 − C 13 + C 02 )(C 01 + C 13 ), den 2 = (C 123 −C 13 +C 02 )(C 01 +C 13 ), δ = max(C 123 − (C 13 + C 23 ), 0).
B. Formulating the linear program for R MAC : Choice of Q 1 and Q 2 (Steps 2-4)
For a given Q 1 and Q 2 , we defined C 13 , C 23 and C MAC in (3). For this Q 1 and Q 2 , we can formulate a linear program for R MAC as follows using (2) and (3).
Using Fourier-Motzkin elimination to eliminate variables R 1 and R 2 , the above optimization problem can be reduced to:
Now, we will choose a feasible rate for this linear program such that the gap from the upper bound can be bounded later. Setting to equality the inequalities (6), (7) , (9) gives:
where the denominator C den = (C MAC − C 13 (C 01 + C 13 ) + C 02 (C 01 + C 13 ) + (C 13 − C 13 )C 23 . Note that the equivalent expressions in [13] are obtained as a special case of the above by setting C 13 = C 13 , C 23 = C 23 and C MAC = C MAC . However, we are going to make a different choice here. The solution in (11) would be feasible for the linear program if the inequality (8) is also satisfied. Inequality (8) is satisfied if
i.e., if t 2 C 02 ≤ t 1 C 23 + t 3 C 23 . Substituting for t 1 , t 2 , and t 3 from the solution above, and simplifying, we can rewrite this condition as
Note that C 13 + C 23 − C MAC ≥ 0. Therefore, the required condition is satisfied for Δ > 0 if we choose C 13 = C 13 , i.e., Q 1 = K 13 . If we also choose C 23 = C 23 , i.e., Q 2 = K 23 , we will not be able to bound C 123 − C MAC later. Therefore, we will make a different choice for Q 2 . We choose Q 2 to be the covariance matrix obtained using the water-filling algorithm treating the noise covariance matrix to be I + H 13 K 13 H T 13 . This is the solution at the end of the first iteration of the iterative waterfilling algorithm in [16] . Thus, we choose Q 2 to be K 23 given by: Thus, for Γ ≤ 0, we choose the pentagon C MAC (K 13 , K 23 ) given by: Similarly, for Γ > 0, we set to equality the inequalities (6), (8), (9) to get:
where C den2 = (C MAC −C 23 )(C 02 +C 23 )+C 01 (C 02 +C 23 )+ (C 23 −C 23 )C 13 . Then, we choose C 23 = C 23 , i.e., Q 2 = K 23 and Q 1 to be K 13 given by: Thus, for Γ > 0, we choose the pentagon C MAC (K 13 , K 23 ) given by:
It is worth noting that the gap between the sum rate achieved after one iteration of iterative waterfilling C MAC1 (or C MAC2 ) and the sum capacity of the MIMO MAC can be bounded by a finite constant [16] . Fig. 3 . An illustration of the rate regions for different choices of Q 1 , Q 2 Fig. 3 gives an illustration of the rate regions corresponding to the chosen covariance matrices. Three regions are shown: C MAC (K 13 , K 23 ), C MAC (K 13 , K 23 ) (our choice for Γ > 0), and C MAC (K 13 , K 23 ) (our choice for Γ ≤ 0). Now, we can show the difference between the achievable rate and the upper bound to be:
or
depending on whether C MAC = C MAC1 or C MAC2 . This gap can be bounded if we can bound C 123 − C MAC and δ. We will do this in the next two subsections.
C. Bounding C 123 − C MAC (Step 5)
Let C sum be the sum-rate capacity of MAC channel between the relays and the destination. From theorem 3 in [16] , we have the following result on the convergence of the iterative waterfilling algorithm after the first iteration.
Equivalently, we have
where (a) is true because 2I Q and log det(·) is increasing on the cone of positive-definite Hermitian matrices, and A H 123 H T 123 . Now, note that C sum is at least as much as the sum rate achieved by Q 1 = Q 2 = 1 n I, i.e., we have 
Therefore, from (14) and (15), we have
where a 1 , a 2 , . . . , a n are the eigen values of A in (a), and (b) is obtained by using the inequality 1+2x 1+x/n ≤ 2n ∀x ≥ 0 and n ≥ 1. Finally, from (13) 
where (a) is obtained using Lemma 3, and (b) is obtained using the inequality 1+2x+2y (1+x/n)(1+y/n) ≤ 2n ∀x ≥ 0, y ≥ 0 and n ≥ 1. Finally, using (18) in (17), the required bound in the lemma is obtained.
E. Main Result: MDF-MAC achieves rates within constant gap of capacity for Δ > 0
Theorem 1. For the 2-relay MIMO Gaussian diamond channel with n 1 , n 2 and n antennas for R 1 , R 2 and D, respectively; the multi-hopping decode-and-forward protocol MDF-MAC achieves rates within 1 2 max {n 1 , n 2 } + n log(2n) bits of capacity for Δ > 0.
Proof. Using Lemma 1, Lemma 2, and the facts-C MAC1 ≥ C 13 and C MAC2 ≥ C 23 , the gaps in (11) and (12) can be bounded as:
max {n 1 , n 2 } + n log(2n), i = 0, 1 to get the required result.
Remark: If S, R 1 , R 2 and D have the same number of antennas, n then MDF-MAC achieves rates within n log 2 ( √ 8n) of the capacity for Δ > 0. This gap is better than the noisy network coding gap obtained in [14] for n ≤ 6.
IV. SUMMARY AND FUTURE DIRECTIONS
In this paper, we showed that for a half-duplex 2relay MIMO Gaussian diamond channel a simple multihopping decode-and-forward protocol, MDF-MAC, achieves rates within a constant gap from capacity for Δ > 0. This is a generalization of the single-antenna diamond channel result in [13] . We also identify the transmit covariance matrices to be used by each relay in the multiple-access (MAC) state of the MDF-MAC protocol.
For Δ < 0, the MDF-BC protocol achieves rates within a constant gap from capacity for the single-antenna case [13] . It is not yet known if this result also extends to the multiantenna setting. A constant gap bound linear in n has been obtained recently in [14] , but requires noisy network coding to be used instead of the simple decode-and-forward approach used in our work. APPENDIX Lemma 3 (Theorem in [17] , (2)). Let C and D be hermitian n × n matrices whose eigen values are c 1 ≥ c 2 ≥ . . . ≥ c n and d 1 ≥ d 2 ≥ . . . ≥ d n , respectively. Then, if c n + d n ≥ 0 (which is true if C and D are positive semidefinite), we have
