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Introduction
Real-time model checking [1, 5, 20] has received a lot of attention in the past 15 years. In the traditional formulation of the problem, one is given a real-time system modeled as a timed automaton, and a specification as a formula in temporal logic, and is required to determine whether or not the system satisfies the formula. In practice, system models often contain parameters that can be adjusted to tune model behavior. In automotive and aerospace applications, these parameters are often referred to as calibration parameters. For example, in an automobile-engine controller one calibration parameter might describe the number of cylinders in the engine, while another might be the maximum allowed revolutions-perminute the engine can undergo. Setting these parameters to different values allows the same model to be "deployed" for different engine models. These calibration parameters are also usually equipped with constraints on their allowed values; the number of cylinders might be restricted to 4, 6 or 8, for example, while the maximum RPM setting might be constrained to fall in the interval [7000, 8000] . Model checking such a parameterized system would require checking model correctness for all parameter settings against a temporal formula that may also involve the same parameters.
The goal of this paper is to develop an efficient, general framework for checking a parameterized model against a formula. We call this problem the universal parametric real-time model-checking problem because, in contrast with other work on parametric real-time systems, our interest is in determining whether or not every parameter setting consistent with parameter constraints leads to correct behavior. A naive approach to the universality problem is to test each parameter assignment. For each parameter valuation, one needs to perform the model-checking algorithm once. Such a computation might be prohibitive, since the number of possible parameter valuations may be very large. We present a local parametric model-checking algorithm for solving such a general problem symbolically, which only needs one execution of the model-checking process.
Several parametric real-time analysis problems have been investigated. The emptiness problem is the following: given a parameterized real-time system having parametric bounds on delays, and a state in the real-time system, is there an assignment of values to the parameters such that the the desired state can be reached? This problem is known to be undecidable in general [6] , although for dense time systems with single parametric clock, decision procedures exist. The constraint synthesis problem is related to our universality problem: given a parametric real-time system and formula, derive the most-general constraints over parameters that make the model-checking problem successful. This problem is studied in [4, 9, 10, 14, 15, 18, 21, 29, 30, 32] . Although the constraint-synthesis problem for timed CTL with parameters appearing only in formulas is decidable, the same does not hold for timed automaton with parameters in general. For example, [15] showed that the model checking of parametric timed CTL is undecidable over timed automata with only one parametric clock. The optimization problem is to find the optimal valuations of parameters according to given criteria and is considered in [4, 33] .
All of these problems differ from the one considered here in that no a priori constraints on parameters are considered as given. In our experience with a variety of automotive and aerospace companies, however, such constraints are always present, and indeed are often specified even before the parametric model is constructed. The current work is intended to initiate study into this problem and offer a solution in certain practically relevant cases.
The main contribution of the paper is a local parametric real-time model-checking algorithm. Our approach encodes the model-checking problem with predicate equation systems (PESs). The solving of PESs is performed by providing a valid proof (i.e. successful tableau) for an initial predicate. In contrast with other real-time model-checking techniques, which employ either "forward" or "backward" analysis techniques, our proof search technique works in a combined forward / backward style. Proofs are constructed in a goal-directed, "forward" manner, with information obtained in one branch of proof construction allowed to flow "backward" to improve proof construction in other branches. The forward component of our strategy supports early termination in case errors are detected, while the backward element enables efficient computation when no errors are present. Experimental data shows that our algorithm significantly outperforms other existing tools for erroneous specifications, while having comparable performance when there are no errors. Since the universal problem can be seen as the dual of the emptiness problem, it is impossible to provide an algorithm which could terminate with more than two parametric clocks (even the decidability of the case with two clocks is open). However, our solution procedure does terminate when parameter constraints take the form of finite sets: a restriction we impose in this paper.
Among existing real-time model-checking works, the algorithms of [25, 26] are most related to ours in the sense that theirs also works in a forward / backward way to refine regions. Our method is somewhat different in being based on proof search; this basis permitted us to identify situations, specifically in the checking of invariance properties, in which we can avoid clock-zone-splitting operations that their algorithm requires. Consequently, we conjecture that our algorithm will significantly outperform those, although the absence of publicly available implementations of these tools prevented us from assessing this empirically.
Parametric Timed Automata
To model parametric real-time systems, we use parametric timed automata. We began by introducing some terminology and notation.
Throughout let C be a finite set of clock variables ranging over x, y, . . . , Act a finite set of actions (transition labels), P a finite set of parameter variables ranging over a, b, . . . , and α, β linear terms defined over P and integer constants in the usual way: each has form n + i n i a i where n and each n i are integer constants and each a i ∈ P. The set of state predicates is defined by the grammar.
where ∼∈ {<, ≤, =, ≥, >}. A parameter may assume any value in a fixed finite set of integers V (in practice different parameters would have different domains, but for simplicity in this paper we assume a single domain of possible values for all parameters). We write the set of state predicates as Φ. Throughout we let D def = R + ∪ {0} be the set of possible durations and X def = C ∪ P. A parameter valuation is a mapping ω ∈ V P (recall that V P is the set of mappings from P to V) that assigns a value to each parameter. Given a parameter valuation ω, a system state ρ ∈ D X satisfies: ρ(a) = ω(a) if a ∈ P. If ρ is a system state and δ ∈ D then ρ + δ is the new state ρ[x 1 := ρ(x 1 ) + δ, . . . , x n := ρ(x n ) + δ], which updates each clock variable x i with a new value ρ(x i ) + δ and agrees with ρ otherwise. State predicates are interpreted with respect to system states in the usual fashion; we write ρ |= ϕ when this is the case. 
3. L ∈ Φ S is a mapping that assigns to each location a state predicate, called the invariant for that location, in Φ;
S I ⊆ S are the initial locations
Intuitively, time can elapse in a location only as long as its invariant remains true; when the current location is s, a transition s, ϕ, C, λ, s may be executed when the trigger condition ϕ is satisfied, with the clocks in C being reset to 0 and control location switched to s . Semantically, given a parameter valuation ω ∈ V P , a parametric timed automaton T = S, R, L, S I can be interpreted as a concrete transition system. Definition 2.2 A concrete transition system (CTS) is a tuple Σ, V, → c , Σ I , where Σ is the set of states, V : Σ → D X the valuation function, → c ⊆ Σ × (Act ∪ D) × Σ the transition relation, and Σ I ⊆ Σ the set of start states.
Given ω and T , CTS C ω,T = Σ, V, → c , Σ I is defined as follows.
3. There are two types of transitions in C T . 
The Real-Time Modal Mu-Calculus
To specify system properties, we use a real-time extension of the modal mu-calculus derived from [25] . Our formulas are defined using modal equation systems (MESs), which consist of blocks of equations of the form X = φ, where X ∈ X is a formula variable and φ is a formula defined by the following grammar.
In the above, λ ∈ Act is an action while x ∈ C is clock.
Operators λ φ and [λ]φ are called modal operators; these, together with ∨ and ∧, are standard from the propositional modal mu-calculus [23] . ϕ s is a state predicate; x.φ is a reset operator; and ∃φ and ∀φ allow us to reason about time successors of a state. This logic is expressive enough to include many timed temporal logics, including TCTL. The definition fpv(φ) of free formula variables in φ is standard. We call a formula φ formula-closed if fpv(φ) = ∅. While negation is restricted in the logic, every formulaclosed formula φ has a formula not(φ) that is semantically equivalent to φ's negation.
MESs define a mutually recursive family of formulas, one for each equation. Since a given equation can have several solutions, blocks in MESs are equipped with an indication as to whether the "least" (most restrictive) "greatest" (most permissive) solution is intended. Definition 3.1 An equation block has form p, E , where p ∈ {μ, ν} is the parity indicator and E = E 1 , . . . , E n is a finite sequence of equations of form X i = φ i , with the X i distinct formula variables and each φ i a formula.
In an equation block p, E , p determines whether the "greatest" (ν) or "least" (μ) solution of the equations is intended. The parity p is also called the parity of the variables defined in the block. An equation may also be written in the form of X p = φ, where p indicates the parity. We write lhs(B) = {X 1 , . . . , X n } for the left-hand-side variables in block B and rhs(B) = {φ 1 , . . . , φ n } for the right-hand-side predicates.
The notions of lhs and rhs can be extended in the obvious manner to MESs. We call an MES M formula-closed if
The semantics of modal mu-calculus formulas is given with respect to a CTS C = Σ, V, → c , Σ I , and takes the form of a relation σ |= C,θ φ, which, given an environment θ : X → 2 Σ mapping formula variables to sets of states, determines whether or not CTS state σ satisfies φ. This relation is given as follows (obvious cases omitted).
In the last clause pre(φ, x := 0) is the weakest precondition transformer; in effect, pre(φ, x := 0) transforms φ by replacing each occurrence of x by 0. The definition is conceptually simple but notationally complex due to the presence of equations, so its formal definition is omitted here.
We may now apply the general fixpoint-equation system theory, as elaborated in [27] to define the semantics of MESs. The basis of the definition is the semantics of a single block in an MES. According to Knaster-Tarski fixpoint theorem [28] , every monotonic function over a complete lattice has a unique least fixpoint and a unique greatest fixpoint. As shown, for example, in [27] , these fixpoints may also be interpreted as the "least permissive" and "most permissive" solutions to systems of equations defined over lattices. In the case of an MES block, the lattice in question is the set of environments mapping left-hand side variables to subsets of Σ, with the lattice ordering being the point-wise extension of set containment to environments. The MES induces a monotonic function on this lattice that evaluates each right-hand side in the MES in the context of the "argument environment" and constructs an environment assigning these values to the appropriate left-hand side variables. These ideas can then be used to give semantics to lists of blocks; the details are complicated but not deep and can be found in [27] .
The greatest and least fixpoints of monotonic functions also have iterative characterizations that give rise to approximation-based approaches to computing them, when they can be computed. In the case of the least fixpoint of a monotonic function f , one starts with the least element in the lattice (⊥) and repeatedly applies f (f (⊥), f(f (⊥)), etc.) until the result does not change; this "fixed" result is the least fixpoint. Characterizing the maximum fixpoint is the same, except that the initial value is the maximum element of the lattice. In the case of MES blocks, the least value is the environment assigning ∅, the empty set of states, to each variable, while the greatest value is the environment assigning Σ, the complete set of states, to each variable.
We use [[M ]] C,θ to represent the semantics of MES M with respect to CTS C and an environment θ that is used to As an example, the following MES states that "after performing the gate down action, it is always possible to raise up the gate within 5 units of time" [25] . The definition of C ω,T implies an immediate interpretation of the mu-calculus with respect to PTA T . In addition to the other notations defined for the mu-calculus, we also introduce the following. Let φ be a mu-calculus formula, and s a control location in PTA T , and let θ be a mapping of mu-calculus formula variables to sets of states in C ω,T .
] Cω,T ,θ for all ω}. That is, the "semantics" of a control location s visà vis a formula is the set of system states that, when combined with location s, make the formula "true", regardless of the parameter assignment ω. Similarly, if M is a formula-closed MES, and φ is a mu-calculus formula with fpv(φ) ⊆ lhs(M ), we write
] Cω,T ,M for all ω}. In this case, we also say that PTA T satisfies a mu-calculus formula φ with respect to equation system M under initial (state-predicate-specified) condition ϕ (written
Predicate Equation Systems
In this section we introduce predicate equation systems (PESs), which will be the vehicles we use for solving the universal parametric model-checking problem. PESs are like MESs whose right-hand sides of PESs are predicates. Each equation of PESs takes the form of X = φ, where X ∈ X is a predicate variable and φ is predicate defined by the following grammar.
In the preceding, ϕ s is a state predicate, x is a duration variable (i.e. can assume any value a clock can), and A is an assignment of form x 1 := e 1 , . . . , x n := e n , where x i is a clock and e i is a (linear) term over clock variables. All operators are the usual ones, except for φ[A]. As the account above allows for the use of predicate variables, substitution, φ[A], which is usually a derived operation, must be included as an operator in the language (since, e.g., X[x := e] cannot be rewritten).
The notion fpv of free predicate variable can be adapted from MESs in the obvious manner. We call a predicate φ predicate-closed if fpv(φ) = ∅.
The semantics of predicates and PESs can be adapted from MESs in the obvious way. Now the lattice in question is 2 D X (i.e. the lattice of sets of system states, ordered by set inclusion). A given predicate formula φ containing free predicate variable X, in the context of a predicate environment θ, may be seen as a monotonic function f θ over this lattice as follows: 
From Parametric Model Checking to Predicate Equation Systems
The universal parametric model-checking problem may be phrased as follows: given a PTA T , formula-closed MES It follows that T |= ϕ M X iff the statement D X = [[ϕ → sI ∈SI Y sI ,X ]] F (T,M) is true;
On-the-Fly Parametric Real-Time Model Checking
This section introduces a goal-directed proof system for solving universal parametric real-time model-checking problems encoded as PESs. The proof system is intended to establish when a set of predicate-closed formulas Φ def = {φ 1 , . . . , φ n } implies a formula ψ containing predicate variables from a PES. The proof rules operate on sequents of the form Φ P ψ; a valid proof of such a sequent indicates that [[ Φ → ψ]] P = D X (i.e. the implication is a tautology). The rules are given in Fig. 2 and use the following syntactic conventions: conclusions are also written above subgoals, which are separated by a ";" . φ, φ i , ϕ, s, s are predicate closed, while ψ, ψ i need not be, and Φ, φ is short-hand for Φ ∪ {φ}. Also note that s, s are placeholders whose meaning will be clear later.
Let φ be a predicate-closed formula and A def = [x :=ē] an assignment. Then the strongest postcondition, post(φ, A), of φ wrt A is defined as
Note that φ P ψ[x :=ē] is valid if and only if post(φ,x := e) implies ψ. We also have two derived operators, where pre(φ, A) def = φ[A] is the weakest precondition operator. Rules ∨ 1 -∧ are familiar from the predicate calculus; Rule C is for predicate variables. Instead of a cut rule [12] for the reasoning of case splittings like the following,
(which in general can not be automated), we defer the computation of these predicates by introducing placeholders for them in Rule ∨ and Rule ∃ 1 and using a "backward" analysis of the proof tree to infer values for these placeholders (see Rules ∃ 2 , ∀ 2 , [] 2 ). This strategy is inspired by the splitting technique used in [25] .
Rule ∨ distributes the proof obligation into two subgoals by introducing a placeholder s in the left subgoal. The splitting constraint s is first computed through the left subtree and then the negation of s is fed into the right subsequent. For example, in Figure 3 
Rule ∃ 1 eliminates the existential quantifier by introducing a placeholder. The right subsequent is used to tell the validity of the splitting s derived from the left subtree. For example, in Figure 3(a) , s might be the shaded region.
Rules ∀ 2 , ∃ 2 and [] 2 all have a right subgoal which is used to compute the weakest splitting constraints s from s . The rules also share an implicit side condition: they may only be applied to non-leaf sequents. These are defined as follows. Definition 6.1 Let σ be a sequent of form Φ P ψ. Then σ is a (successful) leaf if one of the following conditions holds. (a). ψ is a state predicate. (successful if Φ → ψ is a tautology). (b). ψ ∈ Φ (always successful). (c). ψ = X with parity p, and there is another sequent σ of form Φ P X on the path from the root node of the proof to σ with the property that no σ : Φ P X such that X has parity different than p and X is defined in an earlier block in the PES than X, and Φ logically implies Φ . Such a leaf is successful if the parity of X is ν.
The definition of (successful) leaf is based on one given in [22] , which also gives a success criterion for leaves involving μ-formulas. This criterion is not needed in this paper, so we omit further mention of it.
A proof (called tableau) built using these rules is valid if and only if it is finite, every path ends in a leaf, and every leaf is successful. The following is true.
In general, the proof rules will not be complete for arbitrary parametric model-checking problems. However, when the PES is generated from a (parametric) timed automaton and a (parametric) timed mu-calculus, and all parameters take values from finite sets, then completeness does hold. The proof follows from the finiteness of the number of different regions in the systems [2] and an argument for fixpoint approximation similar to [20, 22] .
Experimental Results
We have implemented a prototype, which we call CWB-PRT, of the above-mentioned algorithm. The effort took approximately one month, with two weeks devoted to an implementation of a parametric difference bound matrices (PDBMs) [21] package and the rest to building the proof-search infrastructure. C++ was used as the implementation language. PDBMs are a data type extending difference bound matrices (DBMs) [17] , which are used to record clock differences for (non-parametric) real-time model checking. PDBMs are basically DBMs, where the matrix entries are linear parameter terms rather than constants. We used the Omega Library [24] as our decision procedure for inclusion checking between these linear terms.
The algorithm uses a depth-first search technique with caching. The proof rules in Figure 2 are used to generate sequents needed to be proved next in order for the goal sequent to be true. The cache contains sequents that have either been proved or disproved, or are currently assumed to be true. When a sequent is generated, the cache is first checked to see if it is implied by something in the cache; if this is the case, then no more searching is necessary for this sequent. If the sequent is not in the cache, it is added into the cache, and rules are then recursively applied to it. The precise details of cache management are similar to those for on-the-fly propositional model checkers [8, 13] , so we omit further discussion here.
To assess the performance of CWB-PRT, we ran it on several examples taken from the literature and compared the results with those from the most recent available versions of TReX-1.4 [9] , HyTech-1.04f [19] and RED5.3 [32] with both forward and backward analysis. (All these tools solve the constraint-synthesis version of the problem: they compute the most general constraints on parameters that guarantee the property in question will hold. It is easy to use these results to solve the universal problem, however.) The tool TReX [9] can deal with non-linear parameter constraints. It was implemented with PDBMs and also supports the Omega Library as an external decision procedure. Both HyTech [19] and RED [32] are tools for linear hybrid automata, which are more general than parametric timed automata. While HyTech-1.04f was implemented with polyhedra as its data structures, RED5.3 was released with HRDs (Hybrid-Restriction Diagrams), a BDD-like data structure, which is more compact and efficient than PDBMs and polyhedra, see [32] for the experimental results. Due to the absence of publicly available implementations, other constraint-synthesis tools that are capable of parametric analysis, namely LPMC [26] and the extension of UPPAAL for linear parametric model checking [21] , are not considered here; see [16] for the performance reports.
The experimental platform used was an Intel Pentium IV 2.8GHz with 2GB memory running Linux. The systems are listed below together with different constraints over parameters. Note that for any parameter valuation that satisfies condition (a), the model-checking problem is unsuccessful, while successful under condition (b); condition (c) is the mixed case, i.e. some parameter valuations make the problem successful, others unsuccessful. [3, 32] .
Fischer's timed Mutual Exclusion (MUX)
There are n processes trying to access a critical section. Initially each process is idle, but at any time it may begin executing the protocol provided the value of a global variable p is 0. It then delays for up to Δ B seconds before assigning its identifier to p. It may enter the critical section within Δ C seconds provided p still equal to its identifier. It reinitializes p to 0 upon leaving the critical section. We verify that at any time, no more than one process is in its critical section, when (a).
2. Nuclear reactor controller (REACTOR) [7, 32] . The goal of the system is to maintain the reactor temperature between a minimal threshold L and a maximal threshold U by inserting control rods. A rod must stay outside for at least T time units after it is removed. We verify that whenever the temperature reaches U, one of the rods can be put in, with condition (a). T >= 16 + (m − 1) * 21; (b). T < 16 + (m − 1) * 21;
(c). T >= (m − 1) * 21, where m is the number of rods in the system.
3.
Generic Railroad Crossing (GRC). We use the realtime version of the protocol adapted from [32] . A system operates a gate at a railroad crossing. The railroad crossing I lies in a region of interest R. A set of trains travel through R on multiple tracks in both directions. A constant parameter δ is used to determine the controller actions. The safety property is to ensure the system will not enter an unsafe state where a train is in the crossing but the crossing gate is not down. We check with (a). δ > 20; (b). δ <= 20; (c). δ > 10.
4.
CSMA/CD benchmark [32, 34] . This is the Ethernet bus arbitration protocol with the idea of collision-andretry. A typical worst case round trip propagation is δ time units, and it need σ time units to detect a collision. One safety property requires that at any moment, at most one process is in the transmission mode for no less than δ time units. We check (a). δ <= σ; (b). δ > 52, σ <= 26; (c) δ > 52, σ > 0.
One of the motivations for on-the-fly model checking is that bugs can be caught much more quickly than with global approaches since computation can be short-circuited when errors are found. We tested this hypothesis with buggy conditions (a) and (c) over parameters and collected comparative performance data for the model checkers in question. These figures in Table 1 and Table 2 indicate that CWB-PRT significantly outperforms the other tools in this case. We conjecture that CWB-PRT's superior performance here is due to the combined forward / backward analysis of our algorithm. The logical infrastructure of our algorithm is useful to detect errors quickly while most of other tools are must compute a fixpoint before finding errors.
An often-mentioned criticism of on-the-fly model checking is that when system specifications and formulas are both correct, these algorithms perform very poorly. To test the validity of this statement, we ran CWB-PRT on all (b) properties for these case studies. The performance figures are given in Table 3 and tend to refute the assertion just given. Specifically, it can be seen that CWB-PRT generally outperforms TReX-1.4 and HyTech-1.04f. RED-5.3 generally outperforms CWB-PRT on these examples, although it should be noted that while TReX [34] was implemented with PDBMs, as CWB-PRT is, HyTech [11] use polyhedra and RED5.3 HRDs [32] . Since data structures have been one of the key challenges for efficient real-time model Table 1 . Performance data with (a) conditions. The numbers in the names of the systems refer to the numbers of processes in the models. Times represent CPU time in seconds, "O/M" means "out-ofmemory", or "does not finish in two hours" . "N/A" means "not available" (especially for TReX-1.4, a segmentation fault occurs). [31, 32] , we conjecture that CWB-PRT would see considerable performance improvement if we used a BDDlike data structure in place of PDBMs (our prototype uses PDBMs because of the ease of the implementation). Also, CWB-PRT's competitiveness does suggest that our proofsearch strategy, which combines forward (proof search) and backward (sequent caching) analysis, offers performance improvements over the "pure forward" or "pure backward" strategies favored by these tools.
CWB-PRT

Conclusion
We have presented an on-the-fly algorithm for solving the universal parametric real-time model-checking problem. Experimental results demonstrate that our proof-theoretic method significantly outperforms existing approaches for systems containing errors, while exhibiting competitive behavior for systems that are correct. This fast error-detection capability of our technique makes it especially interesting for industrial design flows in which model checkers are used "early and often" to detect design errors in an ongoing manner.
Our algorithm works for parameter constraints taking the form of finite sets on allowed values. We would like to investigate whether it also terminates with a more constraints over parameters in the future. Studying the constraint synthesis problem with our forward / backward approach would also be very interesting.
