Abstract This paper proposes a novel Meta-heuristic based hybrid optimization method for Microgrid energy management system. First, microgrid energy management problem is modeled as a mixed integer nonlinear programming with the consideration of quadratic fuel cost of distributed generators and their startup/shut-down states. In order to obtain a favorable solution, a hybrid solution procedure combined quadratic programming and genetic algorithm is proposed to solve the problem. Then, the proposed method is verified via numerical simulation. Through the comparison of optimization result with IBM ILOG CPLEX Optimizer, simulation shows that the proposed algorithm has the advantage of finding better scheduling solution which leads to less operating cost.
INTRODUCTION
MicroGrids (MGs) have been considered as a perspective technology to facilitate the large penetration of distributed energy resources (DER) together with storage devices into low voltage distribution network. Two operating models for a microgrid are allowed: grid-connected or islanded. Either way, efficient operation and management of DER and storage device can benefit the whole system economically, and thus receive a huge amount of interest lately.
The problem is essentially to make best decisions about optimal schedule of each distributed generation and storage unit hourly to achieve an economical operation. In grid-connected model, electricity exchange with grid should also be scheduled based on time-of-use price in an open electricity market. Generally, the problem can be modeled as a mathematical programming problem which minimizes an economic objective considered equality and inequality constraints.
In published studies, impressive results have been achieved for Microgrids energy management on the base of centralized approach [1] [2] [3] [4] [5] . Most have focused on the formulation of mathematical models. For example, in [1] a residential microgrid using both electrical and thermal energy has been modeled as a mixed integer linear programming (MILP) problem to minimize the operating cost. In [2, 3] , multi-objective models with the consideration of the operation cost and emission level have been formulated. In [4] , a doublelayer coordinated control construction including schedule layer and the dispatch layer has been proposed to solve the energy management problem in both grid-connected and islanded model. However, the proposed approaches normally model the problem as MILP by the use of many approximation and assumptions, so it tends not to match the real thing.
In addition, sophisticated modeling strategy and solution technology applying to microgrid optimal scheduling problem have been regarded highly in many technical literatures. In [6, 7] , the microgrid optimal scheduling problem is modeled as a mixed integer nonlinear programming (MINLP) model and handled by a model predictive control approach. By using the real time system state information, the optimization model updates its schedule, which is considered to be able to compensate forecasting disturbance. In [8] , a rolling horizon (RH) strategy has been applied. In this approach, the optimization problem is implemented iteratively for each sliding window based on forecasting model. In [9] , heuristics involving in Tabu search and genetic algorithm have been applied to the optimal scheduling. Despite many excellent studies carried out, there is no a universal way to model the optimal scheduling problem and an ultimate solution technique. The development of modeling and solution strategy still remains further studies.
The focus of this paper is on the formulation and solution technology of microgrid energy management problem. First, a MINLP model is developed to minimize the operating cost of a microgrid by considering the start-up and shut-down states of distributed generators (DGs). The MINLP problem, however, has proved to be very difficult to solve, because it belongs to the class of NP-hard (Non-Polynomial) problems. To obtain a preferable scheduling solution, we then proposed a hybrid optimal algorithm for local optimization based on decomposition technique. In this way, the optimization problem is decomposed into integer programing (IP) and nonlinear programming (NLP) two subproblems according to integer variables and continuous variables. After that, Genetic Algorithm (GA) and interior-point algorithm are employed to solve the IP and NLP problem respectively.
The rest of the paper is organized as follows: In Section II, a description of the detailed model of microgrid energy management is given. In Section III, the solution method mixed GA and interior-point algorithm is presented. Then, numerical analysis is given In Section IV. Section VI concludes the paper.
II. PROBLEM MODELING
A typical MG with centralized control architecture is considered in our study [10] . The microgrid energy management is carried out in MGCC [11] . The optimal scheduling problem in a microgrid is modeled as a mixed integer nonlinear program (MINP) problem. The objective function and constraints are respectively presented in the following sections.
A. Objective function
The goal of the unit commitment problem is to minimize the microgrid cost over a finite scheduling horizon. The objective function is mathematically formulated as (1) .
Where C represents the total microgrid energy costs, consisting of four parts
grid C (electricity cost from grid) and inv C (investment cost).
1) Fuel cost
The fuel cost of a microgrid completely comes from its DG units. For a given DG unit i at time t, its fuel cost can be typically expressed in a form of quadratic curve with positive coefficients as (2).
represents the power output of the DG unit i , and i a , i b , i c and positive cost coefficients. Therefore, the total fuel cost of N DG units over the scheduling horizon with T discrete time intervals can be formulated as (3).
represents the on/off states of the DG unit i at time t, which a binary variable as described in (4).
Where i su C and i sd C represents the start-up and shut-down cost of the DG unit i .
3) Electricity cost
In an open electricity market, microgrids can either buy electricity from utility or sell electricity to utility. In our model, positive electricity costs means purchasing electricity from utility grid and negative electricity costs means selling electricity to utility grid. The electricity cost is expressed as (6). 
4) Investment cost
The investment cost of a microgrid includes acquisition, maintenance cost of storage units, RES units as well as labor cost and so on. We assume that the investment is constant and then it has nothing to do with the process of decision making.
B. Constraints 1) DG units generation level constraints
The generation of the DG unit i is limited in (7).
,min ,max (t)
Where ,min i DG P and ,max i DG P means the down level and up level of
2) Storage units constraints
The state of charge (SOC) dynamics of the storage unit j over the whole scheduling horizon evolves as (8) . It is also constrained to avoid over-charging or over-discharging in (9) .
Where j represents the efficiency of the storage unit j , and 
4) Power balance constraints
Where (t) k res P represents the power production of the RES unit k at time t. In our discussion, we assume that the predictive value forecast errors are not considered. And (t) load P represents the aggregated electric load at time t in a microgrid.
III. SOLUTION METHODOLOGY
In this section, we develop a solution procedure combined convex programming and GA to solve the problem.
A. Problem Decomposition
The described model in Section II is actually a MINLP problem that involves discrete and continuous variables. We decompose the MINLP into two subproblems: IP problem and NLP problem. The IP problem corresponds to the unit commitment (UC) problem, which determine the on/off states of each DGs. Once the integer variables are fixed, the problem becomes a NLP problem, which corresponds to economic dispatch (ED) problem that is expected to give the optimal generating level.
The ED problem is actually a quartic programming (QP) problem with equality constraints and inequality constraints. Therefore, the problem can be formulated as the following format in (13). 
In our model, for a given row vector consisting of N T binary variables
, Q is a diagonal matrix, which is presented in (14).
Since the fuel cost coefficients 1 2 , ..., n a a a are positive, diagonal matrix Q is always positive definite when vector * s is not zero. That means that the objective function ( ) f x is convex and the QP problem has the only global optimum when it is feasible. When * s is a zero vector, the QP problem degrades a linear programming (LP) problem, which can be easily solved by applying simplex method.
For the QP problem, Karush-Kuhn-Tucker (KKT) condition can be used to obtain the optimal solution. For a feasible solution x , it is the optimal solution if it satisfies the conditions (15)-(19).
Where ( , ) are dual variables. The optimal solution can be obtain by solving the above equations (15)-(19). However, this method does not work when the dimension of vector x is very large because it will be hard to solve these equations analytically. Very often, the problem must be solved through numerical methods. Some excellent approaches are available such as interior-point methods and so on. Matlab optimization toolbox has provide us with these algorithm. For convenience, we run the QP problem in Matlab optimization toolbox by interior-point method.
For the UC problem, it is actually a 0-1 programming problem involved iT binary variables. Current methods or commercial software cannot promise to find an optimal solution for large scale LP problem in the limited time. Noted that the number of local solutions of the proposed problem is 2 iT . It is impossible in practice to find a global optimal solution in polynomial time when iT increase since the computation complexity go up exponentially with the increase of the number of binary variables. In our solution, a heuristic method based on standard GA is employed to find a local optimum.
B. Solution Implementation
The optimization process goes like this: first, GA initializes a group of UC solutions. Then, the QP checks if they are feasible and tell GA the result. When GA finds that there are infeasible solutions, it throws them away and initializes the same amount of new UC solutions until all of them are feasible. After that, Matlab optimization toolbox uses the group of UC solutions to calculate the optimal cost of the ED problem and returns the cost to GA. And then, GA evaluates the group of UC solutions according to the cost from Matlab optimization toolbox and evolves its solutions by selection, crossover and mutation. Repeat the above process until the termination condition is met. The flowchart is depicted in Fig. 1 .
IV. NUMERICALSIMULATIONS AND RESULTS
The proposed approach for microgrid energy management is tested on a LV network presented in [10] . The single-line diagram is shown in Fig. 2 , which is from the diagram provided in [10] with a little modification. It is assumed that the LV network is equipped with varieties of DGs: a Micro Turbine (MT), a Fuel Cell (FC), a storage device (Battery), a small-scale Wind Turbine (WT) and PVs in feeder 1. The energy management system makes hourly generation plan for the next 24 hours to minimize the total operating cost based on the forecast power production of WT and PVs and aggregated loads. The forecast data are obtain from [12] , shown in Fig.3 . We focus on the active power scheduling and all DGs are assumed to work at unity power factor. Financial and operating parameters of each DG are shown in Table I . The maximum, minimum and initial SOC of battery is assumed to be 30 kWh, 5kWh and 5kWh respectively. The parameters of GA is listed in Table II . The simulations are carried out on an Intel(R) Core(TM) i5-2400, 3.10 GHz personal computer with 4 GB RAM memory.
In order to show the advantage of this paper, we have used proposed algorithm and IBM ILOG CPLEX Optimizer to solve the model respectively. Ten independent runs were carried out for the proposed hybrid solution method. Results of the optimal schedule based on the two different methods are shown in Fig.  4(a) and Fig. 4(b) . Operating costs obtained from the two methods are given in Table III . According to Table III , the average and best results of ten runs based on the proposed method are respectively 4999.6¢ and 4946.6¢. The best result obtained from IBM ILOG CPLEX Optimizer is 5187.6¢. That means the average and best value of operating cost based on proposed method are 3.62% and 4.65% lower than the value obtain from IBM ILOG CPLEX Optimizer respectively. Simulation results show that the proposed solution method has the advantage of finding better a scheduling plan which results in a lower operating cost.
This can be explained from the optimal scheduling results in Fig. 4 . The scheduling results of the proposed method are plotted in Fig. 4  Fig. 4(b) . Fig. 4(a) shows that the battery charges electricity as mush as possible from 3:00 to 6:00. This is because electricity price is the lowest at the time according to Fig. 3(a) . As a result, the battery discharges fully at 2:00 in order to charge much more electricity during the time of the lowest electricity price. In Fig.  4(b) , however, though the battery also charges electricity from 3:00 to 6:00, it charges less electricity and does not operate as economically as it does in Fig. 4(a) . In addition, electricity goes through an inflection point at 9:00. This is also responded by the operating state of battery that first discharges then charges in Fig.  4(a) . However, the battery fails to respond to the change of electricity price in Fig. 4(b) . Moreover, from 11:00 to 17:00 electricity price and aggregated loads are very high, both the two scheduling results show that MT and FC run in the maximum generation level to meet load demands and sell extra electricity to up-level grid. Also, from 16:00 to 19:00 electricity goes through a local valley and load demands fluctuate the same. As a response, FC shuts down and MT reduces its output power to reduce fuel cost in Fig. 4(a) . However, in Fig. 4(b) , FC does not shuts down or cuts down its output to respond to the lower electricity price. Therefore, the scheduling solutions based on IBM ILOG CPLEX Optimizer is less economical than that based on the proposed method.
V. CONCLUTIONS
In this paper, microgrids energy management problem is modeled as a mixed integer nonlinear programming problem, which is a class of NP hard that is hard to find global optimum in polynomial time. Then, a solution procedure based on decomposition is proposed. In this way, the problem is decomposed into an IP solving UC problem and a NLP solving ED problem. Through the comparison with IBM ILOG CPLEX Optimizer, simulation results demonstrate that the proposed method can find better solution to lower the operating cost for microgrid energy management system. 
