We see trees in almost any part of computer science. Traditionally, ranked trees, that are nothing else but terms, captured most attention, although exceptions could have been found in graph theory or linguistics [9] . Recently unranked trees are a subject of renewed interest, mainly because of the developement of XML [22] . It is also quite comon nowadays to see trees with infinite paths, especailly in the context of verification. We will omit this aspect, as for the questions we want to discuss finite trees are sufficiently interesting. We prefer instead to make distinction between ordered and unordered trees, i.e., distinguish situations when syblings are ordered or not. Thus we will deal with four types of trees depending on two parameters: ranked/unranked, and ordered/unordered.
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There are even more formalisms to describe tree properties than there are tree types. Here, the main reference point for us will be monadic second-order logic which captures recognizable sets of trees. This logic has a binary predicate interpreted as a descendant relation in a tree and a monadic predicate for every possible node label. If models are ordered trees then the logic may also have another binary predicate interpreted as the sybling order. Important logics are obtained by restricting the range of quantification: when quantifying only over elements we obtain firstorder logic (FOL), when quantifying over chians (sets where every pair of nodes is in a descendant relation) we get chain logic, finally antichain logic is obtained when quatifiers range over sets where no two elements are in the descendant relation. Appart from these classical logics we have important variants of modal and temporal logics over trees: CTL, CTL * , PDL, the µ-calculus.
Given this multitude of formalisms, the first question one can ask is to compare their expressive power, i.e., establish if all properties expressible in a logic A can be also expressed in a logic B. We know the answers to this kind of questions for the formalism listed above. Figure 1 presents the case of ranked ordered trees. Some of the presented inclusions are nontrivial. For insatance, the inclusions of the MSOL in the µ-calculus [18] or FOL in CTL * [14] show that one can obtain the same expressive power using very different means. For other types of trees the picture is not the same. For example, if we consider ordered unranked trees, all equalities on the left change to strict inclusions, and chain logic becomes incomparable with antichaing logic. While diagrams as that on Figure 1 are important, they are far from giving a complete explanation of the expressive power of the logics in question. Consider the following situation. Separating FOL from MSOL over ordered binary trees is easy. We know that over words FOL cannot express counting modulo properties [20] . For example, "even length" is not first order definable. A short argument shows that the language of trees with the leftmost path of even length is not FOL expressible. This observation though, does not tell much about what properties are expressible in FOL. Take the language of ordered binary trees "the depths of all leaves are even". Somehow surprisingly, it turns out that this language is FOL-expressible [19] . Indeed it is a major open question to find an algorithm deciding if a given regular tree language is experssible in FOL. At present decidable characterisations are known for very few fragments of MSOL [1, 7, 4, 8] .
Apart from the mathematical curiosity, there is a growing number of reasons for looking closer at tree formalisms. In the context of XML, the aspect of data (infnite set of labels with some operations on them) is important. It is rather difficult to come with a decidable nontrivial formalism [6, 16] . Understanding well expressive power in the case without data can help substantially.
Another reason is the study of order invariance. A property is order invariant if does not distingush two trees that differ only in the order of syblings. It is natural to ask if such a property can be expressed without referring to this order. Over unranked trees, order invariant properties are exactly those expressible in MSOL extended with counting modulo quantifiers [11] . The language "the depths of all leaves are even" described above cannot be defined in FOL without a sybling order. So the situation is much less clear for FOL. Curiously enough if we restrict to FOL [succ] where we allow only successor relation in place of descendant relation then all order invariant FOL[succ] properites can be expressed in FOL[succ] [2] .
Finally, there is a question of automata and grammars for trees. In the literature one can find many proposals of differen automata on trees. Even for ordered binary trees we have for example several versions of tree-walking automata [12, 5, 13] . For other types of trees the number of variants is even bigger [10] . The similar situation is with regular expressions for trees [21, 15, 17, 3] . Better understanding of logical formalisms is indenspensable to classify and clarify all these notions.
In this talk we will survey some recent results in the field. We will start with a unifying presentation of formalisms discussed above. For this a small detour to algebra will be useful [8] . We will present dependencies between different formalisms, and known decidability results. Some less common questions as order invariance, or existance of a finite base will be also considered. The talk will present joint work with Mikolaj Bojańczyk.
